Abstract. The influence of multiple negative delayed feedback loops on the stability of a single-action mechanism are considered. A characteristic equation for the linearizcd stability of the equilibrium is completely analyzed, as a function of two parameters describing a delay in one loop and a ratio of the gains in the two feedback loops. The bifurcations occurring as the linear stability is lost are analyzed by the construction of a centre manifold. In particular, the nature of Hopf and more degenerate, higher codimension bifurcations are explicitly determined.
mechanisms incorporate delays in their actions. This is particularly noteworthy in the regulation of physiological functions: the time required for a cell to mature, the time for the nerve impulse to travel along the axon and across the synapse, or the time for the hormonal signals to travel from their site of production to target organs by diffusion and/or passage through the circulation are but a few examples of such delays.
In this paper, we consider a delay-differential equation arising in a second attempt to understand the behavior of subjects trying to perform a "simple" motor control task (see [3] for a first attempt, and [2] for more details on this model). We study the equation (1.1) it(t) fl(x(t-T1)) + f2(x(t-T2)), where fi(u) -Ai tanh(u), 1, 2 (Ai are positive constants), and first determine the asymptotic stability of the (unique) equilibrium solution x 0. As long as we are only looking at the local (linearized) stability, it matters little what the actual functions fi are, whenever their first derivatives at the origin are both negative. To determine the nature of a Hopf bifurcation (if any), however, we need derivatives of higher orders, and we thus have to use particular forms for the functions.
Computing f(0) -Ai, 1, 2, and substituting, as is usual, x(t) e at in (1.1) we obtain the characteristic equation (1.2) -Ale -T1 A2e -T2.
By scaling the time in (1.1), it is possible to let one of the delays be equal to unity:
we then have to investigate an equation in which only the ratio of the original delays appear. We do not consider this entirely appropriate in our context, however, since there is a significant loss of simplicity in the analysis using this normalization (more precisely, there are nontrivial complications in the determination of the full stability regions when this particular scaling is employed).
By scaling the variable z(t), it is possible to let either one of the coefficients Ai be equal to unity in (1.1), to obtain the (normalized) characteristic equation ( 
1.3)
A -e -1 Ae -2 where, in terms ofthe original parameters of (1.1), t Alt, 7. A1Ti and A A2/A1. Equation (1.3) now contains the three parameters A, 7 .1, and 7.2. We can thus completely determine the region of stability in a two-parameter space by fixing the value of the remaining parameter, as has been accomplished recently in a similar problem [1] .
For the current situation, there are three possible choices for the parameter to be fixed. We chose to fix and consider the stability regions in the parameter plane (A, . This approach appears most natural to us in the context of modeling regulatory systems with multiple delayed feedback loops: given one such loop containing a time delay 7-1, the parameters A and 7-2 can be interpreted as the gain and the delay in an additional loop added to the original system. With this interpretation in mind, we concentrate our analysis on the values of A such that IAI _< 1. By taking A _> 0, the first part of the analysis will hold for the general case of negative feedback loops.
In the next section, we present a detailed analysis of the linear stability of (1.1). Nonlinear Our results are neither the most elegant nor the most general ones that can be obtained about (1.1). They are applicable to a specific system, however, and illustrate remarkably both the difficulties arising in the investigation of delay differential equations with multiple time delays, and how some of them can be overcome.
The problem we .address is intrinsically multidimensional: scale changes reduce it to at best a three-parameter problem. Our analysis is one more illustration that "... a two-parameter problem is very different from a one-parameter problem" [9] .
2. Local analysis. In this section, we determine, at a fixed value of 7-1, the values of the parameters A and 7-2 for which all roots of (1.3) satisfy Re(a) < 0. We consider mainly the value of A in the interval [ In view of 7 < , we have 0 < w < 2 < 1/71 and therefore 0 < 7w < 1, so that 0 < cos i cos71 and 0 < sinT1 sin 1.
Write (2.3a) as p + e -" cos71 -Ae-" cos7. Since cos71 > 0, it follows that cos wT < 0, and thus that p < (and vice-versa) .
Consider, at a fixed value of7., the function f(co) (sinai7.1-co)/cosa7., the right-hand side of (2.8), which we also write as f(co)/cosw7.1. It is not too difficult to see, from (2.9) 7 .1 1, f(w) will be monotone decreasing when co is between 0 and rc/27.1. In each interval ((2j + 1)r/2q, (2j + 3)r/27.1) (j a positive integer), f(co) has a unique extremum (a maximum for even values of j and a minimum for odd values of j), and its value at these extrema is monotonically and unboundedly increasing (in absolute value). More generally, when 7.1 > 1, and for each value of 7.1, we can precisely describe the behaviour of the function f: it suffices to consider the successive occurrence on the w positive axis, of the poles and zeros of the function f(w), as summarized in the following. LEMMA 2.6. Assume that 1 < 7-1 i8 fized, and recall the definitions given above of rj and cot (j and positive integers). Then, as a function of w, according to the value of 7 .1, the function f(w) is (i) -1 < r/2" positive and continuous for w e (0, wl), negative and continuous for w E (w1,w/27-), and successively positive and negative for w in each interval (kTr/2-1, (k + 2)r/2-), k an odd integer, with a pole at the endpoints of each of the intervals and no zeros in their interiors;
(ii) 7c/2 < < 1 + r" positive and continuous for w e (0, /21), monotonically increasing from -to for w (/21,3/2), and successively negative and positive for in each interval (k/21, (k + 2)/21), 3 In such a situation, Hale [10] has shown that there exists in the state space C an mdimensional invariant manifold, the centre manifold, and that long term behavior of solutions to the nonlinear equation is well approximated by the flow on this manifold.
We outline the steps involved in calculating this manifold in the following paragraphs and then apply it to our equation in 3.1-3.2.
At a point in parameter space where the linear equation (3. 3) possesses rn eigenvalues with zero real parts, there exists a splitting of the space C P (R) Q. P is an m-dimensional subspace spanned by the solutions to (3.3) corresponding to the rn zero real part eigenvalues, and P and Q are invariant under the flow associated with eq. (3.3) . Further, the centre manifold introduced above is given by
Mf { E C" (I)z + h(z, f), zin a neighbourhood of zero in P'}.
The flow on this centre manifold is
where (I) is a basis for P, h Q, and z satisfies the ordinary differential equation (3.5) Bz + bf(ff)z).
In (3.5) <(I )T, (I)} -1 (I). Thus the problem of describing the long term behaviour of solutions to the delay differential (1.1) has been reduced (locally) to the problem of describing the behaviour of solutions to the m-dimensional system of ordinary differential equations (3.5).
Although straightforward in principle, the practical implementation of this procedure, especially in the case of a center manifold of dimension greater than 2, is far from trivial: we had to rely on the algebraic manipulation language MAPLE [18] to perform the calculations of 3.2. A description of the program with a simple illustration appears in [4] . Even [7, 3.3] a(x + ) ( + v( + )), (a.)
( + v( + )) + a( + ).
Expressed in polar coordinates, this degenerate system becomes (3.18) ar , + br and its unfolding is well known [7] to be (3.19) r + ar3,
where p is an unfolding parameter. The r61e of this unfolding parameter is that all possible behaviors of systems close to (3.18) must be contained in a system of the form of (3.19) . Analysis of these equations [7, 3.4] reveals that there are two distinct cases depending on the sign of the cubic coefficient a (see Fig. 3 .1). Proof. We need to show that a(co) < 0 for all co on each branch of the Hopf bifurcation. On each branch, the sign of a(co) will be determined by the sign of h(co) 7.2 [sin(co7.1 -col-7-1 sin(co7.1) 7.2fl (co)-7-1 sin(wT-1 ).
We see that for co E (2(k-1)7r/7.1, (2k-1)7r/7-1), a(w) < 0 necessarily as sin(wT-1) > 0 in these intervals and, by Lemma 2.5, fl(w) 0 when 7-1 < 1. When sin(coT-i) > 0 we rewrite g(w) (7-2 -7-1)sin(wT-1)-w7-2 and consider each branch individually. To do this, we must characterize what we call the distinct branches of the bifurcation set the which we define in terms of branches of the arctangent function. For 0 < 7-1 -nth branch of the bifurcation set (n 1, 2, 3 Remark. Theorem 3.1 implies that for 7"1 < 1, a Hopf bifurcation is supercritical at any point on the stability boundary. Although the theorem does not apply when 1 < 7"1 < r/2, it has been our observation that for 7 A cos(w17.2) cos(w17.1), A cos(w27.2) cos(w27.1), A sin(0317.2) 031 sin(0317"1),
A sin(0327.2) 032 sin(0327"1).
Correspondingly, there are two pairs of pure imaginary eigenvalues --i031,-+-i032. We can thus study, in a manner similar to that of the previous subsection, the fourdimensional centre manifold for (1.1) near these points. Once again we keep the discussion general, for arbitrary values of 031,032. We note that much of the previous discussion may be generalized to this case by simply letting 03 031 and 03 032 in turn. The basis for the subspace P here is ((1,2,(3,4) (sin(w1 0), cos(0310), sin(w20), cos(w20)).
The basis for the adjoint problem,
(1, 2, 3, 4)T, is found as before with K now a (4 x 4) matrix given by where 2 Dij det {(I), Oij} and qij (i, Cj).
The scalar products (i,j), i,j 1,2 are as in (3.14) with 03 031, those for (, Cj}, i,j 3, 4 are as in (3.14) with 03 w2, and the mixed terms (, Cj}, 1, 2, j=3,4, (i,j), i=3,4, j l, 2 are all zero.
The centre manifold will again be as in (3.4) , with z satisfying the dynamical system of (3.5) but here where e.g. fll
Performing the substitutions as before leads to the following dynamical system"
--where -fill bjf111, etc. The normal form for this system was calculated by Takens [17] , to third order, to be (3.27) The investigation of this four-dimensional system is greatly facilitated by noticing that, to second order, the azimuthal components have constant speed and that the radial components are independent of the azimuthal ones. It is thus natural to reduce the system to a two-dimensional one in the radial components. In this reduced system, a fixed point on one of the axis (either rl 0 or r2 0) corresponds to a limit cycle in the original system, a fixed point in the interior of the first quadrant corresponds to a two-dimensional torus, and a limit cycle corresponds to a three-dimensional torus in the original, four-dimensional system (3.29). Guckenheimer and Holmes [7] have shown that depending on the values of the cubic coecients aj, there were 12 different cases possible as phase portraits of the unfolded system.
In the case T1 < 1, Theorem 3.1 shows that a(w) < 0 on each branch for all w, thus at each of the double bifurcation points we expect to have all the aij < 0. Using this and the relationship between 311,322 and a12,321 it is a simple matter to verify that the bifurcation diagram of the unfolding in this case is as pictured in Fig. 3 .2, which is case Ib of Fig. 7 .5.2 in [7] , with a time reversal (t + -t). In this illustration, different sectors in the plane of the unfolding parameters (>, >2) give different phase portraits of the planar system in (r, r2). This is the situation at all intersection points for the first set of parameter values considered in the previous section. If T > 1 the situation will depend on how the double bifurcation points line up with the places where a(w) is positive or negative. For the second set of parameter values considered, although a(w) > 0 on some region of the curves, the points of intersection correspond to points where a(w) < 0 on both curves. The unfolding is therefore the same as the previous set, i.e., that of Fig. 3.2 . For the third set of parameter values, some of the double bifurcation points have 311 > 0 and a22 < 0, and thus the unfolding is as pictured in Fig. 3.3 (which is case Via of Fig. 7 .5.5 of [7] 5.415, which corresponds to the interior wedge region of the first quadrant in Fig. 3 .2.
Pictured are two sets of initial conditions: solutions from the first one go to a limit cycle (depicted in (a)), while solutions to the second one initially exhibit torus-like transient behavior (shown in (b)), but eventually approach another limit cycle (in (c)).
Results near the first supercritical-subcritical double Hopf point, at 7" 1.75 are shown in Fig. 3 Fig. 3 .4, the cubic coefficients are quite small, and it calls into question our neglect of the "higher order" terms in the centre manifold and normal form calculations. Preliminary analysis has shown that many of these inadequacies can be dealt with by including the fifth order terms in our calculations and unfoldings. However, we leave discussion of the details of this analysis to a future paper. This figure is consistent with our stability results, for example, the drastic change in the stability region at 71 r/2 in our figures is represented by the crossing of the first stability surface in their figure. Each of the above works has filled in some "piece of the puzzle" of the two delay problem. We feel our approach is more transparent than most of the previous work, since we can obtain a "piecewise global" perception of the bifurcation picture.
In addition, we have studied not only the linear stability of the trivial solution, but also the criticality of the Hopf bifurcation occurring at its loss of stability: this consideration of nonlinear elements is essential to understand the appearance of such dynamically sophisticated elements as tori. Finally, we have considered in detail the possible solutions resulting from the double Hopf points.
