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Abstract
In this paper we investigate general properties of Cartan invariants of a finite group G in charac-
teristic 2. One of our results shows that the Cartan matrix of G in characteristic 2 contains an odd
diagonal entry if and only if G contains a real element of 2-defect zero. We also apply these results
to 2-blocks of symmetric groups and to blocks with normal or abelian defect groups. The second part
of the paper deals with annihilators of certain ideals in centers of group algebras and blocks.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
In [9], we investigated certain ideals in the center of a symmetric algebra and obtained
some consequences for the Cartan matrices of these algebras. In this paper, we specialize
our results to group algebras.
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178 T. Breuer et al. / Journal of Algebra 296 (2006) 177–195In the following, let F be an algebraically closed field of characteristic p > 0, and let G
be a finite group. Suppose first that p = 2. One of our main results (Theorem 3.3) asserts
that the Cartan matrix of the group algebra FG contains an odd diagonal entry if and only
if G contains a real element of 2-defect zero. In fact, we can be more precise: Suppose
that P is an indecomposable projective FG-module, and denote the sum in FG of all real
elements of 2-defect zero in G by R+G . Then dim EndFG(P ) is odd if and only if R
+
G does
not annihilate P . Moreover, the number of blocks of FG with an odd diagonal Cartan
invariant equals the dimension of the principal ideal R+G · ZFG of the center ZFG of FG.
In Section 2, we apply these results to specific groups and blocks. We prove that the
symmetric group Sn of degree n has an odd diagonal Cartan invariant in characteristic 2
for every n 3, and we show that a 2-block B of Sn has an odd diagonal Cartan invariant
if and only if the weight of B is even.
We demonstrate that diagonal Cartan invariants for a 2-block with normal defect group
are always even, except when the 2-block has defect zero. This fact is related to Broué’s
Abelian Defect Group Conjecture. We prove also that, in a finite group with elementary
abelian Sylow 2-subgroups, all diagonal Cartan invariants are even, except for those com-
ing from 2-blocks of defect zero. It should be noted that our proof does not make use of
the classification of these groups.
In the second part of the paper, we return to the assumption that F is an algebraically
closed field of arbitrary characteristic p > 0, and we investigate certain ideals in ZFG
which can be viewed as generalizations of the Reynolds ideal RFG. In particular, we are
interested in their annihilators. One of our motivations is a result by Tsushima (cf. [16,
(59)]) saying that the radical JZFG of ZFG coincides with the annihilator in ZFG of
the sum of all p-elements in G. While the annihilators of our ideals cannot be computed
in general, we are able to determine them in a number of specific group algebras, such as
group algebras of finite p-groups and group algebras of finite nilpotent groups. We also
illustrate the complications that arise in the general case by several examples.
In the last part of the paper, we consider an analogous annihilator problem for blocks
instead of group algebras. This leads us to open problems concerning the behaviour of our
ideals under perfect isometries and isotypies.
2. Symmetric algebras
Let A be a symmetric algebra over an algebraically closed field F of characteristic
p > 0, with symmetrizing bilinear form (. | .). For any F -subspace X of A, we denote its
perpendicular subspace by
X⊥ := {y ∈ A: (x|y) = 0 for all x ∈ X}.
In [9], we considered the following chain of ideals of the center ZA of A:
ZA = T0A⊥ ⊇ T1A⊥ ⊇ T2A⊥ ⊇ · · · ⊇ RA ⊇ HA ⊇ Z0A ⊇ 0;
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Z0A is a direct sum of copies of F , one for each simple block B of A. Moreover, HA
denotes the Higman ideal of ZA, i.e., the image of the F -linear map
τ :A → A, x →
n∑
i=1
bixai,
where a1, . . . , an and b1, . . . , bn are a pair of dual bases of A, i.e., (ai |bj ) = δij for i, j =
1, . . . , n. Furthermore, RA := SA ∩ ZA is the Reynolds ideal of ZA; here SA denotes the
socle of A. For every non-negative integer n, TnA⊥ is the F -subspace of A perpendicular
to
TnA :=
{
x ∈ A: xpn ∈ KA}
where KA denotes the commutator subspace of A. Thus KA is spanned by all commutators
ab− ba (a, b ∈ A). For every non-negative integer n, TnA⊥ is the image of the semilinear
map ζn : ZA → ZA defined in the following way: For z ∈ ZA, ζn(z) is the unique element
in ZA satisfying
(
ζn(z)
∣∣x)pn = (z∣∣xpn) for all x ∈ A.
The map ζn enjoys the following properties, as shown in [16, (44)–(45)].
Lemma 2.1. Let m and n be non-negative integers, and let y, z ∈ ZA. Then the following
holds:
(i) ζn(y + z) = ζn(y)+ ζn(z) and ζn(y)z = ζn(yzpn).
(ii) ζm ◦ ζn = ζm+n.
We will make use of the following result [9, Theorem 2.3, Proposition 2.5 and Theo-
rem 4.5].
Theorem 2.2.
(i) (T1A⊥)2 ⊆ HA.
(ii) If p is odd then (T1A⊥)2 = Z0A.
(iii) If p = 2 then (T1A⊥)3 = (T1A⊥)(T2A⊥) = Z0A and (T1A⊥)2 = ZA · ζ1(1)2. More-
over, ZB · ζ1(1)2 = Fζ1(1)21B for each block B of A.
For the rest of this section, let p = 2, and let e1, . . . , el be representatives for the conju-
gacy classes of primitive idempotents in A. Then there are uniquely determined elements
r1, . . . , rl ∈ RA satisfying
(ei |rj ) = δij for i, j = 1, . . . , l.
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conjugacy classes and form an F -basis of RA. In [9, Lemma 3.4], the following result was
proved.
Theorem 2.3. With notation as above, we have
ζ1(1)2 =
l∑
i=1
(dim eiAei) · ri ,
and ζ1(1)2ei = (dim eiAei) · eiri with eiri 
= 0, for i = 1, . . . , l. In particular, ζ1(1)2ei 
= 0
if and only if dim eiAei is odd.
The following consequence of Theorem 2.3 will be useful.
Corollary 2.4. For a block B of A, we have ζ1(1)21B 
= 0 if and only if the Cartan matrix
of B contains an odd diagonal entry. In particular, we have ζ1(1)2 
= 0 if and only if the
Cartan matrix of A contains an odd diagonal entry.
3. Group algebras
In the following, let G be a finite group, and let (K,R,F ) be a splitting p-modular sys-
tem for G. Thus R is a complete discrete valuation ring, its residue field F is algebraically
closed of characteristic p > 0, and its field of fractions K has characteristic 0 and contains
the |G|th roots of unity. We denote the canonical map R → F by α → α.
The group algebra FG is symmetric; a symmetrizing bilinear form (. | .) on FG is
given by
(g|h) :=
{
1, if gh = 1,
0, otherwise,
for g,h ∈ G. For a subset X of G, we set
X+ :=
∑
x∈X
x ∈ FG
and
Xp
−n := {y ∈ G: ypn ∈ X}.
An element g ∈ G is called real if g is conjugate to its inverse g−1, and g is said to have
p-defect zero if |CG(g)| is not divisible by p. We denote the set of all real elements of
p-defect zero in G by RG, and we denote the set of conjugacy classes of G by Cl(G).
A conjugacy class of G is called real (of p-defect zero) if its elements are real (of p-
defect zero). In the following, we denote the canonical map RG → FG by x → x. We
also denote the set of p-elements in G by Gp and recall that Tsushima has proved that
JZFG = {z ∈ ZFG: zG+p = 0}
T. Breuer et al. / Journal of Algebra 296 (2006) 177–195 181and
(
G+p
)2 = ∑
B∈Bl0(FG)
1B
(cf. [16, (59) and (83)].
Proposition 3.1. Let l,m,n be non-negative integers. Then the following holds:
(i) ζn(C+) = (Cp−n)+ for C ∈ Cl(G); in particular, ζn(1) = ({1}p−n)+.
(ii) ζn(1)1B = 1B for B ∈ Bl0(FG).
(iii) ζm(1)ζn(1) =
{
R+G, if p = 2 and m = n = 1,∑
B∈Bl0(FG) 1B, otherwise.
(iv) ζl(1)ζm(1)ζn(1) =∑B∈Bl0(FG) 1B .
Proof. (i) is proved in [16, (48)].
(ii) Let C be a conjugacy class of p-singular elements in G. Then C+1B ∈ ZB = F1B
for every B ∈ Bl0(FG); in particular, C+1B is a linear combination of p-regular elements
in G, by Osima’s theorem (cf. [16, (61)]). On the other hand, C+1B is a linear combination
of elements in G contained in the same p-section as C, by Iizuka’s theorem (cf. [16,
(61)]). This implies that C+1B = 0 for every p-singular conjugacy class C of G. Hence
ζn(1)1B = ({1}p−n)+ · 1B = 1 · 1B = 1B by (i).
(iii) The case where p = 2 and m = n = 1 is handled in [19, Proposition 4.1]. So we
suppose that p is odd or that m > 1 or that n > 1. Then
ζm(1)ζn(1) ∈
(
TmFG⊥
)(
TnFG⊥
)= Z0FG
by Theorem 2.2. Hence (ii) implies that
ζm(1)ζn(1) =
∑
B∈Bl0(FG)
ζm(1)ζn(1)1B =
∑
B∈Bl0(FG)
ζm(1)1B =
∑
B∈Bl0(FG)
1B.
(iv) By Theorem 2.2, we have ζl(1)ζm(1)ζn(1) ∈ (T1FG⊥)3 = Z0FG. The remainder
of the proof is similar to that of (iii). 
Theorem 2.2 and Proposition 3.1 imply the following.
Corollary 3.2.
(i) If p is odd then (T1FG⊥)2 = Z0FG.
(ii) If p = 2 then (T1FG⊥)2 = ZFG · R+G . Moreover, ZB · R+G = F · R+G1B for every
block B of FG. In particular, dim(T1FG⊥)2 equals the number of blocks B of FG
such that R+G · 1B 
= 0.
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Theorem 3.3. Let p = 2, let e be a primitive idempotent in FG, and let B be a block of
FG. Then the following holds:
(i) dim eFGe is odd if and only if R+Ge 
= 0.
(ii) The Cartan matrix of B contains an odd diagonal entry if and only if R+G1B 
= 0.
(iii) The Cartan matrix of FG contains an odd diagonal entry if and only if G contains a
real element of 2-defect zero.
Note that (i) can also be expressed as follows: Suppose that P is an indecomposable
projective left FG-module. Then R+G annihilates P if and only if dim EndFG(P ) is even.
There is no apparent connection between the number of real conjugacy classes of 2-
defect zero and the number of odd diagonal Cartan invariants. For the alternating group A5
of degree 5 contains three real conjugacy classes of 2-defect zero but only one odd diagonal
Cartan invariant (coming from its 2-block of defect zero); indeed, the Cartan matrix of FA5
for p = 2 is


4 2 2 0
2 2 1 0
2 1 2 0
0 0 0 1

 .
(This example will be put into broader perspective in Section 4.) On the other hand, groups
of odd order contain precisely one real conjugacy class of 2-defect zero (the trivial one)
since every element conjugating x to x−1 
= x certainly has even order. However, all di-
agonal Cartan invariants in characteristic 2 of groups of odd order are odd (even equal
to 1).
Let us return to the situation where p is an arbitrary prime. In the following, we choose
a set of representatives g1, . . . , gk for the conjugacy classes of G. Then the elements
g1 + KFG, . . . , gk + KFG form an F -basis of FG/KFG. Moreover, we choose a set of
representatives e1, . . . , el for the conjugacy classes of primitive idempotents in FG. Then
FGe1, . . . ,FGel are representatives for the isomorphism classes of indecomposable pro-
jective FG-modules. We denote the corresponding principal indecomposable characters
by Φ1, . . . ,Φl and the corresponding irreducible Brauer characters by φ1, . . . , φl .
As in Section 2, there are uniquely determined elements r1, . . . , rl ∈ RFG such that
(ei |rj ) = δij for i, j = 1, . . . , l. Moreover, r1, . . . , rl form an F -basis of RFG. For i =
1, . . . , l, the element ei + KFG is independent of the choice of ei in its conjugacy class
since ueiu−1 ≡ u−1uei = ei (mod KFG) for every unit u in FG. The elements e1, . . . , el
and r1, . . . , rl can be described in terms of their Brauer characters in the following way.
Lemma 3.4. For i = 1, . . . , l, the following holds:
(i) ei + KFG =∑lj=1 (Φi(g−1j )/|CG(gj )|)gj + KFG.
(ii) ri =∑g∈G φi(g−1p′ )g.
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Proof. (i) Let χ :G → K be an irreducible character of G. Then the corresponding primi-
tive idempotent eχ in ZKG has the form eχ = |G|−1∑g∈G χ(1)χ(g−1)g. Hence
eχ ≡ |G|−1
∑
g∈G
χ(1)χ
(
g−1
)
g
(
mod K(KG)
)
.
On the other hand, eχ is a sum of χ(1) pairwise orthogonal pairwise conjugate primitive
idempotents (1)χ , . . . , χ(1)χ in KG. Thus
χ ≡ |G|−1
∑
g∈G
χ
(
g−1
)
g
(
mod K(KG)
)
,
for every primitive idempotent χ in KGeχ . For i = 1, . . . , l, ei lifts to a primitive idem-
potent i in RG. Moreover, we have
i ≡
∑
χ∈Irr(G)
dχiχ
(
mod K(KG)
)
where the integers dχi (χ ∈ Irr(G)) denote the decomposition numbers and where Irr(G)
denotes the set of irreducible characters χ :G → K . Then, since Φi =∑χ∈Irr(G) dχiχ , we
obtain
i ≡
∑
g∈G
(
Φi
(
g−1
)
/|G|)g ≡ k∑
j=1
(
Φi
(
g−1j
)/∣∣CG(gj )∣∣)gj (mod K(KG)).
Now i ∈ RG and, by a standard result in block theory, Φi(g−1j )/|CG(gj )| ∈ R for j =
1, . . . , k. Since K(KG)∩RG = K(RG) we get
i ≡
k∑
j=1
(
Φi
(
g−1j
)/∣∣CG(gj )∣∣)gj (mod K(RG)),
and (i) follows.
(ii) For j = 1, . . . , l, let r ′j :=
∑
g∈G φj (g
−1
p′ )g. Since RFG is spanned by the p
′
-section
sums of G, we have r ′j ∈ RFG and
(
ei
∣∣r ′j )=
k∑
h=1
(
Φi
(
g−1h
)/∣∣CG(gh)∣∣)φj (gh) = |G|−1 ∑
g∈G
Φi
(
g−1
)
φj (g) = δij
for i, j = 1, . . . , l. Hence r ′j = rj for j = 1, . . . , l. 
Our next result combines Proposition 3.1, Theorem 2.3 and Lemma 3.4.
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R+G =
l∑
i=1
(dim eiFGei) · ri .
Hence, for g ∈ G, we have
l∑
i=1
(dim eiFGei)φi(g) =
{
1, if g is real of 2-defect zero,
0, otherwise.
For later use, the following elementary result will be of interest.
Proposition 3.6. Let C = (cij )li,j=1 and C′ = (c′ij )li,j=1 be integral symmetric matrices,
and suppose that
C′ = Q ·C ·Q
for some integral matrix Q = (qij )li,j=1 of determinant ±1. Then c′ii is odd for some i if
and only if cii is odd for some i.
Proof. We observe that
c′ii =
l∑
j,k=1
qij qikcjk ≡
l∑
j=1
q2ij cjj (mod 2)
for i = 1, . . . , l. Hence if c′ii is odd for some i then cjj has to be odd for some j (and
conversely). 
We are going to use the following consequence of Proposition 3.6.
Corollary 3.7. Let A and B be perfectly isometric 2-blocks of two finite groups G and H ,
respectively. Then the Cartan matrix of A contains an odd diagonal entry if and only if the
Cartan matrix of B does.
Proof. It is known that the Cartan matrices C = (cij )li,j=1 of A and C′ = (c′ij )li,j=1 of B
have the same format, and that they are related by an equation
C′ = Q ·C ·Q
where Q = (qij )li,j=1 is an integral matrix with determinant ±1 (cf. [3] or [13]). Thus the
result follows from Proposition 3.6. 
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In this section we are going to apply the results and methods of Section 3 to specific
examples of groups and blocks. We will be particularly interested in odd diagonal Cartan
invariants.
In the following, we will always assume that p = 2. For n  3, the symmetric group
G = Sn of degree n contains a real element of 2-defect zero, e.g., an n-cycle (if n is odd)
or an (n− 1)-cycle (if n is even). Hence Theorem 3.3 implies that the Cartan matrix of Sn
in characteristic 2 contains an odd diagonal entry (for n  3). (But note that Sn contains
a simple 2-block if and only if n is a triangular number, i.e., n = k(k + 1)/2 for some
positive integer k; this is an easy consequence of the so-called Nakayama conjecture proved
by Brauer and Robinson [11, Theorem 6.2.45].) We can prove a more specific result by
considering 2-blocks of symmetric groups.
Theorem 4.1. The Cartan matrix C of a 2-block B of a finite symmetric group Sn contains
an odd diagonal entry if and only if the weight w of B is even.
Proof. We will need some basic facts from the representation theory of symmetric groups;
most of these can be found in [11]. By a result of Olsson [21], all Cartan invariants (not
just the diagonal ones) of a 2-block of odd weight in a symmetric group are even. Thus in
the following we concentrate on 2-blocks of even weight.
Enguehard has proved [5] that, for a fixed prime, all blocks of symmetric groups of the
same weight are perfectly isometric. Hence it suffices to show, by Corollary 3.7, that for
every positive integer w at least one 2-block of weight w in a symmetric group has an odd
diagonal Cartan invariant.
Thus we fix a positive integer m and set w := 2m, n := 4m + 1. Then the principal
2-block B0 of Sn has weight w and 2-core (1). We will show that the Cartan matrix C of
B0 contains an odd diagonal entry.
The irreducible characters of Sn are labelled by partitions λ of n. For every partition λ
of n, we denote the corresponding irreducible character of Sn by χλ. Also, we denote by
χλreg the restriction of χλ to the set of 2-regular elements in G = Sn. We will make use of
the fact that the elements χλreg, where λ ranges over the 2-regular partitions with 2-core (1),
form a basis for the free abelian group spanned by the irreducible Brauer characters in B0.
Thus we get equations
χλreg =
∑
µ
d˜λµχ
µ
reg
with integers d˜λµ where µ ranges over the 2-regular partitions of n with 2-core (1). We
denote by D˜ := (d˜λµ) the corresponding matrix and set C˜ := D˜ · D˜. Then D˜ = DQ
where D is the usual decomposition matrix of B0 and Q is a square integral matrix with
determinant ±1. Thus C˜ = Q · C · Q, and it suffices to show (by Proposition 3.6) that
C˜ contains an odd diagonal entry. We will in fact show that the entry c˜ := c˜(n)(n) in C˜
corresponding to the trivial partition (n) of n is odd.
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such that χλ(g) 
= 0 are the hook partitions
(n), (n − 1,1), (n− 2,12), . . . , (1n).
(This is a special case of the Murnaghan–Nakayama formula.) All these hook partitions
satisfy χλ(g) = ±1. The only 2-regular hook partitions are (n) and (n − 1,1), and we
observe that χ(n−1,1) does not belong to B0, by the Nakayama conjecture (as proved by
Brauer and Robinson). Note also that the only self-dual hook partition of n is (2m+1,12m).
By definition, we have
c˜ = c˜(n)(n) =
∑
λ
d˜λ,(n)
where λ ranges over all partitions of n with 2-core (1). Since all 2-regular elements of Sn
are contained in the alternating group An,
χλreg = χλ

reg
where λ denotes the partition of n dual to λ, and therefore d˜λ,(n) = d˜λ,(n) for every
partition λ of n. Hence c˜ =∑λ d˜λ,(n) where λ ranges over all self-dual partitions of n with
2-core (1).
If λ = (2m+ 1,12m) then
1 ≡ χλ(g) ≡
∑
µ
d˜λµχ
µ(g) ≡ d˜λ,(n) (mod 2)
where µ ranges over the 2-regular partitions of n with 2-core (1); for χµ(g) = 0 if µ is not
a hook partition, and d˜λµ = 0 if the 2-core of µ is different from (1).
On the other hand, if λ is a self-dual partition of n different from (2m + 1,12m) then,
similarly,
0 ≡ χλ(g) ≡
∑
µ
d˜λµχ
µ(g) ≡ d˜λ,(n) (mod 2).
We conclude that c˜ ≡ d˜(2m+1,12m),(n) ≡ 1 (mod 2), and the result follows. 
We can combine Theorem 4.1 with Corollary 3.2 and Theorem 3.3 in order to obtain
the following.
Corollary 4.2. For G = Sn (and p = 2), the dimension of R+G · ZFG equals the number of
triangular numbers m n (including m = 0) such that n−m is divisible by 4.
(Recall that a positive integer m is called a triangular number if m = k(k + 1) for some
positive integer k.) It may be of interest to characterize those partitions λ of n which lead
to an odd diagonal Cartan invariant cλλ. For example, we may ask:
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cλλ corresponding to the 2-regular partition λ = (m+ 1,m− 1) of n always odd?
It is known that the dimension of the corresponding simple FSn-module D(m+1,m−1) is
always a power of 2. In fact, D(m+1,m−1) is the reduction mod 2 of the basic spin module
of a covering group of Sn.
It is easy to see that the alternating group An has an odd diagonal Cartan invariant in
characteristic 2, for every n 5; the proof is similar to the one for symmetric groups.
In Theorem 4.1, we have produced examples of 2-blocks with odd diagonal Cartan
invariants. Now we turn to examples where all diagonal Cartan invariants are even.
Proposition 4.4. Suppose that B is a 2-block of a finite group G with a non-trivial normal
defect group D. Then all diagonal Cartan invariants of B are even.
Proof. It is known that B is Morita equivalent to a 2-block A of a finite group H containing
D as a normal Sylow 2-subgroup (cf. [15]). In particular, A and B have the same Cartan
matrix. Thus it suffices to show that all diagonal Cartan invariants of H (in characteris-
tic 2) are even. By Theorem 3.3, it is enough to show that H does not contain real elements
of 2-defect zero. So assume that h is a real element of 2-defect zero in H . By Proposi-
tion 3.1(iii), we have R+H = ({t ∈ H : t2 = 1}+)2. Thus there are elements t, u ∈ H such
that t2 = 1 = u2 and tu = h. Our hypothesis implies that t ∈ D, u ∈ D and h = tu ∈ D.
Since h has 2-defect zero and Z(D) 
= 1, this is impossible. 
Note that Corollary 3.7 and Proposition 4.4 imply that every 2-block A of a finite group
which is perfectly isometric to a 2-block with a non-trivial normal defect group has the
property that all diagonal Cartan invariants of A are even. In particular, a positive solution
to Broué’s Abelian Defect Group Conjecture [3] (on perfect isometries between Brauer
corresponding blocks) would imply that all diagonal Cartan invariants of 2-blocks with
non-trivial abelian defect groups are even. We can prove a special case of this without
invoking Broué’s conjecture.
Proposition 4.5. Let G be a finite group with elementary abelian Sylow 2-subgroups. Then
all odd diagonal Cartan invariants of G (in characteristic 2) correspond to 2-blocks of
defect zero (and are therefore equal to 1).
Proof. Our hypothesis implies that G2, the set of all 2-elements in G, coincides with
{1}2−1 = {g ∈ G: g2 = 1}. Thus
(
G+2
)2 = (({1}2−1)+)2.
But (G+2 )2 =
∑
B∈Bl0(FG) 1B , by Tsushima’s theorem [16, (83)], and (({1}2
−1
)+)2 = R+G
by Proposition 3.1(iii). Now let e be a primitive idempotent in FG such that dim eFGe is
odd. Then 0 
= R+Ge by Theorem 3.3. Hence 0 
= 1Be for a 2-block B of defect zero in G,
and the result follows. 
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cial linear groups SL(2,2n), the smallest Janko group J1 and the Ree groups R(q). Their
Cartan matrices were determined by Alperin [1], Fong [6] and Landrock and Michler [17,
18]. In the case of SL(2,2n), all non-zero Cartan invariants in characteristic 2 are in fact
powers of 2, and in the case of J1 and R(q) the Cartan matrices of the principal 2-blocks
are as follows:
J1:


8 4 4 4 4
4 4 1 3 3
4 1 4 2 2
4 3 2 4 2
4 3 2 2 4

 , R(q):


4 4 2 2 2
4 8 3 4 4
2 3 2 2 2
2 4 2 4 2
2 4 2 2 4

 .
Likewise Fong and Harris have proved Broué’s Abelian Defect Group Conjecture (on per-
fect isometries) for principal 2-blocks of finite groups [7], by using the classification of
finite simple groups with abelian Sylow 2-subgroups. Hence all diagonal Cartan invariants
for these blocks are even, except when the group has odd order.
For an arbitrary prime p and an arbitrary p-block B of positive defect, the number k(B)
of ordinary irreducible characters in B , the number l(B) of irreducible Brauer characters in
B and the rank of the Cartan matrix of B modulo p are expected to be “locally determined,”
by variants of Alperin’s Weight Conjecture [2,12]. (This means that these numbers can
be computed from blocks of local subgroups H of G; recall that H is called local if it
has a non-trivial normal p-subgroup.) It seems therefore reasonable to ask the following
question.
Question 4.6. Is the existence of an odd diagonal Cartan invariant, for a 2-block of positive
defect in a finite group, “locally determined”?
5. Annihilators and group algebras
In this section, let F be an algebraically closed field of characteristic p > 0, and let A
be a symmetric F -algebra. In Section 2, we looked at the following descending chain of
ideals of ZA:
ZA = T0A⊥ ⊇ T1A⊥ ⊇ T2A⊥ ⊇ · · · ⊇ RA ⊇ 0.
In the following, we will also look at the following ascending chain of ideals of ZA:
0 = T0ZA ⊆ T1ZA ⊆ T2ZA ⊆ · · · ⊆ JZA ⊆ ZA
where
TnZA =
{
z ∈ ZA: zpn = 0}
for every non-negative integer n. In [9], we showed:
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TnZA ⊆
{
z ∈ ZA: z(TnA⊥)= 0}⊆ {z ∈ ZA: zζn(1) = 0},
for every non-negative integer n.
For all sufficiently large n, we have TnZA = {z ∈ ZA: z(TnA⊥) = 0} since TnZA =
JZA and TnA⊥ = RA in this case. Also, when A = FG for a finite group G then (for
sufficiently large n) Tsushima’s Theorem implies that
TnZFG =
{
z ∈ ZFG: zζn(1) = 0
}
since ζn(1) = G+p where Gp denotes the set of p-elements in G (cf. [16, (59)]). For arbi-
trary n, Proposition 5.1 implies the following:
{
z ∈ ZFG: zpn = 0}
⊆ {z ∈ ZFG: z((Cp−n)+)= 0 for all C ∈ Cl(G)}
⊆ {z ∈ ZFG: z({1}p−n)+ = 0}.
It seems natural to ask when equality holds.
Question 5.2. Are the following conditions equivalent, for z ∈ ZFG and every non-
negative integer n:
(1) zpn = 0;
(2) z(Cp−n)+ = 0 for all C ∈ Cl(G);
(3) z({1}p−n)+ = 0?
We first look at examples in characteristic 2.
Example 5.3. Let p = 2 and n = 1, and let G denote the pullback of
S4
α−→ C2 β←− C4
where S4 is the symmetric group of degree 4, C4 = 〈c〉 is the cyclic group of order 4
and C2 is the cyclic group of order 2; moreover, α and β are epimorphisms. Thus G is the
subgroup of S4 × C4 consisting of all elements xy with x ∈ S4, y ∈ C4 and α(x) = β(y).
Then G is a group of order 48 with |Z(G)| = 2 and G/Z(G) ∼= S4; however, G is not a
covering group of S4 since Z(G) is not contained in G′.
It is straightforward to verify that {1}2−1 = O2(G), an elementary abelian group of
order 8. Let z denote the class sum of the conjugacy class containing the element (1,2)c
of order 4. Then zO2(G)+ = 0, as is easily computed. Hence (3) holds for z.
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plied by c + c3. It is easy to check that z(C2−1)+ 
= 0, so (2) does not hold for z.
This example shows that the implication (3) ⇒ (2) does not hold, in general. By Propo-
sition 5.1, the implication (3) ⇒ (1) does not hold in general, either.
Example 5.4. Let p = 2 and n = 1, and let G denote the pullback of
S4
α−→ C2 β←− QD16
where QD16 denotes the quasi-dihedral group of order 16, α and β are epimorphisms, and
the kernel of β is a dihedral group of order 8:
QD16 = 〈a, b: a8 = 1 = b2, bab−1 = a3〉 and Ker(β) = 〈a2, b〉.
Then G is a group of order 192.
Let z be the class sum of the element (1,2)a. Then z is the class sum of (1,2) in S4,
multiplied with a + a3. It follows easily that z2 is the class sum of a conjugacy class
consisting of elements of order 12. Thus (1) does not hold for z.
On the other hand, one can check that z annihilates T1FG⊥, so that (2) holds for z. This
means that the implication (2) ⇒ (1) in Question 5.2 is not true, in general.
It is more difficult to find similar examples in odd characteristic; however, they do ex-
ist. Our examples were constructed using the computer algebra system GAP (cf. [8]), in
particular its libraries of small groups and of character tables.
Example 5.5. Let p = 3 and n = 1, and let H be the semidirect product of an extraspecial
group P of order 27 and exponent 3 with SL(2,3) = Sp(2,3). Moreover, let G be the
pullback of
H
α−→ C3 β←− C9
where C9 is a cyclic group of order 9, C3 is a cyclic group of order 3, and α and β are
epimorphisms. Then G is a group of order 1944 with 72 conjugacy classes. It is easy to see
that {1}3−1 = O3(G) ∼= P ×C3. One may check that
dim T1ZFG = 69 = dim
{
z ∈ ZFG: zT1FG⊥ = 0
}
(so T1ZFG = {z ∈ ZFG: zT1FG⊥ = 0}) whereas
dim
{
z ∈ ZFG: z({1}3−1)+ = 0}= 71.
(Hence JZFG = {z ∈ ZFG: z({1}3−1)+ = 0}.) Thus, in this example, the implication (3)
⇒ (2) of Question 5.2 does not hold (but the conditions (1) and (2) are equivalent in this
example).
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index 2 in W and is isomorphic to the finite simple group PSU(4,2) of order 25920 =
26 · 34 · 5. Thus it coincides with the commutator subgroup W ′ of W (cf. [10]).
Let L be the root lattice of type E6. Then L is a free abelian group of rank 6, and
N := L/3L is an elementary abelian 3-group of order 36. The natural action of W ′ on N
turns N into a uniserial F3W ′-module (where F3 denotes the field with three elements).
One checks that N contains a one-dimensional (trivial) submodule Z, and that N/Z is a
simple F3W ′-module of dimension 5.
Let G be the semidirect product of N and W ′. One computes that G contains 103
conjugacy classes. Moreover, for p = 3, T1ZFG has dimension 101 whereas {z ∈
ZFG: z(T1FG⊥) = 0} has dimension 102. So this example shows that conditions (1)
and (2) in Question 5.2 are not equivalent, in general, for an odd prime p.
On the other hand, the conditions in Question 5.2 are equivalent (for n = 1) whenever
G is a finite symmetric or alternating group, by [20]. We will see below that the conditions
(1) and (2) in Question 5.2 are also equivalent whenever G is a finite p-nilpotent group.
Next, we rephrase condition (2) in Question 5.2.
Lemma 5.7. Let z ∈ ZFG, let C ∈ Cl(G), and let n be a non-negative integer. Then
z(Cp
−n
)+ = 0 if and only if zpnC+ is an F -linear combination of G \ {gpn : g ∈ G}.
Proof. Let g ∈ G. Then Lemma 2.1(i) and Proposition 3.1 imply that
(
g
∣∣z(Cp−n)+)pn = (g∣∣zζn(C+))pn = (g∣∣ζn(zpnC+))pn = (gpn ∣∣zpnC+).
This immediately yields the result. 
We can now show that the conditions in Question 5.2 are equivalent whenever G is
nilpotent or a suitable Frobenius group.
Proposition 5.8. Suppose that G is either the direct product of a p-group and a p′-group,
or a Frobenius group with kernel K such that p divides |K|. Moreover, let n be a non-
negative integer and z ∈ ZFG. Then zpn = 0 if and only if z({1}p−n)+ = 0.
Proof. One direction follows from Proposition 5.1. In order to prove the other, let z ∈
ZFG such that z({1}p−n)+ = 0. Then, by Lemma 5.7, zpn is an F -linear combination of
G\ {gpn : g ∈ G}. On the other hand, [16, (60)] implies that zpn is an F -linear combination
of {gpn : g ∈ G}. Thus zpn = 0. 
6. Annihilators and blocks
Let F be an algebraically closed field of characteristic p > 0, and let G be a finite group.
In this section, we will be concerned with the following block version of Question 5.2.
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the following conditions equivalent:
(1) zpn = 0;
(2) z(TnB⊥) = 0?
The examples in Section 5 show that (1) and (2) are not equivalent, in general. In this
section, we will prove some positive results. We start with blocks which are nilpotent, in
the sense of Broué and Puig [4].
Proposition 6.2. Let B be a nilpotent block of FG, let z ∈ ZB , and let n be a non-negative
integer. Then zpn = 0 if and only if z(TnB⊥) = 0.
Proof. Let D be a defect group of B . Then B ∼= Mat(d,FD) for a positive integer d , by a
theorem of Puig [22]. By [9, Corollary 5.2], the map
f : ZFD → Z Mat(d,FD), z → z1d ,
is an isomorphism of F -algebras such that f (TnFD⊥) = TnMat(d,FD)⊥. Let y ∈ ZFD
and set z := f (y). Then zpn = 0 if and only if ypn = 0. This holds if and only if
y(TnFD⊥) = 0, by Proposition 5.8. In turn, this is equivalent to z(TnMat(d,FD)⊥) = 0,
and the result follows. 
We obtain the following consequence.
Corollary 6.3. Let G be a finite p-nilpotent group, let z ∈ ZFG, and let n be a non-
negative integer. Then zpn = 0 if and only if z(Cp−n)+ = 0 for C ∈ Cl(G).
Proof. Since G is p-nilpotent, every block of FG is nilpotent. Thus the result follows
from Propositions 6.2 and 3.1(i). 
In a similar way, we can deal with p-blocks with cyclic defect groups in finite p-
solvable groups.
Proposition 6.4. Let G be a finite p-solvable group, and let B be a block of FG with cyclic
defect group D. Moreover, let n be a non-negative integer and z ∈ ZB . Then zpn = 0 if and
only if z(TnB⊥) = 0.
Proof. It is well known (cf. [14], for example) that B is isomorphic to Mat(d,FH) where
d is a positive integer and H is the semidirect product of D and a p′-subgroup E of
Aut(D). As in the proof of Proposition 6.2, the assertion for B is equivalent to the assertion
for FH . However, then Proposition 5.8 yields the result since H is a Frobenius group with
kernel D. 
In a similar way as before, this result has the following consequence.
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Moreover, let n be a non-negative integer and z ∈ ZFG. Then zpn = 0 if and only if
z(Cp
−n
)+ = 0 for C ∈ Cl(G).
It would be interesting to know whether the solvability assumption in Proposition 6.4 is
really necessary.
Question 6.6. Let G be a finite group, and let B be a block of FG with cyclic defect group.
Is TnZB = {z ∈ ZB: z(TnB⊥) = 0} for every non-negative integer n?
A positive answer to Question 6.6 would follow from a positive answer to the next
question:
Question 6.7. Suppose that A and B are perfectly isometric (or isotypic) blocks of finite
groups G and H , respectively. Is there an isomorphism of F -algebras ZA → ZB mapping
TnA⊥ onto TnB⊥, for every non-negative integer n?
Some of the background of this question is explained in [3] and [13]. A partial answer
to Question 6.7 is provided by the following result which is probably known to the experts
but does not seem to appear in the literature.
Proposition 6.8. Let G and H be finite groups, and let A and B be blocks of FG and FH ,
respectively, which are perfectly isometric. Then there is an isomorphism of F -algebras
ZA → ZB mapping RA onto RB .
Proof. We denote by Irr(A) the set of irreducible characters G → F associated with A.
Moreover, for ψ ∈ Irr(A), we set rψ :=∑g∈G ψ(g−1)g. Then the elements rψ , with ψ ∈
Irr(A), form an F -basis of RA (cf. Lemma 3.4).
Suppose that (K,R,F ) is a splitting p-modular system for both G and H . The blocks
A and B of FG and FH lift to blocks Aˆ and Bˆ of RG and RH , respectively. We set
KAˆ := K ⊗R Aˆ and KBˆ := K ⊗R Bˆ .
A perfect isometry between A and B consists of a bijection
I : Irr
(
KAˆ
)→ Irr(KBˆ), χ → I (χ),
together with a map
 : Irr
(
KAˆ
)→ {±1}, χ → (χ),
satisfying a number of conditions (cf. [3]); here Irr(KAˆ) denotes the set of irreducible
characters G → K associated with KAˆ. Each χ ∈ Irr(KAˆ) defines a primitive idempotent
eχ in Z(KAˆ). Broué [3] has shown that there exists an isomorphism of K-algebras
φK : Z
(
KAˆ
)→ Z(KBˆ)
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algebras φR : ZAˆ → ZBˆ and thus induces an isomorphism of F -algebras φF : ZA → ZB .
We set rχ :=∑g∈G χ(g−1)g and cχ := |G|/χ(1), so that
φK(rχ ) = (cχ/cI (χ))rI (χ)
for χ ∈ Irr(KAˆ). Since a perfect isometry preserves defects of irreducible characters,
cχ/cI (χ) is a unit in R, and φF (rχ ) = (cχ/cI (χ))rI (χ) for χ ∈ Irr(KAˆ). By the surjectivity
of the decomposition map, the elements rχ (χ ∈ Irr(KAˆ)) span the same F -subspace of
ZA as the elements rψ (ψ ∈ Irr(A)). We conclude that φF (RA) = RB . 
We close with the following special result on finite p-groups.
Proposition 6.9. Let G be a finite p-group, let x ∈ G, let K be the conjugacy class of x in
G, and let Kp be the conjugacy class of xp in G. Then
(
K+
)p = ∣∣CG(xp) : CG(x)∣∣(Kp)+;
in particular, (K+)p is either zero or a class sum.
Proof. We argue by induction on |G|. Suppose first that x ∈ Z(G). Then xp ∈ Z(G) and
(K+)p = xp = (Kp)+. So we may assume that x /∈ Z(G). Then we choose a maximal sub-
group H of G such that CG(x) ⊆ H . Note that H is normal in G with |G : H | = p. Now
CG(x) = CH (x) forces |G : CG(x)| > |H : CH (x)|, so K is a disjoint union of conjugacy
classes K1, . . . ,Kp of H . Let xi ∈ Ki for i = 1, . . . , p. Then induction implies that
(
K+
)p = (K+1 + · · · +K+p )p = (K+1 )p + · · · + (K+p )p
=
p∑
i=1
∣∣CH (xpi ) : CH (xi)∣∣(Kpi )+ = ∣∣CH (xp) : CH (x)∣∣
p∑
i=1
(
K
p
i
)+
.
Suppose first that CG(xp) = CG(x). Then also CG(xp) = CH (xp). Thus Kp is the disjoint
union of the conjugacy classes Kp1 , . . . ,Kpp of H . So we obtain
(
K+
)p = p∑
i=1
(
K
p
i
)+ = (Kp)+ = ∣∣CG(xp) : CG(x)∣∣(Kp)+
in this case. It remains to deal with the case CG(xp) > CG(x). Suppose first that
CG(xp) 
= G. In this case we may assume CG(x) < CG(xp)  H . We conclude that
CH (x) < CH (xp) and (K+i )p = 0 by induction. Thus also (K+)p = 0 =|CG(xp) : CG(x)|(Kp)+. So we may assume that CG(xp) = G, i.e., xp ∈ Z(G). In this
case K
p
i = {xp} for i = 1, . . . , p and thus (K+)p = 0 = |CG(xp) : CG(x)|(Kp)+. 
T. Breuer et al. / Journal of Algebra 296 (2006) 177–195 195Acknowledgments
The ideas in this paper have their origin in visits of B. Külshammer to the National
University of Ireland, Maynooth, and to the Technical University of Budapest, in Sep-
tember 2003. B. Külshammer is very grateful for the invitation to Maynooth and for
the hospitality received there. His visit to Maynooth was partially funded by a New Re-
searcher Award from the National University of Ireland, Maynooth. B. Külshammer’s
visit to Budapest was kindly supported by the German–Hungarian exchange project No.
D-4/99 (TéT-BMBF) and by the Hungarian National Science Foundation Research Grants
T034878 and T042481. The authors are grateful to the referee for a careful reading of the
manuscript and a number of useful suggestions.
References
[1] J.L. Alperin, Projective modules for SL(2,2n), J. Pure Appl. Algebra 15 (1979) 219–234.
[2] J.L. Alperin, Weights for finite groups, in: Proc. Sympos. Pure Math., vol. 47, 1987, pp. 369–379, part 1.
[3] M. Broué, Isométries parfaites, types de blocs, catégories dérivée, Astérisque 181–182 (1990) 61–92.
[4] M. Broué, L. Puig, A Frobenius theorem for blocks, Invent. Math. 56 (1980) 117–128.
[5] M. Enguehard, Isométries parfaites entre blocs de groupes symétriques, Astérisque 181–182 (1990) 157–
171.
[6] P. Fong, On decomposition numbers of J1 and R(q), in: Convegno di Gruppi e loro Rappresentazioni,
INDAM, Rome 1972, in: Sympos. Math., vol. XIII, Academic Press, London, 1974, pp. 415–422.
[7] P. Fong, M.E. Harris, On perfect isometries and isotypies in finite groups, Invent. Math. 114 (1993) 139–191.
[8] The GAP group, GAP—Groups, Algorithms, and Programming, Version 4.3, Aachen, St Andrews,
http://www.gap-system.org, 2002.
[9] L. Héthelyi, E. Horváth, B. Külshammer, J. Murray, Central ideals and Cartan invariants of symmetric
algebras, J. Algebra, in press.
[10] J.E. Humphreys, Reflection Groups and Coxeter Groups, Cambridge University Press, Cambridge, 1990.
[11] G. James, A. Kerber, The Representation Theory of the Symmetric Group, Addison–Wesley, London, 1981.
[12] R. Knörr, G.R. Robinson, Some remarks on a conjecture of Alperin, J. London Math. Soc. (2) 39 (1989)
48–60.
[13] S. König, A. Zimmermann, Derived Equivalences for Group Rings, Springer, Berlin, 1998.
[14] B. Külshammer, On p-blocks of p-solvable groups, Comm. Algebra 9 (1981) 1763–1785.
[15] B. Külshammer, Crossed products and blocks with normal defect groups, Comm. Algebra 13 (1985) 147–
168.
[16] B. Külshammer, Group-theoretical descriptions of ring-theoretical invariants of group algebras, in: Progr.
Math., vol. 95, 1991, pp. 425–442.
[17] P. Landrock, G.O. Michler, Block structure of the smallest Janko group, Math. Ann. 232 (1978) 205–238.
[18] P. Landrock, G.O. Michler, Principal 2-blocks of the simple groups of Ree type, Trans. Amer. Math. Soc. 260
(1980) 83–111.
[19] J. Murray, Blocks of defect zero and products of elements of order p, J. Algebra 214 (1999) 385–399.
[20] J. Murray, Squares in the centre of the group algebra of a symmetric group, Bull. London Math. Soc. 34
(2002) 155–164.
[21] J.B. Olsson, Lower defect groups in symmetric groups, J. Algebra 104 (1986) 37–56.
[22] L. Puig, Nilpotent blocks and their source algebras, Invent. Math. 93 (1988) 77–116.
