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De multiples sources d’agression électromagnétique extérieures peuvent altérer le fonction-
nement d’un dispositif électronique. Pour étudier ces éventuelles altérations, il s’agit de détecter
les parties non immunisées contre ces agressions dans un circuit électronique : c’est l’étude de sa
susceptibilité électromagnétique. L’anticipation des potentielles zones de faiblesse d’un circuit
confronté à ces perturbations permettrait d’améliorer la conception de ce circuit. L’idée pour
réaliser cette étude en susceptibilité est de mettre en place un outil de simulation rapide, pré-
cis et suffisamment flexible pour intégrer les dernières innovations technologiques. Les circuits
sur lesquels s’est portée notre attention sont en technologie planaire, d’où la dénomination de
circuit planaire. Cette technologie met en œuvre un substrat, qui correspond à une plaque de
diélectrique, sur laquelle un motif est gravé sur une fine couche de métallisation (généralement
du cuivre). Cette métallisation peut être située sur au moins l’une des faces externes du substrat.
Il peut également y avoir plusieurs couches de métal et de substrat, cela correspond à un circuit
dit multicouche (cf. figure 1).
Les méthodes numériques appliquées à l’électromagnétisme répondent au besoin de modéli-
sation de ces circuits afin de calculer des champs électromagnétiques rayonnés ou induits. Ces
méthodes peuvent être qualifiées de l’adjectif temporel ou fréquentiel, selon que l’on cherche à
calculer une grandeur en fonction du temps ou de la fréquence. Dans ce travail, on s’intéressera
à une méthode fréquentielle. Des travaux d’étude de circuits planaires ont déjà été effectués avec
une méthode basée sur le concept d’onde (notée WCIP pour Wave Concept Iterative Procedure).
Pour les circuits planaires, elle se révèle être l’une des méthodes qui utilise le plus petit nombre
d’inconnues pour atteindre une précision donnée : ceci s’explique notamment par le fait que c’est
une méthode surfacique. Son formalisme est issu de la méthode des moments avec des améliora-
tions spécifiques pour tenir compte des problèmes de propagation d’onde et des géométries des
circuits planaires. Néanmoins, la WCIP n’est pas adaptée à la prise en compte des diélectriques
inhomogènes et des trous métallisés (ou vias) d’interconnexion.
L’hybridation avec des méthodes volumiques a alors été envisagée. En première approche,
on s’est focalisé sur deux méthodes volumiques particulières que sont les méthodes FDTLM
(Frequency Domain Transmission Line Matrix method) et HDG (Hybridizable Discontinuous
Galerkin method). Des précisions sur ces méthodes sont données dans le chapitre 1. L’objectif
est de généraliser ces deux cas particuliers à n’importe quelle méthode volumique de sorte à en
faire une méthode hybride « modulable ». Le choix de la FDTLM (intrinsèquement proche de la
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(a) Vue d’ensemble du filtre. (b) Les différentes couches séparées.
FIGURE 1 – Exemple : filtre passe-bande multicouche.
WCIP) a découlé de travaux de couplage déjà réalisés au sein du GRE-LAPLACE. La méthode
HDG qui est une technique d’éléments finis de type Galerkin Discontinu apporte de son côté
une flexibilité maximale dans la discrétisation pour les problèmes en régime harmonique. Cette
flexibilité est primordiale pour optimiser le rapport précision-coût de calcul dans les problèmes
non homogènes. En outre, la collaboration avec l’équipe NACHOS de l’INRIA Sophia Antipolis
Méditerranée a contribué au choix de l’hybridation avec HDG.
Dans ce travail de thèse, la présentation des différentes méthodes numériques est évoquée
dans le chapitre 1. Dans le chapitre 2, le formalisme de l’hybridation est exposé ainsi que sa dé-
clinaison selon la méthode considérée. Se trouve également dans ce chapitre l’implémentation
du couplage de la WCIP avec la FDTLM et la méthode HDG en 2D afin de valider les bases
de la démarche. Dans le chapitre 3, un travail identique en 3D a été mené. Cependant, des lim-
itations dans le raffinement de maillage, faisant suite à des problèmes de mémoire, ont conduit
à modifier la méthode développée en y intégrant une technique de décomposition de domaines.
Ceci constitue l’essence du chapitre 4.
0.2 Mes contributions
J’ai contribué à fournir plus d’informations théoriques sur les propriétés de la méthode
WCIP, notamment en mettant en place des tests numériques simples visant à mettre un coup
de projecteur sur les caractéristiques propres à la méthode. Ainsi, par la recherche de solutions
théoriques sur ces cas tests simples, la convergence a été étudiée. Des modifications nécessaires
dans l’implémentation d’un opérateur particulier de la méthode ont ainsi pu être révélées.
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Le formalisme de l’hybridation de la WCIP avec une méthode volumique ([1]) est innovante
et fournit un outil numérique regroupant les avantages des différentes techniques. Les résultats
de sa mise en œuvre en 2D et 3D ([2], [3],[4]) ont mis en évidence les propriétés de la méthode
hybride ainsi créée.
Enfin l’intégration de la décomposition de domaines ([5]) à la méthode hybride favorise le
transfert de connaissances du domaine des mathématiques appliquées vers celui de l’électro-
nique hyperfréquence. L’originalité de ce travail est d’avoir pu exploiter différents savoir-faire
très spécifiques pour les agencer de sorte à constituer une méthode numérique prometteuse.
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Chapitre 1
Principes et propriétés des méthodes
numériques
On cherche à résoudre les équations de Maxwell dans le domaine fréquentiel. Plus parti-
culièrement, on s’intéresse à l’équation de Helmholtz scalaire accompagnée de ses conditions
aux limites {∆u+k20εrµru = 0
Conditions aux limites
(1.1)
où u est la grandeur scalaire recherchée (il s’agit d’une composante du champ électrique ou du
champ magnétique selon le type de mode considéré) et k0 est le nombre d’onde dans le vide.
Les modes sont les solutions de (1.1). Les sources sont dans les conditions aux limites. Ces
modes prennent en compte les conditions aux limites latérales autrement dit les modes sont les
solutions du problème exposé sur la figure 1.1. On présente dans ce chapitre les quatre méthodes
que l’on va utiliser pour résoudre cette équation. L’une d’entre elles est une méthode surfacique,
elle est appelée WCIP (cf. la section 1.1), tandis que les trois autres : la méthode FDTLM (voir
la section 1.2), la méthode FEM (voir la section 1.3) et la méthode HDG (voir la section 1.4)
sont volumiques.
1.1 Wave Concept Iterative Procedure (WCIP)
1.1.1 Principes de la méthode
La méthode WCIP (pour Wave Concept Iterative Procedure) a été introduite en 1995 par le
Professeur Henri Baudrand [6]. Il s’agit d’une méthode de type méthode des moments adaptée
à l’étude de circuits planaires microondes [7]. Des études ont ainsi été menées sur des antennes
couplées [8] ou montées sur des plans de masse [9], sur des guides coplanaires [10] et des circuits
multicouches [11], mais aussi des circuits à éléments localisés [12], des problèmes de diffrac-
tion [13], à la fois en coordonnées cartésiennes ou cylindriques [14], sur des structures BICMOS
[15], des surfaces sélectives en fréquences [16], des structures périodiques [17], légèrement inho-
mogènes [18] ou avec des vias [19]. Afin d’améliorer la méthode, différentes techniques ont été
envisagées : une technique de connexion spectrale [20], une étude sur l’impédance de référence
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et la prise en compte de la condition métallique [21], l’hybridation avec d’autres méthodes dont
la TLM en 2008 [22, 23], et du préconditionnement en 2010 [24].
Par analogie entre les grandeurs électromagnétiques et les grandeurs de type circuit (schémas
équivalents [25]), des ondes diffractées, A, et incidentes, B, sont définies sur une (ou plusieurs)
interface(s) du circuit. Dans le cas où l’on se ramène à une surface dénommée Σ, cette dernière
est l’interface entre deux domaines Ω1 et Ω2. La configuration est représentée sur la figure 1.1











FIGURE 1.1 – Configuration simple 2D pour la WCIP.
Les ondes (Ai)(i=1,2) et (Bi)(i=1,2) sont définies par :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ai = ETi+Z0JTi2√Z0 ,
Bi = ETi−Z0JTi2√Z0 ,
(1.2)
où Z0 est l’impédance de référence et ETi et JTi sont les champ et courant électriques tangentiels
sur Σ vus à la limite du milieu i. Le plus généralement l’impédance de référence est égale à
l’impédance du vide, mais elle peut prendre d’autres valeurs comme le montre l’étude de [21].
D’ailleurs, nous serons amenés dans ce travail à tester cette valeur d’impédance. Les ondes
Ai et Bi appartiennent donc à Σ et elles sont la combinaison linéaire de ces champ et courant
électriques tangentiels. La WCIP s’inspire d’une méthode modale c’est-à-dire que les grandeurs
électromagnétiques peuvent être exprimées dans une base modale. Elle nécessite donc d’avoir
une structure dont on puisse déterminer “analytiquement” les modes, à savoir les fn solutions
de l’équation (1.1) [25]. Par conséquent, la WCIP ne peut être utilisée que si les conditions aux
limites sont des murs électriques, périodiques ou magnétiques en x = 0 et x = a sur la figure 1.1.
Dans tout le cadre de la thèse, nous traiterons des cas où les circuits planaires sont enfermés
entre des murs électriques. Les modes sur lesquels est faite la décomposition sont ceux du guide
de même section que le plan (xOy) de la figure 1.1. Ils sont deux types [26] : les modes TE et les
modes TM. Les modes TE (resp. TM) sont définis comme les solutions telles que la composante
du champ électrique (resp. magnétique) selon la direction z est nulle Ez=0 (resp. Hz=0). Les
composantes non nulles en 1D pour les modes TE et TM sont précisées dans l’annexe A.
L’onde B0 est la source, elle se propage dans le guide depuis le milieu 1. Au niveau de
l’interface Σ se trouve une surface de discontinuité, l’onde B = (B1 B2)T incidente sur Σ est
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alors diffractée en les ondes A1 et A2 dans les domaines respectifs 1 et 2. Pour la discrétisation,
la surface Σ est découpée de manière régulière en segments en 2D, en rectangles en 3D, appelés
« pixels ». On approche alors A1, A2 et B1, B2 par des champs de vecteur constants par pixel,





où Ai,h est une approximation de Ai ; N correspond au nombre total de pixels : si l’on est en 3D
(la WCIP est 2D), N =NxNy où Nx est la discrétisation selon x et Ny la discrétisation selon y ; Hp
correspond à la fonction indicatrice pondérée par un facteur hp
Hp = hp1[xp−1∶xp]y, (1.4)
où hp est calculé de manière à ce que les fonctions Hp vérifient :⟨Hp∣Hq⟩ = δp,q, (1.5)
où ⟨ f ∣g⟩ désigne ∫
Σ
f gds, (1.6)
produit scalaire L2 pour les fonctions définies sur Σ. Si les coefficients Ai,p et Bi,p sont regroupés
















, vérifier les conditions de
transmission pour (Ai,h)i=1,2 et (Bi,h)i=1,2 conduit à la relation matricielle :
{A1 = S11B1+S12B2,
A2 = S12B1+S11B2, (1.7)
avec (S11)p,p qui vaut -1 sur un pixel métallique p et 0 sur un pixel diélectrique p. Le coefficient(S12)p,p vaut 1 sur un pixel diélectrique et 0 sur un pixel métallique. En l’absence de métal sur
la surface Σ, S11 est la matrice nulle et S12 est la matrice identité.
On doit aussi traduire la réaction des milieux situés de part et d’autre de l’interface Σ (deux
demi-espaces). Cette réaction est traduite par les opérateurs Γi, i = 1, ...,Nd où Nd est le nombre
de domaines. La relation entre les ondes dans un domaine i est ainsi donnée par :
Bi = ΓiAi. (1.8)
On dispose d’une connaissance “analytique” des modes propres fn des opérateurs Γi. D’après
[25], soit Lˆ un opérateur défini sur une base décrite par les fonctions fn et soit Ln la valeur propre
associée à cette fonction fn
Lˆfn = Lnfn, (1.9)





Remarque concernant une notation :
C’est Dirac qui a introduit la notation de (1.10) appelée notation BRA-KET. On peut écrire
l’équivalence : ∣fn⟩ = fn. (1.11)
Un projecteur sur une fonction f normée s’écrit alors :
Pˆf = ∣ f ⟩⟨ f ∣ . (1.12)
On utilise souvent le projecteur sur des fonctions fn d’une base orthonormée (fn)n∈N. Ce pro-
jecteur est défini par :
Pˆn = ∣fn⟩⟨fn∣ . (1.13)




alors la projection de cette fonction s’écrit :
Pˆn f = ∣fn⟩⟨fn∣ f ⟩ =∑
m
∣fn⟩⟨fn∣fm⟩am. (1.14)
Comme la base est orthonormée, ⟨fn∣fm⟩ = δnm, on en déduit :
Pˆn f = an ∣fn⟩ . (1.15)
Si (fn)n∈N est une base des vecteurs propres d’un opérateur Lˆ alors la relation suivante est vérifiée
avec Ln la valeur propre associée au vecteur propre fn :
Lˆfn = Ln ∣fn⟩ . (1.16)
L’opérateur Lˆ peut alors s’écrire comme une série de projecteurs sur les vecteurs propres associés
tel que cela est présenté en (1.10).
Ainsi, l’expression de l’opérateur de diffraction Γi est donnée par :⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Γi = ∑
α∈{TE,TM}∑n∈N ∣fαn ⟩Γαi,n⟨fαn ∣,
Γαi,n = 1−Z0Yαi,n1+Z0Yαi,n ,
(1.17)
où les admittances (dans le cas infini ou ouvert) sont décrites par :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Y TEi,n = pi,njωµ0 ,
Y TMi,n = jωε0εr,ipi,n , (1.18)
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Pour décrire l’action de l’opérateur Γi sur les fonctions fαn discrétisées, on se restreint à considé-
rer un opérateur approché :
Γi,Nmodes = ∑
n⩽Nmodes ∣fαn ⟩Γαi,n⟨fαn ∣, (1.20)
où Nmodes est le nombre de modes considérés pour la troncature. Au niveau discret, on devrait
obtenir :
Bi,h = Γi,NmodesAi,h, (1.21)
ou encore en utilisant le fait que les fonctions (Hp)1⩽p⩽N sont orthonormales pour ⟨∣⟩ :
Bi,p = ∑
α∈{TE,TM} ∑n⩽Nmodes ∑q⩽N⟨Hp∣fαn ⟩Γαi,n⟨fαn ∣Hq⟩Ai,q. (1.22)
En approchant les termes ⟨Hp∣fαn ⟩ et ⟨fαn ∣Hq⟩ par une formule de quadrature prenant la valeur au
centre de chaque pixel, on constate alors que le passage des coordonnées « spatiales » (développe-
ment sur les fonctions Hp) aux coordonnées « modales » (développement sur les fonctions fαp)
coïncide avec une transformée en mode discrète, opération pour laquelle des algorithmes rapides
sont connus. En effet, d’après l’annexe A,
fTMn =√2a cos(npia x)y, ∀n ∈ {1,2,3, ..}, (1.23)

















Cela implique de dupliquer le domaine en passant d’une définition sur [0,a] à [0,2a] en prenant
en compte les symétries de fn. Si l’on cherche le passage spatial-modal en 1D, cela revient à













p=1∫ xpxp−1 e− j
pinx
a Ai,h(x)dx. (1.27)



































où la somme (en rouge) peut se calculer en utilisant un algorithme de transformée de Fourier
rapide.
1.1.2 Système résolu par la méthode
Si on note FMT (pour Fast Modal Transform) l’opérateur permettant de passer des coor-
données « spatiales » aux coordonnées « modales » (son inverse se notant FMT−1), appliquer la
FMT correspond alors à effectuer un changement de base et on peut écrire :⎧⎪⎪⎨⎪⎪⎩
B1 = FMT−1Γ1FMTA1+B0,
B2 = FMT−1Γ2FMTA2, (1.30)
où Γi est la matrice diagonale composée des coefficients modaux de diffraction Γαi,n, et B0
représente les coordonnées de l’onde source décrite dans la base spatiale. On rappelle que l’on









En conséquence, dans le cas où l’on a deux domaines, le système à résoudre est donné par :
(Id−(SW1 00 SW2 )S)(B1B2) = (B00 ) , (1.32)
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où Id est la matrice identité, (SWi )i=1,2 l’opérateur associé à la WCIP tel que :
SWi = FMT−1ΓiFMT. (1.33)
Historiquement la WCIP consistait à résoudre (1.32) en utilisant une itération de Richardson,
c’est-à-dire en appliquant l’algorithme itératif suivant




)S⎛⎝B(n)1B(n)2 ⎞⎠+(B00 ) , (1.34)
jusqu’à convergence de l’itéré B(n)i . Désormais, on résout le système (1.32) par des méthodes
itératives basées sur des projections sur des sous-espaces de Krylov. On peut citer parmi ces
dernières le GMRES ou le BICGSTAB.
1.1.3 Performances
Dans cette partie, il est intéressant d’étudier la convergence de la méthode et plus précisé-
ment son ordre de convergence, tel qu’il est défini dans l’annexe B.2. La WCIP s’apparente à
une méthode d’ordre 0 car on décompose les ondes sur des fonctions constantes par élément
du maillage. D’après les solutions analytiques en 2D (présentées dans l’annexe C) des cas tests
présentés sur la figure 1.2, on peut évaluer certaines propriétés de la WCIP (la WCIP est alors
1D si le problème est 2D). Sur cette figure, la distance entre les plaques a et la hauteur H valent
























FIGURE 1.2 – Cas tests analytiques et leurs paramètres.
1.4 présentent le tracé de composantes du champ E avec des modes TM et respectivement TE en
incidence (au nombre de 9) dans le cas du vide (cas (a) de la figure 1.2).
La valeur de l’erreur de discrétisation correspond à l’erreur machine car elle est de l’ordre
de 10−15. Le même travail est effectué dans le cas du métal (cas (b) de la figure 1.2 ). On obtient
alors une erreur de l’ordre de 10−18, autrement dit l’erreur machine. Les courants sont présentés
sur les figures 1.5 et 1.6.
On se place désormais dans le cas où l’on met une ligne microruban sur Σ. Dans ce cas là,
on ne possède pas de solution analytique. Par conséquent, la référence choisie est obtenue en
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Re(ET Mx ) WCIP
Re(ET Mx ) Exacte
(a) ET Mx : Partie réelle






Im(ET Mx ) WCIP
Im(ET Mx ) Exacte
(b) ET Mx : Partie imaginaire
FIGURE 1.3 – Insertion de 9 modes et observation du champ dans le cas TM








Re(ET Ey ) WCIP
Re(ET Ey ) Exacte
(a) ET Ey : Partie réelle






Im(ET Ey ) WCIP
Im(ET Ey ) Exacte
(b) ET Ey : Partie imaginaire
FIGURE 1.4 – Insertion de 9 modes et observation du champ dans le cas TE
maillant à N = 215 la WCIP seule. Considérant cette solution comme proche de la solution ana-
lytique, nous pouvons tracer l’erreur de discrétisation relative en champ électrique, magnétique
et en courant dans le cas TE (cf. figure 1.7). On montre ainsi numériquement que les champs
électromagnétiques ont un ordre de convergence de 1 dans ce cas, alors que le courant électrique
a un ordre de convergence de 0,5.
L’un des intérêts majeurs de la WCIP, en particulier, est la possibilité de traiter la condi-
tion de fermeture qui est l’infini. En effet, le vide étant homogène, la WCIP traite de manière
exacte cette condition de radiation avec l’opérateur de diffraction modal. Ceci est un avantage
17







Re(JT Mx ) WCIP
Re(JT Mx ) Exacte
(a) JT Mx : Partie réelle





Im(JT Mx ) WCIP
Im(JT Mx ) Exacte
(b) JT Mx : Partie imaginaire
FIGURE 1.5 – Insertion de 9 modes et observation du courant dans le cas TM.








Re(JT Ey ) WCIP
Re(JT Ey ) Exacte
(a) JT Ey : Partie réelle






Im(JT Ey ) WCIP
Im(JT Ey ) Exacte
(b) ET Ey : Partie imaginaire
FIGURE 1.6 – Insertion de 9 modes et observation du courant dans le cas TE.
important par rapport aux conditions de Silver Muller ou aux PML (Perfect Matched Layers)
qui introduisent une approximation. L’autre avantage est inhérent aux méthodes surfaciques par
rapport aux méthodes volumiques : en ne maillant qu’en surface et non en volume, le coût de
calcul est de fait réduit. En outre, le gain de la WCIP provient du fait que l’on ne construit pas
la matrice du système, on ne la stocke pas en mémoire, on construit le produit matrice-vecteur
à la volée. L’inconvénient de la méthode est qu’elle est limitée dans le type de structure qu’elle
peut traiter du fait de la nécessité de connaître l’opérateur modal pour la configuration étudiée.





















FIGURE 1.7 – Erreur de convergence en norme L2 pour un mode en excitation dans le cas TE.





FIGURE 1.8 – Inhomogénéité diélectrique et trou d’interconnexion métallique.
Devant ces limitations, un couplage avec des méthodes volumiques particulières a été envisagé.
1.2 Transmission Line Matrix (TLM) method
1.2.1 Principes de la méthode
La TLM (Transmission Line Matrix method) est une méthode qui permet de simuler des
problèmes de diffusion et de propagation des ondes (acoustique ou électromagnétique). Elle est
basée sur le principe de Huygens. En effet, un front d’onde est modélisé comme de multiples
sources secondaires, qui émettent, à leur tour, une onde sphérique de même amplitude et de
même phase, et qui avancent dans la direction du mouvement de l’onde.
L’ensemble de la structure est constitué de lignes de transmission connectées entre elles et,
sur ces lignes, une onde électromagnétique se propage. A l’origine de la méthode, on décrivait
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cette ligne en courant et tension et on exprimait des relations entre les tensions incidentes et
réfléchies au niveau du réseau de lignes ([27] et [28]). Par la suite, avec le principe d’équiva-
lence entre les champs électromagnétiques et les grandeurs électriques (tensions et courants),
la méthode s’est affranchie des représentations avec des circuits et elle repose désormais sur la
discrétisation des équations de Maxwell. La TLM a été introduite en 2D en 1971 par P. B. Johns
et R. L. Beurle [29], pour des problèmes temporels. Elle est introduite en 3D par P. B. Johns en
1987 [30]. Il introduit alors le noeud symétrique condensé qui remplace le nœud étendu [31],
[32]. Le nœud est l’appellation donnée au point de connection entre les lignes (cf. figure 1.9). La
structure est donc maillée par un ensemble de nœuds. Avec l’introduction du noeud condensé,
on ne représente plus la structure par des circuits mais l’on ne travaille que sur les équations
de Maxwell. H. Jin et R. Vahldieck [33] ont également montré que la TLM est un schéma de
type différences finies, bien qu’historiquement on ait cherché à opposer le principe d’Huygens
aux équations de Maxwell. La TLM nécessite un maillage parallélépipédique du volume où elle
est définie. Elle est directement compatible avec les ondes de la WCIP, ce qui explique qu’his-
toriquement, ce fut la première méthode à être hybridée avec la WCIP. L’hybridation entre la
TLM et la WCIP est ainsi présentée au chapitre 2.
FIGURE 1.9 – Maillage FDTLM.
Les points de discrétisation se présentent donc sous la forme de la figure 1.10.
1.2.2 Système résolu
Pour traduire la propagation des ondes, il faut traduire la diffraction des ondes sur le mail-
lage. Pour ce faire, on exprime les relations entre les ondes incidentes V i et les ondes réfléchies
V r sur l’ensemble des nœuds. Ceci fait intervenir une matrice SFDT LM de diffraction et une ma-
trice de connexion CFDT LM qui sont définies sur l’ensemble des nœuds et elles vérifient
V r = SFDT LMV i (1.35)



































FIGURE 1.10 – Discrétisation TLM.
En conséquence, dans le cas où l’on a deux domaines, le système résolu par la méthode est
(Id−(SFDT LM1 0 SFDT LM2 )CFDT LM)(V r,1V r,2) = (V r,00 ) , (1.37)
où Id est la matrice identité, (V r,i)i=1,2 les ondes réfléchies dans chacun des domaines, V r,0 la
source et (SFDT LMi )i=1,2 l’opérateur associé à la FDTLM tel que
SFDT LMi = ⎛⎜⎜⎜⎝
S1e 0 0 ...
0 S2e 0 ...
... ... ... ...
... 0 0 SNne
⎞⎟⎟⎟⎠V i, (1.38)
où Se est une matrice élémentaire de diffraction au niveau d’un nœud et Nn le nombre de nœuds.
De multiples façons existent pour retrouver la matrice de diffraction élémentaire Se. Il y a con-
servation de l’énergie c’est-à-dire que SeSe = Id (dans le cas sans pertes). En 3D, cette matrice
élémentaire Se du système à résoudre qui lie les ondes réfléchies aux ondes incidentes est de
taille 12 × 12 alors qu’en 2D elle est de taille 4 × 4.
1.2.3 Performances
La FDTLM est une méthode d’ordre de convergence égal à 2 [34]. Elle est contrainte par un
maillage parallélépipédique, ce qui n’est pas adapté à l’ensemble des circuits mais ce qui est en
adéquation avec la représentation de la WCIP.
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1.3 Finite Element Method (FEM)
1.3.1 Principes de la méthode
C’est l’une des techniques les plus répandues dans le domaine des méthodes numériques
pour la résolution d’équations aux dérivées partielles. Au début du 20ème siècle, Ritz approche
la solution par une somme finie de fonctions [35]. Cette approche est popularisée par Timo-
shenko [36], Bubnov et Galerkin. En 1941, Courant introduit une approximation fonctionnelle
s’appuyant sur un maillage [37]. A partir des années 1960, elle se développe dans les domaines
de la mécanique et du génie civil. Ainsi, les premières applications ont lieu dans l’analyse des
structures. En effet, un groupe de chercheurs de Boeing (Turner, Clough, Martin et Topp [38])
utilisent cette méthode pour calculer la déformation de la voilure d’un avion. Elle est nommée
« méthode des éléments finis » par Clough dans les années 1960 [39]. Le premier livre sur les
éléments finis a été publié par Zienkiewicz et Chung en 1967 [40]. La méthode a été introduite
en électromagnétisme dans les années 1970 par Silvester et Chari [41].
La méthode nécessite l’écriture d’une formulation variationnelle que l’on nomme également
formulation faible. Cette formulation découle d’une formulation forte dont on cherche à s’af-
franchir car elle impose trop de contraintes sur la solution (par exemple qu’elle soit de classe
C2). Cette formulation s’appuie généralement sur une équation aux dérivées partielles avec des
conditions aux limites (et éventuellement des conditions initiales). La formulation faible peut
alors se construire en multipliant l’équation aux dérivées partielles par une fonction test « suffi-
samment régulière » et en intégrant sur le domaine de calcul. Cette formulation prend au final la
forme suivante : {Trouver u ∈ V telle que
a(u,v) = l(v),∀v ∈V, (1.39)
où V est un espace de Hilbert. D’après le théorème de Lax-Milgram, si a est une forme bilinéaire
continue et coercive, alors le problème (1.39) a une unique solution dans V . Prenons l’exemple
de l’équation de Helmholtz. Soit w une fonction test, on a :
∫
Ω
(∆Ey+k20εrµrEy)wdxdz = 0 dans le domaine de calcul Ω. (1.40)









k20εrµrEywdxdz = 0, (1.41)
où n est la normale dirigée vers l’extérieur de ∂Ω.
On recherche alors un espace de solutions admissibles auquel va appartenir la solution. Comme
on effectue une approximation numérique uh de la grandeur recherchée u, la solution discrétisée
uh va appartenir à un espace de dimension finie, Vh, afin d’avoir un nombre d’inconnues fini. Vh




Les fonctions de base sont polynomiales par élément (polynômes de Lagrange dans un élément
ici). Par souci de simplicité, nous choisissons des éléments Q1. En prenant comme élément de
base le rectangle R1 (voir la figure 1.11), on définit les fonctions de base en résolvant le système
(1.44). On appelle dx et dy les pas de maillage selon les directions x et y. Soit a la longueur de la
zone rectangulaire à mailler et b sa largeur, soit m−1 le nombre de mailles selon x et soit n−1
le nombre de mailles selon y (cf. annexe D), on a les égalités
a = dx(m−1) = dxN
b = dy(n−1) = dyM. (1.43)
















FIGURE 1.11 – Maillage avec des rectangles : Xi(xi,yi), Xi+m(xi,yi+dy), Xi+m+1(xi+dx,yi+dy),
Xi+1(xi+dx,yi).
Plus explicitement, leur expression est :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕi(x,y) = ((xi+dx)−x)((yi+dy)−y)dxdy sur R1,
ϕi(x,y) = (x−(xi−dx))((yi+dy)−y)dxdy sur R4,
ϕi(x,y) = ((xi+dx)−x)(y−(yi−dy))dxdy sur R2,





Le problème à résoudre se formule sous la forme :
{Trouver uh ∈ Vh telle que
a(uh,ϕi) = l(ϕi),∀i ∈ J1,NK. (1.46)







Ai, j = a(ϕ j,ϕi) et Fi = l(ϕi), (1.48)
où A est une matrice symétrique et Uh est la matrice des inconnues. Ce sont les coefficients
pondérateurs des fonctions de base qui représentent une ou plusieurs composantes du champ
électrique ou magnétique. Ces coefficients correspondent aux composantes prises aux points du
maillage car les fonctions de base vérifient le symbole de Kronecker. Par abus de langage, nous
dirons donc que Uh est le vecteur des champs calculés aux points de discrétisation. Néanmoins,
la méthode des éléments finis nous permet de calculer cette grandeur en tout point de la surface
ou du volume où est appliquée la méthode.
De manière générale, on partitionne le domaine en différents éléments (en 2D des triangles,
rectangles... ou en 3D des tétraèdres, des hexaèdres...). On peut considérer des conditions aux
limites de type Dirichlet, Neumann ou mixtes. Pour les conditions de Neumann, ce sont des
conditions aux limites dites naturelles, c’est-à-dire qu’il n’y a pas de traitement particulier. Pour
des conditions de Dirichlet, il s’agit de conditions aux limites essentielles c’est-à-dire que l’on
impose des contraintes dans la définition des solutions admissibles.
Notons que les fonctions de base sont continues à l’interface entre deux éléments ce qui fait
que uh sera aussi continue sur toutes les interfaces.
1.3.3 Performances
L’ordre de convergence défini dans l’annexe B.2 est lié dans le cas des éléments finis à l’ordre
polynomial (si ce sont des polynômes) des fonctions de base utilisées sur chaque élément. Ainsi,
prendre des polynômes d’ordre supérieur apporte une convergence d’ordre plus élevée sauf si
la solution manque de régularité et si l’on approche des frontières courbes par des maillages
polygonaux. Une erreur optimale avec des éléments finis de Lagrange de degré p⩾1 serait :
∣u−uh∣L2(Ω) ⩽Chp+1 (1.49)
où C est une constante et h est le pas de maillage.
L’avantage de cette méthode réside dans le fait qu’elle nous amène à résoudre un système
matriciel « creux ». En outre, elle offre une grande souplesse en terme de maillage et ses pro-
priétés de convergence sont bien connues même dans des cas où les sources sont peu régulières
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ou les domaines sont complexes. Par exemple, des problèmes non homogènes, non linéaires ou
dépendant du temps peuvent être abordés. On peut également traiter des surfaces courbes, ce qui
est problématique avec d’autres méthodes telles que les différences finies.
1.4 Hybridizable Discontinuous Galerkin (HDG) method
1.4.1 Principes de la méthode
Les méthodes de type Galerkin Discontinu sont des techniques de type éléments finis dans
lesquelles on n’impose aucune contrainte de continuité aux fonctions de base à l’interface entre
deux éléments. Ce point la distingue de la méthode des éléments finis conformes « classique ».
La continuité des champs électromagnétiques à l’interface entre deux éléments sera imposée
« faiblement » dans la formulation variationnelle. La flexibilité accrue par rapport à la méthode
des éléments finis conformes, permet notamment de changer « simplement » l’ordre d’approxi-
mation d’un élément à l’autre. L’inconvénient principal est que le nombre de degrés de libertés
est augmenté par rapport aux éléments finis conformes notamment dans le cas des problèmes
stationnaires.
On cherche à calculer les champs discrétisés Eh et Hh dans l’ensemble du domaine, ce qui
implique de résoudre les équations de Maxwell fréquentielles. En premier lieu, on se focalise
sur un élément Ke quelconque du maillage sur lequel les équations de Maxwell s’appliquent :
{ ( jωε0εrEh,v)Ke −(∇×Hh,v)Ke = 0, ∀v ∈Vp(Ke),( jωµ0µrHh,v)Ke +(∇×Eh,v)Ke = 0, ∀v ∈Vp(Ke). (1.50)
où Vp(Ke) est l’espace (Pp(Ke))2 des fonctions polynomiales de degré au plus p sur un domaine
Ke, ω est la pulsation, ε0 est la permittivité du vide, εr est la permittivité relative du milieu
considéré, µ0 est la perméabilité du vide, µr est la perméabilité relative et v est une fonction
test. A l’aide des formules de Green (cf. annexe G), on fait apparaître des termes de frontières
avec les traces de Eh and Hh. Pour réaliser le couplage entre les éléments, on va remplacer ces
traces par des traces numériques Eˆh et Hˆh. Il faut également noter dans (1.51) que l’on a fait le
changement de variables qui est présenté dans (2.69).⎧⎪⎪⎨⎪⎪⎩
( jωεrEh,v)Ke −(Hh,∇×v)Ke + ⟨Hˆh,n×v⟩∂Ke = 0, ∀v ∈Vp(Ke),( jωµrHh,v)Ke +(Eh,∇×v)Ke − ⟨Eˆh,n×v⟩∂Ke = 0, ∀v ∈Vp(Ke). (1.51)
Dans les méthodes DG classiques fréquentielles, les traces numériques sont définies de la façon
suivante : ⎧⎪⎪⎨⎪⎪⎩
Hˆh = {Hh}+αEJEhK
Eˆh = {Eh}+αHJHhK (1.52)
où αE et αH sont des coefficients de couplage et JK désigne un saut, il est défini par :
JvKF = nK+e ×v++nK−e ×v−, (1.53)
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où F désigne une face quelconque (en 2D les éléments sont des triangles et les faces des seg-
ments, en 3D les éléments sont des tétraèdres et les faces des triangles). Sur les frontières, il est
défini par : JvKF = nK+e ×v+. (1.54)
Dans les méthodes Galerkin Discontinu Hybridées (HDG pour Hybridizable Discontinuous
Galerkin), on définit les traces de la façon suivante :⎧⎪⎪⎨⎪⎪⎩
Hˆh = λh,∀F ∈Fh,
Eˆh =Eh+τKen×(λh−Hh), (1.55)
où l’on a introduit une variable dite hybride sur les faces des éléments λh, un paramètre de
stabilisation τKe , la normale à chacune des faces n et les champs électromagnétiques locaux Eh
et Hh. Fh est l’ensemble des faces du maillage.
L’étape suivante consiste à additionner les contributions de tous les éléments vérifiant (1.50).
En outre, ceci ne suffit pas : dans notre système, on doit imposer la continuité des champs
électrique et magnétique calculés. De par la définition de la variable hybride qui est univaluée
sur l’interface, le champ magnétique est continu. Par contre, pour imposer la continuité de sa
grandeur duale (le champ électrique ici vu que l’on a choisi comme variable hybride le champ
magnétique à la frontière des éléments), il est nécessaire d’imposer une condition dite de con-
servativité [42]. Cette équation est la dernière du sytème suivant :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
( jωεrEh,v)Th −(Hh,∇×v)Th + ⟨Hˆh,n×v⟩∂Th = 0, ∀v ∈Vp,( jωµrHh,v)Th +(Eh,∇×v)Th − ⟨Eˆh,n×v⟩∂Th = 0, ∀v ∈Vp,⟨JEˆthK,v⟩Fh − ⟨λh,v⟩Γa = ⟨ginc,v⟩Γa , (1.56)
où Th est la triangulation (maillage constitué de triangles) du domaine, Γa correspond aux fron-
tières absorbantes et ginc représente le terme source.
1.4.2 Système résolu
On cherche à écrire un système dont l’unique inconnue est la variable hybride. Pour ce
faire, il est nécessaire d’écrire deux types de discrétisation : une discrétisation locale et une
discrétisation globale. La discrétisation locale est intrinsèque aux équations de Maxwell, elle
sera donc inchangée lors de l’hybridation, ce qui n’est pas le cas de la discrétisation globale qui
dépend du terme source et donc de la méthode avec laquelle HDG est hybridée. La discrétisation
locale 2D est explicitée dans l’annexe E. A partir des équations de Maxwell, on obtient une
discrétisation locale à un élément :
AeW e+Ceλe = 0 (1.57)
où W e est le vecteur contenant les champs électrique et magnétique locaux par élément, λe la
variable hybride dans l’élément considéré et Ae et Ce sont explicitées dans l’annexe E. Pour
obtenir un système associé à la discrétisation globale, on écrit un système sur l’ensemble des
éléments et dont l’inconnue est le vecteur Λ défini sur tous les éléments. On a alors un système
du type :
KΛ = g (1.58)
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où Λ contient les composantes de la variable hybride sur l’ensemble du maillage, g est le vecteur
source et K est la matrice du système HDG obtenue à partir de (1.56).
1.4.3 Performances
C’est une méthode d’ordre de convergence p+1 dans la norme L2 quand des polynômes de
degré p sont utilisés pour représenter les variables [43].
1.5 Conclusions
On peut résumer les avantages et inconvénients des différentes méthodes par le tableau 1.1
Avec l’approximation discontinue des grandeurs, HDG est la méthode qui s’adapte le plus facile-
WCIP TLM FEM HDG
Temps de calcul + - - - - - -
Inhomogénéités Impossible + + +
Flexibilité de maillage Pas de maillage volumique - + +
Nombre d’inconnues + - - -
TABLE 1.1 – Avantages et inconvénients des différentes méthodes.
ment aux géométries complexes étant donné que c’est une méthode naturellement non conforme.
Le raccordement de maillages non conformes ou d’éléments différents (par exemple, des élé-
ments P0 associés à des éléments P1) ou d’éléments de permittivités différentes (dans le cadre
d’une distribution "originale" de permittivité sur un substrat par exemple) est alors facilité par la
nature de la méthode vu que l’on traite les éléments indépendamment les uns des autres quand




2.1 Formalisme général de l’hybridation
L’hybridation de la WCIP et de méthodes volumiques permet de traiter des cas où les sub-
strats des circuits sont inhomogènes, tout en conservant les avantages de la WCIP. Ces derniers
incluent notamment un faible temps de calcul du fait d’un nombre réduit de degrés de liberté
(maillage surfacique) et la prise en compte des espaces homogènes par un opérateur analytique
(Γi). Les méthodes volumiques quant à elles permettent de traiter des géométries complexes
comme les circuits avec des substrats inhomogènes. Pour réaliser l’hybridation, le domaine de
calcul est décomposé, en première approche, en deux sous-domaines tels que ceux représen-















FIGURE 2.1 – Cas d’étude : séparation en deux sous-domaines Ω1 et Ω2.
Dans la configuration de la figure 2.1, le circuit est éclairé par une source spectrale représen-
tée par l’onde entrante B0. En x = 0 et x = a se trouvent des murs électriques. Dans le contexte
de l’hybridation, la WCIP est appliquée dans le domaine Ω1 et une méthode volumique traite le
domaine Ω2, les deux méthodes communiquant par l’interface Σ. Le domaine WCIP n’est pas
borné alors que celui dans lequel est appliqué la méthode volumique l’est par un mur électrique.
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Dans le cas 1D, on n’a pas de propagation selon la direction y du plan (xOy) transverse au guide
(cf. la figure 1.1). En 1D, les modes s’écrivent sous la forme
fne−pnz (2.1)
où les fn sont les fonctions de la base modale et pn désigne la constante de propagation modale
selon la direction z.
Tant qu’il n’y a pas d’inhomogénéités dans le milieu Ω2, on peut résoudre avec la WCIP
seule en résolvant le système (1.32). Dans le cas contraire, on peut résoudre en remplaçant SW2
du système (1.32) par un opérateur SF2 associé à la méthode implémentée dans le domaine Ω2.
On a ainsi hybridé la WCIP avec une méthode volumique. Le système à résoudre devient alors :
(Id−(SW1 00 SF2 )S)(B1B2) = (B00 ) . (2.2)
Cet opérateur SF2 vérifie
B2 = SF2 A2. (2.3)
Pour la WCIP, le maillage est constitué de segments ; côté méthodes volumiques, quand il s’agit
de la FDTLM, le maillage est composé de rectangles et quand il s’agit de la méthode HDG ou
des éléments finis, il est composé de triangles ou de rectangles dans nos cas testés. Effectuer
la correspondance entre les maillages des deux domaines consiste à prendre les segments de
Σ comme bases des rectangles ou des triangles de Ω2. Le schéma global de l’hybridation est
résumé sur la figure 2.2.
La méthode volumique permet de calculer E et H dans l’ensemble du domaine Ω2 et ensuite, on
calcule l’onde B2 de deux façons :⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Bx2 = 12√Z0 (Z0Hy2∣Σ− 1jωε0εr ∂Hy2∂z ∣Σ),




By2 = 1√Z0 Ey2∣Σ−Ay2, (2.5)
du fait de la définition des ondes (rappelée dans [23]). L’équation (2.4) a été mentionnée dans
[44], mais il est apparu que l’équation (2.5) fournissait des résultats plus précis et que la con-
vergence était améliorée. Cela peut s’expliquer par le fait que l’on n’approche pas avec une
précision suffisante la dérivée partielle par rapport à z. Dans la section suivante, nous déclinons
l’hybridation selon chacune des méthodes présentées dans le chapitre 1 dans le cas TE (le cas
TM est présenté dans l’annexe F).
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Ondes incidentes B0










FIGURE 2.2 – Algorithme de l’hybridation
2.2 Déclinaison de l’hybridation selon les méthodes
2.2.1 FEM
L’intérêt principal de l’hybridation de la WCIP avec la FEM est de poser les bases de l’hy-
bridation avec une méthode volumique simple à implémenter. Celle-ci est d’autant plus simple
avec des quadrangles plutôt que des triangles. C’est pourquoi nous avons implémenté des élé-
ments Q1 tels que ceux présentés dans le chapitre 1. On résout dans le cas TE l’équation (1.1)










Ey = 0 en x = 0
Ey = 0 en x = a
Ey = 0 en z = −H.
(2.6)
En conséquence, l’espace des fonctions tests est tel que :
W = {w ∶w ∈H1 et w = 0 en x = 0,x = a et z = −H}. (2.7)
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k20εrµrEywdxdz = 0. (2.8)
La suite consiste à modifier le second terme de (2.8). D’après Maxwell-Faraday,
∇×E = − jωµ0µrH. (2.9)













ce qui donne :
Hx = 1jωµ0µr ∂Ey∂z . (2.11)
On ne considèrera par la suite que la composante tangentielle HT . En outre, la définition des
ondes est :
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
A2 = 12√Z0 (ET 2+Z0JT 2),
B2 = 12√Z0 (ET 2−Z0JT 2),
(2.12)
où JT 2 est le courant tangentiel défini par
JT 2 =HT 2×n2 (2.13)
où le sens de la normale n2 est défini sur la figure 2.1. Or, on a dans le cas TE
{ ET 2 = Ey2y,
HT 2 =Hx2x, (2.14)
soit : ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
A2 = 12√Z0 (Ey2y+Z0Hx2x×(−z)),
B2 = 12√Z0 (Ey2y−Z0Hx2x×(−z)),
(2.15)
ou encore : ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
A2 = 12√Z0 (Ey2y+Z0Hx2y),
B2 = 12√Z0 (Ey2y−Z0Hx2y).
(2.16)
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La projection sur x et y entraîne donc⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ax2 = 0
Ay2 = 12√Z0 (Ey2+Z0Hx2). (2.17)
D’après (2.11), il s’ensuit
∂Ey2
∂z
∣Σ = jωµ0µrZ0 (2√Z0Ay2−Ey2) . (2.18)









Avec le maillage de la figure 2.3, la forme matricielle du second membre est présentée ci-après.











FIGURE 2.3 – Configuration du maillage
Pour faire le calcul du second membre, on s’aide de la figure 2.4. Sur cette figure, on représente
les fonctions de base éléments finis d’une part et les fonctions de base WCIP d’autre part sur le
maillage linéique de la frontière Σ.
Les composantes Fi du membre de droite de l’équation (2.19) s’écrivent :
Fi = −2 jk0µr√Z0∫
Σ
Ay2ϕidx. (2.20)
La décomposition dans la base Hp de l’onde Ay2 entraîne




où Ay2,p désigne les composantes de l’onde Ay2 et le facteur hp est tel que
Hp = hp1[xp−1∶xp]y (2.22)
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x0 x1 x2 x3 x4
ϕ0 ϕ1 ϕ2 ϕ3 ϕ4
FIGURE 2.4 – Exemple de terme source avec n = 5 et m = 5.
où ⎧⎪⎪⎪⎨⎪⎪⎪⎩
xp = ph,





Plus précisément, le terme F0 s’écrit :
F0 = −2 jk0µr√Z0∫
Σ
( N∑




où Ay2,1 est la valeur de Ay2 en x0+1/2. La composante F1 s’écrit
F1 = −2 jk0µr√Z0∫
Σ
( N∑
p=1Ay2,php)ϕ1dx= −2 jk0µr√Z0(∫ x1
x0
Ay2,1h1ϕ1[x0 ∶x1]dx+∫ x2x1 Ay2,2h2ϕ1[x1 ∶x2]dx)
(2.26)
avec Ay2,2 = Ay2 (x1+1/2).
Fi = −2 jk0µr√Z0∫
Σ
⎛⎝ N∑p=1Ay2,php⎞⎠ϕidx= −2 jk0µr√Z0(∫ xi
xi−1 Ay2,ihiϕi[xi−1 ∶xi]dx+∫ xi+1xi Ay2,i+1hi+1ϕi[xi ∶xi+1]dx)
(2.27)
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avec Ay2,i = Ay2 (xi−1+1/2) = Ay2 (xi−1/2). Or,
∫ xi
xi−1 ϕi[xi−1;xi]dx = ∫ xixi−1 x−xi−1∆x dx = ∆x2 , (2.28)
∫ xi+1
xi
ϕi[xi;xi+1]dx = ∫ xi+1xi xi+1−x∆x dx = ∆x2 . (2.29)
D’où les composantes discrètes du terme source s’écrivent
F0 = −2 jk0µr√Z0h1∆x2 Ay2 (x0+1/2) ,
Fi = −2 jk0µr√Z0∆x2 (hiAy2 (xi−1/2)+hi+1Ay2 (xi+1/2)) ,∀i ∈ [2;m−2]
Fm−1 = −2 jk0µr√Z0∆x2 hm−1Ay2 (xm−1/2) .
(2.30)
2.2.2 FDTLM
Pour obtenir l’opérateur FDTLM, on cherche la relation entre les ondes A2 et B2, à savoir la












où a, b, c et d sont les ports représentés sur la figure 2.5. La première étape consiste à don-
ner les définitions des ondes en fonctions des champs aux différents points du maillage, ces








,k). Avec ces relations,
on exprime alors les champs électromagnétiques du nœud en fonction des ondes entrantes et
sortantes. On insère ensuite ces expressions des champs dans les équations de Maxwell, le but
étant d’obtenir une expression des champs au point (i,k) en fonction des ondes de diffraction A.
Pour obtenir l’expression de Hx, on s’intéresse aux ondes Aa et Ba. En effet, comme le port a est
selon y et d’après (2.16) on a
Aa = 12√Z0 (Ey(i,k+ 12)y+Z0Hx(i,k+ 12)y) . (2.32)
La composante du vecteur Aa selon y s’écrit donc
Aa = 12√Z0 (Ey(i,k+ 12)+Z0Hx(i,k+ 12)) . (2.33)
On fait de même avec l’onde incidente Ba et on écrit












FIGURE 2.5 – Représentation du nœud FDTLM parallèle.
Par sommation et soustraction des équations (2.33) et (2.34), on en déduit :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ey(i,k+ 12) =√Z0 (Aa+Ba) ,
Hx(i,k+ 12) = 1√Z0 (Aa−Ba) .
(2.35)
On fait de même avec les autres composantes non nulles du cas TE calculées aux points du
maillage :
Ey(i,k− 12) =√Z0 (Ab+Bb) ,
Hx(i,k− 12) = 1√Z0 (Bb−Ab) ,
Ey(i− 12 ,k) =√Z0 (Ac+Bc) ,
Hz(i− 12 ,k) = 1√Z0 (Ac−Bc) ,
Ey(i+ 12 ,k) =√Z0 (Ad +Bd) ,
Hz(i+ 12 ,k) = 1√Z0 (Bd −Ad) .
(2.36)
Afin d’exprimer les champs uniquement en fonction des ondes A (et donc de s’affranchir des
variables B), on exprime dans (2.37) les équations de Maxwell fréquentielles 2D d’un problème
invariant selon l’axe y (ce qui se traduit par une dérivée partielle par rapport à y nulle). Plus
précisément, grâce à ce système, on pourra faire apparaître les champs au centre du nœud par
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différences centrées issues des dérivées partielles spatiales.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
jωεxex = −∂hy∂z −σexex,
jωεyey = ∂hx∂z − ∂hz∂x −σeyey,
jωεzez = ∂hy∂x −σezez,
jωµxhx = ∂ey∂z −σmxhx,
jωµyhy = ∂ez∂x − ∂ex∂z −σmyhy,
jωµzhz = −∂ey∂x −σmzhz,
(2.37)
où ω est la pulsation, ε et µ sont respectivement la permittivité et la perméabilité du milieu, σe
et σm sont les conductivités électrique et magnétique, ei et hi, i ∈ {x,y,z} sont les composantes
du champ électromagnétique. Soit un pavé élémentaire de dimensions dx, dy et dz selon les
directions x, y et z, le changement de variables suite à la normalisation est donné par (2.38).
x = dxX , y = dyY, z = dzZ,
ex = Ex/dx, ey = Ey/dy, ez = Ez/dz,
hx =Hx/dx, hy =Hy/dy, hz =Hz/dz. (2.38)
La normalisation du système (2.37) conduit au système⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
GexEx = −∂Hy∂Z , (2.39)
GeyEy = ∂Hx∂Z − ∂Hz∂X , (2.40)
GezEz = ∂Hy∂X , (2.41)
GmxHx = ∂Ey∂Z , (2.42)
GmyHy = ∂Ez∂X − ∂Ex∂Z , (2.43)
GmzHz = −∂Ey∂X , (2.44)
avec ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Gex = (σex+ jωεx) dydzdx , Gmx = (σmx+ jωµx) dydzdx ,
Gey = (σey+ jωεy) dxdzdy , Gmy = (σmy+ jωµy) dxdzdy ,
Gez = (σez+ jωεz) dxdydz , Gmz = (σmz+ jωµz) dxdydz .
(2.45)
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A partir des équations (2.40), (2.42) et (2.44), on écrit les différences centrées au point (i,k),
donnant les équations différences finies
GeyEy (i,k) =Hx(i,k+ 12)−Hx(i,k− 12) (2.46)+Hz(i− 12 ,k)−Hz(i+ 12 ,k) ,
GmxHx (i,k) =Ey(i,k+ 12)−Ey(i,k− 12) , (2.47)
GmzHz (i,k) =Ey(i− 12 ,k)−Ey(i+ 12 ,k) . (2.48)
En introduisant (2.35) et (2.36) dans (2.46) - (2.48), on déduit les équations liant les champs au
centre du nœud avec les ondes en bord de nœud :
GeyEy (i,k) = 1√Z0 (Aa−Ba+Ab−Bb, (2.49)+Ac−Bc+Ad −Bd),
GmxHx (i,k) =√Z0 (Aa+Ba−Ab−Bb) , (2.50)
GmzHz (i,k) =√Z0 (Ac+Bc−Ad −Bd) . (2.51)
On écrit ensuite la moyenne centrée de la combinaison linéaire Ey−Z0Hx selon la direction z




Ey(i,k+ 12)−Z0Hx(i,k+ 12)+Ey(i,k− 12)−Z0Hx(i,k− 12)
⎞⎟⎟⎠ .
En insérant (2.35) et (2.36) dans (2.52), cette moyenne centrée se réduit à
Ey (i,k)−Z0Hx (i,k) =√Z0 (Ba+Ab) . (2.53)
De même, les combinaisons linéaires (Ey+Z0Hx), (Ey+Z0Hz), (Ey−Z0Hz) ont pour expression
Ey (i,k)+Z0Hx (i,k) = √Z0 (Aa+Bb) , (2.54)
Ey (i,k)+Z0Hz (i,k) = √Z0 (Ac+Bd) , (2.55)
Ey (i,k)−Z0Hz (i,k) = √Z0 (Ad +Bc) . (2.56)
En additionnant les équations de (2.53)-(2.56), on aboutit à
4Ey (i,k) =√Z0 (Aa+Ab+Ac+Ad +Ba+Bb+Bc+Bd) . (2.57)
soit
Ba+Bb+Bc+Bd = 4Ey(i,k)√Z0 −(Aa+Ab+Ac+Ad). (2.58)
37
En introduisant (2.58) dans (2.49), les expressions des champs sont déduites
Ey (i,k) = 2√Z0(Z0Gey+4) (Aa+Ab+Ac+Ad) , (2.59)
Hx (i,k) = 2√Z0(2Z0+Gmx) (Aa−Ab) , (2.60)
Hz (i,k) = 2√Z0(2Z0+Gmz) (Ac−Ad) . (2.61)
A partir de (2.53), on exprime Ba en fonction de Ab et en fonction des champs, puis seulement
en fonction des ondes Aa, Ab, Ac et Ad :
Ba = 1√Z0 (Ey (i,k)−Z0Hx (i,k))−Ab. (2.62)
En remplaçant Ey (i,k) et Hx (i,k) par (2.59) et (2.60) dans (2.62), on obtient
Ba = ( 24+Z0Gey − 2Z02Z0+Gmx )Aa+( 24+Z0Gey + 2Z02Z0+Gmx −1)Ab+ 2
4+Z0Gey (Ac+Ad).
(2.63)
Par conséquent, la matrice de diffraction du nœud parallèle est une matrice 4x4
Se = ⎛⎜⎜⎜⎝
ayx cyx dy dy
cyx ayx dy dy
dy dy ayz cyz
dy dy cyz ayz
⎞⎟⎟⎟⎠ , (2.64)
où
aα,β = dα−bβ, bβ = 2Z02Z0+Gmβ ,
cα,β = bβ+dα−1, dα = 24+Z0Geα ,
(2.65)
avec β = z,x et α = y.
2.2.3 HDG
Nous prenons un maillage de type triangulaire de sorte que les triangles aient un côté com-
mun avec la discrétisation 1D de la WCIP qui est la frontière Σ. Nous rappelons que les équations
de Maxwell s’écrivent dans le cas TE :
{ jωε0εrEy,réely−∇×Hréel = 0, dans Ω2,
jωµ0µrHréel+∇×(Ey,réely) = 0, dans Ω2. (2.66)
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Z0µrHréel+∇×(Ey,réely) = 0, dans Ω2. (2.68)
Il faut alors faire le changement de variables présenté dans (2.69) pour passer des grandeurs
normalisées (indicées par "calc") aux grandeurs dénormalisées (indicées par "réel") suivantes :⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Hcalc = Z0Hréel,
Ey,calc = Ey,réel,
ωcalc = ωréelc0 .
(2.69)
Le système normalisé à résoudre dans le cas TE (le cas TM pour lequel la définition de la vari-
able hybride change est présenté dans l’annexe F) est :
{ jωcalcεrEy,calcy−∇×Hcalc = 0, dans Ω2,
jωcalcµrHcalc+∇×(Ey,calcy) = 0, dans Ω2. (2.70)
On travaille par la suite avec les grandeurs indicées par "calc". Par souci de simplification des
notations, cet indice sera omis. Pour signaler que ce sont des grandeurs discrétisées, elles sont
indicées par h. On omet l’indice "y" sur Ey que l’on désigne par Eh.
L’ensemble des faces (segments) du domaine est désigné par Fh. L’exposant I désigne les
faces internes de Fh. Sur une face intérieure du maillage, la condition de conservativité [45]
s’écrit : ⟨Jn× HˆhK ⋅y,η⟩F Ih = 0,∀η ∈Mph , (2.71)
où n est la normale aux faces, sortante (par rapport à l’orientation de la face) et η une fonction
test telle que
η ∈Mph = {η ∈ L2(Fh)∣η∣F ∈ Pp(F),∀F ∈Fh et η∣Γm = 0}, (2.72)
où Γm désigne les frontières métalliques et Hˆh la trace du champ magnétique. La trace d’une
fonction est définie comme la restriction de cette fonction au bord du domaine. La méthode





FIGURE 2.6 – Frontière entre deux éléments
où λh est la variable hybride, τ est un paramètre de stabilisation et t est le vecteur unitaire
tangentiel associé à chaque face. Soit une face Ff d’indice f partagée par les éléments Ke et Kg,
qui ont pour indices locaux l et k (cf. figure 2.6). L’égalité (2.71) s’écrit
⟨Jn× HˆhK ⋅y,η⟩F Ih = ⟨Jn×(Hh+τ(Eh−λh)tK ⋅y,η⟩F Ih= ⟨Jn×HhK ⋅y− Jτ(Eh−λh)K,η⟩F Ih= ⟨Jn×HhK ⋅y−(τ(e,l)E(e,l)h +τ(g,k)E(g,k)h )+(τ(e,l)+τ(g,k))λh,η⟩F Ih
= 0,
(2.74)
où Eh et Hh sont les champs électromagnétiques locaux et on a choisi n× t = −y.
Sur une face appartenant à Σ , on écrit la relation :
⟨A2 ⋅y,η⟩Σ = ⟨ 12√Z0 (λh+Z0JHˆréel×nwcipK) ⋅y,η⟩Σ . (2.75)
Le vecteur normal n aux faces est sortant par rapport à l’orientation de la face, alors que pour la
WCIP le vecteur nwcip est entrant dans le domaine 2, ce qui signifie que :
nwcip = −z. (2.76)






FIGURE 2.7 – Normales
Avec le changement de variables de (2.69) et (2.76), l’équation (2.75) devient :
⟨A2 ⋅y,η⟩Σ = ⟨ 12√Z0 (λh+ Jn× HˆK) ⋅y,η⟩Σ si nwcip = −n. (2.77)
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Donc, on a : ⟨Jn× HˆK ⋅y,η⟩Σ+ ⟨λh,η⟩Σ = 2√Z0 ⟨A2 ⋅y,η⟩Σ . (2.78)
Sur une face interne, d’après (2.74), la figure 2.7 et la définition de la trace donnée par
(2.73), on peut écrire :
⟨(n(e,l)×Heh) ⋅y,η⟩∂Kle ±⟨(n(g,k)×Hgh) ⋅y,η⟩∂Kkg −τ(e,l) ⟨Eeh,η⟩∂Kle −τ(g,k) ⟨Egh ,η⟩∂Kkg +
τ(e,l) ⟨λh,η⟩∂Kle +τ(g,k) ⟨λh,η⟩∂Kkg = 0. (2.79)
Or, sur le bord, d’après la figure 2.7, (2.79) devient :
⟨(n(e,l)×Heh) ⋅y,η⟩∂Kle −τ(e,l) ⟨Eeh,η⟩∂Kle +τ(e,l) ⟨λh,η⟩∂Kle = 0. (2.80)
Or : ⟨(n(e,l)×Heh) ⋅y,η⟩∂Kle = ⟨n(e,l)z Hex −n(e,l)x Hez ,η⟩∂Kle . (2.81)
On pose :
Heu = i=Nep∑
i=1 Hu,ieϕei , (2.82)









où Nep est la dimension de Pp(Ke), et ϕei est une base de décomposition de Heu . La fonction test
η vérifiant
η =ψej, (2.84)
l’équation (2.81) peut être écrite sous la forme matricielle suivante :
⟨(n(e,l)×Heh) ⋅y,η⟩∂Kle y = (Qezl)T Hxe−(Qexl)T Hze, (2.85)
avec
Qeul[i, j] = ⟨ϕei ,neuψσ(e,l)j ⟩∂Kle = ∫∂Kle neuϕeiψσ(e,l)j ds,u ∈ {x,z}. (2.86)
Donc pour des faces intérieures au domaine, le système matriciel global est :
(Qezl)T Hex −(Qexl)T Hez −τ(e,l)Fel Ee−τ(g,k)FgkEg+τ(e,l)G fλ f +τ(g,k)G fλ f = 0 (2.87)
où les matrices F et G sont définies dans l’annexe E.
Pour des faces appartenant à Σ, ce système matriciel s’écrit :
(Qezl)T Hex −(Qexl)T Hez −τ(e,l)Fel Ee+(τ(e,l)+1)G fλ f = 2√Z0HA f2 , (2.88)
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avec :






⟨A f2 ,η⟩ =HA f2
(2.89)
où N fp est la dimension de Pp(Ff ). ⟨λh,η⟩ =G fλ f . (2.90)
La variable hybride étant connue, on peut en déduire les champs E et H dans l’ensemble du
domaine.
Changement de l’impédance de référence :
Dans le cas où l’on ne souhaite plus prendre comme référence l’impédance du vide Z0 mais
une impédance Z02 = Z0√εr alors certains changements s’imposent dans la résolution. On divise




















= 0, dans Ω2. (2.91)
On fait alors le changement de variables :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Hcalc = Z02H,
Ecalc = E√εr ,
ωcalc = ωc0 .
(2.92)
En conséquence, il suffit de remplacer Z0 par Z02 et de faire le changement ci-dessus sur le
champ électrique. En effet, on conserve (2.73) et (2.78) devient :
⟨(Jn× HˆK) ⋅y,η⟩Σs + ⟨√εrλh,η⟩Σs = 2√Z02 ⟨A2 ⋅y,η⟩Σs . (2.93)
(2.88) devient :
(Qezl)T Hex −(Qexl)T Hez −τ(e,l)Fel Ee+(τ(e,l)+√εr)G fλ f = 2√Z02HA f2 . (2.94)
2.3 Validation numérique et ses enjeux












FIGURE 2.8 – Rappel de la géométrie et de ses paramètres
2.3.1 Cas test du vide
Ce cas test, bien que simple, permet d’effectuer une première validation sachant que la so-
lution théorique est connue. Les solutions analytiques en champ électrique et magnétique sur
Σ ont été décrites dans l’annexe C. Connaissant l’ordre de convergence (son calcul est rappelé
dans l’annexe B.2) des éléments finis ou de HDG qui est de 2 avec des polynômes d’ordre 1
ainsi que celui de la TLM et sachant que la WCIP est analytique dans ces cas théoriques, nous
pouvons supposer que l’ordre de convergence de la méthode hybride sera également de 2. Ainsi,
nous calculons en premier lieu l’erreur relative de discrétisation sur la composante Ey dans le cas
TE pour les méthodes hybrides WCIP/FEM-Q1, WCIP/FDTLM et WCIP/HDG-P1. Cette erreur
est résumée dans les tableaux 2.1 et 2.2 respectivement pour les composantes tangentielles du
champ électrique et magnétique. La fréquence de travail est de 16 GHz. La longueur a est de
1,27 cm et la hauteur H est de 1,27 cm. La variable "Mesh size" désigne le ratio entre le pas
de maillage considéré et le pas de maillage initial caractérisé par dx = dz=794 µm dans les deux
directions x et z. Ainsi, un ratio de 1/2 signifie que le pas de maillage initial a été divisé par 2.






Mesh size N WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,80.10−3 - 5,92.10−3 - 3,45.10−4 -
1/2 32 7,00.10−4 2,0018 1,47.10−3 2,0068 7,58.10−5 2,1844
1/4 64 1,75.10−4 2,0005 3,68.10−4 2,0017 1,78.10−5 2,0932
1/8 128 4,37.10−5 2,0001 9,19.10−5 2,0004 4,30.10−6 2,0463
1/16 256 1,39.10−5 2,0000 2,30.10−5 2,0001 1,06.10−6 2,0230
TABLE 2.1 – Erreur relative sur Ey quand le mode TE1 est injecté.
On obtient bien comme attendu un ordre de convergence de 2 sur les champs électrique et
magnétique. On constate également que les erreurs dans les cas FEM et FDTLM sont proches
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Mesh size N WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 7,78.10−4 - 1,64.10−3 - 9,58.10−5 -
1/2 32 1,94.10−4 2,0018 4,09.10−4 2,0068 2,11.10−5 2,1849
1/4 64 4,86.10−5 2,0005 1,02.10−4 2,0017 4,93.10−6 2,0936
1/8 128 1,21.10−5 2,0001 2,55.10−5 2,0004 1,19.10−6 2,0469
1/16 256 3,03.10−6 2,0000 6,38.10−6 2,0001 2,94.10−7 2,0235
TABLE 2.2 – Erreur relative sur Hx quand le mode TE1 est injecté.
alors qu’avec HDG, l’erreur est plus faible d’un facteur 10. On effectue ensuite le même travail
en changeant l’ordre d’approximation côté HDG. On implémente donc les méthodes hybrides
WCIP/HDG-P0, WCIP/HDG-P1 et WCIP/HDG-P2 : la FEM n’étant pas la méthode d’intérêt
pour l’hybridation, ce travail n’est pas effectué avec la FEM. Ces résultats sont présentés dans
les tableaux 2.3 et 2.4.
Mesh size N WCIP/HDG-P0 WCIP/HDG-P1 WCIP/HDG-P2
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 6,48.10−2 - 3,45.10−4 - 1,63.10−4 -
1/2 32 3,69.10−2 0,8121 7,58.10−5 2,1844 3,70.10−5 2,1381
1/4 64 1,97.10−2 0,9016 1,78.10−5 2,0932 8,79.10−6 2,0731
1/8 128 1,02.10−2 0,9498 4,30.10−6 2,0463 2,14.10−6 2,0377
1/16 256 5,20.10−3 0,9746 1,06.10−6 2,0230 5,28.10−7 2,0192
TABLE 2.3 – Vide : Erreur relative sur Ey quand le mode TE1 est injecté.
Mesh size N WCIP/HDG-P0 WCIP/HDG-P1 WCIP/HDG-P2
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 1,80.10−2 - 9,58.10−5 - 4,52.10−5 -
1/2 32 1,02.10−2 0,8121 2,11.10−5 2,1849 1,03.10−5 2,1381
1/4 64 5,48.10−3 0,9016 4,93.10−6 2,0936 2,44.10−6 2,0730
1/8 128 2,84.10−3 0,9497 1,19.10−6 2,0469 5,94.10−7 2,0378
1/16 256 1,44.10−3 0,9746 2,94.10−7 2,0235 1,47.10−7 2,0192
TABLE 2.4 – Vide : Erreur relative sur Hx quand le mode TE1 est injecté.
Afin de visualiser la comparaison entre les différentes méthodes, on réprésente les différentes
erreurs sur les figures 2.9 et 2.10. Ainsi, on montre numériquement que l’hybridation avec la
méthode HDG-P0 donne un ordre de convergence de 1, celle avec P1 de 2 comme vu précédem-
ment et celle avec P2 un ordre de 2 également, ce qui nous fait conclure que la WCIP limite
la convergence. On montre également que l’hybridation avec HDG-P0 fournit l’erreur de dis-
crétisation la plus élevée, ce qui était attendu. On constate que la WCIP/HDG-P1 est meilleure

















































FIGURE 2.10 – Vide : Erreur de discrétisation relative sur Hx
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le nombre de degrés de liberté est plus important avec HDG qu’avec la FEM. Ainsi grâce à ce
cas test dont l’interface entre les domaines est purement fictive, on trouve des valeurs d’ordre de
convergence cohérentes.
De plus, on peut représenter le spectre de l’opérateur SF2 (introduit par (2.2)) selon les différentes
méthodes. Ainsi, on trace sur la figure 2.11 le spectre de l’opérateur éléments finis noté SFEM et
celui de la WCIP noté SWCIP pour N = 128 dans le cas du vide. La norme 2 de la différence des































Partie réelle des valeurs propres
(b) Valeurs propres proches de (-1,0)
FIGURE 2.11 – Spectre des opérateurs SFEM et SWCIP dans le cas où N = 128.
opérateurs pour N = 128 est de 2,27.10−2. On constate que les valeurs propres de la FEM d’ordre
le plus faible (autrement dit celles qui sont éloignées du point (-1,0)) sont superposées à celles
de la WCIP. Plus on monte en ordre et moins elles sont bien décrites.
On fait le même travail avec la FDTLM et on trace les spectres des opérateurs volumiques
SWCIP et SFDTLM pour 1024 degrés de libertés, notés Ndof. On voit ici, comme dans le cas FEM,
que toutes les valeurs propres ont un module de 1, ce qui signifie qu’il n’y a pas de dissipation.
On constate que les valeurs propres d’ordre le plus faible de la FDTLM sont superposées à celles
de la WCIP contrairement à celles d’ordre le plus élevé comme on l’avait vu avec la FEM. On
n’effectue pas de tracé de spectre pour HDG, l’opérateur étant complexe à expliciter.
On cherche ensuite à comparer numériquement les opérateurs dans le cas du vide. Les écarts
entre opérateurs en norme 2 sont présentés dans le tableau 2.5 où l’acronyme OOM signifie
Out Of Memory. Nous allons présenter les erreurs relatives et absolues concernant les champs
électrique et magnétique. Ceci nous permet d’étudier la convergence entre la solution exacte et la
méthode hybride ainsi établie. L’erreur est calculée sur la ligne interface entre les deux domaines.
On a N mailles selon x et N mailles selon z. On a donc (N +1)2 inconnues, auxquelles il faut
retirer celles des murs électriques (cf. figure 2.13). En conséquence, le nombre d’inconnues Ndof
est obtenu par la relation :
Ndof = (N +1)2−(N +1)−2N =N(N −1). (2.96)
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(a) Valeurs propres de SWCIP et SFDTLM Ndof=1024.
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FIGURE 2.13 – Nombre d’inconnues.
Ceci nous permet d’effectuer les comparaisons entre opérateurs WCIP et FEM dans le tableau
2.5 et entre les opérateurs WCIP et FDTLM dans le tableau 2.6. Aucune comparaison n’est
Taille du maillage N (WCIP) Ndof (FEM) ∣∣SWCIP2 −SFEM2 ∣∣2 Ordre
1 16 240 1,810.10−1 -
1/2 32 992 9,057.10−2 0,9989
1/4 64 4032 4,530.10−2 0,9995
1/8 128 16256 2,265.10−2 1,0000
1/16 256 65280 OOM OOM
TABLE 2.5 – Ecarts entre opérateurs FEM et WCIP.
effectuée avec HDG car il est compliqué de construire explicitement l’opérateur associé à cette
méthode.
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Mesh size N Ndof ∣∣SWCIP2 −SFDTLM2 ∣∣2 Ordre
1 16 256 1,693.10−1 -
1/2 32 1024 8,467.10−2 0,9997
1/4 64 4096 4,233.10−2 1,0002
1/8 128 16384 2,117.10−2 0,9997
1/16 256 65536 1,058.10−2 1,0007
TABLE 2.6 – Ecarts entre opérateurs FDTLM et WCIP.
2.3.2 Cas test du ruban
On insère désormais une ligne microruban au niveau de la surface de raccordement Σ entre
les méthodes comme le montre la figure 2.14. Elle est centrée et sa largeur est de a/2. a et H











FIGURE 2.14 – Ligne microruban
On éclaire ce ruban avec un mode TE1 et on calcule l’erreur sur E et J comme dans le cas
précédent. Dans ce cas, on ne connaît pas de solution analytique, la référence choisie est la
solution obtenue par la WCIP en maillant avec N = 215 où N est le nombre de segments de
Σ. Cette solution de référence est désignée par EWverymeshed,TE, il s’agit de la limite mémoire
de la WCIP. Les erreurs relatives sur le champ pour les méthodes hybrides WCIP/HDG-P0 et
WCIP/HDG-P1 ainsi que WCIP/FEM-Q1 et WCIP/FDTLM sont respectivement décrites dans
les tableaux 2.7 et 2.8. Le même travail est effectué sur le courant dans les tableaux 2.9 et 2.10.
Mesh size N WCIP/HDG-P0 WCIP/HDG-P1
Erreur Ordre Erreur Ordre
1 16 3,09.10−2 - 2,91.10−2 -
1/2 32 1,72.10−2 0,8479 1,58.10−2 0,8827
1/4 64 9,08.10−3 0,9188 8,23.10−3 0,9373
1/8 128 4,76.10−3 0,9314 4,31.10−3 0,9350
1/16 256 2,46.10−3 0,9517 2,23.10−3 0,9507
TABLE 2.7 – Erreur relative de discrétisation en norme L2 sur le champ E avec WCIP/HDG.
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Mesh size WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 2,34.10−2 - 2,65.10−2 - 2,91.10−2 -
1/2 1,34.10−2 0,8025 1,47.10−2 0,8557 1,58.10−2 0,8827
1/4 7,24.10−3 0,8933 7,72.10−3 0,9237 8,23.10−3 0,9373
1/8 3,86.10−3 0,9059 4,06.10−3 0,9262 4,31.10−3 0,9350
1/16 2,03.10−3 0,9282 2,11.10−3 0,9440 2,23.10−3 0,9507
TABLE 2.8 – Erreur relative de discrétisation en norme L2 sur le champ E avec WCIP/FEM-Q1,
WCIP/FDTLM et WCIP/HDG-P1.
On constate que les ordres de convergence respectifs pour le champ et le courant sont de 1 et
0,5 dans le cas TE quelle que soit la méthode mise en œuvre dans le milieu 2, avec des erreurs
relatives très proches pour les différentes méthodes. La réduction d’ordre par rapport au cas
précédent vient de la discontinuité entre le diélectrique et le métal qui rend la solution moins
régulière au niveau de l’interface. Cela provient aussi du fait que la méthode WCIP est d’ordre
1 dans ce cas. En conséquence, en termes de convergence, hybrider avec HDG-P0 est suffisant
pour ce type de situation.
Mesh size WCIP/HDG-P0 WCIP/HDG-P1
Erreur Ordre Erreur Ordre
1 2,74.10−2 - 2,76.10−2 -
1/2 1,92.10−2 0,5114 1,95.10−2 0,5048
1/4 1,34.10−2 0,5173 1,37.10−2 0,5080
1/8 9,34.10−3 0,5254 9,59.10−3 0,5121
1/16 6,44.10−3 0,5373 6,70.10−3 0,5174
TABLE 2.9 – Ligne microruban : erreur relative de discrétisation en norme L2 sur le courant J
avec WCIP/HDG.
Mesh size WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 2,77.10−2 - 2,76.10−2 - 2,76.10−2 -
1/2 1,95.10−2 0,5037 1,95.10−2 0,5044 1,95.10−2 0,5048
1/4 1,37.10−2 0,5064 1,37.10−2 0,5073 1,37.10−2 0,5080
1/8 9,65.10−3 0,5097 9,61.10−3 0,5111 9,59.10−3 0,5121
1/16 6,76.10−3 0,5139 6,72.10−3 0,5160 6,70.10−3 0,5174
TABLE 2.10 – Ligne microruban : erreur relative de discrétisation en norme L2 sur le courant J
avec WCIP/FEM-Q1, WCIP/FDTLM et WCIP/HDG-P1.
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2.3.3 Diélectrique homogène avec permittivité relative εr = 5













FIGURE 2.15 – Insertion d’un diélectrique homogène.
GHz, la longueur d’onde dans le diélectrique est définie par
λg = c√εr f0 = 3.108√516.109 = 8,39mm. (2.97)
Il est nécessaire d’avoir dx = aN < λg10 = 839µm et dz = HN < λg10 = 839µm. Ceci est possible dès
N = 16. La longueur a et la hauteur H valent 1,27cm. Dans le domaine dans lequel se trouve le
diélectrique, nous testons deux possibilités pour la définition des ondes : l’impédance du vide
(Z0) ou l’impédance du milieu (Z02). Les erreurs entre opérateurs FEM et WCIP, FDTLM et
WCIP sont présentées dans le tableau 2.11 dans le cas où l’on prend Z02. On retrouve comme
dans le cas du vide un ordre de convergence de 1 sur les opérateurs, ce qui semble cohérent avec
le fait que le milieu reste homogène . Dans le tableau 2.12, on compare les mêmes opérateurs
Mesh size N ∣∣SWCIP2 −SFEM2 ∣∣2 ∣∣SWCIP2 −SFDTLM2 ∣∣2
Ecart Ordre Ecart Ordre
1 16 4,0440.10−1 - 4,6455.10−1 -
1/2 32 2,0247.10−1 0,9981 1,8932.10−1 1,2950
1/4 64 1,0129.10−1 0,9992 9,4660.10−2 1,0000
1/8 128 5,0648.10−2 0,9999 4,7330.10−2 1,0000
1/16 256 OOM OOM 2,3665.10−2 1,0000
TABLE 2.11 – Erreur entre opérateurs avec εr=5 et une impédance de Z02
mais dans ce cas, on prend comme impédance de référence Z0. Cette erreur entre opérateurs
semble légèrement plus faible à partir de N = 64 dans le cas Z0. Avec Z02, l’ordre de convergence
semble plus uniforme.
On s’intéresse ensuite aux erreurs sur le champ électrique dans le tableau 2.13. Comme on
ne connaît pas la solution analytique on compare avec la solution WCIP maillée à N = 213. On
montre que le fait de prendre Z0 ou Z02 nous donne strictement les mêmes erreurs relatives sur
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Mesh size N ∣∣SWCIP2 −SFEM2 ∣∣2 ∣∣SWCIP2 −SFDTLM2 ∣∣2
Ecart Ordre Ecart Ordre
1 16 4,2598.10−1 - 7,0276.10−1 -
1/2 32 1,2503.10−1 1,7685 2,3388.10−1 1,5873
1/4 64 4,5355.10−2 1,4629 6,3450.10−2 1,8821
1/8 128 2,2658.10−2 1,0012 2,1171.10−2 1,5835
1/16 256 OOM OOM 1,0584.10−2 1,0002
TABLE 2.12 – Erreur entre opérateurs pour εr=5 et une impédance de Z0
Mesh size N ∥EH,TE−EWverymeshed,TE
max∣EWverymeshed,TE∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 7,80.10−3 - 2,74.10−2 - 5,32.10−2 -
1/2 32 3,90.10−3 1,0024 7,52.10−3 1,8654 1,31.10−2 2,0266
1/4 64 1,94.10−3 1,0056 2,52.10−3 1,5799 3,64.10−3 1,8422
1/8 128 9,63.10−4 1,0114 1,04.10−3 1,2710 1,23.10−3 1,5645
1/16 256 4,74.10−4 1,0231 4,84.10−4 1,1064 5,11.10−4 1,2694
TABLE 2.13 – Erreur sur E des différentes méthodes dans le cas Z0.
les champs (le cas Z02 n’est pas explicité car ce sont strictement les mêmes résultats que le cas
Z0). Entre la FEM et la FDTLM, la FEM semble fournir des erreurs relatives légèrement moins
importantes. Concernant l’ordre de convergence, il est situé entre 1 et 2 (plus proche de 1 quand
on raffine). Enfin, pour clore les comparaisons, nous calculons l’erreur relative dans le cas de
la méthode hybride WCIP/HDG dans le cas où l’on prend Z0 et dans les cas où le paramètre
de stabilisation τ (présenté dans le chapitre 1) vaut 1/Z0 et 1. Les résultats sont présentés dans
le tableau 2.14. Il faut également ajouter que quand on modifie le maillage les valeurs d’erreur
Mesh size N ∥EH,TE−EWverymeshed,TE
max∣EWverymeshed,TE∣ ∥L2
WCIP/HDG : τ=1/Z0 WCIP/HDG : τ=1
Erreur Ordre Erreur Ordre
1 16 1,34.10−2 - 7,88.10−3 -
1/2 32 4,73.10−3 1,4978 3,90.10−3 1,0160
1/4 64 2,05.10−3 1,2089 1,94.10−3 1,0062
1/8 128 9,74.10−4 1,0714 9,63.10−4 1,0114
1/16 256 4,74.10−4 1,0378 4,74.10−4 1,0231
TABLE 2.14 – Erreur sur E de WCIP/HDG par rapport à la WCIP très maillée (N = 213).
sont légèrement différentes de même que le nombre d’itérations (cf. tableau 2.15). En effet,
"inhomo_v4" et "mesh_wcip"sont les noms de deux types de maillage différents. Néanmoins
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c’est quand τ vaut 1 que le nombre d’itérations est le plus faible.
Mesh size N inhomo_v4 inhomo_v4 mesh_wcip mesh_wcip
avec τ=1/Z0 avec τ=1 avec τ=1/Z0 avec τ=1
1 16 16 14 22 20
1/2 32 22 21 26 23
1/4 64 24 22 28 23
1/8 128 24 18 27 18
1/16 256 20 6 22 8
TABLE 2.15 – Nombre d’itérations du GMRES selon le solveur itératif avec HDG.
Une comparaison est maintenant effectuée entre deux solveurs itératifs : GMRES et BICG-
STAB. On prend un paramètre de redémarrage de la méthode GMRES (restart) de 100. On
constate qu’on obtient 2 itérations à convergence quel que soit le solveur et quelle que soit la
méthode : WCIP seule, WCIP/FDTLM ou WCIP/FEM. On constate aussi que prendre Z02 ou Z0
ne change pas ces nombres d’itérations. Par contre avec la méthode WCIP/HDG, on n’obtient
pas 2 itérations (cf. tableau 2.15).
Les spectres dans le cas diélectrique pour la WCIP, les méthodes FEM et FDTLM sont
présentés sur la figure 2.16 avec N = 128. Comme le montraient les tableaux 2.11 et 2.12, les
écarts entre opérateurs sont suffisamment faibles pour que les valeurs propres paraissent super-
posées sur la figure 2.16.



























FIGURE 2.16 – Valeurs propres des opérateurs SWCIP, SFEM et SFDTLM pour N = 128.
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2.3.4 Ruban sur un substrat de permittivité relative εr=5
On insère un ruban sur la surface z = 0 (cf. figure 2.17. On travaille à la même fréquence que












FIGURE 2.17 – Insertion d’un diélectrique homogène.
relatives sur le champ E (cf. tableaux 2.16 et 2.17) avec toutes les méthodes hybrides. On réalise
cette étude avec deux impédances de référence : l’une vaut l’impédance du vide Z0, l’autre vaut
l’impédance du diélectrique, Z02 = Z0√εr . Pour HDG, on prend un paramètre de stabilisation τ
égal à 1. La référence est la WCIP maillée à N = 213. On constate que les différentes techniques
ont approximativement les mêmes erreurs relatives.
Mesh size N ∥EH,TE−EWverymeshed,TE
max∣EWverymeshed,TE∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 16 3,37.10−2 - 2,41.10−2 - 2,45.10−2 - 3,17.10−2 -
1/2 32 1,67.10−2 1,0127 1,31.10−2 0,8813 1,33.10−2 0,8747 1,59.10−2 0,9922
1/4 64 8,51.10−3 0,9729 6,95.10−3 0,9114 7,12.10−3 0,9059 8,17.10−3 0,9642
1/8 128 4,32.10−3 0,9801 3,62.10−3 0,9404 3,70.10−3 0,9438 4,16.10−3 0,9758
1/16 256 2,17.10−3 0,9923 1,86.10−3 0,9592 1,89.10−3 0,9721 2,09.10−3 0,9904
TABLE 2.16 – Erreur sur E des différentes méthodes dans le cas Z02.
On effectue le même travail sur le courant J (cf. tableaux 2.18 et 2.19). On constate que les
cas Z0 et Z02 sont quasiment les mêmes avec les méthodes WCIP, WCIP/FEM et WCIP/FDTLM
et que la méthode WCIP/HDG paraît sensible à la valeur de Z0. En outre, on retouve les ordres
de convergence du ruban dans le vide, à savoir 1 sur le champ électrique et 0,5 sur le courant.
Le travail suivant concerne la comparaison des solveurs itératifs GMRES et BICGSTAB
dans les cas Z02 et Z0 (cf. tableaux 2.20 et 2.21). On fixe un restart de 100 dans le cas du GMRES.
On peut en déduire que le cas Z0 fournit un nombre plus faible d’itérations par rapport à Z02.
Pour les maillages les plus raffinés, la méthode WCIP/HDG-P1 est la meilleure en termes de
nombre d’itérations par rapport aux autres méthodes dans le cas Z0. Néanmoins, il faut préciser
que cela ne signifie pas que le temps de calcul est le plus faible pour la méthode WCIP/HDG-P1.
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Mesh size N ∥EH,TE−EWverymeshed,TE
max∣EWverymeshed,TE∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 16 3,37.10−2 - 2,40.10−2 - 2,45.10−2 - 3,03.10−2 -
1/2 32 1,67.10−2 1,0127 1,31.10−2 0,8778 1,33.10−2 0,8747 1,53.10−2 0,9822
1/4 64 8,51.10−3 0,9729 6,95.10−3 0,9102 7,12.10−3 0,9059 7,89.10−3 0,9586
1/8 128 4,32.10−3 0,9801 3,62.10−3 0,9400 3,70.10−3 0,9438 4,02.10−3 0,9727
1/16 256 2,17.10−3 0,9923 1,86.10−3 0,9591 1,89.10−3 0,9721 2,03.10−3 0,9888
TABLE 2.17 – Erreur sur E des différentes méthodes dans le cas Z0.
Mesh size N ∥JH,TE−JWverymeshed,TE
max∣JWverymeshed,TE∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,66.10−2 - 2,74.10−2 - 2,73.10−2 - 2,61.10−2 -
1/2 32 1,85.10−2 0,5222 1,93.10−2 0,5083 1,92.10−2 0,5103 1,81.10−2 0,5274
1/4 64 1,28.10−2 0,5357 1,35.10−2 0,5130 1,34.10−2 0,5155 1,24.10−2 0,5428
1/8 128 8,69.10−3 0,5546 9,43.10−3 0,5184 9,35.10−3 0,5216 8,43.10−3 0,5627
1/16 256 5,81.10−3 0,5817 6,55.10−3 0,5243 6,48.10−3 0,5289 5,61.10−3 0,5870
TABLE 2.18 – Erreur sur J des différentes méthodes dans le cas Z02.
Mesh size N ∥JH,TE−JWverymeshed,TE
max∣JWverymeshed,TE∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,66.10−2 - 2,74.10−2 - 2,73.10−2 - 2,72.10−2 -
1/2 32 1,85.10−2 0,5222 1,93.10−2 0,5083 1,92.10−2 0,5103 1,91.10−2 0,5100
1/4 64 1,28.10−2 0,5357 1,35.10−2 0,5130 1,34.10−2 0,5155 1,34.10−2 0,5159
1/8 128 8,69.10−3 0,5546 9,43.10−3 0,5184 9,35.10−3 0,5216 9,31.10−3 0,5232
1/16 256 5,81.10−3 0,5817 6,55.10−3 0,5243 6,48.10−3 0,5289 6,44.10−3 0,5316
TABLE 2.19 – Erreur sur J des différentes méthodes dans le cas Z0.
Mesh N WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
size
GMRES BICGSTAB GMRES BICGSTAB GMRES BICGSTAB GMRES BICGSTAB
1 16 16 15 12 13 12 13 23 23
1/2 32 33 29 26 29 26 24 36 31
1/4 64 56 47 50 53 48 46 53 57
1/8 128 76 72 73 89 73 94 74 78
1/16 256 99 105 98 144 97 149 100 136
TABLE 2.20 – Nombre d’itérations avec Z02 selon le solveur itératif
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Mesh N WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
size
GMRES BICGSTAB GMRES BICGSTAB GMRES BICGSTAB GMRES BICGSTAB
1 16 16 16 12 13 12 12 18 16
1/2 32 28 25 29 34 26 26 27 28
1/4 64 50 37 49 52 48 57 41 40
1/8 128 65 59 66 80 66 84 55 56
1/16 256 83 103 87 139 84 152 71 88
TABLE 2.21 – Nombre d’itérations avec Z0 selon le solveur itératif
Enfin, dans le tableau 2.22, nous effectuons une comparaison du nombre d’itérations entre
deux choix de restart (abrégé par "res") du GMRES : un restart de 25 et un restart de 50, l’im-
pédance de référence étant celle du vide Z0. On constate que pour HDG le cas où le restart vaut
100 reste le plus probant.
Mesh size N WCIP/HDG-P1
GMRES GMRES GMRES
res=25 res=50 res=100
1 16 18 18 18
1/2 32 31 27 27
1/4 64 50 40 41
1/8 128 84 63 55
1/16 256 134 88 71
TABLE 2.22 – Nombre d’itérations avec Z0 selon le restart
En résumé, dans le cas WCIP et Z02, BICGSTAB donne moins d’itérations jusqu’à N=256
(non compris) ; à partir de N = 256, c’est le GMRES qui donne le moins d’itérations. Dans
le cas de la WCIP/FEM-Q1 avec Z02, quelque soit le maillage testé, le GMRES donne moins
d’itérations que le BICGSTAB. Dans le cas de la WCIP/FDTLM avec Z02, à partir de N = 128
(compris), le GMRES est meilleur. On peut conclure qu’avec Z02, pour les maillages raffinés, le
GMRES est plus performant. Pour Z0, on a les mêmes conclusions qu’avec Z02 dans chacun des
cas précédents. Pour la WCIP, le nombre d’itérations est moins important quand on prend Z0.
Pour la WCIP/FEM-Q1, à partir de N=64 (compris), le nombre d’itérations est moins important
quand on prend Z0. Il en est de même pour la WCIP/FDTLM à partir de N = 128. En conclusion,
prendre Z0 et utiliser le GMRES permettrait de diminuer légèrement le nombre d’itérations
quand on raffine les maillages. C’est ce qui sera fait par la suite.
2.3.5 Diélectrique inhomogène
Le cas traité est représenté sur la figure 2.18. On travaille à 16 GHz et avec a =H = 1,27 cm.
La WCIP ne permet pas de traiter ce cas. L’enjeu de ce cas test est donc de montrer que grâce
à la méthode hybride mise en œuvre, ce cas peut être traité efficacement. On commence par la
















FIGURE 2.18 – Circuit avec un substrat inhomogène.









Désormais, le domaine contenant les diélectriques est séparé en trois zones notées ΩA, ΩB et ΩC
et (2.98) n’est plus valable. Nous résolvons les équations de Maxwell dans ces trois zones. Dans









k20εr,21µrEy2wdxdz = 0. (2.99)
La frontière de ΩA, ∂ΩA, est constituée de deux frontières où des conditions de Dirichlet ho-
mogène sont appliquées (désignées par Γm), d’une frontière de type source qui correspond à ΣA









FIGURE 2.19 – Types de frontières.









k20εr,21µrEy2wdxdz = 0. (2.100)
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D’après la partie (2.2.1), nous avons toujours
∂Ey2
∂z













k20εr,21µrEy2wdxdz = −∫ΣA 2 jk0µr√Z0Ay2wdx.
(2.102)



































k20εr,21µrEy2wdxdz = −∫ΣC 2 jk0µr√Z0Ay2wdx.
(2.104)
En sommant les équations, on peut s’affranchir des termes situés aux interfaces entre les do-




k20εr,22Ey2wdxdz = −∫Σ2 jk0µr√Z0Ay2wdx. (2.105)
Si l’on résout ce qui est présenté sur la figure 2.18 avec εr,21=1 et εr,22=5, alors les erreurs
relatives sur les champs électromagnétiques tangentiels E et H sont présentées dans les tableaux
2.23 et 2.24. Pour ces deux tableaux, la référence, notée EFverymeshed,TE pour le champ électrique,
est la WCIP/FEM-Q1 maillée à N = 210. On choisit la FEM par rapport à HDG car la limite
mémoire est plus rapidement atteinte avec HDG, ce qui permet d’avoir un pas de maillage plus
fin avec la FEM. On aurait pu aussi prendre la WCIP/FDTLM. Pour HDG, le paramètre de
stabilisation τ vaut 1. On constate que l’ordre de convergence est compris entre 1 et 2.
On s’intéresse ensuite aux écarts entre opérateurs à maillage identique (cf. tableau 2.25).
L’ordre de convergence est également compris entre 1 et 2 mais il est irrégulier probablement
parce que le maillage n’est pas assez raffiné, et comme la limite mémoire est atteinte pour N =
1024, on ne peut pas réduire davantage le pas de maillage.
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Mesh size N ∥EH,TE−EFverymeshed,TE
max∣EFverymeshed,TE∣ ∥L2
WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 1,87.10−2 - 3,46.10−2 - 7,54.10−3 -
1/2 32 5,47.10−3 1,7735 8,28.10−3 2,0621 3,70.10−3 1,0269
1/4 64 2,05.10−3 1,4198 2,53.10−3 1,7088 1,79.10−3 1,0471
1/8 128 8,70.10−4 1,2332 9,45.10−4 1,4229 8,35.10−4 1,0994
1/16 256 3,63.10−4 1,2626 3,74.10−4 1,3382 3,58.10−4 1,2223
TABLE 2.23 – Erreur relative sur E des différentes méthodes hybrides.
Mesh size N ∥HH,TE−HFverymeshed,TE
max∣HFverymeshed,TE∣ ∥L2
WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 1,09.10−2 - 1,70.10−2 - 7,98.10−3 -
1/2 32 4,34.10−3 1,3337 5,15.10−3 1,7183 3,97.10−3 1,0078
1/4 64 1,98.10−3 1,1349 2,09.10−3 1,3037 1,93.10−3 1,0404
1/8 128 9,09.10−4 1,1208 9,24.10−4 1,1752 9,03.10−4 1,0956
1/16 256 3,89.10−4 1,2263 3,91.10−4 1,2417 3,88.10−4 1,2196
TABLE 2.24 – Erreur sur H des différentes méthodes hybrides.
Mesh size N ∣∣SFEM2 −SFDTLM2 ∣∣2 Ordre
1 16 3,6601.10−1 -
1/2 32 2,3095.10−1 0,6643
1/4 256 7,9778.10−2 1,5335
1/8 512 2,1749.10−2 1,8750
1/16 1024 OOM OOM
TABLE 2.25 – Erreur entre opérateurs pour des diélectriques de permittivités εr,21=1 et εr,22=10.
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Une comparaison entre solveurs itératifs dans le cas où l’impédance de référence est Z0 est
présentée dans le tableau 2.26 sachant que le GMRES a un restart de 100.
Mesh size N WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
GMRES BICGSTAB GMRES BICGSTAB GMRES BICGSTAB
1 16 16 17 16 15 21 20
1/2 32 30 31 29 30 31 29
1/4 64 40 48 38 37 38 39
1/8 128 47 70 44 60 47 50
1/16 256 53 75 51 76 54 71
TABLE 2.26 – Nombre d’itérations selon le solveur itératif pour εr,21=1 et εr,22=5 et une impé-
dance de Z0.
Conclusions :
Comme dans le cas dielectrique homogène, le GMRES donne moins d’itérations que le BICG-
STAB. Entre la WCIP/FDTLM et la WCIP/FEM-Q1, on a approximativement les mêmes nom-
bres d’itérations (à 2 ou 3 itérations près).










FIGURE 2.20 – Ligne microruban imprimée sur un substrat inhomogène.
On effectue le même travail que précédemment en rajoutant un ruban sur la surface de dis-
continuité. Dans ce cas, la référence est obtenue avec la méthode WCIP/FEM-Q1 en prenant
N = 211 (valeur obtenue empiriquement et liée à la limite de la machine utilisée). Les erreurs
relatives sur E et J sont présentées dans les tableaux 2.27 et 2.28. Le paramètre de stabilisation
τ de HDG vaut 1. Pour le champ électrique, l’ordre de convergence est proche de 1. Pour le
courant, il est compris entre 0,5 et 1.
Le changement de permittivité relative étant concomitante avec la discontinuité métallique
de la ligne microruban, il se peut que la discontinuité soit "moins bien vue". Ceci pourrait expli-
quer l’ordre de convergence proche de 1 du courant. On fait ensuite une comparaison du nombre
d’itérations avec GMRES avec deux tests de restarts (20 et 100 dans les tableaux 2.29 et 2.30)
et BICGSTAB quand on prend comme impédance de référénce Z0 (cf. tableau 2.30).
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Mesh size N ∥EH,TE−EFverymeshed,TE
max∣EFverymeshed,TE∣ ∥L2
WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,27.10−2 - 2,54.10−2 - 2,78.10−2 -
1/2 32 1,29.10−2 0,8179 1,39.10−2 0,8690 1,50.10−2 0,8927
1/4 64 6,82.10−3 0,9163 7,23.10−3 0,9462 7,72.10−3 0,9577
1/8 128 3,53.10−3 0,9500 3,69.10−3 0,9698 3,93.10−3 0,9754
1/16 256 1,75.10−3 1,0141 1,81.10−3 1,0268 1,93.10−3 1,0261
TABLE 2.27 – Erreur sur E des différentes méthodes par rapport à la WCIP/FEM très maillée
(N = 211).
Mesh size N ∥JH,TE−JFverymeshed,TE
max∣JFverymeshed,TE∣ ∥L2
WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,30.10−2 - 2,27.10−2 - 2,25.10−2 -
1/2 32 1,58.10−2 0,5411 1,55.10−2 0,5486 1,53.10−2 0,5534
1/4 64 1,06.10−2 0,5743 1,03.10−2 0,5857 1,02.10−2 0,5931
1/8 128 6,92.10−3 0,6209 6,64.10−3 0,6382 6,48.10−3 0,6488
1/16 256 4,28.10−3 0,6932 4,04.10−3 0,7181 3,91.10−3 0,7308
TABLE 2.28 – Erreur sur J des différentes méthodes par rapport à la WCIP/FEM très maillée
(N = 211).
Mesh size N WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
GMRES GMRES GMRES
1 16 12 12 18
1/2 32 45 34 33
1/4 64 82 75 59
1/8 128 135 130 89
1/16 256 228 213 148
TABLE 2.29 – Nombre d’itérations avec un restart de 20 pour le GMRES.
Mesh size N WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
GMRES BICGSTAB GMRES BICGSTAB GMRES BICGSTAB
1 16 12 12 12 12 18 16
1/2 32 27 30 25 26 27 25
1/4 64 48 51 46 49 40 43
1/8 128 66 80 63 90 53 56
1/16 256 84 147 82 128 69 80
TABLE 2.30 – Nombre d’itérations selon le solveur itératif avec un restart de 100 pour le
GMRES.
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On constate que le nombre d’itérations avec un restart de 20 est plus important pour toutes
les méthodes hybrides. On garde donc la valeur de 100 pour les calculs suivants.
Remarque :
Il faut néanmoins nuancer ces conclusions sur le restart et le nombre d’itérations. En effet, en ter-
mes d’itérations, ne pas prendre de restart permet de réduire le nombre d’itérations. Cependant,
la durée d’une itération est alors accrue car le système à résoudre est plus important. Ici le restart
pouvant être assez grand (par exemple dans le cas où sa valeur est 100), quand le nombre d’itéra-
tions est inférieur à 100, cela signifie que l’on n’a pas fait appel au restart, c’est alors comme si
aucun restart n’avait été spécifié. Il est alors logique de constater que ce cas correspond au cas
où le nombre d’itérations est le plus faible.
La représentation de l’erreur relative dans le cas du ruban imprimé sur un substrat inho-



















FIGURE 2.21 – Erreur relative sur E
Afin de savoir si le fait que la discontinuité métallique coïncide avec la discontinuité diélec-
trique intervient dans les résultats, on modifie la largeur de la ligne microruban, elle est désor-
mais de 3/4 a au lieu de a/2 (cf. figure 2.23). On prend un paramètre de stabilisation, τ, égal à 1
pour HDG. Le même travail que précédemment est réitéré. Les résultats sont présentés dans les
tableaux 2.31 et 2.32.
Cependant, on constate une diminution de l’ordre de convergence minime sur le courant
dans ce cas où le ruban est plus large. On peut supposer que le problème vient de la référence






















FIGURE 2.22 – Erreur relative sur J
Mesh size N ∥EH,TE−EFverymeshed,TE
max∣EFverymeshed,TE∣ ∥L2
WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,71.10−2 - 3,20.10−2 - 3,74.10−2 -
1/2 32 1,56.10−2 0,7973 1,73.10−2 0,8895 1,91.10−2 0,9705
1/4 64 8,82.10−3 0,8207 9,48.10−3 0,8646 1,03.10−2 0,8940
1/8 128 4,65.10−3 0,9248 4,90.10−3 0,9516 5,25.10−3 0,9652
1/16 256 2,34.10−3 0,9916 2,44.10−3 1,0092 2,60.10−3 1,0128
TABLE 2.31 – Erreur sur E des différentes méthodes par rapport à la WCIP/FEM très maillée
(N = 211).
Mesh size N ∥JH,TE−JFverymeshed,TE
max∣JFverymeshed,TE∣ ∥L2
WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,08.10−2 - 2,05.10−2 - 2,03.10−2 -
1/2 32 1,46.10−2 0,5083 1,43.10−2 0,5162 1,41.10−2 0,5201
1/4 64 9,95.10−3 0,5555 9,67.10−3 0,5678 9,50.10−3 0,5747
1/8 128 6,52.10−3 0,6096 6,26.10−3 0,6277 6,10.10−3 0,6379
1/16 256 4,05.10−3 0,6862 3,82.10−3 0,7118 3,70.10−3 0,7243













FIGURE 2.23 – Ligne microruban modifiée imprimée sur un substrat inhomogène.
2.3.7 Comparaison des temps de calcul en 2D
On présente dans cette sous-partie une comparaison des temps de calcul (cf. tableau 2.33) en
2D dans le cas inhomogène où εr,1=1et εr,2=5 (cf. figure 2.24). On constate que la WCIP/HDG-












FIGURE 2.24 – Exemple traité pour les temps de calcul en 2D.
Temps en s
Mesh size N WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
1 16 0,3 0,3 5
1/2 32 0,7 0,7 26
1/4 64 1,3 4 154
1/8 128 4 31 1094
1/16 256 20 295 10355
TABLE 2.33 – Temps de calcul en 2D dans le cas inhomogène : εr,1=1, εr,2=5.
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2.4 Conclusions
On constate qu’il y a davantage d’itérations quand on insère le ruban par rapport au cas sans
ruban. On conserve le choix du GMRES qui semble meilleur que le BICGSTAB dans nos cas
testés. La présence du restart ne devient intéressante que dans les cas où le nombre d’incon-
nues est suffisamment important. Ce travail a permis la mise en place d’un formalisme général




Dans le cas 3D, contrairement au 2D, la propagation selon l’axe y existe. L’expression des
modes est donnée par (3.1) dans le cas où le circuit est inséré entre deux plaques infinies.
fne−pnze−γy. (3.1)
L’objectif est de pouvoir traiter des cas 3D où le substrat peut être inhomogène (comme celui
présenté sur la figure 3.1).
FIGURE 3.1 – Filtre passe-bande (60 : 80 GHz), 1330µm × 1186µm [46]
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3.1 Formalisme général de l’hybridation
Le système (2.2) du chapitre 2 est toujours vérifié. De la même façon qu’en 2D, pour obtenir
l’opérateur associé à la méthode volumique implémentée, on cherche la relation entre les ondes
A2 et B2. Le calcul de B2 peut s’effectuer de deux manières différentes. Les composantes selon
les axes x et y des ondes A2 et B2 s’écrivent selon (3.2) et (3.3). A l’aide du changement de
variables défini en (2.69), les composantes des ondes s’écrivent
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ax2 = 12√Z0 (Eˆx+nwcipHˆy,calc)
Ay2 = 12√Z0 (Eˆy−nwcipHˆx,calc)
(3.2)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Bx2 = 12√Z0 (Eˆx−nwcipHˆy,calc)
By2 = 12√Z0 (Eˆy+nwcipHˆx,calc)
(3.3)
avec dans le cas TE et dans le cas de la méthode HDG :⎧⎪⎪⎨⎪⎪⎩
EˆT Eh =ET Eh +τKn×(Λh−HT Eh )
HˆT Eh =Λh. (3.4)
La première façon de calculer l’onde B2 est :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Bx2 = 1√Z0 Eˆx−Ax2
By2 = 1√Z0 Eˆy−Ay2.
(3.5)
Quant à la deuxième façon de faire le calcul de B2, elle est donnée par (3.6) et les deux méthodes
donnent les mêmes résultats. ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Bx2 = Ax2− 1√Z0 nwcipHˆT Ey
By2 = Ay2+ nwcip√Z0 HˆT Ex
(3.6)
3.2 Déclinaison de l’hybridation selon les méthodes
3.2.1 WCIP-2D/FDTLM-3D
Le principe pour trouver SFDTLM est le même qu’en 2D. On cherche l’expression de la ma-
















FIGURE 3.2 – Nœud FDTLM adapté à la définition des ondes de la WCIP.
lage de la figure 1.9. On reprend les équations de Maxwell mais on n’a alors plus d’invariance
en y comme en 2D. Les équations de Maxwell en coordonnées cartésiennes s’écrivent⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
jωε0εxEx = ∂Hz∂y − ∂Hy∂z −σexEx,
jωε0εyEy = ∂Hx∂z − ∂Hz∂x −σeyEy,
jωε0εzEz = ∂Hy∂x − ∂Hx∂y −σezEz,
jωµ0µxHx = ∂Ey∂z − ∂Ez∂y −σmxHx,
jωµ0µyHy = ∂Ez∂x − ∂Ex∂z −σmyHy,
jωµ0µzHz = ∂Ex∂y − ∂Ey∂x −σmzHz.
(3.7)
On cherche à exprimer les champs électrique et magnétique en fonction des ondes entrantes pour
obtenir une relation entre les ondes sortantes et entrantes. Le point de départ est les équations de
Maxwell. La première équation de Maxwell s’écrit :
jωε0εxEx = ∂Hz∂y − ∂Hy∂z −σexEx (3.8)





−( jωε0εx+σex)Ex = 0. (3.9)
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On pose
Gex = ( jωε0εx+σex). (3.10)
On effectue une discrétisation par différences finies. Cette dernière, appliquée à la première
équation de Maxwell, aboutit à
Hz(i, j+ 12 ,k)−Hz(i, j− 12 ,k)
dy
− Hy(i, j,k+ 12)−Hy(i, j,k− 12)
dz
−GexEx(i, j,k) = 0. (3.11)
On introduit la définition des ondes afin d’avoir une première relation entre les champs élec-
triques ou magnétiques en fonction de ces dernières. Ainsi, la normale à la face à laquelle Aa
appartient étant y, la définition des ondes nous donne :
Aa = 12√Z0 (Exx+Z0Hzz×y) = 12√Z0 (Exx−Z0Hzx), (3.12)
donc ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Aa = 12√Z0 (Ex(i, j− 12 ,k)−Z0Hz(i, j− 12 ,k))
Ba = 12√Z0 (Ex(i, j− 12 ,k)+Z0Hz(i, j− 12 ,k)) ,
(3.13)
ce qui entraîne
Hz(i, j− 12 ,k) = −Aa−Ba√Z0 . (3.14)
Nous faisons le même travail de sorte à exprimer tous les champs de (3.11) (non situés au centre
du cube) en fonction des ondes. Etant donné que l’on a :
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Al = 12√Z0 (Ex(i, j+ 12 ,k)+Z0Hz(i, j+ 12 ,k))
Bl = 12√Z0 (Ex(i, j+ 12 ,k)−Z0Hz(i, j+ 12 ,k)) ,
(3.15)
il s’ensuit :
Hz(i, j+ 12 ,k) = Al −Bl√Z0 . (3.16)
De même, on obtient
Hy(i, j,k+ 12) = −Ai−Bi√Z0 (3.17)
et
Hy(i, j,k− 12) = Ab−Bb√Z0 . (3.18)





−GexEx(i, j,k) = 0. (3.19)
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L’objectif à terme est d’avoir une expression de Ba en fonction des ondes entrantes, ce qui
nous conduira à l’expression de la première ligne de la matrice de diffraction Se.
Un moyennage selon les directions y et z est ensuite réalisé sur le champ. En partant de
(3.13), on obtient :
Ex(i, j− 12 ,k) =√Z0(Aa+Ba). (3.20)
De même, à partir de (3.15),
Ex(i, j+ 12 ,k) =√Z0(Al +Bl). (3.21)
Le moyennage selon y s’écrit sous la forme
Ex(i, j,k) = 12 (Ex(i, j− 12 ,k)+Ex(i, j+ 12 ,k))= √Z0
2
(Al +Bl +Aa+Ba). (3.22)
De même, le moyennage selon z s’écrit sous la forme
Ex(i, j,k) = 12 (Ex(i, j,k− 12 ,k)+Ex(i, j,k+ 12 ,k))= √Z0
2
(Ab+Bb+Ai+Bi). (3.23)
Ces deux moyennages peuvent se réécrire selon
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Bl +Ba = 1√Z0 2Ex(i, j,k)−(Al +Aa)
Bi+Bb = 1√Z0 2Ex(i, j,k)−(Ai+Ab).
(3.24)
Ces moyennages ont deux rôles :
1 : ils permettent d’obtenir une expression du champ électrique Ex(i, j,k) en fonction des ondes
entrantes A ;
2 : on peut exprimer Ba en fonction des ondes A, des champs Ex(i, j,k) et Hz(i, j,k), inconnues
que l’on aura au préalable exprimées en fonction de A également, ce qui permettra d’écrire la
première ligne de la matrice Se.














GexZ0+2( 1dy + 1dz)
. (3.26)
Ex =√Z0bx1(Al +Aady + Ai+Abdz ) . (3.27)
2 : en effectuant un moyennage sur la somme Al +Ba,
Al +Ba = 12√Z0 (Ex(i, j+ 12 ,k)+Ex(i, j− 12 ,k)+Z0(Hz(i, j+ 12 ,k)+Hz(i, j− 12 ,k)))
Al +Ba = 1√Z0 (Ex(i, j,k)+Z0Hz(i, j,k)) ,
(3.28)
et par suite, on obtient bien l’expression de Ba en fonction des ondes A et des champs Ex(i, j,k)
et Hz(i, j,k)
Ba = 1√Z0 (Ex(i, j,k)+Z0Hz(i, j,k))−Al. (3.29)
On comprend alors l’intérêt d’exprimer Ex(i, j,k) uniquement en fonction des ondes A, l’objectif
étant de faire le même travail sur Hz(i, j,k), pour obtenir l’expresson de Ba en fonction des ondes
A.
Pour obtenir l’expression d’autres composantes des champs (Hz(i, j,k) notamment), on s’in-
téresse aux autres équations de Maxwell et on réitère la même démarche afin de se familiariser
avec cette technique. Ainsi, la sixième équation de Maxwell nous donne :
jωµ0µzHz = ∂Ex∂y − ∂Ey∂x −σmzHz. (3.30)
On pose :
Gmz = ( jωµ0µz+σmz). (3.31)
Donc :
Ex(i, j+ 12 ,k)−Ex(i, j− 12 ,k)
dy
− Ey(i+ 12 , j,k)−Ey(i− 12 , j,k)
dx
−GmzHz = 0. (3.32)
Or, d’après (3.20), (3.21) et les définitions des ondes Ac, Bc, Ak et Bk,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ex(i, j− 12 ,k) =√Z0(Aa+Ba),
Ex(i, j+ 12 ,k) =√Z0(Al +Bl),
Ey(i− 12 , j,k) =√Z0(Ac+Bc),
Ey(i+ 12 , j,k) =√Z0(Ak +Bk).
(3.33)
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−GmzHz = 0. (3.34)
D’après (3.14) et (3.16), le moyennage selon y implique
Hz(i, j,k) = Al −Aa+Ba−Bl2√Z0 . (3.35)
De même, le moyennage selon z entraîne
Hz(i, j,k) = Bk −Bc+Ac−Ak2√Z0 . (3.36)























et Hz se réécrit
Hz = 1√Z0 dz1(Al −Aady + Ac−Akdx ) . (3.39)
En introduisant (3.27) et (3.39) dans (3.29), on obtient :

































Après calculs, il vient :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Bb = bxzAa+axyAb+dzyA f +cxyAi−dzyA j +bxzAl,
Bc = dxzAa+ayzAc+byxAd +byxAh+cyzAk −dxzAl,
Bd = byzAc+ayxAd +dzxAe−dzxAg+cyxAh+byzAk,
Be = dyxAd +azxAe+bzyA f +czxAg−dyxAh+bzyA j,
B f = dxyAb+bzxAe+azyA f +bzxAg−dxyAi+czyA j,
Bg = −dyxAd +czxAe+bzyA f +azxAg+dyxAh+bzyA j,
Bh = byzAc+cyxAd −dzxAe+dzxAg+ayxAh+byzAk,
Bi = bxzAa+cxyAb−dzyA f +axyAi+dzyA j +bxzAl,
B j = −dxyAb+bzxAe+czyA f +bzxAg+dxyAi+azyA j,
Bk = −dxzAa+cyzAc+byxAd +byxAh+ayzAk +dxzAl,
Bl = cxzAa+bxyAb−dyzAc+bxyAi+dyzAk +axzAl.
(3.46)




axz bxy dyz 0 0 0 0 0 bxy 0 −dyz cxz
bxz axy 0 0 0 dzy 0 0 cxy −dzy 0 bxz
dxz 0 ayz byx 0 0 0 byx 0 0 cyz −dxz
0 0 byz ayx dzx 0 −dzx cyx 0 0 byz 0
0 0 0 dyx azx bzy czx −dyx 0 bzy 0 0
0 dxy 0 0 bzx azy bzx 0 −dxy czy 0 0
0 0 0 −dyx czx bzy azx dyx 0 bzy 0 0
0 0 byz cyx −dzx 0 dzx ayx 0 0 byz 0
bxz cxy 0 0 0 −dzy 0 0 axy dzy 0 bxz
0 −dxy 0 0 bzx czy bzx 0 dxy azy 0 0−dxz 0 cyz byx 0 0 0 byx 0 0 ayz dxz




On effectue le même travail avec HDG. On cherche une relation entre les ondes. Pour ce
faire, on exprime d’abord une relation entre l’onde A2 et la variable hybride Λ. Cette dernière
nous permet d’obtenir un système dont l’inconnue est Λ. Enfin, on exprime B2 en fonction de
A2 et Λ, cette dernière variable ayant été calculée par résolution du système. On travaille sur des
grandeurs discrétisées indicées par h. Ainsi, sur Σ, on a :
⟨A2,η⟩Σ = ⟨ 12√Z0 (Eˆh+Z0Hˆh,réel×nwcip) ,η⟩Σ (3.47)
où η appartient à :
Mph = {η ∈ (L2(Fh))3∣η∣F ∈ (Pp(F))3,(η.n)∣F = 0,∀F ∈Fh} (3.48)
et nwcip est la normale dans le milieu telle que définie par la WCIP dans le chapitre 1. Soit n la
normale définie sur chacune des faces des tétraèdres du maillage HDG,
⟨n×A2,η⟩Σ = ⟨ 12√Z0 (n× Eˆh+Z0n×(Hˆh,réel×nwcip)) ,η⟩Σ (3.49)
soit avec le changement de variables de (2.69),
⟨n×A2,η⟩Σ = ⟨ 12√Z0 (n× Eˆh+n×(Hˆh×nwcip)),η⟩Σ. (3.50)
Il est à noter que n est selon z sur la frontière Σ mais que l’on ne connaît pas son signe, ce
dernier changeant selon l’orientation des faces (triangles) de Σ. Par contre, on a nwcip = −z.
D’après (3.50), ⟨n×A2,η⟩Σ = ⟨ 12√Z0 (n× Eˆh+(n ⋅nwcip)Hˆth),η⟩Σ (3.51)
où Hth est le champ magnétique tangentiel.




De par (3.52), on obtient le système à résoudre suivant
⟨n×Eh+τ(Hth−Λh)+(n ⋅nwcip)Λh,η⟩Σ = 2√Z0⟨n×A2,η⟩Σ. (3.53)
Donc nous aurons un coefficient (−τ+n ⋅nwcip) pondérant Λh, coefficient qui apparaît dans l’une
des matrices élémentaires intervenant dans la discrétisation globale. La matrice à inverser est le
membre de gauche de (3.53) et le terme 2
√
Z0⟨n×A2,η⟩ correspond au second membre du
système à résoudre. On pose
RHS = 2√Z0⟨n×A2,η⟩. (3.54)
RHS est décrit dans l’annexe H. Pour valider la démarche, en premier lieu, nous avons imposé
l’onde analytique A2 sur la frontière Σ par l’intermédiaire du champ magnétique (Λh). L’étape
suivante a consisté à hybrider avec la WCIP en imposant alors l’onde A2 issue de la WCIP. Nous
conservons un maillage structuré par simplicité pour imposer le terme source A2 au milieu de
l’hypoténuse des faces.
Le second membre étant connu, on peut écrire le système général à résoudre sous la forme
KΛh = RHS. (3.55)
Dans le cas où l’on a du métal sur la frontière Σ (la partie métallique est alors désignée par Σm),
si l’on souhaite imposer la condition métallique dans le domaine HDG, cela se traduit par l’ajout
de la condition
n× Eˆh = 0, (3.56)
ce qui s’écrit : < n×Eh+τ(Hth−Λh),η >Σm= 0. (3.57)
Il faut donc annuler les termes du second membre dont les inconnues sont situées sur le métal.
Pour la validation numérique, des éléments P1 sont implémentés côté HDG.
3.3 Validation numérique dans le cas 3D
Nos cas tests sont basés sur un guide métallique de côtés a = 22mm, b = 10mm et de hauteur
H = 1,5mm, ce qui correspond approximativement à un guide bande X. La fréquence de coupure
du premier mode propagatif est celle du T E1,0. Son expression est donnée par
f = c
2a
= 6,81 GHz. (3.58)
Etant donné que l’on a un mur magnétique en x = a/2 et un mur électrique en y = b/2, les modes
impairs seront conservés selon x (car les conditions aux limites sur les parois et la symétrie sont
duales [25]) et les modes pairs seront conservés en y (car les conditions aux limites sur les parois
et la symétrie sont les mêmes), soit les T E2p+1,2q et les T M2p+1,2q (cf. figure 3.3). La fréquence
de coupure du T E3,0 est de 20,45 GHz et celle du T E1,2 est de 30,7 GHz. Nous travaillerons





Symétrie de type mur magnétique







FIGURE 3.3 – Symétries dans le guide.
3.3.1 Cas d’un mode se propageant dans un cube métallique rempli de vide











FIGURE 3.4 – Cas du vide.
Le paramètre S11 est défini par
S11 = Z−ZT EZ+ZT E (3.59)
où Z est l’impédance de la structure vue depuis la surface Σ et ZT E est l’impédance du mode
T E1,0 injecté qui est ici la référence. En pratique, on calcule S11 au niveau de la surface Σ en
faisant :
S11 = AT E1,0BT E1,0 . (3.60)
On calcule ce paramètre S11 pour les deux méthodes (WCIP/FDTLM et WCIP/HDG-P1) et on
compare à l’analytique, à la WCIP seule et à un code commercial d’éléments finis : le logiciel de
simulation ANSYS-HFSS, où des éléments P1 sont choisis. Ainsi, on représente la partie réelle
et la partie imaginaire de S11 sur les figures 3.5 et 3.6. On considère N subdivisions selon l’axe
x et M subdivisions selon l’axe y. On prend N = M = 8. On prend 4 couches selon z avec HDG
et une seule couche selon z avec la FDTLM. On considère la plage de fréquences [ 7 : 8 ] GHz.
75
Pour toutes les simulations 3D, on résout avec le solveur GMRES pour lequel on prend un restart
de 50. On prend dans ce cas une tolérance du GMRES de 10−6. Concernant HFSS, le paramètre
qui permet de moduler la précision du calcul s’appelle ∆S. D’après la documentation du logiciel,
il est défini par
∆S =maxi, j∣SPi, j −SP−1i, j ∣(i=1,2),( j=1,2) (3.61)
où P est le numéro de passe courant (on fait donc la différence entre deux passes consécutives).
Il est choisi égal à 10−3.



















FIGURE 3.5 – Partie réelle de S11 dans le cas du vide






















FIGURE 3.6 – Partie imaginaire de S11 dans le cas du vide
On cherche ensuite à quantifier les écarts à la solution théorique dans le cas du vide avec
les paramètres de simulation précédents. On effectue d’abord une comparaison entre les trois
méthodes suivantes : WCIP/FDTLM, WCIP/HDG-P1 et WCIP seule. Les résultats sont présentés
sur la figure 3.7. On constate que la WCIP est analytique dans le cas du vide.
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FIGURE 3.7 – Erreur relative de S11 par rapport à la solution analytique.
Ensuite, on construit l’écart à la solution analytique selon trois tolérances du GMRES pour la
méthode WCIP/HDG-P1 : 10−2, 10−6 et 10−10 (cf. figure 3.8). On constate que pour ce maillage
quelle que soit la tolérance du GMRES, l’écart à la solution analytique est identique. L’objectif
est de savoir quelle est l’erreur que l’on commet par rapport à la solution analytique en paramètre
S quand on s’impose une tolérance donnée sur le GMRES ou quand on impose ∆S dans HFSS.
On fait donc le même travail avec HFSS (figure 3.8). On constate que globalement l’écart à la
solution analytique en paramètres S est de l’ordre de grandeur de ∆S. On constate que pour ce
maillage fixé, la tolérance du GMRES n’influence pas l’écart à la solution théorique. Etant donné
que cet écart augmente avec la fréquence, il faudrait encore raffiner le maillage pour s’assurer
que l’absence d’influence de la tolérance du GMRES ne provient pas du fait que le maillage est
trop grossier.
3.3.2 Cas d’un mode se propageant dans un cube métallique rempli de diélec-
trique sans pertes
On teste l’insertion de couches de diélectriques : la première étape consiste à traiter le cas
d’un seul diélectrique et la seconde étape consiste à prendre en compte deux diélectriques (cf.
figure 3.9). On fait d’abord ceci dans le cas sans pertes, autrement dit dans le cas où la partie
imaginaire de la permittivité relative εr du substrat est nulle. Ainsi, on choisit des substrats tels
que εr = 10,2. Puis, on réitère ce travail dans le cas où l’on inclut les pertes. On calcule le
paramètre S11 pour quatre méthodes (HFSS, WCIP seule, WCIP/FDTLM et WCIP/HDG-P1) et
on compare à l’analytique (cf figure 3.10 pour le module et la phase). On prend encore N =M = 8,
4 couches selon z avec HDG et une seule couche selon z avec la FDTLM. On considère la plage
de fréquences [ 7 : 8 ] GHz, une tolérance du GMRES de 10−6 pour les méthodes hybrides et la
WCIP et un paramètre ∆S de 10−3 pour HFSS.
On constate sur la figure 3.10 que les techniques éléments finis (méthode WCIP/HDG et
HFSS) sont plus précises sur la phase que le module et que la méthode WCIP/FDTLM est plus
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(a) Ecart avec WCIP/HDG









(b) Ecart avec HFSS















(b) Deux diélectriques homogènes
FIGURE 3.9 – Deux cas tests avec diélectrique.
précise sur le module que sur la phase. La figure 3.11 présente l’écart de la méthode hybride
WCIP/HDG-P1 à la solution théorique selon la tolérance du GMRES et également l’écart entre
HFSS et la solution théorique selon le paramètre ∆S. On fait la même chose pour le cas de
la figure 3.9b où l’on superpose un substrat de permittivité relative εr,1=4,4 sur une couche de
substrat de permittivité εr,2=10,2. Les deux couches ont la même hauteur à savoir H/2. On prend
par défaut une tolérance de 10−6 du GMRES pour les méthodes hybrides et la WCIP et un
paramètre ∆S égal à 10−3. Les résultats sont présentés sur la figure 3.12. Les conclusions sont
similaires au cas où il n’y a qu’un seul diélectrique. On constate encore sur la figure 3.13 que
pour ce maillage fixé, la tolérance du GMRES n’influence pas les résultats. Il faut également
noter que la méthode hybride WCIP/FDTLM n’a pas été représentée suite à des problèmes
avec le code ayant plusieurs couches selon z. Finalement, quel que soit le cas sans pertes (vide
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(a) Module de S11 (dB)


















(b) Phase de S11 en degrés
FIGURE 3.10 – S11 dans le cas d’un diélectrique sans pertes.










(a) Entre théorie et WCIP/HDG-P1








(b) Entre théorie et HFSS
FIGURE 3.11 – Ecart relatif de ∣S11∣ avec la théorie dans le cas d’un diélectrique de permittivité
10,2 sans pertes.
compris), on constate que la tolérance du GMRES n’influence pas et que la FDTLM est plus
précise en module et HDG est plus précise en phase.
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(a) Module de S11 (dB)












(b) Phase de S11 (°)
FIGURE 3.12 – S11 dans le cas de deux diélectrique sans pertes.










(a) Entre théorie et WCIP/HDG-P1











(b) Entre théorie et HFSS
FIGURE 3.13 – Ecart relatif de ∣S11∣ avec la théorie dans le cas d’un diélectrique de permittivité
4,4 sur un diélectrique de permittivité 10,2 sans pertes.
3.3.3 Cas d’un mode se propageant dans un cube métallique rempli de diélec-
trique avec pertes
Dans cette partie, on introduit une partie imaginaire à la permittivité relative. Cette dernière
vaut alors εr = 10,2(1−0,0023i). On réitère les mêmes tests qu’auparavant. Le paramètre ∆S
vaut ici 10−3. Les résultats sont présentés sur la figure 3.14. On obtient les mêmes conclusions
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que précédemment.









(a) Module de S11 en dB










(b) Phase de S11 en degrés
FIGURE 3.14 – S11 dans le cas d’un diélectrique avec pertes.










(a) Entre théorie et WCIP/HDG








(b) Entre théorie et HFSS
FIGURE 3.15 – Ecart relatif de ∣S11∣ avec la théorie dans le cas d’un diélectrique de permittivité
10,2 avec des pertes.
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3.3.4 Cas d’un mode se propageant sur une ligne microruban
Le cas testé est présenté sur la figure 3.16. On garde les mêmes dimensions du guide. La
ligne a une largeur de 1 mm. Dans le cas de la WCIP ou de la méthode hybride WCIP/HDG-P1,
FIGURE 3.16 – Ligne imprimée sur un substrat de permittivité 10,2 avec des pertes.
la tolérance du GMRES est prise par défaut à 10−2. Quand cette dernière est modifiée, cela est
explicité. Le maillage en x, y est toujours caractérisé par les variables N et M. Quant au nombre
de couches en z dans la méthode WCIP/HDG-P1, il est précisé sur les légendes des figures. On
réalise cette structure avec le logiciel HFSS où l’on fixe ∆S à 10−2. On considère alors que les
résultats obtenus avec HFSS constituent notre référence.
Les résultats pour la WCIP seule en module et en phase de S11 sont présentés sur la figure
3.17. On constate qu’à N = 640 la WCIP a convergé. La figure 3.18 montre que l’affaiblissement
de la tolérance du GMRES à partir d’une tolérance de 10−2 ne change pas le résultat et en
conséquence, on conserve cette valeur.










HFSS ∆S = 10−2
(a) Module de S11 avec la WCIP seule.







(b) Phase de S11 avec la WCIP seule.
FIGURE 3.17 – Module et phase de S11 avec la WCIP seule.
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(a) Module de S11









(b) Phase de S11
FIGURE 3.18 – S11 avec la WCIP seule selon la tolérance du GMRES pour N = 320.
On fait un travail identique avec la méthode WCIP/HDG-P1. Soit L le nombre de couches
en z. Comme on est rapidement limité par les ressources mémoires, on prend N = M = 40 et on
raffine progressivement la méthode en z pour se rapprocher de la WCIP seule. Les résultats sont
présentés sur la figure 3.19. On constate que lorsqu’on raffine en z, la méthode WCIP/HDG-P1 se
rapproche de la méthode WCIP maillée identiquement en x, y. Dans ce cas où N = 40, 8 couches
en z suffisent. Néanmoins, comme la WCIP convergée est à N = 640, il est nécessaire de raffiner
encore plus selon x, y.





































FIGURE 3.19 – Module et phase de S11 avec la WCIP/HDG-P1.
Sur la figure 3.20, on représente la méthode hybride dans d’autres configurations de mail-
lage. Cette figure 3.20 montre un écart entre la référence HFSS et la méthode hybride. On peut
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en conclure que ne raffiner le maillage qu’en x,y ne suffit pas. Ce raffinement doit être accom-
pagné d’un raffinement en z (cf. courbe à N = 160 couches en x,y et une couche en z). Mais,
on est limité par les ressources mémoires, ce qui nous amène à implémenter une technique de
décomposition de domaines.












HFSS ∆S = 10−2
(a) Module de S11 avec la WCIP/HDG-P1.







(b) Phase de S11 avec la WCIP/HDG-P1.
FIGURE 3.20 – Module et phase de S11 avec la WCIP/HDG-P1.
3.4 Conclusions
La ligne microruban génère d’autres modes que le T E1,0 dans le guide. Il faut donc mailler
davantage que dans les cas canoniques pour obtenir un test concluant avec la WCIP seule. En
conséquence, il en est de même avec les méthodes hybrides. En outre, avec HDG, on constate
que raffiner le maillage en x,y n’est pas suffisant : raffiner selon z est également fondamental.
Cependant, les ressources mémoires limitent le raffinement, c’est pourquoi une décomposition
de domaines côté HDG a été mise en place. Cette dernière est abordée dans le chapitre 4.
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Chapitre 4
Décomposition de domaines dans HDG
Les méthodes de décomposition de domaines sont divisées en deux classes : les méthodes
avec recouvrement, également appelées méthodes de Schwarz (car c’est Schwarz qui les a pro-
posées en 1870), et les méthodes sans recouvrement qui sont également appelées méthodes du
complément de Schur [47]. Ces dernières consistent à regrouper les inconnues en deux groupes :
des inconnues situées à l’interface entre les domaines et des inconnues situées à l’intérieur des
sous-domaines. On commence par résoudre un système dont les inconnues sont les variables
situées à l’interface puis on peut en déduire les inconnues intérieures aux sous-domaines. On
peut faire ce travail pour un nombre de sous-domaines quelconque, mais il faut noter que la
vitesse de convergence est dégradée quand le nombre de sous-domaines augmente.
En premier lieu, le domaine HDG est découpé en trois sous-domaines identiques (des couches
selon z cf. figure 4.1). Dans la section suivante, on généralise à Nd domaines. L’algorithme de
décomposition de domaines de type Schwarz adopté ici est présenté dans [48] avec 2 domaines.
L’objectif de cette technique est de remplacer la résolution d’un gros système linéaire par la
résolution d’une succession de plus petits systèmes, ceci permettant de traiter des systèmes plus
gros. On peut également répartir les calculs associés à chaque petit système sur différents pro-
cesseurs. Ceci fait de la décomposition de domaines une technique particulièrement bien adaptée
au calcul parallèle.
4.1 Système dans le cas 3 domaines
4.1.1 Théorie
Les notations sont présentées sur la figure 4.1. Le système à résoudre peut s’écrire selon la
répartition suivante⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
K(1)i,i 0 0 K(1)i,g1 0
0 K(2)i,i 0 K(2)i,g1 K(2)i,g2
0 0 K(3)i,i 0 K(3)i,g2
K(1)g1,i K(2)g1,i 0 K(1)g1,g1 +K(2)g1,g1 0


























FIGURE 4.1 – 3 domaines
D’après [49], le système 4.1 est équivalent au problème suivant








K(2)g1,i K(2)g1,g1 +A(21) 0























où Σ1, Σ2, Σ3 et Σ4 sont des multiplicateurs de Lagrange. Σ1 et Σ2 sont des termes de frontières
auxiliaires définis de part et d’autre de la frontière Γg1. Σ3 et Σ4 sont définis de part et d’autre de
Γg2. Les matrices A(1) et A(21) sont telles que A(1)+A(21) est inversible. Il en est de même pour
A(3)+A(22). L’expression de A(l),(l = 1,21) est donnée par
(A(l))i, j = −Z(l)r ⟨η j,ηi⟩Γg1 (4.3)




Les matrices A(l),(l = 3,22) sont définies de manière similaire. Le problème (4.2) nous amène
à résoudre un système dont les inconnues sont les variables aux deux interfaces Γg1 et Γg2 qui
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sont Σ1, Σ2, Σ3 et Σ4. Pour le résoudre, on introduit un système réduit basé sur le complément








le complément de Schur, Sch, est défini par
Sch = A−BD−1C. (4.6)
L’une des inconnues x du système (4.5) a alors pour expression
x = S−1ch (a−BD−1b). (4.7)
Le premier système de (4.2) a pour complément de Schur S(1)ch +A(1) où S(1)ch est le complément
de Schur de la matrice suivante ⎛⎝K(1)g1,g1 K(1)g1,iK(1)i,g1 K(1)i,i ⎞⎠ , (4.8)
c’est-à-dire que l’expression de S(1)ch est
S(1)ch =K(1)g1,g1 −K(1)g1,i(K(1)i,i )−1K(1)i,g1 . (4.9)
Donc
λ(1)h,g1 = (S(1)ch +A(1))−1(c(1)h,g +Σ1) (4.10)
où
c(1)h,g = b(1)h,g1 −K(1)g1,i(K(1)i,i )−1b(1)h,i . (4.11)






En effet, quand on n’a pas de source locale sur les frontières Γg1, Γg2 et Γg3, les termes en
bh,g sont nuls. On cherche à faire de même pour le deuxième système de (4.2) en écrivant cette
matrice sous la forme
⎛⎜⎜⎜⎝
K(2)g1,g1 +A(21) K(2)g1,i 0
K(2)i,g1 K(2)i,i K(2)i,g2













On pose la sous matrice
Ab = ⎛⎝K(2)i,i K(2)i,g2K(2)g2,i K(2)g2,g2 +A(22)⎞⎠ . (4.14)
D’après (4.13) et d’après le résultat sur le complément de Schur énoncé en (4.7), la variable λ(2)h,g1
s’écrit
λ(2)h,g1 = S(21)−1b (Σ3−(K(2)g1,i 0)A−1b (b(2)h,iΣ2 )) (4.15)
où S(21)b est le complément de Schur de la matrice du système de (4.13). On peut expliciter A−1b
A−1b = 1detAb ⎛⎝K
(2)
g2,g2 +A(22) −K(2)i,g2−K(2)g2,i K(2)i,i ⎞⎠ (4.16)
donc
λ(2)h,g1 = S(21)−1b [Σ3− 1detAb K(2)g1,i((K(2)g2,g2 +A(22))b(2)h,i −K(2)i,g2Σ2)]. (4.17)
On constate que l’on a
λ(2)h,g1/b(2)h,i =0 = S(21)−1b [Σ3+ 1detAb K(2)g1,iK(2)i,g2Σ2] (4.18)
ainsi que
λ(2)h,g1/Σ2,3=0 = S(21)−1b [− 1detAb K(2)g1,i(K(2)g2,g2 +A(22))b(2)h,i ]. (4.19)
En conséquence, d’après (4.18) et (4.19), on peut écrire la variable λ(2)h,g1 sous la forme suivante
λ(2)h,g1 = λ(2)h,g1/b(2)h,i =0+λ(2)h,g1/Σ2,3=0, (4.20)
ce qui a son importance pour l’écriture de l’algorithme de résolution. En appliquant le même
procédé que pour la variable λ(2)h,g1 , on peut écrire le système (4.21)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
λ(1)h,g1 = λ(1)h,g1/b(1)h,i =0+λ(1)h,g1/Σ1=0
λ(2)h,g2 = λ(2)h,g2/b(2)h,i =0+λ(2)h,g2/Σ2,3=0
λ(3)h,g2 = λ(3)h,g2/b(3)h,i =0+λ(3)h,g2/Σ4=0.
(4.21)
Donc le dernier système en Σ du problème (4.2) devient :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Σ1+Σ2−(A(1)+A(21))λ(1)h,g1/b(1)h,i =0 = (A(1)+A(21))λ(1)h,g1/Σ1=0
Σ1+Σ2−(A(1)+A(21))λ(2)h,g1/b(2)h,i =0 = (A(1)+A(21))λ(2)h,g1/Σ2,3=0
Σ3+Σ4−(A(22)+A(3)λ(2)h,g2/b(2)h,i =0 = (A(22)+A(3))λ(2)h,g2/Σ2,3=0
Σ3+Σ4−(A(22)+A(3))λ(3)h,g2/b(3)h,i =0 = (A(22)+A(3))λ(3)h,g2/Σ4=0.
(4.22)
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Le système (4.22) correspond au produit matrice vecteur de l’algorithme de résolution.
4.1.2 Ecriture de l’algorithme de résolution
Dans cette sous-section, on cherche à exprimer le second membre du système (4.22) et son
produit matrice-vecteur. En vertu de la construction du second membre de (4.22), on pose :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Y (1) = λ(1)h,g1/Σ1=0
Y (2) = λ(2)h,g1/Σ2,3=0
Y (3) = λ(2)h,g2/Σ2,3=0
Y (4) = λ(3)h,g2/Σ4=0.
(4.23)
Le second membre de (4.22) s’écrit de manière complète selon (4.24).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F(2) = (A(1)+A(21))Y (1)
F(1) = (A(1)+A(21))Y (2)
F(4) = (A(22)+A(3))Y (3)
F(3) = (A(22)+A(3))Y (4).
(4.24)
On pose également : ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
X(1) = A(1)Y (1)
X(2) = A(21)Y (2)
X(3) = A(22)Y (3)
X(4) = A(3)Y (4),
(4.25)
étant donné que l’on cherche à réécrire (4.24) sous la forme de (4.26).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F(1) = X(2)+A(1)Y (2)
F(2) = X(1)+A(21)Y (1)
F(3) = X(4)+A(22)Y (4)
F(4) = X(3)+A(3)Y (3).
(4.26)
Afin d’écrire le produit matrice-vecteur associé, on pose les variables :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Y (1)m = λ(1)h,g1/b(1)h,i =0
Y (2)m = λ(2)h,g1/b(2)h,i =0
Y (3)m = λ(2)h,g2/b(2)h,i =0
Y (4)m = λ(3)h,g2/b(3)h,i =0.
(4.27)
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Le produit matrice vecteur de (4.22) s’écrit sous la forme de (4.28) avec les variables précédem-
ment définies. ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
W (1) = Σ1+Σ2−(A(1)+A(21))Y (2)m
W (2) = Σ1+Σ2−(A(1)+A(21))Y (1)m
W (3) = Σ3+Σ4−(A(22)+A(3))Y (4)m
W (4) = Σ3+Σ4−(A(22)+A(3))Y (3)m .
(4.28)
On pose ensuite les variables Xm : ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
X(1)m = Σ1−A(1)Y (1)m
X(2)m = Σ2−A(21)Y (2)m
X(3)m = Σ3−A(22)Y (3)m
X(4)m = Σ4−A(3)Y (4)m .
(4.29)
Au final, le produit matrice vecteur s’écrit sous la forme suivante :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
W (1) = Σ1+X(2)m −A(1)Y (2)m
W (2) = Σ2+X(1)m −A(21)Y (1)m
W (3) = Σ3+X(4)m −A(22)Y (4)m
W (4) = Σ4+X(3)m −A(3)Y (3)m .
(4.30)
4.2 Algorithme dans le cas Nd domaines
On peut généraliser l’approche trois domaines avec un code capable de gérer Nd domaines.












FIGURE 4.2 – Nd domaines
d’autre part le produit matrice vecteur. Les composantes du second membre sont définies par :⎧⎪⎪⎨⎪⎪⎩
F(2k−1) = X(2k)+A(2k−1)Y (2k)
F(2k) = X(2k−1)+A(2k)Y (2k−1) (4.31)
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où
X(k) = A(k)Y (k) (4.32)
et ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Y (1) = λ(1)h,g1 ∣Σ1=0
...
Y 2k−1 = λ(k)h,gk ∣Σ2(k−1),2k−1=0
Y 2k = λ(k+1)h,gk ∣Σ2k,2k+1=0
...
Y (2(Nd−1)) = λ(Nd)h,gNd−1 ∣Σ2(Nd−1)=0.
(4.33)
Quant au produit matrice vecteur, il s’écrit sous la forme⎧⎪⎪⎨⎪⎪⎩
W (2k−1) = Σ(2k−1)+X(2k)m −A(2k−1)Y (2k)m
W (2k) = Σ(2k)+X(2k−1)m −A(2k)Y (2k−1)m . (4.34)
4.3 Validation numérique
On travaille à la fréquence de 16 GHz pour diminuer le temps de calcul. On prend toujours
un guide métallique de longueur a = 22mm, de largeur b = 10mm et de hauteur H = 1,5mm. Pour
s’assurer de la validité de notre implémentation, nous comparons le cas décomposé au cas sans
décomposition. Comme nous voulons le faire, dans un premier temps, à la fois pour deux et
pour trois domaines, on réalise un maillage qui a six couches en z, six étant à la fois multiple de
deux et trois. Dans toutes les simulations, le restart est pris égal à 50. A la tolérance du GMRES








FIGURE 4.3 – 2 domaines
Les deux domaines sont numérotés 1 et 2 (cf. figure 4.3). Plusieurs calculs sont effectués pour
s’assurer de la validité de la démarche. Dans ce cas, les écarts sur la variable hybride sont présen-
tés dans le tableau 4.1. Pour voir s’il y a bien continuité au niveau de l’interface Γg1, on calcule
la norme 2 de la différence entre la variable hybride calculée dans le domaine 1 et celle calculée
dans le domaine 2 au niveau de Γg1, elle est notée : ∣∣λh1/Γg1 −λh2/Γg1 ∣∣2. Puis, on veut savoir
si les valeurs calculées à la frontière correspondent à celles calculées au même endroit mais
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dans le cas où il n’y a qu’un seul domaine. Ainsi, on calcule la norme 2 de la différence entre
la variable hybride calculée sur Γg1 dans le cas un seul domaine et celle calculée sur Γg1 dans
le domaine 1 (dans le cas deux domaines donc), elle est notée : ∣∣λh/Γg1 −λh1/Γg1 ∣∣2. On fait le
même travail pour les variables internes. On calcule la norme 2 de la différence entre la variable
hybride calculée dans un seul domaine restreinte aux variables internes du domaine 1 et celle
calculée dans le domaine 1 dans le cas 2 domaines. Elle est notée ∣∣λh/inter1−λh1/inter1∣∣2. On fait
le même travail dans le domaine 2 : ∣∣λh/inter2 −λh2/inter2∣∣2. On refait ensuite le même tableau
Tol Tétras ∣∣λh1/Γg1 −λh2/Γg1 ∣∣2 ∣∣λh/Γg1 −λh1/Γg1 ∣∣2 ∣∣λh/inter1−λh1/inter1∣∣2 ∣∣λh/inter2−λh2/inter2∣∣2
10−6 576 3,12.10−6 8,16.10−5 1,17.10−3 9,87.10−4
10−12 576 5,22.10−12 7,72.10−11 1,21.10−9 1,22.10−9
10−6 4608 7,90.10−6 2,42.10−4 3,46.10−3 3,68.10−3
10−12 4608 1,46.10−11 3,09.10−10 6,29.10−9 6,12.10−9
TABLE 4.1 – Norme 2 entre variables hybrides pour la décomposition en 2 domaines.
mais avec la norme infini (cf. tableau 4.2) et l’on montre que, du fait du type de norme, l’erreur
est alors toujours plus faible que dans le tableau 4.1 car avec la norme infini, on ne cumule pas
les erreurs.
Tol Tétras ∣∣λh1/Γg1 −λh2/Γg1 ∣∣∞ ∣∣λh/Γg1 −λh1/Γg1 ∣∣∞ ∣∣λh/inter1−λh1/inter1∣∣∞ ∣∣λh/inter2−λh2/inter2∣∣∞
10−6 576 6,74.10−7 1,80.10−5 1,80.10−4 1,49.10−4
10−12 576 1,00.10−12 2,03.10−11 1,78.10−10 2,73.10−10
10−6 4608 1,35.10−6 4,71.10−5 3,83.10−4 4,14.10−4
10−12 4608 2,48.10−12 4,12.10−11 4,87.10−10 5,13.10−10
TABLE 4.2 – Norme infini entre variables hybrides pour la décomposition en 2 domaines.
On refait le même travail avec trois domaines. Ces derniers sont numérotés 1, 2 et 3 (cf.
figure 4.1). Dans ce cas, les écarts sur la variable hybride sont présentés dans le tableau 4.3. On
procède de la même manière qu’avec deux domaines et on calcule la norme 2 de la différence en-
tre la variable hybride calculée dans le domaine 1 et celle calculée dans le domaine 2 au niveau
de la frontière Γg1. Cette norme est notée ∣∣λh1/Γg1 −λh2/Γg1 ∣∣2. Puis, on cherche à voir si les
valeurs calculées de la variable hybride λh pour trois domaines sont proches de la valeur de λh
calculée quand on n’a qu’un seul domaine. Pour ce faire, on calcule la norme 2 de la différence
entre la variable hybride calculée sur Γg1 dans le cas un seul domaine et celle calculée sur Γg1
dans le domaine 1 dans le cas 3 domaines. Elle est notée ∣∣λh/Γg1 −λh1/Γg1 ∣∣2.
On fait ensuite le même travail pour les variables internes, les notations sont définies ci-dessous :∣∣λh/inter1−λh1/inter1∣∣2 : norme 2 de la différence entre la variable hybride calculée dans un seul
domaine restreinte aux variables internes du domaine 1 et celle calculée dans le domaine 1 dans
le cas 3 domaines.∣∣λh/inter2−λh2/inter2∣∣2 : norme 2 de la différence entre la variable hybride calculée dans un seul
domaine restreinte aux variables internes du domaine 2 et celle calculée dans le domaine 2 dans
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le cas 3 domaines.
Tol Tétras ∣∣λh1/Γg1 −λh2/Γg1 ∣∣2 ∣∣λh/Γg1 −λh1/Γg1 ∣∣2 ∣∣λh/inter1−λh1/inter1∣∣2 ∣∣λh/inter2−λh2/inter2∣∣2
10−6 576 5,16.10−6 4,25.10−5 8,44.10−4 2,66.10−4
10−12 576 4,67.10−12 4,19.10−11 8,50.10−10 4,50.10−10
10−6 4608 1,38.10−5 2,10.10−4 2,97.10−3 2,27.10−3
10−12 4608 1,39.10−11 2,69.10−10 5,43.10−9 5,23.10−9
TABLE 4.3 – Norme 2 entre variables hybrides pour la décomposition en 3 domaines.
On refait le même travail au niveau de la frontière Γg2 et au niveau du domaine 3. Les
résultats sont présentés dans le tableau 4.4. On obtient les mêmes conclusions.
Tol Tétras ∣∣λh2/Γg2 −λh3/Γg2 ∣∣2 ∣∣λh/Γg2 −λh2/Γg2 ∣∣2 ∣∣λh/inter3−λh3/inter3∣∣2
10−6 576 4,48.10−6 5,01.10−5 7,27.10−4
10−12 576 4,99.10−12 4,42.10−11 8,06.10−10
10−6 4608 1,34.10−5 1,93.10−4 2,88.10−3
10−12 4608 1,38.10−11 2,51.10−10 4,90.10−9
TABLE 4.4 – Norme 2 entre variables hybrides pour la décomposition en 3 domaines.
On cherche ensuite à connaître le nombre d’itérations selon le nombre de domaines, selon le
maillage et selon la tolérance du GMRES. Ces derniers sont présentés dans le tableau 4.5. Pour
remplir la colonne concernant le temps de résolution, on effectue une moyenne sur 10 valeurs
de temps de GMRES obtenus. On précise également la taille des sous-systèmes et les inconnues
surfaciques. Dans le cas où l’on n’a qu’un seul domaine, on résout directement le système,
d’où le non remplissage des cases liées au GMRES. On constate que le temps de résolution pour
36864 tétraèdres et un seul domaine est 105 fois plus important que dans le cas où le maillage est
composé de 4608 tétraèdres. C’est le poids de la factorisation LU et donc son coût de stockage
mémoire qui diffère entre les deux cas. En effet, il est probable que dans le cas où le temps de
résolution est de 12119 secondes, la mémoire vive ne suffise plus et que des accès au disque dur
soient nécessaires. En fait, derrière ce temps de résolution élevé, se cache un problème mémoire.
Le problème "Out of Memory" semble se profiler. Grâce à la décomposition de domaines, ce
problème peut être contourné et on aboutit à des temps de calcul plus raisonnables (114 secondes
pour deux domaines).
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Tétraèdres Nd Tol Itér Résolution Taille du Inconnues
en s sous-système en surface
576 1 0,007 7 680 192
576 2 10−6 22 0,2 3 936 192
576 2 10−12 51 0,4 3 936 192
576 3 10−6 31 0,2 2 688 192
576 3 10−12 71 0,5 2 688 192
4608 1 0,1 58 368 768
4608 2 10−6 31 4 29 568 768
4608 2 10−12 77 9 29 568 768
4608 3 10−6 41 4 19 968 768
4608 3 10−12 100 9 19 968 768
36864 1 12 119 454 656 3 072
36864 2 10−6 39 114 228 864 3 072
36864 2 10−12 108 302 228 864 3 072
36864 3 10−6 50 105 153 600 3 072
36864 3 10−12 134 269 153 600 3 072
TABLE 4.5 – Nombre d’itérations selon le nombre de domaines et le maillage et la tolérance du
GMRES.
4.4 Conclusions
On constate que le temps de résolution est plus important avec la décomposition de do-





Ce travail de thèse a abouti au développement d’une méthode hybride entre la WCIP et
des méthodes volumiques. De par son formalisme générique avec l’opérateur SF2 présenté dans
le chapitre 2, on montre que n’importe quelle méthode peut remplacer la FEM, HDG ou la
FDTLM tant que l’on sait exprimer correctement la relation entre les ondes A2 et B2 dans le
domaine où la méthode volumique est appliquée.
En 2D, les résultats de calculs d’erreurs relatives et de convergence obtenus sont similaires
entre les différentes techniques d’éléments finis (tant que l’ordre d’approximation est le même)
couplées à la WCIP. Les tests numériques sur les cas canoniques ont permis de valider l’implé-
mentation de la méthode (pour les modes TE et TM), et par la suite, de traiter le cas d’un substrat
inhomogène en 2D alors que cela était impossible avec la WCIP seule.
La validation 2D faite, la procédure de tests en 3D était identique. Pour minimiser les pro-
blèmes de raccordement de maillage, on a choisi de prendre un maillage structuré côté HDG. On
trouve alors des résultats de convergence similaires à ceux du 2D pour les cas canoniques, ce qui
est encourageant. Dans le cas test de la ligne microruban, la méthode WCIP seule converge vers
la solution donnée par HFSS. Concernant la méthode hybride, elle se rapproche également de
ces deux méthodes. Ce cas test est en cours de validation car les ressources mémoires limitent le
raffinement et c’est pourquoi une décomposition de domaines a été mise en place. Cette dernière
a montré des gains sur le temps de résolution, le rapport entre ces temps dans le cas un seul
domaine et le cas deux domaines étant relativement important dans un cas particulier développé
au chapitre 4. Néanmoins, ceci ne suffit pas : pouvoir découper le domaine selon la direction x
en plus de la direction z apporterait un gain supplémentaire, en permettant d’augmenter encore




Le premier travail à effectuer est l’obtention de résultats en 3D plus complets avec la mé-
thode hybride WCIP/HDG dans le cas du microruban. Pour ce faire, des modifications doivent
être apportées au code de décomposition de domaines pour pouvoir décomposer le domaine dans
d’autres directions que la direction z.
Ensuite, il faut disposer d’un code FDTLM qui puisse fonctionner avec plusieurs couches de
maillage en z car les résultats ont montré de manière évidente qu’une seule couche de maillage
en z ne suffit pas.
Une fois ces deux étapes validées, d’autres exemples en 3D de plus en plus complexes
doivent être testés et validés : il pourrait s’agir de tester un substrat à profil diélectrique « origi-
nal » et d’y insérer des vias, exemple que nous n’avons pu traiter par manque de temps.
De plus, comme nous avions choisi un maillage structuré en 3D côté HDG afin de faciliter
le raccord de maillage, il serait pertinent d’implémenter un maillage non structuré dans le cadre
de l’hybridation. L’intérêt est de pouvoir bénéficier des avantages d’un maillage adaptatif en
raffinant selon le comportement local de la physique considérée.
Enfin, pouvoir modifier l’ordre d’approximation de la méthode selon la complexité de la
structure (par exemple diminuer l’ordre polynomial près des discontinuités métalliques) et ne
raffiner que certaines zones (par exemple les zones de discontinuité) améliorerait la précision de
la méthode tout en évitant un effort général de raffinement de maillage, ce qui est non négligeable
au vu des ressources requises par le raffinement.
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Annexe A
Compléments sur les modes pour la
WCIP 1D
En 1D, les expressions des modes sont données par les expressions suivantes dans le cas où
le plan transverse est le plan (xOy) :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
fTMn =√2a cos(npia x)x, ∀n ∈ {1,2,3, ..}






Nous nous intéressons aux composantes non nulles du champ électromagnétique. Il vient
pour le champ électrique :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ex = 0 d’après l’expression de fTEn ,
Ey ≠ 0 d’après fTEn ,
Ez = 0 d’après la définition d’un mode TE. (A.2)
Pour le champ magnétique, on a :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Hx ≠ 0 d’après la relation d’impédance de mode (précisée ci-après),
Hy = 0 d’après la relation d’impédance de mode,
Hz ≠ 0 car c’est la fonction génératrice d’un mode TE. (A.3)
Les composantes non nulles sont donc : Ey, Hx et Hz.
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La relation d’impédance de mode est donnée par :
HT n = z×ET nZn
ET n = ZnHT n×z = ZnJT n (A.4)
Elle traduit les relations existant entre les composantes transverses des champs électrique et
magnétique (Ex, Ey et Hx, Hy) pour un mode donné.
A.2 Mode TM
Dans le cas des modes TM, on a :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ex ≠ 0 d’après fTMn ,
Ey = 0 d’après fTMn ,
Ez ≠ 0 d’après TM, Ez est la fonction génératrice. (A.5)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Hx = 0 d’après la relation d’impédance de mode,
Hy ≠ 0 d’après la relation d’impédance de mode,
Hz = 0 d’après TM. (A.6)
Les composantes non nulles sont donc dans ce cas : Ex, Ez et Hy.
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Annexe B
Outils mathématiques pour les calculs
numériques.
B.1 Définition de l’erreur
Pour développer les méthodes hybrides, il faut les tester en effectuant des calculs d’erreur par
rapport à des solutions théoriques existantes ou par rapport à d’autres méthodes performantes.
Dans cette section, les calculs d’erreur sont explicités.
B.1.1 Définition continue
Dans les cas tests pour lesquels on connaît une solution théorique (ou exacte), on peut alors
calculer une erreur absolue de discrétisation (dénomination normalement réservée au cas où une
solution théorique est connue) et tracer la courbe de convergence associée. L’erreur de discréti-
sation est définie en 1D par le vecteur qui a pour coordonnées :
ei = solution_théorique(xi)− solution_calculée(xi). (B.1)
On dit alors que le schéma converge en norme ∥ ⋅ ∥ si l’erreur de discrétisation tend vers 0 en
norme ∥ ⋅∥ quand le pas de maillage h (h = xi+1−xi en 1D) tend vers 0.
Plusieurs définitions de cette erreur sont possibles car on peut travailler avec trois normes : la
norme infini, la norme euclidienne et la norme L2 qui est la plus fréquemment utilisée. En effet,
cette norme est associée à l’espace L2(Ω) qui est l’espace des fonctions de carré intégrable :
∣∣v∣∣L2(Ω) = (∫ ∣v∣2(x)dx)1/2. (B.2)
Le fait d’utiliser cette norme permet de faire des calculs d’erreur dans des cas où la solution et
son erreur ne sont pas dérivables.
B.1.2 Définition discrète
Il faut distinguer la définition continue de cette norme et sa définition numérique. La notation
« ecart » se rapporte à la grandeur continue alors que la notation « ecart_d » fait référence au
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discret. La définition continue de l’erreur en norme L2 est :




ecart(x) = solution_analytique(x)− solution_calculee(x). (B.4)
En discret,
erreur_d = ∣∣ecart_d∣∣L2 (B.5)
où on a
ecart_d = {ecartm}1⩽m⩽N= {ecart(xm)}, (B.6)
avec les abscisses de discrétisation xm qui vérifient xm =mh et le pas h est tel que h = aN . Donc :
erreur_d =√h[ N∑
m=1(ecartm)2]1/2=√h∣∣ecart_d∣∣2 (B.7)















erreur_d =√ecart_dT B f ecart_d,
(B.8)
où B f désigne la matrice de masse éléments finis sur l’interface et ses termes valent :
B f (i, j) = ∫ a
0
ϕi(x)ϕ j(x)dx. (B.9)
B.2 Définition de l’ordre de convergence
L’ordre de convergence, q, de la méthode est défini par :
∥E théorique−Eh∥ ⩽Chq (B.10)
où C est une constante indépendante du pas de maillage h et ∥ ⋅ ∥ désigne une norme à définir.
Nous choisissons la norme L2 qui est la plus communément utilisée. Les expressions théoriques
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des champs électrique et magnétique étant connues, l’erreur relative de discrétisation en norme
L2 est définie en continu par
Errel = 1
max ∣Ey théorique∣ [∫ a0 ∣Ey(x)−Ey théorique(x)∣2dx]1/2 (B.11)
et en discret par
Errel_h = √h
max ∣Ey théorique(xm)∣[ N∑m=1 ∣Ey(xm)−Ey théorique(xm)∣2dx]1/2 (B.12)
L’ordre de convergence est alors calculé par :
ordre = log(Errel_h1)− log(Errel_h2)
log(h1)− log(h2) (B.13)
où Errel_h1 et Errel_h2 correspondent respectivement aux erreurs relatives de discrétisation en
norme L2 pour les pas de maillage h1 et h2.
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Annexe C
Solutions de référence en 2D et 3D
C.1 Références en 2D
On traite dans cette sous-section des cas dont la solution analytique en champ ou en courant
est connue afin de faire des calculs d’erreurs de discrétisation. Ainsi, on teste le cas où l’interface
Σ est totalement isolante ou totalement métallique. Ce cas est présenté sur la figure C.1 où les
























FIGURE C.1 – Cas tests analytiques et leurs paramètres.
C.1.1 Cas du vide
Dans le cas du vide et dans les cas TE et TM, les solutions analytiques en champ électrique
sur Σ sont découplées et telles que ⎧⎪⎪⎨⎪⎪⎩
ETETn = ETEy y
ETMTn = ETMx x. (C.1)
En z = 0, le champ est proportionnel à un mode porté par fαn et en z = −H, on a un mur électrique,
ce qui se traduit par {EαTn(x,0) =Vαn fαn
EαTn(x,−H) = 0, (C.2)
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où α désigne soit un mode TE soit un mode TM. Or, nous pouvons aussi écrire le champ tan-
gentiel sous la forme
EαTn(x,z) =Eα−n (x)ep0,nz+Eα+n (x)e−p0,nz (C.3)
où p0,n désigne la constante de propagation dans le vide du mode d’ordre n injecté et
p0,n =√(npia )2−k20. (C.4)
Donc nous pouvons réécrire (C.2) sous la forme suivante⎧⎪⎪⎨⎪⎪⎩
Eα−n (x)+Eα+n (x) =Vαn fαn
Eα−n (x)e−p0,nH +Eα+n (x)ep0,nH = 0. (C.5)
Après résolution de ce système, nous obtenons⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Eα−n (x) = Vαn fαn ep0,nH2sinh(p0,nH)
Eα+n (x) = −Vαn fαn e−p0,nH2sinh(p0,nH) .
(C.6)
Donc le champ tangentiel s’exprime en fonction de Vαn par
EαTn(x,z) = Vαn fαn sinh(p0,n(H + z))sinh(p0,nH) . (C.7)
On a une source en z = 0, on impose donc la condition suivante sur le champ incident EαincTn
EαincTn (x,0) = E0fαn (C.8)
où E0 est l’amplitude de l’onde incidente fixée par l’utilisateur et
EαincTn (x,z) =Eα−n (x)ep0,nz. (C.9)
Donc, d’après (C.6), Vαn s’écrit :
Vαn = E02sinh(p0,nH)e−p0,nH. (C.10)
En conséquence, d’après (C.7), l’expression du champ tangentiel est
EαTn(x,z) = E02sinh(p0,n(H + z))e−p0,nHfαn . (C.11)
De manière plus explicite, on a⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩



















Avec les ondes, le champ électrique tangentiel total s’écrit
Eα =∑
n
EαTn = √Z02 (A1+B1). (C.13)
Le champ magnétique est calculé par
HαT =HT1 +HT2 , (C.14)
HαT = (n1×JT1 −n1×JT2), (C.15)
car n1 = −n2 = z. Dans le cas TE, JT1 = Jy1y et JT2 = Jy2y. En conséquence, la composante selon
l’axe x du champ magnétique est
HTEx = (Jy2−Jy1). (C.16)
D’après Maxwell appliqué au cas TE, on a également
HTEx (x,z) = 1jωµ0 ∂Ey∂z (x,z). (C.17)
En conséquence, la composante non nulle du champ magnétique dans les cas TE et TM a pour
expressions :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩







HTMx (x,z) = ∂zET Mx (x,z)−∂xET Mz (x,z). (C.18)
C.1.2 Cas du métal






















C.1.3 Références en 3D
Cas du vide
Il s’agit du cas test 3D d’un mode se propageant dans un cube métallique de côté H rempli
de vide. Pour déterminer cette solution analytique, nous savons que notre cas test impose :
{ET m,n(x,y,−H) = 0
ET m,n(x,y,0) =Vm,nfαm,n. (C.20)
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Or, nous pouvons écrire :
ET m,n(x,y,z) =E+m,n(x,y)eγm,nz+E−m,n(x,y)e−γm,nz (C.21)
où
γm,n =√(mpia )2+(npib )2−k20. (C.22)
Donc en z = 0 et z = −H :
ET m,n(x,y,0) =E+m,n(x,y)+E−m,n(x,y) =Vm,nfαm,n,
ET m,n(x,y,−H) =E+m,n(x,y)e−γm,nH+E−m,n(x,y)e+γm,nH = 0. (C.23)
Le système à résoudre est le suivant :
( 1 1
e−γm,nH e+γm,nH)(E+m,n(x,y)E−m,n(x,y)) = (Vm,nfαm,n0 ) . (C.24)
La résolution de ce système nous donne :
E+m,n(x,y) = Vm,nfαm,ne+γm,nH2sinh(γm,nH) , (C.25)
E−m,n(x,y) = −Vm,nfαm,ne−γm,nH2sinh(γm,nH) . (C.26)
Donc :
ET m,n(x,y,z) = Vm,nfαm,n (e+γm,n(H+z)−e−γm,n(H+z))2sinh(γm,nH)
= Vm,nfαm,n sinh(γm,n(H + z))
sinh(γm,nH) .
(C.27)
La source spectrale est imposée en z = 0 ce qui implique :
EincT m,n(x,y,0) = fαm,n,
et EincT m,n(x,y,z) =E+m,n(x,y)eγm,nz. (C.28)
En conséquence, il vient :
EincT m,n(x,y,0) =E+m,n(x,y) = Vm,nfαm,ne+γm,nH2sinh(γm,nH)
donc Vm,n = 2sinh(γm,nH)e−γm,nH . (C.29)
Donc :
ET m,n(x,y,z) = e−γm,nHfαm,n2sinh(γm,n(H + z)) . (C.30)
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Les composantes du champ électrique dans le cas TE vérifient donc :⎧⎪⎪⎨⎪⎪⎩
ET m,n(x,y,z) = 2sinh(γm,n(H + z))e−γm,nHfαm,n
Ez(x,y,z) = 0. (C.31)
Dans le cas de l’insertion d’un mode TE, nous avons :
f TEm,nx(x,y) = ATEm,n−npib cos(mpia x)sin(npib y)









avec {τp = 1 si p = 0
τp = 2 si p ≠ 0. (C.34)



























−2γm,n cosh(γm,n(H + z))e−γm,nH f T Em,ny(x,y)
2γm,n cosh(γm,n(H + z))e−γm,nH f T Em,nx(x,y)
2sinh(γm,n(H + z))e−γm,nHAT Em,nCm,n
⎞⎟⎠ (C.36)
avec
Cm,n = (mpia )2 cos(mpixa )cos(npiyb )+(npib )2 cos(mpixa )cos(npiyb ) . (C.37)
Cas d’un diélectrique
Soit un mode TEm1,n1 se propageant dans un diélectrique de permittivité εr (cf. figure C.2),
la constante de propagation dans ce milieu, γdielec, est définie par :





FIGURE C.2 – Diélectrique homogène.
où l’on rappelle que le nombre d’onde dans le vide k0 a pour expression :
k0 = 2pi f0c0 = ωc0 . (C.39)
L’impédance du mode TEm1,n1 dans le diélectrique s’écrit alors :
ZTE,m1,n1 = jωµ0γdielec . (C.40)
L’impédance ramenée au niveau de la surface Σ s’écrit :
Zr = ZTE,m1,n1 tanh(γdielecH). (C.41)
De plus, on a :
ZTE,m1,n1,air = jωµ0γair (C.42)
avec
γair =√(m1pia )2+(n1pib )2−k20. (C.43)
Finalement, l’expression théorique de S11 s’écrit :
S11,théorique = Zr −ZTE,m1,n1,airZr +ZTE,m1,n1,air . (C.44)
Cas de deux diélectriques
Soit un mode TEm1,n1 qui se propage sur deux couches de hauteurs H/2 et de diélectrique de
permittivités respectives εr,1 et εr,2 (cf. figure C.3). L’impédance de ce mode dans la deuxième
couche est définie par
ZTE2,m1,n1 = jωµ0γdielec2 (C.45)
avec






FIGURE C.3 – Deux diélectriques homogènes.
Soit YTE2,m1,n1 l’admittance associée, l’admittance ramenée par cette couche au niveau de l’autre
couche est définie par
Yr,2 =YTE2,m1,n1 coth(γdielec2 H2 ). (C.47)
L’admittance de mode dans la première couche est donnée par
YTE1,m1,n1 = γdielec1jωµ0 (C.48)
avec
γdielec1 =√(m1pia )2+(n1pib )2−k20εr1. (C.49)
L’admittance ramenée par l’ensemble des deux couches s’écrit




Yr,2+YTE1,m1,n1 coth(γdielec1 H2 ) . (C.50)
Le paramètre S11 théorique s’écrit




La numérotation globale est présentée sur la figure D.1.
X1 = (x1,y1)Xm+1 = (x1,y2)
X2m+1 = (x1,y3)
X(n−1)m+1 = (x1,yn) Xnm = (xm,yn)






































































FIGURE D.1 – Explicitation de la numérotation.
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Annexe E
Discrétisation locale en 2D
En 2D, dans le cas TE, le vecteur d’inconnues est défini par : (Hx,Hz,Ey)T (on conserve les
orientations définies dans le chapitre 2). La composante Ey est notée Eh dans le cas discrétisé.
Soit Th la triangulation du domaine Ω2, constitué de Nt éléments (triangles) Ke et N f faces
(segments) Ff . La discrétisation locale est obtenue à partir du système normalisé :
{ jωεrEyy−∇×H = 0, dans Ω2,
jωµrH+∇×(Eyy) = 0, dans Ω2. (E.1)
La multiplication par une fonction test donne :⎧⎪⎪⎨⎪⎪⎩
( jωεrEh,v)Ke −((∇×Hh) ⋅y,v)Ke = 0, dans Ω2,( jωµrHh,v)Ke +(∇×(Ehy),v)Ke = 0, dans Ω2. (E.2)
D’après l’annexe G, les formules de Green nous permettent d’écrire :⎧⎪⎪⎨⎪⎪⎩
((∇×Hh) ⋅y,v)Ke = (Hh,∇×(vyy))Ke + ⟨(n× Hˆh) ⋅y,v⟩∂Ke(∇×(Ehy),v)Ke = (Eh,(∇×v) ⋅y)Ke − ⟨Eˆh,(n×v) ⋅y⟩∂Ke . (E.3)
La formulation variationnelle est :⎧⎪⎪⎨⎪⎪⎩
( jωεrEh,v)Ke −(Hh,∇×(vyy))Ke − ⟨(n× Hˆh) ⋅y,v⟩∂Ke = 0, dans Ω2,( jωµrHh,v)Ke +(Eh,(∇×v) ⋅y)Ke − ⟨Eˆh,(n×v) ⋅y⟩∂Ke = 0, dans Ω2. (E.4)
Or en 2D, dans le cas TE, la variable hybride est définie par :
{Hˆh =Hh+τKe(Eh−λh)t sur ∂Ke,
Eˆh = λh sur ∂Ke, (E.5)
ce qui entraîne :⎧⎪⎪⎨⎪⎪⎩
( jωεrEh,v)Ke −(Hh,∇×(vyy))Ke − ⟨(n×Hh) ⋅y,v⟩∂Ke +τKe ⟨Eh−λh,v⟩∂Ke = 0, ∀v ∈V p(Ke)( jωµrHh,v)Ke +(Eh,(∇×v) ⋅y)Ke − ⟨λh,(n×v) ⋅y⟩∂Ke = 0, ∀v ∈V p(Ke),
(E.6)
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car on a choisi n× t = −y. Puis il vient :⎧⎪⎪⎨⎪⎪⎩
( jωεrEh,v)Ke −((∇×Hh) ⋅y,v)Ke +τKe ⟨Eh−λh,v⟩∂Ke = 0, ∀v ∈V p(Ke)( jωµrHh,v)Ke +(Eh,(∇×v) ⋅y)Ke − ⟨λh,(n×v) ⋅y⟩∂Ke = 0, ∀v ∈V p(Ke). (E.7)
On pose les notations suivantes :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Eeh = Nep∑
j=1Eejϕej(x,z)
Heh = (Hex Hez )T
Heh,u = Nep∑
j=1Heu jϕej(x,z)











Deu[i, j] = ∫
Ke
(∂uϕei )ϕejdx,u ∈ {x,z}
E(e,l)[i, j] = ⟨ϕej,ϕei ,⟩∂Kle = ∫∂Kle ϕeiϕejdx
F(e,l)[i, j] = ⟨ψσ(e,l)j ,ϕei ,⟩∂Kle = ∫∂Kle ϕeiψσ(e,l)j ds
G(e,l)[i, j] = ⟨ψσ(e,l)j ,ψσ(e,l)i ⟩∂Kle = ∫∂Kle ψσ(e,l)i ψσ(e,l)j ds
(E.8)
Le deuxième terme de la première ligne de (E.7) s’écrit matriciellement :
((∇×Hh) ⋅y,v)Ke = ∫
Ke
(∂zHex −∂xHez )vyds= (Dez)T Hex −(Dex)T Hez . (E.9)
On cherche ensuite à calculer le troisième terme de la première ligne de (E.7) :
τKe ⟨Eh,v⟩∂Ke −τKe⟨λh,v⟩∂Ke . (E.10)
On va parcourir tous les éléments et sur chaque élément on parcourt les faces. Soit la face Ff
partagée par les éléments Ke et Kg (c’est donc une face interne) avec pour indices de faces locaux
l et k ( c’est-à-dire que f = σ(e, l) = σ(g,k) et en conséquence, on met un exposant σ(e, l) sur
les grandeurs associées pour signifier que l’on travaille sur la face l de l’élément Ke), l’équation
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(E.10) devient :

























Donc la première ligne de (E.7) peut s’écrire matriciellement sous la forme :
jωrMeEe−(Dez)T Hex +(Dex)T Hez + 3∑
l=1τ(e,l)E(e,l)Ee−
3∑
l=1τ(e,l)F(e,l)λσ(e,l) = 0. (E.13)
Concernant les termes de la deuxième équation de (E.7), il vient :





j=1Heu jϕej(x,z)⎞⎠ϕei (x,z)dx= jωµrMe. (E.14)
De plus, (Eh,(∇×v) ⋅y)Ke = ∫
Ke
Eh(∂zvx−∂xvz)dx. (E.15)
Dans le cas où v = vxx, on a l’équation suivante :
(Eh,(∇×(vxx)) ⋅y)Ke = ∫
Ke
Eh(∂zvx)dx=DezE (E.16)
et ⟨λh,(n×v) ⋅y⟩∂Ke = ∫Ke λhnzvxdx. (E.17)
Donc la deuxième ligne de (E.7) peut s’écrire matriciellement sous la forme :
jωµrMeHex +DezE − 3∑
l=1 n(e,l)z F(e,l)λ
σ(e,l) = 0. (E.18)
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Puis en prenant v = vzz, on écrit :
jωµrMeHez −DexE + 3∑
l=1 n(e,l)x F(e,l)λ
σ(e,l) = 0. (E.19)
Finalement, le système à résoudre est :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
jωµrMeHex +DezE − 3∑
l=1 n(e,l)z F(e,l)λ
σ(e,l) = 0
jωµrMeHez −DexE + 3∑
l=1 n(e,l)x F(e,l)λ
σ(e,l) = 0










⎞⎟⎟⎠ = 0, (E.21)
avec












−n(e,1)z F(e,1) −n(e,2)z F(e,2) −n(e,3)z F(e,3)+n(e,1)x F(e,1) +n(e,2)x F(e,2) +n(e,3)x F(e,3)−τ(e,1)F(e,1) −τ(e,2)F(e,2) −τ(e,3)F(e,3)
⎞⎟⎟⎠ . (E.24)
Puis l’injection de la relation de conservativité nous permet d’obtenir un système en λ seul. La
relation de conservativité nous donne :⟨(n(e,l)×Heh) ⋅y,η⟩∂Kle +⟨(n(g,k)×Hgh) ⋅y,η⟩∂Kkg −τ(e,l) ⟨Eeh,η⟩∂Kle −τ(g,k) ⟨Egh ,η⟩∂Kkg +
τ(e,l) ⟨λh,η⟩∂Kle +τ(g,k) ⟨λh,η⟩∂Kkg = 0. (E.25)
Sur le bord, cette dernière devient :
⟨(n(e,l)×Heh) ⋅y,η⟩∂Kle −τ(e,l) ⟨Eeh,η⟩∂Kle +τ(e,l) ⟨λh,η⟩∂Kle = 0. (E.26)
Le premier terme de (E.26) s’écrit :
⟨(n(e,l)×Heh) ⋅y,η⟩∂Kle = n(e,l)z (F(e,l))T Hex −n(e,l)x (F(e,l))T Hez = (Qezl)T Hex −(Qexl)T Hez (E.27)
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et les deux derniers termes de (E.26) s’écrivent :
⟨Eeh,η⟩∂Kle = (F(e,l))T Ee⟨λh,η⟩∂Kle = (G(e,l))Tλσ(e,l). (E.28)
Matriciellement, cela s’écrit :
(Qezl)T Hex −(Qexl)T Hez −τ(e,l)(F(e,l))T Ee+τ(e,l)(G(e,l))Tλσ(e,l) = 0, (E.29)
ce qui peut aussi s’écrire sous la forme suivante :
n(e,l)z (F(e,1))T Hex −n(e,l)x (F(e,l))T Hez −τ(e,l)(F(e,l))T Ee+τ(e,l)(G(e,l))Tλσ(e,l) = 0. (E.30)
119
Annexe F
Cas TM en 2D : théorie et résultats
Dans le cas TM, la composante étudiée est Hy. D’après Maxwell-Ampère, on peut écrire
∇×H = jωε0E. (F.1)













ce qui donne :
Ex = −1jωε0εr ∂Hy∂z . (F.3)
F.1 FEM









k20εrHy2wdxdz = 0. (F.4)













k20εrHy2wdxdz = 0. (F.6)
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Or, ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
A2 = 12√Z0 (ET 2+Z0JT 2),




A2 = 12√Z0 (Ex2x+Z0Hy2y×−z),
B2 = 12√Z0 (Ex2x−Z0Hy2y×−z),
(F.8)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
A2 = 12√Z0 (Ex2x−Z0Hy2x),
B2 = 12√Z0 (Ex2x+Z0Hy2x).
(F.9)
D’après (F.3), ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Ax2 = 12√Z0 ( −1jωε0εr ∂Hy2∂z −Z0Hy2),





∣Σ = − jωε0εr(2√Z0Ax2+Z0Hy2). (F.11)



























Contrairement au cas TE, dans le cas TM, la variable hybride correspond au champ magnétique.
Les équations de Maxwell normalisées s’écrivent sous la forme de (F.15).
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
( jωεrEh,v)Ke −(Hh,(∇×v) ⋅y)Ke + ⟨λh,(n×v) ⋅y⟩∂Ke = 0 ∀v ∈V p(Ke)( jωµrHh,v)Ke +((∇×Eh) ⋅y,v)Ke + ⟨τ×(Hh−λh),(n×v) ⋅y⟩∂Ke = 0 ∀v ∈V p(Ke)⟨(n×Eh) ⋅y,v⟩∂Ke + ⟨τ(Hth−λh),v⟩∂Ke − ⟨λh,v⟩Γa = ⟨ginc,v⟩Γa (F.15)
oùω est la pulsation normalisée, εr la permittivité relative du milieu, Eh le champ électrique local
discrétisé, v et v des fonctions tests, Hh le champ magnétique local normalisé, µr la perméabilité
relative, n la normale aux faces, τ un paramètre de stabilisation pris égal à 1, Γa les frontières
absorbantes et Γm les frontières métalliques. La dernière équation de (F.15) implique que sur du
métal, on vérifie ⟨(n×Eh) ⋅y,v⟩Γm + ⟨τ(Hth−λh),v⟩Γm = 0. (F.16)
La première équation de (F.15) se réécrit sous la forme suivante :
( jωεrEh,vxx+vzz)Ke −(Hh,(∇×(vxx+vzz)) ⋅y)Ke + ⟨λh,(n×(vxx+vzz)) ⋅y⟩∂Ke = 0. (F.17)
En prenant vx dans la première équation,
( jωεrEh,vxx)Ke −(Hh,(∇×(vxx)) ⋅y)Ke + ⟨λh,(n×(vxx)) ⋅y⟩∂Ke = 0. (F.18)








On utilise également les termes λ fh , M
e[i, j], Deu[i, j], F(e,l)[i, j] et G(e,l)[i, j] définis dans l’an-
nexe E. Le premier terme de la première équation de (F.15) s’écrit




j=1Eex jM[ j, i]= jωεrMeEex .
(F.20)
122










j=1Hey jDez[i, j]dxdz= (Dez)T Hey .
(F.21)
Le troisième terme s’écrit






Le système à résoudre est :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
jωεrMeEex −(Dez)T Hey + 3∑
l=1 n(e,l)z F(e,l)λ
σ(e,l) = 0
jωεrMeEez +(Dex)T Hey − 3∑
l=1 n(e,l)x F(e,l)λ
σ(e,l) = 0
jωµrMeHye+(Dez)T Eex −(Dex)T Eez + 3∑
l=1τ(e,l)((n(e,l)x )2+(n(e,l)z )2)E(e,l)Hey
− 3∑







⎞⎟⎟⎠ = 0, (F.24)
où












+n(e,1)z +n(e,2)z +n(e,3)z−n(e,1)x −n(e,2)x −n(e,3)x−τ(e,1)(1−(n(e,1)y )2)F(e,1) −τ(e,2)(1−(n(e,2)y )2)F(e,2) −τ(e,3)(1−(n(e,3)y )2)F(e,3)
⎞⎟⎟⎠ .
(F.27)
Puis l’injection de la relation de conservativité nous permet d’obtenir un système en λ seul.
La relation de conservativité nous donne :
⟨(n(e,l)×Eeh) ⋅y,η⟩∂Kle + ⟨(n(g,k)×Egh) ⋅y,η⟩∂Kkg +τ(e,l)⟨Heh ,η⟩∂Kle +τ(g,k)⟨Hgh ,η⟩∂Kkg−
τ(e,l)⟨λh,η⟩∂Kle −τ(g,k)⟨λh,η⟩∂Kkg = 0. (F.28)
Sur le bord, (F.28) devient :
⟨(n(e,l)×Eeh) ⋅y,η⟩∂Kle +τ(e,l)⟨Heh ,η⟩∂Kle −τ(e,l)⟨λh,η⟩∂Kle = 0. (F.29)
Matriciellement, le premier terme de (F.29) s’écrit :
⟨(n(e,l)×Eeh) ⋅y,η⟩∂Kle = n(e,l)z (F(e,l))T Eex −n(e,l)x (F(e,l))T Eez= (Qezl)T Eex −(Qexl)T Eez (F.30)
et les deux derniers termes de (F.29) s’écrivent :
⟨Heh ,η⟩∂Kle = (F(e,l))T Hye⟨λh,η⟩∂Kle = (G(e,l))Tλσ(e,l). (F.31)
Finalement, (F.29) s’exprime d’un point de vue matriciel par :
(Qezl)T Eex −(Qexl)T Eez +τ(e,l)(F(e,l))T Hey −τ(e,l)(G(e,l))Tλσ(e,l) = 0 (F.32)
ou sous la forme suivante :
n(e,l)z (F(e,l))T Eex −n(e,l)x (F(e,l))T Eez +τ(e,l)(F(e,l))T Hey −τ(e,l)(G(e,l))Tλσ(e,l) = 0. (F.33)
On pose
Be = ⎛⎜⎜⎝









W e = −(Ae)−1(Ce)λe. (F.36)




Mesh size N WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 3,08.10−3 - 5,28.10−3 - 1,41.10−3 -
1/2 32 7,71.10−4 1,9992 1,32.10−3 1,9983 3,44.10−4 2,0353
1/4 64 1,93.10−4 1,9998 3,31.10−4 1,9996 8,49.10−5 2,0184
1/8 128 4,82.10−5 2,0000 8,27.10−5 1,9999 2,11.10−5 2,0093
1/16 256 1,21.10−5 2,0000 2,07.10−5 2,0000 5,26.10−6 2,0052
TABLE F.1 – Erreur relative sur Ex quand le mode TM1 est injecté.
Mesh size N WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre
1 16 8,56.10−4 - 1,47.10−3 - 3,91.10−4 -
1/2 32 2,14.10−4 1,9992 3,67.10−4 1,9983 9,54.10−5 2,0353
1/4 64 5,35.10−5 1,9998 9,18.10−5 1,9996 2,36.10−5 2,0184
1/8 128 1,34.10−5 2,0000 2,29.10−5 1,9999 5,85.10−6 2,0094
1/16 256 3,34.10−6 2,0000 5,74.10−6 2,0000 1,46.10−6 2,0047
TABLE F.2 – Erreur relative sur Hy quand le mode TM1 est injecté.
F.3.2 Vide et ruban
Mesh size WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 2,74.10−2 - 2,73.10−2 - 2,73.10−2 - 2,74.10−2 -
1/2 1,92.10−2 0,5110 1,91.10−2 0,5123 1,91.10−2 0,5106 1,92.10−2 0,5114
1/4 1,34.10−2 0,5174 1,33.10−2 0,5201 1,34.10−2 0,5187 1,34.10−2 0,5179
1/8 9,32.10−3 0,5262 9,23.10−3 0,5302 9,26.10−3 0,5287 9,31.10−3 0,5269
1/16 6,42.10−3 0,5387 6,33.10−3 0,5444 6,36.10−3 0,5423 6,40.10−3 0,5396
TABLE F.3 – Erreur relative de discrétisation en norme L2 sur le champ E dans le cas du ruban.
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Mesh size WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 3,05.10−2 - 2,70.10−2 - 2,95.10−2 - 2,94.10−2 -
1/2 1,65.10−2 0,8874 1,48.10−2 0,8708 1,55.10−2 0,9252 1,60.10−2 0,8765
1/4 8,61.10−3 0,9390 7,77.10−3 0,9257 8,07.10−3 0,9450 8,39.10−3 0,9339
1/8 4,50.10−3 0,9357 4,09.10−3 0,9265 4,22.10−3 0,9345 4,40.10−3 0,9334
1/16 2,33.10−3 0,9509 2,12.10−3 0,9446 2,19.10−3 0,9486 2,28.10−3 0,9498
TABLE F.4 – Erreur relative de discrétisation en norme L2 sur le courant J dans le cas du ruban.
F.3.3 Dielectrique homogène
Mesh size N ∥EH,TM−EWverymeshed,TM
max∣EWverymeshed,TM∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 16 7,82.10−3 - 2,42.10−2 - 4,92.10−2 - 8,44.10−3 -
1/2 32 3,91.10−3 1,0003 6,99.10−3 1,7924 1,26.10−2 1,9671 3,95.10−3 1,0965
1/4 64 1,95.10−3 1,0013 2,43.10−3 1,5221 3,56.10−3 1,8203 1,95.10−3 1,0138
1/8 128 9,74.10−4 1,0028 1,04.10−3 1,2269 1,23.10−3 1,5391 9,74.10−4 1,0046
1/16 256 4,85.10−4 1,0057 4,94.10−4 1,0749 5,20.10−4 1,2387 4,85.10−4 1,0060
TABLE F.5 – Erreur sur E des différentes méthodes dans le cas TM et Z0.
Mesh size N ∥HH,TM−HWverymeshed,TM
max∣HWverymeshed,TM∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 16 7,82.10−3 - 1,02.10−2 - 1,61.10−2 - 7,83.10−3 -
1/2 32 3,91.10−3 1,0003 4,24.10−3 1,2626 5,24.10−3 1,6236 3,91.10−3 1,0026
1/4 64 1,95.10−3 1,0013 2,00.10−3 1,0884 2,14.10−3 1,2930 1,95.10−3 1,0012
1/8 128 9,74.10−4 1,0028 9,80.10−4 1,0266 9,98.10−4 1,0983 9,74.10−4 1,0027
1/16 256 4,85.10−4 1,0057 4,86.10−4 1,0118 4,88.10−4 1,0317 4,85.10−4 1,0056
TABLE F.6 – Erreur sur H des différentes méthodes dans le cas TM et Z0.
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F.3.4 Diélectrique homogène et ruban
Mesh size N ∥EH,TM−EWverymeshed,TM
max∣EWverymeshed,TM∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,72.10−2 - 2,80.10−2 - 2,80.10−2 - 2,80.10−2 -
1/2 32 1,90.10−2 0,5181 1,97.10−2 0,5071 1,97.10−2 0,5034 1,93.10−2 0,5330
1/4 64 1,33.10−2 0,5087 1,37.10−2 0,5237 1,38.10−2 0,5150 1,34.10−2 0,5319
1/8 128 9,28.10−3 0,5225 9,34.10−3 0,5504 9,48.10−3 0,5412 9,28.10−3 0,5276
1/16 256 6,40.10−3 0,5366 6,30.10−3 0,5676 6,40.10−3 0,5662 6,38.10−3 0,5394
TABLE F.7 – Erreur sur E des différentes méthodes dans le cas TM et Z0.
Mesh size N ∥JH,TM−JWverymeshed,TM
max∣JWverymeshed,TM∣ ∥L2
WCIP WCIP/FEM-Q1 WCIP/FDTLM WCIP/HDG-P1
Erreur Ordre Erreur Ordre Erreur Ordre Erreur Ordre
1 16 2,42.10−1 - 4,92.10−2 - 4,78.10−2 - 5,10.10−2 -
1/2 32 5,04.10−2 2,2614 4,36.10−2 0,1745 4,53.10−2 0,0783 3,52.10−2 0,5342
1/4 64 1,92.10−2 1,3946 3,17.10−2 0,4567 3,75.10−2 0,2710 1,51.10−2 1,2252
1/8 128 8,57.10−3 1,1599 1,55.10−2 1,0331 2,16.10−2 0,7992 6,77.10−3 1,1525
1/16 256 4,08.10−3 1,0705 5,53.10−3 1,4871 7,79.10−3 1,4695 3,25.10−3 1,0612




En 2D, elles sont "l’équivalent" de l’intégration par parties en 1D.
G.1 Première formule de Green
En écrivant l’identité, ∇⋅(u∇v) =∇u ⋅∇v+u∆v, (G.1)
en intégrant sur Ω, ∫
Ω
(∇u ⋅∇v)+u∆v)dx = ∫
Ω
∇⋅(u∇v)dx, (G.2)













D’où la première formule de Green s’écrit :
∫
Ω







On cherche dans cette partie à démontrer l’égalité :
(∇×A,v) = (A,∇×v)− ⟨Aˆ,n×v⟩. (G.5)
On a l’identité vectorielle suivante :
∇(A×v) = v ⋅(∇×A)−A ⋅(∇×v). (G.6)
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v ⋅(∇×A)−A ⋅(∇×v)dV. (G.7)






En égalisant le terme de droite de (G.7) avec celui de (G.8), on aboutit à l’égalité :
∫
V
v ⋅(∇×A)−A ⋅(∇×v)dV = ∫
S
(A×v)ndS. (G.9)













ce qui s’écrit avec les notations (,),⟨,⟩ :
(∇×A,v)V = (A,∇×v)V − ⟨Aˆ,n×v⟩S. (G.11)
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Annexe H
Second membre du système hybride en
3D






Ax2[i, j]Π(x+xs(i),y+ys( j)) (H.1)
où Π est la fonction porte et
xs(i) = idx2 ,
ys( j) = j dy2 .
(H.2)
En conséquence, pour une triangulation Th, on peut écrire
⟨n×A2,η⟩ = ⟨n×(Ax2(x,y)x+Ay2(x,y)y),ηuu+ηww⟩ (H.3)
où (u, w) est une base (non orthonormée) associée à chaque face : soient n1, n2 et n3 les vecteurs
coordonnées des nœuds composant une face, u1 et w1 sont définis par
u1 = n1−n3
w1 = n2−n3. (H.4)
Puis u et w sont obtenus par normalisation
u = u1∣∣u1∣∣ ,w = w1∣∣w1∣∣ . (H.5)
On appelle fNormal la normale aux faces définie par :
fNormal = (u1×w1)tmpS (H.6)
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où tmpS indique l’orientation de la face dans l’élément, ce terme vaut donc +1 ou -1. On définit
alors la normale unitaire n par
n = fNormal∣∣fNormal∣∣ . (H.7)
Sur la frontière Σ, n = nzz où nz vaut 1 ou -1. En conséquence, il vient
⟨n×A2,η⟩ = ∫Th nzAx2(x,y)[ηuuy+ηwwy]dxdy+∫Th −nzAy2(x,y)[ηuux+ηwwx]dxdy. (H.8)
Pour une face quelconque, on prend successivement ηu=ψk et ηw=ψk afin d’obtenir les com-
posantes selon u et w du second membre RHS.
ηu=ψk et ηw = 0 :
RHSu = nzuy∑
i, j
Ax2[i, j]∫Th Π(x+xs(i),y+ys( j))ψk(x,y)dxdy−nzux∑
i, j
Ay2[i, j]∫Th Π(x+xs(i),y+ys( j))ψk(x,y)dxdy. (H.9)
Par changement de variables, on peut écrire :
∫Th Π(x+xs(i),y+ys( j))ψk(x,y)dxdy = ∫Ke ψk(x,y)dxdy= 2aire(Ke)∫
Kˆe
ψˆk(xˆ, yˆ)dxˆdyˆ (H.10)
où Ke est un triangle quelconque et Kˆe le triangle de référence. La définition des fonctions de
base élémentaires étant :
ψˆ1(xˆ, yˆ) = 1− xˆ− yˆ,
ψˆ2(xˆ, yˆ) = xˆ,
ψˆ3(xˆ, yˆ) = yˆ, (H.11)
on obtient : ∀ j,∫
Kˆe
ψˆ j(xˆ, yˆ)dxˆ = 16 . (H.12)






Ay2[i, j])2Aire(Ke)16 . (H.14)





Ay2[i, j])2Aire(Ke)16 . (H.15)
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Résumé : L’étude de la susceptibilité électromagnétique de circuits électroniques nécessite
l’utilisation d’un outil de simulation rapide, précis et suffisamment flexible pour intégrer les
dernières innovations technologiques. La méthode itérative basée sur le concept d’onde (notée
WCIP pour Wave Concept Iterative Procedure) initialement proposée par H. Baudrand est parti-
culièrement adaptée pour la modélisation numérique de circuits multicouches à plusieurs niveaux
de métallisation. Pour ce type de circuit, elle se révèle être l’une des méthodes qui utilise le
plus petit nombre d’inconnues pour atteindre une précision donnée. Néanmoins, la WCIP n’est
pas adaptée à la prise en compte des diélectriques inhomogènes et des trous d’interconnexion.
L’objectif de la thèse est de s’affranchir de ces limitations par un couplage avec des méthodes
numériques volumiques. En premier lieu, l’hybridation a été mise en œuvre avec une méthode
basée sur la théorie des lignes de transmission pour des raisons de correspondance de maillages.
Par la suite, le couplage avec une technique d’éléments finis de type Galerkin Discontinu (notée
GD) Hybridée permet d’atteindre des objectifs de précision et de rapidité car GD apporte une
flexibilité dans la discrétisation. En effet, c’est une méthode d’éléments finis non conforme qui
permet notamment de faire varier d’un élément à l’autre l’ordre polynomial d’approximation.
On a ainsi développé une nouvelle méthode numérique hybride couplant la WCIP avec des mé-
thodes volumiques qui offrent plus de souplesse pour la prise en compte des milieux complexes.
Enfin, une stratégie de résolution par décomposition de domaines est également abordée à la fin
du manuscrit.
Mots-clés : électromagnétisme, micro-ondes, circuits planaires, techniques éléments finis, WCIP,
FDTLM, Galerkin Discontinu.
Abstract : Electromagnetic susceptibility study of electronic circuits requires the use of a si-
mulation tool which is fast, accurate and flexible enough to incorporate the latest technological
innovations. The Wave Concept Iterative Procedure (WCIP) initially proposed by H. Baudrand
is particularly adapted for numerical modeling of multilayered circuits with multilevel metalliza-
tion. For this kind of circuit, it turns out to be one of the methods that uses the smallest number of
unknowns to reach a given accuracy. However, the WCIP is not appropriate for inhomogeneous
dielectric substrates and metallized via holes. The aim of this PhD thesis is to overcome these
limitations coupling the WCIP with volume numerical methods. First, hybridization is carried
out with the Frequency Domain Transmission Line Matrix (denoted FDTLM) assuming mat-
ching meshes at the interface between computational domains of both methods. Subsequently,
the coupling with a finite element technique like a Hybridized Discontinuous Galerkin (denoted
DG) method is considered to achieve the objectives of accuracy and speed because DG brings
flexibility in the discretization. Indeed, it is a nonconforming finite element method which al-
lows in particular changing the polynomial approximation order from one element to another.
Therefore, a new hybrid method is developed coupling the WCIP with volume numerical me-
thods which offer more flexibility for dealing with complex environments. Finally, a domain
decomposition solution strategy is also discussed at the end of the manuscript.
Keywords : electromagnetism, microwaves, planar circuits, finite element techniques, WCIP,
FDTLM, Discontinuous Galerkin method.
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