In an earlier work we used a path integral analysis to propose a higher genus generalization of the elliptic genus. We found a cobordism invariant parametrized by Teichmuller space. Here we simplify the formula and study the behavior of our invariant under the action of the mapping class group of the Riemann surface. We find that our invariant is a modular function with multiplier just as in genus one.
Introduction
In reference [1] (BEG) we constructed a cobordism invariant using a supersymmetric sigma model with target space M , a string manifold, i.e., 1 2 p 1 (M ) = 0. The case of genus one [2, 3, 4, 5] gives the string genus 1à la [2, 3] . The cobordism invariant, the semiclassical approximation Z sc (M ) of the partition function, was a function on odd spin Teichmuller space Teich The original purpose of the present paper was to refine our previous results so that our cobordism invariant would be a function over spin moduli space as opposed to spin Teichmuller space. We attempted do so by dividing our previous result by the action of the mapping class group MCG(Σ) = Diff(Σ)/ Diff 0 (Σ).
We remind the reader of the exact sequence,
where Torelli(Σ) is the normal subgroup of the mapping class group that is constant on H 1 (Σ, Z) and Sp(2g, Z) is the symplectic group. This suggested that we first examine the action of Torelli(Σ) on our invariant and afterwards the action of the symplectic group on what remains.
One of our main results is that Z sc is a modular function on Teich
1/2
odd (Σ) with multiplier (Section 8.4).
We outline the contents of the paper. In Section 2 we analyze the effect of the Torelli group on Z sc ; we are left with the effect of Sp(2g, Z) = MCG(Σ)/ Torelli(Σ) on Z sc .
In Section 3 we generalize Ray-Singer torsion to the spinor case. We do so not only for its intrinsic interest but also because it has (7.24) as a corollary.
In Section 4 we focus on equation (4.2) shown below
In the above det 1 ⊥ ∆ 0 is the determinant of the laplacian on the space of functions of the surface Σ orthogonal to the constants. An odd spin structure δ is a square rootK odd (Σ). It has generically a one dimensional kernel 3 generated byh δ . Following Quillen [6] det ∂ δ is a section of the hermitian determinant line bundle of the ∂ δ family and |N δ | = h δ . Riemann surface theory gives us an explicit expression for the square of the spinor:
(ω 1 , . . . , ω g ) is a symplectic standard basis for the abelian differentials and ϑ[δ](·) is the Riemann theta function with characteristic δ. We now describe the integral in Z sc . κ is the vector of Riemann constants and ϑ[κ](0; Ω) = 0. The theta divisor Θ κ near the origin of the Jacobian J 0 (Σ) is the zero set of z κ , see Appendix B for the details. The x k are the formal eigenvalues of the curvature 2-form on M whose symmetric polynomials express the Pontryagin classes of M . Thus the integral is a cobordism invariant depending on the metric of the Riemann surface.
In Section 5, we review the properties of Sp(2g, Z) and compute the transformation properties of various quantities that appear in Z sc . Using results in [7, 8] we find the transformation laws for the integral term in Z sc and for h 2 δ . In Section 6 we give an exposition of quadratic refinements of cup product and its one-to-one correspondence with spin structures [9] . The action of the symplectic group on spin structures is derived by knowing its action on quarfs. We also introduce the subgroup Γ 1,2 ⊂ Sp(2g, Z).
In Section 7 we show that the symplectic action lifts to an action on Teich 1/2 odd (Σ), the covering space of odd spin structures. There is a preferred even spin structureŜ and we find equation (7.34) det ∂ δ N 2 δ = 1 π det∂(Ŝ) ϑ(0) , where δ = Ωa + b and Ω is the Riemann period matrix. The methods of this section give a generalization of the bosonization theorem to odd spin structures. In Section 8 we study the determinant for the Dirac laplacian and we note that f ∈ Diff(Σ) (representing an element Λ ∈ Sp(2g, Z)) induces an isometry between two f -related determinant line bundles. As a consequence, a phase factor e iξ(0,Λ) appears in our computations. When Λ ∈ Γ 1,2 we can compute e iξ(0,Λ) . This section contains our main results, the simplest of which is that Z sc is a modular function with multiplier when Λ ∈ Γ 1,2 .
In Appendix A we discuss the conjugate linear isomorphism between Λ 1/2,0 (Σ) and Λ 1/2,1 (Σ). In Appendix B we review some properties of the determinant line bundle for ∂-operators and discuss z κ .
In Appendix C we relate our abstract modular transformation result to explicit formulas in genus one.
Finally we have a small nomenclature of recurring symbols. Section 4 and Appendix B has some overlap with material in BEG. We rely heavily on the content of these sections in this paper and therefore include it here along with an expanded discussion of some topics in BEG.
Some Questions and Speculations
We note that when the Riemann surface degenerates our invariant factorizes. How does Z sc fit with the modular geometry of Friedan and Shenker [10] that describes the behavior of string amplitudes when the Riemann surface degenerates?
Our main results give a genus, a map from a subring of the string cobordism ring to a subring of the functions on Teich 1/2 odd (Σ). For g = 1 this leads to the string genus. Does our new genus give any new information about the string cobordism ring? M.J. Hopkins suggests that we consider the Cayley plane, a string manifold of dimension 16, whose string genus vanishes. We would like to know if our genus Z sc is non-zero for the Cayley plane; it might give us some information about string cobordism theory. This requires computing the function z κ , an open problem which may be solvable for a hyperelliptic surface of genus 2.
The Action of Diff 0 (Σ) and Torelli

The Diff 0 (Σ) action
The action of Diff 0 (Σ) on the partition function of a quantum field theory is well understood. The seminal work of Alvarez-Gaumé and Witten on gravitational anomalies [11] initiated the subject. Gravitational anomalies are related to 1-cocycles in the group cohomology of Diff 0 (Σ). For simplicity we assume the partition function Z only depends on Met(Σ), i.e., Z : Met(Σ) → C. If f ∈ Diff 0 (Σ) and g ∈ Met(Σ) then the action on a metric is f : g → (f −1 ) * g. The partition function behaves as
Because of the cocycle condition, the partition function may be interpreted as a section of a line bundle over Teich(Σ) = Met(Σ)/ Diff 0 (Σ). Note that the discussion above is valid whether or not the metrics have constant curvature. We make a brief but very important remark before we proceed with details in the ensuing subsections. Assume h 0 , h 1 ∈ Diff(Σ) represent the same element in the mapping class group then there exists f ∈ Diff 0 (Σ) such that
). Thus when we work in Teich(Σ) and want to understand the action of the mapping class group on the partition section it does not matter which diffeomorphism we choose as a representative for an element in the mapping class group.
The Torelli Action
From the definition in the introduction of Teich 
, and Λ 1/2,0 (Σ) = √ K δ is the square root of the canonical bundle corresponding the odd spin structure δ.
We study∂ δ in the generic case where it has a one dimensional kernel. The determinant line bundle DET(∂ δ ) is isomorphic to the dual lie bundle of a line subbundle in
is the linear algebraic dual space of Λ 1/2,0 (Σ) by using wedge product and integration over Σ; we also use the standard inner product on Σ to get an inner product on Λ 1/2,0 (Σ). An elementary computation shows that if h δ is in ker∂ δ then its linear algebraic dual using the inner product is in ker∂ * δ . Thus the determinant line bundle is the dual line bundle of the line in H 1,0 (Σ) determined by h odd (Σ) leaves the determinant line bundle DET(∂ δ ) fixed because it sends the one dimensional kernel of∂ δ to the one dimensional kernel of the transformed∂ δ .
If f ∈ Diff(Σ) then f induces a transformation in homology f * :
It is a normal subgroup because if
Observe that once a standard symplectic basis (a i , b j ) of cycles for H 1 (Σ, Z) is chosen then the abelian differentials ω i are uniquely determined and depend only on the homology classes (
If f ∈ Diff(Σ), let f : (Σ, g) → (Σ,g) where g andg are the respective metrics. Let c α = (a i , b j ) be a choice for the standard cycles on (Σ, g). A mapping f is of Torelli type if it preserves the homology. For such an f there is an induced transformation on cycles z that gives f * z = z + ∂q α . Hence the Riemann period matrix is invariant:
and moreover δ ij = a i ω j = ã iω j .
Ray-Singer Torsion Revisited
Fix a fiducial metricĝ ∈ Met all (Σ), the space of all metrics on Σ. The metricĝ determines a complex structure within the 3(g − 1) complex dimensional space of complex structures. We restrict our discussion to surfaces with genus g > 1.
For Riemann surfaces, the complex Ray-Singer torsion theorem [12, Theorem 2.1] is a consequence of the conformal anomaly. Let F χ be the flat holomorphic line bundle associated with the character χ : π 1 (Σ) → S 1 . F χ comes equipped with a hermitian metric that depends only on the complex structure. The sections of K n ⊗K m are the "(n, m)-forms" and are denoted by T n,m . The hermitian metric on Σ allows us to identify (n, m)-forms with (n−m, 0)-forms. Let∂ n : T n,0 ⊗F χ → T n,1 ⊗F χ be the basic operator,∂ * n : T n,1 ⊗ F χ → T n,0 ⊗ F χ be its hermitian adjoint and let ∆ (−) n = 2∂ * n∂ n be the corresponding laplacian. Let {φ a } be a basis for ker∂ n , the holomorphic sections of T n,0 ⊗ F χ . The basis can be chosen to be independent of conformally scaling the fiducial metric by e 2σ , i.e., it only depends on the complex structure. Because of the hermitian metrics on K and F χ , ker∂ * n ⊂ T n,1 ⊗ F χ ≈ T n−1,0 ⊗ F χ and may be identified with the holomorphic sections of∂ 1−n :
χ . We also have the dual space identification
Let {ψ α } be the holomorphic sections of
χ (chosen to be independent of the conformal factor σ). The conformal anomaly implies that under an infinitesimal conformal change of the metricĝ → e 2(δσ)ĝ we have [13] δ σ log det ∆
The term inside the parentheses on the left hand side of the equation is the Quillen metric of the determinant line bundle DET(∂ n ). The determinant term associated with ker∂ * n appears in the denominator because of the dual space identification given in eq. (3.1). This formula is valid for 2n ∈ Z. Note that the right hand side is independent of F χ .
The Ray-Singer torsion results correspond 4 to the case n = 0. Let χ and χ be two non-trivial characters. For both characters, ker∂ 0 = {0} and dim ker∂ * 0 = g − 1.
Also the metric on T 1,0 ⊗ F −1 χ is independent of the conformal factor and therefore the term det ψ α , ψ β in the left hand side of (3.2) does not change under a conformal variation. Putting all this information together gives
This is the Ray-Singer result for complex analytic torsion on Riemann surfaces. It says that the ratio (det ∆
0 (χ )) only depends on the complex structure. An immediate consequence of (3.2) is Theorem 3.1 (Generalized Ray-Singer Torsion on Riemann Surfaces). Consider a collection {(n r , χ r , k r )} N r=1 where 2n r ∈ Z, χ r : π 1 (Σ) → S 1 is a character, and k r ∈ Z. If this collection satisfies
only depends on the complex structure and is independent of the choice of hermitian metric on Σ.
The two best known examples of this theorem in string theory are the 26 dimensional bosonic string [14] with {(0, 1, 26/2), (−1, 1, −1)}, and the 10 dimensional superstring [15] with collection
associated with 10 bosons, 10 Majorana fermions, diffeomorphisms (vector fields), super-diffeomorphisms (square root of vector fields). In the above χ can be any character corresponding to a spin structure.
Ray-Singer Torsion for Spinors
We can be very explicit in general genus in the case of spinors. Pick a reference point P 0 ∈ Σ and in the standard fashion identify J 0 (Σ) with J g−1 (Σ) as discussed in Appendix B. The character χ corresponds to a point u ∈ J 0 (Σ). There is a special spin structureŜ such that the determinant of the laplacian acting onŜ ⊗ F χ is given by (7.20) where u ∈ J 0 (Σ) is the point corresponding to F χ . This example shows that (det ∆(u))/(det ∆(u )) only depends on the complex structure in agreement with the generalized Ray-Singer theorem.
We introduce the notation
for convenience and define subvarieties V 0 , V 1 , V 2 , . . . of J 0 (Σ) where V k is the set of points u ∈ J 0 (Σ) where dim ker D(u) = k. Note that the theta divisor is given by Θ = ∪ ∞ k=1 V k . Because the Dirac operator has index zero, the matrices ψ α , ψ β and φ a , φ b are the same size. We have seen that if u, u ∈ V 0 then Q(u)/Q(u ) is independent of the choice of hermitian metric on Σ. Similarly, if u ∈ V k and v ∈ V l then Q(u)/Q(v) will be independent of the choice of hermitian metric on Σ.
In general, φ a is a holomorphic section ofŜ ⊗ F χ and ψ α is a holomorphic section ofŜ ⊗ F −1 χ . When F χ corresponds to a semi-characteristic so thatŜ ⊗ F χ is a spin structure, F 2 χ is the trivial bundle. Thus F χ ≈ F −1 χ and we can identify the determinants in the denominator of (3.4) . In the generic case where all the odd spin structure are in V 1 we have the explicit computations (7.23) (an example involving V 0 and V 1 ), and (7.24) (an example only involving V 1 ).
The Bosonic Determinant
We rewrite our key formula [BEG, (4.12) ] by changing the orientation of the surface z →z. Now the semiclassical partition "function" (section) becomes
We integrate over the space of constant maps M . We assume the odd spin structure δ is generic, so ker ∂ δ is 1-dimensional and chose a non-zero element in the kernelh δ ∈ Λ 0,1/2 (Σ) and alsoN δ ∈ C such thath δ /N δ has norm 1. Hencē
with R the curvature 2-form of M pulled back via the constant map X.
Z sc depends on a metric g on Σ and an odd spin structure δ. In the Section 6 we review how a choice of symplectic basis b for H 1 (Σ, Z) fixes an even spin structure
Adding an appropriate element w ∈ H 1 (Σ, Z 2 ) gives an odd spin structure so
. In BEG we showed that
See the Introduction for the definitions of the terms except for z κ that can be found in Appendix B. Riemann surface theory [8] gives us an explicit expression for the square of the spinor:
Formula (4.1) contains a specific 1-form with curvature zero. The flatness arises because the 1-form is the product of the pullback of the curvature on the target space M by the constant map, and the square of the anti-holomorphic spinor.
It is useful to consider the family of operators
The determinant line bundle L = DET D → J 0 (Σ) has a Quillen hermitian metric with connection ν and curvature dν given by the standard translationally invariant polarization form on J 0 (Σ). It also has a unique holomorphic cross section (up to scale), see [BEG, Appendix C].
The computation of the bosonic determinant in (4.1) involves three steps.
1. In Section 4.1 we will lift L and its holomorphic cross section to the covering space H 0,1 (Σ) of J 0 (Σ), then trivialize the lift hence making the cross section a function which we will identify as a ϑ-function. 2. In Appendix B, we use elliptic analysis to study L and its unique holomorphic section. 3. Combining the two previous items leads to a formula for the aforementioned determinant after studying a PDE as discussed in [BEG, Section 6].
Trivializing the Determinant Line Bundle
Remember 5 that the jacobian is defined by J 0 (Σ) = H 0,1 (Σ)/L Ω . We identify H 0,1 (Σ) with C g by choosing a basis of H 0,1 (Σ) given by formula (4.4) with z j the coordinates of C g . With this convention the lattice L Ω ⊂ H 0,1 (Σ) is given by (4.5).
With these conventions, the quasiperiodicity of the theta function are associated with z → z + m + Ωn. The jacobian torus defined above is the dual torus to the one normally used by algebraic geometers. If (α j , β k ) is a symplectic basis for H 1 (Σ, R) in terms of harmonic 1-forms then the abelian differentials are given by
There is a hermitian inner product on H 1,0 (Σ) and therefore there is a conjugate linear isomorphism with H 0,1 (Σ) that identifies the basis vectors ω i with k (Ω −Ω) jkωk up to an overall normalization.
Let π : H 0,1 (Σ) → J 0 (Σ) be the standard projection and define the pull back line
has the property that 0 = d(ν − ρ) =∂(ν − ρ). In [BEG, Section 6] we used the flat connectionν − ρ to trivializeL. We briefly review a slight modification of that discussion here. LetL 0 be the fiber over 0 ∈ H 0,1 (Σ). To identify the fiberL 0 with C we choose an arbitrary non-zero pointσ 0 ∈L 0 . Given two points A 0 , A 1 ∈ H 0,1 (Σ), an integral
· · · is always taken along the straight segment 6 joining the two points.
We defined the flat trivialization ϕ :L → H 0,1 (Σ) × C by using the flat connectioñ ν − ρ to give us a holomorphic trivialization. More explicitly, let σ be a point in the fiber ofL over A then parallel transport σ along the straight segment from A to 0 to obtain a point σ 0 ∈L 0 . The trivialization map is ϕ : σ → (A, σ 0 /σ 0 ). Abusing notation slightly, we write
To make things more standard we defined a slightly different trivialization that we called the standard trivialization Φ by multiplying the above by a non-vanishing holomorphic function on C g . The standard trivialization is defined by
If s is any section of L and ifs = π * s is the pull back section toL thens(A+B) =s(A) for any lattice vector B. Consequently the pull back of any section of L in the trivialized bundle (trivialized by the standard trivialization) is represented by a function Φs with quasi-periodicity properties
The above is the standard transformation law for a theta function with lattice character The line bundle L = DET(D) → J 0 (Σ) has a unique holomorphic section θ κ up to scale. The results above state that the pullback section π * θ κ onL = π * L is related to the ϑ-function on the trivialized bundle
It is explicit from the above that the lift of the divisor Θ κ of θ κ to H 0,1 (Σ) is the same as the zero set of ϑ[κ](·).
Symplectic Action
Facts About the Symplectic Group
Let Λ = A B C D ∈ Sp(2g, F) for some field F. Then
Thus A t C and B t D are symmetric matrices and
is a left inverse hence
Multiply the first of (5.3) on the right by
These equations may be written in matrix form (after transposing the second group) as
Since the matrix on the right is invertible the one on left must be the zero matrix giving (5.3b).
Transformation Laws
Pick a symplectic basis (a j , b k ) for H 1 (Σ, Z) and represent the dual basis via harmonic differentials (α j , β k ) . The standard normalized holomorphic abelian differentials are given by ω j = α j + k Ω jk β k where Ω is the period matrix. The action of Λ = A B C D ∈ Sp(2g, Z) gives new bases 7 (a , b ) and (α , β ):
Under the symplectic action
where ω is the row vector (ω 1 , . . . , ω g ). The covering space of the jacobian torus J 0 (Σ) is C g . In terms of standard coordinates on C g , the jacobian torus is given by the identifications z ∼ z + m + nΩ where we write the coordinates as a row vector. Under the action of Λ, the transformed torus is described by z ∼ z + m + n Ω so that
Note the Sp(2g, Z) invariance:
According to Fay [7, 16] a theta function with generic characteristics transforms under symplectic transformations by
where ε : Sp(2g, Z) → Z 8 is a phase independent of z and Ω,
In the above (AB t ) d means the diagonal entries of the matrix product as a column vector. We do not need an explicit form for the symmetric matrix Q ij because the condition 1 2 p 1 (M ) = 0 eliminates that term in our computations. Later we show that transformation law (5.11) is equivalent to the transformation law for quarfs (6.5) .
Let δ be the odd theta characteristic for a spin structure with holomorphic spinor h δ . As noted in the introduction
If H(Ω) is the Hodge matrix associated with period matrix Ω, then
In our applications the object that enters is not the holomorphic section of √ K δ but the anti-holomorphic section of
Using the complex conjugate of (5.13) gives
Thus the standard coordinates for (h δ ) 2 and the standard coordinates forh 2 δ are related by
This differs by a scale from the standard relationship (5.7) for the coordinates between corresponding points in H 0,1 (Σ) under the action of Sp(2g, Z). To work out the transformation properties of z κ /ϑ[κ](·) we use: (1) the relation (B.4), (2) Remark Appendix B.3, (3) M is a string manifold, (4) equation (4.2) has a factor that involves M . Putting all these observations together gives Theorem 5.1. Let M be a string manifold with dim M = 2n, if Λ ∈ Sp(2g, Z) is represented by f ∈ Diff(Σ), then under the action of f we have
For a generic odd spin structure δ, the determinant line bundle DET(∂ δ ) is the line bundle dual to the complex line bundle generated byh z
represents a section of the line bundle
odd (Σ). A drawback of the two theorems above is that the integrals are not holomorphic. They will be reformulated shortly to behave in a more holomorphic form analogous to the genus 1 case. To do this we have to understand the transformation of fermion determinants under the geometric symplectic action. Much of our intuition draws from the genus 1 case and Appendix C is devoted to it and the insights it gives for higher genus. We hope this review of the genus one case will be illuminating.
Quadratic Refinements and Spin Structures
Introduction
A choice of symplectic basis for H 1 (Σ, Z) gives a period matrix Ω, normalized holomorphic abelian differentials, and a spin structure √ K; see Appendix B. The group Sp(2g, Z) operates on H 1 (Σ, Z) and H 1 (Σ, Z 2 ) and so induces an operation on spin structures. To see this action explicitly on Teich 1/2 (Σ) we introduce the space of quadratic refinements of cup product on
which are called quarfs. Though these objects are well known, we give an expository account of them. Following Atiyah [9] , we exhibit a map from spin structures to quarfs. Both spaces are principal homogeneous spaces of H 1 (Σ, Z 2 ) and the map commutes with the action of H 1 (Σ, Z 2 ). Quarfs will help us compute how Sp(2g, Z) acts on Teich 1/2 (Σ).
Quarf Primer
Let V be a Z 2 vector space and let b be a nondegenerate bilinear form on V . A quadratic refinement (quarf) of b is a function q : V → Z 2 with the property that
The definition implies that b is a symmetric bilinear form and b(v, v) = 0. Let T z be translation by z ∈ V and let q z = q • T z . q z is a quarf:
Also ifq r (v) = q(v) + r with r ∈ Z 2 thenq r is a quarf because 4r = 0. Let Q 0 be the quarfs with q(0) = 0 and let Q 1 be the quarfs with q(0) = 1. Let q 1 , q 2 ∈ Q 0 or let q 1 , q 2 ∈ Q 1 then λ = q 2 − q 1 satisfies (1) λ(0) = 0 and (2) λ(v + w) = λ(v) + λ(w). Over the field Z 2 , the two conditions above imply that λ is a linear functional, i.e., λ is in V * , the dual space of V . Thus the number of distinct quadratic forms is 2 dim V for both Q 0 and Q 1 . Also since b is non-degenerate there exists a t ∈ V such that λ(v) = b(v, t).
The right hand side is independent of v and the bilinear form is non-degenerate therefore w = 0. Theorem 6.2. Let q and q be quarfs; then there exists a w ∈ V such that q w = q • T w = q + where = q (w) + q(0).
Proof. q (v) − q (0) and q(v) − q(0) are in Q 0 so their difference is in V * and given by b(v, t) for some t ∈ V . Hence
Choose w = t so that q w = q + where = q (w) + q(0).
In general T z does not act on Q 0 or Q 1 because q(0) is not necessarily the same as (q • T z )(0) = q(z). This can be easily fixed by defining µ z : Q 0 → Q 0 and ν z : Elementary row and column operations (done symmetrically and using the upper left block) can be used to define a new basis where S = 0. The problem is now reduced to finding a symplectic basis for b , the 2(g − 1) dimensional case.
Choose a fixed symplectic basis (α j , β k ) and define the basic quarfq bŷ
It is easy to verify thatq is a quarf.
Theorem 6.4.q has 2 g−1 (2 g + 1) zeroes and takes the value 1 at 2 g−1 (2 g − 1) points.
Proof. Easily proved by induction on g.
If (x · y) 2g = 0 then either (x · y) 2(g−1) = 0 and x g · y g = 0; or (x · y) 2(g−1) = 1 and x g · y g = 1. Therefore the total number of zeroes is 2
In our case the 2g dimensional vector space V = H 1 (Σ, Z 2 ). If ξ, η ∈ H 1 (Σ, Z 2 ) let ξ ∧ η denote the cup product. If 1 2 is the generator of H 2 (Σ, Z 2 ) ≈ Z 2 then we write ξ ∧ η = (ξ ∪ η)1 2 . Our symplectic basis (α, β) for H 1 (Σ, Z 2 ) is the mod 2 reduction of the dual symplectic basis in (5.4), still denoted by (α j , β k ). The basic quarfq is given byq
The following two corollaries will connect quarfs to spin structures.
Corollary 6.5. Letq be the basic quarf; then every quarf q can be put into the form q =q • T w + q(w) for some w ∈ V . The quarf q has 2 g−1 (2 g + 1) zeroes if and only if q(w) = 0, and 2 g−1 (2 g − 1) zeroes if and only if q(w) = 1.
Proof. The first part is an immediate consequence of Theorem 6.2. The second part follows from Theorem 6.4 and the observation thatq • T w has the same number of zeroes asq.
Corollary 6.6. The map w →q • T w is a bijection onto the set of quarfs with 2 g−1 (2 g + 1) zeroes.
Proof. Injectiveness is a consequence of Theorem 6.1 and surjectiveness is a consequence of the previous corollary.
This corollary can be restated: The set of quarfs with 2 g−1 (2 g + 1) zeroes is a principal homogenous space for V .
Quarfs and Spin Structures
In [9] , M.F. Atiyah, gives a map from spin structures (square roots of the canonical bundle K of Σ) to quadratic refinements (quarfs). Note that such square roots are a principal homogeneous space of H 1 (Σ, Z 2 ) which is isomorphic to flat line bundles whose square is the trivial bundle. Choose a square root S of K then the associated quarf q S at w is the mod 2 index of∂ ⊗ I S⊗Fw where F w is the square root of the trivial bundle determined by w ∈ H 1 (Σ, Z 2 ). Atiyah shows that q S is a quarf:
For even spin structures q S (0) takes the value 0 and for odd spin structures the value 1. Atiyah also shows that q S has 2 g−1 (2 g + 1) zeroes.
Theorem 6.7. There is a unique even spin structureŜ such that qŜ =q.
Proof. Let S be any spin structure. Corollary 6.6 implies that there exists a unique w with q S =q • T w , and thatq = qŜ whereŜ = S ⊗ F w is an even spin structure.
The element w ∈ H 1 (Σ, Z/2Z) determines a spin structureŜ ⊗ F w . The theta characteristic δ ∈ 
Quarfs and Modular Transformations
In this section we describe how the symplectic group acts on spin structures. Fix a symplectic basis for H 1 (Σ, Z) and which gives the basic quarf on Σ. Consider the set of all spin structures over Met(Σ) and choose a metric g ∈ Met(Σ). We have shown that there is a unique spin structureŜ over g with the property that the associated quarf qŜ is the basic quarfq. The map f ∈ Diff(Σ) acts on H 1 (Σ, Z) as a symplectic transformation in Sp(2g, Z) and therefore induces an action on H 1 (Σ, Z 2 ) via Sp(2g, Z 2 ). Let g be the transformed metric f * g. There is a unique spin structure Ŝ over the g such that the associated quarf qŜ is the basic quarfq. In general
To compare spin structures at different metrics we use the basic quarf to single out the reference spin structures. This argument tells us that f * Ŝ andŜ differ by a square root of the trivial bundle F t characterized by t ∈ H 1 (Σ, Z 2 ):
The action on square roots of the trivial bundle is f
Below we express this equation explicitly when f * is represented by a matrix Λ. 5) and w = u v in terms of the symplectic basis. Also u · w = u · w and therefore Sp(2g, Z) maps even (odd) spin structure to even (odd) spin structures respectively.
Proof. Under f ∈ Diff(Σ), the spin structureŜ ⊗ F w goes to a spin structureŜ ⊗ F w and the action on H 1 (Σ, Z 2 ) is given by the symplectic transformation Λ ∈ Sp(2g, Z 2 ). Under the action of f we have
as a consequence of Corollary 6.6. Letting z = 0 we see that the even (odd) spin structureŜ ⊗ F w maps to an even (odd) spin structureŜ ⊗ F w . The displayed equation above is equivalent toq(z + w ) =q(Λ −1 z + w) which gives relations between w, w and Λ. The definition of quarfs giveŝ
Replacing the argument z above by z 1 + z 2 and using the defining properties of quarfs
. If Λ * is the adjoint with respect to the bilinear form b then Λ * Λ = I. The equation above may be rewritten aŝ
If we write z = 
; see also Section 6.5.
Showing that u · w = u · w (equivalent to the statement that odd (even) is mapped to odd (even) spin structures) is a simple algebraic computation requiring identities (6.9) and (6.10) whose proof we leave as an exercise.
Let Sp(2g, Z/2Z) be the mod 2 reduction of Γ 1 = Sp(2g, Z). We have the exact
where Γ 2 is the normal subgroup of Γ 1 given by
Let Γ 1,2 = {Λ ∈ Γ 1 |q(Λz) =q(z) mod 2} whereq is the basic quarf. Then Γ 2 ⊂ Γ 1,2 ⊂ Γ 1 , and
By (6.10), the conditions defining Γ 1,2 imply that (
e., F t is the trivial bundle. See equations (6.4) and (6.5). It follows that the action of f on a quarf is a linear transformation because the translation part of (6.5) vanishes.
The Spinor Determinant
In our invariant the term (det ∂ δ /N 2 δ ) n appears where δ is an odd spin structure and dim M = 2n. We show that this term is related to the determinant section of the preferred spin structure and ϑ(0; Ω); see (7.34). A discussion that applies to even spin structures may be found in [16, Section 5] .
The idea is basically the following. Let J g−1 (Σ) be the jacobian torus associated with line bundles with first Chern class c 1 = g − 1. The∂ operator coupled to those line bundles has index zero and therefore there is a determinant line bundle with a canonical section, a Quillen metric, etc.. The curvature of the Quillen metric is the standard translationally invariant polarization form on the torus. This means that the determinant line bundle has a unique holomorphic section. The divisor for the determinant line bundle will be a translate of the Θ divisor on the jacobian. To analyze this problem we choose a fiducial spin structureŜ, and think of J g−1 (Σ) as {Ŝ ⊗ F | F ∈ J 0 (Σ)}. Equivalently a flat line bundle is equivalent to a flat connection and we can study the holomorphic family of operators D(A) =∂Ŝ + A 0,1 where A 0,1 ∈ H 0,1 (Σ) is a connection representing the flat line bundle F . The divisor of the section det D(A) will be the standard Θ divisor [16] .
How do we define det D(A)? This is discussed in detail in [16] and we provide a brief overview motivated by the path integral formulation of quantum field theory. Assume we have a chiral right moving Weyl spinor and a chiral left moving Weyl spinor coupled to our flat connection A. We know that this path integral can be regulated in a gauge invariant way yielding the answer det D(A) * D(A). If we only had a chiral fermion coupled to the vector potential then the answer should be det D(A) (ill defined for the moment). We expect that since we can put the right and left moving systems together into the path integral that det(D(A)
. The work of Quillen [6] shows that there is no holomorphic factorization and thus det D(A) cannot be a holomorphic function of A ∈ H 0,1 (Σ) if the determinant multiplication property is to be valid. In fact in [16, eq. (5.13)] it is shown that on the cover H 0,1 (Σ) of the jacobian J 0 (Σ), the section det D(z) is given by the theta function with general characteristic u v where z = Ωu + v:
In the above det D(0) = det∂(Ŝ). Because of the exponential factor the last expression above, det D(z) is not a holomorphic function of z = Ωu + v.
Bosonization Theorem for Odd Spin Structures
If an odd spin structure has semi-characteristic δ = Ωa + b, then we know that det D(δ) = 0. Consider det D(δ + z). Note that
and therefore
In the above we note that since δ is an odd spin structure 4a · b = 1 mod 2.
To connect with det ∂ δ /N 2 δ consider (det D * D)(δ + z) in perturbation theory near z = 0. Let λ(z) be the smallest eigenvalue. Since λ(0) = 0,
The best way to compute the left hand side above is to change viewpoint temporarily and think of D(z + δ) as a translate of∂ δ by a flat connection. Thus we define D(z) =∂ δ + A 0,1 acting on sections of the line bundle S δ associated with the odd semi-characteristic δ. Let φ(z) be the eigensection of D * D(z) with eigenvalue λ(z). Note that φ(0) = h δ which a the holomorphic section of∂ δ . We now do perturbation theory. Begin with the equation
and differentiate:
Evaluating the above at z = 0 gives
Taking the inner product with h δ gives
Insert this into the previous equations to obtain
To show that ∂ 2 λ(0)/∂z i ∂z j = 0, differentiate (7.6) one more time and obtain
Evaluate this expression at z = 0 and take the inner product with h δ to get the desired result. Note that since the eigenvalue λ(z) is real, ∂ 2 λ(0)/∂z i ∂z j = 0, easily corroborated by differentiating (7.7).
Finally we consider the term ∂ 2 λ(0)/∂z i ∂z j . Differentiate (7.6) with respect toz j and obtain
Evaluating at z = 0 and regrouping terms gives
Let ψ δ ∈ ker∂ * δ then (7.11) tells us that there exist constants r i ∈ C such that
Taking the inner product with ψ δ and using∂ * δ ψ δ = 0,
Next we manipulate (7.15):
where we used∂ * δ ψ δ = 0. We rewrite this as
Note that as required, the answer is independent of how we scale h δ and ψ δ and that the second derivative factorizes. We now derive a simple formula for (7.18). Observe that∂ δ : Λ 1/2,0 (Σ) → Λ 1/2,1 (Σ) ≈ Λ 1/2,0 (Σ) * and that the hermitian inner product on our line bundles gives us a conjugate linear isomorphism between Λ 1/2,0 (Σ) and Λ 1/2,1 (Σ). Hence we can identify h δ with ψ δ and
Thus (7.18) becomes
The Taylor series of the above is
Since for a normalized spinorĥ δ we defined h δ = N δĥδ and therefore |N δ | 2 = h δ , h δ we have
This formula says that if δ and are odd spin structures then
In other words the function det (∂ *
descends to a function on Teich(Σ).
This leads to a new result about bosonization for odd spin structures. The standard bosonization result [17] is that for every even spin structure β
If we compare this with (7.23) we see that for every odd spin structure δ
Trivializing
We discuss the trivialization of the determinant line bundle for the Dirac operator over spin Teichmuller space Teich 1/2 (Σ) and in the process we clarify what we mean by det∂ throughout much of this article. Teich(Σ) is a convex space with the topology of (R × R + ) 3g−3 and therefore line bundles are trivializable. Spin Teichmuller space Teich 1/2 (Σ) and spin moduli space M 1/2 (Σ) are respectively finite covers of Teichmuller space Teich(Σ) and moduli space M(Σ) with projection maps π and π 1/2 . They are related by the following commutative diagram: The vertical arrows correspond to forgetful functors that ignore the spin structure information.
Consider the conformal field theory of two chiral (1/2, 0) fermions 9 . According to Friedan and Shenker [10] , the expectation value of the energy momentum tensor T zz (dz) 2 of that conformal field theory gives a flat hermitian connection A on a holomorphic line bundle over spin moduli space It follows from the definition of spin Teichmuller space that Teich 1/2 (Σ,q) is isomorphic to Teich(Σ) and we implicitly think of the trivialized line bundle as being Teich(Σ)×C.
We trivializeL → Teich 1/2 (Σ) by embedding Teich 1/2 (Σ) in Teich(Σ) × J 0 (Σ) as depicted in Figure 1 . Fix a point τ ∈ Teich(Σ) and consider the family of operators ∂(Ŝ ⊗ F ) were F ∈ J 0 (Σ) is a flat line bundle andŜ is the spin structure associated with the basic quarfq. By going to the cover H 0,1 (Σ) of J 0 (Σ) we can trivialize the family using a parallel transport method analogous to the one discussed in Section 4.1. We can restrict to the half lattice points in H 0,1 (Σ) and we obtain that if δ =
according to (7.1). For the moment det∂(Ŝ) is a point on the fiber of the determinant line atŜ ∈ Teich 1/2 (Σ,q) over the point τ ∈ Teich(Σ). Next we use the trivialization ofL(q) → Teich 1/2 (Σ,q) previously described and this is how we interpret the determinant section. Since we have the Quillen metric, det∂(Ŝ) is known up to a phase.
Our conformal field theory of chiral spinors is associated with the determinant line bundle L → M 1/2 (Σ) with holomorphic partition section Z. This holomorphic section satisfies the parallel transport equation ∂ M 1/2 (Σ) Z + AZ = 0, and can be pulled back to a section
In the trivialization just described, Z becomes a function that we denote by det∂. Note that after restriction to Teich 1/2 (Σ,q), the holomorphic determinant section det∂(Ŝ) satisfies the parallel transport equation ∂ Teich(Σ) det∂ + A det∂ = 0.
Let D → Teich 1/2 (Σ) be the trivialized determinant line bundle as described in the previous paragraphs.
is a circle bundle because f acts isometrically. Consider the section det∂ of D. Since f acts by isometries, f * (det∂) f * D = u · (det∂) D where u is a section of C and |u| = 1. Since the determinant sections vary holomorphically over Teich 1/2 (Σ), u is a constant section. The dependence of u on f is only through Λ since we have already taken into account the action of the normal subgroup Diff 0 (Σ).
Defining det ∂
Having trivialized the bundle, we can define det ∂ by exploiting the embedding of
and we can take an approximate "holomorphic square root"
In the above we introduced an arbitrary phase ψ. The subleading terms will not have holomorphicity properties. Thus we can define det ∂ δ by mimicking 10 (7.4) and defining
We compute the above with the result
The arbitrary phase in the normalization factor N δ can be chosen so that e iψ = 1 and
This agrees with explicit results in genus one.
Geometric Symplectic Action on Determinants
Quillen Isometry
The determinant for the Dirac laplacian is given by
whereŜ is the spin structure described by the basic quarfq and δ = 1 2 w mod Z, see (7.21) .
Let Λ ∈ Sp(2g, Z) and let f ∈ Diff(Σ) be a representative for Λ. Because of the functorial properties of∂, the eigenvalues are preserved under the action of f and we conclude that
Remark 8.1. Equation (8.2) states that the diffeomorphism f acts as an isometry with respect to the Quillen metric on the f -related determinant line bundles.
Remark 8.2. The Quillen isometry is more general: if F w is replaced by an arbitrary flat line bundle F χ corresponding to character χ, then (8.2) is still valid.
Using the notation that
w , etc., a straightforward computation gives
Determinant Section for Spin Bundles
In this section we study in more detail the Quillen isometry. Remark 8.2 tells us that in general we expect a relationship
A difficulty with the above isŜ ⊗ F χ is an odd spin structure then the determinant sections vanish and it is not clear that the phase can be defined. In this section we develop a limit process that uniquely determines the phase for an odd spin structure. Fix a symplectic basis for H 1 (Σ, Z). Let F χ be the flat line bundle specified by character χ. We use F χ as a perturbation and assume it is close to the trivial bundle. Identify the character χ with a point ζ near the origin of C g . The assignment of ζ is given by the standard coordinates on H 0,1 (Σ), the cover of J 0 (Σ). We abuse notation and denote F χ by F ζ . LetŜ ⊗ F w be an odd spin structure, w ∈ H 1 (Σ, Z/2Z). Trivializing the determinant line bundle over H 0,1 (Σ) for the family of∂ operators acting onŜ ⊗ F ζ gives
using 11 (7.3) and (7.2).
11 The algebraic geometry ϑ-function conventions use semi-characteristics δ = 1 2 w ∈ 1 2 Z/Z. At times we abuse notation using w and δ interchangeably. Shifting δ, ζ by a lattice vector may lead to phases in the formula above.
Let f ∈ Diff(Σ) that represents Λ ∈ Sp(2g, Z). Since f acts as an isometry on the determinant line bundles, see Section 8.1, we obtain
where ξ is a phase and F t is the "translational shift" flat line bundle discussed previously.
Observe that It is constant along the fibers in the covering Teich 1/2 (Σ) → Teich(Σ) in the sense that for even spin structures we use result (7.29) and for odd spin structures we use (7.34) . For this reason we can think of ϑ(0; Ω)/ det∂(Ŝ) as defined on Teich(Σ) as a higher genus generalization of the Dedekind η-function.
Remark 8.5. Even in genus one, the computation of the modular transformations properties of the Dedekind η-function using the geometry of determinant line bundles is a very technical exercise [18] .
If in (8.5),Ŝ ⊗ F w is an odd spin structure and z = 0 then we expect that e iξ(w;Λ)
is not well defined because the determinant sections vanish. Below, the flat bundle F z in (8.5) is used to determine e iξ(w;Λ) via a limit process forŜ ⊗ F w an odd spin structure. First we note that
where we used (7.34). Next, using the notation F w = F t ⊗ F f * w and F z = F f * z we compute
Combining the above with (5.13) gives the interesting "isometry" relation that
This result can be used to determine e iξ(δ,Λ) for an odd semi-characteristic δ:
Proof. Use (7.34) and (8.6) to observe
Comparing (8.11) and (8.8) yields the desired result (8.10).
Computing ξ(0, Λ)
In this discussion we consider the conformal field theory with two (1/2, 0) chiral fermions. The "partition function" Z of this CFT is the determinant section of the determinant line bundle over spin moduli space. The pullback section Z has the property that Z(S) = Z(f · S) (8.12) where S ∈ Teich 1/2 (Σ) and f ∈ Diff(Σ). We consider the case where we have a diffeomorphism f that represents 12 Λ ∈ Γ 1,2 . This diffeomorphism maps Teich 1/2 (Σ,q) to itself because of the definition of Γ 1,2 . LetŜ ∈ Teich 1/2 (Σ,q) then using (8.12) and trivialization (7.28) we conclude that
We obtain the result det∂(f ·Ŝ) = det∂(Ŝ) exp The holonomy is independent of the choice of representative f ∈ Diff(Σ) chosen for Λ.
Remark 8.7. Because S 1 is abelian, the set of maps of π 1 (M 1,2 (Σ) → S 1 is the same as the set of maps
, a torus T . Therefore our map hol is a homomorphism from Γ 1,2 to the torus T . Our theorem states that e iξ(0,Λ) = hol(Λ) −1 ∈ T . We will denote e iξ(0,Λ) by t Λ ∈ T . We can also interpret e inξ(0,Λ) by defining hol
Remark 8.8. The original proposal relating global anomalies to holonomy is due to Witten [20] .
Main Results
As we noted in the introduction, the purpose of this paper is to extend the results of BEG, where we had a theory over Teichmuller space, to a theory over moduli space.
We will denote the dependence of Z sc on a string manifold M and a spin structure S by Z sc (M, S). Remark 8.9. Z sc (M, S) is a function on Teich 1/2 (Σ) and the map M → Z sc (M, S) is a homomorphism from string cobordism MString * to functions on Teich 1/2 (Σ), i.e., a genus.
It turns out it is useful to define a function Φ by
The map M → Φ(M, S) is also a genus from MString * to Teich 1/2 (Σ). Formula (4.2) for Z sc contained det ∂ and not det ∂ , therefore we have to take the complex conjugate. Using the notation of (4.2) we find the transformation law
A drawback of Theorem 5.1 is that the integral is a combination of objects that vary holomorphically and objects that vary anti-holomorphically with respect to Teichmuller space. For example Ω varies holomorphically whileh 2 δ varies antiholomorphically. Next we try to group terms together in such a way as to try to be as holomorphic as possible. In particular we remind the reader that our path integral viewpoint acts as a guide to our final result. We use the Belavin-Knizhnik theorem to formally factorize the determinants and also we invoke (7.34) . With this in mind we make two substitutions in (4.2):
The expression for Φ now becomes
Using (5.15), (8.6) and (5.18) we obtain Theorem 8.10. Let M be a string manifold with dim M = 2n; if Λ ∈ Sp(2g, Z) is represented by f ∈ Diff(Σ), then under the action of f we have
Corollary 8.11. Let M be a string manifold with dim M = 2n; if Λ ∈ Sp(2g, Z) is represented by f ∈ Diff(Σ), then under the action of f we have 2 is a character of
Theorem 8.12. Let M be a string manifold with dim M = 2n = 4k; if Λ ∈ Γ 1,2 ⊂ Sp(2g, Z) is represented by f ∈ Diff(Σ), then under the action of f we have
Note that ε(Λ) 2n = ±1 and e inπφ(δ,Λ) = ±1.
If dim M = 2n = 8l then e inπφ(δ,Λ) = 1, e inπξ(δ,Λ) = e inπξ(0,Λ) , and ε(Λ) 2n = 1; and we find Theorem 8.13. Let M be a string manifold with dim M = 2n = 8l; if Λ ∈ Γ 1,2 ⊂ Sp(2g, Z) is represented by f ∈ Diff(Σ), then under the action of f we have
The transformation laws above do not depend on the choice of spin structure δ.
Remark 8.14. We interpret (8.24) as saying that Z sc is a modular function with multiplier t −n Λ ; see Remark 8.7 for notation. Remark 8.15. We interpret (8.23) as saying that Φ is a modular form with weight n and with multiplier t
−3n
Λ .
with γ a loop with basepoint P 0 , then µ → χ µ induces the isomorphism of
L Ω = H 0,1 (Σ) will be described differently in the paragraph below. The covering space of J(Σ) = J 0 (Σ) is H 0,1 (Σ). We chose a standard basis (ω 1 , . . . ,ω g ) of H 0,1 (Σ) obtained from a choice of symplectic basis (a j , b k ) of H 1 (Σ, R) so that a i ω j = δ ij . We remind the reader that the Riemann period matrix Ω ij = b i ω j with imaginary part (Ω ij −Ω ij )/2i that is positive definite and in fact equal to ω i , ω j . Then ω i = α i + Ω ij β j where α and β are the harmonic representatives dual to the a and b cycles. We write a point in H 0,1 (Σ) as (u j + iv j )ω j where u and v are real. One can easily verify that H 0,1 (Σ) is represented by 2 (m + Ωn) j (Ω −Ω)
In particular a spin structure √ K, where K is the canonical bundle of Σ, gives m √ K : J 0 (Σ) → J g−1 (Σ) with g the genus of Σ. Similarly for P 0 ∈ Σ let L P 0 be the line bundle with divisor P 0 so that
is an isomorphism. The complex structure on J r is chosen such that m L is holomorphic.
One can construct a Poincaré line bundle Q r over J r (Σ) × Σ whose restriction to each fiber {L} × Σ is the line L ∈ J r (Σ). The holomorphic line bundle Q r over J r (Σ) × Σ is determined only up to a line bundle on J r (Σ) pulled up to J r (Σ) × Σ. A choice of point P 0 ∈ Σ determines Q r by stipulating that
instead. Let∂ ⊗ I Qr be the family of∂ operators parametrized by Q r . Suppose M is a holomorphic line bundle on J r (Σ) which pulled up to J r (Σ) × Σ is M. Suppose we have modified our choice of Poincaré line bundle Q r by Q r ⊗ M. One can show the determinant line bundle of the family∂
The choice of r = g−1 is special because the index of the operator∂⊗I L , L ∈ Q g−1 , is zero. Generically the operator∂ ⊗ I L is invertible. Let V = {L ∈ J g−1 (Σ) |∂ ⊗ I L is not invertible}. V is a variety in J g−1 (Σ), in fact the divisor of the line bundle DET(∂⊗I Q g−1 ). Of course, V is also {L ∈ J g−1 (Σ) | L has a nonzero holomorphic section}. Another description of∂ ⊗ I Q g−1 is obtained by choosing a spin structure, a √ K, which we denote by Λ 1/2,0 (Σ). m √ K maps J 0 (Σ) to J g−1 (Σ) and the family becomes a family over J 0 (Σ), namely∂ :
to compare DET(∂ ⊗ I Q g−1 ) with DET(∂ ⊗ I Q 0 ), the latter our line bundle L over J 0 (Σ). The Grothendieck-Riemann-Roch theorem implies that
13 The standard basis {ω j } of H 1,0 (Σ) identifies H 1,0 (Σ) with C g . Algebraic geometers [8, p. 143 ] identify H 1 (Σ, C) with C g using the Abel map. As a consequence the lattice L Ω ⊂ C g is the dual torus to the algebraic geometers' Jacobian torus.
is isomorphic to L. Although it is well known that H 0 (L, C) has complex dimension one, i.e., the holomorphic sections of L form a one dimensional subspace [BEG, Appendix C]. We now want to identify a properly normalized holomorphic section of L with a ϑ-function.
First identify J 0 (Σ), the universal cover of J 0 (Σ), with C g using the basis {ω j }, where we have defined the Riemann theta function ϑ and its divisor. Let L ϑ be the holomorphic line bundle over J 0 (Σ) whose divisor pulls up to the divisor of ϑ. We learn from Riemann surface theory that there exists a spin structure √ K ∈ J g−1 (Σ) such that L ϑ = m * √ K DET(∂ ⊗ I Q g−1 ). Put another way, m √ K (divisor of L ϑ ) = V. The spin structure is the one determined by the choice of symplectic basis of cycles in H 1 (Σ, R). In fact, the spin structure √ K has quarf the basic quarfq described in Section 6.3. See also [8, pp. 162 ].
Putting these two facts together gives L m
The flat line bundle K −1/2 L g−1 P 0 lies in J 0 (Σ) and is in fact κ where κ is the Riemann constant, see [8, p. 166] 14 we have that Θ = W g−1 − κ. The divisor W g−1 is the image of Sym g−1 (Σ) under the Abel map, i.e., the image in J 0 (Σ) of line bundles L of Chern class g − 1 that have a holomorphic section 15 . Note that the origin O ∈ J 0 (Σ) is in W g−1 (it is the image of (P 0 , . . . , P 0 )). Riemann's Theorem then tells us that −κ ∈ Θ but Θ is symmetric therefore κ ∈ Θ. We have that ϑ[±κ](0) ∝ ϑ(±κ) = ϑ(κ) = 0.
Note that ϑ[κ](0) = 0 if κ is an odd characteristic. Mumford [22, p. 3.82] , and Farkas and Kra [23] discuss that in hyperelliptic surfaces, κ will be even or odd depending on the genus. If κ is even then ϑ[κ](·) has a double zero at the origin and this has implications on the number of zero modes of the Dirac operator. All genus 2 surfaces are hyperelliptic and κ is an odd characteristic. 
