Data mining algorithms use various Trie and bitmap-based 
Introduction and Related Work
Calculating itemset support (or frequency counting) is a fundamental operation that directly impacts space and time requirements of many widely used data mining algorithms. Some data mining algorithms (i.e., frequent itemset mining [1] ) are only concerned with identifying the support of a given query itemset, while others (i.e., pattern-based clustering algorithms [14, 15, 17] ) must in addition identify the transactions that contain the query itemset.
First generation data mining algorithms used the basic Trie data structure to facilitate fast itemset support counting. A number of researchers like [13, 16] proposed optimizations to improve support counting using Trie even further. More recently, researchers also started to address Trie's overwhelming (possibly exponential in depth [10] ) space requirements. With FP Tree, Han et. al. [2] eliminated the need to insert each transaction into all paths corresponding to the subsets of the transaction by first preparing a global FList [2] , and then inserting transactions to the Trie in the order of this list. In another approach, Yang et. al. [10] first generated a Binary Trie that limits the branching factor to 2 by considering presence or absence of all items in each transaction. All degree-1 nodes in the Trie are later merged with their children to obtain a Compressed Patricia Trie.
As an alternate to Trie-based representations, a number of recent approaches [11, 12, 15, 18] represented the dataset as a set of uncompressed bitmaps (i.e., vertical bit vectors). In these approaches, a bitmap is generated for each item in the dataset, where each bit represents presence or absence of the item in a transaction. Support is calculated by ANDing bitmaps of all items in the itemset, and counting the number of one-bits in the resulting bitmap. Transactions containing the query itemset are also readily available in the resulting bitmap. However, vertical bit vectors may still have high space requirements because for a dataset containing n transactions and m items, the amount of space needed is always m x n bits.
Contributions
In an attempt to find a space and time efficient dataset representation for fast support counting, that also identifies corresponding transactions, we first identified similarities between the support counting problem and the problem of performing logical operations on equality coded index bitmaps in the VLDB domain. We then considered various compressed bitmap representations of database indices, and limit ourselves to schemes that allow efficient logical operations directly on two compressed bitmaps, resulting in a compressed bitmap. We evaluated the best of these representations (i.e., WAH compressed bitmaps [6, 9] , see [5] for details on support counting) against FP Tree, Patricia Trie, and uncompressed vertical bit vectors, both in terms of space requirements, and the query processing performance on more than a billion database and data mining style frequency queries. We then evaluated the effectiveness of recently proposed [7] pre-compression step of applying Gray code sorting to re-order transactions, on bitmaps representing 15 widely used datasets and found that this reordering scheme does not result in an optimal solution on real-life datasets, because of the large number of empty cells (section 2.2). We observe that in practice, even simple lexicographic ordering, obtained by applying Least Significant Bit Radix sort on transaction bitmaps, may outperform this scheme.
As a replacement, we propose two novel, Hamming-distance-based transaction reordering schemes (sections 2.3 and 2.4) with different space and time characteristics, and show (section 3.1) that these schemes increase the compressibility of bitmaps.
Increasing Bitmap Compressibility by Reordering Transactions
The amount of compression achieved by run-lengthbased compression schemes such as WAH encoding depends heavily on the availability of long sequences of 0 or 1 bits in the input bitmap. The best compression is achieved when the transactions are organized in a way that minimizes the total number of bit shifts across all columns. As an example, the original order of the transactions in Table 1 causes a total of 10 bit shifts across all columns. In contrast, the optimal ordering presented in the same table requires only six bit shifts, which represents a 40% reduction. Unfortunately, reorganizing transactions to achieve such an optimal ordering in general is same as the consecutive block minimization problem (or CBMP) which was proven NP-complete in 70's by Kou [3] . More recently, even a fairly restricted version of this problem which limits the number of 1's in each row to 2, called 2CBMP [4] , was also proven NP-hard.
Reordering rows using Gray code sorting
Pinar et. al. [7] named this problem as the "Tuple Reordering Problem", and proven it NP-Complete by providing a reduction from the Traveling Salesman Problem. They proposed a linear in time and space transaction reordering scheme that is based on Gray code ranks, and showed that the reordered bitmaps achieve better WAH compression.
Reordering rows using LSB Radix Sort
It is important to note that Gray code rank-based transaction reordering results in an optimal solution only if all cells are "full" [7] . This means that for a transaction dataset with c columns, an optimal solution is obtained when there is at-least one transaction covering each of the 2 c possible combinations, which is not realistic. Therefore, even on our toy dataset (Table  1) , applying Gray code rank-based reordering resulted in a small improvement.
As an obvious alternate, we evaluated linear-time Least Significant Bit (LSB) Radix sort [8] , with one bin for zero-bits and one bin for one-bits, resulting in a lexicographic ordering of transactions. We found (section 3.1) that lexicographic ordering outperforms the Gray code scheme on most of the real-life datasets. The dataset in Table 1 exhibits the same behavior.
HDO, a Greedy, Hamming-distance-based transaction reordering scheme
From Table 1 , we observe that both Gray code rankbased, as well as lexicographic reordering may not result in close to optimal solution. We propose HDO, a greedy algorithm that reorders transactions in a way that ensures a high degree of similarity between neighboring transactions (i.e., minimizes Hammingdistance), hoping that this greedy choice results in a near-optimal solution. In other words, for each position i, HDO finds a transaction t that is closest to the transaction at position i-1. If there is more than one such candidate, it selects the transaction that results in least impact on the number of existing fill runs [5] .
Definition 1 (inter-transaction distance): Let t i be a transaction at position i and t j be a transaction at position j, distance between t i and t j is defined as ) ( ) , (
The function countOneBits(bitmap) returns the number of 1-bits in bitmap. Furthermore, the smaller is the value of tDist between t i and t j , the closer are t i and t j to each other. If tDist = 0, bitmaps for t i and t j are exactly the same.
Example: Considering transactions T1 and T2 in Table 1 , tDist(T1, T2) = countOneBits(101 XOR 110) = countOneBits(011) = 2.
Definition 2 (set of least-distant transactions): Let S be a set of transactions and t be a transaction in S. Let S' is a subset of S that does not include t and some other transactions. The set CL t of transactions that are closest (i.e., least-distant) to t is obtained by:
Step 1: For each transaction x in S', calculate tDist(t, x) and store the outcome in list L. Additionally, track the minimum Distance value MIN.
Step 2: For each transaction x in S, add x to CL t iff tDist(t, x) = MIN.
Definition 3 (HDO): Let S be a set of transactions, assume that transactions S 1 to S i -1 are already in HDO. Let S' = {S} -{S 1..i-1 }, the next transaction S i is HDOrdered by:
Step 1: Using t = S i-1 , and S', obtain the set of leastdistant transactions CL t using the method above.
Step 2: If |CL t | = 1, swap the unique transaction with the transaction at S i . Otherwise, call break-ties(S, i, CL t ) [5] , and swap the resulting transaction with the transaction at S i . We explain this heuristic peephole (i.e., window) optimization below.
To apply HDO on a transaction dataset with n transactions, we first swap the first transaction in the dataset with a transaction with minimum number of columns, and then iteratively call HDO on transactions 2 to n-1, using the method above. As an example, Figure 1 demonstrates applying HDO on the dataset in Table 1 . We can see that the final reordered bitmap achieves a total bit count of 6, which is same as the optimal ordering in this case.
Step Figure 1 . Applying HDO Breaking the ties: If |CL t | > 1 (i.e., there is more than one least-distant transaction to t), we break the ties by selecting the candidate that minimizes the bit changes among the three transactions (i.e., the transaction t, the transaction prior to t, and the candidate itself). In other words, we select the candidate with maximum overlap in difference bits against transaction t and its prior transaction, as these bits are part of literal runs started in t. Selecting other bits may break existing fill runs and impact the overall compressibility of the transaction dataset.
A linear-time approximation to HDO
Because of its high worst-case computational cost, HDO might not be suitable for very large, frequentlyupdated transaction datasets. We propose aHDO, an approximation to HDO that has a time complexity linear to the number of bits in the dataset. Even so, it achieves close results, especially on sparse datasets.
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{Using values in L, apply counting sort 11) to order transactions S (i * interval)+2 to S |S| } 12) Figure 2 presents the aHDO algorithm. The algorithm accepts the transaction dataset S, and a constant k, which is used to select k positions in S at uniform intervals, for the inter-loop processing. Hamming-distances of transactions at positions i + 1 to |S| are calculated against each of the selected transaction t i , and Counting Sort [8] is then applied to reorder these transactions, according to their Hamming-distances against t i . Note that the linear-time Counting Sort is applicable in this case because the worst case range of Hamming-distances, for a dataset with c columns is already known (i.e., 0..c). Next, we calculate distances between all consecutive rows (lines 14-16), and make another (up to) k passes over S. In each pass, pairs of consecutive transactions are evaluated, and transactions in the pair are swapped if it reduces the overall number of bit shifts in the solution. Considering four rows at positions j -1, j, j + 1 and j + 2, distances between consecutive row pairs (j -1, j), (j, j + 1) and (j + 1, j + 2) are already available. Rows at positions j and j + 1 are swapped only if tDist(j -1, j) is greater than (j -1, j + 1) or tDist(j + 1, j + 2) is greater than tDist(j, j + 2), and neither of them results in a difference greater than the current order of the four transactions. This guarantees that swapping a row pair results in reducing the total number of bit changes by at-least 1. Note that reducing the total number of bit changes does not guarantee that the overall size of the compressed transaction dataset will also reduce (i.e., it may replace a long, existing fill run with two small fill runs), as providing such a guarantee would require checking a number of additional conditions, against all other bits and transactions in worst case, resulting in an exponential-time algorithm. For the reason of space, we do not demonstrate applying aHDO here, and note that setting k in the range of 50 to 1,000, i.e., a small proportion to the number of transactions, worked well on datasets used in our experiments.
Experimental Results
We evaluated the data structures and transaction reordering schemes discussed in this paper in terms of memory requirements, and run-time performance of the support counting operation on fifteen widely used datasets (Table 2) , with varying degrees of sparseness. See [5] for more details on the datasets. Table 2 compares the memory used by the Triebased structures (see [5] for details on memory usage calculation). On our test datasets, Compressed Patricia Tries took between two and twenty times more computational time to generate, and resulted in space savings between 36% and 67% as compare to FP Trees, with greater savings realized on sparser datasets (i.e., higher percentage of degree-one nodes). Furthermore, it was not always possible to generate Patricia Tries in memory (see [5] for details). Table 3 compares the space used by uncompressed bit vectors, WAH encoded bitmaps in the original order, and after applying various reordering schemes. We observe that the uncompressed vertical bit vectors used less space as compare to both Trie-based representations on dense datasets (i.e., Mushroom) but used significantly more space on highly sparse datasets (i.e., Classic). WAH encoding resulted in significant space savings, especially on sparse datasets. Also, lexicographic ordering outperformed Gray code rankbased reordering scheme on 12/15 datasets. Furthermore, HDO-WAH encoded bitmaps outperformed all other reordering schemes on 14/15 datasets and resulted in the most significant overall space savings. HDO even worked well on Hitech, Reviews, and Sports datasets, where both Gray code and lexicographic schemes negatively impacted the compression achieved on the original-ordered bitmap. Finally, aHDO resulted in compression very close to HDO, especially on sparse datasets. The Classic dataset exhibits an interesting behavior, where all reordering schemes negatively impacted the WAH compression achieved on the original-ordered bitmap, while HDO still outperformed other schemes.
Space comparison of various structures
For the reason of space, we do not report the times needed to apply various reordering schemes here, and note that Gray code sorting, LSB Radix sort and aHDO (see [5] for a note) takes comparable amount of time while HDO takes the most amount of time.
Performance of frequency queries
Database style frequency queries: We first compared the performance of various structures by generating 25 million random frequency queries for . This adds to a total of 375 million queries on all datasets, with each query executed on all available structures, adding to many billion query executions. We assumed no prior knowledge about the query itemsets, which means that for a query itemset of size k, all k-bitmaps were used for frequency calculation. This setting is close to reallife database usage where variable-size, random query are common, with a higher percentage of short queries. For the reason of space, we only report the query execution results on eight datasets in Figure 3 . We observe that bitmap structures resulted in an orders of magnitude faster frequency counting as compare to Trie structures on short queries. The performance difference minimized as the query size increased, because the number of bitmaps ANDed linearly increase with the number of items in the query, whereas the number of upward paths considered in a Trie remains constant, and more paths can be quickly pruned for longer, randomly generated queries (i.e., decreasing number of co-occurring items). Note that regardless of (potentially) better frequency counting performance on long queries, Trie structures are practically unusable for database style queries because most database style queries (except COUNT) must also identify the corresponding transactions. We also observe that Compressed Patricia Tries outperformed FP Trees, (i.e., a smaller number of nodes traversed). Furthermore, uncompressed vertical bit vectors resulted in shortest query execution times on dense datasets, and HDO-WAH encoded vertical bit vectors outperformed uncompressed vertical bit vectors as the sparseness increased. Finally, we observe that Tries performed poorly on datasets that do not have many transactions that share common prefixes (i.e., more upward paths to consider), while the performance of bitmap structures remained un-impacted. For example, on FBIS dataset with 393,386 non-zero entries, the corresponding FP Tree contained 367,553 nodes. Consequently, it took 3,854 seconds to execute 25 million queries using the FP Tree, as compare to only 63 seconds using the HDO-WAH encoded bitmaps, a significant difference! Data mining style frequency queries: To evaluate the performance of data mining style frequency queries, we applied APRIORI [1] to mine frequent itemsets of sizes 1-5, on datasets in Figure 3 . Unlike the previous test (i.e., no prior knowledge), we stored the bitmaps of large itemsets found at each step. Consequently, support calculation was performed by ANDing only two bitmaps. An advanced nanosecond timer was used to record individual query execution times, and the total times are reported in Table 4 .
We observe that bitmap structures significantly outperformed both Tries. Furthermore, unlike the previous test, the performance gap did not minimize with increasing query sizes for at-least two reasons. First, the number of bitmaps ANDed remained constant (i.e., 2), and second, the percentage of upward paths pruned in Tries may actually decrease because unlike the random test, where up to k-1 items in a query of size k can be non-existent in an upward path, all k-1 sized subsets of each query are guaranteed to meet minimum support. Finally, we note that the runtime performance of bitmap-based schemes depend on the program structure, and the underlying system architecture, in addition to the total number of operations involved. As an example, in spite of their significantly higher space usage (which translates to more instructions needed to AND bitmaps), uncompressed bitmaps may outperform compressed bitmaps in time. This happens because two uncompressed bitmaps can be ANDed in a simple loop, with no inter-iteration dependencies. This simple structure allows exploiting maximum instruction level parallelism, and enables compilers to apply techniques like loop unrolling. On the other hand, the decoding logic of compressed bitmaps do not allow exploiting the same level of ILP. Similarly 64-bit WAH compressed bitmaps used more space, but outperformed 32-bit bitmaps on our 64-bit test system, because the system processed twice as much data in each cycle. We conclude that HDO-WAH encoded bitmaps offer the best space-time tradeoff for data mining style queries. For example, performance was comparable to uncompressed bit vectors on Reuters and 20NG, while consuming 20 times less space.
