It is currently unclear whether the amino acid substitutions that occur during protein evolution are primarily driven by adaptation, or reflect the random accumulation of neutral changes. When estimated from genomic data, the proportion of adaptive amino acid substitutions, called α, was found to vary greatly across species, from nearly zero in humans to above 0.5 in Drosophila. These variations have been interpreted as reflecting differences in effective population size, adaptation being supposedly more efficient in large populations. Here we investigate the influence of effective population size and other biological parameters on the rate of adaptive evolution by simulating the evolution of a coding sequence under Fisher's geometric formalism. We explicitly model recurrent environmental changes and the subsequent adaptive walks, followed by periods of stasis during which purifying selection dominates. We show that, under a variety of conditions, the effective population size has only a moderate influence on α, and an even weaker influence on the per generation rate of selective sweeps, modifying the prevalent view in current literature. The rate of environmental change and, interestingly, the dimensionality of the phenotypic space (organismal complexity) affect the adaptive rate more deeply than does the effective population size. We discuss the reasons why verbal arguments have been misleading on that subject, and revisit the empirical evidence. Our results question the relevance of the α parameter as an indicator of the efficiency of molecular adaptation.
Introduction
Characterizing the effects of natural selection at the molecular level is one of the major challenges of evolutionary genomics. One popular approach to this ambitious goal takes advantage of the degeneracy of the genetic code: the nonsynonymous (i.e., amino-acid changing) variation is supposed to reflect the action of natural selection, whereas synonymous changes are seen as a neutral reference. McDonald and Kreitman (1991) first suggested that one can approach the rate of molecular adaptation by comparing the non-synonymous / synonymous rate ratio between species (d N /d S ) and within species (π N /π S ), because adaptive changes are expected to impact sequence divergence more strongly than sequence polymorphism. The Neutrality Index, defined as NI=(π N /π S )/(d N /d S ), summarizes this information (Rand and Kahn 1996) . NI is expected to be below one when adaptive evolution is at work, and α=1-NI is an estimate of the proportion of adaptive changes among all amino-acid substitutions (Fay et al. 2001) . Analyses based on the McDonald-Kreitman principle have revealed that this proportion varies considerably between taxa: estimated α was above 50% in enteric bacteria (Charlesworth and Eyre-Walker 2006) , Drosophila (Smith and Eyre-Walker 2002; Bierne and Eyre-Walker 2004; Haddrill et al. 2010 ) and mice (Halligan et al. 2010 ), but typically below 15% in several plants (Foxe et al. 2008; Gossmann et al. 2010 ) and human (Boyko et al. 2008; Eyre-Walker and Keightley 2009 ).
Variation in effective population size (N e ) is the reason most often invoked to explain the differences in adaptive amino-acid substitution rate observed across species (e.g. Halligan et al. 2010) , because natural selection is supposed to be more efficient in large populations. Several intuitive arguments support this view. First, large populations are genetically more polymorphic, on average, than small ones. Large populations, therefore, have a higher probability of carrying pre-adapted genotypes by chance when an environmental change occurs (Hermisson and Pennings 2005) . Secondly, the rate of appearance of new mutations that are beneficial after an environmental change is higher in large populations, in which more mutations occur at each generation. Large populations, finally, are less impacted by genetic drift, which opposes to natural selection. The proportion of beneficial mutations which effectively behave selectively (selection coefficient above 1/N e ) is higher in large populations. So large populations not only have a greater probability to carry/find advantageous mutations, but also benefit from a higher ratio of advantageous to deleterious fixa-tion probabilities, knowing these mutations have appeared. The notion that the rate of advantageous substitutions is higher in large populations was the basis for Gillespie's (2001) "genetic draft" model, and was invoked to explain patterns of mitochondrial vs. nuclear DNA polymorphism across animals (Bazin et al. 2006) .
These arguments look convincing, but remain verbal, or based on perhaps simplistic assumptions, such as a fixed, arbitrary distribution of fitness effects of mutations (DFEM). Interestingly, Welch et al. (2008) showed that NI is not dependent on N e under the nearly-neutral model and some commonly used distributions of mutant effects, and similarly so if slightly advantageous mutations are taken into account, suggesting that intuitions of this sort can sometimes be misleading. Gillespie (e.g. 1999; 2004) has also challenged the role of population size in molecular evolution, specifically under scenarios involving recurrent adaptation. In the most realistic models of adaptation (e.g. Gillespie 1984; Orr 1998 Orr , 2002 Martin and Lenormand 2008) , the average selective effect of fixed adaptive mutations declines during adaptive walks, and vanishes once the population is adapted. Using heuristic arguments, Gillespie (2004) thus suggested that the rate of environmental change is more relevant than N e to understand adaptive evolution at the molecular level. Appropriate models of adaptation are thus clearly needed to understand the variations in molecular adaptive rates across species.
Here we investigate expectations about the true and estimated adaptive substitution rate under Fisher's geometric model (FGM), which explicitly represents the location of individuals and populations, and the effect of mutations, in a phenotypic space. The DFEM is not fixed but naturally emerges from the position of the population in the fitness landscape. Simulating recurrent adaptation to a changing environment, and accounting for the combined effect of advantageous and deleterious mutations and their potential interference, we show that the rate of adaptive evolution is only weakly influenced by N e , but is strongly dependent on the rate of environmental change, and, interestingly, on organismal complexity, shedding new light on the variations of α across species.
Material & Methods

The model
The model used in this study is based on Fisher's geometric formalism. A population is a collection of phenotypes (individuals) seen as points in an ndimensional space, whose axes represent phenotypic traits. The fitness function, defined on the phenotypic space, is assumed to be a Gaussian of the form w (x) = exp −x 2 , where w is the fitness, and x the distance to a specific point in the phenotypic space -the fitness optimum. So the fitness landscape is made of a single, symmetric peak. A population evolves by mutation, selection and drift. Two categories of mutations occur: synonymous and non-synonymous. The non-synonymous mutation rate is assumed to be three times as high as the synonymous one, in rough agreement with the standard genetic code. Synonymous mutations are neutral; they do not affect the positions of individuals in the phenotypic space. Non-synonymous mutations are under selection: they displace the mutant individual in the phenotypic space. It is assumed that the direction of displacement is random, and that the magnitude of displacement follows a Gaussian distribution with mean 0 and standard deviation σ. Details of the model and analytical predictions can be found in Lourenco et al. (2011) . Following Wingreen et al. (2003) , we assume that each mutation effectively affects a single phenotypic trait (m=1 in Lourenco et al. 2011) .
A genetic structure is associated to this phenotypic model. Mutations are assumed to occur at a single, haploid, non-recombining locus according to the infinite-site model, i.e., in absence of multiple mutations at the same site. All polymorphic sites are therefore biallelic. Each individual is assigned a haplotype, and one can record the number and frequencies of synonymous and non-synonymous alleles segregating in the population at any time point, and the number of synonymous and non-synonymous fixations in any time interval. Environmental changes, finally, are assumed to occur recurrently, exactly every g generations. They correspond to movements of arbitrary magnitude of the optimum in the phenotypic space, i.e., abrupt alterations of the fitness landscape. .
Simulations
The parameters of the model are: space dimensionality n, effective population size N e , total mutation rate per locus and per generation µ, average phenotypic effect of non-synonymous mutations σ, rate of environmental change 10 −g , and magnitude of environmental changes z. Because we are mostly interested in the effects of population size, organismal complexity and environmnetal changes, most simulations were conducted assuming a fixed value for σ 2 = 0.08π ≈ 0.2512, and µ = 1 × 10 −3 , but variable n, N e , g, and z. These parameter values were chosen such that the d N /d S ratio in simulations is reasonably close to observed value in real data. When simulations were repeated using a lower mutation rate (µ = 1 × 10 −4 ) or a smaller average mutation size (σ 2 = 0.005π ≈ 0.0157), results were essentially unchanged (see Supplementary Material). Dimensionality was set to n=5 or n=50. Population size varied from small N e = 10 3 individuals to large N e = 10 5 individuals. The per-locus 2N e µ product therefore varied between 2 and 200 across simulation conditions. Assuming a locus length of 1000 codons would make these values roughly compatible with observed levels of neutral genetic diversity (typically between 10 −4 and 10 −2 per site). The maximal rate of environmental change was one every 10,000 generations (g=4), and the maximal average magnitude of environmental change was z =1. Beyond these values, the mean population fitness reaches very low values following environmental changes, and populations would go extinct with high probability. With the g=4 and z =1 setting, small populations are continuously adapting: the fitness landscape is modified when the current peak was just reached, or about to be reached. Higher values of g were also used, namely g = 5, and g = 6. In these cases populations typically achieve a complete adaptive walk, and undergo a period of stasis in average fitness before the next environmental perturbation. A lower magnitude of environmental change (z = 0.1) was also tested. As a negative control for adaptation, for each combination of n and N e , one simulation was performed in absence of any environmental change (g = ∞). Detailed simulation conditions are given in Supplementary Table 1 .
For each chosen set of parameters, a simulation was conducted as follows. The initial state of the population was monomorphic -a single haplotype, at distance 1 from the optimum. Population was evolved during a burn-in period of varying number of generations (see Supplementary Table 1) , in order to reach steady state. Then evolution was pursued until a sufficient number of synonymous substitutions had occurred (see Supplementary Table 1) , a period during which polymorphism and divergence patterns were recorded. The total numbers, n S and n N , of synonymous and non-synonymous substitutions occurring during the simulation process were counted. From these counts we calculated the ratio of non-synonymous over synonymous substitution rates as
, thus accounting for the higher number of non-synonymous sites (or mutations) in the simulation. The time-averaged level of synonymous (π S ) and non-synonymous (π N ) diversity were calculated by averaging 2p(1-p) over time and polymorphic sites, p being the population allele frequency of any given polymorphic site.
Measuring the adaptive rate
The proportion of adaptive non-synonymous substitutions, α, was measured using three distinct statistics. We first calculated
whereα emp essentially corresponds to the (naive) estimator of α one can empirically (hence the subscript) obtain from population genomic data assuming that the numbers of synonymous and non-synonymous polymorphisms and substitutions are known without error. Secondly, we measured the extra-rate of non-synonymous substitutions induced by environmental changes, defined as:
where d N 0 is the number of non-synonymous substitutions recorded in a control simulation performed under the same condition as the focal simulation (same n and N e ), but in absence of environmental changes. α extra is what one typically wants to estimate in McDonald-Kreitman-based methods, in which non-adaptive effects (estimated from polymorphism patterns) are subtracted from the nonsynonymous divergence. These extra substitutions include adaptive ones, but also neutral or deleterious mutations driven to fixation through genetic drift or genetic hitchhiking -i.e., linkage to beneficial mutations. To focus solely on "true" adaptive substitutions, our third measure of α was defined as:
where d N [10] is the number of non-synonymous substitutions such that the selection coefficient of the fixed allele, s, is above 10/N e . Such substitutions were called "truly adaptive". The threshold of 10 is of course arbitrary -qualitatively similar results were obtained when other thresholds (5, 20) were tried. The rate of selective sweep was estimated by dividing d N [10] by the number of generations of the simulation period. This is a slight overestimate of the true rate of selective sweeps in that two beneficial mutations can occur on the same haplotype, and simultaneously reach fixation, thus generating a single selective sweep while contributing two adaptive substitutions. We found that this effect was negligible, and used the simpler definition above throughout. Note that the rate of adaptive substitution, d N [10] , is here equivalent (i.e., proportional) to parameter ω a in Gossmann et al. (2010) .
Finally, we distinguished, among the d N [10] positively selected substitutions, those corresponding to new mutations, which appeared after the last environmental change, from those corresponding to standing variation, when the fixed haplotype already existed at the time of the last environmental change. Figure 1 illustrates the evolutionary process simulated in this study. When an environmental change occurs, the average fitness of the population suddenly drops, and then progressively recovers through the fixation of beneficial mutations ( Figure 1a ). Such episodes of increasing average fitness are called adaptive walks. For moderate rates of environmental changes, each adaptive walk is followed by a period of stasis during which purifying selection and genetic drift are dominant. The selection coefficients of non-synonymous mutations eventually achieving fixation (i.e., non-synonymous substitutions) are represented in Figure 1b . There are basically three categories of such substitutions: the truly adaptive ones, which are fixed by selective sweep during adaptive walks, the non-adaptive ones, which mostly accumulate during stasis periods, and the "hitch-hiking" ones, which are driven to fixation because they are linked to beneficial mutations.
Results
We first examined standard descriptors of the molecular variation, namely d N /d S (non-synonymous over synonymous substitution rate ratio) and π S (withinspecies synonymous diversity). Figure 2 shows the variations of d N /d S as a function of N e for various rates of environmental change (g). The d N /d S ratio decreased with N e , consistent with empirical data (Nikolaev et al. 2007; Popadin et al. 2007 ) and with the nearly-neutral theory of molecular evolution (Ohta and Gillespie 1996) . Under the model assumptions, the prevalent effect of N e on d N was a slower accumulation of slightly deleterious substitutions in large populations. The d N /d S ratio tended to increase with increasing rate of environmental change and with increasing space dimensionality (see below). The range of d N /d S across simulation conditions was 0.02-1.80, i.e., quite wide. A similar pattern was found as far as π N /π S was concerned (not shown). Figure 3a displays the relationship between time-averaged π S and N e for various values of g and n. When environmental changes were rare or non-existing, π S was a rapidly increasing function of N e , as expected under the nearly-neutral model. The slope of the relationship decreased as the rate of environmental change and the space dimensionality increased, as expected when adaptive pro-cesses dominate (Gillespie 1999) . Figure 3b confirms that the rate of selective sweep strongly influences π S : the synonymous diversity was reduced in case of frequent sweeps, presumably as a result of genetic hitch-hiking (Maynard-Smith and Haigh 1974) . For a wide range of parameters, the π S vs. N e relationship was essentially flat (Figure 3a) , confirming that recurrent selective sweeps might possibly explain the report by Bazin et al. (2006) of a nearly-constant mitochondrial π S (averaged across species) between animal phyla.
Then we focused on the behaviour of α, the proportion of adaptive nonsynonymous substitutions (Figure 4) . Qualitatively similar results were obtained with the three versions of α we used, although α emp was consistently lower than α extra and α thresh . The general trend was a moderate increase of α with N e , with α quickly reaching a plateau for values of N e above ten thousands. This partially contradicts the intuition and the verbal arguments presented in the introduction. A moderate influence of N e on α was observed in both high and low space dimensionality, and for the whole range of environmental perturbation rate. These two parameters, however, had apparently a substantial influence on α.
To confirm and go deeper into these results, we plotted the rate of selective sweeps (i.e. truly adaptive substitutions, d N [10] ) and the total rate of nonsynonymous substitutions (d N ) as functions of N e (for fixed g=5 and n=5), g (for fixed N e =5,000 and n=5) or n (for fixed g=5 and N e =5,000), and superimposed in each case the variations of α (Figures 5 and 6 ). Figure 5 shows that the (weak) influence of N e on α is largely due to variations in the non-adaptive substitution rate. In small populations (Figure 5b ), d N is inflated by the accumulation of slightly deleterious non-synonymous substitutions, which results in a decreased α, the rate of selective sweeps being essentially independent of N e . So N e in these simulations is a bad predictor of α, and an even worse predictor of the rate of truly adaptive substitutions.
In contrast, both the rate of environmental change and the dimensionality of the phenotypic space influenced the rate of selective sweep, and, consequently, the α proportion (Figure 6 ). The influence of g on the adaptive rate simply reflects the higher number of adaptive walks in case of frequent moves of the fitness optimum. The link between n and α is perhaps less intuitive, but still theoretically expected; it is a consequence of the so-called cost of complexity (Orr 2000) . In a high dimensional space, adaptation proceeds in a less straightforward way than in a low dimensional space, essentially because the probability for a new mutation to be in the optimal direction decreases as the number of po-tential directions increases. Consequently, the average adaptive walk in a high dimensional space takes more steps than the average adaptive walk in a low dimensional space, hence the increased number of selective sweeps in complex phenotypic space.
Very similar results were found when we simulated more frequent (g = 3) environmental changes of a smaller average magnitude (z =0.1). Finally, we found that the fraction of truly advantageous substitutions contributed by standing variation (i.e., by mutations pre-existing the last environmental change) varied between 5% and 64% depending on simulation conditions. This proportion was increased when N e was large and when g was low, following theoretical expectations (Hermisson and Pennings 2005 , see Supplementary Materials).
Discussion
Inferences and thoughts about molecular adaptation typically rely on assumptions about the shape of the DFEM. Here we use a model in which the DFEM is not defined a priori, but results from assumptions about the shape of the fitness landscape and the process of environmental change. Under this model, the DFEM varies in time, and depends on parameters such as n, N e , g, and z. This, we think, is more realistic than any fixed-DFEM model. Our model also accounts for genetic linkage between mutations, hitch-hiking and clonal interference.
In this study, three distinct formulas were used for α, the proportion of adaptive non-synonymous substitutions. This is because the distinction between adaptive and non-adaptive changes is not obvious, even when one simulates the data. α extra , for instance, regards the slightly deleterious hitch-hiked to fixation through genetic linkage as advantageous ones. α thresh corrects for this problem, but relies on an arbitrary threshold for which no specific justification exists. Importantly, all three definitions yielded qualitatively similar results (Figures 4, 5 and 6), suggesting that our findings are relevant to any reasonable estimate of α. Figure 4 also indicates that the naive α emp substantially underestimates the "true" α, a well-known result due to slightly deleterious alleles that inflate the π N /π S ratio (e.g. Fay et al. 2002; Smith and Eyre-Walker 2002) .
Population size and adaptation efficiency
Using this model, we show that under a variety of conditions the proportion of adaptive non-synonymous substitutions, α, is only moderatly dependent on population size, or only in a narrow range of population size. Furthermore, when substantial levels of variation of α with N e are predicted, they primarily reflect variations in non-adaptive substitution rate, the rate of selective sweep being essentially independent of N e (Figure 5 ). This result comes as a surprise. Between-species differences in α estimates have typically been interpreted in terms of effective population size and adaptive rate, with seemingly convincing theoretical arguments (see Introduction) -large populations have increased opportunity to carry/find adaptive mutations, which, furthermore, have a higher relative fixation probability than in small populations. So, why do our simulations disagree with these verbal considerations?
First, as discussed above, such arguments implicitly assume a common DFEM for large and small populations. But this does not need to be the case in real life. In Fisher's geometric model, large populations, which benefit from more efficient and faster adaptive walks, are better adapted, on average, than small ones. Small populations, therefore, tend to be further away from the optimum, so that a new mutation has a higher probability to be advantageous in a small than in a large population, as shown by Figure 7 . Secondly, rationales about molecular evolution should account for the condition of non-extinction. However small their population sizes, the species compared in molecular evolutionary studies must have successfully adapted to the environmental perturbations they had to face. This requirement is somewhat met by our simulation study since we only considered combinations of parameters such that the mean fitness of the population does not decline in the long run -as would happen if one used, e.g., lower values for g, or higher values for z. These two reasons (dynamic DFEM and condition of non-extinction) probably explain why our model does not corroborate intuitive expectations about the relationship between effective population size and adaptive rate.
Our results, although discordant with McDonald-Kreitman-based literature, are consistent with earlier theoretical arguments on the dynamic of adaptation. Orr (1998) demonstrated that the DFEM during an adaptive walk is very generally exponential-like (but see Martin and Lenormand 2008) , suggesting that the length of a walk is independent (or weakly dependent) of N e . This result is not specific to FGM, and weak variations in the length of adaptive walks were also found in the mutational landscape model (Gillespie 1984; Orr 2002) . As the population dynamics alternate between an adaptive and a stasis phase (Figure  1 ), the number of adaptive substitutions is therefore expected to mainly depend on the rate of environmental change (10 −g ) and is roughly independent on N e , as we observe. This is in good agreement with Gillespie's prediction that the rate of adaptive evolution should be of the form k = λE [x] where λ is the rate of environmental change and E[x ] the mean number of substitutions per adaptive walk (Gillespie 2004) . Mutations become limiting only when N e is small, so that α increases with N e only in a narrow range of population sizes.
Understanding the empirical variations in adaptive rate
The hypothetic influence of N e on α was invoked in the first place to explain the human-Drosophila discrepancy. The proportion of adaptive nonsynonymous substitutions was estimated to be above 50% in the presumably large-N e D. melanogaster (Smith and Eyre-Walker 2002) , D. pseudoobscura, and D. miranda (Haddrill et al. 2010 ), but much lower in the presumably small-N e H. sapiens (Boyko et al. 2008) . Data from other species, however, do not obviously follow a similar pattern. In plants, Slotte et al. (2010) reported a higher α in the large-N e , outcrossing Capsella grandiflora than in the autogamous Arabidopsis thaliana, but Gossmann et al. (2010) obtained low estimates for α in eight of the nine plant species they analysed, despite strong apparent variation in population size. Only in one sunflower species did Gossmann et al. (2010) detect substantial levels of proteic adaptation, for yet unclear reasons. Comparing D. pseudoobscura and D.miranda, Jensen and Bachtrog (2011) did not detect any difference in α between the two species, although the former has apparently a higher population size than the latter. Recent studies in mice (Phifer-Rixey et al. 2012), rabbit (Carneiro et al. 2012 ) and sunflower (Strasburg et al. 2011) supported the hypothesis of a higher α in large populations, N e being approached by the amount of synonymous divesity. We note, however, that in these studies a large portion of the ingroup/outgroup divergence is shared by the compared (sub)species, suggesting that differences in estimated α are in part due to differences in within-species polymorphism pattern, not in substitution process (see also Betancourt et al. 2012) .
Recently, Gossmann et al. (2012) revisited this question through a re-analysis of 13 datasets and found a positive, but weak, relationship between N e and the rate of adaptive molecular evolution (see also Venton 2012 for comments). It is worth pointing out that the results of our simulations and the results of Gossmann et al. (2012) can be reconciled if we take into account that, at least with respect to drift, modest changes of the population size in small populations are expected to have a stronger effect on rates of adaptation than modest changes in large populations. In Gossmann et al. (2012) , much of the trend arises from comparing the two low population size points to the cloud of large population points. If we remove these two points, the trend almost disappears. This is similar to what is observed with our simulations, in which changes in population size have a significant effect on the rate of adaptive evolution only at low population sizes.
Besides Ne, our analysis identifies two factors potentially influencing the variations of alpha across species: phenotypic space dimensionality, and rate of environmental change. Both influence the rate of selective sweep more strongly than does N e in our simulations. However, although easily defined theoretically, these two variables are difficult to assess in real life. The concept of phenotypic space dimensionality, or organismal complexity, is especially difficult to connect to any measurable aspect of living species. Are plants less complex than animals? If yes, that might explain their relatively low rate of adaptive evolution (Gossmann et al. 2010) . The contrasted levels of α reported for the physiologically equally complex human and mouse (Halligan et al. 2010) , however, does not suggest that natural variations of α across species are tightly connected with organismal complexity -whatever it means. The rate of environmental changes is also very difficult to evaluate. Changes in abiotic parameters can be measured, but it is not obvious how they translate in terms of change in the fitness space -does a change of one degree every 100 years similarly impact fitness in a fly, a plant and a mammal? Changes in biotic environment parameters are even harder to define and evaluate. Obviously, much more measures of species-specific α are needed to progress in our understanding of the reasons for its variations. In particular, if, as suggested by this study, population size is not strongly involved, then the low level of adaptive amino-acid evolution reported in our own species would deserve an explanation.
Relevance of the α parameter
The proportion, α, of adaptive non-synonymous substitutions has been the object of a growing interest in recent molecular evolutionary literature. This is probably because α has been implicitly considered as a measure of the efficiency of molecular adaptation, thus justifying the sophisticated methodological developments that were achieved to estimate it as carefully as possible in various lineages . Our results, we believe, question a bit the relevance of this parameter as an indicator of the efficiency of adaptive processes, for mainly two reasons.
First, more efficient adaptation does not necessarily imply a larger number of adaptive substitutions. This is best illustrated in our simulations by the effect on α of space dimensionality (n). In high dimensionality space, adaptive walks are less straightforward, as a consequence of the cost of complexity. So the adaptive process can probably be called less efficient in high dimensionality. Paradoxically, such less efficient adaptive walks result in a higher α in case of large n, specifically because when n is large a greater number of adaptive changes, each of reduced average magnitude, are needed to climb fitness hills. So, depending on what one wants to estimate (rate of selective sweep, rate of adaptive walk?), α is or is not an appropriate measure of the adaptive rate.
The second reason to be cautious with α is that, being a proportion, α is influenced not only by the rate of adaptive substitutions, but also by the rate of non-adaptive substitutions, as also recently pointed out by Gossmann et al. (2012) . Differences in α are classically interpreted in terms of adaptive rate, implicitly assuming that the number of non-adaptive substitutions remains constant. However, this assumption is not met in presence of nearly neutral mutations. Species X might experience a higher rate of selective sweep than species Y and yet show a lower α, if X accumulates weakly selected changes faster than Y during non-adaptive periods. This can for instance happen if species X has a lower population size, but faces a higher rate of environmental change, than species Y. Low α in human probably reflects in part the fast accumulation of nearly-neutral non-synonymous substitutions in this species, irrespective of its adaptive abilities. The ω a parameter, the rate of adaptive evolution relative to the rate of neutral evolution (Gossmann et al. 2012) , which is roughly equivalent to d N [10] , is another statistics of interest whose comparative analysis across species might be equally informative.
Fisher's geometric model and molecular adaptation
The model used in this study is obviously a simplistic, questionable representation of the real world. The one-peak shape of the fitness landscape and the universal pleiotropy assumption, for instance, are arbitrary, and not clearly appropriate to model evolving proteins. The assumption of a non-recombining locus is also unrealistic, so that Hill-Robertson effects are probably stronger in this study than in most eukaryotic genomes. Finally, connecting our parameters and simulation conditions to real data is not straightforward since N e , n, and g are not directly observable in nature. Yet in our opinion a number of predictions that emerged from this study are potentially relevant to adapting proteins. This includes the notion that small populations tend to be maladapted, and therefore prone to future adaptations, and the notion that the number of adaptive steps does not correctly measure the efficiency of adaptative walks. If these plausiblelooking properties really applied to genome and protein evolution, then the relationship between N e and the adaptive rate would be more complex than usually thought, irrespective of Fisher's formalism.
Conclusions
Simulations under Fisher's geometric model suggest that the relationships between effective population size, the efficiency of adaptation, and the α parameter are more complex than generally thought. Specifically, we show that under the assumptions of this model N e has a moderate influence on α, and no influence at all on the rate of selective sweep. The α parameter is worth estimating, since it addresses a long-term controversy in molecular evolution -the contribution of adaptive evolution to the observable variation between amino acid sequences. However, we suggest that α should not be considered as a sufficient indicator of the efficiency of the adaptive process. Elucidating the reasons for its variations across species is a promising perspective offered by this work, and a great challenge for future research. 
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Figures
Figure 1: Simulated evolution in a changing environment. a. Dynamics of the population average fitness. Environmental changes occur every 10 4 generations, and result in a drop of average fitness. An average fitness close to 1 is then recovered through adaptive walk (blue: n=5; red: n=50; N e =10 3 ).
b. Distribution in time of the selection coefficient of mutations that reach fixation (=substitutions) over a period separating two environmental changes, summed across many different replicates; the horizontal dotted line shows the N e .s = 10 threshold, above which mutations are here said to be truly adaptive, and contribute to d N [10] (n=5, N e =10 3 ). a. π S is close to linearly related to N e in absence of environmental change (full lines, top), but the relationship is essentially flat when environmental changes are frequent (dotted lines, bottom).
b. Each dot is for one specific combination of N e , n and g. The average π S declines as the rate of selective sweep (d N [10] , per 10,000 generations) increases. 
