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Abstract
We consider Bratteli diagrams of finite rank (not necessarily simple)
and ergodic invariant measures with respect to the cofinal equivalence
relation on their path spaces. It is shown that every ergodic invariant
measure (finite or “regular” infinite) is obtained by an extension from
a simple subdiagram. We further investigate quantitative properties of
these measures, which are mainly determined by the asymptotic behavior
of products of incidence matrices. A number of sufficient conditions for
unique ergodicity are obtained. One of these is a condition of exact finite
rank, which parallels a similar notion in measurable dynamics. Several
examples illustrate the broad range of possible behavior of finite type
diagrams and invariant measures on them. We then prove that the Vershik
map on the path space of an exact finite rank diagram cannot be strongly
mixing, independent of the ordering. On the other hand, for the so-called
“consecutive” ordering, the Vershik map is not strongly mixing on all
finite rank diagrams.
MSC: 37B05, 37A25, 37A20.
Key words: Bratteli diagrams, Vershik maps, mixing, ergodicity, invariant measures.
∗The research of J.K was supported by grant MNiSzW N N201384834.
†B.S. was supported in part by NSF grants DMS-0654408 and DMS-0968879.
1
1 Introduction
Bratteli diagrams, which originally appeared in the theory of operator alge-
bras, turned out to be a powerful method for the study of dynamical systems
in ergodic theory and Cantor dynamics. Every minimal and even aperiodic
homeomorphism of a Cantor set can be represented as a Vershik map acting
on the path space of a Bratteli diagram ([HPS92], [Me06]). The main object
of our study is the class of finite rank Bratteli diagrams, i.e., the diagrams
whose vertex set at each level is uniformly bounded or, equivalently (after an
easy reduction), with the same number of vertices at each level. It is worth
pointing out that, in contrast to most papers on Cantor dynamics and Bratteli
diagrams, our interest is focused on general, not necessarily simple, Bratteli
diagrams. In this context, the present paper is a natural continuation of our
previous work [BKMS10] devoted to the study of invariant measures and the
structure of stationary non-simple Bratteli diagrams.
Our main goal is to describe the structure of invariant (with respect to
Vershik maps or, more generally, the cofinal equivalence relation) Borel non-
atomic measures on finite rank Bratteli diagrams. One of our motivations is
the application to the classification theory of Cantor dynamical systems up
to orbit equivalence [GPS95]. Namely, the knowledge of supports of invariant
measures, the number of minimal components and ergodic measures, and the
measure values on clopen sets are useful for distinguishing non-isomorphic or
non-orbit equivalent homeomorphisms. Observe also that invariant measures
are in one-to-one correspondence with states of dimension groups determined
by the diagram. In [GH82], Goodearl and Handelman studied the problem of
state extension for extensions of dimension groups. Some structural results on
finite rank dimension groups are presented in [ES79] and [ES81].
The choice of finite rank systems is based on their “relative” combinatorial
simplicity and, at the same time, on the intriguing properties and non-trivial
dynamical behavior, see, for example, [CDHM03], [BDM10], [D10, Chapter 6],
and [BKMS10]. We observe that substitution dynamical systems, minimal inter-
val exchange transformations, and generalized Morse sequences (Example 4.16)
belong to this class of systems [DHS99], [BKM09], [GJ02]. Conversely, every
Vershik map on a finite rank diagram is either an odometer or a subshift on a
finite alphabet ([DM08], [BKM09]). However, to the best of our knowledge, it
is still unknown what kind of subshifts can arise on this way.
Every Bratteli diagram is completely determined by a sequence of incidence
matrices. The Vershik map is defined once we equip the diagram with an appro-
priate order. However, if one is interested in the properties of the corresponding
dynamical system that do not depend on the order of points in its orbits (like
invariant measures, minimal components, etc.), then it suffices to study the
incidence matrices only. We show that the structure of the set of invariant
measures can be derived from the “growth rate” of entries of incidence matrix
products. In our previous work [BKMS10] we applied a similar idea — studying
the asymptotic growth of powers of a single matrix (geometric Perron-Frobenius
theory) — to describe ergodic invariant measures for stationary diagrams. In the
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non-stationary case, we consider the non-homogeneous products of (see [Sen81]
and [Har02] for the essence of the theory) to study the dynamical properties.
For example, a simple Bratteli diagram is uniquely ergodic if and only if the
rows in backward products of incidence matrices become nearly proportional
(see [Fis09] or Theorem 4.11 below). The property of near proportionality can
be checked by methods of linear algebra (the technique of Birkhoff contraction
coefficient), which gives a purely algebraic criterion of unique ergodicity for
Vershik maps.
Our main results and the paper organization are as follows.
In Section 2 we give the definition and necessary notation of Bratteli dia-
grams and Vershik maps. We explain the relation between invariant measures
and products of incidence matrixes. We also show that every finite rank diagram
can be transformed into a “canonical” block-triangular form which is convenient
for describing the structure of invariant measures.
In Section 3 we establish general structural properties of invariant measures
on finite rank Bratteli diagrams. We prove that any finite rank Bratteli dia-
gram admits only a finite number of ergodic (both finite and “regular” infinite)
measures and every ergodic measure is, in fact, an extension of a finite ergodic
measure from a simple subdiagram (Theorem 3.3). This subdiagram has the
property that the measures of towers specified by the vertices from the subdia-
gram are bounded away from zero. We note that this condition on a subdiagram
corresponds to the definition of exact finite rank in measurable dynamics [F97].
As a corollary, we prove that all diagrams of exact finite rank (Definition 3.5)
are uniquely ergodic. This fact can be considered as a version of Boshernitzan’s
theorem [Bos92] proved in the context of symbolic dynamics. It is interesting to
note that Boshernitzan’s condition for symbolic systems has been recently used
to prove uniform convergence in the multiplicative ergodic theorem, which has
applications to the spectral properties of Schro¨dinger operators [DL06].
Section 4 collects results, which are mostly known but scattered in the lit-
erature, on unique ergodicity for Vershik maps on simple (finite rank) Bratteli
diagrams. In particular, we prove a criterion for unique ergodicity, which first
appeared (in a slightly different form and with a different proof) in the work of
A. Fisher [Fis09]. We also list several easily computable sufficient conditions of
unique ergodicity. As an example, we show how these conditions can be refor-
mulated in symbolic terms when applied to generalized Morse sequences. We
note that algebraic conditions of (non)-unique ergodicity were also considered
in the paper [FFT09] for diagrams with two and three vertices at each level.
All necessary results concerning matrix products and, especially, the notion of
Birkhoff contraction coefficient are also presented in this section.
In Section 5 we study the asymptotic growth rate of tower heights and mea-
sures of tower bases. We show that for exact finite rank diagrams the measures
of tower bases are (asymptotically) reciprocal to the tower heights. In the case
when the tower heights have the same asymptotic behavior, this growth can
be estimated by the norm of the product of incidence matrices. These results
can be viewed as “adic” counterparts of some results in quantitative recurrence
theory; see, for example, [Bos93] and [GK07]. We present an example of a
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diagram showing that the exact finite rank does not guarantee the same asymp-
totic growth for tower heights. On the other hand, if a diagram determined by
matrices {Fn} satisfies the “compactness” condition, mn/Mn ≥ c > 0, where
mn and Mn are the smallest and the largest entries of Fn respectively, then the
diagram has exact finite rank and the tower heights have the same asymptotic
growth.
In Section 6 we focus on non-simple diagrams and further study the construc-
tion of extension of invariant measures from a simple subdiagram developed in
Section 3. Our main question here is how to determine (in algebraic terms)
when such an extension remains a finite measure. We provide several sufficient
conditions for that and give illustrative examples. In the last part of the section
we consider such an extension for the diagrams that have only a finite number
of distinct incidence matrices (we call such diagrams “linearly recurrent”). For
such diagrams the question of finiteness of the extension can be reduced to the
comparison of two numbers.
In Section 7, we apply the properties of invariant measures to prove that any
Vershik map on a diagram of exact finite rank (for any order) is not strongly
mixing. This result generalizes the corresponding facts on linearly recurrent sys-
tems [CDHM03] and substitution systems [DK78], [BKMS10]. We then show
that the exactness requirement can be dropped if we have a “consecutive or-
dering” on the diagram. Note that Bratteli diagrams corresponding to minimal
interval exchange transformations have consecutive orderings [GJ02]. The ab-
sence of mixing for interval exchanges was proved by A. Katok [K80], and our
methods have some common features with those of [K80].
2 Bratteli diagrams: basic constructions
In this section we collect the notation and basic definitions that are used through-
out the paper. Since the notion of Bratteli diagrams and the related notion of
Vershik transformation have been discussed in numerous recent papers, they
might be considered as almost classical nowadays, so we avoid giving detailed
definitions. An interested reader may consult the papers [HPS92], [GPS95],
[DHS99], [Me06], [BKM09], [BKMS10], and references therein for all details
concerning Bratteli diagrams and Vershik maps. We only give here some basic
definitions in order to fix our notation.
2.1 Bratteli diagrams
Definition 2.1. A Bratteli diagram is an infinite graph B = (V,E) such that
the vertex set V =
⋃
i≥0 Vi and the edge set E =
⋃
i≥1 Ei are partitioned into
disjoint subsets Vi and Ei such that
(i) V0 = {v0} is a single point;
(ii) Vi and Ei are finite sets;
(iii) there exist a range map r and a source map s from E to V such that
r(Ei) = Vi, s(Ei) = Vi−1, and s
−1(v) 6= ∅, r−1(v′) 6= ∅ for all v ∈ V and
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v′ ∈ V \ V0.
The pair (Vi, Ei) or just Vi is called the i-th level of the diagram B. A finite
or infinite sequence of edges (ei : ei ∈ Ei) such that r(ei) = s(ei+1) is called
a finite or infinite path, respectively. We write e(v, v′) to denote a path e such
that s(e) = v and r(e) = v′. For a Bratteli diagram B, we denote by XB the
set of infinite paths starting at the vertex v0. We endow XB with the topology
generated by cylinder sets U(e1, . . . , en) = {x ∈ XB : xi = ei, i = 1, . . . , n},
where (e1, . . . , en) is a finite path from B. Then XB is a 0-dimensional compact
metric space with respect to this topology.
Given a Bratteli diagram B = (V,E), the incidence matrix Fn = (f
(n)
v,w), n ≥
1, is a |Vn+1| × |Vn| matrix whose entries f (n)v,w are equal to the number of edges
between the vertices v ∈ Vn+1 and w ∈ Vn, i.e.,
f (n)v,w = |{e ∈ En+1 : r(e) = v, s(e) = w}|.
(Here and thereafter |A| denotes the cardinality of the set A.) We notice that
F0 is a vector. We assume usually that F0 = (1, ..., 1)
T .
Observe that every vertex v ∈ V is connected to v0 by a finite path and the
set E(v0, v) of all such paths is finite. Set h
(n)
v = |E(v0, v)| where v ∈ Vn. Then
h(n+1)v =
∑
w∈Vn
f (n)v,wh
(n)
w (2.1)
or
h(n+1) = Fnh
(n) (2.2)
where h(n) = (h
(n)
w )w∈Vn .
Together with the sequence of incidence matrices {Fn} we will use the se-
quence of matrices {Qn} where the entries q(n)v,w of Qn are defined by the formula:
q(n)v,w = f
(n)
v,w
h
(n)
w
h
(n+1)
v
, n ≥ 1. (2.3)
It follows from (2.1) that every Qn is a stochastic matrix.
It is not hard to show that for a given sequence of non-negative rational
stochastic d×d matrices {Qn} there exists a Bratteli diagram B with incidence
matrices {Fn} whose entries satisfy (2.3). The sequence {Fn} is not uniquely
determined: matrices Fn and pFn, p ∈ N, correspond to the same stochastic
matrix Qn.
For w ∈ Vn, the set E(v0, w) defines the clopen subset
X(n)w = {x = (xi) ∈ XB : r(xn) = w}.
The sets {X(n)w : w ∈ Vn} form a clopen partition of XB, n ≥ 1. Analogously,
each finite path e = (e1, . . . , en) ∈ E(v0, w) determines the clopen subset
X(n)w (e) = {x = (xi) ∈ XB : xi = ei, i = 1, . . . , n}.
5
These sets form a clopen partition of X
(n)
w . We will use also the notation [e] for
the clopen set X
(n)
w (e) when it does not lead to a confusion. The base of the
tower X
(n)
w is denoted by Bn(w). (In fact, this means that an order is specified
on E(v0, w). But since, in most cases, order is inessential for us, the subset
Bn(w) may be represented by any finite path from E(v0, w)).
Definition 2.2. A Bratteli diagram B = (V,E) is called simple for any level n
there is m > n such that each pair of vertices (v, w) ∈ (Vn, Vm) is connected by
a finite path.
Definition 2.3. For a Bratteli diagram B, the tail (cofinal) equivalence relation
E on the path space XB is defined as xEy if xn = yn for all n sufficiently large.
Remark 2.4. Given a dynamical system (X,T ), a Bratteli diagram is constructed
by a sequence of Kakutani-Rokhlin partitions generated by (X,T ) (see [HPS92]
and [Me06]). The n-th level of the diagram corresponds to the n-th Kakutani-
Rokhlin partition and the number h
(n)
w is the height of the T -tower labeled by
the symbol w from that partition.
Throughout the paper we will use the telescoping procedure for a Bratteli
diagram. Roughly speaking, in order to telescope a Bratteli diagram, one takes
a subsequence of levels {nk} and considers the set of all finite paths between
the consecutive levels {nk} and {nk+1} as new edges. A rigorous definition of
telescoping can be found in many papers on Bratteli diagrams, for example, in
[GPS95].
Telescoping, together with the obvious level-preserving graph isomorphism,
generate an equivalence relation on the Bratteli diagrams. Two diagrams in the
same class are called isomorphic.
2.2 Finite rank Bratteli diagrams
Definition 2.5. A Bratteli diagram that has a uniformly bounded number of
vertices at each level is called a diagram of finite rank.
The next theorem shows that each finite rank Bratteli diagram can be iso-
morphically transformed into a canonical block-triangular form, which gives a
natural decomposition of XB into a finite number of tail-invariant subsets.
Theorem 2.6. Any Bratteli diagram of finite rank is isomorphic to a diagram
whose incidence matrices {Fn}n≥1 are as follows:
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Fn =

F
(n)
1 0 · · · 0 0 · · · 0
0 F
(n)
2 · · · 0 0 · · · 0
...
...
. . .
...
... · · · ...
0 0 · · · F (n)s 0 · · · 0
X
(n)
s+1,1 X
(n)
s+1,2 · · · X(n)s+1,s F (n)s+1 · · · 0
...
... · · · ... ... . . . ...
X
(n)
m,1 X
(n)
m,2 · · · X(n)m,s X(n)m,s+1 · · · F (n)m

. (2.4)
For every n ≥ 1, the matrices F (n)i , i = 1, ..., s, have strictly positive entries
and the matrices F
(n)
i , i = s+1, ...,m, have either all strictly positive or all zero
entries. For every fixed j = s + 1, ...,m, there is at least one non-zero matrix
X
(n)
j,k , k = 1, ..., j − 1.
Proof. Let B be a finite rank Bratteli diagram. By telescoping, we obtain that
|Vn| = d for all n ≥ 1. It follows from Proposition 4.6 of [BKM09] that B has
finitely many minimal components with respect to the tail equivalence relation,
say, they are Z1, ..., Zs. Denote
Wn(i) = {r(xn) ∈ Vn : x = (xn) ∈ Zi}, i = 1, ..., s.
Claim: For any i1 6= i2, there exists N such that for all n ≥ N
Wn(i1) ∩Wn(i2) = ∅, i1, i2 = 1, ..., s.
To prove the claim, we fix Zi and consider the subdiagram Bi of B which
is formed by the vertex set W (i) =
⋃
n≥1Wn(i) and the edges induced by all
paths from Zi. Then Bi is a simple Bratteli diagram.
Suppose now that the contrary holds, i.e., there exist distinct i1 and i2 and
a sequence {nk} such that Wnk(i1) ∩Wnk(i2) 6= ∅. Let {vnk} be a sequence of
vertices which is chosen from Wnk(i1)∩Wnk(i2). Without loss of generality, we
may assume that nk+1 − nk > 2. By simplicity of subdiagrams Bi1 and Bi2 ,
there are finite paths ek(1) and ek(2) connecting the vertices vnk and vnk+1 and
such that ek(1) and ek(2) belong to Bi1 and Bi2 , respectively. Therefore, there
exist infinite paths x ∈ Zi1 (obtained as a concatenation of e1(k)) and y ∈ Zi2
(obtained as a concatenation of e2(k)) which go through the vertices vnk for
every k ≥ 1. Thus, for every k ≥ 1, there exists a path xk ∈ Zi1 cofinal to x
which coincides with the first nk edges of y. This implies that dist(xk, y)→ 0 as
k →∞. Hence dist(Zi1 , Zi2) = 0, which is impossible. To complete the proof of
the claim, we use a standard argument based on finiteness of the set of minimal
components.
By telescoping the diagram B, we may assume that Wn(i1) ∩ Wn(i2) =
∅ (i1 6= i2) for all n ≥ 1. One can also regroup the vertices at each level so that
the sets Wn(1), ...,Wn(s) are enumerated from left to right.
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Choose a positive constant δ so that dist(Zi, Zj) ≥ δ, i 6= j. Again using the
method of telescoping, we can easily reduce the general case to that when no
edges between vertices from different minimal components exist. Hence we have
constructed the collection of simple subdiagrams Bi with incidence matrices
{F (n)i }, i = 1, . . . , s. Further telescoping the diagram we may ensure that each
matrix F
(n)
i has strictly positive entries.
Next, we consider the subdiagram B′ of B whose vertex set V ′ is
⋃
n V
′
n
where V ′n = Vn \
⋃s
i=1Wn(i) and the edge set E
′ consists of the edges that
connect vertices from V ′ only. In other words, we temporarily ignore the set of
edges that link vertices from B′ and those from Bi, i = 1, . . . , s. Then B
′ is a
finite rank Bratteli diagram whose rank is strictly less than the rank of B. We
can apply the described above procedure to find all minimal components of B′.
In a finite number of such steps, we obtain all simple subdiagrams of B that
correspond to non-zero matrices from the set {F (n)j }, j = s+ 1, . . . ,m. It may
happen that there will be some vertices at infinitely many levels that do not
belong to the constructed simple subdiagrams. This means that after appropri-
ate telescoping the corresponding incidence matrices F
(n)
j must be either zero
or strictly positive.
To finish the proof, we return to B and restore all edges that have been
temporarily removed. They will now connect some vertices from different sub-
diagrams B′j , j = s + 1, . . . ,m and also connect them with some vertices from
Bi, i = 1, . . . , s. This set of edges determines the matrices X
(n)
i,j . Certainly,
some of these matrices may be zero. But if one fixes a row i ∈ {s+ 1, . . . ,m},
then at least one matrix from the collection {X(n)i,j } is non-zero.
2.3 Invariant measures
Definition 2.7. Let B be a Bratteli diagram. By a finite measure on B we
always mean a Borel non-atomic (not necessarily probability) measure on XB.
For an infinite σ-finite measure µ on XB, we assume that µ takes finite (non-
zero) values on some clopen sets.
Definition 2.8. Given a Bratteli diagram B = (V,E), a measure µ on XB is
called invariant if µ([e]) = µ([e′]) for any two finite paths e and e′ with the same
range. In other words, µ(X
(n)
w (e)) = µ(X
(n)
w (e
′)) for any n ≥ 1 and w ∈ Vn.
Remark 2.9. The measure µ is invariant on B if and only if it is invariant with
respect to the cofinal equivalence relation E .
Definition 2.10. An invariant measure µ is ergodic for the diagram B (or
B-ergodic) if it is ergodic with respect to the cofinal equivalence relation E .
If a Bratteli diagram B admits a unique invariant probability measure, then
B is called uniquely ergodic.
The next theorem which was proved in [BKMS10] shows that the simplex
of invariant measures is completely determined by the sequence of incidence
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matrices of the diagram. To state the theorem, we will need to introduce the
following notation.
For x = (x1, . . . , xN )
T ∈ RN , we will write x ≥ 0 if xi ≥ 0 for all i, and
consider the positive cone RN+ = {x ∈ RN : x ≥ 0}. Let
C
(n)
k := F
T
k · · ·FTn
(
R
|Vn+1|
+
)
, 1 ≤ k ≤ n.
Clearly, R
|Vk|
+ ⊃ C(n)k ⊃ C(n+1)k for all n ≥ 1. Let
C∞k =
⋂
n≥k
C
(n)
k , k ≥ 1.
Observe that C∞k is a closed non-empty convex subcone of R
|Vk|
+ . It also follows
from these definitions that
FTk C
∞
k+1 = C
∞
k . (2.5)
Theorem 2.11. [BKMS10, Theorem 2.9] Let B = (V,E) be a Bratteli diagram
such that the tail equivalence relation E on XB is aperiodic. If µ is an invariant
measure with respect to the tail equivalence relation E, then the vectors p(n) =
(µ(X
(n)
w (e)))w∈Vn , e ∈ E(v0, w), satisfy the following conditions for n ≥ 1:
(i) p(n) ∈ C∞n ,
(ii) FTn p
(n+1) = p(n).
Conversely, if a sequence of vectors {p(n)} from R|Vn|+ satisfies condition (ii),
then there exists a non-atomic finite Borel E-invariant measure µ on XB with
p
(n)
w = µ(X
(n)
w (e)) for all n ≥ 1 and w ∈ Vn.
The E-invariant measure µ is a probability measure if and only if
(iii)
∑
w∈Vn
h
(n)
w p
(n)
w = 1 for n = 1,
in which case this equality holds for all n ≥ 1.
Remark 2.12. It was also proved in [BKMS10, Theorem 3.8] that for stationary
Bratteli diagrams the sequence of vectors {p(n)} which determines an invariant
measure can be completely restored by the initial distribution vector p(1). One
can construct an example when this result fails for general diagrams. However,
for diagrams of finite rank we can still telescope the diagram in such a way that
any two different invariant measures µ and ν can already be distinguished on
the first level, i.e. the corresponding vectors p(1) are distinct.
Indeed, it follows from the proof of Proposition 2.13 (see below) that the
number of extreme rays of C∞k stabilizes to the number of ergodic measures as
k → ∞. By telescoping we may assume that this already holds for every k.
By (2.5), we see that the linear map FTk sends extreme rays onto extreme rays.
Thus, FTk is a bijection of the cones C
∞
k+1 and C
∞
k for all k proving the claim.
In the next result we apply Theorem 2.11 to a finite rank Bratteli diagram
to show that any such a diagram has a finite number of ergodic measures. This
result may be considered “folklore”: it was mentioned in [BDM10] for simple
diagrams without a proof, and was certainly known to A. Vershik much earlier
[D. Handelman, personal communication].
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Proposition 2.13. Let B be a Bratteli diagram of finite rank. Suppose that
the number of vertices at each level is bounded by d. Then B has no more than
d invariant ergodic probability measures.
Proof. We will use Theorem 2.1 from [Pul71]:
Let {Cn} be a sequence of finitely generated cones such that Cn ⊃ Cn+1 for
all n ≥ 1. If for all sufficiently large n the cone Cn is finitely generated by at
most d rays, then C =
⋂
n Cn is also a finitely generated cone by at most d rays
(the number of generating rays is called the size of the cone).
We can apply Pullman’s theorem to the sequence of cones {C(n)k }n for all
k ≥ 1 and conclude that the cones C∞k are finitely generated of size not greater
than d. It follows from (2.5) that size(C∞k ) ≤ size(C∞k+1). Hence the sizes
must stabilize: size(C∞k ) = m for all k ≥ N0. Then B has m ergodic invariant
probability measures. In fact, it easily follows from Theorem 2.11 that there
is a 1-1 correspondence between E-invariant measures and C∞N0 such that the
extreme rays correspond to the ergodic measures.
Remark 2.14. We note that minimal dynamical systems have no infinite invari-
ant measures that take a finite value on a clopen set. For an aperiodic dynamical
system (and, in particular, for finite rank non-simple diagrams) such measures
can occur, see [BKMS10].
2.4 Vershik map
By definition, a Bratteli diagramB = (V,E) is called ordered if every set r−1(v),
v ∈ ⋃n≥1 Vn, is linearly ordered, see [HPS92]. Thus, any two paths fromE(v0, v)
are comparable with respect to the lexicographical order. We call a finite or
infinite path e = (ei) maximal (minimal) if every ei is maximal (minimal)
amongst the edges from r−1(r(ei)). Notice that, for v ∈ Vi, i ≥ 1, the minimal
and maximal (finite) paths in E(v0, v) are unique. Denote by Xmax and Xmin
the sets of all maximal and minimal infinite paths from XB, respectively. It
is not hard to see that Xmax and Xmin are finite sets for finite rank Bratteli
diagrams (Proposition 6.2 in [BKM09]). Let X∗B be the E-invariant set of all
infinite paths which are cofinal neither to a maximal path nor to a minimal one.
Then the set XB \X∗B is at most countable for any finite rank diagram.
Definition 2.15. Define a map T : X∗B → X∗B by setting
T (x1, x2, . . .) = (x
0
1, . . . , x
0
k−1, xk, xk+1, xk+2, . . .),
where k = min{n ≥ 1 : xn is not maximal}, xk is the successor of xk in
r−1(r(xk)), and (x
0
1, . . . , x
0
k−1) is the minimal path in E(v0, s(xk)). In this
paper, we will refer to the map T as the Vershik map on the ordered Bratteli
diagram B.
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Remark 2.16. (i) It is still unknown under what conditions the Vershik map can
be extended to a homeomorphism of XB for non-simple Bratteli diagrams. We
note only that it is not always possible [Me06].
(ii) Since all orbits of T coincide with classes of E , maybe except for at most
countable collection of orbits, any E-invariant measure is also T -invariant and
vice versa.
Throughout the paper we will always assume that each Bratteli diagram of
finite rank meets the following conditions:
(i) The path space XB has no isolated points, i.e., XB is a Cantor set.
(ii) The diagram has the same number of vertices at each level, say d. So,
each incidence matrix is a d× d matrix.
(iii) The diagram has simple edges between the top vertex v0 and the vertices
of the first level, i.e., the vector F0 consists of 1’s. (This assumption is not
restrictive because any diagram can be isomorphically transformed into a
diagram with simple edges on the first level, as in [DHS99, Lemma 9].)
(iv) The cofinal equivalence relation is aperiodic, i.e. it has no finite classes.
This assumption is needed to exclude atomic invariant measures from
consideration.
3 Structure of Invariant Measures
In this section we describe the structure of the set of invariant measures. A key
observation made here is that ergodic measures occur as extensions of measures
from simple pairwise disjoint subdiagrams (Theorem 3.3). We begin our study
by describing the process of measure extension from a subdiagram, which is
central for the paper.
Consider a Bratteli diagram B = (V,E) where the vertex set V =
⋃
n Vn
and the edge set E =
⋃
En are as in Definition 2.1.
Definition 3.1. By a subdiargam of B, we mean a Bratteli diagram S = (W,R)
constructed by taking some vertices at each level n of the diagram B and then
considering all the edges of B that connect these vertices.
Remark 3.2. We notice that our definition of a subdiagram is not, in general,
invariant under the telescoping, that is, the telescoping can add additional edges
not present originally.
Let S = (W,R) be a subdiagram of B. Consider the set Y = YS of all
infinite paths of the subdiagram S. Then the set Y is naturally seen as a subset
of XB. Let µ be a finite invariant (with respect to the tail equivalence relation
E) measure on Y . Let XS be the saturation of Y with respect to E . In other
words, a path x ∈ XB belongs to XS if it is E-equivalent to a path y ∈ Y . Then
XS is E-invariant and Y is a complete section for E on XS . By the extension of
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measure µ to XS we mean the E-invariant measure µ̂ on XS (finite or infinite)
such that µ̂ induced on Y coincides with µ.
Although the procedure of the measure extension with respect to an equiva-
lence relation is well-known, the geometric nature of the tail equivalence relation
makes this construction more illuminating.
Specifically, take a finite path e ∈ ES(v0, v) from the top vertex to a vertex
v of level n that belongs to the subdiagram S. Let [e]S be the set of all paths
in Y that coincide with e in the first n edges. Then [e]S is a cylinder subset
of Y . For any finite path e′ from the diagram B with the same range v we set
µ̂([e′]) = µ([e]S). In such a way, the measure µ̂ is extended to the σ-algebra of
Borel subsets of XB generated by all clopen sets of the form [x] where a finite
path x has the range in a vertex from S. Using the properties of tail equivalence
relations, one can show that such an extension is well-defined. Furthermore, the
support of µ̂ is, by definition, the set XS of all paths which are cofinal to paths
from Y . We observe that µ̂(XS) may be either finite or infinite. In fact, one
can use the following formula for computing µ̂(XS). Let Wn =W ∩ Vn and set
XS(n) = {x = (xi) ∈ XB : r(xi) ∈ Wi, ∀i ≥ n}. Clearly, XS(n) ⊂ XS(n + 1).
Then we have the following formula for the measure µ̂(XS):
µ̂(XS) = lim
n→∞
µ̂(XS(n)) = lim
n→∞
∑
w∈Wn
ĥ(n)w µ([eS(v0, w)]) (3.1)
where ĥ
(n)
w is the height of the tower X
(n)
w in the diagram B and eS(v0, w) is a
finite path from v0 to w that belongs to S.
From now on, we may assume that a finite rank Bratteli diagram is reduced
by Theorem 2.6 to the form (2.4) when it is convenient for us. Denote by Λ the
subset of {1, . . . ,m} such that the corresponding incidence matrices are non-
zero in (2.4). For α ∈ Λ, denote by Bα the subdiagram of B whose incidence
matrices are {F (n)α }. The fact that the matrix F (n)α is strictly positive implies
that the subdiagram Bα is simple.
Let Yα be the path space of the Bratteli diagram Bα, α ∈ Λ. Denote by
Xα = E(Yα) the saturation of Yα with respect to the tail equivalence relation.
It is clear that {Xα : α ∈ Λ} is a partition of XB into Borel invariant subsets.
In the next theorem, we describe the structure of the supports of ergodic
invariant measures. The support of each ergodic measure turns out to be the
set of all paths that stabilize in some subdiagram, which geometrically can be
seen as “vertical”. Furthermore, these subdiagrams are pairwise disjoint for
different ergodic measures. Everywhere below the term “measure” stands for
an E-invariant measure. Recall that by an infinite measure we mean any σ-finite
non-atomic measure which is finite (non-zero) on some clopen set.
Theorem 3.3. Let B be a Bratteli diagram of finite rank.
(1) Each finite ergodic measure on Yα extends to an ergodic measure on Xα.
The extension can be a finite or an infinite measure.
(2) Each ergodic measure (both finite and infinite) on XB is obtained as an
extension of a finite ergodic measure from some Yα.
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(3) The number of finite and infinite (up to scalar multiple) ergodic measures
is not greater than d.
(4) We may telescope the diagram B in such a way that for every probability
ergodic measure µ there exists a subset Wµ of vertices from {1, . . . , d} such that
the support of µ consists of all infinite paths that eventually go along the vertices
of Wµ only. Furthermore,
(4-i) Wµ ∩Wν = ∅ for different ergodic measures µ and ν;
(4-ii) given a probability ergodic measure µ, there exists a constant δ > 0
such that for any v ∈ Wµ and any level n
µ(X(n)v ) ≥ δ
where X
(n)
v is the set of all paths that go through the vertex v at level n;
(4-iii) the subdiagram generated by Wµ is simple and uniquely ergodic. The
only ergodic measure on the path space of the subdiagram is the restriction of
measure µ.
(5) If a probability ergodic measure µ is the extension of a measure from the
vertical subdiagram determined by a proper subset W ⊂ {1, . . . , d}, then
lim
n→∞
µ(X(n)v ) = 0 for all v /∈W.
Remark 3.4. The recent paper [BDM10] contains a notion of a “clean diagram”
for simple Bratteli-Vershik diagrams of finite rank, which has some similarities
with our description of the measure supports.
Proof. (I) Statements (1), (2), and (3) are similar to Lemma 4.2 from [BKMS10]
so that we give a sketch of the proof only.
Let µ be a finite or infinite ergodic measure on the path-space XB. Then
there exists α such that µ is supported on Xα. As Yα is a complete section of
Xα, the restriction of µ to Yα determines an ergodic measure µ0 on Yα. Thus,
to define a measure on Xα we need to take any finite ergodic measure on Yα
(due to Proposition 2.13 we have finitely many of them up to a normalization)
and extend it by invariance to Xα. This process was described at the beginning
of this section, see equation (3.1). We note that if the extended measure µ is
infinite, but finite on a clopen set, then the minimality of the tail equivalence
relation on Yα implies that the restriction µ0 is a finite measure. This proves
(1), (2), and (3).
(II) To prove (4), we enumerate probability ergodic measures on XB as
µ1, . . . , µp. In view of (I), we may assume, without loss of generality, that each
measure µi is restricted to a simple subdiagram Bαi . We start with the measure
µ1. Then ∑
v
lim sup
n→∞
µ1(X
(n)
v ) ≥ lim sup
n→∞
∑
v
µ1(X
(n)
v ) = 1.
Therefore, there exists a vertex v1 with
lim sup
n→∞
µ1(X
(n)
v1 ) = δ1 > 0.
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This means that we can telescope the diagram so that µ1(X
(n)
v1 ) > δ1/2 for all
levels n. Considering the set of vertices {1, . . . , d} \ {v1}, choose a vertex v2 (if
possible) such that for some positive number δ2
lim sup
n→∞
µ1(X
(n)
v2 ) = δ2 > 0.
Telescope the diagram so that µ1(X
(n)
v2 ) > δ2/2 for all levels n. Repeating this
procedure finitely many times, we will end up with a set of vertices W1 such
that
µ1(X
(n)
v ) > δ > 0
for all levels n and any vertex v ∈W1 (here δ = 12 mini δi) and such that
lim sup
n
µ1(X
(n)
v ) = 0 for all v /∈W1.
We will further telescope the diagram to ensure that
∞∑
k=n
µ1(
⊔
v/∈W1
X(k)v ) <
1
n
for any n.
Consider the set S1 of all paths that eventually go only through the vertices
from W1. We claim that the measure µ1 is supported on S1. Indeed, consider
the set
R1 = XB \ S1 =
⋂
n≥1
⋃
k≥n
⊔
v/∈W1
X(k)v .
Then
µ1(R1) = lim
n→∞
µ1(
⋃
k≥n
⊔
v/∈W1
X(k)v ) ≤ lim
n→∞
∞∑
k=n
µ1(
⊔
v/∈W1
X(k)v ) = 0,
which proves the claim.
As soon as W1 is constructed, we may repeat the arguments above to find
the corresponding sets W2, . . . ,Wp for the rest of the ergodic measures.
We claim that Wi ∩Wj = ∅ for all i 6= j. Assume the converse, i.e. that
there are two probability ergodic measures µ and ν and a vertex w such that
µ(X(n)w ) ≥ γ and ν(X(n)w ) ≥ γ
for all n, where γ = 12 min(δ(µ), δ(ν)) > 0.
Set C =
⋂
k≥1
⋃
n≥kX
(n)
w . It follows that µ(C) ≥ γ and ν(C) ≥ γ. Note
that C is exactly the set of all paths that visit the vertex w infinitely many
times, which is an E-invariant set. By ergodicity of µ and ν, we see that µ(C) =
ν(C) = 1.
Since µ and ν are mutually singular as distinct ergodic measures, the Radon-
Nikodym derivative satisfies
dµ
d(µ+ ν)
(x) ≡ 0
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for ν-a.e. x ∈ XB.
For every x ∈ XB, let vn(x) denote the vertex of level n the path x goes
through. Set [x]n = {y ∈ XB : yj = xj , j = 1, ..., n}. We observe that
h
(n)
vn(x)
µ([x]n) = µ(X
(n)
vn(x)
), where h
(n)
vn(x)
is the number of paths from the vertex
vn(x) to the top vertex.
As ν(C) = 1, we have that for ν-a.e. x ∈ C
0 =
dµ
d(µ+ ν)
(x)
= lim
n→∞
µ([x]n)
(µ+ ν)([x]n)
= lim
n→∞
h
(n)
vn(x)
µ([x]n)
h
(n)
vn(x)
(µ+ ν)([x]n)
= lim
{n:vn(x)=w}
µ(X
(n)
w )
µ(X
(n)
w ) + ν(X
(n)
w )
≥ γ
2
> 0,
which is a contradiction. Thus, statements (4-i) and (4-ii) are proved.
(III) For each ergodic measure µ ∈ {µ1, . . . , µp}, denote by Bµ the sub-
diagram generated by the vertices Wµ. We note that the diagram Bµ is a
subdiagram of the corresponding simple diagram Bαi . Thus, we can telescope
the original diagram in such a way that there is at least one edge between any
pair of vertices of Wµ at consecutive levels. This will ensure that Bµ is a simple
subdiagram.
Assume now that the diagram Bµ admits another probability ergodic mea-
sure, say ν. Denote by Yµ the path space of Bµ Then by the arguments above
the measure ν and the restriction of µ to the path-space of Bµ are extended
from (proper) disjoint subdiagrams of Bµ. Hence, there is a vertex w ∈ Wµ
such that lim supn µ(X
(n)
w ) = 0, which is a contradiction.
(IV) Assume now that Statement (5) does not hold. Then there is v0 /∈ W
such that lim supn µ(X
(n)
v0 ) > 0. Then the set C =
⋂
k≥1
⋃
n≥kX
(n)
v0 has µ-
measure one. Since the set C consists of paths that visit the vertex v0 infinitely
many times, this contradicts to the construction of the extension.
Motivated by the definition of exact rank measure-preserving transforma-
tions [F97], we give the following definition.
Definition 3.5. We say that a Bratteli diagram of a finite rank is of exact finite
rank if there is a finite invariant measure µ and a constant δ > 0 such that after
a telescoping µ(X
(n)
v ) ≥ δ for all levels n and vertices v.
As a corollary, we immediately get the following version of Boshernitzan’s
theorem [Bos92].
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Corollary 3.6. All Bratteli diagrams of exact finite rank are uniquely ergodic.
Interestingly, the condition of Boshernitzan for symbolic systems has been
used to prove uniform convergence in the multiplicative ergodic theorem, with
applications to the spectral properties of the corresponding Schro¨dinger opera-
tors [DL06].
4 Unique Ergodicity of Simple Diagrams
In this section, we will use the machinery of Birkhoff contraction coefficient to
answer the question when a simple Bratteli diagram is uniquely ergodic. Most
of the results in this section are not new, but they are scattered in the literature,
often with terminology different from ours. We provide some (short) proofs for
the reader’s convenience.
The Birkhoff contraction coefficient method is widely used in matrix theory
and theory of Markov chains as the way to understand asymptotic behavior
of nonnegative matrix products. The Birkhoff coefficient shows how matrix
products “squeeze” the orthant of positive vectors. The first results in the
area appeared in Birkhoff’s fundamental works [Bir57] and [Bir67]. We refer
the reader to the books [Har02] and [Sen81] where a detailed exposition of
the material as well as extensive reference list are presented. For the reader’s
convenience we include some results from [Har02].
Definition 4.1. For two positive vectors x, y ∈ Rd define the projective metric
(Hilbert metric) as
D(x, y) = lnmax
i,j
xiyj
xjyi
= ln
maxi
xi
yi
minj
xj
yj
where (xi) and (yi) are entries of the vectors x and y.
Denote by ∆ the set of all positive probability vectors of Rd. Note that
(∆, D) is a complete metric space (Theorem 2.5 in [Har02]).
The next theorem says that all non-negative matrices act as (weak) con-
tractions on the orthant of positive vectors. For the proof, see Lemma 2.1 in
[Har02].
Proposition 4.2. Let A be a non-negative d× d matrix. Then for any positive
vectors x, y ∈ Rd we have D(Ax,Ay) ≤ D(x, y).
Definition 4.3. For a non-negative matrix A, we set
τ(A) = sup
x,y>0
D(Ax,Ay)
D(x, y)
.
The coefficient τ(A) is called the Birkhoff contraction coefficient.
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It follows from the definition that D(Ax,Ay) ≤ τ(A)D(x, y). Proposition
4.2 implies that 0 ≤ τ(A) ≤ 1. Note that the Birkhoff contraction coefficient
has the property τ(AB) ≤ τ(A)τ(B).
For a positive matrix A = (ai,j), set
φ(A) = min
i,j,r,s
ai,jar,s
ar,jai,s
.
If A has a zero entry, then, by definition, we put φ(A) = 0. The next theorem
gives the formula for computing the Birkhoff contraction coefficient.
Proposition 4.4 (Theorem 2.6, [Har02]). Suppose that a matrix A has a
nonzero entry in each row. Then
τ(A) =
1−√φ(A)
1 +
√
φ(A)
.
In particular, if A is positive, then τ(A) < 1.
Let {Ak}k≥1 be a sequence of d × d matrices. Denote by Pnm the forward
product AmAm+1 · · ·An, n > m.
Definition 4.5. The products Pnm = (p
(m,n)
i,j ) are said to tend to row propor-
tionality if for all k, s the sequence
p
(m,n)
k,i
p
(m,n)
s,i
converges (as n→∞) to some constant
a = a(k, s,m) > 0 which does not depend on the column index i.
Similarly, changing column indexes to row indexes, we can define the notion
of column proportionality (see [Har02, Chapter 5] for details).
Remark 4.6. We note that if Pnm tends to row proportionality as n → ∞,
then its transpose, which is the backward product of {ATn}, tends to column
proportionality. Proposition 4.4 also implies that τ(A1 · · ·An) = τ(Fn · · ·F1)
where Fi = A
T
i .
Lemma 4.7 (Lemma 3.4, [Sen81]). If {Ak} is a sequence of positive matrices,
then τ(Pnm) → 0 as n → ∞ if and only if the products {Pnm} tend to row
proportionality.
Definition 4.8. For any positive d×d matrix A denote by Θ(A) the D-diameter
(in the projective metric) of the image of Rd+ under the action of A.
The next lemma, which was proved by A. Fisher (see Proposition 6.13 and
Corollary 6.4 of [Fis09]), is crucial for our study.
Lemma 4.9. Let A = (ai,j) be a positive matrix. Then Θ(A) = Θ(A
T ). Fur-
thermore,
Θ(A) = max
i,j,k,l
log
ai,kaj,l
aj,kai,l
.
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As a corollary of this result we deduce the following simple fact saying that
the image of the cone of positive vectors under Pnm has sufficiently small diameter
in the projective metric D when n is large enough if and only if the Birkhoff
contraction coefficient of Pnm tends to zero, as n→∞.
Lemma 4.10. Suppose that all matrices {Ak}k≥1 are positive. Then τ(Pnm)→ 0
as n→∞ if and only if for given ε > 0, m ∈ N, and any non-negative vectors
x, y there exists N ∈ N such that D(Pnmx, Pnmy) < ε for n ≥ N .
Proof. Set Fk = A
T
k . Suppose that τ(P
n
m) → 0 as n → ∞. It follows from
Remark 4.6 that τ(Fn · · ·Fm) → 0. Hence the backward product (Pnm)T =
Fn · · ·Fm tends to column proportionality.
Denote by ei the i-th column vector from the standard basis. Consider
x =
∑
xiei and y =
∑
yjej where the summation is over indices with xi > 0
and yj > 0, respectively. Then we get that
D((Pnm)
Tx, (Pnm)
T y) ≤
d∑
i,j=1
D((Pnm)
T ei, (P
n
m)
T ej).
Thus it suffices to estimate the distance between the images of basis vectors. Set
vn = (P
n
m)
T ei and wn = (P
n
m)
T ej . Then vn and wn are exactly the i-th and j-th
columns of the matrix (Pnm)
T . Using the definition of projective metric D and
the property of column proportionality of (Pnm)
T , we get that D(vn, wn)→ 0 as
n→∞. Thus, we obtain that Θ(Pnm) = Θ((Pnm)T )→ 0.
Conversely, using the equality Θ(Pnm) = Θ((P
n
m)
T ), we get that D(vn, wn)→
0 where vn and wn are the columns of (P
n
m)
T . It follows from the definition of
the metric D that
vn(i)
wn(i)
· wn(j)
vn(j)
→ 1 for all i, j.
This implies precisely that the matrices {(Pnm)T } tend to column proportionality
as n→∞.
Appropriate matrix norms may serve as numerical characteristics of growth
rate for matrix products. For a vector v ∈ Rd denote by ||v||1 the norm given
by
||v||1 =
∑
i
|vi|.
Similarly, for a square matrix A = (ai,j)i,j we denote by ||A||1 the entrywise
1-norm
||A||1 =
∑
i,j
|ai,j |. (4.1)
Note that this is not the operator norm arising from the vector 1-norm. However,
it is easy to check that
||AB||1 ≤ ||A||1||B||1 and ||Ax||1 ≤ ||A||1||x||1,
18
whenever the products are defined. Note also that
||A||1 = ||A1||1 = ||1TA||1 (4.2)
for any non-negative matrix A, where 1 = (1, . . . , 1)T .
Now we are ready to give the criterion of unique ergodicity for a simple Brat-
teli diagram in terms of Birkhoff contraction coefficients. In fact, the statement
of Theorem 4.11 and a part of Proposition 4.12 were proved in [Han99] even
in a more general setting. Also a version of this result was earlier established
by Fisher [Fis09, Theorem 1.3], but with somewhat different terminology and
approach.
Theorem 4.11. Let B be a simple Bratteli diagram of finite rank with incidence
matrices {Fn}n≥1. Let An = FTn . Then the diagram B is uniquely ergodic if
and only if
lim
n→∞
τ(Am . . . An) = 0 for every m.
Proof. Set Pnm = Am . . . An. Denote the cone
⋂
n≥m P
n
mR
d
+ by Cm. By the
compactness argument, Cm 6= ∅. Furthermore, AmCm+1 = Cm. Therefore, for
any vector p(1) ∈ C1 there exists a sequence of nonnegative vectors {p(m)}m≥1
such that Am−1p
(m) = p(m−1). Such a sequence of vectors defines a finite
invariant measure. The converse is also true. It follows from Remark 2.12
that in order to establish the unique ergodicity, it is necessary and sufficient to
show that C1 is a single ray. Now the result follows immediately from Lemma
4.10.
In the next proposition we collect a number of conditions yielding unique
ergodicity that can be easily checked in practice. For the proof, see Corollary
5.1 in [Har02] and Theorem 3.2 in [Sen81].
Proposition 4.12. Let {An}n≥1 be transposes of primitive incidence matrices
of a finite rank diagram B.
(1) The diagram B admits a unique invariant probability measure on XB if
and only if there exists a strictly increasing sequence {ns} such that
∞∑
s=1
√
φ(P
ns+1
ns ) =∞
where P
ns+1
ns = Ans · · ·Ans+1 . In particular, if
∞∑
n=1
√
φ(An) =∞,
then B admits a unique invariant probability measure.
(2) If
∞∑
n=1
(
mn
Mn
)
=∞,
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where mn and Mn are the smallest and the largest entry of An respectively, then
B admits a unique invariant probability measure.
Example 4.13. Let B be a simple Bratteli diagram with incidence matrices
Fn =

f
(n)
1 1 · · · 1
1 f
(n)
2 · · · 1
...
...
. . .
...
1 1 · · · f (n)d
 .
Let qn = max{f (n)i f (n)j : i 6= j}. Compute φ(Fn) = q−1n . For An = FTn , we
observe that if
∞∑
n=1
√
φ(An) =
∞∑
n=1
1√
q
n
=∞,
then there is a unique invariant probability measure on B. This example gen-
eralizes an example considered in [FFT09] for the case of 2× 2 matrices.
As a corollary of Proposition 4.12 we immediately obtain that if the incidence
matrices do not grow too fast, then the diagram admits a unique invariant
measure.
Corollary 4.14. If a simple Bratteli diagram with incidence matrices {Fn}n≥1
satisfies the condition ||Fn||1 ≤ Cn for some C > 0 and all sufficiently large n,
then the diagram admits a unique invariant probability measure.
In particular, this result holds if the diagram has only finitely many different
incidence matrices.
Proof. Denote by mn and Mn the smallest and the largest entry of Fn respec-
tively. Using the simplicity of the diagram and an appropriate telescoping, we
may assume that mn ≥ 1 for all n. By the definition of the entrywise matrix
1-norm, we get that
mn
Mn
≥ 1||Fn||1 ≥
1
Cn
for all n large enough. The result follows from Proposition 4.12.
Remark 4.15. (1) This corollary gives another proof of the fact that linearly re-
current systems are uniquely ergodic, which was originally established in Propo-
sition 5 of [CDHM03].
(2) It is mentioned in [Haj76, p. 528] that the products of the following sets
of positive matrices tend to column proportionality and, in particular, give rise
to uniquely ergodic systems:
(i) Any set of primitive incidence matrices which pairwise commute.
(ii) The set Σ of primitive incidence matrices such that if A ∈ Σ and F is
primitive, then AF and FA are primitive.
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In the next example we show how the technique of Bratteli diagrams can be
used to derive a sufficient condition of unique ergodicity for generalized Morse
sequences. See the papers [Ke68] and [Ma77] for more information about these
systems and a complete characterization of unique ergodicity.
Example 4.16. Let G be a finite abelian group with group operation +. Each
element g ∈ G acts on finite words a = a0 . . . ap, ai ∈ G, by σg(a)[i] = ai + g,
i = 0, . . . , p. For two finite words a = a0 . . . ap and c = c0 . . . cq over G, we
define
a× c = σc0(a)σc1(a) . . . σcq (a) (concatenation of words).
Let {b(n)}n≥1 be a sequence of finite words over G. We assume that the first
letter b(n)[0] = 0 (group identity), |b(n)| ≥ 2, and all elements from G occur in
every b(n). Define the infinite sequence
ω = b(1) × b(2) × · · · .
Consider the symbolic dynamical system (X,T ) generated by the shift T on
the closure X of T -orbit of ω. Points from X are represented by bi-infinite
sequences. Then (X,T ) is called a generalized Morse dynamical system. The
classical Morse system is included in this scheme.
Denote by freq(g, b(n)) the frequency of an element g ∈ G in the word b(n).
The following fact is “folklore” and was originally established by methods of
symbolic dynamics.
Claim: If ∑
n≥1
min
g∈G
freq(g, b(n)) =∞, (4.3)
then the system is uniquely ergodic.
In fact, this is a necessary and sufficient condition for unique ergodicity when
G has two elements [Ke68]; the criterion of [Ma77] is stated in different terms.
This result can be proved by using the following approach: find a Bratteli-
Vershik model for (X,T ) and then show that condition (4.3) allows us to apply
Proposition 4.12.
Denote by λn the length of the word c
(n) = b(1)× · · ·× b(n). For each g ∈ G,
set
Bn(g) = {x ∈ X : x[0, λn − 1] = σg(c(n))}.
Then the sets X
(n)
g = {Bg(n), . . . T λn−1Bg(n)}, g ∈ G, are disjoint; and Ξn =
{X(n)g : g ∈ G} form a Kakutani-Rokhlin partition of X , see [Ma77] for the
details. Furthermore, one can check that the sequence {Ξn}n≥1 is nested. Thus,
we can use the sequence {Ξn}n≥1 to construct an ordered finite rank Bratteli
diagram B.
Note that the ordering on the diagram B has only finitely many maximal
and minimal paths. Denote by X0B a (countable) set of paths which are cofinal
either to a minimal path or to a maximal one. Thus, the Vershik map TB
determined by the ordering is well-defined and continuous on X ′B = XB \X0B.
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Set X0 =
⋃
k T
k(
⋂
n
⋃
g Bg(n)) and X
′ = X \X0. Using the finiteness of G,
one can show that X0 is a countable set. Furthermore, the dynamical systems
(X ′B, TB) and (X
′, T ) are (Borel) isomorphic and share the same set of invariant
measures. Therefore, in order to check the unique ergodicity of the generalized
Morse system, it is enough to do this for (X ′B, TB).
Since each tower in a Kakutani-Rokhlin partition Ξn is exactly defined by
an element g ∈ G, there is a natural correspondence between vertices of level
n in the diagram B and elements of G. Using properties of {Ξn}n≥1, one can
check that that the n-th incidence matrix of the diagram B is as Fn = (f
(n)
g,h ),
where f
(n)
g,h is the number of occurrences of h in the word σg(b
(n)). We observe
that f
(n)
g,h = f
(n)
0,g−h for any g, h ∈ G. Hence,
mn = min
g,h∈G
f
(n)
g,h = minq∈G
f
(n)
0,q = min
g∈G
freq(g, b(n))|b(n)|,
where |b(n)| is the length of b(n). Observe that each row in the matrix Fn sums
up to |b(n)|. Hence Mn = maxg,h f (n)g,h < |b(n)|. Thus, we conclude that
min
g∈G
freq(g, b(n)) =
mn
|b(n)| ≤
mn
Mn
.
Now the claim follows from Proposition 4.12.
We observe that by refining the partitions {Ξn}n≥1 one can construct a
topological (finite rank) Bratteli-Vershik model for (X,T ).
5 Quantitative Analysis of Measures
Throughout this section, we assume that the Bratteli diagram B is simple and
uniquely ergodic. Our goal in the section is to study the asymptotic behavior
of tower heights and of measures of tower bases. Since the heights of towers
determine the recurrence time for points from the bases of towers, our study
can be viewed as an “adic version” of the quantitative recurrence analysis.
We start by translating the ergodic theorem into the language of Bratteli
diagrams. Let B be a simple Bratteli diagram of finite rank with a unique
ergodic probability measure µ. Without loss of generality (after telescoping)
we can assume that all vertices of consecutive levels of B are connected by an
edge. Then it is easy to enumerate the edges of the Bratteli diagram so that this
ordering defines a continuous Vershik map T = TB (see Section 3 of [HPS92]
for details).
Fix an integer m > 0. For each infinite path x ∈ XB, denote by vm(x)
the vertex of level m the path x goes through. Denote also by e(v0, vm(x)) the
finite segment of the path x between the vertices v0 and vm(x). Let im(x) be
the least integer such that T−im(x) maps e(v0, vm(x)) to the minimal finite path
from the set E(v0, vm(x)). Similarly, let jm(x) be the least integer such that
T jm(x) maps e(v0, vm(x)) to the maximal path from E(v0, vm(x)). Notice that
h
(m)
vm(x)
= jm(x) + im(x).
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Then, by the pointwise ergodic theorem and unique ergodicity of (XB, TB),
we get that
µ(Bn(w)) = lim
m→∞
1
im(x) + jm(x)
jm(x)∑
i=−im(x)
1Bn(w)(T
i(x)) (5.1)
for every x ∈ XB.
The sum in the right-hand side of (5.1) is equal to the number of paths that
connect the vertex w of level n to the vertex vm(x) of level m. Hence, we obtain
the following result.
Proposition 5.1. Let B be a simple uniquely ergodic Bratteli diagram, and let
µ be the unique invariant probability measure on XB. Then for any vertices v,
w, and any level n, we have
µ(Bn(w)) = lim
m→∞
(Fm−1 · · ·Fn)v,w
h
(m)
v
.
Remark 5.2. We should note that such an interpretation of the pointwise ergodic
theorem first appeared in [VK81, Theorem 2], see also [Mel06, Lemma 3.4].
Lemma 5.3. Let B be a simple uniquely ergodic Bratteli diagram of finite rank.
The diagram B can be telescoped to a new diagram with incidence matrices
{Fn}n≥1 such that the following properties hold:
(i) there exist a non-negative probability vector ξ and strictly positive vectors
{η(n)}n≥1 such that for any n > 0 and any vector x ∈ Rd+ we have
lim
m→∞
Fm · · ·Fnx
||Fm · · ·Fnx||1 = ξ
and
lim
m→∞
xTFm · · ·Fn
||xTFm · · ·Fn||1 = (η
(n))T > 0;
(ii)
(η(n+1))TFn
||(η(n+1))TFn||1 = (η
(n))T
and η(n) → η ≥ 0 as n→∞.
Proof. (i) Denote by {Fn}n≥1 the incidence matrices of the diagram B. Since
B is uniquely ergodic, we obtain, by Theorem 4.11, that τ(FTn · · ·FTm) → 0 for
any fixed n as m → ∞. Applying Lemmas 4.9 and 4.10, we conclude that the
D-diameter of the cone C
(n)
m = Fm · · ·FnRd+ tends to zero as m → ∞. Hence,
by compactness of the simplex of probability vectors, there exists a non-negative
probability vector ξ(1) and a subsequence {mk}k≥1 such that C(1)mk → ray(ξ(1))
as k → ∞. Telescope the diagram along the sequence {mk}k≥1. For conve-
nience, we denote the new incidence matrices by the same symbols {Fn}n≥1.
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Applying the same arguments for n = 2, 3, . . ., we inductively telescope the
diagram to new levels and find non-negative probability vectors {ξ(n)}n≥1 such
that C
(n)
m → ray(ξ(n)) as m→∞ for every fixed n.
It follows from the construction that for any non-negative vector x
Fm · · ·Fnx
||Fm · · ·Fnx||1 → ξ
(n) as m→∞. (5.2)
Setting x = Fn−1y for some non-negative vector y, we see that
Fm · · ·FnFn−1y
||Fm · · ·FnFn−1y||1 → ξ
(n−1) as m→∞.
Hence ξ(n) = ξ(n−1) = . . . = ξ(1) = ξ.
(ii) To show the existence of a probability vector η(n) that satisfies the
condition of the lemma, we consider a decreasing sequence of cones C˜
(n)
m =
FTn . . . F
T
mR
d
+. Lemma 4.9 implies that the D-diameter of these cones tends
to zero as m → ∞. It follows that ⋂m≥n C˜(n)m = ray(η(n)) for some strictly
positive probability vector η(n). Clearly, we can further telescope the diagram
to ensure that η(n) → η for some probability non-negative vector η. Verifying
condition (ii) of the lemma is straightforward.
Remark 5.4. (1) If a Bratteli diagram B is stationary, i.e. Fn = F for all n,
then ξ and η are the normalized right and left Perron-Frobenius eigenvectors of
F , respectively.
(2) In general, vectors ξ and η may have zero coordinates (see Example 5.10).
(3) The entries of vectors {η(n)} represent (non-normalized) values of the
invariant measure on cylinder sets. Set
p(n) =
η(n)
||(η(2))TF1||1 · · · ||(η(n))TFn−1||1 .
It follows from Lemma 5.3 that FTn p
(n+1) = p(n) for all n. Thus, this sequence
defines a probability measure (see Theorem 2.11).
Next we explore these questions for Bratteli diagrams of exact finite rank,
see Definition 3.5. Recall that such diagrams are all uniquely ergodic (Corol-
lary 3.6).
Definition 5.5. For any two sequences of real numbers {xn} and {yn}, we will
write xn ∼ yn as n→∞ to indicate that limn→∞ xn/yn = 1.
The following simple proposition shows that if the measures of tower bases
have the same asymptotic growth, then so do the heights of towers.
Proposition 5.6. Let B be a simple Bratteli diagram of exact finite rank with
the probability invariant measure µ.
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(1) Then
inf
v,w,n
µ(Bn(v))
µ(Bn(w))
> 0 if and only if inf
v,w,n
h
(n)
v
h
(n)
w
> 0
where Bn(w) is the base of the tower X
(n)
w and h(n) = Fn−1 · · ·F11 is the vector
representing the tower heights.
(2) If either condition holds, then the vector ξ found in Lemma 5.3 is strictly
positive and (after an appropriate telescoping)
h(n)w ∼ ξw||Fn−1 · · ·F1||1
and
µ(Bn(w)) ∼ ρw||Fn−1 · · ·F1||1 .
for some strictly positive vector ρ = (ρw).
Proof. Both statements are immediate from Lemma 5.3 and the fact that 0 <
δ ≤ µ(X(n)v ) = h(n)v µ(Bn(v)) ≤ 1 for all v and n.
The following proposition defines a large class of diagrams of exact finite
rank whose towers grow with the same speed. We note that the condition used
in the next proposition is sometimes referred to as the “compactness” condition.
Proposition 5.7. Let B be a simple Bratteli finite rank diagram with the in-
cidence matrices {Fn}n≥1. Suppose that there is a constant c > 0 such that
mn/Mn ≥ c, for all n, where mn and Mn are the smallest and the largest entry
of Fn, respectively. Then:
(1) the diagram B is of exact finite rank;
(2) h
(n)
w /h
(n)
v ≥ c for all levels n and all vertices v and w.
Proof. The unique ergodicity follows from Proposition 4.12. Denote by f
(n,m)
i,j
the entries of the product matrix Fm · · ·Fn. The entries of Fn are denoted by
f
(n)
i,j . We claim that f
(n,m)
p,v /f
(n,m)
p,w ≥ c for every m ≥ n and all vertices p, v, w.
By induction, we need to show that if this inequality holds for m, then it is true
for m+ 1. Indeed,
f
(n,m+1)
p,v
f
(n,m+1)
p,w
=
∑
r f
(m+1)
p,r f
(n,m)
r,v∑
i f
(m+1)
p,i f
(n,m)
i,w
=
∑
r
f
(m+1)
p,r f
(n,m)
r,w∑
i f
(m+1)
p,i f
(n,m)
i,w
f
(n,m)
r,v
f
(n,m)
r,w
≥ c
∑
r
f
(m+1)
p,r f
(n,m)
r,w∑
i f
(m+1)
p,i f
(n,m)
i,w
= c.
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It follows from Proposition 5.1 that
µ(Bn(v))
µ(Bn(w))
=
f
(n,m)
p,v h
(m)
p
f
(n,m)
p,w h
(m)
p
= lim
m→∞
f (n,m)p,v /f
(n,m)
p,w ≥ c
for all v, w. Note also that
h(n)w =
∑
r
f (n)v,r h
(n−1)
r ≥ c
∑
r
Mnh
(n−1)
r ≥ ch(n)v
for all w and v. Therefore,
µ(X
(n)
v )
µ(X
(n)
w )
=
h
(n)
v µ(Bn(v))
h
(n)
w µ(Bn(w))
≥ c2
for all levels n and vertices v, w. This proves the proposition.
The following example shows that there are diagrams of exact finite rank
whose tower heights obey different asymptotic rates.
Example 5.8. Consider a simple finite rank Bratteli diagram B determined by
the sequence of incidence matrices
Fn =
(
1 1
n 1
)
.
By Corollary 4.14, this diagram is uniquely ergodic. Denote by cn and dn the
(1, 1)- and (2, 1)-entry of Fn · · ·F1, respectively. By induction, one can show
that
Fn · · ·F1 =
(
cn cn
dn dn
)
.
Hence h
(n)
1 = 2cn−1 and h
(n)
2 = 2dn−1 for all n. Using the recurrence relations
cn = cn−1 + dn−1 and dn = ncn−1 + dn−1, we see that
cn = 2cn−1 + (n− 2)cn−2 (5.3)
and
dn = (n+ 1)cn−1 + (n− 2)cn−2. (5.4)
Denote by Hn(z) the n-th Hermite polynomial, i.e. H0(z) = 1, H1(z) = 2z,
and for all n ≥ 1
Hn+1(z) = 2zHn(z)− 2nHn−1(z). (5.5)
It follows from (5.3) and (5.5) that
cn =
(−i√
2
)n−1
Hn−1(i
√
2). (5.6)
The asymptotic formula for Hermite polynomials is given by
Hn(z) =
√
2 exp(z2/2)(2n/e)n/2 cos[z
√
2n+ 1− (πn)/2](1 + qn(z)), (5.7)
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where z ∈ C \ R and qn(z)→ 0, see [Ru76]. It follows that
Hn(i
√
2)
Hn−1(i
√
2)
∼ i
√
2n as n→∞. (5.8)
Claim 1. h
(1)
n /h
(2)
n → 0 when n→∞.
Indeed, in view of (5.3) and (5.4) it is enough to show that cn−1/cn → 0
when n→∞, which immediately follows from (5.6) and (5.8).
Claim 2. Let µ be the probability invariant measure on XB. Then µ(X
(m)
1 )→
1/2 when m→∞, hence the diagram has exact finite rank.
We will need the second (linearly independent of Hn(z)) solution of (5.5)
given by
Qn(z) = −
∞∫
−∞
e−t
2
Hn(z)
t− z dt, z ∈ C \ R,
see [Ru76] for the details. The functions Qn(z) are called the Hermite functions
of second kind. We note that any other solution of (5.3) is a linear combination
of Hn(z) and Qn(z) [Ru76]. (We are thankful to L. Golinskii and P. Nevai for
their suggestions to use the functions Qn(z).)
The following asymptotic formula was also established in [Ru76] for z in the
upper half-plane
Qn(z) = (−i)n+1π
√
2(2n/e)n/2 exp[−z2/2 + iz√2n+ 1](1 + kn(z)), (5.9)
where kn(z)→ 0. It follows from (5.7) and (5.9) that
Qn(i
√
2)
Hn(i
√
2)
→ 0 as n→∞. (5.10)
Note also that
Qn−1(i
√
2)
Qn(i
√
2)
∼ i√
2n
as n→∞.
Applying the pointwise ergodic theorem (Proposition 5.1), we get that
µ(X
(m)
1 ) = limn→∞
h
(m)
1 (Fn−1 · · ·Fm)1,1
h
(n)
1
. (5.11)
Set R
(m)
n = (Fn−1 · · ·Fm)1,1. We observe that the sequence {R(m)n }n≥m sat-
isfies the recurrence relation (5.3) and initial conditions R
(m)
m = 1 and R
(m)
m+1 =
m+ 1. Note that R
(1)
n = cn. Thus,
R(m)n =
(−i√
2
)n−1 (
αmHn−1(i
√
2) + βmQn−1(i
√
2)
)
for all n ≥ m,
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where the constants αm and βm are uniquely determined by the initial condi-
tions. The asymptotic ratio (5.10) implies that
R
(m)
n
h
(n)
1
→ αm
2
as n→∞.
It follows from (5.11) that µ(Bm(1)) = αm/2 and
µ(X
(m)
1 ) =
(−i√
2
)m−2
αmHm−2(i
√
2).
Solving the system of equations R
(m)
m = 1 and R
(m)
m+1 = m + 1 for αm and
βm, we obtain that
αm =
(
−√2
i
)m
(i/
√
2)Qm(i
√
2)− (m+ 1)Qm−1(i
√
2)
Hm−1(i
√
2)Qm(i
√
2)−Hm(i
√
2)Qm−1(i
√
2)
.
Now it is straightforward to check that µ(X
(m)
1 )→ 1/2 as m→∞. We skip
the computation.
Remark 5.9. We note that the uniform growth of tower heights does not guaran-
tee the unique ergodicity of the diagram. As an example, consider the Bratteli
diagram B with incidence matrices
Fn =
(
n2 1
1 n2
)
.
Setting h(n) = Fn−1 · · ·F11, we note that h(n)1 = h(n)2 = 2−1||Fn−1 · · ·F1||1.
However, it was shown in [FFT09, Proposition 3.1] that the diagram B has
exactly two finite ergodic invariant measures (see also more general Example
6.7). We may also apply the methods of Section 6 to show that each of these
measures is obtained as an extension of a unique invariant measure from the
left (right) vertical subdiagram.
The following example presents a uniquely ergodic diagram of non-exact
finite rank with different growth of tower heights.
Example 5.10. Consider the Bratteli diagram B determined by the incidence
matrices
Fn =
(
1 1
1 n
)
.
By Corollary 4.14, this diagram is uniquely ergodic. However, the following
result holds:
Claim. The diagram B is not of exact finite rank.
Indeed, let h
(n)
i be the height of the i-th tower at level n, i = 1, 2. Clearly,
h
(n)
1 ≤ h(n)2 . Hence
h
(n+1)
1
h
(n+1)
2
=
h
(n)
1 + h
(n)
2
h
(n)
1 + nh
(n)
2
≤ 2h
(n)
2
nh
(n)
2
→ 0 as n→∞.
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It follows that
h
(n)
1
h
(n+1)
2
≤ h
(n)
1
nh
(n)
2
≤ 2
n(n− 1) .
Now if we take the invariant probability measure µ on the right (vertical) sub-
diagram, then the convergence of
∑
n h
(n)
1 /h
(n+1)
2 and Proposition 6.1 below
imply that the extension of µ is a finite invariant measure. Thus, the unique
invariant measure is the extension of µ. Hence by Theorem 3.3 we get that
µ(X
(n)
1 )/µ(X
(n)
2 )→ 0 as n→∞.
6 Extension of Measures from Subdiagrams
In view of the structural results of Section 3, each invariant measure on a finite
rank Bratteli diagram is obtained as an extension of a measure from some sub-
diagram. In this section we further study this construction by establishing some
algebraic conditions for finiteness of the extension. The motivation for this is
to obtain some quantitative properties of diagrams.
6.1 General Condition
Let W = {Wn} be a sequence of finite subsets of Vn. We will consider the non-
trivial case when Wn is a proper subset of Vn for all n. Denote W
′
n = Vn \Wn.
Thus, the sequence W determines a proper Bratteli subdiagram B(W ) which is
formed by the vertices fromW and the edges that connect them. Let Y = YB(W )
be the path space of B(W ). The following proposition may be viewed as an
analogue of the Kac lemma on the first return map in measurable dynamics.
Proposition 6.1. Let B be a finite rank diagram with incidence matrices {Fn =
(f
(n)
v,w)}, and B(W ) is a subdiagram as above. Let µ be a finite invariant measure
on B(W ).
(1) Suppose the extension µ̂ of µ on the support X = XB(W ) is finite. Then
∞∑
n=1
∑
v∈Wn+1
∑
w∈W ′n
q(n)v,wµ(X
(n+1)
v (W )) <∞ (6.1)
where q
(n)
v,w are the entries of the stochastic matrix Qn (see (2.3)) and X
(n+1)
v (W )
is the tower in the subdiagram B(W ) corresponding to the vertex v ∈ Vn+1.
(2) If
∞∑
n=1
∑
v∈Wn+1
∑
w∈W ′n
q(n)v,w <∞, (6.2)
then any probability measure µ defined on the path space Y of the subdiagram
B(W ) extends to a finite measure µ̂ on X.
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Proof. (1) Let X
(n)
w (W ) be the tower in B(W ) corresponding to a vertex w ∈
Wn. Denote by h
(n)
w (W ) the height of X
(n)
w (W ) and by Bn(w) its base, then
µ(X
(n)
w (W )) = h
(n)
w (W )µ(Bn(w)). Let ĥ
(n)
w be the number of all finite paths
from v0 to w contained in B, i.e., ĥ
(n)
w is the height of X
(n)
w . Set
Zn = {x ∈ XB : r(xm) ∈Wm for m ≥ n and xk ∈ W ′k for some k < n}.
Then µ̂(XB) <∞ is finite if and only if µ̂(
⋃
n Zn) <∞. Observe that
µ̂
(⋃
n
Zn
)
=
∞∑
n=1
∑
v∈Wn+1
∑
w∈W ′n
f
(n)
v,wĥ
(n)
w
h
(n+1)
v (W )
µ(X(n+1)v (W ))
Since q
(n)
v,w =
f(n)v,w ĥ
(n)
w
ĥ
(n+1)
v
≤ f
(n)
v,w ĥ
(n)
w
h
(n+1)
v (W )
, the finiteness of µ̂(
⋃
n Zn) implies (6.1).
(2) Suppose (6.2) holds. Denote
In =
∑
w∈Wn
ĥ(n)w µ(Bn(w)).
To prove the finiteness of µ̂(X), it suffices to show that the sequence {In} is
bounded since limn In = µ̂(XB). We have
In =
∑
w∈Wn
ĥ
(n)
w
h
(n)
w (W )
h(n)w (W )µ(Bn(w)) =
∑
w∈Wn
ĥ
(n)
w
h
(n)
w (W )
µ(X(n)w (B)) (6.3)
Next, if we show that there exists M such that for all n and w ∈Wn
ĥ
(n)
w
h
(n)
w (W )
≤M, (6.4)
then we obtain that
In ≤M
∑
w∈Wn
µ(X(n)w (B)) ≤M.
Let
Mn = max{ ĥ
(n)
w
h
(n)
w (W )
: w ∈ Wn}.
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Fix a vertex v ∈Wn+1 and consider
ĥ
(n+1)
v
h
(n+1)
v (W )
=
1
h
(n+1)
v (W )
 ∑
w∈Wn
f (n+1)v,w ĥ
(n)
w +
∑
w∈W ′n
f (n+1)v,w ĥ
(n)
w

≤ Mn
h
(n+1)
v (W )
∑
w∈Wn
f (n+1)v,w h
(n)
w (W ) +
1
h
(n+1)
v (W )
∑
w∈W ′n
f (n+1)v,w ĥ
(n)
w
= Mn +
ĥ
(n+1)
v
h
(n+1)
v (W )
∑
w∈W ′n
f (n+1)v,w
ĥ
(n)
w
ĥ
(n+1)
v
= Mn +
ĥ
(n+1)
v
h
(n+1)
v (W )
∑
w∈W ′n
q(n)v,w
≤ Mn + ĥ
(n+1)
v
h
(n+1)
v (W )
εn,
where
εn =
∑
v∈Wn+1
∑
w∈W ′n
q(n)v,w.
It follows from the above inequalities that
ĥ
(n+1)
v
h
(n+1)
v (W )
(1− εn) ≤Mn and Mn+1 ≤ Mn
1− εn .
Finally,
Mn ≤ M1∏∞
k=1(1− εn)
where the product is convergent in view of (6.2).
Corollary 6.2. In the setting of Proposition 6.1, if the subdiagram B(W ) has
exact finite rank, then (6.2) is necessary and sufficient for the finiteness of the
extension µ̂.
Proof. This is immediate from Proposition 6.1 and the definition of exact finite
rank.
In the remaining part of this section, we consider finite rank Bratteli dia-
grams B with incidence matrices of the form
Fn =
(
Dn 0
An Cn
)
, n ≥ 1, (6.5)
where matrices Dn and Cn are primitive and An is non-zero for all n. Then
the subdiagrams B(D) and B(C), with the incidence matrices Dn and Cn, are
simple. By construction, the minimal component of B corresponds to B(D)
and the non-minimal one is determined by B(C). Suppose µ is a probability
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invariant measure on B(C). Denote by µ̂ the extension of µ to XB. Let Ai =
(a
(i)
v,u) and set
αi = max{a(i)v,u : v ∈ Vi+1(C), u ∈ Vi(D)},
βi = min{a(i)v,u : v ∈ Vi+1(C), u ∈ Vi(D)}.
Using Propositions 5.6 and 6.1, we can establish the following result.
Theorem 6.3. Let the Bratteli diagram B be as above. Suppose that the Bratteli
subdiagrams B(C) and B(D) are of exact finite rank. Assume further that in
each of the subdiagrams the heights of towers have the same asymptotic growth.
More precisely, infn,v,w h
(n)
v /h
(n)
w > 0 where v and w run over the vertices of
B(D), and also over the vertices of B(C), and h
(n)
v , h
(n)
w denote the heights of
the towers within the corresponding subdiagram.
(i) If
∞∑
i=1
αi
||Di−1 · · ·D1||1
||Ci · · ·C1||1 <∞,
then the measure µ̂(XB) is finite.
(ii) If µ̂(XB) is finite, then
∞∑
i=1
βi
||Di−1 · · ·D1||1
||Ci · · ·C1||1 <∞.
Proof. To prove the theorem it is enough to check the convergence of the series
∞∑
i=1
∑
v∈Wi+1
∑
w∈W ′i
q(i)v,w, (6.6)
where Wi = V (C) ∩ Vi and W ′i = V (D) ∩ Vi.
We observe that it follows from the form of the diagram B that the heights
h
(i)
w , for w ∈ V (D), are completely determined by the products of the matrices
Di−1 · · ·D1. In view of Proposition 5.6 we see that there are positive constants
k1 and k2 such that
k1 ≤ h
(i)
w
||Di−1 · · ·D1||1 ≤ k2
for all levels i ≥ 1 and all w ∈ V (D). (Although Proposition 5.6(ii) says
“after appropriate telescoping”, we only need the weaker property that there
are two-sided estimates. In that proposition, we have that ||Fn−1 · · ·F1||1 is the
sum of heights. Since the ratios between heights are bounded away from zero,
h
(n)
v /||Fn−1 · · ·F1||1 is bounded from zero and infinity.)
On the other hand, the finiteness of the extension µ̂ is equivalent to the fact
that there exist positive constants r1 and r2 such that for all i ≥ 1 and v ∈ V (C)
r1 ≤ h
(i)
v
||Ci−1 · · ·C1||1 ≤ r2.
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Then, for all i ≥ 1 we have that
∑
v∈Wi+1
∑
w∈W ′i
q(i)v,w =
∑
v∈Wi+1
∑
w∈W ′i
f (i)v,w
h
(i)
w
h
(i+1)
v
≤ αi k2|W
′
i | · |Wi+1|
r1
||Di−1 · · ·D1||1
||Ci · · ·C1||1 .
Thus, statement (i) implies the convergence of (6.6) and, therefore, estab-
lishes the finiteness of the extension.
The statement (ii) is proved analogously from the lower bound for the sum∑
v∈Wi+1
∑
w∈W ′i
q
(i)
v,w.
Corollary 6.4. Let B be as in Theorem 6.3. If there are positive integers N1
and N2 such that N1 ≤ βi ≤ αi ≤ N2 for all i ≥ 1, then
µ(XB) <∞⇐⇒
∞∑
i=1
||Di−1 · · ·D1||1
||Ci · · ·C1||1 <∞. (6.7)
Remark 6.5. (1) The condition N1 ≤ βi ≤ αi ≤ N2 (i ≥ 1) is equivalent to the
property of finiteness of the set {Ai : i ≥ 1} (recall that we consider Bratteli
diagrams with incidence matrices (6.5). In particular, this is the case when the
matrices Fi are taken from a finite set of matrices (linearly recurrent case, which
is discussed below).
(2) For any fixed sequences {Di} and {Ci}, the condition µ(XB) = ∞ can
be obtained by an appropriate choice of matrices Ai.
(3) In the case of stationary diagrams, Corollary 6.4 is a generalization of
the fact that the measure extension is finite if and only if the spectral radius of
C = Cn is strictly greater than that of D = Dn, see Theorem 4.3 in [BKMS10].
6.2 Extension from Odometers
We consider an important special case of Proposition 6.1. Let B be a finite rank
Bratteli diagram with incidence matrices Fn. Take a sequence v = (v0, v1, ...) of
vertices in B such that vi ∈ Vi and denote by Yv the corresponding “odometer”,
i.e., Yv is the set of paths x = (xi) such that r(xi) = vi for all i. Let µv be the
ergodic measure on Yv such that
µv([e(v0, vn])) =
(
n−1∏
i=1
f (i)vi+1,vi
)−1
.
Let µ̂v be the extension of µv. Any odometer is trivially of exact finite rank
(since it has rank one!), so it follows from Corollary 6.2 that
µ̂v(XB) <∞⇐⇒
∞∑
i=1
(1− q(i)vi+1,vi) <∞ (6.8)
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where q
(i)
vi+1,vi are the entries of the corresponding stochastic matrix (2.3) taken
along the sequence v.
Corollary 6.6. Let v = (v0, v1, ...) and w = (w0, w1, ...) be two sequences of
vertices of a finite rank diagram B such that the corresponding measures µ̂w
and µ̂v are finite. Then there exists a level n0 such that for all n ≥ n0 either
wn = vn or wn 6= vn.
Proof. Indeed, it follows from (6.8) that, without loss of generality, one can
assume that for all n the inequality q
(n)
vn+1,vn > 1/2 holds. Since the vector
(q
(n)
v,w)w is probability, there exists at most one vertex w ∈ Vn such that, for a
given v ∈ Vn+1, the entry q(n)v,w is greater than 1/2.
Now we consider several examples which illustrate different cases of the
proved theorems. In particular, one of the examples shows that if a compo-
nent Yα of a Bratteli diagram B supports several ergodic probability measures,
then some of them might give rise to finite measures and some to infinite ones on
E(Yα). We observe that our examples have some similarities with the examples
constructed in [FFT09], but we use a completely different approach here. In all
the examples below we extend ergodic measures from subdiagrams which have
the simplest form possible, i.e. they have only one vertex at each level. We
should note that not every measure can be obtained as an extension from such
an elementary subdiagram.
Example 6.7. Let B be the Bratteli diagram with incidence matrices
Fn =
(
bn 1
1 cn
)
, n ≥ 1.
Then B contains two natural subdiagrams B1 and B2 defined by odometers
{bn} and {cn} “sitting” on left and right vertices v1 and v2, respectively. Let µ1
and µ2 be the two invariant probability measures on B1 and B2, respectively.
Consider the extensions µ̂1 and µ̂2 of measures µ1 and µ2 on X1 = E(Y1) and
X2 = E(Y2). To compute µ̂1(X1), we use the relation (for µ̂2(X2) we have
similar formulas)
µ̂1(X1) = lim
n→∞
µ̂1(X1(n))
where X1(n) = {x = (xi) ∈ XB : r(xi) = v1, i ≥ n}. Notice that for n ≥ 1
h
(n)
1 = bn−1h
(n−1)
1 + h
(n−1)
2 ,
h
(n)
2 = cn−1h
(n−1)
2 + h
(n−1)
1 .
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Then
µ̂1(X1(n)) = µ̂1(X1(1)) +
n∑
i=2
(µ̂1(X1(i))− µ̂1(X1(i− 1))
= 1 +
n∑
i=2
(
h
(i)
1
bi−1 · · · b1 −
h
(i−1)
1
bi−2 · · · b1 )
= 1 +
n∑
i=2
(
bi−1h
(i−1)
1 + h
(i−1)
2
bi−1 · · · b1 −
h
(i−1)
1
bi−2 · · · b1 )
= 1 +
n∑
i=2
h
(i−1)
2
bi−1 · · · b1
Finally,
µ̂1(X1) = 1 +
∞∑
i=1
h
(i)
2
bi · · · b1 . (6.9)
Thus,
µ̂1(X1) <∞⇐⇒
∞∑
i=1
h
(i)
2
bi · · · b1 <∞.
We note that the function h
(i)
2 depends on b1, ..., bi−2 and c1, ..., ci−1. Based
on this observation, we can easily show that the following statement holds:
For any sequence {cn}, there exists a sequence {bn} such that µ̂1(X1) <
∞. Similarly, given a sequence {bn}, one can find a sequence {cn} such that
µ̂2(X1) < ∞. Moreover, one can construct sequences {bn} and {cn} to obtain
both measures µ̂1 and µ̂2 simultaneously either finite or infinite.
Indeed, formula (6.9) says that, independently of h
(i)
2 , we can always choose
bi to ensure the convergence of the series
∑∞
i=1 h
(i)
2 (bi · · · b1)−1. This is possible
because bi is not involved in the formula for h
(i)
2 . Clearly, this kind of argument
proves the claim above.
Now we consider the following Bratteli diagram B:
b1· · ·x1· · · c1· · ·
x2· · · b2· · · c2· · ·
(1)
(1)
(1)
(2)
(2)
(2)
(3)
(3)
(3)
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The incidence matrices of B have the form:
Fn =
 2 0 0xn bn 1
1 1 cn
 .
We have proved above that there are sequences {bn} and {cn} such that the
subdiagram B of B has two finite ergodic measures µ̂1 and µ̂2. Let µ1 and µ2 be
extensions of µ̂1 and µ̂2 from B to B. In other words, we extend these measures
to path spaces E(Xi), i = 1, 2, in the diagram B. Direct computations, similar
to those above, show that one can choose sequences {xn}, {bn}, and {cn} such
that the measure µ1 is infinite and the measure µ2 is finite.
Remark 6.8. (1) One can slightly modify Example 6.7 and consider the sequence
of incidence matrices
Fn =
(
bn sn
tn cn
)
, n ≥ 1
such that the additional condition bn + sn = tn + cn = hn holds. Then the
corresponding stochastic matrix Qn has the form
Qn =
( bn
hn
1− bnhn
1− cnhn cnhn
)
=
(
1− εn εn
ηn 1− ηn
)
because h
(n+1)
v = hnh
(n)
v for any vertex v. It is not hard to show that if
∑
n(εn+
ηn) < ∞, then there are two finite ergodic invariant measures and if
∑
n(εn +
ηn) =∞, then the diagram constructed by {Fn} is uniquely ergodic.
(2) We also note that the method of Example 6.7 can be applied to construct
a simple diagram with d vertices at each level, having exactly k finite ergodic
measures, k ≤ d.
6.3 Linearly Recurrent Diagrams
Definition 6.9. A Bratteli diagram is called linearly recurrent if it has a finitely
many different incidence matrices.
Minimal linearly recurrent diagrams were studied in the papers [CDHM03]
and [DHS99]. These diagrams appeared there as Bratteli-Vershik models for
minimal dynamical system whose time of recurrence behaves as a linear func-
tion. We should emphasize that for the needs of our paper the term “linearly
recurrent” just means that the set of matrices is finite and we are not interested
here in the time of recurrence.
We begin with the following illustrative example.
Example 6.10. Let the diagram B be defined by the incidence matrices
Fn =
(
τn 0
an ωn
)
, n ≥ 1,
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where the entries of Fn are positive integers (greater than one). Let µ be the
probability measure defined by the odometer {ωi}. It can be easily shown that
µ̂(XB) = 1 +
∞∑
i=1
ai
τi−1 · · · τ1
ωi · · ·ω1 . (6.10)
(we skipped a routine computation). Then for a particular case when ωn ∈
{2, 3}, w1 = 3, an = 1 and τn = 2, we obtain
µ̂(XB) = 1 +
∞∑
i=1
2i−1
ωi · · ·ω1 = 1 +
1
2
∞∑
n=1
(
2
3
)n
(in+1 − in), (6.11)
where 1 = i1 < i2 < . . . < in < . . . , are all the numbers with win = 3.
Relation (6.11) yields a number of sufficient conditions for finiteness of µ̂(XB).
In particular, suppose that
in+1 − in ≤ Knc, K, c ∈ R+
for sufficiently large n. Then µ̂(XB) <∞.
Now we will extend this example to the case of linearly recurrent diagrams.
Let B = (V,E) be a linearly recurrent Bratteli diagram with incidence matrices
{Fn}n≥1. Denote by A the set of all different incidence matrices. Then the
diagram B naturally defines a sequence ω ∈ AN with ωi = Fi. It turns out that
the growth rate of the product ||Fn · · ·F1||1 heavily depends on the combinato-
rial properties of the sequence ω. The next proposition, which was essentially
proved in [JB90], is a crucial step for getting estimates for the growth of matrix
products.
Let R be a diagonal matrix with positive diagonal entries. Set
M(R) = max
i,j
Ri,iR
−1
j,j , m(R) = mini,j
Ri,iR
−1
j,j .
Then for any non-negative matrix A, we have the inequalities
m(R)||A||1 ≤ ||R−1AR||1 ≤M(R)||A||1.
For a positive vector x, denote by Dx the diagonal d×d matrix whose diago-
nal entries are the entries of x written in the same order. For two positive vectors
x and y, denote by x/y their componentwise ratio, i.e., x/y = (x1/y1, ..., xd/yd).
For a vector x > 0, let xmax be the maximal entry of x and xmin the minimal
one.
Proposition 6.11. Let A1, . . . , An be primitive matrices. Let xi denote a
Perron-Frobenius eigenvector for the matrix Ai and ρ(Ai) its spectral radius.
Then
||A1A2 · · ·An||1
ρ(A1)ρ(A2) · · · ρ(An) ≤
1
m(Dxn)
(
xn
xn−1
)
max
· · ·
(
x2
x1
)
max
(
x1
xn
)
max
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and
||A1A2 · · ·An||1
ρ(A1)ρ(A2) · · · ρ(An) ≥
1
M(Dxn)
(
xn
xn−1
)
min
· · ·
(
x2
x1
)
min
(
x1
xn
)
min
Proof. It was shown in the proof of Theorem 1 from [JB90] that
D−1xnA1A2 . . . AnDxn1
≤ ρ(A1)ρ(A2) . . . ρ(An)
(
xn
xn−1
)
max
· · ·
(
x2
x1
)
max
(
x1
xn
)
max
1
where 1 = (1, . . . , 1)T . We note that
||A1A2 · · ·An||1 ≤ 1
m(Dxn)
||D−1xnA1A2 · · ·AnDxn ||1
and then we use (4.2) to prove the first inequality. The second one follows from
the proof of [JB90, Theorem 1] in a similar way by reversing the inequalities.
Next, consider the sequence ω ∈ AN defined by a linearly recurrent Bratteli
diagram B as above. Let IA(n) be the number of occurrences of the letter A in
the word ω1ω1 . . . ωn. Let A(2) be the set of all words of length two from the
sequence ω. Denote by IAB(n) the number of occurrences of the pair AB in the
word (ω1ω2)(ω2ω3) . . . (ωnωn+1).
Definition 6.12. We will say that the linearly recurrent diagram B is regular
if for every matrix A ∈ A and every pair AB ∈ A(2) the limits
d(A) = lim
n→∞
IA(n)
n
, d(AB) = lim
n→∞
IAB(n)
n
exist. We call d(A) the density of A in ω and d(AB) the density of AB in the
sequence (ω1ω2)(ω2ω3)(ω3ω4) . . .
Let xA be a Perron-Frobenius eigenvector of A ∈ A. For any pair of matrices
A and B with AB ∈ A(2), denote by r(A,B) the ratio (xB/xA)max. Similarly,
we set r(A,B) to be the ratio (xB/xA)min. Finally, we set
ρ(ω) =
∏
A∈A
ρ(A)d(A) ×
∏
AB∈A(2)
r(A,B)d(AB).
We refer to the number ρ(ω) as the upper spectral radius along the sequence
ω. The number ρ(ω) is defined similarly by using the values r(A,B).
The next lemma shows that ρ(ω) and ρ(ω) are well-defined and may serve as
the upper and lower bounds for the products of incidence matrices, respectively.
Lemma 6.13. Let B be a regular linearly recurrent diagram with the sequence
of primitive incidence matrices ω ∈ AN. Then
(1) ρ(ω) and ρ(ω) do not depend on the choice of eigenvectors xA, A ∈ A;
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(2) the following inequalities hold
lim inf
n→∞
(||ω1ω2 . . . ωn||1)
1
n ≥ ρ(ω)
and
lim sup
n→∞
(||ω1ω2 . . . ωn||1) 1n ≤ ρ(ω).
Proof. (1) Let xA be a Perron-Frobenius eigenvector of A and x
′
A = cAxA,
cA > 0. For each n, define
ρn =
n∏
i=1
ρ(ωi) · r(ωi, ωi+1).
Let the number ρ′n be defined similarly to ρn, but with the eigenvectors xA and
xB replaced by x
′
A and x
′
B. Then, it is not hard to check that
ρ′n =
cwn+1
cw1
ρn for all n.
Since the set {cA : A ∈ A} is finite, we get that
lim
n→∞
(
ρn
ρ′n
) 1
n
= 1.
On the other hand, we see that
(ρn)
1
n =
∏
A∈A
ρ(A)
IA(n)
n ×
∏
AB∈A(2)
r(A,B)
IAB (n)
n → ρ(ω)
as n→∞. This shows that the definition of ρ(ω) does not depend on the choice
of Perron-Frobenius eigenvectors. The proof for ρ(ω) is similar and left to the
reader.
(2) Using Proposition 6.11 and the fact that the set of matrices is finite, we
can find a constant K > 0, which does not depend on n, such that
(||ω1ω2 . . . ωn||1) 1n ≤
(
K
n∏
i=1
ρ(ωi) · r(ωi, ωi+1)
) 1
n
= K
1
n
∏
A∈A
ρ(A)
IA(n)
n ×
∏
AB∈A(2)
r(A,B)
IAB (n)
n
→ ρ(ω)
as n → ∞. Thus, ρ(ω) ≥ lim supn→∞(||ω1ω2 . . . ωn||1) 1n . The other inequality
is established in a similar way.
Let B be a regular linearly recurrent Bratteli diagram whose incidence ma-
trices have the form
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Fn =
(
Dn 0
An Cn
)
,
with Dn and Cn being primitive matrices.
By definition of B, the sequences {Dn}n≥1 and {Cn}n≥1 have only finitely
many different matrices.
The following theorem shows that the spectral radii along the sequences
{Dn}n≥1 and {Cn}n≥1 can distinguish the growth rates of the minimal and
non-minimal components of B. This, in particular, answers the question of
finiteness of the measure extension from the subdiagram B(C) and allows one
to distinguish certain non-orbit equivalent systems.
Theorem 6.14. Let B be a regular linearly recurrent diagram as above.
(i) If ρ({Dn}n≥1) > ρ({Cn}n≥1), then the extension of the measure from
B(C) is infinite.
(ii) ρ({Dn}n≥1) < ρ({Cn}n≥1), then the extension of the measure from B(C)
is finite.
Proof. We note that Proposition 5.7 implies that the measure of towers is
bounded away from zero and the tower heights grow with the same speed within
the subdiagram B(C) and B(D). In view of Corollary 6.4 and Remark 6.5, it
is sufficient to verify whether the series
∞∑
n=1
||Dn−1 · · ·D1||1
||Cn · · ·C1||1
is convergent or not. Fix ε > 0 so that ρ({Dn}n≥1)− ε > ρ({Cn}n≥1) + ε. Set
r = lim sup
n→∞
( ||Dn−1 · · ·D1||1
||Cn · · ·C1||1
) 1
n
.
Then, by Lemma 6.13, we get that
sup
n≥k
( ||Dn−1 · · ·D1||1
||Cn · · ·C1||1
) 1
n
≥ infn≥k(||Dn−1 · · ·D1||1)
1/n
supn≥k(||Cn · · ·C1||1)1/n
≥ ρ({Dn}n≥1)− ε
ρ({Cn}n≥1) + ε
> 1
for all k large enough. This implies that r > 1 and, hence, the series diverges by
the root test. The fact that condition (ii) leads to the convergent series (with
r < 1) is proved similarly.
Remark 6.15. (1) We observe that the statement (i) in Theorem 6.14 implies
that the diagram B has a unique invariant measure supported by the minimal
component only. On the other hand, the statement (ii) guarantees the existence
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of a fully supported invariant measure (along with the measure on the minimal
component).
(2) We also note that it is possible to treat the numbers
λ(ω) = lim sup
n→∞
(||ω1 . . . ωn||1) 1n and λ(ω) = lim inf
n→∞
(||ω1 . . . ωn||1) 1n
as the growth rate for matrix products. Then Theorem 6.14 still holds if we
replace ρ(ω) with λ(ω) and ρ(ω) with λ(ω).
7 Absence of Strong Mixing
In this section we study mixing properties of Vershik maps on finite rank Bratteli
diagrams. We will prove that if an invariant measure has the property that the
measure values of all towers are bounded away from zero (i.e. it has exact finite
rank), then any Vershik map on such a diagram is not strongly mixing. This
was earlier proved by A. Rosenthal [Ro84] in the context of measure-preserving
transformations of exact finite rank by very different methods, in a hard to find
unpublished manuscript. We then establish the absence of mixing if a Bratteli
diagram (not necessarily simple or uniquely ergodic) is equipped with the so-
called consecutive ordering.
The absence of strong mixing has been earlier established for substitution
systems [DK78], [BKMS10], interval exchange transformations [K80], and lin-
early recurrent systems [CDHM03]. We also mention the Ph.D thesis of Wargan
[War02] devoted to the study of some generalizations of linearly recurrent sys-
tems where he proved the absence of strong mixing for such systems. Our
methods have some common features with those of [K80].
We start with a preliminary lemma.
Lemma 7.1. Let {(Yn, νn, Sn)}n≥1 be a family of probability measure-preserving
transformations, where Yn is a shift-invariant subset of A
Z, |A| < ∞, and Sn
denotes the left shift. Then there is a word ω = ω0 . . . ωr−1 from A
+ such that
ω0 = ωr−1 and lim supn νn([ω]) > 0.
Proof. Set d = |A|. Then for every n we have∑w∈Ad+1 νn([w]) = 1. Therefore,∑
w∈Ad+1
lim sup
n
νn([w]) ≥ lim sup
n
∑
w∈Ad+1
νn([w]) = 1.
Choose w ∈ Ad+1 with lim supn νn([w]) > 0. Then the word w contains a
subword ω starting and ending with the same letter, hence νn([ω]) ≥ νn([w])
for all n, and we are done.
Theorem 7.2. Let B = (V,E,≤) be an ordered simple Bratteli diagram of
exact finite rank. Let T : XB → XB be the Vershik map defined by the order ≤
on B (T is not necessarily continuous everywhere). Then the dynamical system
(XB, µ, T ) is not strongly mixing with respect to the unique invariant measure
µ.
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Proof. (I) In the proof we will consider the family {X(n)v : v ∈ Vn} as a Kakutani-
Rokhlin partition of XB. Then X
(n)
v = {Bn(v), . . . , T h(n)v −1Bn(v)} is a T -tower,
where h
(n)
v is the number of finite paths from the top vertex v0 to a vertex v
of level n, and Bn(v) is the cylinder set generated by the finite minimal path
connecting the vertices v0 and v.
Set Bn =
⊔
v Bn(v). Consider the induced system (Bn, µn, Tn), with µn =
µ|Bn/µ(Bn), the probability measure invariant with respect to the induced
transformation Tn. Set A = {1, . . . , d}. Define the map πn : Bn → AZ by
πn(x)i = v if and only if T
i
n(x) ∈ Bn(v). Denote by (Yn, νn, Sn) the factor-
system determined by πn (i.e. Yn = πn(Bn), and νn = π
∗
nµn).
Applying Lemma 7.1 to the family {(Yn, νn, Sn)}n≥1, choose a word ω =
ω0 . . . ωr−1 with ω0 = ωr−1 and lim supn νn([ω]) > 0.
(II) For each infinite path x ∈ XB, denote by vn(x) the vertex of level n the
path x goes through. Fix a level m and apply the pointwise ergodic theorem to
the induced system (Bm, µm, Tm) and the set Fm = π
−1
m ([ω]). Then for µm-a.e.
x ∈ Bm, we have
µm(Fm) = lim
n→∞
1
i
(m)
n (x) + j
(m)
n (x)
j(m)n (x)∑
i=−i
(m)
n (x)
1Fm(T
i
m(x)), (7.1)
where i
(m)
n (x) is the least integer such that T
−i(m)n (x)
m maps the initial segment
of x to the minimal finite path from the set E(v0, vn(x)). Similarly, j
(m)
n (x) is
the least integer such that T
j(m)n (x)
m maps the initial segment of x to the maximal
path from E(v0, vn(x)) within Bm. Notice that j
(m)
n (x)+ i
(m)
n (x) is the number
of finite paths from the vertices of level m to the vertex vn(x).
Define the map σn from Vn into the set of finite words over Vn−1 by setting
σn(v) = s0 . . . sp where si ∈ Vn−1 and {s0, . . . , sp} are the sources of the edges
terminating at v and taken in the order of ≤. In other words, we symbolically
encode the order ≤. For n > m, set σ(m,n) = σm ◦ · · · ◦ σn+1. Notice that
|σ(m,n)(v)| is the number of paths from v to the vertices of level m.
The definition of the set Fm implies that T
i
m(x) ∈ Fm for some −i(m)n (x) ≤
i ≤ j(m)n (x) if and only if the word ω occurs in σ(m,n)(vn(x)) at the position
i+ i
(m)
n (x). Thus, the frequency of ω in σ(m,n)(vn(x)) is equal to
freq(ω, σ(m,n)(vn(x))) =
1
i
(m)
n (x) + j
(m)
n (x)
j(m)n (x)∑
i=−i
(m)
n (x)
1Fm(T
i
m(x)).
Since µ(X
(n)
v ) ≥ δ > 0 for all n and v (δ is taken from the definition of exact
finite rank), given a vertex v, the set of all paths visiting v infinitely many times
has measure one (this follows by ergodicity, as in the proof of Theorem 3.3(II)).
Hence (7.1) implies
µm(Fm) = lim
nk→∞
freq(ω, σ(m,nk)(v)), (7.2)
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for a subsequence nk, for every vertex v.
(III) Since lim supm µm(Fm) = lim supm νm([ω]) > 0, the equation (7.2)
guarantees that there is a telescoping of the diagram such that
freq(ω, σ(m,m+1)(v)) ≥ ρ > 0
for all m and v. For every level n, define the set Sn of all infinite paths x ∈
Bn(ω0) such that the sources of the first r− 1 (with respect to ≤) successors of
the edge xn+1 (between levels n and n+1) are exactly the vertices ω1, . . . , ωr−1.
Set also Cn =
⊔h(n)ω0 −1
i=0 T
iSn (Cn is a subtower of X
(n)
ω0 ). Denote by (f
(n)
v,w) the
entries of the n-th incidence matrix. Then
µ(Cn) = h
(n)
ω0
∑
v∈Vn+1
µ(Bn+1(v))freq(ω0, σ
(n,n+1)(v))f (n)v,ω0
≥ ρh(n)ω0
∑
v∈Vn+1
µ(Bn+1(v))f
(n)
v,ω0
= ρµ(X(n)ω0 ).
It follows that there exists γ > 0 such that µ(Cn) ≥ γ > 0 for all n. Set
qn = h
(n)
ω0 + . . .+ h
(n)
ωr−2 .
Since ω0 = ωr−1, we obtain that for all n ≥ 1 and ℓ = 0, . . . , h(n)ω0 − 1,
T qn+ℓSn ⊂ T ℓBn(ω0). (7.3)
(IV) Choose a level n0 such that µ(Bn0(v)) < γ/2 for all v = 1, . . . , d.
For each level n ≥ n0, there is a vertex vn such that Bn(ω0) ⊂ Bn0(vn). By
telescoping we may assume that vn = v for all n. Set Dn = Cn ∩ Bn0(v). We
note that µ(Dn) > 0.
Since the Kakutani-Rokhlin partitions {X(n)v } associated to a Bratteli dia-
gram are nested, we obtain that the sets T ℓBn(ω0), for 0 ≤ ℓ < h(n)ω0 , either lie in
the set Bn0(v) or are disjoint from it. Hence, by the definition of Dn, we obtain
that if x ∈ Dn, then x ∈ T ℓSn ⊂ T ℓBn(ω0) ⊂ Bn0(v), for some 0 ≤ ℓ < h(n)u0 .
Condition 7.3 implies that T qnx ∈ T ℓBn(ω0) ⊂ Bn0(v). Thus,
T qnDn ⊂ Bn0(v) for all n ≥ 1.
Hence, Dn ⊂ Bn0(v) ∩ T−qnBn0(v). As the Vershik map is aperiodic, we con-
clude that qn → ∞ as n →∞. Thus, the theorem would be proved if we show
that
lim sup
n→∞
µ(Dn)/µ(Bn0(v)) ≥ γ, (7.4)
because then for some n = nk →∞ we will have
µ(Bn0(v) ∩ T−qnBn0(v)) ≥ µ(Dn) ≥ (γ/2)µ(Bn0(v)) > µ(Bn0(v))2.
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(V) By the pointwise ergodic theorem we may find a path x that visits the
vertex ω0 infinitely many times and such that
|{−i(1)n (x) ≤ ℓ ≤ j(1)n (x) : T ℓ(x) ∈ Bn0(v)}|
h
(n)
vn(x)
→ µ(Bn0(v)) as n→∞.
Let N := {n : vn(x) = ω0}, which is infinite by assumption. (Here we use the
same notation as in (7.1), which is consistent with (5.1); note that T1 = T .)
Then we have for all n ∈ N :
µ(Dn) =
|{ℓ = 0, . . . , h(n)ω0 − 1 : T ℓBn(ω0) ⊂ Bn0(v)}|
h
(n)
ω0
µ(Sn)h
(n)
ω0
=
|{−i(1)n (x) ≤ ℓ ≤ j(1)n (x) : T ℓ(x) ∈ Bn0(v)}|
h
(n)
ω0
µ(Sn)h
(n)
ω0
∼ µ(Bn0(v))µ(Cn) ≥ γµ(Bn0(v)) as n→∞, n ∈ N .
This proves (7.4), and the theorem follows.
The last theorem holds for any order on the Bratteli diagram. In the next re-
sult we show that a somewhat regular ordering allows us to drop the assumption
of exact finite rank.
Following [D10, Chapter 6], by the consecutive ordering we mean an ordering
on a diagram such that whenever edges e, f, g have the same range, e ≤ f ≤
g, and e and g have the same source, then f has the same source as e and
g. We remark that such an ordering is not preserved under the telescoping.
Bratteli diagrams with a special case of the consecutive ordering were discussed
in [Mel06], [B06], [BP08], and [D10].
Theorem 7.3. Let B = (V,E,≤) be an ordered (not necessarily simple) Bratteli
diagram of finite rank, where ≤ is a consecutive ordering. Let T : XB → XB
be a Vershik map defined by the order ≤ on B (T is not necessarily continuous
everywhere) and µ a finite T -invariant measure. Assume that if two vertices
in consecutive levels are connected by an edge, then there are at least two such
edges. Then the dynamical system (XB , µ, T ) is not strongly mixing.
Proof. To prove the result, we will use the same idea as in the proof of Theorem
7.2. First of all, using Theorem 3.3, we choose a vertex ω0 such that
µ(X(nk)ω0 ) ≥ δ > 0 (7.5)
along some sequence nk →∞ as k →∞. Set
Cn = {x ∈ XB : r(xn) = ω0 and the source of the successor of xn+1 is ω0}.
Clearly, Cn is a subtower of X
(n)
ω0 . Denote by (f
(n)
w,v) the entries of the n-th
incidence matrix. Then the definition of the ordering implies that
µ(Cn) = h
(n)
ω0
∑
v
(f (n)v,ω0 − 1)µ(Bn(v)).
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Here the summation is taken over all v with f
(n)
v,ω0 > 0. Since (f
(n)
v,ω0−1)/f (n)v,ω0 ≥
1/2 whenever f
(n)
v,ω0 > 0, we get that
µ(Cn) ≥ 1
2
h(n)ω0
∑
v
f (n)v,ω0µ(Bn(v)) =
1
2
µ(X(n)ω ) ≥
δ
2
,
when n runs along an infinite sequence.
Set Sn = Cn∩Bn(ω0). It follows from the definition of Cn that for all n ≥ 1
and ℓ = 0, . . . , h
(n)
ω0 − 1,
T qn+ℓSn ⊂ T ℓBn(ω0),
where qn = h
(n)
ω0 . To complete the proof, it remains to repeat the arguments
from the proof (part (IV)) of Theorem 7.2. We leave this to the reader.
We do not know if there exist aperiodic Bratteli-Vershik systems of finite
rank which are strongly mixing. The well-known Smorodinsky-Adams staircase
transformation [A98] is not mixing, but it is constructed using “spacers” which
implies that the Bratteli-Vershik model built on its symbolic realization (see
[F96]) has a fixed point, and hence not aperiodic (it is also non-simple).
8 Conclusion.
In this paper we performed a detailed analysis of invariant measures on finite
rank aperiodic Bratteli diagrams, both simple and non-simple. Here are some
of the key findings:
• We introduced the notion of a Bratteli diagram of exact finite rank, which
parallels the same notion in measurable dynamics.
• Every ergodic measure (finite or infinite σ-finite) is an extension of a finite
invariant measure from a simple subdiagram of exact finite rank.
• Exact finite rank implies unique ergodicity.
• Exact finite rank and the identical asymptotic growth of towers imply the
identical asymptotic behavior of measures of tower bases.
• Exact finite rank and the identical asymptotic behavior of measures of
tower bases imply the identical asymptotic growth of towers.
• The equality of tower heights does not guarantee the unique ergodicity
and, as a result, exact finite rank.
• Exact finite rank does not ensure the same asymptotic growth of tower
heights and the identical asymptotic behavior of measures of tower bases.
• Exact finite rank implies absence of strong mixing for the Vershik map for
any ordering on the diagram.
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• Without the exact finite rank assumption, if the ordering of the Bratteli
diagram is consecutive, then the Vershik map is not strongly mixing.
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