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Abstract 
The challenges to sharing knowledge during humanitarian events are well documented. Of these, the lack of effective and 
meaningful communication between all actors in an event is the root cause of many of the inefficiencies that hinder the ultimate 
goal of relieving suffering and rebuilding societies. This paper outlines an approach for applying semantic knowledge 
management, ontological rules, and Linked Data approaches to address these issues. We introduce semLayer, a geospatially-
enabled Semantic MediaWiki prototype application with mobile and wiki-based collection components, and discuss future 
features that will allow the application to better address humanitarian operations. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
The challenges associated with sharing information during both sudden-onset disasters and long-term 
humanitarian events are well documented. Of these, the lack of effective and meaningful communication between 
actors in an event is often the root cause of many of the inefficiencies that hinder the ultimate goal of relieving 
suffering and rebuilding societies. Commonly, these issues are summarized by 1) a lack of communications 
infrastructure either from a lack of capacity, such as in remote areas, or from degradation to the infrastructure from 
events like natural disasters; 2) a lack of centralized data repositories that can support remote field operations; and 3) 
a lack of a common language, either in a literal sense (e.g. the meetings are held in French), or from a knowledge 
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management sense, where even if data are shared via common standards and syntactical links, they fail to convey 
the intended meaning and knowledge the data represent. 
The first two summarized challenges are readily being addressed with innovative technologies for 
communicating in austere environments (such as InSTEDD’s GeoChat capability) [1] and central data repositories 
that offer data and services in common formats for many organizations to consume [2], such as UN OCHA’s 
Common Operational Datasets [3]. The third challenge, however, is less mature, and is only beginning to take 
advantage of technologies that can enable shared understanding through human- and machine-readable knowledge 
representation. Without this last piece, data and knowledge be shared, but often not in a way that is automated and 
geared to support decision making in support of humanitarian operations. 
The Disaster 2.0 report [4] relays a call for shared understanding through the use of Semantic Web technology. 
This paper outlines some approaches that will address this call by encoding the meaning behind valuable data into 
machine-readable formats, which can then be efficiently searched, shared, and extended to better achieve wider 
situational awareness in support of improving the situation. The primary building blocks of this approach are well-
grounded in peer-reviewed theory and practical applications, and are in most cases readily available as open source 
software applications that can be customized for the humanitarian domain. We will present a basic instantiation of 
this, semLayer, which combines semantic knowledge management through mobile application data collection, a 
geospatially-enabled semantic triple store backend, and a web-based user interface build on the Semantic 
MediaWiki extension to the popular MediaWiki platform. We then briefly introduce this application, and how this 
can be applied to a humanitarian assistance use case. The paper concludes with a discussion of the roadmap for 
features that will realize the full potential of the semantic knowledge management approach that would greatly 
enhance the ability of humanitarian actors to carry out their important missions. 
2. Semantic knowledge management 
At the heart of many of the challenges facing humanitarian operators is the requirement for data that is provided 
with a shared understanding of how the information directly applies to the domain. Typically, if the supporting 
architecture is operational, web services use the Web Service Description Language (WSDL) to describe the syntax 
of network services in Extensible Markup Language (XML) format. While this enables surface-level interoperability 
by being able to create data mashups, such as in a map viewer or report, there are limitations to this approach. A 
map-based mashup may relate humanitarian data by geography in a viewing sense, but it does not fully incorporate 
knowledge related to the characteristics of the location related to the data, nor does this approach provide any 
machine-readable context that might explain how the data might be otherwise related. Instead, the requirement is 
then placed on the user to perform these linking functions, often in an isolated environment such as a desktop (e.g. 
through a locally-installed Geographic Information System (GIS) tool), as well as convert these data into a form 
where they can supply inputs to other analyses, such as evaluating the capacity for a certain population to recover 
from an event. Operating without understanding the explicit and implicit linkages between disparate datasets hinders 
the analyst’s ability to carry out assessments that consider all of the relevant information required to make an 
informed assertion. This can be addressed by creating and providing content that contains semantically-rich 
descriptions in the data themselves, while conforming to syntactical standards that allow widespread dissemination. 
2.1. From databases to triple stores 
The first step toward offering a platform of semantically-enriched content is to evaluate the status quo for storing 
and maintaining the data themselves. Currently, humanitarian data and supporting datasets (e.g. baseline socio-
demographic indicators, economic statistics) tend to reside in relational databases, with any changes to the structure 
of the data requiring schema migration through a Relational Database Management System (RDBMS). In addition, 
RDBMS-based capabilities require a rigid and explicit search language (SQL) which is often baked in to application 
code, thus requiring specialized expertise to change. New approaches will leverage advances in semantic knowledge 
management, which is a fundamental shift from the traditional RDBMS paradigm. 
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     Table 1. Comparing RDBMS to semantic knowledge management. 
Feature Relational Semantic Benefit 
Metadata Static schema Dynamic ontology 
leveraging open 
source knowledge 
bases 
User defined and 
automatically 
derived metadata 
growth 
Query Keyword search of 
indexed data 
Analyst definable 
semantic query of 
both data and 
metadata 
Enables search 
across multiple 
dimensions to 
include 
relationships 
between and 
within data 
Notifications Does not consider 
the meaning of 
data 
Detects semantic 
representation of 
data, can set 
notifications for 
property value 
pairs 
Able to support 
analyst drive 
decision support 
and knowledge 
discovery 
User experience Static UI Dynamic UI 
driven by analyst 
Enables the guided 
refinement of 
semantic searches 
World Closed, assumes 
complete 
information is 
available 
Open, not 
reasonable to 
assume complete 
information (e.g. 
socio-cultural 
data) 
Able to import and 
export data across 
applications; query 
results reflect 
incomplete 
knowledge 
Knowledge Growth Manual. Saved 
search lists.  
Automatic. Large 
ontology with 
billions of facts.  
Analyst driven 
organic growth.  
Reasoning N/A Infer new 
information from 
existing data 
More powerful 
search across 
multiple 
dimensions of data 
Knowledge Discovery Buried in search 
results 
Highlights 
information to 
users without 
requirement 
specific search 
parameters 
Dynamic search 
results in various 
formats (charts, 
maps, graphs, 
tables, etc.) 
 
Inspired by this comparison, innovative applications can represent data using a semantic annotation formalism 
where an annotation is a tuple consisting of the format “subject, property, object”, commonly referred to as a triple. 
Representing the multiple layers of information in triples creates a data model whereby relations between entities are 
denoted as arcs and labeled with a property name, enabling all of the data to be represented as a graph. The 
Resource Description Framework (RDF) [5] standard offers a widely-recognized data model for representing triples, 
ensuring that computing applications can refer to a common language when parsing and consuming these data. The 
resulting RDF directed data graph can be queried using the SPARQL Protocol and RDF Query Language 
(SPARQL), a flexible W3C standard for traversing the graph. [6] This strategy results in the same ability to store 
values associated with records (e.g. the geometry value of a polygon representing an Internally Displaced Person 
camp), but provides a much more flexible structure from which to build out extended capability. 
RDF triples and SPARQL provide the foundation for unlocking the inherent meaning of data, cannot by 
themselves provide all the machine-readable context required for a full understanding of a conceptual domain. To 
137 Tim Clark and Laura Cassani /  Procedia Engineering  78 ( 2014 )  134 – 142 
provide this next step, metadata and rules describing the “known world” of the domain must be added. An ontology 
defines this common vocabulary for researchers who need to share information in a domain. It includes machine-
interpretable definitions of basic concepts in the domain, as well as relations among them. [7] Ontologies provide 
the building blocks of knowledge discovery, including definitions of vocabulary (lexicons), classes of entities within 
the domain, properties that describe those classes, and rules for asserting relationships between entities, commonly 
described by the Web Ontology Language (OWL) [8] standard. Years of research and argument have gone into 
defining multiple ontologies for several domains, both very abstract (e.g. defining a “Thing”) to very focused (e.g. 
defining the meaning of “nearby” in a spatial relationship context). The byproduct of this work is a widely-shared 
understanding of the underlying terms and rules comprising an ontology. It is possible, and indeed desirable, to 
reuse elements from existing ontologies (“bootstrap”) in order to create new ones, thus inheriting the community 
understanding and agreement contained therein. 
2.2. The Open World Assumption 
The final divergence from a traditional data management approach is one of the defining characteristics allowing 
data graphs and ontologies to realize their full potential in the Open World Assumption (OWA). With the OWA, if 
something is not known to be true about a domain, it is not assumed to be false; rather, it is assumed to be unknown. 
This is in contrast to a Closed World Assumption (CWA), whereby what is known not to be true is assumed to be 
false. In an operational context, the CWA is often manifest in a RDBMS approach: anything not explicitly contained 
in a database schema is not considered relevant to a domain, and is ignored. This has practical implications that 
range from a user’s ability to access needed data to the administrator’s ability to extend or change a rigid database 
schema. The structure of RDF and ontologies lend themselves to the OWA, providing the flexibility necessary to 
intelligently extend the data graph when new knowledge is introduced. Humanitarian assistance is a good example 
of an operational environment that is best characterized as an Open World. So much of the unknown knowledge is 
not due to the fact that it does not or should not exist, but rather that is has just not yet been determined - it is 
assumed to be unknown, rather than false. Adhering to this approach, new knowledge can be added to humanitarian 
data holdings as it is identified, which can then be offered as a service to end users. 
2.3. Linked Data 
The OWA described above offers not only a path to creating new knowledge, but also the ability to provide 
interfaces to existing knowledge bases that make use of similar representation. Ontologies provide a self-description 
of the domain as a whole, but that by itself does not provide all the necessary information for a completely 
interconnected data web. Still necessary are self-describing data elements that refer to canonical representations of 
real-world objects, so the descriptions of the connections between distributed datasets encoded in RDF and 
ontologies are referring to the same subject.  
Linked Data is about using the web to connect related data that wasn't previously linked, or using the web to 
lower the barriers to linking data currently linked using other methods. [9] Linked Data builds on several existing 
web enablers, such as HyperText Transfer Protocol (HTTP) and Uniform Resource Identifiers (URIs), in order to 
provide a standard method for representing objects or concepts. URIs serve as global identifiers that “name” things, 
and via HTTP requests, information about the things can be returned to users in various formats, including RDF and 
HyperText Markup Language (HTML). Heath and Bizer (2011) [10] provide a concise and practical explanation of 
the benefits of investing in a Linked Data approach. Traditional web APIs are effective in that they enable retrieval 
of results in formats (e.g. XML, JSON) widely accessible to many common programming languages. However, 
these results sets tend to be provided as isolated fragments, lacking “signposts” that direct the user or client 
application to data that are linked in real-world context. In HTML files, anchor elements with the href attribute (“<a 
href=…/>”) provide these signposts and the resulting ability to link documents to others, most visibly by a hyperlink 
rendered by a browser that understands the purpose of the tag. No such linking is inherently available within 
datasets commonly returned from Application Programming Interfaces (APIs). 
The challenge, then, is to structure underlying data so these links are not only present, but can also be easily 
leveraged to make a richer discovery experience for end users. Many APIs identify entities using local identifiers 
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that are meaningless outside of the internal scope of the dataset (e.g. a serially-increasing record ID). Instead, 
individual Linked Data elements are identifiable through Uniform Resource Identifiers (URIs) that refer not only 
web resources or content, but also real-world objects and abstract concepts. Using the ubiquitous HTTP protocol, 
URIs can be retrieved through a standard method, enabling linking with other globally-recognized URIs through 
descriptions of relationships with rich semantic context. Often, these URIs are dereferenceable, providing human-
readable information through a browser in addition to the machine-readable data related to the URI. These 
identifiers can be “minted” for specific domain use, and constitute a statement to collaborators that the URI 
represents an object with the backing of subject matter expertise, such as URIs referring to specific humanitarian 
events or entities (e.g. the canonical URI for an IDP camp). However, where possible it is preferable to leverage 
URIs that have already been widely accepted as the canonical representation of that element. Common knowledge 
bases abound for such URIs, including DBPedia [11] (object representations of data found in Wikipedia), Freebase 
[12], and GeoNames [13] for geospatial locations. 
The final step in structuring Linked Data is to enable a wide range of applications to process the content 
contained in the datasets. Much like how HTML became the common model for structuring web documents, RDF 
format provides a single data model for Linked Data. As discussed in previous sections, RDF semantic relationships 
encoded in the predicates of triples provide the machine-readable building blocks for asserting how Linked Data 
elements are related to one another. For example, in order to specify a link from “Tropical Storm ALVIN” [14] in 
2013 to the tropical depression from which it evolved, traditional relational databases must contain database tables 
for “Tropical Storm”, “Tropical Depression”, and some combination of primary/foreign key identification. Even 
with this linkage, there is no explicit description of the actual semantics of this relationship within the data; the 
database knows that the two elements are related, but not how they are related. Using RDF, this linkage can be 
annotated with semantic meaning, so that the elements can be related by the triple <Tropical Storm ALVIN> 
<evolvedFrom> <Tropical Depression ONE-E>. Coupled with the ontology introduced in the previous section, we 
can now understand the evolution of the storm without constructing several separate (SQL) queries based on time, 
location, or other contextual information. Furthermore, the predicate <evolvedFrom> can be reused to link any URIs 
(and can be referenced by a URI itself), providing a powerful and modular way to add meaning to data in a way both 
machines and humans can understand. 
Given the emergence of Big Data and a desire to make sense of an ever-increasing number of knowledge 
streams, it’s not surprising that the most pervasive technology providers have sought to expand on traditional 
keyword search methods and ways to represent data as linked sets of statements about entities. Google [15] and 
Facebook [16] have each introduced versions of Graph Search functionality to their platforms; as Google states, the 
objective is now less to find answers to direct questions, but rather to “discover answers to questions you never 
thought to ask.” The market for providing services that can traverse semantically-rich directed data graphs is 
maturing at a very rapid rate, and has achieved a level of utility that is now making its way into the daily lives of a 
significant number of internet users. It is within this context that recommend applying semantics and a Linked Data 
approach to current humanitarian technologies that will provide end users not only with semantically-rich and 
machine-readable descriptions of vast amounts of data, but also enable the APIs that will allow them to search these 
meaningful datasets and retrieve answers to questions they have thought to ask, as well as those they have yet to ask. 
Coupling a sound domain ontology, robust geospatial-semantic reasoning and representation, and a scalable 
delivery platform will allow humanitarian data providers to share their resources as Linked Data, that will in turn 
empower organizations with the tools to contribute to improved conditions for those affected by the event. By its 
nature, the approach we are discussing supports the automated growth of knowledge and can be extended and 
refined by future efforts as lessons are learned about how users consume data and information products. These 
approaches enable so much more than the simple search and display mashups that dominate the delivery landscape 
today. By traversing a meaningful data graph referring to canonical representations of real-world objects and 
relationship concepts, humanitarian data end users will be able to construct the kind of valuable analyses required 
for effective and efficient response and recovery efforts.  
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3. semLayer: a geospatially-enabled semantic wiki for knowledge management 
As a proof of concept and foundation for many of the principles introduced above, we have developed semLayer, 
built on the Semantic MediaWiki (SMW) extension to the MediaWiki collaboration platform. In addition to the 
native capabilities of SMW, which include the ability to semantically-annotate wiki pages in a way compatible with 
RDF representation, we have extended the platform to include a mobile application for data collection and 
automated annotation, as well as a geospatially-enabled data store (PostGIS) maintaining a triples structure, while 
making the many geospatial functions available for spatial relationship evaluations and dynamic property 
calculation. 
The main user interface for accessing the semLayer knowledge base is the wiki front end application. The SMW 
extension to MediaWiki provides native support for semantic annotations within wiki pages. This powerful 
capability combines the community contribution aspects of a wiki with the ability to reduce the atomic units of the 
page to the fact level, rather than the document-level. These facts then become searchable triples, and due to the 
property annotations representing typed links between pages, a robust data graph is generated. The end result is a set 
of pages (subjects) with annotations (properties and values) that can then be queried and aggregated to provide a 
more robust analytical capability than is possible with free text wiki pages alone. semLayer provides several output 
formats to queries, including maps, charts, and timelines that can be embedded as queries within new/existing wiki 
pages. In addition, various serialization formats for individual or sets of pages can be generated, including RDF, 
Comma Separated Value (CSV), JavaScript Object Notation (JSON), and Keyhole Markup Language (KML). The 
base SMW extension offers some support for annotating properties using imported ontologies as well. 
A key component of semLayer is the ability to capture triples from various platforms, including those commonly 
used in field data collection. The semLayer mobile application, built on the Open Data Kit (ODK) platform for the 
Android operating system, allows users to download and manage sets of structured data forms in standard format 
(XForms), collect against them, and submit these to the central data repository over HTTPS. The questions on the 
forms serve as properties in the semantic triples, with the form itself providing the subject, and the answer to the 
question providing the value. In addition to these structured methods for collecting triples, the application supports 
hashtags for free text entities of interest, which then become semantic annotations that can be searched. A key 
component of the mobile application is that it operates in both connected and disconnected environments, a situation 
commonly experienced in both sudden onset disasters as well as long-term humanitarian assistance efforts in remote 
areas. Users can collect data forms and store them locally, and when they return to a connected environment, they 
can upload the collected forms over wireless, wifi, or via a USB connection to a connected laptop. In order to 
support full integration with the ODK mobile application, the semLayer platform has been extended to maintain the 
canonical data forms within the wiki itself. In this way, distributed users access the wiki form retrieval API and 
receive the latest standard form available. The forms themselves can be created using Microsoft Excel spreadsheets 
and converted to Wiki Forms using the pyxform Python library. 
The objective behind the wiki-based approach is to get as many people semantically annotating data as possible. 
For actors using humanitarian technologies, this approach provides more value than contributing to text reports that 
cannot be searched for facts contained within, and subsequently aggregated to a level where they can inform an 
operational strategy. Providing community entry is valuable, but only if done so in a way that allows a wide 
understanding of knowledge. The semLayer platform is a reasonable start, but can be extended in several ways to 
make it more applicable to the problems of the humanitarian domain. 
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Fig. 1. A semantic query embedded on a page with a geospatial visualization of results. 
3.1. Feature enhancements that apply to the humanitarian domain 
The semLayer capability represents an initial step in providing a community-driven platform for creating, 
maintaining, and sharing semantically-annotated geospatial Linked Data. However, it is far from a finished product, 
as there are several features that would enhance its ability to provide value to the humanitarian domain. 
As mentioned in previous sections, an agreed-to understanding of the operating domain through sound ontologies 
is critical for a semantic knowledge management capability. The current semLayer ontology can be integrated with 
micro- and domain-ontologies with the relevant vocabulary and rule sets to support humanitarian operations. For 
example, functional micro-ontologies such as Spatial Relations [17] provide necessary understanding of topological 
relationships between entities, while domain vocabularies such as the Humanitarian Exchange Language (HXL) and 
the in-progress evolution of this through OCHA, will provide the contextual understanding necessary for effective 
knowledge management. From here, other ontologies represented in OWL (e.g. NNEW for weather) can begin to 
relate the knowledge gathered in the humanitarian space to that of other relevant domains, bringing further 
expressive power to those performing analyses. 
Another objective for semLayer, and any humanitarian system, is to ensure that operators are referring to the 
same real-world objects or concepts in their communications. Adhering to a Linked Data approach, the goal then is 
to use and reuse as many canonical URIs as possible. Geographic names in the GeoNames or OpenStreetMap 
repositories should represent the canonical source of geographic location objects, so that here is minimal ambiguity 
when users refer to events taking place at a location. The knowledge in DBPedia and Freebase can be used for 
referring to common concepts, such as organizations and political entities, and are often richer sources of additional 
attributes that can inform the knowledge base. 
For semLayer, we plan to take advantage of these knowledge sources through two methods. First, we currently 
organize wiki pages into subjects, which represent a local canonical representation of an object (e.g. a hospital with 
properties describing the number of available beds, number of trained doctors, etc). These subject pages are then 
linked to field assessments that serve as update mechanisms for the subject. When new knowledge is obtained about 
the hospital via mobile assessments or edits on the wiki page, the subject properties are updated to reflect current 
ground conditions. The assessments themselves are valuable for analyzing progress, and are represented by pages, 
providing view of the subject at any given point in time. The second method for integrating with knowledge sources 
is to link semLayer subject pages to existing URIs using the standards for linking objects, either through OWL or 
SKOS [18]. Pages will be explicitly linked to existing URIs using the owl:SameAs property, so that any event 
expressed as a URI (e.g one with the “has GLIDE number” property in HXL) can be accurately identified. SKOS 
will allow for loosely related concepts, without requiring the same explicit reference to an object.  
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3.2. Geospatial semantic reasoning 
With Linked Data represented as RDF triples, and operating within the rules of a domain ontology, a natural 
opportunity exists for extending implicit knowledge through an evaluation of the explicit relationships already 
represented. This can be achieved by utilizing semantic reasoners that can evaluate both semantic and geospatial 
properties of data, enabling applications to convey not only explicit spatial and temporal linkages, but also infer any 
implicit relationship involving the logical expressions of subject and property values in the multi-dimensional 
semantic space. 
The potential benefit of pursuing such an approach is best presented in a practical example. To specifically 
answer the question: Where are the vulnerable populations in the path of Typhoon Haiyan? Here, semantic 
representations (including geospatial property values composed as Well Known Text (WKT) [19] strings) of 
humanitarian organization data can be evaluated along with social and demographic knowledge bases containing 
demographic data in order to infer triples that represent the answer to the question. Specifically, considering the 
following triples: 
 
<Typhoon_Haiyan><hasImpactAreaGeometry><[WKT polygon of typhoon track and impact areas]> 
 
<Guiuan><hasGeometry><[WKT polygon of Guiuan boundaries]> 
 
<Guiuan><hasPopulation><Population_A> 
 
<Population_A><isVulnerable><“True”> 
 
We can then infer, through a combination of transitivity [20] (as specified in OWL) and geospatial intersection 
rules, [21] that: 
 
<Typhoon_Haiyan><affectsVulnerablePopulation><Population_A>. 
 
This triple did not exist until we performed logically-consistent inference functions on the original set of triples. 
Using these techniques, triples in two or more datasets were combined through first-order logic to deduce new facts 
from stated ones. This simple example can be further enhanced with 1) inference logic applied to geospatial 
relationships, such as those defined in the Regional Connection Calculus (RCC) [22] or the Dimensionally-Extended 
9 Intersection Model (DE-9IM) [23]; and 2) additional OWL properties lending themselves to inference, such as 
transitivity, symmetry, functionality, or inversibility of relationships within the data. Further reasoning can be 
applied to the challenges of determining topological relationships, such as evaluating what is “nearby” an impact 
zone, or mereological relationships, such as determining the constituent actors within an organization through the 
“partOf” property annotation. Extended by these capabilities, semLayer end users will be empowered with the 
ability to understand much more than is explicitly asked of the data, and can conduct an analysis represented in the 
above example in the context of operations, rather than focusing on asking a series of rigid questions that could miss 
important information. 
4. Conclusion 
Applying technologies to humanitarian problems should be done in a way that enhances shared understanding of 
the situation at hand. Many applications exist that allow for simple mashups of data, but these are limited in their 
ability to convey understanding, much less in a way that can be comprehended and evaluated by machine 
algorithms. A viable way forward is to adopt the principles of semantic knowledge management through standard 
data models (RDF triples), ontological rules, and Linked Data. The semLayer prototype discussed in this paper is an 
example of several of these principles put to use, as it provides users ability to semantically annotate data in a 
central repository through mobile and web applications, which can then be shared to a wide community of users. 
The potential exists to extend this platform to support Linked Data and inference of new triples that augment 
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community understanding of humanitarian challenges. By applying these approaches to emerging humanitarian 
system solutions, the community of actors in this domain will be able to realize the potential of technology to 
facilitate shared understanding, rather than simply shared data. 
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