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Abstract It is an era of Internet of Things, where vari-
ous types of sensors, especially wireless, are widely used
to collect huge amount of data to feed various systems
such as surveillance, environmental monitoring, and dis-
aster management. In these systems, wireless sensors are
deployed to make decisions or to predict an event in a
real-time basis. However, the accuracy of such decisions or
predictions depends upon the reliability of the sensor data.
Unfortunately, erroneous data are received from the sen-
sors. Consequently, it hampers the appropriate operations
of the mentioned systems, especially in making decisions
and prediction. Therefore, the detection of anomaly that
exists with the sensor data drew significant attention and
hence, it needs to be filtered before feeding a system to
increase its reliability in making decisions or prediction.
There exists various sensor anomaly detection algorithms,
but few of them are able to address the uncertain phenom-
enon, associated with the sensor data. If these uncertain
phenomena cannot be addressed by the algorithms, the fil-
tered data into the system will not be able to increase the
reliability of the decision-making process. These uncertain-
ties may be due to the incompleteness, ignorance, vagueness,
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imprecision and ambiguity. Therefore, in this paper we pro-
pose a new belief-rule-based association rule (BRBAR) with
the ability to handle the various types of uncertainties as
mentioned.The reliability of this novel algorithm has been
compared with other existing anomaly detection algorithms
such as Gaussian, binary association rule and fuzzy associa-
tion rule by using sensor data from various domains such as
rainfall, temperature and cancer cell data. Receiver operating
characteristic curves are used for comparing the performance
of our proposed BRBAR with the aforementioned algo-
rithms. The comparisons demonstrate that BRBAR is more
accurate and reliable in detecting anomalies from sensor data
under uncertainty. Hence, the use of such algorithm to feed
the decision-making systems could be beneficial. Therefore,
we have used this algorithm to feed appropriate sensor data
to our recently developed belief-rule-based expert system to
predict flooding in an area. Consequently, the reliability and
the accuracy of the flood prediction system increase signifi-
cantly. Such novel algorithm (BRBAR) can be used in other
areas of applications.
Keywords Internet of Things · Wireless sensor networks ·
Anomaly detection · Flood prediction · Belief-rule-based
expert systems
1 Introduction
Nowadays, wireless sensors are deployed in large scale to
monitor various environmental parameters such as rainfall,
water level, humidity, soil moisture and temperature (Ahmad
et al. 2013; Zhang et al. 2011). The collected sensor data
can be used in various expert systems to support decision-
making processes or to predict the occurrence of an event
such as flooding (Fang et al. 2014). The wireless sensors are
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considered due to their low power consumption, low cost and
protocol standardization (Palattella et al. 2013; Ahmad et al.
2013; Seal et al. 2012; Khedo 2013; Atzori et al. 2010). Usu-
ally, such expert systems are helpful where the events under
investigation change rapidly and their prediction cannot be
made in advance. Flooding can be considered as an exam-
ple of such event, which has the highest capability to bring
sufferings to the human beings and therefore, its assessment
of risk is very important (Hossain and Davies 2001, 2004,
2006; Vladimirova and Yuhaniz 2011; Gnecco et al. 2016).
Hence, wireless sensor network technologies have been used
to collect flood-related data, and eventually, they are fed into
Decision Support Systems (DSSs) to generate different deci-
sion scenarios and to predict flooding in an area (Andersson
andHossain 2014, 2015;González et al. 2013;Demeritt et al.
2013).
However, the accurate and appropriate risk scenario gen-
erations by these systems (Aziz and Aziz 2011; Adefisan
et al. 2015) as well as the flood prediction are found to be
not reliable due to the erroneous and misleading nature of
sensor data (Pappenberger et al. 2006). The reason for this is
that sensor data may contain missing data, duplicated data
or inconsistent data due to the resource constraints such
as battery power (Sheltami et al. 2016; Xu et al. 2015),
computational and memory capacities (Bajaber and Awan
2010) as well as communication bandwidth (Thombre et al.
2016). Hence, the data generated by the sensor nodes become
unreliable and inaccurate. In addition to this, in harsh envi-
ronment where sensors are deployed in unprotected way,
causing malfunction and this may result in noisy, miss-
ing and redundant data (Chen et al. 2006). Moreover, the
sensors are vulnerable to malicious attacks such as denial
of service attacks, black hole attacks and eavesdropping
(Perrig et al. 2004; Langin and Rahimi 2010; Fiore et al.
2013).
The presence of missing value, duplicate or inconsistency
with the sensor data leads to the creation of different types
of uncertainty such as incompleteness, ignorance, vague-
ness, imprecision and ambiguity. The resource constraints
of sensors cause some data to be missed, causing ignorance
and ambiguity. The malfunction causes the sensor data to be
incomplete. Moreover, vagueness is caused in sensor data by
inaccuracy due tomalicious attack, and imprecision is caused
by less precise data reading from sensor due to lack of battery
power (Rajasegarar et al. 2008). The presence of uncertainty
with the sensor data resulting from the factors mentioned
above may cause anomaly in the sensor data. Hence, the data
become unreliable, and if they are not filtered before feed-
ing to the expert systems, the results generated from such
systems may become inaccurate. Therefore, it is necessary
to use appropriate techniques to handle anomalous data with
the capability of handling different types of uncertainty in an
integrated framework.
Therefore, it is necessary to ensure the reliability and
accuracy of the sensor data before using it in any expert
system. By using anomaly detection techniques, we can
ensure reliability and accuracy of the data. According to
Gnecco et al. (2016), anomalies are patterns in data that
do not conform to a well-defined notion of normal behav-
iour. There are different techniques of anomaly detection,
based on the model used; these are parametric (statistical)
and nonparametric model-based anomaly detection tech-
niques (Chandola et al. 2009). In the parameter techniques,
data are analysed using density distribution and which data
have low relevance with the distribution are considered as
anomalies. Multivariate Gaussian method is an example of
statistical model-based anomaly detection technique. Sta-
tistical model works well when distribution of the data is
known, which is rare for sensor data. Rule-based techniques
are the examples of nonparametric approaches (Chandola
et al. 2009). In the rule-based techniques, rules are generated
based on the data. Each of the rules is given a weight value-
based on the frequency of the rule in data, and anomalous
data are detected using some threshold values. Associa-
tion Rule mining (He et al. 2004) and Fuzzy Rule Base
Association Rule mining (Weng 2011) are the examples
of rule-based techniques. However, these rules do not take
into account of the uncertainty phenomena of the sensor
data.
However,Gaussianmethod, is a statistical-based approach,
is unable to handle uncertainty due to randomness, igno-
rance as well as fuzziness. On the other hand, rule-based
approach such as association rule uses assertive knowl-
edge, which can be evaluated either true or false. Hence,
this approach is unable to address uncertainty due to
fuzziness, ignorance or incompleteness. Fuzzy logic can
handle uncertainty due to fuzziness but unable to han-
dle ignorance and incompleteness. It is also unable to
handle uncertainty due to ignorance in fuzziness. Hence,
none of the mentioned methods can handle all types of
uncertainty in an integrated framework. Hence, in this
research we are proposing a novel belief-rule-based anom-
aly algorithm with the capability of handling the mentioned
uncertainties in an integrated framework. Eventually, this
will accurately detect the anomalous data and filtered to
feed the DSSs to predict an event accurately and also its
risks.
The remainder of this paper is structured as follows: Sect. 2
surveys relatedwork on anomaly detection,while Sect. 3 pro-
vides the overview of the new anomaly detection technique
named, Belief Rule-Based Association Rule (BRBAR). Sec-
tion 4 presents the integration of filtered sensor data into
belief-rule-based expert system. Section 5 reports the exper-
imental results and evaluation of BRBAR, while Sect. 6
concludes the paper.
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2 Related work
Research on anomaly detection has been going on for a
long time, specifically in the area of statistics (Chandola
et al. 2009). Multivariate Gaussian, a statistical-based anom-
aly detection algorithm was proposed by Barnett and Lewis
(1994), Barnet (1976), and Beckman and Cook (1983). The
underlying principal of this method is that the anomalous
data should be detected by using a parametric or Gaussian
distribution as well as by using probability density function.
In this method, the latter is used to calculate the anomaly
score of the data. A threshold value is then used to determine
anomalous data from the anomaly score. In Gaussian-based
anomaly detection technique, it is assumed that the dataset
will follow the Gaussian distribution. Dataset, which are uni-
modal, symmetric, asymptotic in nature usually provides
normal distribution. If the dataset cannot fully follow the
distribution, then the inaccuracy in anomaly detection may
be noticed. This inaccuracy causes uncertainty in anom-
aly detection. Therefore, statistical-based anomaly detection
algorithms such as Gaussian distribution, fails to take in to
account of uncertainty. In addition, all datasets cannot be
modelled using Gaussian distribution if the data points are
not clustered around the mean value of the dataset. Further-
more, threshold parameter might be difficult to determine as
the difference between nonanomalous and anomalous data
might be very close (Patcha and Park 2007). Moreover, if the
dataset is asymmetric and bimodal, then the proper detection
of anomalous data is difficult to obtain using Gaussian distri-
bution. However, the nature of the sensor data is asymmetric
or bimodal. Therefore, statistical-based anomaly detection
approach will not be efficient for anomaly detection. Alter-
natively, knowledge-based approach, based on the frequency
of the data points in the datasets, provides better detection
of anomalous data. Since the sensor data are asymmetric in
nature, the determination of the frequency of data can be
used to develop rules. This in turn could form knowledge
base and thus, can be used to detect anomalies in sensor
data by using various knowledge-based approaches. There-
fore, in the following section knowledge-based approaches
will be investigated to demonstrate their strength to detect
anomalies in sensor data.
Generally, in rule-based or knowledge-based anomaly
detection, the anomaly detector uses predefined rules to clas-
sify data points as anomalies or normal data. There exist
various types of rule-based approaches such as association
rule, fuzzy association rule to detect anomaly in the sensor
data (Chandola et al. 2009).
Association rule is a rule-based approach for data min-
ing. It was first proposed by Agrawal and Srikant (1994) to
detect frequent item sets from database of items in a shop
purchased by people. Association rule is expressed as a form
of X → Y , where X,Y are subsets of items. The rule implies
that if a person purchases X item sets, then the person might
also purchases Y item sets. Using the above-mentioned algo-
rithm at first, frequent itemsetswere detected usingminimum
support and then from the frequent itemsets using minimum
confidence association rules are discovered. However, dur-
ing finding the frequent itemsets crisp values are considered,
which lack the capability of addressing the issues of different
types of uncertainties like ignorance, incompleteness, ambi-
guity, vagueness and imprecision.
An association rule-based anomaly detection technique
is proposed in He et al. (2004). The authors present a new
method to detect anomaly by discovering frequent patterns
from the dataset. In thismethod, each data point in the dataset
is considered as a transaction. Therefore, the transactions that
contain less frequent patterns are detected as anomaly. This
method defines a measure, called FPOF (Frequent Pattern
Outlier Factor), to detect the anomalous transactions. How-
ever, the method can well handle precise data, and hence,
it is not well suited where the nature of the data contains
fuzziness. In addition, sensor data contain various types of
uncertainty such as ignorance, incompleteness, ambiguity,
vagueness and imprecision for the reasons as explained in
the previous section. Thus, by using this method the appro-
priate rules cannot be mined, and hence, the detection of the
anomaly exits in the sensor data.
Sensor data can be viewed as a large volume of real-valued
data collected from sensor nodes. The characteristics of these
data depend on the attributes of data as well as on the corre-
lation between the data in space and time. Each sensor node
might have one or more sensors. A sensor node with one
temperature sensor, which can be considered as providing
univariate-attributed data. On the other hand, a sensor node
consists of temperature and humidity sensor, and these can be
considered as multivariate attributed data. It is comparatively
easier to detect outlier from univariate-attributed data as one
need to consider one type of data. However, for multivariate
attributed data to detect anomaly multiple types of data need
to be considered together. Moreover, special and temporal
correlation with the collected data also influences in anom-
aly detection in sensor data. Temporal correlation implies the
reading of sensor data in one instant is related to the previ-
ous instant of the time. On the contrary, special correlation
implies that a correlation exists among the data gathered from
geographically closely deployed sensors (Zhang et al. 2010).
There exist various techniques (Weng 2011; Rajeswari
et al. 2014; Ruiz et al. 2014; Muyeba et al. 2008) to detect
anomaly in sensor data by using Fuzzy association rules.
In fuzzy association rule, the data points are converted to
fuzzy values using membership function. Fuzzy association
rules are then generated based on frequent data points or
rare frequent data. Using the generated rules, anomalous data
are detected from the sensor data. Fuzzy sets overcome the
problem of overestimate or underestimate the boundary val-
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ues by using membership function. Fuzzy logic is capable
of handling uncertainty due to imprecision, ambiguity and
vagueness but not the others.
Weng (2011), proposes an anomaly detection technique
based on rare data pattern instead of frequent data pattern.
This methodology is able to discover more interesting and
valuable patterns from the data and then the association
rule-based technique. However, experts assign membership
function and four parameters (e.g. minimum support, maxi-
mum support, maximum rank and minimum confidence) in
this study. This makes the system more human dependent.
Moreover, the proposed algorithm is not able to address igno-
rance and incompleteness due to the limitation of fuzzy logic.
Rajeswari et al. (2014) studied anomaly detection on
educational data using fuzzy association rule mining. The
authors argue that fuzzy logic handles data better and it
can calculate dynamically the four parameters rather than
using predefined values, mentioned above, produces better
results. By using a modified Fuzzy Apriori Rare Itemsets
Mining (FARIM) (Weng 2011) algorithm, teachers can more
easily detect weak students and give them extra coaching.
The proposed method also did not address the ignorance and
incompleteness.
Ruiz et al. (2016) introduced the notion of fuzzy exception
and fuzzy anomalous rule for recognition of various types of
deviations often associated with the common patterns which
usually are hidden in data affected by some fuzziness. A
new approach for mining such rules is presented, whereas
important advantages include obtaining more understand-
able results and that the mining process can be parallelized.
The authors present an algorithm along with experiments
performed in data where some numerical attributes were
fuzzified. The authors concluded that the proposed fuzzy
rules give some insights on the exception and anomaly detec-
tion in credit payments.
Martí et al. (2015) proposed an anomaly detection algo-
rithm based on sensor data for petroleum industry appli-
cations. They have dealt with the problem of detecting
anomalies in turbo machines used in offshore oil platforms.
The algorithm is composed of a novel segmentation algo-
rithm, which is named YASA, and one-class support vector
machine (SVM). The authors have compared YASA with
one-class SVM and the approach currently used by their
industry partners. The results show that the combination of
YASA and one-class SVM was able to outperform the other
approaches. However, the proposed algorithm lacks address-
ing different types of uncertainty associated with sensor data,
such as incompleteness, ignorance, vagueness, imprecision
and ambiguity.
In summary,Gaussian-based anomaly detection algorithm
provides a mechanism for detecting anomaly from multi-
variate sensor data without any prior knowledge of the data.
The algorithm assumes that the sensor data follow normal or
Gaussian distribution. However, this is not true for every sen-
sor data, in that case the Gaussian-based anomaly detection
algorithm does not detect anomalous data efficiently. More-
over, the algorithm does not have any mechanism to detect
and address the uncertainty due to ignorance, incomplete-
ness, ambiguity, vagueness and imprecision. Association
rule-based anomaly detection does not have dependency on
the data distribution. However, it also lacks on addressing
uncertainty. Fuzzy-based association rule provides mecha-
nism to address the problemof overestimate or underestimate
the boundary values by using membership functions. These
techniques are capable of handling uncertainty due to impre-
cision, ambiguity and vagueness but not the others by using
fuzzy set. Therefore, a novel algorithm is required to address
all types of uncertainty that existwith the sensor data by using
an integrated framework to detect anomalous data. Hence,
the following section describes a novel BRBAR with the
ability to handle various types of uncertainty like ignorance,
incompleteness, ambiguity, vagueness and imprecision for
detecting anomalous sensor data.
3 An overview of belief-rule-based association rule
In this section, binary association rule aswell as fuzzy associ-
ation rule to detect anomaly in sensor data will be introduced.
The limitations of these approaches in handling various types
of uncertainties will be demonstrated. Then, BRBARwill be
introduced which has the capability to handle all types of
uncertainty in an integrated framework.
3.1 Binary association rule
Binary association rule is created from frequent itemsets
of transactions occurring in a database. Itemsets is a col-
lection of items available in the database. There are two
main parameters, namely support and confidence. Support
can be defined as the frequency of itemsets in whole data-
base divided by number of transactions (Agrawal and Srikant
1994).Confidence can be defined as the frequency of itemsets
in the rule divided by the frequency of itemsets in antecedent
part of the rule (Agrawal and Srikant 1994). Support is like
finding the probability of an itemsets in the database, and
confidence is the conditional probability (Rajeswari et al.
2014).
Let I = {i1, i2, . . . , im} be a set of m literals called items
and the database D = {t1, t2, . . . , tn} a set of n transac-
tions, each consisting of a set of items from I. An itemset
X is a nonempty subset of I. The length of itemset X is the
number of items in X. An itemset of length k is called a
k-itemset. A transaction t ∈ D is said to contain itemset
X if X ⊆ t . The support of itemset X is defined as sup-
port(X) = ||t ∈ D|X ⊆ t ||/||t ∈ D|| .
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The support of association rule is shown in expression (1).
support (A ⇒ B) = support (A ∪ B) (1)
The confidence of association rule is shown in expression
(2).
con f (A ⇒ B) = support (A ∪ B)/support (A) (2)
The binary association rule is shown in expression (3).
A ⇒ B (3)
Here, A and B indicate itemsets. A and B represent the
antecedent and consequent part of an association rule, respec-
tively.
He et al. (2004) proposed anomaly detection technique
based on frequent itemsets. Frequent itemsets discovered by
association rule algorithm provide common pattern of the
dataset. The infrequent itemsets intuitively refer to anom-
alies. They propose a measure called FPOF (Frequent
PatternOutlier Factor) to detect the anomaly,which is shown






where X ⊆ t and X ∈ FPS (D, minisupport)
Here, all frequent patterns are denoted as: FPS (D, min-
isupport).
In binary association rule, the support is calculated by
computing the frequency of items. An association rule, as
shown in expression (3), is evaluated as true or false and
hence, does not provide scope of considering any types of
uncertainty. However, sensor data contain different types of
uncertainty, and thus, association rule is not appropriate to
detect anomalies in sensor data. In addition, finding associ-
ation rules from sensor data with quantitative attributes are
problematic due to the poor semantic content to define the
sensor data which creates vagueness and ambiguity (He et al.
2004). Moreover, the binary association rules are sensitive to
small value changes which is a regular phenomena in sensor
data. Association rule also has a tendency to overestimate or
underestimate the boundary value (Rajeswari et al. 2014) dur-
ing the process of transforming the transaction database to a
binary database by partitioning the attribute values (Chen and
Chen 2007). Above problems can be address by fuzzy associ-
ation rule, which will be shown in next section. Furthermore,
mining association rules are computationally costly (Wijsen
and Meersman 1998) as large number of binary association
rules are generated during binary association rule mining
process.
3.2 Fuzzy association rule
Fuzzy association rules are created from quantitative data,
in which each quantitative item is transformed into fuzzy set
and fuzzy operations are used to find fuzzy association rules.
A fuzzy association rule is represented as shown below.
(xi is a1)AND(xi is a2) ⇒ (yi is mk) (5)
Here, x and y stand for antecedent and consequent attributes.
a and m represent the referential values.
The quantitative values form sensor data are represented
using linguistic labels or referential values by fuzzy sets in
the process of mining fuzzy association rules from sensor
data. For example, the values of a sensor data attribute like
temperature might be represented using different linguistic
labels such as very high, high, medium and low in fuzzy set.
This helps to represent the semantic content of the sensor
data more efficiently than the binary association rule by pro-
viding meaningful linguistic labels of sensor data (Chen and
Chen 2007).Moreover, using fuzzymembership functions of
fuzzy sets overestimation or underestimation of the boundary
values of binary association rule can be addressed by allow-
ing partial membership to different fuzzy sets (Dhanya and
Kumar 2009).
Weng (2011) proposed an anomaly detection technique
using fuzzy set. The proposed technique finds anomalous
data using rare itemsets instead of frequent itemsets. The
anomaly detection technique uses a function named rank to
find rare itemsets from the transaction dataset. Let us con-
sider a database D consists of a set of transaction Atid of
sensor data. A fuzzy rule of itemset is denoted as B. The rank







Here, DB is the subset of transactions covered by the fuzzy
rule B in the database D.






where |D| is the total number of transactions in database D.
According to Hossain et al. (2014), fuzzy set addresses three
types of uncertainty due to vagueness, ambiguity and impre-
cision using membership function and referential values.
However, the consequent part of the fuzzy association rule,
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as shown in expression (5), considers only one attribute at
time. Therefore, it is not able to address all types of uncer-
tainty in sensor data, and also this leads to generation of
higher number of rules. The inference mechanism of the
fuzzy association rule does not have any option of deter-
mining the uncertainty in sensor data like incompleteness.
However, the sensor fails to senddata due to network resource
constrain or malicious attack and thus, causing uncertainty
like incompleteness. Therefore, fuzzy association rule is not
fully suitable for anomaly detection. Most of the problems
mentioned above will be addressed by the new belief-rule-
based association rule described in the next section.
3.3 Belief-rule-based association rule
The belief rule base (BRB) is an extension of traditional
IF-THENrule base.Abelief rule has antecedent part and con-
sequent part. Antecedent attribute takes referential values,
and possible belief degrees are associated with the conse-
quent of a belief rule. The rule weight, antecedent attribute
weight and belief degrees are knowledge representation para-
meters used in BRB to capture the uncertainty.
A belief rule can be defined as:
Rk :
IF Rainfall is Medium AND Rainfall Dura-
tion is High THEN Meteorological Condition is
{(Severe, 0.0), (Moderate, 0.4), (Low, 0.6)}
(8)
In the above rule, Rainfall and Rainfall Duration are the
antecedent attributes, while Medium and High are the ref-
erential values. Meteorological Condition is the consequent
attribute with referential values such as severe, moderate and
low. This rule is complete because the summation of degree
of belief associated with each referential value of the con-
sequent attribute is one. If the summation is less than one,
then the rule is considered as incomplete, which may be
due to incomplete information or ignorance. The relationship
between antecedent attributes and the consequent attribute is
nonlinear, which is linear in case of IF-THEN rule. More-
over, in general the sensor data that are gathered from the
environment are nonlinear in nature (Xiea et al. 2014; Islam
et al. 2015). Therefore, belief rules can efficiently be used to
represent the sensor data.
Inference mechanism is utilised to generate belief rules
from sensor data. The inference procedures consist of var-
ious steps including input transformation, rule activation
weight calculation, belief update and rule aggregation using
evidential reasoning approach (Hossain et al. 2014, 2015c;
Rahaman and Hossain 2013). The task of input transforma-
tion consists of distributing the input data over the referential
values of the attribute of a rule, which is called matching
degree. Once the matching degree is assigned, the rules are
called packet antecedent, and they become active and reside
in the short-term memory while the rule base resides in
the long-term memory. The total degree or the combined
matching degree αk , to which the input matches the whole
antecedent part of kth rule, can be calculated by using the
following expression (Hossain et al. 2015b).
αk = aggr((δk1, αk1), . . . , (δkTk , αkTk )) (9)
where aggr is an aggregation function which should be
selected carefully. Following simple weighted multiplicative
aggregation function can be used as an aggregation function






where δ¯ki = δkimax
i=1,...,T {δki }k
so that 0 ≤ δ¯ki ≤ 1
Here, Tk is the total number of antecedent attributes in
the kth rule. The activation weight wk for kth rule can be





Here, θk represents the rule weight, and αk represents the
combined matching degree of the kth rule.
It is interesting to note that each rule does not have the
same weight in calculating the referential values of the con-
sequent attribute. This activation weight will be zero if the
kth rule is not activated.
When an input data for any of the antecedent are ignored
or missing, then the belief degree associated with each rule in
the rule base should be updated. Therefore, in belief update
procedure the belief degree of each of the rule is updated














1 if t th attribute is used in defining rule Rk(t=1, . . . , Tk)
0 otherwise
Here, β¯ik represents the original belief degree, while the
updated belief degree is βik of kth rule. αt j represents the
degree to which the input value belongs to an attribute.
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Furthermore, the aggregation of the rules is carried out by
using either analytical or recursive evidential reasoning algo-
rithm (Yang et al. 2006; Xu et al. 2007). It is preferable to
use analytical approach instead of recursive approach since
it is computationally efficient (Yuan et al. 2002; Yang and
Sen 1994). Using the analytical ER algorithm (Wang et al.
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Here, ωk represents the activation weight of the kth rule,
whereas the belief degree associated with one of the conse-
quent reference values is denoted by β j .
The final values can be converted into crisp values by
using the utility score associated with each referential value
to obtain the final result. Hence, by summing the belief
degrees of the referential values of the consequent part of
the expressions (8) should be one if all the sensor data for
the antecedent part are available which address the uncer-
tainty due to incompleteness. The expression (12) addresses
the uncertainty due to ignorance or missing values from
sensors by updating the belief degree of each of the rules
during belief update procedure. Moreover, the uncertainty
due to vagueness, imprecision and ambiguity is addressed
by the expression (13) during the process of rule aggrega-
tion (Wang et al. 2006). As we discussed in the previous
sections, sensor data contain anomalous data due to different
kinds of uncertainty like incompleteness, ignorance, vague-
ness, imprecision and ambiguity. From the above discussion,
it can be argued that belief-based rule and inference mecha-
nism addresses all type of uncertainty.
However, the above inference procedures, which consist
of input transformation, rule activation weight calculation,
belief update and rule aggregation of belief rule base can-
not be directly applied to discover belief rules from sensors
data. The reason for this is that it is not necessary to have
initial rule base in case of sensor data, because the objectives
of sensor data mining are to discover the sets of belief rules
Fig. 1 Flow chart of belief association rule discovery
which in turn will act as the initial belief rules to represent
the knowledge base of an expert system. Hence, it is neces-
sary to investigate appropriate inference methods. However,
in the light of belief-rule-based inference procedures to dis-
cover initial belief rules, the task of input transformation can
be carried out by developing input transaction database as
well as by converting the transaction database into belief
transaction database. Since the calculation of support, as dis-
cussed both in case of binary and fuzzy rules [(6), (1)], it is
necessary to develop a procedures to calculate support for
belief transaction database. In addition, it is also necessary
to calculate the confidence of the belief transaction database,
which can be achieved by developing belief matrix and ham-
ming distance calculation. This will allow the calculation of
confidence of each transaction of belief database. Eventu-
ally, belief association rule could be discovered for sensor
data, which act as the initial belief rule base for an expert
system. It can be demonstrated that by using the belief associ-
ation rules, and the confidence values anomalies from sensor
data can be removed. The above procedures diagrammati-
cally demonstrated in Fig. 1, and we would like to define
whole procedures as the BRBAR. Each of the procedures as
shown in the Fig. 1 will be discussed in detail.
As a first step, the sensor data among which we want to
find anomaly, each data points are given an id. Henceforth,
each transaction is entered into the transaction database. The
transaction database is then converted into belief transaction
database by input transformation (Andersson and Hossain
2015). Support of the sensor data is calculated in the next step
named support calculation. Subsequently, a belief matrix is
created. Hamming distance is then calculated to find the dif-
ferences among the transactions. Confidence of each of the
transaction is calculated.Using the beliefmatrix aswell as the
confidence value belief-rule-based association rules are dis-
covered which are free from any anomalous sensor data and
thus can be use as initial belief rules in a BRB (Belief Rule
Base). This demonstrates a novel way of extracting belief
rules from the sensor data. In addition, to support the min-
ing of sensor data, it is necessary to develop a novel way
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Table 1 Sample of transaction database











to calculate support and confidence as discussed while pre-
senting binary and fuzzy association rules. However, these
techniques of calculating both support and confidence can-
not consider different types of uncertainty. Consequently, it
is necessary to develop novel methods by incorporating of
different types of uncertainty in calculating support and con-
fidence. Hence, this research demonstrates novel methods of
calculating support and confidence by incorporating different
types of uncertainty as will be demonstrated below.
3.3.1 Input transaction database
Input transaction database will contain all sensor data. To
identify the sensor data, each row of the data is given a unique
identification number, named as transaction ID.However, the
sensor data are quantitative in nature. Therefore, these data
contain uncertainty like imprecision, vagueness. Moreover,
these data are also semantically poor. Therefore, to address
the above uncertainties and to address poor semantic content
referential values and linguistic labels are introduced. The
data from input transaction database will be used to support
to get belief transaction database, which will contain sensor
data with referential values. For simplicity, a sample trans-
action database is presented in Table 1 which contains ten
rows of data. The database has three attributes which are
shown in Table 1. These are transaction ID, rainfall and tem-
perature. From this database, anomalous data of rainfall and
temperature, which are collected by sensors, will be discov-
ered. Linguistic labels and referential values are defined for
rainfall and temperature to address the issue of poor semantic
content, and thiswill remove the above-mentioned uncertain-
ties. Tables 2 and 3 provide an example of linguistic labels
and referential values derived by discussing with experts.
3.3.2 Converting to belief transaction database
Belief transaction database can be defined as the collec-
tion of referential values of the sensor data. Data from
Table 2 Labels and referential values for rainfall
Rainfall
Labels No Rainfall Low Medium High Very High
Referential value 0 500 1000 1500 2000
Table 3 Labels and referential values for temperature
Temperature
Labels Very low Low Medium Hot Very Hot
Referential value 0 10 20 30 40
transactional database are taken as input, and then the sen-
sor data are converted into referential values using utility
function (Andersson and Hossain 2015; Wang et al. 2006;
Hossain et al. 2015c). This facilitates the computational pro-
cedure of support calculation of BRBAR. This step allows to
address uncertainty due to ambiguity, vagueness and impre-
cision of sensor data by distributing the degree of belief
into the referential values. Converting input transaction data-
base into belief transaction database resembles the input
transformation of inference mechanism of belief rule base.
Subsequently, the referential values are used for calculating
support values of the sensor data, which is an essential step
for mining anomalies. However, the details of this step will
be presented in the next section. The expression (14) and (15)
are used as utility function. In the expressions (14) and (15),
xi represents the i th referential value of an attribute, xi+1
represents the (i + 1)th referential value, and a represents
the sensor data
Trans f ormValue(xi+1) = |xi − a||xi − xi+1| (14)
Trans f ormValue(xi ) = 1 − Trans f ormValue(xi+1)
(15)
where xi < a < xi+1
(






An example of the belief transaction database for rainfall
and temperature is shown in Tables 4 and 5, respectively.
The Column 1 of the Tables 4 and 5 refer to the transaction
ID. Attribute name and the sensor value are shown in Col-
umn 2 of the Tables 4 and 5. Column 3 to 7 of the same
table shows the referential values for the attributes. Row 1 of
Table 4 shows that the transaction ID t1 and the attribute a1
(rainfall) have value 7. By using expression (14) and (15) for
the sensor data 7 the degree of belief associated with refer-
ential values that can be obtained is {No rainfall (0.986), low
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Table 4 Belief transaction
database for rainfall
Transaction ID Attribute:Value No Rainfall Low Medium High Very High
t1 a1:7 0.986 0.014 0.0 0.0 0.0
t2 a1:1900 0.0 0.0 0.0 0.2 0.8
t3 a1:450 0.1 0.9 0.0 0.0 0.0
t4 a1:290 0.42 0.58 0.0 0.0 0.0
t5 a1:190 0.62 0.38 0.0 0.0 0.0
t6 a1:510 0.0 0.98 0.02 0.0 0.0
t7 a1:571 0.0 0.858 0.142 0.0 0.0
t8 a1:349 0.302 0.698 0.0 0.0 0.0
t9 a1:259 0.482 0.518 0.0 0.0 0.0
t10 a1:85 0.83 0.17 0.0 0.0 0.0
Table 5 Belief transaction
database for temperature
Transaction ID Attribute:Value Very low Low Medium Hot Very Hot
t1 a2:27 0.0 0.0 0.3 0.7 0.0
t1 a2:32 0.0 0.0 0.0 0.8 0.2
t3 a2:40 0.0 0.0 0.0 0.0 1.0
t4 a2:32 0.0 0.0 0.0 0.8 0.2
t5 a2:30 0.0 0.0 0.0 1.0 0.0
t6 a2:30 0.0 0.0 0.0 1.0 0.0
t7 a2:27 0.0 0.0 0.3 0.7 0.0
t8 a2:31 0.0 0.0 0.0 0.9 0.1
t9 a2:30 0.0 0.0 0.0 1.0 0.0
t10 a2:85 0.0 0.0 0.6 0.4 0.0
(0.014), medium (0), high (0), very high (0)}. Moreover, the
summation of degree of belief associated with the referential
values is equal to one, which shows completeness according
to expression (16).
3.3.3 Support calculation
Support calculation of BRBAR is defined as a function of
sensor data and referential values in respect of belief trans-
action database. Sensor data and referential values are taken
as input for support calculation, and the frequency of the
sensor data with respect to the belief transaction database
is provided. Binary [expression (1)] and fuzzy association
rule [expression (7)] based anomaly detection algorithms use
support function to find the probability of an itemset in the
database. In the case of BRBAR, referential values of sensor
data are also included in support calculation. Consequently,
the support of BRBAR has the ability to address uncertain-
ties like incompleteness, ignorance, vagueness, imprecision
and ambiguity. In addition, fuzzy association rule considers
only one of the referential values of consequent part in a rule,
and hence, it is not able to address uncertainty like ignorance
and incompleteness (Hossain et al. 2015b). On the contrary,
belief association rules consider referential values of conse-
quent attribute embedded with degree of beliefs as shown in
Tables 4 and 5. The inclusion of this phenomenon with belief
association rules provides strength to address the issues of
ignorance and incompleteness of sensor data.
The support calculation for BRBAR is shown in expres-
sion (17). This helps to address the uncertainty of sensor
data like imprecision, ambiguity and vagueness, because the
expression (17) uses the referential values. In the expression
(17), xi represents the value of the sensor data. re f _val refers
to referential values for the xi .
Support (xi ) =
n∑
i, j
xi ∗ re f _val j
|No of T ransactions| (17)
Support of rainfall and temperature data collected by sen-
sors is shown in Table 6, which is calculated using the
expression (17). Column 1 of the Table 6 shows rainfall data
in Sub-Column 1 named value and the support values on the
Sub-Column 2 named support. Consecutively, temperature
data and support values are shown on the second column of
the Table 6. As for example, support calculation for rainfall
value 7 is ((7× 0.986) + (7× 0.014) + (7× 0) + (7× 0) +
(7 × 0))/10 = 0.7.
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Table 6 Support calculation for rainfall and temperature
Rainfall Temperature
Value Support Value Support
7 0.7 27 2.7
1900 190.0 32 3.2
450 45.0 40 4.0
290 29.0 32 3.2
190 19.0 30 3.0
510 51.0 30 3.0
571 57.1 27 2.7
349 34.9 31 3.1
259 25.9 30 3.0
85 8.5 85 2.4
3.3.4 Creating belief matrix
Belief matrix can be defined as the combination of belief
degrees of referential values and support values of sensor
data. Belief transaction database and support values of sen-
sor data are used as input for this procedure. This procedure
results cell values of belief matrix obtained by multiply-
ing corresponding belief degrees and support values of the
attributes in a sensor data as can be seen in expression (18),
which is used as input for confidence calculation. Since sen-
sor data value, which is quantitative in nature, is distributed
over different referential values to address semantic poor-
ness of the sensor data as shown in Tables 4 and 5. The
belief degrees attached to referential values corresponding
to the sensor data address the uncertainty due to ambigu-
ity, imprecision and vagueness. However, this is unable to
remove uncertainty due to incompleteness, and hence, the
belief degrees associated with referential values are required
to be multiplied with corresponding support values of the
sensor data to remove the uncertainty due to incompleteness
(Yang et al. 2006). In this way, a belief matrix can be formed
by using the expression (18) and elaborated in Table 7.
In expression (18), Belie f _Matri x_Elementi, j repre-
sents each element of belief matrix, sup(ak) represents
the support value of sensor data aki for attribute ak , and
Belie f _Tran_Databaseki ,x represents a referential value
of sensor data aki .
Belie f _Matri x_Elementi, j
= sup(aki ) × Belie f _Tran_Databaseki ,x (18)
The belief transaction database of rainfall and temperature
is transformed in to belief matrix which is shown in Table
7. Columns 1 to 10 of Table 7 shows the values of belief
matrix computed by using expression (18). As an example,
the cell (1, 1) of belief matrix, which is 0.6902 is obtained
by applying expression (18).
3.3.5 Confidence calculation
Confidence is an assessment of the degree of certainty of the
identified association between antecedent and consequent
of a rule. Rule activation, as shown in expression (10), of
belief rule-based inferencemechanism is quite similar to con-
fidence calculation. However, combined matching degree,
as shown in expression (11), of rule activation is calculated
usingmultiplicative aggregation function. Since it is not suit-
able for sensor data due to its nature, which can be replaced
by a popular similarity measure named hamming distance
(Hamming 1950). In addition, hamming distance is suitable
to work with sensor data, as it is particularity designed to
work with quantitative data, which is a common feature of
sensor data. Therefore, confidence of the belief-rule-based
association rule can be defined as a function of hamming
distance (Black 2004; Hamming 1950) of the transactions
and total summation of hamming distance of all the transac-
tions of the belief matrix.
The expression (19) calculates the hamming distance for
a transaction in respect of other transactions, and then sum-
mation of all the distances is assigned in αti ,k for transaction
Table 7 Belief matrix for
rainfall and temperature
t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
0.6902 0.0 4.5 12.18 11.78 0.0 0.0 10.5398 12.4838 7.055
0.0098 0.0 40.5 16.82 7.22 49.98 48.9918 24.3602 13.4162 1.445
0.0 0.0 0.0 0.0 0.0 1.02 8.1082 0.0 0.0 0.0
0.0 38.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 152.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.81 0.0 0.0 0.0 0.0 0.0 0.81 0.0 0.0 1.44
1.89 2.56 0.0 2.56 3.0 3.0 1.89 2.79 3.0 0.96
0.0 0.64 4.0 0.64 0.0 0.0 0.0 0.31 0.0 0.0
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Table 8 Final result
Transaction ID Confidence value Rainfall Temperature
t1 0.08 7 27
t2 0.011 1900 32
t3 0.08 450 40
t4 0.07 290 32
t5 0.11 190 30
t6 0.13 510 30
t7 0.08 571 27
t8 0.07 349 31
t9 0.08 259 30
t10 0.19 85 24
ti and attribute k. The expression (20) sums all the αti ,k and
assigns to θk . Finally, the confidence of each transaction can

















As for example,αti ,k (where i = 1 and k = rain f all) is (0 +
4+ 0+ 0+ 0+ 2+ 2+ 0+ 0 + 0) = 8 by using expression
(19). Likewise, αti ,k(where i = 1 and k = temperature) is
(0+2+3+2+1+1+0+2+1+0) = 12 by using expression
(19). θk (where k = rain f all) is (8+ 36+ 8+ 8+ 8+ 18+
18 + 8 + 8 + 8) = 128 and θk (where k = temperature)
is (12 + 10 + 18 + 10 + 8 + 8 + 12 + 10 + 8 + 12) =
108 by using expression (20). Therefore, Con f idence(t1) is
(8+12)/(128+108) = 0.08 by using expression (21). Table
8 shows the confidence value for each of the transactions.
Confidence values for each of the transaction are shown in
Column 2 of Table 8. Sensor data of rainfall and temperature
are shown in Columns 3 and 4 of Table 8, respectively.
3.3.6 Belief association rule discovery
Belief association rule discovery procedure consists of
BRBAR based on referential values from belief trans-
action database and confidence values discovered in the
previous procedure. Traditional belief rules, as shown in
expression (8), consist of belief degrees in consequent
part of the rule due to unavailability of the belief degree
for the referential values of antecedents. However, the
belief degrees are embedded with the referential values of
antecedent and consequent part of new belief association
rule [expression (22)],which can be discovered from the
belief transaction database. This makes the belief associ-
ation rule more robust than the belief rules. Therefore, a
novel belief rule named belief association rule is proposed
here.
In consultation with experts, a threshold value is selected
for confidence value, which filter outs anomalous transac-
tion from belief transaction database. Subsequently, Belief
association rule is created by embedding belief degrees
associated with the referential values in the antecedent
and consequent part of a rule from the belief transaction
database. Eventually, these belief association rules will be
used as initial rule base for belief-rule-based expert sys-
tem.
As an example, expression (22) represents a belief asso-
ciation rule, which can be interpreted as rainfall with 98.6%
probability of no rainfall and 1.4% probability of low implies





Rain f all{(NoRain f all, 0.986)(Low, 0.014)(Medium, 0.0)(High, 0.0)
(VeryHigh, 0.0)}






Rain f all{(NoRain f all, 0.0)(Low, 0.0)(Medium, 0.0)(High, 0.2)
(VeryHigh, 0.8)}
⇒ T emp{(VeryLow, 0.0)(Low, 0.0)(Medium, 0.0)(Hot, 0.8)
(VeryHot, 0.2)}
(23)
In summary, a novel anomaly detection procedure, named
BRBAR is proposed for detecting anomaly from sensor
data. The new BRBAR is able to address different types
of uncertainty like incompleteness, ignorance, vagueness,
imprecision and ambiguity, which are common features of
sensor data. A new support calculation procedure is pro-
posed, which addresses uncertainties due to incompleteness.
Furthermore, an improved and sensor data friendly confi-
dence calculation method is proposed by using hamming
distance instead of using multiplicative aggregation func-
tion. Moreover, a robust belief association rule is proposed
by embedding belief degrees with the referential values in
antecedent part of the rule, which will be used as initial
rule base for expert system. Henceforth, in the next section
anomaly-free sensor data will be fed into a belief-rule-based
expert system to show the effects of the new BRBAR.
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Fig. 2 The belief-rule-based tree
4 Feeding nonanomalous data into
belief-rule-based expert system
Aweb-based belief-rule-based expert system (Web-BRBES)
(Islam et al. 2015) is capable of handling sensor data as well
as enabling flood prediction, and this system is fed with the
rainfall and temperature sample sensor data considered in
this research as shown in Table 1. A portion of the flood
prediction BRB tree as mentioned in Web-BRBES (Islam
et al. 2015) is considered for the demonstration of BRBAR
algorithm, as shown in Fig. 2. The root node of this tree (X8)
represents “MetrologicalCondition”, and two leaf nodesX22
and X23 represent “Rainfall” and “Temperature”, respec-
tively.
Figure 3 shows the input and output of the Web-BRBES
for anomalous data. The right and left square boxes in Fig.
3 show the graph of input and output data of Web-BRBES
named input? and output?, respectively. In the input graph,
the X-axis displays the data in chronological order, while the
Y-axis displays values of the data gathered by sensors during
each time interval. In a similar manner, the output graph of
Fig. 3 can be explained. Figure 4 shows the input and output
for anomaly-free data, which can be understood in similar
way.
In the input graph of Fig. 3, an unusual peak can be seen
on Y-axis for X22 (rainfall), which influences the output of
Web-BRBES with two peaks in the output graph. Therefore,
removing the anomalous sensor data by using BRBAR a
different output values is seen in output graph of Fig. 4.More-
over, the average crisp value of “Metrological Condition” for
anomalous sensor data is 0.03255 and for anomaly-free sen-
sor data is 0.02105. This shows that due to anomalous data
appropriate value for “Metrological Condition” cannot be
found, which in turns hamper the prediction of flood water
level.
5 Performance evaluation of the belief-rule-based
expert system
The comparison, evaluation and assessment of the accu-
racy of the results generated from the different models
or techniques are considered as an important aspect to
measure the reliability of a research. Receiver operator
characteristic (ROC) curves are widely used to evaluate,
compare and assess the performance of different meth-
ods and techniques. The reason for this is that it provides
a comprehensive and visual methods of summarising the
Fig. 3 Output of Web-BRBES for sensor data with anomaly
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Fig. 4 Output of Web-BRBES for sensor data without anomaly
accuracy of comparison, evaluation and assessment (Hos-
sain et al. 2015c; Gönen 2007). Thus, ROC curves have
become the prominent tool for evaluating different mod-
els, algorithms and techniques in various research fields
such as machine learning, clinical applications, atmospheric
science and many others (Zou et al. 2007; Karim et al.
2016; Hossain et al. 2015a). Therefore, in this research
ROC curves were used to measure the accuracy of anom-
aly detection using BRBAR and compare its performance
with other similar techniques such as, Gaussian-based anom-
aly detection, binary and fuzzy association rules. In ROC
curves, the accuracy can be measured by calculating the
size of the Area under curve (AUC) (Gagnon and Peterson
1998). The larger the area, the higher is the accuracy of the
results.
To evaluate the performances of BRBAR by using
ROC curves, rainfall and temperature sensor data col-
lected from Climate Division of Bangladesh Meteorolog-
ical Department (2016) have been considered. In addi-
tion to the sensor data, to investigate the applicability of
the developed novel anomaly detection algorithm in other
domains Breast Cancer Wisconsin dataset collected from
the UCI machine learning repository has also been consid-
ered.
Experts’ perception on the anomaly and nonanomaly of
sensor data has been considered as the baseline to do the
comparison among BRBAR, Gaussian, binary and fuzzy
association rules. However, for breast cancer data appro-
priate diagnostic result investigation of the disease has
been considered as the baseline. The rainfall and tempera-
ture sensor dataset consists of 380 readings of sensor data
of Chittagong in Bangladesh. The rainfall is measured in
millimetre and temperature in Celsius. These sample data
of rainfall and temperature can be considered sufficient,
because sample sizes of more than 30 and less than 500 are
appropriate for most research (Roscoe 1975). The dataset
for Breast Cancer Wisconsin (Diagnostic) consists of 669
records with 8 attributes. This dataset contains different
characteristics of cancer cells. Furthermore, this dataset is
labelled (benign or malignant) with the status of the can-
cer cell. Although the breast cancer dataset is more than
500 records, the 669 records which used in this research are
considered as standard (Karim et al. 2016; Hossain et al.
2016).
Figure 5 shows ROC curves for Gaussian, binary associa-
tion rule, fuzzy association rule and BRBAR for the rainfall
and temperature data. The AUC and confidence interval (CI)
for above techniques are shown in Table 9. The area under
curve for Gaussian, binary association rule, fuzzy associa-
tion rule and BRBAR are 0.168, 0.843, 0.867 and 0.990,
respectively, as shown in Table 9. It can be observed from the
results shown in Table 9 that the coverage of BRBAR is better
than the other mentioned techniques. This implies anomaly
detection from sensor data by BRBAR has performed bet-
ter than the other techniques due to addressing of different
types of uncertainty like incompleteness, ignorance, vague-
ness, imprecision and ambiguity.
Figure 6 shows the ROC curves for the above-mentioned
techniques. The area under curve for Gaussian, binary asso-
ciation rule, fuzzy association rule and BRBAR is 0.472,
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Fig. 5 ROC curve comparison of binary, fuzzy, BRB association rule
and Gaussian for rainfall and temperature data
Table 9 Comparison of different techniques for rainfall and tempera-
ture. CI 95% confidence interval





AUC 0.168 0.843 0.867 0.990
CI 0.127–0.208 0.734–0.953 0.692–1.0 0.974–1.0
Fig. 6 ROC curve comparison of binary, fuzzy, BRB association rule
and Gaussian for Breast Cancer Wisconsin (diagnostic) data
Table 10 Comparison of different techniques for Breast Cancer Wis-
consin (diagnostic) data. CI 95% confidence interval





AUC 0.472 0.505 0.946 0.979
CI 0.428–0.516 0.450–0.560 0.927–0.965 0.967–0.991
0.505, 0.946 and 0.979, respectively, as shown in Table 10.
From the above results, it can be observed that the coverage of
BRBAR is better than the other mentioned techniques. This
also shows that BRBARperformswell for anomaly detection
in normal data.
It is evident (Tables 9, 10; Figs. 5, 6) that Gaussian
anomaly detection technique performed comparatively bet-
ter for breast cancer data than from rainfall and temperature
data. Gaussian anomaly detection technique assumes that
the sample data follow normal distribution (see Sect. 2).
Therefore, it performs poorly for rainfall and temperature
data as the sensor data do not follow normal distribu-
tion. Moreover, Gaussian does not address any types of
uncertainty, which also influences the performance of anom-
aly detection. On the contrary, association rule does not
depend on the distribution of the data. Therefore, it per-
forms better than the Gaussian algorithms for the both
datasets. However, due to lack of addressing any types
of uncertainty binary association rule does not perform
better than the fuzzy and BRBAR (see Sect. 3.1). Fuzzy
association rule handles uncertainties due to imprecision,
ambiguity and vagueness which helps it to perform better
then the binary association rule (see Sect. 3.2). Therefore,
by addressing uncertainties due to imprecision, ambiguity
and vagueness fuzzy association rule performs better than
the binary association rule. Finally, BRBAR address all
types of uncertainty in an integrated framework, which leads
to the better performance than from the Gaussian, binary
and fuzzy association rules. From the above discussion, it
can be observed that anomaly detection from sensor data
by BRBAR performs better than the other techniques due
to addressing of different types of uncertainty like incom-
pleteness, ignorance, vagueness, imprecision and ambiguity.
In addition, BRBAR performs better not only in anomaly
detection for sensor data, but also for other domains such
as breast cancer. Moreover, BRBAR does not depend on
any training dataset for anomaly detection like supervised
and semi-supervisedmachine learning algorithms (Chandola
et al. 2009). Therefore, BRBAR will outperform the above-
mentioned algorithms as the accuracy of them depend on
the training of the supervised and semi-supervised machine
learning algorithms.
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6 Conclusion
A novel anomaly detection algorithm for sensor data based
on BRBAR is proposed in this research work. The BRBAR
has the capability of handling different kinds of uncertainty
such as incompleteness, ignorance, vagueness, imprecision
and ambiguity, which are common features of sensor data
(see Sect. 3.3). Due to the nature of sensor data, the
traditional inference mechanism of belief rule cannot be
used. Therefore, a new inference mechanism is proposed,
which consists of input transaction database, converting
into belief transaction database, support calculation, belief
matrix, confidence calculation and belief association rule dis-
covery.
A new support calculation procedure is proposed, which
addresses uncertainties due to incompleteness (see
Sect. 3.3.3). In addition, an improved and sensor data friendly
confidence calculation method is proposed by using ham-
ming distance instead of using multiplicative aggregation
function (see Sect. 3.3.5). Since, hamming distance is more
suitable for sensor data then multiplicative aggregation func-
tion as sensor data is more quantitative in nature (Calzada
et al. 2014). Moreover, a robust belief association rule is
proposed by embedding belief degrees with the referential
values in antecedent part of the rule, which will be used as
initial rule base for expert system (see Sect. 3.3.6). Since,
traditional belief rule lacks belief degrees with respect to the
referential values of antecedent part of the rule [expression
(22)]. The results of BRBAR have been compared against
three other anomaly detection techniques (such as, Gaussian,
binary association rule and fuzzy association rule) with two
different types of datasets. It has been demonstrated that
BRBAR performed better than the other techniques for both
the datasets (see Figs. 5, 6). The reason for this is Gaussian,
is a statistical-based approach, and is unable to handle
uncertainty due to incompleteness, ignorance, vagueness,
imprecision and ambiguity,while binary association rule uses
assertive knowledge, which can be evaluated either true or
false. Hence, this approach is unable to address any type
of uncertainty. On the contrary, fuzzy association rule can
handle uncertainty due to vagueness, ambiguity and impre-
cision but unable to handle ignorance and incompleteness.
However, BRBAR can handle all types of uncertainty in an
integrated framework. Moreover, both Gaussian and binary
association rule lack the better representation of semantic
content, and hence, uncertainty due to linguistic labels can-
not be addressed by using these methods. In addition, the
ROC curves (see Figs. 5, 6) show that AUC of BRBAR is
better than the above-mentioned techniques, because the pro-
posed technique in this paper handles all types of uncertainty
as mentioned. The proposed anomaly detection algorithm
demonstrates a way of extracting initial belief rule base from
sensor data, which can be considered as a significant contri-
bution in the area of knowledge acquisition.
Moreover, anomaly-free sensor data as well as anom-
alous sensor data are fed into the Web-BRBES. It can be
observed thatWeb-BRBESprovides better result of detecting
metrological condition for anomaly-free data than from the
anomalous data (see Figs. 3, 4; Sect. 4). In addition, BRBAR
helps Web-BRBES to perform more reliable and accurate
prediction of flood, using the data received from sensors,
deployed in a flood prone area by removing the anomalies.
Hence, it can be argued that the novel BRBAR technique
will improve anomaly detection approach for other appli-
cation areas such as, surveillance, environmental monitoring
and disaster management under uncertainty. This new anom-
aly detection algorithm will also improve the prediction of
different expert systems as anomalous data can be removed
more efficiently.
In this research work, preliminarily BRBAR has been
tested with two datasets. However, the performance of the
algorithm needs to be tested by using more data from differ-
ent types of sensor to ensure its efficiency and robustness. In
addition, more investigation is needed for choosing appro-
priate benchmark data. Furthermore, as a future work, more
research can be carried out for BRB inference mechanism
for initial rule base coming out from BRBAR. In addition,
investigation on benchmark data and testing the algorithm
with different sensor data can also be considered as future
work.
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