Coupled one dimensional electron systems and stripe phases of high temperature superconductors by Jaefari, Akbar
c© 2012 Akbar Jaefari
INTERACTING ONE DIMENSIONAL ELECTRON SYSTEMS AND STRIPE
PHASE OF HIGH TEMPERATURE SUPERCONDUCTORS
BY
AKBAR JAEFARI
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Physics
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2012
Urbana, Illinois
Doctoral Committee:
Professor Philip Phillips, Chair
Professor Eduardo Fradkin, Director of Research
Professor Nadya Mason
Professor John Stack
ABSTRACT
In this dissertation, I will consider the problem of coupled one dimensional electronic systems
particularly in connection with the stripe phases of high temperature superconductors. Three
major problems have been addressed in this dissertation.
In chapter 3, I consider the problem of the Local Density of States for spin-gapped one-
dimensional charge density wave (CDW) states and Mott insulators in the presence of a hard-wall
boundary. I calculate the boundary contribution to the single-particle Green function in the low-
energy limit using field theory techniques and analyze it in terms of its Fourier transform in both
time and space. The boundary LDOS in the CDW case exhibits a singularity at momentum 2kF,
which is indicative of the pinning of the CDW order at the impurity. Several dispersing features
has been observed at frequencies above the spin gap, which provide a characteristic signature of
spin-charge separation. This demonstrates that the boundary LDOS can be used to infer properties
of the underlying bulk system. In the presence of a boundary magnetic field mid-gap states localized
at the boundary emerge with signature in the LDOS. I discuss implications of these results for STM
experiments on quasi-1D systems such as two-leg ladder materials like Sr14Cu24O41. By exchanging
the roles of charge and spin sectors, all our results directly carry over to the case of one-dimensional
Mott insulators.
In chapter 4, I study an extended Hubbard-Heisenberg model on two types of two leg ladders,
a model without flux and a model with flux pi per plaquette. In the case of the conventional (flux-
less) ladder the Pair density wave state arises for certain filling fractions when commensurability
conditions is satisfied. For the flux pi ladder the pair density wave phase is generally present. The
PDW phase is characterized by a finite spin gap and a superconducting order parameter with a
finite (commensurate in this case) wave vector and power-law superconducting correlations. In
this phase the uniform superconducting order parameter, the 2kF charge-density-wave (CDW)
order parameter and the spin-density-wave Ne´el order parameter exhibit short range (exponentially
decaying) correlations. In particular the PDW phase appears even at weak coupling when the
bonding band of the ladder is half filled. This state is shown to be dual to a uniform superconducting
(SC) phase with quasi long range order. By making use of bosonization and the renormalization
group, the phase diagram of the spin-gapped regime has been determined and the quantum phase
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transitions therein has been discussed. The phase boundary between PDW and the uniform SC
ordered phases is found to be in the Ising universality class. This analysis is generalized to the case
of other commensurate fillings of the bonding band, where higher order commensurate PDW states
are found. The form of the effective bosonized field theory is determined and the corresponding
phase diagram is discussed. We show that the formation of PDW order in the ladder embodies the
notion of intertwined orders.
The last topic discussed here is the competition between a superconducting (SC) ordered state
with a charge density wave (CDW) state in stripe phases of high Tc superconductors. An effective
model for each stripe, motivated by studies of spin-gapped electronic ladder systems, has been
considered. The problem of dimensional crossover arising from inter-stripe SC and CDW couplings
has been analyzed using non-Abelian bosonization and renormalization group (RG) arguments and
an effective O(4)-symmetric nonlinear σ-model in D = 2 + 1 has been derived for the case when
both inter-stripe couplings are of equal magnitude as well as equally RG relevant. By studying
the effects of various symmetry lowering perturbations, the structure of the phase diagram has
been determined and it has been shown that, in general, it has a broad regime in which both orders
coexist. The quantum and thermal critical behavior is discussed in detail, and the phase coexistence
region is found to end at associated T = 0 as well as T > 0 tetracritical points. The possible role
of hedgehog topological excitations of the theory is considered and argued to be RG irrelevant at
the spatially anisotropic higher dimensional low-energy fixed point theory. These results are also
relevant to the case of competing Ne´el and valence bond solid (VBS) orders in quantum magnets
on 2D isotropic square as well as rectangular lattices interacting via nearest neighbor Heisenberg
exchange interactions.
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CHAPTER 1
INTRODUCTION
In this chapter, I will briefly review the main experimental and theoretical motivations behind my
research in the field of coupled one-dimensional electronic systems in connection to the stripe phases
of high-temperature superconductors1. I will end this chapter by a quick review on the structure
of this thesis and the problems discussed within.
1.1 High-temperature superconductivity and stripe phases
High-temperature superconductivity (HTSC) has been puzzling condensed matter physicists since
its first discovery in the cuprate material LBCO in 1986 [1]. Unlike the original BCS superconduc-
tors, the ground state, or the normal state, of undoped cuprates is far from being a normal metal. In
fact, the parent compound of all the cuprate materials belong to a class of insulators called Mott in-
sulators. Mott insulators, in contrast to the band insulators where the electron-electron interactions
are assumed to be weak, are strongly-correlated electron systems; that is, the insulating ground
state and its novel electronic properties, such as long-range antiferromagnetic order at zero tem-
perature, are all due to the strong electronic correlations. Upon doping with holes, these materials
phase transit to the superconducting state. The lattice structure of HTSC materials can be thought
of as stacks of CuO planes with dopants in between. The charge transfer is naturally stronger on
the CuO planes and is weaker along the c-axis (direction perpendicular to the CuO planes). Hence,
the transport properties at temperatures above the SC critical temperature Tc is highly anisotropic.
This anisotropy continues to exist in the two-dimensional CuO planes due to the spontaneous
formation of charge and spin stripes. Stripe phases are two-dimensional strongly-correlated elec-
tronic systems with unidirectional spin and charge orders. Stripe phases with true long-range spin
and charge order are often called “static” stripes. The existence of static stripe phases were ex-
perimentally confirmed in La1.6−xNd0.4SrxCuO4 near the doping x = 1/8 [2] and quite recently
1A detailed discussion of the phase diagram of La2−xBaxCuO4 superconducting materials is given in chapter 4.
At the particular doping of x = 1/8, series of phase transitions to charge- and spin-ordered states as well as transitions
to 2D and 3D superconducting phases happen as the temperature is lowered
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in La2−xBaxCuO4 near x = 1/8 by means of elastic neutron scattering [3] and resonant X-ray
scattering [4]. A different stripe phase with fluctuating order has been widely observed in HTSC
materials. These stripes are called “fluctuating” stripe phases which, in contrast to the static
stripes, lack long-range charge or spin order. The ground state of the fluctuating stripe phases is
a quantum disorder state with strong tendency towards spin and charge ordering [5, 6]. Examples
of real systems exhibiting fluctuating stripes for a wide range of doping include La2−xSrxCuO4,
La2−xBaxCuO4, and YBa2Cu3O6+x.
1.1.1 Stripe phases and electronic liquid crystals
Stripe phases are best understood within the framework of electronic liquid crystal (ELC) phases.
ELCs are strongly-correlated electronic systems which spontaneously break the continuous trans-
lational and (or) rotational invariance [7]. Similar to the classical theory of the liquid crystals [8],
different phases of ELCs can be distinguished based on their symmetry-breaking patterns. Stripes
phases are quasi-two-dimensional ELCs in which the unidirectional charge and spin orders break
the 2D rotational symmetry and the translational symmetry in one direction. In the language of
ELCs, stripes have the same symmetry-breaking patterns as in smectic [9, 10]. A uniform ELC with
broken rotational invariance is called nematic or “hexatic”. In the crystalline phase, the continuous
translational symmetry and the rotational invariance are broken down to the discrete point group
symmetry of the lattice. Finally, a uniform and isotropic ELC phase is called isotropic.
1.1.2 Theory and order parameters of pair-density-wave state in the stripe phases
The theoretical description of the stripe phases can be based on the Hubbard model Hamilto-
nian [11], which in its simplest form reads as
H = −t
∑
〈j,j′〉,σ
(ψ†j′,σψj,σ + h.c.) + U
∑
j,σ
ρj↑ρj↓ (1.1)
where t is the electron hopping amplitude and U represents the on-site Coulomb repulsion. The on-
site Coulomb repulsion energy, U , is estimated to be around 10 eV in couprates. In this language, the
competition between the electron-hopping term and the strong on-site electron-electron repulsion
term is believed to be the reason for the strong electronic correlations and the strong tendency
towards a phase separation. One could consider a more general Hamiltonian including next nearest
neighbor Coulomb repulsion and spin exchange interactions. The ground state of the the Hubbard
model usually exhibits strong anti-feromagnetic (AF) correlations. In this context, the spin stripes
can be thought of as the domain walls between two AF regions across which the AF phase changes
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by pi. The doped holes are believed to concentrate around these domain walls, and, hence, the
conduction of charge carriers is much higher along the stripes. The order parameter of the charge
stripe phase can be constructed in analogy with the CDW order parameter,
ρˆ(x) = ρ0 + ρˆK(x)e
iK·x + ρˆ−K(x)e−iK·x (1.2)
in which ρˆ(x) is the electron density with a uniform part ρ0, and ρˆ±K(x) represents the nonuniform
part (stripe pattern) from which the order parameters corresponding to the ordering wave vectors
±K are defined, i.e., ρ±K = 〈 ρˆ±K(x)〉. Moreover, ρ±K are subject to the constraint ρ−K = ρ∗K
to ensure the real-valuedness of electron density ρ(x). This implies that the charge density wave is
characterized by a single complex order parameter, which has an amplitude and a phase. The phase
is the Goldstone mode of the spontaneously broken translation invariance of an incommensurate
CDW. For a commensurate CDW this symmetry is discrete.
In the stripe regime with charge order, ρ±K 6= 0 for some K 6= 0. Similar to the case of charge-
ordered stripe, the order parameter of the spin stripe phase can be constructed by looking at the
spin density vector S(x)
S(x) = S0 + SQe
iQ·x + S−Qe−iQ·x (1.3)
where Q is the spin ordering wavevector. The order parameter for the spin stripe phase, similar to
the charge stripe order parameter, is subject to S−Q = S∗Q to ensure the real-valuedness of the spin
density S. Similarly to the case of the CDW, the spin-stripe (or spin-density wave, SDW) order
parameter is a three-component complex vector (in the incommensurate case). In the commensurate
case the average phase of the three components can only take discrete values.
Given the spin and charge order parameters, it is reasonable to ask if there exists a SC phase
within the stripe regime with a nonzero wave vector. Such a SC state is called the Pair Density
Wave (PDW). Intuitively speaking, PDW state carries some information about the underlying
stripe order. Similar to the CDW and SDW phases, the order parameter for the PDW phase is
constructed as
∆PDW(x) = ∆Qe
iQ·x + ∆−Qe−iQ·x. (1.4)
The order parameter of the PDW phase has two complex order parameters each with magnitude
and phase ∆±Q = ∆˜±Qeiϕ±Q . In terms of the average and relative phases respectively defined as
ϕ± = (ϕQ ± ϕ−Q)/2, the PDW order parameter ∆PDW is rewritten as
∆PDW(x) = e
iϕ+(x)
(
∆˜Qe
iϕ−(x)+iQ·x + ∆˜−Qe−iϕ−(x)−iQ·x
)
. (1.5)
Hence, the average phase ϕ+(x) is related to gauge invariance while the relative phase ϕ−(x) is the
Goldstone boson of the spontaneously broken translation invariance (in the incommensurate case).
In the commensurate PDW regime, the relative phase ϕ− only takes discrete values.
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A stripe 2D superconducting states with such order parameter has been proposed to account
for the tremendous electronic layer decoupling observed experimentally in HTSC materials, in
particular La2−xBaxCuO4 at the dopping x = 1/8 [12, 13, 14].
In the last two chapters of this thesis, I will be mainly interested in the theoretical realization of
these states in two-leg ladder systems and the problem of dimensional crossover to two-dimensional
SC and CDW ordered states caused by the inter-chain interactions resulting from the coupling of
the PDW and CDW operators. For this reason, in the following, I will quickly review some of
the most important features of the phase diagram of the La2−xBaxCuO4 materials at the dopping
x = 1/8. Finally, I will end this chapter by a brief explanation of the outlook of this thesis and the
main questions addressed within.
1.2 Organization of this thesis
1. Chapter 2: Essentials of 1D physics
This chapter, as the name suggests, is devoted to the essential concepts and techniques of
the theory of electrons in one dimension. I found it easier to start with a one-dimensional
extended Hubbard model and work out the corresponding low-energy fermionic theory as well
as the relation between the microscopic parameters and the coupling constants of the contin-
uum theory. With the help of bosonization techniques in one dimension, I will rewrite the
fermionic model in terms of bosonic fields and discuss the renormalization equation associated
with the resulting theory. At the end of this chapter, I will discuss several order parameters
and work out their bosonized forms. The more specific mathematical tools for each individual
topic will be provided at the body or the appendices of the corresponding chapter.
2. Chapter 3: Local density of states of a Mott insulator at the presence of an impurity. [15, 16]
In this chapter, I consider the problem of a one-dimensional Mott insulator in the spin-gap
regime in the presence of an impurity [15, 16]. Real systems always come with impurities, and
these imperfections break the translational symmetry. The relevant impurity potential blocks
the transport of low energy electrons [17, 18]. This is as if the wire were cut off at the impurity
location, and, hence, the effective geometry of the system, in the dilute impurity regime, is that
of a semi-infinite line. We will see how, using the boundary state formalism [19], the problem
with a semi-infinite geometry can be mapped to an initial condition problem defined on the
whole line. When this mapping is done, the rest of the calculation of local density of states
(LDOS) reduces to evaluating the various n-particle terms in the form factor expansion [20].
The results and the techniques used in chapter 3 have applications to the theory of scanning
tunneling microscopy (STM) of HTSC materials in the stripe phases [21, 22, 23, 24, 25, 26, 27].
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Moreover, the methods and the results found in chapter 3 can easily be generalized to describe
spin density wave (SDW) systems (“spin-charge” symmetry).
3. Chapter 4: Pair Density Wave state (PDW) in two-leg ladder systems [28].
In the third chapter, I will discuss a model of two-leg ladder electronic systems. We will start
with a lattice model of two interacting generalized Hubbard models where in addition to the
on-site Coulomb repulsion (the Hubbard U term), the nearest-neighbor Coulomb repulsion
on the legs and rungs are being considered2. Moreover, one can introduce the spin exchange
interactions between the adjacent lattice sites on each leg and rung from the start, partic-
ularly since these interactions will anyhow be generated in higher orders of (perturbative)
renormalization group study of these systems. I will use bosonization techniques and the
renormalization group equations to tackle the problem in the weak-coupling limit. The most
important result of our study on two-leg ladder systems is the existence of a quasi-long-ranged
commensurate (Q = pi) PDW state for certain range of parameters and special fillings. Also, I
will provide some arguments to justify the absence of incommensurate PDW in such systems.
I have also considered a similar two-leg ladder system but with the flux of Φ = pi per pla-
quette. For this value of the flux, time-reversal symmetry is restored. I have shown that the
spin-gapped ground state of the system can be any of four different SC states, two uniform
SC and two incommensurate PDWs, coexisting with one of four different CDW states, all
commensurate. Moreover, I will show the existence of states exhibiting coexisting quasi-long-
range SC and CDW orders for certain regime of parameters.
4. Chapter 5: Dimensional crossover and the competition/coexistance of superconducting and
charge density wave states in the stripe regime of HTSC [29].
In chapter 5, an O(4) symmetric theory of competition/coexistence of SC (PDW) and CDW
orders in the stripe phases has been developed mainly by symmetry considerations. This
system has a global U(1)× U(1) symmetry due to inter-chain SC and CDW couplings. This
symmetry is enlarged to SU(2) × SU(2) for a certain regime of the couplings. It will be
argued that for general couplings, the O(4) symmetry is broken as O(4) → O(2) × O(2).
The latter represets a massive regime with long range SC/CDW phases. Within this model,
the low-energy physics of the system is shown to be controlled by a quantum tetracritical fix
point. Hence, this O(4) symmetric model predicts coexisting CDW and SC orders close to the
quantum critical point. This superconducting state which is being accompanied by charge-
2To be more specific, in the lattice form of the model, each lattice site on each leg has only one nearest neighbor
on the other leg. This differentiates our model from other systems such as magnetically-frustrated two-leg ladder
systems.
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and spin-ordered stripe phases is the theoretical evidence of the notion of intertwined orders
rather than competing orders.
6
CHAPTER 2
ESSENTIALS OF 1D PHYSICS
2.1 Introduction
Systems of interacting electrons in one dimension, once considered only a pedagogical problem,
have become an essential part of today’s condensed matter physics, particularly the physics of
low-dimensional (D < 3) strongly-correlated electron systems. In addition to the stripe phases of
HTSC, 1D electronic systems appear in the theoretical description of systems such as the edge states
in fractional quantum Hall (FQH) systems and low-energy description of Heisenberg spin chains.
Apart from these theoretical examples, due to the progress in the experimental methods and fabrica-
tion techniques, “intrinsic” one-dimensional electron systems, for which one-dimensionality comes
by construction, has been made possible. One of the best examples of such systems is carbon
nano-tubes. The very high ratio of length to diameter (> 108) of these nano-tubes has made them
an ideal 1D system [30]. Other examples of intrinsic (quasi-) 1D systems are organic compounds
known as Fabre-salts (TMTTF) and Bechgaard-salts (MTSF). The lattice structure of these organic
compounds is a stack of large organic molecules. In these systems, because of the strong overlap
of electronic orbitals of the adjacent molecules, the electronic conduction is much stronger along
the molecular chains, and, hence, these materials are classified as quasi-one-dimensional systems.
All these systems, whether intrinsic or resulting from the strong electronic correlations, have the
(quasi-) one-dimensionality in common and, as it is known, have a unique low-energy limit descrip-
tion is terms of the Luttinger liquid (LL) theory.
Landau’s Fermi-liquid (FL) theory has been very successful in explaining many condensed matter
systems in two and three dimensions [31]. However, it fails to work for the system of electrons
moving in one dimension. In fact, the basic assumption of the Landau’s theory, the existence of
long-lived quasi-particles close to the Fermi energy, breaks down in one dimension such that, due
to the geometrical restrictions, the only excitations left in the system are collective modes. These
collective modes are best described in a bosonic language and exhibit the phenomenon of spin
and charge separation, meaning that these collective modes have either charge or spin quantum
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numbers as if the electrons have disintegrated to charge and spin particles. A description of the
low-energy physics of a 1D system can be based on exactly-solvable Luttinger model. A Luttinger
liquid is a critical system which exhibits power-law behavior for the correlation functions for a vast
range of the parameters. The associated critical exponents are functions of a single parameters
called Luttinger parameter. The Luttinger parameter depends on the strength of electron-electron
interactions. From the renormalization group (RG) point of view, LL theory is the low-energy
fix point for 1D systems with gapless electronic excitations. Once the mapping to the Luttinger
model is achieved, the problem of interacting fermions is reduced to the problem of free bosons for
which the correlation functions can be calculated exactly [32, 33]. The latter technique is called
bosonization.
The Luttinger model can be extended to include a gap in the spin or charge sector. A Luttinger
liquid with a spin gap is known as the Luther-Emery liquid. As we will see later on, the most
important features of the Luther-Emery liquids are that they describe systems with quasi-long-
range superconducting and charge density wave orders. A simple stripe theory approach to the
higher dimensional SC or CDW phases in quasi-1D electronic systems can be written in terms of
weakly-interacting Luther-Emery liquids.
The physics of the strictly one-dimensional electron systems is very well understood in terms
of the Luttinger liquid theory. As stated earlier, the correlation functions in the gapless charge
or spin sectors have power law behavior with logarithmic corrections coming from the less rele-
vant interactions [32]. The bosonic description of the gapped sectors in general is identical to the
sine-Gordon (SG) model. The sine-Gordon model is amongst the very well studied systems in
mathematical physics, and many of its associated properties such as the spectrum of the particles,
the S-matrix, and their form factors (many-body matrix elements of the primary Bose fields) are
already known [34, 35, 36]. In addition, methods such as the form factor expansion and boundary
state formalism [19] have been developed for evaluating the correlation functions in the gapped
regime and for non-trivial geometries (semi-infinite here).
In spite of our rather complete theoretical understanding of the strictly one-dimensional elec-
tron systems [32, 33], coupled 1D systems are still matters of much theoretical speculations. The
phase diagram of the interacting 1D system, in general, exhibits both insulating and superconduct-
ing phases. One of the widely-studied systems in this field is the class of so called n-leg ladder
systems, an interacting system of n one-dimensional electron systems. The phase diagram of the
n-leg ladder systems, in general, exhibits variety of phases such as quantum anti-ferromagnet (AF)
phase, charge-density wave (CDW) order, spin-density wave (SDW) orders, and quasi-long-range
s- or d-wave superconducting states. Some of the properties of these interacting systems could
be counterintuitive specially in comparison with the physics of decoupled one-dimensional electron
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systems. As a useful example for the following discussions, let’s consider the case of interacting
1D spin-1/2 chains; the ground state of a single spin-1/2 chain is a critical state described by LL
theory exhibiting quasi-long-ranged SDW or dimer orders. The ground state of two interacting 1D
spin chains, on the other hand, is fully gapped! It is generally believed that the ground state of the
interacting system of even number of spin-1/2 chains is fully gapped while the system of interacting
odd number of spin chains is critical [37, 38].
The simplest member of n-leg ladder systems is the two-leg ladder system (n = 2), the system of
two interacting 1D chains. In the case of spin chains, this system is simply called two-leg ladder spin
chain. Two-leg ladder systems has been studied the most by both numerical calculations and ana-
lytical arguments. The real-world example of quasi-one-dimensional two-leg ladder systems include
vanadyl pyrophosphate (VO)2P2O7 and some cuprates such as SrCu2O3 [38]. Perhaps systems of
weakly-interacting two-leg ladders are best experimentally realized in (Sr,Ca)14Cu24O41, which are
also known as “telephone number” compounds. The latter is the only cuprate that does not contain
two-dimensional copper-oxygen planes but, nevertheless, shows superconductivity under pressure.
Due to the weak nature of the inter-ladder interactions, these systems can be modeled by ladders
of interacting generalized Hubbard models.
The first thorough numerical study of two-leg ladder systems to date is the density matrix
renormalization group (DMRG) study of the Hubbard and t− J ladders pioneered by Noack et al.
[39]. The major finding of this study, and the most relevant to my work, is the existence of the spin
gap for a vast range of microscopic parameters of the lattice model. There have been many studies
since Noak et al.. Scalapino et al. [40] have recently applied DMRG technique to study uneven
ladders, ladders with different hopping amplitude and interaction coupling constants on each leg.
Similar results are also reproduced in the analytical studies of two-leg ladders in weak-coupling
regime[41, 42, 43, 44, 45]. In the spin gap regime of these quasi-1D chaind, SC correlations are
enhanced, yet exhibiting power-law decay (quasi-long-range order) due to 1D nature of the system.
2.2 One-dimensional electronic systems and Luttinger liquid theory
To build some intuition as well as a quantitative understanding of the field-theoretic methods
available in one-dimensional physics, we start with a system of interacting electrons hopping on a
one-dimensional lattice in the weak-coupling limit. The resulting quantum field theory is known
as the U(1) Thirring model [46] (with two “flavors”). The latter is known to arise as the effective
low-energy description of a number of lattice models of spin-1/2 electrons;
1. Repulsive Hubbard model [47]:
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This is the standard model for single-band 1D Mott insulators. The Hamiltonian is of the
form
H = −t
∑
j,σ
[
c†j,σcj+1,σ + c
†
j+1,σcj,σ
]
+ U
∑
j
(
nj,↑ − 1
2
)(
nj,↓ − 1
2
)
, (2.1)
where nj,σ = c
†
j,σcj,σ and nj = nj,↑ + nj,↓ are electron number operators and U > 0.
2. 1D Holstein model [48]:
The Holstein model provides an example of an incommensurate CDW state and describes
a partially-filled band of spin-1/2 electrons coupled to dispersionless phonons of frequency
ω0 =
√
k
M
H = −t
∑
j,σ
[
c†j,σcj+1,σ + c
†
j+1,σcj,σ
]
+
∑
j
[
P 2j
2M
+
k
2
Q2j
]
− λ
∑
j,σ
Qjnj,σ. (2.2)
Integrating out the phonons induces a retarded attractive electron-electron interaction. In
the limit t  ω0, the retardation effects can be neglected, leading to an effective attractive
Hubbard model with U ∝ −λ2.
3. Su-Schrieffer-Heeger model [49]:
A second example of an incommensurate CDW state is provided by the Su-Schrieffer-Heeger
model, which describes a partially-filled band of spin-1/2 electrons coupled to dispersing
phonons:
H = −
∑
j,σ
[
t− λ(Qj+1 −Qj)
] [
c†j,σcj+1,σ + c
†
j+1,σcj,σ
]
+
∑
j
[
P 2j
2M
+
k
2
[Qj+1 −Qj ]2
]
. (2.3)
Taking the continuum limit of (2.3) (which describes the behavior at low frequencies ω - t),
it was shown by Fradkin and Hirsch [50] that the regime of large phonon frequencies t 
ω0 =
√
k
M is described by the U(1) Thirring model
1 [46].
1In Ref. [50], only the half-filled case was discussed. At half-filling, the CDW is commensurate and, due to the
existence of an Umklapp operator, the CDW does not slide. The effective field theory is a non-chiral SU(2) Gross-
Neveu model. In this regime, the system is effectively a Mott insulator. Away from half-filling, the CDW slides as
the Umklapp operator is absent (irrelevant), and the effective field theory is a chiral SU(2) Gross-Neveu model which
is equivalent to a U(1) Thirring model with two flavors. This model has a continuous chiral symmetry, a consequence
of the sliding invariance of the CDW. This is, in fact, the generic description of the low-energy physics of a 1D system
with a CDW ground state, regardless the microscopic origin of this state.
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The non-interacting Hamiltonian of the system is
Hfree = −t
∑
σ,j
(
a†σ(j)aσ(j + 1) + h.c.
)
(2.4)
where a†j is the electron creation operator on the site j. The momentum-space representation is
Hfree =
∑
σ,k
(k)a†σ(k)aσ(k) (2.5)
with the dispersion relation ε(k) = −2t cos(k). At zero temperature, electrons fill up the lowest
energy states all the way up to the Fermi energy EF = ε(kF ). At the low energy limit, only
those electrons close to the Fermi sea will be contributing to the dynamics, and hence, being a 1D
system, only the electrons with momentums close to ±kF are considered. This naturally suggests
the following decomposition of the electron field in terms of right- and left-moving components as
1√
a
aσ,j → Rσ(xj)eikF xj + Lσ(xj)e−ikF xj (2.6)
where a is the lattice constant, xj = aj is the distance of the jth lattice site from the origin, Rσ(x)
and Lσ(x) are the right- and left-moving chiral components of the electron field, and finally σ =↑, ↓
represents the spin configurations. In addition to the above decomposition, the single-particle
dispersion (k) is linearized around k = ±kF as
ε(k) = EF + vF (|k| − kF ) + · · · (2.7)
in which EF = ε(±kF ) = −2t cos(kF ) is the Fermi energy and vF = 2t sin(kF ) is the Fermi velocity.
As a result of linearizing the dispersion, the Hamiltonian takes the following simple form
Hfree =
∑
σ
∫
dx vF
{
R†σ(−i∂x)Rσ − L†σ(−i∂x)Lσ
}
(2.8)
Now one can go ahead and introduce the interactions. We will start with the lattice model again
and find the continuum limit of various interactions defined on the lattice. In particular, we will
relate the coupling constants of the the continuum theory to the microscopic parameters defined in
the lattice model. We start with a generalized Hubbard model on a 1D lattice with the following
Hamiltonian
Hint = U
∑
j
nj↑nj↓ + V
∑
j
njnj+1 + Js
∑
j
~Sj · ~Sj+1 (2.9)
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EF + vFΛ
EF − vFΛ
EF
ε(k)− EF ∼= vF(|k|− kF)
−kF kF
Figure 2.1: Schematic sketch of the Fermi surface in 1D and linearization of the spectrum around
the two Fermi momentums ±kF .
where nj = nj↑ + nj↓ and nj,σ = a
†
jσajσ and the spin density operator
~S is defined as
~S =
∑
α,β=↑,↓
a†α
(
~σ
2
)
αβ
aβ . (2.10)
The first term represents the on-site Coulomb repulsion (Hubbard term), and the second term is
the nearest-neighbor Coulomb repulsion. The last term is the exchange interaction between the
electrons on the adjacent lattice sites. The long-wavelength components of the interaction terms in
Hint, up to some irrelevant terms, are
1
a
∑
j
nj↑nj↓ =
∫
dx
{
1
2
JcRJ
c
L − 2 ~JR · ~JL + (η†RηLe−i4kF x + h.c.)
}
(2.11)
where the chiral charge and spin currents are defined as
JcR =
∑
σ
: R†σRσ :, J
c
L =
∑
σ
: L†σLσ : (2.12)
~JR =
1
2
∑
α,β
: R†α~σαβRβ :, ~JL =
1
2
∑
α,β
: L†α~σαβLβ : (2.13)
where the symbol :: means that all the fermion bilinears are normal-ordered products with respect
to the free Fermi sea. The so-called η-pairing operators are defined as ηR = R↑R↓ and ηL = L↑L↓.
The first two terms in the Hamiltonian are self-interactions which, as we will see in the following
section, will renormalize only the velocity of the charge and spin sectors respectively. The last
two terms before the last term are responsible for renormalization of the luttinger parameters of
the charge and spin sectors. The last term is the Umklapp process which is relevant only when
4kF = 2pi, when system is at half-filling kF = pi/2. Similarly, one can go ahead and figure out the
long-wavelength effective Hamiltonian of the the rest of the interactions. For simplicity, I rewrite
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the total Hamiltonian as
H = Hfree + UHU + VHV + JsHJ (2.14)
with different Hamiltonian densities given by
1
a
HU = 1
2
JcRJ
c
L − 2 ~JR · ~JL + (η†RηLe−i4kfx + h.c.) (2.15)
1
a
HV = (JcR)2 + (JcL)2 + (2− cos(2kFa))JcRJcL − 4 cos(2kFa) ~JR · ~JL − 2(η†RηLe−i4kF x + h.c.)
(2.16)
1
a
HJ = ~J 2R + ~J 2L + (2 + cos(2kFa)) ~JR · ~JL −
3
4
cos(2kFa)J
c
RJ
c
L +
3
2
(η†RηLe
−i4kF x + h.c.) (2.17)
Adding contributions from all the terms, the continuum limit of the interacting Hamiltonian reads
as
Hint = 1
2
fc[(J
c
R)
2+(JcL)
2]+2fs[(J
z
R)
2+(JzL)
2]+gcJ
c
RJ
c
L+4gs ~JR · ~JL+2gu(η†RηLe−i4kfx+h.c.) (2.18)
where the relation between the coupling constants g’s and the microscopic parameters of the lattice
model are
1
a
gc =
1
2
U + (2− cos(2kfa))V − 3
4
cos(2kfa)Js (2.19)
1
a
gs = −1
2
U − cos(2kfa)V + 1
4
(2 + cos(2kfa))Js (2.20)
1
a
gu =
1
2
U − V + 3
4
Js (2.21)
The forms of the coupling are chosen in a way that reflects the spin-charge symmetry. We will get
back to this shortly later.
2.3 Abelian bosonization
As stated earlier, excitations in one-dimensional electron systems are collective modes with bosonic
nature and, hence, are well described in terms of bosonic fields. Knowing the exact mapping between
the fermion and boson fields enables us to move back and forth between these two pictures, and so
one has the previlege of choosing the language which well suits the purpose. Rewriting a fermionic
model in terms of the bosonic fields is called bosonization. For a simple one-dimensional electron
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system, the bosonization map is expressed as
ψP,σ(x) =
FP,σ√
2pia
exp
{
−i
√
pi
2
[(θc − Pφc) + σ(θs − Pφs)]
}
(2.22)
in which P = ± for right and left components and (θα, φα) are the dual fields obeying the com-
mutation relation [φα(x), ∂x′θα′(x
′)] = iδαα′δ(x − x′) for α, α′ = c, s standing for charge and spin
sectors respectively. F ’s are Hermitian entities called Klein factors with the algebra {Fi, Fj} = 2δij
introduced to guarantee the anti-commutation of different species of fermions. To bosonize the
Hamiltonian, it is essential to know the expression of chiral charge and spin currents in terms of
charge and boson fields;
Jc =
∑
P,σ=±
: ψ†P,σψP,σ : =
√
2
pi
∂xφc, J
z =
1
2
∑
P,σ=±
σ : ψ†P,σψP,σ : =
1√
2pi
∂xφs (2.23)
The x- and y-components of the spin current density vector are given by JxP = (J
+
P + J
−
P )/2 and
JyP = (J
+
P − J−P )/(2i) in which J±P = exp[±i
√
2pi(θs − Pφs)]/(2pia). The bosonized form of the the
total Hamiltonian can be written as H = HLL +Hint where
HLL =
∑
α=c,s
vα
2
[
Kα(∂xθα)
2 +
1
Kα
(∂xφα)
2
]
(2.24)
in which vα is the renormalized velocity and Kα is the Luttiger parameter of the charge and spin
sectors for α = c, s respectively. The Luttinger parameters are related to the microscopic parameters
through
Kα =
√
piuα − gα
piuα + gα
, vα = uα
√
1−
(
gα
piuα
)2
(2.25)
for α = c, s. We have defined an auxiliary parameter uα = vf +fα/pi so as to separate the effects of
the self-interactions discussed above from the rest of the interactions. Within the Luttinger liquid
theory described by the Hamiltonian Eqn. (2.24), the correlation functions of the bosonic vertex
operator have power-law behavior:
〈eiβφα(x)e−iβφα(0)〉 ∼ |x|−β2Kα/2pi, 〈eiβθα(x)e−iβθα(0)〉 ∼ |x|−β2/2piKα . (2.26)
The bosonized interacting Hamiltonian is
Hint = gs
(pia)2
cos(
√
8piφs) +
gu
(pia)2
cos(
√
8piφc + 4kFx). (2.27)
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The first term is originated from the spin back-scattering interaction, and the second one, which
is relevant only at half-filling kF = pi/2, is the Umklapp process. This simple example correctly
exhibits the essential characteristics of the one-dimensional physics, most important of which is the
so-called spin and charge separation which means the Hamiltonian, and so the dynamics, of the
spin and charge sectors are decoupled. Moreover, the Hamiltonians for the charge and spin sectors
have the same quantum field theoretical form at the half-filling. Therefore once a solution for one
of the sectors is found, the result can be generalized to describe the other sector. I will be con-
sidering a spin-gapped system in the presence of impurity in the third chapter. Although initially
a spin-gapped system with a gapless charge sector is considered, the results can be generalized to
include the problem of one-dimensional Mott insulator, a system with charge gap and critical spin
sector.
Upon re-scaling of the fields as (φs, θs)→ (
√
Ks φs, θs/
√
Ks), the Hamiltonian of the spin sector
takes the form of a sine-Gordon Hamiltonian:
HSG = 1
2
[
(∂xφs)
2 + (∂xθs)
2
]
+
gs
(pia)2
cos(
√
8piKs φs) (2.28)
It turns out that the cosine term is irrelevant for gs > 0, and the low-energy description of the
system is in terms of the Luttinger liquid theory for the repulsive regime (gs > 0). On the other
hand, for gs < 0, the RG flow is towards the strong-coupling limit gs → −∞ where the system
acquires exponentially-small gap. In the spin-gapped regime, only spin-singlet states are allowed,
and, hence, single-electron tunneling is forbidden. One can construct two spin-singlet operators
which are bilinear in fermions: the pairing operator ∆ = L↑R↓+R↑L↓ and the charge density wave
operator Γ = R†↑L↑ +R
†
↓L↓. The bosonized expression for these operators are
∆ =
1
pia
cos(
√
2piφs)e
−i√2piθc , Γ =
1
pia
cos(
√
2piφs)e
−i√2piφc (2.29)
Deep in the spin-gapped regime, one can replace the operators from the spin sector by their ex-
pectation values 〈cos(√2piφs)〉 = Cs, and the bosonic expressions for the pairing operator and the
CDW operator simplify to
∆ =
Cs
pia
e−i
√
2piθc , Γ =
Cs
pia
e−i
√
2piφc . (2.30)
Despite the fact that θc and φc are dual fields with nonzero commutation relation, it is a simple
exercise to show that SC and CDW operators commute. This will become handy in the last chapter
when we discuss the interacting stripes in their spin gap regime.
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2.4 Dimensional Crossover
Let’s consider the problem of interacting spin-gapped chains. The spin gap is formed by local strong
interactions on each chain. In this view, the dynamics on each individual chain is fixed by the high-
energy physics on each chain while the dimensional crossover and higher-dimensional behavior
come as a result of inter-chain coupling between the long-wavelength degrees of freedom which have
survived the spin gap, namely SC and CDW fluctuations on each chain. In this regime, near the
Kc = 1, the most important inter-chain interactions are SC and CDW couplings. Let’s consider a
model in which each chain is in the spin-gap regime and is weakly coupled to the nearest-neighbor
chains through the SC and CDW interactions. The Hamiltonian of this system is H = Hfree +Hint
where the free part is the sum of LL Hamiltonian of each individual chain
H =
∑
j
HLL[φc,j ] (2.31)
where HLL is defined in the Eqn. (2.24). On the other hand, the inter-chain interactions are
Hinter =
∑
〈i,j〉
∫
dx
{
Jsc
(
∆†j+1(x)∆j(x) + h.c.
)
+ Jcdw
(
Γ†j+1(x)Γj(x) + h.c.
)}
(2.32)
in which ∆ and Γ are singlet pairing (SC) and CDW operators respectively. Using the bosonic
representation of the SC and CDW operators, the Hamiltonian can be rewritten as
Hinter =
∑
〈i,j〉
∫
dx
{
2µsc cos
[√
2pi (θc,i − θc,j)
]
+ 2µcdw cos
[√
2pi (φc,i − φc,j)
]}
(2.33)
where the new couplings are related to the original ones as
µsc = Jsc
( Cs
pia
)2
, and µcdw = Jcdw
( Cs
pia
)2
. (2.34)
The original U(1) × U(1) symmetry manifests itself in the invariance of the Hamiltonian under
the global shifts of the dual fields θj(x) → θj(x) + θ0 and φj(x) → φj(x) + φ0. We will consider
this problem in chapter 5 by both mean-field analysis and a proposed effective field theory of the
system in D = 2 + 1. As we will see, the maximum symmetry of the full interacting Hamiltonian is
SU(2)×SU(2) which happens for Kc = 1 and Jsc = Jcdw. This larger symmetry is best described
in terms of non-abelian currents. In the next section we will address the equivalence between a free
fermion system with n species and SU(n) × SU(n) symmetric theories of the matrix-valued field
g ∈ SU(n) with chiral currents. This map is known as non-abelian bosonization. In the problem of
competition between SC and CDW, this larger symmetry is broken back to U(1)×U(1) symmetry
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when Jsc 6= Jcdw or Kc 6= 1. The former condition is a stronger perturbation which will drive the
system into a massive phase in which the SC or CDW or both have true long ranged order.
2.5 Non-abelian bosonization
In the case of n fermion species, one can simply follow the abelian bosonization prescription and
introduce n scalar fields for each fermion specie. This choice of bosonization is good when one
is interested to keep the diagonal U(1) currents conserved. On the other hand, in the problem
with many fermion species, the symmetry group is much larger than the product of the U(1)
symmetries of each fermion. Non-abelian bosonization is a technique which allows us to map
the fermionic system into a bosonic system preserving the non-abelian symmetries in the original
fermionic theory. We start with a model of many fermion species in d = 1 + 1 and introduce the
non-abelian currents bilinear in fermions. These currents turn out to have the same algebra as the
chiral SU(n) currents. Besides, the Hamiltonian of the bosonic and fermionic models look identical
once expressed in terms of the non-abelian currents. As we will discuss next, a free fermion theoriy
with n species is identical to the appropriate SU(n)× SU(n) symmetric bosonic theory.
2.5.1 Free fermion model with n-species in d = 1 + 1
Consider a free fermion theory with n fermion species,
L = i
∑
j
(
Rj(x)
†∂+Rj(x) + L
†
i (x)∂−Li(x)
)
= iΨ¯(x)/∂Ψ(x), (2.35)
where
Ψ(x) =
(
R(x−)
L(x+)
)
(2.36)
for x± = x± vt and
R†(x−) =
(
R†1(x−), R
†
2(x−), · · · , R†n(x−)
)
, (2.37)
L†(x+) =
(
L†1(x+), L
†
2(x+), · · · , L†n(x+)
)
. (2.38)
It is not hard to see that this theory enjoys a U(n)× U(n) symmetry defined as:
Ri → U∗ijRj , Li → V ∗ijLj , U, V ∈ U(n). (2.39)
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The chiral SU(n) and U(1) currents are defined as
JaR(x−) =
n∑
i,j=1
: R†i (x−)T
a
ijRj(x−) :, JR(x−) =
n∑
i=1
: R†i (x−)Ri(x−) :
JaL(x+) =
n∑
i,j=1
: L†i (x+)T
a
ijLj(x+) :, JL(x+) =
n∑
i=1
: L†i (x+)Li(x+) :
(2.40)
where the symbol : O : is used to indicate the normal-ordered products with respect to the Fermi
sea and Ta’s are a Cartan basis of the SU(n) generators normalized as
Tr TaTb =
1
2
δab (2.41)
with the following property
∑
a
T aijT
a
kl =
1
2
(
δilδjk − 1
n
δijδkl
)
. (2.42)
Using the point splitting, the normal-ordered chiral currents JR/L are
JR(x−) = R†(x− + −)R(x−)− 〈R†(x− + −)R(x−)〉,
JL(x+) = L
†(x+ + +)L(x+)− 〈L†(x+ + +)L(x+)〉.
(2.43)
Similar definitions hold for the SU(n) non-abelian currents. Using this definitions, it is straight
forward to show that the abelian and non-abelian currents commute with each other. Rest of the
commutation relations are
[JR(x−), JR(y−)] =
in
2pi
δ′(x− − y−), (2.44a)
[JL(x+), J¯L(y+)] =
in
2pi
δ′(x+ − y+), (2.44b)
[Ja(x−), Jb(y−)] = ifabcJc(x−)δ(x− − y−) + i
4pi
δabδ′(x− − y−), (2.44c)
[J¯a(x+), J¯
b(y+)] = if
abcJ¯c(x−)δ(x+ − y+) + i
4pi
δabδ′(x+ − y+). (2.44d)
where fabc are the structure constants of SU(n) group
[T a, T b] = ifabcT c. (2.45)
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These commutation relations among the chiral non-abelian currents are Kac-Moody algebra with
central charge k = 1. Let’s consider the operator product expansion (OPE) of these currents
JaR(x−)J
b
R(y−) =
∑
i,j,k,l
T aijT
b
kl : R
†
i (x−)Rj(x−) :: R
†
k(y−)Rl(y−) : (2.46)
= − δ
ab
8pi2(x− − y−)2 − f
abc J
c(y−)
2pi(x− − y−) + · · · (2.47)
Using the OPE above and after some algebra, the following result is found for the kinetic energy
in terms of the currents
lim
→0
[∑
a
Ja(x− + )Ja(x− − ) + n+ 1
2n
J(x− + )J(x− − ) + n(n+ 1)
2(4pi)2
]
=
n+ 1
2pi
TR(x−) (2.48)
where
TR(x−) =
i
2
∑
i
: R†i (x−)
←→
∂−Ri(x−) : (2.49)
A very similar result can be found for TL
TL(x+) =
2pi
n+ 1
∑
a
JaL(x+)J
a
L(x+) +
pi
n
JL(x+)JL(x+) (2.50)
where
TL(x+) = − i
2
∑
i
: L†i (x+)
←→
∂−Li(x+) : . (2.51)
Therefore the kinetic energy can be written in terms of currents as
Hfree = TR(x−) + TL(x+) = 2pi
n+ 1
∑
a
[JaR(x−)J
a
R(x−) + J
a
L(x+)J
a
L(x+)] (2.52)
+
pi
n
[JR(x−)JR(x−) + JL(x+)JL(x+)] (2.53)
The Hamiltonian for the special case of spin s = 1/2 fermions, n = 2 corresponding to different
spin configurations σ =↑↓, reads as
H = 2pi
3
(
~JR · ~JR + ~JL · ~JL
)
+
pi
2
(JRJR + JLJL) . (2.54)
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2.5.2 Non-abelian bosonization and the WZW model
Consider the following action which is the unique renormalizable and manifestly chirally-invariant
Lagrangian for g ∈ SU(n) [51],
S =
1
4λ2
∫
d2xTr
(
∂µg
†∂µg
)
. (2.55)
Under the infinitesimal variation g → g + δg, the action changes as
δS =
1
2λ2
∫
d2xTr
[
∂µ
(
g†∂µg
)
g†δg
]
+
1
2λ2
∫
d2x ∂µTr
[
∂µ
(
g†δg
)]
(2.56)
where we have used g†g = I to write ∂µg† and δg† in terms of ∂µg and δg,
δg† = −g†(δg)g†, ∂µg† = −g†(∂µg)g†. (2.57)
Assuming that δg = 0 at the boundaries, we arrive at the following equations of motion
=⇒ ∂µ
(
g†∂µg
)
= ∂µ
(
∂µg g†
)
= 0. (2.58)
Equation (2.58) means g†∂µg and ∂µg g† are conserved currents. To obtain the desired equations
for the chiral currents, one needs to add a term Γ to the action such that
δΓ =
1
2λ2
∫
d2x µν Tr g†δg ∂µ(g†∂νg). (2.59)
This means that instead of having two conserved currents, we have one current Jµ = g
†∂µg +
µνg
†∂νg with vanishing curl µν∂µJν = 0. Such a term exists but its definition is topological. It
can be built the same way as Wess-Zumino action [52, 51]. Here, we just bring the result,
Γ =
1
6λ2
∫
B
d3x εαβµ Tr
[
(g†∂αg)(g†∂βg)(g†∂µg)
]
(2.60)
in which B is the unit ball in three dimensions x2 = 1 whose boundary S2 = ∂B is identified as
the physical space-time. Γ is not single-valued. However, the difference between the values of Γ for
any two extensions of g is
− 1
6λ2
∫
d3x εµνσ Tr
[
(g†∂µg)(g†∂νg)(g†∂σg)
]
=
1
6λ2
× 24pi2m, m ∈ Z. (2.61)
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Therefore, the path integral is well-defined provided that S is single-valued modulo 2pi. Therefore,
we conclude that λ2 = 2pi/k for some positive integer k. Hence,
SkWZW =
1
8pi
∫
d2xTr ∂µg∂
µg† +
k
12pi
∫
B
d3x εµνσ Tr
[
(g†∂µg)(g†∂νg)(g†∂σg)
]
(2.62)
Witten showed that the algebra of the SU(n) currents built from the fermions is equivalent to the
algebra of currents associated with bosonic SU(n) fields g, whose dynamics is controlled by the
action above. The bosonic currents are defined as
JaBR(x) = −
i
2pi
Tr (∂−g)g†T a, JaBL(x) =
i
2pi
Tr g†(∂+g)T a. (2.63)
Furthermore, the equations of motion of the boson currents lead to
∂+(∂−g g†) = 0 = ∂−(g†∂+g) = 0⇐⇒ g(x) = A(x−)B(x+) (2.64)
where A,B ∈ SU(n). Witten [51] then went on to calculate the canonical commutators of the
currents in this theory where he finds
[JaBR(x−), J
b
BR(y−)] = if
abcJcBR(x−)δ(x− − y−) +
ik
4pi
δabδ′(x− − y−) (2.65)
[JaBL(x+), J
b
BL(y+)] = if
abcJcBL(x+)δ(x+ − y+) +
ik
4pi
δabδ′(x+ − y+) (2.66)
which is again the Kac-Moody algebra with central charge k. Thus, we should take k = 1 to
produce the algebra of the free fermions. Therefore, the free fermion theory with n species and
the SU(n) WZW theories have the same conserved currents obeying the same algebra. Moreover,
the Hamiltonian of both theories have the same energy-momentum tensor quadratic in currents.
For the purpose of this chapter, these are enough to believe that the fermionic and bosonic models
discussed here are equivalent. This statement is generalized to include the interacting theories with
current-current perturbations.
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CHAPTER 3
LOCAL DENSITY OF STATES OF 1D MOTT
INSULATORS
Attention: In this chapter I will be adapting a different normalization convention for the scalar
field which differs by a factor of
√
8pi from those in the rest of this dissertation such that the
lagrangian of the free field is L = (∂µφ)2/16pi instead of L = (∂µφ)2/2. Therefor cos(
√
Kφ) in this
chapter will translate to cos(
√
8piKφ) elsewhere in this thesis.
3.1 Introduction
Scanning tunneling microscopy (STM) and spectroscopy (STS) methods have proved to be a useful
tool for studying trongly correlated electron systems such as carbon nanotubes [53], high temper-
ature superconductors (HTSC) [25, 21, 26, 27] and rare-earth compounds [54]. STM experiments
measure the tunneling current I between the sample and the STM tip as a function of its position
x and the applied voltage V . This current can be expressed in terms of the local densities of states
(LDOS) in the sample N(E, x) and the tip Ntip(E) as [27]
I(V, x) ∝
∫
dE
[
f(E − eV )− f(E)]Ntip(E − eV )N(E, x), (3.1)
where f(E) denotes the Fermi function. Assuming a structureless density of states in the tip,
Ntip = const, this gives the following expression for the local tunneling conductance
dI(V, x)
dV
∝
∫
dE f ′(E − eV )N(E, x). (3.2)
Eq. (3.2) shows that the tunneling conductance is proportional to the thermally smeared N(E, x)
of the sample at the position of the tip. This relation has been reproduced in the appendices. A
non-trivial spatial dependence of the LDOS arises in presence of impurities.
The impurities break translational invariance and lead to a modification of the LDOS in their
vicinity, from which one can infer characteristic properties of the bulk state of matter as well
as the nature of its electronic excitations. Spatial modulations of the LDOS can be analyzed in
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Figure 3.1: Simplified STM experiment: the STM tip probes the surface and differential
conductance is measured.
terms the Fourier transform of the tunneling conductance. It follows from (3.2) that this quan-
tity is directly proportional to the corresponding Fourier transform of the LDOS, N(E,Q). This
method of analyzing STM data was used very successfully [21] to study quasiparticle interference
in Bi2Sr2CaCu2O8+δ. The spin dependence of the LDOS has also been investigated using magnetic
tips [55]. Theoretical studies of STS have focused in particular on Luttinger liquids [56, 5] and
HTSC [5, 57, 58]. An impurity has the same effects at low energies as a physical boundary [17, 18],
which motivated studies of the LDOS in the vicinity of a chain end. The case of strongly correlated
one-dimensional (1D) systems with spin or charge gap is of considerable interest as well and pertains
to quasi 1D charge density wave (CDW) systems [59] and Mott insulators [60, 61, 62, 63, 64, 65],
carbon nanotubes [66], (doped) two-leg ladder materials [67, 68], and the stripe phases of HTSC [11].
As compared to the Luttinger liquid case the presence of an interaction-induced gap makes these
problems much more difficult to treat theoretically. In the following we will determine the LDOS
for the low-energy limit of 1D CDW states and Mott insulators in presence of a single boundary.
The latter can be thought of as the result of the presence of a strong impurity potential. Alterna-
tively one can imagine inducing a boundary in a two tip STM setup, where the first tip is used to
induce a boundary by applying a high voltage and the LDOS is then measured with a second tip.
A short summary of our results has appeared previously [15] while the longer version with details
of calculation was published afterwards [16].
In this project, I collaborated with professor Fabian Essler and Dr. Dirck Schuricht from Oxford
university. Professor Essler is an expert in this field and I learnt a great deal about one dimen-
sional electron systems, in particular the boundary state formalism, from him. Preparation of the
published manuscripts were done by Dirk which I am thankful to. My major contribution was
analytical derivation of the critical exponents of the LDOS near the singularities in support of the
numerical calculations.
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The outline of this chapter is as follows: in section 4.2, I present the field theory of 1D CDW
states and Mott insulators in presence of a single boundary. In section 3.3, our results for the single-
particle Green function is summarized. later, these are used to determine the Fourier transform
Nσ(E,Q) of the local density of states for hard-wall boundary conditions in section 3.4. Signatures
of spin and charge excitations visible in Nσ(E,Q) are discussed in some detail. The effects of more
general boundary conditions, including the formation of boundary bound states, are described in
section 3.5. Section 3.6 deals with the effects of finite temperatures and implications of our results
for STM experiments are discussed in section 3.7. The technical details of our calculations are
presented in several appendices.
3.2 The model
Our analysis of the LDOS is based on the continuum description of certain 1D CDW states and
Mott insulators. In all three cases a continuum description of the low-energy electronic degrees of
freedom is obtained by considering only the modes in the vicinity of the Fermi points ±kF . The
lattice electron annihilation operators are expressed in terms of slowly varying right- and left-moving
Fermi fields as
cj,σ√
a0
→ Ψσ(x) = eikF xRσ(x) + e−ikF xLσ(x), (3.3)
where a0 is the lattice spacing, x = ja0, and σ =↑, ↓ labels the spin. In the bulk the fields Rσ and
Lσ are bosonized according to
R†σ(τ, x) =
ησ√
2pi
exp
(
i
2φc(τ, x)
)
exp
(
i
2fσφs(τ, x)
)
, (3.4)
L†σ(τ, x) =
ησ√
2pi
exp
(
− i2 φ¯c(τ, x)
)
exp
(
− i2fσφ¯s(τ, x)
)
, (3.5)
where the Klein factors ησ satisfy anticommutation rules {ησ, η′σ} = 2δσσ′ and f↑ = 1 = −f↓. The
fields φa and φ¯a are the chiral components of the canonical Bose fields Φa and their dual fields Θa,
Φa = φa + φ¯a, Θa = φa − φ¯a, a = c, s. (3.6)
In the bulk the Hamiltonian density then can be cast in the spin-charge separated form
H(x) =
∑
a=c,s
Ha(x),
Ha = va
16pi
[
1
K2a
(
∂xΦa
)2
+K2a
(
∂xΘa
)2]− ga
(2pi)2
cos Φa, (3.7)
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The charge and spin velocities vc,s, the Luttinger parameters Kc,s and coupling constants gc,s are
functions of the hopping integrals and interaction strengths defining the underlying microscopic
model. We now imagine a strong, local potential to be present. It is well known from the work
of Kane and Fisher [17] that the coupling to the impurity is relevant, leading to a crossover at a
characteristic dynamical energy (and temperature) scale called “TK”, below which the system is
effectively cut into two disconnected parts, and to a pinning of the CDW. This potential could be
due to a strong potential impurity or an STM tip. We model the strong impurity potential by a
boundary condition on the continuum electron field
Ψσ(x = 0) = 0. (3.8)
An important physical consequence of the pinning of the CDW at the impurity (or boundary) is
the development of an induced static CDW order in this (effectively) quantum critical system. This
induced static CDW order, often referred to [69] as a “Friedel oscillation”, leads to non-dispersive
features in the LDOS [5] which can be detected in STM and STS experiments.
Our effective low-energy Hamiltonian in the CDW case (in the case of a Mott insulator the roles
of spin and charge sectors are interchanged) then becomes
H =
∑
a=c,s
Ha, (3.9)
Hc =
vc
16pi
∫ 0
−∞
dx
[
1
K2c
(
∂xΦc
)2
+K2c
(
∂xΘc
)2]
, (3.10)
Hs =
vs
16pi
∫ 0
−∞
dx
[
1
K2s
(
∂xΦs
)2
+K2s
(
∂xΘs
)2]− gs
(2pi)2
∫ 0
−∞
dx cos Φs, (3.11)
where the Bose fields are subject to the hard-wall boundary conditions (we consider more general
boundary conditions in Sec. 3.5)
Φc,s(x = 0) = 0. (3.12)
In Appendix A we argue that a weak potential impurity renormalizes to strong coupling even for
moderate attractive interactions, suggesting that this situation too can be modeled in terms of the
boundary conditions (3.12). We note that our starting point (3.9)–(3.12) differs from the model
considered in Ref. [70], where the impurity couples only to the gapless charge sector.
The charge sector (3.10) describes gapless collective charge excitations propagating with velocity
vc, which carry charge ∓e and are commonly referred to as holons and antiholons respectively. On
the other hand, the spin excitations or spinons are described by the sine-Gordon model on the
half-line (3.11), which is known to be integrable for quite general boundary conditions [19, 71, 72].
In the regime Ks > 1/
√
2 the elementary bulk excitations are gapped solitons and antisolitons
which correspond to up- and down-spin spinons respectively. For Ks < 1/
√
2 propagating breather
25
(soliton-antisoliton) bound states occur as well. At the Luther-Emery point (LEP) Ks = 1/
√
2 the
spin sector is equivalent to a free massive Dirac fermion [73]. The exact bulk scattering matrix was
first derived by Zamolodchikov [35]; the boundary reflection matrices of solitons and antisolitons [19,
71] and breathers [74] were derived by Ghoshal and Zamolodchikov. We will restrict ourselves to
the regime Ks ≥ 1/
√
2 throughout, which implies that no breathers exist.
The lattice models discussed above give rise to the simplest kind of one dimensional CDW
state/Mott insulator. More complicated versions arise in strongly correlated two- and three-leg
ladder systems [75, 11]. In these systems, even though electron interactions are strongly repulsive,
a Mott state with a finite (and typically large) spin gap is found for a range of dopings close to
half filling. While the precise description of the spin sector for two-leg ladders is considerably more
complicated [43, 76, 77], we expect our calculation to capture important qualitative features.
3.3 Green function
The central object of our study is the time-ordered Green function in Euclidean space,
Gσσ′(τ, x1, x2) = −〈0b| Tτ Ψσ(τ, x1) Ψ†σ′(0, x2) |0b〉 , (3.13)
where |0b〉 is the ground state of (3.9) in the presence of the boundary and τ = it denotes imaginary
time. The spin takes the values ↑ and ↓. At low energies the linearization around the Fermi points
yields the decomposition
Gσσ′ = e
ikF (x1−x2)GRRσσ′ + e
−ikF (x1−x2)GLLσσ′ + e
ikF (x1+x2)GRLσσ′ + e
−ikF (x1+x2)GLRσσ′ , (3.14)
where e.g. GRLσσ′ = −〈0b| Tτ Rσ(τ, x1)L†σ′(0, x2) |0b〉. As we are interested in the LDOS, we ulti-
mately want to set x1 = x2. Below we will calculate the spatial Fourier transform of the LDOS as
physical properties can be more easily identified. In momentum space the RL and LR contributions
occur in a different region (Q ≈ ±2kF ) compared to the RR and LL parts (Q ≈ 0). In absence of a
boundary we have GRLσσ′ = G
LR
σσ′ = 0 as the charge parts of these Green functions vanish. In presence
of a boundary left and right sectors are coupled and the Fourier transform of the Green function
(3.14) concomitantly acquires a nonzero component at Q ≈ ±2kF , which provides a particularly
clean way of investigating boundary effects. For this reason we first focus on the 2kF -part of the
Green function and study the small momentum regime afterwards.
The Green function GRLσσ′ factorizes into a product of correlation functions in the spin and charge
sectors. The charge part can be determined by standard methods [78, 79, 80] (see App. B). On the
other hand, the integrability of the sine-Gordon model on the half-line (3.11) enables us to calculate
correlation functions in the spin sector using the boundary state formalism introduced by Ghoshal
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and Zamolodchikov [19, 71] together with a form-factor expansion [81, 82, 83, 36, 84, 85]. As we
show in App. B.2 the leading terms of this expansion yield (τ > 0, x1 < x2)
GRLσσ′(τ, x1, x2) = gc(τ, x1, x2) gs(τ, x1, x2), (3.15)
gc(τ, x1, x2) = −δσσ
′
2pi
1(
vcτ − 2iR
)a 1(
vcτ + 2iR
)b
[
4x1x2
(vcτ − ir)(vcτ + ir)
]c
, (3.16)
gs(τ, x1, x2) =
Z1e
ipi4
pi
K0
(
∆
√
τ2 + r2/v2s
)
+ Z1 e
ipi4
∫ ∞
−∞
dθ
2pi
K
(
θ + ipi2
)
eθ/2 e
2i
∆
vs
R sinh θ
e−∆τ cosh θ + . . .
(3.17)
where gc,s are the contributions of the charge and spin sectors respectively. Here K0 is a modified
Bessel function and the center-of-mass coordinates are R = (x1 + x2)/2 < 0 and r = x1 − x2 < 0.
The normalization constant Z1 was obtained in Ref. [36]. At the LEP [86] and the SU(2) invariant
point the boundary reflection amplitude K(θ) is given by
K(θ) = i tanh
θ
2
for Ks =
1√
2
, K(θ) = − θ
pi3/2
Γ
(
iθ
pi
)
Γ
(
3
4 − iθ2pi
)
Γ
(
5
4 +
iθ
2pi
) 2− ipi θ sinh θ
2
for Ks = 1.
(3.18)
The expressions for general values of Ks can be found in Refs. [19, 87, 88]. The exponents in the
charge sector are related to the Luttinger parameter by
a =
1
8
(
Kc +
1
Kc
)2
, b =
1
8
(
Kc − 1
Kc
)2
, c =
1
8
(
1
K2c
−K2c
)
. (3.19)
We stress that (3.17) is independent of σ and that the dependence on Ks is through the overall nor-
malization constant Z1 and the boundary reflection amplitude only. The one-particle contributions
of the form-factor expansion are given by the first two terms in (3.17), while the dots represent
corrections involving a higher number of particles in the intermediate state as well as higher-order
corrections due to the boundary. We have determined the subleading terms in the spin part of
the Green function at the LEP and found their contribution to the LDOS calculated below to be
negligible (see Sec. 3.4.3).
After analytic continuation to real times τ → it the Green function (3.15) exhibits a light
cone effect. The first term in (3.17) shows oscillating behavior for r2 < (vst)
2 but is damped
otherwise. Similarly, the second term is oscillating for 4R2 < (vst)
2. These oscillations are due
to the propagation of spinons from x2 to x1 either directly or via the boundary. In particular, at
27
late enough times both terms will oscillate. A similar light cone effect was observed [89] in the
Ising model with a boundary. On the other hand, the charge part (3.16) possesses singularities at
vct = ±r and vct = ±2R due to the propagation of antiholons.
The small momentum regime of the Fourier transform of the LDOS is obtained from (τ > 0,
x1 < x2)
GRRσσ′(τ, x1, x2) =G
LL
σσ′(τ, x2, x1) = −
δσσ′
2pi
1(
vcτ − ir
)a 1(
vcτ + ir
)b
[
4x1x2
(vcτ − 2iR)(vcτ + 2iR)
]c
× Z1
[
1
pi
√
iτ − r/vs
iτ + r/vs
K1/2
(
∆
√
τ2 + r2/v2s
)
+
∫ ∞
−∞
dθ
2pi
K
(
θ + ipi2
)
e
2i
∆
vs
R sinh θ
e−∆τ cosh θ + . . .
]
(3.20)
Compared to GRL the singularity at vct = 2R is much softer whereas the one at vct = r is more
pronounced.
3.4 Local density of states
The knowledge of the Green function (3.13) enables us to calculate the LDOS, which is directly
related to the tunneling current measured in STM experiments. As was noted in Ref. [5] it is useful
to consider the Fourier transform of the LDOS as physical properties can be more easily identified.
For example, this technique was used to study quasiparticle interference in high-temperature super-
conductors [21, 26] and rare-earth compounds [54]. We will first consider the boundary condition
Ψσ(0) = 0, which results in the Green function (3.15) and hence yields a spin-independent LDOS.
More general boundary conditions may lead to a spin-dependent LDOS or even the formation of a
boundary bound state. We will discuss this case the next section.
The Fourier transform of the LDOS is given by Nσ(E,Q) = N
>
σ (E,Q) +N
<
σ (E,Q), where
N>σ (E,Q) = −
1
2pi
∫ 0
−∞
dx
∫ ∞
−∞
dt ei(Et−Qx)Gσσ(τ > 0, x, x)
∣∣∣
τ→it+δ
, (3.21)
N<σ (E,Q) =
1
2pi
∫ 0
−∞
dx
∫ ∞
−∞
dt ei(Et−Qx)Gσσ(τ < 0, x, x)
∣∣∣
τ→it−δ
. (3.22)
Here the Green function has been analytically continued to real times and we have take the limit
x1 → x2 ≡ x. We will focus on the LDOS for positive energies in what follows but note that the
LDOS for negative energies can be analyzed analogously. As mentioned before, we will be mainly
concerned with the 2kF -component as it vanishes in the absence of the boundary and hence offers
a particularly clean way of investigating boundary effects. For Q ≈ 2kF only GRLσσ contributes and
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starting from (3.15) we arrive at the following expression (see App. B.3)
N>σ (E, 2kF + q) =
2∑
i=1
N>i (E, 2kF + q) + . . . , (3.23)
N>i (E, 2kF + q) =−Θ(E −∆)
Z1 e
−ipi4 (4c+1) Γ(2c+ 1)
8pi2 va+b−1c Γ(a+ b+ 2c)
×
∫ A
−A
dθ
hi(θ)u
2c+1
i
(E−∆ cosh θ)2−a−b F1
(
2c+ 1, a, b, a+ b+ 2c;u∗i ,−ui
)
.
(3.24)
Here |q|  2kF , A = arcosh
(
E
∆
)
, F1 denotes Appell’s hypergeometric function [90] (see App. B.4),
h1(θ) = 1, h2(θ) = K
(
θ + ipi2
)
eθ/2, and
u1 =
2
vcq
(
E−∆ cosh θ)+ i sgn(vsq
∆
)
δ, u2 =
2vs
vc
E −∆ cosh θ
vsq − 2∆ sinh θ + i sgn
(vsq
∆
− 2 sinh θ
)
δ, (3.25)
where δ → 0+. The result (3.24) is valid for a+ b < 2 and −1/2 < c. Below we plot N>σ (E, 2kF +
q) for two different parameter regimes. We smear out singularities by taking δ small but finite
(δ = 0.01 unless stated), which mimics broadening by instrumental resolution and temperature in
experiments. The results presented below apply to the regime T  E,∆, vc/a0 (a0 is the lattice
spacing), where temperature effects are negligible.
3.4.1 Repulsive Case
We first consider the case vs < vc, Kc < 1. This can be thought of as providing a simplified model
for the LDOS of a two-leg ladder with repulsive electron-electron interactions. The low-energy
theory for the ladder is similar in that there is a gapless charge sector and a gapped spin sector,
but the full description of the latter is considerably more complicated [43].
In Figs. 3.2 and 3.3 we plot N>σ (E, 2kF + q) for the case of unbroken spin rotational symmetry
(Ks = 1). The Fourier transform of the LDOS is dominated by a singularity at momentum 2kF
(q = 0), which arises from the contribution N>1 . For fixed energy and close to the singularity this
term behaves as (see App. B.5)
N>1 (E, 2kF + q) ∼
(
1
vcq
)α
, α = 1− K
2
c
2
, (3.26)
which implies a phase jump of piα as q → 0±. This peak is indicative of the CDW order being
pinned at the boundary. We note, however, that the peak occurs at finite energies and hence the
underlying process is not static. A similar feature can be seen in the Luttinger liquid case [5], where
29
1 2 3 4
E/∆
-2
0
2
v
c
q/∆=5
4
3
1
-1
|N σ
>
(E
,
2k
F+
q)|
Figure 3.2: |N>σ (E, 2kF + q)| (arbitrary units) for Kc = 0.8, Ks = 1 and vc = 2vs. The curves are
constant q-scans which have been offset along the y-axis by a constant with respect to one
another. The LDOS is dominated by a strong peak at q = 0, i.e. Q = 2kF . We further observe
dispersing features at Ec = vc|q|/2 + ∆ and Es =
√
(vsq/2)2 + ∆2. For q < 0 the dispersing
features are strongly suppressed.
the singularity as a function of q is softer (αLL = (1−K2c )/2).
At low energies above the spin gap ∆ we further observe two dispersing features associated with
the collective spin and charge degrees of freedom respectively. These are broadly similar to the bulk
single-particle spectral function [91, 92, 93, 94, 95] and feature (1) a “charge peak” that follows
Ec(q) =
vc|q|
2
+ ∆ (3.27)
and (2) a “spin peak” at position
Es(q) =
√(vsq
2
)2
+ ∆2. (3.28)
We note that neither peak is sharp (i.e. they are not delta-functions) and hence have to be thought
of as arising from excitations involving at least two “elementary” constituents. In this way of
thinking, the charge peak arises from two-particle excitations composed of a “zero momentum”
spinon contributing an energy ∆ and a gapless antiholon of “momentum” q. On the other hand, the
spin peak can be thought of arising from two-particle excitations composed of a “zero momentum”
antiholon and a spinon of “momentum” q. The appearance of vc/2 and vs/2 in (3.27) and (3.28),
respectively, is due to the fact that the particles have to propagate to the boundary and back, thus
covering the distance 2x in time t. We note that on a technical level the charge peak arises from
the contribution N>1 to the Fourier transform of the LDOS, whereas the spin peak has its origin in
30
-4 -2 0 2 4
v
s
q/∆
|N σ
>
(E
,
2k
F+
q)|
0
pi
2pi
A
rg
 N
σ>
(E
,
2k
F+
q)|Nσ
>|
Arg N
σ
>
Figure 3.3: Constant energy scan for E = 2∆: |N>σ (E, 2kF + q)| (arbitrary units) and
ArgN>σ (E, 2kF + q) for Kc = 0.8, Ks = 1 and vc = 2vs. We observe a peak at q = 0 (related to the
pinning of the CDW at the boundary) and dispersing features at q = ±2(E −∆)/vc as well as
q = ±2√E2 −∆2/vs. For q < 0 the dispersing features are strongly suppressed. Furthermore, we
observe characteristic jumps in the argument at the positions of the peaks.
N>2 , which encodes the effects of the boundary on the spin degrees of freedom. In the q < 0 region
the dispersing features are strongly suppressed and for Kc = 1 the charge feature is found to vanish
entirely.
It is instructive to plot N>σ (E, 2kF + q) as a function of q for fixed energy, see Fig. 3.3. We
observe characteristic jumps in the phase ArgN>σ at the peak positions. This is similar to the
Luttinger liquid case [5].
3.4.2 Attractive case
We now turn to the case of a CDW state arising in a system with (effective) attractive electron-
electron interactions. As discussed in Sec. 4.2, this case arises in electron-phonon systems. The
effective parameters are given by vs > vc and Kc > 1 > Ks.
In Fig. 3.4 we plot N>σ (E, 2kF + q) as a function of energy for several values of q (in units of
the spin gap). We again observe a singularity at 2kF , which arises from (3.26). The singularity is
much less pronounced than in the repulsive case and disappears for Kc ≥
√
2. Like in the repulsive
case there are several dispersing features:
1. a charge peak at E = Ec(q), where Ec is given by (3.27);
2. a spin peak at E = Es(q), where Es is defined in (3.28);
3. when |q| exceeds a critical value q0 a third dispersing low-energy peak appears (see Fig. 3.5)
at
Ecs(q) =
vc|q|
2
+ ∆
√
1−
(
vc
vs
)2
= Es(q0) +
vc
2
(|q| − q0), q0 = 2∆vc
vs
√
v2s − v2c
. (3.29)
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Figure 3.4: |N>σ (E, 2kF + q)| (arbitrary units) for Kc = 1.2, Ks = 1 and vs = 2vc. The curves are
constant q-scans which have been offset along the y-axis by a constant with respect to one
another. The peak at q = 0 is much less pronounced then in the repulsive case (see Fig. 3.2). We
observe dispersing features at Ec, Es, and Ecs = vc|q|/2 + ∆
√
1− (vc/vs)2 (for |q| > q0 only).
This feature can be thought of as arising from a “momentum” q0 spinon and an antiholon
carrying “momentum” q− q0. We note that in this case the spin and charge excitations have
the same group velocity
∂Ec
∂q
=
∂Es
∂q
∣∣∣∣
q=q0
=
vc
2
. (3.30)
This behavior is reminiscent of what is found for the single-particle spectral function in the bulk [91,
92, 93, 94, 95]. The peak splitting and hence the qualitative difference between the repulsive and
attractive regime is a consequence of the curvature of the (anti)soliton dispersion relation and hence
of the spin gap. In the Luttinger liquid case [5] (where both sectors are massless) there are only
two dispersing features in both regimes.
3.4.3 Higher-order corrections
As we have indicated in Eq. (3.17) there are contributions to the LDOS beyond those that we have
discussed above. They arise from our calculation of the spin-part of the Green function and are
expected to be small [89]. In order to verify that they can indeed be neglected, we have analyzed
them in some detail at the LEP Ks = 1/
√
2, where the necessary matrix elements take a particularly
simple form, which makes the actual calculations much easier.
Our purpose is then to determine further terms in the the expansion (3.23) of N>σ (E, 2kF + q).
We denote by Nnm the contribution to (3.23) that arises from processes in which n gapped spinons
(which correspond to solitons/antisolitons in the sine-Gordon model describing the spin sector)
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Figure 3.5: |N>σ (E, 2kF + q)| (arbitrary units) for Kc = 1, Ks = 1/
√
2, vs = 1.5 vc, δ = 0.001, and
vcq/∆ = 1.0, . . . , 1.8. The curves have been offset along the y-axis by a constant with respect to
one another. We observe the splitting of the spin peak at Es at the critical momentum
vcq0/∆ ≈ 1.19.
propagate between (0, x2) and (τ, x1), and which involves the m’th power of the boundary reflection
matrix K. The terms discussed above correspond to N10 = N
>
1 and N01 = N
>
2 . In App. B.2.4 we
present some details on the calculation of the terms in the form-factor expansion of gs(τ, x1, x2)
that give rise to Nnm with m + n ≤ 3. The number of θ-integrations in Nnm equals m + n (cf.
(3.24)). We find that their contributions to the Fourier transform of the LDOS are small. In
particular, all qualitative features of the LDOS such as dispersing peaks are already encoded in
N10 and N01. In Fig. 3.6 we show the leading terms N10 and N01 as well as the sub-leading terms
for Kc = 1 and vc > vs for a fixed value of q as a function of energy. We see that the two leading
terms in (3.23) indeed capture all qualitative features of the LDOS and carry the main part of
the spectral weight at low energies E ≤ 5∆. The higher-order terms are small compared to N10
and N01. In particular, N30 vanishes for E < 3∆, since this term originates from a three-particle
process. In general, all terms Nnm originating from n-particle processes vanish for E < n∆. Most
importantly, however, the higher-order terms do not possess any singularities. The suppression
of subleading terms in the form-factor expansion for bulk two-point functions is a well-known
feature of massive theories [96, 97, 85], whereas the smallness of terms involving higher powers of
the boundary reflection amplitude K has recently been demonstrated for the Ising model with a
boundary magnetic field [89].
3.4.4 Small-momentum regime
The small-momentum regime Q ≈ 0 of the Fourier transform of the LDOS can be analyzed in
the same way as in the Q ≈ 2kF case discussed above. We note that the LDOS for Q ≈ 0 is
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non-vanishing even in absence of a boundary [91, 92, 93, 94, 95]. In the presence of a boundary the
Fourier transform of the LDOS for Q ≈ 0 is obtained from (3.20). The leading terms are given by
N>σ (E,Q) =
∑2
i=1N
>
i (E,Q) + . . ., where
N>i (E,Q) =−Θ(E −∆)
Z1 e
−ipi2 (2c+1) Γ(a+ b+ 1)
4pi2 va+b−1c Γ(2a+ 2b)
×
∫ A
−A
dθ
hi(θ)u
2c+1
i
(E−∆ cosh θ)2−a−b F1
(
a+ b+ 1, c, c, 2a+ 2b;u∗i ,−ui
)
.
(3.31)
Here we have |Q|  kF , A = arcosh
(
E
∆
)
, h1(θ) = e
θ/2, h2(θ) = K
(
θ + ipi2
)
, and u1,2 are defined
in (3.25) with q replaced by Q. The main difference to (3.23) is in the dependence of Appell’s
hypergeometric function on Kc. In Figs. 3.7 and 3.8 we plot N
>
σ (E,Q) for the case of repulsive
electron interactions and unbroken spin rotational symmetry. It is dominated by a singularity at
Q = 0, which has its origin in N>1 and behaves as ∼ 1/Q independently of Kc. This singularity is
more pronounced than its counterpart at 2kF . We further observe dispersing features at positions
Ec(Q) and Es(Q) respectively. Both of these are symmetric under Q → −Q. The peak at Ec(Q)
is strongly suppressed, vanishes for Kc = 1, and becomes a dip in the attractive regime. The
suppression is due to the softness of the singularities of GRR at vct = 2R. On the other hand, the
charge part of (3.20) has its strongest singularity at vct = r = 0, which results in a background of
spectral weight in N>σ (E,Q) for all energies above the spin gap.
In the attractive case (vs > vc) we observe a peak-splitting similiar to that in the 2kF -component,
but all peaks are very weak.
3.5 General boundary conditions and boundary bound states
So far we have considered the simplest possible boundary conditions corresponding to a spin-
independent phase shift of pi. Both ways of realizing a boundary in a (quasi) one dimension system
that we have discussed above (i.e. as a result of an impurity or in a “two-tip” STS experiment) are
expected to give rise to a local potential or magnetic field. These correspond to more general phase
shifts for reflection of particles at the boundary. As is well known, such more general boundary
conditions can give rise to boundary bound states, see for example Refs. [98]. These are expected
to be visible in the Fourier transform of the LDOS as “resonances” inside the single-particle gap.
This is most easily seen by considering a Lehmann representation of N>σ (E,Q) in terms of the
eigenstates |nb〉 on the half-line
N>σ (E,Q) =
∫ 0
−∞
dx e−iQx
∑
nb
∣∣〈0b|Ψσ(0, x) |nb〉 ∣∣2 δ(E − Enb). (3.32)
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For boundary bound states |bbs, α〉 we have 0 < Ebbs,α < ∆, which leads to features in N>σ (E,Q)
below the single-particle gap. As we are dealing with a spin-charge separated system, these features
will generally not be sharp as the bound state occurs only in the gapped sector of the theory. We
now turn to calculating the LDOS in cases where boundary bound states exist. We first consider
boundary conditions of the form
Rσ(τ, 0) = −e−ifσΦ0s/2 Lσ(τ, 0), (3.33)
where f↑ = 1 = −f↓. In terms of the Bose fields these boundary conditions read
Φc(τ, 0) = 0, Φs(τ, 0) = Φ
0
s , 0 ≤ Φ0s < pi. (3.34)
We note that these boundary conditions break spin rotational symmetry. However, if we go over
to the case of a one-dimensional Mott insulator by exchanging spin and charge degrees of freedom,
the spin rotational symmetry remains intact and the boundary conditions correspond to a local
potential.
As before we will focus on the 2kF -component of the Fourier transform of the LDOS. As we
have changed the boundary conditions only in the spin sector, the charge part (3.16) of the chiral
Green function remains unchanged.
The two leading terms of the form-factor expansion in the spin sector are still of the form (3.17),
but now the boundary reflection amplitude K is different and in particular is spin-dependent. At
the LEP it is given by [86]
Kσσ¯(θ) =
sin
(
i θ2 − fσ Φ
0
s
2
)
cos
(
i θ2 + fσ
Φ0s
2
) , Kσσ(θ) = K σ¯σ¯(θ) = 0. (3.35)
Here we have introduced the notations ↑= + and ↓= − as well as σ¯ = − for σ = + and vice versa.
We note that as a result of a different choice of phase for the asymptotic states Eq. (3.35) differs
by a minus sign from Ref. [86] (see also App. B.2). The expressions for general Ks can be found in
Refs. [19, 87, 88].
In the spin rotationally symmetric case Ks = 1 we have K
+−(θ) = K−+(θ) = K(θ), where
K(θ) is given in (3.18). We stress that the Green function remains diagonal in spin space, GRLσσ′ ∝
δσσ′ , and that the spin-dependence is entirely due to the boundary reflection matrix K
σσ¯. Before
presenting the resulting LDOS we discuss the emergence of a boundary bound state in the spin
sector [19, 99, 87]. If we choose the phase-shift Φ0s in the spin sector such that
K2s pi < Φ
0
s , (3.36)
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the boundary reflection amplitude K−+(θ) has a pole in the physical strip 0 ≤ Im θ ≤ pi/2. This
pole corresponds to a boundary bound state with energy
Ebbs = ∆ sin γ, γ =
pi − Φ0s
2− 2K2s
. (3.37)
The physical nature of the bound state has been discussed by Ghoshal and Zamolodchikov [19].
The classical ground state of the sine-Gordon model on the half-line (3.11) in the entire range
0 ≤ Φ0s < pi is characterized by the asymptotic behavior Φs → 0 as x → −∞. On the other hand,
there exists a second classically stable state satisfying Φs → 2pi as x→ −∞. When Φ0s is sufficiently
large this state is expected to be stable in the quantum theory as well.
One notes that for Φ0s = pi both states are degenerate and (3.37) vanishes. In the attractive
regime of the sine-Gordon model Ks < 1/
√
2 additional boundary bound states occur, while in the
spin rotationally invariant case Ks → 1 the condition K2s pi < Φ0s < pi is never satisfied and hence
no boundary bound states exist.
When calculating dynamical response functions in the boundary state formalism additional
contributions in the form factor expansions occur upon analytical continuation in the rapidity
variables. In particular, the pole of the boundary reflection amplitude in the physical strip gives
rise to an additional term linear in K in the form-factor expansion (3.17). In the case τ > 0 and
x1 < x2 it takes the form (see App. B.2.5)
Θ
(
Φ0s −K2s pi
)
δσ↓ Z1B e
i
2γ e2
∆
vs
R cos γ e−∆τ sin γ , (3.38)
where the constant B ≥ 0 is related to the residue of K∓±(θ) (see (B.55)). At the LEP it equals
B = −2 cos Φ0s . We stress that this additional term appears in the down-spin channel only, since
we have assumed 0 ≤ Φ0s < pi. If we were to consider −pi < Φ0s ≤ 0, we would find a term similar
to (3.38) in the up-spin channel only.
The Fourier transform of the LDOS for the boundary conditions (3.34) can be expanded as
before and is expressed as
N>σ (E, 2kF + q) =
3∑
i=1
N>σ,i(E, 2kF + q) + . . . . (3.39)
Here the first two terms are again of the form (3.24), where in the second term N>σ,2 we need to
replace the boundary reflection amplitude K
(
θ+ipi2
)
by its spin-dependent counterpart Kσσ¯
(
θ+ipi2
)
.
The third term is obtained from (3.38) and arises as a result of the presence of a boundary bound
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state. Explicitly it reads
N>σ,3(E, 2kF + q) =Θ
(
Φ0s −K2s pi
)
Θ
(
E − Ebbs
)
δσ↓
Z1B
4pi
Γ(2c+ 1)
Γ(a+ b+ 2c)
i e
i
2γ e−ipic
va+b−1c
×
(
2
vcq
(E − Ebbs) + i sgn( vsq∆ ) δ
)2c+1
(
E − Ebbs
)2−a−b F (3)D (2c+ 1, a, b, 2c, a+ b+ 2c;u∗3,−u3,−u′3).
(3.40)
Here F
(3)
D denotes Lauricella’s hypergeometric function of three arguments [100] (see App. B.4) and
u3 =
2
vcq
(E − Ebbs) + i2∆
vsq
cos γ, u′3 = i
2∆
vsq
cos γ, (3.41)
where the constant γ defined in (3.37). The Fourier transform of the LDOS (3.39) has a non-
dispersing singularity at its lower threshold
N>σ,3(E, 2kF + q) ∝
δσ↓
(E − Ebbs)α , α = 1−
1
2K2c
. (3.42)
The emergence of a non-dispersing feature within the spin gap signals the presence of a boundary
bound state. In Fourier space the LDOS is a convolution of contributions from the spin and charge
sectors. As we are dealing with a bound state in the spin sector, the exponent of the singularity
depends only on the Luttinger parameter in the charge sector. We note that the singularity occurs
only in the down-spin channel and disappears for K2c ≤ 1/2. On the other hand, in N<σ the
additional feature due to the boundary bound state appears only in the up-spin channel. In Fig. 3.9
we plot the down-spin component of (3.39) for vc > vs as a function of energy for several values of q.
As before, at low energies above the spin gap ∆ we observe two dispersing features associated with
the collective spin and charge degrees of freedom that follow Es and Ec respectively. In addition,
we observe the non-dispersing singularity (3.42) at E = Ebbs.
In Fig. 3.10, N>↑ and N
>
↓ are plotted as functions of energy for vc < vs. We see that the
singularity arising due to the presence of a boundary bound state appears only in the down-spin
channel. For either spin polarization we observe three dispersing features at Ec(q), Es(q) and
Ecs(q) respectively. Their interpretations are completely analogous to discussion in Sec. 3.4.2. In
addition to these sharp peaks we observe a broad maximum in the down-spin channel at energies
E ≈ Ebbs + vcq/2. This feature is suppressed for vc > vs, see Fig. 3.9. Its physical origin is the
simultaneous excitation of the boundary bound state and a finite energy excitation in the charge
sector. We note that the asymmetry in N>↑ (E,Q) − N>↓ (E,Q) could in principle be detected
in experiments using a magnetic STM tip. So far we have considered only hard-wall boundary
conditions in the charge sector, i.e. Φc(x = 0) = 0. Our analysis can be straightforwardly extended
to the case Φc(x = 0) = Φ
0
c , which in terms of the original electrons corresponds to a local potential
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close to the boundary.
3.6 Finite-temperature LDOS
Another interesting issue concerns the effects of a finite temperature on the LDOS. The regime T -
∆/2 can in principle be analyzed by generalizing the methods recently developed in Refs. [101, 102]
to the boundary state formalism. However, in order to keep matters simple we will restrict ourselves
to the regime of very low temperatures T  ∆. Here the main effects arise from a modification
of the dynamical response in the gapless charge sector and correlation functions in the spin sector
can be approximated by their T = 0 expressions. This is the case because we only consider
response functions that involve both sectors. The charge part of the Green functionGRLσσ′(τ, x1, x2) =
gc(τ, x1, x2) gs(τ, x1, x2) can be evaluated using conformal field theory methods [103, 80] and is found
to be
gc(τ, x1, x2) =− δσσ
′
2pi
(
pi
vcβ
)a+b
1
sina
(
pi
vcβ
(vcτ − 2iR)
) 1
sinb
(
pi
vcβ
(vcτ + 2iR)
)
×
[
sinh
(
2pi
vcβ
x1
)
sinh
(
2pi
vcβ
x2
)
sin
(
pi
vcβ
(vcτ − ir)
)
sin
(
pi
vcβ
(vcτ + ir)
)]c. (3.43)
Here β = 1/kBT and the exponents in the charge sector were defined in (3.19). As we have already
discussed, the spin part gs(τ, x1, x2) is given by (3.17).
The particle contribution to the Fourier transform of the LDOS is still given by (3.21). The form-
factor expansion in the spin sector results in the series expansion N>σ (E, 2kF+q) =
∑
iN
>
i (E, 2kF+
q), where the first two terms can be cast in the form
N>i (E, 2kF + q) =
Z1 pi
a+b
32pi5vc
ei
pi
4 e−i
pi
2 (a+b+2c)
(vcβ)a+b−2
×
∫ ∞
−∞
dθ hi(θ)
∫ ∞
−∞
dx
∫ x
−∞
dy
e
iβ
2pi (Ei+
vcqi
2 )x
sinha(x− iδ)
e
iβ
2pi (Ei−
vcqi
2 )y
sinhb(y − iδ)
(
sinh
(
1
2 (y − x)
)
sinh
(
1
2 (x+ y − iδ)
))2c ,
(3.44)
in which
h1(θ) = 1, , h2(θ) = K
σσ¯
(
θ+ipi2
)
eθ/2, E1 = E2 = E−∆ cosh θ, q1 = q, and q2 = q−2∆
vs
sinh θ
(3.45)
We have plotted N>σ (E, 2kF + q) for different temperatures in Figs. 3.11–3.13. As expected a finite
temperature leads to a softening of the spectral gap ∆, a suppression of the peak related to the
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pinned CDW, and a broadening of the dispersing peaks. We observe that the effect of an increasing
temperature on the spin peak is much stronger than the effect on the charge peak. The physical
reason for this is as follows: In the CDW state only the spin sector is protected by the gap. Thus
for T  ∆ there exists a significant number of antiholons in the thermal ground state. They
will participate in the distribution of the external momentum q after the creation of an additional
antiholon-spinon pair, thus leading to a decreased probability for the spinon to take the momentum
q and thus to a suppression of the spin peak following Es(q). On the other hand, the charge peak
is not affected as the antiholons possess a linear dispersion. This behavior is reminiscent of what is
found for the bulk spectral functions [91, 92, 93, 94, 95].
3.7 Implications for STM experiments
STM experiments measure the local tunneling current, which is related to the LDOS by Eq. (3.1).
In particular, the voltage dependence of the tunneling conductance measures the thermally smeared
LDOS of the sample at the position of the tip. A possible spin dependence in the LDOS can be
detected using a magnetic tip. As we have considered a one-dimensional model, our results apply
to quasi-1D materials at energies above the 1D-3D cross-over scale, which is set by the strength of
the 3D couplings. Furthermore, the main feature of the model we have studied is the existence of
a spectral gap in one of the sectors, while the excitations in the other sector remain gapless. This
situation is experimentally realized in various materials, for example in two-leg ladder materials [67],
stripe phases of HTSC [27, 5], carbon nanotubes [53, 66], Bechgaard salts [63, 64, 65], and chain
materials [60, 61, 62] like SrCuO2 and Sr2CuO3. As our results show, STM experiments can be used
to extract rather detailed information regarding bulk excitations by analyzing the modification of
the LDOS due to a boundary/impurity.
Perhaps the most interesting materials to which our findings may be applied on a qualitative level
are two-leg ladders like [104] Sr14Cu24O41 which possesses a spin gap [105] of ∆ ≈ 550K. The model
we have studied captures the most basic features of the low-energy description of (weakly doped)
two-leg ladders, namely a gapless charge sector and a gapped spin sector. While the description of
the spin sector for weakly doped two-leg ladders is considerably more involved, we expect the gross
features to be similar. In particular, we expect peaks to appear in Nσ(E,Q), which correspond
to the pinned CDW order, dispersing spin and charge degrees of freedom, and possibly boundary
bound states. We note that our results apply to the regime T  E,∆, vc/a0, where temperature
effects are negligible.
In Ref. [5] it was proposed that STM and STS experiments in HTSC can be used to detect
“fluctuating stripes” (i.e. incommensurate spin and charge fluctuations on energy scales small
compared to the superconducting gap) by rendering them static by the effects of impurities with
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a potential comparable to the (low) energy scales of these fluctuations. In that work it was also
argued that 1D Luttinger liquids are effectively quantum critical systems and that a form of local
(power law) CDW order is effectively induced by impurities (and edges) which pin the phase of the
CDW, an effect that we have shown here to take place in a 1D Luther-Emery liquid associated with
a CDW. STM and STS experiments in Bi2Sr2CaCu2O8+δ have confirmed the existence of both
non-dispersive spectral features in the LDOS associated with “fluctuating stripe order” as well as
dispersive features associated with the propagating quasiparticles of the superconductor[25, 5, 26].
Recent STS experiments in Bi2Sr2CaCu2O8+δ have shown that the dispersive features of the LDOS
disappear above the Tc of the superconductor while the non-dispersive features survive up to the
temperature T ∗ at which the pseudogap closes [106].
3.8 Conclusions
In this work we have determined the spatial Fourier transform of the LDOS of one-dimensional
CDW states and Mott insulators in presence of a boundary. The latter may either model a strong
potential impurity or be realized in a two-tip STM experiment. We found that the Fourier transform
of the LDOS is dominated by a singularity at an energy equal to the single-particle gap ∆ and at
momentum 2kF . This feature is indicative of the pinning of the CDW order at the position of
the impurity. We observed clear signatures of dispersing spin and charge excitations, which can
be used to infer the nature of the underlying electron-electron interactions. In the case of CDW
states with repulsive interactions we find a spin mode and a linear dispersing charge mode while for
attractive interactions a third dispersing mode appears, which can be thought of as arising from a
spin excitation with a fixed momentum q0 and a charge excitation with momentum q − q0.
We have also investigated the modification of the LDOS due to boundary bound states. These
may arise in presence of boundary potentials or magnetic fields. We found that boundary bound
states give rise to non-dispersing singularities at energies below the single-particle gap. While the
bound state is formed in the gapped sector of the theory, the exponent of the corresponding sin-
gularity only depends on the Luttinger liquid parameter of the gapless sector. We have analyzed
temperature effects in regime T  ∆ and discussed implications of our results for STM measure-
ments on quasi-1D materials such as doped two-leg ladders.
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Figure 3.6: (Color online) Left: Comparison of the absolute values of N10 = N
>
1 (E, 2kF + q) and
N01 = N
>
2 (E, 2kF + q) to the sub-leading terms N11 and N02 (N20 = 0). We stress that the scale
for the higher-order terms has been magnified. Right: Absolute values of the terms N30, N21, N12,
and N03. We stress the different scales on the y-axis. The parameters are Kc = 1, Ks = 1/
√
2,
vc = 2vs, and vsq/∆ = 3. The three-particle contributions N30 and N21 vanish for E < 3∆.
Furthermore, the higher-order terms possess no peaks.
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Figure 3.7: |N>σ (E,Q)| (arbitrary units) for Kc = 0.8, Ks = 1 and vc = 2vs. The curves are
constant Q-scans which have been offset along the y-axis by a constant with respect to one
another. We observe dispersing features at Ec(Q) and Es(Q). The charge features are very weak
for all momenta. We further observe a constant background at energies larger than the spin gap.
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Figure 3.8: Constant energy scan for E = 2∆: |N>σ (E,Q)| (arbitrary units) and ArgN>σ (E,Q) for
Kc = 0.8, Ks = 1 and vc = 2vs. We observe a strong peak at Q = 0 and dispersing features at
Q = ±2(E −∆)/vc as well as Q = ±2
√
E2 −∆2/vs. Note that |N>σ (E,Q)| is symmetric under
Q→ −Q.
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Figure 3.9: |N>↓ (E, 2kF + q)| (arbitrary units) for Kc = 1, Ks = 1/
√
2, vc = 2vs, and Φ
0
s = 0.9pi.
The curves are constant q-scans which have been offset along the y-axis by a constant with
respect to one another. We observe dispersing features at Es(q) and Ec(q) (for q > 0 only) as well
as a non-dispersing singularity at E = Ebbs, which is due to the formation of a boundary bound
state in the spin sector.
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Figure 3.10: |N>↑ (E, 2kF + q)| (full line) and |N>↓ (E, 2kF + q)| (dashed line) for vsq/∆ = 6,
Kc = 1, Ks = 1/
√
2, vs = 2vc, and Φ
0
s = 0.9pi. The broad maximum at E ≈ 1.8 is caused by the
excitation of the boundary bound state and additional charge excitations.
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Figure 3.11: |N>σ (E, 2kF + q)| (arbitrary units) for vsq/∆ = 2, Kc = Ks = 1, and vc = 2vs. We
observe spectral weight within the spin gap and a broadening of the propagating peaks, which is
much stronger for the spin peak at Es =
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vsq
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Figure 3.12: Constant energy scan of |N>σ (E, 2kF + q)| (arbitrary units) for E = 2∆, Kc = Ks = 1,
and vc = 2vs. We observe a suppression of the peak at q = 0 related to the pinned CDW.
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Figure 3.13: |N>σ (E, 2kF + q)| (arbitrary units) for vsq/∆ = 6, Kc = Ks = 1, and vs = 2vc. We
observe again that the broadening of the propagating spin peak is stronger than that of the other
peaks.
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CHAPTER 4
TWO LEG LADDER SYSTEMS AND PAIR DENSITY
WAVE STATE
4.1 Introduction
A spectacular dynamical layer decoupling of the transport properties accompanied by different types
of order parameters (charge, spin and superconducting) developing together has been observed
experimentally in the stripe-ordered (or nearly ordered) cuprate superconductor La2−xBaxCuO4 at
zero external magnetic field [12, 13], in underdoped La2−xSrxCuO4 at moderate magnetic fields, and
in optimally-doped La2−xBaxCuO4 at low magnetic fields [107]. A sequence of phase transitions are
seen in these materials with the “normal” to charge-stripe ordered transition occurring first, followed
by a spin-stripe order transition with a lower critical temperature. For instance, in La2−xBaxCuO4
near doping x = 1/8 a spectacular decoupling of the layers develops in transport measurements
with the ratio of the c-axis ρc to the ab-plane ρab resistivities, becoming larger than 10
5, begins
to develop quite rapidly at temperatures right below the spin-ordering transition. At a critical
temperature of the order of T 2Dc ∼ 20K (depending on the precise doping) the copper oxide planes
appear to become superconducting while the c-axis transport remains resistive. The full three-
dimensional resistive transition is seen only below 10K. A superconducting state with a Meissner
effect and (presumably) d-wave superconductivity is seen below T 3Dc ∼ 4K. However, even though
the critical temperature of the uniform d-wave superconducting state is much lower near x = 1/8
than for other doping levels (where it is typically ∼ 40K), the experiments show that the anti-nodal
superconducting gap is essentially unsuppressed [108, 109]. A strikingly similar transport anisotropy
has been observed very recently in the temperature-pressure phase diagram of the heavy fermion
superconductor CeRhIn5 [110]. In this strongly correlated material the orders that develop are
conventionally identified as a spin-density wave metallic state and a uniform d-wave superconductor.
In the phase in which both orders coexist the ratio ρc/ρab becomes large (∼ 103) with ρab eventually
becoming unmeasurably small as is the superconductivity became two-dimensional (as in the case
of La2−xBaxCuO4 near 1/8 doping [12]).
The most unusual aspect of these experiments is not just the existence of multiple coexisting
orders, but the dynamical layer decoupling seen in transport. That is, the existence of a significant
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Figure 4.1: LBCO phase diagram (left, reproduced after Hucker et al. (2009)) and the summary of the thermal phase
transitions (right, reproduced after Fradkin (2009)) in 1/8-doped La2−xBaxCuO4.
temperature range over which there is a form of two-dimensional superconductivity in the planes
but which are otherwise decoupled as if there was no Josephson effect between them.
Berg et al. [111, 112, 113, 114] showed that these seemingly contradictory results can be explained
if one assumes that in this state charge, spin and superconducting orders are not competing with
each other but rather that they are intertwined, with the superconducting state in the planes also
being striped, i.e. it is a unidirectional pair density wave (PDW) with the property that the phase of
the superconducting order parameter alternates in sign, as if the axes of the d-wave order parameter
were to rotate by 90◦ (with vanishing average value for the superconducting order parameter). The
order parameter for the PDW state is
∆PDW(x) = ∆QPDWe
iQPDW·x + ∆−QPDWe
−iQPDW·x (4.1)
with the PDW ordering wave vector QPDW pointing in the direction normal to the stripes, and
(in the LTT lattice structure of La2−xBaxCuO4) rotates by 90◦ from plane to plane. Trans-
lation invariance of the underlying system further dictates that the ordering wave vectors for
spin (QSDW), charge (QCDW) and superconducting (QPDW) order parameters obey the relation
2QPDW = 2QSDW = QCDW.
In this chapter of my thesis, I show that PDW type states do occur in the phase diagram of
strongly correlated systems on two-leg ladders. I will primarily focus on these systems since in this
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context the physics of strong correlations can be controlled and there are powerful bosonization
and numerical methods to investigate their phase diagrams and to compute their correlators. For
reasons that will be explained below, states of this type generally involve strong correlation physics
which is much harder to control in two dimensions. Results obtained in one-dimensional systems,
but with lots of caveats, can be used to develop at least qualitatively theories of two-dimensionally
ordered states. In this work I will use bosonization methods, which are accurate at relatively weak
coupling, to show how intertwined orders of this type develop in two-leg ladder. This work in many
ways is an extension of the results of Ref [115] that showed that the PDW state represents the
spin-gapped phase (“Kondo-singlet”) of the Kondo-Heisenberg chain.
4.1.1 Non-uniform superconductivity: FFLO states vs. PDW
Non-uniform superconducting states were proposed by Fulde and Ferrell [116] and by Larkin and
Ovchinnikov [117], and are conventionally called FFLO states. The superconducting component
of the PDW state discussed above has the form of a Larkin-Ovchinnikov state [117]. The Fulde-
Ferrell state [116] has spiral order. FFLO states have been proposed over the years for different
types of superconducting materials, most recently in the phase diagram of the heavy fermion su-
perconductor CeCoIn5 at finite magnetic fields [118], although the experimental evidence for them
is weak (at best). There are also recent theoretical proposals for FFLO-type states in cold atomic
fermionic systems with unbalanced populations [119], and in quantum wires of multi-valley semi-
conductors [120].
In the conventional theory of FFLO states one assumes a BCS-type system (a Fermi liquid) in
which the spin up and down Fermi surfaces are split by the Zeeman interaction with an external
magnetic field. As a result the ordering wave vector of the FFLO states is tuned by the Zeeman
interaction and, hence by the magnitude of the magnetic field. A problem with this mechanism is
that the usual nesting of the Fermi surface that leads to a BCS state zero-momentum pairing is
generally lost if the Fermi surfaces are split, and the superconducting states with finite-momentum
pairing can only happen for large enough attractive interactions, instead of being an infinitesimal
instability as in the conventional BCS case [121]. FFLO phases driven by the Zeeman interaction
(and hence with a spin-imbalance and a broken SU(2) spin symmetry) in quasi-one-dimensional
systems, including ladders, were discussed in Ref. [122].
On the other hand the PDW state is the result of strong correlation physics, does not involve a
Zeeman interaction, and does not occur at weak coupling. In the perspective of Ref [112], the PDW
state is another manifestation of the concept of frustrated phase separation which is behind the
development of inhomogeneous electronic states in strongly correlated materials [123], whose result
are electronic liquid crystal phases [7] of which the PDW is a particularly interesting example. An
understanding of the physics of this state should shed light on the connection between electronic
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inhomogeneity and superconductivity.
4.1.2 Earlier studies of PDW in 2D Hubbard model
A BCS-mean-field-theory of a extended Hubbard model in two dimensions has been developed by
Loder and coworkers [124, 125] who found that, as part of a rich phase diagram, the PDW is the
ground state for large enough interactions. Earlier mean field theory results in the t − J model
by Yang et al. [126] found that the PDW is energetically very close to being the ground state.
These authors found that (within their mean field theory) the ground state is a modulated d-wave
superconductor, i.e. a state in which the uniform d-wave order parameter coexists with the PDW
state, i.e. a state in which superconductivity and stripe order coexist [29]. Several variational Monte
Carlo calculations in the 2D t−J model have found that this is a very competitive state near doping
x = 1/8 although not quite the best variational ground state [127, 128, 129]. While these results
are encouraging they suffer from the problem that either they use approximations that are not
controlled in these strongly coupled regimes (as in the mean field studies), or that the search yields
the best variational state within a restricted class which would be adequate at weak coupling but not
in these regimes. Nevertheless these results indicate that from the point of view of local energetics
the PDW state is very competitive and would most likely be the ground state for some extension
of the Hamiltonians that were studied. A very recent and numerically intensive calculation using
infinite projected entangled pair states (an extension of the density matrix renormalization group)
by Corboz et al [130] have found stripe states coexisting with superconductivity in the 2D t − J
model but has not yet investigated the presence (or absence) of a PDW state. In this chapter I revisit
the problem of the phase diagram of extended Hubbard-Heisenberg type models on two-leg ladders
using bosonization methods. Here it will be shown that the two-leg ladder has a phase that can be
identified with a version of the PDW state, another phase in which uniform superconducting order
is present and there is a continuous phase transition between these two phases. The two-leg ladder
is an ideal model-system to study since it is well known from DMRG and bosonization results to
have broad regimes of coupling constants and doping in which the ground state has a spin-gap and
d-wave superconducting correlations, as well as a strong tendency to stripe order [131, 39, 132, 133].
Using a weak coupling band terminology, the PDW state is stabilized when one of the bands of the
ladder, say the bonding band, is at special commensurate fillings.
4.1.3 What is new here?
While there are extensive bosonization studies of the phase diagram of two-leg ladders [45, 134]
the existence of phases with PDW order has not been previously investigated. Here I argue that
there is a connection between two leg ladder and the Kondo-Heisenberg (KH) chain, a model of a
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1D electron system interacting with a spin-1/2 Heisenberg antiferromagnetic chain through Kondo
interaction. In a series of papers, Zachar et. al. [135, 136, 137] showed the existence of a phase
in which the correlations of the uniform superconducting order parameter decays exponentially
fast while the correlations of a staggered superconducting state (composite SC) has quasi long
range order. Berg et. al. [115] studied the KH problem using the density matrix renormalization
group (DMRG) calculations and showed that the spin-gapped phase of the KH chain [138] is a
commensurate PDW state with ∆Q = ∆−Q. Similarly, the PDW phases that is found in the
Hubbard-Heisenberg model are also commensurate and have wave vector QPDW = pi. In addition,
and similarly to what happens in the KH chain, the PDW order parameter is a composite operator
of a triplet uniform SC order parameter of the anti-bonding band and the antiferromagnetic (Ne´el)
order parameter of the bonding band. Separately, these two order parameters have short range
order in the PDW state. In the PDW phase in the ladder system translation symmetry is broken
spontaneously whereas in the KH chain it is broken explicitly by the spacing between the static
spins. I will discuss in detail the quantum phase transition between the PDW state and the phase
with uniform SC order and it is found to be in the universality class of the quantum Ising chain.
I will also consider an extended Hubbard-Heisenberg model on a two-leg ladder with flux Φ
per plaquette. An important difference of this ladder system is that for general flux time reversal
symmetry is broken explicitly except for the spacial case of flux Φ = pi per plaquette which is
time reversal invariant. The presence of a non- zero flux changes the band structure by doubling
the number of Fermi points where the bonding band crosses the Fermi energy. The complex phase
diagram of this system has not been explored in full except for the case of flux Φ = pi. Here it is found
that for generic fillings of the bonding band the system obeys an Umklapp condition which leads
to a spin gap state. I have also explored the phase diagram in this case and found that it generally
supports two types of uniform and PDW superconducting orders. In this system the PDW order
parameters are bilinears in fermion operators and are not composite operators and in the previous
case. Here, as in the conventional ladder and in the KH chain, there is no coexistence between
PDW and uniform orders: when one order develops (which in 1D means power law correlations)
the correlators of the other order parameters decay exponentially at long distances. In addition to
the SC phase I also found four incommensurate CDW phases. The quantum critical behavior of this
system is more complex, reflecting the larger diversity of phases that we encountered. In particular
while the generic quantum phase transitions are also in the universality class of the quantum ising
chain, for some special choices of parameters the symmetry associated with the quantum critical
behavior is enlarged to U(1) and it is now in the universality class of a spinless Luttinger model.
Two-leg ladders with flux Φ per plaquette were studied (both analytically and using numerical
DMRG methods) by Roux and coworkers [139] in their work on diamagnetic effects in two-leg
ladders, as well as by Carr and coworkers [140, 141] who used bosonization methods to study many
aspects of the phase diagram. However in their work these authors did not consider the case of
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flux Φ = pi per plaquette in which time reversal invariance plays a key role, and the problem of
PDW phases, that (as we show occur here) generically at flux Φ = pi, and which is the focus of the
present work.
4.1.4 Organization of this chapter
This chapter is organized as follows. In section 4.2, a model of the two-leg ladder systems is intro-
duced and its effective field theory is derived using bosonization methods. Using the microscopic
parameters of the ladder in the the weak coupling regime one can draw the phase diagram. The
relation between the coupling constants of the effective continuum theory and the microscopic pa-
rameters of the original lattice model are known explicitly in the weak coupling limit. Although
the form of the effective field theory does not change with the strength of the coupling constants,
in more strongly coupled regimes numerical methods must be used to established this relation. In
section 4.3 we present the bosonized theory of a ladder whose bonding band is half-filled. Here we
show that this effective low energy theory has a hidden self-duality. In section 4.4 we use renormal-
ization group methods to determine the phase diagram for the case of a half-filled bonding band,
and show that, in addition to a Luttinger Liquid type phase, it also has two SC states, one with
uniform SC order and the other with PDW order with wave vector QPDW = pi. We show that in
this case there is a direct quantum phase transition between the phase with uniform SC order and
the PDW phase which is in the universality class of the quantum Ising chain.. In section 4.5 we
extend this analysis to regimes with a bonding band at other commensurate fillings. The resulting
PDW phase with wave vector QPDW coexists (or is intertwined) with an also commensurate charge-
density-wave (CDW) state in the bonding band with wave vector QCDW = QPDW/2. Unlike the
half-filled case, this state does not occur at weak coupling. In section 4.6 we consider an extended
Hubbard-Heisenberg model on a two-leg ladder with flux Φ per plaquette. Here we show that the
commensurate PDW phase arises naturally in this frustrated band structure although through a
different mechanism. The conclusions are presented in section 5.5. The RG equations for the gen-
eral case are presented in Appendix C.2. The solution of the effective field theory of the flux Φ = pi
model for special combinations of coupling constants and refermionization is given in the appendix
C.1.
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4.2 Model of the two leg ladder system and the corresponding
effective field theory
Consider a model of the two-leg ladder whose Hamiltonian is H = H0 + Hint. The kinetic energy
term is
H0 = −t
∑
i,j,σ
(
c†i,j,σci,j+1,σ + h.c.
)
− t⊥
∑
j,σ
(
c†1,j,σc2,j,σ + h.c.
)
(4.2)
with t and t⊥ being, respectively, the intra-leg and inter-leg hopping amplitudes, and i = 1, 2 being
the chain index and j being the lattice site index . The interaction terms of the ladder Hamiltonian
have the form of a extended Hubbard-Heisenberg model,
Hint = U
∑
i,j
ni,j,↑ni,j,↓ + V‖
∑
i,j
ni,jni,j+1 + V⊥
∑
j
n1,jn2,j + Vd
∑
j
(n1,jn2,j+1 + n1,j+1n2,j)
+ J‖
∑
i,j
~Si,j · ~Si,j+1 + J⊥
∑
j
~S1,j · ~S2,j + Jd
∑
j
(
~S1,j · ~S2,j+1 + ~S1,j+1~S2,j
)
(4.3)
where U is the on-site Hubbard repulsion, V‖, V⊥ and Vd are the nearest neighbor and next-nearest
neighbor “Coulomb” repulsions, and J‖, J⊥ and Jd are the nearest and next-nearest neighbor ex-
change interactions. In the weak coupling regime, U, V, J  t, t⊥, we proceed by first diagonalizing
EF
kFa kFb =
pi
2
ε(k)
Figure 4.2: Schematic picture of the bonding and anti-bonding bands. The bonding band is kept
at half-filling while the anti-bonding band has general filling. Here kFa and kFb =
pi
2 are the Fermi
wave vectors of a- and b-band respectively.
the kinetic energy term H0 and finding its low-energy spectrum. This can be done by switching
to the bonding and anti-bonding basis. This basis, at each rung j of the ladder and for each spin
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polarization σ, are defined as
cb,a =
1√
2
(c2 ± c1) (4.4)
In the new basis the kinetic term reads as
H0 = −
∑
η=a,b
∑
j,σ
t
(
c†η,j,σcη,j+1,σ + h.c.
)
−
∑
j,σ
t⊥
(
c†b,j,σcb,j,σ − c†a,j,σca,j,σ
)
(4.5)
in which η = b, a stand for bonding and anti-bonding bands. In order to find the continuum limit
representing the low-energy and long-wavelength behavior of the model, we linearize the dispersion
relation of each band around the respective Fermi wave vector
εη(k) ≈ EF + vη(|k| − kFη) (4.6)
where vη = 2tη sin(kFη) are the Fermi velocities, kFη are the Fermi wave vectors for each band,
and EF is the Fermi energy. We now consider the regime of small fluctuations close to the Fermi
points of each band:
1√
a
cη,j,σ → Rη,σ(x)eikFηx + Lη,σ(x)e−ikFηx, (4.7)
where R and L are right- and left-moving components of the electron field, x = ja is the position,
and a is the lattice constant (the rung spacing). In this limit, the kinetic term of the Hamiltonian
takes the standard continuum form
H0 =
∑
η,σ
∫
dx(−ivη)
(
R†η,σ∂xRη,σ − L†η,σ∂xLη,σ
)
. (4.8)
The most general continuum interacting Hamiltonian density (up to possible Umklapp processes
that will be discussed below) compatible with the charge conservation and the global SU(2) spin
symmetry with scaling dimension two (marginal) operators has the following form
Hint =
∑
η=a,b
{
fc1η
(
J2Rη + J
2
Lη
)
+ gc1η JRηJLη
}
+
∑
η=a,b
{
fs1η( ~J
2
Rη + ~J
2
Lη) + gsη ~JRη · ~JLη
}
+ fc2 (JRaJRb + JLaJLb) + gc2(JRaJLb + JLaJRb)
+ fs2( ~JRa · ~JRb + ~JLa · ~JLb) + gs2( ~JRa · ~JLb + ~JLa · ~JRb)
+ λt(~∆
†
b · ~∆a + h.c.) + λs(∆†b∆a + h.c.)
(4.9)
in which JR/L,η are the right and left moving components of the charge density Jη = JR,η + JL,η
for each band η
JR,η =
∑
σ
R†σ,ηRσ,η, JL,η =
∑
σ
L†σ,ηLσ,η (4.10)
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~JR/L,η are right and left moving components of spin density ~Jη = ~JR,η + ~JL,η for each band η,
~JR,η =
1
2
∑
αβ
R†α,η~σαβRβ,η, ~JL,η =
1
2
∑
αβ
L†α,η~σαβLβ,η. (4.11)
where the components of the vector ~σ are the three Pauli spin matrices, and
∆η = L↑,ηR↓,η − L↓,ηR↑,η, ~∆η =
∑
α,β
Lα,η(i~σσy)αβRβ,η (4.12)
are singlet and triplet pairing operators respectively for each band η. In the weak coupling limit,
the relation between the coupling constants of the continuum theory of Eq.(4.9) and the parameters
of the Hamiltonian of the microscopic lattice model of Eq.(4.3) can be found through this naive
continuum limit procedure. This has been done before and can be found, for example, in Ref. [45].
We note that here by keeping only (naively) marginal operators we have neglected a host of irrelevant
operators that are present in the lattice model that do not change the form of the low energy theory
(although change the definition of the coupling constants by small amounts). In the intermediate
to strong coupling limit, either non-perturbative methods such as Bethe ansatz (applicable only if
the system is integrable) or numerical density-matrix renormalization group (DMRG) calculations
are required to make a quantitative connection between the the lattice model and the effective
continuum field theory that we will use below. Nevertheless the form of Hint is general as seen here.
Here I will consider the case of a half-filled bonding band first. This situation will happen
naturally as the total filling of the ladder is varied without breaking any symmetries of the ladder.
we should note that if one wanted to specify the filling of the bonding and anti-bonding bands
separately, it would be necessary to set a chemical potential difference between the two legs which
would make the ladder asymmetric. At any rate, for a half-filled bonding band, in addition to the
interactions presented in Hint, we need to include the following (bonding band) Umklapp process
Hu,b = gu,b(L†b↑L†b↓Rb↓Rb↑ei4kFbx + h.c.) (4.13)
The value of gu,b in the weak coupling regime is found to be given by
1
a
gu,b =
1
2
(U + V⊥)− (V‖ + Vd)− 3
8
J⊥ +
3
4
(J‖ + Jd) (4.14)
We will furthermore assume that for a substantial range of parameters of interest Hu is marginally
relevant for a half filled bonding band. I will get back to this point in the next section.
53
4.3 Analysis of a two-leg ladder system with a half-filled bonding
band
I will now consider in detail the case when the bonding band is half filled and its Fermi wave vector
is kFb = pi/2. In this case there is a marginally relevant interaction representing the Umklapp
process mentioned above. The main effect of this process is to open a charge gap ∆c in the bonding
band. Therefore for the energies much smaller than the charge gap, one can assume that the charge
degrees of freedom on bonding-band b are frozen-out and hence play no roll in the low energy
limit. Moreover, due to the charge gap in the bonding band, all the interactions with net charge
transfer between the bands, namely singlet and triplet SC in Eq. (4.9) processes, become irrelevant.
Therefore the only remaining charge degree of freedom, which is that of the anti-bonding band a,
is decoupled from the rest of the dynamics, and this being a one-dimensional system, the effective
field theory of the charge sector of the anti-bonding band is described by the Luttinger Liquid (LL)
theory. In its bosonized form the effective Hamiltonian density for the charge sector involves the
Bose field φc and its dual field θc for the anti-bonding band a only (where to simplify the notation
we dropped the label) and reads as
Hc = vc
2
{
Kc(∂xθc)
2 +
1
Kc
(∂xφc)
2
}
(4.15)
where Kc is the charge Luttinger parameter of the system and vc is the velocity. The fields φc and
θc are dual to each other and satisfy the standard equal-time canonical commutation relations
[φc(x), ∂xθc(x
′)] = iδ(x− x′) (4.16)
which identifies the canonical momentum as Πc = ∂xθc. All the possible remaining interactions are
in the spin sector. The most general interacting Hamiltonian for the spin sector of this system,
which is symmetric under the exchange of the band index η = a, b, is
Hs = −gs1( ~JRb · ~JLb + ~JRa · ~JLa)− gs2( ~JRb · ~JLa + ~JLb · ~JRa). (4.17)
Following the standard bosonization procedure in one dimension, in terms of spin boson fields
φs± =
1√
2
(φs,b ± φs,a) (4.18)
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we arrive at the following form for Hs
Hs = vs±
2
[
Ks±(∂xθs±)2 +K−1s± (∂xφs±)
2
]
+
cos(
√
4piφs+)
2(pia)2
[
gs1 cos(
√
4piφs−) + gs2 cos(
√
4piθs−)
]
(4.19)
where the Luttinger parameters Ks± and velocities vs± are related to gs± = (gs,1 ± gs,2)/2 as
Ks± =
√
2pivf + gs±
2pivf − gs± , vs± =
√
v2f −
(gs±
2pi
)2
(4.20)
in which vf is the Fermi velocity of the noninteracting problem. The dual fields (θs±, φs±) obey
similar commutation relations as the dual fields in the charge sector. In general gs1 is different
for each band g1b 6= g1a. This introduces terms involving operators of the form ∂xφs+∂xφs− and
∂xθs+∂xθs−. Although these are marginal operators we will neglect them for now since we will
later argue that the results of the spin gapped regime are not essentially affected by these terms. In
the absence of the spin gap, i.e. in the Luttinger Liquid phase, these operators change the scaling
dimensions of the observables [142].
By inspecting the Hamiltonian of the spin sector Eq. (4.19), it is easy to observed that it is
invariant under the duality transformation
(φs−, θs−, gs1, gs2,Ks−)→ (θs−,−φs−, gs2, gs1,K−1s− ). (4.21)
This duality symmetry guarantees the existence of a dual phase associated with the vanishing of
the coupling constant gs2 = 0. As will see, in contrast to the PDW phase which is controlled by
KH fixed point, in the dual phase the uniform SC is the most dominant instability. We will discuss
the implications of this symmetry on the phase diagram later on.
In the gs1 = 0 limit, the Hamiltonian in Eq.(4.19) is the same as the effective continuum limit
Hamiltonian of the one-dimensional Kondo-Heisenberg (KH) chain [136, 137, 115]. The KH chain
is a system of a 1DEG (which usually is taken to be non-interacting but not necessarily) and a
one-dimensional s = 1/2 Heisenberg spin chain (a 1D quantum antiferromagnet with exchange
interaction JH). The spacing between the spin degrees of freedom, in general is not equal to the
lattice spacing of the 1DEG, defines the unit cell. The interaction between the spin chain and the
1DEG is the Kondo exchange interaction represented by the coupling JK .
That these two problems have the same low energy effective field theory is not a coincidence.
In fact there is a formal analogy between the two problems. In both cases we have a gapless
1DEG, the free fermions of the KH problem and the 1DEG in the a-band of the two leg ladder
system. In both cases, the 1DEG is coupled to a Heisenberg spin-1/2 chain. It is known that the
KH chain (regardless of the spacing between the Kondo spins) has a broad regime of its phase
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diagram in which there is a spin gap [138]. This phase has been identified with a commensurate
PDW phase [115]. However these two systems differ in that in the two-leg ladder the coupling
is the tunneling matrix element t⊥ whereas in the KH case it is the local Kondo exchange JK .
However since the bonding band of the ladder has a charge gap the only active coupling allowed at
low energies is also the effective exchange coupling. Thus in the gs1 = 0 limit both problems are
the same. We will see below that in the regime with gs1 = 0 the parameters of the Hamiltonian
flow under the renormalization group to a stable fixed point of the characterized by pair density
wave correlations. Also, in the gs1 = 0 limit the system has an exponentially small gap (which
can be determined form a mapping to the SU(2) Thirring model [136]) that is stable against small
perturbations of the form we discussed above [32, 143].
However, there is an important qualitative difference between these two systems. While the
Kondo-Heisenberg chain is translationally invariant only if the lattice spacing of the quantum
antiferromagnet (the distance between the Kondo spins) is the same as the lattice spacing of the
1DEG, whereas the ladder is a translationally invariant system in all cases. This will play an
important role in our analysis.
4.4 Phase Diagram of the system with a half-filled bonding band
We will now discuss in detail the phase diagram and phase transitions of a extended Hubbard-
Heisenberg model on a ladder in which one band, the bonding b band is half filled, as shown
schematically in Fig.4.3.
4.4.1 Weak coupling RG analysis
The total effective Hamiltonian is H = Hc + Hs, where the Hamiltonian density for the charge
sector Hc is given by Eq.(4.15) and the Hamiltonian density of the spin sector Hs is given by
Eq.(4.19). The total Hamiltonian has five coupling/parameters, Kc, Ks±, and g± (or equivalently
gs1 and gs2). The Luttinger parameter of the charge sector will not renormalize since the charge
sector decouples, while all the parameters in the spin sector are subject to renormalization. The
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gs1
gs2
“LL” phase
gs1 = −∞
gs2 = −∞Ising critical
gs1 = gs2 < 0
I
II
Figure 4.3: Schematic phase diagram when the bonding band of the ladder is half-filled, shown as
a projection of the SU(2)-invariant RG flows onto the (gs1, gs2) plane. The solid black lines
represent the separatrix between different phases. Due to the duality symmetry in the effective
Hamiltonian for the spin sector, the phase diagram is symmetric around gs− = 0. The quadrant
gs1, gs2 > 0 flows into the Gaussian fixed point gs1 = gs2 = 0 and is a Luttinger Liquid (LL)
phase. Region II is controlled by the PDW strong coupling fixed point at (gs1 = 0, gs2 = −∞).
Region I is controlled by decoupled spin-gapped fixed point of (gs1 = 0, gs2 = −∞). There is a KT
transition from the LL behavior across the half-line gs2 = 0 and gs,1 > 0 to region II, and across
the half-line gs1 = 0 and gs,2 > 0 to region I. The half-line gs1 = gs2 < 0 represents a quantum
phase transition between the two strong-coupling phases and it is in the Ising universality class.
one-loop RG equations for the couplings in the spin sector are
dKs+
dl
= −K
2
s+
8pi2
(
g2s1 + g
2
s2
)
, (4.22a)
dKs−
dl
=
1
8pi2
g2s2 −
K2s−
8pi2
g2s1, (4.22b)
dgs1
dl
= (2−Ks+ −Ks−)gs1, (4.22c)
dgs2
dl
= (2−Ks+ − 1
Ks−
)gs2. (4.22d)
4.4.2 Luttinger Liquid Phase
We start with the case where gs1 = 0 and |gs2(0)| small. The analysis for this regime is similar to
what is done in the Kondo-Heisenberg chain (with nearest neighbor Kondo spins) [136, 137, 115].
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In this regime the RG equations of Eq. (4.22) become
dK−1s+
dl
=
dKs−
dl
=
1
8pi2
g2s2,
dgs2
dl
= (2−Ks+ − 1
Ks−
)gs2.
(4.23)
To guarantee the SU(2) invariance, these equations are subject to the initial conditions Ks−(0) =
K−1s+ (0) ' 1 − gs2(0)/4pi. The relation Ks− = K−1s+ is an invariant of this RG flow. Upon imple-
menting this constraint, the set of RG equations (4.23) can be further simplified to the Kosterlitz
RG equations
dx
dl
=
1
8pi2
g2s2,
dgs2
dl
= 2xgs2, (4.24)
where x = Ks− − 1  1. The solution of this flow equation is well known. Here we will only
be interested in the SU(2) invariant trajectories of the RG flow which satisfy g = ±4pix. Thus,
a point on the SU(2) invariant trajectory x(0) = Ks−(0) − 1 ' −gs2(0)/4pi < 0 flows into the
Gaussian (free field) fixed point gs1 = gs2 = 0, Ks+ = Ks− = 1 where the system is a (spin 1/2)
Luttinger Liquid which is a gapless and hence scale invariant system. In other words, the fixed
point of (gs1 = 0, gs2 =∞) is perturbatively unstable and flows to the Luttinger liquid fixed point
along the SU(2) invariant RG trajectory. At this Luttinger liquid fixed point all three different
components of the triplet SC order parameter ~∆a on the anti-bonding a-band and the Spin Density
Wave (SDW) order on both bands decay as a power law. This is the Luttinger Liquid phase, shown
in Fig.4.3, and its correlators are standard. Since it has one gapless charge mode and two gapless
spin modes it is a C1S2 Luttinger state (in the terminology of Balents and Fisher [41]).
4.4.3 The PDW phase
In contrast, points along the other SU(2) invariant trajectory, x(0) = Ks−(0)−1 ' −g2(0)/4pi > 0,
flow to the strong coupling fixed point (gs1 = 0, gs2 = −∞). At this fixed point both cos(
√
4piθs−)
and cos(
√
4piφs+) acquire non-vanishing expectation values, the fields are pinned at values (θs−, φs+) =√
pi
2 (Ns−, Ns+) (where Ns,± are both odd or even integers at the same time) and their quantum
fluctuations are gapped. It is easy to see that the identity 〈cos√4piθs−〉 = 〈cos
√
4piφs+〉 holds
along the SU(2) invariant trajectories. This observation will be useful later.
This means that a extended-Hubbard Heisenberg model on a ladder when one of its bands
is half-filled, has is a Kosterlitz-Thouless (KT) phase transition from the gapless Luttinger Liquid
phase to the spin-gap phase described by the same strong coupling fixed point of the spin-gap phase
(“Kondo singlet”) of the Kondo-Heisenberg chain (with nearest-neighbor Kondo “impurities”).
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However, at this strong coupling fixed point observables that involve the dual fields of either
φs− and θs+ have vanishing expectation values and their correlations decay exponentially fast. This
results in short range correlations for the singlet uniform superconducting order parameter on the
anti-bonding a band, ∆a, and of the Charge Density Wave (CDW) order parameter, OCDW for
both bands a and b, which have the charge-spin factorized form
∆a =
1
pia
e−i
√
2piθc,a cos(
√
2piφs,a),
OCDW,a/b =
1
pia
e−i
√
2piφc,a/b cos(
√
2piφs,a/b) (4.25)
where here a is the lattice spacing. For instance, in the case of the singlet uniform SC order
parameter ∆a for the anti-bonding a band, in the s± basis, its spin part is decomposed as
cos(
√
2piφs,a) = cos(
√
piφs−) cos(
√
piφs+) + sin(
√
piφs−) sin(
√
piφs+) (4.26)
The presence of cos(
√
piφs−) and sin(
√
piφs−) guarantees exponentially decaying correlation func-
tions. A similar form is also found for the CDW operators of the bonding and anti-bonding bands.
However this does not imply that there are no long range correlations at this fixed point since
there are composite order parameters built from products of these operators which do have quasi
long range order [136]. To this end we define the order parameters for the PDW phase as the
staggered part of the following product of operators in the two bands [115]
O = ~∆a · ~Sb = ~∆a · ~Jb + (−1)x/aOPDW (4.27)
where ~Sb = ~Jb + (−1)x/a ~Nb, and ~Jb is the total spin density vector on the bonding b band and ~Nb
is the Ne´el order parameter also for the bonding b band. The explicit bosonized expression for the
pair-density-wave order parameter OPDW is
OPDW = ~∆a · ~Nb = 1
2(pia)2
cos(
√
2piφc,b)e
−i√2piθc,a
[
2 cos(
√
4piθs−) + cos(
√
4piφs−)− cos(
√
4piφs+)
]
.
(4.28)
It is easy to see that the spin part of OPDW has a nonzero expectation value in this phase. Therefore
in spit of the fact that the correlation functions of the individual Ne´el (or SDW) order parameter of
the bonding b band and uniform triplet SC of the anti-bonding a band are exponentially decaying,
the correlation function of their product, the PDW order parameter OPDW, exhibits power law
correlations:
〈OPDW(x)O†PDW(0)〉 ∼ C2cC2s |x|−2/Kc,a (4.29)
in which Cc = 〈cos(
√
2piφc,b)〉 and Cs = 〈cos(
√
4piθs−)〉. Therefore ∆PDW has quasi long range order
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with the exponent of 2K−1c,a . The very same argument holds for a composite operator obtained from
the product of the CDW order parameter on the bonding b band and the uniform singlet SC on
the anti-bonding a band. Similar to the OPDW case, in gs1 = 0 limit the individual CDW on the
bonding b band and uniform singlet SC on the anti-bonding a band both decay exponentially fast
but their product has quasi long range order with the same exponent as PDW order parameter.
The part of the phase diagram which flows to this fixed point is distinguished in Fig.4.3 as region
II.
4.4.4 Uniform Superconducting Phase
Let us now consider the opposite limit of gs2 = 0. Here one can repeat a similar RG analysis as in
the gs1 = 0 limit (or make use of the duality symmetry hidden in the problem, shown in Eq.(4.21))
to show that the RG with 0 < gs1(0)  1 will be renormalized back to gs1 = 0 along the SU(2)
invariant trajectory and we are again in the Luttinger Liquid phase we found before. Therefore, just
like the fixed point at (gs1 = 0, gs2 =∞) in the former regime, the fixed point (gs1 =∞, gs2 = 0) is
also not accessible in this case. This means that components of the uniform triplet SC or the Ne´el
(SDW) order parameters have power law correlations.
However, assuming again SU(2) invariance, in a system with gs2 = 0 a small negative gs1 < 0
will flow to the strong coupling fixed point (gs1 = −∞, gs2 = 0). This is the fixed point dual
to the (gs1 = 0, gs2 = −∞) fixed point under the duality transformation of Eq.(4.21). In this
phase now the expectation values 〈cos(√4piφs±)〉 are nonzero and observables that are functions
of φs± have long-ranged correlations. Instead the expectation values 〈cos(
√
4piθs−)〉 = 0 and its
fluctuation has short-ranged correlations. At this strong coupling fixed point the semi-classical
expectation values of the φs,a and φs,b are such that 〈cos(
√
4piφs+)〉 × 〈cos(
√
4piφs−)〉 > 0 and
hence
√
4piφs+ =
√
4piφs− = 0, pi mod 2pi. In a phase controlled by this fixed point the two sectors,
±, have separate spin gaps. Furthermore, in this regime the expectation value 〈cos(√2piφs,a)〉 6= 0
is nonzero, and therefore in the phase controlled by this fixed point the uniform singlet SC on the
anti-bonding a band has quasi long range order,
〈∆a(x)∆†a(0)〉 ∼ C2s,a|x|−2/Kc,a . (4.30)
where Csa = 〈cos(
√
2piφs,a)〉 in this phase. By the same argument, the CDW order parameter of
the anti-bonding a band has quasi long range order as well,
〈OaCDW(x)Oa†CDW(0)〉 ∼ C2s,a|x|−2Kc,a , (4.31)
However, given the repulsive nature of the interactions the Luttinger parameters obey Kc,a < 1 and
therefore SC is the dominant fluctuations of this phase. Nevertheless, unlike the PDW phase, this
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phase has dominant uniform SC correlations. Nevertheless we note that in this phase there exists
subdominant CDW correlations.
On the other hand we will now see that the correlation function of OPDW decays exponentially
fast in this phase. Similar to the previous discussion, it is easy to see that 〈cos(√4piφs+)〉 =
〈cos(√4piφs−)〉 for the SU(2) invariant RG flow. Therefore, looking back at the structure of the
PDW order parameter given in Eq.(4.28), we see that the expectation values of cos(
√
4piφ±) cancel
each other out at this fixed point. Hence, the expectation value of the spin part of OPDW is zero since
the expectation value 〈cos(√4piθs−)〉 = 0 vanishes exactly in this phase. Moreover the two-point
correlation function of OPDW has to be proportional to the vertex operator cos(
√
4piθs−) whose
correlations decay exponentially fast. Consequently the correlations of OPDW are short-ranged.
On the other, since there are independent spin gaps on both bands, the product of SC on a-band
and CDW on b-band still has long range order . Therefore this product has similar correlations at
both phases. This means it can not be used as an order parameter to distinguish these two phases.
Therefore OPDW is the unique order parameter to distinguish the state with PDW order from the
state with uniform SC order at the spin-gapped regime of the two-leg ladder system with one band
kept at half-filling. This is the Region I phase shown in Fig.4.3 and it is identified as a phase with
uniform superconductivity.
4.4.5 The PDW-uniform SC Quantum Phase Transition
We will now discuss the quantum phase transition between the state with uniform SC order (with
power law correlations) and the PDW state. To this end we first note that both PDW and uniform
SC in their associate phases have quasi long range order with the same exponent of 2/Kc,a. This
happens since the exponents are controlled in both cases by the decoupled charge degree of freedom
left in the system. However the two phases are distinguished by the fact that one SC state is
staggered (the PDW state) while the other is uniform. Therefore by symmetry the phase transition
between these two states is similar to the transition from a state with translational symmetry to
the one with only a Z2 discrete broken translational symmetry. So we expect to find that this
transition to be in the Ising universality class. However, as we will see, the way this happens is
actually rather subtle.
To discuss the nature of the phase transition between Region I and Region II of Fig.4.3 we need
to look at the gs1 = gs2 line in the parameter space. The duality symmetry of the Hamiltonian
implies that the phase diagram must be symmetric under it. We will now see that there is a direct
quantum phase transition at the self-dual line, the half-line that separates Region I from Region
II in Fig.4.3. From the first RG equation in Eq.(4.22), it is clear that the Luttinger parameter
Ks+ → 0 flows to zero whenever either gs1 or gs2 is relevant. Furthermore along the gs1 = gs2
line system flows to a new strong coupling fixed point with 〈cos(√4piφs+)〉 6= 0 and the field φs+
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is pinned. At the strong coupling fixed point the effective bosonized Hamiltonian can be further
simplified to the following
Heff =vs−
2
{
Ks−(∂xθs−)
2 +K−1s− (∂xφs−)
2
}
+
µφ
pi
cos(
√
4piφs−) +
µθ
pi
cos(
√
4piθs−), (4.32)
where the new couplings µφ/θ are related to the gs’s as
µ(φ,θ) =
gs(1,2)
2pi
〈cos(
√
4piφs+)〉. (4.33)
This system was discussed extensively by Lecheminant et al. [144], who showed at Ks− = 1 the
resulting Heff of Eq.(4.32) can be re-fermionized in terms of two sets of chiral Majorana fermions.
For µθ = µφ, i.e. along the self-dual line of our problem, one of the chiral Majorana fermion pairs
becomes massless and its mass changes sign across this phase transition. Therefore, the phase
boundary between the phases corresponding to gs1 and gs2 is the in the same universality class as
the quantum Ising chain, a theory of a (non-chiral) massless Majorana fermion. We should point
out that the expression of the Ising order (and disorder) operators in terms of the bosonized fields
of the ladder is highly non-local.
This question can also be addressed directly through RG equations as well. Indeed along the
self-dual line they reduce to
dKs−
dl
= µ2θ −K2s−µ2φ,
dµφ
dl
= (2−Ks−)µφ,
dµθ
dl
= (2− 1
Ks−
)µθ.
(4.34)
Starting with Ks−(0) = 1 and |µθ(0)| > |µφ(0)|, we see that RG flows to the the fixed point of
(|µθ| = ∞, µφ = 0,Ks− = ∞) which is the same as the PDW fixed point. In contrast, if we start
with Ks−(0) = 1 and |µφ(0)| > |µθ(0)|, the RG flow will take us to (µθ = 0, |µφ| =∞,Ks− = 0), i.e.
the uniform SC fixed point. The flow with the initial condition Ks−(0) = 1 and gs1(0) = gs2(0) < 0
will flow to the Ising critical point with gs1 = gs2 = −∞ and Ks− = 1 while gs1 = gs2 > 0 flows to
the Gaussian fixed point.
Fig.4.3 shows the results of a numerical calculation of all the SU(2)-invariant RG flows projected
onto the (gs1, gs2) plane. Solid black lines represent the separatrix between different phases. The
low energy behavior of all the models with SU(2)-invariance which satisfy gs1, gs2 > 0 is controlled
by the Gaussian fixed point. The rest of the flow, except for the semi line gs1 = gs2 < 0, will
end either at (gs1, gs2) = (−∞, 0) or at (gs1, gs2) = (0,−∞) depending on the initial values of the
couplings. The RG flow pattern is symmetric around the gs1 = gs2 line as dictated by the duality
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symmetry.
4.5 Bonding band at general commensurate fillings
We will now discuss the case of a ladder with a bonding band at other commensurate fillings. To
understand this case it is useful to recall first the physics of the simpler problem of the extended
repulsive one-band Hubbard-Model at quarter filling kF = pi/4. This system has a quantum phase
transition at a critical value of the nearest neighbor “Coulomb” interaction between a Luttinger
liquid and a commensurate insulating CDW state. An intuitive classical picture of the ground
state of such a system is as if the electrons occupy every other site on the lattice with their spins
arranged in a “stretched” Ne´el antiferromagnetic state, as in an antiferromagnetic Heisenberg chain
with twice the lattice constant. In this regime, the charge sector of the Hubbard chain is gapped
(and hence insulating).
This phase transition is driven by a higher order Umklapp interaction, which appears at third
order in perturbation theory, which stabilizes this period 2 CDW state. As it is well known, and
easy to see, in the bosonized for of this system the Umklapp term for the 1/4 filled band has the
form (see, e.g. Ref. [134] and references therein)
Hu,1/4 = g1/4 cos(4
√
2piφc) (4.35)
The scaling dimension of this Umklapp operator is 4Kc, where Kc is the charge Luttinger parameter
of the extended Hubbard chain. Therefore, this Umklapp process is relevant for Kc < 1/4 which
always lays in the intermediate to strong coupling repulsive regime. Although in this regime the
bosonization formulas that relate the parameters of the microscopic model (in its naive continuum
limit) and the bosonized theory is no longer accurate, the form of the effective low energy bosonized
theory retains its form as it is dictated by symmetry. The main problem is that the connections
between the Luttinger parameter(s) and the microscopic parameters is more complex due to fi-
nite renormalizations induced by the irrelevant operators. In practice this relation must (and is)
determined from numerical calculations on the microscopic model.
For a system on a two-leg ladder one can pursue a similar line of reasoning and use the fact
that, for certain fillings, there is a similar Umklapp processes for the bonding band (for instance).
However, just as in the case of the extended Hubbard chain, here too the couplings corresponding
to these Umklapp terms in the strong coupling effective theory can not be easily related to the
microscopic parameters of the original lattice model and requires serious numerical work. Never-
theless, such Umklapp processes still exist and should eventually become relevant. At this value of
the parameters, where Kc = 1/4, the Umklapp process for the bonding band becomes marginally
relevant, and the system has a Kosterlitz-Thouless phase transition to a period 2 commensurate
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CDW state that coexists with antiferromagnetic order, with power law correlations in the spin
sector.
We can now follow the same approach we used for the case of a half-filled bonding band of the
preceding sections to determine the phase diagram. We will not present the details here but give
the main results. As before, the phase diagram in general has three phases: a) a Luttinger Liquid
phase (similar to the one discussed by Wu et al. [45]), b) a phase with uniform superconducting
order (and hence a spin gap), and c) a PDW phase (also with a spin gap). However, the ordering
wave vector of the PDW state is now QPDW = pi/2 (instead of QPDW = pi for the case discussed
in the preceding sections). This PDW state there is a “composite” CDW quasi ordered state (with
power-law correlations) with degrees of freedom partially on the anti-bonding band, in this case
with wave vector QaCDW = 2kF,a + QPDW. Thus the resulting PDW phase is similar to the one
discussed in Refs. [137, 115]. In contrast, the phase with uniform SC order has a CDW state
that develops on the anti-bonding bans alone and has a conventional 2kF,a ordering wave vector. In
spite of these differences with the case of the half-filled bonding band, the quantum phase transition
between the PDW phase and the phase with uniform SC order for the quarter filled bonding band
is also in the Ising universality class.
A state with very similar properties was found in the Kondo-Heisenberg chain for a Kondo
lattice with period 2 (see Ref. [115]). However, while in the KH chain translation invariance
is broken explicitly by the assumed fixed spacing of the Kondo spins, in the case of the ladder
translation invariance is broken spontaneously at the Kosterlitz-Thouless quantum phase transition
we just discussed. However the spin gap (and the PDW state as well) can only develop once this
CDW state is formed. In this sense this is an example of intertwined (as opposed to competing)
orders in the sense discussed by Berg et al. [111, 113]
This line of argument can, naturally, also be extended to states in which the bonding band has
other fillings, such as 1/2n for n = 1, 2, ..., and consider Umklapp terms of the form g 1
2n
cos(2n
√
2piφc).
Although such terms will generally be present, their effects become relevant only for Kc < 1/n
2
which lays deep in in the extreme repulsive regime for n ≥ 2. Thus, unless the system has sub-
stantial interactions beyond nearest neighbors, the resulting higher order commensurate CDW and
PDW states will be quite weak and difficult to stabilize.
4.6 PDW state in an extended Hubbard-Heisenberg model on a
two-leg ladder with Φ flux per plaquette
We will now introduce and investigate another ladder model in which we can show has a PDW
phase. More specifically we will consider an extended Hubbard- Heisenberg model in a two-leg
ladder with flux Φ per plaquette (in units of the flux quantum φ0 = hc/e). As usual the flux is
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introduced by a Peierls substitution which here reduces to assigning a phase ±Φ/2 to the electron
hopping matrix elements along the two legs which now become complex and are complex conjugate
of each other, t1 = t
∗
2, where t1,2 are the hopping amplitudes on top and bottom leg (see Fig.4.4
a). In addition to the the hopping along the rungs, we assume a real hoping amplitude between
the legs.
The free part of the Hamiltonian of this system is
H0 =− t
∑
j
(
eiΦ/2c†1,j+1c1,j + e
−iΦ/2c†2,j+1c2,j + h.c.
)
− t⊥
∑
j
(
c†1,jc2,j + c
†
2,jc1,j
)
(4.36)
in which i = 1, 2 is the chain index referring to the top and bottom chains respectively and j ∈ Z
denotes the lattice sites. To the best of our knowledge this electronically frustrated system has not
been discussed previously. The interaction terms, Hint that we will consider are the same as in the
conventional ladder system and are given in Eq.(4.3).
We will see here that this model has a very rich phase diagram which we will not explore
completely. However we will show that PDW phases occur naturally although through a rather
different mechanism that we found in the conventional ladder discussed in the previous sections.
We will discuss this problem using the same methods bosonization we used above.
We begin by constructing an effective field theory. In momentum space the free fermion part of
the Hamiltonian becomes
H0 =
∫ pi
−pi
dk
2pi
[
−2t cos(k+Φ/2)c†1(k)c1(k)−2t cos(k−Φ/2)c†2(k)c2(k)−t⊥(c†1(k)c2(k)+c†2(k)c1(k))
]
(4.37)
Φ Φ Φ
i = 1
i = 2
t⊥
j j + 1
teiϕ/2
Eb(k)
k1 k2−k1−k2 k
EF
te−iϕ/2
(a)
Figure 4.4: A two-leg ladder with flux Φ (in units of the flux quantum) per plaquette (left) and
schematic plot of the dispersion relation of the bonding band Eb(k) for non-vanishing flux per
plaquette, Φ 6= 0 Here i = 1, 2 label the two legs, and j is the rung index. The hopping amplitudes
along the chains are respectively t1 = t e
iΦ/2 and t2 = t e
−iΦ/2 and t⊥ and t⊥ represents electron
hopping across the lungs.
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For t⊥ = 0 the band structure consists of right and left branches centered at k = Φ/2 and
k = −Φ/2 respectively. For t⊥ 6= 0 a full gap opens up at the crossing point of the two bands and
bonding and anti-bonding bands form.
The Hamiltonian is diagonalized if we switch to the new basis defined by the orthogonal trans-
formations cη(k) =
∑
iMη,i(k)ci(k) with the transformation matrix M(k):
Mη,i(k) =
(
cos(ξ(k)/2) − sin(ξ(k)/2)
sin(ξ(k)/2) cos(ξ(k)/2)
)
(4.38)
where η = a, b stands for the bonding and anti-bonding bands, i = 1, 2 labels the legs of the ladder,
and ξ is defined as
sin(ξ(k)/2) =
u(k)√
1 + u2(k)
, cos(ξ(k)/2) =
1√
1 + u2(k)
(4.39)
in which
t⊥u(k) = 2t sin(Φ/2) sin(k) +
√
(2t sin(Φ/2) sin(k))2 + t2⊥. (4.40)
The inverse transformations are defined by the inverse matrix M−1i,η as following
c1,j,σ =
∫ pi
−pi
dk
2pi
eijk
[
cos(
ξ(k)
2
)caσ(k) + sin(
ξ(k)
2
)cbσ(k)
]
(4.41a)
c2,j,σ =
∫ pi
−pi
dk
2pi
eijk
[
− sin(ξ(k)
2
)caσ(k) + cos(
ξ(k)
2
)cbσ(k)
]
(4.41b)
where b and a label the bonding and the anti-bonding bands respectively.
The dispersion relations for the bonding and anti-bonding bands are
Eη(k) = −2t cos(Φ/2) cos(k)±
√
(2t sin(Φ/2) sin(k))2 + t2⊥. (4.42)
Band structures of this type appear in quantum wires with two pockets [120] and in 1D electronic
systems with spin-orbit interactions (with the leg label playing the role of the electron spin) (see,
e.g. Ref. [145] and references therein). The dispersion relations Eη(k) satisfies the symmetries
Eη(−k) = Eη(k), Ea(Φ + 2pi, k) = −Eb(Φ, k) (4.43)
For a wide range of parameters, t⊥/t and flux Φ, the bonding band has the form sketched in Fig.4.4
with two minima in momentum space. For the rest of this section we will focus on the regime of
the parameters in which the Fermi energy lies below the hybridization gap of the bonding band,
EF < Eb(0) = −2t cos(Φ/2) − t⊥. In this regime, the Fermi energy crosses the bonding band at
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four distinct points, ±k1,±k2, while the anti-bonding band is empty, as shown in Fig. 4.4 b.
Here we will consider an extended Hubbard-Heisenberg model on a ladder with flux Φ per
plaquette. We will see now that this system has an interesting phase structure. We will analyze
this system using the same bosonization methods as in the conventional ladder. For reasons that
we will explain below we will focus on the special case of flux Φ = pi per plaquette.
4.6.1 Low energy continuum limit
In this work we are interested in the regime in which the Fermi energy crosses only the bonding
band and hence the anti-bonding band is empty. Furthermore we assume that the interactions
are weak enough that we can focus only in the low energy excitations near the four Fermi points
±k1,±k2 where the Fermi energy crosses the bonding band. Furthermore, for the more interesting
case of flux Φ = pi, the Fermi points obey the commensurability condition k1 + k2 = pi. In this case
we also have u(k1) = u(k2). Hence the parameter ξ(k) obeys the same identity and it is the same
for both Fermi points. Henceforth it will be denoted by ξ.
By looking only at the low energy fluctuations around the Fermi points in the bonding band,
the expansion of Eq.(4.41b) reduces to the operator identifications
1√
a
c1,σ(j)→ sin(ξ
2
)L1σ(x)e
ik1x + cos(
ξ
2
)R1σ(x)e
−ik1x + sin(
ξ
2
)R2σ(x)e
ik2x + cos(
ξ
2
)L2σ(x)e
−ik2x
(4.44a)
1√
a
c2,σ(j)→ cos(ξ
2
)L1σ(x)e
ik1x + sin(
ξ
2
)R1σ(x)e
−ik1x + cos(
ξ
2
)R2σ(x)e
ik2x + sin(
ξ
2
)L2σ(x)e
−ik2x
(4.44b)
where we have used cos(ξ(−k)/2) = sin(ξ(k)/2) and ξ(k1) = ξ(k2) ≡ ξ which are both true for
Φ = pi, and where we have also projected out the anti- bonding band. We will treat the Fermi point
labels as a flavor index f = 1, 2.
By inspection of the free fermion lattice Hamiltonian one can see that the Fermi momenta k1
and k2 are essentially determined by the flux Φ and by the filling fraction of the bonding band.
In what follows we will ignore the contribution of the anti-bonding band since it is empty and its
excitations have energies larger than the cutoff of the effective field theory.
Following a similar discussion as in section 4.2, the non-interacting continuum Hamiltonian
becomes
H0 =
∑
f=1,2
(−ivf )
{
R†f,σ∂xRf,σ − L†f,σ∂xLf,σ
}
(4.45)
where v1 = −dEbdk |k1 and v2 = dEbdk |k2 are the Fermi velocities associated with the two Fermi points.
For general flux Φ there is no symmetry relation the Fermi points and the two Fermi velocities are
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different, v1 6= v2.
However, the the case of flux Φ = pi per plaquette the energy bands have the additional symmetry
k → pi − k. This symmetry reflects that fact that an exchange of the two legs, 1↔ 2, is in general
equivalent to the reversal of the flux Φ ↔ −Φ which is the time-reversed state. However due to
the flux quantization, the states with Φ = pi and Φ = −pi are equivalent since the Hamiltonian is a
periodic function of the flux with period 2pi (corresponding to unobservable changes by an integer
multiple of the flux quantum). On the other hand, from Eq.(4.42), we see that for flux Φ = pi the
dispersion relations are also invariant under k → pi − k which amounts to an exchange of the two
fermi points. Thus, in the case of flux Φ = pi which insures that the Fermi velocities are equal,
v1 = v2, for all fillings of the bonding band (and of the anti-bonding band as well). Therefore, for
flux Φ = pi, the symmetry of exchanging the two legs implies that the effective low energy theory
must have a symmetry under the exchange of the flavor labels 1 and 2 (together with a chiral
transformation which exchanges right and left movers).
In order to introduce all possible four-fermion intra-band and inter-band interactions, one con-
siders an extended Hubbard-Heisenberg type lattice problem, just as what we did for the two-leg
ladder system of Section 4.2, and construct the continuum theory for the present case. All four-
fermion interactions for this system can be represented by simple diagrams similar of the type shown
in Fig.4.5. All the interactions can again be classified into charge and spin current- current inter-
actions, singlet and triplet SC couplings or Umklapp processes with different commensurabilities.
This means that the effective field theory for the present system has the same field theoretical
form as the Hamiltonian of the two-leg ladder system given by Eq. (4.9). The only difference is
that in the present case, the two sets of right- and left-moving labeled by the flavor index f = 1, 2
are low energy fluctuations of the bonding band. Moreover the connection between the couplings
in the effective theory and the microscopic parameters of the original lattice problem is different for
the two problems. The two top diagrams in Fig. 4.5 represent singlet and triplet SC interactions
between the 1 and 2 while the lower diagrams corresponds to the most relevant Q = 2(k1 + k2)
Umklapp processes. We will further assume that the Fermi points ±k1,±k2 are such that no other
Umklapp processes are allowed.
The discussion of the phase diagram of this system in the incommensurate regime is analogous
to what has been discussed in the conventional ladder by many authors. C. Wu et al. [45] find that
the only SC state in the phase diagram of the system away from the half-filling is the uniform s-
or d-wave SC. Similar conclusions hold for the incommensurate regime of the this model which is
in Luttinger liquid phase with two gapless charge modes and two gapless spin modes, C2S2. The
only difference is that in this case these modes originate entirely from the bonding band.
For general flux Φ and for certain filling fractions of the bonding band Umklapp process involving
separately the pairs of Fermi points ±k1 and ±k2 become allowed. The physics that follows in
these cases is similar to what we discussed for the conventional ladder in Section 4.2 and will not
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k1 k2−k1−k2
k1 k2−k1−k2
k1 k2−k1−k2
k1 k2−k1−k2
+
+
=
=
SC
Umklapp
Figure 4.5: Schematic representation of all the processes leading to uniform SC couplings and
Q = 2(k1 +k2) Umklapp processes. The sum of the top two diagrams represent the uniform singlet
and triplet SC interactions while the two lower diagrams correspond to the Umklapp process.
be repeated here.
However, for flux Φ 6= 0 a new type of Umklapp process, shown in Fig.4.5, becomes allowed.
For this process to be possible Fermi momenta must satisfy the condition Q = 2(k1 + k2). This
Umklapp process leads to the following interactions:
HUm =
(
λu3 n
†
1n2 + λu4 ~n
†
1 · ~n2
)
eiQx + h.c. (4.46)
where nf (with f = 1, 2) are the 2kF CDW order parameters associated with the Fermi points at
±k1 and ±k2, with ordering wave vectors 2k1 and 2k2 respectively. Similarly, ~nf is the associated
SDW order parameters with the same ordering wave vectors. When the commensurability condition
is satisfied this process is marginal and needs to be included in the effective low energy theory.
However the commensurability condition k1 + k2 = pi can only be met if the flux is Φ = pi.
Furthermore, in this case the system is commensurate for all fillings of the bonding band. For Φ = pi
the one-particle spectrum is given by Eb(k) = −
√
4t2 sin2(k) + t2⊥ which satisfies Eb(pi−k) = Eb(k).
Therefore if k1 is a Fermi momentum so is k2 = pi − k1. Hence for flux Φ = pi the system remains
commensurate for all electron fillings. We will see below that for Φ = pi the pair-density-wave state
exists for all values of the filling (with the Fermi energy in the bonding band). From now on we
will restrict ourselves to the case of flux Φ = pi.
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The bosonized Hamiltonian for flux Φ = pi is (including the Umklapp process)
H =vc+
2
{
Kc+(∂xθc+)
2 +K−1c+ (∂xφc+)
2
}
+
vc−
2
{
Kc−(∂xθc−)2 +K−1c− (∂xφc−)
2
}
+
vs+
2
{
Ks+(∂xθs+)
2 +K−1s+ (∂xφs+)
2
}
+
vs−
2
{
Ks−(∂xθs−)2 +K−1s− (∂xφs−)
2
}
+
cos(
√
4piφs+)
2(pia)2
[
gs1 cos(
√
4piφs−) + gs2 cos(
√
4piθs−)
]
+
cos(
√
4piφs+)
2(pia)2
[
g5 cos(
√
4piθc−) + gu5 cos(
√
4piφc−)
]
+
cos(
√
4piθc−)
2(pia)2
[
g3 cos(
√
4piθs−) + g4 cos(
√
4piφs−)
]
+
cos(
√
4piφc−)
2(pia)2
[
gu3 cos(
√
4piθs−) + gu4 cos(
√
4piφs−)
]
(4.47)
where φ± = (φ2±φ1)/
√
2 and similarly for θ fields. As before, there are marginal operators (both in
the charge and spin sectors) of the form ∂xφ+∂xφ− and ∂xθ+∂xθ−. However, as in Section 4.2, these
operators can be ignored since their main effect is a renormalization of the scaling dimensions[142]
which here translate in smooth changes of the phase diagrams (without changing their topology)
and in the spin gap phases they have essentially no effect.
The first two lines of Eq.(4.47) is the sum of four different LL Hamiltonians for for the two
charge and spin sectors. The third line corresponds to different spin backscattering processes, while
the fourth and fifth lines represent the singlet and triplet SC couplings and the Q = 2(k1 +k2) = 2pi
Umklapp processes respectively. In addition to the relation between initial value of the luttinger
parameters of different sectors and the couplings in the various current-current interaction given in
Eq. (4.20), the spin SU(2) invariance dictates that g5 = g4 + g3 and gu5 = gu4 + gu3. This will be
useful in the discussion of the RG equations and phase diagram.
The Hamiltonian of Eq.(4.47) has several symmetries. Similarly to the half-filled bonding
band case discussed in the preceding sections, we find a duality symmetry in the s− spin sec-
tor, (φs−, θs−)→ (θs−,−φs−), under which the Hamiltonian of Eq.(4.47) retains its form. We will
denote this symmetry by Zs−2 . However, self-duality holds only if gs1 = gs2, g3 = g4 and gu3 = gu4.
In addition, the last two lines of the Hamiltonian of Eq.(4.47) have identical form which indicates
that we can define yet another duality symmetry of the same form but this time in the c− charge
sector, (φc−, θc−) → (θc−,−φc−), and which will be denoted by Zc−2 . Self-duality in this sector
requires, in addition, to set g5 = gu5. Finally, the Hamiltonian of Eq.(4.47) is also even in the fields
φc,±, θc,±, φs,± and θs,±, which reflects the invariance under the exchange of the labels of the Fermi
points (or flavors), 1↔ 2, which is an exact symmetry only for flux Φ = pi.
In the next section we will look at the different SC and CDW states, each with a unique symmetry
properties under the action of the total symmetry group, and construct the order parameters for
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each state in order to identify the associated quantum phase diagram.
4.6.2 Order parameters and phases
To identify all the phases present in the phase diagram we construct the associated order parameters
consistent with the symmetries of the problem. We define two uniform SC order parameters, ∆±,
and two PDW order parameters ∆˜± (both with ordering wave vector QPDW = pi) as
∆± = (L1↑R1↓ +R1↑L1↓)± (L2↑R2↓ +R2↑L2↓) ,
∆˜± = (L2↑R1↓ +R1↑L2↓)± (L1↑R2↓ +R2↑L1↓) .
(4.48)
Similarly we also four CDW order parameters, n± and n˜±,
n± =
∑
σ
(
L†1σR1σ ± L†2σR2σ
)
, n˜± =
∑
σ
(
L†2σR1σ ± L†1σR2σ
)
. (4.49)
To reveal the relation between these order parameters and the pairing and CDW fields defined on
lattice, we define the following pairing fields:
∆i,j = ci,j,↑ci,j,↓ (4.50a)
∆12j = c1,j,↑c2,j,↓ + c2,j,↑c1,j,↓ (4.50b)
∆ij,j+1 = ci,↑(j)ci,↓(j + 1) + ci,↑(j + 1)ci,↓(j) (4.50c)
where ∆ij is the pair field defined on site j of each leg, ∆
12
j is the pairing field on the j-th rung,
and ∆ij,j+1 is the bond-pairing. These observables can be written in terms of the slowly varying
chiral Dirac fermions Rf,σ and Lf,σ (for the two flavors f = 1, 2) in the symmetrized and anti-
symmetrized forms (with respect to the exchange of the labels 1 and 2 of the legs of the ladder) as
∆1j + ∆
2
j → sin ξ ∆+ + (−1)x/a∆˜+ (4.51a)
∆1j −∆2j → − cos ξ(−1)x/a∆˜− (4.51b)
∆12j → ∆+ + sin ξ (−1)x/a ∆˜+ (4.51c)
∆1j,j+1 + ∆
2
j,j+1 → 2 sin ξ sin(qa/4) ∆− − (−1)x/a2i cos(qa/4) ∆˜− (4.51d)
∆1j,j+1 −∆2j,j+1 → −(−1)x/a2i cos ξ cos(qa/4) ∆˜+ (4.51e)
where q = 2(k2 − k1) and where we have used the definitions of Eq.(4.48). We see that the SC
order parameters ∆± and ∆˜± represent two different types of uniform SC states and PDW states
(both with wave vector QPDW = pi) respectively. These pairs of SC states differ by their symmetry
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transformations under flavor exchange. It is worth to note that in the flux Φ = pi model, the PDW
order parameters are actually bilinears of fermion operators, c.f. Eq.(4.51). This is in contrast
to what we found in the conventional two-leg ladder in section 4.3, and to the recent results by
Berg et al [115] in the Kondo-Heisenberg chain, where the PDW order parameter is microscopically
quartic in fermion operators. In this sense the PDW states of the flux Φ = pi two-leg ladder is closer
in spirit to the conventional construction of FFLO states [117, 116], even though the spin SU(2)
symmetry is preserved here and explicitly broken in the standard FFLO construction.
Similarly we can relate the site ni,j (with i = 1, 2 the leg index) and rung, n
12
j electron charge
density operators
ni,j =
∑
σ
c†i,j,σci,j,σ, n
12
j =
∑
σ
c†1,j,σc2,j,σ = n
21
j
†
(4.52)
which, after symmetrizing and anti-symmetrizing with respect to the exchange of the two legs lead
to a set of four order CDW parameters, n± and n˜±,
The relation between the microscopic charge density operators of Eq.(4.52) and the slowly
varying chiral Dirac fermions Rf,σ and Lf,σ (with f = 1, 2) is
n12j − n21j → − cos ξ (−1)x/a eiqx/2n− − h.c. (4.53a)
n1,j + n2,j → j01 + j02 + sin ξ (−1)x/a eiqx/2n+ + eiqx/2n˜+ + h.c. (4.53b)
n1,j − n2,j → − cos ξ(j11 − j12)− (cos ξ eiqx/2n˜− + h.c.)
+ (−1)x/a eiqx/2n+ + sin ξ eiqx/2n˜+ + h.c. (4.53c)
where we used the definitions in Eq.(4.49), and the usual definitions of the (normal ordered) currents
and densities of the Dirac fermions given below (again with f = 1, 2)
jRf =
∑
σ
: R†f,σRf,σ :, j
L
f =
∑
σ
: L†f,σLf,σ :
j0f = j
R
f + j
L
f , j
1
f = j
R
f − jLf (4.54)
where fermion bilinears are all normal ordered with respect to the Fermi sea. We can also define
CDW order parameters on the legs of the ladder. However we will not discuss them since it turns
out that they can also be expressed in terms of the same four slowly varying observables n± and
n˜± and hence do not bring new information.
From these results we see that in general we find both uniform SC order parameters and PDW
order parameters, which always have a commensurate ordering wave vector QPDW = pi. The
CDW order parameters are generally incommensurate and have ordering wave vectors QCDW =
q/2, pi + q/2.
We will now proceed to write down the bosonized expressions of the SC and CDW order pa-
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rameters. The bosonized expressions of the SC order parameters are
∆+ ∝ e−i
√
piθc+
{
cos(
√
piθc−) cos(
√
piφs+) cos(
√
piφs−) + i sin(
√
piθc−) sin(
√
piφs+) sin(
√
piφs−)
}
(4.55a)
∆− ∝ e−i
√
piθc+
{
cos(
√
piθc−) sin(
√
piφs+) sin(
√
piφs−) + i sin(
√
piθc−) cos(
√
piφs+) cos(
√
piφs−)
}
(4.55b)
∆˜+ ∝ e−i
√
piθc+
{− cos(√piφc−) cos(√piφs+) cos(√piθs−) + i sin(√piφc−) sin(√piφs+) sin(√piθs−)}
(4.55c)
∆˜− ∝ e−i
√
piθc+
{
cos(
√
piφc−) sin(
√
piφs+) sin(
√
piθs−)− i sin(
√
piφc−) cos(
√
piφs+) cos(
√
piθs−)
}
(4.55d)
Here, and below, in order to simplify the notation we have dropped the prefactors of these expres-
sions, including the Klein factors, whose effects are taken into account in our results1.
The bosonized form of the CDW order parameters n± and n˜± are
n+ ∝ e−i
√
piφc+
{− cos(√piφc−) cos(√piφs+) cos(√piφs−) + i sin(√piφc−) sin(√piφs+) sin(√piφs−)}
(4.56a)
n− ∝ e−i
√
piφc+
{
cos(
√
piφc−) sin(
√
piφs+) sin(
√
piφs−)− i sin(
√
piφc−) cos(
√
piφs+) cos(
√
piφs−)
}
(4.56b)
n˜+ ∝ e−i
√
piφc+
{− cos(√piθc−) cos(√piφs+) cos(√piθs−) + i sin(√piθc−) sin(√piφs+) sin(√piθs−)}
(4.56c)
n˜− ∝ e−i
√
piφc+
{
cos(
√
piθc−) sin(
√
piφs+) sin(
√
piθs−)− i sin(
√
piθc−) cos(
√
piφs+) cos(
√
piθs−)
}
(4.56d)
where the prefactors and the Klein factors have been omitted for simplicity. The effective field
theory presented by Eq.(4.47) shows that the spin sector s+ couples to the two remaining sectors, the
charge sector c− and the spin sector s−, only through terms that involve the operator cos(√4piφs+)
but not the dual field θs+. A consequence of this is that the Luttinger parameter Ks+ always
decreases under the RG flow, as can be seen by an examination of Eq.(C.16b), and flows to a
regime in which Ks+ → 0. In this regime the field φs+ is locked and its fluctuations become
massive. Hence there is a gap in the spin sector, the field φs+ is pinned, and 〈cos(
√
4piφs+)〉 6= 0
has a non-vanishing expectation value.
The RG equations given in appendix C.2 reveal that for the range of parameters of physical
interest, all the coupling constants (including those in Eq.(4.57)) generically flow to strong coupling
where the operators cos(
√
4piφs−), cos(
√
4piθs−), cos(
√
4piφc−), and cos(
√
4piθc−) will acquire an
1A discussion of the role of Klein factors in the identification of phases in ladders is found in Ref. [146])
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expectation value with the fields become pinned to the values φc− = nφc−
√
pi/2, θc− = nθc−
√
pi/2,
φs− = nφs−
√
pi/2, θs− = nθs−
√
pi/2 where nφc− , nθc− , nφs− , and nθs− are integers that can each be
even or odd. These states with locked fields represent different phases depending of the pinning value
of the fields. In addition, we recall that operators involving dual fields cannot have an expectation
value simultaneously as dictated by the commutation relations. We will label the phases by their
classical value as: (φc−, φs−, φs+), (φc−, θs−, φs+), (θc−, φs−, φs+), and (θc−, θs−, φs+) respectively.
Thus, in general we will have a total of eight phases characterized by different order parameters.
In all these phases the only gapless charge sector is the c+ sector. Additional gapless excitations
appear at the continuous quantum phase transitions between these different phases.
From the structure of the effective field theory, we see that the c+ charge sector decouples and
remains critical for all values of the parameters. It is effectively a Luttinger liquid with Luttinger
parameter Kc+ and velocity vc+. This sector has the trivially self-duality of the Luttinger models,
which guarantees the existence of a dual CDW state for each SC state and vice versa. We will
denote this duality symmetry by Zc+2 .
Uniform SC phases: The bosonized expressions of Eq.(4.55a) and Eq.(4.55b) for the two uniform
SC order parameters ∆± imply that these operators may exhibit quasi long range order provided
that the c− sector is gapped such that the dual field θc− is pinned and its vertex operator cos(
√
piθc−)
has a nonzero expectation value. Thus, the uniform superconducting phase represented by ∆+
occurs whenever the fields lock to the classical values (θc−, φs−, φs+) = (0, 0, 0) or (θc−, φs−, φs+) =
(pi/2, pi/2, pi/2). Similarly, the uniform superconducting phase ∆− is stable whenever the fields lock
to the classical values (θc−, φs−, φs+) = (0, pi/2, pi/2) or (θc−, φs−, φs+) = (pi/2, 0, 0).
PDW phases: The PDW phase ∆˜+ occurs for (φc−, θs−, φs+) = (0, 0, 0) and (φc−, θs−, φs+) =
(pi/2, pi/2, pi/2), while the PDW phase ∆˜− occurs for (φc−, θs−, φs+) = (0, pi/2, pi/2) and (φc−, θs−, φs+) =
(pi/2, 0, 0). As it should, the order parameters ∆± and ∆˜± exhibit power law correlations due to the
contributions form the charge c+ sector. Comparing the bosonized expressions for ∆± and ∆˜± it
is clear that uniform SC phases and PDW phases are related by the combined dual transformation
below Zc−2 ×Zs−2 . In this system PDW phases occur in the presence of the relevant Umklapp process
which is only available at flux Φ = pi. This reason why PDW is absent for other values of the flux.
CDW phases: Similarly, the CDW phase n+ has quasi long range order if the field that now lock
are (φc−, φs−, φs+) = (0, 0, 0) or (φc−, φs−, φs+) = (pi/2, pi/2, pi/2), the phase n− for (φc−, φs−, φs+) =
(0, pi/2, pi/2) or (φc−, φs−, φs+) = (pi/2, 0, 0), the phase n˜+ for (θc−, θs−, φs+) = (0, 0, 0) or (θc−, θs−, φs+) =
(pi/2, pi/2, pi/2), and n˜− for (θc−, θs−, φs+) = (0, pi/2, pi/2) or (θc−, θs−, φs+) = (pi/2, 0, 0).
The diagram of Fig.4.6 illustrates the symmetry relations between various order parameters.
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(∆+,∆−) (n+, n−)
(∆˜+, ∆˜−) (n˜+, n˜−)
Zc+2 × Zc−2
Zc−2 × Zs−2 Zc−2 × Zs−2
Zc+2 × Zc−2
Figure 4.6: The relation between various uniform and staggered SC states and their CDW
counterparts present in the phase diagram of the model with the flux Φ = pi per plaquette.
4.6.3 Quantum phase transitions
The effective field theory of the ladder with flux Φ = pi given in Eq.(4.47) has many effective
parameters and coupling constants. We will not attempt to give a detailed description of this
theory here. Some important details are given in the appendices. In particular the RG equations
for the effective field theory are given in appendix C.2 and their solution for general couplings is
a complex problem. From the simpler case of the standard ladder we know that there is always a
regime in which the couplings flow to strong values. In the problem in hand, the strong coupling
fixed point is the spin gap regime. The situation is very similar here. Thus while there are regimes
in which some sectors can remain gapless, there is also a generic regime in which only one sector,
the charge c+ sector, remains gapless while all the other ones are massive.
Let us now look at the effective field theory under the assumption that the s+ sector is massive
(and hence φs+ is pinned). We will now examine in detail the dynamics of the two remaining sectors,
the charge sector c− and the spin sector s−. In this regime Eq.(4.47) reduces to the simpler system
(ignoring for now the decoupled and critical charge sector c+)
H =vc−
2
{
Kc−(∂xθc−)2 +K−1c− (∂xφc−)
2
}
+
vs−
2
{
Ks−(∂xθs−)2 +K−1s− (∂xφs−)
2
}
+ g∗s1 cos(
√
4piφs−) + g∗s2 cos(
√
4piθs−) + g∗5 cos(
√
4piφc−) + g∗u5 cos(
√
4piθc−)
+
cos(
√
4piθc−)
2(pia)2
[
g3 cos(
√
4piθs−) + g4 cos(
√
4piφs−)
]
+
cos(
√
4piφc−)
2(pia)2
[
gu3 cos(
√
4piθs−) + gu4 cos(
√
4piφs−)
]
(4.57)
where we absorbed the expectation values of the s+ sector in the effective coupling constants
g∗α = 2gα〈cos(
√
4piφs+)〉/(2pia)2, where gα = gs1, gs2, g5, gu5 respectively.
Let us consider the subspace defined by gs2 = g3 = gu3 = 0 in the parameter space. From the
RG equations it can be inferred that once we start with the this initial condition, the RG flow will
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remain on the same hypersurface defined by gs2 = g3 = gu3 = 0. In this regime luttinger parameters
Kc± and Ks± follow the RG equations below
dKc+
dl
= 0,
dKs+
dl
= −K
2
s+
8pi2
(g2s1 + g
2
5),
dKc−
dl
=
1
8pi2
(g24 + g
2
5)−
K2c−
8pi2
(g2u4 + g
2
u5),
dKs−
dl
= −K
2
s−
8pi2
(g2s1 + g
2
4).
The first equation states that the Luttinger parameter of the decoupled c+ sector does not renor-
malize. The second and the third equations state that Ks± renormalize to small values, Ks± → 0.
This means both s± sectors are opening up a gap such that the vertex functions of φs± will acquire
expectation values. The effective Hamiltonian when the for the regime where φs+ is pinned is
Hc−eff =
vc−
2
{
Kc−(∂xθc−)
2 +K−1c− (∂xφc−)
2
}
+
gc−θ
pi
cos(
√
4piθc−) +
gc−φ
pi
cos(
√
4piφc−) (4.58)
in which gc−θ = g4Cs+/(2pia) and gc−φ = gu4Cs+/(2pia) where Cs+ = 〈cos(
√
4piφs+)〉. This is the
same effective theory of Eq.(4.32) in section 4.4.5 except that it is written for the dual fields in the
charge c− sector (instead of the spin sector). It predicts existence of two distinct dual phases with
a phase transition in Ising critical class. The duality symmetry in the (4.58) will be denoted by
Zc−2 . It relates the state presented by SC operators ∆± to the states with the same parity presented
by n±. Similarly ∆˜± phases and n˜± are dual under Zc+2 × Zc−2 . Similar analysis holds in the s−
sector. The states with the same parity in (∆±, n˜±) and (∆˜±, n±) are dual under Zc+2 × Zs−2 .
On the other hand, if we assume that there is relation between some of the couplings (up to
restrictions imposed by the SU(2) spin invariance), we arrive to a system that can be solved by
refermionization. This is discussed in detail in appendix C.1. Depending on the relations between
the coupling constants the system may be in one of the phases we discussed above or be qunatum
critical. We find two types of quantum criticality. One possibility is an Ising quantum critical
where one of the Majorana fermions becomes massless. Clearly we have four choices for this. On
the other hand we also find a case in which two Majorana fermions become massless. In this case
the system has a quantum critical regime which can be described as an effective Luttinger model
coupled to a massive Thirring model. Away from the quantum critical regime, this system becomes
a theory of four coupled massive Majorana fermions.
4.7 Conclusions
In this paper we investigated the mechanisms of formation of pair-density-wave superconducting
order in quasi-one-dimensional systems. Although at present time, the existence and relevance of
the PDW state to the interpretation of experiments done on the cuprate superconductors can be
76
argued on purely phenomenological grounds, we know that this is not a state that is naturally
favored in a weak coupling BCS theory. The main motivation of this work is to investigate the
mechanisms of formation of PDW order. For this reason it is natural to examine how (and if) it
appears one- and quasi one-dimensional systems.
Here we investigate the occurrence of PDW phases in two models of two-leg ladders. In the
first model we reexamined the properties of the spin-gap phase of a model of a two-leg ladder in
the regime where the microscopic interactions are repulsive and showed that it includes a phase
with PDW order. Here we showed that within the repulsive regime, a PDW state exists provided
that one of the bands, the bonding band for example, is kept at half filling. We showed that in
this regime the phase diagram of the ladder has, in addition to a conventional Luttinger liquid
phase, two superconducting phases: a phase with uniform superconducting order (with power law
correlations) and a PDW phase, a superconducting state (again with power law correlations) but
with wave vector QPDW = pi. We also investigated the nature of the quantum phase transition
between these two superconducting states and showed that it is in the Ising universality class. We
discussed in detail the connections that exist between this system and the Kondo-Heisenberg chain.
In particular, much as in the case of the Kondo-Heisenberg chain, the PDW order parameter in the
two-leg ladder is a composite operators of two order parameters of the bonding and anti-bonding
bands which separately have only short range order. Thus this is a highly non-BCS realization
of PDW order. By extending the analysis to the case other commensurate fillings of the bonding
band, we showed that the state with PDW order arises in conjunction with the development of
a commensurate CDW state. In this sense this result embodies the notion of intertwined orders
proposed in Ref. [112].
We also investigated the existence of PDW phases in an extended Hubbard-Heisenberg model
on a two leg ladder with flux Φ per plaquette. We showed that commensurate PDW phases appears
in this system when the flux Φ = pi per plaquette. In contrast to the case of the conventional ladder,
this realization of PDW order in the flux Φ = ı ladder can be expressed as a bilinear of fermion
operators. In this sense this realization of the PDW state is closer in spirit to the construction of
FFLO states although in the problem at hand the spin rotational symmetry is kept unbroken at all
levels. PDW order also appears at other values of the flux but only when certain commensurability
conditions are met, just as it is the case in the conventional two-leg ladder.
There are still several interesting open questions. While the results of this work, and the earlier
results of Ref. [115], show how the pair-density-wave state arises together with a spin gap in a system
with repulsive interactions, the ordering wave vector we find is always commensurate. However there
is no reason of principle for the PDW ordering wave vector to be commensurate. The root of this
phenomenon is the magnetic mechanism of the PDW order which is present in both the two-leg
ladder and in the Kondo-Heisenberg chain. Indeed in both cases the ordering wave vectors of the
PDW and of the spin order (even though it becomes short ranged by the development of the spin
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gap) are the same. On the other hand, it is not possible to have incommensurate magnetic order
(even with power law correlations) in one dimension with full SU(2) spin rotational invariance.
Indeed it is known from work in frustrated one-dimensional systems that the incommensurate
magnetic state is preempted in one dimension by a dimerized state with a spin gap. Naturally, one
way around this problem is to consider systems with a weak magnetic anisotropy. At any rate the
construction of a system with incommensurate PDW order is an interesting open problem.
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CHAPTER 5
STRIPE PHASES AND DIMENSIONAL CROSSOVER
5.1 Introduction
Over the past few years substantial evidence, both experimental and theoretical, has accumulated
showing that the pseudogap regime of high Tc superconductors (HTSC) is related with to existence
of charge and/or spin ordered states, stripe phases that break translation symmetry in the con-
ducting layers, as well as uniform anisotropic nematic states (for reviews see [5, 147, 148, 10] and
references therein). In addition, homogeneous phases with “hidden order” involving some degree of
time reversal symmetry breaking have also been proposed for the pseudogap phase [149, 150]. An
important question in this field is to determine if these ordered phases either compete with or are
part of the mechanism of high Tc.
In principle, superconducting (SC) and charge/spin stripe orders can coexist or compete. For
instance, in a well developed SC (gapped) coupled to a weak charge density wave (CDW), the
CDW has little effect. Even deep in a d-wave SC, weak stripe order (a unidirectional CDW) does
not generally affect the low energy physics of the SC quasiparticles as its wave vector generally
does not span the nodal points [151, 152]. Yet, in a weak coupling BCS approach to both orders,
they usually (but not always) compete with each other, and the enhancement of one type of order
normally suppresses the other, and one has “competing orders” (see e.g. Ref. [153] and references
therein). However, recent work on stripe phases has provided a different perspective on this question
by showing that in a strongly correlated system inhomogeneous phases not only are unavoidable [7]
but may also be part of the mechanism of SC and, moreover, that there exists an optimal degree
of inhomogeneity at which the Tc is largest [11, 154].
In this work I will consider the problem of the interplay between SC and stripe phases of HTSC
and formulate an effective field theory of these competing/coexisting orders. I will use as a starting
point a strong coupling picture of a stripe phase in which this 2D ordered state is represented as a
quasi-1D system, an array of doped Hubbard-type ladders each in a Luther-Emery liquid, a phase
with a finite, and typically large, spin gap (denoted by ∆s) [155, 11]. There is extensive numerical
evidence for this assumption based, primarily, on density matrix renormalization group (DMRG)
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calculations of Hubbard and t− J models on up to seven leg ladders [133, 155, 156]. There is also
supporting analytic evidence for spin gap phases in doped ladders [45, 157] although the relation
between the parameters of the effective (bosonized) field theory thus derived and microscopic models
can only be reliably determined from numerics. In the low-energy regime these systems exhibit
spin-charge separation. Furthermore, for a broad range of doping, 0 ≤ x . 0.3, ladders with only
repulsive interactions have a spin gap but do not have a charge gap (provided x > 0) (for a review
see [155].) The states on the ladders represent the local high energy physics from which the low
energy 2D states arise. (These models can also be used to describe ladder materials [38]). Thus, the
resulting SC state is not the result of pairing in a system with preexisting quasiparticles. Instead,
the quasiparticles of the SC state are emergent low energy excitations.
Based on this strong coupling picture of the stripe phase I use bosonization methods to determine
the structure (and symmetries) of the effective low energy physics at scales well below the spin gap
and construct an effective field theory for the resulting 2D state, a problem that was has not
been addressed before. The power of this approach resides on the fact that allows the treatment
of the competing effects of the tendency of the system become a 2D superconductor and a 2D
charge ordered phase (a CDW). It turns out that, for a range of parameters, the system naturally
has an approximate (enlarged) symmetry, that includes both the SC and stripe orders, that has
far reaching consequences on the structure of the phase diagram. In particular, this approximate
symmetry allows us to establish the existence of an intermediate phase in the 2D system in which
CDW and SC orders coexist rather than being separated by a first order transition. This general
question was discussed earlier on using inter-ladder renormalization group (RG) methods [142, 158]
and inter-chain mean field theory (ICMFT)[159], suggesting (in both cases) that the transition (at
T = 0) is first order and that there is an associated bicritical point. In this paper we will show
that, instead, there is a phase in which SC and CDW coexist and that there is a tetracritical point
(both at T = 0 and at T > 0.)
This chapter is is organized as follows. In Section 5.2, I present a summary of the stripe model
including the inter-chain mean field approach to the problem of competing/coexisting SC and CDW
orders in the stripe phases. A symmetry based argument to determine the structure of the effective
field theory and its derivation in given in Section 5.3. The quantum and and thermal (classical)
critical behaviors are discussed in Section 5.4. I will close with a summary of results and extensions
in Section 5.5.
5.2 Stripe model and Inter-chain mean field theory
I consider an array of weakly coupled spin-gapped 1D systems with a gapless charge sector (“1CS0”)[41].
I will follow the construction of Refs. [142, 11]. The low energy Hamiltonian for an array of decou-
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pled ladders has the bosonized form
Hintra =
N∑
i=1
vc
2
∫
dx
{
Kc(∂xθc,i)
2 +
1
Kc
(∂xφc,i)
2
}
(5.1)
where i is the stripe label, Kc is the charge Luttinger parameter of each ladder; φi is the phase
field of the CDW along each ladder and θi are the SC phase fields of each ladder. I will ignore
other gapped degrees of freedom of the ladder as I am only interested in the physics below the
spin gap ∆s. The fields φi and θi are dual to each other, and satisfy the equal-time commutation
relations [φi(x), ∂xθj(x
′)] = iδijδ(x− x′). The SC and CDW order parameters on each ladder in a
spin gap phase are given by OSC(x) ∼ exp(i
√
2piθ(x)) and OCDW(x) ∼ exp(i
√
2piφ(x)), respectively.
DMRG studies of hole-doped ladder systems [131] showed that Kc is a function of doping x
with Kc → 2 as x → 0 to Kc → 1/2 as x → xc ' 0.3. In the presence of a spin gap the single
particle hopping is irrelevant. The leading relevant inter-stripe interactions are the Josephson and
CDW interactions [142, 158, 11, 154]
Hinter =
∑
〈i,j〉
∫
dx
{
Jsc
[
∆†j+1(x)∆j(x) + h.c.
]
+ Jcdw
[
Γ†j+1(x)Γj(x) + h.c.
]}
(5.2)
in which ∆ and Γ are singlet pairing (SC) and CDW operators. As we saw in chapter two, the
above Hamiltonian has the following bosonized form
Hinter =
∑
〈i,j〉
∫
dx
{
2µsc cos
[√
2pi (θc,i − θc,j)
]
+ 2µcdw cos
[√
2pi (φc,i − φc,j)
]}
(5.3)
in which
µsc = Jsc
( Cs
pia
)2
, and µcdw = Jcdw
( Cs
pia
)2
. (5.4)
Notice that I have used the seemingly wrong sign for the Josephson coupling (as it induces a pi
phase shift between neighboring ladders). However this is the natural sign for the coupling between
the CDW order parameters on neighboring ladders in order to minimize the energy for repulsive
inter stripe Coulomb interactions. I will refer to this as an “antiferromagnetic” sign. However,
since the two phase fields φj and θj are conjugate to each other (as required by their commutation
relations), it is possible to carry out a unitary transformation on the SC phase fields θj on every
other ladder (induced by the action of unitary operators involving only the CDW phase fields of the
same ladder) and map the problem to the one in which both interactions have a “ferromagnetic”
sign, and both phases want to lock-in without a pi phase shift. Thus, in this simple state in which
there is a spin gap on every ladder, the state associated with the sign alternation of a phase-density-
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wave [111, 113] is equivalent to one without the phase alternation. In contrast if both interactions
had a “ferromagnetic” sign from the outset (i.e. if the phases wanted to lock without a pi phase
shift) it is no longer possible to map the system to one in which both are “antiferromagnetic”. We
will see below that this makes an important difference to the form of the effective field theory.
In the spin gap regime, 0 ≤ x ≤ xc ' 0.3, the scaling dimensions of the CDW and Josephson
couplings of Eq.(5.3) is ∆SC = 1/Kc and ∆CDW = Kc respectively. Hence, both couplings are
relevant since their scaling dimensions satisfy ∆SC,CDW ≤ 2, with SC being more relevant than
CDW for x . 0.1 (where Kc = 1) and conversely for 0.1 . x . 0.3 (where ∆s → 0). Then, a
perturbative RG analysis of these two inter-stripe interactions, valid for Jsc and Jcdw sufficiently
small, shows that for 0 < x . 0.1 the system flows to a 2D (anisotropic) SC (with subdominant
CDW correlations) whereas for 0.1 . x . 0.3 it flows to an (anisotropic) crystal (a bidirectional
CDW, with subdominant SC correlations) suggesting a direct first order transition at x ∼ 0.1
[142, 11]. I will only consider nearest-neighbor inter-stripe interactions, as couplings for further
away stripes become small quickly (although they are just as relevant.) Inter-chain mean field
theory (ICMFT) [160, 155, 161] also found a direct SC-CDW first order transition [159]. ICMFT
yields a good qualitative picture of the dimensional crossover and, indeed, it has the correct asymp-
totic scaling as Jsc/cdw → 0 (see, e.g. Refs.[162, 155, 11]), predicting the critical temperatures
Tsc ∝ J
Kc
2Kc−1
sc , and Tcdw ∝ J 1/(2−Kc)cdw , respectively. Within ICMFT, close enough to the critical
temperatures Tsc and Tcdw, the order parameter is small and follows the critical behaviors [159, 29]
∆sc(T ) ∝ ∆sc(0)
(
1− TTsc
) Kc
4Kc−1
, and ∆cdw(T ) ∝ ∆cdw(0)
(
1− TTcdw
)1/(4−Kc)
. These results are
consistent with those of Ref. [155] for the case of Kc = 1/2 (weakly coupled Luther-Emery stripes),
which predicts a 2D SC phase with BCS-type scaling. The problem of the competition of SC and
CDW ordering was examined in considerable detail in Ref. [159] at the level of ICMFT, supple-
mented by a random phase approximation (RPA) analysis of fluctuation effects, and concluded that,
at this level of approximation, there is a direct first order transition from SC to CDW order at T = 0.
However, the problem of whether in the 2D system there is a direct SC-CDW first order tran-
sition (and an associated bicritical point) or a phase in which both order parameters coexist (con-
trolled by a tetracritical point) cannot be addressed at the level of ICMFT or within the quasi-1D
regime, and requires an RG analysis of the 2D problem. In answering this question, I take an
alternate route, and derive an effective field theory of the 2D system, and study it as a problem in
(quantum and thermal) critical phenomena.
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5.2.1 Inter-chain mean field theory: Single Phase Problem
At first I assume that I are at a regime in which one of the phases is much stronger than the
other one. Therefore we totally forget about the other interaction and continue the problem as
a single phase problem. Following Carlson et al. [155] we employ the Inter-chain Mean Field
Theory (ICMFT) and turn the problem into that of none-interacting individual chains with a new
effective Hamiltonian. We wil drive quantities as the gap size and critical temperature within this
approximation. We start with the superconducting phase and will discuss how to extract the result
of the other phase simply by flipping the luttinger parameter of the charge sector and replace µsc
with µcdw.
5.2.2 Superconducting ordered phase
For the moment let’s assume that the pair tunneling is the most relevant inter-chain interaction
and SC operator takes on nonzero expectation value 〈∆〉 6= 0 in the massive phase. Within this
assumption we have
〈∆(x)〉 = ∆sc e−i
√
2piθ0 (5.5)
in which ∆sc and θ0 are SC amplitude and SC phase respectively. Therefore the mean field Hamil-
tonian becomes
HJ
IMFT−−−−→ HMFJ = 2µθ
∑
j
∫
dx cos[
√
2pi(θj − θ0)] (5.6)
in which 2µθ = zµsc∆sc and I have shifted the field to θ → θ + θ0. Considering only the nearest
neighbor interactions we set z = 2. Therefor, after shifting and re-scaling the fields, the effective
hamiltonian for the charge sector reads as
Hc =
∫
dx
{
vc
2
[
(∂xθc)
2 + (∂xφc)
2
]− 2µθ cos(√ 2pi
Kc
θc
)]
(5.7)
which compared to the Sine-Gordon action [163],
ASG =
∫
d2x
{
1
16pi
(∂ϕ)2 − 2µ cosβϕ
}
, (5.8)
it turns out to be the hamiltonian corresponding to the Sine-Gordon theory for the dual field θc
with µ = µθ and β
2 = 1/(4Kc) < 1/2 (attractive regime). The spectrum of the SG model consists of
solitons and antisolitons (these particles coincide with the ”fundamental fermions” of the theory),
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and a number of soliton-antisoliton bound states often called breathers for β2 < 1/2
Bn, n = 1, 2 · · · < 1/ξ, where ξ = β
2
1− β2 . (5.9)
The mass spectrum of these bound states are mn = 2M sin(npiξ/2), where M is the soliton mass [34]
. The lightest of these bound states B1 coincide with the particle associated with the firld ϕ in
perturbative treatment of the QFT. The relation between the soliton mass M and the parameters
of the theory are given in Ref. [163],
µ = C(β)M2−2β
2
(5.10)
where the coefficient C(β) is
C(β) =
Γ (β2)
piΓ (1− β2)
[√
piΓ ( 12−2β2 )
2Γ ( β
2
2−2β2 )
]2−2β2
. (5.11)
Therefore
µθ = µsc〈cosβϕ〉 = C(β)M2−2β2 (5.12)
The other useful quantity to know is the vacuum expectation value of the exponential field eiαϕ
which is the exactly known at the semi classical limit β → 0 for αβ = const., and at β2 = 1/2,
the free fermion point, for arbitrary α [36]. One can find a proposed formula for the general
case in Ref. [20]. For the special case of α = β it can be evaluated by the obvious relation
〈eiβϕ〉 = − 12∂µf(µ) where f(µ, T ) is the specific free energy, f = − 1V logZ, which is also exactly
known [164, 165]. Here we just bring the final result,
∆sc = 〈cos(βϕ)〉T=0 = B(β)
C(β)
M2β
2
, where B(β) =
tan piβ
2
2−2β2
8(1− β2) (5.13)
combining equations (5.12) and (5.13) we have
M =
[
B(β)
C2(β)
µsc
]1/(2−4β2)
(5.14)
If we identify the mass of the solitons with the size of the gap, therefore we have
=⇒ ∆sc(0) ∝ vcΛ
(
zJscC2s
vc
) Kc
2Kc−1
, Kc > 1/2 (5.15)
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For Kc = 1/2, free fermion point, ∆sc has been shown to have BCS type relation [155]
∆sc(0) = 2vcΛ exp
(
− pivc
zJscC2s
)
(5.16)
which predicts an exponentially small gap which makes sense as the SC interaction becomes marginal
at Kc = 1/2. At temperatures close to Tc, yet away from it such that the MFT is still applicable,
one can use the fact that µ ∝ ∆sc → 0 and compute ∆sc = 〈cos(
√
2piK−1c θc)〉 in powers of µ,
〈cos(
√
2pi
Kc
θc)〉 −→ 〈cosβϕ〉 = 1
Z
∫
Dϕ e−S cosβϕ, (5.17)
in which
S =
∫ βT
0
dτ
∫
dx
[
1
16pi
(∂ϕ)2 − 2µ cosβϕ
]
= S0 − µA, (5.18)
where is the action of the free theory and
A = 2
∫ βT
0
dτ
∫
dx cosβϕ =
∫ βT
0
dτ
∫
dx
[
eiβϕ(τ,x) + e−iβϕ(τ,x)
]
. (5.19)
This path integral can be calculated perturbatively as power series in µ as
Z =
∫
Dϕe−S0+µA = Z0
[
1 +
µ2
2!
〈A2〉0 + · · ·
]
(5.20)
where 〈· · · 〉0 means averages are taken with µ set to zero, free theory, and we have used the fact
that 〈cosβϕ(x1) · · · cosβϕ(xn)〉0 = 0 for odd integers n.
〈A2〉0 =
∫ βT
0
dτ1dτ2
∫ ∞
−∞
dx1dx2
〈 [
eiβϕ(τ1,x1) + e−iβϕ(τ1,x1)
] [
eiβϕ(τ2,x2) + e−iβϕ(τ2,x2)
] 〉
0
= 2
∫ βT
0
dτ1dτ2
∫ ∞
−∞
dx1dx2〈eiβϕ(τ1,x1)e−iβϕ(τ2,x2)〉0
= 2βTV Gˆ2(T )
(5.21)
where Gˆ2(T ) is the Fourier transform of the imaginary-time finite-temperature Green function
G2(τ, x;T ) = 〈Tτeiβϕ(τ,x)e−iβϕ(0,0)〉,
Gˆ2(T ) =
∫ βT
0
dτ
∫
dxG2(τ, x;T ) = D2(β)(
pi
βT
)4β
2−2 (5.22)
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in which
D2(β) =
∫ pi
0
dv
∫ ∞
−∞
du
1[
sinh2 u+ sin2 v
]2β2 = piΓ ( 12 − β2)Γ (β2)2Γ ( 12 + β2)Γ (1− β2) (5.23)
For the free theory G2(τ, x;T ) is given by
1
G2(τ, x;T ) = 〈Tτeiβϕ(τ,x)e−iβϕ(0,0)〉0 =
( piβT )
4β2[
sinh2( pixβT ) + sin
2( piτβT )
]2β2 (5.24)
The final result for Z up to the third order in µ is
Z = Z0
[
1 + βV G2(T )µ
2 + · · · ] (5.25)
Similarly we have
∆sc = 〈cosβϕ〉 = 1
Z
∫
Dϕe−S0 cosβϕ (1 + µA+ · · · ) = G2(T )µ+ 1
2
G˜4(T )µ
3 + · · · (5.26)
in which G˜4(T ) =
1
2
[
G4(T )− 2βV G22(T )
]
and
Gˆ4(T ) =
∫ β
0
d3τ
∫
d3xG4(τ1, τ2, τ3, x1, x2, x3;T ). (5.27)
is the space and time average value of the four point correlation functions of the SC operator in
free theory. Therefore consistency equation reads as
2µ = 2µsc
[
G2(T )µ+
G4(T )− 2βV G22(T )
2
µ3 + · · ·
]
(5.28)
This equation can be further simplified to
1 = µscG2(Tc)
[
1− TcG
′
2(Tc)
G2(Tc)
(1− T
Tc
)− G4(Tc)− 2βV G
2
2(Tc)
2G2(Tc)
µ2 + · · ·
]
(5.29)
where we have expanded Gˆ2(T ) around T = Tc up to second order,
G2(T ) = G2(Tc)−G′2(Tc)(Tc − T ) + · · ·
1Finite temperature or finite length Green’s functions can be computed with different methods such as
Mode Expansion [166], Path Integral [134], and Conformal Field Theory [80].
86
in order to find Tsc we note that µθ → 0 as T → Tsc, therefore
1 = µscG2(Tc) =⇒ Tc = 1
pi
(D2(β)µsc)
1/(2−4β2)
=
1
pi
[
C2D2
B
]1/(2−4β2)
∆c(0) (5.30)
hence the final result for the mean field value of SC critical temperature Tc is
=⇒ Tsc ∝ ∆sc(0) ∝
(
zJSCC2s
vc
) Kc
2Kc−1
(5.31)
The β dependent coefficient in (5.30) can be simply calculated. It is interesting to note that the
final result Tsc ≈ 0.57 ∆sc(0) at Kc = 1/2 is in agreement with the result of Ref. [155]. From
dimensional analysis one can conclude that
G4(T )− βV G22(T ) := 2D4(β)(
pi
β
)8β
4−6 (5.32)
Moreover, form Eqn. (5.22) we have
G′2(T )
G2(T )
= 4β2 − 2 (5.33)
Therefore the limit of Eqn. (5.29) for T → T−sc is
(4− 2β2c )(1−
T
Tsc
)− D4(β)
D2(β)
(
pi
β
)4β
2−4µ2 = 0 (5.34)
µ = C(β)M2−2β
2
(T ) =
[
D2
D4
(4− 2β2)
]1/2
(piTsc)
2−2β2
(
1− T
Tsc
)1/2
(5.35)
from which one can infer the following relation for the MFT value of the size of the gap
=⇒ ∆sc(T ) ∝ ∆sc(0)
(
1− T
Tsc
)Kc/(4Kc−1)
, T ∼= Tsc (5.36)
which again agrees with the result of Ref. [155] for Kc = 1/2.
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5.2.3 CDW Ordered Phase
One can use the self duality of the theory and extract the corresponding relations for the gap,
critical temperature, and critical exponent for CDW case. The results are
∆cdw(0) ∝ Tcdw ∝
(
zJcdwC2s
vc
)1/(2−Kc)
, Kc < 2, (5.37)
∆cdw(T ) ∝ ∆cdw(0)
(
1− T
Tcdw
)1/(4−Kc)
, T ∼= Tcdw. (5.38)
5.2.4 Inter chain mean field treatment of the coexistance/competition of SC and
CDW phases for Kc = 1
The hamiltonian for the full interacting theory at Kc = 1 reads as
Hc =
∑
i
{vc
2
[
(∂xφi)
2 + (∂xθi)
2
]− 2µcdw cos[√2pi(φi+1 − φi)]− 2µsc cos[√2pi(θi+1 − θi)]} (5.39)
Let’s assume that at this point CDW and SC phases coexists together. In other words 〈cos(√2piφc)〉
and 〈cos(√2piθc)〉 are both none zero. Just as the case for Sc phase, we apply the inter-chain mean
field theory again. doing so we are led to the following effective Hamiltonian for each individual
chain,
Heff =
∫
dx
{
1
2
[
(∂xφc)
2 + (∂xθc)
2
]
−2µφ cos(
√
2piφc)− 2µθ cos(
√
2piθc)
}
(5.40)
where
µθ =
zJscC2s
pi2
〈cos(
√
2piθc)〉 µφ = zJcdwC
2
s
pi2
〈cos(
√
2piφc)〉 (5.41)
An analysis of Hamiltonian of this type at the regime µθ = µφ has been already done by Lecheminant
and Gogolin [144] in the context of Heisenberg spin chains. Here we follow the same path but for
general values of the the couplings. For the sake of simplicity, lets assume that µθ, µφ > 0. For
negative values of the couplings, one needs to shift the corresponding field by the amount 2pi.
Hamiltonian with both cos(
√
2piφ) and cos(
√
2piθ) terms, as discussed in the second chapter, show
up in the analysis of quantum spin chains with staggered magnetization along the y-axis [144].
Therefore at the level of inter-chain mean field theory, the problem of competing/coexisting SC
and CDW in stripe phases can is equivalent to the spin problem with staggered external field. To
make this more clear we notice that non-trivial phases of the s = 1/2 spin-chain system can be
described in terms of the dimerization and the Neel order parameter. The bosonized expression for
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these operators, as we discussed in the second chapter, are given by
(−1)x/an(x) = λ
pia
cos(
√
2piφs)
and
(−1)x/aN = λ
pia
(
− sin(
√
2piθs), cos(
√
2piθs), sin(
√
2piφs)
)
.
in which λ is a non-universal constant. The kinetic part of the Hamiltonian and the dimerization
operator are invariant under the spin SU(2) rotations while Neel order parameter N rotates as a
vector. Consider a 90-degree rotation along the x-axis such that the staggered magnetic field is
rotated from the y-axis to the z-axis. In the new basis the interacting Hamiltonian reads as
Heff-int → µθ sin(
√
2piϕ˜) + µφ cos(
√
2piϕ˜) = µ cos(
√
2piϕ˜− α/2) (5.42)
in which
µθ = µ cos(α/2) and µφ = µ cos(α/2) (5.43)
Upon a simple shift of the variable ϕ˜ = ϕ+ α/
√
8pi, the Hamiltonian reads as
Heff[φ, θ] → Heff[ϕ, ϑ] =
∫
dx
{
1
2
[
(∂xϕ)
2 + (∂xϑ)
2
]− 2µ cos(√2piϕ)} , (5.44)
which is nothing the Hamiltonian of the Sin-Gordon theory for the field ϕ. Therefore the Hamilto-
nian with the cosine terms of both fields is mapped to a single SG theory Hamiltonian. In particular
the cos terms are transformed as
cos(
√
2piφ)→ cos(
√
2piϕ˜) = cos(α/2) cos(
√
2piϕ)− sin(α/2) sin(
√
2piϕ) (5.45a)
cos(
√
2piθ)→ sin(
√
2piϕ˜) = sin(α/2) cos(
√
2piϕ) + cos(α/2) sin(
√
2piϕ) (5.45b)
sin(
√
2piφ)→ − cos(
√
2piϑ˜/2) = − cos(
√
2piϑ) (5.45c)
sin(
√
2piθ)→ − sin(
√
2piϑ˜) = − sin(
√
2piϑ) (5.45d)
Therefore using the relation above, the calculation of the matrix elements and correlation functions
of the system governed by the Hamiltonian Heff can be done in terms of similar elements in the
corresponding Sine-Gordon theory. In particular
〈cos(
√
2piφ)〉 = cos(α/2)〈cos(
√
2piϕ)〉 (5.46a)
cos(
√
2piθ) = sin(α/2)〈cos(
√
2piϕ)〉 (5.46b)
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where we have used 〈cos(√2piϑ)〉 = 0 for Sine-Gordon theory. Moreover consider the following
correlation functions,
Gθ(τ, x) := 〈Tτe−i
√
2piθ(τ,x)ei
√
2piθ(0,0)〉 (5.47a)
Gφ(τ, x) := 〈Tτe−i
√
2piφ(τ,x)ei
√
2piφ(0,0)〉 (5.47b)
in which τ = it is the imaginary time and Tτ denotes the imaginary-time-ordered product. In terms
of the transformed field, these correlation functions are
Gφ(τ, x) = cos
2(α/2)Gϕ(τ, x) + sin
2(α/2)Gϑ(τ, x) (5.48a)
Gθ(τ, x) = sin
2(α/2)Gϕ(τ, x) + cos
2(α/2)Gϑ(τ, x) (5.48b)
where Gϕ and Gϑ are corresponding GFs in the new basis. Analytical expressions as well as short
and long distance behavior of Gϑ and Gϕ can be found in appendices at the end of this chapter.
Here I just repeat the main results. The first non-trivial term of the form factor expansion for Gϑ
is
Gϑ(τ, x) =
Z1(0)
pi
K0(M
√
τ2 + x2) (5.49)
where K0(x) is the ν = 0 modified Bessel function of the second kind, τ = it is the imaginary time,
and Z1(0) is a normalization constant defined at the appendices. Moreover Gϕ has been calculated
analytically for which long and short distance behavior reads as
1
Z1/2
gϕ(τ, x) ∝ [ln(ρ)]2 , ρ→ 0 (5.50a)
1
Z1/2
gϕ(τ, x)− 1 ∝ e
−2ρ
ρ
+ · · · , ρ→∞ (5.50b)
in which ρ = M
√
x2 − t2 for (x2 − t2) > 0.
There is yet one more non trivial correlation function Gθ−φ(x, τ) defined as
Gθ−φ(τ, x) := 〈Tτei
√
2piθ(τ,x)e−i
√
2piφ(0,0)〉 (5.51)
which in terms of ϑ and ϕ can be expressed as
Gφ−θ(τ, x) = cos(α/2) sin(α/2) [Gϕ(τ, x)−Gϑ(τ, x)] (5.52)
In a simple Sin-Gordon theory, where only one of the cos(
√
2piφ) and cos(
√
2piθ) terms are present,
this correlation function vanishes trivially. Hence Gφ−θ(τ, x) is a good measure of the mixture of
SC and CDW in a phase where SC and CDW coexist.
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Mean field consistency check : It is time to run a consistency check on the predictions of the
ICMFT in the possible coexistence region. To this end let’s compare the results of Eqn. (5.46) with
that of Eqn. (5.41) and (5.43);
µθ/µφ = tan(α/2) = (Jsc /Jcdw) tan(α/2) (5.53)
The consistency relation above holds true for α = 0 which implies a phase with only CDW order
(Jsc = 0), and similarly for α = pi which implies a SC phase (Jcdw = 0). Moreover for Jsc = Jcdw,
the consistency equation turns into an identity independent of α. In this regime the IMFT prediction
of the size of the gap, the critical temperature, and the critical exponent are given by
M ∝ Tc ∝ JC
2
s
vc
, ∆(T ) ∝ ∆(0)
(
1− T
Tc
)1/3
(5.54)
Interestingly enough, the variable α, at the ICMFT consistent point Jsc = Jcdw, is an arbitrary
parameter. If this variable considered to represent a quantum field theory, the fluctuations of α
will suppress the average CDW and SC fields and the critical temperature down to zero. This has
been considered as an argument supporting the first order phase transition at Kc = 1 [159]. As we
will see soon, the correct treatment of the problem reveals much more sophisticated structure for
the phase diagram.
5.2.5 Possibility of higher period stripe phases
Tracing back what has been done under IMFT, one sees that it has been implicitly assumed that
〈cos(φ/2)〉 and 〈cos(θ/2)〉 are the same for both adjacent chains. In an attempt to save IMFT for
Jsc 6= Jcdw, considering the fact that we have only considered nearest neighbor interactions, one
might try to loosen this assumption and see if the theory is still self consistent. In other words we
assume that the transverse discrete symmetry is broken into a symmetry with a period twice as big
as before. Repeating almost the same path one ends up with the following set of self consistency
equations,
µθ = Jsc 〈cos(θ¯/2)〉 −→ µ sin(α/2) = Jsc 〈cos(ϕ¯/2)〉 sin(α¯/2) (5.55a)
µφ = Jcdw〈cos(φ¯/2)〉 −→ µ cos(α/2) = Jcdw〈cos(ϕ¯/2)〉 cos(α¯/2) (5.55b)
µ¯θ = Jsc 〈cos(θ/2)〉 −→ µ¯ sin(α¯/2) = Jsc 〈cos(ϕ/2)〉 sin(α/2) (5.55c)
µ¯φ = Jcdw〈cos(φ/2)〉 −→ µ¯ cos(α¯/2) = Jcdw〈cos(ϕ/2)〉 cos(α/2) (5.55d)
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where variables with no bar correspond to even-number indexed chains and the ones with bar
correspond to the odd-number indexed chains. It is easy to see that the above set of equations
is again a consistent set of equations only if Jsc = Jcdw. Therefore the possibility of having a
signature of broken transverse translational symmetry within the IMFT is ruled out and again
IMFT is consistent only if Jsc = Jcdw.
5.3 Effective Field Theory
In the regime where the SC/CDW competition is strongest, i.e. near the self-dual point (SDP) at
Kc = 1, both the SC and CDW interactions have the same scaling dimension ∆SC = ∆CDW = 1,
and hence must be treated on an equal footing. Under duality, θi ↔ φi and Kc ↔ K−1c , and at
Kc = 1 the Hamiltonian H = Hintra +Hinter of the 2D system is exactly self-dual (if the inter-stripe
couplings are equal). Moreover, at Kc = 1 the system has a (dynamical) SU(2) symmetry, a feature
reproduced by ICMFT [159]. The chiral fields on each ladder φR/L = (θ ± φ)/2 can be used to
define three chiral current operators
JzR,L ∼ ∂xφR,L, J±R,L ∼ exp
(
±i2
√
2piφR,L
)
(5.56)
each with scaling dimension 1, which generate an SU(2)1 Kac-Moody algebra independently for the
right and left moving degrees of freedom [80]. We will see below that at Kc = 1 SU(2)R × SU(2)L
is also a symmetry of the full 2D Hamiltonian, Eqs. (5.1) and (5.3), provided the inter-stripe
couplings are equal. This symmetry is broken down to U(1)R×U(1)L both away from Kc = 1 and
by unequal couplings. The total interacting Hamiltonian, H = Hintra + Hinter is invariant under
global U(1)R × U(1)L (chiral) symmetries. In the absence of inter-stripe couplings these global
symmetries turn into sliding symmetries [142, 158]. We note that the Hamiltonian in Eq.(5.1) at
Kc = 1 also represents the continuum limit of quantum Heisenberg antiferromagnetic chains. With
some caveats discussed below, our results will also be relevant to the case of an array of such spin
chains weakly coupled to one another.
Let us now derive first an effective field theory in 2 + 1 dimensions in the regime in which these
SC and CDW maximally compete with each other. Hence the effective field theory will have, to
zeroth-order, an SU(2) × SU(2) symmetry that will be explicitly broken down to U(1) × U(1).
In spirit, this approach is reminiscent to the phenomenological SO(5) theory [167] although the
microscopic origin of the symmetry is quite different. Provided Kc ' 1, it is possible to treat
the symmetry breaking terms in a controllable fashion. To do this we begin by using the fact
that, at Kc = 1, the effective Hamiltonian of each ladder (j = 1, . . . , N), Eq.(5.1), has a well
known equivalent representation in terms of an SU(2)1 Wess-Zumino-Witten model (WZW) whose
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Hamiltonian density is [51, 80, 143]
Hj = 2pivc
3
3∑
a=1
(
: Jaj,R(x)J
a
j,R(x) : + : J
a
j,L(x)J
a
j,L(x) :
)
(5.57)
where the (normal ordered) products involve the right and left moving currents Jaj,R(x) and J
a
j,L(x)
(a = 1, 2, 3), the three generators of two SU(2)1 chiral Kac-Moody algebras. Away from Kc = 1
there are symmetry-breaking (SU(2)R × SU(2)L → U(1)R × U(1)L) intra-stripe couplings of the
form
HSBintra ∼ w
∑
j
[
: Jzj,R(x)J
z
j,L(x) : + : J
z
j,L(x)J
z
j,R(x) :
]
(5.58)
with w → 0 is Kc → 1, as well as inter-stripe (generally anisotropic) current couplings [142]. As
shown in Refs.[142, 158], sufficiently strong and long-ranged inter-stripe current-current interactions
can turn the inter-stripe SC and CDW interactions RG irrelevant and lead to the low-energy fixed
point of the sliding TLL (or smectic liquid). We will focus here, however, with the opposite case,
i.e., that of dominant SC and CDW inter-stripe interactions.
The WZW model is a non-linear sigma model (NLSM) in 1 + 1 dimensions whose degree of
freedom is a field g(x) that takes values on a (compact) Lie group, SU(2) in this case. The action
of the WZW models for each stripe is [51]
SkWZW[g] =
k
8pi
∫
d2x tr
(
∂µg†∂µg
)
+
k
12pi
∫
B
d3x αβγ tr
(
g†∂αg g†∂βg g†∂γg
)
where k is the level of the Kac-Moody algebra; here we are interested in the case SU(2)1 and k = 1.
The second term in Eq.(5.59) is the WZW term, where B denotes a 3D solid sphere whose boundary
S2 is 1 + 1 dimensional space-time. The SU(2)-field g and (φ, θ) fields are related by
gσσ′ ∼
(
e−i
√
2piφ −ei
√
2piθ
e−i
√
2piθ ei
√
2piφ
)
(5.59)
The (combined) inter-stripe terms in the Hamiltonian density now take the form
Hinter = −J+
∑
j
tr
{
g†j (x)gj+1(x)
}
− J−
∑
j
tr
{
g†j (x)σzgj+1(x)σz
}
(5.60)
where σz is the diagonal Pauli matrix, and we have defined the couplings J± = JSC ± JCDW .
Notice that for J− = 0 the 2 + 1-dimensional system still enjoys an SU(2) × SU(2) symmetry,
which is broken down to U(1)×U(1) when J− 6= 0. In addition, away from Kc = 1, the intra-stripe
Hamiltonian has additional terms of the form tr(∂µg
†σz∂µgσz) that also break the symmetry down
to U(1)× U(1).
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Depending on the signs of J±, the inter-stripe couplings favor ordered phases in 2+1 dimensions
in which the SU(2)-valued matrix field g is either uniform across the system or changes sign (i.e
be staggered by an element of the Z2 center of the group SU(2)) from one stripe to the next. In
a (relatively) recent paper, Senthil and Fisher [168] discussed the behavior of an array of antifer-
romagnetic quantum Heisenberg model in the quasi-1D regime and proposed a description of that
system which is similar in spirit to the one we use here for the stripe state in the spin gap regime.
One important difference is that in the Senthil-Fisher the SU(2) group is associated with the spins
which, in the 1D limit, have quasi-long range antiferromagnetic commensurate order with wave
vector pi. As a result, in Ref.[168] the interchain coupling has the form tr(gigi+1) + h.c. that breaks
the symmetry to a single global SU(2) symmetry. This coupling favors a staggered order in which g
alternates with g† between neighboring chains. In the problem we discuss here this form of coupling
is not allowed by gauge invariance (in the case of the SC order) and by translation invariance (in
the case of CDW order). As we will see below this leads to some differences in the structure of the
effective field theory.
The derivation of the effective field theory in 2+1 dimensions proceeds in two stages, e.g. along
the lines discussed early on by Aﬄeck and Halperin [162]. In the quasi-1D limit the leading relevant
operators are the inter-stripe couplings shown in Eq.(5.60). In the 1D limit at the SU(2) invariant
system (with Kc = 1), in the absence of the inter-stripe interactions, the low energy physics is
controlled by the WZW fixed point [51], an infrared stable fixed point at a finite value of the NLSM
coupling constant. At the WZW fixed point the inter stripe operators have scaling dimension 1,
strongly destabilize the fixed point of the WZW model, and favor 2 + 1-dimensional ordered states
at which the field g picks up a non-vanishing expectation value. In the presence of the “internal
anisotropy” terms that break SU(2)×SU(2)→ U(1)×U(1) the resulting ordered phases correspond
to 2D SC, 2D CDW and possibly coexistence phases (which is the main question we address here).
After this initial step of quasi-1D renormalization, the system becomes coarse-grained and flows
to a full 2 + 1-dimensional theory with the proper symmetries, with an effective field theory of
the form of a relativistic-like 2 + 1-dimensional NLSM. The effective theory is generally spatially
anisotropic and also has terms “internal” anisotropy terms. However, the infrared unstable (quan-
tum critical) fixed point of the 2 + 1-dimensional NLSM occurs at a finite value of the NLSM
effective coupling constant and, hence, cannot be accessed perturbatively from the quasi-1D regime
(at least not in a controllable way). Thus, derivations of the effective theory based on naive gradient
expansions of the quasi-1D Hamiltonian must be regarded as being only suggestive (at best) of the
structure of the effective field theory near the quantum critical point. Nevertheless it is possible to
use the powerful constraints of locality and symmetry to write down the structure of the effective
field theory. This is the approach we use here. With one significant caveat concerning the role of
topology (that we will discuss below), the spatial anisotropies discussed above lead to redundant
operators whose effects can be taken into account by a suitable re-scaling of the spatial coordinates
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and time. In contrast, the internal anisotropy terms play a key role. In what follows we will work
in imaginary time.
For reasons of clarity we find it useful to represent the SU(2)-valued matrix field g in terms of
a four-component vector Na (a = 0, 1, 2, 3) that takes values on the three-sphere S3, i.e. Na =
1
2 tr(gσ
a), where we have used the basis of Hermitian 2 × 2 matrices, σ0 = I and the three Pauli
matrices for a = 1, 2, 3. The four-component field Na satisfies the constraint N2 = 1, and as such
takes values on S3.
Given these symmetry requirements, the only allowed effective action of the effective field theory
in 2 + 1 dimensions is that of an O(4) NLSM. Ignoring for the moment spatial anisotropies and
internal anisotropy terms, the effective Lagrangian is
L0[N ] = 1
2g0
(∂µN)
2 (5.61)
where µ = 0, 1, 2 label time and the two spatial coordinates respectively. The bare value of the
effective coupling constant g0 of the NLSM in 2 + 1 dimensions has units of (length)
−1. Its value
is essentially given by the geometric mean of the (suitably dimensionalized) coupling constant of
the WZW model, 1/(4pia0) (where a0 is the stripe spacing) and the inter-stripe coupling J+. This
value of g0 will be substantially modified by renormalization effects.
The competition/coexistence of SC and CDW orders can be now be discussed by considering
the effects of operators that break the large SU(2)× SU(2) symmetry down to U(1)× U(1). The
symmetry lowering arises from (i) a finite asymmetry in the bare values of the SC and CDW
couplings, JSC/CDW 6= 0, and (ii) a departure from the SDP as Kc − 1 6= 0. Up to spatially
anisotropic gradient terms that we will omit for now, we obtain the following effective Lagrangian
Leff [N ] = 1
2g0
(∂µN)
2 − w ∂µNaOab∂µNb − h˜ NaOabNb
(5.62)
where a, b = 0, 1, 2, 3. In Eq.(5.62) the second term with coupling constant w ∼ Kc−1 parametrizes
the departure from the SDP, the third term with coupling constant h˜ ∼ J− describes the unequal
couplings between CDW and SC order parameters, and O is a fixed matrix that breaks SU(2) ×
SU(2)→ U(1)× U(1).
There is still one more operator that can be part of the effective action that needs to be con-
sidered: the topological charge Qtop defined by
Qtop[N ] =
1
12pi2
∫
d3x µνλabcd Na∂µNb∂νNc∂λNd (5.63)
Qtop[N ] is an integer, a topological invariant that classifies the non-trivial maps of the 2 + 1-
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dimensional Euclidean space-time (compactified to S3) to the target manifold of the O(4) NLSM
which is also isomorphic to S3. In the language of homotopy theory these maps are classified by
Π3(S
3) ' Z. Since the system at hand is time-reversal invariant, the only allowed topological term
in the effective (Euclidean) action must have the form Stop = ippiQtop[N ], where p ∈ Z. Since
Qtop[N ] is also an integer, such a topological term has an effect only for p odd.
5.4 Classical and Quantum Critical Behavior
5.4.1 T = 0
We begin the discussion of quantum criticality by considering the role of the topological term.
Terms of this type play a crucial role in 1D spin-1/2 quantum Heisenberg antiferromagnets [169],
also described by an SU(2)1 WZW model [170]. Extensions to higher dimensional antiferromagnets
have also been proposed before and examined in some detail [171, 172, 173, 168], but never in the
context of stripe phases in superconducting systems. Particularly relevant here is the work of Senthil
and Fisher [168] who discussed this same effective field theory in the context of the quantum phase
transition from a 2D Ne´el antiferromagnetic state to a four-fold degenerate valence bond solid (VBS)
state on a square lattice, which has been conjectured to be controlled by a deconfined quantum
critical (DQC) point [174]. The topological excitations that carry a non-trivial winding number
Q[N ] are monopole (“hedgehog”) configurations in 3D Euclidean space- time, the instantons of this
theory. Contrary to their 2D cousins, the Euclidean action of instantons of 3D NLSMs is linearly
divergent and hence are suppressed throughout the ordered phase. Nevertheless, within the DQC
scenario they are still argued to play a key role both at the quantum critical point and in the
quantum disordered phase (which becomes a topological phase). However, the analysis of Ref.[168]
shows that the 3D DQC fixed point is unstable to the effects of spatially anisotropic perturbations,
such as the ones we have in this theory, and becomes inaccessible. The resulting effective field
theory of our system is then the anisotropic NLSM of Eq.(5.62) but without the topological term
which becomes an irrelevant operator at the accessible fixed point.
Having determined the form of the effective field theory we can proceed to study its quantum
and classical critical behaviors. The analysis of the phase diagram can now be determined using
well established methods of (classical and quantum) critical phenomena and, in particular, of mul-
ticritical phenomena. At this new, more conventional, fixed point spatial anisotropies become mild
redundant operators and their presence no longer affect the critical behavior. We will see now
that the effective action of Eq.(5.62) will allow us to find a answer to the problem of SC/CDW
competition vs. coexistence, both at T = 0 and at T > 0. A summary of the results is presented
in the phase diagrams shown in Fig.5.1 and Fig.5.2.
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We thus have a 2 + 1-dimensional NLSM with symmetry breaking fields. By power counting
we see that the third term in Eq.(5.62) is the most relevant perturbation. From this point of
view the problem of the CDW/SC competition is conceptually similar to other problem in which
there is a partial breaking of the internal symmetry, e.g. the spin flop transition in magnets. This
point of view will give us the solution of the problem. The critical behavior obeyed by this system
must be approached either by means of a) a 2 +  expansion of the NLSM (here 2 means 1 + 1
Euclidean space-time dimensions), or b) a 4− expansion of the associated Landau-Ginzburg-Wilson
(LGW) theory, usually known as φ4 field theory (again, here 4 means 3 + 1 Euclidean space-time
dimensions). Although we already have the problem expressed as a NLSM we will have to use the
4−  expansion approach. The reason is that the 4−  expansion of the φ4 has a property known as
Borel-summability which allows for an accurate determination of its critical exponents directly in
D = 3 Euclidean space-time dimensions (see, e.g. Ref.[175]). In contrast, the conceptually simpler
2 +  approach has poor convergence properties and has never been successfully used to compute
exponents in D = 3 even for the simplest NLSM.
For this reason we will replace the NLSM effective action for the field N with O(4) symmetry
by a theory with the same symmetries but in which the constraint of the NLSM is replaced by a
suitable potential. Let us denote by Nφ the upper two (CDW) components and Nθ the lower two
(SC) components of the four-component scalar field N , respectively. In this form we are describing
the breaking of O(4) → O(2) × O(2). This is a particular case of the breaking of O(n) down to
O(n1)×O(n2), with n = n1 +n2, that has been studied in detail in the literature. It was originally
studied to one-loop order in the 4 −  expansion by Kosterlitz et al [176], and was more recently
reexamined by Calabrese et al [177] who used a five loop 4−  expansion with Borel resummation
and were able to determine the critical behavior in D = 3 with high precision.
The resulting LGW Lagrangian (or “free energy density”) has the form
L[ ~Nφ, ~Nθ] =1
2
(
∂µ ~Nφ
)2
+
1
2
(
∂µ ~Nθ
)2
+
1
2
rφ ~N
2
φ +
1
2
rθ ~N
2
θ
+
1
4!
uφ
(
~N2φ
)2
+
1
4!
uθ
(
~N2θ
)2
+
2
4!
w ~N2φ
~N2θ
(5.64)
As usual, rφ and rθ measure the departure from the (classical or mean field) critical point; r =
(rθ + rφ)/2 qualitatively plays the role of the coupling constant g0 of the NLSM, h˜ = (rθ − rφ)/2
of the symmetry breaking field, and uθ, uφ and w are four coupling constants that parametrize the
potential. For u = uθ = uφ = w the quartic terms have O(n) symmetry. Notice also that in this
form the spatial anisotropies can always be absorbed by a suitable rescalings of the coordinates and
fields.
Below 4 dimensions, the free field (Gaussian) fixed point is always unstable. Kosterlitz et
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al. [176] showed that theories of these type can describe either a bicritical point (the endpoint of a
line of direct first order transitions between the two phases with order parameters ~Nφ and ~Nθ) or
a tetracritical point (the endpoint of a region of phase coexistence of the two order parameters).
They also showed that when the bicritical scenario holds, the fixed point associated with the critical
endpoint has maximal symmetry, O(n). In the tetracritical scenario, the O(n) fixed point is unstable
and two possibilities arise for the endpoint: a) either it is a decoupled fixed point (DFP) at which
the O(n1)×O(n2) theory is effectively decoupled (w → 0), or b) its is a biconical fixed point (BFP)
at which the O(n1)×O(n2) has a non-trivial coupling w∗.
The one-loop analysis of Kosterlitz et al. [176] predicts a tetracritical point with a DFP for some
sufficiently large value of n > 4, and a bicritical point for the spin-flop transition O(3)→ O(2)×Z2.
However, the one-loop results are unable to resolve the case of interest here, O(4)→ O(2)×O(2).
On the other hand, the five-loop results of Calabrese et al. [177] show without ambiguity that in
D = 3 the O(4)→ O(2)×O(2) theory has a tetracritical point and not a bicritical point as the O(4)
invariant fixed point is unstable. However, the five-loop results do not have sufficient accuracy to
distinguish between a tetracritical point controlled by a DFP or by a BFP. Nevertheless, regardless
of this technical issue, this analysis predicts the existence of a phase in which the SC and CDW
order parameters coexist at T = 0. This is shown in the schematic phase diagram of Fig.5.1 as the
phase labeled by SC + CDW. The relative strength of the SC and CDW order parameters varies
continuously across this phase as the magnitude (and sign) of the coupling h˜ to the symmetry
breaking field varies. (The broken line in Fig.5.1 is not a phase transition and denotes the manifold
with higher symmetry). All the phase boundaries are in the universality class of the 3D classical
XY model (i.e. the O(2) Wilson-Fisher fixed point in D = 3). Whether the tetracritical point
is governed by a different coupled fixed point (BFP) or a decoupled one (DFP) is not presently
established.
We end this subsection by discussing briefly the extension of this analysis to a stripe phase
in 3D. For simplicity we will assume that the stripe phase consists of a stack of 2D stripe phases
and, hence, that the order parameter theory is the same as in 2D. Much of the analysis above here
follows here too. The main difference is that the effective field theory is now in D = 4 Euclidean
space-time dimensions. In this case the O(4) NLSM does not have a topological term to begin with.
In D = 4 Euclidean space-time dimensions the free-field (Gaussian) fixed point is marginally stable
and the classical (mean field) results are correct up to logarithmic corrections to scaling. In this
case there is clearly a phase in which SC and CDW orders coexist. The resulting phase diagram in
3D at T = 0 has the same topology as in Fig.5.1.
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a b c
Figure 5.1: (color online) Schematic phase diagram for a 2D stripe phase at T = 0: g0 is the
coupling constant of the O(4) NLSM and h˜ is the anisotropy. Here we assumed that the
tetracritical point is a decoupled fixed point. (See text for details.)
5.4.2 T > 0
We now turn to the phase diagram at finite temperature, T > 0. It is not possible to replace the
NLSM by the LGW theory in 2D at finite temperature, since in 2D there is a drastic difference
in the thermal critical behavior of the system if it is fine-tuned to have the larger O(4) symmetry
from where it has a lower O(2)×O(2) symmetry. (Recall that topological terms do not play a role
in the thermal critical behavior as they always contain time derivatives of the fields.) (This was
already emphasized by Carr and Tsvelik [159].) In both cases there is no long range order in 2D as
required by the Mermin-Wagner theorem. However, the critical temperature of the O(4)-invariant
classical 2D NLSM is zero and it is in a classically disordered phase at all T > 0, as shown in the
schematic phase diagrams of Fig.5.2 (a-c).
Away from the O(4) symmetric theory, i.e. for h˜ 6= 0, there are phase transitions at finite T > 0.
Since the symmetry is now reduced to O(2)×O(2) these are, generically Kosterlitz-Thouless (KT)
transitions. At a fixed value of the NLSM coupling g0 and anisotropy h˜ different sequences of phase
transitions take place. Some details of the phase diagram depends on whether the T = 0 quantum
phase transition is described by a DFP or a BFP. In general there are three situations, shown in
the phase diagrams of Fig.5.2 (a-c).
In Fig. 5.2 (a) we depict the case in which at T = 0 the isotropic O(4) NLSM is quantum
disordered, g0 > gc, corresponding to line c in the T = 0 phase diagram of Fig.5.1. For some range
of anisotropy h˜ the system remains disordered at all temperatures. At some critical anisotropy
h˜(g0) there is a T = 0 quantum phase transition to a SC or a CDW phase (depending on the sign
of h˜), which is in the universality of the 3D XY classical model. For T > 0 this transition becomes
a KT transition and the SC (or the CDW phase depending of the case) has power law correlations
and not long range order. Here we assumed that either the T = 0 tetracritical point is a DFP or,
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TSC CDW
KT KT
3D XY model
Disordered phase
h˜
(a) T > 0, g0 > gc
T
h˜
SC CDW
KTKT
(b) T > 0, g0 = gc
T
h˜
SC CDW
SC + CDW
(c) T > 0, g0 < gc
Figure 5.2: (color online) Schematic T > 0 phase diagrams for a 2D stripe state as a function of
the anisotropy h˜ of the O(4) NLSM for values of the coupling constant g0 corresponding to the
lines labeled by a, b and c in Fig.5.1. See text for details.
in the case of of a BFP, that g0 is above the region of the SC+CDW coexistence phase.
In Fig.5.2 (b) we depict the case in which g0 = gc (the QCP of the O(4) NLSM), line b in Fig.5.1.
Tc = 0 only for h˜ = 0. The situation depicted in the figure assumes that the T = 0 tetracritical
point is again of the DFP type and hence, that as h˜ increases (in magnitude) one does not enter
the coexistence phase, but instead the SC phase (or CDW depending of the case) which undergoes
a KT transition to the high temperature phase.
Finally, in Fig.5.2 (c) we have the case g0 < gc, line a in Fig.5.1. Once again we have Tc = 0 at
h˜ = 0 as we are in 2D. As a function of h˜ (at fixed T ) one enters first the SC (or CDW) phase (with
power law correlations, once again). There is a range of h˜ in which the coexistence phase appears
(with KT transitions at both ends) and eventually a KT transition to the high temperature phase.
Let us finally discuss, briefly, the finite temperature behavior of the 3D stripe state. The main
change compared to the 2D case is that the O(4) symmetric NLSM has now a finite temperature
transition, in the universality class of the 3D O(4) Wilson-Fisher fixed point. Hence, although Tc
for the O(4) NLSM is lower than that of the system with a lower O(2)×O(2) symmetry, it is not
suppressed down to T = 0 as in 2D. The 3D case has a phase diagram with a more conventionally
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SC CDWSC + CDW
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3D XYTCP
Figure 5.3: (color online) Schematic T > 0 phase diagrams for a 3D stripe state as a function of
the anisotropy h˜ of the O(4) NLSM for values of the coupling constant g0 < gc. The thermal
transitions are 3D XY and the T = 0 transitions are 4D XY. TCP labels the tetracritical point.
See text for details.
looking tetracritical point.
5.5 Discussion
In this paper we have considered the problem of competition and coexistence of SC and CDW orders
in stripe models of strongly correlated systems (e.g. weakly coupled ladders in the spin gap regime).
We have shown that the natural effective field theory in the 2 + 1-dimensional regime is a spatially
anisotropic O(4) NLSM with additional interactions that break the symmetry down to U(1)×U(1).
We examined the quantum and thermal critical behaviors of this system. In the quantum regime
we used the φ4 version of this theory (i.e. the Landau-Ginzburg-Wilson theory) with O(4) global
symmetry explicitly broken down to U(1) × U(1). Using relatively recent high precision five loop
results (improved with Borel-Pade´ resummation of the  expansion) by Calabrese et al. [177] we
showed that there is a phase in which SC and CDW orders coexist and that this phase transition is
controlled by a tetra- critical point (likely of the decoupled type). Our results for the quantum and
thermal phase diagrams (and phase transitions) are summarized in the Figures 5.1, 5.2, and 5.3. It
is worth noting that our RG phase diagrams are essentially the same irrespective of the sign of the
CDW and SC couplings: we can map one problem onto the other by translating the (θi, φi) fields in
equation (5.3) by pi on all odd-numbered stripes. Thus this analysis also describes quantum phase
transitions in a spin-gapped version of the pair-density-wave (PDW) state, a phase in which charge
and SC orders are intertwined [111, 112, 113, 178].
We end by noting that our results are also applicable to the problem of a two dimensional
array of weakly coupled spin-1/2 Heisenberg antiferromagnetic spin chains. As shown by Senthil
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and Fisher [168], a super-spin representation used by SF for the O(4) NLSM describing Ne´el and
VBS order parameters for this problem is identical to that employed here for us for the problem of
coupled stripes. The SC and CDW couplings in the stripe problem correspond to couplings between
the Ne´el and VBS order parameters respectively on nearest neighbor spin chains, while departures
from Kc = 1 in our problem of stripes correspond to departures from the Heisenberg point to the
XXZ model. Thus, our results suggest that in the problem of coupled spin-1/2 chains, there is also
a phase in which Ne´el and columnar VBS orders coexist, ending at a tetracritical point. Within the
coexistence region, the VBS singlet order must have spin triplet excitations. Further, the spatially
isotropic O(4) NLSM theory of Refs.[174, 173] for the competition of Ne´el and VBS orders in the
case of the 2D spin-1/2 Heisenberg antiferromagnetic system admits a deconfined quantum critical
fixed point at which an anisotropy in the nearest neighbor Ne´el and VBS couplings is a relevant
operator; the UV stable fixed point reached is the anisotropic O(4) NLSM studied here. It is
important to note, however, that our O(4) symmetric theory does not have deconfined topological
excitations. As we have seen, for (Jsc ,Jcdw) > 0, the competing orders are uniform SC and CDW
respectively, while for (Jsc ,Jcdw) < 0,the orders are staggered SC (period-2 pair density wave
state) and CDW respectively. In the equivalent spin problem, these two cases correspond to the
competition between antiferromagnetic Ne´el vs. staggered columnar VBS orders and ferromagnetic
vs. uniform columnar VBS orders respectively.
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APPENDIX A
RENORMALIZATION GROUP ANALYSIS OF AN
IMPURITY POTENTIAL
Let us consider the low-energy theory of a one-dimensional CDW state on the infinite line H =
Hc +Hs, where
Hc =
vc
16pi
∫ ∞
−∞
dx
[
1
K2c
(
∂xΦc
)2
+K2c
(
∂xΘc
)2]
, (A.1)
Hs =
vs
16pi
∫ ∞
−∞
dx
[
1
K2s
(
∂xΦs
)2
+K2s
(
∂xΘs
)2]− gs
(2pi)2
∫ ∞
−∞
dx cos Φs. (A.2)
We want to study the effect of an impurity potential at position x = 0, which in bosonized form
reads
Vimp = λ
∫ ∞
−∞
dx δ(x) cos
(
Φc
2
)
cos
(
Φs
2
)
. (A.3)
As the spin sector in the bulk is massive, we have
〈
cos(Φs/2)
〉 6= 0, which implies that at low energies
we can approximate cos
(
Φc/2
)
cos
(
Φs/2
)
in (A.3) by
〈
cos
(
Φc/2
)〉
cos
(
Φs/2
)
+cos
(
Φc/2
)〈
cos
(
Φs/2
)〉
.
Thus in the charge sector we get a boundary sine-Gordon model [143]. For K2c < 2 the impurity
scattering potential scales to strong coupling. Hence as long as the interactions are not too at-
tractive the field Φc gets pinned at the boundary, Φc(0) = 0. This in turn induces an impurity
contribution in the gapped spin sector
Vimp,s = λ
〈
cos
(
Φc(0)
2
)〉 ∫ ∞
−∞
dx δ(x) cos
(
Φs
2
)
. (A.4)
If one analyzes the bulk and boundary cosine terms in the resulting impurity model (A.2) and
(A.4) simultaneously, the leading order renormalization group equations are given by the scaling
dimensions of the perturbing operators
dgs
dl
= 2
(
1−K2s
)
gs,
dλ
dl
=
(
1− K
2
s
2
)
λ. (A.5)
As long as K2s > 2/3 the boundary term grows more rapidly than the bulk term. Assuming that it
reaches the strong-coupling regime first leads to the pinning of the spin field Φs(0) = 0. This cuts
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the chain in two half-lines and we obtain the model (3.9)–(3.12).
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APPENDIX B
CALCULATION OF THE GREEN FUNCTION FOR A 1D
MOTT INSULATOR AT THE PRESENCE OF THE
BOUNDARY
B.1 Charge sector
The Green function (3.13) factorizes into a product of correlation functions in the spin and charge
sectors. For example, using the bosonization identities (3.4) and (3.5) the 2kF -component G
RL
σσ′ can
be written as
GRLσσ′(τ, x1, x2) = −
1
2pi
〈
e−
i
2φc(τ,x1) e−
i
2 φ¯c(0,x2)
〉
c
〈
e−
i
2 fσφs(τ,x1) e−
i
2 fσ′ φ¯s(0,x2)
〉
s
. (B.1)
Both correlation functions have to be determined in the presence of the boundary at x = 0. The
charge part is calculated below using a standard mode expansion [78], the spin part will be calculated
in App. B.2.
In order to obtain the correlation functions in the charge sector we first bring the Hamiltonian
(3.10) to standard form by rescaling the fields as Φc → KcΦc, Θc → Θc/Kc. The charge parts of
the operators (3.4) and (3.5) then become
exp
(
± i2φc(τ, x)
)
→ eipisc/4 exp
(
± i2c φc(z)
)
exp
(
± i2s φ¯c(z¯)
)
(B.2)
exp
(
± i2 φ¯c(τ, x)
)
→ eipisc/4 exp
(
± i2s φc(z)
)
exp
(
± i2c φ¯c(z¯)
)
(B.3)
where we have already used (B.7) and assumed −L < x < 0. The constants are parameterized via
s = sinh ξc and c = cosh ξc with Kc = e
ξc . The complex coordinates are defined as z = vcτ − ix,
z¯ = vcτ + ix. The charge part of the Green function can hence be obtained from the four-point
function 〈
eiβ1φ¯c(z¯1) eiα1φc(z1) eiα2φc(z2) eiβ2φ¯c(z¯2)
〉
UHP
, (B.4)
where α1,2, β1,2 ∈ R, z1 = vcτ − ix1 and z2 = −ix2 lie in the upper half-plane.
We calculate (B.4) from the mode expansions for the chiral fields φc and φ¯c. These are obtained
by first noting that the fields Φc and Θc have to satisfy the equations of motion vc∂xΘc = −i∂τΦc
and ∂τΘc = ivc∂xΦc as well as the boundary conditions Φc(x = 0) = Φc(x = −L) = 0. The
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semi-infinite system is obtained by taking L→∞. This yields the mode expansions
Φc(τ, x) = − x
L
Πˆ0 + i
∞∑
n=1
sin npixL√
npi
(
bn e
−npivcτ/L − b†n enpivcτ/L
)
, (B.5)
Θc(τ, x) = Θˆ0 − i vcτ
L
Πˆ0 +
∞∑
n=1
cos npixL√
npi
(
bn e
−npivcτ/L + b†n e
npivcτ/L
)
, (B.6)
where the zero-mode operator Πˆ0 has the discrete spectrum 2pim, m ∈ Z, and
[
Θˆ0, Πˆ0
]
= 8pii,[
bm, b
†
n
]
= 8pi δmn. The mode expansions for the chiral fields are easily obtained via φc = (Φc+Θc)/2
and φ¯c = (Φc −Θc)/2. Their commutation relations are
[
φc(τ, x), φ¯c(τ, x
′)
]
=

0 , x = x′ = 0,
4pii , x = x′ = −L,
2pii , else,
(B.7)
as well as
[
φc(τ, x), φc(τ, x
′)
]
= −[φ¯c(τ, x), φ¯c(τ, x′)] = 2pii sgn(x− x′) , where sgn(0) = 0. Similar
mode expansions were obtained in Refs. [78]. Given the mode expansion it is straightforward to
calculate the four-point function (B.4). We find
〈
eiβ1φ¯c(z¯1) eiα1φc(z1) eiα2φc(z2) eiβ2φ¯c(z¯2)
〉
UHP
=
Cδα1+α2,β1+β2 (z1 − z2)2α1α2 (z¯1 − z¯2)2β1β2
(z¯1 − z1)2α1β1(z¯1 − z2)2α2β1(z1 − z¯2)2α1β2(z2 − z¯2)2α2β2 ,
(B.8)
where C ∈ R is a constant which we set to one throughout this manuscript. This result implies
Eq. (3.16). The finite-temperature correlation functions are obtained [103, 80] by mapping (B.8)
onto a cylinder of circumference vc/kBT .
B.2 Spin sector
The calculation of the correlation functions in the spin sector relies on the integrability of the sine-
Gordon model on the half-line. We use the boundary state formalism introduced by Ghoshal and
Zamolodchikov [19, 71] together with a form-factor expansion based on form factors obtained by
Lukyanov and Zamolodchikov [36]. The analogous expansion for the quantum Ising model has been
analyzed in Ref. [89]. We will first discuss the general formalism and then derive (3.17).
B.2.1 Boundary state formalism and form-factor expansion
Let us consider the sine-Gordon model (3.11) in the half-plane (τ, x), τ ∈ R, −∞ < x ≤ 0. The
boundary is located at x = 0 and τ denotes imaginary time (τ = it). The Hilbert space of states
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associated with the semi-infinite line τ = const., −∞ < x ≤ 0, is denoted by Hb. We obtain the
Euclidean action in its standard form by rescaling the fields according to Φs → Φ′s = Φs/Ks and
Θs → Θ′s = KsΘs. The action of the sine-Gordon model with a boundary is then given by [19] (we
set vs = 1)
SbsG = 1
16pi
∫
dτ
∫ 0
−∞
dx
[(
∂τΦ
′
s
)2
+
(
∂xΦ
′
s
)2 − 4gs
pi
cos
(
KsΦ
′
s
)]
− gb
∫
dτ cos
(
Ks
2
(
Φ′s
∣∣
x=0
− Φ0s/Ks
))
,
(B.9)
where gs, gb and Φ
0
s are free parameters. (We use the conventions 0 < Ks < 1, the action as given
in Ref. [19] is obtained by another rescaling of the fields by
√
8pi.) The cases gb = 0 and gb → ∞
correspond to free and fixed boundary conditions, respectively. We stress that in the case of fixed
boundary conditions Φ′s(x = 0) = Φ
0
s/Ks implies Φs(x = 0) = Φ
0
s in the original system (3.11). As
was conjectured by Ghoshal and Zamolodchikov [19] and shown independently [72] by MacIntyre
and Saleur, Skorik and Warner, the classical sine-Gordon model on the half-line (B.9) possesses
infinitely many integrals of motion and is hence integrable.
We start by summarizing some results for the bulk sine-Gordon model, i.e. the theory without
boundary. In the repulsive regime (Ks > 1/
√
2) a basis of the Hilbert space H is given by scattering
states of solitons and antisolitons
|θ1, . . . , θn〉a1,...,an = Z†a1(θ1) . . . Z†an(θn) |0〉 , an,...,a1〈θn, . . . , θ1| = 〈0|Zan(θn) . . . Za1(θ1), (B.10)
where ai = ±1 and |0〉 is the ground state in absence of a boundary. Solitons and antisolitons
are created by the operators Z†−(θ) and Z
†
+(θ). They are characterized by a topological U(1)
charge −1 and 1, respectively, while their energy and momentum are parametrized in terms of
the rapidity θ by E = ∆ cosh θ and P = ∆ sinh θ. The dependence of the soliton mass ∆ on the
bare parameters in the action was obtained in Ref. [163]. We note that in the attractive regime
(Ks < 1/
√
2) breather (soliton-antisoliton) bound states occur as well. The operators Za and Z
†
a
fulfill the Faddeev–Zamolodchikov algebra [34, 179]
Za1(θ1)Za2(θ2) = S
b1b2
a1a2(θ1 − θ2)Zb2(θ2)Zb1(θ1),
Z†a1(θ1)Z
†
a2(θ2) = S
b1b2
a1a2(θ1 − θ2)Z†b2(θ2)Z
†
b1
(θ1), (B.11)
Za1(θ1)Z
†
a2(θ2) = 2piδ(θ1 − θ2)δa1a2 + Sb2a1a2b1 (θ1 − θ2)Z
†
b2
(θ2)Zb1(θ1).
Here Sb1b2a1a2(θ) is the two-particle scattering matrix, which was derived in Refs. [35, 180]. The
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unitarity condition reads Sc1c2a1a2(θ)S
b1b2
c1c2 (−θ) = δb1a1δb2a2 . Its non-vanishing elements are
S++++(θ) = S
−−
−−(θ), S
+−
+−(θ) = S
−+
−+(θ), S
+−
−+(θ) = S
−+
+−(θ), (B.12)
for which explicit expressions can be found for example in Ref. [85]. At the LEP (Ks = 1/
√
2) the
scattering matrix simplifies to Sb1b2a1a2(θ) = −δb1a1δb2a2 , while in the spin symmetric case (Ks = 1) one
has [87]
S++++(θ) = S0(θ) ≡ −
Γ
(
1 + iθ2pi
)
Γ
(
1
2 − iθ2pi
)
Γ
(
1− iθ2pi
)
Γ
(
1
2 +
iθ
2pi
) , S+−+−(θ) = − θθ − ipi S0(θ), S+−−+(θ) = − ipiθ − ipi S0(θ).
(B.13)
We note that the Faddeev–Zamolodchikov algebra (B.11) is invariant under the unitary transfor-
mation Za(θ)→ eiϕZa(θ), which changes the basis of scattering states. In terms of the basis states
(B.10) the resolution of the identity reads
id = |0〉 〈0|+
∞∑
n=1
1
n!
∑
{ai}
∫ ∞
−∞
dθ1 . . . dθn
(2pi)n
|θn, . . . , θ1〉an,...,a1a1,...,an〈θ1, . . . , θn| . (B.14)
The boundary can be introduced[19] as an infinitely heavy, impenetrable particle B sitting at
x = 0. The ground state in presence of the boundary can then be represented as |0b〉 = B |0〉.
Scattering of elementary excitations off the boundary is encoded in the relations
Z†a(θ)B = R
b
a(θ)Z
†
b (−θ)B, (B.15)
where the functions Rba(θ) are the single-particle reflection amplitudes. In order to preserve inte-
grability, the boundary reflection matrix R(θ) has to satisfy a number of conditions which were
discussed in Ref. [19]. At the LEP and for Dirichlet boundary conditions Φs(τ, x = 0) = Φ
0
s ,
0 ≤ Φ0s < pi in the original system (3.11), it is given by [86]
R±±(θ) = −
cosh
(
ipi4 ± iΦ
0
s
2 +
θ
2
)
cosh
(
ipi4 ± iΦ
0
s
2 − θ2
) , R∓±(θ) = 0. (B.16)
For pi/2 ≤ Φ0s the reflection amplitude R++ possesses a simple pole in the physical strip 0 ≤ Im θ ≤
pi/2, which indicates the existence of a boundary bound state. The overall sign of the reflection
matrix is fixed by the requirement −i Res[R±±(θ), θ = ±i (Φ0s∓pi/2)] = −2 cos Φ0s > 0, see App. B.2.5
below. Explicit representations of R for general Ks can be found in Refs. [19, 87, 88]. For Ks = 1
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and Φ0s = 0 one finds in particular
R±±(θ) = −
Γ
(
1 + iθ2pi
)
Γ
(
1
2 − iθpi
)
√
pi Γ
(
1− iθ2pi
) 2 ipi θ (cosh θ
2
+ i sinh
θ
2
)
, R∓±(θ) = 0. (B.17)
The vanishing of the off-diagonal amplitudes R∓±(θ) = 0 is a consequence of fixed boundary condi-
tions and holds for general Ks.
Our aim is to calculate the time-ordered two-point function
C(τ, x1, x2) = 〈0b| Tτ O1(τ, x1)O2(0, x2) |0b〉 . (B.18)
Here the time-dependence of the operators is given by Oi(τ, x) = e
τHb Oi(0, x) e
−τHb , where Hb is
the Hamiltonian of the system in the presence of the boundary (3.11). Given that in the Euclidean
formalism τ and x are interchangeable one may equally well designate x to be the “Euclidean
time”. In this picture the equal-time section is the infinite line, x = const, −∞ < τ <∞, and the
associated Hilbert space H is that of the corresponding bulk theory. The boundary at x = 0 now
appears as an initial condition which is expressed in terms of a “boundary state” |B〉. It was shown
by Ghoshal and Zamolodchikov [19] that the correlation function (B.18) can be expressed as
C(τ, x1, x2) = e
−ipi2
∑
i s(Oi)
〈0| TxO1(τ, x1)O2(0, x2) |B〉
〈0|B〉 . (B.19)
Here s(Oi) denotes the Lorentz spin of the operator Oi, Tx is the x-ordering operator, which orders
the largest xi to the right, and |0〉 ∈ H is the ground state of the model on the infinite line. The
spin-dependent phase factor is due to the rotation in Euclidean space; it was for example observed in
the Green function of the Ising model with a boundary magnetic field [89]. As we have interchanged
space and time and x is running from 0 to −∞ in the new framework, the τ - and x-dependence of
operators Oi(τ, x) is now given by
Oi(τ, x) = e
−xH e−iτP Oi(0, 0) eiτP exH , (B.20)
where H is the Hamiltonian of the system on the infinite line −∞ < τ < ∞, and P is the total
momentum.
The boundary state, which encodes all informations on the boundary condition, is given by
|B〉 = exp
(
1
2
∫ ∞
−∞
dξ
2pi
Kab(ξ)Z†a(−ξ)Z†b (ξ)
)
|0〉 , (B.21)
where Kab(ξ) = Rba¯(ipi/2− ξ). For example, the boundary reflection amplitudes K stated in (3.18)
and (3.35) are directly obtained from (B.16) and (B.17). For general Ks the amplitude K
ab satisfies
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the boundary cross-unitarity condition [19]
Kab(ξ) = Sabcd (2ξ)K
dc(−ξ). (B.22)
Furthermore, for fixed boundary conditions we have K±±(ξ) = 0.
Below we calculate the spin part of the Green function (B.1) using the boundary formalism
presented above. Specifically we will evaluate the correlation function (B.19), where the operators
O1,2 are the soliton-creating and -annihilating operators e
± i2φs and e±
i
2 φ¯s respectively. We define
the n-particle form factor of an arbitrary operator O as
fOa1,...,an(θ1, . . . , θn) = 〈0|O |θ1, . . . , θn〉a1,...,an = 〈0|OZ†a1(θ1) . . . Z†an(θn) |0〉 . (B.23)
The form factors have to satisfy a set of relations, the so-called form-factor axioms [81, 83, 84], which
we state for completeness in App. B.2.2. As the operators e−
i
2φs and e
i
2 φ¯s create one soliton, their
respective form factors (B.23) vanish unless
∑
i ai = −1. The form factors containing up to three
particles were derived by Lukyanov and Zamolodchikov [36]. In our conventions the single-particle
form factors are given by
〈0| e− i2φs |θ〉− =
√
Z1 e
ipi8 eθ/4, 〈0| e i2 φ¯s |θ〉− =
√
Z1 e
−ipi8 e−θ/4, (B.24)
where the normalization constant Z1 (not to be confused with the Faddeev–Zamolodchikov opera-
tors Z±(θ) and Z
†
±(θ)) depends on Ks and can be found in Ref. [36]. Evaluation at the LEP yields
Z1 ≈ 3.32052 ∆5/8 whereas at the SU(2) invariant point one finds Z1 ≈ 0.921862 ∆1/2. The three-
particle form factors are known in terms of contour integrals, which can be explicitly evaluated at
the LEP:
〈0| e− i2φs |θ1, θ2, θ3〉−−+
〈0| e i2 φ¯s |θ1, θ2, θ3〉−−+
 = −i
√
Z1
2
e±i
pi
8 e±(θ1+θ2−θ3)/4
sinh θ1−θ22
cosh θ1−θ32 cosh
θ2−θ3
2
. (B.25)
The three-particle form factors for other orderings of the U(1) indices can be easily obtained using
the scattering axiom stated in App. B.2.2.
The correlation functions to be calculated below contain matrix elements with incoming and
outgoing particles,
a1,...,an〈θ1, . . . , θn|O |ξm, . . . , ξ1〉bm,...,b1 , (B.26)
which possess kinematical poles whenever θi = ξj and ai = bj . These matrix elements can be
decomposed into a “connected” and “disconnected” contributions. The latter are characterized by
the appearance of terms like δ(θi − ξj), signaling that some of the particles do not encounter the
operator O in the process described by the matrix element. We deal with these terms following
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ideas by Smirnov [81] that allow us to analytically continue form factors. Let
−→
A = {θ1, . . . , θn}
with θ1 < θ2 < . . . < θn and
←−
B = {ξm, . . . , ξ1} with ξm > ξm−1 > . . . > ξ1 denote two sets of
ordered rapidities and introduce the notations
Z[
−→
A ]a1...an ≡ Za1(θ1)Za2(θ2) . . . Zan(θn), (B.27)
Z†[
←−
B ]bm...b1 ≡ Z†bm(ξm)Z
†
bm−1(ξm−1) . . . Z
†
b1
(ξ1). (B.28)
Now let A1 and A2 be a partition of A, i.e. A = A1 ∪ A2, where A1 contains n(A1) = n − k
rapidities. As a consequence of the Faddeev–Zamolodchikov algebra we have
Z[
−→
A ]a1...an = S(
−→
A |−→A1)c1...cna1...an Z[
−→
A2]c1...ck Z[
−→
A1]ck+1...cn , (B.29)
where S(
−→
A |−→A1) is the product of two-particle scattering matrices needed to rearrange the order
of Faddeev–Zamolodchikov operators in Z[
−→
A ] to arrive at Z[
−→
A2]Z[
−→
A1]. For example, if
−→
A =
{θ1, . . . , θ4} and −→A1 = {θ2, θ3} it is given by
S(
−→
A |−→A1)c1...c4a1...a4 = δc4a1 Sc2c4a2b (θ2 − θ4)Sc3ba3a4(θ3 − θ4). (B.30)
Similarly we have
Z†[
←−
B ]bm...b1 = Z
†[
←−
B1]dm...dl+1Z
†[
←−
B 2]dl...d1 S(
←−
B1|←−B )dm...d1bm...b1 . (B.31)
Finally we define
δ[
−→
A,
←−
B ] a1...an
bm...b1
= δnm
n∏
j=1
2piδajbjδ(θj − ξj). (B.32)
We are now in the position to analytically continue matrix elements as
〈0|Z[−→A ]a1...an OZ†[
←−
B ]bm...b1 |0〉 =
∑
A=A1∪A2
B=B1∪B2
S(
−→
A |−→A1)c1...cna1...an S(
←−
B1|←−B )dm...d1bm...b1 δ[
−→
A2,
←−
B2] c1...ck
dl...d1
×〈0|Z[−→A 1 + i0]ck+1...cn OZ†[
←−
B 1]dm...dl+1 |0〉. (B.33)
Here the sum is over all possible ways to break the sets A and B into subsets and
−→
A 1 + i0 means
that all rapidities in A1 are slightly moved into the upper half-plane. Similarly, we could choose to
analytically continue to the lower half-plane
〈0|Z[−→A ]a1...an OZ†[
←−
B ]bm...b1 |0〉 =
∑
A=A1∪A2
B=B1∪B2
dA2(O)S(
−→
A |−→A2)c1...cna1...an S(
←−
B2|←−B )dm...d1bm...b1 δ[
−→
A2,
←−
B2] c1...ck
dl...d1
×〈0|Z[−→A 1 − i0]ck+1...cn OZ†[
←−
B 1]dm...dl+1 |0〉. (B.34)
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The factor dA2(O) is due to a possible semi-locality of the operator O with respect to the funda-
mental fields creating the excitations [96, 81, 83, 84]. If we use the operators O±0 defined in (B.37)
as fundamental fields and denote the mutual semi-locality factor of O and O±0 by l±(O), it is given
by
dA(O) =
n(A)∏
i=1
lai(O) ⇒ dA2
(
e−
i
2φs
)
=
k∏
i=1
e−i
pi
2 ai , dA2
(
e
i
2 φ¯s
)
=
k∏
i=1
ei
pi
2 ai . (B.35)
The remaining matrix elements in (B.33) and (B.34) can be evaluated using crossing
〈0|Z[−→A 1 ± i0]ck+1...cn OZ†[
←−
B 1]dm...dl+1 |0〉 = ck+1,...,cn
〈
θik+1±i0, . . . , θin±i0
∣∣O ∣∣ξjm , . . . , ξjl+1〉dm,...,dl+1
= dA1(O)Cck+1ek+1 . . . Ccnen f
O
ek+1,...,en,dm,...,dl+1
(θik+1 +ipi±iηik+1 , . . . , θin+ipi±iηin , ξjm , . . . , ξjl+1),
(B.36)
where Cab = δa+b,0 is the charge conjugation matrix and ηi → 0+. The analytic continuation of
general matrix elements (B.26) with arbitrary orders of the rapidities can be obtained using the
scattering axiom (see below).
B.2.2 Form-factor axioms
For completeness we state here the used form-factor axioms. We follow Delfino [84]. The n-particle
form factor of an arbitrary operator O was defined in (B.23). We use the local bosonic fields
O±0 (τ, x) = exp
(
∓ 1
4Ks
∫ τ
−∞
dτ ∂x Φ
′
s(τ, x)
)
, (B.37)
as fundamental fields for the creation of solitons and antisolitons. The corresponding creation and
annihilation operators are Z†±(θ) and Z±(θ) introduced in (B.10). The form-factor axioms read:
1. The form factors fOa1,...,an(θ1, . . . , θn) are meromorphic functions of θn in the physical strip
0 ≤ Im θn ≤ 2pi. There exist only simple poles in this strip.
2. Scattering axiom:
fOa1,...,ai,ai+1,...,an(θ1, . . . , θi, θi+1, . . . , θn)
= Sbibi+1aiai+1(θi − θi+1) fOa1,...,bi+1,bi,...,an(θ1, . . . , θi+1, θi, . . . , θn),
with the scattering matrix S
bibi+1
aiai+1(θi−θi+1). At the free-fermion point it is given by Sb1b2a1a2(θ) =
−δb1a1δb2a2 .
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3. Periodicity axiom:
fOa1,...,an(θ1 + 2pii, θ2, . . . , θn) = la1(O) f
O
a2,...,an,a1(θ2, . . . , θn, θ1),
where l±(O) is the mutual semi-locality factor between the operator O and the fundamental
fields O±0 . In particular, we have l±(e
− i2φs) = ∓i and l±(e i2 φ¯s) = ±i.
4. Lorentz transformations:
fOa1,...,an(θ1 + Λ, . . . , θn + Λ) = e
s(O)Λ fOa1,...,an(θ1, . . . , θn),
where s(O) denotes the Lorentz spin of O. Here we have s(e±
i
2φs) = 1/4 and s(e±
i
2 φ¯s) = −1/4.
5. Annihilation pole axiom:
Res
[
fOa,b,a1,...,an(θ
′, θ, θ1, . . . , θn), θ′ = θ + ipi
]
= iCac f
O
b1,...,bn(θ1, . . . , θn)
[
δb1a1 . . . δ
bn
anδ
c
b − la(O)Sc1b1b a1(θ − θ1)Sc2b2c1a2(θ − θ2) . . . Sc bncn−1an(θ − θn)
]
,
with the charge conjugation matrix Cab = δa+b,0. If there do not exist bound states in the
model, i.e. for K2s ≥ 1/2, these are the only poles of the form factors.
We note that the precise form of the axioms depends on the basis of scattering states and thus
changes under a unitary transformation of the operators Za(θ).
B.2.3 Correlation functions
In this appendix we derive (3.17) using the boundary state formalism. We start with the spin part
of (B.1). After the rotation in Euclidean space this is given by (B.19). We insert a resolution of
the identity (B.14) and expand the boundary state (B.21) in powers of K. This yields the double
expansion (τ > 0, x1 < x2)〈
e−
i
2 fσφs(τ,x1) e−
i
2 fσ′ φ¯s(0,x2)
〉
s
= 〈0| e− i2 fσφs(τ,x1) e− i2 fσ′ φ¯s(0,x2) |B〉
= δσσ′
∞∑
n=0
∞∑
m=0
Cn 2m(τ, x1, x2),
(B.38)
where we have used s(e±
i
2φs) + s(e±
i
2 φ¯s) = 0. The operators e±
i
2φs and e±
i
2 φ¯s change the U(1)
charge by ∓1 and ±1, respectively. As the boundary state has vanishing U(1) charge for Dirichlet
boundary conditions (Kσσ(ξ) = 0) the correlation function is diagonal in spin space. Furthermore
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we have defined the auxiliary functions
Cn 2m(τ, x1, x2) =
1
2m
1
m!
1
n!
∫ ∞
−∞
dξ1 . . . dξm
(2pi)m
∫ ∞
−∞
dθ1 . . . dθn
(2pi)n
Ka1b1(ξ1) . . .K
ambm(ξm)
× 〈0| e− i2 fσφs(τ,x1) |θn, . . . , θ1〉cn,...,c1
× c1,...,cn〈θ1, . . . , θn| e− i2 fσφ¯s(0,x2) |−ξ1, ξ1, . . . ,−ξm, ξm〉a1,b1,...,am,bm .
(B.39)
We use the notations ↑= +, ↓= −, σ¯ = − for σ = + and vice versa. We label the various
terms in the expansion (B.38) by the numbers of particles in the intermediate state n and in the
boundary state 2m, respectively. The τ - and x-dependence of the operators is given by (B.20).
We have already assumed x1 < x2 to avoid additional phases due to the mutual semi-locality of
the operators. For the calculation of the LDOS we have to take x1 → x2− finally. The second
matrix element possesses kinematical poles which we treat using (B.33). This introduces a third,
finite summation in (B.38), which labels the “connectedness” of the corresponding terms. We note,
however, that (B.33) and (B.34) yield the same results.
Let us start with the first non-vanishing term in the series (B.38), which is using (B.20) given
by (we recall that the center-of-mass coordinates are defined by R = (x1 + x2)/2 < 0 and r =
x1 − x2 < 0)
C10 =
∫ ∞
−∞
dθ
2pi
〈0| e− i2 fσφs |θ〉c c〈θ| e−
i
2 fσφ¯s |0〉 e ∆vs r cosh θ ei∆τ sinh θ
= Z1 e
ipi4
∫ ∞
−∞
dθ
2pi
e
∆
vs
r cosh θ ei∆τ sinh θ.
(B.40)
We can rewrite this by shifting the contour of integration as θ → θ + ipi/2. The contributions of
Re θ = ±∞ vanish due to the exponential factors. As there are no poles in the strip 0 ≤ Im θ ≤ pi/2
we find
C10 = Z1 e
ipi4
∫ ∞
−∞
dθ
2pi
ei
∆
vs
r sinh θ e−∆τ cosh θ =
Z1
pi
ei
pi
4 K0
(
∆
√
τ2 + r2/v2s
)
, (B.41)
where K0 denotes the modified Bessel function [181].
The first term containing the boundary reflection amplitude K is C12. For fσ = −1 it reads
C12 =
1
2
∫ ∞
−∞
dξ
2pi
dθ
2pi
Kab(ξ) 〈0| e i2φs |θ〉c c〈θ| e
i
2 φ¯s |−ξ, ξ〉ab e
∆
vs
r cosh θ e2
∆
vs
x2 cosh ξ ei∆τ sinh θ, (B.42)
The first form factor vanishes for c 6= + and can be evaluated using (B.36)
〈0| e i2φs |θ〉+ =+ 〈θ| e−
i
2φs |0〉∗ = eipi2 〈0| e− i2φs |θ + ipi〉∗− =
√
Z1 e
ipi8 eθ/4. (B.43)
114
For the second matrix element we use (B.33), which explicitly yields
+〈θ| e i2 φ¯s |−ξ, ξ〉−+ =+〈θ + i0| e
i
2 φ¯s |−ξ, ξ〉−+ + 2piδ(θ − ξ) 〈0| e
i
2 φ¯s |−ξ〉−
+ 2piδ(θ + ξ)S+−−+(−2ξ) 〈0| e
i
2 φ¯s |ξ〉− ,
+〈θ| e i2 φ¯s |−ξ, ξ〉+− =+〈θ + i0| e
i
2 φ¯s |−ξ, ξ〉+− + 2piδ(θ + ξ)S+−+−(−2ξ) 〈0| e
i
2 φ¯s |ξ〉− .
(B.44)
This leads to two contributions which we denote by C012 and C
1
12 respectively. The additional upper
index denotes the number of lines connecting the operators (the “connectedness”), i.e. the number
of internal θ-integrations left after using (B.33). The first terms on the right-hand side of (B.44) in
each equation together yield C112. We will calculate this term at the LEP in the next section. On
the other hand, the disconnected piece is given by
C012 =
Z1
2
∫ ∞
−∞
dξ
2pi
[
K−+(ξ) +K+−(−ξ)S+−+−(2ξ) +K−+(−ξ)S+−−+(2ξ)
]
eξ/2 e2
∆
vs
R cosh ξ ei∆τ sinh ξ.
(B.45)
Using the boundary cross-unitarity (B.22) the terms in the square brackets equal 2K−+(ξ). With
the similar calculation for fσ = 1 we arrive at
C012 = Z1
∫ ∞
−∞
dξ
2pi
Kσσ¯(ξ) eξ/2 e2
∆
vs
R cosh ξ ei∆τ sinh ξ, (B.46)
The second term in (3.17) is now obtained by shifting the contour of integration as ξ → ξ + ipi/2
while noting that for the boundary condition Φs(x = 0) = 0 the reflection amplitude does not
depend on σ and is analytic in the physical strip 0 ≤ Im ξ ≤ pi/2. If Φs(x = 0) 6= 0, however, the
reflection amplitude may possess a pole in the physical strip. We will calculate the resulting term
in App. B.2.5.
B.2.4 Higher-order terms
In order to estimate the truncation error in (3.17), we will calculate the leading corrections due
to a higher number of particles in the intermediate state as well as higher-order corrections due
to the boundary. The resulting corrections to the LDOS are discussed in Sec. 3.4.3. We will
restrict ourselves to the LEP, where the form factors are given by (B.25), Sb1b2a1a2(θ) = −δb1a1δb2a2 , and
Kab(ξ) = −Kba(−ξ).
The leading correction due to a higher number of particles in the intermediate state is given by
C30,
C30 = Z1
ei
pi
4
4
∫ ∞
−∞
dθ1dθ2dθ3
(2pi)3
sinh2 θ1−θ22
cosh2 θ1−θ32 cosh
2 θ2−θ3
2
ei
∆
vs
r
∑
i sinh θi e−∆τ
∑
i cosh θi . (B.47)
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The resulting contribution to the LDOS discussed in Sec. 3.4.3 is denoted by N30. We note that
C20 = 0.
The first sub-leading term due to the boundary is given by C112, i.e. the connected piece of C12
obtained from the first terms in (B.44). For fσ = −1 this term reads using (B.43) and (B.25)
C112 = Z1
e−i
pi
4√
2
∫ ∞
−∞
dξ
2pi
dθ
2pi
K−+(ξ)
cosh ξ
sinh θ+ξ+ipi2
cosh θ−ξ+ipi+iη2
eξ/2 e
∆
vs
r cosh θ e2
∆
vs
x2 cosh ξ ei∆τ sinh θ, (B.48)
where η → 0+. We can handle the singularity at θ = ξ − iη by shifting θ → θ + ipi/2. Performing
the same steps for fσ = 1 we arrive at
C112 = Z1
e−i
pi
4√
2
∫ ∞
−∞
dξ
2pi
dθ
2pi
Kσσ¯(ξ)
cosh ξ
eξ+θ − i
ieξ + eθ
eξ/2 ei
∆
vs
r sinh θ e2
∆
vs
x2 cosh ξ e−∆τ cosh θ. (B.49)
The next term in the series (B.38) is C32, its disconnected piece is similar to C
1
12 and reads explicitly
C132 = −Z1
e−i
pi
4√
2
∫ ∞
−∞
dξ
2pi
dθ
2pi
Kσσ¯(ξ)
cosh ξ
ieξ + eθ
eξ+θ − i e
ξ/2 ei
∆
vs
r sinh θ e2
∆
vs
x1 cosh ξ e−∆τ cosh θ. (B.50)
The terms C112 and C
1
32 are of the same order and yield together the contribution to the LDOS
denoted by N11.
The term resulting in N21 is
C232 =−
Z1
2
ei
pi
4
∫ ∞
−∞
dξ
2pi
dθ1dθ2
(2pi)2
ei
∆
vs
r
∑
i sinh θi e2i
∆
vs
R sinh ξ e−∆τ(
∑
i cosh θi+cosh ξ)
×
[
Kσσ¯
(
ξ + ipi2
)
eξ/2
cosh2 θ1−θ22
sinh ξ−θ12 sinh
ξ+θ1
2
cosh ξ−θ22 cosh
ξ+θ2
2
− i
2
K σ¯σ
(
ξ + ipi2
)
e−ξ/2 sinh2 θ1−θ22∏
i cosh
ξ−θi
2 cosh
ξ+θi
2
]
.
(B.51)
We note that after analytic continuation τ → it + δ and Fourier transformation t → E the expo-
nential factor e−∆τ(
∑
i cosh θi+cosh ξ) results in a vanishing of N21 for energies E < 3∆.
The final term we wish to evaluate explicitly is the disconnected piece of C14. Considering first
fσ = −1 and keeping in mind that we have restricted ourselves to the LEP, we can start with
C14 =
1
2
∫ ∞
−∞
dξ1dξ2
(2pi)2
dθ
2pi
K−+(ξ1)K−+(ξ2) e
∆
vs
r cosh θ e2
∆
vs
x2
∑
i cosh ξi ei∆τ sinh θ
× 〈0| e i2φs |θ〉+ +〈θ| e
i
2 φ¯s |−ξ1, ξ1,−ξ2, ξ2〉−+−+ .
(B.52)
In the second matrix element we keep only the disconnected piece
+〈θ| e i2 φ¯s |−ξ1, ξ1,−ξ2, ξ2〉−+−+ =2piδ(θ − ξ1) 〈0| e
i
2 φ¯s |−ξ1,−ξ2, ξ2〉−−+
+ piδ(θ − ξ2) 〈0| e i2 φ¯s |−ξ1, ξ1,−ξ2〉−+− + . . .
(B.53)
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In the resulting term C014 we can shift the contour of integration, ξ1 → ξ1 + ipi/2, to obtain
C014 = −
Z1√
2
e−i
pi
4
∫ ∞
−∞
dξ1dξ2
(2pi)2
Kσσ¯
(
ξ1 + i
pi
2
)
Kσσ¯(ξ2)
e(ξ1+ξ2)/2
cosh ξ2
eξ1 + ieξ2
eξ1+ξ2 − i
× e2i ∆vsR sinh ξ1 e2 ∆vs x2 cosh ξ2 e−∆τ cosh ξ1 .
(B.54)
In the last step we have assumed that there exist no boundary bound states (see below). Finally, we
mention that the next term, C034, equals C
0
14 with the coordinates x1 and x2 interchanged. These
two terms together yield N02.
The remaining two terms N12 and N03 discussed in Sec. 3.4.3 follow from C
1
14 +C
1
34 +C
1
54 and
C016 + C
0
36 + C
0
56 respectively.
B.2.5 Boundary bound states
As discussed above, general Dirichlet boundary conditions Φs(0) = Φ
0
s 6= 0 can result in the
appearance of a boundary bound state. If K2s pi < Φ
0
s < pi the boundary reflection amplitude
K−+(ξ) has a pole in the physical strip 0 ≤ Im ξ ≤ pi/2 located at [99, 87] ξ = i(pi−Φ0s )/(2−2K2s ).
On the other hand, K+−(ξ) is analytic in the physical strip but has a pole for −pi/2 ≤ Im ξ ≤ 0.
We write the respective residues as
i Res
[
K∓±(ξ), ξ = ±i γ
]
= B ≥ 0, γ = pi − Φ
0
s
2− 2K2s
, (B.55)
where B depends on Ks only. We have checked the sign of B by performing an explicit mode expan-
sion at the LEP as well as studying the spectral function of the correlator 〈0b| e−iaΦ′s(τ,R) eiaΦ′s(0,R) |0b〉
(for which the relevant form factors were obtained in Ref. [20]).
In the presence of a boundary bound state the poles of K∓±(ξ) will contribute whenever we
shift the contour of integration ξ → ξ ± ipi/2 in a given term in the form-factor expansion (B.38).
The leading term of this type is obtained from (B.46), which yields (3.38) by a straightforward
calculation. The sub-leading term can be obtained similarly from C014 and C
0
34. At the LEP it is
given by (B = −2 cos Φ0s , pi/2 ≤ Φ0s ≤ pi)
Θ
(
Φ0s − pi2
)
δσ↓ Z1
√
8 e−
i
2 Φ
0
s cos Φ0s e
−2 ∆vsR cos Φ
0
s e−∆τ sin Φ
0
s
×
∫ ∞
−∞
dξ
2pi
Kσσ¯(ξ)
cosh ξ
cosh
(
ξ
2 +
i
2Φ
0
s
)
sinh
(
ξ
2 − i2Φ0s
) eξ/2 e2 ∆vs x2 cosh ξ. (B.56)
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s0
k< 0
s0
0k>
Figure B.1: Branch cut and deformation of the contour of integration used for k < 0 and k > 0
respectively.
B.3 Fourier transformation of the LDOS
We calculate the auxiliary function
I(ω, k) =
∫ 0
−∞
dR
∫ ∞
−∞
dt
ei(ωt−kR)(
vcτ − 2iR
)a 1(
vcτ + 2iR
)b ( 2Rvcτ
)2c ∣∣∣∣∣
τ→it+δ
=
∫ 0
−∞
dR
∫ ∞
−∞
dt
ei(ωt−kR)(
vct− 2R− iδ
)a (−i)a+b+2c(
vct+ 2R− iδ
)b ( 2Rvct− iδ
)2c
,
(B.57)
where vc, a, b, c ∈ R, vc > 0, a+b < 2 and c > −1/2. We substitute R→ −R and t→ −t, introduce
s = vct/2R and η → 0+, and perform the resulting R-integral (3.381.4 in Ref. [181]], which yields
I(ω, k) = −e
ipi(a+b−c) Γ(2− a− b)
2a+b−1 vc
∫ ∞
−∞
ds
(
2ω
vc
s− k − iη)a+b−2
(s− 1 + iδ)a (s+ 1 + iδ)b (s+ iδ)2c . (B.58)
For ω < 0 the integrand has all its branch points in the lower half plane and the integral over s
vanishes as long as c > −1/2. Hence we find (s0 = vck/2ω)
I(ω, k) = −Θ(ω) Γ(2−a−b)e
ipi(a+b−c) ωa+b−2
2 va+b−1c
∫ ∞
−∞
ds
(
s− s0 − iη
)a+b−2
(s− 1 + iδ)a (s+ 1 + iδ)b (s+ iδ)2c . (B.59)
First consider the case k < 0. The numerator of the integrand has a branch point at s = s0 + iη
in the upper half plane. We place the cut running from −∞+ iη to s0 + iη with constant imaginary
part (see Fig. B.1). Now we deform the contour of integration and rewrite the integration above
the cut as integration below the cut using∫ ∞
−∞
ds (s− s0 − iη)a+b−2 g(s) =
∫ s0
−∞
ds (s− s0 − iη)a+b−2 g(s)
[
1− e2pii(a+b)
]
. (B.60)
Assuming 1 < a+ b and substituting s = s0/t this yields for the integral in (B.59)
−2i sin(pi(a+ b)) |s0|a+b−1 ∫ 1
0
dt
t2c (1− t)a+b−2
(s0 − t+ iδ)a (s0 + t+ iδ)b (s0 + iδ)2c . (B.61)
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Finally, using (recall s0 < 0, δ = 0+)(
s0 − t+ iδ
)−a
=
(
s0(1− (1/s0 + iδ)t)
)−a
= |s0|−a e−ipia
(
1− (1/s0 + iδ)t
)−a
(B.62)(
s0 + t+ iδ
)−b
=
(
s0(1 + (1/s0 − iδ)t)
)−b
= |s0|−b e−ipib
(
1 + (1/s0 − iδ)t
)−b
(B.63)
(s0 + iδ)
−2c = |s0|−2c e−2piic, (B.64)
as well as e−2piic/|s0|2c+1 = −(1/s0 − iδ)2c+1 and Γ(z)Γ(1− z) = pi/ sin(piz) we obtain
I(ω, k < 0) =
piΘ(ω) e−i
pi
2 (2c−1)
Γ(a+ b− 1)
ωa+b−2
va+b−1c
(
1
s0
− iδ
)2c+1
×
∫ 1
0
dt
t2c (1− t)a+b−2(
1− (1/s0 + iδ)t
)a (
1 + (1/s0 − iδ)t
)b . (B.65)
For k > 0 we place the cut as shown in Fig. B.1. Performing the same steps as above we find
I(ω, k > 0) =
piΘ(ω) e−i
pi
2 (2c−1)
Γ(a+ b− 1)
ωa+b−2
va+b−1c
(
1
s0
+ iδ
)2c+1
×
∫ 1
0
dt
t2c (1− t)a+b−2(
1− (1/s0 − iδ)t
)a (
1 + (1/s0 + iδ)t
)b . (B.66)
We can write (B.65) and (B.66) together as
I(ω, k) =
piΘ(ω) e−i
pi
2 (2c−1) Γ(2c+ 1)
Γ(a+ b+ 2c)
ωa+b−2
va+b−1c
u2c+1 F1
(
2c+ 1, a, b, a+ b+ 2c;u∗,−u), (B.67)
where u = 2ωvck + i sgn(k) δ. Here we have used the integral representation (B.72) of Appell’s
hypergeometric function [90], which is valid for 1 < a+ b. Analytic continuation in the parameters
a, b, and c then yields I(ω, k) for a+ b < 2 and c > −1/2. At Kc = 1 one finds
F1
(
2c+ 1, a, b, a+ b+ 2c;u∗,−u) = F1(1, 1/2, 0, 1/2;u∗,−u) = 1/(1− u∗). (B.68)
In the same way one can show∫ 0
−∞
dR
∫ ∞
−∞
dt
ei(ωt−kR)(
vct− 2R− iδ
)c (−i)a+b+2c(
vct+ 2R− iδ
)c (2R)2c(vct− iδ)a+b
= piΘ(ω) e−i
pi
2 (2c−1) ω
a+b−2
va+b−1c
Γ(a+ b+ 1)
Γ(2a+ 2b)
u2c+1 F1
(
a+ b+ 1, c, c, 2a+ 2b;u∗,−u), (B.69)
119
in which u = 2ωvck + i sgn(k) δ, as well as (A > 0)∫ 0
−∞
dR
∫ ∞
−∞
dt
ei(ωt−kR)(
vct− 2R− iδ
)a (−i)a+b+2c eAR(
vct+ 2R− iδ
)b ( 2Rvct− iδ
)2c
=
piΘ(ω) e−i
pi
2 (2c−1)
ω2−a−b va+b−1c
Γ(2c+ 1)
Γ(a+ b+ 2c)
×
(
2ω
vck
+ i sgn(k) δ
)2c+1
F
(3)
D
(
2c+ 1, a, b, 2c, a+ b+ 2c; 2ωvck − iAk ,− 2ωvck − iAk ,−iAk
)
,
(B.70)
where F
(3)
D denotes Lauricella’s hypergeometric function of three variables (see App. B.4). For
a = 1/2 and b = c = 0 (B.70) simplifies to 2i
√
pivcΘ(ω)/
√
ω/(vck − 2ω + ivcA).
B.4 Hypergeometric function of several variables
Hypergeometric series of several variables were first studied by Lauricella [100]. For |zi| < 1, they
are defined by
F
(n)
D (α, β1, . . . , βn, γ; z1, . . . , zn) =
∞∑
m1,...,mn=0
(α)m1+...+mn (β1)m1 . . . (βn)mn
(γ)m1+...+mn
zm11 · · · zmnn
m1! · · ·mn! , (B.71)
The special cases [90] n = 1 and n = 2 are Gauss hypergeometric function F
(1)
D = F (α, β; γ; z),
and Appell’s hypergeometric function F
(2)
D = F1(α, β1, β2, γ; z1, z2), respectively. The function F
(n)
D
possesses the Euler-type integral representation [90, 182]
F
(n)
D (α, β1, . . . , βn, γ; z1, . . . , zn) =
Γ(γ)
Γ(α) Γ(γ − α)
∫ 1
0
dt
tα−1 (1− t)γ−α−1
(1− z1t)β1 · · · (1− znt)βn . (B.72)
assuming that Reα > 0, and Re (γ − α) > 0. Furthermore the following relations hold [100, 90]
F
(n)
D (α, β1, . . . , βn, γ; z1, . . . , zn) =(1− z1)−β1 · · · (1− zn)−βn
× F (n)D
(
γ − α, β1, . . . , βn, γ; z1
z1 − 1 , . . . ,
zn
zn − 1
)
, (B.73)
F1(α, β1, β2, γ; 1, 1)=
Γ(γ) Γ(γ − α− β1 − β2)
Γ(γ − α) Γ(γ − β1 − β2) . (B.74)
for γ 6= 0,−1,−2, . . . and γ > α+ β1 + β2.
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B.5 Properties of N>σ (E, 2kF + q)
In order to analyze the dispersing features and singularities of (3.23) we first note that F1
(
2c +
1, a, b, a+ b+ 2c;u∗,−u) possesses singularities at u = ±1.
Let us first study N>1 . The integrand has singularities at
(i) E −∆ cosh θ = 0, (ii) 2(E −∆ cosh θ) = ±vcq. (B.75)
Inserting (i) into (ii) immediately yields a feature at q = 0. Using (B.73) and (B.74) one can
extract the q-dependence (vcq)
a+b−2c−1 to obtain (3.26). On the other hand, (i) will be stationary
at θ ≈ 0. Inserting this into (ii) directly yields the dispersion relation (3.27). The suppression of
the dispersing peak for q < 0 follows from the relative strength of the singularities at u = ±1.
In the same way the integrand in N>2 has singularities at
(i) E −∆ cosh θ = 0, (iii) 2vs
(
E −∆ cosh θ) = ±vc(vsq − 2∆ sinh θ). (B.76)
Inserting (i) into (iii) directly yields the dispersion relation (3.28). Furthermore, we can rewrite
(iii) as
(iv)
E
∆
∓ vcq
2∆
= cosh θ ∓ vc
vs
sinh θ. (B.77)
If and only if vc < vs, the right-hand side in (iv) becomes stationary at θ = θ˜ = ±arcosh
(
vs/
√
v2s − v2c
)
.
In principle, this leads to the relation (3.29) for arbitrary q. However, this dispersing feature only
exists when −arcosh (E∆) ≤ θ˜ ≤ arcosh (E∆). Together with (3.29) this yields the condition q0 ≤ |q|.
Finally, in order to prove (3.42) we use that F
(3)
D
(
2c + 1, a, b, 2c, a + b + 2c;u∗3,−u3,−u′3
)
is
regular as E → Ebbs+, which directly yields α = 1− a− b− 2c = 1− 1/(2K2c ).
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APPENDIX C
TWO-LEG LADDER SYSTEM WITH FLUX Φ = pi
C.1 Refermionized effective field theory
Here we will assume that the s+ sector is gapped and the the gapless charge sector c+ is decoupled.
The effective Hamiltonian for the coupled c− and s− sectors is given in Eq.(4.57). Here we will
discuss the refermionized version of this effective field theory for some special combinations of
parameters.
H =vc−
2
{
Kc−(∂xθc−)2 +K−1c− (∂xφc−)
2
}
+
vs−
2
{
Ks−(∂xθs−)2 +K−1s− (∂xφs−)
2
}
+
Cs+
2(pia)2
[
gs1 cos(
√
4piφs−) + gs2 cos(
√
4piθs−) + g5 cos(
√
4piφc−) + gu5 cos(
√
4piθc−)
]
+
cos(
√
4piθc−)
2(pia)2
[
g3 cos(
√
4piθs−) + g4 cos(
√
4piφs−)
]
+
cos(
√
4piφc−)
2(pia)2
[
gu3 cos(
√
4piθs−) + gu4 cos(
√
4piφs−)
]
(C.1)
where Cs+ = 〈cos(
√
4piφs+)〉. Spin SU(2) invariance dictates g3 + g4 = g5 and gu3 + gu4 = gu5.
Let us assume that g3 = gu3 = g4 = gu4 = g/2 which implies that g5 = gu5 = g. Moreover let’s
assume that gs1 = gs2 = g5 = gu5 = g, which implies Ks−(0) = 1. For this regime of parameters
, and assuming that the velocities vc− = vs− = v are equal, the Hamiltonian simplifies to (with
α = c−, s−)
H =v
2
{
Kc−(∂xθc−)2 +K−1c− (∂xφc−)
2
}
+
v
2
{
(∂xθs−)2 + (∂xφs−)2
}
+
g
2(pia)2
∑
α
{
cos(
√
4piφα) + cos(
√
4piθα)
}
+ gI++
(C.2)
where the fields Iσσ′ are defined as
Iσσ′ = 1
(2pia)2
[
cos(
√
4piφc−) + σ cos(
√
4piθc−)
]
×
[
cos(
√
4piφs−) + σ′ cos(
√
4piφs−)
]
(C.3)
122
We will now assume that also Kc− = 1. (Below we will relax this assumption.) We can now
define two species of chiral Majorana fermions
χαR + iξ
α
R =
e−ipi/4√
pia
ei
√
4piφR,α , χαL + iξ
α
L =
eipi/4√
pia
e−i
√
4piφL,α (C.4)
where α = c−, s−. It can be shown that the Majorana mass terms have the bosonized form
iχαRχ
α
L =
1
2pia
[
cos(
√
4piφα) + cos(
√
4piθα)
]
iξαRξ
α
L =
1
2pia
[
cos(
√
4piφα)− cos(
√
4piθα)
] (C.5)
Using the equations above, the total Hamiltonian for this sector reads as (after setting the velocity
v = 1)
H =− i
2
∑
α
[(ξαR∂xξ
α
R − ξαL∂xξαL) + (χαR∂xχαR − χαL∂xχαL)] + iM
∑
α
χαRχ
α
L − g χcRχcLχsRχsL (C.6)
where the Majorana mass is M = gCs+/(pia). Here, (ξc−R , ξc−L ) and (ξs−R , ξs−L ) are two massless
Majorana fields. In this case the system is at a quantum critical point.
We now note that if Kc− 6= 1 is allowed, the refermionized theory now has a Luttinger-
Thirring four fermion (current current) coupling term for the fermions in the c− sector of the
form g˜R†c−Rc−L
†
c−Lc− = −4g˜ χc−R ξc−R χc−L ξc−L , where g˜ measures the departure from Kc− = 1. This
term, which in the conventional Luttinger-Thirring model is marginal, mixes the massless sector
with the massive sector. However if we were to integrate out the massive sector it will induce a
marginal operator in the remaining massless fermions. We will see below that the same marginal
operator is present automatically if we relax some of the relations between the coupling constants.
For this reason we will ignore these terms for the time being.
On the other hand, if some of the relations between the coupling constants are lifted (but keeping
track of the constraints due to the SU(2) spin symmetry) all four Majorana fields become separately
massive and the system is in one of the phases described in section 4.6.2. In this language we can
picture the system becoming quantum critical by turning one or two Majorana fermions massless.
The case with one Majorana fermion becoming massless is the Ising quantum criticality that we
have already discussed.
Let us now focus on the case in which one pair of Majorana fields remains massless. In this
case we can build Dirac Fermions out of the Majorana fermions. This transformation will mix the
charge and spin fields into a new Dirac field. The right- and the left-moving components are defined
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as
R1 =
e−
ipi
4√
2
(χc−R + iχ
s−
R ), L1 =
e
ipi
4√
2
(χc−L + iχ
s−
L ) (C.7)
R2 =
e−
ipi
4√
2
(ξc−R + iξ
s−
R ), L2 =
e
ipi
4√
2
(ξc−L + iξ
s−
L ) (C.8)
In terms of the new variables, the Hamiltonian reads as
H =
∑
i=1,2
ψ¯i(−iγ1∂x)ψi +Mψ¯1ψ1 + g
4
(ψ¯1γ
µψ1)
2 (C.9)
where γ0 = σx, γ
1 = −iσy, γ5 = γ0γ1 = σz and ψ†i = (R†i , L†i ). This Hamiltonian consists of a free
fermion sector described by free Dirac field ψ2 while the dynamics of the ψ1 is described by massive
Thirring model. Therefore in this regime of parameters the total symmetry associated with the s−
and c− sectors is U(1)× U(1) which includes a global U(1) symmetry and the chiral symmetry of
the free sector generated by γ5.
For the regime of parameters gs1 = gu5 = g1 and gs2 = g5 = g2 while gs1 6= gs2, the ψ2 Fermion
becomes massive. Thus, the effective Hamiltonian of Eq.(C.9) now has two mass terms of the form
Mψ¯1ψ1 +mψ¯2ψ2 (C.10)
with masses given by and M = g+Cs+/(pia) and m = g−Cs+/(pia) where g± = (gs1 ± gs2)/2. In
this language we have four phases depending on the relative signs of the masses M and m of the
two Dirac fermions.
Under the these assumptions, except for the SU(2) invariance, the {g3, g4, gu3, gu4} are arbitrary.
We re-write the four-fermion interactions as
H4F = f11I++ + f12I+− + f21I−+ + f22I−− (C.11)
where new coupling constants fσσ′ is related to the g’s as
g3
g4
gu3
gu4
 = 12

+1 +1 +1 +1
+1 −1 +1 −1
+1 +1 −1 −1
+1 −1 −1 +1


f11
f12
f21
f22
 ,

f11
f12
f21
f22
 = 12

+1 +1 +1 +1
+1 −1 +1 −1
+1 +1 −1 −1
+1 −1 −1 +1


g3
g4
gu3
gu4

(C.12)
Using Eq.(C.5), one can write Iσσ′ in terms of the Majorana fermions. I++, as we saw earlier,
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is just the current-current interaction of the form (ψ¯1γ
µψ1)
2. By similar argument, I−− is the same
type of interaction but for the ψ2 fields. Together they add up to the following
f11I++ + f22I−− = f11(ψ¯1γµψ1)2 + f22(ψ¯2γµψ2)2 (C.13)
where ψ¯ = ψ†γ0 = (L†, R†). Each operator I++ and I−− are invariant under the U(1) × U(1)
symmetry composed of a global U(1) symmetry associated with charge conservation and the con-
tinuous chiral symmetry of each Dirac fermion. The mass terms break the chiral symmetry down
to a discrete Z2 symmetry.
However, the off-diagonal terms I+− and I−+ involve both χ and ξ fields. In terms of Majorana
fermions they read
I+− =χc−R χc−L ξs−L ξs−R , I−+ = χs−R χs−L ξc−L ξc−R . (C.14)
As it turns out these terms violate the conservation of fermion number of the Dirac fermions and,
for this reason, are more naturally expressed in terms of Majorana fields.
Let us look at the regime of parameters in which the Dirac fermion number violating couplings
are absent and set f12 = f21 = 0. This happens when g3 = gu4 and g4 = gu3. According to the
SU(2) spin rotation invariance condition, in this regime g5 = gu5, and therefore the Dirac fermion
ψ1 remains massless. Assuming gs1 = gs2 the Hamiltonian will read as
H =ψ¯1(−iγ1∂x)ψ1 + ψ¯2(−iγ1∂x)ψ2 +Mψ¯1γ0ψ1 + G1
4
(ψ¯1γ
µψ1)
2 +
G2
4
(ψ¯2γ
µψ2)
2 (C.15)
where G1 = f11 = g3 + g4 and G2 = f22 = g3 − g4. The resulting Hamiltonian splits into the
Hamiltonian of massless Thirring model for ψ2 and a massive Thirring model for the ψ1 with mass
M = Cs+(g3 + g4)/(pia). Therefore what has changed with respect to the case when g3 = g4 =
gu3 = gu4 is that the dynamics of ψ2 field is now described by the mass-less Thirring model which
shares the same U(1)×U(1) symmetry with the non-interacting case G2 = 0. Thus, under the (less
-restrictive) conditions g3 = gu4 and g4 = gu3, the symmetry is still U(1)× U(1).
Therefore in this case the system decouples into a massless Thirring model and a massive
Thirring model each with a separate conserved charge current. The massive Thirring model is an
integrable system which by bosonization can be mapped onto the sine-Gordon field theory [183],
in the regime in which the sine Gordon term is relevant. Hence this sector has a spectrum of
massive solitons. On the other hand, the massless Thirring model, which is equivalent to a spinless
Luttinger model, is a quantum critical system with an exactly marginal operator, parametrized by
the coupling constant G2. Hence in this case instead of Ising quantum criticality we get Luttinger
quantum criticality.
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C.2 RG equations for the flux Φ = pi model
The RG equations for the model with flux Φ = pi per plaquette are
dKc+
dl
= 0 (C.16a)
dKs+
dl
= −K
2
s+
8pi2
(g2s1 + g
2
s2 + g
2
5 + g
2
u5) (C.16b)
dKc−
dl
=
1
8pi2
(g23 + g
2
4 + g
2
5)−
K2c−
8pi2
(g2u3 + g
2
u4 + g
2
u5) (C.16c)
dKs−
dl
= −K
2
s−
8pi2
(g2s1 + g
2
4 + g
2
u4) +
1
8pi2
(g2s2 + g
2
3 + g
2
u3) (C.16d)
dgs1
dl
= (2−Ks+ −Ks−)gs1 − g4g5
2pi
− gu4gu5
2pi
(C.16e)
dgs2
dl
= (2−Ks+ − 1
Ks−
)gs2 − g3g5
2pi
− gu3gu5
2pi
(C.16f)
dg3
dl
= (2− 1
Kc−
− 1
Ks−
)g3 − gs2g5
2pi
(C.16g)
dg4
dl
= (2− 1
Kc−
−Ks−)g4 − gs1g5
2pi
(C.16h)
dg5
dl
= (2− 1
Kc−
−Ks+)g5 − gs1g4
2pi
− gs2g3
2pi
(C.16i)
dgu3
dl
= (2−Kc− − 1
Ks−
)gu3 − gs2gu5
2pi
(C.16j)
dgu4
dl
= (2−Kc− −Ks−)gu4 − gs1gu5
2pi
(C.16k)
dgu5
dl
= (2−Kc− −Ks+)gu5 − gs1gu4
2pi
− gs2gu3
2pi
(C.16l)
with the extra constraint g5(0) = g4(0) + g3(0) and gu5(0) = gu4(0) + gu3(0) to guarantee the spin
SU(2) symmetry. The above set of RG equations, just as the Hamiltonian itself, is invariant under
all the duality symmetries defined in Section 4.6 as well as under the exchange of the two Fermi
points, 1↔ 2.
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C.3 Sine-Gordon Theory at β2 = 1/4
C.3.1 Green functions
Consider Sine-Gordon Theory with the action
SSG =
∫
d2x
{
1
16pi
(∂ϕ)2 − 2µ cos(ϕ/2)
}
(C.17)
Here we focus on calculating the following Green functions
gϕ(τ, x) = 〈Tτe i2ϕ(τ,x)e
−i
2 ϕ(0,0)〉 (C.18a)
gϑ(τ, x) = 〈Tτe i2ϑ(τ,x)e
−i
2 ϑ(0,0)〉 (C.18b)
For the sake of simplicity let’s assume that τ > 0. We will explain how to get the correct result
for general τ later on. We will use the method of Form Factor Expansion which is the expansion
in terms of intermediate soliton states. Consider any arbitrary operator O(τ, x). Its two point
correlation function can be expanded as below
〈O(τ, x)O†(0, 0)〉 = |〈0|O(0, 0)|0〉|2 +
∞∑
n=1
∑
{ai}
1
n!
∫ ∞
−∞
dθa11 · · · dθann
(2pi)n
e−Mτ
∑
i cosh θ
ai
i +iMx
∑
i sinh θ
ai
i
× |〈0|O(0, 0)|{θaii }〉|2
(C.19)
were we have used the resolution of the identity
I = |0〉〈0|+
∞∑
n=1
∑
{ai}
1
n!
∫ ∞
−∞
dθa11 · · · dθann
(2pi)n
|θa11 · · · θann 〉〈θann · · · θa11 |, (C.20)
in which ai = +/− for soliton and antisoliton respectively, r =
√
τ2 + x2 and we have used the
rotational invariance of the Euclidean theory. The matrix element in (C.19) are called Form Factors
of the operator O. We introduce the soliton creating operators as [36, 184],
Onα(τ, x) = lim
→0+
exp
{
− n
4β
∫ x
−∞
dy∂τϕ(τ, y)
}
eiαϕ(τ,x+) (C.21)
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where n ∈ Z and α ∈ R. These operators are normalized as
|z|2α2〈0|O0α(z, z¯)O0α(0, 0)|0〉 → 1,
|z|2α2〈0|On0 (z, z¯)On0 (0, 0)|0〉 → 1
as |z| → 0. Now consider gϑ(τ, x). Using ∂τϑ(τ, x) = i∂xϕ(τ, x) one can rewrite ϑ(τ, x) as
ϑ(τ, x) = i
∫ x
−∞
dy ∂τϕ(τ, y) (C.22)
threfore the vortex operator corresponding to ϑ reads as
eiϑ(τ,x)/2 = exp
{
−1
2
∫ x
−∞
dy ∂τϕ(τ, y)
}
= O10(τ, x) (C.23)
and similarly for ϕ
eiϕ(τ,x)/2 = O01/2(τ, x). (C.24)
We first look at gϑ(τ, x). One can easily check that
〈0|Onα(0, 0)|{θaii }〉 6= 0 (C.25)
only if
∑
i ai = −n. Therefore the first nonzero term is
gϑ(τ, x) =
∫ ∞
−∞
dθ
2pi
e−Mτ cosh θ+iMx sinh θ|〈0|O10|θ〉−|2
=
Z1(0)
2pi
∫ ∞
−∞
dθ e−Mτ cosh θ+iMx sinh θ
=
Z1(0)
pi
K0(M
√
τ2 + x2) (C.26)
in which
〈0|O10|θ〉− =
√
Z1(0). (C.27)
In general one can define Zn(a) as√
Zn(a) ≡ 〈0|O±na (0)|0〉, n ≥ 0 (C.28)
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for which the following formula has been proposed by Lukyanov and Zamolodchikov [36]
√
Zn(a) =
(
C2
2C21
)n/4(
ξC2
16
)−n2/8 [√piMΓ( 32 + ξ2 )
Γ( ξ2 )
]d(n,a)
× exp
[∫ ∞
0
dt
t
{
cosh(4ξat/β)e−(1+ξ)nt − 1
4 sinh(ξt) sinh((1 + ξ)t) cosh(t)
+
n
4 sinh(tξ)
− d(a, n)e−2t
}]
(C.29)
where
ξ =
β2
1− β2 , d(n, a) = 2a
2 +
n2
8β2
and
C1(ξ) = exp
(
−
∫ ∞
0
dt
t
sinh2(t/2) sinh(t(ξ − 1))
sinh(2t) sinh(tξ) cosh(t)
)
C2(ξ) = exp
(
4
∫ ∞
0
dt
t
sinh2(t/2) sinh(t(ξ − 1))
sinh(2t) sinh(tξ)
)
Similarly for gϕ(τ, x) we have
gϕ(τ, x) = |〈0|e i2ϕ(0)|0〉|2 +
∞∑
n=1
∑
{ai}
1
(2pi)nn!
∫ ∞
−∞
n∏
i=1
dθaii e
−Mr∑i cosh θaii |〈0|e i2ϕ(0)|{θaii }〉|2
(C.31a)
= |〈0|e i2ϕ(0)|0〉|2 +
∞∑
n=1
∑
ai
1
(2pi)2n(2n)!
∫ ∞
−∞
n∏
i=1
dθ−i dθ
+
i e
−Mr∑i cosh θaii |〈0|e i2ϕ(0)|{θaii }〉|2
(C.31b)
= Z0(1/2)
{
1 +
1
8pi2
∫ ∞
−∞
dθ1dθ2e
−Mr(cosh θ1+cosh θ2) (|F−+(θ1 − θ2)|2 + |F+−(θ2 − θ1)|2)+ · · ·}
(C.31c)
= Z0(1/2)
{
1 +
1
4pi2
∫ ∞
−∞
dθ1dθ2e
−Mr(cosh θ1+cosh θ2)|F (θ1 − θ2)|2 + · · ·
}
(C.31d)
the matrix elements F±∓(θ) are given in Ref. [20].
F (θ) = F
a=β=1/2
−+ (θ) = i (12
√
3)
sinh θ
sinh(3θ)
e−
3θ
2 exp
{
−2
∫ ∞
0
dt
t
sinh2 t(1− iθpi ) cosh t3
sinh 2t cosh t
}
(C.32)
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Figure C.1: Plot of δ(θ) as a function of θ
After some algebra the following form for |F (θ)|2 is found,
|F (θ)|2 = (12)
3C0
2
f(θ) (C.33)
where
f(θ) =
√
1 + 2 cosh(2θ)
3
[
3
2 cosh(θ)− 1
2 cosh(θ) + 1
]1/6
sinh2(θ) cosh(3θ)
sinh2(3θ)
× exp
[
2
pi
∫ θ
0
dt arctan
( √
3
2 sinh(t)
)
− 2θ
pi
arctan
( √
3
2 sinh(θ)
)] (C.34)
and
C0 = exp
{
−2
∫ ∞
0
dt
t
sinh t cosh(t/3)
cosh2 t
}
= (C.35)
It is easy to see f(θ) reaches the assymptitic value of f∞ as θ →∞ where
f∞ =
1
2 31/3
exp
{
2
pi
∫ ∞
0
dt arctan
( √
3
2 sinh t
)}
= 1.018 (C.36)
we define the new function δ(θ) as
δ(θ) = 1− f(θ)
f∞
⇐⇒ f(θ) = f∞ [1− δ(θ)] (C.37)
for which δ(0) = 1 − f(0)/f∞ = 0.89 and δ(θ) → 0 as θ → ∞. δ(θ) is plotted in figure C.1. We
define what we call normalized Green function Gϕ as
Gϕ(τ, x) =
pi2
(12)3C0f∞
[
1
Z1/2
gϕ(τ, x)− 1
]
(C.38)
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Figure C.2: Ratio of the second term to the first term in Gϕ(r). The graph reaches the
asymptotic value of 0.89 for large values of r.
In terms of δ(θ), Gϕ(r) can be written as
Gϕ(τ, x) =
[
K0
(
M
√
τ2 + x2
)]2
−
∫ ∞
0
dθK0
[
2Mr cosh(
θ
2
)
]
δ(θ) + · · · (C.39)
Although the second term on the right of (C.39) blows up at r → 0 but from (C.37) it is clear that
it is always smaller than the first term. The ratio of the second term to the first one is plotted in
Fig. C.2. It is clear that the short distance behavior of gϕ is totally controlled by the first term.
Therefore for space-like distances we have
gϕ(τ, x) = Z1/2
(
(12)3C0
2pi
f∞
)
[ln(ρ)]
2
+ · · · , ρ→ 0 (C.40)
where ρ = M
√
x2 − t2 for (x2 − t2) > 0. At large distances, the ratio of the two terms reaches the
the asymptotic value of 0.89, therefore for large distances we have
1
Z1/2
gϕ(τ, x)− 1 = 0.11
(
(12)3C0
2pi
f∞
)
e−2ρ
ρ
+ · · · , ρ→∞ (C.41)
The normalized green function Gϕ(r) is also plotted in Fig. C.3.
C.3.2 Simplification of |F (θ)|
In this appendix we try to find a simpler analytic expression for |F (θ)|2 where
F (θ) = F
a=β=1/2
−+ (θ) = i (12
√
3)
sinh θ
sinh(3θ)
e−
3θ
2 exp
{
−2
∫ ∞
0
dt
t
sinh2 t(1− iθpi ) cosh t3
sinh 2t cosh t
}
(C.42)
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Figure C.3: Plot of Gϕ(r) =
2pi
(12)3C0
(
Z−11/2gϕ(r)− 1
)
as a function of r/ξ where ξ−1 = M is the
soliton mass.
therefore
|F (θ)|2 = 3(12)2 sinh
2 θ
sinh2(3θ)
e−3θ exp
{
−2
∫ ∞
0
dt
t
cosh t3
sinh 2t cosh t
[
sinh2 t(1− iθ
pi
) + sinh2 t(1 +
iθ
pi
)
]}
= 3(12)2
sinh2 θ
sinh2(3θ)
e−3θ exp
{
−2
∫ ∞
0
dt
t
cosh t3
sinh 2t cosh t
[cosh(2t) cos(2tθ/pi)− 1]
}
= 6(12)2C0
sinh2(θ) cosh(3θ)
sinh2(3θ)
exp
{
4
∫ ∞
0
dt
t
cosh t3
sinh 2t cosh t
sinh2(tθ/pi)
}
= 6(12)2C0f(θ) (C.43)
where
f(θ) =
sinh2(θ) cosh(3θ)
sinh2(3θ)
exp
{
4
∫ ∞
0
dt
t
cosh t3
sinh 2t cosh t
sinh2(tθ/pi)
}
(C.44)
and
C0 = exp
{
−4
∫ ∞
0
dt
t
cosh(t/3) sinh2(t)
sinh 2t cosh t
}
(C.45)
and have used the fact that the rest of the integrand in Eqn. (C.31d) is even in θ. Let’s look at the
following integral
g(θ) = 4
∫ ∞
0
dt
t
cosh(2t) cosh(t/3)
cosh t sinh(2t)
sin2(
tθ
pi
) (C.46)
=⇒ g′(θ) = 4
pi
∫ ∞
0
dt
cosh(2t) cosh(t/3)
cosh t sinh(2t)
sin(
2tθ
pi
) (C.47)
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Figure C.4: Contour C
Clearly the integrand is not singular at t = 0, therefore
g′(θ)→ g′(θ) =
4
pi
∫ ∞

dt
cosh(2t) cosh(t/3)
cosh t sinh(2t)
sin(
2tθ
pi
) where → 0 (C.48)
=
2
ipi
(∫ −
−∞
+
∫ ∞

)
dt
cosh(2t) cosh(t/3)
cosh t sinh(2t)
ei2tθ/pi (C.49)
=
2
ipi
I(θ) (C.50)
Now consider the following contour integral∮
C
Kθ(z)dz =
∮
C
dz
cosh(2z) cosh(z/3)
cosh z sinh(2z)
ei2zθ/pi (C.51)
where the contour C is shown on fig. C.4. The left hand side of Eqn. (C.51) is equal to∮
C
Kθ(z)dz = (1− e−6θ)I(θ)− ipi [Res.(z = i3pi) + Res.(z = 0)] (C.52)
while right hand side, according to standard contour integral rule, is
∮
C
Kθ(z)dz = 2pii
5∑
n=1
Res.(zn = inpi/2) (C.53)
therefore we have
g′(θ) =
sinh(2θ) + 13 sinh(θ) +
2
√
3
pi θ cosh(θ)
cosh(2θ) + 12
(C.54)
133
which clearly satisfies g′(0) = 0. Integrating Eqn. (C.54), we have the following result for g(θ)
g(θ) =
1
2
log
[
1 + 2 cosh(2θ)
3
]
+
1
6
log
[
cosh(θ)− 1/2
cosh(θ) + 1/2
]
+
2
pi
∫ θ
0
dt arctan
( √
3
2 sinh(t)
)
− 2θ
pi
arctan
( √
3
2 sinh(θ)
) (C.55)
therefore we have
f(θ) =
sinh2(θ) cosh(3θ)
sinh2(3θ)
√
1 + 2 cosh(2θ)
3
[
3
2 cosh(θ)− 1
2 cosh(θ) + 1
]1/6
× exp
[
2
pi
∫ θ
0
dt arctan
( √
3
2 sinh(t)
)
− 2θ
pi
arctan
( √
3
2 sinh(θ)
)] (C.56)
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