The problem of signal recovery from its Fourier transform magnitude is of paramount importance in various fields of engineering and has been around for more than 100 years. Due to the absence of phase information, some form of additional information is required in order to be able to uniquely identify the signal of interest. In this paper, we focus our attention on discretetime sparse signals (of length n). We first show that if the discrete Fourier transform dimension is greater than or equal to 2n, then almost all signals with aperiodic support can be uniquely identified by their Fourier transform magnitude (up to time shift, conjugate flip, and global phase). Then, we develop an efficient two-stage sparse-phase retrieval algorithm (TSPR), which involves: identifying the support, i.e., the locations of the nonzero components, of the signal using a combinatorial algorithm; and identifying the signal values in the support using a convex algorithm. We show that TSPR can provably recover most O(n 1 /2 − )-sparse signals (up to a time shift, conjugate flip, and global phase). We also show that, for most O(n 1 /4 − )-sparse signals, the recovery is robust in the presence of measurement noise. These recovery guarantees are asymptotic in nature. Numerical experiments complement our theoretical analysis and verify the effectiveness of TSPR.
I. INTRODUCTION
I N MANY physical measurement systems, the power spectral density of the signal, i.e., the magnitude square of the Fourier transform, is the measurable quantity. The phase information of the Fourier transform is completely lost, because of which signal recovery is difficult. Recovering a signal from its Fourier transform magnitude is known as phase retrieval [1] . This recovery problem is one with a rich history and occurs in many areas of engineering and applied physics, including astronomical imaging [2] , X-ray crystallography [3] , speech processing [4] , optics [5] , computational biology [6] and so on. Let x = (x 0 , x 1 , . . . , x n −1 ) be a complex signal and y be its Fourier transform. The phase retrieval problem can be mathe-Manuscript received July 1, 2015;  revised May 20, 2016 and December 31, 2016; accepted January 12, 2017. Date of publication January 23, 2017; date of current version February 24, 2017. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Anthony Man-Cho So. This work was supported in part by the National Science Foundation under Grant CCF-0729203, Grant CNS-0932428, and Grant CIF-1018927, in part by the Office of Naval Research under the MURI Grant N00014-08-1-0747, and in part by a Grant from Qualcomm, Inc.
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where F is the n point DFT matrix, and |.| is the element-wise absolute value operator. Since Fourier magnitude-square (i.e., power spectral density) and circular autocorrelation are Fourier pairs, phase retrieval can also be equivalently stated as the problem of recovering a signal from its circular autocorrelation, denoted by b = (b 0 , b 1 , . . . , b n −1 ):
x j x (i+j ) mod n for 0 ≤ i ≤ n − 1.
Due to the absence of Fourier phase information, the available data is highly incomplete. Indeed, for any given Fourier transform magnitude, the Fourier phase can be chosen from an n-dimensional set. Since distinct phases correspond to distinct signals in general, the feasible set of (1) is typically a manifold with n dimensions, rendering phase retrieval a very ill-posed problem.
A popular approach to mitigate this issue is to consider the 2n point DFT instead [7] . In this setting, phase retrieval can be equivalently stated as the problem of recovering a signal from its autocorrelation, denoted by a = (a 0 , a 1 , . . . , a n −1 ):
Observe that the operations of time-shift, conjugate-flip and global phase-change on the signal do not affect the autocorrelation (and hence the Fourier transform magnitude), because of which there are trivial ambiguities. Signals obtained by these operations are considered equivalent, and in most applications it is good enough if any equivalent signal is recovered. For example, in astronomy, where the underlying signal corresponds to stars in the sky, or in X-ray crystallography, where the underlying signal corresponds to atoms or molecules in a crystal, equivalent solutions are equally informative ( [2] , [3] ). Throughout this work, when we refer to unique recovery, it is assumed to be up to a time-shift, conjugate-flip and global phase.
It is well-known that (3) can have up to 2 n non-equivalent solutions [8] . While this is a significant improvement when compared to the number of non-equivalent solutions of (2), 2 n is still a prohibitive number, and prior information on the signal of interest is necessary in order to be able to uniquely identify it. In this work, we assume that the signals of interest are sparse (i.e., the number of non-zero entries are much lesser than n), a property which is true in many applications of the phase retrieval problem. For example, astronomical imaging deals with sparsely distributed stars [2] , electron microscopy deals with sparsely distributed atoms or molecules [3] , and so on.
The sparse phase retrieval problem is mathematically stated as:
where . 0 denotes the 0 norm, defined as the number of nonzero elements.
A. Contributions
In this work, we first show that almost all signals with aperiodic support (defined in Section II) can, in theory, be uniquely recovered by solving (4) . In other words, if the signal of interest is known to have aperiodic support, then we show that the sparse phase retrieval problem is almost surely well-posed.
We then develop the TSPR algorithm to efficiently solve (4), and provide the following recovery guarantees: (i) most O(n 1/2− )-sparse signals can be recovered uniquely by TSPR (ii) most O(n 1/4− )-sparse signals can be recovered robustly by TSPR when the measurements are corrupted by additive noise. We would like to emphasize that the theoretical guarantees we provide for TSPR are asymptotic in nature. Although, numerical simulations show that the results hold true even for small values of n.
Remark: Characterizing the precise set of signals that can be recovered by TSPR is a difficult task and hence, we use a probabilistic approach.
For sparse phase retrieval, the best known uniqueness result is due to [37] , where the authors show that signals with "collisionfree" autocorrelation can almost surely be identified. As we will see later, under our probabilistic model, the collision-free property holds with high probability only for O(n 1/4− )-sparse signals, where as our uniqueness results apply for even O(n)sparse signals.
To the best of our knowledge, TSPR is the first efficient sparse phase retrieval algorithm with strong theoretical guarantees. In fact, inspired by converse results in other sparse-quadratic problems [33] - [35] , it is conjectured that signals with sparsity greater than O(n 1/2 ) cannot be efficiently reconstructed [45] .
B. Related Work
The phase retrieval problem has challenged researchers for over 100 years, and a considerable amount of research has been done. The Gerchberg-Saxton algorithm [9] was the first popular method to solve this problem when certain time domain constraints are imposed on the signal (sparsity can be considered as one such constraint). The algorithm starts by selecting a random Fourier phase, and then alternately enforces the time-domain constraints specific to the setup and the observed frequency-domain measurements. Fienup, in his seminal work [10] , proposed a broad framework for such iterative algorithms. A theoretical framework to understand these algorithms, which are in essence an alternating projection between a convex set and a non-convex set, is provided in [11] . The problem with such an approach is that convergence is often to a local minimum, and hence chances of successful recovery are minimal.
Recently, attempts have been made by researchers to exploit the sparse nature of the underlying signals. In [12] , an alternating projection-based heuristic is proposed to solve the sparse phase retrieval problem. The traditional iterative algorithm, with additional sparsity constraints, is explored in [13] . Semidefinite relaxation based heuristics were explored by several researchers (see [14] - [16] ). In [17] , a greedy-search method was developed to solve the sparsity-constrained optimization problem.
In [18] - [25] , the idea of using "masks" to obtain more information about the signal is explored.
We would like to note that a considerable amount of literature is available on signal reconstruction from random phaseless measurements, i.e., find
x subject to |y| = |Ax|,
where A is a matrix with randomly chosen entries (see [26] - [34] ). We would like to emphasize here that, while in appearance, (5) is similar to the classic Fourier phase retrieval problem, the Fourier phase retrieval problem is more challenging due to the inherent structure of the DFT matrix. In particular, due to the trivial ambiguities (time-shift and conjugate-flip), standard convex relaxation methods do not work (a detailed discussion is provided in Section III).
II. IDENTIFIABILITY
In this section, we present our identifiability results for the sparse phase retrieval problem (4) .
Definition: A signal is said to have periodic or aperiodic support if the locations of its non-zero components are uniformly spaced or not uniformly spaced respectively.
For example: Consider the signal x = (x 0 , x 1 , x 2 , x 3 , x 4 ) of length n = 5.
(i) Aperiodic support:
Theorem II.1: Let S k represent the set of all k-sparse signals with aperiodic support, where 3 ≤ k ≤ n − 1. Almost all signals in S k can be uniquely recovered by solving (4) .
Proof: The proof technique we use is popularly known in literature as dimension counting. Since S k represents the set of all k-sparse signals with aperiodic support, it is a manifold with 2k degrees of freedom (each non-zero location has 2 degrees of freedom, as the value can be complex). We show that the set of signals in S k which cannot be uniquely recovered by solving (3) is a manifold with degrees of freedom less than or equal to 2k − 1 and hence, almost all signals in S k can be uniquely recovered by solving (3).
Signals with sparsity k ≤ 2 can always be recovered by solving (4) (the quadratic system of equations can be solved trivially).
Remark: Sparse signals with periodic support can be viewed as an oversampled version of a signal which is not sparse. The sparse phase retrieval problem (4) reduces to the phase retrieval problem (3), and hence these signals cannot be uniquely recovered from their autocorrelation without further assumptions. For a detailed discussion, we refer the readers to Section II in [12] .
III. TWO-STAGE SPARSE PHASE RETRIEVAL (TSPR)
In this section, we discuss the drawbacks of the standard convex relaxation-based approaches to solve (4) and then develop TSPR.
It is well known that 0 -minimization is NP-hard in general, hence (4) is difficult to solve. Convex relaxation-based approaches have enjoyed success in solving several quadraticconstrained problems [14] , [56] . The convex relaxation for such problems can be obtained by a procedure popularly known as lifting: Suppose we embed (4) in a higher dimensional space using the transformation X = xx , the problem can be equivalently written as:
where the matrices A i are given by
Researchers have explored many convex approaches to solve such problems. 1 -minimization [43] is known to promote sparse solutions and nuclear norm minimization [40] (or, equivalently, trace minimization for positive semidefinite matrices) is known to promote low rank solutions. Since the solution we desire is both sparse and low rank, a natural approach would be to solve:
subject to
for some regularizer λ, and hope that the resulting solution is both sparse and rank one. While this relaxation is a powerful tool when the measurement matrices are random (for example, the random measurement setup (5)), it fails in the phase retrieval setup. This does not come as a surprise as the issue of trivial ambiguities (due to time-shift and conjugate-flip) is still unresolved. If X 0 = x 0 x 0 is the desired sparse solution, theñ X 0 =x 0x 0 , wherex 0 is the conjugate-flipped version of x 0 , X i = x i x i , where x i is the signal obtained by time-shifting x 0 by i units, andX i =x ix i , wherex i is the signal obtained by time-shiftingx 0 by i units are also feasible with the same objective value as X 0 . Since (7) is a convex program, any convex combination of these solutions are also feasible and have an objective value less than or equal to that of X 0 , because of which the optimizer is neither sparse nor rank one. One approach to break this symmetry would be to solve a weighted 1 minimization problem, which can potentially introduce a bias towards a particular equivalent solution. Numerical simulations suggest that this approach does not help in the phase retrieval setup.
Many iterative heuristics have been proposed to solve (7) . In [14] , log-det function is used as a surrogate for rank (see [42] ). In [15] , the solution space is iteratively reduced by calculating bounds on the support of the signal. Reweighted minimization (see [41] ) is explored in [45] , where the weights are chosen based on the solution of the previous iteration. While these methods enjoy empirical success, no theoretical guarantees were provided for their behavior.
The time-shift and time-reversal ambiguities stem from the fact that the support of the signal is not known. Therefore, let us momentarily assume that we somehow know the support of the signal (denoted from now on by V , which is the set of locations of the non-zero components of x), (7) can be reformulated as 1 plots the probability of successful recovery of (8) (with λ = 0) against various sparsities k for n = 32, 64, 128, 256. For a given signal length n and sparsity k, the k non-zero locations were chosen uniformly at random and the signal values in the support were chosen from an i.i.d. standard normal distribution. It can be observed that (8) recovers the signal with very high probability in the k ≤ n 2 regime * . This observation suggests a two-stage algorithm: one where we first recover the support of the signal and then use it to solve (8) .
It is difficult to characterize the set of signals that can be reconstructed using TSPR. In order to provide recovery guarantees, we consider a probabilistic approach. In particular, we assume that the sparse signal is drawn from the Bernoulli-Gaussian distribution BN (n, θ), defined as follows:
(i) Support is chosen from an i.i.d. Bern( n θ n ) distribution. (ii) Signal values in the support are chosen from an i.i.d.
CN (0, 1) distribution. We prove the following result: Theorem III.1: If sparse signals are drawn from the BN (n, θ) distribution, where the parameter θ satisfies 0 < θ ≤ * This is an approximate empirical observation. In this work, we provide recovery guarantees only for O(n 1 / 2 − )-sparse signals. Proof: This is a direct consequence of Theorem III.2 and III.3.
For convenience of notation, we define the quantity s = n θ . Note that s controls the distribution of the sparsity of the signals. In particular, if k denotes the sparsity of the signal, then E[k] = s. Further, the probability that an integer belongs to the support is given by s n .
A. Support Recovery
Consider the problem of recovery of the support of the signal V from the support of the autocorrelation (denoted from now on by W ). We will assume that if a i = 0, then no two elements in x are separated by a distance i, i.e.,
This holds with probability one if the non-zero components of the signal are chosen from a continuous i.i.d. distribution. With this assumption, the support recovery problem can be stated as
which is the problem of recovering an integer set from its pairwise distance set (also known as Turnpike Problem † ). For example, consider the set V = {2, 5, 13, 31, 44}. Its pairwise distance set is given by W = {0, 3, 8, 11, 13, 18, 26, 29, 31, 39, 42} . Turnpike problem (and (9)) is the problem of reconstruction of the set V from the set W .
In [48] , a backtracking-based algorithm is proposed to solve the turnpike problem. The algorithm needs multiplicity information of the pairwise distances which is not available in the phase retrieval setup, and is known to have a worst case exponential O(2 k )-complexity. In [49] , a polynomial factorization-based algorithm with complexity O(k d ) is proposed, where d is the largest pairwise distance. [50] provides a comprehensive summary of the existing algorithms for the turnpike problem. In the following part, we will develop a O(k 4 )-complexity algorithm which can provably recover most O(n 1 2 − )-sparse integer sets. Suppose V = {v 0 , v 1 , . . . , v k −1 } is a set of k integers and W = {w 0 , w 1 , . . . , w K −1 } is its pairwise distance set § .
If V has a pairwise distance set W , then sets c ± V also have a pairwise distance set W for any integer c, because of which there are trivial ambiguities. These solutions are considered equivalent, we attempt to recover the equivalent solution U = {u 0 , u 1 , . . . , u k −1 } defined as follows:
i.e., the equivalent solution set U we attempt to recover has the following properties:
With this definition, W = {u ij : 0 ≤ i ≤ j ≤ k − 1} and U = {u 0j : 0 ≤ † Many papers consider the problem of recovering a set of integers from the multiset of their pairwise distances, i.e., multiplicity of pairwise distances is known. We provide a solution without using multiplicity information. § The elements of V and W are assumed to be in ascending order without loss of generality for convenience of notation, i.e., v
Algorithm 2: Support Recovery: Combinatorial Algorithm. Input: Pairwise distance set W Output: Integer set U which has W as its pairwise distance set 1. u 01 = w K −1 − w K −2 2. Intersection Step using u 01 : get
The reason for choosing to recover the equivalent solution U is the following: We have the property U ⊆ W . Algorithm 2, in essence, crosses out all the integers in W that do not belong to U using two instances of Intersection Step and one instance of Graph Step. 1) Inferring u 01 : The largest integer in W (i.e., w K −1 ) corresponds to the term u 0,k −1 and the second largest integer in W (i.e., w K −2 ) corresponds to the term u 1,k −1 (due to
2) Intersection Step: The key idea of this step can be summarized as follows: suppose we know the value of u 0p for some p, then
where the set (W + u 0p ) is the set obtained by adding the integer u 0p to each integer in the set W . This can be seen as follows: u 0j ∈ W by construction for 0 ≤ j ≤ k − 1. u pj ∈ W by construction for p ≤ j ≤ k − 1, which when added by u 0p , gives u 0j and hence u 0j ∈ (W + u 0p ) for p ≤ j ≤ k − 1.
The idea can be generalized to multiple intersections. Suppose we know {u 0p : 1 ≤ p ≤ t}, we can construct {(W + u 0p ) : 1 ≤ p ≤ t} and see that
. The idea can also be extended to the case when we know the value of u q,k−1 for some q:
which can be seen as follows: u j,k −1 ∈ W by construction for 0 ≤ j ≤ k − 1. u j q ∈ W by construction for 0 ≤ j ≤ q, which when added by u q,k−1 , gives u j,k −1 and hence u j,k −1 ∈ (W + u q,k−1 ) for 0 ≤ j ≤ q.
Consider the example V = {2, 5, 13, 31, 44}, W = {0, 3, 8, 11, 13, 18, 26, 29, 31, 39, 42} . We have u 01 = 3, because of which W 1 = {3, 6, 11, 14, 16, 21, 29, 32, 34, 42, 45} and hence W ∩ W 1 = {3, 11, 29, 42}, which contains {u 01 , u 02 , u 03 , u 04 } = {3, 11, 29, 42}.
3) Graph Step: For an integer set U whose pairwise distance set is W , consider any set Z = {z 0 , z 1 , . . . , z |Z |−1 } which satisfies U ⊆ Z ⊆ W . Construct a graph G(Z, W ) with |Z| vertices (each vertex corresponding to an integer in Z) such that there exists an edge between z i and z j iff the following two conditions are satisfied:
i.e., there exists an edge between two vertices iff their corresponding pairwise distance is unique and belongs to W .
The main idea of this step is as follows: suppose we draw a graph G(Z, W ) where U ⊆ Z ⊆ W . If there exists an edge between a pair of integers z i , z j ∈ Z, then z i , z j ∈ U . This holds because if z i , z j / ∈ U , then since |z i − z j | ∈ W there has to be another pair of integers in U (and hence in Z) which have a pairwise distance |z i − z j |. This would contradict the fact that an edge exists between z i and z j in G(Z, W ) .
Consider BN (n, θ) distribution, where the parameter θ satisfies 0 < θ ≤ 1 2 − for some constant > 0, then the failure probability of Algorithm 2 is O(n −0.1 ).
Proof: The proof of this theorem is constructive, i.e., we prove the correctness of the various steps involved in Algorithm 2 with the desired probability. The outline is as follows:
Due to U ⊆ W property, we noted that Algorithm 2 aims to cross out integers in W that do not belong to U (undesired integers). The Intersection Step and Graph
Step are designed such that they never cross out integers which belong to U , and cross out undesired integers with certain probabilities. Lemma B.2 provides a O( s 4 n 2 ) bound on the probability that a particular undesired integer does not get crossed out in the first Intersection
Step. If 0 < θ ≤ 1 5 , then Lemma B.3 shows that the support is recovered at the end of the first Intersection Step itself with the desired probability.
The Graph
Step and the second instance of the Intersection Step cross out undesired integers, if any, when 1 5 < θ. Lemma B.6 shows that {v 0p : 1 ≤ p ≤ t = 3 log(s)} can be recovered by Graph Step with the desired probability. Finally, Lemmas B.4 and B.5 show that the support is recovered at the end of the second Intersection Step with the desired probability.
B. Signal Recovery With Known Support
Once the support is recovered, the signal can be recovered by solving (8) . We use λ = 0 as the support constraints promote sparsity by themselves.
Theorem III.3: If the sparse signal x 0 is drawn from the BN (n, θ) distribution, where the parameter θ satisfies 0 < θ ≤ 1 2 − for some constant > 0, then the probability that the optimizer of (8), with λ = 0, is not X 0 = x 0 x 0 is O(n −1 ).
Proof: Analysis of semidefinite relaxation-based programs with such deterministic measurements is a difficult task in general. We will instead analyze (10) , which is a further relaxation of (8) , and show that (10) has X 0 = x 0 x 0 as its optimizer with the desired probability, which is sufficient to prove the theorem as x 0 x 0 is a feasible point of (8) .
We use the following notation: H(U ) = G(U, W ) (see the description of Graph step). In other words, H(U ) is a graph with k vertices, where each vertex corresponds to an integer in U and two vertices have an edge between them if their corresponding integers have a unique pairwise distance.
The key idea is the following: if there exists an edge between vertices corresponding to u i and u j in the graph H(U ), then X u i u j can be deduced from the autocorrelation. This is because if there is an edge between u i and u j , then a |u i −u j | = x u i x u j , which by definition is X u i u j . The convex program (8) can be relaxed by using only such autocorrelation constraints which fix certain entries of X (and discarding the rest), and by replacing the positive semidefinite constraint with the constraint that every 2 × 2 submatrix of X is positive semidefinite, i.e, minimize trace(X)
means that there exists an edge between vertices corresponding to u i and u j in H(U ).
Note that log 6 (s) ≤ k holds with the desired probability. The events are first conditioned with respect to a fixed k in this interval, a union bound over all values of k in this interval completes the bound.
Lemma C.3 shows that the minimum degree of H(U ), denoted by d m in (H(U )), satisfies d m in (H(U )) > k(1 − 1 t ), where t = log 2 (s), with the desired probability. Hajnal-Szemeredi theorem on disjoint cliques [54] states that such graphs contain k t vertex disjoint union of complete graphs of size t.
Lemma C.1, along with a union bound, shows that the entries of the optimizer of (10) match with the entries of X 0 = x 0 x 0 on each of these k t complete graphs with the desired probability. Consequently, the diagonal entries of the optimizer of (10) match with the diagonal entries of X 0 = x 0 x 0 with the desired probability.
Also, since the graph H(U ) has a Hamiltonian cycle (Lemma C.3), by rearranging the indices, we see that the first off-diagonal entries of the optimizer of (10) also match with the first offdiagonal entries of X 0 = x 0 x 0 . Since the optimizer's diagonal and first off-diagonal entries are sampled from a rank one matrix, there is exactly one positive semidefinite completion, which is the rank one completion x 0 x 0 . Since the optimizer also satisfies all the constraints of (8), X 0 = x 0 x 0 is the unique minimizer of (8) with the desired probability.
IV. STABILITY
In practice, the measured autocorrelation is corrupted with additive noise, i.e., the measurements are of the form
where z = (z 0 , z 1 , . . . , z n −1 ) is the additive noise. TSPR, in its pure form (support recovery using Algorithm 2), is not robust to noise as the u 01 identification step and Graph step are not robust. In this section, we present a modified version of TSPR, which in essence, considers the pairwise distance set of the pairwise distance set to identify u i 0 j 0 , for some 0 ≤ i 0 < j 0 ≤ 2c + 1, Algorithm 3: Two-Stage Sparse Phase Retrieval: Noisy Setup.
Input: Noisy autocorrelation a of the signal of interest, threshold τ , η such that z 2 ≤ η, constant c Output: Sparse signalx satisfying the noisy autocorrelation measurements
Step using u i 0 j 0 : get
Step using each of the c+2
As earlier, let W denote the support of the autocorrelation (in the absence of noise). Let W ins denote the set of integers which belong to W † but do not belong to W : these are the integers which got inserted due to a noise value higher than the threshold. Also, let W del denote the set of integers which belong to W but do not belong to W † : these are the integers which got deleted due to the autocorrelation value being below the threshold or due to noise reducing the autocorrelation value below the threshold. We have:
Theorem IV.1: If the sparse signal x 0 is drawn from the BN (n, θ) distribution, where the parameter θ satisfies 0 < θ ≤ 1 4 − for some constant > 0, then TSPR (noisy setup) can recover it from its noisy autocorrelation measurements ( z 2 ≤ η) with an estimation error
with probability at least 1 − c 0 n −4 , for some numerical constant c 0 , if the noise vector z and threshold τ are such that for some constant c, we have
Proof: The proof of this theorem is constructive, i.e., we prove the correctness of the various steps involved with the desired probability.
The outline is as follows: Lemma D.1 bounds the probability of the first step failing by O(n −4 ). Then, a detailed discussion of the Generalized Intersection Step is provided. Finally, Lemma D.2, combined with Lemma B.3, shows that TSPR (noisy setup) can precisely recover the support of the signal with the desired probability. We then show that the signal values can be robustly recovered by the convex relaxation-based program.
V. NUMERICAL SIMULATIONS
In this section, we demonstrate the performance of TSPR using numerical simulations. The procedure is as follows: for a given n and k, the k locations of the non-zero components were chosen uniformly at random. The signal values in the chosen support were drawn from an i.i.d. standard normal distribution.
A. Success Probability
In the first set of simulations, we demonstrate the performance of TSPR for n = 12500, n = 25000 and n = 50000 for various sparsities. The results of the simulations are shown in Fig. 2 , the O(n 1/2− ) theoretical prediction can be clearly seen. For instance, n = 12500, k = 80 and n = 50000, k = 160 have a success probability of 0.5 and so on.
B. Failure Exponent
In the second set of simulations, we numerically study the failure probability of TSPR, denoted by δ. For θ = 0.42, 0.44, 0.46, we plot log 2 (δ) versus log 2 (n) for various choices of n. Theorem III.1 upper bounds the slope by −0.1 × ( 1 2 − θ). The results of the simulations are shown in Fig. 3 . It can be seen that the results are in accordance with the bounds provided by Theorem III.1. It is also clear that −0.1 × ( 1 2 − θ) is not a tight bound, which is not surprising as the analysis in Theorem III.1 involved many union bounds, which are typically not tight.
C. Comparison with Fast Algorithms
In this set of simulations, we compare the recovery ability of TSPR with other popular sparse phase retrieval algorithms. We choose n = 6400 and plot the success probabilities of the algorithms TSPR, GESPAR [17] and Sparse-Fienup (100 random initializations) [10] for sparsities 20 ≤ k ≤ 90. The results of the simulations are shown in Fig. 4 . Fig. 4 shows that TSPR outperforms Sparse-Fienup algorithm and is almost on par with GESPAR. We expect TSPR to outperform GESPAR for higher values of n due to the fact that it can recover O(n 1 2 − )-sparse signals (GESPAR empirically recovers O(n 1 3 )-sparse signals). We suspect that the recovery ability of the two algorithms for n = 6400 is similar due to the effect of the constants multiplying these terms. We were unable to com- pare the performances for higher values of n due to scalability limitations of GESPAR. For instance, TSPR took an average run time of 80ms to recover a signal with n = 25000 and k = 100 where as GESPAR needed an average run time of 33 s to recover a signal with n = 512 and k = 35.
D. Comparison With SDP Algorithms
In this set of simulations, we compare the recovery ability of TSPR with the SDP heuristic (based on log-det minimization) proposed in [14] . We choose n = 64 and plot the success probabilities for sparsities 0 ≤ k ≤ 20. The results are shown in Fig. 5 , we observe that the performances are similar.
E. Image Reconstruction
Finally, we test the performance of TSPR on real images. To this end, we use a 54 × 64 image of the M73 asterism in the constellation of Aquarius [57] . The original image ( Fig. 6(a) ) is converted into a sparse binary image by thresholding. In particular, by using a threshold value equal to 25% of the maximum value, a binary image with sparsity 44 is obtained ( Fig. 6(b) ). The reconstructed image and the error are shown in Figs. 6(c) and 6(d) respectively. The output of TSPR has sparsity 47: the original 44 support locations are accurately reconstructed, and only 3 undesired support locations were not crossed out.
VI. CONCLUSIONS
We showed that almost all signals with aperiodic support can, in theory, be recovered by solving (4) . We then developed the TSPR algorithm to efficiently solve (4), and provided the following recovery guarantees: (i) most O(n 1/2− )-sparse signals can be recovered uniquely by TSPR (ii) most O(n 1/4− )-sparse signals can be recovered robustly by TSPR when the measurements are corrupted by noise. Numerical simulations complement our theoretical analysis, and show that TSPR can perform as well as the popular algorithms (which enjoy empirical success, but do not have theoretical guarantees).
