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Abstract
We consider a nonlinear evolution equation for complex-valued functions of a real
positive time variable and a p-adic spatial variable. This equation is a non-Archimedean
counterpart of the fractional porous medium equation. Developing, as a tool, an L1-theory
of Vladimirov’s p-adic fractional differentiation operator, we prove m-accretivity of the
appropriate nonlinear operator, thus obtaining the existence and uniqueness of a mild
solution. We give also an example of an explicit solution of the p-adic porous medium
equation.
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1 Introduction
The theory of linear partial pseudo-differential equations for complex-valued functions over non-
Archimedean fields is a well-established branch of mathematical analysis. By this time, there
is a description of various equations whose properties resemble those of classical equations of
mathematical physics, there are constructions of fundamental solutions, information on spectral
properties of related operators. For equations of evolution type, there are results on initial value
problems etc. See [1, 2, 17, 18, 19, 21, 24, 26, 27, 28] and references therein.
Meanwhile very little is known about nonlinear p-adic equations. We can mention only
some semilinear evolution equations solved using p-adic wavelets [1] and a kind of equations of
reaction-diffusion type studied in [29].
In this paper, we consider a p-adic analog of one of the most important classical nonlinear
equations, the porous medium equation (see [23]), that is the equation
∂u
∂t
+Dα(ϕ(u)) = 0, u = u(t, x), t > 0, x ∈ Qp, (1.1)
where Qp is the field of p-adic numbers, D
α, α > 0, is Vladimirov’s fractional differentiation
operator (see the deinitions and other preliminaries in Section 2 below), ϕ is a strictly monotone
increasing continuous real function, |ϕ(s)| ≤ C|s|m for s ∈ R (C > 0, m ≥ 1). A typical
example of the latter is ϕ(u) = u|u|m−1, m > 1. We see Eq. (1.1) as the simplest model
example of an equation of this kind for the non-Archimedean situation. Therefore in order to
understand specific features of this case, we confine ourselves to the simplest pseudo-differential
operator on Qp and the simplest kind of nonlinearity. On the other hand, this setting has some
common features with recent work on fractional porous medium equation on Rn [20]. Another
motivation is the p-adic model of a porous medium proposed in [15, 16].
Our strategy for studying Eq. (1.1) is as follows. There exists an abstract theory of the
equations
∂u
∂t
+ A(ϕ(u)) = 0. (1.2)
developed by Crandall and Pierre [8] and based on the theory of stationary equations
u+ Aϕ(u) = f (1.3)
developed by Bre´zis and Strauss [6]. In Eq. (1.2) and (1.3), A is a linear m-accretive operator
in L1(Ω) where Ω is a σ-finite measure space. Under some natural assumptions, the nonlinear
operatorAϕ = A ◦ ϕ is accretive and admits an m-accretive extension Aϕ, the generator of
a contraction semigroup of nonlinear operators. This result gives information on a kind of
generalized solvability of Eq. (1.2), though the available description of Aϕ is not quite explicit.
In order to use this method for Eq. (1.1), we need an L1-theory of the Vladimirov operator
Dα. This is a subject of independent interest, and we treat it in Section 3.
In the classical situation where Ω = Rn, A is the Laplacian, there are stronger results based
on the study of Eq. (1.3) (see [5, 7]) showing that Aϕ is m-accretive itself. This employs some
delicate tools of local analysis of solutions, such as imbedding theorems for Marcinkiewicz and
Sobolev spaces in bounded domains.
For our p-adic situation, we prove (section 5) a little weaker result, namely the m-accretivity
of the closure of the operator Aϕ. Our tool is the L1-theory of the Vladimirov type operator
on a p-adic ball (Section 4).
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Finally, in Section 6, we give an example of an explicit solution of Eq. (1.1) resembling the
“Quadratic Pressure Solution” of the porous medium equation on Rn [3].
2 Preliminaries
2.1. p-Adic numbers and the Vladimirov operator [18, 24].
Let p be a prime number. The field of p-adic numbers is the completion Qp of the field Q
of rational numbers, with respect to the absolute value |x|p defined by setting |0|p = 0,
|x|p = p
−ν if x = pν
m
n
,
where ν,m, n ∈ Z, and m,n are prime to p. Qp is a locally compact topological field.
Note that by Ostrowski’s theorem there are no absolute values onQ, which are not equivalent
to the “Euclidean” one, or one of | · |p.
The absolute value |x|p, x ∈ Qp, has the following properties:
|x|p = 0 if and only if x = 0;
|xy|p = |x|p · |y|p;
|x+ y|p ≤ max(|x|p, |y|p).
The latter property called the ultra-metric inequality (or the non-Archimedean property)
implies the total disconnectedness of Qp in the topology determined by the metric |x − y|p,
as well as many unusual geometric properties. Note also the following consequence of the
ultra-metric inequality:
|x+ y|p = max(|x|p, |y|p) if |x|p 6= |y|p.
The absolute value |x|p takes the discrete set of non-zero values p
N , N ∈ Z. If |x|p = p
N ,
then x admits a (unique) canonical representation
x = p−N
(
x0 + x1p + x2p
2 + · · ·
)
, (2.1)
where x0, x1, x2, . . . ∈ {0, 1, . . . , p− 1}, x0 6= 0. The series converges in the topology of Qp. For
example,
−1 = (p− 1) + (p− 1)p+ (p− 1)p2 + · · · , | − 1|p = 1.
We denote Zp = {x ∈ Qp : |x|p ≤ 1}. Zp, as well as all balls in Qp, is simultaneously open and
closed.
Proceeding from the canonical representation (2.1) of an element x ∈ Qp, we define the
fractional part of x as the rational number
{x}p =
{
0, if N ≤ 0 or x = 0;
p−N
(
x0 + x1p+ · · ·+ xN−1p
N−1
)
, if N > 0.
The function χ(x) = exp(2pii{x}p) is an additive character of the field Qp, that is a character
of its additive group. It is clear that χ(x) = 1 if |x|p ≤ 1. Denote by dx the Haar measure on
the additive group of Qp normalized by the equality
∫
Zp
dx = 1.
3
The above additive group is self-dual, so that the Fourier transform of a complex-valued
function f ∈ L1(Qp) is again a function on Qp defined as
(Ff)(ξ) =
∫
Qp
χ(xξ)f(x) dx.
If Ff ∈ L1(Qp), then we have the inversion formula
f(x) =
∫
Qp
χ(−xξ)f˜(ξ) dξ.
It is possible to extend F from L1(Qp) ∩ L2(Qp) to a unitary operator on L2(Qp), so that the
Plancherel identity holds in this case. In a way, Fourier analysis on Qp is close to the classical
harmonic analysis (see [11] for an interesting discussion of various stages in the development of
harmonic analysis).
In order to define distributions on Qp, we need a class of test functions. A function f :
Qp → C is called locally constant if there exists such an integer l ≥ 0 that for any x ∈ Qp
f(x+ x′) = f(x) if ‖x′‖ ≤ p−l.
The smallest number l with this property is called the exponent of local constancy of the
function f .
Typical examples of locally constant functions are additive characters, and also cutoff func-
tions like
Ω(x) =
{
1, if ‖x‖ ≤ 1;
0, if ‖x‖ > 1.
In particular, Ω is continuous, which is an expression of the non-Archimedean properties of Qp.
Denote by D(Qp) the vector space of all locally constant functions with compact supports.
Note that D(Qp) is dense in L
q(Qp) for each q ∈ [1,∞). In order to furnish D(Qp) with a
topology, consider first the subspace DlN ⊂ D(Qp) consisting of functions with supports in a
ball
BN = {x ∈ Qp : |x|p ≤ p
N}, N ∈ Z,
and the exponents of local constancy ≤ l. This space is finite-dimensional and possesses a
natural direct product topology. Then the topology in D(Qp) is defined as the double inductive
limit topology, so that
D(Qp) = lim−→
N→∞
lim
−→
l→∞
DlN .
If V ⊂ Qp is an open set, the space D(V ) of test functions on V is defined as a subspace of
D(Qp) consisting of functions with supports in V .
The space D′(Qp) of Bruhat-Schwartz distributions on Qp is defined as a strong conjugate
space to D(Qp).
In contrast to the classical situation, the Fourier transform is a linear automorphism of the
space D(Qp). By duality, F is extended to a linear automorphism of D
′(Qp). There exists a
detailed theory of convolutions and direct products of distributions on Qp closely connected
with the theory of their Fourier transforms; see [1, 18, 24].
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The Vladimirov operatorDα, α > 0, of fractional differentiation, is defined first as a pseudo-
differential operator with the symbol |ξαp :
(Dαu)(x) = F−1ξ→x
[
|ξ|αpFy→ξu
]
, u ∈ D(Qp), (2.2)
where we show arguments of functions and their direct/inverse Fourier transforms. There is
also a hypersingular integral representation giving the same result on D(Qp) but making sense
on much wider classes of functions (for example, bounded locally constant functions):
(Dαu) (x) =
1− pα
1− p−α−1
∫
Qp
|y|−α−1p [u(x− y)− u(x)] dy. (2.3)
The Cauchy problem for the heat-like equation
∂u
∂t
+Dαu = 0, u(0, x) = ψ(x), x ∈ Qp, t > 0,
possesses many properties resembling classical parabolic equations. If ψ is regular enough, for
example, ψ ∈ D(Qp), then a classical solution is given by the formula
u(t, x) =
∫
Qp
Z(t, x− ξ)ψ(ξ) dξ
where Z is, for each t, a probability density and
Z(t1 + t2, x) =
∫
Qp
Z(t1, x− y)Z(t2, y) dy, t1, t2 > 0, x ∈ Qp. (2.4)
Explicitly,
Z(t, x) =
∞∑
k=−∞
pkck(t)∆−k(x) (2.5)
where ∆l(x) is the indicator function of the ball Bl,
ck(t) = exp
(
−pkαt
)
− exp
(
−p(k+1)αt
)
. (2.6)
Another expression for Z(t, x), valid for x 6= 0, is
Z(t, x) =
∞∑
m=1
(−1)m
m!
·
1− pαm
1− p−αm−1
tm|x|−αm−1p . (2.7)
The “heat kernel” Z satisfies the estimate
0 < Z(t, x) ≤ Ct(t1/α + |x|p)
−α−1, t > 0, x ∈ Qp. (2.8)
Here and below the letter C denotes various positive constants.
2.2. A Heat-Like Equation on a p-Adic Ball [18]
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Let us consider the Cauchy problem
∂u(t, x)
∂t
+ (DαNu) (t, x)− λu(t, x) = 0, x ∈ BN , t > 0; (2.9)
u(0, x) = ψ(x), x ∈ BN , (2.10)
where N ∈ Z, ψ ∈ D(BN), λ =
p− 1
pα+1 − 1
pα(1−N), the operator DαN is defined by restricting D
α
to functions uN supported in BN and considering the resulting function D
αuN only on BN .
Here and below we often identify a function on BN with its extension by zero onto Qp. Note
that DαN defines a positive definite operator on L
2(BN), λ is its smallest eigenvalue.
The probabilistic meaning of the problem (2.9)-(2.10) is discussed in [18]. Here we will write
only its solution
u(x, t) =
∫
BN
ZN(t, x− y)ψ(y) dy, t > 0, x ∈ BN ,
where
ZN(t, x) = e
λtZ(t, x) + c(t), x ∈ BN , (2.11)
c(t) = p−N − p−N(1− p−1)eλt
∞∑
n=0
(−1)n
n!
tn
p−Nαn
1− p−αn−1
, (2.12)
The kernel ZN is a transition density of a Markov process on BN .
2.3. Nonlinear Semigroups and the Abstract Porous Medium Equation [4, 6, 8].
Let Ω be a σ-finite measure space, A : D(A) ⊂ L1(Ω)→ L1(Ω) be a linear densely defined
operator, such that A is m-accretive, that is a generator of a strongly continuous contraction
semigroup e−tA. It is assumed, in addition, that
0 ≤ f ≤ 1 =⇒ 0 ≤ e−tAf ≤ 1. (2.13)
Let ϕ : R → R be a continuous strictly increasing function, ϕ(0) = 0. Consider the
nonlinear operator Aϕ with the domain
D(Aϕ) = {u ∈ L1(Ω) : ϕ(u) ∈ D(A)}.
It is proved [8] that (Aϕ)(u) = A(ϕ(u)) is an accretive nonlinear operator in L1(Ω), and for any
ε > 0, (εI+A)ϕ ism-accretive for each λ > 0, (I+λAϕ)−1 is an order-preserving non-expansive
mapping. However it may happen that Aϕ is not m-accretive.
On the other hand, Aϕ has a m-accretive extension Aϕ in L
1(Ω), which extends Aϕ in such
a way that for any λ > 0, f ∈ L1(Ω),
(I + λAϕ)
−1f = lim
ε↓0
(I + λ(εI + A)ϕ)−1f.
This result means a kind of generalized solvability of the Cauchy problem for the equation
∂u
∂t
+ A(ϕ(u)) = 0. (2.14)
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The m-accretivity of a nonlinear operator B means that it determines a nonlinear strongly
continuous nonexpansive semigroup corresponding in a usual way to the Cauchy problem.
Another option is to consider the closure of the operator Aϕ, that is the closure of its
graph, which is a single-valued operator, since A is closed and ϕ is continuous. The closure Aϕ
is obviously accretive. It is m-accretive, if the range of I + Aϕ is dense in L1(Ω) or, in other
words, the equation
u+ Aϕ(u) = f
is solvable for a dense subset of functions f ∈ L1(Ω).
Equivalently, setting β = ϕ−1 (the function inverse to ϕ), we have to study the equation
Av + β(v) = f. (2.15)
Together with Eq. (2.15), one considers (see [6]) the regularized equation
εvε + Avε + β(vε) = f, ε > 0, (2.16)
possessing a unique solution vε, such that wε = f − Avε satisfies the inequality
‖wε‖L1(Ω) ≤ ‖f‖L1(Ω). (2.17)
Moreover, if vˆε and wˆε correspond to Eq. (2.16) with a different right-hand side fˆ , then
‖wε − wˆε‖L1(Ω) ≤ ‖f − fˆ‖L1(Ω). (2.18)
In addition, if f ∈ L1(Ω) ∩ L∞(Ω), then
‖f − (A+ ε)vε‖L∞(Ω) = ‖β(vε)‖L∞(Ω) ≤ ‖f‖L∞(Ω) (2.19)
(see Proposition 4 in [6]). These inequalities will be used in the study of Eq. (1.1) in Section 5.
3 The Vladimirov Operator in L1(Qp)
3.1. The Heat-Like Equation and the Corresponding Semigroup of Operators.
Using the fundamental solution Z described in Section 2.1, we define the operator family
(S(t)ψ)(x) =
∫
Qp
Z(t, x− ξ)ψ(ξ) dξ, ψ ∈ L1(Qp),
t > 0. It follows from (2.4), (2.8) and the Young inequality that S is a contraction semigroup
in L1(Qp).
Proposition 1. S(t) has the C0-property.
Proof. Since the space D(Qp) of Bruhat-Schwartz test functions is dense in L
1(Qp) [24], it
follows from the equality ∫
Qp
Z(t, x) dx = 1 (3.1)
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that it is sufficient to prove the limit relation
It =
∫
Qp
dx
∫
Qp
Z(t, x− ξ)|ψ(ξ)− ψ(x)| dξ −→ 0, (3.2)
as t→ 0, for any ψ ∈ D(Qp).
Suppose that ψ(ξ)− ψ(x) = 0 whenever |x− ξ|p ≤ p
m, and ψ(x) = 0, if |x|p > p
N , m < N .
Let us write It = I
(1)
t + I
(2)
t where I
(1)
t corresponds to the integration in (3.2) in x, |x|p ≤ p
N ,
while I
(2)
t = It − I
(1)
t . Then
I
(1)
t ≤ Ct
∫
|x|p≤pN
dx
∫
|x−ξ|p>pm
(
t1/α + |x− ξ|p
)−α−1
dξ ≤ Ct
∫
|x|p≤pN
dx
∫
|z|p>pm
|z|−α−1p dz → 0,
as t→ 0.
Next, in I
(2)
t the term ψ(x) is absent, so that
I
(2)
t =
∫
|x|p>pN
dx
∫
|ξ|p≤pN
Z(t, x− ξ)|ψ(ξ)| dξ ≤ CtpN
∫
|x|p>pN
(
t1/α + |x|p
)−α−1
dx
because |x− ξ|p = |x|p for |x|p > p
N and |ξ|p ≤ p
N . We get
I
(2)
t ≤ Ctp
N
∫
|x|p>pN
|x|−α−1p dx −→ 0,
as t→ 0. 
Definition. We define the realization A of Dα in L1(Qp) as the generator of the semigroup
S(t).
Let D(A) be the domain of the operator A. We will also use the following notation:
Bl,x0 = {x ∈ Qp : |x− x0|p ≤ p
l} (x0 ∈ Qp),
∆l,x0 is the indicator of the ball Bl,x0 , δl(x) = p
l∆−l(x).
Proposition 2. If u ∈ D(Qp), then u ∈ D(A) and Au = D
αu where the right-hand side is
understood as usual in terms of the Fourier transform or the hypersingular integral representa-
tion.
Proof. An arbitrary function from D(Qp) is a finite linear combination of the functions
∆l,x0. Therefore it is sufficient to consider the case u = ∆l,x0.
Lemma 1. There is the identity
(∆k,x0 ∗∆l,x1) (x) = p
k+l−max(k,l)∆max(k,l)(x− x0 − x1). (3.3)
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Proof. It is known that F(∆k) = δk ([25], (12.1)), so that
F(∆k,x0)(x) =
∫
|ξ−x0|p≤pk
χ(ξx) dξ = χ(x0x)
∫
|η|p≤pk
χ(ηx) dη = χ(x0x)δk(x).
Next,
(F (∆k,x0 ∗∆l,x1)) (ξ) = χ(x0ξ)χ(x1ξ)δk(ξ)δl(ξ) = χ((x0 + x1)ξ)p
k+l∆−max(k,l)(ξ).
Therefore
(∆k,x0 ∗∆l,x1) (x) = p
k+l
∫
Qp
χ((x0 + x1 − x)ξ)∆−max(k,l)(ξ) dξ = p
k+lδ−max(k,l)(x− x0 − x1),
which implies (3.3). 
Lemma 2. There is the identity
(Z(t, ·) ∗∆l,x0)(x) = exp(−ap
−αlt)∆l(x− x0) + p
l
∞∑
k=l+1
c−k(t)p
−k∆k(x− x0). (3.4)
Proof. By (2.5), (2.6) and (3.3), we have
(Z(t, ·) ∗∆l,x0)(x) =
∞∑
k=−∞
pkck(t)(∆−k ∗∆l,x0)(x) =
∞∑
k=−∞
ck(t)p
l−max(−k,l)∆max(−k,l)(x− x0)
=
[
∞∑
k=−l
ck(t)
]
∆l(x− x0) +
−l−1∑
k=−∞
ck(t)p
l+k∆−k(x− x0) = exp(−ap
−αlt)∆l(x− x0)
+ pl
−l−1∑
k=−∞
ck(t)p
k∆−k(x− x0),
which is equivalent to (3.4). 
Lemma 3. There is the identity
(Dα∆l,x0) (y) =
{
pl 1−p
−1
1−p−α−1
p−l(α+1), if |y − x0|p ≤ p
l;
plΓp(α + 1)|y − x0|
−α−1
p , if |y − x0|p > p
l.
(3.5)
Proof. We have
(Dα∆l,x0) (y) = F
−1
(
|ξ|αpχ(x0ξ)δl(ξ)
)
(y) = pl
∫
Qp
χ(−(y − x0)ξ)|ξ|
α
p∆−l(ξ) dξ,
and it remains to use the identities (12.38) and (12.39) from [25]. 
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Lemma 4. The coefficients c−k, k ≥ l + 1, admit the representation
c−k(t) = p
−kα(pα − 1)t+ bkt
2, k ≥ l + 1, (3.6)
where |bk| ≤ Cp
−2kα, k ≥ l + 1.
Proof. In accordance with (2.6),
c−k(t) = e
−p−kαt − e−p
−kα+αt.
We have c−k(0) = 0,
c′−k(t) = −p
−kαe−p
−kαt + p−kα+αe−p
−kα+αt,
c′′−k(t) = p
−2kαe−p
−kαt − p−2kα+2αe−p
−kα+αt,
so that ∣∣c′′−k(t)∣∣ ≤ Cp−2kα for allt ≥ 0.
where the constant C > 0 does not depend on k, t.
By the Taylor formula,
c−k(t) = tc
′
−k(0) + t
2bk, |bk| ≤ Cp
−2kα,
which implies (3.6). 
Proof of Proposition 2 (continued). We have to consider the expression (u = ∆l,x0)(
1
t
[−S(t)u+ u]−Dαu
)
(x) =
1
t
(
−e−p
αlt + 1
)
∆l(x− x0)
− (pα − 1)pl
∞∑
k=l+1
p−k(α+1)∆k(x− x0)− tp
l
∞∑
k=l+1
p−kbk∆k(x− x0)− (D
α∆l,x0) (x).
We have
1
t
(
e−p
αlt − 1
)
= −p−αl + ω(t),
ω(t)→ 0, as t→ 0. If |x− x0|p ≤ p
l, then by (3.5),
p−αl∆l(x− x0)− (p
α − 1)pl
∞∑
k=l+1
p−k(α+1)∆k(x− x0)− (D
α∆l,x0) (x)
= p−αl − (pα − 1)pl
∞∑
k=l+1
p−k(α+1) − pl
1− p−1
1− p−α−1
p−l(α+1) = 0,
which is checked by an elementary calculation.
If |x− x0|p = p
m, m ≥ l + 1, then
∆k(x− x0) =
{
0, if k < m,
1, if k ≥ m,
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so that
(pα − 1)pl
∞∑
k=l+1
p−k(α+1)∆k(x− x0) = (p
α − 1)pl
∞∑
k=m
p−k(α+1) = −plΓp(α + 1)|x− x0|
−α−1
p ,
and the sum of this expression with the one for (Dα∆l,x0) (x) for |x− x0|p = p
m equals zero.
Therefore∥∥∥∥1t [−S(t)∆l,x0 +∆l,x0]−Dα∆l,x0
∥∥∥∥
L1(Qp)
≤ |ω(t)|
∫
Qp
∆l(x− x0) dx
+ tpl
∞∑
k=l+1
p−kbk
∫
Qp
∆k(x− x0) dx = p
l|ω(t)|+ tpl
∞∑
k=l+1
bk −→ 0,
as t→ 0, as desired. 
3.2. The Green function.
Since the operator A in L1(Qp) is defined as the generator of the contraction semigroup
S(t) = e−tA, then by the Hille-Yosida theorem, we can find the resolvent Rµ(A) = (A+ µI)
−1,
µ > 0, by the formula
Rµ(A)ψ = −
∞∫
0
e−µtS(t)ψ dt, ψ ∈ L1(Qp). (3.7)
Using (2.5) and (3.7) we first write
(S(t)ψ)(x) =
∞∑
k=−∞
pk
(
e−p
−kαt − e−p
−kα+αt
) ∫
|η|p≤p−k
ψ(x− η) dη,
and then obtain the equality
(Rµ(A)ψ)(x) = (p
α − 1)
∞∑
k=−∞
pk(α+1)
1
(µ+ pαk)(µ+ pαk+α)
∫
|η|p≤p−k
ψ(x− η) dη. (3.8)
The convergence in the right-hand side of (3.8) is obvious for k → −∞, since ψ ∈ L1(Qp).
The convergence, as k →∞, for almost all x ∈ Qp, follows from the relation
pk
∫
|η|p≤p−k
ψ(x− η) dη = pk
∫
|x−ξ|p≤p−k
[ψ(ξ)− ψ(x)] dξ + ψ(x)→ ψ(x), k →∞,
due to the theorem about Lebesgue points (proved for general measure spaces in [10], Theorem
2.9.8).
We will consider below the case where α > 1, in which the resolvent is an integral operator
with a kernel possessing some smoothness properties. Thus, from now on,
α > 1. (3.9)
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It is proved (for a more general situation) in [18] (Section 2.5.3) that in this case Rµ is a convo-
lution operator with the continuous integral kernel Eµ(x−ξ), such that Eµ(x) ∼ const ·|x|
−α−1
p ,
|x|p → ∞ (note a misprint in the formula (2.25) of [18]). The function Eµ is represented by
the uniformly convergent series
Eµ(x) =
∞∑
N=−∞
e(N)µ (x), (3.10)
e(N)µ (x) =
∫
|ξ|p=pN
χ(−xξ)
|ξ|αp + µ
dξ. (3.11)
To measure smoothness of Eµ, we consider
‖Eµ(·)−Eµ(·+ h)‖L1(Qp), |h|p ≤ 1.
Note that Eµ(x) depends actually on |x|p (see [24] or [18]). If |x|p > 1, |h|p ≤ 1, then Eµ(x)−
Eµ(x+ h) = 0. Therefore
‖Eµ(·)−Eµ(·+ h)‖L1(Qp) = ‖Eµ(·)− Eµ(·+ h)‖L1(Zp).
Denote this function of h by Φ(h), h ∈ Zp. We have
Φ(h) =
∫
Zp
dx
∣∣∣∣∣∣∣
∫
Qp
χ(−xξ)[1− χ(−hξ)]
dξ
|ξ|αp + µ
∣∣∣∣∣∣∣ ,
and by the dominated convergence theorem, if α > 1, then Φ(h)→ 0, as h→ 0.
Note that classically [12], the characterization of smoothness is performed in L1-theory in
terms of the Besov space. In our situation, the existing theory of p-adic Besov spaces [13, 14, 22]
does not work so far.
If f ∈ L1(Qp), g = Eµ ∗ f , then by the Young inequality
‖g(·)− g(·+ h)‖L1(Qp) ≤ Φ(h)‖f‖L1(Qp), (3.12)
so that the left-hand side of (3.12) tends to zero, as h → 0, uniformly with respect to L1-
bounded sets of functions f . This fact can be related to compactness criteria used in the
theory of nonlinear equations.
3.3. Description of A in the distribution sense.
Let u ∈ L1(Qp). Then D
αu can be defined as a distribution from D′(Qp), a convolution
u ∗ f−α, f−α(x) =
|x|−α−1p
Γp(−α)
,
Γp(z) =
1− pz−1
1− p−z
. (3.13)
By definition [24],
〈u ∗ f−α, ψ〉 = lim
k→∞
〈u(x)〈f−α(y),∆k(y)ψ(x+ y)〉y〉x, ψ ∈ D(Qp).
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Here f−α is defined by analytic continuation, which leads to the usual formula
〈f−α(y),∆k(y)ψ(x+ y)〉 =
1− pα
1− p−α−1
∫
|y|p≤pk
|y|−α−1p [ψ(x+ y)− ψ(x)] dy
=
1− pα
1− p−α−1
∫
p−l<|y|p≤pk
|y|−α−1p [ψ(x+ y)− ψ(x)] dy
where l is the exponent of local constancy of the function ψ.
The last expression has a limit, as k → ∞, uniform in x ∈ Qp and belonging to L
∞(Qp).
Since u ∈ L1(Qp), the operator D
α is defined in the distribution sense:
〈Dαu, ψ〉 = 〈u,Dαψ〉, ψ ∈ D(Qp),
where Dαψ ∈ L∞(Qp), 〈u, v〉 =
∫
Qp
u(x)v(x) dx.
Proposition 3. The operator A defined as a semigroup generator has the domain D(A) =
{u ∈ L1(Qp) : D
αu ∈ L1(Qp)} where Au = D
αu (understood in the distribution sense).
Proof. Let
u(x) =
∫
Qp
Eµ(x− y)f(y) dy, f ∈ L
1(Qp).
Let us check that (Dα+µI)u = f in the distribution sense. By the construction of Eµ, u is the
inverse Fourier transform of the function
(Ff)(ξ)
|ξ|αp + µ
belonging to L2(Qp). The function D
αψ+µψ
is the inverse Fourier transform of the function
(
|ξ|αp + µ
)
(Fψ)(ξ), also belonging to L2(Qp).
By the Plancherel formula,
〈u,Dαψ + µψ〉 =
∫
Qp
(Ff)(ξ)Fψ)(ξ)dξ
where Ff is bounded, Fψ ∈ D(Qp).
In particular, (Fψ)(ξ) = 0 for |ξ|p ≥ p
N , with some N ∈ N. Then for any n ≥ N
〈u,Dαψ + µψ〉 =
∫
Qp
f(x) dx
∫
Qp
ψ(y)dy
∫
|ξ|p≤pn
χ((x− y)ξ) dξ
= pn
∫∫
|x−y|p≤p−n
f(x)ψ(y)dx dy = pn
∫
Qp
f(x) dx
∫
|z|p≤p−n
ψ(x− z) dz.
Since ψ is locally constant, and its locally constancy exponent can be chosen the same for
a neighborhood of every point x, for a sufficiently large n we have
pn
∫
|z|p≤p−n
ψ(x− z) dz = ψ(x),
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so that 〈u,Dαψ + µψ〉 = 〈f, ψ〉.
Thus, for every u ∈ D(A), Au = Dαu in the distribution sense. Suppose that u ∈ L1(Qp),
Dαu ∈ L1(Qp) in the distribution sense. Set f = (D
α+µI)u (in the distribution sense). Denote
u′ = Rµ(A)f . Then u
′ ∈ D(A) and (Dα + µ)(u − u′) = 0 in the distribution sense. Dα is a
convolution operator, and the existence of the convolution of distributions from D′(Qp) implies
[24] the following equality for their Fourier transforms:(
|ξ|αp + µ
)
((Fu)(ξ)− (Fu′)(ξ)) = 0
for all ξ ∈ Qp. Therefore u = u
′ ∈ D(A). .
4 L1-Theory of the Vladimirov Type Operator on a p-
Adic Ball
4.1. The Heat-Like Semigroup.
On a ball BN , N ∈ Z, we consider the Cauchy problem (2.9)-(2.10). Its fundamental
solution (2.11) defines a contraction semigroup
(TN(t)u)(x) =
∫
BN
ZN(t, x− ξ)u(ξ) dξ
on L1(BN ).
Proposition 4. The semigroup TN is strongly continuous.
Proof. For u ∈ L1(BN ), we have
‖TN (t)u− u‖L1(BN ) ≤ I1(t) + I2(t)
where
I1(t) =
∫
BN
dx
∣∣∣∣∣∣
∫
BN
eλtZN(t, x− ξ)u(ξ) dξ − u(x)
∣∣∣∣∣∣ ,
I2(t) = p
N |c(t)|
∫
BN
|u(ξ)| dξ.
Since c(t)→ 0, as t→ 0, we get I2(t)→ 0.
For small values of t, we write
I1(t) =
∫
BN
dx
∣∣∣∣∣∣
∫
BN
Z(t, x− ξ)u(ξ) dξ − u(x) +
∫
BN
(eλt − 1)Z(t, x− ξ)u(ξ) dξ
∣∣∣∣∣∣
≤
∫
BN
dx
∣∣∣∣∣∣
∫
BN
Z(t, x− ξ)u(ξ) dξ − u(x)
∣∣∣∣∣∣+ Ct
∫
BN
dx
∫
BN
Z(t, x− ξ)|u(ξ)| dξ
def
= I1,1(t) + I1,2(t).
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By the Young inequality and the identity (3.1), extending u by zero to a function u˜ on Qp
we obtain
I1,2(t) ≤ Ct
∫
Qp
dx
∫
Qp
Z(t, x− ξ)|u˜(ξ)| dξ ≤ Ct‖u˜‖L1(Qp) = Ct‖u‖L1(BN ) → 0,
as t→ 0.
Next,
I1,1(t) =
∫
BN
dx
∣∣∣∣∣∣∣
∫
Qp
Z(t, x− ξ)u˜(ξ) dξ − u˜(x)
∣∣∣∣∣∣∣ ≤
∫
Qp
dx
∣∣∣∣∣∣∣
∫
Qp
Z(t, x− ξ)u˜(ξ) dξ − u˜(x)
∣∣∣∣∣∣∣
= ‖S(t)u˜− u˜‖L1(Qp) → 0,
as t→ 0, by the C0-property of S(t). 
4.2. The Generator.
Denote by AN the generator of the contraction semigroup TN on L
1(BN). By the Hille-
Yosida theorem, AN has a bounded resolvent (AN + µI)
−1 for each µ > 0. In order to study
the domain D(AN), we need the following auxiliary result.
Lemma 5. Let the support of a function u ∈ L1(Qp) be contained in Qp \ BN . Then the
restriction to BN of the distribution D
αu ∈ D′(Qp) coincides with the constant
RN = RN(u) =
1− pα
1− p−α−1
∫
|x|p>pN
|x|−α−1p u(x) dx.
Proof. Let ψ ∈ D(BN). Then 〈D
αu, ψ〉 = 〈u,Dαψ〉 where
(Dαψ) (x) =
1− pα
1− p−α−1
∫
Qp
|y|−α−1p [ψ(x− y)− ψ(x)] dy.
Since ψ(x) = 0 for |x|p > p
N , we find using the ultrametric property that
〈u,Dαψ〉 =
1− pα
1− p−α−1
∫
|x|p>pN
u(x) dx
∫
Qp
|y|−α−1p [ψ(x− y)− ψ(x)] dy
=
1− pα
1− p−α−1
∫
|x|p>pN
u(x) dx
∫
|z|p≤pN
|x− z|−α−1p ψ(z) dz
=
1− pα
1− p−α−1
∫
|x|p>pN
|x|−α−1p u(x) dx
∫
|z|p≤pN
ψ(z) dz.
Since ψ ∈ D(BN) is arbitrary, this implies the required property. 
Now we can formulate the main result of this section. As before, A denotes the generator
of the semigroup S(t) on L1(Qp).
15
Proposition 5. If ψ ∈ D(A), then the restriction ψN of the function ψ to BN belongs to
D(AN), and ANψN = (D
α
N − λ)ψN where D
α
NψN is understood in the sense of D
′(BN), that is
ψN is extended by zero to a function on Qp, D
α is applied to it in the distribution sense, and
the resulting distribution is restricted to BN .
Proof. For ψ ∈ D(A), we have to check that DαNψN ∈ L
1(BN) and∥∥∥∥−1t [TN(t)ψN − ψN ]− (DαN − λ)ψN
∥∥∥∥
L1(BN )
−→ 0, (4.1)
as t→ +0.
By Lemma 5, we can write on BN as follows: ψ = ψN + (ψ − ψN ), Aψ = D
α
NψN + RN ,
RN = RN(ψ − ψN ), so that D
α
NψN = Aψ −RN ∈ L
1(BN ).
Next, it follows from (2.11) that
(TN(t)ψN )(x) =
∫
BN
Z(t, x− y)ψ(y) dy + c(t)
∫
BN
ψ(y) dy + λt
∫
BN
Z(t, x− y)ψ(y) dy
+ d(t)
∫
BN
Z(t, x− y)ψ(y) dy (4.2)
where d(t) = O(t2), t→ 0. By the strong continuity of S(t),∥∥∥∥∥∥−λ
∫
BN
Z(t, x− y)ψ(y) dy+ λψN (x)
∥∥∥∥∥∥
L1(BN )
−→ 0,
as t→ 0. It follows from the Young inequality that
1
t
∥∥∥∥∥∥d(t)
∫
BN
Z(t, x− y)ψ(y) dy
∥∥∥∥∥∥
L1(BN )
−→ 0.
Next, it is checked directly that c(0) = c′(0) = 0, so that c(t) = O(t2), t → 0, and the
contribution of the second term in (4.2) is negligible. Thus it remains to consider the first
term, that is
V (t, x) =
∫
BN
Z(t, x− y)ψ(y) dy = v1(t, x)− v2(t, x), x ∈ BN ,
where
v1(t, x) =
∫
Qp
Z(t, x− y)ψ(y) dy,
v2(t, x) =
∫
|y|p>pN
Z(t, x− y)ψ(y) dy.
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Using the representation (2.7) and noticing that |x− y|p = |y|p, if |x|p ≤ p
N , |y|p > p
N , we
find that
v2(t, x) =
∞∑
m=1
(−1)m
m!
·
1− pαm
1− p−αm−1
tm
∫
|y|p>pN
|y|−αm−1p ψ(y) dy
(v2 = v2(t) does not depend on x ∈ BN). In particular, as t→ 0,
−
1
t
v2(t) −→ −
1− pα
1 − p−α−1
∫
|y|p>pN
|y|−αm−1p ψ(y) dy (4.3)
where the convergence can be interpreted as the one in L1(BN). The right-hand side of (4.3)
coincides with −RN , and since
DαNψN = Aψ − RN , (4.4)
we obtain that∥∥∥∥−1t [TN (t)ψN − ψN ]− (DαN − λ)ψN
∥∥∥∥
L1(BN )
≤
∥∥∥∥−1t [S(t)ψ − ψ]− Aψ
∥∥∥∥
L1(BN )
+ o(1)
≤
∥∥∥∥−1t [S(t)ψ − ψ]−Aψ
∥∥∥∥
L1(Qp)
+ o(1) −→ 0,
as t→ 0, which completes the proof. 
5 Nonlinear Equations: the Main Result
Let us return to Eq. (1.1) interpreted as Eq. (1.2) on L1(Qp), where the linear operator A is a
generator of the semigroup S(t). As before, ϕ is a strictly monotone increasing continuous real
function, |ϕ(s)| ≤ C|s|m, m ≥ 1. Below we re-interpret Eq. (1.1) as the equation
∂u
∂t
+ Aϕ(u) = 0 (5.1)
where Aϕ is the closure of Aϕ. It follows from Proposition 2 that already the operator Aϕ is
densely defined, the more so it is valid for Aϕ.
Recall that a mild solution of the Cauchy problem for a nonlinear equation with the initial
condition u(0, x) = u0(x) is defined as a function given by a limit, uniformly on compact time
intervals, of solutions of the problem for the difference equations approximating the differential
one. This the usual “nonlinear version” of the notion of a generalized solution; see [4] for the
details.
Theorem. The operator Aϕ is m-accretive, so that, for any initial function u0 ∈ L
1(Qp), the
Cauchy problem for Eq. (5.1) has a unique mild solution.
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Proof. The second statement is a consequence of the first one and the Crandall-Liggett
theorem; see Theorem 4.3 in [4].
The accretivity of Aϕ means that the inequality
‖x− y‖L1(Qp) ≤ ‖(I + Aϕ)(x)− (I + Aϕ)(y)‖L1(Qp)
is valid on its domain. Therefore, in order to prove the m-accretivity of Aϕ, it suffices to check
that the operator I+Aϕ has a dense range. Since D(Qp) is dense in L
1(Qp), it will be sufficient
to prove a little more, namely the solvability of Eq. (2.15) for any f ∈ L1(Qp) ∩ L
∞(Qp).
For such a function f , we consider Eq. (2.15) and the regularized equation Eq. (2.16).
Using Eq. (2.19) we find that
|vε(x)| ≤ β
−1
(
‖f‖L∞(Qp)
)
(5.2)
for almost all x ∈ Qp. This means that for any fixed N ,
|RN(vε)| ≤ C
where C does not depend on ε, so that the set of constant functions {RN(vε), 0 < ε < 1} is
relatively compact in L1(BN ).
On the other hand, it follows from (2.17), (2.18) (with Ω = Qp) and the translation invari-
ance of A that the family of functions wε = f −Avε satisfies the inequalities
‖wε‖L1(Qp) ≤ ‖f‖L1(Qp); (5.3)∫
Qp
|wε(x+ h)− wε(x)| dx ≤
∫
Qp
|f(x+ h)− f(x)| dx (5.4)
(for any h ∈ Qp).
The conditions (5.3) and (5.4) imply the relative compactness of {wε}, thus of {Avε}, in
L1loc(Qp), that is the compactness of the closure of the restriction (Avε) ↾X for any bounded
measurable subset X ⊂ Qp. This is a consequence of the criterion for relative compactness in
L1(G) where G is a compact group (see Theorem 4.20.1 in [9]) applied to the case G = BN
(the additive group of a p-adic ball).
Denote by vε,N the restriction of vε to BN . It follows from (4.4) that the set {D
α
Nvε,N}
is relatively compact in L1(BN ). Since D
α
N = AN + λ has a bounded inverse on L
1(BN ),
this implies the relative compactness of {vε,N} in L
1(BN) for each N , thus the one of {vε} in
L1loc(Qp). Let v be a limit point. Together with the relative compactness of {Avε}, the above
reasoning proves the solvability of Eq. (2.15) because, by Fatou’s lemma and (5.2), a limit
point of {Avε} belongs to L
1(Qp). Therefore β(v) ∈ L
1(Qp). By (5.2), v ∈ L
∞(Qp), so that
β(v) ∈ L∞(Qp), v = ϕ(β(v)), |v(x)| ≤ C|β(v)|
m ≤ C1|β(v)|, and v belongs to L
1(Qp). 
6 Explicit Solution: an Example
Let us consider Eq. (1.1) with α > 0, ϕ(u) = |u|m, m > 1. We look for a solution of the form
u(t, x) = ρ
(
|x|γp
t0 − t
)ν
, 0 < t < t0, x ∈ Qp, (6.1)
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where t0 > 0, γ > 0, ν > 0, 0 6= ρ ∈ R.
We have
∂u
∂t
= νρ|x|γνp (t0 − t)
−ν−1,
Dα(|u|m) = |ρ|m(t0 − t)
−νmDα
(
|x|γνmp
)
.
Comparing powers of t0 − t we find that ν = (m− 1)
−1.
We understand Dα as the convolution operator (3.13) defined, in particular, for any α > 0
by analytic continuation; fβ is defined for all real β except β = 1. If β 6= 1, −α + β 6= 1, then
f−α ∗ fβ = f−α+β where the convolution is understood in the sense of D
′(Qp). See [1, 18, 24]
for the details.
The above convolution identity can be written as
Dα(| · |β−1p ) = Γp(β)
| · |−α+β−1p
Γp(β − α)
or, if we substitute β + 1 for β, as
Dα(| · |βp ) =
Γp(β + 1)
Γp(β − α + 1)
| · |β−αp , β 6= α. (6.2)
Calculating Dα(|u|m) by (6.2), substituting into (6.1) and canceling powers of t0−t we come
to the identity
ρ
m− 1
|x|
γ
m−1
p = −|ρ|
m
Γp(
γm
m−1
+ 1)
Γp(
γm
m−1
− α + 1)
|x|
γm
m−1
−α
p
implying γ = α,
ρ
m− 1
= −|ρ|m
Γp(
αm
m−1
+ 1)
Γp(
α
m−1
+ 1)
. (6.3)
Both the numerator and denominator in the right-hand side of (6.3) are negative. Thus
ρ < 0, and we obtain our solution in the form
u(t, x) = ρ(t0 − t)
− 1
m−1 |x|
α
m−1
p (6.4)
where
ρ = −
[
Γp(1 +
α
m−1
)
(m− 1)Γp(1 +
αm
m−1
)
] 1
m−1
.
In a similar way, we can obtain instead of the solution (6.4), the solution
u(t, x) = µ(t0 + t)
− 1
m−1 |x|
α
m−1
p , t > 0, x ∈ Qp,
where µ = −ρ.
Acknowledgments
The second author is grateful to Mathematical Institute, Linnaeus University, for hospitality
during his visits to Va¨xjo¨. The work of the second author was also supported in part by Grant
23/16-18 “Statistical dynamics, generalized Fokker-Planck equations, and their applications in
the theory of complex systems” of the Ministry of Education and Science of Ukraine.
19
References
[1] S. Albeverio, A. Yu. Khrennikov and V. M. Shelkovich, Theory of p-Adic Distributions.
Linear and Nonlinear Models. Cambridge University Press, 2010.
[2] S. Albeverio, A. Yu. Khrennikov and V. M. Shelkovich, The Cauchy problem for evolu-
tionary pseudo-differential equations and the wavelet theory, J. Math. Anal. Appl. 375
(2011), 82–98.
[3] D. G. Aronson, The porous medium equation, Lect. Notes Math. 1224 (2006), 1–46.
[4] V. Barbu, Nonlinear Differential Equations of Monotone Types in Banach Spaces,
Springer, New York, 2010.
[5] Ph. Be´nilan, H. Bre´zis and M. Crandall, A semilinear equation in L1(Rn), Ann. Scuola
Norm. Super. Pisa Cl. Sci. (4) 2 (1975), 523–555.
[6] H. Bre´zis and W. Strauss, Semilinear elliptic equations in L1, J. Math. Soc. Japan 25
(1973), 15–26.
[7] Ph. Cle´ment et al., One-Parameter Semigroups, North-Holland, Amsterdam, 1987.
[8] M. Crandall and M. Pierre, Regularizing effects for ut+Aψ(u) = 0 in L
1, J. Funct. Anal.
45 (1982), 194–212.
[9] R. E. Edwards, Functional Analysis. Theory and Applications. Holt, Rinehart and Win-
ston, New York, 1965.
[10] H. Federer, Geometric Measure Theory, Springer, Berlin, 1969.
[11] H. G. Feichtinger, Elements of postmodern harmonic analysis, In: Operator-Related Func-
tion Theory and Time-Frequency Analysis (K.Gro¨chenig, Y. Lyubarskii, K. Seip, Editors),
Springer, Cham, 2015, pp. 77–105.
[12] D. Guidetti, On elliptic systems in L1, Osaka J. Math. 30 (1993), 397–429.
[13] S. Haran, Quantization and symbolic calculus over the p-adic numbers, Ann. Inst. Fourier
43 (1993), 997–1053.
[14] H. Kaneko, Besov space and trace theorem on a local field and its application, Math.
Nachr. 285 (2012), 981–996.
[15] A. Khrennikov, K. Oleschko and M. J. Correa Lopez, Application of p-adic wavelets to
model reaction-diffusion dynamics in random porous media, J. Fourier Anal. Appl. 22
(2016), 809 – 822.
[16] A. Khrennikov, K. Oleschko and M. J. Correa Lopez, Modeling fluid’s dynamics with
master equations in ultrametric spaces representing the treelike structure of capillary
networks, Entropy 18 (2016), art. 249, 28 pp.
20
[17] A. Yu. Khrennikov and V. M. Shelkovich, Non-Haar p-adic wavelets and their application
to pseudo-differential operators and equations, Appl. Comp. Harmonic Anal. 28 (2010),
1–23.
[18] A. N. Kochubei, Pseudo-Differential Equations and Stochastics over Non-Archimedean
Fields, Marcel Dekker, New York, 2001.
[19] A. N. Kochubei, A non-Archimedean wave equation, Pacif. J. Math. 235 (2008), 245–261.
[20] A. de Pablo, F. Quiros, A. Rodr´ıguez and J. L. Va´zquez, A general fractional porous
medium equation, Comm. Pure Appl. Math. 65 (2012), 1242–1284.
[21] J. J. Rodriguez-Vega and W. A. Zu´n˜iga-Galindo, Elliptic pseudo-differential equations
and Sobolev spaces over p-adic fields, Pacif. J. Math. 246 (2010), 407–420.
[22] M. H. Taibleson, Fourier Analysis on Local Fields, Princeton University Press, 1975.
[23] J. L. Va´zquez, The Porous Medium Equation. Mathematical Theory. Clarendon Press,
Oxford, 2007.
[24] V. S. Vladimirov, I. V. Volovich and E. I. Zelenov, p-Adic Analysis and Mathematical
Physics, World Scientific, Singapore, 1994.
[25] V. S. Vladimirov, Tables of Integrals of Complex-Valued Functions of p-Adic Argu-
ments, Steklov Mathematical Institute, Moscow, 2003 (Russian). English version, ArXiv:
math-ph/9911027.
[26] W. A. Zu´n˜iga-Galindo, Fundamental solutions of pseudo-differential operators over p-adic
fields, Rend. Sem. Mat. Univ. Padova 109 (2003), 241–245.
[27] W. A. Zu´n˜iga-Galindo, Parabolic equations and Markov processes over p-adic fields, Po-
tential Anal. 28 (2008), 185-200.
[28] W. A. Zu´n˜iga-Galindo, The Cauchy problem for non-Archimedean pseudo-differential
equations of Klein-Gordon type, J. Math. Anal. Appl. 420 (2014), 1033–1050.
[29] W. A. Zu´n˜iga-Galindo, Non-Archimedean reaction-ultradiffusion equations and complex
hierarchic systems, ArXiv: 1604.06471.
21
