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Abstract 
 
Indonesian government agencies under the Ministry of Energy and 
Mineral Resources still use manual methods in determining and 
selecting proposals for operational activities to be carried out. This 
study uses the Decision Support System (DSS) method, namely Fuzzy 
Multiple Attribute Decision Decision (Fmadm) and K-Means 
Clustering method in managing Operational Plan activities. Fmadm to 
select the best alternative from a number of alternatives, alternatives 
from this study proposed activity proposals, then ranking to 
determine the optimal alternative. The K-Means Clustering Method to 
obtain cluster values for alternatives on the criteria for activity dates, 
types of activities, and activity ceilings. The last iteration of the 
Euclidian distance calculation data on k-means shows that 
alternatives that have the smallest centroid value are important 
proposal criteria and the largest centroid value is an insignificant 
proposal criteria. The results of the collaboration of the Fmadm and K-
Means Clustering methods show the optimal ranking of activities 
(proposal activities) and the centroid value of each alternative. 
 
Keywords: Activity proposal, Operational management of activities, 
Fmadm, K-means clustering. 
  
 
1. INTRODUCTION 
The research and development center for mineral and coal technology 
(Puslitbang tekMIRA) is an Indonesian government agency under the Ministry 
of Energy and Mineral Resources. Pusltibang tekMIRA conducts research and 
development, engineering and design in the field of mineral processing and 
utilization technology and coal. In realizing it is required the existence of 
budget management activities. However, the management of the research 
budget of Puslitbang tekMIRA has problems in determining the activities to be 
received. There is an employee proposal proposing an activity that has a filing 
date and a realization date simultaneously. This makes managers difficulty in 
determining the activities to be accepted. 
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Management of Operational Plans of Research activities tekMIRA still 
uses manual way in determining the activities that will be accepted. Proposal 
submission of this activity is used by employees Puslitbang tekMIRA to 
propose activities to be implemented for the next year. The process of 
submission is the employee make an activity proposal consisting of the name 
of the activity, the date of the realization of the activity, as well as the amount 
of activity budget proposed. The subsequent process of proposing the 
submission of employees will then be assessed and determined by the 
assessment team. The importance of using efficient means in the assessment, 
to reduce the occurrence of cheating and misunderstanding [1]. In this 
assessment, the team assesses by date of activity, whether the date can be 
carried out the activity. Moreover, also the type of activity, whether the activity 
is significant to be realized by looking at the benefits of the activity and the 
output of what is generated from the activity and the next is the amount of 
budget ceiling proposed activities. The proposed budget must be assessed 
again to adjust to the type of activity. In this budget appraisal process, the 
budget of activities to be received can be less than the ceiling or more than the 
ceiling, by the assessment of the assessment team. However, in the process of 
evaluating proposals, this activity still uses manual methods. Therefore, inside 
this study, the researcher applied the FMADM method in assessing proposed 
activities. FMADM chosen because it was able to select the best alternative 
from a number of alternatives and research was conducted by looking for 
weight values for each attribute, then a ranking process will be determined an 
optimal alternative. The K-Means Clustering method for grouping alternatives 
based on similar characteristics and to obtain cluster values for alternatives 
on criteria for activity dates, types of activities, and ceiling activities. This K-
Means calculation is divided into several iterations. The last iteration of the 
data calculates the Euclidian distance on k-means designating an alternative 
that has a middle value composing an important proposal and the largest 
centroid value determines the proposal is not important. 
Based on the above problems, in this study, researchers applied the 
FMADM method to facilitate the approval of activity proposals and to select 
the best proposals from proposal contributions and K-Means Clustering to 
group activity proposals looking for average price references with the 
centroid. Implementation of these two methods also helps planning 
operational activities to be more efficient in assessing activities, selecting 
proposals to be received and also helping in determining alternative groups 
(activity proposals) that are important and not important.  
 
2. RELATED WORKS 
In the previous study, the FMADM method was used for use in the field 
of financial investment evaluation [2], and attribute decision-making methods 
to find the optimal parking space in the [3] parking lot, and also used for the 
interest of high school students [4]. RFID application on WMS to handle the 
goods selection process [5]. Also, using this method, in retrospect to track the 
accuracy of the tracking result [6]. In this study, researchers also applied the 
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method of clustering K-Means in determining the group. The K-Means 
algorithm is used for categories of students with skills such as cognitive, 
communication and relational [7], to evaluate student achievement levels for 
course content [8], and to group data based on user information created on the 
SNS and recommend to future users [9]. Grouping data based on user 
sentences by utilizing the regularity between data pursued by the user using 
the K-Means Algorithm [10]. The genetic algorithm and K-Means are used to 
calculate centroid with heterogeneous populations that lead to better results 
than using random numbers [11]. Clustering is an effort to classify similar 
objects in the same groups. Cluster analysis constructs good cluster when the 
members of a cluster have a high degree of similarity to each other (internal 
homogeneity) and are not like members of other clusters (external 
homogeneity)[12]. 
 
3. ORIGINALITY 
The research and development center for mineral and coal technology 
(Puslitbang tekMIRA) is an Indonesian government agency under the Ministry 
of Energy and Mineral Resources. Pusltibang tekMIRA conducts research and 
development, engineering and design in the field of mineral processing and 
utilization technology and coal. In realizing it is required the existence of 
budget management activities. However, the management of the research 
budget of Puslitbang tekMIRA has problems in determining the activities to be 
received. There is an employee proposal proposing an activity that has a filing 
date and a realization date simultaneously. This makes managers difficulty in 
determining the activities to be accepted. 
Management of Operational Plans of Research activities tekMIRA still 
uses manual way in determining the activities that will be accepted. Proposal 
submission of this activity is used by employees Puslitbang tekMIRA to 
propose activities to be implemented for the next year. The process of 
submission is the employee make an activity proposal consisting of the name 
of the activity, the date of the realization of the activity, as well as the amount 
of activity budget proposed. The subsequent process of proposing the 
submission of employees will then be assessed and determined by the 
assessment team. The importance of using efficient means in the assessment, 
to reduce the occurrence of cheating and misunderstanding [1]. 
From the background of this research, it is expected to provide a new 
approach to the problem of submitting activity proposals. The approach is to 
make an assessment system for activity proposals using the FMADM method 
and the results of the assessment are then grouped according to groups of 
important and unimportant proposals using the K-Means Clustering 
algorithm. In previous studies related to the application of the FMADM method 
in the assessment using the weights determined by FMADM. In this study the 
research criteria are based on Filing Schedule, Activities, Number of proposals. 
The result of applying the FMADM method is the values of each proposal that 
has been submitted. and the result of the application of the K-Means Clustering 
method is a group of important and unimportant proposals. 
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4. ADOPTED PREVIOUS METHOD 
4.1 DSS 
Decision Support System (DSS) is system-specific information intended 
to assist management in decision-making about semi-structured questions 
and does not replace decision-making functions in making informed decisions. 
Decision support systems combine individual intellectual resources with the 
ability of computers to improve the quality of decisions [13]. 
4.2 FMADM 
Fuzzy Multi-Attribute Decision is a method for finding the optimal 
alternative from some alternatives to a particular criterion [14]. FMADM is the 
core of determining the weight value for each attribute and the ranking of the 
process that will select the given alternatives. There are three approaches to 
finding attribute weights, namely subjective and objective approaches and an 
integrated approach between subjective and objective. Each approach has its 
advantages and disadvantages. In a subjective approach, weights are 
determined based on the subjectivity of the decision maker so some factors in 
the alternative rank can be determined independently. While the objective 
approach, the weighting calculation is mathematically ignoring the subjectivity 
of the decision maker [15].  
 
To calculate the benefit attribute, use the formula as in Equation[16]. 
Xij
MaxiXij
       If J is a profit attribute                                                                                                      (1)
      
 
To calculate the cost attribute, using the formula as follows Equation[16]. 
 
Xij
MaxiXij
       If J is a profit attribute                                                                                        (2) 
      
 
 
The FMADM algorithm is as follows: [16] 
1) Provide the value of each alternative(A1) on any predefined criteria (Cj), 
where the value is obtained based on crisp value; i = 1,2, ...m,j = 1,2, ... 
n.(Cj)(Cj)( Cj ) 
2) Provide weight value (W) which is also obtained based on crisp value. 
3) Normalize the matrix by calculating the normalized performance rating 
value of the other attribute based on the equation that is adjusted to the 
type of attribute according to the following equation 
4) Perform the ranking process by multiplying the normalized matrix (R) with 
the weight value (W) 
Rank = R x W 
5) Specifies the preference value for each alternative (Vi) by summing the 
product of the normalized matrix (R) with the weight value (W). A larger Vi 
value indicates that alternative (Ai) is more elected.Preference value(Vi) = 
(R1 + W1)+(R2 + W2)+(Rn + Wn) 
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4.3 K-Means 
The definition of K-Means Clustering is, K is a constant of the number of 
clusters expected. Means, in this case, means an average value of a data group 
which in this case is called a cluster [11]. K-Means Clustering is a data analysis 
method or data mining method that performs an unsupervised modeling 
process and is a method of grouping data with a partition system. The K-Means 
method tries to classify existing data into several groups, where data in one 
group has the same characteristics with each other and has different 
characteristics from the data that is in another group [17]. 
 
The steps of clustering with the K-Means method are as follows: [18]. 
(a). Select the number of clusters k. (b). Initializing the cluster center k can be 
done in various ways. However, the most often done is by random. Cluster 
centers are given an initial value with random numbers, (c). Allocate all 
data/objects to the nearest cluster. The proximity of two objects is determined 
based on the distance between the two objects. Likewise, the proximity of a 
data to a particular cluster is determined by the distance between the data and 
the cluster center. In this stage, it is necessary to calculate the distance of each 
data to each cluster center. The most distance between one data with one 
particular cluster will determine which data entered in the cluster. To count 
the distance of all data to each cluster center, you can use the Euclidean 
Distance theory which is formulated as follows: 
 
K-means algorithm formula d = distance, j = amount of data, c = centroid, x = 
data, c = centroid. Euclidean distance equation. 
 
D(i,j)= 
 (X1i-X1j)
2 + (X2i-X2j)
2 +…+(Xki-Xkj)
2                                                            (3) 
 
Information : D (i, j) is the distance of data between i and center cluster j. 
Xki is the data to i on attribute data to k. X{{kj}} is the center point to j at 
attribute to k. 
 
(d). Recalculate the cluster center with Current membership cluster. Center 
Clusters are the average of all data / in the cluster and also use the median of 
the cluster. So it is average (on average) not the only size that can be used. 
(e). Assign each object again to use the new cluster center. If it is central the 
cluster does not change again then the process clustering is complete. 
Alternatively, go back to step number 3 to the center of the cluster does not 
change again. 
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5. EXPERIMENT AND ANALYSIS 
5.1 Experiment 
5.1.1 FMADM 
In this study, researchers used the method FMADM. Fuzzy MADM is a 
method to find the optimal alternative of some alternatives with specific 
criteria. The alternative mentioned in this research is the employee who 
submitted the proposed activity budget plan at Puslitbang tekMIRA. 
Implementation of FMADM logic on the Rating System for submission of 
activity budget plan with the following steps  
Alternative design (Ai) on each criterion (Cj). The criteria specified in the 
assessment of prospective proposals for the development budget of TekMIRA 
research activities are Filing Schedule, Number of proposals, Activities. In 
Table 1 the assessments have unrelated taste criteria The value entered on the 
criteria are: 10 is perfect,9 is the Very Good, 8 is the Good 7 is the Enough and 
6 is the Less. And if converted to fuzzy number it will be like the following 
figure: fuzzy numbers can be converted to crisp number: Less = 0; Enough = 
0.25; Good = 0.50; Very good = 0.75; and Perfect = 1. 
 
Table 1.  Fuzzy Rating Assessment Criteria 
Rating Result Value 
6 0 
7 0.25 
8 0.5 
9 0.75 
10 1 
 
Gives a weight value (W) which is also obtained based on crisp value. The 
weighting of criteria (W) based on the importance of the assessment is: 0 = 
Very Low (VL), 1 = Low (L), 3 = Enough (E), 4 = Height (H),5 = Very High ( VH 
). And if converted to fuzzy number it will be fuzzy numbers can be converted 
to crisp number: VL = 0 ; L = 0.25; E = 0.50; H = 0.75; and VH = 1 ; Moreover, 
the decision-maker gives the following values. In Table 2 is the assessment 
criteria in the proposed proposal of activity budget details at TekMIRA 
Research Center. There are three criteria along with the weight of the 
assessment. 
 
Table 2. Fuzzy Rating Assessment Criteria 
Criteria Weight 
Filing Schedule 0.75 
Activities 0.50 
Number of proposals 1 
 
Assessment criteria and weights for (Filing schedule) C1. if (< 1 month) 
= 1, (≥ 1month) = 0.75 , (= 2month)=0.50,and (≤ 2month) = 0.25. Assessment 
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criteria and weights for (Number of proposals) C2. If (< Pagu) = 1,(= 
Pagu)=0.75 and (> Pagu)=0. And also Assessment criteria and weights for 
(Activities) C3. If (Very important)= 1, (Important) = 0.75 and (Not important) 
=0.25. 
Assessment results in eight candidates who submitted activity proposals 
in operational management activities and applied FMADM logic for assessment 
of activity schedule, activity type, and activity budget. Results of Alternative 
Assessment for each criterion C1 Schedule of Activities, C2 Number of 
Proposals and C3 Proposed Status in Table 3. 
 
Table 3. Table Assessment Filing schedule, Number of proposals 
Criteria A1 A2 A3 A4 A5 A6 A7 A8 
C1 9 7 9 8 8 9 7 6 
C2 9 9 10 6 10 10 8 7 
C3 9 10 7 7 10 8 8 9 
 
• Fuzzy Value for Filing Schedule, Number of proposals, 
Activities in Table 4 
 
Table 4.  Fuzzy Value for Filing Schedule, Number of proposals, Activities 
Alternatif C1 C2 C3 
A1 0.75 0.75 0.75 
A2 0.25 0.75 1 
A3 0.75 1 0.25 
A4 0.50 0 0.25 
A5 0.5 1 1 
A6 0.75 1 0.5 
A7 0.25 0.5 0.5 
A8 0 0.25 0.75 
 
• Normalization of the matrix of the formula in the 
equation. 
The scoring of each alternative on each criterion is a matching value; then all 
criteria are valued as an attribute of profit. Criteria C1 For Alternative A1 
{0.75,0.25,0.75,0.50} 
0.75
   0.75,0.25,0.75,0.50
=
0.75
0.75
= 1 
 
Moreover, so do the calculations for A1 for C2, C3 and continue the 
calculations for A2, A3, and A4, A5, A6, A7, A8 by the calculation. Table 5 is the 
result of the calculation for the next candidate. 
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Table 5.  Normalization matrix Filing schedule, Number of proposals, Activities 
Alternatif C1 C2 C3 
A1 1 0.75 0.75 
A2 0.33 0.75 1 
A3 1 1 0.25 
A4 0.67 0 0.25 
A5 0.66 1 1 
A6 1 1 0.5 
A7 0.33 0.5 0.5 
A8 0 0.25 0.75 
 
5.1.2   K-Means Clustering Method 
Table 6, the last iteration of the Euclidian distance calculation data on 
k-means. Criterion C1 is Schedule Activity (A), C2 is the Number of Proposals 
(B), and C3 are Proposed Status (C). Calculation of K-Means it is divided into 2 
centroids, the centroid is divided and the biggest is the data. Results of This 
last iteration calculation is an alternative that has the highest value of centroid. 
Grouping values using the k-Means algorithm collects into two groups, which 
have centroid values important appraisal proposal and biggest proposal 
centroid value not important. In the last iteration, alternative data does not 
move anymore so it can be ascertained Calculations have been completed and 
alternative groups that have the highest value of assessment and have found.  
Result (C1) and Result (C2) is the average value of the calculation results 
divided into 2 centroids, namely the largest and the smallest.  
Table 6. Comparison of result values from C1 (C) and C2 (W) (Iteration 3) 
A B C C1(A) C1(B) C1(C) C2(A) C2(B) C3(C) RESULT(C1) RESULT(C2) C1 C2 
0.75 0.75 0.375 0.4973 1.5833 0.4167 1.0583 0.5 0.2083 0.871771 0.430509  1 
0.247 0.75 0.5 0.4973 1.5833 0.4167 1.0583 0.5 0.2083 0.874058 0.897662 1  
0.75 0.75 0.125 0.4973 1.5833 0.4167 1.0583 0.5 0.2083 0.918333 0.405571  1 
1.675 0 0.125 0.4973 1.5833 0.4167 1.0583 0.5 0.2083 1.994719 0.798284  1 
0.495 2 0.50 0.4973 1.5833 0.4167 1.0583 0.5 0.2083 0.424951 1.628618 1  
0.75 2 0.25 0.4973 1.5833 0.4167 1.0583 0.5 0.2083 0.515058 1.531923 1  
0.247 0.5 0.25 0.4973 1.5833 0.4167 1.0583 0.5 0.2083 1.124268 0.81231  1 
0.75 0.75 0.375 0.4973 1.5833 0.4167 1.0583 0.5 0.2083 1.384958 0.43059  1 
 
5.2 Result 
The grouping results using k-means grouping and there are two 
groupings in Table 7. Group 1 for alternatives (activity proposal) which has the 
smallest centroid value for the criteria important for grouping 2 for 
alternatives (activity proposals) which are the largest centroid values for 
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criteria are not important. Proposals with important categories are A2, A5, A6, 
while the categories are not important are A1, A3, A4, A7, A8. 
Table 7.  The final result of the assessment 
Alternative Important 
Not 
Important 
A1  1 
A2 1  
A3  1 
A4  1 
A4 1  
A6 1  
A7  1 
A8  1 
  
 
6. CONCLUSION 
By applying the FMADM method, in this case, the requested alternative 
is an activity proposal based on specified criteria. The study was conducted for 
the weight values for each attribute, then ranking is done which will determine 
the optimal alternative, namely the activity proposal. ranking results 
alternatives and then alternatives are grouped using the K-Means Clustering 
method to find out Alternative groups based on the same criteria. Calculation 
results using Euclidian distance at k-means that it is divided into 2 centroids 
which are limited centroids and the largest centroids. Criteria for This 
grouping is an alternative (activity proposal) that has a value of centroid value 
important activity proposals and those that have the greatest centroid value 
are not important. Collaboration between the two methods has made it easier 
for the TekMIRA Research Center for activity proposals will be accepted and 
later activities. Important activities (proposals) are A2, A5, A6. Alternative 
(proposal for non-essential activities are A1, A3, A4, A7, A8. Thus, proposals 
with groups This importance is determined to be received and implemented 
first because of an alternative (proposal Activities) have high valuation values 
and assessment requirements for rating ratings. 
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