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Este trabalho tem como propósito o estudo da estra 
tégia de refinamento auto-adaptativo versão h do Método dos 
Elementos Finitos (MEF) na análise de problemas bi-dimensio-
-nais lineares regidos pela equaçao de campo em regime perma-
nente. Para tanto, é apresentada a estratégia de refinamento 
de malhas, bem como, a análise de erros a-posteriori envolvi 
da no processo. 
Utiliza-se a formulação de Galerkin do MEF, com 
elementos isoparamétricos bilineares, e na solução do siste-
ma de equações emprega-se o Método dos Gradientes Conjugados 
Precondicionado. 
-Problemas representativos sao analisados sendo os 
resultados obtidos comparados com soluções analíticas ou nu-
méricas encontradas na literatura. 
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FUL-
OF 
In this work a self-adaptive refinement procedure 
(h-version) for the Finite Element Method (FEM) solution of 
two dimensional potential problems is studied. 
The mesh refinement strategy and the a-posteriori 
error analysis are also discussed. The Galerkin formulation 
for FEM is utilized and the resulting system of equations is 
solved by Preconditioned Conjugate Gradients. 
Several problems are analysed and results compared 
with the available analytical and numerical solutions. 
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CAfl'Í"f'lR.O I 
O Método dos Elementos Finitos tem sido intensamen 
te utilizado na execução de projetos nos diversos ramos da 
Engenharia, constituindo-se na mais importante ferramenta p~ 
ra solução de problemas físicos governados por equaçoes dife 
renciais. 
Apesar da preocupação demonstrada desde seu inicio 
(COURANT [1]), a estimativa dos erros e a sua possível mini-
mização não ocupavam posição de destaque na metodologia de 
análises via o Método dos Elementos Finitos. 
Programas convencionais de análise não examinam a 
influência dos erros, inerentes à discretização sobre a solu 
ção obtida. Para contornar tal deficiência recorre-se na pr~ 
tica a uma seqüência de soluções para discretizaçÕes gradat! 
vamente mais refinadas, observando-se as variaçoes sofridas 
pela solução entre duas etapas subseqüentes, até que tais va 
riações reduzam-se a valores toleráveis. Tal procedimento de 
manda tempo e a sua eficiência está intimamente ligada à ex-
periência do analista. As conseqüências disso são alto custo 
na análise, originado das diversas discretizaçÕes, sucessi-
vas preparações de malhas, execuções e verificações, bem co-
mo a falta de critério para avaliar a confiabilidade dos re-
sultados. 
Atualmente, como resultado dos trabalhos primeira-
mente de BABUSKA e RHEINBOLDT [2, 3], seguidos entre outros, 
dos trabalhos de GAGO [4], GAGO et alii [5, 6], BABUSKA e 
SZABO [7], DEMKOWICZ et alii [8], têm-se subsídios para o de 
senvolvimento de procedimentos auto-adaptativos, ou seja, al-
2 
goritmos capazes de minimizar os erros associados a uma solu 
çao de forma automática. Intensivas pesquisas são desenvolvi 
das na busca de solucionar os inúmeros problemas que persis-
tem quanto as estratégias adaptativas e a análise de erros, 
assim como para suas efetivações nas aplicações da Engenha-
ria. 
Neste trabalho descreve-se o desenvolvimento e im-
plementação de um procedimento auto-adaptativo do Método dos 
Elementos Finitos, onde a adaptação se dá através do refina-
mento dos elementos, versão h. Este procedimento é orientado 
por medidas de erro a-posteriori e estratégias de refinamen-
to que definem a necessidade de um novo modelo até ser atin-
gida a solução Ótima dentro de uma tolerância desejada. 
Sendo assim, apresentam-se alguns conceitos bási-
cos referentes a análise e medidas de erros no Capitulo II. 
No Capitulo III, descrevem-se os principais aspectos dos pr~ 
cessas adaptativos de refinamento de malhas, nas suas diver-
sas modalidades. No Capitulo IV, trata-se a implementação da 
técnica de refinamento h. O Capitulo V contém diversas apli-
cações efetuadas, procurando-se fazer uma análise do desemp~ 
nho dos procedimentos implementados. Finalmente, no Capitulo 
VI !ll9fér,em,-,s@,as conclusões alcançadas no decorrer deste traba 
lho. São expostas, ainda, sugestões para aperfeiçoamento e 




II.l - ASPEC~OS GlERAJIS 
Na utilização de Métodos Numéricos para obtenção 
da solução de determinado problema quatro são as aproxima-
ções introduzidas no processo, resultando em erros: a pri-
meira aproximação deve-se às simplificações envolvidas na 
construção do modelo matemático para descrever o problema; 
em segundo, têm-se as aproximações e incertezas no forneci-
mento de informações para o modelo matemático (materiais,co~ 
diçÕes de contorno, carregamentos, etc.); em terceiro, as 
aproximações devidas à discretização de um problema fisica-
mente continuo; e por fim, as aproximações causadas tendo-se 
em vista as operações em computadores serem efetuadas em 
aritmética finita. 
Pode-se citar ainda como origem de erros a etapa 
de análise e interpretação dos resultados. No entanto, uma 
vez assegurada a confiabilidade da solução obtida, e tendo-
se em vista as disponibilidades existentes hoje em termos de 
pós-processamento (computação gráfica, etc.) esses erros 
tendem a minimizar-se. 
Neste capitulo são apresentadas inicialmente al-
guns conceitos fundamentais no estudo dos erros de discreti-
zação e em seguida a análise de erros adotada. 
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II.2 - COOOCEKTOS BÁSICOS 
II.2.1 - O ~étodo dos Ele~entos Finitos {iJ!IIIEF) 
Seja o problema modelado matematicamente por 
A(0) L0 - P = O no domínio n (II. 1) 
B(0) M0 - Q = O no contorno r (II.2) 
onde L e M são operadores diferenciais, P e Q são funções co 
nhecidas e independentes de 0, a função incógnita do proble-
ma. 
Tendo em vista as aproximaçoes impostas na utiliz~ 
ção de métodos discretos, a solução obtida 0 introduz resí-
duos r nas equações (II.l) e (II.2), desta forma tem-se 
h h 
A(0) = L0 - P 
h 
B(0) M0 - Q 




As equações algébricas aproximadas são então obti-
das escrevendo-se (II.3) e (II.4) na forma integral 
A(0) dn + \ 
r 
-T 
V B(0) dr = O 
onde V e V são funções de peso conhecidas. 
(II.5) 
O procedimento anterior é conhecido como Método 
dos Resíduos Ponderados. Efetuando-se a integração por par-
tes da equação (II.5), tem-se 




díl + \ H(V)T D(0) dr= o 
r 
( II. 6) 
onde C, D, G e H sao operadores diferenciais, sendo C e D 
tais que contêm ordem de derivação menor que as existentes 
em A e B. 
No MEF, onde o continuo e discretizado em elemen-
tos unidos por pontos nodais, a solução aproximada 0 é ex-




onde NNOS e o número de nos, 
problema e N. as funções de 
l 
l 
( II. 7) 
0 representa as incógnitas do 
i 
interpolação. A escolha dessas 
funções assim como de V e V pode ser a mais variada, desde 
que satisfaçam certos critérios de completidade e continuida 
de (ZIENKIEWICZ e MORGAN [9]). Na formulação cinemática 
do MEF, quando se escolhe V. 
J 
kin. 
N., tem-se o Método de Galer-
J 
Sendo as aproximaçoes dadas em (II.7) efetuadas 
nos elementos, o sistema de equações algébricas,que represe~ 
ta o problema na sua forma discreta,é obtido somando-se as 
contribuições desses elementos nos pontos nodais. Para o 
caso de operadores diferenciais lineares as equações (II.5) 
ou (II.6) podem ser escritas em forma matricial, como 
K 0 F (II .8) 
onde K e genericamente conhecido como matriz de rigidez glo-
bal, 0 e F são, respectivamente, vetores das incógnitas e 
das forças nodais globais. 
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II.2.2 - ~onm1as de Erro 
-Para o problema dado pelas equaçoes (II.l) e 
(II.2), o erro associado~ utilização do MEF é dado pela di-
ferença entre a solução exata e a solução aproximada 
-e = 0 - 0 ( II. 9) 
A equação (II.9) fornece uma medidap:,ntualdo erro. 
Para se medir o erro de forma global pode-se utilizar o con-
ceito de norma (GOLUB e VAN LOAN [10]): um escalar associado 
a uma função ou matriz que propicia uma estimativa da sua 
magnitude e que satisfaz certas propriedades. A principal de 
las pode ser descrita como 
I IKI 1 > O e 1 1 K 1 1 = O se somente se K = O 
(II.10) 
onde I IKI I representa a norma de K. 
Várias são as normas existentes. Neste trabalho, 
adota-se a norma de energia que pode ser definida para o er-
ro como a medida integral 
11 e 11 ~ = J 
Q 
T ~ e L e díl + 
r 
T 
e Me dr (II.11) 
O nome norma de energia deve-se ao fato de que re-
solver um problema pelo MEF, através da formulação cinemáti-
ca, consiste, fundamentalmente, em minimizar o funcional de 
energia potencial total associado. 
7 
Demonstra-se que (GAGO [4]), para problemas linea-
res elípticos, a energia do erro definida em (II.11) é igual 
ao erro na energia da solução, ou seja 
llell~ = 11011~ - 11011~ (II.12) 
II.2.3 - Estiwnativas de Er:ni,s 
Um limite superior para a norma de energia do erro 
pode ser determinado pela inequação (BABUSKA e SZABO [7]) 
1 (l 
1 1 e I i ~ < e ( NGL) (II.13) 
onde NGL e o numero de graus de liberdade, e e uma constante 
A 
dependente do problema em questão e a e e taxa de converge_r:i_ 
eia da norma de energia, que é função da estratégia 
qual NGL é incrementado. 
, 
Esse tipo de estimativa e conhecida 
a-priori, uma vez que pode ser obtida anteriormente 





não fornece um conhecimento detalhado do erro para um probl~ 
ma particular. Do ponto de vista teórico, mostra que o MEF 
é convergente quando NGL tende a infinito. 
Por outro lado, estimativas de erro,avaliadas a 
partir de informações referentes a uma solução aproximada,d~ 
nominam-se estimativas a-posteriori e foram introduzidas em 
1978 por BABUSKA e RHEINBOLDT [3]. Essas estimativas podem 
ser obtidas utilizando-se a norma de energia (II.11), que 
, 
e 
facilmente relacionada com os resíduos (II.14), os quais in-
formam quão bem a equação original é satisfeita (GAGO [4]). 
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1 1 e 1 1 ~ = ) 
íl 
(II.14) 
As estimativas a-posteriori são obtidas através de 
uma unica análise, sendo computadas localmente. 
II.3.1 - O Proble~a Linear Eliptico 
Sendo L e M operadores diferenciais parciais (odp) 
lineares de segunda ordem, pode-se escrever 
L0 - P ST D S 0 - P = O (em íl) (II.15) 
0 - ~D = 0 ~D o -
(II.16.a) 
M0 - Q = ST D s 0 = q -n - (II.16.b) 




. Nessas equaçoes S 
é o operador que relaciona os gradientes das incógnitas no-
dais com as próprias incógnitas nodais, e o sub-Índice n 
significa direção normal a r
2
. Desta forma pode-se escrever 
V0 = S 0 (II.17) 
' 
onde v e o operador gradiente. Ainda nas equaçoes (II.15) e 
(II.16) D é a matriz de propriedades dos materiais e depende 
do fenômeno fÍsico abordado. Finalmente ~e 3 são condições 
de contorno do problema. 
Através da matriz D pode-se definir: 
9 
D S (/J (II.18) 
que fisicamente representa as tensões em problemas de Elasti 
cidade, os fluxos em problemas de Potencial, etc. Neste tra-
balho, o vetor acima será genericamente denominado fluxo. 
Tendo em vista as aproximaçoes dadas na 
(II.7) e a aplicação do Método de Galerkin, tem-se 




( s N)T D(S N) díl 
- - -
F = \ 
NT p díl + ~ NT q dr 
íl r 
2 
e os fluxos são avaliados através de 
~ 
q = (D S) (/J = (D S N) (/J 







O problema dado pelas equações (II.15) e (II.16), 
se resolvido na sua forma fraca (II.6), adotando-se para N 
funções de continuidade eº leva a um campo de fluxos discon-
tinuos. 
Muitas são as técnicas existentes para suavizar o 
campo de fluxos permitindo obter-se valores mais precisos. 
Esses procedimentos se justificam quando se interpreta o 
10 
MEF, formulação cinemática, como uma técnica de minimizaçao 
dos erros nos fluxos conforme apresentado no Apêndice A. 
A 
Seja o fluxo suavizado q* para o qual se. assume o 
mesmo comportamento das incógnitas nodais (equação (II.19)), 
ou seja 
q* = N q* (11.24) 
-onde q* sao os fluxos suavizados nodais, e q* e tal que 
~ ~T(ª* - 3) dQ = O 
Q 
(II.25) 
-Substituindo-se as equaçoes (II.23) e (11.24) em 
(11.25), tem-se 
q* = (II.26) 
Se, em seguida a suavizaçao local,for realizada a 
média nodal dos fluxos obtém-se um modelo completo e conti-
nuo q* em todo o dominio. Apresenta-se na Figura II.la natu 
reza das aproximações dos fluxos para um problema com 
ções de interpolação N lineares. 
II.3.3 - Estimmativa e Indicrullor de Erro 
fun-
O erro como foi definido na equaçao (II.9) pode 
ser avaliado em função de qualquer parâmetro desejado. Para 
as incógnitas nodais, tem-se 
11 
e ~ (/J (/J 










































Fig. II.l - Natureza dos fluxos em um problema com 
de interpolação lineares 





Em termos de norma de energia pode-se escrever 
T 
e L e díl (S e)T D(S e) díl 
(II.28) 
-Tomando-se as equaçoes (II.18), (II.23) e 
(II.27.b) pode-se escrever ainda 
} 
T -1 
e D e 
ll -q - -q 
díl (II.29) 
Como foi demonstrado no item anterior q* é de fato 
uma melhor aproximação da solução exata, podendo ser 
para estimar o erro nos fluxos (ZIENKIEWICZ e ZHU [11]) 
usado 
';;q = q 
A 
q" q* q (II.30) 
' Desta forma, a norma de energia e computada por 
À ( s) 2 
)Q 
A T -1 A A 
11~1 I~ " = (q* q) D ( q* q) díl 
(II.31) 
-A expressao anterior pode ser avaliada para cada 
elemento independentemente, fornecendo um indicador de erro, 
ou seja, permitindo que se tenha uma avaliação da distribui-
ção dos erros. 
-Uma vez calculada a expressao (II.31) para cada 
elemento obtém-se a norma de energia do erro para todo o do-
mínio, através de 





À ( s) 2 
l 
onde NELM é o número total de elementos do modelo. 
(II.32) 
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II.3.4 - Validade das ~edidas Adotadas 
A maioria das estimativas encontradas na literatu-
ra e calculada através de duas parcelas: uma referente aos 
residuos no interior dos elementos e outra que diz respeito 
à discontinuidade dos fluxos inter-elementos. A expressão a 
seguir é apresentada para a estimativa de erros (GAGO et 
alii [5]) 
( • ) 2 
NELM 




11 e 11 ~ ~ n J = ); À,J = I t' d íl + 
i 
24Dp 2 i=l i=l 
i 
h 
1 j2 dr (II.33) + 24Dp r. 
i 
onde h e o diâmetro do elemento, p a ordem da função de apr~ 
ximaçao, j as discontinuidades dos fluxos entre os elementos 
e D uma constante dependente da relação constitutiva do mat~ 
rial. No caso de problemas de elasticidade, estado plano de 
tensão, com funções de aproximação lineares tem~se D= 
= E/(1-v). 
Vários autores (BABUSKA e SZABO [7], GAGO [4])con~ 
tataram que a parcela correspondente às discontinuidades dos 
fluxos é em geral preponderante. Isso sufere que uma ' razoa-
vel estimativa da validade da solução do MEF pode ser alcan-
çada desprezando-se a parcela referente aos residuos na equ~ 













\ j' dr 
ri 
(11.34) 
Por outro lado, RANK e ZIENKIEWICZ [12] demonstram 
a equivalência entre as expressões (II.34) e (11.31) o que 
permite escrever 
14 
e À(j) < À(s) < e 
1 i l 2 (II.35) 
A medida dada em (II.34) satisfaz a propried~ 
de matemática de ser simultaneamente uma estimativa infe-
rior e superior da norma de energia do erro, ou seja, existe 
e > c
3 
> o tal que 
4 -






sao valores que tendem para 1 quando o erro 
tender para zero, isto é 
conforme mostrado por BABUSKA e RHEINBOLDT [2]. 
A confiabilidade das medidas dadas nas 




aplicações ( ZIENKIEWICZ et alii [ 11, 13 J). O uso dessas equ~ 
çÕes é particularmente interessante no contexto de processos 
auto-adaptativos, uma vez que através da primeira determi-
na-se onde deve ser efetuado o refinamento, e da segunda tem 
-se uma avaliação global do desempenho do modelo adotado. 
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C:M'Í"lruW III 
III.l - C:OMSIDEIRAÇÕES Il1'UC:1AIS 
Um procedimento e dito adaptativo quando uma eta-
pa de cálculo depende de informações fornecidas pela etapa 
-anterior, e auto-adaptativo caso nao haja iteração com o 
usuário para ativar o processo. 
Os processos adaptativos do MEF têm origem nos 
trabalhos de OLIVEIRA [16], CARROL [17], TURCKE e McNEICE 
[18] e outros, que baseavam-se nos Principias Variacionais 
e Métodos de Otimização Matemática. Foram no entanto, os 
trabalhos de BABUSKA eRHEINBOLDT [2, 3] que tornaram possi-
velo desenvolvimento dos processos adaptativos da 
apresentada atualmente. 
forma 
vários são os parâmetros que podem ser adaptados: 
malha, posiçao e número Ótimo de pontos de integração, mod~ 
lo matemático, introdução de funções especiais 
singularidades, etc. 
modelando 
Este capitulo tem por objetivo apresentar alguns 
dos processos de refinamento de malhas cujas etapas básicas 
podem ser sumarizadas através do algoritmo apresentado no 
Quadro (III.l). 
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Q~AlDIRO III.l - Algoritmo de programa auto-adaptativo do MEF 
PASSO 1 - Introduzir dados do problema e tolerância doer 
ro desejada; 
PASSO 2 - Gerar modelo inicial; 
PASSO 3 - Resolver sistema de equações algébricas; 
PASSO 4 - Analisar erros na solução (a-posteriori); 
-PASSO 5 - Se a solução estiver dentro da precisao deseja-
da: 
Então parar o processamento. 
Senão gerar novo modelo e voltar ao passo 3· 
' 
Os esquemas de refinamento de malhas auto-adapta-
tivos são subdivididos de acordo com o parâmetro que sera 
adaptado. Apresenta-se a seguir as caracteristicas de algu-
mas possibilidades existentes. Para tal tome-se por 
inicial a malha da Figura III.l. 
III.2.1 - Versão r 
-
base 
A versao r baseia-se nos trabalhos iniciais do 
estudo de otimização de malhas (OLIVEIRA (16], CARROL (17] 
e outros) e consiste no enriquecimento da solução através 
da otimização da localização dos pontos nodais. Um exemplo 
da versão r pode ser visto na Figura III.2. 
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Fig. III.l - Malha inicial 
-Nessa versao, uma vez que o numero de graus de l! 
berdade permanece inalterado, após vários estágios o proce~ 
so estabiliza, ficando o erro nos elementos redistribuídos. 
Na maioria das vezes este procedimento leva a um menor va-
lor médio dos erros. Estas reduções no erro são significat! 
vas em alguns casos, tais como, problemas de fluxo de Sta-
kes (ODEN et alii [19]). Este processo possui dependência 
direta com o n~mero de elementos da discretização inicial. 
Para problemas bi e tridimensionais a estabilida-
de numérica deste procedimento pode ser comprometida em vi~ 
tude das dificuldades de se garantir um bom condicionamento 
dos elementos. Uma outra abordagem consiste em regenerar 
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completamente a malha a cada nova adaptação, por meio de um 
sofisticado gerador de malhas e das informações da distri-
buição dos erros (PERAIRE et alii [20]). Esse procedimento 
permite um maior controle na obtenção do novo modelo, o que 
soluciona alguns dos problemas referentes ao condicionamen 
to dos elementos. 
1 ~ 
1 1 
1 .i 1 
'- - - -j --· - -- -- ~ - - 1- - -
1 1 
1 1 
~ -+ ~ - ~ f- -=-
1 1 
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Fig. III.2 - Refinamento de malhar 
III.2.2 - Versão p 
Neste procedimento, a redução dos erros é alcanç~ 
da aumentando-se o grau dos polinômios das funções de apro-
ximação adotadas. 
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-A versao p e, particularmente, atraente quando se 
faz uso de funções de interpolação hierárquicas, uma vez 
que as informações correspondentes a um nivel de discretiza 
- ' çao sao mantidas quando o problema e refinado. O uso da for 
mulação hierárquica permite ainda a obtenção, de forma sim-
ples, da estimativa de erros na solução (ZIENKIEWICZ et 
alii (21]). A implementação da versão p fica então muito 
eficiente, obtendo-se altas taxas de convergência (GAGO 
[4], RIBEIRO (22], WILLMERSDORF (23]). 
No entanto, para problemas onde a solução aprese~ 
ta singularidade, a oscilação nos fluxos associada ao uso 
de funções de aproximação de alta ordem representa uma 
limitação no refinamento p (BABUSKA e NOOR (241). 
Exemplo do refinamento p pode ser visto na Figura 
III.3. 
III.2.3 - Versão h 
A versão h consiste na redução dos erros por meio 
da subdivisão dos elementos (CAREY [25]). Um exemplo da 
versão h pode ser visto na Figura III.4. 
Na técnica de refinamento h a estabilidade numeri 
cada solução é assegurada em qualquer nivel de refinamen-
to. Desta forma, a tolerância desejada e sempre alcançada. 
O uso da versao h é,portanto, particularmente in-
dicado na análise de problemas que apresentam singularida-
des acentuadas na solução (GAGO et alii [6]). 
Quadrático 
Cúbico 















É, ainda, extremamente conveniente o seu uso em 
problemas transientes, pois além do refinamento é possivel 
se recorrer ao reagrupamento de elementos em regiões onde o 
erro se encontra abaixo da tolerância desejada (DEVLOO 
[ 26] ) . 
III.2.4 - Wersões Commbirnadas 
Neste caso, tem-se a combinação das versões ante-
riores. Tem sido bastante pesquisado o procedimento h-p, 
no qual a estabilidade da versão h unida à boa convergencia 
-da versao p tem levado a resultados muito eficientes 
(DEVLOO [26]). Esta versão apresenta uma taxa de convergên-
cia exponencial mesmo em problemas com singularidades (GUO 
e BABUSKA [27]). 
21 
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Fig. III.4 - Refinamento de malha h 
Recentemente estudos têm sido efetuados com a 
estratégia h-r (ADJERID e FLAHERTY [28]) onde a possibilid~ 
de de refinamento e des-refinamento é incorporada em um pr~ 
cedimento do tipo r. 
III.2.5 - Critério de Otimização 
De uma maneira geral, um procedimento adaptativo 
pode ser definido como um problema de otimização da seguin-
te forma: 
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Minimizar( , Máximo 11 e 1 1 . 
atraves de adaptação) 1 
(III.l) 
i = 1 , 2, ... , NELM 
onde 11 e 1 1 . é o indicador de erros no elemento i, NELM e o 
l 
número total de elementos do modelo, variável na versão h. 
O problema visto desta forma conduz a seguinte so 
lução: 
11 e 11 . = constante V i, i = 1, 2, ... , NELM 
l 
(III.2) 
se não houver nenhuma restrição no procedimento auto-adapt~ 
tivo. Obtém-se assim uma distribuição uniforme dos indicad~ 
res de erros sobre todos os elementos, o que representa um 
critério mais consistente que a simples minimização da es-
timativa de erros global. 
No problema de Min/Max (KIKUCHI e TORIGAKI Í29]) 
visto em (III.l) obtém-se uma equidistribuição dos erros no 
final da análise a menos de uma certa tolerância desejada. 
Esse critério se assemelha ao critério quasi-Ótimo definido 
por OLIVEIRA [16] e TURCKE [18] e ja se incorporou aos pro-
cessos auto-adaptativos em geral. Apresenta-se no Apêndice 
B uma demonstração simplificada deste critério. 
III.3 - COmMER.Gffi:INIC][A 
Em um programa auto-adaptativo tem-se uma seqüên-
cia de soluções que devem ser convergentes, ou seja, a cada 
novo modelo deve-se ter uma solução mais próxima da exata. 
Sendo assim, a taxa de convergência da solução pode ser fa-
tor definitivo na escolha da versão a ser adotada. 
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Por sua vez, a convergência do processo esta inti 
mamente relacionada à regularidade da solução exata do pro-
blema, ou seja, à presença ou não de singularidades. 
Estudos realizados têm demonstrado uma taxa de 
convergência superior da versão p em relação à versão h, p~ 
ramalhas quasi-uniformes. Por outro lado, quando existem 
singularidades, a escolha da malha inicial bem como da pre-
cisão desejada são cruciais para o sucesso da versão p 
(BABUSKA e OH [30]). Também na versão r esses fatores 
determinantes. 
-sao 
É geralmente difícil a definição de uma discreti-
zaçao inicial que elimine tais problemas, principalmente 
em situações que apresentam várias singularidades na 
ção. Além disso a precisão desejada é algo intrínseco 
solu-
' a 
aplicação que se tem em vista. Assim, parece indispensável, 
apesar de sua baixa razão de convergência, o uso do proced~ 
mento h, que é capaz de minimizar erros cometidos na defini 
ção da malha inicial, e quando unido à versão p(h-p) elim~ 
nar o efeito de poluição ou espalhamento do erro (BABUSKA 
e OH [30]) que ocorre na versão p em presença de singulari-
dades. 
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IV.l - Iln'RODUÇÃO 
A elaboração e implementação de um programa auto-
adaptativo, versao h do MEF, necessita,portanto,de uma análi 
se de erros a cada solução que permita coordenar a adaptati-
vidade do processo (Quadro III.l). 
No que diz respeito a análise de erros apresentada 
no Capitulo II, sua implementação é conduzida de forma dire-
ta e imediata podendo ser incorporada em uma análise padrão 
via MEF, obtendo-se assim uma avaliação dos erros da solu-
ção sobre o domínio. No entanto, dotar o programa da capaci-
dade de refinamento automático, objetivando o enriquecimento 
da solução, requer a incorporação de vários procedimentos,a~ 
sim como, de uma estrutura de dados própria. 
Ressalta-se, desde ja, que apesar de implementadas 
em um programa para análise de problemas de potencial, a es-
trutura de dados, bem como, os algoritmos apresentados neste 
capitulo t~m caráter geral, para uso em programas que tratam 
da solução num~rica de equações diferenciais parciais elipt! 
cas lineares. 
IV.2 - OBTlEINJÇÃO DO OOOWO OOODEJL[) 
Para obtenção de um novo modelo as informações re-
ferentes à geometria e topologia, bem como, às condições de 
contorno e carregamento devem ser reestabelecidas tendo-se 
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por base o modelo existente. 
IV.2.1 - Re~inammento dos Ele~entos 
. 
O refinamento de um elemento em um numero qualquer 
de subelementos implicaria na necessidade de uma estrutura 
de dados extremamente complexa. No entanto, adotando-se o r~ 
finamento do tipo bissecção,ou seja,a subdivisão do elemento 
em quatro novos,introduzindo-se nós intermediários nos 
lados do elemento original é possível a elaboração de procedi-
mentas relativamente simples para obtenção das informações 
necessárias ao novo modelo. As etapas que devem ser executa-
das, para cada elemento, podem ser sintetizadas no 
IV. 1. 
. 
Passo 1 - Numerar novos nos; 
Passo 2 - Calcular coordenadas dos novos nos; 
Quadro 
Passo 3 - Obter todas as informações referentes a topolo-
gia dos novos elementos e corrigir, quando ne-
cessário, a topologia dos elementos já existen-
tes no modelo; 
Passo 4 - Numerar novos graus de liberdade e determinar 
os nós irregulares; 
Passo 5 - Interpolar a solução referente ao modelo atual 
para as novas equaçoes. 
Quadro IV.l 
IV.2.2 - Ga.rairntia da Continuida<!l!e Inter-Ele~entos 
Os refinamentos conforme apresentado no item ante-
rior implicam no aparecimento de nós irregulares (Figura 
IV.l). Uma etapa essencial no refinamento tipo h e a garan-
tia da continuidade entre os elementos, assegurando assim a 
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conformidade dos mesmos e portanto a convergência do método. 
3 




Fig. IV.l - Refinamento tipo bissecção em um elemento isopa-
ramétrico bi-linear 
Várias são as formas para se assegurar a continui-
dade entre elementos: uso de elementos com funções hierárqu! 
cas; uso de elementos de transição, etc. (ZIENKIEWICZ e 
MORGAN [9]). Dentro do contexto da versão h do MEF, adotan-
do-se elementos isoparamétricos bilineares, parece o mais 
indicado (DEMKOWICZ et alii [8]) impor restrições na incogn! 
ta do nó irregular. O referido procedimento pode ser feito 
a nível de elemento, introduzindo-se nas matrizes de rigide-
zes e nos vetores de carga as informações referentes à res-
trição conforme algoritmo dado no Quadro IV.2. 
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PARA I DE 1 ATÉ NELM FAZER 
- Avaliar matriz de rigidez do elemento 
- Avaliar vetor de cargas do elemento 
SE o elemento possui nos irregulares 
ENTÃO:- Obter matriz de permutação (P) 
- Corrigir arranjo que fornece as 
equações correspÕndentes aos elemen-
tos (arranjo LM) 
FIM DO SE; 
FIM DO PARA. 
Quadro IV.2 
- Corrigir matriz de rigidez (PT*Ke*P) 
- Corrigir vetor de cargas (PT:Fe) 
O arranjo LM contém então para o elemento B as 
equações correspondentes aos nós [2B, 5A, 14B, 13B]. A ma-
triz de permutação P expressa a relação entre os graus de 
liberdade antigos e os novos. Para o elemento B tem-se 
1 O o o 
1/2 1/2 o o 
o o 1 o (IV. 1 ) 
o o o 1 
Considere a situação ilustrada na Figura IV.l. Pa 
ra o elemento A os graus de liberdade correspondentes, bem 







(a) Geometria (b) Graus de liberdade 
Fig. IV.2 - Elemento A 







Fig. IV.3 - Elemento B 
5 
(b) Graus de liberdade 
-Tendo em vista que a um no irregular nao correspo~ 
dem equações, este é dito inativo. Uma vez sendo efetuado no 
vo refinamento esse pode passar a nó ativo. Deve-se então 
efetuar a correção também na solução por meio da transforma-
ção dada pela equação (IV.l). Obtém-se com isso o valor in-
termediário da incógnita nodal correspondente. 
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IV.2.3 - Carregaimnento e Condições de Contorno 
Uma vez determinada uma nova discretização deve-se 
ter carregamento e condições de contorno correspondentes pa-
ra se obter o novo modelo. A implementação efetuada no pre-
sente trabalho trata problemas tanto com carregamento nodal 
como de volume. Para as condições de contorno pode-se ter: 
incógnitas nodais prescritas, assim como, fluxo prescrito, 
avaliado por meio da integração na superfície corresponden-
te. 
Ressalta-se ainda, que as condições de -convecçao, 
bem como, as de irradiação também podem ser consideradas ut! 
lizando-se elementos escalares para a obtenção das matrizes 
adicionais. 
As condições de contorno sao, então, reconstitui.-
das linearmente quando da existência de refinamento de ele-
mentos que se localizam no contorno. 
IV.3.1 - Critérios Baseados na Aná:n.ise de Erros 
Para se obter o modelo Ótimo como definido no Capi 
tulo III (ver item III.2.5) é necessário a escolha de uma 
estratégia de refinamento dos elementos. Muitas são as pos-
sibilidades, a depender desta escolha tem-se uma taxa de con 
vergência, um grau de confiabilidade dos resultados e um cus 
to computacional correspondentes. 
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Dentre as diversas alternativas, implementou-se 
três delas nas quais tem-se como limitação, para o procedi-
mento, a área mínima de um elemento refinado, sendo conse-
qüentemente o numero total de elementos também limitado. A 
seguir descrevem-se estas alternativas.Nos critérios aqui 
apresentados adota-se para os elementos da malha inicial 
o nível um. Uma vez refinado, o elemento é subdividido em 
quatro novos elementos cujo nível é uma unidade maior que 
a do elemento que lhes originou. O nível máximo de refinamen 
' to em um elemento e N 
max 
- Alternativa 1: 
Nesta alternativa define-se um parâmetro Y, 
valor no intervalo [O; 1], e avalia-se o indicador de 
com 
erro 
máximo (À ) do modelo, ficando o refinamento determinado 
max 
conforme o procedimento apresentado no Quadro IV.3. 
Passo 1 - Gerar modelo discreto; 
-Passo 2 - Resolver sistema de equaçoes; 
Passo 3 - Efetuar cálculo dos indicadores de erro (Ã. ); 
l 
Passo 4 - Obter o indicador de erros máximo (Ã ); 
max 
Passo 5 - Determinar como refinável todo elemento no qual 
À. > y À e cujo nível é< N 
i - max max 
Passo 6 - Se houver elementos para refinar: 
Então voltar ao Passo l; 
Senão parar o processamento. 
Quadro IV.3 
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- Alternativa 2: 
' Nesta alternativa utiliza-se a norma de energia me 
dia por elemento para definir a estratégia de refinamento 
(ZIENKIEWICZ e ZHU [11]) conforme apresenta-se a seguir: 
Considere que ao final da análise tenha-se que 
E < E (IV. 2) 
' -onde E e a razao entre a estimativa do erro e a norma de 
energia do problema, avaliada por: 
E = n 
(n
2 + 11011 2 ) 112 
E 
e E a tolerância desejada. 
-
(IV. 3) 
Na expressao anterior o denominador representa a 
norma de energia total do problema. 
Postulando-se que o erro encontra-se 
distribuído entre os elementos, tem-se 
À. 
l 
onde À. e À • 
l J 
distintos. 




A norma de energia do erro pode ser obtida como 
NELJVi 








A expressao (IV.3) pode ser escrita na forma 
NELM* À~ 1/2 À 
l i 
E = = 
1/2 2 1101 I~ 2 1101 I~ n + n_ + 
(IV. 6) 
NELM 
onde o denominador 
por elemento ( E ) • 
m 
representa agora a norma de energia mÉdia 
Sendo assim, a equação (IV.2) torna-se 
À 
i 




o que representa um valor limite por elemento, podendo ser 
usada para definir o refinamento de acordo com o 
apresentado no Quadro IV.4. 
Passo 1 - Gerar modelo discreto; 
-Passo 2 - Resolver sistema de equaçoes; 
esquema 
Passo 3 - Efetuar cálculo dos indicadores de erro (À.); 
l 
Passo 4 Computar a norma de energia média por elemento 
E . 
m' 
Passo 5 - Determinar como refinável todo elemento no qual 
[À./E] > E e cujo nível é< N. ; 
i m max 
Passo 6 - Se houver elementos para refinar: 
Quadro IV.4 
Então voltar ao Passo l; 
Senão parar o processamento. 
- Alternativa 3: 
Tendo em vista a existência de elementos com di-
-mensoes variadas, torna-se conveniente adotar como fator de 
ponderação o volume do elemento (V.) na definição da energia 
l 






= NELM * E2 
VT m 
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onde VT e o volume total do domínio em estudo. 
(IV. 8) 
Uma variante da alternativa 2 e então dada substi-
-tuindo-se E por E no Quadro IV.4. Uma vez que sao levadas 
m m. 
-l 
em conta as dimensoes dos elementos apenas nesta alternativa 
tem-se uma equidistribuição mais realista dos erros 
et alii [32]). 
IV. 3. 2 - Cri 1tér:ios Adi:iLc:iLona:ii.s 
(LYRA 
Além dos refinamentos determinados pela análise de 
erros, alguns outros devem ser adotados objetivando: a) limi 
tara complexidade da estrutura de dados, b) garantir uma 
boa topologia da malha após sucessivos refinamentos, ou ain-
da, c) assegurar a equidistribuição dos erros em 
cuja solução apresenta singularidades acentuadas. 
problemas 
Seja então NER, o número de elementos a serem refi 
nades, inicialmente determinados pelo critério baseado na 
análise de erros, e armazenados no arranjo EREF. Apresentam-
se a seguir os três critérios adicionais implementados: 
- Critério Adicional 1: 
Refinamentos sucessivos na malha através do esqu~ 
ma bissecção podem levar ao modelo da Figura IV.4, onde a 
garantia da continuidade entre os elementos implicaria nane 
cessidade de uma estrutura de dados que permitisse lidar com 
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restrições generalizadas, ou seja,relacionar o valor de um 













Na Figura IV.4 ter-se-ia,por exemplo, o valor da 
incógnita no nó 5 como função dos valores nos pontos nodais 
1, 4 e 6. O procedimento apresentado no item IV.2.2 teria 
que ser modificado para permitir esse tratamento. A estrutu-
ra de dados que possibilita isso é muito complexa e pode ser 
evitada fazendo-se a limitação de apenas um nó irregular pa-
ra cada lado do elemento (BANK (33]), conforme 
apresentado no Quadro IV.5. 
algoritmo 
A utilização desse critério implica na inclusão do 
elemento A (Figura IV.4) no arranjo EREF, ou seja, 
aqueles a serem refinados. 
- Critério Adicional 2: 
entre 
Uma malha originada da aplicação do critério basea 
do na análise de erros juntamente com o critério apresentado 
no item anterior pode apresentar como configuração a ilustra 
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da na Figura IV.5. 
ENQUANTO (I < NER) 
PARA todos os vizinhos de EREF (I) FAÇA 
SE o vizinho possuir 2 ou mais nos irregulares: 
ENTÃO NER = NER + l; 
EREF (NER) = vizinho; 
FIM DO SE; 
FIM DO PARA; 




Fig. IV.5 - Modelo hipotético de malha 2 
Um segundo critério pode ser adotado visando maior 
regularidade da malha, implicando ainda na redução de um 
grande número de nós irregulares. Para tal, basta limitar em 
no máximo dois nós irregulares fazendo fronteira com um ele-
mento (BANK [331) (Quadro IV.6). 
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ENQUANTO (I < NER) 
PARA todos os vizinhos de EREF (I) FAÇA 
SE o vizinho possuir 3 ou 4 lados com nos irre-
gulares: 
ENTÃO NER = NER + l; 
EREF (NER) = vizinho; 
FIM DO SE; 
FIM DO PARA; 
FIM DO ENQUANTO. 
Quadro IV.6 
Esse critério se aplicado a malha da Figura 
determinaria os elementos A e B para serem refinados. 
IV.5 
Os critérios adicionais 1 e 2 sao de característi-
ca exclusivamente topológica. No entanto, o primeiro e indis 
pensável diante da estrutura de dados utilizada, e o segundo 
opcional. 
- Critério Adicional 3: 
A utilização do critério da equidistribuição dos 
erros, para o domínio íl, em problemas com singularidades 
acentuadas, implica em um número muito grande de refinamen-
tos concentrados nas regiões próximas às singularidades até 
ser alcançada a tolerância desejada. Isso acarreta em Última 
análise em: grande esforço computacional, malhas mal condi-
cionadas, número considerável de refinamentos 
etc. 
adicionais, 
Considere um problema com carga concentrada, cujo 
fluxo e dado pela função delta de Dirac. Tem-se solução po-
rem com energia infinita no domínio (n). No entanto, tem-se 
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energia finita em um subdomínio íl* Cíl no qual a regiao em 
volta da singularidade é excluída (ver Figura IV.6) (BABUSKA 
[ 34] ) • 
* !f J/: 
.I1. u .n... ' .n.. 
Ftg. IV.6 
Deve-se, portanto avaliar as medidas de erro em 
termos da norma da energia no domínio íl*, uma vez que para a 
versão h é demonstrado (NITSCHE e A. H. SCHATZ [35] ) que 
l lel IE(íl*) + O quando h + O (IV.9) 
A definição do domínio íl*, previamente, só seria 
possível em problemas cujo comportamento da solução é conhe 
cido. De forma a assegurar que, ao final, todo elemento com 
indicador de erro acima do limite desejado tenha nivel igual 
ao maximo (N ), pode-se adotar o procedimento apresentado max 
no Quadro IV.7 (LYRA et alii (36]), no qual a 





onde k e k-1 referem~se respectivamente, ao modelo atual e o 
imediatamente anterior. O parâmetro RCONV . e estabelecido 
min 
externamente como a convergência minima do erro total desej~ 
da. 
PARAI de 1 ATÉ NER FAÇA 
SE Nivel de EREF (I) = N 
max 
ENTÃO SE RECONV < RCONV. 
min 
ENTÃO voltar ao critério de refinamento 
do erros/computar os elementos de 
nivel, igual a N ; 
max 
FIM DO SE; 
FIM DO SE; 
FIM DO PARA. 
Quadro IV.7 
A utilização desse procedimento assegura apenas a 
equidistribuição dos erros para os elementos com níveis infe 
riores ao nivel máximo. Um tratamento mais apropriado 
se fazer necessário em um problema especifico, o que 




elementos do dominio íl**, usando-se funções próprias para o 
tratamento de singularidades. Ou ainda, fazer uso da -versao 
h-p que apresenta taxa de convergência exponencial mesmo pa-
ra esses problemas (RANK [37]). 
Tendo-se definido todos os elementos que devem ser 
refinados, quer devido à análise dos erros quer em 
da aplicação dos critérios adicionais apresentados, 
função 
refina-
' se um a um os elementos conforme item IV.2. O refinamento e 
efetuado na ordem crescente dos niveis dos elementos. 
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IV.4 - SOLllJJÇÃO DIOl SIS~JEJWIA DE EQUAÇÕES 
A etapa de resolução do sistema de equações algé-
bricas e sempre de suma importância em qualquer problema. 
Tendo em vista, as sucessivas reavaliações existentes em um 
procedimento auto-adaptativo, bem como, as características 
particulares do mesmo sua importância torna-se ainda maior. 
-Num programa auto-adaptativo versao h do MEF tem-
se uma natureza não regular da numeração nodal que provém do 
processo de refinamento automático. Isso leva à um aumento 
da largura de banda na matriz global do problema. Uma vez 
que a eficiência do uso de procedimentos diretos na solução 
do sistema de equações está diretamente relacionada a explo-
ração desta característica (AXELSSON e BARKER [38]) a sua 
utilização parece imprópria. Aliado a isso, é facilmente ob-
servável que o uso de tais procedimentos implicaria em uma 
reavaliação completa da matriz do sistema a cada nova etapa 
do processo adaptativo. 
Por outro lado, um processo de resolução iterativo 
nao e influenciado pela numeração nodal, ja que sua impleme~ 
tação pode ser feita na forma Elemento-por-Elemento 
TINHO et alii [39]). Esse procedimento permite ainda 
(COU-
tomar 
como vetor de partida, na resolução em uma determinada eta-
pa, a solução obtida na etapa imediatamente anterior. Acele-
ra-se assim a taxa de convergência do processo. 
O uso de procedimentos iterativos apresenta-se ta~ 
bém bastante atraente face às novas arquiteturas de computa-
dores, onde podem ser exploradas as capacidades de vetoriza-
ção e paralelização de processos, ORTEGA [40]. 
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Empregou-se o M~todo dos Gradientes Conjugados com 
precondicionamento de Jacobi (GOLUB e LOAN [10], ODEN e 
CAREY [41], COUTINHO et alii [39]) implementado na forma 
Elemento-por-Elemento. 
IV. 5 - lES"ll'IRllF'IF!mA ][J)JE Dil.00:S: MliJ!:'G:J[IOl!iLIIJL 
Como pode ser visto, para a implementação dos pro-
cedimentos apresentados nos itens anteriores, faz-se necess~ 
rio uma estrutura de dados adicionais às já existentes em um 
programa do MEF. 
A escolha dessa estrutura de dados e de extrema im 
portância uma vez que dela depende parte significativa do 
sucesso do programa. 
-Muitos sao os fatores que influenciam na sua elabo 
ração, tais como: algoritmo de solução, tratamento dos nos 
irregulares, memória disponível, etc. De um modo geral os da 
tores apresentados são conflitantes e qualquer escolha repr~ 
senta um compromisso. Dentre os fatores dois (DEVLOO [26])d~ 
vem ser destacados uma vez que são indispensáveis, pois 
inerentes aos programas auto-adaptativos: 
-sao 
lº) A estrutura de dados deve independer da malha fornecida, 
ou seja, deve ser não-estruturada. 
2º) A estrutura de dados deve ser tal que ao sofrer modifica 
çÕes durante o processo adaptativo permaneça estável, ou 
seja, deve ser robusta. 
Tendo em vista as características e informações ne 
cessarias e baseando-se ainda em trabalhos tais como os de 
CAREY [25], BANK [33], RHEINBOLDT et alii [42], optou-se por 
um esquema que se assemelha à estrutura em árvore. 
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As informações referentes aos vizinhos dos elemen-
tos ( LADO ) e à história do refinamento (FILHO), bem 
às incidências dos novos elementos ficam determinadas 
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( b l 
A informação referente ao nível de refinamento do 
elemento é armazenada em um arranjo (NÍVEL). É feito uso 
de um outro arranjo contendo a informação referente ao esta-
do do nó, se regular ou não. Esse arranjo permite a utiliza-
ção, de forma imediata, do modelo final obtido, no caso de 
se desejar reiniciar a análise. Tem-se ainda o 
(EREF) contendo os elementos a serem refinados. 
arranjo 
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V.l - I1111'll'RO~UÇÃO 
Neste capitulo os procedimentos implementados -sao 
utilizados na solução de problemas bidimensionais lineares 
regidos pela equação geral de campo em regime permanente, 
procurando-se estudar as diversas características do proces-
so de refinamento versão h do MEF. 
Todas as análises foram efetuadas no computador 
Burroughs AlO, do Núcleo de Computação Eletrônica da Univer-
sidade Federal do Rio de Janeiro. Os algoritmos foram escri-
tos em linguagem FORTRAN sendo as variáveis reais declaradas 
com precisão dupla. As discretizaçÕes iniciais foram proposl 
tadamente grosseiras para maior evidência do processo de refi 
namento, e em 
-6 
todas as aplicações adotou-se tolerância de 
10 na norma Euclidiana dos resíduos para a convergência 
do Método dos Gradientes Conjugados. 
Utilizou-se ainda o programa SISPLOT (JACOB e 
EBECKEN [43]) como pós-processador gráfico, além de softwa-
res aplicativos AUTO-CAD (44], SURFER [45] e LOTUS 1-2-3 
[46] na o~tenção dos gráficos e figuras apresentados. 
V.2 - A EQUAÇÃO DO CAJlllll?O 
Inúmeros são os problemas práticos na Engenharia 
cujo modelo matemático pode ser descrito por uma E.D.P. eliE 
tica originada da equação Geral de Campo. Sendo 0 a função 
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incógnita do problema; K , K e p parâmetros dependentes do 
X y 
material que constitui o meio onde o fenômeno atua; escreve-
se para problemas bidimensionais lineares no regime permane~ 
te essa equaçao como 
a 
(K ~) + 





ay + p 
; O V(x,y) e íl 
Com condições de contorno dadas por: 
(V. 1) 
a) O valor da incógnita é conhecido no contorno (condição de 
contorno de Dirichlet ou essencial) 
(/) - (/J o V (x, y) e r D (V. 2) 
onde (/J e o valor da incógnita prescrita. 
b) Existe um carregamento de superfície no contorno (condi-







+ K n + q + h (/J ; O 
Y ay Y 
V(x, y) e r 
c 
(V. 3) 
onde n e n sao os cossenos diretores entre a normal ex-
x y 
terna ao domínio e os eixos x e y respectivamente. O va-
lor do fluxo prescrito é representado por q eh é o coefi 
ciente de radiação ou de convecção. 
Na Figura V.l apresenta-se de forma esquemática o 
domínio e contorno em um problema bidimensional. 
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Fig. V.l - Região bidimensional 
Õ)Jl.. = rc u rd 
x= (x,y l € IR 2 
Apresenta-se na Tabela V.l (BATHE [47]) uma analo 
gia entre alguns problemas físicos governados pela equaçao 
(V.l). 
PROBLEMA FÍSICO INCÓGNITA ( (il) K x' K 
p 
y 
Transferência de Temperatura Condutivida- Geração in-
calor de térmica terna de ca -
lor 
Torção Função de ten (módulo cisa (-2) X (âng!::_ - - lhante)-1 -sao lo de tor-
ção) 
Fluxo em meio por~ Altura piezo- Condutivida- Geração in-
so métrica de hidráuli- terna de 
ca fluxo 
Fluxo inviscido, Velocidade p~ - Fonte ou 
irrotacional e 
compressível 
in - tencial sumidouro 







PROBLEMA FÍSICO INCÓGNITA (0) K x' K 
p 
y 
Difusão de ' Concentração Difusividade gas -
. . . ... . . . . .. 
Tabela V.l - Problemas de campo 
-Vale ressaltar,que embora nao tenha sido explora-
do, nas aplicações efetuadas, o programa desenvolvido permi-
te a análise de problemas com condições prescritas de convec 
ção ou de irradiação, bem como, problemas com materiais que 
possuem comportamento ortotrÓpico. 
V.3 - APLICAÇÕES 
Constitui-se em uma etapa de grande importância a 
análise de problemas modelo pois assegura que, pelo menos p~ 
ra uma certa classe de problemas, os procedimentos adotados 
fornecem resultados esperados. Com esse intuito estudou-se 
entre outros, alguns problemas que possuem soluções analíti-
cas ou comportamento evidente. 
Uma atenção maior é dada com relação aos 
pois representam uma aproximação de ordem superio~ 
- Aplicação 1: (Torção) 
fluxos 
Seja a análise de um dominio quadrado, -L <X< L 
e -L < Y < L, com material isotrÓpico (K = K = K), condi-
x y 
çoes de contorno de Dirichlet, e regido pela equação de 
Poisson: 
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fil/J p (V. 4) 
A solução analitica deste problema e dada através 
da serie de Fourier (CARSLAW e JAEGER [49]) 
r/J = 








(2m+l) 3 cosh[ (2m+l) n/2] 
O problema descrito acima pode ser interpretado f! 
sicamente como uma barra quadrada submetida a um momento tor 
sor tal que 2G0 = P, onde e é o ângulo de torção e G é o mo-
dulo de elasticidade no cisalhamento. O parâmetro r/J é a fun-
ção de tensão, conforme apresentado no Quadro V.l, que depe~ 
de exclusivamente de X e Y. Esta formulação para o problema 
de torção deve-se a Prandtl (TIMOSHENKO e GOODIER (50]). 
Para as análises apresentadas a seguir adotou-se: 
L = 1, K = 1, P = 2.4, assim como, 15% de tolerância para 
equidistribuição dos erros (y ou E), um nivel máximo de re-
finamento (N , ) igual a 10 e uma convergência minima no er-
max 
ro total (RCONV. ) de 10% 
min 
A história do refinamento para o caso em que se 
define um limite para a razão entre o indicador de erro e a 
norma de energia média por elemento (Alternativas 2 e 3 da-
das em IV.3.1) pode ser vista na Figura V.2. No caso de se 
definir uma percentagem com relação ao indicador de erro 
maximo para determinar os refinamentos (Alternativa 1) tem-
se para este problema o refinamento uniforme até ser atingi-
do o nivel máximo de refinamento adotado. Para a Alternativa 
2 a solução é atingida na 6ª malha, com 225 equações, um er-
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ro total de 7,5% e uma equidistribuição dos erros a menos de 
8.6%. Para a alternativa 3 já ao final da quarta malha foi 
alcançada a solução dentro dos padrões desejados, tendo-se 
apenas 109 equações com um erro total de 11,1% € 14% para 
equidistribuição dos erros. 
A evolução da norma de energia da estimativa, bem 
como,da norma do erro real para as seis malhas apresentadas 
pode ser vista no gráfico da Figura V.3, onde pode-se obser-
vara taxa de convergencia para este problema. Percebe-se 
que o gráfico e aproximadamente uma reta. Assumindo-se o com 
portamento dado na equação (II.13) na escala logarit:i.mica 
tem:se que a declividade da curva caracteriza o valor do in-
dice "a" (taxa de convergência). 
O P.fastamento entre a estimativa € o erro para um 
numero de graus de liberdade igual a 109, quarta malha, de-
ve-se ao fato da suavização não implicar em melhoria para os 
fluxos nos cantos (ver Figura II.l). Na quarta malha apenas 
a região do centro não deveria estar refinada. Apesar disso 
percebe-se a importância de levar em consideração as dimen-
sões do elemento na definição dos elementos a serem refina-
dos (Alternativa 3), basta analisar a Figura V.4 onde nenhu-
ma melhora significativa é obtida após a quarta malha 





Uma vez que a solução apresentada ao final da aná-
lise refere-se aos fluxos suavizados, a estimativa é a fa-
vor da segurança. Neste problema, tem-se uma estimativa D= 
~. 11,1% {equação II.32) que é avaliada tendo em vista o flu-
A 
xo suavizado (q*) € o fluxo do MEF (q), um erro real 
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11~1 IE = 12,4%, ou seja, avaliado entre o fluxo exato (q) e 
o fluxo do MEF (q). No entanto, tem~se 9% para o erro se ava 
liado tendo em vista o fluxo exato (q) em relação ao 
suavizado ( q*). 
fluxo 
Para a incógnita no centro do dominio observa-se o 
comportamento apresentado na Tabela V.2. 
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(a) Malha 1 (NGL = 1) (b) Malha 2 (NGL = 9) 
1 1 
1 1 
~ 1-- ~ ~ 
~ - -~ 
1 1 
1 1 
(e) Malha 3 (NGL = 49) (d) Malha 4 (NGL = 109) 



























Taxa de Convergência 
APUCN:.NJ 1 
0.1 1.2 
LOG [ NGL) 
Figura V.3 
1.1 
Tensão Cisa Ih ante 
(x-1.v-o) 




o IO 120 





MALHA MALHA MALHA MALHA MALHA 
2 3 4 5 6 
VALOR EXATO 
0,9000 0,7457 0,7161 0,7149 0,7094 0,7094 0,7072 
Tabela V.2 - Comportamento da incógnita~ 
Tem-se valores bem proximos do exato mesmo param~ 
lhas relativamente grosseiras. Neste caso a solução obtida 
por meio do MEF é superconvergente nos nós (TONG [ 48]) já que as 
funções de aproximação para o elemento linear pertencem ' a 
familia das funções que satisfazem a equação homogênea cor-
respondente à equação (V.4) (ZIENKIEWICZ e MORGAN [9]). 
- Aplicação 2 - (Condução de calor) 
Seja a análise de um domínio quadrado 
com material isotrÓpico (K = K = 1), condições de contorno 
X y 
de Dirichlet, com uma fonte pontual de calor no centro des-
te domínio, regido pela equação de Laplace: 
o (V. 7) 
Adotou-se 7 como nível maximo de refinamento 
(N , ), 20% para a tolerância na equidistribuição dos erros 
max 
(y ou E), 5% para a convergência mínima no erro to-
tal (RCONV . ) e como modelo inicial uma malha 2 x 2, fican-
min 
do a origem do sistema de coordenadas no centro do domínio. 
Nas Figuras V.5, V.6 e V.7 tem-se as malhas finais 
para as três alternativas. 
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• 
Figura V.5 - Alternativa 1 (7ª malha) 
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~ • -~ -~ 









Figura V.7 - Alternativa 3 (8ª malha) 
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Para as alternativas 2 e 3 o critério, que visa as 
segurar a equidistribuição dos erros em problemas com singu-
laridades acentuadas, foi acionado implicando, no caso 
alternativa 3, em alguns refinamentos na região próxima 
da 
' a 
singularidade. Esses refinamentos adicionais podem ser visu~ 
lizados através da comparação da malha final dada na Figura 





' :1t; ' 
1 
Figura V.8 - Alternativa 3 (7ª malha) 
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O comportamento da convergencia pa~a as três 
alternativas bem como para o refinamento uniforme pode ser 
visto na Figura V.9. O aumento na estimativa dos erros no 
inicio do processo deve-se ao fato da discretização inicial 
ser muito pobre, sendo também pobre a estimativa. Observa-se 
ainda, no refinamento uniforme, que a partir de uma certa 
etapa tem-se uma taxa de convergência quase nula, uma vez 
que já nesta etapa os erros concentram-se apenas na região 
central do domínio. 
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Figura V.9 
A evolução da solução em termos dos fluxos para as 
três alternativas é vista nas Figuras V.10, V.11 e V.12. A 
alternativa 1 uma vez que concentra os refinamentos exclusi-
vamente na vizinhança da singularidade apresenta maior taxa 
de convergencia, tendo-se, no entanto, um resultado mais sua 
ve para as alternativas 2 e 3~sendo que na 3 tem-se uma equ! 
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Figura V.12 - Alternativa 3 
Na Figura V.13 apresenta-se a evolução das solu-
ções em termos das incógnitas do problema para a alternativa 
3 e na Figura V.14 a taxa de convergência considerando-se ou 
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Figura V.14 
C/CRIT. 
2 2.4 2.11 
Percebe-se na Figura V.14 que a solução ja se en-
contra dentro dos padrões desejados uma vez excluída a re-
gião próxima a singularidade. Para a alternativa 2 tem-se um 
comportamento inteiramente semelhante ao da alternativa 3.Já 
para a alternativa 1, a utilização do critério adicional re-
ferente a problemas com singularidade não tem sentido pois 
o processo só cessaria quando todos os elementos possuis em 
ordem de refinamento igual 
me. Isso devido ao fato da 
a N , , ou seja, uma malha unifor 
max -
alternativa 1 definir os refina-
mentas em função do indicador de erros máximo (À , ) do mode 
max 
lo, que no caso da utilização do critério adicional exlui os 
elementos de ordem igual a N, 
max 
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- Aplicação 3: (Fluxo em meio poroso) 
Os problemas de fluxo em meios porosos obedecendo 
à lei de Darcy, são também governados pela equação de Lapla-
ce. Seja então o problema de percolação sobre a base de uma 
barragem, esquematicamente apresentado na Figura V.15. 
A incógnita H representa a altura piezométrica e a 
constante K a condutividade hidráulica que é função da per-
meabilidade do meio e das propriedades do fluido. Utilizan-
do-se a condição de simetria do problema o domínio foi dis-
cretizado, na direção horizontal, até uma distância igual a 
dez vezes a espessura da camada permeável (direção vertical) 
procurando-se assim representar o infinito onde o fluxo deve 
ser nulo. 
Nas análises que serão apresentadas a seguir ado-
tou-se 20% para a tolerância na equidistribuição dos erros, 
um nivel máximo de refinamento de 6, uma convergência mini-
ma para o erro total de 15% e como malha inicial a represe~ 
tada na Figura V.16. 
10.0 
o 5 1 
H , 
' ' ' ' L •••••••• 1 _______ _ 
o 
o " . :z 
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Figura V.15 - Descrição do problema 
V(KVH 1 '0 
K ' 1 
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/ "' I 
13,J \ 
Detalhe --------
Figura V.16 - Malha inicial 
As taxas de convergencia obtidas fazendo-se uso 
















Taxa de Convergência 
Al'UCAÇÀO 3 
ALTERNATIVA 2 --> 
2.1 2.3 





Nas alternativas 2 e 3 foi feito uso do critério 
adicional que se refere a problemas com singularidades, po-
rém nenhum refinamento se fez necessário. Tem-se portanto, 
que a excessão da região composta pelos elementos de nível 
mais alto de refinamento, a equidistribuição dos erros está 
assegurada, dentro da tolerância estabelecida. 
A 
A baixa taxa de convergencia da alternativa 3, se 
comparada com as demais, deve-se neste problema ao fato de 
ter sido necessário discretizar um domínio muito grande para 
simular as condições do infinito. Para a região em detalhe 
na Figura V.16, apresenta-se nas Figuras V.18, V.19 e V.20 
as malhas finais encontradas fazendo-se uso das três estraté 
gias de refinamento. 
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1 
1 1 1 
Figura V.18 - Alternativa 1 
1 
1 
Figura V.19 - Alternativa 2 
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- H 
Figura V.20 - Alternativa 3 
Apesar da taxa de convergência inferior apresenta-
da pela alternativa 3, tendo em vista a sua maior consistên-
cia, esta foi adotada na obtenção dos resultados que se 
apresentam a seguir. A evolução da solução em termos das al-
turas piezométricas ao longo da base da barragem, bem como, 
dos fluxos na direção Y à esquerda da barragem são apresent~ 
das na Figura V.21. Os resultados anellticos deste problema 
encontram-se no trabalho do C:HENG [ 51]. 
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Para a sexta malha na Figura V.22 visualiza-se o 
comportamento das alturas piezométricas e dos fluxos. 
Procurou-se também neste problema analisar,de for-
ma preliminar, o comportamento da versão h com relação a al-
guns dos parâmetros determinantes na etapa de resolução do 
sistema de equações. Para tal apresenta-se a Tabela V.3. 
Na tabela apresentada percebe-se a perda quase que 
total da característica de banda, o que por si só pode tor-
nar inconveniente a utilização de um método direto de resolução de 
sistema de equações. Nota-se ainda, para este problema, que 
a utilização da solução obtida em uma etapa de refinamento 
como partida para a nova etapa de solução permite reduzir o 



























- Aplicação 4 (Fluxo com obstáculo) 



















Seja o problema descrito na Figura V.23, que repr~ 
senta um fluxo em volta de um obstáculo quadrado contido en-
tre duas superfícies impermeáveis (KELLY et alii [521). 
W= + V 
y 
/t = o 
""' 











U = -V an 
Figura V.23 - Descrição do problema e discretização inicial 
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Na análise deste problema adotou-se 15% para a to-
lerância na equidistribuição dos erros, um nivel máximo de 
refinamento de 5 e uma razão de convergência mínima de 10% 
para o erro total. Como malha inicial adotou-se a apresenta-
da na Figura V.23. 
As malhas obtidas ao final da análise, para as al-
ternativas de refinamento estudadas, encontram-se n&s Figu-
ras V.24, V.25 e V.26. 
~ ~ t-- ,___ 
' 
' 
' ' 1 1 ' ' ' ' r ~ ' 1 1 





Figura V.25 - Alternativa 2 (5ª malha) 




~ -1 1 
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Figura V.26 - Alternativa 3 (6ª malha) 
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Nas alternativas 2 e 3 o critério adicional rela-
cionado a problemas com singularidades foi acionado não ha-
vendo necessidade para a alternativa 2 de nenhum refinamento. 
A existência do obstáculo perturba o comportamento 
quer do fluxo quer do potencial (0) nas proximidades domes-
mo. Essa mudança de comportamento pode ser percebida através 
dos resultados apresentados nas Figuras V.27 e V.28, onde o 
potencial, bem como, o fluxo na direção X são traçados ao 
longo de sucessivas retas(Y = 1,5; 0,0; - 0,5) na direção X 
conforme explicitado nas figuras. 
Incógnitas Nodais 









-1.e -1.2 -o.a -0.4 o 
COORD. X 
.... o.e 
Figura V.27 - Comportamento do potencial (0) 






















Y • 1.9 
10 
-1.e -1.2 -o.a -<l.4 o 0.4 
COORO. X 
a li) 
Figura V.28 - Comportamento dos fluxos(-~) 
ax 
o.a 1.2 1.1 
Apresenta-se na Figura V.29 a evolução da solução 
em termos da incógnita li), ao longo da direção X coincidente 
com o obstáculo (Y = - 0,5). O fluxo X ao longo da mesma re-
ta pode ser visualizado na Figura V.30. Onde para a sexta ma 
lha já fica caracterizada a singularidade proveniente da 
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Taxas de Convergência 
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Figura V.31 
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Com o intuito de verificar a influência da escolha 
do valor de Y na convergência do processo foram 
análises variando-se sucessivamente esse valor. 
realizadas 
Observou-
se o aumento da taxa de convergencia a medida que o valor de 
Y se torna maior, porem neste problema a partir de um valor 
y aproximadamente de 0,40 já não mais se verificou esse au-
mento, permanecendo a taxa praticamente idêntica independen-
te do valor de y adotado. Tal comportamento pode ser 
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Figura V.32 
- Aplicação 5 (Condução de calor) 
••• ... 
visto 
Considere o problema descrito de forma esquemática 
na Figura V.33. 
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y 
/5 = o 
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Figura V.33 - Descrição do problema e discretização inicial 
Esse problema possui solução analítica dada em sé-
rie (JIANG e CAREY (53];: 
l: 
m=l,2, ... 
















. (1 - e .cos(mnX) 
(V.8) 
-2mn(b-y) 
(1 - e ] .sen(mnX) 
onde 0, 0 são, respectivamente, os fluxos nas direções X 
X y 
e Y. A equação dada na Figura V.33 governa a condição de 
calor em regime permanente. Nos resultados apresentados a 
seguir adotou-se para efeito da estratégia de refinamento 
uma tolerância de 10% na equidistribuição dos erros, e um 
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nível maximo (N , ) permitido igual a 4. Além disso adotou-
max 
se uma converg~ncia global mínima desejada (RCONV. ) de 10%. 
min 
Utilizando-se o critério de refinamento dado na al 
ternativa 3 obteve-se ao final da quarta etapa de refinamen-
to a malha apresentada na Figura V.34. A evolução dos fluxos 
totais para esse caso pode ser vista nas Figuras V.35 e 
V.36. 
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Figura V.36 - Fluxos totais para X= O 
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Os resultados obtidos nos sucessivos refinamentos 
-nao convergem para o valor exato do problema. Isso se deve a 
uma discretização inicial muito pobre na representação da 
condição de contorno por meio de elementos lineares. Na Fig~ 
ra V.37 percebe-se que para uma discretização inicial que 
representa melhor as condições de contorno tem-se valores 























Figura V.37 - Fluxos totais para Y = O 
' ' O que se tem em verdade e que apos o primeiro refi 
namento o modelo obtido não mais corresponde ao problema in! 
cial. Isso se deve ao fato da adaptação ser efetuada linear 
mente, sendo no entanto as condições de contorno deste pro-
blema quadráticas. Vale ainda ressaltar que para distâncias 
razoáveis do carregamento aplicado tem-se uma melhoria dos 
resultados com o refinamento (Figura V.36). 
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Considere-se agora o mesmo problema, no entanto 
com as condições de contorno adaptadas quadraticamente. A 
evolução da solução em termos de fluxos pode ser vista nas 





















Figura V.38 - Fluxos totais para Y ~ O 
Ao final da quarta malha tem-se uma equidistribui-
-çao dos erros da ordem de 16% e um erro total estimado de 
5,47%. Para se alcançar a convergência dentro da tolerância 
pré-especificada foram necessárias 5 (cinco) etapas de ref! 
namento obtendo-se ao final um erro total estimado de 4,38%. 
A história do refinamento das malhas bem como dos 
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Figura V.39 - Fluxos totais para X= O 
e. e. ADAPTADAS 
1.4 1.6 ,.. 2 
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( a) Isa-erro 1 (b) Malha 2 
(e) Isa-erro 2 (d) Malha 3 
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1 " 1 '1 
(e) Iso-erro 3 (f) Malha 4 
Figura V.40 - História do refinamento 
Os Iso-erros apresentados foram obtidos fazendo-se 
uso dos erros reais para as malhas refinadas através da esti 
mativa. O gráfico da Figura V.41 demonstra ser o valor esti-
mado para o erro muito próximo do erro real. Ao final da 
quarta malha o erro total é 5,7% com uma equidistribuição da 
ordem de 17,5%. Ressalta-se ainda que o erro avaliado para o 
fluxo ao final da análise é menor que o apresentado, uma vez 
que os resultados são dados em termos de fluxos suavizados. 
Para a malha 4 ao se avaliar o erro entre os fluxos suaviza-
dos e o exato obtém-se 3,1% de erro total, demonstrando ser 
a estimativa dada, em termos de fluxos, a favor da seguran-
ça. 
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Figura V.41 - Taxa de convergência estimada x exata 
Também a nivel local pode-se perceber o bom desem-
penha da estimativa adotada, bem como, a observação feita 
no parágrafo anterior. A Tabela V.4 mostra para os elemen-
tos da quarta malha, dados na Figura V.42 as normas de ener-
gia dos mesmos. 
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Figura V.42 - Detalhe da 4ª malha 
NORMA DE ENERGIA DO ERRO (10-
6 ) 
ELEMENTO 
SOL.E.F. X SOL.E.F. X SOL.SUAV.x 
SOL.SUAV. SOL. EXATA SOL. EXATA 
1 5.2879 5.5557 0.3453 
2 1.2650 0.8004 0.4354 
3 1.1238 1.2486 0.6829 
4 0.3777 1.8236 1.3400 
5 1.9762 1. 8564 0.2613 
6 1. 7782 1.8683 0.5636 
7 2.2032 2.7179 0.2888 
8 4.5783 3.7693 0.4447 
9 3.3993 2.6800 0.4049 
10 6.5726 8.6346 5.2499 
11 5.0936 7.4048 4.2663 
12 1.7310 1.2061 0.7657 
13 0.4138 0.3442 0.7030 
continua ... 
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NORMA DE ENERGIA DO ERRO (10-
6 ) 
ELEMENTO 
SOL.E.F. X SOL.E.F. X SOL.SUAV.x 
SOL.SUAV. SOL. EXATA SOL. EXATA 
14 3.1712 5.2801 2.8995 
15 1.4422 2.1531 0.9035 
Tabela V.4 - Estudo da norma de energia do erro para os ele-
mentos dados na Figura V.42 
Um estudo da taxa de convergencia para as três 
alternativas de refinamento apresentadas no item IV.3.1, assim 
como, da convergência da versão h adaptativa e uniforme pode 
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Figura V.44 
Percebe-se atraves destes gráficos uma taxa de con 
vergencia melhor para as alternativas 2 e 3 em relação a 
alternativa 1. As malhas ao final da quarta etapa de refina-
mento, para as três alternativas, assim como, para o caso em 
que a adaptação é feita através da medida do erro real com 
a alternativa 3 são apresentadas na Figura V.45. 
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(a) Alternativa 1 (b) Alternativa 2 
; 1 1 
!I 1 
(e) Alternativa 3 (d) Erro exato 
Figura V.45 - Malhas finais 
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O tópico referente a refinamento de malhas para o 
Método dos Elementos Finitos tem recebido grande atenção nos 
Últimos anos. Pesquisas têm sido feitas tanto com relação às 
bases teóricas do problema corno em termos da implementação 
dessas técnicas numéricas. Tendo sido discutido alguns aspe~ 
tos referentes à análise de erros e adaptação versão h, alg~ 
mas conclusões gerais, bem corno, possíveis expansões e rnelho 
rarnentos no trabalho realizado são apresentadas. 
Sabe-se que um dos principais problemas relaciona-
do ao uso do MEF se encontra na definição e preparaçao do 
modelo discreto. Ainda com relação a esse modelo está a in-
terpretação dos resultados, onde urna medida da confiabilida-
de se faz importante não ficando apenas a 
riência e intuição do analista. 
cargo da expe-
Este trabalho se propos então, a estudar um proce-
dimento auto-adaptativo versão h do MEF, cujo objetivo é me-
lhorar a capacidade da discretização de descrever a resposta 
do problema analisado fornecendo ainda urna medida da certeza 
dos resultados. 
A análise de erros adotada, além de ter fornecido 
resultados muito bons para os problemas estudados, pode ser 
implementada de forma imediata, tendo um custo associado mui 
to baixo se comparado com o custo total da análise. Sendo a 
sua utilização também eficiente para problemas não-lineares 
e dinâmicos (ZIENKIEWICZ et alii [13]), 
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Na determinação do novo modelo o uso do refinamen-
to do elemento tipo bissecção apesar dos bons resultados que 
se obtêm trás uma dependência direta com o modelo inicial, 
não permitindo uma flexibilidade na correção de falhas no 
modelo inicial. O desenvolvimento de estruturas de dados que 
permita tratar restrições generalizadas, a associação da 
-geraçao de malhas com os processos adaptativos, ou ainda, a 
combinação das versões r eh solucionaria esse problema (LAS 
CASAS [54]). 
Dentre as alternativas para definição dos refina-
mentos ressalta-se a menor dependência com relação a expe-
riência na escolha dos parâmetros de tolerância apresentada 
pelas opções que usam a taxa máxima do erro a nivel de ele-
mentos (Alternativas 2 e 3), e ainda a maior consistência ao 
final quando as dimensões dos elementos são consideradas. Os 
critérios adicionais topológicos, para as aplicações efetua-
. 
das, pouco se fizeram necessario, o que e muito importante 
pois caso contrário a eficiência, bem como, a justificativa 
da versão h ficariam comprometidas. O critério adicional 
apresentado para problemas com soluções singulares demons-
trou resultados satisfatórios para os estudos realizados. P~ 
rém estudos mais detalhados nesta área fazem-se necessários. 
A redefinição do modelo Ótimo nesses casos, a utilização de 
funções apropriadas para o tratamento de singularidades ou a 
combinação das versões h e p são algumas das possibilidades 
que hoje vêm sendo estudadas. 
A utilização dos resultados obtidos em uma etapa 
de refinamento para acelerar o processo iterativo de resolu-
ção do sistema de equações fornece resultados significa ti-
vos, principalmente quando do mau condicionamento e do aumen 
to do número de graus de liberdade do modelo. Estudo de outras 
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técnicas de resolução de sistema de equações, tais como o 
Método de Lanczos devem ser testadas. A natureza das malhas 
resultantes do refinamento, bem como, a estrutura de dados 
adotada colocam as técnicas de multigrid como candidatos 
mais apropriados. Muito atraente também parece ser a técnica 
de eliminação dos elementos que correspondem às 
com resíduos abaixo da tolerância apresentada por 
-equaçoes 
DEVLOO 
[26], conseguindo-se com isso reduções significativas no 
tempo de processamento. 
A adaptação linear das condições de contorno e 
geometria na versão h constitui-se em uma limitação desse 
procedimento. A utilização de uma adaptação de ordem supe-
rior se faz necessária em determinados problemas (LYRA et 
alii [55]), porem ainda assim modificações no modelo ao lon-
go do processo ou mesmo a redefinição da geometria e condi-
ções de contorno podem ser necessárias, uma medida conve-
niente pode ser obtida através da associação dos sistemas 
de computação iterativa (CAD) com as estratégias adaptativas 
(SHEPARD [ 56]). 
A estrutura de dados e procedimentos apresentados 
é inteiramente compatível para o desenvolvimento de progra-
mas em outras áreas da análise numérica tais como estudo de 
problemas axissimétricos, de elasticidade ou não lineares. 
Com a estrutura de dados adotada pode-se ainda, por meio do 
desenvolvimento de alguns procedimentos dotar o programa da 
capacidade de desrefinamento em regiões que apresentam erro 
abaixo da tolerância desejada, isso adequando o 
também para a análise transiente. 
programa 
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Nos estudos apresentados relacionou-se a performa~ 
cedo procedimento através da verificação da convergência da 
estimativa de erros totais versus o número de graus de libe~ 
dade do modelo, o que permite apenas uma idéia do desempenho 
já que muitos outros fatores não são levados em conta. Esses 
fatores possuem natureza distintas sendo muito difícil comp~ 
raçoes. Estudos deste tipo não foram realizados apesar de 
sua importância no sentido de demonstrar a eficiência dos 
procedimentos auto-adaptativos. 
As estimativas de erros quando usadas nos procedi-
mentos adaptativos ignoram a continuidade dos erros entre os 
elementos, ou seja, não consideram o efeito conjunto quando 
da definição dos refinamentos. Não se tem, também, uma inter 
pretação do erro, de maneira imediata, em termos pontuais, 
uma vez que os resultados são dados em termo de normas. O 
estudo desses problemas e ainda a necessidade de medidas de 
erro mais precisas e gerais constituem algumas das motiva-
çoes hoje na área do estudo dos erros de discretização quer 
do ponto de vista matemático ou da engenharia. 
Estudo das combinações entre as estratégias de re-
finamento, enfocando questões como implementação e definição 
de quando e onde determinada estratégia deve ser usada repr2 
senta um campo aberto para trabalhos futuros. Também aberto 
à estudos está a integração das idéias pertinentes aos pro-
cessos auto-adaptativos nos sistemas de computação assistida 
o que representa um passo importante na concepçao de uma téc 
nica inteiramente automatizada, de modelagem via elementos 
finitos, constituindo-se nos chamados sistemas especialis-
tas. É ainda extremamente atraente o desenvolvimento de alg~ 
ritmos adaptativos voltados para utilização nas novas gera-
ções de computadores onde a vetorização e paralelização de 
processos é possível. 
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Af'ÊlfID][CE A 
]:JNl'll"ERPIRE'lrAÇÃO 00 lf4IIEF COIWIO Ulí4I PIROCED~ 
DE ll>[J[JWJ[]!q[J[ZAÇÃO IDOS FUJXOS 
A energia potencial total no problema definido pe-
las equações (II.15) e (II.16) é dada por 
(A. 1) 
Minimizando-se o funcional n e aplicando-se fun-
çÕes de aproximação do MEF com continuidade eº encontra-se 
uma distribuição de fluxos em torno de um ponto nodal con-
forme apresentado na Figura A.l. 
Fig. A.l - Descontinuidade dos fluxos em um ponto nodal 
Considerando-se pequenas variações em 






A equação (A.l) pode ser reescrita na forma 
} i -T -1 }Q T V0 n = q D q díl - q díl Q (A. 3) 
A 
ou ainda, tendo-se em vista que q = D v0 
-1 A 
D q díl T -1 -q D q díl (A.4) 
Supondo-se o problema isotrÓpico, onde D e uma ma-
triz simétrica, pode-se também escrever a expressão (A.4) como 
n q l dQ - I 1 T -1 q D q díl 2 -Q 
onde a segunda parcela e constante, uma vez que 
das incógnitas nodais. 
(A. 5) 
independe 
Sendo assim, minimizar o funcional n com relação 
as incógnitas nodais pode ser interpretado como um procedi-
mento de minimos quadrados dos erros nos fluxos. O desenvol-
vimento acima é apresentado por HINTON e CAMPBELL [13]. 
Aproximações que minimizam o quadrado dos 
tendem a oscilar em torno do valor exato. Logo, nos 
erros 
fluxos 
obtidos em uma análise via MEF espera-se tal comportamento. 
Deve-se efetuar uma suavização para obtenção de melhores re-
sultados (HERMAN [14]). Tem-se agora como distribuição de 
fluxos em torno de um ponto nodal a apresentada na Figura 
A.2. 
Fica, portanto, realçada a validade do uso de téc-
nicas de suavização de fluxos, bem como, o uso da 
(II.31) na avaliação do erro na solução. 
equaçao 
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Fig. A.2 - Fluxos suavizados em um ponto nodal 
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CJ_U1'JÉl!UO Ól"lrilf4Il(J) 
Supondo-se uma malha suficientemente fina pode-se 
escrever o funcional do erro TI como 
TI = í wh 2 a x a y 
íl 
( B. 1) 
onde w é uma combinação apropriada dos quadrados das deriva 
das da incógnita do problema eh= h(x, y) é uma função da 
densidade de malha que fornece o diâmetro do elemento no 
ponto (x, y). 
A minimização do funcional TI dado em (B.l) leva 
ao resultado trivial h ~ O, ou seja quando o tamanho dos 
elementos tender para zero o erro também tende. Em termos 
práticos o que se deseja é minimizar o erro dentro de um 
custo especificado. Esta restrição pode ser convenientemen-
te representada através da fixação do número máximo de ele-
mentos na malha: 
NEMAX = ~ ,, h' (x,y) ax ay 
1 
(B.2) 
Impondo-se a restrição ao funcional rr através do 
multiplicador de Lagrange (a), tem-se, 
h 2 w3x ay + a • [{ 
íl 
1 
j:;2 ax ay - NEMAX] 
Cuja minimizaçao implica em 
( B. 3) 
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7T ( h) ôh )Q 2h ôh w ax ay +a J = Q 
2ôh 
h' ax ay = o (B.4) 
ou ainda 
7T ( h) ôh = )Q 2ôh [h.w -
a 
h'l ax ay = o (B.5) 
Como a integral dada em (B.5) deve ser nula para 
qualquer variação ôh, o integrando também deve ser, logo 
a 
hw - h' O+ h' w = a (B.6) 
Integrando-se agora a equaçao (B.6) sobre um ele-
mento i, ou seja 
)Q h' w ax ay = rº 
a ax ay = i 
i i 
Tem-se para qualquer elemento 










os elementos deve ser igual. Esse critério é denominado 
Princípio da Equidistribuição dos Erros. Maiores detalhes 
sobre esta demonstração podem ser encontrados em DEVLOO et 
alii [31]. 
