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Abstract
We study multivariate numerical integration of smooth functions in
weighted Sobolev spaces with dominating mixed smoothness α ≥ 2 de-
fined over the s-dimensional unit cube. We propose a new quasi-Monte
Carlo (QMC)-based quadrature rule, named extrapolated polynomial lat-
tice rule, which achieves the almost optimal rate of convergence. Extrap-
olated polynomial lattice rules are constructed in two steps: i) construc-
tion of classical polynomial lattice rules over Fb with α consecutive sizes
of nodes, bm−α+1, . . . , bm, and ii) recursive application of Richardson ex-
trapolation to a chain of α approximate values of the integral obtained by
consecutive polynomial lattice rules.
We prove the existence of good extrapolated polynomial lattice rules
achieving the almost optimal order of convergence of the worst-case error
in Sobolev spaces with general weights. Then, by restricting to product
weights, we show that such good extrapolated polynomial lattice rules
can be constructed by the fast component-by-component algorithm under
a computable quality criterion. The required total construction cost is
of order (s + α)N logN , which improves the currently known result for
interlaced polynomial lattice rule, that is of order sαN logN . We also
study the dependence of the worst-case error bound on the dimension.
A big advantage of our method compared to interlaced polynomial
lattice rules is that the fast QMC matrix vector method can be used in
this setting, while still achieving the same rate of convergence. Such a
method was previously not known.
Numerical experiments for test integrands support our theoretical re-
sult.
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1 Introduction
In this paper we study numerical integration of smooth functions defined over
the s-dimensional unit cube. For an integrable function f : [0, 1)s → R, we
denote the integral of f by
I(f) :=
∫
[0,1)s
f(x) dx.
We approximate I(f) by a linear algorithm of the form
I(f ;PN ,WN ) =
N−1∑
n=0
wnf(xn),
where PN = {xn : 0 ≤ n < N} ⊂ [0, 1)s is the set of quadrature nodes and
WN = {wn : 0 ≤ n < N} ⊂ R is the set of associated weights. A quasi-Monte
Carlo (QMC) rule is an equal-weight quadrature rule where the weights sum up
to 1, i.e., a linear algorithm with the special choice wn = 1/N for all n. Thus,
I(f) is simply approximated by
I(f ;PN ) =
1
N
N−1∑
n=0
f(xn).
We refer to [9, 12, 21, 24] for comprehensive information on QMC integration.
The quality of a given quadrature rule is often measured by the worst-case
error, that is, the worst absolute integration error in the unit ball of a normed
function space V :
ewor(V ;PN ,WN ) := sup
f∈V
‖f‖V ≤1
|I(f ;PN ,WN )− I(f)|,
for a general linear algorithm, and
ewor(V ;PN ) := sup
f∈V
‖f‖V ≤1
|I(f ;PN )− I(f)|,
for a QMC algorithm. In this paper, we consider weighted unanchored Sobolev
spaces with dominating mixed smoothness α ≥ 2 as introduced in [7], see Sec-
tion 2.1 for the details. For such function spaces consisting of smooth functions,
it is possible to construct good QMC integration rules achieving the almost opti-
mal order of convergenceO(N−α+ǫ) with arbitrarily small ǫ > 0, see for instance
[1, 2, 3, 5, 15, 17, 18]. In particular, so-called interlaced polynomial lattice rules
have been recently applied in the context of partial differential equations with
random coefficients, see for instance [7, 10], due to their low construction cost
and weak dependence of the worst-case error on the dimension.
In this paper, we propose an alternative QMC-based quadrature rule, named
extrapolated polynomial lattice rule, which achieves the almost optimal order of
convergence with weak dependence on the dimension and can be constructed at
a low computational cost. Roughly speaking, extrapolated polynomial lattice
rules are given by constructing classical polynomial lattice rules with consecutive
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sizes of nodes and then applying Richardson extrapolation in a recursive way.
Therefore, the resulting quadrature rule is a linear algorithm but not equally
weighted. Our motivation behind introduction of extrapolated polynomial lat-
tice rules lies in so-called fast QMC matrix-vector multiplication which is briefly
explained below.
Recently in [8], Dick et al. consider the problem of approximating integrals
of the form ∫
[0,1)s
f(xA) dx,
where x is an 1× s row vector, and A is an s× t real matrix. They design QMC
quadrature nodes x0, . . . ,xN−1 ∈ [0, 1)
s suitably such that the matrix-vector
product XA, where X = (x⊤0 , . . . ,x
⊤
N−1)
⊤, can be computed in O(N logN)
arithmetic operations by using the fast Fourier transform without requiring any
structure in the matrix A. This is done by choosing the quadrature nodes such
that X = CP , where C is a circulant matrix and the matrix P reorders and
extends the vector a when multiplied with P . The resulting vector XA = Y =
(y⊤0 , . . . ,y
⊤
N−1)
⊤ is used to approximate I(f) by
1
N
N−1∑
n=0
f(yn).
Their proposed method can be applied to classical polynomial lattice rules, but
not to interlaced polynomial lattice rules, since the interlacing destroys the cir-
culant structure. In fact, it has been an open question whether it is possible to
design QMC quadrature nodes which achieve higher order of convergence of the
integration error for sufficiently smooth functions, and at the same time, can be
used in fast QMC matrix-vector multiplication. Since extrapolated polynomial
lattice rules are just given by a linear combination of classical polynomial lat-
tice rules, we can apply fast QMC matrix-vector multiplication to extrapolated
polynomial lattice rules in a straightforward manner, which gives an affirmative
solution to the above question.
The remainder of this paper is organized as follows. In the next section we
describe the necessary background and notation, namely, weighted unanchored
Sobolev spaces with dominating mixed smoothness, Walsh functions, polyno-
mial lattice rules, and Richardson extrapolation. In Section 3, we first give the
key ingredient for introducing extrapolated polynomial lattice rules, and then
study their worst-case error in Sobolev spaces with general weights as well as
their dependence on the worst-case error bound on the dimension. Here we prove
the existence of good extrapolated polynomial lattice rules achieving the almost
optimal order of convergence. In Section 4, we restrict ourselves to the case
of product weights and show that the so-called fast component-by-component
construction algorithm works for finding good extrapolated polynomial lattice
rules. We conclude this paper with numerical experiments in Section 5.
2 Preliminaries
Throughout this paper, let N denote the set of positive integers andN0 = N∪{0}.
Let b be a prime, and Fb be the finite field with b elements which is identified
with the set {0, 1, . . . , b − 1} ⊂ Z equipped with addition and multiplication
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modulo b. Further, we denote by Fb[x] the set of all polynomials over Fb and
by Fb((x
−1)) the field of formal Laurent series over Fb. For m ∈ N, we write
Gb,m = {q ∈ Fb[x] : deg(m) < m} and G
∗
b,m = Gb,m \ {0}.
It is obvious that |Gb,m| = bm and |G∗b,m| = b
m − 1. With a slight abuse of
notation, we often identify n ∈ N0, whose finite b-adic expansion is given by
n = ν0+ ν1b+ · · · , with the polynomial over Fb given by n(x) = ν0 + ν1x+ · · · .
2.1 Sobolev spaces with dominating mixed smoothness
We give the definition of weighted Sobolev spaces with dominating mixed smooth-
ness. Let α, s ∈ N, α ≥ 2, 1 ≤ q, r ≤ ∞, and let γ = (γu)u⊂N be a set of
non-negative real numbers called weights, which plays a role in moderating the
importance of different variables or groups of variables in the function space
[25]. Assume that f : [0, 1)s → R has partial mixed derivatives up to order α in
each variable. We define the norm on the weighted unanchored Sobolev space
with dominating mixed smoothness α by
‖f‖s,α,γ,q,r :=
( ∑
u⊆{1,...,s}
(
γ−qu
∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|∫
[0,1)|v|
∣∣∣∣∣
∫
[0,1)s−|v|
f (τu\v ,αv,0)(x) dx−v
∣∣∣∣∣
q
dxv
)r/q)1/r
,
with the obvious modifications if q or r is infinite. Here (τ u\v,αv,0) denotes
a sequence β = (βj)1≤j≤s with βj = τj if j ∈ u \ v, βj = α if j ∈ v, and
βj = 0 if j /∈ u. Further, f (τu\v,αv ,0) denotes the partial mixed derivative of
order (τ u\v,αv,0) of f , and we write xv = (xj)j∈v and x−v = (xj)j∈{1,...,s}\v.
We denote the Banach-Sobolev space of all such functions with finite norm
‖ · ‖s,α,γ,q,r by Ws,α,γ,q,r.
In what follows, let Bτ (·) denote the Bernoulli polynomial of degree τ . We
put bτ (·) = Bτ (·)/τ ! and bτ = bτ (0). Further, let b˜τ (·) : R → R denote the
one-periodic extension of the polynomial bτ (·) : [0, 1) → R. Then, as shown in
the proof of [7, Theorem 3.5] we have the following.
Lemma 1. For any f ∈Ws,α,γ,q,r, we have a pointwise representation
f(y) =
∑
u⊆{1,...,s}
fu(yu),
where each function fu depends only on a subset of variables yu = (yj)j∈u and
is explicitly given by
fu(yu) =
∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
∏
j∈u\v
bτj (yj)
× (−1)(α+1)|v|
∫
[0,1)s
f (τu\v ,αv,0)(x)
∏
j∈v
b˜α(xj − yj) dx.
Furthermore we have
‖f‖s,α,γ,q,r =

 ∑
u⊆{1,...,s}
‖fu‖
r
s,α,γ,q,r


1/r
.
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2.2 Walsh functions
Here we introduce the definition of Walsh functions and state the result on the
decay of Walsh coefficients for functions in Ws,α,γ,q,r.
Definition 1. For a prime b, put ωb = exp(2πi/b). For k ∈ N0 with finite
b-adic expansion k = κ0 + κ1b + · · · , the k-th Walsh function bwalk : [0, 1) →
{1, ωb, . . . , ω
b−1
b } is defined by
bwalk(x) := ω
κ0ξ1+κ1ξ2+···
b ,
for x ∈ [0, 1) with b-adic expansion x = ξ1/b+ ξ2/b2+ · · · , where this expansion
is understood to be unique in the sense that infinitely many of the ξi are different
from b− 1.
For s ≥ 2 and k = (k1, . . . , ks) ∈ Ns0, the k-th Walsh function bwalk : [0, 1)
s →
{1, ωb, . . . , ω
b−1
b } is defined by
bwalk(x) :=
s∏
j=1
bwalkj (xj),
for x = (x1, . . . , xs) ∈ [0, 1)s.
Since we shall use Walsh functions in a fixed prime base b in this paper, we omit
the subscript and simply write walk or walk. Note that the system {walk : k ∈
Ns0} is a complete orthonormal system in L
2([0, 1)s), see [12, Theorem A.11].
Thus for f ∈ L2([0, 1)s), we have the Walsh expansion of f :∑
k∈Ns
0
fˆ(k)walk(x),
where fˆ(k) denotes the k-th Walsh coefficient of f defined by
fˆ(k) :=
∫
[0,1)s
f(x)walk(x) dx.
Here we note that the integral of f is given by I(f) = fˆ(0).
The Walsh coefficients of a function f ∈ Ws,α,γ,q,r are bounded as follows,
see [6, Theorem 14] and [7, Theorem 3.5] for the proof.
Lemma 2. For k ∈ N, we denote the b-adic expansion k by k = κ1ba1−1+ · · ·+
κvb
av−1 with a1 > · · · > av > 0 and κ1, . . . , κv ∈ {1, . . . , b − 1}. We define the
metric µα : N0 → N0 by
µα(k) := a1 + · · ·+ amin(v,α),
and µα(0) := 0. In case of a vector k = (k1, . . . , ks) ∈ Ns0, we define
µα(k) :=
s∑
j=1
µα(kj).
For a subset u ⊆ {1, . . . , s} and ku ∈ N|u|, the (ku,0)-th Walsh coefficient
of a function f ∈ Ws,α,γ,q,r is bounded by
|fˆ(ku,0)| ≤ γuC
|u|
α b
−µα(ku)‖fu‖s,α,γ,q,r,
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where
Cα = max
(
2
(2 sin πb )
α
, max
1≤z≤α−1
1
(2 sin πb )
z
)
×
(
1 +
1
b
+
1
b(b+ 1)
)α−2(
3 +
2
b
+
2b+ 1
b− 1
)
.
Remark 1. For the special but important case b = 2, Yoshiki [26] proved that
the constant Cα can be improved to Cα = 2
−1/p′ where p′ denotes the Ho¨lder
conjugate of q, i.e., 1 ≤ q′ ≤ ∞ which satisfies 1/q + 1/q′ = 1.
2.3 Polynomial lattice rules
Polynomial lattice point sets are a special construction of QMC quadrature
nodes introduced by Niederreiter in [20], which are defined as follows.
Definition 2. Let p ∈ Fb[x] with deg(p) = m and q = (q1, . . . , qs) ∈ (G∗b,m)
s.
We define the map vm : Fb((x
−1))→ [0, 1) by
vm
(
∞∑
i=w
aix
−i
)
:=
m∑
i=max{1,w}
aib
−i.
For 0 ≤ n < bm, which is identified with a polynomial over Fb, put
xn =
(
vm
(
nq1
p
)
, . . . , vm
(
nqs
p
))
∈ [0, 1)s.
Then the point set P (p, q) = {x0, . . . ,xbm−1} is called a polynomial lattice point
set (with modulus p and generating vector q). A QMC rule using the point set
P (p, q) as quadrature nodes is called a polynomial lattice rule.
The concept of dual polynomial lattice plays a key role in the error analysis
of polynomial lattice rules.
Definition 3. For k ∈ N0 with finite b-adic expansion k = κ0 + κ1b + · · · , we
define the map trm : N0 → Gb,m by
trm(k) = κ0 + κ1x+ · · ·+ κm−1x
m−1.
For p ∈ Fb[x] with deg(p) = m and q = (q1, . . . , qs) ∈ (G∗b,m)
s, the dual polyno-
mial lattice of P (p, q) is defined by
P⊥(p, q) := {k ∈ Ns0 : trm(k) · q ≡ 0 (mod p)} .
Remark 2. For k ∈ Ns0 such that b
m | kj for all j, we have trm(k) = 0.
Thus, regardless of the choice on p and q, such k is always included in the dual
polynomial lattice P⊥(p, q).
The following lemma shows the character property of polynomial lattice
point sets, see for instance [12, Lemmas 4.75 and 10.6] for the proof.
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Lemma 3. Let p ∈ Fb[x] with deg(p) = m and q = (q1, . . . , qs) ∈ (G∗b,m)
s. For
k ∈ Ns0, we have
∑
x∈P (p,q)
walk(x) =
{
bm if k ∈ P⊥(p, q),
0 otherwise.
By considering the Walsh expansion of a continuous function f : [0, 1)s → R
with
∑
k∈Ns
0
|fˆ(k)| <∞ and using Lemma 3, we obtain
I(f ;P (p, q)) =
1
bm
∑
x∈P (p,q)
∑
k∈Ns
0
fˆ(k)walk(x)
=
1
bm
∑
k∈Ns
0
fˆ(k)
∑
x∈P (p,q)
walk(x)
=
∑
k∈P⊥(p,q)
fˆ(k) = I(f) +
∑
k∈P⊥(p,q)\{0}
fˆ(k). (1)
2.4 Richardson extrapolation
Richardson extrapolation is a classical technique to speed up the convergence
of a sequence by exploiting the asymptotic expansion of each term, see for
instance [4, Section 1.4] and [14, Section 3.2.7]. In our current setting, we
may have a sequence of polynomial lattice rules with the consecutive sizes of
nodes, b1, b2, . . ., which means that each term of the sequence corresponds to
the approximate value I(f ;P (p, q)) for some m ∈ N.
To simplify the situation, instead of an infinite sequence, let us consider a
chain of α reals (I
(1)
n )m−α+1≤n≤m with each given by
I(1)n = c0 +
c1
bn
+ · · ·+
cα−1
b(α−1)n
+Rα,bn , (2)
where b > 1, c0, . . . , cα−1 ∈ R and Rα,n ∈ O(b−αn). As shown later in (4),
I(f ;P (p, q)) has actually such an expansion. In standard notation for extrapo-
lation methods, the reciprocal 1/bn should be regarded as a so-called admissible
value of the step parameter h for each term I
(1)
n . The aim here is to approximate
c0 as precisely as possible from the chain (I
(1)
n )m−α+1≤n≤m without knowing the
coefficients c1, . . . , cα−1.
To do so, let us consider the following recursive application of Richardson
extrapolation of successive orders: For 1 ≤ τ < α, compute
I(τ+1)n =
bτI
(τ)
n − I
(τ)
n−1
bτ − 1
for m− α+ τ < n ≤ m.
Regarding this recursion, the following result holds. Although a similar result
has been shown, for instance, in [19], we give the proof for self-containedness.
Lemma 4. For a given 1 ≤ τ ≤ α, let
a(τ)ν :=
ν−1∏
j=1
(
−1
bj − 1
) τ−ν∏
j=1
(
bj
bj − 1
)
for 1 ≤ ν ≤ τ,
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where the empty product is set to 1. Then we have
I(τ)n =
τ∑
ν=1
a(τ)ν I
(1)
n+1−ν for m− α+ τ ≤ n ≤ m.
Proof. We prove the lemma by induction on τ . As a
(1)
1 = 1, the case τ = 1 is
trivial. Let 1 ≤ τ < α and suppose that the equality
I(τ)n =
τ∑
ν=1
a(τ)ν I
(1)
n+1−ν
holds for all m− α+ τ ≤ n ≤ m. It follows from the definition of I
(τ+1)
n that
I(τ+1)n =
bτI
(τ)
n − I
(τ)
n−1
bτ − 1
=
bτ
bτ − 1
τ∑
ν=1
a(τ)ν I
(1)
n+1−ν −
1
bτ − 1
τ∑
ν=1
a(τ)ν I
(1)
n−ν
=
bτ
bτ − 1
a
(τ)
1 I
(1)
n −
1
bτ − 1
a(τ)τ I
(1)
n−τ +
τ∑
ν=2
(
bτ
bτ − 1
a(τ)ν −
1
bτ − 1
a
(τ)
ν−1
)
I
(1)
n+1−ν ,
for m− α+ τ < n ≤ m. For each term on the right-most side above, we have
bτ
bτ − 1
a
(τ)
1 =
bτ
bτ − 1
τ−1∏
j=1
(
bj
bj − 1
)
=
τ∏
j=1
(
bj
bj − 1
)
= a
(τ+1)
1 ,
−
1
bτ − 1
a(τ)τ =
−1
bτ − 1
τ−1∏
j=1
(
−1
bj − 1
)
=
τ∏
j=1
(
−1
bj − 1
)
= a
(τ+1)
τ+1 ,
and for 2 ≤ ν ≤ τ
bτ
bτ − 1
a(τ)ν −
1
bτ − 1
a
(τ)
ν−1
=
bτ
bτ − 1
ν−1∏
j=1
(
−1
bj − 1
) τ−ν∏
j=1
(
bj
bj − 1
)
−
1
bτ − 1
ν−2∏
j=1
(
−1
bj − 1
) τ−ν+1∏
j=1
(
bj
bj − 1
)
=
ν−1∏
j=1
(
−1
bj − 1
) τ+1−ν∏
j=1
(
bj
bj − 1
)
= a(τ+1)ν .
Thus we have
I(τ+1)n = a
(τ+1)
1 I
(1)
n + a
(τ+1)
τ+1 I
(1)
n−τ +
τ∑
ν=2
a(τ+1)ν I
(1)
n+1−ν =
τ+1∑
ν=1
a(τ+1)ν I
(1)
n+1−ν ,
which proves the lemma.
In particular, this lemma shows that the final value I
(α)
m is given by
I(α)m =
α∑
τ=1
a(α)τ I
(1)
m−τ+1. (3)
Regarding the coefficients a
(τ)
ν , the following property holds:
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Lemma 5. For any 1 ≤ τ ≤ α, we have
τ∑
ν=1
a(τ)ν = 1 and
τ∑
ν=1
a(τ)ν b
w(ν−1) = 0 for 1 ≤ w ≤ τ − 1.
Proof. We prove the lemma by induction on τ . As a
(1)
1 = 1, the case τ = 1 is
trivial. Suppose that the claim of this lemma holds for some 1 ≤ τ < α. Using
the recursions appearing in the proof of Lemma 4, we have
τ+1∑
ν=1
a(τ+1)ν = a
(τ+1)
1 +
τ∑
ν=2
a(τ+1)ν + a
(τ+1)
τ+1
=
bτ
bτ − 1
a
(τ)
1 +
τ∑
ν=2
(
bτ
bτ − 1
a(τ)ν −
1
bτ − 1
a
(τ)
ν−1
)
−
1
bτ − 1
a(τ)τ
=
τ∑
ν=1
(
bτ
bτ − 1
−
1
bτ − 1
)
a(τ)ν =
τ∑
ν=1
a(τ)ν = 1.
Similarly, for 1 ≤ w ≤ τ , we have
τ+1∑
ν=1
a(τ+1)ν b
w(ν−1) = a
(τ+1)
1 +
τ∑
ν=2
a(τ+1)ν b
w(ν−1) + a
(τ+1)
τ+1 b
wτ
=
bτ
bτ − 1
a
(τ)
1 +
τ∑
ν=2
(
bτ+w(ν−1)
bτ − 1
a(τ)ν −
bw(ν−1)
bτ − 1
a
(τ)
ν−1
)
−
bwτ
bτ − 1
a(τ)τ
=
τ∑
ν=1
(
bτ+w(ν−1)
bτ − 1
−
bwν
bτ − 1
)
a(τ)ν
=
bτ − bw
bτ − 1
τ∑
ν=1
a(τ)ν b
w(ν−1) = 0,
where the last equality follows from the induction assumption for 1 ≤ w ≤ τ−1,
and is trivial for w = τ .
Using these results, we further have the following.
Corollary 1. Using the notation above, we have
I(α)m = c0 +
α∑
τ=1
a(α)τ Rα,bm−τ+1 .
Proof. Plugging the expression (2) into (3) and then using Lemma 5, we have
I(α)m =
α∑
τ=1
a(α)τ
(
c0 +
α−1∑
w=1
cw
bw(m−τ+1)
+Rα,bm−τ+1
)
= c0
α∑
τ=1
a(α)τ +
α−1∑
w=1
α∑
τ=1
a(α)τ
cw
bw(m−τ+1)
+
α∑
τ=1
a(α)τ Rα,bm−τ+1
= c0
α∑
τ=1
a(α)τ +
α−1∑
w=1
cw
bwm
α∑
τ=1
a(α)τ b
w(τ−1) +
α∑
τ=1
a(α)τ Rα,bm−τ+1
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= c0 +
α∑
τ=1
a(α)τ Rα,bm−τ+1 .
This completes the proof.
3 Extrapolated polynomial lattice rules
The main idea for coming up with extrapolated polynomial lattice rules is to
look at the approximate value of a polynomial lattice rule, as shown in (1), in
the following way:
I(f ;P (p, q)) = I(f) +
∑
k∈P⊥(p,q)\{0}
∃j : bm∤kj
fˆ(k) +
∑
k∈P⊥(p,q)\{0}
∀j : bm|kj
fˆ(k)
= I(f) +
∑
k∈P⊥(p,q)\{0}
∃j : bm∤kj
fˆ(k) +
∑
k∈Ns
0
\{0}
fˆ(bmk),
where the second equality follows from Remark 2. By considering the character
property of regular grids
Pgrid,bm =
{( n1
bm
, . . . ,
ns
bm
)
∈ [0, 1)s : 0 ≤ n1, . . . , ns < b
m
}
,
we see that the third term in the last expression is nothing but the approxima-
tion error of f when using Pgrid,bm as quadrature nodes in a QMC integration.
Therefore we have
I(f ;P (p, q)) = I(f) +
∑
k∈P⊥(p,q)\{0}
∃j : bm∤kj
fˆ(k) + (I(f ;Pgrid,bm)− I(f)) .
Plugging in the Euler-Maclaurin formula for I(f ;Pgrid,bm), which is shown later
in Theorem 2, into the right-hand side above, we obtain
I(f ;P (p, q)) = I(f) +
∑
k∈P⊥(p,q)\{0}
∃j : bm∤kj
fˆ(k) +
α−1∑
τ=1
cτ (f)
bτm
+Rs,α,bm , (4)
where cτ (f) depends only on f and τ , and the remainder term Rs,α,bm is proven
to decay with order b−αm.
Now suppose that we have polynomial lattice rules with consecutive sizes
of nodes, bm−α+1, bm−α+2, . . . , bm. For ease of notation, we denote by Pbn a
polynomial lattice point set with the number of nodes equal to bn, and by P⊥bn
the dual polynomial lattice of Pbn . Then we can obtain a chain of α approximate
values of the integral, i.e., I(f ;Pbm−α+1), . . . , I(f ;Pbm). By applying Richardson
extrapolation in a recursive way as described in Section 2.4, it follows from
Lemma 4, Corollary 1 and (4) that the final value is given by
α∑
τ=1
a(α)τ I(f ;Pbm−τ+1) = I(f) +
α∑
τ=1
a(α)τ


∑
k∈P⊥
bm−τ+1
\{0}
∃j : bm−τ+1∤kj
fˆ(k) +Rs,α,bm−τ+1

 .
(5)
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If we can construct good polynomial lattice rules such that the inner sum on
the right-hand side of (5) decays with order b−(α−ǫ)m (with arbitrarily small
ǫ > 0) for any function f ∈Ws,α,γ,q,r, the integration error
α∑
τ=1
a(α)τ I(f ;Pbm−τ+1)− I(f)
decays with the almost optimal order. (Note that we use N = bm−α+1+ · · ·+bm
quadrature nodes in total, which does not affects the order of convergence.) This
is our key observation for introducing extrapolated polynomial lattice rules.
In what follows, we start with showing the worst-case error bound of ex-
trapolated polynomial lattice rules, and then in Section 3.2, we prove the Euler-
Maclaurin formula on the regular grid quadrature. In Section 3.3, we prove
the existence of such good polynomial lattice rules for Ws,α,γ,q,r with general
weights γ = (γu)u⊂N. In Section 4, by restricting to product weights, i.e., the
case where the weights are given by the form γu =
∏
j∈u γj for a sequence of
reals (γj)j∈N, we show that good polynomial lattice rules can be constructed by
the fast component-by-component (CBC) algorithm.
3.1 Worst-case error bound
Using the equality (5), the absolute integration error of an extrapolated poly-
nomial lattice rule is bounded by
∣∣∣∣∣
α∑
τ=1
a(α)τ I(f ;Pbm−τ+1)− I(f)
∣∣∣∣∣ ≤
α∑
τ=1
|a(α)τ |


∑
k∈P⊥
bm−τ+1
\{0}
∃j : bm−τ+1∤kj
|fˆ(k)|+ |Rs,α,bm−τ+1 |

 .
(6)
In the following, we write
P⊥bm−τ+1,u =
{
ku ∈ N
|u| : (ku,0) ∈ P
⊥
bm−τ+1
}
,
for a subset ∅ 6= u ⊆ {1, . . . , s}. Note that we have
P⊥bm−τ+1 \ {0} =
⋃
∅6=u⊆{1,...,s}
P⊥bm−τ+1,u.
We now obtain a worst-case error bound as follows.
Theorem 1. Let α, s ∈ N, α ≥ 2, 1 ≤ q, r ≤ ∞, and let γ = (γu)u⊂N be a set
of weights. Let q′ and r′ be the Ho¨lder conjugates of q and r, respectively. For
m ≥ α, we have
sup
f∈Ws,α,γ,q,r
‖f‖s,α,γ,q,r≤1
∣∣∣∣∣
α∑
τ=1
a(α)τ I(f ;Pbm−τ+1)− I(f)
∣∣∣∣∣
≤
α∑
τ=1
|a(α)τ |
(
Bγ,r(Pbm−τ+1) +
Hs,γ,q,r
bα(m−τ+1)
)
,
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where
Bγ,r(Pbm−τ+1 ) =
( ∑
∅6=u⊆{1,...,s}
(
γuC
|u|
α
∑
ku∈P
⊥
bm−τ+1,u
∃j∈u : bm∤kj
b−µα(ku)
)r′)1/r′
,
and
Hs,γ,q,r =
( ∑
u⊆{1,...,s}
γr
′
u (α+ 1)
|u|r′/q′Dr
′|u|
α
)1/r′
,
with Dα = max
{
|b1|, . . . , |bα−1|, supx∈[0,1) |b˜α(x)|
}
.
Proof. Let us consider the inner sum on the right-hand side of (6) first. Using
the bound on the Walsh coefficient in Lemma 2 and Ho¨lder inequality, we have∑
k∈P⊥
bm−τ+1
\{0}
∃j : bm−τ+1∤kj
|fˆ(k)| =
∑
∅6=u⊆{1,...,s}
∑
ku∈P
⊥
bm−τ+1,u
\{0}
∃j∈u : bm−τ+1∤kj
|fˆ(ku,0)|
≤
∑
∅6=u⊆{1,...,s}
‖fu‖s,α,γ,q,rγuC
|u|
α
∑
ku∈P
⊥
bm−τ+1,u
\{0}
∃j∈u : bm−τ+1∤kj
b−µα(ku)
≤
( ∑
∅6=u⊆{1,...,s}
‖fu‖
r
s,α,γ,q,r
)1/r
×
( ∑
∅6=u⊆{1,...,s}
(
γuC
|u|
α
∑
ku∈P
⊥
bm−τ+1,u
\{0}
∃j∈u : bm−τ+1∤kj
b−µα(ku)
)r′)1/r′
≤ ‖f‖s,α,γ,q,rBγ,r(Pbm−τ+1).
Regarding the bound on Rα,bm−τ+1 , it follows from Theorem 2 below that
|Rs,α,bm−τ+1 | ≤
‖f‖s,α,γ,q,rHs,γ,q,r
bα(m−τ+1)
.
Plugging these bounds into the right-hand side of (6) and then taking the supre-
mum among f ∈Ws,α,γ,q,r such that ‖f‖s,α,γ,q,r ≤ 1, the result follows.
Remark 3. As already pointed out in [7], since we have Bγ,r(Pbm−τ+1) ≤
Bγ,∞(Pbm−τ+1) and Hγ,q,r ≤ Hγ,q,∞ for any r, it is convenient to work with
an upper bound which can be obtained by setting r = ∞ and thus r′ = 1. In
the rest of this paper, we always consider the case r = ∞. The bound Bγ,r is
used below to construct good generating vectors for polynomial lattice rules. The
choice r′ = 1 simplifies the computation of Bγ,r.
3.2 Euler-Maclaurin formula for regular grid quadrature
Here we show the Euler-Maclaurin formula on I(f ;Pgrid,N ), where
Pgrid,N =
{(n1
N
, . . . ,
ns
N
)
∈ [0, 1)s : 0 ≤ n1, . . . , ns < N
}
.
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As preparation, we prove the following lemma.
Lemma 6. For τ,N ∈ N and x ∈ [0, 1), we have
1
N
N−1∑
n=0
bτ
( n
N
)
=
bτ
N τ
and
1
N
N−1∑
n=0
b˜τ
(
x−
n
N
)
=
b˜τ (Nx)
N τ
.
Proof. For τ = 1, we obtain the results by direct calculation, which is omitted
here. We assume τ ≥ 2. By using the Fourier series of bτ , we have
1
N
N−1∑
n=0
bτ
( n
N
)
=
1
N
N−1∑
n=0
−1
(2πi)τ
∑
h∈Z\{0}
e2πihn/N
hτ
=
−1
(2πi)τ
∑
h∈Z\{0}
1
hτ
(
1
N
N−1∑
n=0
e2πihn/N
)
=
−1
(2πi)τ
∑
h∈Z\{0}
N |h
1
hτ
=
−1
(2πi)τ
∑
h∈Z\{0}
1
(hN)τ
=
bτ
N τ
,
which completes the proof of the first equality. Since the second equality can be
proven in exactly the same way by using the Fourier series of b˜τ , we omit the
proof.
As shown in Lemma 1, we have the following pointwise representation for a
function f ∈Ws,α,γ,q,r:
f(y) =
∑
u⊆{1,...,s}
∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
∏
j∈u\v
bτj (yj)
× (−1)(α+1)|v|
∫
[0,1)s
f (τu\v,αv,0)(x)
∏
j∈v
b˜α(xj − yj) dx. (7)
By using Lemma 6, we obtain the Euler-Maclaurin formula on I(f ;Pgrid,N).
Theorem 2. For f ∈Ws,α,γ,q,r, we have
I(f ;Pgrid,N) = I(f) +
α−1∑
τ=1
cτ (f)
N τ
+Rs,α,N ,
where cτ (f) depends only on f and τ , and is given by
cτ (f) =
∑
τ∈{0,1,...,α−1}s
|τ |1=τ
s∏
j=1
bτj
∫
[0,1)s
f (τ)(x) dx
with |τ |1 =
∑s
j=1 |τj |. Further we have
|Rs,α,N | ≤
‖f‖s,α,γ,q,rHs,γ,q,r
Nα
,
where Hs,γ,q,r is given as in Theorem 1.
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Proof. Plugging the representation (7) into I(f ;Pgrid,N) and using Lemma 6,
we have
I(f ;Pgrid,N) =
1
Ns
N−1∑
n1=0
· · ·
N−1∑
ns=0
f
(n1
N
, . . . ,
ns
N
)
=
∑
u⊆{1,...,s}
∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
∏
j∈u\v
1
N
N−1∑
nj=0
bτj
(nj
N
)
× (−1)(α+1)|v|
∫
[0,1)s
f (τu\v,αv ,0)(x)
∏
j∈v
1
N
N−1∑
nj=0
b˜α
(
xj −
nj
N
)
dx
=
∑
u⊆{1,...,s}
∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
1
N |τu\v|1+α|v|
∏
j∈u\v
bτj
× (−1)(α+1)|v|
∫
[0,1)s
f (τu\v,αv ,0)(x)
∏
j∈v
b˜α(Nxj) dx.
Let us reorder the summands with respect to the value of |τ u\v|1 + α|v|, which
appears in the exponent of N . If |τu\v|1 + α|v| = 0, we must have u = v = ∅
and the corresponding summand is nothing but I(f). If |τ u\v|1+α|v| = τ with
1 ≤ τ < α, we must have v = ∅ and thus
cτ (f) =
∑
∅6=u⊆{1,...,s}
∑
τu∈{1,...,α−1}
|u|
|τu|1=τ
∏
j∈u
bτj
∫
[0,1)s
f (τu,0)(x) dx
=
∑
τ∈{0,1,...,α−1}s
|τ |1=τ
s∏
j=1
bτj
∫
[0,1)s
f (τ)(x) dx.
The other summands have the exponents |τ u\v|1 + α|v| ≥ α and belong to
Rs,α,N .
Next we prove the bound on Rs,α,N . From the above argument, it is obvious
that Rs,α,N is bounded by
|Rs,α,N | ≤
1
Nα
∣∣∣∣∣
∑
u⊆{1,...,s}
∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
∏
j∈u\v
bτj
× (−1)(α+1)|v|
∫
[0,1)s
f (τu\v ,αv,0)(x)
∏
j∈v
b˜α(Nxj) dx
∣∣∣∣∣.
By applying Ho¨lder’s inequality, we have∣∣∣∣∣
∫
[0,1)s
f (τu\v,αv ,0)(x)
∏
j∈v
b˜α(Nxj) dx
∣∣∣∣∣
≤
∫
[0,1)|v|
∣∣∣∣∣
∫
[0,1)s−|v|
f (τu\v,αv,0)(x) dx−v
∣∣∣∣∣ ·
∣∣∣∣∣
∏
j∈v
b˜α(Nxj)
∣∣∣∣∣ dxv
≤ D|v|α
(∫
[0,1)|v|
∣∣∣∣∣
∫
[0,1)s−|v|
f (τu\v,αv ,0)(x) dx−v
∣∣∣∣∣
q
dxv
)1/q
,
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for 1 ≤ q ≤ ∞. Using the above inequality and Ho¨lder’s inequality twice, we
obtain
|Rs,α,N |
≤
1
Nα
∑
u⊆{1,...,s}
∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
D|u|α
×
(∫
[0,1)|v|
∣∣∣∣∣
∫
[0,1)s−|v|
f (τu\v,αv ,0)(x) dx−v
∣∣∣∣∣
q
dxv
)1/q
≤
1
Nα
∑
u⊆{1,...,s}
(∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
γq
′
u D
q′|u|
α
)1/q′
×
(∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
γ−qu
∫
[0,1)|v|
∣∣∣∣∣
∫
[0,1)s−|v|
f (τu\v,αv ,0)(x) dx−v
∣∣∣∣∣
q
dxv
)1/q
≤
1
Nα
( ∑
u⊆{1,...,s}
γr
′
u (α+ 1)
|u|r′/q′Dr
′|u|
α
)1/r′
×
( ∑
u⊆{1,...,s}
(
γ−qu
∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|∫
[0,1)|v|
∣∣∣∣∣
∫
[0,1)s−|v|
f (τu\v,αv ,0)(x) dx−v
∣∣∣∣∣
q
dxv
)r/q)1/r
=
‖f‖s,α,γ,q,rHs,γ,q,r
Nα
.
This completes the proof of this theorem.
3.3 Existence results
Here we prove the existence of good extrapolated polynomial lattice rules which
achieve the almost optimal order of convergence. Since each point set Pbm−τ+1
can be constructed independently, it suffices to prove the existence of a good
polynomial lattice rule of size bm which achieves the almost optimal order of the
term Bγ,∞(Pbm) for any m ∈ N. In order to emphasize the role of the modulus
p and generating vector q, instead of Bγ,∞(Pbm) we write
Bγ(p, q) =
∑
∅6=u⊆{1,...,s}
γuC
|u|
α
∑
ku∈P
⊥
u (p,q)
∃j∈u : bm∤kj
b−µα(ku),
where m = deg(p). First we recall the following auxiliary result. See [16,
Lemma 7] for the proof.
Lemma 7. For α ≥ 2 and 1/α < λ ≤ 1, we have
∞∑
k=1
b−λµα(k) =
α−1∑
w=1
w∏
i=1
(
b− 1
bλi − 1
)
+
(
bλα − 1
bλα − b
) α∏
i=1
(
b− 1
bλi − 1
)
=: Eα,λ.
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Now we prove the existence result.
Theorem 3. Let p ∈ Fb[x] with deg(p) = m be irreducible. For a set of weights
γ = (γu)u⊂N, there exists at least one q
∗ = (q∗1 , . . . , q
∗
s ) ∈ (G
∗
b,m)
s such that
Bγ(p, q
∗) ≤
1
(bm − 1)1/λ

 ∑
∅6=u⊆{1,...,s}
γλuC
λ|u|
α E
|u|
α,λ


1/λ
holds for any 1/α < λ ≤ 1.
Proof. Let q∗ be given by
q∗ = arg min
q∈(G∗
b,m
)s
Bγ(p, q).
Using Jensen’s inequality, for any 1/α < λ ≤ 1 we have
(Bγ(p, q
∗))λ ≤
1
(bm − 1)s
∑
q∈(G∗
b,m
)s
(Bγ(p, q))
λ
≤
1
(bm − 1)s
∑
q∈(G∗
b,m
)s
∑
∅6=u⊆{1,...,s}
γλuC
λ|u|
α
∑
ku∈P
⊥
u (p,q)
∃j∈u : bm∤kj
b−λµα(ku)
=
∑
∅6=u⊆{1,...,s}
γλuC
λ|u|
α
∑
ku∈N
|u|
∃j∈u : bm∤kj
b−λµα(ku)
×
1
(bm − 1)|u|
∑
qu∈(G
∗
b,m)
|u|
trm(ku)·qu=0 (mod p)
1.
If there exists at least one component kj with j ∈ u such that bm ∤ kj , the
number of polynomials qu ∈ (G
∗
b,m)
|u| which satisfies trm(ku) · qu = 0 (mod p)
is (bm − 1)|u|−1. Thus we obtain
(Bγ(p, q
∗))λ ≤
1
bm − 1
∑
∅6=u⊆{1,...,s}
γλuC
λ|u|
α
∑
ku∈N
|u|
∃j∈u : bm∤kj
b−λµα(ku)
≤
1
bm − 1
∑
∅6=u⊆{1,...,s}
γλuC
λ|u|
α E
|u|
α,λ.
This completes the proof.
3.4 Dependence of the upper bound on the dimension
Here we study the dependence of the worst-case error bound on the dimension.
For 1/α < λ < 1, we write
Js,λ,γ =

 ∑
∅6=u⊆{1,...,s}
γλuC
λ|u|
α E
|u|
α,λ


1/λ
.
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From Theorem 1 together with Theorem 3, we have
sup
f∈Ws,α,γ,q,∞
‖f‖s,α,γ,q,∞≤1
∣∣∣∣∣
α∑
τ=1
a(α)τ I(f ;Pbm−τ+1)− I(f)
∣∣∣∣∣
≤
α∑
τ=1
|a(α)τ |
(
Js,λ,γ
(bm−τ+1 − 1)1/λ
+
Hs,γ,q,∞
bα(m−τ+1)
)
≤
α∑
τ=1
|a(α)τ |
bτ/λJs,λ,γ + b
α(τ−1)Hs,γ,q,∞
(bm − 1)1/λ
≤ α|a
(α)
1 |
bα/λJs,λ,γ + b
α(α−1)Hs,γ,q,∞
(bm − 1)1/λ
,
for any 1/α < λ < 1. Here we recall
Hs,γ,q,∞ =
∑
u⊆{1,...,s}
γu(α + 1)
|u|/q′D|u|α .
The dependence of the upper bound on the dimension can be stated as follows.
Corollary 2. Let α > 1 be an integer and N = bm + bm−1 + · · ·+ bm−α+1 be
the number of function evaluations used in the extrapolated polynomial lattice
rule.
1. For general weights, assume that
lim
s→∞
Js,λ,γ <∞ and lim
s→∞
Hs,γ,q,∞ <∞,
for some 1/α < λ ≤ 1. Then the worst-case error for extrapolated polyno-
mial lattice rules converges with order O(N−1/λ) with the constant bounded
independently of the dimension.
2. For general weights, assume that there exists a positive real q such that
lim sup
s→∞
Js,λ,γ
sq
<∞ and lim sup
s→∞
Hs,γ,q,∞
sq
<∞,
holds for some 1/α < λ ≤ 1. Then the worst-case error bound for extrap-
olated polynomial lattice rules converges with order O(N−1/λ) with the
constant depending polynomially on the dimension.
3. For product weights γu =
∏
j∈u γj, assume that
∞∑
j=1
γλj <∞,
for some 1/α < λ ≤ 1. Then the worst-case error for extrapolated polyno-
mial lattice rules converges with order O(N−1/λ) with the constant bounded
independently of the dimension.
4. For product weights γu =
∏
j∈u γj, assume that
lim sup
s→∞
∑s
j=1 γ
λ
j
log(s+ 1)
<∞,
for some 1/α < λ ≤ 1. Then the worst-case error bound for extrapolated
polynomial lattice rules converges with order O(N−1/λ) with the constant
depending polynomially on the dimension.
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Proof. The results for general weights follows immediately. The proof of the
results for product weights can be also completed by following essentially the
same argument as in [11, Proof of Theorem 5.3].
Remark 4. For product weights, good extrapolated polynomial lattice rules can
be constructed as discussed in the next section. As can be seen from the error
bound obtained in Theorem 4, if the same condition as Item 3 or 4 of Corollary 2
holds, we also have exactly the same result for the dependence of the worst-case
error bound on the dimension.
4 Component-by-component construction
4.1 Convergence analysis
Here we only consider the case of product weights and prove that the CBC
construction algorithm can find a good polynomial lattice rule which achieves
the almost optimal order bound on the criterion Bγ(p, q). Remark 5 below
points out the challenge in generalizing the result to general weights.
The CBC construction algorithm proceeds as follows:
Algorithm 1. For m, s ∈ N, α ≥ 2 and γ = (γj)j∈N.
1. Choose an irreducible polynomial p ∈ Fb[x] with deg(p) = m.
2. Set q∗1 = 1.
3. For 2 ≤ d ≤ s, find q∗d ∈ G
∗
b,m which minimizes
Bγ(p, (q
∗
1 , . . . , q
∗
d−1, qd)) =
∑
∅6=u⊆{1,...,d}
γuC
|u|
α
∑
ku∈P
⊥
u (p,(q
∗
1 ,...,q
∗
d−1,qd))
∃j∈u : bm∤kj
b−µα(ku)
as a function of qd.
In Section 4.2 we simplify the formula for Bγ(p, (q
∗
1 , . . . , q
∗
d−1, qd)) to obtain a
criterion which can be computed efficiently.
Theorem 4. Let p ∈ Fb[x] with deg(p) = m and q∗s = (q
∗
1 , . . . , q
∗
s ) ∈ (G
∗
b,m)
s be
found by Algorithm 1. Then for 1 ≤ d ≤ s we have
Bγ(p, q
∗
d) ≤
1
(bm − 1)1/λ
d∏
j=1
[
1 + γλj C
λ
αEα,λ
]1/λ
holds for any 1/α < λ ≤ 1.
Proof. Without loss of generality, we assume that the modulus p is monic. We
prove the theorem by induction on d. First let d = 1. Since we assume q∗1 = 1,
the dual polynomial lattice is given by
P⊥(p, 1) = {k ∈ N0 : trm(k) = 0 (mod p)} = {k ∈ N0 : b
m | k}.
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Thus we have
Bγ(p, 1) = Cαγ1
∑
k∈P⊥(p,1)\{0}
bm∤k
b−µα(k) = 0 ≤
1
(bm − 1)1/λ
(
1 + γλ1C
λ
αEα,λ
)1/λ
,
for any 1/α < λ ≤ 1.
Next suppose that we have already found the first d− 1 components of the
generating vector q∗d−1 = (q
∗
1 , . . . , q
∗
d−1) ∈ (G
∗
b,m)
d−1 such that
Bγ(p, q
∗
d−1) ≤
1
(bm − 1)1/λ
d−1∏
j=1
[
1 + γλj C
λ
αEα,λ
]1/λ
holds for any 1/α < λ ≤ 1. Putting qd = (q
∗
d−1, qd) with qd ∈ G
∗
b,m we have
Bγ(p, qd) =
∑
∅6=u⊆{1,...,d−1}
γuC
|u|
α
∑
ku∈P
⊥
u (p,qd)
∃j∈u : bm∤kj
b−µα(ku)
+
∑
∅6=u⊆{1,...,d−1}
γu∪{d}C
|u|+1
α
∑
ku∪{d}∈P
⊥
u∪{d}(p,qd)
∃j∈u : bm∤kj
bm|kd
b−µα(ku∪{d})
+
∑
u⊆{1,...,d−1}
γu∪{d}C
|u|+1
α
∑
ku∪{d}∈P
⊥
u∪{d}(p,qd)
bm∤kd
b−µα(ku∪{d})
= Bγ(p, q
∗
d−1) +
∑
∅6=u⊆{1,...,d−1}
γu∪{d}C
|u|+1
α
∑
ku∈P
⊥
u (p,q
∗
d−1)
∃j∈u : bm∤kj
∑
kd∈N
bm|kd
b−µα(ku,kd)
+
∑
u⊆{1,...,d−1}
γu∪{d}C
|u|+1
α
∑
ku∪{d}∈P
⊥
u∪{d}(p,qd)
bm∤kd
b−µα(ku∪{d})
= Bγ(p, q
∗
d−1)

1 + γdCα ∑
kd∈N
bm|kd
b−µα(kd)


+
∑
u⊆{1,...,d−1}
γu∪{d}C
|u|+1
α
∑
ku∪{d}∈P
⊥
u∪{d}(p,qd)
bm∤kd
b−µα(ku∪{d}), (8)
where the second equality stems from the fact that since bm | kd, we have
trm(kd) = 0 and thus trm(ku∪{d}) · (q
∗
u, qd) = trm(ku) · q
∗
u, which yields
{ku∪{d} ∈ P
⊥
u∪{d}(p, qd) : b
m | kd} = {(ku, kd) ∈ N
|u|+1 : ku ∈ P
⊥
u (p, q
∗
d−1), b
m | kd}.
It is clear that the first term of (8) does not depend on the choice of qd. Thus
denoting the second term of (8) by
ψp,q∗
d−1
(qd) :=
∑
u⊆{1,...,d−1}
γu∪{d}C
|u|+1
α
∑
ku∪{d}∈P
⊥
u∪{d}(p,qd)
bm∤kd
b−µα(ku∪{d}),
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we have
q∗d = arg min
qd∈G
∗
b,m
Bγ(p, qd) = arg min
qd∈G
∗
b,m
ψp,q∗
d−1
(qd).
Using Jensen’s inequality, as long as 1/α < λ ≤ 1, we have
(ψp,q∗
d−1
(q∗d))
λ
≤
1
bm − 1
∑
qd∈G∗b,m
(ψp,q∗
d−1
(qd))
λ
≤
1
bm − 1
∑
qd∈G∗b,m
∑
u⊆{1,...,d−1}
γλu∪{d}C
λ(|u|+1)
α
∑
ku∪{d}∈P
⊥
u∪{d}(p,qd)
bm∤kd
b−λµα(ku∪{d})
=
1
bm − 1
∑
u⊆{1,...,d−1}
γλu∪{d}C
λ(|u|+1)
α
∑
ku∪{d}∈N
|u|+1
bm∤kd
b−λµα(ku∪{d})
×
∑
qd∈G
∗
b,m
trm(ku)·q
∗
u+trm(kd)qd=0 (mod p)
1.
Since bm ∤ kd, we have trm(kd) 6= 0. For ku ∈ P⊥u (p, q
∗
d−1), it follows from the
definition of the dual polynomial lattice that trm(ku) · q∗u = 0 (mod p), and
thus there is no polynomial qd ∈ G∗b,m such that the condition trm(kd)qd = 0
(mod p) is satisfied. For ku /∈ P⊥u (p, q
∗
d−1), there exists exactly one qd ∈ G
∗
b,m
such that trm(kd)qd = −trm(ku) · q
∗
u (mod p). From these facts and Lemma 7,
we obtain
(ψp,q∗
d−1
(q∗d))
λ ≤
1
bm − 1
∑
u⊆{1,...,d−1}
γλu∪{d}C
λ(|u|+1)
α
∑
ku∈N
|u|
ku /∈P
⊥
u (p,q
∗
d−1)
∑
kd∈N
bm∤kd
b−λµα(ku,kd)
≤
1
bm − 1
∑
u⊆{1,...,d−1}
γλu∪{d}C
λ(|u|+1)
α
∑
ku∈N|u|
b−λµα(ku)
∑
kd∈N
bm∤kd
b−λµα(kd)
=
1
bm − 1
d−1∏
j=1
[
1 + γλj C
λ
αEα,λ
]
· γλdC
λ
α
∑
kd∈N
bm∤kd
b−λµα(kd).
Finally by applying Jensen’s inequality to (8) and using Lemma 7, we have
(Bγ(p, q
∗
d))
λ ≤ (Bγ(p, q
∗
d−1))
λ

1 + γλdCλα ∑
kd∈N
bm|kd
b−λµα(kd)


+
1
bm − 1
d−1∏
j=1
[
1 + γλj C
λ
αEα,λ
]
· γλdC
λ
α
∑
kd∈N
bm∤kd
b−λµα(kd)
≤
1
bm − 1
d−1∏
j=1
[
1 + γλj C
λ
αEα,λ
]
·
[
1 + γλdC
λ
α
∑
kd∈N
b−λµα(kd)
]
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=
1
bm − 1
d∏
j=1
[
1 + γλj C
λ
αEα,λ
]
.
This completes the proof.
Remark 5. In the above proof, we use the property of product weights to obtain
the equality (8). In fact, this is a crucial step to get the almost optimal order
upper bound on Bγ(p, q). Thus it is an open question whether a similar proof
goes through for general weights.
4.2 Fast construction algorithm
In the convergence analysis above, we used the criterion Bγ(p, qd). However,
since the quantity∑
∅6=u⊆{1,...,d}
γuC
|u|
α
∑
ku∈P
⊥
u (p,qd)
∀j∈u : bm|kj
b−µα(ku) =
∑
∅6=u⊆{1,...,d}
γuC
|u|
α
∑
ku∈N|u|
b−µα(b
mku)
does not depend on the choice of generating vector qd, we can add this quantity
to the criterion Bγ(p, qd) to get another criterion
B˜γ(p, qd) = Bγ(p, qd) +
∑
∅6=u⊆{1,...,d}
γuC
|u|
α
∑
ku∈P
⊥
u (p,qd)
∀j∈u : bm|kj
b−µα(ku)
=
∑
∅6=u⊆{1,...,d}
γuC
|u|
α
∑
ku∈P⊥u (p,qd)
b−µα(ku)
= −1 +
1
bm
bm−1∑
n=0
∑
u⊆{1,...,d}
γuC
|u|
α
∑
ku∈N|u|
b−µα(ku)wal(ku,0)(xn)
= −1 +
1
bm
bm−1∑
n=0
d∏
j=1
[
1 + γjCαwα
(
vm
(
nqj
p
))]
,
where we used Lemma 3 in the third equality, and the function wα : [0, 1)→ R
is defined by
wα(x) =
∞∑
k=1
b−µα(k)walk(x).
As shown in [3, Theorem 2], one can compute wα efficiently when x is a b-adic
rational. More precisely, if x is of the form a/bm for m ∈ N and 0 ≤ a < bm,
wα(x) can be computed in at most O(αm) operations. Furthermore, in case of
b = 2, we have explicit formulas for w2 and w3, see [3, Corollary 1].
In what follows, we show how one can use the fast CBC construction algo-
rithm to find suitable polynomials q∗1 , . . . , q
∗
s ∈ G
∗
b,m by employing B˜γ(p, q) as
a quality measure. Assume that q∗1 = 1, q
∗
2 , . . . , q
∗
d−1 are already found. Let
Pn,d−1 =
d−1∏
j=1
[
1 + γjCαwα
(
vm
(
nq∗j
p
))]
,
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for 0 ≤ n < bm. Note that we have
P0,d−1 =
d−1∏
j=1
[1 + γjCαwα (0)] ,
regardless of the choice q∗1 , q
∗
2 , . . . , q
∗
d−1. Now the criterion B˜γ(p, qd) is given by
B˜γ(p, qd) = −1 +
1
bm
bm−1∑
n=0
Pn,d−1
[
1 + γdCαwα
(
vm
(
nqd
p
))]
= −1 +
P0,d
bm
+
1
bm
bm−1∑
n=1
Pn,d−1
[
1 + γdCαwα
(
vm
(
nqd
p
))]
= −1 +
P0,d
bm
+
1
bm
bm−1∑
n=1
Pn,d−1 +
γdCα
bm
bm−1∑
n=1
Pn,d−1wα
(
vm
(
nqd
p
))
.
Thus it is obvious that the CBC algorithm finds a component q∗d which minimizes
the last sum.
Since the modulus p is assumed to be irreducible, there exists a primitive
polynomial g ∈ Fb[x]/p for which we have {g0 = gb
m−1 = 1, g1, . . . , gb
m−2} =
(Fb[x]/p) \ {0}, and then the last sum for a polynomial qd = g
z with 1 ≤ z ≤
bm − 1 is equivalent to
bm−1∑
n=1
Pn,d−1wα
(
vm
(
nqd
p
))
=
bm−1∑
n=1
Pg−n,d−1wα
(
vm
(
gz−n
p
))
=: ηz ,
where we note that the subscript g−n appearing in Pg−n,d−1 is identified with
the integer in {1, . . . , bm − 1}. We define the circulant matrix
A = ωα
(
vm
(
gz−n
p
))
1≤z,n≤bm−1
,
and compute
(η1, . . . , ηbm−1)
⊤ = A · (Pg−1,τ−1, Pg−2,τ−1, . . . , Pg−bm+1,d−1)
⊤.
Let z0 be an integer such that ηz0 ≤ ηz holds for any 1 ≤ z ≤ b
m − 1. Then we
set q∗d = g
z0 . Since the matrix A is circulant, the matrix-vector multiplication
above can be done by using the fast Fourier transform in O(mbm) arithmetic
operations with O(bm) memory space for Pn,d−1, see [22, 23]. Therefore, we can
compute the vector (η1, . . . , ηbm−1) in a fast way. After finding q
∗
d = g
z0 , each
Pn,d−1 is updated simply by
Pg−n,d = Pg−n,d−1
(
1 + γdCαwα
(
vm
(
gz0−n
p
)))
.
Since each element of the circulant matrix A can be calculated in at most
O(αm) arithmetic operations, calculating one row (or one column) of A requires
O(αmbm) arithmetic operations as the first step of the CBC algorithm. Then
the CBC algorithm proceeds in an inductive way as described above, yielding
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O((s + α)mbm) arithmetic operations with O(bm) memory space for finding
the generating vector q∗ ∈ (G∗b,m)
s. Further, for an extrapolated polynomial
lattice rule, we need to construct polynomial lattice rules with α consecutive
sizes of nodes, bm−α+1, . . . , bm, implying that the total number of points is
N = bm−α+1 + · · ·+ bm. The obvious inequality
α∑
τ=1
(s+ α)(m − τ + 1)bm−τ+1 ≤ (s+ α)mN ≤ (s+ α)N logbN
shows that the total construction cost is of O((s + α)N logN) together with
O(N) memory space, which improves the currently known result for an inter-
laced polynomial lattice rule that requires O(sαN logN) arithmetic operations
with O(N) memory space [15, 17].
5 Numerical experiments
As a low-dimensional problem, let us consider a simple bi-variate test function
f(x, y) =
yexy
e− 2
,
whose exact value of I(f) equals 1. This function has been often used in the
literature, see for instance [24, Chapter 8]. We approximate I(f) by using ex-
trapolated polynomial lattice rules over F2 and also by using interlaced polyno-
mial lattice rules over F2 for comparison. Here extrapolated polynomial lattice
rules are constructed by the fast CBC algorithm as described in Section 4.2
with the constant Cα = 1, which is justified as mentioned in Remark 1, whereas
interlaced polynomial lattice rules are constructed by the fast CBC algorithm
based on a computable quality criterion given in [15, Corollary 3]. For both the
rules, we set γ1 = γ2 = 1 within the CBC algorithm.
Figure 1 shows the results for the cases α = 2 (left) and α = 3 (right). The
absolute integration errors as functions of log2N are shown in each graph. The
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Figure 1: The results for f(x, y) = yexy/(e−2) by using extrapolated polynomial
lattice rules (solid) and interlaced polynomial lattice rules (dashed) with α = 2
(left) and α = 3 (right).
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solid lines denote the results for extrapolated polynomial lattice rules and the
dashed lines for interlaced polynomial lattice rules. For reference, the dotted
lines correspond to O(N−1) and O(N−2) convergences for α = 2, and to O(N−2)
and O(N−3) convergences for α = 3. For the case α = 2, both the rules
perform comparably and achieve approximately the desired rate of the error
convergenceO(N−2). For the case α = 3, although interlaced polynomial lattice
rules outperform extrapolated polynomial lattice rules, we see that the rate of
the error convergence for extrapolated polynomial lattice rules asymptotically
improves towards the expected O(N−3), which supports our theoretical funding.
Next let us consider the following high-dimensional test integrands
f1(x) =
s∏
j=1
[
1 + γj
(
xc1j −
1
1 + c1
)]
,
f2(x) =
s∏
j=1
[
1 +
γj
1 + γjx
c2
j
]
,
for positive constants c1, c2 > 0. Note that the exact values of the integrals for
f1 and for f2 with the special cases c2 = 1 and c2 = 2 are known. We put
s = 100 and γj = j
−2. We construct both extrapolated polynomial lattice rules
and interlaced polynomial lattice rules by using the fast CBC algorithm with
the same choice of the weights γj = j
−2. Note that, in our experiments, we do
not observe the phenomenon that the same elements of the generating vector
repeat as pointed out in [13].
Figure 2 shows the results for the cases α = 2 (left column) and α = 3 (right
column). Each row corresponds to the results for f1 with c1 = 1.3, f2 with
c2 = 1, and f2 with c2 = 2, respectively. Again, for reference, the dotted lines
correspond to O(N−1) and O(N−2) convergences for α = 2, and to O(N−2) and
O(N−3) convergences for α = 3. For the case α = 2, extrapolated polynomial
lattice rules perform competitively with interlaced polynomial lattice rules and
achieve approximately the desired rate of the error convergence O(N−2). For
the case α = 3, similarly to the result for the bi-variate test function, inter-
laced polynomial lattice rules outperform extrapolated polynomial lattice rules,
but the rate of the error convergence for extrapolated polynomial lattice rules
improves as the number of points increases.
These numerical results indicate that extrapolated polynomial lattices rule
can be quite useful in fast QMC matrix-vector multiplication with higher order
convergence, which shall be undertaken in the near future.
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