key finding was that search was much more efficient (as indicated by small or even absent set size effects) than in a control condition in which all items (including the distractors) were static. Theeuwes argued that attention does not prefer a dynamic item per se, but the item that differs the most from its surroundings; in a dynamic environment, this is the unique static item.
However, Davis and Leow (2005) have argued that it is actually not the general distinction between dynamic and static that allows for efficient search, but that, more specifically, motion is the crucial factor. They reasoned that Theeuwes's (2004) displays allowed apparent motion to emerge as the items changed from one orientation or position to the other. Davis and Leow suggested that a static item among items with other dynamic features, such as luminance changes or onsets, may not be found efficiently. In support of this, they found that search was highly inefficient for a static target among distractors that did not move, but did among those that abruptly change in both color and luminance (without disappearing). They concluded that filtering on the basis of motion may have a special status, whereas filtering a single static item from a set of items carrying dynamic properties other than motion (such as abrupt luminance changes) may be very difficult. Pinto, Olivers, and Theeuwes (2006) investigated this issue further by conducting a series of experiments in which participants searched for a vertical or horizontal line segment among tilted line segments. In the control condition, all line segments were static. In the crucial conditions, the target was static, but the distractors behaved dynamically; they either all moved or all continuously produced abrupt onsets and offsets (were blinking). Relative to the control condition, in which all distractors were static, search was efficient regardless of whether the distractors were blinking or moving. In fact, performance with blinking and moving distractors turned out to be remarkably similar. Control experiments showed that the efficient search of the static target among blinking distractors was not due to either average or momentary luminance differences, nor to long-range apparent motion. In other words, and contrary to Davis and Leow's (2005) findings, the results provided evidence that a static item is efficiently found in a dynamic environment, without these dynamics necessarily involving motion.
The question then remained why Pinto et al. (2006) found efficient search with blinking distractors, whereas Davis and Leow (2005) failed to do so. To resolve this issue, Pinto et al. adapted Davis and Leow's procedure by presenting dynamic distractors that were abruptly changing in luminance without disappearing. The result was that search for the static target became inefficient. Apparently, attention can only effectively distinguish between static and blinking stimuli when the blinking objects completely disappear, suggesting that the static/dynamic segmentation is at least partly object-based, rather than purely luminance based.
A Broad Static/Dynamic Division?
On the basis of their results, Pinto et al. (2006) argued that attention makes use of a broad division of the visual scene into static information on the one hand, and dynamic information on the other. The dynamic channel is broadly defined, involving motion and blinking, but possibly also other changes related to these two, such as looming. Search for a static target among dynamic distractors or vice versa then becomes efficient, because attention can turn to one type of representation and largely ignore the other. Note here that Pinto et al. did not find completely parallel search for the static target (completely flat search slopes). This might be due to a default attentional set, which makes it easier for participants to attend to dynamic rather than stationary items. This view is supported by the findings of Müller and von Mühlenen (1999) , who found search for a static target among moving distractors to become very efficient only after intensive training, whereas the reverse yielded efficient search without training. Support for such a broad division of visual information into a dynamic and static channel also comes from physiological data. It has been shown that there are two subsystems in the brainmagnocellular and parvocellular. The processing of dynamic aspects of stimuli takes place mainly in the magnocellular system, whereas static properties are preferentially analyzed in the parvocellular system (see, e.g., Breitmeyer & Ganz, 1976; Livingstone & Hubel, 1988; Zeki et al., 1991) .
An important question then is whether the attentional system can make efficient use only of this broad division between static and dynamic stimuli or whether it can differentiate between the two different types of dynamic stimuli. In other words, are all dynamic stimuli treated alike by attention, or can their representations be separated and guide attention in different ways? Even though Davis and Leow (2005) may not have been right in stating that static stimuli can be segmented only from motion stimuli, and not from luminance onsets, they may still be right in that the attention system differentiates between motion and onsets.
At the very lowest level in the processing stream, cells should treat blinking and moving objects equally because both types of stimuli involve the same luminance changes within the cells' receptive fields (at least in the luminancebased apparent motion displays used by Pinto et al., 2006) . Also higher up, there appear to be cells in V1 that respond in the same manner to both moving and blinking items (Andersen, 1997). Furthermore, it has been shown that adaptation to blinking stimuli leads to impaired motion perception, and vice versa (Chapman, Hoag, & Giaschi, 2004; Green, 1981) . This too suggests that, at least at the lower perceptual levels, the two types of dynamic stimuli are processed within a common pathway (presumably the magno pathway). But also at an attentional level, it has been proposed that there is a general dynamic dimension driving attention (Folk, Remington, & Wright, 1994) . Folk et al. presented participants with an irrelevant precue followed by a target display. They found interference of the precue with target processing only when precue and target were either both statically or both dynamically defined. That is, when the target was a moving item or an onset, both moving and onset precues interfered. However, when the target was a color singleton, a moving precue did not interfere, and vice versa. As Folk et al. put it: "With respect to the architecture of attentional control, the present results provide support for the hypothesis that attentional control settings may be established for only very broad stimulus categories associated with the distinction between static and dynamic discontinuities" (p. 327). Thus, Folk et al.'s results support the notion that, preattentively, the visual scene is separated into dynamic and static stimuli and participants can prioritize either of these categories. Furthermore, their results suggest that the attention system is not able to differentiate between the two different types of dynamic transients.
Separate Motion and Onset Systems
There are also studies that cast doubt on the hypothesis that motion and onsets are treated alike. On a trivial note, the visual system must eventually treat motion and onset stimuli differently, because, after all, they look different. The important question is at what level the representations start to diverge, and whether attention can make use of this divergence.
Physiologically the picture is not entirely clear. It seems that, until V1, both motion and onsets may be treated alike. After that, processing diverges, with moving stimuli being processed in areas such as V5/MT (Albright, 1984; Zeki, 1974) . The fate of onsets is less clear. There are some studies that suggest that motion derivatives such as flicker are also processed in MT (O'Keefe & Movshon, 1998) , but there is also evidence for onset sensitivity in the lateral intraparietal sulcus (Gottlieb, Kusunoki, & Goldberg, 1998) . Zihl, von Cramon, and Mai (1983) reported a patient with bilateral lesions in motion-sensitive areas, who had difficulty distinguishing movement, but who had little trouble with detecting flicker. Also, on a functional level, there is evidence that suggests that attention is able to distinguish between motion and onsets. Yantis and Jonides (1984) asked participants to search for a target letter among distractor letters. When the target letter appeared with an abrupt onset, search slopes were independent of set size, indicating that the abrupt onset captured attention. In a similar design, Hillstrom and Yantis (1994) presented target letters that were in motion to participants. Several versions of moving stimuli were tested, including oscillation, looming, and nearby moving contours. None of these moving stimuli captured attention. This suggests that motion and onsets are treated differently by the attention system. However, Hillstrom and Yantis's findings are not undisputed. Franconeri and Simons (2003) argued that moving items do capture attention, but that this can be masked by simultaneous offsets. Franconeri and Simons found that several forms of motion captured attention when masking was controlled for. The debate has not ended, as findings by von Mühlenen, Rempel, and Enns (2005) suggest that, whereas onsets appear to capture attention regardless of the simultaneous presence of other dynamics, other types of changes require a static environment in order to capture attention.
The Present Study
The results so far indicate that when a static item is searched, dynamic transients are relatively easily ignored by the visual system. There seems to be a fundamental distinction between the processing of static stimuli and dynamic transients in the brain, which suggests that these results can be generalized. However, some studies suggest that, within the dynamic channel, attention can select distinct subcategories, such as onsets.
If, in the case of search for a static object in a dynamic background, attention can indeed only operate on a broad division between static and dynamic items, this yields several general predictions. The first prediction is that it should be hard to find a dynamic object in a dynamic environment, even if the exact type of dynamics differ. Second, when participants are searching for a static item, dynamic distractors should be equally easy to ignore regardless of whether they are moving or blinking. The first prediction was tested in the first two experiments, in which we looked at search for blinking targets among moving distractors, for moving targets among blinking distractors, and for moving targets among distractors that were both blinking and moving. Both experiments suggested a distinction between motion and onsets. Furthermore, some research suggests that luminance plays a crucial role in motion detection, but not in onset detection. For example, Cavanagh, Tyler, and Favreau (1984) found perceived velocity to be a weighted average of luminance and chrominance velocity information. Gegenfurtner and Hawken (1995) showed that determining motion direction for drifting sinusoidal gratings was impaired at low temporal frequencies when luminance cues were removed. As a comparison, Yantis and Hillstrom's (1994) findings suggest that the onset of a new object captures attention regardless of whether this onset is accompanied by a change in luminance. The third experiment therefore sought to further dissociate the motion and onset transient systems by investigating search efficiency among moving and blinking distractors under equiluminant conditions.
ExPEriMEnT 1 Blinking item Among Moving Distractors
If attention employs only a broad division between static and dynamic stimuli, then it should be difficult to find a dynamic target among dynamic distractors, just as it is difficult to find a static target among static distractors. This should be the case regardless of whether the dynamics are of the same or of a different type-other things, such as frequency and local saliency of change, being equal. If, however, motion and flicker are differently encoded at an early enough level for attention to distinguish between different types of dynamic stimuli, it should be easier to find a target that differs in the type of dynamics from the background.
To test these predictions, we set up an experiment with four conditions (see Figure 1 for example displays). Participants searched for a moving or blinking target among either moving or blinking distractors. Motion was defined by an intersected vertical line jumping back and forth between two positions. Blinking was established by having an identical stimulus turn on and off. The rate and abruptness of the change was equal for the blinking and moving conditions. The only difference between the two types of dynamics was that in the case of motion, the line abruptly disappeared and reappeared somewhere else for a certain period, whereas in the blinking condition it disappeared and then reappeared after the same period. Therefore, the local luminance change at an item's location was identical in both cases. Because, by definition, blinking items switch off for a brief period, one could argue that observers at any moment in time only need to search half the number of items in the display, in comparison with the motion displays. To control for this, the blinking conditions included set sizes that doubled those of the motion conditions. Thus, given the controls for the frequency of change, the saliency of the local luminance change, and the overall set size, the only difference between the conditions was the quality of the dynamics (i.e., blinking vs. motion). If attention can distinguish blinking from moving, then search should be more efficient in the blinkingamong-moving condition or the moving-among-blinking condition than in the conditions where both target and distractors were moving or blinking.
Method
Participants. Twelve participants ranging in age from 17 to 35 years, average 23.0 years, took part as paid volunteers. All participants completed all of the conditions. All had normal or correctedto-normal vision.
Apparatus and Stimuli. The experiment was conducted on a computer with a Pentium IV processor, a 17-in. monitor, and a standard qwerty keyboard. The software package E-Prime was used for the presentation and timing of the experimental trials. The stimulus field consisted of a 9 3 8 imaginary matrix (17.26º 3 12.59º visual angle). In its cells, white (CIE x, y coordinates, 0.283, 0.302; luminance, 71.86 cd/m 2 ; background, 0 cd/m 2 , as measured with a Tektronix photometer) line segments of size 0.87º with a gap in the middle (size 0.12º) and one white line segment with a gap above or below the middle (distance from the middle 0.17º) were placed in the center of the cells with a horizontal jitter of 60.58º. The distractors could appear anywhere on the 9 3 8 matrix; the target could appear anywhere except in the middle (row 5, column 4 or 5).
Design and Procedure. Participants sat approximately 90 cm from the monitor, with their fingers resting on the "k" and "m" keys, which were used as the response buttons. The experiment consisted of 20 blocks, each containing 36 trials. The order of the blocks was repeated every 4 blocks and followed a Latin square design. Each sequence of 4 blocks corresponded to 4 main conditions. In all conditions, participants searched for a target with a gap either above or below the middle of the line among distractors (with a gap in the middle of the line). In the blinking-among-moving condition, participants searched for a blinking target that moved back and forth among distractors, between its original location and a location 0.32º to the right of this location. This gave a strong impression of apparent motion. The target changed after a random period between 150 and 300 msec, with a 25% chance of switching on or off after 150 msec, 25% after 200 msec, 25% after 250 msec, and 25% after 300 msec. The same held true for the distractor elements, which moved after a period between 150 and 300 msec, with a 25% chance of flipping after 150 msec, 25% after 200 msec, 25% after 250 msec, and 25% after 300 msec. All blinking items started "on" (visible). Furthermore, the chances of turning on and off were uncorrelated between the items and were uncorrelated to the previous onset/offset time. The same held true for the moving items, since the time before an item changed position was uncorrelated between items and uncorrelated to previous times it took before it moved. In the blinking-among-blinking condition, participants looked for a blinking target among blinking distractors (blinking in the same way as in the blinking-among-moving condition). In the movingamong-blinking condition, participants looked for a moving target that moved in the same way as the moving distractors in the previous conditions among distractors that blinked on and off-in the same way as the blinking distractors in the previous two conditions. In the moving-among-moving condition, participants looked for a moving target among moving distractors (moving in the same way as in the other conditions). In the conditions with moving distractors, set sizes varied randomly within a block between 9, 17, and 33 (i.e., 8, 16, or 32 distractors plus one target); in the conditions with blinking distractors, set sizes varied randomly within a block between 9, 17, 33, and 65 (i.e., 8, 16, 32, or 64 distractors, plus one target) to control for the fact that blinking items disappear for half the time (on average). The task was to determine the location of the gap within the target element. Participants pressed "k" and "m" for gaps above and below the middle of the line, respectively. Before each block, text appeared on the screen, telling participants which condition followed. Participants were instructed that both speed and accuracy were important. The first 4 blocks were disregarded as practice. The other 16 blocks were included in the analyses. The experiment took approximately 60 min, with breaks between the blocks.
results and Discussion
Overall, error percentages were low (see Table 1 ). A two-way ANOVA with condition (blinking-among-moving, blinking-among-blinking, moving-among-moving, and moving-among-blinking) and set size (9, 17, and 33) revealed a main effect of condition [F(3,33) More errors were made when all items were of the same type of dynamics than when target and distractors were defined by different types of dynamics. Errors also increased with set size, but again more so when all items were of the same type of dynamics. The error pattern resembled the response time (RT) pattern, and there were no speed-accuracy trade-offs. We will therefore concentrate on the mean RTs of the correct trials.
Trials on which RTs were 2.5 standard deviations away from the mean of the respective cell were excluded from analysis, resulting in a loss of approximately 5% of the trials. Figure 2 shows RTs as a function of set size for each condition, as well as the accompanying search slope. A two-way ANOVA on mean RT for each participant with condition (blinking-among-moving, blinking- 
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among-blinking, moving-among-moving, and movingamong-blinking) and set size (9, 17, and 33) as factors revealed main effects for condition [F(3,33) RTs were increased when all items were of one type of dynamics compared with when target and distractors were of different types of dynamics. Furthermore, RTs increased with set size in all conditions, but search slopes were steeper in the conditions in which all elements had the same type of dynamics, in comparison with those conditions in which target and distractor were of different types of dynamics. Table 2 contains the statistics for all pairwise comparisons between the conditions except for the set size main effects, which were significant for all comparisons (all ps , .001). These comparisons show that the search slope in the blinking-among-moving condition differed from both the moving-among-moving and the blinking-among-blinking conditions. The same goes for the moving-among-blinking condition. Of further interest, the moving-among-blinking condition was reliably shallower than the search slope in the blinking-amongmoving condition, whereas the blinking-among-blinking condition did not differ from the moving-among-moving condition. Intercepts in the moving-among-blinking condition were somewhat higher than those in the blinkingamong-moving condition [1,198 vs. 905 msec, t(11) 5 3.74, p , .005 ], an effect that may be explained by assuming that abrupt onsets allowed for quicker processing in the response stage, in comparison with moving targets (Di Lollo, Enns, Yantis, & Dechief [2000] indicate that this might be the case.)
Finally, we assessed whether search in the blinking condition was artificially improved by the fact that blinking distractors are invisible half of the time. For this purpose, we did the same analyses again, but used set sizes 17, 33, and 65 in the conditions containing blinking distractors. These analyses are shown in Table 3 and reveal no major differences in the pattern of findings. Furthermore, a direct comparison of the blinking conditions with the standard set sizes (9, 17, and 33) to those with double set sizes (17, 33, and 65) revealed only a significant increase in overall RTs [F(1,11) 5 26.1, MS e 5 410,147.3, p , .001], but no difference in search slopes ( ps . .1). Note that with this double set size analysis, search slopes in the blinking-among-blinking condition were not linear; the search slope for set sizes 9 and 17 was higher than that for set sizes 17 and 33 [189 vs. 26 msec/item, t(11) 5 3.20, p , .01]. However, the flattening search slope was accompanied by higher error rates for set size 33 than for the other set sizes [22% vs. 12%, t(11) 5 5.20, p , .001], suggesting that, with the very dense displays, observers decided to cut short search at the expense of accuracy.
The main result of Experiment 1 is that search for a blinking target among moving distractors or for a moving target among blinking distractors is relatively efficient (26 and 14 msec/item, respectively), whereas search for a moving target among moving distractors or a blinking target among blinking distractors is highly inefficient (77 and 94 msec/ item, respectively). This was the case even though the blinking and moving occurred at exactly the same frequencies and produced exactly the same luminance onsets and offsets. This finding refutes the broad division hypothesis, according to which attention can distinguish efficiently between static and dynamic channels, but not within these channels. 1 The presence of a search asymmetry further corroborates this (cf. Treisman & Gormican, 1988) . Search for a moving target among blinking distractors was more efficient than that for blinking targets amoun moving distractors, suggesting that attention may find it easier to reject blinking distractors than moving distractors.
ExPEriMEnT 2 Search for a Moving Target Among Moving and Blinking Distractors
In Experiment 2, we wanted to assess whether we could further falsify the hypothesis that attention can only operate on a broad division between static and dynamic items. Participants searched for a target (a vertical or horizontal line) that moved in a random direction. All distractors (tilted lines) also moved in random directions. In the control condition, the distractors contained no other dynamic cues. In the two experimental conditions, the distractors possessed an additional dynamic cue. In one experimental condition, the distractors flipped back and forth between oblique orientations while moving, and in the other, they blinked (see Figure 3 for an example display). We employed different stimuli in Experiment 2 than in Experiment 1, since all items in Experiment 2 were moving translationally; therefore, adding another translational motion cue might not have been very helpful. The stimuli used in this experiment allowed for the addition of rotational motion cues (the flipping) on top of the translational motion.
If attention can only operate on a distinction between static and dynamic stimuli, then adding extra dynamic cues in an already fully dynamic environment should not improve search efficiency. Thus, according to the broad division hypothesis, search for the dynamic target should be equally inefficient among all types of dynamic distractors. If anything, the continuous flipping and blinking might only distract attention from the moving target.
Of greater importance is the question of what exactly it is that makes dynamic changes so useful to the attentional system. Pinto et al. (2006) found that search for a static item among distractors that abruptly changed luminance but did not disappear was much less efficient than when the distractors disappeared-even when the absolute and relative transients, in terms of luminance changes, were controlled for. This finding suggests that both luminance transients and object continuity can function as important cues in visual search (see also Abrams & Christ, 2003; Kahneman, Treisman, & Gibbs, 1992) . If this is indeed the case, we expect search to be more efficient when the extra dynamic cue is blinking than when it is flipping, since in the blinking condition, the relative discontinuity of the distractors may provide an additional cue for segregating the background from the target. The search asymmetry found in Experiment 1 also suggests this.
Method
Participants. Nine participants ranging in age from 19 to 33 years, average 23.4 years, took part as paid volunteers. All participants completed all of the conditions. All had normal or correctedto-normal vision.
Apparatus, Stimuli, and Procedure. Everything was the same as in Experiment 1 except for the following changes. Participants searched for a nontilted line segment without a gap of size 0.70º, which could be either horizontal or vertical. The task of the participant was to indicate the orientation of the target. The distractors were the same as the target, but they were tilted 22.5º to either side of the horizontal or vertical plane. The distractors could appear anywhere on an imaginary 7 3 6 matrix (12.68º 3 8.26º). The target (horizontal or vertical) could appear anywhere except in the middle (row 4, column 3 or 4). Every element moved at a speed of 1.75º visual angle/sec in a random direction. An item meeting the boundary of the display area would then continue its trajectory at the other end of the screen. The directions of the elements were uncorrelated. There were three conditions: motion-and-blink, motion-and-flip, and motion-only. In all conditions, the target moved in a random direction but underwent no other changes. In the motion-only condition, the distractors also moved in random directions and underwent no other changes. In the motion-and-flip condition, the distractors moved in random directions and flipped back and forth between their original orientation and a 45º arc deviation from this in either direction. The items flipped after a random period between 150 and 300 msec, as each had a 25% chance of flipping after 150 msec, 25% after 200 msec, 25% after 250 msec, and 25% after 300 msec. The chances of flipping were uncorrelated between the items and were uncorrelated to the previous time in between flips. In the motionand-blink condition, the distractors moved in a random direction and switched on and off, in the same way and at the same rate as in the motion-and-flip condition. In all conditions, set sizes varied randomly within a block between 9, 17, and 33 (i.e., 8, 16, or 32 distractors, plus one target). We no longer included set size 65 because Experiment 1 suggested that it added little to the results. The task was to determine the orientation of the target element. Participants pressed "z" for vertical lines, and "m" for horizontal lines. The experiment consisted of 15 blocks, each block containing 54 trials. The order of the blocks was determined according to a Latin square design. The first 3 blocks were disregarded as practice. The experiment took approximately 60 min, with breaks between the blocks.
results and Discussion
Overall, error percentages were low (see Table 1 ). A two-way ANOVA with condition (motion-only, motionand-flip, or motion-and-blink) and set size (9, 17, or 33) as factors revealed a main effect for condition [F(2,16) 5 4.76, MS e 5 8.12, p , .05]. Participants made the most errors in the motion-only condition. This pattern resembled the RT pattern, and a speed-accuracy trade-off could be excluded. We will therefore concentrate on RTs.
Trials on which RTs were 2.5 standard deviations away from the mean of the respective cell were excluded from analysis, resulting in a loss of approximately 3.5% of the trials. Figure 4 shows a graphical depiction of the results. A two-way ANOVA on mean RT for each participant with condition (motion-only, motion-and-flip, or motion-andblink) and set size (9, 17, or 33) as factors revealed a main effect for condition, as RTs were elevated in the motion- Experiment 2 shows that participants benefit from the additional dynamic information carried by the distractors when searching for an already dynamic target. This provides further evidence against the broad division hypothesis. Rather than just dividing between static and dynamic stimuli, attention can make use of specific types of dynamic information.
Note that although the target was dynamic (i.e., it moved in a randomly chosen direction), it was also relatively stable, in that it retained its integrity as an object. The distractors, on the other hand, apart from moving in random directions, abruptly changed at random moments, and may thus be regarded as less stable. The attentional system may make use of this relative object stability. Consistent with this, search was more efficient when the distractors switched on and off than when they remained present but flipped (i.e., showed apparent motion).
ExPEriMEnT 3 Searching for a Static Target With and Without Luminance Differences
A further way of trying to dissociate different types of dynamic properties with respect to their attention-guiding power is by using equiluminant stimuli. Previous research suggests that luminance plays an important role in motion detection (Cavanagh, Tyler, & Favreau, 1984; Gegenfurtner & Hawken, 1995) . However, with regard to onset detection, luminance may be less important. Yantis and Hillstrom (1994) provided evidence that abrupt equiluminant onsets captured attention, whereas large luminance changes that did not signal the appearance of a new object did not (but see Theeuwes, 1995) . They suggested that the appearance of a new object is crucial and that luminance change is not mandatory for onset detection. If motion detection is somehow dependent on luminance factors, but onset detection is not, we speculate that, under equiluminant conditions, the rejection of moving distractors may be impaired while the rejection of onset distractors will not.
Method
Participants. Twelve participants ranging in age from 18 to 25 years, average 20.8 years, took part as paid volunteers. All participants completed all of the conditions. All had normal or correctedto-normal vision.
Apparatus, Stimuli, Design, and Procedure. Everything was the same as in Experiment 1 except for the following changes. The target was always static, and the distractors were either moving or blinking (in the same way as in Experiment 1). Furthermore, participants were presented with two luminance conditions. In the standard conditions, the line segments were white and the background was black. In the equiluminant conditions, the line segments were green and the background was gray. Items and background were equiluminant. Fixed values for the colors were used, since a flicker fusion test (Ives, 1912) on several participants in pilot studies yielded very similar results. The CIE values were x 5 0.298, y 5 0.607, luminance 8.84 cd/m 2 for the green items; x 5 0.281, y 5 0.283, luminance 8.24 cd/m 2 for the gray background. In the standardblinking and standard-moving conditions, the targets were static, whereas the distractors were blinking or moving, respectively. The equiluminant-blinking and equiluminant-moving conditions were the same as the standard-blinking and standard-moving conditions, except now the items were presented green on gray instead of white on black. The experiment consisted of 20 blocks of 36 trials each. The order of the blocks was determined according to a Latin square design. The first 4 blocks were disregarded as practice. The experiment took approximately 60 min, with breaks between the blocks.
results and Discussion
Overall, error percentages were low (see Table 1 ). A three-way ANOVA with type of dynamics (motion, blinking), luminance condition (standard, equiluminant), and set size (9, 17, or 33) as factors revealed only a main effect for condition [F(3,33) 5 2.94, MS e 5 0.001, p , .05]. Overall, participants made more errors in the equiluminant conditions than in the standard conditions, a pattern that is in line with the RTs. For the remainder of the analyses, we will therefore concentrate on the RTs.
Trials on which RTs were 2.5 standard deviations away from the mean were excluded from analysis, resulting in a loss of approximately 4% of the trials. Figure 5 shows a graphical depiction of the results. A three-way ANOVA on mean RT for each participant with type of dynamics (motion, blinking), luminance condition (standard, equiluminant), and set size (9, 17, or 33) as factors revealed a main effect for type of dynamics [F (1,11) , reflecting the overall steeper search slope in the motion condition than in the blinking condition. There was also a significant interaction between luminance condition and type of dynamics [F(1,11) 5 5.17, MS e 5 210,391.34, p , .05]; the luminance manipulation had a larger effect in the motion condition than in the blinking condition. Furthermore, there was a significant interaction between luminance condition and set size [F(2,22) 5 6.11, MS e 5 152,783.34, p , .01], reflecting the overall steeper search slope in the equiluminance condition than in the standard condition. Most important, there was a three-way interaction between type of dynamics, set size, and luminance condition [F(2,22) 5 9.48, MS e 5 74,169.62, p 5 .001], reflecting the fact that search efficiency in the motion condition was more affected by the equiluminance manipulation than search efficiency in the blinking condition was. Two separate ANOVAs with luminance and set size as factors revealed that the equiluminance manipulation had no effect on search slopes in the blinking condition (F , 1, p . .4) , but did have a signifi- Experiment 3 shows that the rejection of moving distractors is impaired under equiluminant conditions. Importantly, the same did not hold for the rejection of blinking distractors. Blinking distractors were as efficiently rejected under equiluminant as under nonequiluminant circumstances. The results provide further evidence for a dissociation between the effects of different types of dynamic stimuli. The removal of (most) luminance cues differentially affects the rejection of moving and blinking distractors. This again implies that selection is not just based on a broad division between dynamic and static stimuli, but that selection depends on the exact type of dynamic stimulus (in this case, blinking vs. moving). Thus, the findings of Experiment 3 corroborate the results of the first two experiments and again suggest that onsets and moving stimuli are not treated alike by the attentional system. Furthermore, the results of Experiment 3 are congruent with the suggestion of Yantis and Hillstrom (1994) , that onset detection is largely independent of luminance factors; but our findings are not conclusive support for their account, since Experiment 3 looked at how efficiently equiluminant onsets can be rejected rather than selected.
GEnErAL DiSCuSSiOn
Recently, we reported evidence that observers can relatively efficiently disregard dynamic distractors and find a static target, regardless of whether these distractors were moving or blinking (Pinto et al., 2006) . Apparently, observers can make use of a broad division between static and dynamic channels and can selectively attend to one of them. Here we asked whether attention makes use only of this broad division or makes specific distinctions between different types of dynamic changes.
In Experiment 1, we found that a difference in type of change between the target and the distractors could guide search, even though the abruptness, frequency, and local luminance increase of the changes was the same for both types. This goes against the broad division hypothesis. Search was efficient for blinking targets among moving distractors, as well as for moving targets among blinking distractors, but with a slight advantage for the latter condition. This search asymmetry between the two conditions provides further evidence for a distinction between the two types of dynamics.
In Experiment 2, all display items continuously moved around in random directions. Hence, the entire display was dynamic. Nevertheless, it was shown that additional dynamic cues (i.e., blinking or flipping distractors) improved search, again suggesting that attention can make use of more information than is provided by a broad static/ dynamic division. Here too, blinking distractors were more easily ignored than flipping distractors.
Finally, Experiment 3 revealed that, under equiluminant conditions, blinking distractors could be as efficiently ignored as under high contrast conditions, whereas the rejection of distractors featuring apparent motion suffered from the equiluminance. This provides further evidence for dissociations in attentional processing of different types of dynamic stimuli.
Object Continuity
The findings point toward object continuity as an important factor. In Experiment 1, a moving but continuously present target was more efficiently found between abruptly onsetting and offsetting distractors, than were onsetting and offsetting targets among moving and continuously present distractors. The same was true in the standard conditions of Experiment 3 for static targets among blinking distractors, in comparison with those among moving distractors. This may be because moving distractors are regarded as being more continuous than the disappearing distractors. Such continuous distractors may then be regarded as stronger competitors in search for a continuous target. In Experiment 2, the target itself was dynamic (i.e., it was moving), but it was also relatively continuous in that, unlike the distractors, it did not abruptly change. Again search was aided by changing distractors, and again search was aided a little more when the distractors were blinking rather than flipping-the latter presumably providing more continuity. Finally, under the equiluminant conditions of Experiment 3, the presumably more continuous moving distractors were relatively even more difficult to ignore, whereas the appearing and disappearing blinking distractors allowed for search to be as efficient as in the standard baseline with luminance differences.
Further support for object continuity playing an important role in visual search of dynamic displays comes from Experiment 5 of Pinto et al. (2006) . In that experiment, participants searched for a static target among distractors that changed in luminance. The distractors could disappear as a result of the luminance change or remain on the screen. In both cases, the luminance change was equally large. However, search was efficient only when offset was complete. Pinto et al.'s results neatly fitted those of Davis and Leow (2005) , who found inefficient search for a static target among distractors that changed luminance and color, but did not disappear. Both findings suggest that, when both target and distractors are relatively continuous (i.e., changing, but not disappearing), search is less efficient than when one of the two loses its continuity (i.e., disappearing).
Further evidence that object continuity plays a role in visual search comes from several other studies. Yantis and Hillstrom (1994) employed a visual search task in which, in one condition, the target underwent an abrupt luminance change, and in another condition, the target appeared as an equiluminant onset. They found that luminance changes did not capture attention, whereas equiluminant onsets did. Again, it seems that a sudden discrepancy in the integrity of an object is more important to the attentional system than a physically equally large change to a continuously displayed object is. Enns, Austen, Di Lollo, Rauschenberger, and Yantis (2001) reported a similar finding. They found that new objects were more effective in guiding search than luminance changes to old objects, even if the luminance change defining the onset was smaller than the luminance change to the old object. Furthermore, Cole, Kentridge, and Heywood (2005) found that the appearance of a new object captures attention in visual search, whereas a change of color to an existing object does not. All these findings support the notion that violations of object continuity are important to the attentional system. Finally, object continuity has also been shown to affect nonsearch tasks, such as multiple object tracking (Scholl & Pylyshyn, 1999) and object matching tasks (Mitroff, Scholl, & Wynn, 2004) . This is not to say that luminance changes per se are not important. Franconeri, Hollingworth, and Simons (2005) used dynamic occlusion to show that, under these circumstances, new objects only capture attention when they are accompanied by large luminance changes. This shows that object continuity and luminance information interact: New object onsets make luminance changes more effective, and vice versa.
Attention Based on Object Files
An explanation for why object continuity plays such an important role for the attentional system might come from the object file hypothesis. Kahneman, Treisman, and Gibbs (1992) suggested that the visual system is organized on the basis of objects. According to this theory, a separate file is created for each object. Whenever something changes within an existing object, the file is updated. The appearance of a new object leads to the creation of a new object file. Thus, it is the appearance of a new object that is most relevant to the attentional system. Within this hypothesis, object continuity becomes crucial. Continuously existing objects only lead to updating of existing object files, whereas severe discontinuities in an object's spatiotemporal landscape cause the creation or deletion of object files (see also Mitroff et al., 2004; Yantis & Gibson, 1994) .
According to the object file hypothesis, new object files require attention to be formed (Kahneman et al., 1992) . Perhaps, then, large discontinuities-like abrupt onsetscapture attention to make the creation of such a file possible (cf. Yantis, 1998) . If the object concerned is the target, then performance will benefit from the attentional capture caused by the discontinuity.
However, there are several problems with the object file explanation of the present findings. First, according to Kahneman et al. (1992) , only three to four object files can be maintained at any one time. In the present experiments, there were 8 to 32 distractors, implying that most of the distractors were necessarily unaffected by the existence (or disappearance) of object files. Second, note that in our experiments, the discontinuous objects were the distractors. If such discontinuities indeed automatically demand the creation of a new object file for each of these distractors, then we should expect rather inefficient search as the new distractors continuously draw attention away.
With respect to the second objection, the work of von Mühlenen et al. (2005) might be important. Their findings suggest that temporal uniqueness of change determines whether a changing item captures attention. They found that, when a change to an item occurred when no other items were changing, the item was more effective in capturing attention. In our displays, with up to 32 randomly blinking distractors, a single distractor rarely produced a temporally unique onset. In such cases, then, single distractors are less effective attentional captors.
Another possibility is that new object files indeed need attention to be created, but that this is not an automatic process. Perhaps, at the start of the display, object files are created for all the items in the display (distractors and target alike). When a distractor then briefly disappears, its object file is destroyed. It is not recreated when the distractor reappears. After a few rounds of disappearances, the target remains as the only one with an intact object file, allowing for relatively efficient search.
A similar suggestion could also account for the first objection. Search for the only static object is efficient not despite the limited number of object files, but because of the limited number of object files. Perhaps due to the limited amount of possible object files, unstable objects do not get object files assigned to them. This then would leave the static object as the only item with an object file attached to it, which would allow for efficient search.
Temporal Synchrony
Another possibility is that it is not so much the individual qualities of the distractors that allowed for efficient search, but their global properties. According to the temporal synchrony account (Engel & Singer, 2001; Jiang, Chun, & Marks, 2002) , elements that carry the same temporal properties are grouped together. Perhaps the distractors in these displays are not treated as individual objects, but are grouped into a single dynamic surface, with a single object file attached. This grouping may occur despite the randomness with which each item changes (i.e., they do not change in synchrony). Merely the fact that they are all dynamic may cause them to be grouped together. Actually, phenomenologically, the displays resemble a water surface glistening in the sun. The target then represents the "discontinuity" to this surface. As the single static item, it breaks the dynamics, like a pole standing out of the glistening water surface. Davis and Leow (2005) suggested that a static target can be efficiently found among moving, but not among blinking distractors. Pinto et al. (2006) showed that this is not the case, and, that among both types of distractors, static targets can be found efficiently. The present research disproves Davis and Leow's suggestion even more strongly. In all the present experiments, the static target was more efficiently found among blinking than among moving distractors.
Fine Tuning of Attentional Control
The findings of the present study also seem at odds with the conclusions of Folk et al. (1994) . In their study, it appeared that participants could only set their attentional control to either static or dynamic, whereas our findings indicate that within the dynamic domain, subtler settings can be adopted. An explanation of this discrepancy might be along the lines of the attentional weighting account of Müller, Heller, and Ziegler (1995) . According to this account, attentional weights are distributed over different dimensions, such as color, motion, and form. Similar weighting might occur within a certain dimension to particular values-for instance, within the color dimension, they might be differentially distributed between blue and red. Such a weighting account would suggest that the manner in which fine attentional control is tuned depends on the task at hand. In the first three experiments of Folk et al., the target could be either static or dynamic. Within this multidimensional task setting, attention may be set only to either the static or the dynamic dimension. A static precue may then not interfere with dynamic targets, nor vice versa, whereas different types of dynamic stimuli may interfere with each other. Going against this though are the last two experiments of Folk et al., in which only dynamic targets were employed, but attention was still not set to particular values within the dynamic dimension (i.e., motion or onsets). However, note that in Folk et al.'s experiments, there may have been no real need to adopt an attentional set for a more specific dynamic property. In all their target displays, the target was a dynamic item among static distractors, regardless of which specific type of dynamics was used. Hence, it would be sufficient for observers to merely adopt a more general attentional set for dynamic targets. In our experiments, more specific control settings were sometimes needed and possiblefor example, as with search for a blinking target among moving distractors in Experiment 1, the task set allows for specific settings, and efficient search makes these specific settings necessary. Therefore, in the present study, we did find a more fine-tuned attention setting within the dynamic domain.
Finally, a related question here is whether moving and blinking should be regarded as separate dimensions, or whether one is a subdimension of the other. Several researchers have described the detection of blinking items as a form of higher order motion detection (e.g., Nishida & Sato, 1994; O'Keefe & Movshon, 1998) . This might suggest that blinking is a subcategory of motion; that is, that blink detection is a specialized form of motion detection. Experiment 3 of the present study casts doubt on this notion. In Experiment 3, rejection of moving stimuli was impaired under the equiluminant condition, whereas rejection of blinking stimuli was not affected. This suggests that flicker detection is not a subcategory of motion detection.
COnCLuSiOn
The present research shows that, in search for a static object in a dynamic environment, attentional control is not restricted to a broad division between dynamic and static stimuli. Within the dynamic domain, attention can be specifically set to certain types of change. Furthermore, object continuity and task demands probably play an important role in explaining these results. Finally, the present work suggests that onset detection is not a specialized form of motion detection.
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