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Cyclic Eulerian Elements
PAOLA CELLINI
Let Sn be the symmetric group on f1; : : : ; ng and Q TSn U its group algebra over the rational field;
we assume n  2.  2 Sn is said a descent in i , 1  i  n − 1, if .i/ > .i C 1/; moreover,
 is said to have a cyclic descent if .n/ > .1/. We define the cyclic Eulerian elements as the
sums of all elements in Sn having a fixed global number of descents, possibly including the cyclic
one. We show that the cyclic Eulerian elements linearly span a commutative semisimple algebra of
Q TSn U, which is naturally isomorphic to the algebra of the classical Eulerian elements. Moreover, we
give a complete set of orthogonal idempotents for such algebra, which are strictly related to the usual
Eulerian idempotents.
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1. INTRODUCTION AND STATEMENT OF RESULTS
Let Sn be the symmetric group on f1; : : : ; ng. A permutation  2 Sn is said to be a descent
in i 2 f1; : : : ; n − 1g, and i is said to be a descent point of  , if .i/ > .i C 1/. One can
extend the previous definition to i D n, modulo n, namely,  is said to have ‘cyclic’ descent
if .n/ > .1/.
Let us call ‘linear’ any descent in i < n. Let D./ denote the set of descent points of
 , possibly including n, and d./ D jD./j its number of descent points. Moreover, put
Dl./ D fi < nj.i/ > .i C 1/g, the set of linear descent points of  , and dl./ D jDl./j.
For k D 0; : : : ; n − 1, let ‘k be the sum of all elements of Sn having exactly k linear descent
points,
‘k D
X
dl ./Dk
;
as an element in the group algebra, QTSnU, of Sn over the rational field Q. The ‘k s are called
Eulerian elements; we sum up their main properties, first proved by Loday [6] (see also [1, 4]):
THEOREM. Let E be theQ-vector space spanned by ‘0; : : : ; ‘n−1. Then E is a commutative,
semisimple, n-dimensional subalgebra of QTSnU.
Indeed, the Z module spanned by ‘0; : : : ; ‘n−1 is a commutative subalgebra of ZTSnU.
We define analogous elements inQTSnU. We collect all permutations having the same global
number of descents, linear and cyclic:
zk D
X
d./Dk
;
and we call the zk s the ‘cyclic’ Eulerian elements. We put the empty sum equal to 0; it turns out
that zk 6D 0 if and only if 1  k  n−1. In this paper it is shown that the vector space spanned
by 1; z1; : : : ; zn−1, is a commutative semisimple subalgebra of QTSnU which is essentially a
copy of the one generated by the usual Eulerian elements. We shall denote by C such algebra.
For the Weyl group of type Bn , or the hyperoctahedral group, i.e., the group of signed
permutation of f1; : : : ; ng, we have an analogous and stronger result. The notion of descent
makes sense in Bn as in any Coxeter group and that of cyclic descent makes sense as in any
Weyl group (see [3]); thus we can define a Bn-analogous of the Eulerian and cyclic Eulerian
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elements ‘k and zk . In this case f‘0; : : : ; ‘ng and f1; z1; : : : ; zng span two quasi-disjoint (unital)
commutative semisimpleQ-algebras ([2] and [3]); moreover, the ‘ks and the zhs commute and
span a commutative semisimple algebra of dimension 2n C 1. The latter result does not hold
for Sn .
Fix i 2 f1; : : : ; n − 1g and consider Ri D f 2 SnjDl.−1/  figg. Then by definition,
 2 Ri if and only if
−1.1/ < −1.2/ <    < −1.i/ and −1.i C 1/ <    < −1.n/:
Equivalently, in the sequence ..1/; : : : ; .n//
1  2      i and i C 1  1C 2      n;
where i  j means that i appears before j .
If we think of Sn as acting on a deck of n ordered cards, then we can think of  as obtained
by a usual type of riffle shuffle: cutting the deck in half, between positions i and i C 1, and
riffling the two halves together (see [1] for a probability-theoretic approach).
For x 2 QTSnU, x DP2Sn a , with a 2 Q, we set x DP2Sn a−1 and we observe
that the correspondence x 7! x is an anti-automorphism of QTSnU. Put si D P2Ri  and
s DPn−1iD1 si : Then it is easily seen that s belongs to E (see [6]). In fact, E D QTsU, whereQTsU
is theQ-algebra generated by s; this follows from [5, Theorem 1.1], where it is shown that the
minimum polynomial of s onQ is a separable polynomial of degree n. From this result it also
follows the semisemplicity of E and a complete set of mutually orthogonal idempotents for it
(different proofs of the same results are given in [1], [4] and [6]):
THEOREM GS ([5, THEOREMS 1.1, 1.2]). The minimum polynomial of s over Q is
.x/ D
nY
iD1
.x − .2i − 2//:
In particular, E is equal toQTsU and is a semisimple commutative algebra; moreover if we put,
for i D 1; : : : ; n, i D 2i − 2 and
ei D
Y
j 6Di
.i −  j /−1.s −  j /;
then e1; : : : ; en yield a complete set of orthogonal idempotents in E .
Let  denote the cyclic permutation .1    n/ and
c D 1
n
n−1X
iD0
 i I
c is an idempotent element and c D c. As shuffles of cards, the  i are the often used cuts of the
deck. The basic result is a purely combinatorial one. We remark that s and c do not commute;
however, we have:
THEOREM 1. csc D cs.
Further results will follow quite easily from Theorem 1, by means of the known results about
E .
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THEOREM 2. Let C be the Q-vector space spanned by 1; z1; : : : ; zn−1 and let QTcsU be the
Q-algebra generated cs on Q. Then C D QTcsU:
C inherits all the multiplicative properties of E ; in fact, C and E are naturally isomorphic:
THEOREM 3. The minimum polynomial of cs onQ is the same as that of s; in particular, C
is a commutative, semisimple subalgebra of QTSnU of dimension n.
Let e1; : : : ; en be the orthogonal idempotents of theorem GS. Then e1c D 0, and 1 −
c; e2c; : : : enc are a complete set of (non-zero) orthogonal idempotents in C.
2. PROOFS OF THE RESULTS
We begin by giving the explicit relations between the zk s and ‘k s. For k a non-negative
integer we set
Zk D f 2 Sn j d./ D kg and Lk D f 2 Sn j dl./ D kg;
such that zk and ‘k are the sums of all elements inZk andLk , respectively (the empty sum is 0).
The identical permutation, which we denote by 1, is the only element in Sn which has no linear
descents, thus ‘0 D 1; the so-called antipodal permutation, !, such that .!.1/; : : : ; !.n// D
.n; n − 1; : : : ; 2; 1/, is the only element which has exactly n − 1 linear descents, and n − 1
is the maximal number of linear descents for any  2 Sn . Thus ‘k is not zero if and only if
0  k  n − 1. We observe that 1 has cyclic descent and ! has not, hence zk is not zero
if and only if 1  k  n − 1. We recall that f‘0; : : : ; ‘n−1g is a linear independent set,
since L0; : : : ;Ln−1 are pairwise disjoint. Similarly, sinceZ1; : : : ;Zn−1 are pairwise disjoint,
z1; : : : zn−1 are linearly independent. Since f1g 6D Zi , all i , the elements 1; z1; : : : ; zn−1 are
also linearly independent.
LEMMA 1. ‘kc D .n−k/n zk C .kC1/n zkC1.
PROOF. We say that  2 Sn is a translated of  2 Sn if there exists t 2 f1; : : : ; ng such that
 D  t . Remark that the relation ‘ is a translated of  ’ is an equivalence relation on Sn . If
 D  t , then .i/ D .i C t/ for i D 1; : : : ; n and c D c. Moreover, if . j/ > . j C 1/,
then  t . j − t/ D . j/ > . j C 1/ D  t . j − t C 1/, therefore, if j is a descent point for
 , then j − t is for  ; in particular, by symmetry, d. / D d. /.
We observe that Lk D .Lk \ Zk/ [ .Lk \ ZkC1/, where the union is disjoint. Assume
that  2 Lk \ Zk and set D. / D fi1; : : : ; ikg. Since, for t D 1; : : : ; n, D. t / D fih −
t jh D 1; : : : kg,  i j has descent in n  i j − i j , for j D 1; : : : ; k, that is, by definition,
 i j 2 Lk−1\Zk . Similarly, if t =2 fi1; : : : ; ikg then  t 2 Lk \Zk . Thus, exactly k elements
in f t j t D 1; : : : ; ng belong to Lk−1 \ Zk and n − k to Lk \ Zk .
Similarly, if  2 Lk \ ZkC1, then exactly k C 1 elements in f t j t D 1; : : : ; ng belong to
Lk \ ZkC1 and n − k − 1 to LkC1 \ ZkC1.
Since translation is an equivalence relation which preserves the total number of descents,
Zk is a disjoint union of sets f t j t D 1; : : : ; ng, for  in a suitable set of representatives of
equivalence classes, say Rk , whence zk D nP2Rk c. But, we have shown that for each
 inRk we have exactly n − k elements  0 in Lk which belong to its same equivalence class
with respect to translation, hence such that  0c D c; and for each  2 RkC1 we have k C 1.
It follows that ‘kc D .n−k/n zk C .kC1/n zkC1. 2
By Lemma 1 we have c D ‘0c D 1n z1 and ‘n−1c D 1n zn−1. It follows that ‘0c D c is a
linear combination of ‘1c; : : : ; ‘n−1c and that the relations between the ‘kc s and zk s can be
inverted. Indeed we have:
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LEMMA 2.
n−1X
iD0
.−1/i

n − 1
i
−1
li c D 0; (i)
zk D

n
k
 k−1X
iD0
.−1/k−iC1

n − 1
i
−1
‘i c D

n
k
 n−1X
iDk
.−1/k−i

n − 1
i
−1
‘i c: (ii)
PROOF. We first prove (i). We have:
n
n−1X
iD0
.−1/i

n − 1
i
−1
li c D
n−1X
iD0
.−1/i

n − 1
i
−1
..n − i/zi C .i C 1/ziC1/
D
n−1X
iD0
.−1/i

n − 1
i
−1
.n − i/zi C
nX
iD1
.−1/i−1

n − 1
i − 1
−1
i zi :
Both sums in the last expression are in fact extended to i 2 f1; : : : ; n − 1g; since, for i 2
f1; : : : ; n − 1g, we have (n−1i −1.n − i/ D (n−1i−1−1i , all summands cancel.
The second equality in (ii) follows from the first one together with (i). We prove the first
equality by induction on k.
For k D 1 we have (n1P0iD0.−1/1−iC1‘i c D n‘0c D z1. If equality holds for k − 1, then
by lemma 1 we obtain:
zk D nk

‘k−1c − n − k C 1
n
zi−1

D n
k
‘k−1c − n − k C 1k

n
k − 1
 k−2X
iD0
.−1/k−i

n − 1
i
−1
‘i c
D n
k
‘k−1c C n − k C 1k
nW
.k − 1/W.n − k C 1/W
k−2X
iD0
.−1/k−iC1

n − 1
i
−1
‘i c
D n
k
‘k−1c C nWkW.n − k/W
k−2X
iD0
.−1/k−iC1

n − 1
i
−1
‘i c
D

n
k
 k−1X
iD0
.−1/k−iC1

n − 1
i
−1
‘i c:
2
Let A be the free Q-algebra generated by the symbols a1; : : : ; an . A is the set of all linear
combinations of words in a1; : : : ; an . Let jaj denote the length of a word a 2 A. Multiplication
between words is defined as concatenation and the multiplication extends to A by linearity.
We notice that for words a and b we have jabj D jaj C jbj.
Sn acts on fa1; : : : ; ang by .ai / D a.i/ and this action extends to an action ofQTSnU on A.
Since a1; : : : ; an are arbitrary, two elements in QTSnU are equal if and only if they give equal
results when applied to the word a1    an .
We define the shuffle product  between words in A as follows:
ak1    aki  akiC1    akn D
X
2Ri
ai.1/    ai.n/I
this is the sum of all words in which ak j occurs before ak jC1 for all j s other than i . We remark
that  is commutative and associative. We also remark that in the definition of  we apply 
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to the positions of the letters in the word ak1    akn , instead of to the indices so that in general
ak1    aki  akiC1    akn is not equal to si .ak1    akn /; however, taking k j D j we obtain
si .a1    an/ D a1    ai  aiC1    an :
LEMMA 3. Let a; b be words in A and t 2 f0; 1; : : : ; ng. Then
a  b D
X
a1a2Da; b1b2Dbja1jCjb1jDt
.a1  b1/.a2  b2/;
This is quite obvious and the proof is omitted. 2
PROPOSITION 1. Let c0 D nc C 1 DPntD0  t and s0 D s C 2. Then
c0s0c0 D .n C 1/c0s0:
PROOF. Put a D a1    an . Then we have
s0.a/ D
X
Da
jjD0;:::;n
  :
For any word b D ai1    aih and k 2 f0; : : : ; ng we put bk D ai1Ck    aihCk , where ih C k 
ih C k (mod n) and 1  ih C k  n. Then
c0s0.a/ D
nX
kD0
 X
Da
jjD0;:::;n
k  k

D
nX
k;jjD0
 X
Dak
  

:
By Lemma 3, for t 2 f0; 1; : : : ; ng, we have
si .a/ D
X
γ Da
jjDi;jγ jDt
.  γ /.  /I
for each  2 Sn ,
 t .a/ D a.1Ct/    a.nCt/ D .a.1Ct/    a.n//.a.1/    a.nCt//;
hence
si
t .a/ D
X
γ Da
jjDi;jγ jDt
.  /.  γ /
and, finally,
s0c0.a/ D
nX
i;tD0
 X
γ Da
jjDi;jγ jDt
.  /.  γ /

:
For any  2 Sn and ;  words in A, we have .  / D ./  ./, hence
c0s0c0.a/ D
nX
i;t;kD0
 X
γ Da
jjDi;jγ jDt
.k  k/.γ k  k/

D
X
.;;γ;/2D
.  /.γ  /;
where
D D f.; ; γ; /jγ  D ak; jj D i; jγ j D t; 0  k; i; t  ng:
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We remark that in the above notation .; ; γ; / determines i; t ; hence
D D f.; ; γ; / j γ  D ak; 0  jj; jγ j; k  ng:
Indeed, conditions 0  jj; jγ j  n follow from γ  D ak ; moreover, if γ  D ak ,
then γ  D ajjCk , hence
D D f.; ; γ; /jγ  D ak; 0  k  ng:
Therefore,
c0s0c0.a/ D
nX
kD0
 X
γ Dak
.  /.γ  /

D
nX
kD0
 X
γ Dak
0jγ jn
0jjn
.  /.γ  /

D
nX
i;t;kD0
 X
γ Dak
jγ jDi;jjDt
.  /.γ  /

:
Now we use Lemma 3 again and, putting γ D ,  D  , we obtain
c0s0c0.a/ D
nX
i;kD0
.n C 1/
0B@X
Dak
jjDi
  
1CA D .n C 1/c0s0.a/:
2
PROOF OF THEOREM 1.
By Proposition 4 we have
.nc C 1/.s C 2/.nc C 1/ D .n C 1/.nc C 1/.s C 2/:
We expand both relators above:
.nc C 1/.s C 2/.nc C 1/ D .nc C 1/s.nc C 1/C 2.nc C 1/2
D n.nc C 1/sc C .nc C 1/s C 2.nc C 1/2I
.n C 1/.nc C 1/.s C 2/ D .n C 1/..nc C 1/s C 2.nc C 1//
D n.nc C 1/s C .nc C 1/s C 2.n C 1/.nc C 1/I
hence
n.nc C 1/sc C 2.nc C 1/2 D n.nc C 1/s C 2.n C 1/.nc C 1/I
we multiply both sides by c, on the left, and since c2 D c we obtain:
n.n C 1/csc C 2.nc C c/2 D n.n C 1/cs C 2.nc C c/2;
whence, finally,
csc D cs:
2
COROLLARY 1. (i) TheQ-algebra generated by c and cs,QTc; csU, is a commutative alge-
bra.
(ii) For each h 2 N we have .cs/h D csh. In particular, if P.x/ is a polynomial such that
x jP.x/, then P.cs/ D cP.s/. 2
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Since, by Theorem GS, any ‘k is a linear combination of 1; s; : : : ; sn−1, by Lemma 2 (ii)
and Corollary 5, we obtain that any zk is a linear combination of c; sc; : : : ; sn−1c; hence the
zk s belong to QTc; csU, which therefore has degree at least n, over Q (recall that c D c and
cs D sc).
Let.x/ be the minimum polynomial of s. Since x j.x/, by Corollary 5,.cs/ D 0. Hence
the minimum polynomial of cs is a divisor of .x/; in particular, cs has degree at most n over
Q. In order to show that the minimum polynomial of cs is exactly .x/, it suffices to show cs
has degree exactly n over Q. This will follow from the next lemma.
LEMMA 4.
QTc; csU D QTcsU:
PROOF. We have to prove that c belongs toQTcsU. For I  f1; : : : ; n−1g and 0  k  n−1,
let
RI D f 2 Sn j Dl.−1/  I g; ShI D
X
2RI
 and ShkC1 D
X
jI jDk
ShI ;
such that, if I D fi1; : : : ; ihg, with 1  i1 <    < ih < n, then
ShI .a1    an/ D a1    ai1  ai1C1    ai2      aihC1    an :
fShI j I  f1; : : : ; n−1g is the usual basis of Solomon’s descent algebra [7] for Sn . We remark
that Sh1 D 1 and Sh2 D s. One can easily prove (or see [6, 1.10]) that, for k D 1; : : : ; n,
Shk D
kX
hD1

n − h
k − h

lh−1 and lk−1 D .−1/k−h
kX
hD1

n − h
k − h

ShhI
in particular fSh1; : : : ; Shng is a basis of E . Therefore any product ShhShk is a linear com-
bination of Sh1; : : : ; Shn . By [5, Proposition 1.2], any product ShI ShJ is a Z-linear com-
bination of the ShK s with jK j  jJ j; it follows that ShhShk is a linear combination of
Shk; : : : ; Shn . In particular, any positive power of s is a linear combination of Sh2; : : : ; Shn ,
whence Q s     Q sn−1 D Q Sh2     Q Shn . Thus, in order to prove that c belongs to
QTcsU, it is enough to prove that c is a linear combination of cSh2; : : : ; cShn .
We combine relation (i) of Lemma 2 with the second relation above, obtaining
nX
kD1
.−1/k−1

n − 1
k − 1
−1
c‘k−1 D
nX
kD1
.−1/k−1

n − 1
k − 1
−1 kX
hD1
.−1/k−h

n − h
k − h

cShh
D
nX
hD1
.−1/hC1
nX
kDh

n − h
k − h

n − 1
k − 1
−1
cShh D 0:
Now remark that in the above sum cSh1 has coefficient n, therefore, since Sh1 D 1, we
conclude that c is a linear combination of cSh2; : : : ; cShn . 2
PROOF OF THEOREMS 2 AND 3. By the remark after Corollary 5 QTsc; cU contains
z1; : : : ; zn−1; hence, by Lemma 6, f1; z1; : : : ; zn−1g  QTscU. Since, by Corollary 5, cs
(equivalently sc) has degree at most n over Q and since 1; z1; : : : ; zn−1 are linearly indepen-
dent, cs has degree exactly n overQ. Hence the algebra C spanned by 1; z1; : : : ; zn−1 is equal
to QTscU, as claimed in Theorem 2.
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Moreover, cs has exactly.x/ DQniD1.x− .2i −2// as minimum polynomial. Then taking
i D 2i − 2, the Lagrange interpolating components at sc
fi D
Y
j 6Di
.i −  j /−1.sc −  j /;
i D 1; : : : ; n, give a complete set of orthogonal idempotents for C. By Corollary 5, fi D ei c
for i > 1. Since 1 D 0, we have that Q j 6D1.1 −  j /−1.x −  j / D Q j 6D1.− j /−1.x −  j /
is a polynomial with constant term 1; letY
j 6D1
.− j /−1.x −  j / D .x/C 1;
so that x j.x/. Now e1 D .s/C 1, therefore, by Corollary 5, f1 D .sc/C 1 D .s/cC 1 D
e1cC 1− c. Note that e1c and 1− c are themselves idempotents and are orthogonal to ei c for
i D 2; : : : ; n; moreover, e1c and 1− c are mutually orthogonal. Thus e1c; 1− c; e2c; : : : ; enc
are n C 1 mutually orthogonal idempotents in C. Since dim C D n, at least one of them is
zero. But, for 2  i  n, ei c is not 0, being a polynomial in sc of degree n − 1; moreover,
1− c 6D 0, therefore e1c D 0 so that f1 D 1− c. 2
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