Abstract. In this paper we introduce an integer-valued degree for second order fully nonlinear elliptic operators with nonlinear oblique boundary conditions. We also give some applications to the existence of solutions of certain nonlinear elliptic equations arising from a Yamabe problem with boundary and reflector problems.
Introduction
Degree theories are very useful in the study of partial differential equations, for example, in the study of existence and multiplicities of solutions, eigenvalue and bifurcation problems. See for example [4, 12, 20, 21, 22] .
In [13] , the first named author introduced a degree theory for second order nonlinear elliptic operators with Dirichlet boundary conditions. It is natural to ask for a degree theory for other boundary operators. Problems with nonlinear oblique boundary conditions have been considered in the literature for some time, see e.g. [3, 8, 9, 14, 15, 16, 17, 18, 19, 23, 24] .
For example, in the study of boundary Yamabe problems [3, 9, 14, 15] , one considers the boundary condition where ∂M is the boundary of a smooth Riemannian manifold (M, g) of dimension n ≥ 3, ν is the outer unit normal to ∂M and h g is the mean curvature of ∂M . (1.1) is a semi-linear Neumann boundary condition.
More recently, in the study of a near field reflector problem [18] one has the boundary condition (1.2) T u (Ω) = Ω * ,
where Ω, Ω * are two bounded domains in R n , and T u is the reflection mapping given by
The boundary condition (1.2) is fully nonlinear, and in [18] it was shown that (1.2) is oblique for any admissible solution u.
The equations associated with (1.1) and (1.2) are Hessian and Monge-Ampère types, respectively.
The main goal of the present paper is to define a degree theory, along the line of [13, 14] for fully nonlinear elliptic operators with fully nonlinear oblique boundary conditions. See Section 2 for the statement and Sections 3-6 for its proof. As applications, in Section 7, we outline how our degree theory can be used to prove the existence of solutions of the boundary Yamabe problem and the near-field reflector problem. In the Appendix, we collect some properties of the Laplace operator ∆ : H s → H s−2 for s ∈ [0, 2] on a compact Riemannian manifold, which are needed in the body of the paper.
Statement of the main result
In this section we introduce a degree theory for second order fully nonlinear elliptic operators with nonlinear oblique boundary conditions of general form, where Ω is a bounded smooth domain in Euclidean n-space, R n , and f ∈ C 3,α (Ω × R × R n × S n ) and g ∈ C 4,α (Ω × R × R n ) are real valued functions, 0 < α < 1. Here S n denotes the n(n + 1)/2 dimensional linear space of n × n real symmetric matrices, and Du = (D i u) and D 2 u = [D ij u] denote the gradient vector and Hessian matrix of the real valued function u.
Letting (x, z, p, r) denote points in Ω × R × R n × S n , we shall adopt the following definitions of ellipticity and obliqueness for operators F and G [6] . An operator F : C 4,α (Ω) → C 2,α (Ω) is uniformly elliptic on some bounded open subset O of C 4,α (Ω) if there exists a constant λ > 0 such that for all u ∈ O, x ∈ Ω and ξ ∈ R n there holds (2.3) ∂f ∂r ij (x, u, Du, D 2 u)ξ i ξ j ≥ λ|ξ| 2 .
An operator G : C 4,α (Ω) → C 3,α (∂Ω) is uniformly oblique on O if there exists a constant χ > 0 such that for all u ∈ O and x ∈ ∂Ω
where γ(x) denotes the outer unit normal of ∂Ω at x.
Let O ⊂ C 4,α (Ω) be a bounded open set with ∂O ∩ (F, G) −1 (0) = ∅. Suppose that F is uniformly elliptic on O and G is uniformly oblique on O. We will define an integer-valued degree for (F, G) on O at 0 along the line of [13, 14] . Theorem 1. There exists a unique integer-valued degree deg : ((F, G) , O, 0) : (F, G) and O are as above → Z which satisfies the following three properties:
(p2) Homotopy invariance property: O is a neighborhood of 0, then
where
As usual, the basic properties (p1)-(p3) imply immediate consequences which we list below.
, where O is a neighborhood of u 0 in C 4,α (Ω) which does not contain any other points of (F, G) −1 (0) and B is any bounded open set containing the origin.
The next property is a mild extension of property (p3).
Assume that F is elliptic, i.e. (a ij ) > 0 in Ω, and G is oblique, i.e. β · γ > 0 on ∂Ω, where γ denotes the unit outer normal of ∂Ω.
where E − (F 1 , G 1 ) is defined as in (2.5).
Definition of the degree
Consider
where γ is the outer unit normal of ∂Ω, and
where △ T denotes the tangential Laplacian over ∂Ω. It is well-known that S, T are isomorphisms.
LetF ,G be the composite maps as follows,
Since S and T are isomorphisms, (F, G) = 0 is equivalent to (F ,G) = 0. We are going to define a degree for (F, G) by defining a degree for (F ,G).
As in [13] , we writẽ
To freeze coefficients in (3.5)-(3.7), we make use of the following result, whose proof is postpone until Section 6.
Assume that (a st ) is symmetric and there exists λ > 0 such that a st (x)ξ i ξ j ≥ λ|ξ| 2 for all ξ ∈ R n and x ∈ Ω, and there exists χ > 0 such that
Then there exists some constant N 0 , depending only on a st C 1,α , b i C 1,α , n, λ, χ such that L N is an isomorphism for all N > N 0 . Furthermore, L N depends continuously on a st , b i with respect to the corresponding topologies.
We are in a position to define an integer-valued degree for (F, (9)- (11) can be represented as
One can see that
Theorem 2, there exists some positive number N 0 such that L u,N is an isomorphism for any
and its norm as a linear map between these spaces is bounded by a constant depends only on a st C 2,α , b i C 3,α , λ and χ. It follows that
is a compact operator from O to C 4,α (Ω).
Therefore, we can define the degree of (F, G) as the Leray-Schauder degree of the
(See e.g. [20] for the definition of the Leray-Schauder degree.) More precisely we have the following definition.
Definition 1. Let (F, G) and O be as in Theorem 1. We define a degree of (F, G) on O at 0 by
where N > N 0 and N 0 is the constant in Theorem 2.
Note that, by the homotopy invariance of the Leray-Schauder degree, the degree above is independent of N > N 0 . In Sections 4 and 5 below, we shall prove Theorem 2 and verify the above defined degree (3.9) satisfies the required properties (p1)-(p3) in Theorem 1.
Some boundary estimates
We start with some boundary estimates for linear elliptic systems with oblique boundary conditions. We use B + r to denote {x ∈ R n : |x| < r, x n > 0} and let Γ = {x n = 0} ∩ B 1 . Fix some integers m ≥ 1 and n ≥ 2. In the sequel, repeated Roman indices are summed from 1 to n and repeated Greek indices are summed from 1 to m. Consider the system
We assume that a αβ st is uniformly strongly elliptic in B 
) be a solution of the oblique boundary value problem (4.1)-(4.2). Then we have the estimate
, where C depends only on a
and the ellipticity and obliqueness constants λ and χ.
Proof. We adapt the proof of the well-known Rellich identity for harmonic functions.
Fix 0 < r 1 < r 2 < 1. In the sequel, C will denote some positive constant that may very from line to line and depends only on the coefficients of the equation.
Select a smooth cutoff function ϕ satisfying
thus,
(4.5)
Noting that
Hence, by the uniform obliqueness we obtain in case the integral on the left hand side below is positive that
for any ε > 0 small. Recalling (4.5) we obtain
Recalling (4.4) with K = ε −1 A for some small ε > 0, we obtain
Then by (4.7) with ε = In other words,
Combining with (4.4) we conclude the proof.
As a consequence, we obtain the following boundary estimate for scalar oblique boundary value problems.
Lemma 2. Assume that a st ∈ W 1,∞ (Ω) is uniformly elliptic and symmetric and b i ∈ W 1,∞ (∂Ω) is uniformly oblique along ∂Ω. Let g ∈ L 2 (∂Ω) and let w ∈ H 3 (Ω) be a solution of the oblique boundary value problem
Then we have the estimates
where the constant C depends only on a st W 1,∞ (Ω) , b i W 1,∞ (∂Ω) and the ellipticity and obliqueness constants λ and χ. Remark 1. Later on, we will use the following consequence of (4.12):
for all i = 1, . . . , n, where ∇ T denotes the covariant derivative along ∂Ω.
Proof. The proof is based on the local boundary estimate in Lemma 1.
For every point x 0 ∈ ∂Ω, we can find some sufficiently small r > 0 and a diffeomorphism Φ : Ω ∩ B r (x 0 ) → B Since ∂Ω is compact, we can cover ∂Ω with finitely many small balls B r (x i ), x i ∈ ∂Ω, i = 1, · · · , N . Summing the estimates for i from 1 to N , we obtain that
for a small constant r > 0, where Ω r = {x ∈ Ω : dist(x, ∂Ω) < r}. Together with interior L 2 gradient estimates for (4.9), we arrive at
We can then apply a standard argument using compactness and the uniqueness of the problem (4.9)-(4.10) to simplify estimate (4.17) to (4.18)
This finishes the proof of (4.11).
Proof of (4.12): As before, we first investigate (4.15). Fix some τ = 1, . . . , n − 1. By differentiating equation (4.15) with respect to x τ , one has
Also, from (4.15), we can write D nnw as a combination of {D stw : (s, t) = (n, n)} and {D kw :
Returning to w and using the compactness of ∂Ω and estimate (4.18), we obtain that
By the equation, D γγ w is also under control. (4.12) is proved.
Proof of Theorem 1
We assume for now the correctness of Theorem 2, whose proof will be carried out in the next section. Then the degree deg( (F, G) , O, 0) in Definition 1 is well-defined. Properties (p1)-(p2) follow from the properties of the Leray-Schauder degree. For (p3), we prove the more general statement in Corollary 2.2. To this end we use the following lemma on the semi-finiteness of a linear operator.
, λ and χ such that for any µ > µ * , the problem
Remark 2. If ℓ ≥ 0 on ∂Ω and the coefficients are smooth, the result follows directly from the maximum principle. In fact, µ * can then be taken to be c + C 0 (Ω) .
Proof. We use energy method. Assume that u ∈ H 1 (Ω) is a solution to (5.1). We will use C to denote some positive constant which may vary from lines to lines and depends only on
, λ and χ. In particular, C is always independent of µ.
Multiplying the first equation in (5.1) by u then integrating over Ω, we get
To proceed, we write
where p = a ij γ i γ j β·γ and X·γ = 0. Note that p > 0 is bounded thanks to ellipticity and obliqueness. It follows that
Note that, by Stoke's theorem, we have
Returning to (5.2) we hence get
for any small ǫ > 0. Here we have used the compactness of the embedding
The assertion follows by choosing ǫ = 1 2C .
Proof of Corollary 2.2. As before, set (
, where S and T are given by (3.1) and (3.2).
In case (F, G) has the above special form, the operator L = L u,N :
By Theorem 2, we can select N sufficiently large such that L is invertible, L −1 • (F ,G) :
. By our hypotheses, (F 1 ,G 1 ) is invertible. Thus, by the product rule of the Leray-Schauder degree,
where the summation is made over the connected components of
We can then apply the proof of Theorem 2 to see that, for sufficiently large N , L t is an isomorphism for each t 
Arguing as before, we haveL t is invertible and
. Hence, by (5.4) and (5.5)
where (Id, 0) is considered as an operator from C 4,α (Ω) into C 2,α (Ω) × C 1,α (∂Ω). By the maximum principle and obliqueness, A t is a continuous family of invertible linear operators acting on C 4,α (Ω). Moreover, for t ∈ [0, 1), (1 − t) −1 A t is of the form Id + Compact. Hence, by the homotopy invariance property of the Leray-Schauder degree,
To proceed, we claim that there exists some C > 0 and δ ∈ (0, 1) such that, for any t
Indeed, let λ be an eigenvalue of some A t and u be a corresponding eigenfunction. Since A t is invertible,
which is equivalent to
It is readily seen that the first inequality in (5.6) follows from the invertability of (F 1 , G 1 ) while the second follows from Lemma 3 for δ sufficiently small. By (5.6) and the compactness of A 1 , we can pick a (simply connected) neighborhood N of [−C, − 1 C ] in the complex plane such that in the set of eigenvalues of A 1 lying in N consists of all negative real eigenvalues of A 1 . Furthermore, we can assume that N is symmetric about the real axis. Set
By the continuity of a finite system of eigenvalues (see e.g. [11, pp. 213-214] ), for δ > 0 sufficiently small,
Also, since A t has real coefficients,
Therefore, by (5.6),
. Finally, we prove the uniqueness of the degree under properties (p1)-(p3). We will only sketch the argument since it is standard. Let d((F, G) , O, 0) be a degree which satisfies (p1)-(p3). We will show that d((F, G), O, 0) = deg((F, G), O, 0). First, by Smale's infinite dimensional version of Sard's theorem, there exists f 0 ∈ C 2,α (Ω) and g 0 ∈ C 3,α (∂Ω) such that all zeroes of (F − f 0 , G − g 0 ) are non-degenerate and
for all u ∈ ∂O, all t ∈ (0, 1) and some c 0 > 0. By the homotopy invariance property (p2),
Thus, we may assume from the beginning that all the zeroes of (F, G) in O are non-degenerate. The uniqueness then follows from the addition property (p1), Corollary 2.1(d), and the degree counting formula (p3) for linear operators.
We have finished the proof of Theorem 1.
Proof of Theorem 2
We start with the injectivity of L N : Integrating by parts, we have
for any positive constant ε, where the constant C ε > 0 depends on ε and b i C 1,α . Here ∇ T denotes the covariant gradient operator on ∂Ω.
By Lemma 2, we have
Thus, by choosing ε > 0 sufficiently small in (6.11), we deduce that
This implies that b i D i w + w = 0. Since a st D st w = 0 in Ω, we obtain w ≡ 0 from the maximum principle.
Step 1 is proved.
Step 2. For any w satisfying L N (3) w = 0, there holds
where V = b i w i + w as in Step 1 and 
for any small ε > 0. Similarly, when s = 3/2 we have 
Recalling (6.6) and (6.7) we arrive at (6.3) and (6.4).
Step 3. For any w satisfying L N (3) w = 0, there holds
We will only derive (6.8). The proof of (6.9) is similar. By (6.3), it suffices to show that
Otherwise, there is a sequence
By (6.3), w (n) H 2 (Ω) ≤ C, thus w (n) converges weakly in H 2 and strongly in L 2 to some w * . It is straightforward to show that a st w * st = 0 in Ω and L N (3) w * = 0 on ∂Ω. By Step 1, w * ≡ 0. This contradicts w (n) L 2 (Ω) = 1 and the strong convergence of w (n) to w * in L 2 . This concludes Step 3.
Step 4. L N w = 0 implies w ≡ 0. 10) where the constants c 1 , c 2 , c 3 depend only on a st C 1,α , b i C 1,α , n, λ and χ. In the above, the first inequality follows from integration by parts, L N (2) w = 0, and Hölder's inequality, while the second inequality follows from the Cauchy-Schwarz inequality and (6.8)-(6.9). It follows from (6.10) that for N sufficiently large, we must have a st w st ≡ 0. By Step 1, this implies w ≡ 0, which completes the proof.
We now turn to proving the surjectivity of L N . Consider 
It is easy to see thatL N 0 is bijective. By the continuity method [1, Theorem 12.5] , in order to show that L N 0 is bijective, it suffices to show thatL N t is injective for all 0 ≤ t ≤ 1. This is a consequence of the following lemma: Lemma 4. If ∆w = 0 in Ω and if
To see this, we adapt the argument in Step 1 of the proof of Proposition 6.1. We compute 11) for any positive constant ε, where the constant C ε > 0 depends on ε and γ i C 1,α . By Lemma 2, we have
which implies that V = 0 as desired. This concludes the proof of the lemma and hence of Theorem 2.
7. Some applications 7.1. Boundary Yamabe problem. Let (M, g) be a smooth Riemannian manifold of dimension n ≥ 3 and with non-empty boundary ∂M . Define the Schouten tensor
where Ric g and R g are respectively the Ricci curvature and the scalar curvature of g. Let h g denote the mean curvature of ∂M . In conformal geometry, one is interested in finding a positive function u such that the metric g u := u 4 n−2 g such that
where c is a given constant in R, Γ ⊂ R n satisfies
Γ is an open, convex, symmetric cone with vertex at the origin,
and f ∈ C ∞ (Γ) ∩ C 0 (Γ) satisfies f > 0 in Γ and f = 0 on ∂Γ,
We refer readers to [14] for the literature on this problem.
In [14] , an existence theorem for (7.1) was established using a degree theory which is less general than the one considered in the present paper. We outline some of the arguments here. Under the assumption that
it was shown in [14] that all (positive) solutions of (7.1), if exist, satisfy
Under an additinal assumption that f is concave and c ≥ 0, one then appeals to known local C 1 and C 2 estimates, and Evans-Krylov's theory to conclude that all solutions of (7.1) satisfy
It should be noted that, when c < 0, C 2 estimates fail at both local and global levels. See [14, 15] .
With the above a priori estimate, our degree is defined and independent along a homotopy connecting (f, Γ) to (σ 1 , Γ 1 ). Here σ 1 is the first elementary symmetric function. By property (e), the degree of (σ 1 , Γ 1 ) is the same as the Leray-Schauder degree for (σ 1 , Γ 1 ), which was computed to be non-zero in [7] . The desired existence result is established.
7.2. Near-field reflector problem. Consider the Monge-Ampère type equation arising in a near-field reflector problem [10, 18] 
with the boundary condition
where ρ, ρ * are, respectively, the intensities of incident and reflected rays satisfying
Ω, Ω * are two bounded domains in R n with Ω ⋐ B 1 (0), and T u is the reflection mapping
In [18] we proved the existence of solution for (7.2) and (7.3) under some convexity assumptions on domains Ω and Ω * by using the degree theory established in Section 2. We outline the main steps here and refer the readers to [18] for more details.
First we show the a priori estimate that under suitable convexity and smoothness assumptions, the boundary condition (7.3) is strictly oblique, and moreover, for any classical solution u of (7.2)-(7.3), we have the a priori estimate u C 4,α (Ω) ≤ C for α ∈ (0, 1) and a positive constant C depending on the given data.
To construct the homotopy family, we use the domain foliation, namely there exist an increasing family of smooth domains
and Ω t , Ω * t are uniformly convex and Y * -convex, respectively, for all 0 ≤ t ≤ 1. Consider the family of problems where ε > 0 is small, and ϕ * t is the defining function of Ω * t . Let Φ := {Φ t : R n → R n } be a family of diffeomorphisms such that Φ t (Ω t ) = B 1 (0) for each t ∈ [0, 1] and Φ t ∈ C 5 uniformly with respect to t. DefineF T u (Ω) = Ω * for arbitrary small ε > 0. To complete the existence proof we now need to let ε → 0. Write equation (7.9) in the form of (7.10) ρ * (T u ) det DT u = e ε(u−u 0 ) ρ(·) in Ω.
Let {u ε } be the family of solutions of the problems (7.10). From (7.4)
we see that u ε −u 0 must be zero somewhere in Ω. Hence, from the a priori estimates u ε C 4,α (Ω) is bounded independently of ε. Thus a subsequence of {u ε } converges in C 4,β (Ω) for 0 < β < α to a solution u solving (7.2)-(7.3), as required. Proof. Consider first s = 2. If (−∆ + N )v = u ∈ L 2 , then by integrating by parts and CauchySchwarz's inequality
This together with standard elliptic theory leads to
We have thus shown that
By duality, this gives
Now for a general s ∈ (0, 2) and u ∈ H s−2 , we write u = u i ∈ H s−2 with u i ∈ L 2 . Then (−∆ + N ) −1 u = v i ∈ H s with v i = (−∆ + N ) −1 u i ∈ H 2 . We then have
Since this is true for all possible representations u = u i , we thus arrive at
which is exactly the assertion.
