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We consider the problem of detecting entanglement and nonlocality in one-dimensional (1D) in-
finite, translation-invariant (TI) systems when just near-neighbor information is available. This
issue is deeper than one might think a priori, since, as we show, there exist instances of local
separable states (classical boxes) which only admit entangled (non-classical) TI extensions. We
provide a simple characterization of the set of local states of multi-separable TI spin chains and
construct a family of linear witnesses which can detect entanglement in infinite TI states from the
nearest-neighbor reduced density matrix. Similarly, we prove that the set of classical TI boxes
forms a polytope and devise a general procedure to generate all Bell inequalities which charac-
terize it. Using an algorithm based on matrix product states, we show how some of them can be
violated by distant parties conducting identical measurements on an infinite TI quantum state. All
our results can be easily adapted to detect entanglement and nonlocality in large (finite, not TI)
1D condensed matter systems.
I. INTRODUCTION
Imagine a scenario where a number of scientists are sent
on a space exploration mission. Confined to separate ves-
sels, they can only probe their immediate surroundings and
communicate the outcomes of their experiments. We do not
need to specify the exact nature of those experiments, but
one could think, for instance, that each scientist is locally
interacting with the vacuum state of a global quantum field.
After conducting such experiments in different places
what the scientists find out is that they always obtain the
same statistics, no matter where they are, as long as the rel-
ative position between their vessels is the same. Unable to
explore the whole universe, they postulate that this prop-
erty must hold elsewhere, in addition to the regions they
already visited. To model this assumption physically, we
picture these scientists probing different sites of an infinite
translation-invariant (TI) system.
For further elucidation, we consider the simplest such
scenario where the scientists live in a world that has one
spatial dimension, so experiments are conducted at equidis-
tant points on a straight line. The question we want to ad-
dress is: from the information gathered by a small neigh-
borhood of scientists, what global properties can they infer
about the whole—infinite, unexplored—one dimensional
(1D) TI system? In this paper, we will focus on two: (i)
entanglement (namely, whether the local quantum state de-
scribing the neighborhood is incompatible with an underly-
ing multiseparable state for the whole system) and (ii) Bell
nonlocality (namely, whether it is impossible to simulate the
statistics of the whole system with a classical device).
Entanglement and nonlocality are two hallmark features
of our world which signify a clear departure from classi-
cal physics (Brunner et al., 2014; Horodecki et al., 2009).
The problem of certifying whether a given state is entan-
gled and/or nonlocal is important in order to determine
the type of correlations that are furnished by the state or
to characterize the state as a useful resource for various
quantum processing tasks. Most research in the entangle-
ment of TI quantum systems has been focused on the entan-
glement between two distant sites (Osterloh et al., 2002;
Wolf et al., 2004; Wootters, 2002), or between a region
of the chain and the rest of it (Eisert et al., 2010). The
multiseparability of quantum spin chains has been studied
in eg. (Cramer et al., 2011; Hauke et al., 2016; Krammer
et al., 2009), and the permutation-invariant systems stud-
ied in (Tura et al., 2015, 2014), when placed on a line, can
be seen as translation-invariant as well. Unfortunately, the
certification of entanglement or nonlocality in the afore-
mentioned works requires the knowledge of correlations
between arbitrarily distant sites, impossible to acquire in
the gedankenexperiment described above. Prior works on
the non-classicality of infinite translation-invariant systems
have focused on how to detect Bell nonlocality directly, i.e.,
by showing that the probed regions cannot be described
classically (de Oliveira et al., 2012; Tóth et al., 2006). The
problem of global nonlocality detection in 1D TI systems via
local measurements has been studied for finite number of
parties (Tura et al., 2017, 2014).
In this paper, we study the problem of certifying entan-
glement and nonlocality in 1D infinite TI systems from the
information available to a finite number of parties explor-
ing the chain. As we will show, our results also apply to the
verification of entanglement and nonlocality in large (finite
but not TI) 1D quantum many-body systems, so they may be
particularly relevant for condensed matter experiments. In
this regard, since all our entanglement witnesses and Bell
inequalities only depend on near-neighbor two-body cor-
relators, the quantum states maximally minimizing them
can be prepared by cooling a condensed matter system de-
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2scribed by a local TI Hamiltonian 1.
II. CONCEPTUAL SETUP
Consider infinitely many sites distributed equidistantly
along a line. Any number of consecutive sites of the
chain, say 1, ..., n, is described by a state ω1,...,n. De-
pending on the level of our description, such a state
will correspond to (i) a quantum state ρ1,2,...,n, or (ii)
a conditional probability distribution (also called a box)
P1,2,...,n(a1, a2, ..., an|x1, x2, ..., xn) for the values a1, a2, ..., an
of the local properties x1, x2, ..., xn at sites 1, 2, ..., n, satis-
fying the non-signaling condition (Popescu and Rohrlich,
1994). To model separability and locality we will further
require a coarser level of description: (iii) a probability dis-
tribution P1,2,...,n(a1, a2, ..., an) for the values a1, a2, ..., an of
a local system property at sites 1,2, ..., n respectively.
The quantum state ρ of an infinite chain is mul-
tiseparable if it can be decomposed in the form
ρ1,...,n =
∫
d ~%P(%1, . . . ,%n)%1 ⊗ . . . ⊗ %n, for all n, where
P(%1, . . . ,%n) is a probability density and %1, . . . ,%n are
single-site density matrices. We will refer to P(%1, . . . ,%n)
as a separable decomposition for the state ρ1,...,n. Alterna-
tively, the set of multiseparable states is the set of all states
which can be generated via quantum one-site operations
and classical communication, i.e., without the need of
making the subsystems interact.
Analogously, the box P of an infinite chain is local or clas-
sical—that is, it does not violate any Bell inequality—if, for
any n, the box P1,2,...,n(a1, a2, ..., an|x1, x2, ..., xn) admits a
local hidden variable model (Brunner et al., 2014). Namely,
if there exists a probability distribution µ(λ) over a hidden
variable λ such that P1,...,n(a1, a2, ..., an|x1, x2, ..., xn) =∑
λµ(λ)Q1(a1|x1,λ)Q2(a2|x2,λ)...Qn(an|xn,λ), where
Qk(ak|xk,λ) is a probability distribution for outcome ak
at site k. Intuitively, the set of local boxes is the set of all
black boxes which can be simulated via classical devices.
In this paper, we will be interested mostly in translation
invariant (TI) states. An infinite TI state Ω for the whole
chain is defined as an infinite sequence of states (Ω1,2,...,s)s
satisfying Ωk,...,k+m = Ωk+1,...,k+m+1 for all m, k.
Our goal is, given access to Ω1,2,...,r , to determine global
properties of the infinite TI state Ω, such as its entangle-
ment (when Ω is a quantum state) or its nonlocality (when
Ω corresponds to a box). However, our results can also be
applied to finite and non-TI systems by means of the follow-
ing -widely known- symmetrization procedure, that allows
us to construct an infinite TI state Ω, given an n-site state
ω1,2,...,n.
1 In contrast to Bell local, which is also called classical and will be defined
later, the word local here means each term in the Hamiltonian only acts
on a small neighborhood of a given site.
Consider a state Γ of an infinite chain composed by in-
finitely many copies ofω, i.e., Γ ≡ω1,...,n⊗ω1,...,n⊗ . . .. The
symbol ⊗ denotes the composition law of the state under
consideration (tensor product for Hilbert spaces, multiplica-
tion for probability distributions, etc.). The state Γ is clearly
invariant under translations of n sites. We can construct an
infinite TI state Ω by summing Γ with states obtained by
translating Γ by k ∈ {1, 2, . . . , n} sites, each time with prob-
ability 1n , see Fig. 1. State Ω is called a symmetrization of
ω1,2,...,n, and the marginal Ω1,2,...,r of r ≤ n sites is given by
Ω1,...,r =
1
n
 
n−r+1∑
k=1
ωk,...,r+k−1 +
r−1∑
k=1
ωn−r+k+1,...,n ⊗ω1,...,k
!
.
(1)
Many experimental setups in condensed matter physics do
not allow the experimenter to probe each individual site of
an n-site spin chain. Instead, one can estimate, via neutron
diffraction, the average 2-site correlators or static structure
factors (Marshall and Lovesey, 1971):
ω˜
(n)
[r] ≡ 1n− r + 1
n−r+1∑
k=1
ωk,k+r−1. (2)
Given a large chain with structure factors {ω(n)[r]}r , the sym-
metrization procedure (1) hence implies that there exists a
TI state Ω with the property:
Ω1,r =ω
(n)
[r] +O

r
n

. (3)
Moreover, if ω1,2,...,n is a separable quantum state or a lo-
cal or quantum box, then so is Ω. It follows that, if the
structure factors of the system violate an entanglement wit-
ness or Bell inequality for TI systems by an amount greater
than O(r/n), then the n-site chain must be, respectively, en-
tangled or nonlocal. This means that, as long as we restrict
ourselves to devising two-body entanglement witnesses and
Bell inequalities, the conclusions which we will extract re-
garding TI systems also apply to large 1D condensed matter
systems. Moreover, the witnesses constructed this way will
be experimentally friendly since by construction they are
maximally violated by the ground states of local TI Hamil-
tonians.
With the required notation and tools in place, we now
turn to addressing our two main goals, namely, the detec-
tion of entanglement and nonlocality in large 1D chains by
only using local information.
III. ENTANGLEMENT DETECTION IN LARGE 1D CHAINS
Given a partial quantum state ρ1,...,r , obtained by ig-
noring all but r consecutive sites of an infinite TI quan-
tum state, how can we ascertain whether the total state
ρ−∞,...,∞ is entangled? Of course, if ρ1,...,r itself is entan-
gled, e.g. if it is not positive under partial transposition
3+
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FIG. 1 The symmetrized state for n = 3. The green and yel-
low rectangles highlight the partial terms that contribute to two
neighbouring 2-site reduced states respectively. These are seen to
be equal (since they are sum of the same three partial terms).
(PPT) (Peres, 1996), then nothing needs to be done. On
the other hand, it is possible, as we illustrate below, that the
total quantum state is entangled even when ρ1,...,r is multi-
separable. Given just access to ρ1,...,r , the only question we
can hope to answer is whether there exists a total multi-
separable TI state from which the given partial state can be
obtained by ignoring sites, i.e., whether ρ1,...,r admits an TI
and separable (TIS) extension.
Before addressing this problem, let us consider a
related one: given an r-site probability distribution
P1,...,r(x1, ..., x r), decide whether it can be realized as the
marginal of an infinite TI distribution Q. The solution of this
problem is known for some time (Goldstein et al., 2017; Pi-
vato, 2001; Schlijper, 1985; Wolf et al., 2003) and remains
part of the folklore of TI systems: P1,...,r(x1, ..., x r) admits a
TI extension if and only if
P1,...,r−1(x1, . . . , x r−1) = P2,...,r(x1, . . . , x r−1). (4)
To see why this is true, consider the conditional proba-
bility distribution P(xn|x1, . . . , x r−1) ≡ P1,...,r (x1,...,x r )P1,...,r−1(x1,...,x r−1) (if
the denominator is 0, then any distribution is allowed).
We can recursively extend the probability distribution
P1,...,r(x1, ..., x r) to a sequence (Q1,...,s)s of probability dis-
tributions for increasingly larger chains s ≥ r by means of
the recurrence relation:
Q(x1, ..., xs+1) = Q(x1, ..., xs)P(xs+1|xs−r+2, . . . , xs). (5)
It is readily checked that Q1,2,...,r = P1,2,...,r , namely, P1,2,...,r is
a marginal of Q1,2,...,s+1 for s ≥ r. From Eq. 5, it also follows
that Q1,2,...,s+1 is a TI sequence provided that Eq. 4 holds.
A characterization of the extreme points of the set T r of r-
site TI marginals, i.e., those TI marginals which cannot be
expressed as convex combinations of other marginals, can
be found in Appendix A.
Using the solution of the classical TI marginal problem,
we will next derive a characterization of the set of states
admitting a TIS extension. Assume that ρ1,...,r does indeed
admit a TIS extension ρ, and let P(%1, ...,%n) define a sepa-
rable decomposition for the state ρ1,...,n. Applying the sym-
metrization procedure to P(%1, ...,%n) we obtain a TI distri-
bution that we can regard as the separable decomposition
of a chain state ρ¯, whose reduced state ρ¯1,...,r is O(r/n)-
close to ρ1,...,r . Since n was arbitrary, we conclude that, if
ρ1,...,r admits a TIS extension, then we can take its separa-
ble decomposition to be TI. Invoking Eq. 4, we thus have
that an r-site quantum state ρ1,...,r admits a TIS extension
iff it satisfies
ρ1,...,r =
∫
d ~%P(%1, . . . ,%r)%1 ⊗ . . .⊗%r , (6)
with P1,...,r−1(%1, . . . ,%r−1) = P2,...,r(%1, . . . ,%r−1).
Unfortunately, this characterization of TI separability is
not very practical to detect entanglement. Indeed, given
the state ρ1,..,r , how to argue that it does not admit a de-
composition of the form in Eq. 6? This motivates us to look
for simpler criteria to decide the existence of TIS extensions.
As a first attempt, we can apply the intuition from the
characterization of TI probability distributions. Notice that
if the state ρ1,...,r has a TIS extension, then it must be sepa-
rable and satisfy
ρ1,...,r−1 = ρ2,...,r . (7)
Are these conditions also sufficient to guarantee the exis-
tence of a TIS extension?
Let {σi}i=x ,z,y denote the Pauli matrices. Using the
Jordan-Wigner transformation (Jordan and Wigner, 1928),
it can be shown that tr(ρ1,2σy ⊗ σx) ≤ 2pi for TI states
ρ (see Appendix C for the proof). Now, the separable
state % = 12 (|+i〉〈+i| ⊗ |+〉〈+| + |−i〉〈−i| ⊗ |−〉〈−|), with
σx |±〉 = ±|±〉, σy |±i〉 = ±|±i〉, satisfies %1 = %2 = 12 I,
but tr(%σy⊗σx) = 1. Thus separability plus condition Eq. 7
do not even guarantee the existence of a TI extension, sep-
arable or not.
This last observation, however, suggests a stronger crite-
rion for the existence of a TIS extension, namely, to demand
the stateρ1,...,r to be both separable and the reduced state of
an infinite TI state. Unfortunately, this criterion, although
necessary, is still not sufficient to guarantee a TIS exten-
sion. To construct a counter example, we will first give two
states, one TI and the other TIS, which can be seen as op-
timally witnessing translation-invariance and translation-
invariance plus multiseparability.
First, in Appendix C, we identify a TI state ρ1 that sat-
urates the inequality tr(ρ1,2σy ⊗ σx) ≤ 2pi , with ρ11,2 =
1
4 I4 +
1
2pi (σy ⊗σx +σx ⊗σy) + 1pi2σ⊗2z .
Second, in Appendix B it is shown that all states ρ1,2 ∈
B(C2 ⊗C2) with a TIS extension satisfy
tr(ρ1,2
3∑
i, j=1
Ti jσi ⊗σ j)≤ 12 maxθ∈[0,2pi]‖e
iθ T + e−iθ T †‖, (8)
where Ti j ∈ R. Taking Ti, j = δi,2δ j,1, where δ is the Kro-
necker delta, implies that all states which have TIS exten-
sions satisfy tr(ρ1,2σy ⊗σx)≤ 12 . This bound is tight, since
it can be saturated by the TIS state ρ0 ≡ 13
∑3
s=1%
s+1 ⊗%s,
where %1 = %4, and %1, %2, %3 are described, respectively,
4by the Bloch vectors 1p
2
(1,1, 0), 1p
2
(−1, 1,0), 1p
2
(1,−1,0)
2.
Now, consider the family of TI states ρλ ≡ λρ1 + (1 −
λ)ρ0. Clearly, for λ ∈ (0,1], all those states violate the en-
tanglement witness 〈σy ⊗σx〉 ≤ 12 . Also, it can be verified
that ρλ1,2 is PPT for λ≤ 2pi212+12pi−pi2 ≈ 0.4956. It follows that,
for λ ∈ (0,0.4956], the states ρλ1,2 are separable (Horodecki
et al., 1996) and TI, but all their TI extensions are entan-
gled. Similar effects have been reported in (Miklin et al.,
2016; Würflinger et al., 2012) where the authors construct
near-neighbor separable states (local boxes) which only ad-
mit entangled (nonlocal) global extensions.
Thus, even though ρλ1,2 is not entangled, its two-body
correlators tell us that there exists a finite system size n
such that ρλ1,...,n is. This raises another interesting ques-
tion, namely, how large n must be. Consider a witness
of the form tr(Wρ1,2) ≤ S and suppose that ρ1,2 violates
it by an amount ∆ > 0, i.e., tr(ρ1,2W ) = S + ∆. If
there exists a TI extension ρ of ρ1,2 such that ρ1,...,n is
separable, then applying the symmetrization procedure in
Eq. 1 to ρ1,...,n would produce a separable TI state ρ˜ with
ρ˜1,2 =
n−1
n ρ1,2 +
1
nρ1 ⊗ ρ1. Since ρ˜ is separable and TI,
it must satisfy tr(ρ˜1,2W ) ≤ S, from which it follows that
n≤ S−tr(Wρ⊗21 )∆ + 1.
Therefore, contrary to the ordinary entanglement detec-
tion setup, the degree of violation of a linear entanglement
witness has a clear operational meaning in the TI scenario
thanks to an intrinsic notion of size: its inverse is propor-
tional to the number n of consecutive sites which n parties
must share in order to hold an entangled resource. This
quantitative relation between nonseparability and size can
be seen to hold for arbitrary entanglement witnesses, not
just bipartite ones. It also extends to the realm of Bell non-
locality, that we will study next.
IV. DETECTING NONLOCALITY IN LARGE 1D CHAINS
Before tackling the characterization of nonlocality in TI
systems, we will argue that certain infinite TI quantum sys-
tems are indeed non-classical. Take any bipartite quantum
state ρ ∈ B(H⊗2) which allows two parties to violate a Bell
inequality B, and consider an infinite chain where each site
k holds two systems with Hilbert spaces H(k)1 ,H
(k)
2 , with
dim(H(k)1 ) = dim(H
(k)
2 ) = dim(H). If we distribute a copy
of ρ ∈ B(H(k)1 ⊗H(k+1)2 ) to all neighbouring pairs (k, k+1),
we end up with a TI chain configuration with the property
that any pair of nearest neighbors can violate B.
2 To see that this state admits a TIS extension, simply prepare the state
(%1 ⊗ %1 ⊗ %1)⊗∞, invariant under translations by 3 sites, and then
subject it to a random translation t = 0,1, 2 with probability 1/3. The
resulting TIS state has the two-reduced density matrix ρ1.
In this construction, the non-classicality of the whole
chain is established by proving that the probed sites 1, 2 do
not admit a local hidden variable model. Is this necessar-
ily the case, or are there situations where the probed sites
are classical, but nonetheless incompatible with an infinite
classical TI box? We will need a complete characterization
of nonlocality in 1D TI systems in order to answer this ques-
tion.
Assume that the data available is of the form
P1,...,r(a1, ..., ar |x1, ..., x r), where ak ∈ {1, . . . , d} and
xk ∈ {0, . . . , m − 1}, with the promise that it arises from
an infinite TI box. The task is to decide whether there
exists a TI box P, compatible with the experimental data,
and such that P1,...,n(a1, . . . , an|x1, . . . , xn) admits a local
hidden variable model for all n. By Fine’s theorem (Fine,
1982), the existence of a local hidden variable model for
P is equivalent to the existence of a global probability
distribution Q(~a1, ..., ~a∞), with ~ak ∈ {1, . . . , d}m such that
Q(ax11 = b1, ..., a
xn
n = bn) = P1,...,n(b1, ..., bn|x1, ..., xn), (9)
for all n. As in the characterization of TIS, we apply the
symmetrization procedure over Q1,...,n in the limit n→∞
and find that we can assume the global distribution Q to be
TI.
As a vector of probabilities, the distribution
P1,...,r(a1, ..., ar |x1, ..., x r) is a linear function L of
Q(~a1, . . . , ~ar), whose only constraint is that it is the
marginal of a TI distribution. Since this is equivalent
to satisfying Eq. 4, it follows that we can characterize
P1,...,r(a1, ..., ar |x1, ..., x r) via linear programming (Nering
and Tucker, 1993).
The set of all marginal distributions
P1,...,r(a1, ..., ar |x1, ..., x r) arising from a 1D classical TI
chain thus forms a convex polytope, i.e., the convex hull of
a finite number of vertices. This in itself is a very surprising
result: due to the presence of infinitely many parties, there
is no a priori reason to expect this set to be a polytope.
Actually, in the 2D case, the boundary of the corresponding
set has both flat and smoothly curved parts and does not
admit an exact computational characterization (Wang and
Navascués, 2017).
Each polytope has a dual description in terms of a finite
set of linear inequalities or facets. The transformation be-
tween these two descriptions can be done algorithmically
albeit generally with high complexity. Using the software
PANDA (Lörwald and Reinelt, 2015), we enumerated the
facets of the classical polytope describing two-input/two-
output nearest-neighbor and next-to-nearest-neighbor dis-
tributions (that is, P1,2(a1, a2|x1, x2), P1,3(a1, a3|x1, x3),
with xk ∈ {0, 1}, ak ∈ {1,2}). The polytope has 32372
facets, which reduce to 2102 inequivalent inequalities after
taking one-site relabellings and the reflection of the chain
into consideration. Two examples are given by
IT ≡ −2E0 − 4E1 − 2E1,200 + 2E1,201 + 2E1,210 + 2E1,211
5+ E1,300 + E
1,3
11 ≥ −4, (10)
IG ≡ −4E0 − 6E1 − 3E1,200 + 2E1,201 + 3E1,210 + 2E1,211
+ 2E1,300 + E
1,3
10 + E
1,3
11 ≥ −6, (11)
where Ex ≡ 〈A1x〉 =
∑
a=0,1 P1(a|x)(−1)a and E i, jx y ≡
〈AixAjy〉 =
∑
a,b=0,1 Pi, j(a, b|x , y)(−1)a(−1)b. Here Aix de-
notes the observable corresponding to measuring property
x at site i and assigning it the numerical value (−1)a.
In order to estimate the quantum value of an inequality
given by I ≡∑x ,y=0,1 12 Cx ·Ex +CABx y ·E1,2x y +CACx y ·E1,3x y , we as-
sociate a quantum system of dimension d = 4 to each of the
sites. d = 4 is chosen because we could not violate any in-
equality by using quantum systems with lower dimensions
on each site. We then identify the observables A0, A1 at
each site with the operators A0 ≡ M(0,0), A1 ≡ M(θ ,φ)
where
M(θ ,φ)≡

cos(θ ) sin(θ ) 0 0
sin(θ ) − cos(θ ) 0 0
0 0 cos(φ) sin(φ)
0 0 sin(φ) − cos(φ)
 . (12)
This way, fixing θ ,φ, we can map the original Bell in-
equality to the 3-local Hamiltonian
H ≡
∞∑
i=1
∑
x ,y=0,1
1
2
Cx · Aix + CABx y · Aix ⊗ Ai+1y + CACx y · Aix ⊗ Ai+2y .
(13)
The minimum quantum value of the Bell inequality (un-
der the corresponding measurement settings) corresponds
to the ground state energy per site of this Hamiltonian. The
computation of the latter was carried out over infinite Ma-
trix Product States (iMPS) using a combination of the Time
Evolving Block Decimation (TEBD) method (Vidal, 2007)
and the tool Open Source MPS (Wall and Carr, 2012), which
implements a variant of the Density Matrix Renormalization
Group (DMRG) method (Schollwöck, 2011). Using these
tools, we find the violations IT = −4.1847 with θ = 0.077,
φ = 1.874 and IG = −6.1798 with θ = 6.236, φ = 4.175.
More inequalities, including violations using DMRG and
lower bounds on the nonsignaling and quantum values can
be found in Appendix D.
The violations obtained above may not be optimal and a
see-saw like method, similar to (Pál and Vértesi, 2010), can
be used to enhance them. In such a method, the optimiza-
tion is divided into two rounds: in one round the measure-
ments are held fixed and the optimization is over the state,
and in the other round the state is held fixed and the mea-
surements are optimized. By repeating these two rounds, a
see-saw method usually converges to better violations than
naive methods such as the one used above. While optimiza-
tion over states by fixing the measurements can be done us-
ing TEBD or DMRG, the optimization over measurements
with a fixed state involves further complications because
the measurement operators make the objective function bi-
linear. Fortunately, this bilinearity can be removed if in ad-
dition to the 4-dimensional quantum state, each party is
given access to a classical TI register, as described by the
protocol given in Appendix E. Using this protocol, the vio-
lation of IG can be increased to −6.1907. At first glance, it
may seem surprising that, by giving them access to shared
randomness, the parties are able to increase their violation.
Note, though, that the extreme points of TI distributions are
not necessarily deterministic.
We verified that the TI local value of IT cannot be
beaten by local tripartite boxes P1,2,3(a1, a2, a3|x1, x2, x3)
with P1,2(a, a′|x , x ′) = P2,3(a, a′|x , x ′). This means that a
TI box P can only violate Eq. 10 when the tripartite box
P1,2,3 describing the state of three consecutive sites does not
admit a classical model. In other words: IT is just detect-
ing standard tripartite nonlocality. IG, however, is differ-
ent. While the tripartite box Q1,2,3 generated by nearest
and next-to-nearest neighbors of the state achieving the vi-
olation is not local, TI local noise can be added to Q to turn
it into a new TI box Q˜, with Q˜1,2,3 tripartite local, while
keeping a violation of IG(Q˜) ≈ −6.1525. Similarly to the
entanglement case, even though the behavior of the tripar-
tite box Q˜1,2,3 can be reproduced with classical devices, for
some n no local hidden variable model can possibly describe
an n-site box with marginals Q˜1,2,3.
V. CONCLUSIONS
In this paper we showed how to derive global proper-
ties of infinite 1D TI systems when only local informa-
tion is available. We provided a characterization of the
reduced density matrices of TI multiseparable states and
used it to derive entanglement witnesses for infinite TI qubit
chains. Along the way, we constructed examples of TI states
with a separable nearest-neighbours density matrix which
nonetheless only admit entangled TI extensions. Regarding
nonlocality, we fully characterized the set of r-partite boxes
obtained by probing the sites of a classical infinite TI chain.
Similarly to the entanglement case, we identified a classical
tripartite box which only admits non-classical TI extensions.
For future research, it would be interesting to develop
effective methods to bound the nonlocality of TI quantum
and nonsignalling systems. Also, it would be desirable to
extend some of our results to higher spatial dimensions.
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7Appendix A: The polytope Tn and its extreme points
Having found the necessary and sufficient conditions for
a classical distribution to have a TI extension, a natural
question to ask is how to find the extreme points of the
set Tn of distributions satisfying Eq. 4. It turns out that
the answer to this question has a nice combinatorial fla-
vor. Let {1, . . . , d} be the set of possible outcomes for
each random variable xk. A sequence of vectors {y (s)}s ⊂
{1, . . . , d}n is called a domino line if (y (s)1 , . . . , y (s)n−2) =
(y (s+1)0 , . . . , y
(s+1)
n−1 ) for all s (see Fig. 2 for an example). A
finite sequence of dominoes (y (s))ms=1 is called a domino loop
if (y (m)1 , . . . , y
(m)
n−2) = (y
(1)
0 , . . . , y
(1)
n−1). Moreover, the loop is
irreducible if any strict subset of it cannot be re-ordered to
create another loop. By the pigeonhole principle, the maxi-
mum size of an irreducible domino loop is finite and satisfies
m ≤ dn. The following theorem characterizes the extreme
points in terms of the domino loops.
FIG. 2 An example of an irreducible domino loop. Taking n =
3, d = 6, each vector y can be depicted as a domino tile with
three numbers. The last two numbers in each tile match the first
two numbers of the next tile (the next tile of the last tile is the first
one), making it a domino loop. This loop is irreducible, since each
tile has a unique successor.
Theorem 1. A probability distribution Py¯( x¯) is an extreme
point of Tn iff it is of the form
Py¯( x¯) =
1
m
m−1∑
s=0
δ{ x¯ , y (s)}, (A1)
where δ is the Kronecker delta and (y (s))m−1s=0 is an irreducible
domino loop.
Proof. Let P(x1, . . . , xn) be an n-partite distribution sat-
isfying Eq. 4, and let (y0, . . . , yn−1) be such that
P(y0, . . . , yn−1) 6= 0. Since P(y0, . . . , yn−1) 6= 0, it fol-
lows that P2,...,n(y1, . . . , yn−1) 6= 0. Hence, by Eq. 4,
P1,...,n−1(y1, . . . , yn−1) 6= 0, and so there must exist yn ∈{1, . . . , d} such that P(y1, . . . , yn) 6= 0. Iterating this rea-
soning, we end up with a line of dominoes y (0), y (1), . . . with
the property that P(y (s)) 6= 0 for every s. By the pigeon-hole
principle, there must exist k > j such that y (k) = y ( j), and
so the dominoes y ( j), y ( j+1), . . . , y (k−1) constitute a domino
loop. Let z(1), . . . , z(m) be any irreducible domino loop con-
tained in the last set. Then, one can verify that
Q( x¯)≡ 1
m
m−1∑
s=0
δ{ x¯ , z(s)} (A2)
satisfies Eq. 4. Define λ ≡ mins P(z(s)), and call t ∈{0, . . . , m−1} the argument of the optimizer. Then, P ′( x¯)≡
P( x¯)−mλQ( x¯)
1−mλ is a probability distribution complying with
Eq. 4, with P ′(z(t)) = 0, and such that P(x) = mλQ(x) +
(1 − mλ)P ′( x¯). Applying this procedure again on P ′( x¯)
and iterating, we obtain a sequence of probability distri-
butions P(X ), P ′(x), P ′′(x), . . . with strictly decreasing sup-
port. This sequence must thus come to an end, and so we
have proven that the original distribution P(x) is a convex
combination of distributions of the form (A1).
It just suffices to prove that the latter distributions are ex-
treme, i.e, that they cannot be decomposed as convex com-
binations of other distributions satisfying Eq. 4. Suppose,
then, that Q(x) = pQ′(x) + (1− p)Q′′(x), with Q′(x) being
an extreme point of the set Tn. Using the same argument
as before, we can show that there must exist a sequence of
vectors z(0), . . . , z(p−1) with Q′(z(s)) 6= 0 for s = 0, . . . , p − 1,
forming an irreducible domino loop. Such vectors obvi-
ously satisfy Q(z(s)) 6= 0. Since the vectors constituting
the support of Q(x) are themselves an irreducible domino
loop, and z(0), . . . , z(p−1) are a subset of them, then they
must necessarily be the same. Thus, for some 1 > µ > 0,
Q′(x) = µQ(x) + (1−µ)R(x), contradicting the hypothesis
that Q′(x) 6= Q(x) is an extreme point.
Appendix B: Entanglement witnesses
We wish to find an upper bound on WT , defined as:
WT ≡max tr(ρ1,2
3∑
i, j=1
Ti jσi ⊗σ j),
s.t. ρ is a TIS state. (B1)
In principle, we would need to optimize the
above functional over all states of the form ρ1,2 =∫
d ~ψP(ψ1,ψ2) |ψ1〉〈ψ1| ⊗ |ψ2〉〈ψ2|, with P1(ψ) = P2(ψ).
However, from the characterization of the extreme points
of Tn, we infer that it is enough to restrict to quantum
states of the form 1m
∑m
s=1 |ψs〉〈ψs| ⊗ |ψs+1〉〈ψs+1|, with
ψm+1 =ψ1. Defining |ψs〉〈ψs|= 12 (I2 + v¯s · σ¯), we have, by
straightforward computation, that the above problem can
be rephrased as
max
1
m
m∑
s=1
v¯s · T · v¯s+1,
s.t. ‖v¯s‖2 = 1,∀s. (B2)
Defining |φ〉 = 1pm
∑m
s=1
∑3
i=1 v
i
s |s〉 |i〉, it is immediate that〈φ|φ〉= 1 and the objective function in the equation above
equals to
81
2
〈φ| (A⊗ T + A† ⊗ T †) |φ〉 , (B3)
where A =
∑m
s=1 |s〉 〈s + 1| (we identify the states |m+ 1〉
and |1〉). Now, the eigenvectors of the operator be-
tween brackets can be written as |k˜〉 |φk, j〉, where |k˜〉 =
1p
m
∑m−1
s=0 e
i2pisk
m |s〉, and {|φk, j〉}3j=1 are the eigenvectors of
the operator e
i2pik
m T + h.c.. Substituting, and letting m be
arbitrarily large, we find that
WT ≤ 12 maxθ∈[0,2pi]‖e
iθ T + e−iθ T †‖. (B4)
Appendix C: Maximal violation of our entanglement witnesses
by TI states
The purpose of this appendix is to find the two-reduced
density matrix ρ1,2 of a TI state ρ maximizing the energy
of the Hamiltonian
HR =
1
n
n∑
j=1
σ( j)y σ
( j+1)
x , (C1)
assuming closed boundary conditions.
Let us assume n = 2m + 1. By using the Jordan-Wigner
transformation (Jordan and Wigner, 1928), the spin oper-
ators can be written as
σ(k)z = [ak, a
†
k],
σ(k)x σ
(k+1)
x = (a
†
k − ak)(a†k+1 + ak+1),
σ(k)y σ
(k+1)
y = −(a†k + ak)(a†k+1 − ak+1),
σ(k)x σ
(k+1)
y = i(a
†
k − ak)(a†k+1 − ak+1),
σ(k)y σ
(k+1)
x = i(a
†
k + ak)(a
†
k+1 + ak+1), (C2)
where the Hermitian variables {ak : k = −m, ..., m} satisfy
the fermionic canonical anticommutation relations:
{ak, a†k′}= δkk′ ,
{ak, ak′}= 0. (C3)
Let us define the Fourier-transformed operators
a˜k =
1p
n
m∑
j=−m
e
i2pik j
n a j . (C4)
They obviously satisfy the canonical anticommutation rela-
tions, and the transformation can be inverted via the equa-
tion below:
ak =
1p
n
m∑
j=−m
e
−i2pik j
n a˜ j . (C5)
In terms of the Fourier-transformed operators, HR admits
a very simple expression (note that we are neglecting the
O(1/n) interaction between sites −m and m):
HR = i
1
n
m∑
j=−m
(a j + a
†
j )(a j+1 + a
†
j+1) =
i
1
n2
m∑
j=−m
m∑
k,k′=−m
e
−i2pik j
n e
i2pik′( j+1)
n (a˜k + a˜
†
−k)(a˜−k′ + a˜
†
k′) =
i
1
n
m∑
k=−m
e
i2pik
n (a˜k + a˜
†
−k)(a˜−k + a˜
†
k) =
i
1
n
(a˜0 + a˜
†
0)(a˜0 + a˜
†
0)+
+ i
1
n
m∑
k>0
e
i2pik
n (a˜k + a˜
†
−k)(a˜−k + a˜
†
k)+
e− i2pikn (a˜−k + a˜†k)(a˜k + a˜
†
−k)≈
− 1
n
m∑
k=1
2 sin

2pik
n

{(a˜k + a˜†−k)(a˜−k + a˜†k)− 1}=
1
n
m∑
k=1
2sin

2pik
n

(1− 2b†k bk)≡ H˜R. (C6)
In the last identity, we ignore the contribution of the k = 0
mode. Here bk belong to another basis of fermionic opera-
tors, given by:
bk =
a˜†k + a˜−kp
2
, k = 1, ..., m,
b¯k =
a˜k − a˜†−kp
2
, k = 1, ..., m,
b0 = a0. (C7)
The maximum average value of the operator H˜R is hence
1
2m+ 1
m∑
k=1
2 sin

2pik
2m+ 1

, (C8)
which, in the limit n →∞, converges to 2/pi. This value
can be achieved by a state |Φ0〉 such that bk |Φ0〉= b¯k |Φ0〉=
0 for all k.
Next, we will identify the nearest-neighbor density ma-
trix of an infinite TI state ρ achieving this value. First, de-
fine
HL ≡ 1n
n∑
j=0
σ( j)x σ
( j+1)
y . (C9)
9We observe that
HL ≈ H˜L = 1n
m∑
k=1
2 sin

2pik
n

(1− 2b¯†k b¯k). (C10)
It follows that, in the limit n → ∞, 〈Φ0|HL |Φ0〉 = 2/pi,
and so |Φ0〉 , b†0 |Φ0〉 are a basis for the states maximizing
the energy of the Hamiltonian H˜ = H˜R + H˜L . Our TI state
ρ will be the result of applying a symmetrization over the
state ρ˜ = (|Φ0〉〈Φ0|+ b†0 |Φ0〉〈Φ0| b0)/2 in the limit n→∞.
It is easy to see that tr(σi ⊗σ jρ12) = 1n
∑n
k=1〈σ(k)i σ(k+1)j 〉,
where the operator average is computed over ρ˜.
Now, H˜ is invariant under the action of the parity
operator σ⊗nz : the only non-zero components of the
nearest-neighbors reduced density matrix of ρ can thus be
{tr(ρ12σx ,y ⊗ σx ,y)}, tr(ρ12σz ⊗ I) = tr(ρ12I ⊗ σz) and
tr(ρ12σz ⊗σz).
In order to estimate tr(ρ12σz⊗I), tr(ρ12σz⊗σz), we must
compute the values 1n
∑
j〈a†j a j〉, 1n
∑
j〈a†j a ja†j+1a j+1〉. Let us
carry out the calculation of the former one. We find that
1
n
∑
j
〈a†j a j〉= 1n2
m∑
k,k′=−m
∑
j
e2pik j/ne−2pik′ j/n〈a˜†k a˜k′〉=
1
n
m∑
k=−m
〈a˜†k a˜k〉 ≈
1
n
m∑
k=1
〈a˜†k a˜k〉+ 〈a˜†−k a˜−k〉=
1
n
m∑
k=1
* 
b¯†k + bkp
2
! 
b¯k + b
†
kp
2
!+
+
+
* 
b¯k − b†kp
2
! 
b¯†k − bkp
2
!+
=
m
n
. (C11)
For simplicity, in the third line we have neglected the
O(1/n) contribution of the 0 mode. In the limit n →∞,
we thus have that 1n
∑
j〈a†j a j〉= 1/2.
The computation of the next average is more involved.
We have that
1
n
m∑
j=−m
〈a†j a ja†j+1a j+1〉=
1
n2
m∑
k,k′,k′′,k′′′
e
i2pi(k′′−k′′′)
n δ(k− k′ + k′′ − k′′′)〈a†kak′a†k′′ak′′′〉.
(C12)
Given the structure of ρ˜, the averaged term on the sec-
ond line can be non-zero only when |k|, |k′|, |k′′|, |k′′′| are
matched in pairs. This leaves us three options: (a) |k| =
|k′|, |k′′| = |k′′′|; (b) |k| = |k′′|, |k′| = |k′′′|; (c) |k| = |k′′′|,
|k′| = |k′′|. Taking into account the presence of the delta
function in the integrand, the only contribution of case (a)
that does not vanish in the limit n → ∞ is k = k′ = v,
k′′ = k′′′ = w. Analogously, the only contributions which
we need to take into account in the limit n→∞ for cases
(b), (c) are, respectively, k = −k′′ = v, k′ = −k′′′ = w and
k = k′′′ = v, k′ = k′′ = w. We conclude that the expression
above equals (modulo O(1/n)):
1
n2
∑
v,w
〈a˜†v a˜v a˜†wa˜w〉 − e
i2pi(w−v)
n 〈a˜†v a˜†−v a˜wa˜−w〉+
e
i2pi(v−w)
n 〈a˜†v a˜v a˜wa˜†w〉. (C13)
Now, on one hand it is easy to verify that 〈a˜†v a˜v〉 =〈a˜v a˜†v〉 = 12 , 〈a˜†v a˜†−v〉 = −〈a˜v a˜−v〉 = 12 sign(v). On the
other hand, for any two monomials of degree two f , g,
〈 f (a˜v , a˜†v)g(a˜w, a˜†w)〉 = 〈 f (a˜v , a˜†v)〉〈g(a˜w, a˜†w)〉 for |v| = |w|.
Since values v, w satisfying |v| 6= |w| give a contribution that
vanishes in the limit of large n, we conclude that
lim
n→∞
1
n
m∑
j=−m
〈a†j a ja†j+1a j+1〉= 14+
1
(4pi)2
∫ pi
−pi
d x
∫ pi
−pi
d yei(x−y)sgn(x)sgn(y) + ei(y−x) =
1
4
+
1
pi2
. (C14)
The above implies tr(ρ12σz ⊗ I) = 0, tr(ρ12σz ⊗ σz) =
4/pi2. Similarly to the previous cases, by expressing∑
kσ
(k)
x σ
(k+1)
x and
∑
kσ
(k)
y σ
(k+1)
y in terms of bk, b¯k, we con-
clude that tr(ρ12σx ⊗σx) = tr(ρ12σy ⊗σy) = 0.
Thus,
ρ1,2 =
1
4
I4 +
1
2pi
(σy ⊗σx +σx ⊗σy) + 1
pi2
σ⊗2z . (C15)
Appendix D: Inequalities for nearest- and next-to-nearest
neighbor correlators of infinite TI systems
Table.I lists the inequalities with nearest- and next-to-
nearest neighbor correlators which can be violated using in-
finite TI quantum systems. Column L gives the local bounds
for each inequality. IT in the main text is number 2 in the ta-
ble while IG is number 4. Table. II gives the quantum value
given by DMRG (Q), the lower bound on the nonsignal-
ing value (infNS), the lower bound on the quantum value
(infQ) and whether the inequality can detect genuine TI
nonlocality, as defined in the main text (Genuine). These
tools will be explained in more detail in a forthcoming pa-
per (Wang and Navascués, 2017).
The quantum values are obtained by using the software
Open Source MPS (Wall and Carr, 2012). An inequality with
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coefficients {C0, C1, CAB00 , CAB01 , CAB10 , CAB11 , CAC00 , CAC01 , CAC10 , CAC11 }
is turned into a 3-site Hamiltonian
H ≡
∞∑
i=1
(C0 · Ai0 + C1 · Ai1 + CAB00 · Ai0 ⊗ Ai+10 + CAB01 · Ai0 ⊗ Ai+11
+ CAB10 · Ai1 ⊗ Ai+10 + CAB11 · Ai1 ⊗ Ai+11 + CAC00 · Ai0 ⊗ Ai+20
+ CAC01 1 · Ai0 ⊗ Ai+21 + CAC10 · Ai1 ⊗ Ai+20 + CAC11 · Ai1 ⊗ Ai+21 ),
(D1)
with
A0 =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 , (D2)
A1 =

cos(θ ) sin(θ ) 0 0
sin(θ ) − cos(θ ) 0 0
0 0 cos(φ) sin(φ)
0 0 sin(φ) − cos(φ)
 . (D3)
The quantum value then corresponds to the ground state
energy per site of this Hamiltonian. The values for θ and φ
for each inequality are given in the table.
No. L C0 C1 CAB00 CAB01 CAB10 CAB11 CAC00 CAC01 CAC10 CAC11
1 -3 -2 -2 2 2 -1 1 0 1 0 0
2 -4 -2 -4 -2 2 2 2 1 0 0 1
3 -5 -3 -3 2 2 2 -3 1 0 -1 2
4 -6 -4 -6 -3 2 3 2 2 0 1 1
5 -11 -4 -12 -4 6 6 6 1 -1 -1 4
6 -7 -5 -5 2 3 2 -4 1 1 -1 3
7 -8 -6 -8 -4 3 3 2 3 1 1 1
8 -5 -2 2 2 -2 -2 -4 1 1 1 2
9 -3 -3 1 1 1 1 -1 1 0 -1 1
10 -6 -4 2 2 2 2 -4 1 -1 -1 3
11 -6 -6 0 2 3 3 -2 3 -1 -1 1
TABLE I Inequalities for nearest- and next-to-nearest neighbor
correlators
No. L Q θ φ infQ infNS Genuine
1 -3 -3.111 6.236 1.501 -3.1907 -3.5 N
2 -4 -4.184 0.077 1.874 -4.38643 -4.8 N
3 -5 -5.098 2.17 6.275 -5.3502 -5.8 N
4 -6 -6.179 6.236 4.175 -6.35706 -6.8 Y
5 -11 -11.104 5.996 4.691 -11.7124 -12.87 N
6 -7 -7.073 4.093 0.29 -7.31685 -7.8 Y
7 -8 -8.191 4.359 6.197 -8.52433 -9.06 Y
8 -5 -5.039 3.169 5.226 -5.32177 -5.8 N
9 -3 -3.04 3.843 1.193 -3.22662 -3.5 Y
10 -6 -6.109 0.817 2.421 -6.37417 -7 Y
11 -6 -6.081 3.787 6.067 -6.36487 -7 Y
TABLE II Violations of the inequalities under different scenarios.
Appendix E: Variational quantum optimizations of TI Bell
inequalities
Given a Bell functional of the form
B(P)≡ ∑
x ,y,a,b
Bx ,y,a,b P(a, b|x , y), (E1)
we wish to minimize its value over all distributions
P(a, b|x , y) of the form:
P(a, b|x , y) = tr(ρAB Mx ,a ⊗My,b), (E2)
where ρAB is the 2-reduced density matrix of a TI state and{Mx ,a}a are POVMs, i.e., Mx ,a ≥ 0,∑a Mx ,a = I.
Ideally, we would like to devise a sort of see-saw algo-
rithm, that, starting from a random configuration of mea-
surements {Mx ,a}a, would optimize over the state ρAB.
Then, fixing the optimal ρAB, we optimize over the mea-
surements {Mx ,a}a, and so on until the objective function
converges.
For fixed measurements {Mx ,a}a, one just needs to opti-
mize the Hamiltonian
∑
x ,y,a,b
Bx ,y,a,b Mx ,a ⊗My,b (E3)
over TI states ρAB; this can be done with Time Evolving
Block-Decimation (TEBD) (Vidal, 2007). For fixed ρAB, op-
timizing over the measurements is complicated, since the
objective function is bilinear in them, i.e., it contains terms
of the form Mx ,a ⊗My,b.
Let us then try a different method: suppose that
the TI state of the chain is of the form ρ ⊗ ω,
where ω, the register, is a classical state of the form
ω =
∑r−1
s1,s2,...=0
P(s1, s2, . . .) |s1, s2, . . .〉〈s1, s2, . . .|, where
P(s1, s2, . . .) is a TI probability distribution andρ is a TI state
with site dimension d. It follows that the overall state ρ⊗ω
has site dimension r × d.
The protocol that site k will use to produce an outcome is
as follows: first, he measures his register, obtaining a result
s ∈ {0, . . . , r − 1}. Then, depending on his input xk, he will
conduct the measurement {M (s)x ,a}a over the rest of his state,
namely, ρk.
The statistics observed by two nearest neighbors are thus
given by
P(a, b|x , y) = tr{ρAB
 r−1∑
sA,sB=0
P(sA, sB)M
(sA)
x ,a ⊗M (sB)y,b
}.
(E4)
Now, by (A1), the extreme points of bipartite distribu-
tions with a TI extension are of the form (s, s) (determinis-
tic) or a convex combination with equal weights of deter-
ministic points (s(i), s(i+1)), i = 1, ..., m, with 1 < m ≤ r,
11
s(m+1) = s(1) and such that s(i) 6= s( j) for i 6= j, i, j = 1, ..., m.
In the latter case, after the relabeling E(si)x ,a → E(i)x ,a, we find
that P(a, b|x , y) can be rewritten as:
P(a, b|x , y) = tr
ρAB
 
1
m
m−1∑
i=0
M (i)x ,a ⊗M (i+1)y,b
! . (E5)
This form also covers the first case, by choosing M (i)x ,a inde-
pendent of i. Hence, in order to optimize B(P), it suffices
to consider expressions of the form
B(P) =
∑
x ,y,a,b
B(x , y, a, b)tr
ρAB
 
1
m
m−1∑
i=0
M (i)x ,a ⊗M (i+1)y,b
! ,
(E6)
for m = 2, 3, ..., r.
Note that now the objective function is linear on each
of the measurement sets ~M (i) ≡ {M (i)x ,a : x , a}, for i =
0, . . . , m − 1. It follows that, for fixed ρAB and fixed mea-
surement sets { ~M ( j) : j 6= i}, optimizing over ~M (i) amounts
to solving a semidefinite programming (SDP) problem (Van-
denberghe and Boyd, 1996), and thus it can be carried out
efficiently.
Hence, the full see-saw method proposed here to mini-
mize B(P) works at follows:
1. Choose m> 1.
2. Generate random (extremal) measurement settings
~E( j), perhaps by solving random SDP problems.
3. Optimize ρAB in (E6) using TEBD.
4. Fixing ρAB and all sets ~M
( j) but ~M (i), use SDP to op-
timize over (E6) ~M (i). repeat for i = 0, . . . , m− 1.
5. Go to step 3, iterating until the objective function
seems to converge.
Technically, for a fixed size r of the classical regis-
ter, we should repeat this procedure for m = 2, ..., r.
Since we are just interested in finding the ultimate
quantum violations of the inequality, it suffices to
choose m large and possibly non-prime.
The scheme above was conceived to optimize over TI
Bell inequalities involving only nearest-neighbor cor-
relations. The extension to more parties is straight-
forward. For three parties, for instance, we just need
to replace all instances of the expression Mx ,a⊗My,b⊗
Mz,c in the Bell operator by
1
m
m−1∑
i=0
M (i)x ,a ⊗M (i+1)y,b ⊗M (i+2)z,c , (E7)
where the superscripts should be taken modulo m,
and m≥ 3.
