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Abstract—Wearable devices are becoming increasingly popu-
lar and are expected to become essential in our everyday life. De-
spite continuous improvement of hardware, the lifetime of mobile
devices and their capabilities still remain a concern. Small size
of batteries of smart watches, glasses, helmets and gloves limits
the amount of computing, storage and communication resources.
Mobile cloud computing can augment the capabilities of wearable
devices by helping to execute some of the computing tasks in the
cloud. Such computational offloading helps to preserve battery
power at the cost of more intensive communications with the
cloud. In this paper, we present a model and comprehensive
analysis for computational offloading between wearable devices
and clouds in realistic setups.
I. INTRODUCTION
Wearable devices are expected to become essential for our
day life in the nearest future. Smart watches, glasses, rings,
gloves and helmets are the most popular wearable devices
currently available on the market [1], which is projected to
rise up to $30.2 billion by 2018 [2]. According to Juniper
Research, companies will spend up to $68.7 million in wear-
able advertising by 2018 [3]. In genereal, wearable devices are
defined as electronic technology to be incorporated in clothing
or worn on the body, able to perform different tasks, such the
tracking, monitoring of physiological functions and provide
biofeedback [4].
The hardware of mobile devices improved considerably in
recent years, but not the batteries, which take decades to double
performance [5]. Consequently, energy is a very precious
resource for mobile devices and wearables in particular. In
addition, 75% of users consider battery lifetime as the main
feature they look at while buying mobile devices [6].
Mobile Cloud Computing (MCC) augments performance of
mobile devices by fostering task offloading [7]. The offloading
can refer to both traffic offloading [8] or computation offload-
ing. In the second case, offloaded tasks are executed remotely
in the cloud to reduce processing and energy consumption
of the mobile device. Offloading is a valid strategy not only
for energy saving, but can also for expanding data storage
and extending computing capacity [9], [10], [11], [12], [13].
Executing tasks on a system with higher computational power
is especially useful for CPU-intensive applications [14], such
as face recognition, a task which takes as long as 38 minutes
if executed locally on smart glasses [15].
Offloading requires mobile devices to maintain data connec-
tion for communicating with remote servers, which is costly
in terms of the consumed energy. To understand full benefit
of computation offloading, the tradeoff between the increase in
energy spent for communication and energy saved by avoiding
local processing should be analyzed. A detailed analysis of
cloud energy consumption has revealed that wireless access
networks and not datacenters are the most energy hungry
components of the cloud ecosystem [16], [17]. Computation
offloading requires data to be first transmitted and processed
before receiving back the results, which makes offloading time
consuming.
In this paper, we analyze through analytical modeling the
advantages brought by computation offloading to the cloud
to wearable devices focusing on the energy and execution
delay tradeoffs. Several works have already analyzed energy
consumption and battery limitations of smartphones [18], [19],
[20], [21] and wearable devices [15]. However, to the best of
our knowledge, this is the first work providing comprehensive
analysis of both computational and communication aspects of
offloading. More precisely, the performed analysis considers
energy and time needed to perform tasks. Understanding when
and whether it is convenient to offload a task is crucial
to extend battery lifetime and guarantee Quality of Service
(QoS) to the users. For example, offloading parts of the delay-
sensitive application can save energy, but affect Quality of User
Experience (QoUE).
The rest of the paper is structured as follows: Section II
presents background on mobile cloud computing with an
emphasis on wearable devices. Section III illustrates the model
analyzing the cost of task offloading in terms of the energy
consumed by devices and task completion time. Section IV
provides performance evaluation and Section V concludes the
work.
II. MOBILE CLOUD COMPUTING AND WEARABLE
DEVICES
Fig. 1 illustrates a typical mobile cloud computing scenario.
Wearable devices are often equipped with wireless WiFi and/or
Bluetooth connectivity, but usually have no 3G/LTE interfaces,
because of their significantly higher energy consumption [20],
[21]. Nevertheless, as 3G/LTE connectivity is expected to be
present in future devices, we include into our analysis the case
when wearable devices exploit cellular connectivity using the
user smartphone as relay. Furthermore, as smartphones can be
used for offloading tasks in addition to clouds, it is important
to take into account also their energy consumption.
For the aforementioned reasons, the proposed model ac-
counts for all three main architectural components: wearable
devices, smartphones, and cloud data centers. Computation
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TABLE I. OFFLOADING SCENARIOS. VALUES ARE CATEGORIZED AS (H) HIGH, (M) MEDIUM, (L) LOW AND (-) NO COST.
OFFLOADING DEVICE SCENARIO LABEL COMPUTING COMMUNICATION
ENERGY TIME ENERGY TIME
Wearable Device (w)
Local processing (l) at the wearable device w-l H H - -
Offloading to smartphone (s) w-s - - L L
Offloading to cloud (c) via smartphone (s) w-s-c - - L H
Offloading to cloud (c) via access point (ap) w-ap-c - - L M
Smartphone (s) Local processing (l) at the smartphone s-l M M L HOffloading to cloud (c) s-c - - H M
Fig. 1. Mobile cloud computing scenario for wearable devices
offloading can be performed in four different ways. In the
first case, labeled in Table I as “w-l”, wearable devices
can execute complete tasks locally, which corresponds to
no offloading. They use considerable amount of computing
resources, drain energy, but can safe on communication with no
delays introduced because of offloading. The second possibility
is to offload processing from the wearable device to the
smartphone (w-s). The offloaded task needs to be transmitted
from wearable device to the smartphone. The smartphone per-
forms processing and returns the result back, which introduces
communication delays, but helps to avoid local processing
at the wearable device. The third case, labeled as “w-s-c”,
allows the smartphone to relay and send the offloaded tasks
to the cloud. Processing in the cloud is especially beneficial
for computationally intensive tasks, but introduces higher com-
munication delays to account for wide-area network delivery
to distant servers. Finally, in the case labeled as “w-ap-c”,
wearable devices are connected to the cloud through WiFi. It
involves only one radio link in the access and the processing
is performed in the cloud.
From the smartphones’ point of view, two scenarios can
be identified. First, when they perform processing locally (s-
l), medium amount of energy is required with minimum cost
of communications involved, due to the proximity to wearable
device and low consumption of the WiFi/Bluetooth interfaces.
On the other hand, the time necessary for computing and
transmitting back to the wearable device results is high, as
smartphones have limited computing power, which results in
increased time of processing. Alternatively, the smartphone can
offload tasks to the cloud (s-c). In such scenario, no computing
is required at the smartphone, but communications require
to keep alive both LTE and WiFi/Bluetooth interfaces, which
inquires high energy consumption.
III. COMPUTING AND COMMUNICATION OFFLOADING
MODEL
Mobile devices can exploit different technologies for com-
munications. Wearable devices are usually equipped with WiFi,
Bluetooth and Near Field Communication (NFC) interfaces or
a combination of them. For the scope of this analysis, we
TABLE II. WIFI SETUP PARAMETERS
SYMBOL VALUE DESCRIPTION
ρid 3.68 W Power in idle mode
ρtx 0.37 W Power during transmission
ρrx 0.31 W Power during reception
λr 1000 fps Packet reception rate
λg 1000 fps Packet generation rate
γxr 0.09 · 10−3 J Processing energy during packet reception
γxg 0.11 · 10−3 J Processing energy during packet generation
consider WiFi technology, in particular the standard IEEE
802.11g. It provides high data rates (of up to 54 Mbit/s)
and the longest operating range for wearable devices. The
most common technology for the communication between the
smartphone and the cloud is cellular 3G/LTE. It supports data
rates of up to 300 Mbit/s in the downlink and 75 Mbit/s in the
uplink.
A. Communications in Mobile Cloud Computing
Mobile devices can exploit different technologies for com-
munications. Wearable devices are usually equipped with WiFi,
Bluetooth and Near Field Communication (NFC) interfaces or
a combination of them. For the scope of this analysis, we
consider WiFi technology, in particular the standard IEEE
802.11g as it provides high data rates (up to 54 Mbit/s)
and the longest operating range for wearable devices. The
most common technology for the communication between the
smartphone and the cloud is cellular 3G/LTE. It supports data
rates of up to 300 Mbit/s in the downlink and 75 Mbit/s in the
uplink.
Equation (1) describes the WiFi transmission time Tw of
N packets. Tp represents individual packet transmission time.
Tack is the time required for acknowledgment. DIFS and
SIFS are inter-frames spaces specified by the IEEE 802.11
standard. B is a backoff time, which helps to avoid network
contention if multiple nodes need to access the shared channel
simultaneously.
Tw = DIFS +B +N · (Tp + Tack + SIFS). (1)
To model WiFi power consumption Pw, we rely on the
model proposed by Garcia et al. in [22]:
Pw = ρid + ρtx · τtx + ρrx · τrx + γxg · λg+γxr · λr, (2)
where τtx and τrx are channel airtime percentage for transmis-
sion and reception respectively. Table II describes remaining
parameters and their corresponding values used to validate the
model.
The time Tl spent for transmission of D bytes sent at rate
r on LTE link is as follows:
Tl = Tpr + (D · 8)/r. (3)
Tpr is the promotion time, which is the time necessary to
allocate resources to the device. This involves switching from
a low-power state to a high-power state for transmission.
Equation (3) is applicable for both uplink and downlink
traffic. According to the model presented in [23], the power
consumption Pl over the LTE link can be described as follows:
Pl = αu · tu + αd · td + β. (4)
Table III lists typical values for power consumption on LTE
links.
B. Computation Offloading from Wearable Devices
Four different task execution models are available for wear-
able devices. They can execute tasks locally (w-l), offload to
the smartphone (w-s), offload to the cloud (c) via smartphone
(w-s-c) or offload to the cloud via WiFi access point (w-ap-c).
The offloaded tasks are considered to be always accepted and
processed in the cloud.
Local Processing in Wearable Devices (w-l): The simplest
way is to start task execution locally. Task completion time is
deterministic and depends on the computing power of the local
hardware, which is quite limited for the majority of wearable
devices. As a result, only tasks requiring low- and medium-size
computing can be executed locally. While high-performance
computing tasks would either take too long to complete or
will drain the available battery power too fast.
Offloading from Wearable Devices to Smartphone (w-s):
The nearest place to offload execution is a smartphone. Task
execution can take benefits of larger computing, battery power,
and storage resources of the smartphone, but require sending
tasks for execution and receiving back the completion result.
Yet, this communication occurs over short range and is energy
efficient. The time needed to obtain results Tw-s consists of
the time necessary for sending data to the smartphone and the
time to receive the results back using WiFi connection Tw and
the processing time Tsp taken by the smartphone:
Tw-s = Tw + Tsp. (5)
From the wearable device point-of-view, energy Ew-s is
only spent for communication purposes and can be described
as follows:
Ew-s = Tw · Pw. (6)
We recall that definition of Pw can be found in (2).
Offloading from Wearable Devices to Cloud via Smart-
phone (w-s-c): When the smartphone acts as a relay in
offloading tasks to the cloud, the time needed to obtain the
results Tw-s-c is defined as follows:
Tw-s-c = Tw + Tl + δi + Tcp, (7)
where Tw is the WiFi communication time between wearable
device and the smartphone, Tl corresponds to the time spent
over the LTE link as per (3) and δi corresponds to the wide-area
network delay [24], while Tcp corresponds to the time taken by
the cloud to perform computing. Energy consumption remains
identical to the case (w-s) and it is described in (6).
Offloading from Wearable Devices to Cloud via Access
Point (w-ap-c): Similarly to the second and third cases (w-
s, w-s-c), when wearable devices offload tasks to the remote
cloud without using a smartphone as a relay, wearables spend
TABLE III. LTE SETUP PARAMETERS
SYMBOL VALUE DESCRIPTION
αu 438.39 · 10−9 W/bps Power for bps in uplink
αd 51.97 · 10−9 W/bps Power for bps in downlink
αp 1210.7 · 10−3 W/bps Power for promotion
β 1288.04 · 10−9 W Idle Power
energy only to communicate with the AP (6). To be generic, the
proposed model differentiates between distances of wearable
devices and the AP and distance between wearable devices
and the smartphone. This allows capturing different channel
conditions and accounts to variable latencies. In this scenario,
the time wearable devices need to receive back the results is
described as follows:
Tw-ap-c = Tw + δi + Tcp, (8)
where Tw + δi corresponds to the communications with the
cloud through the AP and the Internet and Tcp is the processing
time in the cloud.
Fig. 2 shows the time and energy comparison between the
different cases having considered a face recognition task with
images of variable size. Face recognition is both computing-
and communication-intensive task [25]. We used Matlab model
to derive relationship between the size of the picture and the
number of instructions. The power spent for processing is
set to be equal to 3318 mW per instruction on the wearable
device and 2845 mW on the smartphone [15], [20]. Tables II
and III list the communication parameters used for analytical
validation of the model. As expected, Fig. 2 shows that
offloading appears to be highly beneficial in terms of respon-
siveness and energy consumption as the amount of data to
be transferred and processed increases. Specifically, wearable
devices have advantage to offload tasks for local execution in
the smartphone over offloading to the cloud when the data
size is smaller than 1 MB. For objects of a larger size, the
cloud always provides faster responses. In addition, Fig. 2(a)
highlights that WiFi technology should be preferred over LTE
when tasks are executed in the cloud.
C. Computation Offloading from Smartphones
From the smartphones’ point of view, upon receiving a
task from wearable devices they can either (a) execute the
task locally (s-l) or (b) offload the task to the cloud (s-c).
Local Processing in Smartphones (s-l): In such a scenario,
the smartphone receives data from the wearable device per-
forms the task locally and sends the results back. Communi-
cations happen through the WiFi link only. As a result, we
define the time Ts-l spent by the smartphone in assisting the
wearable device for offloading as:
Ts-l = Tw + Tsp, (9)
where Tw corresponds to the communication time through
WiFi and Tsp the time spent for local processing. Smartphones
spend energy Es-l for both computing and communication:
Es-l = Tw + Pw + Tsp · Psp, (10)
where Pw corresponds to the WiFi power consumption as
per (2) and Psp is the power spent for local processing.
Offloading from Smartphones to Cloud (s-c): Smartphones
can receive data from wearable devices and to perform offload-
ing to the cloud. In such case, no energy costs are associated
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Fig. 2. Wearable device (a) processing and communication time and (b) energy consumption
Local Processing (s-l); Offload to Cloud (s-c).
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Fig. 3. Smartphone (a) processing and communication time and (b) energy consumption
with processing, but the smartphone is required to keep active
both WiFi and LTE interfaces for communication for the time
Tw and Tl. As a result, Ts-c the time spent by the smartphone
in assisting the wearable device for offloading is defined as:
Ts-c = Tw + Tl. (11)
The energy spent by the smartphone is defined as:
Es-c = Tw · Pw + Tl · Pl + αp · Tpr, (12)
where where Pw and Pl correspond to the WiFi and LTE
power consumption defined in (2) and (4) respectively, while
αp corresponds to the power spent by smartphones during
promotion time Tpr as per Table III.
Fig. 3 shows the time and energy for smartphones. In
contrast with the results obtained for wearables, Fig. 3(b)
shows that it becomes more energy efficient if smartphones
perform offloading if the size of data transfer is larger than
1.2 MB. This value is in full agreement with the expected
during analysis value.
IV. PERFORMANCE EVALUATION
This section provides performance evaluation performed
with NS-3 network simulator extended with LTE functionality
from LENA project framework. Similarly to Section III, face
recognition is the application used for our analysis.
A. System Scenario
Google Glasses have been used as wearable device. They
are equipped with a dual core ARM Cortex-A9 CPU with
maximum frequency at 1 GHz [26]. This architecture is able
to offer a maximum computational power of 5000 DMIPS. The
power consumed to perform an OpenCV detection algorithm
is 3318 mW, while data transmission consumes 653 mW
using WiFi at 734 Kbps [15], [27]. LG Nexus 5 is the
smartphone used for simulations. It is equipped with a quad
core Qualcomm Snapdragon with a maximum computational
power of 30645 DMIPS [28]. The simulated cloud is assumed
to have a computational power of an Intel Core i7 3770K able
to elaborate a maximum of 106926 DMIPS at 3.9 GHz [29].
For communications, the simulated WiFi data rates range
from 734 Kbps to a maximum of 24 Mbps [15]. For LTE, in
the uplink the supported data rates range from 0.924 Mbps
up to 20 Mbps while in downlink the considered range is
2.24-40.2 Mbps. Distances between the devices (wearable and
smartphones) and antennas (WiFi AP and LTE antennas) range
between 0.5 and 15 m for WiFi and from 50 to 500 m for LTE.
The size of simulated graphical objects range from 50 KB to
a maximum size of 2 MB.
For analysis of energy consumption, the setting used for
computing is exactly the same of Section III. Wearable devices
spend 653 mW and smartphone 1749 mW for communications
over the WiFi links [15] and smartphones consume 2200
mW [21] over the LTE links.
B. Results
Fig. 4 shows the results of the simulation from the point of
view of the wearable device. Similar to the model, the decision
whether to offload a task or to execute locally depends on
the amount of the data to be processed. For small data sizes,
below 150 KB, the difference in execution time is marginal,
while for bigger amounts of data to be processed the results are
consistent with the proposed model. Offloading results being
always more energy efficient as compared to local processing.
Fig. 5 shows the simulation results for smartphones. With
respect to previous analysis, the behaviour of the charts is
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Fig. 4. Wearable device (a) processing and communication time and (b) energy consumption
Local Processing (s-l); Offload to Cloud (s-c).
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Processing; WiFi Uplink; WiFi Downlink; LTE Uplink; LTE Downlink.
Local Processing
(w-l)
Offloading to
Smartphone
(w-s)
Offloading
to Cloud via
Smartphone
(w-s-c)
Offloading
to Cloud via
Access Point
(w-ap-c)
0
0.5
1
1.5
2
2.5
3
Ti
m
e
(s
)
(a)
Local Processing
(w-l)
Offloading to
Smartphone
(w-s)
Offloading
to Cloud via
Smartphone
(w-s-c)
Offloading
to Cloud via
Access Point
(w-ap-c)
0
0.4
0.8
4
5
6
7
8
9
10
E
ne
rg
y
(J
)
(b)
Fig. 6. Distribution of (a) processing and communication time and (b) energy consumption for wearable devices
consistent with the model only for time responsiveness. More
precisely, performing offloading starts being beneficial for
amounts of data to be processed larger than 600 KB. For
energy consumption, instead, offloading is practically always
beneficial as the threshold is around 150 KB. The results
presented in Fig. 5 differ from the theoretical model. This
is especially evident for energy consumption (see comparison
of Fig. 5(b) and Fig. 3(b)). On one hand, it is because NS3
implements more realistic models for communication, while
on the other hand the results in Fig. 5 are averages having
considered different channel conditions, which can not be
captured by the theoretical model.
Fig. 6 shows task execution time and energy consumption
measured at the wearable device during offloading of a 500 KB
file. If performed locally, task execution results being a heavy
operation. Indeed, offloading is beneficial for the lifetime of
the device as all cases outperform local execution in terms of
both time and energy. From time perspective, the best way is
to offload tasks to the cloud using WiFi connection, because
cloud performs computing faster than a mobile device. Direct
connection with the cloud avoids communication over the time-
consuming LTE network at the expense in energy consumption.
Because of the need to cross the Evolved Packet Core (EPC)
network [30], communications over LTE are time consuming
and it becomes clear comparing the cases (w-s) and (w-s-c)
in Fig. 6(a). For this amount of data (500 KB), the local
processing at the smartphone leads to a faster response to
the wearable device with the same energy cost. This can be
considered as an intermediate case, as the data size is not small
enough to be efficiently processed on the wearable device and
not so large to be sent to the cloud.
Fig. 7 shows task execution time and energy consumption
measured at the smartphone during offloading of a picture
of 500 KB. Local processing at the smartphone provides
faster response if compared to offloading the task to the
cloud because of the communication over the LTE network.
Indeed, even if the cloud can perform the task faster, the time
spent in communication over LTE will affect negatively the
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Fig. 7. Distribution of (a) processing and communication time and (b) energy consumption for smartphones
performance with respect of both time and energy.
V. CONCLUSION
In this paper, we investigate task offloading performed
by wearable devices in mobile cloud computing. Multiple
offloading scenarios are taken into account, including local
processing (at wearables and at smartphones) and according
to the technology used (LTE and WiFi). The energy spent for
computing and communications and the time needed to trans-
mit data and obtain the results back are the main performance
metrics analyzed, measured from the perspective of both the
smartphones and wearable devices.
The proposed model shows that there is no a single
optimum way for task execution. It can be optimized by
execution time or the energy consumption. However, knowing
in advance the best way to perform a task affects positively
the mobile devices acting in the scenario. Above all, this is
especially important for the case of wearables with limited
battery lifetime.
Future work will be devoted to extend the proposed model
to other technologies than WiFi and LTE and perform mea-
surements with real wearable devices.
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