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ABSTRACT 
 
Dillon C. Yost: Electron Dynamics from First-Principles Quantum Theory: Electronic 
Stopping and Wannier Function Propagation 
(Under the direction of Yosuke Kanai) 
 
Developing a predictive understanding of the behaviors of molecules and materials 
requires examination of the underlying electron dynamics.  The response of quantum-
mechanical particles like electrons to perturbations such as ion and photon radiation needs to 
be described through the framework of quantum theory. In particular, first-principles 
approaches are well-suited for simulating electron dynamics in matter. Without any reliance 
on empirical fitting, first-principles simulations can provide quantitatively accurate 
predictions for properties related to electron dynamics, and they can give details of how these 
properties derive from the complex interplay between electrons and nuclei. The scientific 
insights gained from such simulation studies can aid in the advancement of radiation 
oncology, nuclear cladding, photovoltaic cells, and other technologies. 
This dissertation comprises studies of electron dynamics in a range of systems 
through a simulation framework based on real-time, time-dependent density functional 
theory (RT-TDDFT). The majority of the thesis focuses on the problem of electronic 
stopping. Electronic stopping is the energy transfer process from swift ions, such as protons 
and alpha-particles, to electrons in matter. The molecular-level details of this process are of 
great scientific interest, as is the accurate calculation of electronic stopping power, the rate of 
energy transfer from projectile ion to target electrons. Our non-equilibrium RT-TDDFT 
approach to simulating electronic stopping is greatly advanced throughout this dissertation 
 iv 
work. Careful consideration of physical and numerical approximations has led to simulations 
of electronic stopping at the level of predictive accuracy. Taking advantage of these 
capabilities, the electronic stopping of DNA and water for protons and alpha-particles is 
studied, motivated by its importance in the field of ion beam radiation oncology. A 
molecular-level understanding of the electronic excitation response to ion irradiation in DNA 
and water is developed.  
The final portion of this thesis work details efforts to exploit the gauge freedom in 
RT-TDDFT through the propagation of maximally localized Wannier functions. 
Transforming time-dependent electronic orbitals into Wannier functions expands RT-TDDFT 
capabilities further to study various phenomena ranging from optical excitation, to electronic 
stopping, to topological charge transport. This methodological development paves the way 
for new and exciting applications of RT-TDDFT for studying electron dynamics. 
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CHAPTER 1: INTRODUCTION 
 
For over a century, electronic structure theory has played a prominent role in 
explaining and predicting fundamental phenomena in physics and chemistry. Electrons, small 
negatively charged particles, determine the arrangement of atoms in matter, including 
molecules and condensed phase systems. The properties of matter are largely governed by 
the interaction of electrons under external electric fields produced by nuclei, and therefore an 
understanding of the electronic structure can yield predictions of a vast array of chemical and 
physical behaviors. Due to the quantum nature of electrons, the exact determination of the 
electronic structure of matter is an incredibly complex problem that precludes the possibility 
of obtaining exact analytical solutions for essentially all realistic systems. 
In the case of the time-independent electronic structure problem, theoretical and 
computational breakthroughs over the past century have pushed the field forward to a point 
where quantum-mechanical calculations are routinely performed in many subfields of 
physics and chemistry. However, the physical sciences are also concerned with the properties 
of matter deriving from the quantum dynamics of electrons, and this time-dependence 
significantly adds to the complexity of the problem. Time-dependent electron dynamics can 
be highly convoluted, involving interactions between nuclei, electrons, and external electric 
fields on wide-ranging scales in time and space. The computing power necessary to simulate 
these dynamics has only become available in the 21st century with the advent of terascale and 
petascale supercomputers. However, computing power on its own is generally not enough to 
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solve the electron dynamics problem as it originally stands in the time-dependent 
Schrödinger equation. Instead, a reformulation of the quantum dynamics via time-dependent 
density functional theory (TDDFT), in conjunction with high-performance computing, is 
responsible for many of the most effective electron dynamics simulations in modern science, 
especially for large, structurally complex systems.  
Through TDDFT simulations performed on massively parallel supercomputers, 
physicists and chemists now have access to unprecedented details of the quantum dynamics 
of electrons.  Such computational capabilities have vast implications for building scientific 
understanding of the optical, electrical, and magnetic properties of matter. In the microscopic 
world of atoms and electrons, changes can occur on time scales as small as one quintillionth 
(10-18) of a second. For processes this fast, even state-of-the-art experimental spectroscopic 
techniques cannot achieve the necessary temporal resolution. Thus, although many technical 
challenges still lie ahead, one of the most promising paths forward in electron dynamics 
research lies in the use of TDDFT. TDDFT, being a first-principles approach relies on 
fundamental laws of physics, not on empirically fitted parameters or models. Therefore, first-
principles calculations are capable of being quantitatively predictive of physical and 
chemical behavior. However, with TDDFT simulations being a relatively new methodology, 
there are many opportunities for progress in the theory, numerical methods, and applications. 
This dissertation contains a detailed account of several recent advances in simulating electron 
dynamics with TDDFT, with a particular focus on advancing the study of electronic 
stopping.  
 
 
 3 
1.1 Historical Background 
 In order to understand TDDFT and time-dependent electron dynamics, one should 
first understand density functional theory (DFT) and the time-independent electronic 
structure problem.  DFT is the most widely used formalism for calculations from first-
principles quantum theory. Although quantum-mechanical particles such as electrons can be 
described via the Schrödinger equation, in practice this equation becomes intractable for any 
system containing more than a few electrons. This is where DFT comes in.  In 1964, 
Hohenberg and Kohn proved that the ground-state particle density contains all necessary 
information to yield the observable properties of the quantum system [1].  Shortly thereafter, 
Kohn and Sham developed a system of equations which map the many-body problem of 
determining the density onto a system of effective single-particle wave functions [2]. 
Together, these developments had the effect of reformulating the electronic structure problem 
from the computationally intractable Schrödinger equation to the computationally feasible 
Kohn-Sham (KS) equations, a key paradigm shift in first-principles methods.  While DFT is 
a formally exact theory, there are approximations that need to be made in practical 
calculations and simulations.  In particular, by reframing the problem in terms of single-
particle wave functions, all many-body effects are relegated to the so-called exchange-
correlation (XC) energy, which is discussed in more detail later in Chapter 2.  Even so, DFT 
has proven to be amazingly accurate in predicting ground state properties of matter.   
 DFT is useful for describing matter in its ground state, but the scope of the 
Hohenberg-Kohn theorem does not explicitly address time-dependence. Fortunately, many of 
the principles of DFT can be translated into the time domain in order to describe and simulate 
the dynamics of quantum many-body systems. This time-dependent theoretical framework, 
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known as time-dependent density functional theory (TDDFT), is a relatively modern 
scientific development.  In 1984, Runge and Gross proved that the quantum dynamics of 
interacting particles (i.e., electrons) are contained in the time-dependent density [3]. This 
proof, called the Runge-Gross theorem, together with the corresponding time-dependent 
Kohn-Sham (TDKS) equations, was a breakthrough in electronic structure theory that opened 
up possibilities for simulating a whole new range of dynamic physical and chemical 
phenomena.  TDDFT, as a part of the larger field of electronic structure theory, has 
flourished in recent decades.  This has been driven by advances in the theory, advances in 
numerical implementations, and, importantly, by the ever-increasing power of high-
performance supercomputers capable of tackling the computational workload of TDDFT 
simulations. 
1.2 Motivation 
 In the majority of this dissertation research, the time-dependent process that we study 
using TDDFT simulations is electronic stopping (Chapters 3-6).  Electronic stopping is the 
term used to describe the phenomena in which a fast-moving charged particle transfers its 
kinetic energy to the electrons in a target material.  The irradiating ions often include species 
such as protons (H+) and alpha-particles (He2+), but heavy-ion (high atomic number) 
irradiation, involving nuclei of carbon, silicon, and nickel, are also relevant in certain cases.  
One of the key measures to quantify electronic stopping is through the electronic stopping 
power. The electronic stopping power is defined as an ion’s energy-transfer rate per unit ion 
displacement in matter.  This stopping power strongly depends on the velocity of the charged 
particle, giving rise to some interesting behavior as the charged particle slows down when 
penetrating matter.  These aspects are discussed in more detail in Chapter 2.   
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Fig. 1.1 The aurora borealis, also known as the “northern lights”, are caused by ionization 
and excitation of the electrons in atmospheric molecules by charged particles in the solar 
wind.  
 
The dynamical process of electronic stopping occurs in a wide range of naturally 
occurring and man-made contexts.  One of the most well-known and stunning manifestations 
of electronic stopping is the aurora borealis, or “northern lights”, where charged particles in 
the solar wind ionize and excite molecules in the atmosphere, resulting in a brilliant display 
of light.  Electronic stopping of charged particles may also have had a role to play in the 
evolution of life: While ionizing radiation can have deleterious effects on organisms, there is 
also evidence pointing towards cosmic radiation as a driving force in the generation of 
habitable planetary environments and the synthesis of prebiotic molecules [4]. 
 Outside of the natural world, the science of ion radiation has become important in a 
wide array of modern technologies.  For instance, in order to successfully manage the flux of 
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highly energetic ions generated from nuclear fission reactors, a quantitative understanding 
the ion-matter interactions is of paramount importance. Although alpha-particle radiation 
represent a relatively small fraction of products (0.2 to 0.4 %) in a fission reactor, exposure 
of liquid water to alpha radiation is known to produce hydrogen gas, which is highly 
combustible [5]. Additional questions surround other reactive electronic stopping byproducts, 
such as hydrogen peroxide, which can lead to corrosion of structural materials, potentially 
threatening the long-term integrity of the reactors [6]. Another area of concern with regards 
to electronic stopping and particle radiation exposure is in aerospace engineering. Outside of 
the earth’s atmosphere, spacecraft are exposed to high levels of galactic cosmic rays (GCR), 
which include swift protons and alpha-particles originating from outside the solar system [7]. 
Not only is GCR a concern for technological malfunction and degradation [8], but also 
exposure to too much GCR can be detrimental to the health of astronauts [9].  
 
Fig. 1.2 Proton beam treatment facility where the proton kinetic energy is calibrated 
according to the stopping power of ions in human tissue and the beam is rotated on a 
gantry to selectively target the tumor site in the patient.   
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 While ion radiation is typically viewed as a hazard due to the health risks of intense 
ionizing radiation exposure, the mechanisms of electronic stopping can be used as a medical 
tool. This is the motivation for modern ion beam cancer therapy, where high-energy particle 
beams are harnessed to accurately target tumor sites in sensitive areas of the human body, 
such as the eyes or the brain. Proton beam therapy has been very successful over the past few 
decades in treating various types of cancer [10], and, in fact, this has everything to do with 
the electronic stopping power of protons in human tissue [11]. Due to the velocity 
dependence of the proton electronic stopping power, ion beams have a very narrow radiation 
dose distribution profile compared to conventional radiation with X-rays, 𝛾-rays, or electrons 
[11]. 
1.3 Overview of Dissertation 
All of the electronic stopping examples mentioned above involve the response of an 
electronic subsystem (target material electrons) to a time-dependent perturbation (fast-
moving charged particle). In such a dynamical process, involving sub-femtosecond time 
scales and nonlinear electronic responses, it is essential to treat the physical system using 
quantum-mechanics. Thus, electronic stopping is a phenomenon that is well-suited for study 
via first-principles TDDFT simulations. In particular, in this dissertation research, we employ 
the real-time propagation approach to TDDFT (RT-TDDFT), which involves integration of 
the TDKS equations in real time. In the past ten years, it has been demonstrated that RT-
TDDFT is highly capable of simulating the electronic stopping process and calculating 
electronic stopping power for a range of irradiating ions and target materials [12,13]. 
However, some of the early studies in this area were somewhat limited in scope and 
accuracy, partly due to computational cost and partly due to underlying physical and 
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numerical approximations. With this in mind, much of the research in this dissertation 
focuses on the advancement of RT-TDDFT simulations to achieve predictive accuracy in 
electronic stopping using first-principles methods.   
First, in Chapter 3, we detail our work which constitutes one of the first RT-TDDFT 
simulation studies of electronic stopping in semiconductors. Specifically, we study proton 
and alpha-particle irradiation of silicon carbide (SiC), a material which is relevant to 
technological applications in nuclear power materials and scintillator devices [14]. We 
calculate the electronic stopping power curves using our first-principles approach and 
compared the results to available experimental data. Additionally, we compare our results to 
those of the widely used linear response theory and determined the ion velocity regime 
within which linear response treatments are appropriate. We also use the non-equilibrium 
electron densities in our simulations to quantitatively address the longstanding question of 
the velocity-dependent effective charge state of projectile ions in a material, due to its 
importance in linear response theory. We further examine the validity of the recently 
proposed centroid path approximation for reducing the computational cost of acquiring 
stopping power curves from RT-TDDFT simulations. This work is the subject of a 2016 
article published in Physical Review B [15].   
Second, in Chapter 4, realizing some specific shortcomings in previous work on 
electronic stopping, we undergo a thorough investigation into the physical and numerical 
approximations involved in the first-principles RT-TDDFT approach.  We discuss the results 
of such a study for crystalline silicon with protons as irradiating ions, due to the vast amount 
of experimental stopping power data for reference.  We examine the influences of key 
approximations in RT-TDDFT nonequilibrium simulations on the calculated electronic 
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stopping power, including approximations related to basis sets, finite size effects, exchange-
correlation approximation, pseudopotentials, and more, concepts which are discussed in more 
detail in Chapter 2. Finally, after identifying core-electron effects as crucial to the 
simulations, we propose a simple and efficient correction scheme to account for the 
contribution from core-electron excitations to the stopping power. The end result is a 
stopping power curve which has quantitative agreement with experimental data. This work is 
the subject of a 2017 article published in Physical Review B [16]. 
Next, motivated by the science of ion beam cancer therapy, Chapter 5 entails a study 
of electronic excitation dynamics in DNA under proton and alpha-particle irradiation.  
Fundamentally, it is the electronic stopping induced excitations that are responsible for ion 
beam-induced DNA damage by energetic ions. By simulating the electronic response of 
DNA to irradiating ions, our first-principles dynamics simulations reveal unprecedented 
details of the quantum dynamics of electronic excitations. Here we also discuss the extent to 
which the linear response theory is valid by comparing to the first-principles determination of 
electronic stopping power, the energy-transfer rate from ions to electronic excitation. The 
simulations show that electronic excitations induced by proton and α-particle irradiation 
cause ionization of DNA, resulting in the generation of holes. By studying the excited hole 
generation in terms of both the energetic and spatial details in DNA, our work reveals 
remarkable differences with the excitation behavior of DNA under more commonly used 
ionizing irradiation sources such as X/γ-ray photons. Furthermore, we find that the 
generation of excited holes does not directly correlate with the energy-transfer rate as a 
function of the irradiating ion velocity, in contrast to what is often assumed in the chemistry 
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and physics of radiation oncology. This work is the subject of a 2019 article published in the 
Journal of the American Chemical Society [17].  
 Chapter 6 also focuses on matter that is relevant to biology: liquid water.  While our 
group has previously studied electronic excitation dynamics and electronic stopping power in 
liquid water [18,19], this new work comprises a detailed investigation of the core electron 
excitations in the electronic stopping process. By accounting for all of the relevant physics 
through first-principles, the calculated electronic stopping power curve agrees quantitatively 
with experimental data over the entire velocity range. Excitations of the water molecules’ 
oxygen core electrons are a crucial factor in determining the electronic stopping power curve 
beyond its maximum. K-shell core electron excitations not only provide an additional 
channel for the energy transfer but they also significantly influence the valence electron 
excitations. In the excitation process, generated holes remain highly localized within a few 
angstrom around the irradiating proton path whereas electrons are excited away from the 
path.  The excitation behavior revealed here is distinctly different from that of photon-based 
ionizing radiation such as X/γ-rays. This is the subject of an upcoming 2019 article to be 
published in Physical Review Letters.  
 Finally, in Chapter 7, we discuss a technical work that encompasses a broader scope 
of electron dynamics simulations with RT-TDDFT. As mentioned already, RT-TDDFT has 
gained popularity as an approach to study a variety of excited-state phenomena, including 
optical excitation and electronic stopping. Within RT-TDDFT simulations, however, there is 
a gauge freedom in the time-dependent electronic orbitals that can be exploited for numerical 
and scientific convenience without altering any physical properties calculated from the 
quantum dynamics of electrons. Exploiting this gauge freedom, we demonstrate the 
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propagation of time-dependent maximally localized Wannier functions (TD-MLWFs) within 
RT-TDDFT. We illustrate its great utility through a number of examples including its 
application to optical excitation in extended systems using the so-called length gauge, 
interpreting electronic stopping excitation, and simulating electric field-driven quantized 
charge transport. We believe that TD-MLWF propagation represents a new paradigm in RT-
TDDFT that will open the doors to studying a more diverse array of chemical and physical 
dynamics. This work is the subject of a 2019 article published in the Journal of Chemical 
Physics [20]. 
 In addition to the main body chapters described above, we provide a survey of the 
basic theoretical and computational details of the first-principles DFT and TDDFT methods 
in Chapter 2.  Due to the advanced theoretical nature of aspects related to TD-MLWF 
propagation, Chapter 7 contains additional theoretical background information which is non-
essential for Chapters 3-6. Finally, in Chapter 8, we conclude by recapitulating our progress 
in first-principles simulations of electron dynamics with RT-TDDFT, and we present an 
outlook of ongoing research and future directions in the field. 
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CHAPTER 2: THEORETICAL AND COMPUTATIONAL BACKGROUND 
2.1 Density Functional Theory 
Density functional Theory (DFT) has been tremendously successful for the 
calculation of the properties of complex electronic systems: molecules, liquids, solids, etc.  
The revolutionary idea of DFT is to describe a system of quantum particles in terms of 
density rather than the many-body wave function. Knowing that the Schrödinger equation 
expressed in terms of the N-particle wave function is the governing equation of quantum 
mechanics, such a reformulation in terms of a single collective variable like the density 
seems impossible.  However, the formal justification for DFT was indeed proven in 
pioneering work in the 1960s in what is now known as the Hohenberg-Kohn Theorem [1]. 
Although the focus of this dissertation is time-dependent density functional theory (TDDFT), 
DFT calculations are necessary to acquire the initial condition of the electronic system.  
Additionally, many of the concepts in DFT are also relevant to TDDFT. A brief survey of the 
theoretical foundations of DFT follows. 
2.1.1 The Quantum Many-Body Problem 
DFT is formally exact with regards to the static electronic many-body electron 
problem. This problem comprises finding solutions to the time-independent Schrödinger 
equation for a system of N interacting nonrelativistic electrons, 
𝐻Ψ# 𝐱%, . . . , 𝐱( = 𝐸#Ψ# 𝐱%, . . . , 𝐱(  .   (2.1) 
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Where Ψ# is the jth N-electron eigenstate of the Hamiltonian 𝐻 with an associated energy 
eigenvalue 𝐸#. Here, the shorthand notation 𝐱# ≡ (𝐫#, 𝜎#) has been used to represent the 
spatial and spin coordinates of the electron. For simplicity, the wave function arguments 
𝐱%, . . . , 𝐱(  are implied throughout the following equations.  The total Hamiltonian is often 
expressed by 
𝐻 =	𝑇 +	𝑉456 +	𝑉44 ,    (2.2) 
Where 𝑇, the kinetic-energy operator, is defined with respect to the gradient operator of the 
position vector of the electrons: 
𝑇 = 	
−∇#9
2
(
#;%
.																																																													(2.3) 
The external potential operator 𝑉456	is defined as  
𝑉456 = 𝑣 𝐫# .
(
#;%
																																																								 2.4  
Finally, the Coulombic electron-electron repulsion operator 𝑉44 is 
𝑉44 =
1
2
1
𝐫# −	rA
.																																																(2.5)
(
#CA
 
It should be noted here that so far we are only dealing with electronic degrees of freedom. In 
principle, for real matter, nuclear degrees of freedom should also be included on the same 
footing. However, in this case we use the Born-Oppenheimer approximation (BO) [2] in 
which the electrons “see” the nuclei as fixed classical particles contributing only to the 
Coulomb potential 𝑣 𝐫# .	 This is also often referred to as the adiabatic approximation. (Later 
in the text, with the introduction of real-time time-dependent density functional theory (RT-
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TDDFT), we move to electron-nuclei dynamics beyond the adiabatic approximation, which 
becomes essential to the simulation of electronic stopping.)   
For the many-body electronic system described with the equations above, the ground-
state energy 𝐸D is given in terms of the ground-state wave function ΨD by 
𝐸D = ΨD 𝐻 ΨD       (2.6) 
Not only does this relationship hold for the ground-state energy and the Hamiltonian, but also 
it is true for any arbitrary observable and its associated operator.  The result is beautiful in its 
simplicity and is general for any physical system.  However, the difficulty lies in the fact that 
the direct application of these equations to any realistic system of interest results in 
calculations that are prohibitively expensive.  Thus, while the Schrödinger equation provides 
a fundamental theoretical framework for quantum mechanics, it is generally impractical as a 
tool for scientists.  Thus, for almost 100 years, mathematicians, physicists, and chemists have 
devised many ingenious schemes that can approximate solutions to the many-body 
Schrödinger equation.  Some of the most well-known approaches include the Hartree-Fock 
(HF) methods [3], quantum Monte Carlo (QMC) [4], Green’s function methods [5], and 
configuration interaction (CI) expansions [6].  Each approach has its own advantages and 
disadvantages with varying balances between accuracy and computational cost.   
2.1.2 The Hohenberg-Kohn Theorem 
While the aforementioned methods certainly have their place in electronic structure 
theory calculations, arguably the most successful approach to solving this quantum 
mechanical problem is DFT. DFT has the key advantage of turning the N-variable many-
body electronic problem into a problem of only the 3 spatial variables of the electron density.  
The basic existence proof that allows this was published in a landmark 1964 paper by 
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Hohenberg and Kohn [1].  The Hohenberg-Kohn (HK) theorem, as worded in Ref. [7], is as 
follows: 
 
 
 
The proof for the HK theorem makes use of the Rayleigh-Ritz variational principle and 
follows a proof by contradiction in two steps. Essentially, one first shows that two different 
potentials must produce two different ground-state wave functions. Second, one shows that 
these two different ground-state wave functions produce two different ground-state densities.  
Thus, a one-to-one correspondence is established between the external potential and the 
ground-state density (A formal mathematical proof can be found in many texts, including 
Ref. [7]).  
The implication of this one-to-one correspondence is that the Hamiltonian is a 
functional of the ground-state density and therefore all eigenstates are density functionals 
also.  Therefore, in principle, all ground- and excite-state observables of the quantum many-
body system are determined by the ground-state density. Additionally, through a corollary to 
the first proof, Hohenberg and Kohn established a variational principle for the ground-state 
density and ground-state energy in terms of a universal functional 𝐹[𝑛]. The total energy 
functional of the density is defined as 
𝐸 𝜌 = 	𝐹 𝜌 + 𝑑𝐫	𝑣(𝐫)𝜌(𝐫)																																		(2.7) 
 
Where, in the case of a non-degenerate ground-state wave wave function ΨD, the universal 
functional 𝐹 𝜌  can be defined as 
Hohenberg-Kohn Theorem: In a finite, interacting N-electron system with a given 
particle-particle interaction there exists a one-to-one correspondence between the 
external potential 𝑣(𝐫) and the ground-state density 𝑛D(𝐫). In other words, the 
external potential is a unique functional of the ground-state density,  𝑣D[𝑛D](𝐫), up 
to an arbitrary additive constant.  
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𝐹 𝜌 = 	 ΨD 𝑇 + 𝑉44 ΨD     (2.8) 
which is a unique functional of 𝜌(𝐫). Importantly, 𝐹 𝜌  does not depend on the external 
potential (from the arrangement of nuclei, for instance), and therefore is general for any 
system being studied, hence the name “universal functional”.   
At first glance, these results may not seem to be particularly interesting, but the 
implications are indeed profound.  The HK theorem represents a total paradigm shift in this 
central quantum-mechanical problem: The many-body wave function (a function of 3N 
variables) can be replaced by the ground-state density (a function of only 3 spatial variables). 
As simple as this solution may seem, one has to wonder: What is the catch? And, of course, 
there is a catch in that the exact form of the universal density functional 𝐹[𝑛] is unknown, 
and in practice it must be approximated.   
2.1.3 The Kohn-Sham Equations 
Shortly after the HK theorem proof, Kohn and Sham (KS) proposed a framework for 
practical DFT calculations using the ansatz of a non-interacting electron system [8]. The KS 
equations introduced a set of non-interacting, single-particle orbitals, 𝜙M 𝐫 , which reproduce 
the interacting electron density:  
𝜌 𝐫 = 𝜙M 𝐫 9
(
M;%
																																																					(2.9) 
One of the key advantages to the KS orbital formulation is that it allows for an analytical 
expression for the main part of the kinetic energy functional: 
𝑇O 𝜌 = 𝜙M −
∇9
2 𝜙M
(
M
																																											(2.10) 
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Here, 𝑇O 𝜌  is the kinetic energy functional where the subscript 𝑠 indicates its association 
with the non-interacting electron ansatz. The HK theorem also holds for the KS case and 
ensures a one-to-one mapping between a KS potential 𝑣O(𝐫) and the ground-state density of 
the system 𝜌D(𝐫). The associated total energy functional then becomes 
𝐸 𝜌 = 𝑇O 𝜌 + 𝑣456	𝜌 𝐫 𝑑𝐫	 +
1
2
𝜌 𝐫 𝜌 𝐫′
𝐫 − 𝐫′
𝑑𝐫𝑑𝐫′ + 𝐸ST 𝜌 							(2.11) 
In order to find the ground-state density that minimizes this energy functional, we solve the 
effective KS Hamiltonian eigenvalue equation, often simply referred to as the KS equation: 
𝐻UV𝜙M 𝐫 = −
1
2
∇9 + 𝑣UV(𝐫) 𝜙M 𝐫 = 𝜖M𝜙M 𝐫 																								(2.12) 
where 𝜖M are the KS eigenvalues and 𝑣UV(𝐫) is the sum of the external potential 𝑣456(𝐫), the 
Hartree potential 𝑣X(𝐫),  and the exchange-correlation (XC) potential 𝑣ST(𝐫): 
𝑣UV 𝐫 = 𝑣456 𝐫 +	𝑣X[𝜌] 𝐫 + 𝑣ST[𝜌](𝐫)   (2.13) 
where the Hartree potential is 
𝑣X[𝜌] 𝐫 =
𝜌(𝐫Y)
𝐫 − 𝐫′
𝑑𝐫Y.																																													(2.14) 
The XC potential is 
𝑣ST 𝜌 𝐫 =
𝛿𝐸ST[𝜌 𝐫 ]
𝛿𝜌 𝐫
.																																														(2.15) 
These Kohn-Sham equations serve as a clever reformulation of the HK variational 
principle and allow for self-consistent optimization of the ground-state density.  The key 
quantity here is the XC functional in that it contains the “missing” energetic contributions 
resulting from the move to the non-interacting single-particle orbitals.  This XC functional, 
however, is not exactly known, and some hypothesize that there does not exist an exact 
analytical form.  Thus, again, approximations must be made. This aspect of DFT is often 
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criticized in the scientific community on the grounds that the XC functional cannot be 
systematically improved as can be done in many wave function-based methods.  However, 
this criticism is somewhat unfounded.  It is true that clever “short cuts” have been employed 
in XC functional development to deliver unexpected levels of accuracy for certain physical 
systems and properties.  However, in principle, many-body perturbation theory can always be 
used to give order-by-order improvement the XC functional, albeit at an increasing challenge 
for each order.  In practice, also, there are various exact physical limits which the XC 
potential must satisfy, and these are often used to develop new approximations to the XC 
functional.  Due to the dependence of all DFT calculations on the XC approximation, XC 
functional development has become a field of its own within the electronic structure theory 
community. The next sub-section discusses several of the most common types of XC 
approximations, all of which are employed in various simulations detailed in this dissertation. 
2.1.4 Local Density Approximation 
In their seminal work, Kohn and Sham posited that solids can often be approximately 
treated in the same way as a homogeneous electron gas (HEG) [8].  The idea is that 
electronic exchange and correlation are local in character, and therefore the XC energy can 
simply be calculated by an integral over all space with the XC energy density at each point 
assumed to be the same as in a HEG with the same density: 
𝐸ST[\] 𝜌 = 𝜌 𝐫 𝜀STX_`[𝜌 𝐫 ]𝑑𝐫.																																								(2.16) 
Here, 𝜀STX_` 𝜌 𝐫  is the exchange-correlation energy per electron of a homogeneous electron 
gas of density 𝜌 𝐫 , which is known exactly.  The LDA assumes that the electron density 
varies slowly in space, but it can be quite accurate even when the density fluctuations are 
significant.  Atomic and molecular ground-state energies calculated via DFT at the LDA 
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level typically lie within 1-5% of experimental values, and molecular equilibrium geometries 
are accurate to within ~3% [7]. Additionally, LDA is very successful in reproducing Fermi 
surfaces of bulk metals [7].  While LDA has its shortcomings (e.g., systematic over-binding) 
when calculating certain properties of matter, it is both computationally expedient and 
reasonably accurate, seeing continued use in DFT calculations today, over 50 years after it 
was originally proposed.   
2.1.5 Generalized Gradient Approximation  
Another one of the earliest XC approximations was the generalized gradient 
approximation (GGA). The natural way to climb the XC approximation accuracy ladder is to 
construct functionals not only on the local density bat also on its gradients.  This concept also 
has a long history, dating back to the original work by Hohenberg and Kohn in what was 
called the gradient expansion approximation (GEA). Over years of developing higher order 
gradient expansions of the XC energy, it was discovered that the inclusion of higher order 
terms do not necessarily lead to systematic improvement. Instead, GGAs, which are a class 
of gradient expansion XC functionals, alternatively aim towards satisfying as many known 
exact properties as possible. To this end, many different approaches have been employed, 
with and without empirical parameters. All GGAs have the following general structure: 
𝐸ST``] 𝜌 = 𝜌 𝐫 𝑓ST 𝜌 𝐫 , ∇𝜌 𝐫 𝑑𝐫,																													(2.17) 
where 𝑓ST 𝜌 𝐫 , ∇𝜌 𝐫  is a function of the local density and the local density gradient. 
Development of GGA functionals has been a busy area of research, and there now exist 
hundreds of GGA functionals, each with their own pros and cons.  An overview of GGAs can 
be found in work by Koch and Holthausen [9].  In the studies detailed in this dissertation, we 
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primarily use the XC functional developed by Perdew, Becke, and Ernzerhof (PBE) [10], 
which is one of the most widely used non-empirical GGA functionals. 
2.1.6 Meta-Generalized Gradient Approximation and Hybrids 
Beyond LDA and GGA XC functionals, there has been much progress in recent years 
in the development and application of XC functionals that sit higher on the “accuracy ladder” 
of approximations.  While they are only used infrequently throughout this dissertation 
research, a brief discussion has been added for posterity.  Often considered to be the third 
rung of the ladder, meta-GGA functionals (sometimes abbreviated mGGA), are constructed 
using the density, the density gradient, Laplacians of the density, and the KS orbital kinetic-
energy density [11]:   
𝐸STc``] 𝜌 = 𝜌 𝐫 𝑓ST 𝜌 𝐫 , ∇𝜌 𝐫 , ∇9𝜌 𝐫 , 𝜏 𝑑𝐫																						(2.18)	 
where 𝑓ST 𝜌 𝐫 , ∇𝜌 𝐫 , ∇9𝜌 𝐫 , 𝜏  is a function of the local density, the local density 
gradient, the local density Laplacian, and the kinetic-energy density 𝜏. Meta-GGAs have the 
advantage of reducing self-interaction error and satisfying additional physical constraints 
compared to GGAs and LDA [12], albeit at an increased computational expense.   
 Climbing higher up the XC approximation ladder, we have hybrids, sometimes called 
hyper-GGAs.  Hybrid functionals are characterized by their incorporation of a fraction of 
exact exchange-energy density from Hartree-Fock theory, which is an implicit density 
functional, but an explicit orbital functional [9].  The general form of hybrid XC functionals, 
mixing a fraction of exact exchange, is the following: 
𝐸ST
fghiMj = 𝛼𝐸S45lm6 + 1 − 𝛼 𝐸S``] + 𝐸T``]																													(2.19) 
where 𝛼 is a semiempirical constant typically having a value of ~0.25 [13,14].  Although, the 
calculation of exact exchange energy can be costly, hybrid functionals outperform GGAs and 
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meta-GGAs in most cases for structural and energetic properties of molecules.  In particular, 
it is estimated that the three-parameter B3LYP functional [15] is used in 80% of all DFT 
calculations [7]. A more comprehensive account of the development and properties of hybrid 
functionals can be found in the review by Koch and Holthausen [9]. 
2.2 Time-Dependent Density Functional Theory 
Time-dependent density functional theory (TDDFT) is a relatively modern 
development in electronic structure theory, with its fundamental existence theorem dating 
back to the 1980s.  The central idea of TDDFT is that the dynamics of the electronic system 
can be completely described by its time-dependent density instead of the time-dependent 
many-body wave functions.  Practically speaking, TDDFT calculations can be significantly 
more complicated and costly than DFT calculations. Even so, TDDFT has grown into one of 
the most well-established theories for calculations of properties related to electron dynamics, 
including optical absorption spectra, electronic stopping power, charge transport, and 
ultrafast chemical dynamics.  In fact, TDDFT has become established as its own subject 
within electronic structure theory, with its own development efforts in theory, computational 
methods, and applications.  All of the studies detailed in this dissertation are based on 
TDDFT. In the subsections that follow, a brief review of the theoretical underpinnings of 
TDDFT are presented. For more details of the mathematical proofs and fundamental physics, 
see Ref. [7] and references therein.  
2.2.1 The Time-Dependent Schrödinger Equation 
As in the time-independent case, we can express the time evolution of a system by a 
many-body Schrödinger equation. However, now we are introducing time-dependence, 
giving the following Schrödinger equation: 
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𝑖
𝜕
𝜕𝑡
Ψ 𝐱%, . . . , 𝐱(,𝑡 = 𝐻 𝑡 Ψ 𝐱%, . . . , 𝐱(, 𝑡 																										 2.20  
Where an initial wave function Ψ 𝑡D ≡ ΨD is propagated over a time interval [𝑡D, 𝑡%].  In 
general terms, the solution of this time-dependent Schrödinger (Eq. 2.20) can be written in 
terms of a composite unitary time evolution operator 𝑈(𝑡, 𝑡D): 
Ψ t = 𝑈 𝑡, 𝑡D ΨD																																																	(2.21) 
The unitarity of the time-evolution operator ensures that the total particle number is 
conserved.  For the case of a time-dependent Hamiltonian 𝐻(𝑡), the time evolution operator 
can be written as: 
𝑈 𝑡, 𝑡D = 𝒯𝑒𝑥𝑝 −𝑖 𝐻 𝑡 	𝑑𝑡Y
6
6w
																															(2.22) 
Where 𝒯 is a time-ordering operator which enforces causality. Equation 2.22 is an exact 
expression, but it does not lend itself for practical evaluation. In real calculations, the time 
evolution must be approximated. A variety of numerical methods for this have been 
developed, and they will be discussed in more detail in section 2.3.   
2.2.2 The Runge-Gross Theorem 
Even more so than the time-independent case, calculations involving time-dependent 
many-body wave functions are impractical for anything above a few electrons.  Thus, it is 
advantageous to reframe the problem in terms of density instead of wave functions.  In order 
for such a reformulation to be valid, one must show that the quantum dynamics of the system 
are completely determined by the time-dependent density.  In their seminal 1984 work, 
Runge and Gross showed exactly this by proving the unique, one-to-one correspondence 
between time-dependent densities and potentials (and therefore wave functions) [16].  
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 The proof of the Runge-Gross theorem is somewhat convoluted compared to the 
Hohenberg-Kohn theorem proof. Thus, for the sake of brevity, we present the formal 
statement of the Runge-Gross theorem (as worded in Ref. [7]) and its implications for 
quantum dynamics via TDDFT.   
 
 
 2.2.3 Time-Dependent Kohn-Sham Equations 
 2.2.4 Real-Time TDDFT 
The implication is that the time-dependent density is a unique functional of the potential, and 
vice versa.  Thus, we have the following mappings between the time-dependent Hamiltonian 
𝐻(𝑡), the many-body wavefunction Ψ t , and the time-dependent density 𝜌(𝐫, 𝑡): 
𝑣 𝐫, 𝑡 = 𝑣 𝜌,ΨD 𝐫, 𝑡 ⟹	𝐻 𝑡 = 𝐻 𝜌,ΨD 𝑡 ⟹ Ψ t = Ψ 𝜌,ΨD 𝑡 									 2.23  
What follows is that all physical observables of the dynamic quantum system become 
functionals of the time dependent density: 
𝑂 𝑡 = Ψ[𝜌,ΨD] 𝑂(𝑡) Ψ[𝜌,ΨD] = 𝑂 𝜌,ΨD 𝑡 																				(2.24) 
Like DFT, TDDFT is a formally exact theory, but there are a few assumptions that 
are made in the proof which can have implications in practical calculations. For example, the 
Runge-Gross theorem proof assumes a finite system such as isolated atoms or molecules. 
Thus, for cases involving infinitely extended periodic systems, the applicability Runge-Gross 
theorem and TDDFT is not immediately clear. If the potential arises from a finite, 
normalizable charge distribution, the Runge-Gross theorem does indeed apply ([17,18]).  
However, in cases where a uniform external electric field is applied to the periodic system, 
the Runge-Gross theorem does not formally apply, and again TDCDFT should be used 
Runge-Gross Theorem: Two densities 𝜌(𝐫, 𝑡) and 𝜌′(𝐫, 𝑡), evolving from a common 
initial many-body state ΨD under the influence of two different potentials 𝑣(𝐫, 𝑡) and 
𝑣Y(𝐫, 𝑡) ≠ 𝑣(𝐫, 𝑡) + 𝑐(𝑡) (both are assumed to be Taylor-expandable around 𝑡D), will 
start to become different infinitesimally later than 𝑡D. Therefore, there is a one-to-one 
correspondence between densities and potentials, for any fixed initial many-body 
state. 
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instead of TDDFT [17]. Fortunately, despite this formal limitation, TDDFT has been used in 
such cases and can consistently give accurate physical results. This notion is discussed in the 
context of optical absorption in Chapter 7.    
2.2.3 The Time-Dependent Kohn-Sham Equations 
Analogous to DFT and the Kohn-Sham equations, TDDFT is usually formulated in 
terms of the time-dependent Kohn-Sham (TDKS) equations.  This involves representing the 
system in terms of non-interacting single-particle wave functions that reproduce the time-
dependent density. The TDKS electronic orbitals evolve under an effective potential 
𝑣O[𝜌,ΨD,ΦD](𝐫, t), which is a functional of the time-dependent density	𝜌, the initial many-
body wave function ΨD, and the initial noninteracting ΦD. Every TDDFT calculation has a 
dependence on the initial electronic state, and it is typical to use the equilibrium electronic 
ground state calculated via a standard DFT calculation as the starting point.  However, there 
are cases where TDDFT calculations are initiated with a non-equilibrium state such as a 
field-polarized resonant state (practical examples can be found in Chapter 7).  In either case, 
the governing TDKS remains the same. For the initial condition 𝜑# 𝐫, 𝑡 = 𝜑#D 𝐫 : 
𝑖
𝜕
𝜕𝑡
𝜑# 𝐫, 𝑡 = −
∇9
2
+ 𝑣456 𝐫, 𝑡 +
𝜌 𝐫Y, 𝑡
𝐫 − 𝐫Y
𝑑~𝑟Y + 𝑣ST[𝜌](𝐫, t) 𝜑# 𝐫, 𝑡  
(2.25) 
Where the time-dependent density is given by 
𝜌 𝐫, 𝑡 = 𝜑# 𝐫, 𝑡
(
#;%
																																																(2.26) 
Again, this non-interacting KS system does, by construction, produce the exact time-
dependent electron density for the given initial conditions.  But, of course, this assumes that 
the time-dependent XC potential 𝑣ST 𝜌 𝐫, t  is known exactly also. In practice, 
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approximations must be made, and in the time-dependent case this issue becomes even more 
complicated.  
Ultimately, the time evolution of a TDKS orbital 𝜑M(𝑡) from time 𝑡D to 𝑡 can be 
expressed through the following equation:  
𝜑M 𝑡 = 𝑈 𝑡, 𝑡D 𝜑M 𝑡D 																																													(2.27) 
Where 𝑈 𝑡, 𝑡D  is the unitary time-evolution operator (from Eq. 2.22) which can also be 
expressed as the following infinite sum: 
Û(t, t0 ) = 1̂+
(−i)n
n!n=1
∞
∑ dt1 d
t0
t
∫ t2 dt3
t0
t
∫ ... dtn
t0
t
∫ Τ̂[ĤKS (t1)
t0
t
∫ ĤKS (t2 )....ĤKS (tn )]
			(2.28)	
In practice this cannot be evaluated analytically, meaning that the operator must be 
approximated numerically with a series of short-time (∆𝑡) propagations. This numerical 
aspect is discussed in subsection 2.3.2.  
2.2.4 Adiabatic Approximation to the Exchange-Correlation Functional 
Most applications of TDDFT make use of the so-called “adiabatic approximation” to 
the time-dependent XC potential 𝑣ST 𝜌 𝐫, t .  In the adiabatic approximation, one simply 
substitutes the time-dependent XC potential for the static XC potential used in DFT.  The 
term “adiabatic” here refers to the fact that such an approximation would indeed be exact in 
the limit where the perturbation on the electronic system remains is slow enough that it 
remains in an instantaneous eigenstate throughout.  What we have under this approximation 
is a TDKS equation in which an XC potential is a functional of the time-dependent density 
but remains local in time. This can be expressed through the following equation: 
𝑣ST] 𝐫, 𝑡 = 𝑣STD [𝜌D] 𝐫 w 𝐫 ⟶ 𝐫,6 																																																		(2.29) 
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Another way of thinking about this is that the XC potential has no “memory”.  It depends 
only on the instantaneous density, not on the history of that density. Despite of this memory 
neglect, the adiabatic approximation to the XC potential in TDDFT works surprisingly well 
in most cases.  In many cases where there is disagreement between experimental results and 
TDDFT results due to the XC approximation, the problem can often be remediated simply by 
using a higher-level time-independent XC functional (e.g., LDA to GGA, mGGA, hybrids, 
etc.). While non-adiabatic XC potentials is an active area of research in the TDDFT 
community [19,20], all of the simulations carried out in this work employ the adiabatic 
approximation to the XC functional, which was found to be sufficiently accurate for 
capturing the nonequilibrium electronic phenomena of interest.   
2.2.5 Linear-Response TDDFT Versus Real-Time TDDFT 
TDDFT has become one of the most popular methods for calculating excited state 
properties of molecules and materials, especially in the chemistry community.  However, this 
widespread adoption of TDDFT has also led to some confusion with regards to the different 
types of calculations and simulations.  The majority of TDDFT calculations performed today 
actually fall into a particular formulation known as linear response TDDFT (LR-TDDFT). In 
cases where the external perturbation on the electronic system is small (electrons remain 
close to their ground state structure), the linear response of the system can be taken as a first 
order approximation.  This allows for the calculation of excited state properties, such as 
optical absorption, in a framework more akin to ground-state DFT. The formal justification 
for calculating the response of the system to a time-dependent perturbation (such as the 
oscillating electric field of a photon) lies in the Runge-Gross theorem. However, LR-TDDFT 
does not involve explicit evolution of the electronic orbitals in time. Instead, a non-
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interacting KS response function is related to the full interacting response function through a 
Dyson equation in terms of time-independent KS orbitals and a so-called “XC kernel” that is 
included to encapsulate many-body effects (see Ref. [7] and references therein).  A variety of 
computational approaches have been developed for practical LR-TDDFT calculations [21-
23]. LR-TDDFT can be a highly efficient approach for calculating certain excited state 
properties, but it is limited to weak perturbations, and it does not give access to the real-time 
evolution of electron density which contains useful scientific information. For these reasons, 
we do not employ LR-TDDFT calculations in this work, although linear response results are 
presented for comparison in certain cases. 
 All of the nonequilibrium electron dynamics simulations presented in this 
dissertation, were performed using real-time TDDFT (RT-TDDFT).  In real-time TDDFT, 
the TDKS equations are integrated in time.  While RT-TDDFT is usually more costly than 
LR-TDDFT, this approach is necessary for describing some of the strong perturbations and 
nonlinear electronic responses studied in this work. In addition to the ability to calculate both 
linear and nonlinear response properties, RT-TDDFT simulations give direct access the time-
dependent electron density which can provide useful chemical information.  RT-TDDFT 
simulations are a modern approach to electron dynamics simulations, with some of the 
earliest first-principles studies carried out in the late 1990s ([24-26]). Within the past decade, 
concurrent with the advent of petascale computing, there has been a flurry of activity in the 
RT-TDDFT community, with new numerical methods, codes, and applications appearing all 
the time [27].  
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2.3 Implementation In The QB@LL Code 
The discussion of RT-TDDFT up to this point has been quite general and abstract. 
The proceeding subsections discuss several aspects of the massively parallel RT-TDDFT 
QB@LL (“cue ball”) code which is used in all studies discussed in Chapters 3-7. QB@LL is 
a redesigned version of the DFT code, Qbox, which is highly scalable code originally 
developed at Lawrence Livermore National Laboratory [28,29].  QB@LL is the RT-TDDFT 
version of the code written in C++ which takes advantage of a hybrid MPI/OpenMP 
framework for massively parallel RT-TDDFT simulations.  While we address some of the 
most relevant aspects of the QB@LL RT-TDDFT implementation, the discussion is by no 
means exhaustive. More details of the open-source QB@LL code can be found in several 
technical works [30-32].  
2.3.1 Plane-Wave Pseudopotential Basis 
With any implementation of DFT or TDDFT calculations, the non-interacting KS 
orbitals must be expanded in a finite set of basis functions.  There are a variety of choices for 
basis sets including Gaussian-type atomic orbitals [33,34], real-space grids [35,36], plane-
waves [30], and mixed Gaussians/plane waves [37]. Each type of basis has its own 
advantages and disadvantages, with cost and accuracy. For the DFT and RT-TDDFT 
calculations in this work, all rely on a plane-wave pseudopotential approach, unless 
otherwise noted. In this plane-wave pseudopotential approach, we have a supercell (allowing 
for gamma-point-only calculations) with periodic boundary conditions. Accordingly, the 
Bloch theorem can be exploited, giving the following expansion of the TDKS orbitals: 
   (2.30) 
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where 𝑢𝐤(𝐫, t) are Bloch orbitals having the periodicity of the lattice, n is the eigenstate 
index, k is the Brillouin zone vector, and Ω is the volume of the supercell.  Consequently, we 
can expand the orbitals in terms of plane-waves: 
    (2.31) 
where G belongs to the reciprocal lattice. The plane-wave basis set is orthonormal, comprises 
a spatially expansion, and can be systematically converged by increasing the plane-wave 
kinetic cutoff energy 𝐸m6 = 𝐺m69 /2, albeit at increased computational expense. Additionally, 
the plane-wave basis is independent of the nuclei positions, which is particularly convenient 
for many of the applications detailed in this work because basis set superposition errors and 
Pulay forces [38] do not need to be considered. The time-dependent wavefunctions 𝜓𝐤 𝐫, 𝑡  
evolve in time through changes in the plane-wave expansion coefficients 𝐶(𝐆, 𝑡).  
 Convergence of a plane-wave basis is perfectly feasible for most regions of the 
electronic wavefunctions, but the situation becomes more complicated near the nuclear cores.  
Due to the sharp peaks of core electron wave functions and the rapid “wiggles” in valence 
electron eigenstates near the nucleus center, extremely high plane-wave kinetic energy 
cutoffs (expense approximately scales with the square of the cutoff energy) would be 
required to represent wavefunctions in this region.  One solution to this problem is the 
pseudopotential approximation. For the core electrons (and usually semi-core electrons), all 
degrees of freedom are removed, effectively “freezing” the core.  For the valence electrons, 
the full Coulomb potential of the nucleus is not used, but rather a “pseudopotential” which is 
weaker and removes the “wiggles” near the core region.  A variety of methods have been 
developed to construct pseudopotentials for different atomic species [39-41], and the specific 
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types of pseudopotentials used are noted throughout this text.  In most cases, core electrons 
do not affect chemistry, making the pseudopotential approximation an effective cost-saving 
tool.  However, there are instances of highly non-equilibrium electron dynamics which 
require explicit all-electron or semi-core calculations to be performed (see Chapter 4 and 
Chapter 6 for examples).   
2.3.2 Numerical Propagation In Real Time 
At first glance, the TDKS equation (Eq. 2.25) bears similarities to the time-dependent 
Schrödinger equation (TDSE). The propagation of the TDSE is a well-known problem and 
has been studied for a variety of numerical propagation techniques.  However, the TDKS 
equations have some significant differences that make time propagation more complicated. 
First, unlike the TDSE, the TDKS equations are a set of non-linear partial differential 
equations, and the inverse of the KS operator is only available through numerical iterative 
solutions [30]. Second, methods which may be stable for the TDSE are not necessarily stable 
under the same conditions for the TDKS equations due to self-consistency [30]. 
 In this work, two integrator methods have been used: The fourth-order Runge-Kutta 
algorithm (FORK) [42] and the enforced time-reversal symmetry algorithm (ETRS) 
[32,43].The FORK algorithm is an explicit numerical method which includes four 
intermediate evaluations of the Hamiltonian according to: 
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    (2.32) 
The FORK integration scheme has been shown to have a good balance between accuracy and 
computational cost compared to other finite-difference methods such as first-order Euler, 
second-order finite differences, and second-order Runge-Kutta [30]. For the FORK scheme, 
the integration error scales as 𝒪(∆𝑡), and timesteps on the order of attoseconds are usually 
sufficiently small to ensure stable propagation in RT-TDDFT simulations [30].   
 While propagators designed for Schrödinger-type equations are not always suitable 
for TDKS propagation, the enforced time-reversal symmetry algorithm has proven to be 
suitable for applications in RT-TDDFT [43]. In the ETRS scheme, the propagation of a 
TDKS orbital from time 𝑡 to time 𝑡 + ∆𝑡 is given by 
𝜑M 𝐫, 𝑡 + ∆𝑡 = exp	 −𝑖
∆𝑡
2ℏ
𝐻[𝜌 𝐫, 𝑡 + Δ𝑡 ] ×exp	 −𝑖
∆𝑡
2ℏ
𝐻[𝜌 𝐫, 𝑡 ] 𝜑M 𝐫, 𝑡  
   (2.33) 
Here, an approximation for 𝜑M 𝐫, 𝑡 + ∆𝑡  is first obtained by propagating the full step with 
the exponential of 𝐻[𝜌 𝐫, 𝑡 ], effectively making the propagation a two-step self-consistent 
iteration, which is sufficient for most applications.  In this work, the exponential of the 
Hamiltonian is approximated with a Taylor expansion truncated to fourth order.   
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 Both the FORK and ETRS propagators can be stable over thousands of time steps, 
and both effectively have similar computational costs. However, the ETRS propagator’s 
inherent time-reversability results in better conservation of total energy, electronic charge, 
and orbital orthogonality.  For this reason, the ETRS propagator is used throughout the RT-
TDDFT simulations of this work, with two exceptions: First, in Chapter 3, the FORK 
propagator is used because the ETRS propagator had not yet been implemented in the 
QB@LL code at the time the work was done.  Second, in Chapter 7, the FORK method is 
used in comparison to the ETRS method in some tests of numerical stability for the Wannier 
function propagation in RT-TDDFT.  
2.3.3 Data Layout and Communication 
The structure of Qb@ll is based on a two-dimensional logical process grid to 
distribute data and limit communication scope.  In this message passing interface (MPI) grid, 
process columns represent electronic orbitals, with the process rows containing their 
respective plane-wave expansion coefficients.  Once the ground state electron density of the 
system is computed, it is not necessary to re-orthogonalize the TDKS wave functions at 
every iteration like traditional Born-Oppenheimer molecular dynamics (BOMD) simulations.  
This means that RT-TDDFT is particularly well-suited for this highly distributed grid across 
compute nodes because global communication bottlenecks associated with 
orthonormalization are avoided.   
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Fig. 2.1 The QB@LL MPI process grid. The task ordering is column-major with each 
column owning a fraction of the electronic orbitals ∅(𝐺) and a copy of the electronic density 
in reciprocal space 𝜌(𝐺). All tasks also store a copy of the current ionic positions 𝑅 .  
 
In addition to the MPI process grid, QB@LL uses OpenMP, threaded kernels, fast fourier 
transform libraries (e.g., ESSL [44], FFTW [45]) and scalable linear algebra libraries (e.g. 
ScaLAPACK [46]), to achieve optimum performance of the code.  With these highly 
advanced parallel computing tools, the QB@LL code has achieved petascale performance on 
the Sequoia BlueGene/Q supercomputer at LLNL with sustained peak efficiencies of up to 
59% of the theoretical peak on 16,384 nodes and performance of 8.75 Petaflop/s (43% of 
theoretical peak) on the 98,304 (1,572,864 cores) nodes for a system of 5400 aluminum 
atoms (59,400 electrons) [32]. These petascale computing capabilities of the QB@LL code 
were essential for carrying out some of this work’s large-scale RT-TDDFT simulations (see, 
in particular, Chapter 5) which represent the cutting edge of RT-TDDFT scientific 
applications. 
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2.4 Theory of Electronic Stopping 
With the previous sections discussing the theoretical background of DFT and 
TDDFT, we now turn to a theoretical background of electronic stopping, the dynamical 
electronic phenomena that is a primary focus throughout this dissertation. Electronic stopping 
is the term used to describe the energy transfer from a highly energetic charged particle (e.g. 
proton or alpha-particle) to electrons in a material. This process induces massive electronic 
excitations in the material through interaction with the electric field produced by the charged 
particle. The ion’s rate of kinetic energy loss per unit of path length is called the stopping 
power: 
𝑆 = −
𝑑𝐸
𝑑𝑥
																																																										(2.34) 
This quantity is key in determining dopant implantation depth in semiconductors, radiation 
shielding properties of matter, and the calibration of ion beams for radiation cancer therapy.   
 The stopping of swift ions in condensed matter is usually separated into two regimes: 
Nuclear stopping involves elastic collisions between the ion and target material nuclei. 
Electronic stopping involves inelastic collisions between the ion and the target material’s 
electrons.  These two phenomena occur on different energetic scales. For irradiating ions 
with kinetic energies above ~10 keV per nucleon, electronic stopping is the dominant force. 
Generally, nuclear stopping only becomes important as the ion slows down (kinetic energies 
less than ~10 keV per nucleon) near the end of its trajectory.  
Historically, the electronic stopping power has been calculated using analytical 
models. Bethe theory [47] has been widely used in various fields for modeling electronic 
stopping power in general. Also, the Lindhard dielectric function [48] formalism is 
frequently used to obtain electronic stopping power in metallic systems. Unfortunately, these 
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analytical models only provide the average energy transfer rate, and they do not provide 
details of the energy transfer process at an atomistic level. Atomistic descriptions have 
become important to the progress of modern technologies that employ structurally complex 
materials such as carbides, oxides, and molecular liquids. Furthermore, the original Bethe 
model does not provide an accurate electronic stopping power for low projectile velocities, 
and higher order corrections and/or effective projectile charge states are introduced with 
significant empiricism [49,50]. In the proceeding subsections, we include a brief historical 
review of existing models for electronic stopping before turning to an overview of non-
equilibrium RT-TDDFT simulations of electronic stopping.  
2.4.1 Analytical Models 
Ever since the problem of electronic stopping was considered in the early 20th century 
[2,47,51,52], many theorists have worked towards accurate calculations of electronic 
stopping power [53-55]. This “power” is actually the rate of non-equilibrium energy transfer 
from the projectile particle (ion) to the electronic excitation per unit distance of the particle 
movement (Eq. 2.34). Assuming the plane-wave Born approximation as in scattering theory 
(consequently, the projectile ion has a fixed charge Z with no velocity dependence), the 
electronic stopping power can be expressed in a mathematically closed form: 
     (2.35) 
where L(v) is a velocity-dependent quantity called the stopping logarithm or number.  
Bethe famously derived an analytical expression for the stopping logarithm by truncating  
the power series expansion in 1/v2 [47]. This gives: 
      (2.36) 
Se(v) =
4πZ 2
v2
L(v)
L(v) = Ne ln
2v2
I
	
	 37 
where Ne is the electron number density and I is the mean excitation energy of the target 
material. This is the famous Bethe theory, which is still widely used in radiology and 
condensed matter physics communities today, often with some empirical higher-order 
corrections. The hallmark of the Bethe formula (Eq. 2.32) is its simplicity with the quadratic 
dependence of the stopping power on the projectile charge, which we will refer to as the 
linear-response (LR) scaling throughout this text. Derived in the 1930s in the context of 
nuclear physics, the analytical model works fairly well for very high velocity projectiles, but 
further expansions in the perturbation theory need to be introduced beyond the quadratic term 
for lower velocities around the stopping power maximum. These higher order dependences 
are often referred to as Barkas and Bloch corrections [56]. In parallel, many have also 
discussed using a better starting point for the perturbation theory by taking into account the 
projectile charge dependence [57,58]. Various researchers such Northcliffe have proposed 
that a better description could be obtained if an empirically-determined effective projectile 
charge was used [59].  
Lindhard made a significant advancement when he derived the expression for the 
stopping logarithm in terms of the energy loss function as 
    (2.37) 
 
where ELF is the energy loss function of frequency w and wavelength q, which can be 
expressed as 
      (2.38) 
L(v) = − 1
2π 2
ω dω dq
q0
∞
∫
0
qv
∫ ELF(q,ω)
ELF(q,ω) = − Im ε−1(q,ω)( )
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where e is the dielectric function. This formulation is widely known as the Lindhard 
formulation [60,61] due to the dielectric function model derived by Lindhard using linear 
response theory with the random phase approximation (RPA) [48]. The Lindhard formula is 
often used for obtaining the electronic stopping power for metals. Bethe theory and Lindhard 
formulations represent the two most widely used analytical models for calculating the 
electronic stopping power even today. 
In the last several decades, the advancement of electronic structure theory has made it 
possible to theoretically obtain the stopping logarithm from quantum mechanical theory. 
Most notably, Echenique and co-workers have demonstrated a calculation of the stopping 
logarithm for metals [61,62] without using the Lindhard approximation for the dielectric 
function, and Sabin and co-workers have also made important progress by calculating the 
mean excitation energy for molecules to obtain the stopping logarithm in the context of Bethe 
theory [63-68]. However, these analytical models are limited in two fundamental ways: First, 
both of the models assume the plane-wave Born approximation. For example, using Lindhard 
formalism results in a significant error even in metallic systems like aluminum for projectile 
ions other than protons as shown in Ref. [69] for a-particles. Secondly, the analytical models 
do not give physical details at the atomistic level. For structurally complex materials like 
SiC, DNA, and liquid water, the spatial details of electronic excitations are quite valuable 
because the local electronic structure associated with point defects and individual water 
molecules can play an important role in the energy transfer process. 
2.4.2 Simulating Electronic Stopping With RT-TDDFT 
According the Runge-Gross theorem [70], it is possible for electron dynamics to be 
treated efficiently using time-dependent density functional theory (TDDFT) [7,23]. This 
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presents opportunities for studying the electronic stopping process without reliance on 
analytical models. For metals, the electronic stopping power is a linear function of ion 
velocity in the low velocity limit, and the slope is called the friction coefficient. Nazarov and 
co-workers demonstrated the calculation of the friction coefficients for a series of metals 
with various projectile ions using TDDFT and its current density functional theory variation 
[71,72]. Campillo and co-workers reported the stopping power calculation over a wide range 
of ion velocity using the LR-TDDFT [73].  
In the last several years, scientists have started to explore the use of RT-TDDFT 
simulations to obtain electronic stopping power by directly simulating the electronic response 
to the projectile ion. This approach was found to be quite successful for obtaining the linear 
part of the electronic stopping power [74,75], and it also seemed promising for obtaining the 
electronic stopping power curve even for higher ion velocities [76,77] beyond the Bragg peak 
(peak in stopping power curve).  
In order to simulate the non-equilibrium quantum dynamics of electrons in response 
to an energetic ion, we need to balance computational accuracy and efficiency. Although 
several methods and codes already exist for performing RT-TDDFT calculations (see Refs. 
[24,33,34,43,78-84]) this work requires a numerical implementation that scales efficiently on 
thousands of processors in massively parallel computers because large system sizes with 
thousands of electrons needs to be simulated for accurate modeling (as discussed in 
subsection 2.4.1).  The computational approach we employ in this work is the direct 
calculation of the stopping power via its definition as the deposited energy as a function of 
the ion displacement x at a constant velocity v: 
S(v) = dE[{φi (t)}]
dx v
	 	 	 	 (2.39) 
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where E is the electronic energy in the system and the bracket indicates a classical ensemble 
average of ion trajectories at constant ion velocity [69,85]. For calculating this quantity, one 
performs a series of non-equilibrium electron dynamics simulation with different ion 
velocities. The projectile ion is introduced in the simulation cell after the equilibrium 
electronic structure is obtained for the system using a standard DFT calculation. The RT-
TDDFT simulation is then performed with the projectile ion moving at a constant velocity. 
By constraining the ion velocity, the total electronic energy increases, allowing for 
calculation of the electronic stopping power for the given velocity.   
 
Fig. 2.2. Electron density change in response to an energetic proton traveling with a velocity 
of 2.0 a.u. in a homogeneous electron gas. A steady state needs to be reached in the 
simulation before the energy derivative (stopping power) is obtained to calculate the 
electronic stopping power.  
 
The non-equilibrium electronic response to the ion movement is obtained in the RT-
TDDFT simulation only after the steady state is reached in the simulation, requiring a large 
simulation supercell. A case for the homogeneous electron gas is shown as an example in 
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Figure 2.2.  The electronic energy derivative with respect to the ion displacement (Eq. 2.39) 
is then numerically calculated and the ensemble average is taken. In the electronic stopping 
simulation, only the projectile ion is moved and no other atoms are allowed to move, and 
thus no contributions from nuclear stopping (elastic collision) enter in the simulation 
although it would be negligible in any case at the velocities that we are interested in.  
In a realistic system (unlike the homogeneous electron gas widely studied in the 
literature), atomic nuclei of the system complicate the numerical calculation of the electronic 
energy change (Eq. 2.39), especially because non-local pseudo-potentials are typically used 
for treating core electrons. The pseudo-potentials are given as the sums of local potentials 
and separable non-local operators 
  (2.40) 
where 𝜓V  is an atomic pseudo-wavefunctions and 𝛿𝑉 is an angular momentum-specific 
potentials as defined in Kleinman-Bylander representation [40]. The construction of the 
pseudo-potentials needs to be performed more carefully than for standard DFT calculations, 
minimizing the cut-off radius as detailed in Ref. [69]. The pseudo-potentials are generated by 
inverting the atomic Kohn-Sham equation for a specific XC potential [86], with a rather 
small cut-off radius of ( typically ~1 a.u.). Most of the error resulting from the use of non-
local pseudo-potentials can be removed by performing separate Born-Oppenheimer MD 
calculations on the same path [87], but a separate procedure of baseline fitting is generally 
required for calculating the energy derivative. Another approach that we found to remediate 
this problem is to calculate the electronic stopping power from the average nonadiabatic 
“drag” force (NA force) on the projectile rather than the total change in energy of the system. 
r ' V̂ext r =Vlocal (r)δ(r '− r)+
r ' ψlm
PSδVl δVlψlm
PS r
ψlm
PS δVl ψlm
PS
l,m
∑
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This approach is discussed in more detail in Chapter 4 and in Appendix B.  Of course, there 
are many more physical and numerical complications in the simulation of electronic stopping 
and calculation of stopping power with RT-TDDFT, such as time step, plane-wave cutoff 
energy, etc. These issues are the primary subject of the work detailed in Chapter 4.   
Although this work focuses on first-principles RT-TDDFT simulations as a means to 
go beyond analytical models, the computational cost of our approach is very high and it is 
desirable to advance analytical models using the first-principles simulations at the same time. 
First-principles simulations provide us with great details of the non-equilibrium electronic 
structure in electronic stopping processes, which allows us to systematically examine the 
validity of the plane-wave Born approximation in the analytical models (see, in particular, 
Chapters 3, 5, and 6). This key approximation results in a mathematically closed expression 
with a projectile charge that is independent of its velocity. Here, we have made progress in 
tackling this challenge by employing the first-principles quantum mechanical simulation to 
quantify the velocity-dependent effective charge. Such efforts will also help connect the 
wealth of existing understanding and recent increasingly popular efforts in simulating 
electronic stopping from first-principles quantum mechanical theory. 
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CHAPTER 3: ELECTRONIC STOPPING FOR PROTONS AND ALPHA-
PARTICLES FROM FIRST-PRINCIPLES ELECTRON DYNAMICS: THE CASE OF 
SILICON CARBIDE1 
 
3.1 Introduction 
Understanding the stopping process of highly energetic ions in condensed matter 
systems has great implications in modern technologies ranging from nuclear fission/fusion 
reactors [1] to semiconductor devices for space missions [2] to cancer therapy based on ion 
beam radiation [3]. The kinetic energy of irradiating energetic ions is dissipated in a material 
in the stopping stage, a fundamental process in which deposited energy becomes available for 
inducing structural transitions through various mechanisms. Conceptually, the stopping stage 
is divided into two regimes, depending on the type of excitation produced [4]: At low ion 
velocities, the dominant effect is nuclear stopping, which primarily results in lattice 
excitations and nuclei displacements. At higher velocities (typically greater than kilo-
electronvolts), the relevant excitations are electronic, hence the term electronic stopping. The 
average rate of energy transfer from the ion to the target material is generally measured with 
respect to the unit distance of projectile ion movement, and this is referred to as stopping 
power.  
 Ever since the phenomenon of electronic stopping was discovered, a number of 
approximated analytical models have been developed: the classical Coulomb scattering 
formulas of Rutherford [5], Thomson [6], and Darwin [7], the quantum mechanical 
                                                            
1This chapter previously appeared as an article in Physical Review B. The original citation is as follows: D. C. 
Yost and Y. Kanai, Phys. Rev. B 94, 115107 (2016). 
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perturbation approach by Bethe [8], electron gas models by Fermi and Teller [9], and the 
dielectric formalism treatment by Lindhard et al., Lindhard and Winther, and Nagy et al. (see 
Refs. [10–12], respectively and references therin). Nonperturbative calculations (necessary to 
model, e.g., the Barkas effect [13] and so-called Z1 oscillations) of electronic stopping in the 
uniform electron gas started in the 1980s by Echenique et al. and Arnau et al. [14,15] with 
the advent of density functional calculations and their time-dependent counterparts [16]. For 
historical reviews of theoretical approaches to electronic stopping, see Refs. [17,18]. Today, 
perhaps the most widely used approach is the linear response formalism, originating with 
Bethe [8], but also used by Lindhard et al. [10] In the framework of linear response theory 
(consequently, the projectile ion is assumed to have a fixed charge Z with no velocity 
dependence), the stopping power can be expressed in a mathematically closed form [19]  
𝑆(𝑣) = &'(
)
𝒗)
𝐿(𝑣)          (3.1) 
where 𝑣 is the projectile ion velocity, and 𝐿(𝑣) is a velocity dependent quantity called the 
stopping logarithm. This quantity is given in terms of either mean excitation energy of the 
target material in Bethe theory [8], or as the energy/wavevector dependent dielectric response 
function in the formula of Lindhard et al. and Lindhard and Winther [10,11]. Note that the 
mean excitation energy can be obtained from the optical limit of dielectric response function 
[20,21] or from electronic structure calculations [22,23], whereas Lindhard and Winther [11] 
approach requires a full dielectric function  
𝐿 𝑣 = ,
-')
𝜔/01 𝑑𝜔
3/
/
𝐼𝑚 ,
6(/,8)
9
1    (3.2) 
where 𝜀 is the macroscopic dielectric function of frequency 𝜔 and wavelength 𝑞. 
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 In the last few decades, both rapidly advancing high performance computers and 
modern electronic structure methods have made it possible to obtain key parameters in the 
analytical models directly from first-principles theory [24–27]. Parameter-free methods can 
go significantly beyond analytical models because they provide detailed information at the 
atomistic level, allowing one to study the specific influences of defects, surfaces, or even the 
nature of electronic excitations involved in the stopping process. However, a fully atomistic 
first-principles calculation of electronic stopping for a wide range of projectile velocities, 
especially around the maximum of the electronic stopping curve, has remained elusive. The 
possibility of quantitatively describing the interaction of projectile atoms with the electronic 
and ionic systems of the host material entirely within first-principles calculations has come 
within reach [28,29]. These advances for realistic materials rely on nonperturbative, real-
time, time-dependent density functional theory (RT-TDDFT) [16]. In a recent paper [30], we 
demonstrated an accurate calculation of the electronic stopping power curve for protons and 
α particles in a representative metallic system of aluminum, for which practical 
approximations within RT-TDDFT, such as the exchange correlation (XC) potential, are 
thought to be satisfactory. 
 In light of this encouraging result, we apply the methodology to the representative 
semiconductor material silicon carbide (SiC). SiC has garnered attention for fusion and 
advanced fission energy applications due to its ability to retain important physical and 
chemical properties when exposed to extreme particle radiation [31–34]. Also, SiC has 
potential for use in semiconductor nuclear radiation detectors due to its ability to withstand 
radiation-induced damage better than conventional semiconductor materials, such as silicon 
and germanium [35]. These applications make SiC a scientifically and technologically 
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relevant case for studying electronic stopping in semiconductors. In addition to the 
nonempirical determination of the electronic stopping power for protons and α particles from 
first-principles simulations, we address the longstanding question of the effective charge state 
of the projectile ion and the related issue of the extent to which a linear response formalism 
can be applied over different velocity regimes. Also, we examine the validity of the recently 
used centroid path approximation for calculating stopping power [36,37]. 
3.2 Theoretical Method 
 The simulation methods employed in this paper closely follow that described by 
Schleife et al. [38,39] involving a real-time propagation approach within TDDFT. For all 
simulations, the Perdew-Burke-Ernzerhof (PBE) XC functional [40] was used within the 
adiabatic approximation [40,41]. In the current method, a plane-wave pseudopotential 
scheme is used in solving the time-dependent Kohn-Sham equations in which a real, swift 
ion (proton or α particle) is responsible for the time dependence of the external potential 
acting on the electronic system. Hamann-Schluter-Chiang-Vanderbilt norm-conserving 
pseudopotentials were used for all atoms [42], including the projectile ions. We employ our 
recently developed, highly parallelized implementation of RT-TDDFT [38,39] in the Qb@ll 
branch of the Qbox code [43,44]. In this paper, we use a simulation cell consisting of 216 
atoms (864 electrons) in a cubic supercell (lattice constant 4.36 A) of 3C-SiC, the zinc-
blende polytope of silicon carbide. ˚ Despite the large simulation cell we employ, the 
electronic stopping power curve is not completely converged with respect to the simulation 
cell size. Unfortunately, it is not possible to achieve the strictest convergence at the present 
time because of the large computational cost associated with these RT-TDDFT simulations in 
obtaining the ensemble average. Instead, we used a representative projectile ion path (i.e. 
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centroid path as discussed later) to estimate the finite size correction using a much larger 
simulation cell as discussed in detail in Appendix A. For the remainder of the paper, 
electronic stopping power curves are shown with and without the finite size error correction. 
The point was used in sampling of the Brillouin zone, and it was found to be sufficient for 
convergence by comparing with calculations with 4 k-points as shown in the Appendix A. A 
plane-wave energy cutoff of 50 Rydberg was used. In this paper, we did not use a single, 
long, reentering projectile path for obtaining an ensemble average as done previously for 
metallic systems [30]. Instead, we directly obtained the ensemble average using 10 
independent projectile ion paths that are determined via a random number generator, and 
there are no constraints on the impact parameters. Thus, there are rare instances in which the 
projectile ion penetrates into the pseudopotential spheres of other atoms. The positions of all 
atoms, except the projectile ion, are held fixed in the simulation cell while the electronic 
system evolves in response to the time-dependent potential due to the projectile ion. The 
nonequilibrium simulations yield the electronic energy increase as a function of the projectile 
displacement for a specific ion velocity. We then apply a baseline fitting with asymmetric 
least squares fitting proposed by Eilers and Boelens [46] in order to acquire a linear 
regression. This slope represents the energy derivative that can be used to calculate the 
electronic stopping power via the following equation: 
S v 	= 	 3? @(A;C)
3D 0
		 	 	 	 (3.3)	
where 𝐸 is the time-dependent electronic energy and 𝜌(𝑟; 𝑡) is the nonequilibrium electron 
density [30], and 𝑥 is the projectile ion position. 
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3.3 Results and Discussion 
3.3.1 Electronic Stopping Power for Protons and Alpha-Particles 
 Janson et al. [47] conducted ion-implantation experiments to acquire low-velocity 
electronic stopping power for 1H and 2H ions using time-of-flight (TOF) techniques. The 
experimental data shown in Fig. 3.1 was obtained by removing the nuclear stopping power 
component from their experimental measurements. The analytical model by Heredia-Avalos 
et al. [48] employs the dielectric response formulation using a Mermin-type dielectric 
function [49] together with a modified Brandt-Kitagawa model [50,51] for the effective 
charge state of the proton. The dielectric function was obtained by fitting to the experimental 
spectrum of the energy loss function in the optical limit (q = 0). Additionally, SRIM 2003 
provides empirically fitted data from a combination of experimental results for electronic 
stopping in Si and C [52]. As can be seen in Fig. 3.1, the analytical model by Heredia-Avalos 
et al. [48] and the SRIM model are in rather good agreement with each other, especially for 
higher velocities beyond the stopping power maximum. As an alternative to using a model 
dielectric function, the dielectric formalism can be cast in terms of the microscopic dielectric 
function, which can be computed using modern first-principles electronic structure 
calculations [24,25]. Recently, Shukri et al. [26] employed such a dielectric response 
formalism  
𝑆 𝑣 = &'(
)
JKL0
𝐼𝑚 𝜀𝑮,𝑮N, (𝒒, 𝜔)
𝒗∙ 𝒒Q𝑮
𝒒Q𝑮 )𝑮
R(
𝒒    (3.4) 
where Nk is the number of k points used in the Brillouin zone, Ω is the volume of the unit 
cell, q is a lattice vector in the first Brillouin zone, G are reciprocal lattice vectors,	𝒗 is the 
ion velocity and the microscopic dielectric matrix was calculated using linear response 
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TDDFT with the adiabatic local density approximation (ALDA). The energy dependence is 
given by   𝜔 = 𝒗 ∙ 𝒒 + 𝑮 , and their result for the cubic 3C-SiC is also shown for 
comparison in Figure 3.1. 
 
Figure 3.1. Electronic stopping power as a function of the velocity of a proton projectile in 
3C-SiC. The solid black curve represents the empirical SRIM model [51]. The dashed black 
curve represents a dielectric formalism calculation with an empirically fitted dielectric 
function [47]. Red circles and blue squares show experimental data for protons and 
deuterium ions, respectively [46]. The pink curve represents results from the dielectric 
response formalism using LR-TDDFT for calculating the dielectric matrix [26]. The solid 
green curve corresponds to the values we obtained by calculating the nonequilibrium 
response using RT-TDDFT. The error bars represent standard deviations for the path 
distribution. The dashed green curve shows the RT-TDDFT results with an added finite size 
error correction. 
 
 In Fig. 3.1, our RT-TDDFT simulation results for protons in SiC are shown with and 
without the finite-size error correction as discussed in the Theoretical Method section. Note 
that the correction becomes appreciable for the ion velocities beyond the stopping power 
peak. Our RT-TDDFT simulation results show good agreement with the available 
experimental data and the empirical models for the low-velocity regime (v < 1.5 a.u.). 
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Additionally, the position and magnitude of the stopping power peak is in good agreement 
with the empirical models, showing the stopping power maximum at v = ∼1.5 a.u., which is 
close to the result by Heredia-Avalos et al. [48]. However, for the higher velocities (v > 2 
a.u.), the RT-TDDFT simulation results yield stopping powers that are significantly lower 
(∼50%) than those given by the empirical models even when the finite size error is taken into 
account. The linear response formulation is expected to become more accurate with the 
increasing velocity, and the noticeable difference between our RT-TDDFT result and the 
linear response result using the TDDFT microscopic dielectric matrix [26] is notable even for 
the high-velocity regime. Part of the disagreement between these two first-principles 
approaches stems from the use of the PBE XC approximation in our RT-TDDFT simulations 
and the use of the LDA XC approximation in calculating TDDFT microscopic dielectric 
matrix [26]. Indeed, when we calculate the electronic stopping power using LDA in RT-
TDDFT simulations, the resulting stopping power is larger by as much as 18% for the 
velocities above ∼1.5 a.u. (see Appendix A). Another source of the disagreement might come 
from the neglect of core electron excitations in our RT-TDDFT simulations. From an earlier 
paper on silicon [26], neglecting excitations of 2s and 2p electrons is likely to result in a 
slight underestimation even in SiC for velocities beyond the stopping power maximum, but 
not enough to fully explain the disagreement. Given that our RT-TDDFT simulation uses the 
approximated finite-size error correction and the linear response result by Shukri et al. uses 
an extrapolation scheme [26] (because achieving strict convergence is not possible at the 
present time), the observed disagreement, even for high-velocity regimes, calls for a 
systematic examination of both approaches in a future paper. At the same time, we note that, 
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for a simpler metallic case of aluminum, these two first-principles approaches have been 
shown to agree quite well for the case of protons, as previously discussed [26,30]. 
 Figure 3.2 shows our RT-TDDFT simulation result in comparison with experimental 
measurements for α particles. For α particles, Zhang and Weber [53] and Zhang et al. [54] 
used a TOF setup to determine electronic stopping power of He ions in SiC over a wide 
velocity range. There is excellent agreement between our result and the experiments for the 
velocity range below the stopping power maximum. However, for higher velocities, our 
results are significantly lower than the experimental stopping power data even when the 
finite-size error is taken into account. The disagreement with the experimental measurements 
is indicative of underlying approximations in RT-TDDFT simulations, specifically the XC 
and adiabatic approximations.  
 
Figure 3.2. Electronic stopping power as a function of the velocity of an α particle projectile 
in 3C-SiC. The solid black curve represents the empirical SRIM model [51]. The dashed 
black curve represents a dielectric formalism [47] calculation with an empirically fitted 
dielectric function. Red circles and blue squares show experimental data for α particles over 
two velocity ranges [52,53]. The solid green curve corresponds to the values we obtained by 
calculating the nonequilibrium response using RT-TDDFT. The error bars represent standard 
deviations for the path distribution. The dashed green curve shows the RT-TDDFT results 
with an added finite size error correction. 
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Comparing the stopping power curves for these two different projectile ions, proton 
and α particle, (Figs. 3.1 and 3.2), there is a shift in the stopping power curve maximum 
going from proton to α particle: The peak of the proton stopping power curve is located at v 
= ∼1.5 a.u., whereas the peak for the α particle stopping power curve is at v = ∼2.0 a.u.. Such 
a peak shift cannot be obtained by employing a linear response model. Within linear response 
theory, the stopping power has a quadratic dependence on the projectile ion charge since the 
stopping logarithm [Eq. (3.2)] depends only on the target medium. Considering the proton 
and α particle curves, the ratio Sα(v)/SH(v)	=	4  represents the validity of the linear response 
theory at a specific velocity, assuming fully ionized projectiles. The ratio Sα(v)/SH(v)	from 
our RT-TDDFT results is plotted in Fig. 3.3 as a function of the ion velocity. The ratio of the 
stopping power curves for α particles to that for protons approaches 4 for velocities larger 
than v = ∼3 a.u., which is well beyond the stopping power maxima for both protons and α 
particles. This corroborates the notion that additional higher-order Z corrections and/or 
effective ion charge models are necessary for the linear response theory to correctly capture 
the stopping power maximum, despite the inconvenience associated with having more 
empirical parameters [55,56]. 
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Figure 3.3. Ratio of the calculated electronic stopping power for an α particle to the 
electronic stopping power for a proton, as a function of the projectile ion velocity. The 
dashed line indicates (Za/ZH)2 = 4, which one would obtain using linear response theory by 
assuming fully ionized projectile ions. 
 
 The observed difference in stopping power curves between protons and α particles is 
directly related to the difference in the nonadiabatic forces on the projectile ion [57], and it is 
informative to analyze the spatial dependence of nonequilibrium electron density beyond 
what is described by linear response theory. In the electronic stopping of ions, induced 
electron density is proportional to the electronic stopping power. To this end, the response-
normalized density difference is calculated as follows:  
Δ𝜌\N] 𝑡 =
@^ C /-N@_ C
@_ C
×100%    (3.5) 
where 𝜌\ 𝑡  and 𝜌] 𝑡  are the time-dependent electron densities for the α particle and proton 
cases, respectively. The factor of 2 takes into account the fact that the induced electron 
density response is twice as large with the α particle within linear response theory. In plotting 
the response-normalized density difference, as in Fig. 3.4, one can directly observe the 
 59 
deviations of linear response theory from the RT-TDDFT simulation results. Fig. 3.4 shows 
shows Δ𝜌\N] 𝑡  at a representative instant of time for three different velocities, representing 
the low-velocity region (v = 0.25 a.u.), the velocity region near peak stopping power (v = 2.0 
a.u.), and the high-velocity region (v = 5.0 a.u.). Green color in Fig. 3.4 would represent the 
response of electron density that is consistent with linear response treatment. As can been 
seen, the density response for the α particle case is much less in comparison for most regions 
except the immediate vicinity of the projectile ion. 
 
Figure 3.4. Response-normalized density differences,	Δ𝜌\N] 	between α particle and proton 
partway through the simulations. Blue and red indicate negative and positive deviations, 
respectively, from the induced density predicted by linear response theory. Volume slices 
parallel to the projectile ion path are shown. For clarity, atoms are not shown. 
 
3.3.2 Examining the Centroid Path Approximation 
 The instantaneous energy loss rate of the projectile ion in a condensed matter system 
often depends strongly on the specific path taken by the ion and its proximity to atoms and 
bonds over the course of the trajectory. In order to obtain the electronic stopping power in 
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real materials like SiC, an ensemble average over numerous projectile paths needs to be 
taken until satisfactory convergence is reached. Unfortunately, numerous expensive RT-
TDDFT simulations are necessary to obtain an accurate ensemble average, making it a 
computationally demanding procedure. In an attempt to reduce this computational expense 
and still acquire accurate results, Ojanpera¨ et al. [36] posited that, for the case of a 
symmetric two-dimensional system like graphene, a geometric centroid path could be used to 
approximate the ensemble average of projectile paths through the graphene surface. 
However, a thorough analysis of this approximation for different ion velocities and different 
materials has not been reported. In order to examine how well this approach works for three-
dimensional (3D) crystalline materials, like SiC, over a wide velocity range, we compared 
the calculated electronic stopping power curves from the 3C-SiC centroid path to the 
ensemble average from 10 random paths. 
 The centroid path was determined by considering a twodimensional (2D) 
orthographic perspective of one channel of 3C-SiC. This perspective is deconstructed into its 
irreducible representation consisting of a triangle with a silicon atom, a carbon atom, and the 
channeling point as vertices (see Fig. 3.5). The centroid of this triangle is given by the 
intersection of the triangle’s three medians. Finally, the direction of the centroid path is given 
the path along the [001] crystal direction that passes through the centroid point. This 
procedure can easily be abstracted to other materials with symmetric crystal structures. 
Figure 3.5 shows the centroid path from a 2D orthographic perspective of a 3C-SiC channel, 
where the ion path is through the centroid along the [001] direction. 
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Figure 3.5. Electronic stopping power calculated from the ensemble average of RT-TDDFT 
simulations for α particle (darker blue) and proton (darker green) in SiC. Calculation results 
using the centroid path approximation are shown for α particle (light blue) and proton (light 
green). Shown in the upper right corner is a schematic indicating the centroid path in 3C-SiC 
relative to atomic positions of C and Si. 
 
 Figure 3.5 shows the stopping power curves from both the centroid path and the 
ensemble average of 10 random projectile paths. Except for some differences near the 
stopping power peak, the centroid path stopping power is in remarkably good agreement with 
the ensemble average. This implies that the electronic response along the centroid path is 
close to the average of the electronic responses in 3C-SiC. In recent RTTDDFT simulation 
work by Ullah et al. [58], a systematic investigation of impact parameters along channeling 
paths in bulk cubic germanium showed that the electronic stopping power can be related to 
the average density along the trajectory. Our results also support this finding, and they 
support the notion that the average electron density along the centroid path result in a 
stopping power that is in good agreement with the ensemble average of random paths. Thus, 
these results appear to support the proposition put forth by the empirical Bragg’s additivity 
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rule that the electronic stopping power is mainly proportional to the average density of 
electrons [59]. However, the results also imply that this empirical rule becomes less 
acceptable near the peak of the stopping power curve (6.5 and 5.5% underestimations at the 
stopping power maximum for proton and α particle, respectively). Shukri et al. [26] found 
that Bragg’s additivity rule is only effectual at higher velocities (v > 2 a.u.) for SiC, and that 
the deviation between Bragg’s rule stopping power and their calculated stopping power was 
as large as 15% for low to moderate ion velocities. It appears that the centroid path 
approximation is able to partly capture details of the chemical bonds in the target material 
(so-called “bond effects” [22]), which are completely missed when employing Bragg’s 
additivity rule. 
3.3.3 Effective Charge State and Linear Response Theory  
 Within linear response theory, one starts by considering a particle with a fixed charge 
interacting with a material. A natural question is whether or not this fixed charge is different 
from the ion charge in vacuum, and also the extent to which the charge state depends on the 
inhomogeneous electron density in real materials. As early as the 1920s, experiments by 
Rutherford [60] showed the presence of singly charged helium atoms in the beam of α 
particles emerging from a penetrated material. Not only were singly charged He+ observed, 
but also it was found that the ratio of He+ to He2+ ions increases at lower ion velocities. 
Sequences of electron capture and loss events yield the mean steady-state charge 𝑞	 on the 
projectile ion [61,62]. The mean steady-state charge has a velocity dependence, and it varies 
widely between solid and gaseous stopping media [63], with solids giving rise to more full 
ionization. In addition to this mass-density effect, the velocity dependence of the charge state 
has also been widely studied, and various theoretical descriptions exist in the literature. The 
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commonly used Brandt-Kitagawa theory [50,51], for example, models the charge state as a 
function of the scaled velocity based on the Thomas-Fermi model [64,65]. Clearly, an 
important aspect in applying the linear response theory formalism for calculating stopping 
power is the question of whether the use of an effective charge for the swift ion can better 
represent the electronic stopping power curve. 
 As noted by other authors [66], terminological confusion with regards to the use of 
the “effective charge” of a projectile has pervaded literature due to the term’s two different 
definitions: The original concept of effective charge proposed by Bohr and Neufeld [61,67] 
referred to the real steady-state charge of the ion (i.e., the 𝑞	 mean steady-state charge value 
mentioned above). It was not until later [68] that the same terminology was used to describe 
a related, but distinctively different concept: effective charge state for the projectile ion was 
then defined such that 𝑍dee = 𝑆fgh 𝑆] ,/- is satisfied. The relation between these two 
quantities remains unclear, and they cannot be assumed to be equivalent. For low velocities, 
projectile ions are usually assumed to be nearly neutral, giving rise to the deduction that Zeff 
> 𝑞  for low velocities. However, for high velocities, the relation has been widely debated, 
with some experiments on solid targets indicating Zeff > 𝑞, and experiments on gaseous 
targets indicating     Zeff ≅ 𝑞	[62]. 
 In principle, all necessary information for calculating the mean steady-state charge 𝑞 
on the projectile ion is contained in our RT-TDDFT simulations. However, a sensible 
partitioning scheme for nonequilibrium electron density is needed to quantify the electron 
charge belonging to the projectile ion. We presently employ the Voronoi analysis using 
analysis code by Henkelman et al. [69]. Forty equally spaced electron density “snapshots” at 
different times were taken for each projectile velocity traveling along the centroid path in the 
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RT-TDDFT simulations. Next, induced electron densities were calculated by subtracting the 
3C-SiC ground state electron density from the nonequilibrium electron densities at the 
different times. These induced electron densities give a spatial representation of where 
electron density is accumulating in the simulation cell and where it is being depleted. Finally, 
the Voronoi analysis is performed on the induced electron densities to quantify the charge 
within the projectile ion’s Voronoi cell at different positions in the trajectory. While 
partitioning schemes based on electron density topology (e.g. Bader decomposition) are 
commonly used for the ground-state electronic density, the present problem lends itself better 
to the above approach using geometry-based Voronoi analysis [69] because its partitioning 
scheme satisfies two key criteria that are required for our analysis: First, the Voronoi 
partitioning criterion is not affected by the projectile ion velocity, which is necessary in order 
to have a consistent definition for all ion velocities. Second, the partitioning scheme 
approaches the correct limit (fully ionized projectile ion) in the high velocity limit. The 
Voronoi cell of a given atom is defined as the region of space closer to the given atom than to 
any other atom. In crystalline materials, the Voronoi cell is equivalent to the Wigner-Seitz 
cell. It is this geometric criterion that ensures that the size and shape of the ion’s Voronoi cell 
depends only on the position of the projectile ion, not its velocity. Another advantage of 
Voronoi analysis is that it allows us to quantify the charge of the projectile ion throughout the 
entire trajectory. This can give insight into the dynamics of the charge capture and loss 
process, and it allows for the calculation of a mean steady-state charge 
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Figure 3.6. Velocity-dependent mean steady-state charges 	𝑞	for α particle (red) and proton 
(blue) in SiC. Error bars indicate standard deviations of the mean. The dependence of the 
charge on impact parameters is shown in Appendix A. 
 
 Figure 3.6 shows the mean steady-state charge of the projectile ion as a function of 
the ion velocity. As its velocity increases, the projectile approaches a fully ionized state (𝑞	 = 
Z). The Voronoi partitioning scheme yields this known exact behavior in the limit of high 
velocities. For the lowest velocity simulated, v = 0.25 a.u., the ions do not approach complete 
neutrality. Instead, the proton and α particle approach ion charges of approximately +0.25 
and +1.00, respectively. Interestingly, a recent RT-TDDFT simulation paper by Zhao et al. 
[37] on two-dimensional boron-nitride and graphene sheets also shows that the α particle 
acquires only about one electron or fewer for low velocities. 
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Figure 3.7. Ratio of mean steady-state charge (purple) between α particle and proton over a 
range of projectile velocities. The green curve corresponds to	 Zeff,	 the effective scaling factor 
calculated from the stopping power ratios between α particle and proton. Within linear 
response theory, the ratio	𝑍\ 𝑍] yields 2 as indicated by dashed line if fully ionized 
projectiles are assumed. 
 
 Returning to the question of the relationship between the concepts of the effective 
charge Zeff and Bohr’s [61] original definition of effective charge 𝑞, it is interesting to 
examine the extent to which these two quantities become equivalent. Can scaling with the 
mean charge states rather than assuming fully ionized ion at all velocities remedy the 
shortcomings of linear response theory at low ion velocities? Shown in Fig. 3.7 is an 
examination of 𝑞α/𝑞H from our simulations in comparison to the calculated 𝑆\ 𝑆] ,/-.  
While the two quantities are in excellent agreement for higher ion velocities v < 3 a.u., there 
is a significant qualitative difference for v < 3 a.u.. Even if other electron density partitioning 
schemes were considered, it is highly unlikely that	𝑞j	/	𝑞H would yield the behavior observed 
for 𝑆\ 𝑆] ,/-. Thus, for the present case of SiC, a nonempirical determination of Zeff in the 
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context of linear response theory for predicting the stopping power curves for low ion 
velocities would not be feasible unless additional higher-order perturbations were taken into 
account. 
3.4 Conclusions 
 In this paper, we presented first-principles calculations of electronic stopping power 
in cubic silicon carbide (SiC) for protons and α particles from nonequilibrium electron 
dynamics simulations based on RT-TDDFT. We have shown that the centroid path 
approximation [36,37] accurately reproduces electronic stopping power values of the 
ensemble average, while the agreement is worse for the velocities near the stopping power 
maximum. We have also quantified the velocity-dependent mean steady-state charges for 
protons and α particles in SiC to examine the extent to which a linear response treatment can 
be applied. Our results indicate that linear response theory should be applicable for velocities 
larger than ∼3 a.u. if the mean steady-state charges are used instead of assuming fully ionized 
ions in SiC. While we have made significant progress toward an accurate determination of 
electronic stopping power and associated physical quantities, there remains much room for 
further investigation into the accuracy of first-principles approaches. Our RT-TDDFT result 
and the linear response result by Shukri et al. [26] show a disagreement even for high 
velocities for the present case of the semiconductor SiC, and it calls for further examination 
of both approaches in a future paper. This is at odds with the simpler case of aluminum for 
which these two first-principles approaches agree [26,30]. 
 An important approximation in this paper is the XC potential [70] used in our RT-
TDDFT simulations. First, we adapted the adiabatic approximation such that the XC 
potential depends only on the instantaneous electron density, neglecting any potential 
 68 
memory effects. By using time-dependent current DFT to calculate the linear part of the 
stopping power in the low ion velocity limit for a homogeneous electron gas (i.e. friction 
coefficient), Nazarov et al. [71] have shown that the adiabatic approximation results in a 
negligibly small error for ions of low-Z elements like protons and α particles. Second, the 
semilocal approximation, like generalized gradient approximation (GGA)-PBE, used here for 
the XC potential could introduce nonnegligible errors, especially since the dynamical charge 
transfer between the ion and target might be important. A future paper will focus on 
exploring the dependence on XC approximation. The XC approximation can also be an 
important avenue of investigation for the threshold velocity at which the electronic stopping 
power diminishes [58]. Another more technical source of error is neglecting core electron 
excitations in our simulations. From an earlier paper on silicon [26], error stemming from 
neglecting the excitations of 2s and 2p electrons would contribute to the non-negligible 
underestimation of the electronic stopping power for v 2 a.u.. The role of core electrons in 
the high-velocity regime will be studied in a future paper.  
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CHAPTER 4: EXAMINING REAL-TIME TIME-DEPENDENT DENSITY 
FUNCTIONAL THEORY NONEQUILIBRIUM SIMULATIONS FOR THE 
CALCULATION OF ELECTRONIC STOPPING POWER1 
 
4.1 Introduction 
 When an irradiating ion penetrates condensed matter, the ion transfers its kinetic 
energy via collisions with the nuclei and electrons in the target material. The stopping power 
for an ion penetrating a material is the key quantity used to describe this energy transfer [1]. 
Stopping power is defined as the kinetic energy loss per unit distance of projectile ion 
displacement. For irradiating ions with high kinetic energies ( > ~10 keV/nucleon), collisions 
with nuclei in the material are negligible. Instead, the ion’s kinetic energy is transferred 
almost entirely via inelastic collisions to the electrons in the material. This phenomenon is 
known as electronic stopping, and its associated stopping power is referred to as electronic 
stopping power. 
 Electronic stopping power has been the focus of scientific research for decades due to 
its relevance in technological areas as wide ranging as nuclear power [2,3], ion beam cancer 
therapy [4,5], aerospace materials [6,7], three-dimensional (3D) ion beam lithography [8], 
and more. While quantifying electronic stopping power has become increasingly important in 
technology, experimental studies to determine electronic stopping power remain costly and 
complicated due to the need for advanced particle accelerators. At the same time, ever since 
the notion of electronic stopping was conceived, a wide range of analytical and simulation 
                                                            
1This chapter previously appeared as an article in Physical Review B. The original citation is as follows: D. C. 
Yost, Y. Yao, and Y. Kanai, Phys. Rev. B 96, 115134 (2017). 
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methods have been developed in an attempt to predict electronic stopping power and to 
provide deeper understanding of the mechanisms involved. Early approximated analytical 
models based on classical Coulomb scattering [9–11] were followed later by Bethe’s 
quantum-mechanical perturbation approach [12] and Lindhard’s calculations within the 
dielectric formalism based on the free-electron gas [13,14]. The formulas developed by Bethe 
and Lindhard both fall within the linear-response formalism, and these approaches, with 
refinements and added corrections, remain some of the most widely used methods today. In 
the last 20 years, first-principles electronic structure theory has become available for 
calculating the microscopic dielectric response matrix in the context of linear-response 
theory [15]. More recent work in this area has employed time-dependent density functional 
theory (TDDFT) formalism [16] in calculating the dielectric matrix, going beyond the 
random-phase approximation in this context. 
 In more recent years, advancements in high-performance computing have opened up 
the possibility of studying electronic stopping by simulating the nonequilibrium response of 
electrons using first-principles simulations based on TDDFT. The great potential of this 
approach was demonstrated in work by Pruneda et al. [17] and Hatcher et al. [18]. Using the 
real-time propagation approach to TDDFT (RT-TDDFT) simulations [19], in which time-
dependent Kohn-Sham equations are integrated in time, the nonequilibrium response of the 
electronic system to the projectile ion can be simulated. In the last 10 years, various aspects 
of the RT-TDDFT nonequilibrium simulation approach have advanced, and the approach has 
become increasingly popular and successful in studying electronic stopping in metals [20–
24], semiconductors [25–27], and insulators [24,28], for a variety of projectile ions and a 
variety of condensed matter systems, including liquids [28] and two-dimensional materials 
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[29–32]. At the same time, there have been some indications that various physical and 
numerical approximations in these RT-TDDFT simulations could influence the calculated 
electronic stopping power curves. However, accurate experimental measurements of stopping 
power are rare for most materials, and discrepancies between RT-TDDFT and experimental 
results are hard to quantify. 
Within the framework of linear-response theory, where TDDFT (i.e., TD-LDA) was 
used to obtained the dielectric matrix, recent work by Shukri et al. [33] explained that 
obtaining a converged result is challenging and requires extrapolation schemes, even for 
relatively simple materials like silicon. In light of these observations and the recent work by 
Shukri et al. [25,33], we reexamine the RT-TDDFT approach for calculating the electronic 
stopping power by considering crystalline silicon with a proton as the projectile ion, for 
which ample experimental results exist. In this article, we first briefly describe the 
computational methodology by which electronic stopping power is calculated from RT-
TDDFT simulations. We then discuss the effects of a range of numerical and physical 
approximations on calculating the stopping power, identifying the prominent role of the 
pseudopotential approximation, which not only removes core electrons in calculations but 
also modifies the behavior of valence-electron wave functions near the nuclei. We then 
describe and demonstrate a computationally feasible correction scheme based on single-atom 
collision, all-electron, RT-TDDFT simulations. 
4.2 Method 
4.2.1 Calculating Electronic Stopping Power from RT-TDDFT 
 We use the real-time propagation approach of TDDFT (RTTDDFT) for obtaining 
electronic stopping power. In all simulations, the time-dependent Kohn-Sham (TDKS) 
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equations are integrated for a system in which a classical, energetic proton with constant 
velocity travels through the material of interest (diamond cubic silicon), giving rise to a time-
dependent external potential acting on the electronic system. A detailed description of the 
particular RT-TDDFT implementation used in this study can be found in Ref. [20].The 
average electronic stopping power can be obtained from the results of an RT-TDDFT 
simulation in a few different ways in practice. Electronic stopping power is defined as the 
rate of energy transfer from the projectile ion to the electronic system per unit distance of 
projectile travel. Thus the most intuitive approach to calculate stopping power is to determine 
the slope of total electronic energy versus time given from the RT-TDDFT simulations. This 
approach requires a choice of linear regression and/or spline fitting, and it can influence the 
calculated stopping power, especially for higher projectile ion velocities. Alternatively, it can 
be shown that the nonadiabatic (NA) force on the projectile is equivalent to the instantaneous 
electronic stopping power [21]. Thus, for crystalline systems like diamond cubic silicon, we 
can average the NA force on the projectile over a distance that is an integer multiple of the 
periodicity of the crystal to precisely calculate the electronic stopping power for a given 
projectile path and velocity (see Appendix B for details on the calculation of stopping power 
from NA force; also see [35–37]). In this work, we use the latter approach based on the NA 
force because of its unambiguity for crystalline systems like silicon. 
 4.2.2 Computational Details 
We first discuss the observed problem of underestimating the electronic stopping 
power at high proton velocities via the RT-TDDFT simulations in which the ground-state 
DFT calculations are sufficiently converged. In our plane-wavepseudopotential (PW-PP) RT-
TDDFT implementation in the QB@LL/QBOX code [38], the time-dependent Kohn-Sham 
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(TDKS) equations are propagated as the proton penetrates through silicon. We consider the 
case of the diamond crystalline phase of silicon because there exists a large amount of 
experimental data. Also, various approximations, such as the semilocal exchange-correlation 
(XC) potential, in DFT are sufficiently accurate for ground-state properties of silicon. We use 
the Perdew-Burke-Ernzerhof (PBE) XC functional [39], and we use the adiabatic 
approximation for its time dependence [40,41]. 
 Norm-conserving pseudopotentials [42] of the HamannSchluter-Chiang-Vanderbilt 
type [43] were used for all atoms, including the projectile proton. Within this pseudopotential 
(PP) framework, the four valence electrons of each silicon target atom were treated 
explicitly. The PP cutoff radii of the 3s and 3p electrons of silicon are 1.1 and 1.3 a.u., 
respectively. The PP cutoff radius for the 1s orbital of the hydrogen projectile atom is 1.0 a.u. 
We used a large cubic simulation supercell of 216 atoms with the experimental lattice 
constant of 10.26 bohrs. Prior to performing the RT-TDDFT simulations, the ground-state 
DFT calculation on the crystalline silicon supercell is carried out using the aforementioned 
computational parameters. It should be noted that no projectile ion is included in this ground-
state DFT calculation because the purpose here is to acquire the unperturbed silicon 
electronic density to be used as the initial condition for the RT-TDDFT simulations. In the 
RT-TDDFT simulations, the projectile ion, a proton, is treated classically on an equal footing 
with all of the other ions in the simulation cell, with the exception that it moves at a constant 
velocity through the simulation cell, all other atoms being held fixed. We used only the 
gamma point for Brillouin zone sampling. The plane-wave (PW) cutoff is 50 Ry. 
 This “standard” computational procedure is based on parameters that are sufficiently 
converged at the ground-state DFT level for most ground-state properties, including the band 
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gap (0.60 eV). The TDKS equations are integrated using an enforced time reversal symmetry 
(ETRS) propagator [44], with an integration time step of 0.5 as. The convergence for the 
stopping power calculation was confirmed by comparing to a smaller time step of 0.25 as 
(see Appendix B for comparison of stopping power calculated with different time steps). 
Instead of converging a classical ensemble average of projectile paths, the so-called 
“centroid path approximation” for the projectile path as demonstrated for two-dimensional 
(2D) materials in [31] and validated for 3D materials in [26] was used in order to reduce the 
very large computational cost of RT-TDDFT simulations. As shown in our earlier work for 
the electronic stopping power of silicon carbide [26], the centroid path approximation does 
not introduce noticeable errors: The stopping power curves agree well between the stopping 
power calculations with and without the approximation for the computational framework 
described above. 
 
Figure 4.1. Electronic stopping power as a function of the velocity of a proton projectile in 
silicon. The solid black curve represents the empirical PSTAR model [45]. The sets of letters 
correspond to different experimental data sets that can be found in Ref. [46]. The green 
curves represent results from the dielectric response formalism using LR-TDDFT for 
calculating the dielectric matrix [25] with the core-electron correction (dark green) and 
without (light green).  
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In Fig. 4.1, the stopping power results from the RT-TDDFT simulations are shown in 
comparison to the PSTAR empirical model [45], a wide array of experimentally reported 
values from the IAEA Nuclear Data Services database [46], and the linear-response (LR)-
TDDFT results by Shukri et al. [25]. Exact details of each experimental data set can be found 
in Ref. [46] and the references therein. This figure and all of the following figures are 
presented in atomic units. The calculated RT-TDDFT values are in good agreement with the 
PSTAR model in the velocity regime at and below the Bragg peak (v< ∼1.5 a.u.). However, 
continuing into the high-velocity regime, the RT-TDDFT simulation results significantly 
underestimate the electronic stopping power (52.5% difference at v = 6.0 a.u.). We can be 
confident that this underestimation does not indicate inaccuracy of the PSTAR model since 
all reported experimental data agree among them, showing a higher stopping power than our 
RT-TDDFT result. We note here that this underestimation is not unique to the target material 
of crystalline silicon, nor is it unique to the proton projectile ion. Previous RT-TDDFT 
studies indeed have shown similar degrees of disagreement with experiment for electronic 
stopping power for high-velocity protons and α particles in water [28], aluminum [21], and 
silicon carbide [26]. We also note that the relativistic Bethe formula [47] shows that taking 
the relativistic effect into account changes the stopping power only by +0.005% at v = 6.0 
a.u. since the proton velocity is still only a small fraction of the speed of light even at such a 
large velocity. In Fig. 4.1, we also include the corresponding stopping power curve from the 
linear-response theory calculations in which the dielectric matrix was obtained from TDDFT 
[25]. While this result by Shukri et al. also showed the underestimation at high velocities, 
accounting for the semicore electrons (2s and 2p electrons of silicon atoms) using an 
extrapolation scheme largely corrected the underestimation. Motivated by this work using 
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linear-response theory, we systematically revisit our nonequilibrium dynamics simulation 
approach based on RTTDDFT and examine computational parameters and physical 
approximations in the following sections. 
4.3 Results and Discussion 
4.3.1 Convergence of Computational Parameters 
 In order to examine the influence of the basis set in the plane-wave expansion, we 
used a higher plane-wave (PW) kinetic energy cutoff of 80 Ry, which is much larger than 
that which is required for converging ground-state properties, including the band structure. 
Due to the increased computational cost, we examined stopping power for only three 
velocities: v = 6.0 a.u. (high velocity. Yeet.), v = 3.0 a.u. (midrange velocity), and v = 1.5 
a.u.(near the Bragg peak). As can be seen in Fig. 4.2, the 80 Ry simulation result shows no 
significant difference from the 50 Ry simulation (+2.5%) for v = 6.0 a.u. For v = 1.5 a.u., 
there is a slightly larger difference (+4.5%). The underestimation of electronic stopping 
power at high velocities cannot be attributed to incompleteness of the basis size. 
 Another possible contributor to the stopping power high velocity underestimation 
problem is insufficient sampling of the Brillouin zone with the single gamma point 
approximation. We performed RT-TDDFT simulations for three proton velocities (v = 1.5 
a.u., v = 3.0 a.u., and v = 6.0 a.u.) using four Monkhorst-Pack k points. As can be seen in 
Fig. 4.2, increasing the k-point sampling in the Brillouin zone has no significant effect on the 
calculated electronic stopping power values. Considering that a large supercell containing 
216 silicon atoms is used, it is not surprising that the gamma point is sufficient to sample the 
Brillouin zone. 
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 Finite size errors could possibly be responsible for the stopping power 
underestimation at high velocities. While the convergence of the calculation with respect to 
the k-point sampling in the Brillouin zone is not a problem as discussed above, nonphysical 
interactions among periodic images need to be examined in the calculations with the periodic 
boundary conditions (PBCs). Note that a constant shift in the total energy as in the Makov-
Payne correction [48] does not change the stopping power values. Fig. 4.2 shows the 
stopping power using a large 512-atom supercell with 2048 electrons. As can be seen, finite 
size errors are negligible, and they do not explain the underestimation of our electronic 
stopping power curve for the high-velocity region. 
 
 
Figure 4.2. Electronic stopping power as a function of the velocity of a proton projectile in 
silicon. The black curve represents the empirically fitted PSTAR model [45]. Convergence of 
the electronic stopping power curves with respect to various parameters is shown: (Left) 
Calculations with 80 Ry plane-wave kinetic cutoff energy and 50 Ry plane-wave kinetic 
cutoff energy. (Center) Calculations with four k points in the Brillouin zone and only the 
gamma point in the Brillouin zone. (Right) Calculations with a 512-atom supercell and a 
216-atom supercell. 
 
In the “standard” simulations, we employed the non-empirical generalized gradient 
approximation (GGA) functional, PBE [39], for our studies because of its balanced accuracy 
and efficiency, and the GGA XC approximation is particularly convenient for plane-wave 
(PW) implementations. At the same time, there exist other more advanced XC 
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approximations such as PBE0 [49]. However, the computational cost of hybrid XC 
functionals like PBE0 is prohibitively large in PW-PP implementations because of the 
calculation of the Hartree-Fock (HF) integral. The majority of approximations/techniques 
that are used in the PW-PP framework for hybrid XC functionals do not translate well to an 
RT-TDDFT implementation. For this reason, we used the RT-TDDFT implementation in the 
CP2K code based on the mixed Gaussian and plane-wave approach (GPW) [50] to examine 
the influence of the XC approximation. In this approach, KS wave functions are represented 
using Gaussian functions, while the electron density is represented using plane waves (i.e., 
GPW/GAPW formalism). We used the ETRS integrator with a time step of 0.5 as. The 
DZV3p Gaussian basis set was used for the KS wave functions, with Goedecker-Teter-Hutter 
(GTH) pseudopotentials for core electrons [51]. The electron density is represented in plane 
waves with an energy cutoff of 250 Ry. The HF exchange in PBE0 was computed using the 
auxiliary density matrix method with the CFIT3 auxiliary basis set [52]. Our test with 
different basis sets show that the DZV3p basis set is sufficiently large for describing the 
electronic stopping for this material (see Appendix B for basis set convergence data) 
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Figure 4.3. Electronic stopping power as a function of the velocity of a proton projectile in 
Si. The solid black curve represents the empirical PSTAR model [45]. The colored curves 
correspond to the values we obtained by calculations using mixed Gaussian plane wave 
(GPW) RT-TDDFT using the PBE XC functional (dashed blue) and the PBE0 hybrid XC 
functional (red). The error bars represent standard deviations of the mean stopping power 
along the given proton trajectory, which is calculated as an average of the instantaneous force 
on the projectile proton. 
 
 We compare the RT-TDDFT electronic stopping power using the PBE and PBE0 
functionals as implemented in the Libxc library [53]. Because of the high computational cost 
of the PBE0 approximation, we performed simulations only for a few selected proton 
velocities of interest: v = 0.5, 1.5, 3.0, and 6.0 a.u. Figure 4.3 shows no significant difference 
between the PBE and the PBE0 approximations, especially at the high velocities. While the 
electronic stopping power at these velocities shows no significant difference between the 
PBE and PBE0 XC functionals, the same may not be true for the threshold velocity at which 
the stopping power diminishes at low kinetic energies: This is due to the fact that the 
threshold velocity is directly related to the energy gap of the material [27], which can be 
quite sensitive to the choice of XC approximation. 
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 Using linear-response TDDFT and the random-phase approximation (RPA) to 
calculate the dielectric matrix within the framework of Lindhard’s linear-response model, 
Shukri et al. reported the electronic stopping for silicon [25]. The linear-response approach is 
generally considered to be reliable for large velocities. However, Shukri et al. showed that 
the stopping power was significantly underestimated at large velocities, similar to our 
predictions based on RT-TDDFT. In this case of underestimation, however, semicore 
electrons were not taken into account when calculating the electronic stopping power (see 
Fig. 4.1). In the same work, Shukri et al. proposed an extrapolation scheme to obtain the 
stopping power curve because converging numerical parameters such as the number of empty 
bands, number of k points, and cutoff energy is currently challenging, especially for semicore 
electrons (2s and 2p electrons of silicon atoms). Using the extrapolation scheme, and 
incorporating semicore electrons, they showed that the electronic stopping power increased 
by 41% at v = 4.0 a.u. (see Fig. 4.1). They did not consider the contribution to the stopping 
power from the 1s electron in silicon atoms. 
 Within our “standard” RT-TDDFT simulations in the PW-PP framework, there are 
two notable deficiencies. One deficiency is that core electrons (i.e., 1s, 2s, and 2p electrons 
of silicon atoms) are not treated explicitly in the simulations, and therefore the calculated 
stopping power does not take into account any electronic excitations from core electrons. 
Second, using norm-conserving PPs, the wave functions for valence electrons do not behave 
properly within the PP cutoff radius. The total volume taken up by the PP volume amounts 
only to 5% (rcut = 1.1 a.u.) ∼ 7% (rcut = 1.3 a.u.) of the total simulation cell volume, but the 
excitations from the core electrons likely become more dominant in electronic stopping at 
large velocities and during close ion-atom collisions. Unfortunately, it is prohibitively 
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computationally expensive to represent all core electrons using plane waves due to the fact 
that cutoff energies of hundreds of rydbergs are required for convergence. Thus, we again 
used the RT-TDDFT simulations based on the Gaussian and augmented plane-wave method 
(GAPW) as implemented in the CP2K code for all-electron (AE) calculations to examine this 
aspect [50,51]. For AE calculations, the 6-311G∗∗3p basis set was used, in which the 6-
311G** basis set [54] was combined with three additional polarization basis functions taken 
from the DZV3p basis sets. Our test shows that DZV3p and the 6-311G∗∗3p basis sets yield 
the same stopping power (see Appendix B for basis set convergence data). With the AE 
simulations, the integration step size needed to be reduced by approximately 50% for 
numerical stability for the time integration. 
 
Figure 4.4. Electronic stopping power as a function of the velocity of a proton projectile in Si. 
The solid black curve represents the empirical PSTAR model [45]. The colored curves 
correspond to the values we obtained by calculating using mixed Gaussian plane wave (GPW) 
RT-TDDFT in which core electrons are treated using pseudopotentials (blue) and treated 
explicitly using the all-electron approach (green). The error bars represent standard deviations 
of the mean stopping power along the given proton trajectory, which is calculated as an average 
of the instantaneous force on the projectile proton. 
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 Figure 4.4 shows the comparison between the all-electron (AE) simulation results and 
the pseudopotential (PP) simulation results. At the high velocity of v = 6.0 a.u., there is a 
noticeable difference between the AE and PP simulation results. The stopping power is 
approximately 30% higher with the AE calculation compared to the PP calculation. In order 
to analyze the contribution from core electrons to the underlying electronic excitations, we 
projected the time-dependent KohnSham (TDKS) wave functions onto the eigenstates of the 
system (see Appendix B for more information on the TDKS projections results). The 
eigenstates that derived from 1s, 2s, and 2p orbitals of silicon atoms are at −1776 eV, −134 
eV, and −91 eV below the valence band maximum (VBM), which is mainly composed of the 
3s and 3p orbitals of silicon atoms. The projection of the TDKS wave functions onto these 
eigenfunctions shows that the occupations of the valence band (VB) eigenstates decrease due 
to the electronic excitations that take place in the electronic stopping process, as expected. 
The time-dependent changes of the occupation for the eigenstates for the 1s, 2s, 2p, and 
valence electrons at the proton velocity of 6 a.u. are represented in Fig. 4.5. For the 1s state, 
the occupation decreases only slightly. For the 2s and 2p states, the decreasing occupations 
are more substantial. Using the KS eigenenergies and the changes in the occupations, we 
estimate the extent to which the electronic stopping power is due to the single-particle 
excitations of these core electrons. The relative contributions of 1s, 2s, and 2p excitations to 
the stopping power are estimated to be approximately 0.3%, 1.5%, and 7.9% of the 
contribution from valence-electron excitations. The result clearly shows that the PP 
approximation can be problematic in simulations of electronic stopping at high velocities. 
Importantly, this finding also calls for a reexamination of the validity of the centroid path 
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approximation [26,31] for the large velocities because along this path, the proton projectile 
does not come near the target silicon atoms. 
 
Figure 4.5. Population analysis based on projections of the timedependent Kohn-Sham 
(TDKS) states onto the ground eigenstates of the silicon system. Percentages of population 
loss relative to the initial, fully occupied condition for the 3s and 3p atomic orbitals (red), the 
2p orbitals (light blue), the 2s atomic orbitals (blue), and the 1s atomic orbitals (black) of the 
silicon atoms. 
 
4.3.2 Analysis of Core-Electron Effects 
 In addition to the AE and PP calculations, we also performed AE simulations in 
which the core electrons are not propagated in time. In these “frozen core (FC)” simulations, 
core electrons are restricted but the valence-electron wave functions correctly behave near 
the nuclei (except at the cusp). Figure 4.6 shows the comparison among the all-electron (AE) 
calculation, the frozen-core (FC) calculation, and the pseudopotential (PP) calculation 
results. In each of these simulations, we used the centroid path approximation (CPA) in 
which the closest distance from the projectile proton to a silicon atom is 1.9 a.u. Figure 
4.6(left)shows that the FC result is much closer to the AE result than to the PP result. Thus, 
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for the CPA trajectory, the difference between the AE and PP calculations does not arise 
mainly as a result of core-electron excitations, but rather it is the valence-electron wave-
function behavior close to the nuclei that is responsible.  
 
Figure 4.6. Total energy as a function of projectile proton (v = 6.0 a.u.) displacement in the 
simulation cell acquired from the RT-TDDFT simulations using the mixed GPW/GAPW 
approaches. In each plot, the results from three different treatments for the core (1s, 2s, 2p) 
electrons are shown: The black curve represents the simulation results in which the core 
electrons are represented by pseudopotentials (PP). The blue curve represents the all-electron 
(AE) results from using the GAPW method in which the core electrons are treated explicitly 
and allowed to be excited. The red curve represents the frozen-core (FC) results in which the 
AE wave functions are used but the core electrons are not propagated in time. (Left) The 
results from the simulations for the centroid path trajectory. (Right) The results from the 
simulations for a path parallel to the centroid path trajectory but 33% closer to the channel of 
target Si atoms. 
 
Figure 4.6 (right) shows the same set of simulations, but now the proton projectile path is 
closer to silicon atoms such that the minimum projectile-target distance is ∼1.3 a.u (instead of 
the 1.9 a.u. in the CPA). In this case, the AE versus PP difference primarily derives from 
core-electron excitations. The analysis based on the KS eigenenergies shows that the relative 
contributions of 1s, 2s, and 2p excitations to the stopping power are approximately 0.6%, 
6.6%, and 22.9% of the contribution from valence electron excitations, being much larger 
than the centroid path trajectory. Although the centroid path approximation has been found to 
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be satisfactory for calculating the electronic stopping power of various materials using 
simulations with pseudopotentials, this approximation becomes less satisfactory when core-
electron effects are important as shown in the all-electron RT-TDDFT calculations. At high 
velocities, semicore-electron excitations contribute significantly to the electronic stopping. 
Unfortunately, converging the stopping power with respect to the ensemble average of proton 
trajectories in all-electron RTTDDFT simulations (3024 electrons) comes at a prohibitive 
computational expense. This is due to two factors: Small regions of the total simulation cell 
(<10%) dominate the excitations at high velocities, implying that a large number of random 
trajectories would be required to converge the ensemble average. Additionally, stable 
numerical integration of the TDKS equations becomes highly difficult during close collisions 
between the projectile ion and target atom nuclei, requiring a very small discrete time step, 
and this is also coupled with the fact that very high plane-wave kinetic cutoff energy is 
required if the PW-PP formalism is used. 
4.3.3 Proposed Correction Scheme 
Here we propose a simple and efficient correction scheme to account for the missing 
“core electron” effects. We consider obtaining the corrected electronic stopping power 𝑆(𝑣) 
for silicon by scaling the stopping power that is obtained from the RT-TDDFT simulations 
by a velocity-dependent correction factor 𝐹&'()(𝑣), that takes into account the core-electron 
effects, 
    (4.1) 
S (v) = SCP+PP (v) ⋅ 1+Fcore(v)( )
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Figure 4.7. Scheme for the single-atom collision simulations, where the red arrow indicates 
the trajectory of the proton (H+). The simulation is carried out over a range of impact 
parameters h. The distance between the proton and the Silicon target atom is given by r. The 
displacement of the proton is given by l. 
 
where SCP+PP is the stopping power acquired in the “standard” simulations using the centroid 
path approximation and the PP approximation. The scaling factor is given in terms of the 
ratio between the core and valence electron contributions to the electronic stopping for a 
single silicon atom such that  
        (4.2) 
Fcore(v) = dV
Score
Atm (v, ri )
Sval
Atm (v, ri )
∫
i=1
N
∑
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where the integrand is the ratio between the core and valence electron contributions, which 
are functions of the distance between the projectile proton and the target silicon atom (in 
addition to the velocity dependence). The volume integral contains all of the projectile proton 
position in the simulation cell, and the variable 𝑟+ is the distance to all N silicon atoms in the 
simulation cell. In practice, it is not necessary to consider the atoms that are beyond a small 
radius (~5 a.u.) of the  projectile ion since 𝑆&'(),-.  becomes zero at large distances. The 
distance-dependent 𝑆/01/&'(),-. are related to the total energy transfer that depends on the impact 
parameter, h, as (see Figure 4.8)  
    (4.3) 
Sval/core
Atm (v, r)dl
−∞
∞
∫ = ΔEval/core(v,h)
 
Figure 4.8.  Energy transferred in single-atom collision simulations as a function of 
impact parameter h for the simulations using pseudopotentials (black), all electrons 
(blue), and frozen core (red) schemes. See the text for details. 
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We observed from the single-atom RT-TDDFT simulations that, for a given projectile ion 
velocity, the energy transfer function follow closely a Gaussian function 
   (4.4) 
By expressing 𝑆/01/&'(),-.  also as 
    (4.5) 
for numerical convenience. Geometric relationships between r, h, and l of Figure 4.7 then 
yield 
     (4.6) 
and 
     (4.7) 
We can thus determine these coefficients D(v) and C(v) via Eq. 6 and Eq. 7 by finding 
the parameters A and B in Eq. 4 by obtaining ΔEval/core from “single-atom simulations” in 
which the impact parameter between the projectile proton and a single target silicon atom is 
varied. 𝛥𝐸&'() is obtained from the AE RT-TDDFT and with the PP approximation as 
  (4.8) 
Figure 4.8 shows the energy transferred versus impact parameter for the single 
collision simulations for v=6.0 a.u. For impact parameters below ~0.75 a.u., the all-electron 
simulations show significantly higher energy transfer than the PP simulations. The results are 
fit to the Gaussian function (Eq. 4) to determine the parameters A and B.  
ΔEval/core(v,h) = Aval/core(v)e
−Bval/core (v)h
2
Sval/core
Atm (v, r) =Cval/core(v)e
Dval/core (v)r
2
D(v) = B(v)
C(v) = A(v) B(v)
π
ΔEcore(v,h) = ΔEAE (v,h)−ΔEval (v,h)
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Having determined the shape of 𝑆/01/&'(),-.  functions, the velocity-dependent scaling factor is 
determined to correct for the missing core effects as in Eq. 2.  
This correction scheme can be also applied using PW simulations using semi-core 
PPs, in addition to the all-electron simulations with the GAPW approach. In the semicore 
PPs, only the 1s electrons are pseudized, and the 2s, 2p, 3s, and 3p electrons of silicon atoms 
are treated explicitly. In the expressions given above, the energy transfers in the semi-core PP 
simulations are used in place of the all-electron single-atom energy transfers. This alternative 
approach is possible due to the fact that 1s electron excitations contribute less than 1% to the 
 
Figure 4.9. Electronic stopping power as a function of the velocity of a proton projectile 
in Si. The solid black curve represents the empirical PSTAR model [45].  The sets of 
letters correspond to different experimental data sets that can be found in Ref. [46].  The 
dark blue curve corresponds to the values we obtained by calculating using mixed 
Gaussian planewave (GPW) RT-TDDFT with the “standard” parameters and 
approximations described in the Methods section. The light blue curve corresponds to the 
results after the core correction has been applied.  The error bars represent standard 
deviations of the mean stopping power for the trajectory. 
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total electronic stopping power. For these single-atom collision simulations, we generated 
semicore pseudopotentials for Silicon with cutoff radii of 0.40, 0.35, and 0.40 Bohr for the 
2s, 2p, and 3p orbitals, respectively, in keeping with the parameters used by Tiago et al. [55]. 
Due to the very small cutoff radii, a very large planewave cutoff energy of 400 Rydberg was 
required to converge the energy gap.  While this high cutoff energy would make RT-TDDFT 
simulations with the Silicon supercell prohibitively expensive, the computational cost is 
manageable for the single-atom collision simulations.  
 
Figure 4.10. Electronic stopping power as a function of the velocity of a proton projectile in 
Si. The solid black curve represents the empirical PSTAR model [45].  The sets of letters 
correspond to different experimental data sets that can be found in Ref. [46]. The dark red 
curve corresponds to the values we obtained by calculating using planewave pseudopotential 
(PW-PP) RT-TDDFT with the “standard” parameters and approximations described in the 
Methods section.  The light red curve corresponds to the results after the core correction has 
been applied. The error bars represent standard deviations of the mean stopping power for the 
trajectory. 
 
Figure 4.9 and Figure 4.10 show the results of applying the core correction factors for 
the GPW-based (corrected with all-electron single-atom calculations) simulation result and 
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PW-based simulation result (corrected with semi-core PP single-atom calculations), 
respectively. When these corrections are applied, we observe significant improvement with 
respect to the experimental data. The corrected GPW and PW electronic stopping power 
curves show the average absolute % difference relative to the PSTAR results of 5.1% and 
5.2%, respectively.  Applying the core correction increases the stopping power by 55% 
(105%) at v = 6.0 a.u. for the GPW (PW) simulations. For v <= 1.0 a.u., there is negligible 
difference between the corrected and uncorrected results. At the Bragg peak (v = 2.0 a.u.), 
the core correction increases the GPW (PW) electronic stopping power by 9.0% (7.1%). 
4.4 Conclusions 
 We presented a thorough, methodical examination of nonequilibrium electron 
dynamics simulations based on RT-TDDFT for the calculation of electronic stopping power. 
We have shown that converging several computational factors, such as k-point sampling, 
planewave cutoff energy, and exchange-correlation (XC) approximation, with respect to the 
ground-state DFT calculations is sufficient to ensure convergence of RT-TDDFT results. 
However, we have also identified several approximations that require special attention in 
these types of simulations. The combination of the centroid path approximation and the 
pseudopotential approximation leads to a neglect of core-electronic effects, which are 
particularly important at high projectile ion velocities. We showed that core electrons affect 
electronic stopping in two ways: core-electron excitations and modification of the valence 
wave functions near the core regions. We demonstrated that both of these effects contribute 
to an increase in electronic stopping and that the relative importance of these effects has a 
strong impact parameter dependence. Unfortunately, performing RT-TDDFT simulations 
with an all-electron or semicore-PPs setup for a classical ensemble of projectile ion 
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trajectories is not yet practical due to the computational expense. As an alternative approach, 
we proposed a single-atom correction scheme to approximately take into account the missing 
core-electronic excitations for the electronic stopping power calculation. 
 Another approximation in this work is the adiabatic approximation to the XC 
potential in RT-TDDFT. This approximation results in having the XC potential that depends 
only on the instantaneous electron density, neglecting any memory effects [56]. Nazarov et 
al. [57] have shown, within the linearresponse formalism, that error resulting from the 
adiabatic approximation is negligible for low-Z ions such as protons and α particles stopping 
in a homogeneous electron gas. However, for high-Z ions, the error can be significant. The 
influence of the adiabatic XC approximation in the RT-TDDFT approach on electronic 
stopping power needs to be investigated in the future. In the RT-TDDFT approach, having 
the energy functional as a constant of motion is essential for directly obtaining the electronic 
stopping power from the electronic energy [20,29], and the stopping power can be calculated 
equivalently from the Hellmann-Feynman force on the projectile ion (in the framework of 
Ehrenfest Dynamics [58]), as we have done here, when the adiabatic approximation is used. 
However, the XC functional, in principle, depends on the electron density at previous times 
and on the initial wave function. As discussed by Ullrich in the context of the current 
TDDFT [59], deriving an accurate XC approximation that ensures a constant total energy is 
quite complicated when the adiabatic XC approximation is alleviated. If this were 
accomplished, one could then also derive the corresponding expression for forces from the 
resulting action [60], which is unlikely to be the Hellmann-Feynman force when the adiabatic 
XC approximation is not adapted. Going beyond the adiabatic approximation in RT-TDDFT 
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for simulation of real materials is presently out of reach and remains an active area of current 
research [61,62]. 
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CHAPTER 5: ELECTRONIC EXCITATION DYNAMICS IN DNA UNDER 
PROTON AND ALPHA-PARTICLE IRRADIATION1 
 
5.1 Introduction 
 When an irradiating ion penetrates matter, it transfers its kinetic energy via collisions 
with both the nuclei and the electrons in the material. For irradiating ions with high kinetic 
energies (> ∼10 keV/nucleon), the ion’s kinetic energy can be rapidly transferred via inelastic 
collisions to electrons in the target material. This phenomenon, known as electronic stopping, 
has garnered much attention in the scientific community in recent years partly due to the 
increasing interest in ion beam cancer therapy [1−3]. Fast-moving ions such as protons, α-
particles, and carbon ions have shown clinical promise in radiation oncology due to their 
distinctive energy dose-depth distributions [4,5]. Unlike high-energy photons such as X/γ-
rays, irradiative ions deposit the vast majority of their energy at the end of their penetration 
range [6,7]. In principle, this allows for more precise targeting of tumor sites and increased 
preservation of surrounding healthy tissue [8]. The depth-dependent energy deposition 
profile of ions derives from the electronic stopping power, a quantity which describes the 
energy-transfer rate per unit length of the ion movement, which is a function of the projectile 
ion velocity. 
 In addition to determining the electronic stopping power accurately in biologically 
relevant materials (water, DNA, etc.), deciphering the physical and chemical mechanisms for 
how the energy deposition leads to DNA damage is a pressing challenge of paramount 
                                                            
1This chapter previously appeared as an article in the Journal of the American Chemical Society. The original 
citation is as follows: D. C. Yost and Y. Kanai, J. Am. Chem. Soc. 141, 5241-5251 (2019). 
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importance in ion-beam cancer therapy. Generally, DNA radiation damage is discussed in the 
context of direct and indirect effects. Direct effects comprise processes in which the DNA 
molecule itself is directly excited and/or ionized by the radiation, leading to critical bond 
breaking of the nucleobase pairs or more severe sugar-phosphate side chain damage such as 
double-strand breaks (DSBs) [9,10]. Indirect effects comprise events in which radiation 
induces secondary electron generation and/or creation of reactive species (e.g., water 
radiolysis products like OH radicals), which can then proceed to chemically react with the 
DNA molecule, inducing damage [11,12]. The common view is that DSBs and/or clustering 
of DSBs play a key role in cell death. 
 While much progress has been made in deciphering DNA damage mechanisms under 
various types of irradiation, significant ambiguities and controversies remain. For example, a 
recent work by Nguyen et al. on DNA damage under UV irradiation indicates that secondary 
electrons have greater significance in DNA damage than OH radicals [13,14], contrary to the 
conventional view developed with low-energy electron radiation [15,16], For ionizing 
radiation like X/γ-rays, both direct and indirect effects can be operative, and some have 
reported significantly higher DSB yields in the presence of water under γ-ray radiation [17]. 
 For protons and other types of ion radiation, often referred to as densely ionizing 
radiation, the direct effect is generally assumed to play a more prominent role in DSB 
formation because much more energy can be deposited in a small region around DNA [18]. 
Despite this well-reasoned assumption, there lacks a firm consensus as to the relative 
importance of direct effects versus indirect effects for ion irradiation in the existing literature 
[16]. Although proton (and heavier ion) radiation is classified under the same term “ionizing 
radiation” just like X/ γ-ray radiation, the modern scientific understanding of particle 
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radiation in this regard is still quite limited. With direct effects of particle radiation, the 
details are murky at best, partly because the process is highly complex and multiscale in 
nature: It involves atto/femtosecond dynamics of electronic excitation, femto/picosecond 
dynamics of excited hole relaxation, and chemical reactions that occur on much longer time 
scales. The physics that govern the entire process range from quantum mechanical 
excitations of electrons in the initial DNA irradiation all the way to microscopic biochemical 
changes that are responsible for cell death. 
 In modern proton beam cancer therapy, proton beams are calibrated for radiation 
oncology treatment by adapting the so-called relative biological effectiveness (RBE) with 
respect to a photon (i.e., X-rays, γ-rays) standard [19,20]. A fundamental assumption here is 
that the relevant DNA damage formation mechanism is the same under proton irradiation as 
the more widely studied X/γ-ray irradiation. However, various studies find that this 
empirically determined RBE depends on various factors including radiation dose and the 
stopping power itself. Researchers such as Loeffler and Durante have called for more 
detailed investigation so that mechanistic understanding beyond the RBE notion can be 
obtained [21]. 
 Increasing numbers of studies are now aimed at developing scientific bases that 
incorporate molecular-scale details in order to understand and model ion beam therapies 
[22−24]. including very recent work combining both experimental and simulation methods to 
understand the damage mechanisms of α-particle irradiated molecular systems [25]. Also 
notably, recent work by Souici et al. [26] studied how different DNA damage and 
fragmentation depends on the electronic stopping power (i.e., linear energy transfer (LET) as 
often called in oncology) and the dose of proton radiation. Although DNA is solvated by 
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water in physiological conditions, most spectroscopic measurements under irradiation are 
performed on dry DNA to allow for detailed characterization [27,28] like in the work by 
Souici et al. [26]. Using the SRIM model for electronic stopping power, Souici et al. [26] 
reported that damage such as single-strand breaks (SSBs) and DSBs indeed depend 
significantly on the kinetic energy of the proton. It is often assumed that the velocity of 
maximum LET, the Bragg peak, gives rise to the most damage. However, Souici et al. 
observed that the maximum response in terms of the damage was not observed for the Bragg 
peak proton velocity (of the popular SRIM model) [29] but rather for velocities beyond the 
Bragg peak (thus lower electronic stopping power). Furthermore, comparison of their work to 
an earlier study using α-particles shows that proton and α-particle beams result in different 
DNA damage yields, even for the velocities that give the same stopping power [30]. 
 These interesting observations call for studies into how electronic excitation, 
particularly ionization, is linked with electronic stopping power. Additionally, the SRIM 
electronic stopping power model [29] also comes with considerable uncertainties for 
biomolecular systems like DNA, and further advances on the electronic stopping power 
calculation itself are desired. In this regard, Abril et al. have recently reported the so-called 
MELF-GOS method based on model dielectric function fitted to experimental optical 
measurement, [31] and it is of great interest to also develop a quantum-mechanical 
description of the stopping power from first-principles calculations. 
 Although quantum-mechanical computational approaches such as first-principles 
molecular dynamics (FPMD) [32] based on density functional theory (DFT) have been used 
to study molecular processes in the context of DNA damage, most studies so far have 
focused on atomistic changes after the irradiation. With the rise of peta-scale supercomputers 
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and the oncoming advent of exa-scale supercomputers [33], in conjunction with the 
development of efficient massively parallel first-principles electron dynamics codes [34−38], 
it has now become possible to directly simulate electronic excitation dynamics in ion 
irradiation for complex macromolecules like DNA without the need for any empirical 
parameters. In particular, real-time time-dependent density functional theory (RT-TDDFT) 
simulations provide a promising avenue to study the non-perturbative electronic response of 
DNA under ion irradiation with atomistic levels of detail. This approach has been recently 
employed to study the electronic stopping of liquid water under proton and α-particle 
irradiation [39,40] as well as in other materials. In this work, we report a RT-TDDFT based, 
first-principles study of the electronic stopping process in DNA under proton and α-particle 
irradiation. 
5.2 Theory and Computational Method 
The first-principles method based on RT-TDDFT we employ in this work closely 
follows that described by Schleife et al. [34,41] The time integration of the electronic states 
is performed using an enforced time reversal symmetry (ETRS) algorithm [42]. In this work, 
we use the Qb@ll branch of the Qbox code [43]. in which we implemented a highly scalable, 
massively parallel RTTDDFT scheme based on the plane-wave pseudopotential formalism. 
Details of this code can be found in the work by Schleife et al. [34,41] and Draeger et al. [35] 
We use RT-TDDFT for obtaining the non-perturbative electronic response of a target 
material to a swift ionizing charged particle. In this work, the target material is a strand of 
neutral B-DNA in vacuum. The “dry” DNA molecule is a logical starting point for 
theoretical studies due to its relative simplicity and importantly also because most 
experimental/spectroscopic measurements are performed on dry DNA [26−28,44]. The 
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planewave RT-TDDFT implementation involves simulation cells with periodic boundary 
conditions. The DNA in the simulation cell comprises 10 base pairs (CGCGCTTAAG 
sequence), one full turn of the double helix, ensuring that the periodic images in the z 
direction are commensurate with the periodicity of the macromolecule. A cubic simulation 
cell with dimensions of 34.43 Å was used, giving the appropriate length of the target strand 
and at the same time being wide enough in the x and y directions to avoid self-interactions 
neighboring periodic image. In total, the molecular system comprises 654 atoms (2220 
electrons), which are represented by norm-conversing Hamann−Schluter−Chiang−Vanderbilt 
(HSCV) pseudopotentials [45,46]. This conventional pseudopotential approach is unable to 
model the potential “shake-up” effects [47]. caused by core electrons, but such effects would 
have a negligible contribution in the results presented here [48]. The projectile ions, protons 
and α-particles, are treated on the same footing as the atoms in the DNA molecule, by HSCV 
pseudopotential. In their respective initial states, the proton and α-particle are fully ionized 
(H+ and He2+). At the beginning of each simulation, the initial position and velocity vector of 
the ion is specified, and at each time step, the position of the ion is updated based on its 
velocity, which is held constant. The time-dependent Kohn−Sham (TDKS) equations are 
integrated for this system in which the classical, energetic proton or α-particle travels through 
the simulation cell containing the DNA strand, giving rise to a time-dependent external 
potential acting on the electronic system of the molecule. While the position of the projectile 
ion changes and the electron density is updated, the atoms of the DNA molecule are held 
fixed. The time scales of the RT-TDDFT simulations (ranging from 0.26 to 6.3 fs, depending 
on the ion velocity) are too short for any appreciable nuclear motion in the DNA, making this 
frozen target atom approximation appropriate for studying the excitation dynamics as 
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investigated in this work. We note, however, that subsequent processes such as 
intermolecular Coulombic decay25 and hole relaxation [49,50] occur on longer time scales, 
in which cases it is essential to include nuclear motion. All simulations use a time step of 2.0 
attoseconds. A planewave cutoff energy of 50 Ry was used. For the exchange− correlation 
(XC) approximation, we used the non-empirical PBE generalized gradient approximation 
(GGA) functional,51 due its balance between accuracy and efficiency. GGA functionals such 
as PBE could exhibit artificial charge delocalization in certain cases [52]. However, previous 
RTTDDFT studies comparing the PBE functional with hybrid XC functionals such as PBE0 
[53] and LC-BLYP [54] for the calculation of electronic stopping power [39,55] and 
projectile ion effective charge [39] show good quantitative agreement between GGAs and 
hybrids. As in most RT-TDDFT studies, we employ the adiabatic approximation for the XC 
functional’s time dependence, resulting in an XC potential that depends only on the 
instantaneous electron density, neglecting any memory effects [56]. Going beyond the 
adiabatic approximation is an active area of research, especially in the context of RTTDDFT 
[57−59]. but it is beyond the scope of this work. The adiabatic XC approximation in the 
context of RT-TDDFT calculations for electronic stopping power has been discussed in more 
detail in our earlier technical work [55]. 
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Figure 5.1. RT-TDDFT simulation snapshots at (a) 0.00, (b) 3.72, (c) 7.44, and (d) 11.16 au 
in time for a proton traveling at 6.0 au velocity through the center of the DNA molecule. 
Gray and black spheres show positions of the DNA molecule atoms. Blue (red) isosurfaces 
indicate increases (decreases) in electron density relative to the ground-state electron density. 
 
Figure 5.1 shows snapshots of a representative RT-TDDFT simulation performed in 
this work, with isosurfaces showing the electronic response to a proton penetrating through 
the DNA molecule. At time t = 0 au, the DNA remains in its ground state, thus, no induced 
densities are observed. But as the ion moves through the DNA molecule, there are 
fluctuations in the time-dependent electron density relative to the ground state, which is 
caused by the moving potential of the proton. While RT-TDDFT simulations are becoming 
more widely used, simulations at this scale (2220 electrons) are anything but routine. Using 
the aforementioned scalable Qb@ ll code, the simulations in this study were performed using 
between 8,192 and 131,072 IBM BG/Q cores on the Mira supercomputer at the Argonne 
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Leadership Computing Facility. Without these petascale computational capabilities, such a 
study would not be possible. 
5.3 Results and Discussion 
We organize the discussion of our quantum dynamics simulation results as follows. 
First, we discuss the calculation of electronic stopping power, which represents the rate of 
energy transfer as a function of the ion velocity. We then proceed to examine the extent to 
which the linear response (LR) formulation is applicable. Then, we discuss the generation of 
holes in the electronic stopping process of ionizing radiation. This hole population analysis is 
relevant due to the fact that DNA damage derives from subsequent chemical reactions of the 
resulting excited/ionized DNA. The last section discusses the excited hole populations in 
terms of both their energetic distributions (i.e., proximity to HOMO, low-lying states, etc.) 
and their spatial distributions (side chain, nucleobases, proximity to ion track, etc.). The 
resultant observations have direct implications for the relaxation process of excited holes, 
which is the next logical step in the first principles simulation study of DNA ion irradiation, 
and will be addressed in a future study 
5.3.1 Electronic stopping power 
In many theoretical studies of electronic responses to ion irradiation, the energy 
transfer from ion to target electrons is of central importance. The rate of energy transfer, 
called electronic stopping power, is the key quantity of interest because the velocity 
dependence of electronic stopping power is what gives rise to the unique energy deposition 
profile (i.e., Bragg curve) of swift ions. With access to total electronic energy as a function of 
the swift ion displacement, RT-TDDFT simulations give the quantities necessary for the 
calculation of this energy-transfer rate. In recent years, significant headway has been made in 
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the use of RT-TDDFT simulations to calculate electronic stopping power for a variety of 
condensed matter systems ranging from metals [60−63], semiconductors [55,64] to liquids 
[39]. 
In order to acquire accurate electronic stopping power curves, it is necessary to take 
into account the dependence on the projectile ion path in DNA. With this in mind, we have 
performed an ensemble of trajectories over a range of impact parameters and ion velocities. 
A total of 16 ion paths through the DNA molecule were simulated, all perpendicular to the 
periodic direction of the DNA strand, ranging from a path straight through the nucleobase 
center to a path just outside the sugar-phosphate backbone (see Figure C.1 in Appendix C). 
Apart from the practical feasibility, this 16-path ensemble allows for direct analysis of the 
simulations to derive physical insights on effects that are potentially specific to side chain 
and nucleobase moieties. For each of the 16 paths, 7 ion velocities ranging from 0.25 au to 
6.0 au were studied for both protons and α-particles, resulting in a total of 224 RT-TDDFT 
trajectories. For this 2220-electron system, each of these trajectories comes at a considerable 
computational cost, illustrating the need in this case for massively parallel implementation 
[34,35]. 
 113 
 
Figure 5.2 Electronic stopping power averaged over the ensemble of ion trajectories for 
protons (blue) and α-particles (red) with velocities ranging from 0.25 au to 6.0 au. The LR-
scaled electronic stopping power curve (light blue) is acquired by scaling the proton 
electronic stopping power curve by a factor of 4 (Z2 , where Z = 2). 
 
The velocity of the projectile ion is held constant throughout its trajectory. Thus, 
inherently we have non-equilibrium simulations in which the total energy of the electronic 
system is not conserved, and work is continuously provided by the projectile ion. This allows 
us to use the increase in total energy as a quantitative measure of the electronic response to 
ion irradiation as previously discussed [34,41]. In order to calculate the electronic stopping 
power from these simulations, we need to calculate the electronic energy change with respect 
to ion displacement. Unlike in the periodic crystalline system, the electronic energy increases 
only when the projectile ion penetrates through the DNA. The resulting curve has a 
sigmoidal form (see Figure C.2 in Appendix C). In this work, we used the approach 
employed by Sebaugh et al. to define the linear portion of the sigmoid-shaped curves by 
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finding the “bend points” [65]. Taking the slope of the linear regression over this region for 
each RT-TDDFT simulation, we acquire the electronic stopping powers which are then 
averaged over the ensemble. Figure 5.2 shows the electronic stopping power as a function of 
ion velocity for both protons and α-particles with a spline interpolated curve between the 
simulation data points, and the error bars represent the standard deviation of the mean based 
on averaging over the 16- path ensemble. The velocities and electronic stopping power at the 
peaks were determined from this ensemble-averaged curve. These values were compared to 
the results presented in work by Abril et al. [31] (see Table 5.1.) in which the electronic 
stopping power of dry DNA was calculated in the dielectric formalism with energy-loss 
functions fitted to experimental optical data acquired by Inagaki et al. [44]. While there does 
not exist direct experimental data for the electronic stopping power of these ions in dry DNA, 
the agreement between our first-principles RT-TDDFT results and the results from the 
empirically fitted model dielectric function is encouraging for analyzing the details of the 
simulation in order to derive physical insights. It should also be noted that the calculated 
electronic stopping power of DNA is quite similar in peak position and overall magnitude to 
RT-TDDFT-calculated electronic stopping power of liquid water [39] (see Figure C.3 in 
Appendix C). Because water is the primary component of human tissue, ion beams for cancer 
therapy are often calibrated with respect to the electronic stopping power of liquid water 
instead of actual human tissue or DNA [7]. Our results support this practical assumption 
widely used in radiation oncology. 
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Table 5.1. Positions (vmax) and Magnitudes (Smax) of the Peak Electronic Stopping Power 
for Protons and α-Particles, in Atomic Units (Hartree/Bohr)a 
 
 
 
Given its widespread usage in medical physics [7], it is worthwhile to comment on 
the extent to which LR theory is valid for the case of DNA. For proton projectiles in 
crystalline systems, the LR theory model, with the dielectric matrix calculated using linear-
response TDDFT, and RT-TDDFT simulations methods show good agreement in calculating 
the electronic stopping power [64,66]. According to LR theory, electronic stopping power 
can be expressed in the mathematically closed form: 
𝑆 𝑣 = $%&
'
('
𝐿(𝑣)   (5.1) 
where v is the projectile ion velocity, Z is the atomic number of the projectile ion, and L(v) is 
a velocity-dependent quantity called the stopping logarithm. There are a variety of ways to 
represent this stopping logarithm, including the target material’s mean excitation energy from 
Bethe theory [67] and the dielectric function representation in the Lindhard formula [68] 
However, the stopping logarithm only depends on the properties of the target material and 
therefore does not have dependence on the projectile ion species. Instead, the projectile ion 
species dependence, or Z-dependence, is contained in the Z2 term, the prefactor in the 
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electronic stopping power formula (Eq 5.1). The resultant electronic stopping power curves 
incorrectly give the same Bragg peak position for all projectile ion species, unless a separate 
empirical model for velocity dependent effective charge is employed [39,62]. Additionally, it 
has been noted that without ad hoc extensions to vary Z with respect to velocity, LR theory 
calculations give inaccurate electronic stopping magnitudes at low ion velocities [62]. 
According to the LR theory, one would predict for the α-particle case, the stopping power is 
increased by a factor of 4 (Z2 = 22 for α-particle) as shown in Figure 5.2. In the high-velocity 
regime, the prediction from the LR scaling agrees well with the RT-TDDFT calculated 
results. However, the LR-scaled curve and the α-particle RT-TDDFT result begin to diverge 
toward the Bragg peak, with the LR-scaled curve significantly overestimating the stopping 
power. The LRscaled results and the RT-TDDFT results differ by as much as +78% (at v = 
0.5 au). This significant discrepancy is important especially since the use of heavier ions such 
as carbon ions has attracted much attention in recent years [69]. These results show that 
simple scaling of the electronic stopping power for proton by Z2 would not accurately predict 
energy deposition when heavier ions are used for irradiation. 
5.3.2 Hole Generation within DNA 
 
While much discussion in the medical physics field has centered on the energy 
deposition into electrons as measured by electronic stopping power and how it, assumedly, 
scales quadratically with the projectile ion charge according to LR theory, such examinations 
are incomplete for the purpose of characterizing the induced electronic excitations that are 
responsible for DNA damage. Quantum-mechanical excitations of electrons need to be 
analyzed not only in terms of energy but also in terms of probability, particularly the 
quantum-mechanical probability of the hole generation under the ionizing irradiation. The 
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RTTDDFT quantum dynamics simulations yield probabilistic descriptions of the hole 
generation as the proton/α-particle penetrates through the DNA. 
 
Figure 5.3 Total hole populations averaged over the ensemble of ion trajectories for protons 
(blue) and α-particles (red) with velocities ranging from 0.25 au to 6.0 au. The LR-scaled 
hole population curve (light blue) is acquired by scaling the proton electronic stopping power 
curve by a factor of 4 (Z2 = 22 for α-particles). 
 
 On the short time span (0.26−6.29 fs, depending on ion velocity) of an individual RT-
TDDFT simulation, nuclear motion of atoms in the DNA molecule is negligible, and all 
target atoms’ positions are fixed. Because the DNA molecule remains in its equilibrium 
geometry, the excitation dynamics can be analyzed by projecting TDKS wave functions onto 
the KS eigenfunctions of the equilibrium electron density of the neutral DNA system. The 
excitation dynamics can be then characterized in the framework of single-particle excitations. 
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The hole population change is obtained from calculating the time-dependent occupations of 
individual KS eigenstates in the valence band as 
 
𝐻𝑃 𝑡 = (2 − 𝑓5 𝜓7 𝜙5 𝑡
9
)5
:;<<
7     (5.2)   
 
where fi is the fixed occupation of the TDKS state ϕi(t), and ψj is the KS eigenstates. This 
same procedure can also be used on the conduction band (CB) states to characterize the 
excited electrons. Only 3−9% of the excited electrons are recovered when projecting the 
TDKS onto the set of CB states that covers 6.26 eV above LUMO. The rest is excited into 
other higher-lying states near/above the vacuum level, which is consistent with the fact that 
ion beam radiation is indeed ionizing radiation. As expected, the hole population increases as 
the projectile ion penetrates through the DNA, and it reaches a steady value after the ions 
leave the DNA (see Figure C.4 in Appendix C). Figure 5.3 shows the hole population at the 
end of the simulation (after reaching a steady value) as a function of ion velocity. In the 
literature, hole generation or conversely excited electron generation is often assumed to be 
directly proportional to electronic stopping power [70]. While this assumption may be valid 
at high ion velocities, it appears to break down elsewhere in the electronic stopping regime. 
As can be seen in Figure 5.3, we observe velocity-dependent hole population trends that are 
slightly different from those observed in the electronic stopping power curves (Figure 5.2). 
Whereas the stopping power peaks at a velocity of approximately v = 1.68 au for protons, the 
hole population has a peak at v = 0.76 au. In the case of α-particles, the hole population has a 
rather flat maximum at v = 0.87 au, which is noticeably shifted below the v = 1.94 au peak in 
the stopping power curve. 
 119 
 Considering the differences between the stopping power curve and hole generation 
curve peak positions, we note that this could have been expected since the hole population 
does not take into account the holes’ energies. The hole probability distribution with respect 
to energy eigenstates is broad, as discussed in the next section. Another reason for the 
difference in the trends is that a significant amount of the electron density is transferred from 
the DNA to the projectile ions, and not all generated holes are a direct consequence of 
electronic excitations/ionization within the DNA, but instead they are a consequence of 
charge transfer. We used the Bader charge partitioning scheme [71] implemented in the code 
by Henkelman et al. [72] to determine the total electronic charge on the proton / α-particle at 
the end of the simulation, after they excite electrons in the DNA. For the Bader partitioning, 
charge density isovalues < 10-4 e-/Å3 were relegated to vacuum. 
 
Figure 5.4. Effective charge states for protons (blue) and α-particles (red) with velocities 
ranging from 0.25 au to 6.0 au.  
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Figure 5.4 shows the projectile ion charge for both proton and α-particle and for two 
representative paths as a function of the projectile ion velocity. The paths are reflective of 
two possible types of irradiation-induced excitations: (1) In the “base path” trajectory, the 
projectile ion passes through the center of the macromolecule, approximately equidistant 
(∼1.7 Å) from the nucleobase pairs above (CG) and below (TA), approximately 
perpendicular to the hydrogen bonds between the base pairs. (2) In the “side path” trajectory, 
the projectile ion instead passes close alongside the sugar-phosphate side chain, with a 
minimum impact parameter of (1.43 Å), which is comparable to the minimum impact of 1.49 
Å of the “base path”. In both paths, the projectile ion’s initial and final positions are over 10 
Å away from the nearest atom on the DNA molecule (see Figure C.1 in Appendix C for 
details). In the high velocity limit, there is no measurable electron density captured by 
projectile ions. In the low-velocity regime, however, there is appreciable electron density 
captured by the projectile ions. For protons traveling at a low velocity of 0.5 au, the ion is 
almost completely neutralized by the electrons stripped from the DNA molecule (∼0.8 e−). 
For α-particles, the amount of charge captured also increases with decreasing ion velocity, 
but the α-particle has a net ∼ +1 charge state at v = 0.5 au. For the v = 0 au data points, 
ground-state DFT calculations were carried out with the projectile ions held fixed at fixed 
positions at the end of the ion track. Similar trends in the velocity dependent projectile ion 
charges have been previously observed in silicon carbide [64] and liquid water [39], with 
some dependence on the target material. These observations also indicate that the bare-ion 
assumption employed in LR theory is only valid for high ion velocities beyond the Bragg 
peak. 
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 Just as we examined the validity of LR theory scaling for predicting electronic 
stopping power for heavier ions, we can make a similar examination for hole population 
trends. In addition to the velocity-dependent hole population curves for protons and α-
particles, Figure 5.3 shows the LR-scaled hole population curve, acquired by scaling the 
proton curve by a factor of 4 (Z2 = 22 for α-particles). Examining the plots, one can see that 
the LR-scaled curve significantly overestimates the hole population for α-particles at ion 
velocities < ∼2 au. Approaching higher velocities, however, the LR-scaled curve converges 
with that of the α-particle. This is similar to the trends, notably the overestimations, of the 
LR-scaled electronic stopping power curves. This provides further evidence that non-linear 
effects, charge-transfer dynamics in particular, become important in the electronic stopping 
of ions with velocities below the Bragg peak, highlighting the need for high levels of theory 
and computation for predictions in this regime. 
5.3.3 Energetic and spatial distribution of excited holes 
The hole populations discussed in the previous section were not decomposed in terms 
of energy, but such decomposition and analysis in RT-TDDFT simulations is possible and is 
instructive. If the relaxation of excited holes toward the HOMO is very fast, the energy depth 
at which the holes are generated has no effect on subsequent chemical reactions of the 
resulting oxidized DNA. However, very slow relaxation of excited carriers has been observed 
in some nanomaterials [73], and future studies are necessary for determining time scales 
associated with excited hole relaxation in DNA. This time scale is likely to depend 
significantly on the initial energy of the excited hole generated. Generation of excited holes 
in deep-lying states with large energy separation would result in a rather slow relaxation 
process, while excited hole generation in the valence band states is likely to yield a rapid 
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relaxation. In most charge transport studies on DNA bases, the guanine base (G) is found to 
act as the hole trap, and in fact for the DNA strand simulated in this work, the HOMO is 
localized on guanine. The electronic states associated with sugar-phosphate side chains are 
significantly deeper in energy. 
Here, we focus on the base and side paths with four different velocities of interest: v 
= 0.500 (below the Bragg peak), 1.385 (proton Bragg peak), 1.940 (α-particle Bragg peak), 
3.750 (above the Bragg peak), 6.000 au (stopping power follows the LR theory description). 
In order to characterize the hole generation as a function of its energy, we perform the 
projection detailed in eq 2, but with the removal of the summation over eigenstates, j. The 
projection can be acquired for each time step of the RT-TDDFT simulation, but we focus 
here on the projections at the final step of the TDDFT simulation, after the ion has left the 
vicinity of the DNA molecule. The resulting hole energy distributions are plotted, with a 
Gaussian broadening of 0.5 eV, in Figure 5.5. The density of states (DOS) is also plotted in 
the same figure for convenience. 
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Figure 5.5. Hole populations plotted as a function of energy based on eigenstate state 
projections at the end of RT-TDDFT simulations for (a) proton on base path trajectory, (b) 
proton on side path trajectory, (c) α-particle on base path trajectory, and (d) α-particle on side 
path trajectory. For reference, the DOS is shown with dashed lines. 
 
Comparing the proton and α-particle cases, the features are quite similar, except for 
the absolute magnitude, although some slight differences in the relative magnitudes of 
various peaks can be observed. The base path and side path show some differences for the 
energetic distribution of the generated holes. For the side path, the holes are largely generated 
in the electronic states (∼2.5 eV below HOMO) associated with phosphate and side chain 
groups, but there are essentially no holes generated in the higher-lying states (above −5 eV 
near the HOMO) associated with nucleobases. The base path shows a slightly broader 
distribution than the side path. In spite of these noticeable differences, in both cases and all 
for velocities, most of the holes (>95%) are generated within ∼10 eV of the HOMO. This 
aspect of both proton and α-particle irradiation hole generation is distinctly different from 
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X/γ-ray photon irradiation that excites/ionizes localized deep-lying core electrons, which can 
undergo Auger processes [74]. 
For molecularly heterogeneous systems like DNA, characterizing the spatial extent of 
excited hole generation can have implications for predicting subsequent damage. This is 
particularly true if the excited hole relaxation to the HOMO happens on the time scale that is 
comparable or slower than relevant chemical reaction time scale. In such a situation, the 
spatial dependence of the hole generation could give some insights into different DNA 
damages (i.e., nucleobase damage, SSB, DSB, etc.). In order to obtain chemical/spatial 
details of the ion-induced excitations, we analyze the hole generation in terms of projections 
onto maximally localized Wannier functions (MLWFs) [75], which are computed using the 
method developed by Gygi et al. [76]. The MLWFs are constructed by applying a unitary 
transformation to the occupied Kohn−Sham (KS) eigenstates such that resulting MLWFs are 
maximally localized in space, giving a more chemically intuitive representation of the 
electronic system. This MLWF transformation yields MLWFs that are localized on bonds 
and lone pairs in the DNA macromolecule, which are easier to interpret than KS states which 
can be spatially delocalized. By projecting the TDKS states onto these MLWFs, 
instantaneous hole populations on specific chemical groups in the macromolecule can be 
computed at each step in the RT-TDDFT simulation [40]. Each MLWF has an associated 
geometric center (denoted here as MLWFC),  
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Figure 5.6. MLWFCs, represented by spheres with color (yellow to dark red) and size 
proportional to the excited hole population on each center. Smaller, lighter spheres 
correspond to MLWFs with smaller excited hole populations, and larger, darker red spheres 
correspond to MLWFs with higher excited hole populations. Atoms in the DNA molecule are 
shown in greyscale for clarity. (a) Snapshot at the end of RT-TDDFT simulation of proton 
with v = 1.5 on the base path trajectory. (b) Snapshot at the end of RT-TDDFT simulation of 
proton with v = 1.5 on side path trajectory. The MLFWC projected hole distributions are 
similar for all ion velocities and for α-particles. 
 
which is defined as the expectation value of the position operator on the MLWF. Each 
MLWF can be identified with a different chemical moiety of the DNA molecule: sugar, 
phosphate, nucleobase species, etc. In Figure 5.6, the time-dependent hole populations are 
decomposed spatially in terms of MLWFCs which belong to different chemical subgroups of 
the DNA (i.e., DNA base pairs, sugar/phosphate side chain, etc.). In performing this analysis, 
we observe that the hole distribution is primarily dependent on the projectile ion path, with 
the base path resulting in hole generation primarily on the nucleobases ( >90% on base pairs, 
for all velocities and ion species on base path), and the side path resulting in hole generation 
primarily on the side chain ( >90% on side chain for all velocities and ion species on side 
path); see Figure C.7 in Appendix C for details. Figure 5.6 illustrates this by displaying the 
hole distribution in terms of MLWFCs scaled and colored by their respective excited hole 
populations. In these representative snapshots, the excitation by the projectile ions along the 
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base path leads to hole populations on the DNA base pairs, and hole populations on the side 
chain for the side path. Further decomposition of hole populations into nucleobase species, 
sugar groups, and phosphates did not reveal any particular chemical selectivity. In other 
words, on these time scales, we do not observe specific chemical moieties being more 
susceptible to the hole generation. Instead, the results suggest that hole generation is a very 
local phenomenon and is closely tied to proximity of the chemical moieties to the projectile 
ion trajectory. 
In order to further quantify this notion, we return to the ensemble of ion trajectories 
spanning over a range of impact parameters with respect to the center of the DNA molecule. 
This 16-trajectory ensemble (see Figure C.1 in Appendix C) shows that hole generations are 
indeed localized near the path of the projectile ion movement. In Figure 5.7, the hole 
distributions are plotted as color maps with respect to two variables: the MLWFC distance 
from the base path and the impact parameter of the projectile ion relative to the base path. 
One can observe, by following the diagonal of the maps (Figure 5.7), that as the ion path is 
shifted further away from the center of the DNA, the holes distribution follows the same shift 
away from the center of the DNA. To varying degrees, this trend is evidenced for both 
protons and α-particles for a range of ion velocities (Figure 5.7). Approaching lower 
velocities, the distribution becomes less localized, indicating a larger radial extent of hole 
generation below the Bragg peak, a result that is consistent with the experimental findings by 
Souici et al. [26]. Importantly, for impact parameters larger than ∼18 au (ion trajectory well 
outside direct impact with the molecule), no appreciable generation of holes is observed. This 
corroborates the notion that excitations are highly localized around the proton path, ion 
beams often being described as densely ionizing radiation [18]. 
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Figure 5.7. Spatial hole population distributions based on projections onto the ground-state 
MLWFs for RT-TDDFT simulations of ions impinging on the DNA molecule. The vertical 
axis indicates the MLWF center displacement from the center (base path) of the DNA 
molecule, while the horizontal axis indicates the projectile ion impact parameter relative to 
the center (base path) of the DNA molecule. Results are shown for protons (upper) and α-
particles (lower) with velocities of 0.25 au, 1.00 au, and 6.00 au. By plotting displaying the 
plots in the range from 0.0 to 1.0 (Z2 , where Z = 1) for the proton, and in the range from 0.0 
to 4.0 (Z2 , where Z = 2) for the α-particle, one can directly compare the proton results and 
the α-particle results to examine the validity of linear-response scaling. 
 
To make comparisons between protons and α-particles, the color maps in Figure 5.7 
are presented in such a way that deviations from LR theory behavior can be identified. The 
maps in Figure 5.7, corresponding to the proton-induced hole distributions, have a 
normalized scale ranging from 0 to 1 (i.e., Z2 , where Z = 1), whereas the scale for the α-
particle-induced hole distribution maps ranges from 0 to 4, (i.e., Z2 , where Z = 2). If the hole 
generation follows the LR behavior strictly, then the plots in Figure 5.7 would look identical 
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for protons and αparticles at each velocity. Indeed, for v = 6.00 au, the hole distribution maps 
look indistinguishable for the proton and αparticle cases, in keeping with the validity of LR 
theory at high ion velocities. However, for the v = 0.25 au and v = 1.00 au cases, the hole 
distribution maps for proton and α-particle differ significantly. For the α-particle cases, the 
direct correlation between hole distribution and impact parameter is stronger than that 
observed for the proton, indicating that excitations are more highly localized along the ion 
path for αparticles than for protons. Thus, it is plausible that the degree of localization is even 
higher for heavier particles, such as carbon ions. Given this highly localized ionization 
behavior, it opens up more questions about excited hole localization and delocalization 
dynamics at longer time scales. We plan to investigate this in a future work. 
5.4 Conclusions 
Electronic excitations are produced when matter is exposed to ion irradiation 
comprising highly energetic particles such as protons or α-particles. High-energy ion 
radiation is generally assumed to be ionizing radiation in the same sense as X/γ-rays, which 
are traditionally more widely used in radiation oncology. However, our work revealed 
remarkable differences in the typical excitation behavior of proton/α-particle irradiation 
compared to X/γ-ray photon irradiation. We observe that in the case of ion irradiation, holes 
are generated mostly in the high-lying valence states near the HOMO, predominantly within 
the energy range of ∼10 eV. We also found that excited hole generation is highly localized 
spatially along the projectile/ionizing ion track at all proton/α-particle velocities, and its 
spatial distribution does not show selectivity with regard to the local chemical composition of 
the DNA (i.e., nucleobase types, side chain, etc.). The electronic excitation effect on DNA 
quickly decays away from the ion track within a nanometer, as is consistent with the DNA 
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damage behavior found in the experimental work by Souici et al. [24]. An intriguing 
observation in this experimental work was that the maximum DNA damage response was not 
observed for the proton velocity that yields the highest electronic stopping power, the energy-
transfer rate from ions to electronic excitation. Rather, the maximum damage was observed 
when the proton velocity was higher than the Bragg peak velocity, which corresponds to the 
maximum electronic stopping power. One might have naively hypothesized that excited hole 
generation (ionization) is also maximized at this higher proton velocity. However, our first-
principles dynamics simulations show that this is not the case. Instead, the hole generation is 
maximized at velocities that are lower than the Bragg peak velocity for both proton and α-
particle. 
 Our work has revealed, for the first time, that ion beam irradiation results in excited 
hole generation that is distinctively different from X/γ-rays, and it has also revealed how 
excited hole generation does not directly correlate with the electronic stopping power trends. 
Although we have made significant progress in understanding the details of this complex 
process, further work is needed for building a comprehensive understanding of DNA damage 
under different types of ionizing irradiation. An important future research direction lies in the 
investigation of the subsequent relaxation dynamics of the excited holes that are generated 
under proton and αparticle irradiation. Determining the relaxation time scales of excited 
holes in DNA represents a key next step in uncovering the highly complex connection 
between electronic excitations under ionizing radiation and the chemical, bond-breaking 
mechanisms of DNA damage. 
 In the context of radiation oncology, the role of solvation, as in biological conditions, 
needs to be investigated in a future work. One might think that the ionization of DNA is 
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enhanced because electrons can be excited into liquid water. However, our previous works 
[39,40] have shown that the effective charges of protons/α-particles are significantly reduced 
in liquid water and that these effective charges have a velocity dependence. Even following 
from LR theory scaling on the charge, one can reason that the excitations within DNA are 
significantly suppressed when it is solvated. Given these competing effects, detailed 
simulations based on first-principles theory will be highly valuable for understanding the role 
of solvation. 
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CHAPTER 6: K-SHELL CORE ELECTRON EXCITATIONS IN ELECTRONIC 
STOPPING OF PROTONS IN WATER FROM FIRST-PRINCIPLES1 
 
6.1 Introduction 
 When a highly energetic ion travels through and interacts with matter, its kinetic 
energy is transferred into the target material’s electronic and nuclear subsystems. This energy 
loss of the projectile ion can arise from both elastic collisions with nuclei (nuclear stopping) 
and inelastic scattering events (electronic stopping). When the particle’s kinetic energy is 
sufficiently large (on the order of ~10 keV per nucleon), the major contribution to the energy 
transfer comprises electronic stopping wherein the projectile ion induces massive electronic 
excitations in the target material [1-2]. This electronic stopping phenomenon is at the heart of 
emerging ion bean cancer therapies. The use of proton beam radiation over more 
conventional radiation based on X/γ-ray photons is often considered more effective because 
of the ion’s distinct spatial energy deposition profile with a very sharp peak [3-4]. By 
calibrating the initial kinetic energy of the protons, this energy deposition peak can be tuned 
to coincide with the location of the tumour. This energy deposition profile is largely 
determined by electronic stopping power, which measures the rate of energy transfer from 
the charged particle to electrons in matter per unit distance of the energetic particle’s 
movement [1,5-7]. The stopping power is a continuous function of the particle velocity, and 
the velocities near the maximum of the stopping power are responsible for the formation of 
                                                            
1This chapter will appear as a letter in Physical Review Letters. The citation is as follows: Y. Yao, D. C. Yost, 
and Y. Kanai. Phys. Rev. Lett. 123, 066401 (2019). 
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the sharp energy deposition peak for ions like protons. Because liquid water makes up the 
majority of matter in human cells, various models for the electronic stopping power in liquid 
water have been developed over the years [8-16] including our earlier first-principles theory 
result [17,18]. At the same time, only limited experimental measurements exist near the 
stopping power maximum, and various theoretical models are currently used with empirically 
fitted parameters. Furthermore, unraveling the details of the excitation behavior in the 
electronic stopping process has become important. Proton radiation is generally considered as 
being similar to other types of ionizing radiation like X/γ-ray photons, which undergo 
Compton scattering and also core electron excitation. However, the extent to which proton 
radiation excites valence and core electrons is not understood. Indeed, this is complicated by 
the fact that the ratio of valence to core electron excitations depends on the irradiating proton 
velocity. In radiation oncology, an empirical factor such as relative biological effectiveness is 
used to take into account differences between the proton radiation and X-ray photon radiation 
for convenience, but many now call for a better mechanistic understanding of the radiation at 
the molecular level [19]. In this Letter, we discuss the role of K-shell core electron 
excitations in liquid water under proton irradiation by accurately determining the electronic 
stopping power and simulating quantum dynamics of electronic excitations from first 
principles. 
6.2 Method 
We apply our recently developed non-equilibrium dynamics simulations approach 
based on real-time time-dependent density functional theory (RT-TDDFT) [17,18,20-23] to 
simulate the non-perturbative response of the electronic system to a fast-moving projectile 
proton. In this approach, the electronic stopping power can be obtained from the rate of 
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electronic energy change at different projectile proton velocities as discussed in our earlier 
work [21,24]. We use our implementation of RT-TDDFT based on a planewave-
pseudopotential (PW-PP) formalism [20,25] in the Qbox/Qb@ll code [26,27]. Simulating the 
1s core (i.e. K-shell) electron excitations of oxygen atoms in this study requires us to go 
beyond several standard approximations typically used in the PW-PP formalism. The oxygen 
and hydrogen atoms in liquid water are described by all-electron pseudopotentials that are 
generated using the optimized Norm-Conserving Vanderbilt scheme [28.29], for which 
multiple projectors are used for the explicit treatment of the 1s electrons of oxygen atoms in 
the simulation. The validity of the all-electron pseudopotentials was checked by calculating 
the core-level optical excitation spectrum of a single water molecule as shown in Appendix 
D. Unlike previous RT-TDDFT studies of electronic stopping in which pseudopotentials are 
used for the projectile proton [17,18], here we use a bare Coulomb potential for representing 
the proton because an accurate description of the K-shell core excitations is necessary, 
especially for large proton velocities (see Appendix D for details). Consequently, the use of a 
planewave kinetic energy cutoff of up to 250 Ry for expanding the Kohn-Sham 
wavefunctions was required, and an extrapolation was used for calculating the stopping 
power at high velocities (see Appendix D for details). We employed the PBE GGA 
approximation [30] for the exchange-correlation potential because we found that the use of 
the more advanced SCAN meta-GGA does not change the results [31-33] (Appendix D, Fig. 
D.6). The liquid water structure was generated by taking a snapshot after preforming a 10 ns 
classical molecular dynamics simulation at 300K with SPC/E force field [34]. Our simulation 
cell contains 38 water molecules with periodic boundary conditions (8Å × 8Å × 17.73Å), and 
the projectile proton travels in the +z direction. This simulation was compared to a larger 
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simulation cell with 170 water molecules (12Å × 12Å × 35.45Å), and no appreciable finite 
size errors were found. In order to determine electronic stopping power accurately using the 
non-equilibrium simulation approach, an ensemble average of projectile proton trajectories is 
necessary [23]. 64 proton projectile trajectories (paths) were sampled evenly on a grid 
dividing the cross section of the xy simulation cell plane. In total, 64 independent RT-
TDDFT simulations were performed for each velocity. The convergence of this sampling 
was confirmed by comparing to a more extensive sampling that includes 256 paths. Albeit 
computationally expensive, this trajectory sampling ensures that the ensemble average 
contains projectile proton trajectories that cover a wide range of impact parameters with 
respect to the atoms in the target material, which is especially important when core electrons 
are excited [23,35]. The error bars on the stopping power reported here are the standard error 
of the mean calculated based on these 64 paths. Because we find that K-shell core electron 
excitation is important in high velocity regime, we also verified that small impact parameters 
are accurately sampled. These technical, but important, details are discussed in Appendix D, 
in addition to comparison to our earlier work, which does not consider core electron effects. 
6.3 Results and Discussion 
The calculated stopping power as a function of the proton velocity ranging from 0.5 
to 8 a.u. (corresponding to the kinetic energy of 6.2 keV-1.6 MeV) is compared to the 
available experimental stopping power data [36,37] and to the so-called SRIM [16] model in 
Figure 6.1. The only experimental data available in this velocity range are the  
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measurements by Shimizu, et al. [36,37]. We note, for completeness, that the reliability of 
this measurement has been questioned on the basis of the Bethe model [38]. The SRIM 
model is based on extending the Lindhard-Scharff-Schiott theory [39] with inputs from 
available experiments, and it is widely used as a standard reference. Though there is no 
reported experimental data for velocities less than 3.5 a.u. for liquid water, and the SRIM 
result relies on existing experimental data of solid water (ice) to estimate the stopping power 
of liquid water, our first-principles result is in excellent agreement with these two references. 
The peak of our calculated stopping power (i.e. the Bragg peak) is at v=1.73 a.u., and the 
stopping power of 0.165±0.010 a.u. agrees well with the SRIM model which shows the 
Bragg peak at v=1.72 a.u. and stopping power of 0.165 a.u. at this velocity. For comparison, 
we also show the seminal Bethe model [40] with mean excitation energy  
 
Figure 6.1. Electronic stopping power curve from our first-principles simulation, in 
comparison to the experimental data by Shimizu et al. [36,37] (Sz10), SRIM [16] model, 
the Bethe model [40] with I=78 eV recommended by International Commission on 
Radiation Units and Measurement [8], and the Emfietzoglou model [10-12]. 
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parameter of I=78eV as recommended by the International Commission on Radiation Units 
and Measurement [8] and one of the most recent models by Emfietzoglou and co-workers 
 
 
Figure 6.2. (Top) Contribution of K-shell (oxygen 1s electrons) excitation to electronic 
stopping power curve, DScore, calculated as the difference between the all-electron and 
the valence-electron only results. (Bottom) The fraction of the K-shell contribution to 
the stopping power, in comparison to the Emfietzoglou/Drude model [11,12], and 
Hydrogenic generalized oscillator strength model [11,45,48,49].  
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[10-12] based on perturbation theory. For the Bethe model, the Bragg peak lies around 
v=1.98 a.u. with a corresponding stopping power of 0.160 a.u. As widely recognized, the 
Bethe model significantly underestimates the stopping power for low  
projectile velocities, and it does not obey the correct linear dependence around zero  
velocity [41]. At the same time, the Bethe model is remarkable in that the model correctly 
captures the stopping power behavior for the large projectile velocities beyond the peak 
velocity with only a single parameter to account for the target material, the mean excitation 
energy. Emfietzoglou’s model goes beyond the Bethe model, and it tends to the correct limits 
in both low and high velocities. However, Emfietzoglou’s model shows the Bragg peak at 
around v=1.80 a.u. with the stopping power of 0.130 a.u., which significantly underestimates 
the magnitude of the electronic stopping power with respect to our first-principles result. 
One of the most pressing challenges is to elucidate the importance of K-shell core 
electron excitations. Widely used in radiation oncology, X/γ-ray radiation could effectively 
excite deep core electrons, undergoing Auger effect [42]. Many empirical models indicate 
that proton radiation does not excite K-shell core electrons appreciably for the proton 
velocities near the Bragg peak but only for much large velocities [11]. In recent years, 
differences between X/γ-ray and proton radiation have been examined more carefully in the 
radiation therapy literature [19]. However, our understanding of proton radiation is still quite 
limited, even for such an important biological material like liquid water. Here, we examine 
the extent to which the K-shell core electron excitations play a role in the electronic stopping 
of protons in liquid water. In the literature, a separate K-shell contribution to stopping power 
is widely used, as in Emfietzoglou's model [12]. However, in addition to providing an extra 
channel for the energy transfer from the projectile proton, electronic excitations of K-shell 
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core electrons also influence the valence electron excitations. This is commonly known as 
"shake-up" effect [43] in the related context of X-ray absorption. In reality, it is therefore not 
possible to separate the electronic stopping power in terms of contributions from the valence 
electrons and core electrons independently as is widely done in empirical models [11,12,44-
47]. Using first-principles theory, we can quantify how much the stopping power is affected 
by the presence of the K-shell core electrons through calculating the stopping power from our 
simulations with and without including the core electrons as shown in the top plot of Figure 
6.2. For convenience, we refer to the difference in these two stopping power curves as DScore. 
The valence electron contribution indeed accounts for >99% of the stopping power for 
velocities less than 1.5 a.u. However, for the velocities larger than 1.5 a.u., the K-shell 
stopping power contribution, DScore, starts to increase, from 0.002 a.u. (2% of the stopping 
power) at v=1.73 a.u. to 0.012 a.u. (25% of the stopping power) at v=6.27 a.u.. For the 
highest velocity of 8.0 a.u. we studied here, the stopping power is 28% higher when the core 
electrons are present. This observation differs significantly from the estimated K-shell 
electron contribution based on various empirical models  
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Figure 6.3. Difference of the summed Hamiltonian expectation value of the valence 
electrons for simulations with (all electrons - AE) and without K-shell core electrons 
(valence electron only - VEO) at the projectile proton velocity of 1.00 a.u., 1.73 (peak) and 
8.00 a.u. 
 
 (Emfietzoglou/Drude [11,12], and Hydrogenic generalized oscillator strength [11,45,48,49]) 
as shown in the bottom plot of Figure 6.2. For instance, Emfietzoglou’s model predicts that 
the K-shell contribution starts to become important only at much greater velocities of >3.5 
a.u. (Figure 6.2 (Bottom)), and K-shell core electrons are responsible for less than 10% of the 
stopping power even at v=8.0 a.u.  
As discussed above, K-shell core electron excitations not only provide an extra 
channel for the energy transfer, but they also influence valence electron excitations. To 
quantify this shake-up effect in the electronic stopping, we calculated the summed 
expectation value of the Kohn-Sham (KS) Hamiltonian for all the valence electron 
wavefunctions, 𝜑" 𝑡 |𝐻&'|𝜑" 𝑡 | , in the simulations with and without the core electrons. 
The shake-up effect then can be quantified by obtaining the difference of this Hamiltonian 
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expectation values for the valence electrons in the simulations with and without the K-shell 
core electrons. Figure 6.3 shows this energy difference as a function of the projectile proton 
displacement, averaged over all the 64 projectile paths. The shake-up effect contribution to 
the stopping power is obtained by calculation this expectation value change per unit distance 
of the projectile proton movement. At the high proton velocity of 8.0 a.u., the shake-up effect 
is responsible for 36 % of DScore (i.e. 11 % of the stopping power). At the Bragg peak proton 
velocity of 1.73 a.u., 56 % of DScore is due to the shake-up effect, but it is only <1% of the 
stopping power because K-shell core electrons are hardly excited at this peak velocity. For a 
very low velocity of 1.00 a.u., no shake-up effect is observed, and the difference between the 
all-electron and valence-electron-only calculations simply oscillates around zero in Figure 
6.3. K-shell core electron excitations have significant influence on the valence electron 
excitations at high velocities. Although having a separate correction for core electron 
excitation is convenient in modeling [12,23], it is not possible to account for this intricate 
shake-up effect using such a model correction. This shake-up effect partly explains why 
using a separate K-shell correction underestimates the DScore with respect to our first-
principles result (see Figure 6.2 (bottom)).   
Having examined the K-shell core electron excitations in electronic stopping power 
and the importance of the shake-up effect, we now turn our attention to the spatial 
characteristics of the excited carriers in the electronic stopping process. The time-dependent 
Kohn-Sham (KS) wavefunctions can be projected onto the KS eigenstates of the equilibrium 
electrons to obtain the excited carrier distribution [17,18]. The projection onto occupied and 
unoccupied eigenstates is used to calculate the hole and excited electron populations, 
respectively. All the occupied eigenstates and the unoccupied eigenstates up to 80 eV above 
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the conduction band minimum are included in the projection, and the electronic states 
covered in this energy range account for greater than 95% of the total excited electrons. At 
the peak velocity of v=1.73 a.u., the average number of  
 
Figure 6.4. Ensemble-averaged distribution of holes and excited electrons as a function of 
the distance from the projectile proton path at the velocity of 8.0 a.u., the plot is made 
symmetric as a guide to the eye. The arrows indicate the FWHMs of the valence hole and O 
1s hole distributions. 
 
holes per water molecule is 0.0933, and only 0.003% (3´10-6 holes) are generated in the K-
shell. At v=8.0 a.u, the average number of holes is significantly smaller, 0.0108, but 
approximately 1% (1´10-4 holes) of the holes are generated in the K-shell. Figure 6.4 shows 
the spatial distribution of the excited electrons and holes at v=8.0 a.u., as a function of the 
distance from each projectile proton path, averaged over all the projectile paths. A full width 
at half maximum (FWHM) of the distribution for the core holes is 0.40 Å, while a noticeably 
broader FWHM of 2.38 Å is observed for the hole distribution in the valence band states. The 
valence hole distribution shows two notable features: a largely localized region that 
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corresponds to individual water molecules along the path and the distribution tail that derives 
from neighboring water molecules. This tail component gives the valence hole distribution an 
appreciable magnitude even at distances larger than 5 Å. On the other hand, the excited 
electron distribution is not so localized along the projectile proton path as shown in Figure 
6.4, and the excited electron distribution decreases only by ~10% even at 5 Å away from the 
path. This indeed indicates that ionization of water molecules takes place along the projectile 
path in the electronic stopping process, consistent with our earlier finding [17] and also with 
the established notion of proton radiation as ionizing radiation. K-shell core electron 
excitations can still contribute greatly to electronic stopping power even when only a small 
proportion of the excited electrons are excited from the K-shell core states because the core 
excitation energy is a few orders of magnitude greater than the valence excitation energy. 
6.4 Conclusions 
Developing a detailed understanding of the role of core electron excitations in liquid 
water under proton irradiation has become important largely due to the growing use of proton 
beams in radiation oncology. Using non-equilibrium simulations based on real-time time-
dependent density functional theory, we accurately determined the electronic stopping power 
for protons in water from first principles, particularly focusing on the role of core electrons. 
The first-principles predicted stopping power shows significant differences to commonly-
used perturbation theoretic models, such as the Bethe and Emfietzoglou models [12,13,40]. 
The excitation of water molecules’ oxygen atom core electrons (K-shell) was found to be 
crucial in determining the electronic stopping power curve beyond its maximum, being 
responsible for as much as one-third of the stopping power at the large proton velocity of 8.0 
a.u. (kinetic energy of 1.6 MeV). The core electron excitation significantly influences the 
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valence electron excitation, in addition to providing an additional channel for the energy 
transfer. Such a cooperative phenomenon in the excitation is often referred to as shake-up 
effect [43], and this effect approximately accounts for as much as half of the contribution of 
K-shell core electron excitation to the electronic stopping power at the high proton velocity 
of 8.0 a.u.. In the excitation process, the generated holes remain highly localized within a few 
angstrom around the irradiating proton path while electrons are excited away, indicative of 
ionizing radiation behavior. Despite their importance in contributing to the stopping power, 
the K-shell core electrons play a rather minor role in terms of the excitation density; only 1% 
of the holes is generated in the K-shell even at the large velocity of 8.0 a.u. While both X/γ-
ray and proton radiations are both considered to be ionizing radiation and are usually treated 
on the same footing [19], our work revealed that the excitation/ionization behaviors involved 
are distinctly different. 
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CHAPTER 7: PROPAGATION OF MAXIMALLY LOCALIZED WANNIER 
FUNCTIONS IN REAL-TIME TDDFT1 
 
7.1 Introduction 
 Density functional theory (DFT), based on the Hohenberg-Kohn theorem [1], is 
perhaps the most widely used approach to calculate properties of matter from first principles. 
However, DFT is limited to ground state properties, and many of the physical, chemical, and 
biological processes of interest in modern science and technology involve excited state 
dynamics. Such processes include photo-excitation in dye sensitized solar cells [2], hot 
carrier dynamics in nanomaterials [3], and ionizing radiation in biological materials [4]. 
While these phenomena can be studied via advanced spectroscopic methods, first- principles 
simulations based on time-dependent density functional theory (TDDFT) can be used to 
provide predictive and detailed insights on the atomistic level. 
 Currently, time-dependent density functional theory, based on the Runge-Gross 
theorem [5], is one of the most effective and efficient methods for first-principles 
calculations of excited states and their dynamics [6,7]. Most often, it is the linear response 
formulation of TDDFT (LR-TDDFT) [8] that is used, due to its utility in calculating low-
energy excitations of molecules and materials, allowing for the prediction and interpretation 
of electronic excitations and absorption spectra [9–11]. However, as its name suggests, linear 
response TDDFT can only be applied in the linear response (i.e., weak-field) regime and 
cannot accurately describe processes involving strong fields, such as laser pulses [12], and 
                                                            
1This chapter previously appeared as an article in the Journal of Chemical Physics. The original citation is as 
follows: D. C. Yost, Y. Yao, and Y. Kanai, J. Chem. Phys. 150, 194113 (2019). 
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other non-linear response processes [13–16]. Additionally, even in the linear response 
regime, LR-TDDFT calculations can come at a prohibitive computational expense if the 
system includes a large number of electrons [17], or if a broadband spectrum is desired. This 
is due to the fact that the calculation must be carried out iteratively in a space of occupied 
and virtual state dimensions [18]. It should be noted, however, that there has been progress in 
efficient calculations of broadband absorption using the Liouville- Lanczos method [19], and 
there has been some success in using energy-specific TDDFT to calculate high-energy 
excited states [20], even though these methods are still limited to the linear response regime. 
The real-time propagation approach to time-dependent density functional theory (RT-
TDDFT) provides an alternative to LR-TDDFT. Since some of the first uses of real-time 
propagation approaches in the 1990s, RT-TDDFT has gained popularity for a variety of 
reasons [21]. In principle, RT-TDDFT can be used to describe both linear and nonlinear 
responses of matter to perturbations of any strength. Also, for large systems and certain 
properties of interest, the RT-TDDFT approach can be more computationally efficient than 
LR-TDDFT. A single RT-TDDFT simulation can be used to obtain the entire broad-band 
absorption spectrum [22,23], even including core excitations [24–26]. Additionally, RT-
TDDFT simulations give access to the time-dependent electron density, allowing for 
molecular-level analysis of the excitation dynamics of interest [27–29].  Due to these factors, 
in recent years there has been a surge in applications of RT-TDDFT to a wide range of 
excited state phenomena such as electronic stopping [16,30–36], optical absorption [22,37–
39], core electron excitations [24,26,40,41], electronic circular dichroism spectra [42], 
exciton dynamics in nanostructures [43], atom-cluster collisions [44,45], and laser-induced 
water splitting [46]. The promulgation of RT-TDDFT as a means for simulating excited state 
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phenomena has led to its implementation in a variety of electronic structure codes. These 
include NWChem [37], SIESTA [47], CP2K [48], SALMON [49], Octopus [50,51], Q-Chem 
[52], GAUSSIAN [53–55], MOLGW [34,56], Quantum Espresso [57], and QBOX/QB@LL 
[58–60]. Amongst these codes, the implementations vary in the underlying basis sets used, 
with implementations ranging from real-space grids [47,49,50], Gaussian-type atomic 
orbitals [34,37,47,53,54,56], plane-waves [58], and mixed Gaussians/planewaves [48].  
Several RT-TDDFT implementations have exploited the gauge freedom in numerical 
simulations. Under arbitrary, unitary, gauge transformations, the physical properties of the 
electron dynamics should be unchanged, but certain gauge transformations allow for 
reformulations of the TDKS equations that can be advantageous in certain physical and 
numerical situations [61]. For instance, in recent works, Pemmaraju, et al. [26] and Noda, et 
al. [49] have implemented velocity-gauge formulations of RT-TDDFT that provide a 
convenient framework to simulation responses of periodic systems to both weak and intense 
electric fields which, in the velocity gauge, can be represented via vector potentials in the 
Hamiltonian[61]. 
Another interesting example of gauge transformations used in RT-TDDFT is based 
on the gauge freedom of the TDKS wave functions themselves, demonstrated in recent works 
by Lin and co-workers for the propagation of electron dynamics in the parallel transport 
gauge [62,63]. In the parallel transport gauge, the unitary transformation is performed such 
that oscillations of the propagating orbitals are minimized. This allows for significantly 
larger propagation time steps to be used with implicit time integration schemes such   as the 
Crank-Nicolson scheme, providing computational advantages in practical RT-TDDFT 
simulations, especially when hybrid exchange-correlation functionals are involved [64]. 
 155 
In this work, we exploit gauge freedom in two regards: We represent the KS orbitals 
in the gauge of maximally localized Wannier functions (MLWFs), and, as it naturally 
follows, we represent electric fields in the length gauge corresponding to the formulation of 
finite fields as scalar potentials. The foundational implementation of RT-TDDFT in the 
QB@LL branch of the Qbox code [58, 59] used in this study involves a planewave 
pseudopotential formalism with periodic boundary conditions in which the TDKS states are 
represented as Bloch orbitals. However, in this work, through "on-the-fly" computation and 
application of a unitary transformation matrix at each RT-TDDFT simulation step, we 
propagate the TDKS orbitals as time-dependent MLWFs (TD-MLWFs). Due to their 
relationship with the dynamic Berry phase [65], the TD-MLWFs allow us to calculate the 
dynamic polarization throughout RT-TDDFT simulations involving isolated and periodic 
systems in static or time-dependent electric fields. Through such simulations, we can 
calculate linear response quantities such as optical absorption spectra, and we can also 
simulate nonlinear responses to strong fields associated with laser pulses or ionizing particle 
radiation. Additionally, MLWFs are often used to give chemically intuitive representations of 
the electronic structure of molecules and materials in terms of bonds, lone-pairs, etc. and TD-
MLWFs have the same utility in the context of RT-TDDFT. By decomposing the dynamic 
polarization response in terms of contributions from TD-MLWFs associated with different 
chemical moieties, we determine, for instance, how a water molecule's lone-pair electrons 
contribute to individual peaks in the total optical absorption spectrum. We also use the real-
time propagation of MLWFs to study the electron excitation dynamics of a system in 
response to proton irradiation. Normally, excitations induced by photonic and ionic 
irradiation are difficult to compare, but our implementation of TD-MLWFs allows us to 
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calculate a type of electronic stopping response spectrum, which can be used to make such 
comparisons. Finally, we perform simulations of optically-driven quantized charge transport 
in polyacetylene to demonstrate the length-gauge time-dependent field representation and to 
consider the possibilities for using TD-MLWF propagation to study dynamic topological 
phenomena.  
7.2 Theoretical and Computational Details 
7.2.1 Time-Dependent Kohn-Sham Equations 
The Runge-Gross theorem [5] allows us to describe the quantum dynamics of a 
system evolving from a given initial state through a time-evolving electron probability 
density. This extension of the Hohenberg-Kohn theorem [1], formulated in the time domain, 
gave rise to the widely successful time-dependent density functional theory (TDDFT), now 
frequently used for excited state calculations and simulations. As in ground state DFT, 
practical TDDFT calculations rely on equations expressed in terms of a system of non-
interacting Kohn-Sham (KS) particles in an effective KS potential. 
 The time- dependent Kohn-Sham equations (TDKS) are as follows: 
  (7.1) 
               (7.2) 
In Equation (7.1), 𝑇 is the kinetic energy operator "ℏ
$%
∇𝐫$ and 𝑉)*+ 𝜌 𝐫, 𝑡 =
0(𝐫2,3)
𝐫"𝐫5
𝑑𝐫2 +
89:;
80(𝐫,3)
 is the sum of the Hartree (H) potential and the echange-correlation (XC) potential, 
which is derived from a universal XC functional 𝐸)*+ 𝜌 . The electron density 𝜌 here is 
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expressed as the sum of square amplitudes of the occupied KS orbitals 𝜙> (labeled by the 
state index i). The total energy at time t can be expressed as 
   (7.3)  
This energy functional of the time-dependent density can be shown to obey energy 
conservation when the so-called adiabatic approximation [66] is adopted, which provides a 
useful observable for validating numerical implementations and practical simulations [58]. In 
most RT-TDDFT simulations of realistic systems, the exchange-correlation (XC) potential is 
approximated with the adiabatic approximation. That is, the XC potential depends only on 
the instantaneous electron density, neglecting any memory effects. While time-dependent XC 
functionals beyond the adiabatic approximation are an area of active research [67–71], such a 
topic is beyond the scope of this work. Even so, within the adiabatic approximation to the XC 
functional, TDDFT calculations has still been successful in predicting excited state properties 
for a diversity of molecular and material systems.  
While the majority of applications of TDDFT remain within the linear-response 
formulation of TDDFT (LR-TDDFT), this real-time propagation approach (RT- TDDFT) has 
become increasingly popular in recent years. In a RT-TDDFT calculation, the work entails 
solving a set of time-dependent KS equations, which are non-linear partial differential 
equations, in time, for given initial conditions. The time dependence of the external potential 
in the TDKS system can arise explicitly and implicitly from a variety of sources, depending 
on the phenomenon of interest. For example, in applications of RT-TDDFT to study 
electronic stopping processes [16,27,30,35,36,72 73], a fast-moving charged ion gives rise to 
an external potential that varies as the ion’s position changes over the course of time. In 
 158 
addition to ionic motion, the external potential can vary in time in situations involving a 
dynamic applied electric field. A key advantage of RT-TDDFT is that it provides a 
framework within which a wide variety of dynamical electronic processes, such as electronic 
stopping and photoexcitation, can be treated on an equal footing.  
7.2.2 Bloch and Wannier Orbital Representations 
In the KS and TDKS equations, a Bloch representation form naturally arises in 
extended systems, in which periodic boundary conditions are adapted [74]. The TDKS 
orbitals 𝜑@A 𝒓, 𝑡   are written in the Bloch function form  
,     (7.4) 
where 𝑢@𝐤(𝐫, 𝑡) are Bloch orbitals having the periodicity of the lattice, n is the eigenstate 
index, and k is the Brillouin zone vector. By preserving the electron probability density from 
the KS single-particle orbitals, any unitary transformation of the above Bloch functions gives 
an equivalent physical description of the system. Thus, one can apply a unitary 
transformation to the Bloch functions that results in a representation in a set of “Wannier 
functions” (WFs) [75–77] as follows: 
 ,       (7.5) 
where the Wannier functions 𝑤@𝐑 are indexed with a band-like index n located in the lattice-
periodic cell R with a real-space cell volume Ω. There exists a gauge freedom in this 
procedure due to the fact that one can apply an arbitrary phase transformation 𝑒>HI(𝐤) to the 
Bloch orbitals without changing the physical observables of the system. However, in terms of 
the resultant WFs, such a transformation to the Bloch orbitals could alter the shapes and 
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spreads of the corresponding WFs. Thus, due to this gauge freedom, in this most general 
definition, the WFs are not unique [78].  
In order to address this ambiguity, a variety of schemes have been proposed, 
including projection methods [79–81], variational procedures [82], and methods based on 
symmetry considerations [83,84]. However, the most widely used method is the maximally 
localized Wannier function (MLWF) procedure developed by Marzari and Vanderbilt [85]. 
In this method, a spatial spread functional is defined, and then the unitary transformation can 
be optimized in order to minimize the spread functional, thus maximizing the localization of 
the WFs. Such maximally localized Wannier functions (MLWFs) typically have the character 
of being localized on chemical bonds and other familiar chemical moieties, which is why 
they have gained popularity for their use in interpreting the electronic structures of various 
matter [27,78]. Throughout the entirety of this work, MLWFs are used. The algorithmic and 
computational details of the localization procedure are discussed later in the text.  
Because the transformation between Bloch and MLWF states is unitary, both 
representations comprise equally valid descriptions of the electronic band subspace [78]. 
Thus, in the TDKS equations, one can substitute the single-particle KS orbitals, normally 
taken to be the Bloch functions, with MLWFs. The charge density obtained by summing the 
square amplitudes of the KS orbitals is identical to that obtained by summing the square 
amplitudes of the MLWFs, meaning that we have an equivalent framing of RT-TDDFT 
calculations in terms of time-dependent MLWFs (TD-MLWFs). The TDKS equation in 
Bloch representation is  
   (7.6) 
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Where this equation can also be written in terms of Wannier functions as 
   (7.7) 
where 𝑤J(𝐫, 𝑡)is the time-dependent MLWF (TD- MLWF) with a band-like index l, where 
𝑈LM is the unitary operator that ensures maximal localization:  
    (7.8) 
Where the unitary transformation matrix 𝑈J% minimizes the spread functional 
   (7.9) 
And the quantum-mechanical position operator 𝐫 even for extended systems as [86]  
    (7.10) 
where 𝐿 = 𝐑  is the cell dimension. The unitary operator in Equations (7.7) does not 
change the quantum dynamics governed by the time-dependent electron density and therefore 
does not affect physical observables. The algorithmic details of the unitary transformation 
matrix calculation are discussed later in Section 7.2.5.  
One of the central motivations for carrying out this transformation to MLWFs is that 
it allows for the calculation of electric polarization in extended periodic systems. While 
simple formulas exist for the calculation of electric dipoles of molecular systems with 
localized wave- functions, these formulas cannot generally be extended to periodic  
systems in which the Bloch wave functions are delocalized in real space. In extended 
systems, the analog to the electric dipole moment is the electric polarization, defined as the 
electric dipole moment per unit volume. While the calculation of this quantity for periodic  
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systems may seem intuitive, the arbitrary choice between different valid unit cells can result 
in contradictory results for the electric polarization. This infamous problem was elegantly 
solved by Resta [87] and King-Smith and Vanderbilt [88] in work that is now collectively 
known as the “modern theory of polarization” [89]. In the modern theory of polarization, the 
electric polarization of a periodic system can be formulated in terms of Berry phases, or 
equivalently, in terms of Wannier functions.  
 MLWFs have been used in the context of ground-state DFT to calculate the adiabatic 
stationary resonant state of an insulating material in static electric fields [90,91]. Souza, et al. 
also showed that this concept could be ex- tended to dynamics via the definition of a 
nonadiabatic Berry phase polarization [65]. Thus, through the incorporation of MLWFs in 
RT-TDDFT we can track the dynamics of a system’s polarization in time. Access to the 
dynamic polarization of a system in response to an external perturbation allows for the 
 
Figure 7.1. Isosurfaces of a single TD-MLWF orbital in an isolated water molecule 
(upper) and in crystalline silicon (lower). Each panel shows the TD-MLWFs at a different 
point in time in RT-TDDFT simulations after the systems have been perturbed by an 
instantaneous electric field impulse.  
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calculation of important quantities such as the transient current and frequency-dependent 
optical absorption [65].  
7.2.3 Finite Electric Fields and Periodic Boundary Conditions 
While it is relatively straight-forward to perform RT- TDDFT calculations with time-
varying external potentials caused by ionic motion, as has been done in RT- TDDFT studies 
of electronic stopping [30,35], the treatment of spatially homogeneous electric fields requires 
more careful consideration in cases involving periodic systems. Fundamentally speaking, 
application of the Runge Gross theorem in cases of an extended periodic system in a 
homogeneous electric field is not formally justified. Instead, time-dependent current -density 
functional theory (TDCDFT) should be used due to its incorporation of the macroscopic 
current [92]. Despite this formal limitation, RT-TDDFT studies have shown that many 
response properties can in practice be successfully acquired without TDCDFT in practice. 
That being said, there are several additional theoretical complications to be considered. One 
way to treat response of electrons to electric field excitations in RT-TDDFT is to introduce 
time-dependent spatially-homogeneous electric field in the KS Hamiltonian through a scalar 
potential in the so-called "length gauge". The electric field can be included through an 
additional potential in the Hamiltonian  
     (7.11) 
where 𝐄(𝑡) and 𝐫 are the time-dependent electric field and the quantum-mechanical position 
operator, respectively. However, the added potential makes the Hamiltonian incompatible 
with periodic boundary conditions (PBC) as needed for modeling extended systems. Thus, 
instead of this length gauge formulation, it is common to move to a different gauge in 
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electromagnetism. The electric field can be equivalently represented as the magnetic flux by 
the vector potential.  
    (7.12) 
In the literature, RT-TDDFT simulations of periodic systems with homogeneous electric field 
employ this so-called velocity-gauge formulation [26,41,61,93]. The TDKS equation, can be 
written as  
    (7.13) 
In the above velocity gauge, the Hamiltonian associated with Equation (7.13) is periodic for 
spatially homogeneous electric fields, allowing for a Bloch wave function to be used in the 
TDKS equations [26]. Although the velocity gauge is commonly used when simulating 
extended periodic systems, it is not without its limitations. In particular, unlike the scalar 
potential, the vector-potential results in a Hamiltonian which inherently changes 
nonadiabatically in time, even for the static field case [65]. Thus, unlike the length gauge, the 
velocity-gauge is not suitable for calculating the stationary resonant polarization state of an 
insulator in a static electric field using time-independent DFT.  
The use of MLWFs instead of Bloch orbitals allow us to employ the length gauge in 
which the homogeneous electric field is represented by a scalar potential in the Hamiltonian. 
For non-metallic systems with a finite band gap (termed "Wannier-representable" systems 
[65]), the MLWFs are spatially well-localized within each periodic simulation cell, and the 
scalar potential can be applied to each MLWF individually such that the same homogeneous 
electric field is described. This formalism been already demonstrated for the static case [94] 
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in the context of first-principles molecular dynamics simulations [95]. Due to their 
connection to the dynamic Berry phase polarization (discussed in more detail in the next 
section), MLWFs provide a computationally attractive, and physically intuitive, avenue for 
simulating systems in finite electric fields with RT-TDDFT in the MLWF/length- gauge.  
This TDKS/TD-MLWF equation can be written as  
        (7.14) 
Including the unitary operator 𝑈LM here, as in Equation (7.7), ensures that the Wannier 
functions remain maximally localized during the propagation, and this allows us to use the 
length-gauge for applying homogeneous electric field even when the PBC is adapted. In 
practice, preserving the maximal locality of the Wannier functions enable us to easily 
calculate the positions of the MLWF centers at each time step via the diagonal elements of 
the quantum-mechanical position operator matrices [discussed in more detail in Sec. 7.2.5, 
see (Eq. 7.23)].  
7.2.4 Dynamic Polarization via Wannier Functions 
The properties of insulating crystals in static electric fields can be calculated via the 
iterative determination of field-dependent WFs through the minimization of a so-called 
"electric enthalpy" functional [90]. This formalism was also generalized and extended to the 
time-dependent domain in work by Souza, et al. [65] in which it was shown that the dynamic 
polarization can be expressed as a nonadiabatic geometric phase. The dynamic current is 
defined as the rate of polarization change per unit volume with respect to time:  
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     (7.15) 
Where the dynamic electronic polarization 𝐏QJ(𝑡) is given by the valence-band Berry phase 
[88,90,96]  
  (7.16) 
Where 𝑢@,𝐤 are the Bloch functions characterized by a band index n. In this time-dependent 
case, we do not assume that changes in the Hamiltonian are adiabatic. Instead, Equation 
(7.16) can be interpreted as the nonadiabatic geometric phase [65]. Alternatively, this Berry 
phase expression can be transformed into a real-space representation in terms of the occupied 
Wannier functions such as MLWFs:  
   (7.17) 
where the dynamic polarization is recast in real space as the vector sum of the charge centers 
of mass of the MLWFs (MLWFCs), 𝑤> which correspond to the expectation values of the 
quantum mechanical position operator 𝐫 for a periodic system. Here, the location of the 
MLWFC is indeterminate modulus the lattice vector R, and consequently the dynamic Berry-
phase polarization 𝐏QJ(𝑡) is also indeterminate mod 
"$Q𝐑
R
. This uncertainty is the so-called 
"quantum of polarization". Thus, as described in the modern theory of polarization, it is 
actually the change in polarization that is the physical quantity that needs to be measured.  
Using MLWFs, one can obtain this physically intuitive definition of the polarization, 
which is expressed in terms of the geometric centers of charge of the MLWFs (often called 
“Wannier centers”, or WCs). As illustrated by Equation (7.17), the dynamic current is then 
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proportional to the displacement of the WCs. Although the dynamic polarization is also 
gauge invariant only up to a "quantum of polarization", the current J(t) is uniquely defined. 
In fact, it is the current J(t) which is the quantity that can be used for determining various 
properties of the system of interest as discussed next.  
The theoretical framework laid out above is general and allows for arbitrarily strong 
and rapid variations of the homogeneous electric field. Consequently, one can perform RT-
TDDFT calculations to study systems (both molecular and extended) under photo irradiation 
(i.e., photo-excitation), ion irradiation (i.e., electronic stopping), and static electric fields on 
an equal footing. As mentioned earlier, it should be noted that the underlying derivation of 
the dynamic polarization as a nonadiabatic Berry phase requires that the initial state be 
"Wannier-representable" (WR), as described in Ref. [65]. Physically, Wannier-
representability holds when the initial state of the system is insulating-like, not metallic, in 
the RT-TDDFT simulations. 
Additionally, In their work, Souza, et al. proved that, in the absence of scattering, a WR state 
remains WR or "insulating like" at all later times, even if the ground state of the Hamiltonian 
for a given ionic configuration becomes metallic. 
With access to dynamic current, one can obtain the frequency-dependent conductivity 
and also dielectric function within linear response theory. For a system under a homogeneous 
perturbing field E(t) in the ν-direction, and for the time-dependent current in the µ-direction, 
the frequency dependent conductivity is obtained as  
     (7.18) 
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Where 𝐸(𝜔) is the Fourier transform of the applied electric field. For extended periodic 
systems, the frequency dependent dielectric function is related to the conductivity via 
   (7.19) 
where 𝑇𝑟[𝜎 𝜔 ] is the trace of the complex conductivity tensor. For extended systems, the 
imaginary part of this dielectric function is directly related to the optical absorption, whereas 
the real part is related to dispersion. For isolated systems, the macroscopic dielectric function 
is not well-defined, and instead the convention is to describe optical absorption in terms of 
the dipole strength function 
   (7.20) 
where 𝜎XY 𝜔  is generally referred to as the frequency-dependent polarizability in the case of 
isolated systems [97]. For computing absorption spectra using RT-TDDFT, one must choose 
an appropriate excitation procedure that simultaneously excites the system in a superposition 
of eigenstates. Any sudden perturbation at time t = 0 that is suddenly “switched off” at the 
next time step has the effect of inducing electronic oscillations in the system that includes all 
frequency components and thus results in a broadband electronic excitation of the system 
[98]. In RT-TDDFT simulations, there are two common choices for this sudden perturbation: 
first, there is the delta-function-like impulsive electric field. In this approach, a finite electric 
field is applied only for an infinitesimally small moment in time. In practice, however, RT-
TDDFT calculations involve a finite time step ∆𝑡, which allows for an approximation of a 
true impulsive electric field. This has consequences for the electric field Fourier transform 
term 𝐸(𝜔), which for a true impulsive field with magnitude 𝐸[ should yield 𝐸 𝜔 =	𝐸[. The 
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equations defining the temporal profile and the Fourier transform of the electric field, with 
some magnitude E0, are defined below for the impulse approach, 
     (7.21) 
In practice, however, due to the finite integration time step, the field profile is 
actually that of a “boxcar” function, and its Fourier transform results in a sinc function. An 
additional complication is that this approach can cause some difficulties in the numerical 
integration of the TDKS equations [98]. For these reasons, in this work, we primarily use a 
second, more numerically convenient “step function” electric field approach, proposed by 
Yabana et al. [23]. In this alternative method, one performs a standard DFT calculation 
including a static uniform electric field to acquire a stationary state solution which is 
subsequently propagated in the TDKS equations for t > 0 without the field. This amounts to 
an adiabatic “switching on” of the field and a nonadiabatic “switching off” of the field at t = 
0 of the RT-TDDFT simulation. The equations defining the temporal profile and the Fourier 
transform of the electric field, with some magnitude E0, are defined below for the step 
function approach, 
    (7.22) 
In practice, of course, for a finite amount of time T. Consequently, the abrupt end of the 
oscillations in the polarization at the end of the numerical simulation leads to artificial 
“wiggles” in the calculated spectrum. The prominence of such numerical artifacts can be 
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lessened to some degree by employing a damping function in the Fourier transform. A simple 
choice for the damping function, which we employ in this work, is the damping function 
𝑓(𝑡) 	= 	 𝑒"^3, where 𝛾 is a damping constant. For RT-TDDFT simulations converged 
sufficiently with respect to total simulation time, the application of this damping function 
results in spectra with Lorentzian shaped peaks. 
7.2.5 Implementation in QB@LL 
 In this work, we employ the plane-wave pseudopotential formalism in RT-TDDFT as 
discussed in Ref. [58]. The simulations carried out in this work were performed using the 
highly parallelized plane-wave pseudopotential implementation of RT-TDDFT in the Qb@ll 
branch of the Qbox code [58,59,99], in which we have implemented the real-time 
propagation of maximally localized Wannier functions. Details of the localization algorithm 
and its performance and accuracy are given in Subsections 7.2.5.1and 7.2.5.2.  
7.2.5.1 Maximal Localization Procedure 
 
 The method employed in this work for computing MLWFs and time-dependent 
MLWFs (TD-MLWFs) is an extension of the method developed by Gygi et al. [100]. Gygi et 
al. developed a parallelized Cardoso-Souloumiac diagonalization algorithm for the efficient 
and accurate computation of MLWFs in molecular and extended systems. While their 
implementation was restricted to real wave functions (i.e., static ground state wave 
functions), the algorithm itself, as suggested by the authors, could be extended to complex 
wave functions (i.e., time-dependent wave functions), and in this work, we have carried out 
such an extension. What follows is a brief outline of the MLWF algorithm generalized for 
complex wave functions. Further details can be found in the studies by Gygi et al. [100]. 
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 In the seminal work by Resta [86], the quantum-mechanical position operator is 
defined for periodic systems and its respective spread functional. In a rectangular periodic 
cell of dimensions 𝐿`, 𝐿a, 𝐿b, at the center of the Brillouin zone, it can be shown that the 
spread associated with the position operator is equal to using the spread functional associated 
with a set of six self-adjoint operators 𝐴(A) ,  𝑘	 = 	1, . . . , 6, defined as follows. For an N-
electron system, and the set of KS (or TDKS) orbitals 𝜙> , 𝑖	 = 	1, . . . , 𝑁, 
 
     (7.23) 
Minimization of 𝜎 j k
$ ( 𝜙> ) is achieved by calculating a unitary transformation matrix 𝑈 
that simultaneously maximally diagonalizes the matrices 𝐴 A . This simultaneous 
diagonalization is achieved via the Cardoso-Souloumiac algorithm [101]. The 
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diagonalization is carried out iteratively until the spread functional 𝜎 j k
$ ( 𝜙> ). converges 
to a minimum within a chosen tolerance. The resultant diagonal elements of the matrices 𝐴 A  
can be used to determine the positions of the MLWF centers (MLWFCs) and the spreads of 
the MLWFs. The iterative implementation of the Cardoso-Souloumiac algorithm for the 
computation of this transformation matrix 𝑈 is further detailed in the work by Gygi et al. 
[100], with the differences for the case of real matrices noted. 
Because the calculation of this unitary MLWF transformation (i.e., unitary 
localization operator) is carried out at each RT-TDDFT step (sometimes for thousands of 
simulation steps), computational performance is of great importance. Like the Jacobi 
algorithm, the Cardoso-Souloumiac algorithm is inherently parallel. The current 
implementation makes use of message passing interface (MPI) and high-performance linear 
algebra libraries (ScaLAPACK, BLACS) in conjunction with a processor-data rotation 
scheme [102] for the efficient parallelized computation of the MLWF transformation. Scaling 
and performance data for the TD-MLWF implementation compared with the standard TDKS 
implementation of RT-TDDFT are shown in Sec. 7.2.5.2. 
7.2.5.2 Scaling and Accuracy 
The calculation and application of the TD-MLWF unitary transformation during the 
RT-TDDFT propagation adds additional computational cost in the simulations stemming 
from the calculation of the localization operator. Thus, it is important to examine the 
performance and accuracy of the RT-TDDFT/TD-MLWF implementation relative to the 
standard RT-TDDFT/TDKS approach. As test systems, we chose two representative cases: 
an isolated benzene molecule and crystalline silicon. All of these simulations used the LDA 
exchange-correlation functional and Hamann-Schluter-Chiang-Vanderbilt (HSCV) norm-
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conserving pseudopotentials [103]. The adiabatic approximation was used for the time 
dependence of the exchange correlation functional [104,105].  First, standard DFT 
calculations were performed to acquire the ground state wave functions. Then, in order to 
create a perturbed nonequilibrium initial condition for the RT-TDDFT simulations, the atoms 
were translated by +0.01 Bohr in the x-direction at the start of the time propagation. For each 
system, we performed two simulations: a control case in which the TDKS equations are 
propagated with TDKS Bloch orbitals, and a test case involving TD-MLWF propagation. For 
all TD-MLWF simulations, a convergence tolerance of 10−8 was used in the joint 
approximate diagonalization algorithm described in Sec. 7.2.5.1. 
The scalability tests for the benzene case were performed using a 30 Ry plane-wave 
kinetic cutoff energy, a 50 x 50 x 50 Bohr simulation cell, and a 0.1 a.u. time step for 100 
simulation steps with the enforced time-reversal symmetry (ETRS) integrator [106]. The 
simulations were performed using MPI on nodes with 44 Intel Xeon processors each. Figure 
7.2 shows the results of the performance test, and for this small case, the TD-MLWF 
propagation approach does not add any appreciable computational cost until we approach 
several hundred cores. On 352 cores, a single TD-MLWF simulation step is 1.41 times the 
cost of a single TDKS simulation step. However, we also observe that the performance of the 
standard TDKS simulation also decreases when we reach over 500 cores. For such a small 
system (30 electrons), this is not surprising that we reach this performance bottleneck at only 
a few hundred cores. 
 For testing scalability with the silicon crystal, a 512-atom supercell was used, with a 
60 Ry plane-wave kinetic cutoff energy, a 0.1 a.u. time step for 100 simulation steps with the 
ETRS integrator. The simulations were performed using MPI on an IBM BG/Q system with 
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16 MPI tasks per node. The results, shown in Fig. 7.3, show that in all cases studied the TD-
MLWF propagation comes at a greater computational cost than TDKS propagation, as 
expected. However, scaling up to larger numbers of cores, the performance gap slightly 
decreases between the two methods: on 256 cores, each TD-MLWF step is 1.88 times the 
cost, and on 32 768 cores, each TD-MLWF step is 1.78 times the cost. The TD-MLWF 
propagation simulations in these  
 
Figure 7.2 Performance results, indicated in time per RT-TDDFT step, showing the 
scalability of the TD-MLWF propagation (blue) vs the standard TDKS propagation (red) in 
RT-TDDFT simulations for an isolated benzene molecule (left) and 512-atom crystalline 
silicon supercell (right). 
 
test simulations used very strict convergence criteria for the calculation of the localization 
operator, and with relaxation of these criteria, the computational cost of the TD-MLWF 
propagation could be reduced even further while maintaining good accuracy. 
The scalability results in this work show that the calculation and propagation of TD-
MLWFs incur an additional computational cost, but that the additional cost does not 
significantly impede practical simulations. That being said, we have not yet explored the 
possibilities for TD-MLWFs to be used to actually reduce the cost of RT-TDDFT 
simulations in certain contexts. To our knowledge, this work represents the first use of 
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MLWF propagation in RT-TDDFT, but the spatially localized characteristics of MLWFs 
have been exploited in the context of ground-state DFT calculations in insulating systems to 
achieve order-N calculations of exact exchange [107] as well as order-N first-principles 
molecular dynamics simulations based on a “divide and conquer” scheme [108]. The 
efficient calculation of hybrid exchange could allow for RT-TDDFT simulations with hybrid 
exchange-correlation functionals. Additionally, the “divide and conquer” method described 
by Osei-Kuffour and Fattebert [108] could potentially be used in large-scale RT-TDDFT 
simulations to improve the performance by avoiding global communications and possibly by 
limiting the number of orbitals that need to be propagated at each time step. We plan to 
investigate these possibilities in the future. 
In addition to testing the scalability of our TD-MLWF implementation, we performed 
simulations to test its accuracy. In principle, when one transforms Bloch orbitals into 
MLWFs, all physical observables should remain unchanged because the transformation is 
unitary, preserving the total electron density. However, this assumes that the transformation 
matrix is exactly unitary. Numerically, however, the joint diagonalization algorithm used to 
compute the matrix at each time step is approximate and requires us to choose a convergence 
tolerance for the spread functional (see Sec. 7.2.5.1). Thus, it is important to compare the 
TD-MLWF and standard TDKS (Bloch orbitals) RT-TDDFT simulations to ensure that we 
can achieve excellent agreement in physical observables such as total electronic energy. 
Again, we chose two representative systems as test cases: an isolated benzene molecule in a 
50 x 50 x 50 Bohr simulation cell as well as a 64-atom crystalline silicon supercell. In order 
to examine the accuracy of TD-MLWF propagation with different numerical integrators, we 
performed simulations with both the fourth-order Runge-Kutta (FORK) method [58,109] and 
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the ETRS method [106]. As before, we initialize the RT-TDDFT simulations by shifting all 
atomic coordinates by +0.01 Bohr in the x direction relative to the coordinates used in the 
ground state DFT calculation. From this nonequilibrium starting point, the TDKS equations 
are propagated for 100 a.u. of time in two different ways: a control case in which the TDKS 
equations are propagated via Bloch orbitals and a test case in which the TDKS equations are 
propagated in terms of the TD-MLWFs. With all atoms frozen, the total energy serves as a 
constant of motion, meaning that any drift in the energy can be attributed to numerical errors 
in the real-time propagation. For the TD-MLWF cases, a convergence tolerance of 10−8 was 
used for the joint approximate diagonalization algorithm. 
The results (see Fig. 7.3) indicate that there is significant dependence on the 
numerical integrator used (FORK vs ETRS), with the ETRS integrator conserving the total 
energy in the system better than FORK for a given ∆𝑡, especially for the case of the benzene 
molecule. In addition, the ETRS propagator can use much larger time steps than the FORK 
(0.25 a.u. vs 0.15 a.u.) before becoming completely unstable. However, in all cases, there is 
no significant difference (< 0.1%) between the RT-TDDFT simulations with the standard 
Bloch TDKS propagation and the TD-MLWF propagation. This shows that our TD-MLWF 
implementation is capable of maintaining high numerical accuracy in the computation and 
application of the unitary gauge transformation at every time step. 
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Figure 7.3 RT-TDDFT simulation accuracy, measured in terms of energy drift, for 
simulations with two different integration schemes (ETRS and FORK) and two different 
types of orbital propagations (TD-MLWF and TDKS) as a function of number of integrations 
per a.u. of time for an isolated benzene molecule (left) and 64-atom crystalline silicon 
supercell (right). 
 
7.3. Results and Discussion 
7.3.1. Optical Excitation 
7.3.1.1 Benzene Molecule 
As an example application for the real-time propagation of MLWFs, we have performed RT-
TDDFT simulations on a benzene molecule in a vacuum to calculate the optical absorption 
spectrum. The optical properties of gas-phase benzene have been well-studied both in 
experimental and theoretical studies. In particular, the optical absorption spectrum has been 
calculated via both RT-TDDFT [38,110] and the Liouville-Lanczos approach to linear 
response TDDFT (LR-TDDFT) [57], and in the case of gaseous benzene, the calculated 
spectra are in very good agreement with reported experimental results, even with the LDA 
exchange-correlation approximation [111,112].  
In our RT-TDDFT approach, a static polarized state electronic structure was first 
obtained adiabatically via a DFT calculation with an electric field of magnitude 0.001 a.u. 
present using the MLWF/length-gauge formulation described in Sec. 7.2. This electric field 
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magnitude is sufficiently small to ensure a linear response and to ensure oscillations of the 
electronic dipole that are large enough compared to any numerical noise. The LDA 
exchange-correlation (XC) functional was used in all simulations. The basis was expanded in 
plane waves up to a kinetic cutoff energy of 30 Ry. A large cubic simulation cell of 100 x 
100 x 100 Bohr was used, with the benzene ring lying in the xy plane. Such a large 
simulation cell was used in order to avoid interactions between periodic images of the system 
which can lead to extra “ripples” in the absorption spectrum for high-energy excitations 
where ionization becomes important [23]. Another approach to mitigate such finite size 
effects is to employ a complex absorbing potential at the simulation cell boundaries [23], 
which is a capability that we plan to implement in the  
 
Figure 7.4 Dipole strength function (i.e., electronic absorption spectrum) for gas phase 
benzene calculated via TD-MLWFs/RT-TDDFT in this work (purple) compared to 
experimental data (black). 
 
future. The RT-TDDFT simulations were initialized from the static field-polarized MLWFs. 
The enforced time reversal symmetry (ETRS) [106] was used for the numerical propagation 
 178 
of the TDKS equations. A time step of 0.1 a.u. was used. At the initial RT-TDDFT time step, 
the electric field is “turned off,” and the system propagates for 500 a.u. for each simulation. 
This sudden “switching off” of the electric field introduces a phase to the wave functions, 
resulting in continuous oscillations of the electronic dipole. Throughout the RT-TDDFT 
simulations, nuclear motion can be neglected due to the relatively short time scales and the 
small perturbations; thus, the nuclear positions are held fixed in order to reduce 
computational expense. 
As shown in Fig. 7.4, the RT-TDDFT calculated spectrum shows good agreement 
with the experimental data. Indeed, other studies have shown that the optical absorption 
spectrum of molecular benzene can be successfully determined with TDDFT calculations 
[38], even with the simple LDA approximation to the exchange-correlation functional. 
In addition to calculating the photo-absorption spectrum of benzene, the TD-MLWF 
approach allows us to decompose the spectrum into contributions from different chemical 
moieties. For molecular systems, the maximal localization transformation results in Wannier 
functions that are localized on bonds, and/or lone pairs. Thus, in the case of benzene, the TD-
MLWFs and their corresponding centers can easily be associated with either carbon-carbon 
(CC) or carbon-hydrogen (CH) bonds. By Fourier-transforming the dynamic polarization of 
just the CC bonds or just the CH bonds, we can acquire the chemically decomposed spectra 
shown in Fig. 7.5. Interestingly, there are portions of the C–H spectrum which are negative. 
While negative values for the total absorption would be unphysical, the decomposed 
spectrum allows for this possibility. The negative “absorption” indicates that, at ~7 eV, the 
oscillations of the CH bonds are out of phase with those of the CC bonds. This destructive 
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interference results in total dynamic polarization oscillations that are smaller in magnitude 
than the CC bond dipole 
oscillations. 
 
Figure 7.5 Dipole strength function for gas-phase benzene (purple) decomposed via TD-
MLWF centers into carbon-carbon bonds (blue) and carbon-hydrogen bonds (red). The 
negative values observed in the CH bond spectrum indicate oscillations that are out of phase 
with the CC bond oscillations. 
 
7.3.1.2 Water Molecule 
Due to the availability of experimental absorption spectrum data over a wide range 
(~0 eV to ~200 eV), gaseous water is another interesting test case. LR-TDDFT based on 
Casida’s equation [8] is the most widely used approach for computing the absorption spectra 
of materials and molecules. However, Casida’s equation is solved iteratively in a basis of 
(occupied) x (virtual) dimensions [18], meaning that calculations involving more than a few 
low-lying excited states become computationally prohibitive. Thus, the calculation of the 
broadband spectrum of gaseous water is one problem that lends itself to RT-TDDFT. 
Additionally, RT-TDDFT methods in plane-wave bases have the capabilities to capture high-
 180 
energy excitations. This is unlike atom-centered basis set RT-TDDFT methods, which are 
known to exhibit spurious high-energy artifacts unless an imaginary molecular orbital-based 
absorbing potential is used [113]. 
The simulation details closely follow those described for the benzene molecule case. 
A static polarized state electronic structure was first determined adiabatically via a DFT 
calculation with an electric field of magnitude 0.001 a.u. present. The Perdew-Burke-
Ernzerhof (PBE) generalized gradient approximation (GGA) exchange-correlation functional 
[114] was used in all simulations. The basis was expanded in plane waves up to a kinetic 
cutoff energy of 40 Ry. A cubic simulation cell of 100 x 100 x 100 Bohr was used. The 
enforced time reversal symmetry (ETRS) [106] was used for the numerical propagation of 
the TDKS equations. A time step of 0.05 a.u. was used, with a total propagation of 250 a.u. 
for each simulation. At the initial RT-TDDFT time step, the system is perturbed by suddenly 
switching off the static homogeneous electric field. This perturbation introduces a phase to 
the wave functions, resulting in continuous oscillations of the electronic dipole. This electric 
field magnitude is sufficiently small to ensure a  
 181 
 
Figure 7.6 Dipole strength function (i.e., electronic absorption spectrum) for gas phase water 
calculated via TD-MLWFs/RT-TDDFT in this work (blue) compared to the experimental 
spectrum (black). The inset more clearly shows the low-energy portions of the spectra. 
 
linear response, to conserve energy throughout the numerical propagation, and to acquire 
oscillations of the electronic dipole that are large compared to any numerical noise. The 
nuclei are held in fixed positions throughout the RT-TDDFT simulations. 
The RT-TDDFT calculated spectrum alongside the experimental spectrum [115] is 
shown in Fig. 7.6 in two different energy ranges, with the absorption spectra in a lower 
energy range (0 eV to 30 eV) displaying three well-defined peaks in addition to the rapid 
onset of broadband absorption. While the RT-TDDFT results show good qualitative 
agreement with the experimental spectrum, there is a red-shift of the peaks by ~2 eV. It is 
possible that RT-TDDFT with hybrid XC functionals or meta-GGA functionals could yield 
spectra in better agreement with experiments, and we plan to explore this in a future study. 
We also see that the broadband  spectrum (0 eV to 150 eV) is in overall agreement with the 
experimental data. This showcases the ability of the abilities of the RT-TDDFT simulations 
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to acquire the absorption spectrum over a wide energy range, including photoemission-like 
excitations. 
Similar to the molecular benzene case, the TD-MLWFs allow us to decompose the 
spectrum for a more detailed chemical understanding of the photo-absorption trends. The 
spectrum, decomposed in terms of contributions from oxygen-hydrogen (OH) bond 
TDMLWFs and lone pair (LP) TD-MLWFs, is shown in Fig. 7.7. For the OH bond spectrum, 
we again see a region of negative magnitude, implying destructive interference in the 
coupling between OH bonds and LPs. In addition, we observe that the LP spectrum does not 
contain sharp peaks as seen in the OH bond spectrum, which comprises the three well-
defined peaks in the 0–15 eV range. However, with regard to the overall magnitude, the LP 
excitations dominate at low energies below ~15 eV, whereas the OH bond absorption 
dominates in a higher energy range. 
 
Figure 7.7 Dipole strength function for gas-phase water (blue) decomposed via TD-
MLWF centers into oxygen-hydrogen bonds (light blue) and lone pairs (red). The 
negative values observed in the OH bond spectrum indicate oscillations that are out of 
phase with the lone pair bond oscillations. 
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7.3.1.3 Benzene in Liquid Water 
With the capability to calculate dynamic polarizability in both molecular and 
condensed matter systems, we can use the TD-MLWF approach to study complex systems 
such as molecules solvated in liquid water. Known as the solvatochromic effect, the optical 
absorption spectrum of solute molecules, such as organic dyes, varies depending on the 
solvent [116]. Thus, it is often important to account for solvent effects when performing 
excited state calculations on molecules, materials, and nanostructures. The most common 
approach to represent the solvent environment in TDDFT calculations is through a 
polarizable continuum model (PCM) [117], which is computationally inexpensive but may 
not accurately describe solvatochromic effects. In addition, mixed quantum mechanical-
classical (QM/MM) methods with standard or polarizable force fields can be used, providing 
a balance between accuracy and computational cost [118–120]. However, in QM/MM 
methods, the partitioning QM region can be a somewhat arbitrary or ambiguous choice. In 
addition, by construction, in QM/MM approaches, the MM region cannot be photoexcited. 
An alternative, albeit computationally expensive, approach is to treat the entire system 
(solute and solvent) quantum mechanically, performing TDDFT calculations on the full 
electronic structure [121]. With the TD-MLWF approach, we can propagate the full 
electronic system with the TDKS equations, with the additional benefit that the orbitals are 
localized, allowing for the calculation of dynamic polarization for any individual molecule, 
or for the liquid system as a whole. 
In order to demonstrate this approach, we again chose benzene as a test case. 
However, in this system, we explicitly solvated the benzene molecule in a cubic simulation 
cell (25.04 a.u. x  25.04 a.u. x 25.04 a.u.) containing 73 water molecules (614 electrons in 
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total, including benzene). In order to acquire the absorption spectrum for a solvated 
molecule, one should in principle perform TDDFT calculations on a random ensemble of 
solvent/solute structures [122]. However, due to the considerable computational cost of 
performing a RT-TDDFT calculation on even one structure containing over 600 electrons, 
we restrict ourselves here to two representative configurations known to be important in 
influencing the electronic structure of benzene,123 for the purposes of illustrating the TD-
MLWF utility. A first-principles molecular dynamics simulation using the CP2K code [48] 
with the strongly constrained and appropriately normed (SCAN) XC functional [124] and the 
double zeta for valence plus polarization function (DZVP) basis was used to acquire the two 
MD snapshots to use for the RT-TDDFT calculations. In configuration 1, the hydrogen of a 
single water molecule is directed toward the center of the benzene ring (see Fig. 7.8 top left). 
In configuration 2, there is no such “special” benzene-water molecule interaction (see Fig. 
7.8 top right). For both configurations, a standard DFT calculation was performed to acquire 
the electronic ground states. Then, the RT-TDDFT simulations with TD-MLWF propagation 
were performed. For all simulations, the PBE exchange-correlation  
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Figure 7.8 Absorption spectra for benzene in the water system (black) decomposed via TD-
MLWF centers into contributions from the benzene molecule (red) and the water molecules 
(blue). Two configurations from two MD snapshots are represented: one structure with a 
water molecule hydrogen pointed into the benzene molecule pi cloud (left) and another 
without any such coordination (right). 
 
functional was used. Additional calculation parameters were 0.05 a.u. time step, 250 a.u. total 
simulation time, 40 Ry plane-wave cutoff energy, and 0.001 a.u. electric field impulse in the 
x, y, and z directions (separately) at t = 0. 
Figure 7.8 shows the calculated absorption spectra of the entire benzene and water 
system with the dynamic polarizability obtained from the RT-TDDFT simulations. Using the 
positions of the TDMLWF centers to decompose the dynamic polarization response, we also 
calculated the absorption spectrum of both the benzene molecule and liquid water separately. 
The total absorption spectrum does not have particularly well-separated peaks, but with this 
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spectrum decomposition, the contributions from each molecular species become clearer. For 
the benzene molecule, there is a peak at ~7 eV, as was also seen in the vacuum environment. 
However, for configuration 2, there is an additional low-energy peak at ~5 eV. These results 
illustrate the usefulness and flexibility of the TD-MLWF approach in uncovering molecular-
level details of complex chemical phenomena such as the solvatochromic effect. 
7.3.1.4 Crystalline Silicon 
As an example of the TD-MLWF approach for periodic systems, we have performed 
RT-TDDFT simulations on crystalline silicon due to the fact that this material has been 
studied by a range of RT-TDDFT codes, results which provide useful points of comparison. 
For all simulations, the LDA exchange correlation functional was used. A plane-wave kinetic 
energy cutoff of 40 Ry was used. Additional calculation parameters are as follows: 0.05 a.u. 
time step, 250 a.u. total simulation time, 40 Ry plane-wave cutoff energy, and 0.001 a.u. 
electric field impulse strength.  
For periodic crystalline systems, one must take particular care to ensure convergence 
with respect to finite size effects. Our current TD-MLWF implementation does not yet 
include capabilities to incorporate multiple k-points; thus, in this work, we use only the Γ 
point and a silicon supercell in order to acquire accurate results for the bulk material. 
Previous RT-TDDFT calculations on the optical properties of silicon have shown that k-point 
grids of 16 x 16 x 16 can be required to ensure the full convergence of the absorption 
spectrum [26]. Because of this, converging the spectrum with respect to  
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supercell size may seem like a computationally intractable problem, as it would require a 
simulation cell with tens of thousands of electrons. However, we can take advantage of the 
lattice symmetry to greatly reduce the cost of obtaining a converged absorption spectrum. 
Due to the symmetry of the diamond cubic crystalline silicon, the linear response of the 
system will be identical for impulses in the x, y, and z directions. Thus, the diagonal element 
polarizability tensor [Eq. (7.18)] will all be equal, implying that only one RT-TDDFT 
simulation is required to obtain the full linear response of the system. With regard to the 
dimensions of the silicon supercell, as shown in the work by Darrigan et al. [125], one can 
achieve convergence with respect to cell dimensions simply by extending the supercell in the 
direction of the applied electric field. Thus, if we are perturbing the system with an impulsive 
electric field in the x direction, we can simply repeat the 8-atom cell in the x direction until 
 
Figure 7.9 Imaginary part of the dielectric function for crystalline silicon calculated in 
this work via TD-MLWFs/RT-TDDFT using the QB@LL code (blue). This spectrum 
is compared to reported results from LR-TDDFT (red), and two velocity-gauge RT-
TDDFT calculations using the atomic orbital-based SIESTA code (orange) and the 
real-space-grid SALMON code (pink). 
 188 
we reach convergence. Figure E.2 (Appendix E) shows the resultant spectra for a range of 
supercells, and we observe that a 256-atom supercell is required to converge the imaginary 
part of the dielectric function. 
In Fig. 7.9, we compare our results to those acquired via a range of other TDDFT 
codes. The SALMON (scalable ab initio light-matter simulator for optics and nanoscience) 
software package [49]. involves a RT-TDDFT implementation in which the time-dependent 
Kohn-Sham orbitals are discretized on a 3D real-space grid. In the SALMON code, the 
perturbing field is represented in the velocity gauge by a shift of the vector potential and the 
dielectric function is determined with respect to the induced electric current density [49]. The 
SIESTA code employs RT-TDDFT calculations within a linear combination of atomic orbital 
(LCAO) basis set framework, and the finite field calculations are also carried out in the 
velocity-gauge, with a vector potential representation of the perturbation [26]. Figure 7.9 
includes results from linear-response TDDFT calculations in a plane-wave pseudopotential 
implementation [126]. Although linear-response TDDFT represents a different theoretical 
framework altogether, the results should agree with those acquired through RT-TDDFT 
simulations, and, as shown in Fig. 7.9, they do. Generally speaking, all of the spectra are in 
good agreement, with the slight differences likely being attributable to numerical differences 
in the various implementations and basis sets. Although TDDFT is known to yield poor 
silicon spectra for conventional XC approximations, this example helps to illustrate the 
flexibility that real-time propagation of TD-MLWFs provides, eliminating any need to 
change gauge representations between isolated and periodic systems. 
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7.3.2 Quantized Charge Transport 
Due to their unique connection to the Berry phase, Wannier functions are increasingly 
being used in the context of topological materials [127]. As posited by Resta and Vanderbilt, 
considering the behavior of Wannier centers (WCs) under a cyclic adiabatic evolution of the 
Hamiltonian can lead to some useful insights [89]. At the end of such a cyclic evolution, the 
WCs must return to their initial positions plus an integer multiple of the lattice constant R 
because the initial and final Hamiltonians are the same. As illustrated in a 1D model 
schematic (adapted from Resta and Vanderbilt [89]) shown in Fig. 7.10, one can consider 
two possible evolutions of the WCs that satisfy this condition. The route involving a shift of 
the WCs by a lattice vector R corresponds to the quantized topological pumping 
phenomenon first discussed by Thouless [128]. In recent years, different types of Thouless 
pumps have been demonstrated experimentally [129,130], and Wannier functions have been 
used as a formal means to understand the mechanisms of these dynamic topological 
phenomena. Most theoretical studies and descriptions of topological pumping assume 
complete adiabaticity of the Hamiltonian evolution. It is important to note here that 
topological Thouless pumping is a phenomenon that manifests from the complex phase of the 
wave functions, which means that any real MLWF method based on time-independent DFT 
would fail to exhibit such a topological phenomenon. Our TD-MLWF/RT-TDDFT 
implementation, however, in principle allows us to study the quantized charge transport 
phenomenon, including nonadiabatic effects and driving forces, from first principles. We 
plan to carry out detailed studies in the future. 
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Figure 7.10 Schematic (adapted from Resta and Vanderbilt [89]) illustrating the possible 
trajectories for MLWF centers under an adiabatic cyclic evolution of the Hamiltonian. The 
MLWFCs can either (a) return to their initial sites or (b) “hop” to a new site one lattice vector 
away. 
 
Here, we demonstrate the ability for TD-MLWFs, and in particular their centers, to 
describe quantized charge transport in the semiconducting polymer system of trans-
polyacetylene. We use a quasimonochromatic electric field pulse applied along the axis of 
the polymer chain as a cyclic nonadiabatic driving force for the electronic system. Applying 
such a pulse to the electronic ground state of the system induces either continuous 
oscillations of the TD-MLWFCs or tunneling in, depending on the magnitude of the applied 
electric field. In order to drive quantized charge transport in one direction, we prepare a field-
polarized resonant state as the initial condition of the RT-TDDFT simulation by first 
adiabatically “switching on” a static electric field. This static electric field has the effect of 
“tilting” the periodic potential well, breaking the energy landscape symmetry in the x-
direction. Then, the field-polarized stat is subjected to a quasimonochromatic pulse, which 
then drives the quantized charge transport. In this way, we can drive quantized charge 
transport for a certain resonant frequency. 
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The simulation details for the first-principles charge transport simulations are as 
follows: a 28-atom trans-polyacetylene chain was contained in a periodic simulation cell 
with dimensions of (34.28 x 20.00 x 20.00 bohr), with the polymer aligned along the x axis. 
All atoms were represented by HSCV pseudopotentials. A plane-wave cutoff energy of 20 
Ry was used. The LDA XC functional was used for all calculations. For the RT-TDDFT 
simulations, a 0.1 a.u. time step was used with the ETRS integrator. Two initial electronic 
states for the RT-TDDFT simulations were calculated (1) the electronic ground state 
calculated via DFT and (2) the field-polarized state calculated adiabatically via DFT in the 
presence of a static electric field in the +x direction with a magnitude of 2.5 Å~ 10−3 a.u. For 
the RT-TDDFT simulations, these systems  
 
Figure 7.11 Temporal profiles of the homogeneous electric field for the two simulation 
cases. The region to the left of the dashed line, 𝑡	 ∈ 	 −∞, 0 , represents the adiabatic 
switching-on of the electric field (blue) in the time-independent DFT calculation. The region 
to the right 𝑡	 > 	 [0, 500] a.u. of the dashed line represents the beginning of the RT-TDDFT 
simulations with the quasimonochromatic pulse with (blue) and without (green) the static 
electric field. 
 
are then subjected to a quasimonochromatic electric field pulse with a frequency of 2.8 eV 
(calculated resonant frequency of double-bond TD-MLWFs), a maximum field strength of 
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1.0 x 10−3 a.u., which is enveloped in a Gaussian with a full-width at half-maximum of 1.0 
eV. In Fig. 7.11, the temporal profiles of the electric fields are shown, with the adiabatic 
(DFT) and nonadiabatic (RT-TDDFT) portions of the simulations delineated. 
The spatial x-axis coordinates of the double-bond TDMLWFCs with respect to time 
are shown in Fig. 7.12 for both simulation cases. Although the electrons, and consequently 
the TDMLWFs, are all in principle indistinguishable, in Fig. 7.12, we have highlighted some 
of the plotted data as a visual guide to understand the observed phenomena. In the pulse-only 
case (Fig. 7.12 left), the dynamics are fairly simple, with the quasi-monochromatic pulse 
exciting a resonance in the double-bond TD-MLWFs that causes repetitive Rabi oscillations, 
but no net charge transport in one direction. In the presence of the static electric field in 
addition to the  
 
Figure 7.12 Positions of the double-bond TD-MLWFCs on the polyacetylene chain 
(commensurate with the x-axis) throughout the RT-TDDFT simulations for the “pulse only” 
(left) and the “pulse + static field” (right) cases. The positions of the TD-MLWFCs are 
plotted as a point at each step in the RT-TDDFT simulation to show the presence of the jump 
discontinuities (right). 
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Figure 7.13 (Upper) Skeletal chemical structure for the trans-polyacetylene chain illustrating 
the double-bond TD-MLWFCs hopping occurring in the RT-TDDFT simulation. (Lower) 
Two consecutive RTTDDFT simulation snapshots showing the carbon and hydrogen atoms 
(gray and white) and the TD-MLWFCs (yellow and dark blue) as spheres. Here, the 
TDMLWFC spheres have been scaled and colored proportionally to the spreads of the 
associated TD-MLWFs. 
 
quasimonochromatic pulse (Fig. 7.12 right), however, the dynamics are clearly different. At a 
point in time near the end of the pulse (~475 a.u.), there is a sudden jump in the TD-MLWFC 
positions. This discontinuity, an average of 1.81 bohr displacement in the −x direction, 
corresponds to double-bond TD-MLWFs tunneling from one site on the polyacetylene chain 
to another. Figure 7.13 illustrates this pictorially through the perspective of the chemical 
structure and  by showing snapshots of the polyacetylene TD-MLWFs from one RT-TDDFT 
time step to the next, only 0.1 a.u. later. For both simulations, all nuclei were held in fixed 
positions. Thus, even after the applied electric field is turned off at t = 500 a.u., the electronic 
system continues to propagate freely and cyclically as in a Rabi oscillation. Consequently, 
we observe that the quantized charge transport, initially driven by the pulse, continues 
repetitively, regularly, on average every 67.9 a.u. of time and with −1.81 bohr displacement 
of each TD-MLWFC. The discretized tunneling phenomenon is also reflected in the TD-
MLWF spread. Figure 7.14 shows the total change in spread of the TD-MLWFs throughout 
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the RT-TDDFT simulations. For the pulse-only case, the dynamics are as expected, with the 
pulse having the effect of cyclic oscillations in the spread (i.e., oscillatory localization and 
delocalization of the TD-MLWFs). However, in the pulse + static field case, we observe 
again jump discontinuities simultaneous with the TD-MLWFC position jumps. As the TD-
MLWFs come close to tunneling, the spread increases rapidly, and then suddenly decrease 
after the tunneling occurred and the TDMLWFs return to being localized between a different 
pair of carbon atoms. 
 
Figure 7.14 Total change in the TD-MLWF spread throughout the RT-TDDFT simulations 
for the “pulse only” case (green dots) and the “pulse + static field” case (blue dots). The inset 
shows the zoomed-in view of a small time region to illustrate the sudden decrease in spread 
at the time of TD-MLWF tunneling. 
 
7.3.3 Electronic Stopping Excitations 
One physical process that RT-TDDFT has been useful in simulating is electronic 
stopping. Electronic stopping is the phenomenon that occurs when fast-moving charged 
particles (> ~10 keV) transfer energy to the surrounding electronic system through excitation 
and ionization. Electronic stopping power is defined, as the rate of energy transfer from 
projectile ions to electrons is a key quantity in describing this process. In recent years, RT-
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TDDFT simulations have been quite successful in predicting the electronic stopping power of 
a range of matter and for a variety of projectile ions [16,30,32,35,36]. However, there are 
more scientific insights to be gained from understanding ion irradiation excitation dynamics 
on an atomistic level. Induced density analysis [16] and single-particle projection methods 
[27] have been previously used as tools to understand the molecular level details of the 
stopping process. However, both of these approaches have limitations. Analysis in terms of 
the time-dependent induced density can be difficult to interpret, and quantitative comparisons 
usually require the use of a charge-partitioning scheme, which relies on a reasonable, but still 
rather arbitrary, choice. Projection methods, on the other hand, also have their limitations. In 
particular, with projections onto the equilibrium (i.e., ground state) eigenstates, it is difficult 
to include enough virtual/unoccupied eigenstates in the projection calculation to account for 
excited electrons in ionization, which is rather common in the electronic stopping process. 
Thus, in practice, projection methods are only most useful in analyzing excited hole 
distributions. With these challenges in mind, TD-MLWF propagation provides a new, useful 
tool. By construction, TD-MLWFs can give molecular level details of the excited electrons in 
the electronic stopping process without the need to resort to the charge density partitioning 
scheme. Additionally, a key challenge in studies of electronic stopping is to examine 
differences in the electron excitation induced by photon and ion radiation. The TD-MLWF 
approach, with its flexibility in simulations of both types of radiations, can aid in this 
challenge.  
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Figure 7.15 “Electronic stopping spectra” for a proton impinging on a gas phase benzene 
molecule with an impact parameter of 10 a.u. (left) and an impact parameter of 8 a.u. (right). 
Four velocities (0.625, 1.25, 5.00, and 10.0 a.u.) were simulated, and four spectra were 
calculated for each case. The optical spectrum (dashed line) is shown for comparison. 
 
In order to demonstrate some of the capabilities of TD-MLWFs for descriptions of 
electronic stopping processes, we have performed several RT-TDDFT simulations of proton 
irradiation of an isolated benzene molecule. The simulations were performed with a 0.1 a.u. 
time step in the ETRS propagator, a 30 Ry plane-wave kinetic energy cutoff, the LDA XC 
functional, and HSCV pseudopotentials. The setup was as follows: a proton with constant 
velocity in the +x direction was moved through a 30 x 30 x 50 Bohr simulation cell 
containing a benzene molecule oriented in the xy plane. Four proton velocities were 
simulated (v = 0.625, 1.25, 5.00, 10.0 a.u.) at two different impact parameters relative to the 
plane of the benzene molecule. Once the proton has traversed the length of the simulation 
cell (50 Bohr), it is removed, at which point the RT-TDDFT simulation and TD-MLWF 
propagation are continued for 500 a.u. The electronic dipole moment of the excited benzene 
molecule, calculated via the TD-MLWFCs, then continues to oscillate. Taking the absolute 
value of the Fourier transform of the electronic dipole moment presents a spectrum of the 
excitations caused in the proton electronic stopping process. Figure 7.15 shows the resultant 
“electronic stopping spectra,” alongside the calculated optical spectrum. For the low-velocity 
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cases (0.625 and 1.25 a.u.), the spectra primarily comprise a single well-defined peak at ~6.9 
eV, which aligns with the lowest energy peak in the optical spectrum, indicating that at lower 
velocities, the proton primarily excites the mode that corresponds to the first optical 
excitation. Approaching higher proton velocities (5.00 and 10.0 a.u.), the peak at ~6.9 eV 
diminishes, and we noted the emerging peaks in higher energy ranges (15 eV– 40 eV). This 
result is consistent with previous RT-TDDFT studies of electronic stopping which have 
shown that more ionization occurs as the ion velocity increases. We also observed impact 
parameter dependence in the electronic stopping spectra (see Fig. 7.15, left panel compared 
to right panel). Not surprisingly, there is an overall trend of increasing spectrum intensity 
with decreasing impact parameter for all velocities. However, the low-velocity spectra (0.625 
a.u. and 1.25 a.u.) show large increases in intensity (by a factor or ~2), whereas the high-
velocity spectra show much smaller increases. 
7.4 Conclusions 
Real-time, time-dependent density functional theory (RTTDDFT) has gained 
popularity as a first-principles approach to study a variety of excited-state phenomena such 
as optical excitations and electronic stopping. Within RT-TDDFT simulations, the gauge 
freedom of the time-dependent electronic orbitals can be exploited for numerical and 
scientific convenience while the unitary transformation does not alter physical properties 
calculated from the quantum dynamics of electrons. Exploiting this gauge freedom, we 
demonstrated the propagation of maximally localized Wannier functions (MLWFs) in RT-
TDDFT within our plane-wave pseudopotential RT-TDDFT branch of the QB@LL code. 
In recent years, the gauge freedom in RT-TDDFT has been exploited in various ways 
including using the so-called parallel transport gauge for numerical efficiency [62] The time-
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dependent MLWF (TD-MLWF) formalism detailed in this work represents another such 
gauge representation that is practical for a wide range of RTTDDFT simulations. Due to the 
MLWF connection to the Berry phase, the dynamic polarization of both isolated molecular 
systems and condensed matter systems in periodic boundary conditions is well-defined, 
allowing for a scalar potential representation of homogeneous electric fields. This length 
gauge formulation circumvents the commonly used velocity gauge [26] formulation (within 
the electrodynamics) in which the electric field needs to be represented as a magnetic flux 
when periodic boundary conditions are used. As a demonstration, we have performed RT-
TDDFT simulations of the linear response of both molecular and crystalline systems in order 
to calculate the resultant absorption spectra. For the case of benzene, we observed good 
agreement between the RT-TDDFT calculated spectrum and experimental absorption 
spectrum. As another molecular case, we used the TD-MLWF method to calculate the 
absorption spectrum of an isolated (i.e., gas phase) water molecule. In this case, we observed 
excellent qualitative agreement with the experimental optical absorption spectrum covering a 
wide range of excitation energies (0–150 eV). Notably, the simulations do not give rise to 
any spurious peaks in the high energy region, a boon that is likely a result of the plane-wave 
pseudopotential basis upon which the RT-TDDFT code is implemented. Additionally, we 
have demonstrated the utility of TD-MLWFs for analyzing intermolecular and intramolecular 
excitation dynamics. In the case of the isolated molecules (benzene and water), we 
demonstrated the decomposition of the optical absorption spectra in terms of different 
chemical moieties, such as lone-pair oxygen-hydrogen bonds and carbon-carbon bonds. We 
showed how this TD-MLWF decomposition scheme can also be used to examine the 
absorption spectrum of a benzene molecule solvated in liquid water, showing the possibilities 
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for investigating solvatochromic effects. As a capability demonstration of the length-gauge 
formulation for representing the homogeneous electric field in periodic boundary conditions, 
we calculated the dielectric function of crystalline silicon, a system which has been well-
studied with other TDDFT codes. Our spectrum shows a good agreement with both LR-
TDDFT results [126] and RT-TDDFT results from a variety of codes in atomic orbital [26] 
and real-space grid [49] implementations. 
One application of RT-TDDFT that was not discussed in this work is the computation 
of core-level optical spectra, such as X-ray absorption spectra (XAS). While we have 
recently studied the core electron excitation dynamics in electronic stopping successfully 
[131], there remain significant challenges in the computation of XAS with RT-TDDFT for a 
number of reasons. In the context of atomic-orbital based RT-TDDFT simulations, such 
calculations have been carried out in recent years [24,25,41,132]. However, with plane-wave 
pseudopotential (PW-PP) approaches, the accurate representation of core electron wave 
functions requires an extremely high plane-wave cutoff (i.e., PW basis set expansion) which 
makes the calculation of XAS particularly computationally difficult in practice. In general, 
for any underlying basis set of choice, there remains shortcoming with regard to the 
exchange-correlation approximation, with popular hybrid functionals even failing to 
accurately predict XAS excitation energies [132]. Although the TD-MLWF approach can 
also be used for modeling of XAS using RT-TDDFT, it is a topic that requires a thorough 
investigation in a future work. 
We presented a few examples of the utility of the TD-MLWF gauge representation 
beyond the linear response regime (e.g., optical absorption spectrum). Using the ability to 
simulate both static and time-dependent electric fields as scalar potentials in the length 
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gauge, we demonstrated the simulation of quantized charge transport in polyacetylene. 
Although it is relatively simple test case, similar simulations could be used in the future to 
carry first-principles investigations into dynamic topological transport phenomena, beyond 
the adiabatic dynamic description of an ideal topological Thouless pump [128,133]. Finally, 
we presented TD-MLWF RT-TDDFT simulations of the electronic stopping of a proton 
impinging on a benzene molecule. Although it is often difficult to make direct comparisons 
between the excitation behavior of systems under photon and ion irradiation, we have 
proposed a type of analysis through the calculation of the “electronic stopping spectrum” 
based on the dynamic polarization; in the same way, the optical absorption spectrum is 
calculated from the dynamics polarization. Using the electronic stopping spectrum, one can 
identify what parts of the optical absorption spectrum are excited in an electronic stopping 
process as a function of the projectile proton velocity. 
There are many additional applications of RT-TDDFT where TD-MLWFs could 
provide advantages over conventional TDKS propagation. In the context of ground-state 
DFT, the spatial locality of MLWFs has been used to greatly accelerate calculations with 
hybrid exchange-correlation (XC) functionals [107] and first principles molecular dynamics 
simulations [108]. We have demonstrated that, for large systems, the TD-MLWF 
implementation scales well over tens of thousands of cores without incurring prohibitive 
computational costs (i.e., only two times more expensive). Thus, the TD-MLWF approach 
makes it possible to also accelerate hybrid XC calculations in the context of RT-TDDFT for 
studying large complex condensed matter systems. 
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CHAPTER 8: CONCLUSIONS 
The quantum dynamics of electrons can be highly complex, involving interactions 
between atoms, electrons, and electromagnetic fields on wide-ranging scales in time and 
space. Due to this complexity, analytical models, which have long been a cornerstone of 
practical electronic structure theory, often fall short of the levels of accuracy and atomistic 
detail needed in modern physical chemistry. In this dissertation, we have demonstrated the 
capabilities of first-principles quantum-mechanical calculations for simulating electron 
dynamics. 
Beginning with a focus on the electron dynamics of matter under ion irradiation, we 
examined the electronic stopping of protons and alpha-particles in silicon carbide, a 
semiconductor material that is increasingly being used in nuclear power technology and in 
scintillator devices.  This work represented the first rigorous RT-TDDFT calculation of 
stopping power in a semiconductor for protons and alpha-particles over a large ion velocity 
range. We compared the results from our first-principles approach to those of the widely used 
linear response formalism and determined the ion velocity regime within which linear 
response treatments were appropriate. We also used the non-equilibrium electron densities in 
our simulations to quantitatively address the longstanding question of the velocity-dependent 
effective charge state of projectile ions in a material, due to its relation to linear response 
theory calculations. Furthermore, we examined the validity of the centroid path 
approximation for reducing the computational cost of acquiring stopping power curves from 
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RT-TDDFT simulations. The RT-TDDFT calculations resulted in satisfactory stopping 
power curves, showing good agreement with available experimental data, the results did 
indicate non-negligible underestimation of stopping power at higher ion velocities (above ~2 
a.u.). This underestimation, which had also been observed in previous RT-TDDFT 
calculations of electronic stopping, motivated our subsequent study on examining 
approximations involved in our RT-TDDFT approach. 
In order to complete a rigorous examination of the physical and numerical 
approximations involved in our RT-TDDFT simulations of electronic stopping, we chose a 
target system with a wealth of available experimental data. For this reason, we calculated the 
electronic stopping power of protons in crystalline silicon via RT-TDDFT non-equilibrium 
simulations (Chapter 4). In the work, we showed that converging several computational 
factors, such as k-point sampling, plane-wave cutoff energy, and the exchange-correlation 
(XC) approximation, with respect to the ground-state DFT calculations is sufficient to ensure 
convergence of RT-TDDFT results. However, we also identified approximations that 
required special attention in RT-TDDFT electronic stopping simulations. We discovered that 
core electron effects are particularly important at high projectile ion velocities. We showed 
that the pseudopotential approximation affects electronic stopping in two ways: neglect of 
core excitations and modification of the valence wave functions near the core regions of the 
atoms. It was demonstrated that correct treatment of these two aspects contributed to a 
significant increase in electronic stopping power beyond the Bragg peak. This result also 
explained the stopping power underestimation observed in our previous work on silicon 
carbide. In order to efficiently solve this problem, we proposed a single-atom correction 
scheme to approximately account for the missing core-electronic excitations. This led to 
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calculated electronic stopping power curves which are in excellent agreement with 
experimental data over a wide range of ion velocities around the Bragg peak, an exceptional 
achievement for RT-TDDFT simulations of electronic stopping. 
The studies detailed in Chapters 3 and 4 primarily focused on the accurate calculation 
of the velocity-dependent electronic stopping power curve. While first-principles calculations 
of electronic stopping power are very useful due to the difficulty of acquiring experimental 
data, there are additional insights to be gained from the atomistic details given in RT-TDDFT 
simulations. Thus, in Chapter 5, we turned our attention to biological matter with a study of 
electronic excitation dynamics in DNA under proton and alpha-particle irradiation, which is 
central to the chemistry and physics of ion radiation cancer therapy.  
By simulating the non-perturbative electronic response of DNA to irradiating protons 
and α-particles, our first-principles dynamics simulations enabled us to test the validity of the 
commonly used linear response theory description, and they also revealed unprecedented 
details of the quantum dynamics of electronic excitations. The simulations showed that 
electronic excitations induced by proton and α-particle irradiation cause ionization of DNA, 
resulting in the generation of holes. By studying the excited hole generation in terms of both 
the energetic and spatial details in DNA, our work revealed remarkable differences in the 
excitation behavior of DNA compared to more commonly used ionizing irradiation sources 
such as X/γ-ray photons. Furthermore, we found that the generation of excited holes did not 
directly correlate with the energy-transfer rate as a function of the irradiating ion velocity, in 
contrast to what is often assumed in the chemistry and physics of radiation oncology. 
 The work detailed in Chapter 6 involved RT-TDDFT simulations of electronic 
stopping in liquid water, a process which is also important in ion radiation therapy. Using our 
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first-principles, non-equilibrium simulation approach, we determined the electronic stopping 
power curve with explicit inclusion of core electrons. The calculated electronic stopping 
power curve agrees quantitatively with experimental data over the entire velocity range 
available. Also of note, significant differences were observed between our first-principles 
result and commonly-used perturbation theoretic models. Excitations of the water molecules’ 
oxygen core electrons were found to be a crucial factor in determining the electronic stopping 
power curve beyond its maximum. The core electron contribution was found to be 
responsible for as much as one-third of the stopping power at the high proton velocity of 8.0 
a.u. (1.6 MeV). K-shell core electron excitations not only provide an additional channel for 
the energy transfer but they also significantly influence the valence electron excitations. 
Despite the large contribution to the electronic stopping power, it was observed that K-shell 
electrons play a rather minor role in terms of the excitation density: Only 1% of the hole 
population comprises K-shell holes even at the high proton velocity of 8.0 a.u. As was the 
case for ion irradiation of DNA, the excitation behavior in liquid water was observed to be 
distinctly different from that of photon-based ionizing radiation such as X/γ-rays. 
All of the studies discussed in Chapters 3-6 represented state-of-the-art applications 
of RT-TDDFT, both in terms of the electronic system sizes and the level of first principles 
theory. However, the need for new method development within the context RT-TDDFT 
should not be overlooked. Methodological advances serve not only the advancement 
electronic stopping simulations, but also RT-TDDFT applications in a broad range of 
chemical phenomena. Such was the motivation for the work discussed in Chapter 7, where 
we described the implementation of maximally localized Wannier function (MLWF) 
propagation in RT-TDDFT. Within RT-TDDFT simulations, the gauge freedom of the time-
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dependent electronic orbitals can be exploited for numerical and scientific convenience 
without altering physical properties calculated from the quantum dynamics of electrons. 
Exploiting this gauge freedom, we demonstrated the propagation of time-dependent 
maximally localized Wannier functions (TD-MLWFs) in RT-TDDFT simulations. We 
illustrated its utility through a number of examples including its application to optical 
excitation in extended systems using the so-called length gauge, interpreting electronic 
stopping excitation, and simulating electric field-driven quantized charge transport. 
While this dissertation only scratches the surface of what is possible with first-
principles simulations of electron dynamics, it has been shown that TDDFT clearly has great 
potential. Through steady progress both technically and scientifically, we can now assert that 
RT-TDDFT simulations of electronic stopping are capable of quantitative accuracy with 
electronic stopping power. These predictive capabilities could serve to fill gaps in the 
scientific understanding of electronic excitation dynamics under ion irradiation, the atomistic 
details of which are often inaccessible to experimental methods. With the success of RT-
TDDFT in simulating electron dynamics in optical absorption and electronic stopping, the 
scope of RT-TDDFT applications is quickly broadening to studies in core-level absorption, 
topological phenomena, plasmonics, electron wavepacket dynamics, and others.  For electron 
dynamics from first principles quantum theory, the pace of scientific development is rapid 
and the future is bright. 
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APPENDIX A: SUPPLEMENTAL MATERIAL FOR SILICON CARBIDE RT-
TDDFT SIMULATIONS 
 
A.1 k-Point Sampling of Brillouin Zone. 
 
Convergence of k-point sampling in Brillouin zone was checked using a proton 
traveling along the centroid path with a velocity of 2 a.u. in the 216-atom supercell. Using 4 
Monkhorst-Pack k-points instead of a single Gamma-point sampling, the stopping power 
would be higher only by 2.3%.  
	
Figure A.1  Total electronic energy (relative to the ground state energy) as a function of the 
proton projectile displacement from the initial position. Simulation results for gamma point 
only (black) and 4 Monkhorst-Pack k-points (red) are shown.   
	
A.2 Correcting for Finite Size Error 
 
 As discussed in the main text, despite the large simulation cell we employed (216 
atoms - 864 electrons), there remains small, but non-negligible, finite size errors. At the same 
time, it is not currently possible to perform the ensemble trajectories using a larger 
simulation cell because of its very large computational cost. We estimated the finite size 
error by calculating the electronic stopping power for the representative centroid path using a 
simulation cell that is twice as large in the perpendicular and parallel directions relative to the 
projectile ion trajectory as shown in Figure A.2 and A.3 In order to correct for the finite size 
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errors as shown in Figures 3.1 and 3.2 (main text), a percentage difference (with respect to 
the original simulation cell) was obtained by averaging the stopping power curves for the two 
larger simulation cells. This velocity-dependent percentage deviation is then used to obtain 
the corrected values as shown as the dashed lines in Figure 3.1 and Figure 3.2 (main text).	
	
	
	
Figure A.2  Electronic stopping power for protons in SiC for three different simulation 
supercells: The standard cubic supercell containing 216 atoms (green), the supercell doubled 
(432 atoms) in the direction parallel to the projectile path (blue), and the supercell doubled 
(432 atoms) in the direction perpendicular to the projectile path (red).   
	
	
	
Figure A.3  Electronic stopping power for alpha-particles in SiC for three different simulation 
supercells: The standard cubic supercell containing 216 atoms (green), the supercell doubled 
(432 atoms) in the direction parallel to the projectile path (blue), and the supercell doubled 
(432 atoms) in the direction perpendicular to the projectile path (red). 		
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A.3. Comparison between PBE and LDA Exchange-Correlation Potentials	
 
We compared the electronic stopping powers using PBE and LDA exchange-
correlation potentials in real-time TDDFT for the centroid path. The LDA yields the stopping 
power values that are as much as 18 % larger than the PBE results as shown in Figure A.4.	
	
Figure A.4.  Electronic stopping powers of protons in SiC using PBE and LDA approximations 
in real-time TDDFT simulations. No corrections are applied for finite-size errors. 
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A.4. Charge Fluctuations 
 
Using the centroid path, we quantified how the instantaneous charge on the projectile 
ion changes along the trajectory as a function of ion velocity. 
	
	
	
Figure A.5 Instantaneous charge on the projectile proton as a function of ion velocity and the 
projectile position, according to Voronoi partitioning scheme.  
	
	
	
Figure A.6. Instantaneous charge on the projectile α-particle as a function of ion velocity and 
the projectile position, according to Voronoi partitioning scheme.  
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APPENDIX B: SUPPLEMENTAL MATERIAL FOR SILICON RT-TDDFT 
SIMULATIONS 
	
B.1 Calculation of Electronic Stopping Power from Non-Adiabatic Drag Force.  
The electronic stopping power for a given proton velocity was calculated by 
averaging the non-adiabatic force on the proton in the direction of its motion [1] . The force 
was averaged over a distance commensurate with the periodicity of the crystal structure as 
illustrated in Figure B.1.  
 
 
Figure B.1 The non-adiabatic drag force (blue curve) on the proton for v=2.0 a.u.  The force 
is averaged over a distance of 20.526 Bohr (twice the lattice constant of Silicon), as indicated 
by the vertical dashed lines.  The resulting electronic stopping power for a proton with v=2.0 
a.u. is 0.25 a.u., as indicated by the horizontal green line.   
 
 
B.2 RT-TDDFT Numerical Integration Time Step Dependence 
As described in work by Schleife et al. [2], RT-TDDFT simulations can be sensitive 
to the discrete time step used in the numerical integrator. In this study, we used the enforced 
time-reversal symmetry (ETRS) integrator [3], which is typically numerically accurate even 
with time step as large as few attoseconds and even for rather high planewave cutoff energy.  
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In order to test the convergence of our RT-TDDFT stopping power results with respect to the 
step size, we compared the standard simulation results (dt = 0.5 Attoseconds) to results 
acquired with a smaller time step of 0.25 attoseconds. As can be seen in Figure B.2, the RT-
TDDFT simulations are well-converged with a time step of 0.5 attoseconds. 
 
Figure B.2 Comparison of electronic stopping power calculated with RT-TDDFT using the 
ETRS propagator with two different time steps: 0.50 attoseconds (blue) and 0.25 attoseconds 
(light blue).  
	
B.3 Projections of TD-KS Wavefunctions onto Ground State Eigenfunctions 
For the all-electron simulations, we calculated projections of the time-dependent 
Kohn-Sham (TD-KS) wavefunctions onto the eigenstates of the system at equilibrium. Using 
the KS single-particle eigenvalues and the time-dependent occupation changes in terms of the 
eigenstates of silicon at equilibrium, we can roughly estimate contributions from core (1s, 2s, 
2p) electrons for the electronic excitations during the electronic stopping process. We 
considered both the centroid path and the path that is 33% closer to the channel of silicon 
atoms. The 1s state shows negligible contribution for both paths. The 2s and 2p states’ 
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contributions show a step-wise behavior that coincides with the periodicity of silicon atoms, 
and this step-wise behavior due to the silicon atoms is more evident in the close path case.   
 
	
Figure B.3 Single-particle energy contributions from the 1s (black), 2s (light blue), 2p (blue), 
relative to that of valence (red) states in the all-electron RT-TDDFT simulations, for the 
centroid path (LEFT) and the path that is 33% closer to the target silicon atoms (RIGHT).  
	
 
B.4 Effective Charge of the Projectile Proton 
With RT-TDDFT simulations, one is provided with the time-evolving electron 
density of the system, information which allows one to calculate the effective charge state of 
the ion from first principles.  However, in practice, this quantification of the charge state 
depends on a sensible charge partitioning scheme for the non-equilibrium electron density. 
We employed the Voronoi analysis using the code by Henkelman et al. [4]. 60 equally 
spaced “snapshots” of the electron density at different times were taken for each projectile 
velocity. Next, so-called “induced electron densities” were calculated by subtracting the 
cubic silicon ground state electron density from the non-equilibrium electron densities at the 
different times. These induced electron densities provide a spatial representation of where 
electron density is accumulating in the simulation cell and where it is being depleted. Finally, 
Voronoi analysis is carried out on the induced electron densities to quantify the charge within 
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the projectile ion’s Voronoi cell at different positions in the trajectory. While partitioning 
schemes based on electron density topology (e.g. Bader decomposition) are commonly used 
for the ground-state electronic density, the present problem lends itself better to the above 
approach using geometry-based Voronoi analysis [4] for the reasons outlined in Ref. [5]. The 
results are shown in Figure B.4. 
 
 
Figure B.4. Charge state of the projectile proton in RT-TDDFT simulations using both the 
planewave code (QB@LL) and the mixed Gaussian-planewave code (CP2K). The results from 
PBE and PBE0 simulations are shown for the CP2K code.  All results follow the same 
qualitative trend: lower effective charge states at low velocities leading to almost full ionization 
at high velocities.   
	
	
B.5 Accelerated Voronoi charge analysis in real space 
When performing Voronoi charge analysis to charge density information stored on a 
real space grid, each voxel in the volume needs to be assigned to an atom. A simplest way of 
doing so is looping over all the voxels, for each voxel, calculating its distances to all the 
atoms and finding the closest one. This approach yields an O(n*m) computational cost, 
where n is the total number of voxels on the real space grid and m is the total number of 
atoms in the cell for analysis. For our work, we implemented an improved approach for the 
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Voronoi analysis because a large number of charge density information needed to be 
analyzed. By combining a divide-and-conquer strategy and the so-called k-d tree 
algorithm[6], which is often used in computational geometry, we can reduce the 
computational cost to O(log(n)*log(m)) and yields a 100-500 times speed up for the real 
space charge density analysis. Divide-and-conquer strategy is, first, used to reduce the 
computational time of looping over all the voxels. For the divide-and-conquer method, we 
recursively divide the simulation cell into eight equivalent smaller cells, called octants. Then, 
for each octant cell, we check to see if there is a unique atom that is closest from all the eight 
corner voxels of the grid. If not, we continue to divide the octant further into eight equivalent 
smaller cells to create a new smaller octant until all octants have been assigned to an atom. 
This strategy cuts all unnecessary calculations for looping over the grid voxels in individual 
octant regions. This makes the computational cost of the looping over the real space grid to 
O(log(n)) instead of O(n). Furthermore, the k-d tree algorithm is used to accelerate searching 
of the closest atom from each grid voxel. The basic idea of the k-d tree is to perform a pre-
process to all the atoms in the space and generate the k-d tree, and then using the k-d tree as 
an index-like tool. By using this algorithm, the search time for the closest atom is reduced to 
O(log(m))[6]. We implemented these methods by modifying the standard Voronoi analysis 
implementation of the Bader analysis code by Henkelman, et al. [7]. The KDTREE2 code[6] 
is linked to handle the k-d tree algorithm. The performance of this new implementation (on a 
single processor) is shown for a bulk water system of 32 H2O water molecules with different 
real space grid sizes and also with a simulation cell containing 512-atom silicon and one 
proton cell.  
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System	 Real	space	grid	 Time	for	original	
implementation	
(sec)	
Time	with	divide-
conquer	method	
only	(sec)	
Time	with	divide-
conquer	method	
and	k-d	tree	(sec)	
	
32H2O	
100^3	 42.32	 4.83	 0.37	
144^3	 126.31	 11.14	 0.85	
192^3	 299.97	 19.73	 1.52	
270^3	 833.57	 44.67	 3.42	
512	Si	+	1	H	 192^3	 1713.11	 184.98	 2.23	
	
	
B.6 Dependence of RT-TDDFT Calculation on Basis Set : CP2K Code 
Dependence on the Gaussian basis set were tested with SZV, DZVP, TZV2P, 
DZV3P, and 6-311G**3P basis sets for RT-TDDFT simulations with the proton velocity of 
1.5 a.u. (at the Bragg peak) for the centroid path. Figure B.5 shows the electronic energy 
increase as a function of the projectile proton displacement. As can be seen in Figure B.5, the 
DZV3P, TZV2P, and 6-311G**3P basis sets show almost identical rates of energy increase. 
We used the DZV3P basis set for the simulations with pseudopotentials and the 6-311G**3P 
basis set for the all-electron simulations. 
	
Figure B.5 Basis set dependence of the total energy change as a function of the projectile 
proton (v=1.5 a.u.) displacement in RT-TDDFT simulations using the CP2K code.  
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B.7 Gaussian Basis sets used for RT-TDDFT calculations with the CP2K code 
	
For Pseudopotential calculations 
Si DZV3P 
  2 
  3  0  1  4  2  2 
        1.2032403600   0.3290356759   0.0000000000   0.0474536439   0.0000000000 
        0.4688385970  -0.2533162616   0.0000000000  -0.2594495462  0.0000000000 
        0.1679853910  -0.7870936517   0.0000000000  -0.5440932235  0.0000000000 
        0.0575616890  -0.1909870193   1.0000000000  -0.3623984652  1.0000000000 
  3  2  2  3  3 
        0.8000000000   1.0000000000   0.0000000000   0.0000000000 
        0.3000000000   0.0000000000   1.0000000000   0.0000000000 
        0.1500000000   0.0000000000   0.0000000000   1.0000000000 
	
For All-electron calculations 
Si	6-311G**3P	
 11 
  1  0  0  8  2 
      69379.23000000          0.00075700          0.00000000 
      10354.94000000          0.00593200          0.00000000 
       2333.87960000          0.03108800          0.00000000 
        657.14295000          0.12496700          0.00000000 
        214.30113000          0.38689700          0.00000000 
         77.62916800          0.55488800          0.17788100 
         30.63080700          0.00000000          0.62776500 
         12.80129500          0.00000000          0.24762300 
  1  0  0  1  1 
          3.92686600          1.00000000 
  1  0  0  1  1 
          1.45234300          1.00000000 
  1  0  0  1  1 
          0.25623400          1.00000000 
  1  0  0  1  1 
          0.09427900          1.00000000 
  1  1  1  4  1 
        335.48319000          0.00886600 
         78.90036600          0.06829900 
         24.98815000          0.29095800 
          9.21971100          0.73211700 
  1  1  1  2  1 
          3.62114000          0.61987900 
          1.45131000          0.43914800 
  1  1  1  1  1 
          0.50497700          1.00000000 
  1  1  1  1  1 
          0.18631700          1.00000000 
  1  1  1  1  1 
          0.06543200          1.00000000 
  3  2  2  3  3 
        0.8000000000   1.0000000000   0.0000000000   0.0000000000 
        0.3000000000   0.0000000000   1.0000000000   0.0000000000 
        0.1500000000   0.0000000000   0.0000000000   1.0000000000 
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APPENDIX C: SUPPLEMENTAL MATERIAL FOR DNA RT-TDDFT 
SIMULATIONS 
	
	
C.1 Simulated Projectile Ion Trajectories
	
	
Figure C.1. Schematic displaying the ensemble of ion trajectories simulated with RT-TDDFT, 
for all velocities for both ion species.  The left panel shows a top-down view of the DNA 
strand, with the green lines representing the paths that the ion travels for different simulations.  
The right panel shows a side view of the DNA strand, with the green dashed line illustrating 
the range of ion paths, from the “Base path” through the center of the molecule to the “Side 
path” just outside the side chain.  The top left panel outlined in green shows the significant 
variation in total energy transfer with respect to the ion path. 
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C.2 Total Energy and Calculating Electronic Stopping Power 
	
	
 
Figure C.2. Total energy as a function of ion displacement, for a range of ion velocities, and 
for the Base path (left) and the Side path (right).  As seen in the figure, at the beginning of the 
ion trajectory, the total energy is essentially constant. Then, when the ion nears the DNA 
molecule, the total energy begins to change, with an overall increase as the ion moves through, 
or by, the molecule.  Eventually, as the ion moves far away from the molecule, the energy 
approaches a constant value.  These trends are also observed for all other trajectories in the 16-
path ensemble.  Using the sigmoidal bend-point defining approach by Sebaugh and McCray 
[1], we define a linear region of the total energy curves, over which a linear regression is 
computed. The slope of this linear regression yields the electronic stopping power for the 
particular path and velocity. The electronic stopping powers for all paths are then averaged for 
each velocity to construct the ensemble-averaged electronic stopping power curve. 
 
C.3 Total Hole Populations Throughout the RT-TDDFT Simulations 
 
 
 
Figure C.3. Time-dependent total excited hole population as a function of proton displacement 
for the base path (left) and the side path (right).  Qualitatively similar to the total energy, the 
hole population begins to sharply increase when the proton comes into close proximity with 
the DNA molecule, and it reaches a steady state after the proton has left the vicinity of the 
DNA and reentered the vacuum region. These trends are also observed for a-particles.  
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C.4.  Charge Transfer and Its Contribution to Total Hole Population 
 
 
 
Figure C.4 Time-dependent effective charge captured by protons at v=0.500 a.u. and v=1.385 
a.u. for the Base path (upper left) and the Side path (upper right) trajectories, based on Bader 
charge partitioning [2]. As can be seen in these plots, the charge reaches a steady state after 
the ion has impacted with the DNA molecule, in the region of ~40-65 a.u. ion displacement, 
allowing for the quantification of a mean effective charge on the ion. 
 
 
 
Figure C.5 Final hole populations for proton (left) and a-particle (right). The solid lines 
represent the total hole populations calculated from single-particle Kohn-Sham ground state 
projections, as described in the main text and in ref. [3]. The dashed lines represent the total 
hole populations after subtracting the velocity-dependent captured charge computed using 
Bader analysis [2]. As shown in the plots, for both protons and a-particles comprise a greater 
portion of the total hole population as ion velocity decreases. 
 
 
In order to investigate the charge-transfer contribution to the excited hole population, 
we quantify the charge on the projectile ion at the end of its trajectory.  Having access to the 
electron density at each time step through the RT-TDDFT simulations, we use the Bader charge 
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partitioning scheme [2] to determine the total electronic charge on the proton or alpha particle. 
For the Bader partitioning employed in this work, charge density iso-values less than 0.0001 
e-/Ang^3 were relegated to vacuum.  Figure 5.4 in the main text shows the end-of-trajectory 
Bader charge for protons and alpha particles for both the base and side chain paths.  In the high 
velocity limit, there is negligible charge on projectile ions.  In the low velocity regime, 
however, there is appreciable charge on the projectile ions. For protons traveling at a velocity 
of 0.5 a.u., the ion is almost completely neutralized by the electrons stripped from the DNA 
molecule (~0.8 e-).  For alpha particles, the amount of charge captured also increases with 
decreasing ion velocity, but the alpha particles approach a +1 charge state in the low velocity 
regime.  These trends in mean equilibrium charge states are consistent with previous results 
from RT-TDDFT simulations of swift protons and alpha particles in silicon carbide [4] and 
liquid water [5].  
We can quantify the total hole population that is solely due to the excitation/ionization 
by subtracting the magnitudes of charge transfer (CT) (shown in Figure 5.4 of the main text) 
from the total hole populations. These “CT-adjusted” hole populations are significantly lower 
than the total hole populations at low ion velocities.  For the proton Side path results, the CT-
adjusted hole population curve peaks near the velocity of maximum electronic stopping power.  
For the proton Base path results, we do not observe a peak over the range of velocities 
simulated, but it is entirely possible that such a peak exists at a velocity slightly lower than 0.5 
a.u. Because the hole generation is significantly impacted by the charge transfer from DNA 
molecule to projectile ion, one can hypothesize that the trends in velocity-dependent hole 
generation might be different for a solvated DNA molecule.  In the more biologically realistic 
case of DNA surrounded by liquid water (unlike in most spectroscopic experiments [6-8], the 
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projectile ion would reach an effective charge state which is different from the bare ion charge 
state before it impacts the DNA molecule. From our previous RT-TDDFT study on ion 
irradiation of liquid water, we have found that the amounts of charge captured by protons and 
alpha particles in liquid water are ~0.5e- and ~1.5e-, respectively [5]. RT-TDDFT simulations 
of solvated DNA will be reported in a future work.   
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C.5. Maximally Localized Wannier Function (MLWF) Projected Occupations 
 
	
	
Figure C.6 Time-dependent KS wavefunctions are projected onto the MLWFs to obtain the 
MLWF occupation change as a function of proton displacement throughout the RT-TDDFT 
simulations, for a range of proton velocities.  For the Base path trajectories (upper panels), 
almost all of the total hole population (black) comprises holes generated on the nucleobases 
(blue). For the Side path trajectories (lower panels) almost all of the total hole population 
(black) comprises holes on the side chain.  The trends for the a-particle cases are essentially 
identical. Decomposition of hole populations in terms of nucleobase species or 
sugars/phosphates does not reveal any selectivity that cannot be attributed to proximity to the 
projectile ion path.  
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APPENDIX D: SUPPLEMENTAL MATERIAL FOR WATER RT-TDDFT 
SIMULATIONS 
D.1 Planewave Expansion and Projectile Proton  
 An important aspect of the accurate calculation of liquid water electronic stopping 
power for large velocities is the treatment of the proton projectile as a bare Coulomb 
potential. The bare Coulomb potential is significantly different than the pseudopotential, 
especially in the core region, leading to differences in electronic stopping power for large 
velocities. In Figure D.1, the real-time time-dependent density functional theory (RT-
TDDFT)-calculated stopping power data for v=8.0 a.u. is shown. When only valence 
electrons are explicitly treated using pseudopotentials for liquid water atoms and a 
pseudopotential is used also for the projectile proton, the electronic stopping power is 0.025 
a.u. When all the electrons are explicitly treated using pseudopotentials for liquid water 
atoms and a pseudopotential is used also for the projectile proton, the electronic stopping 
power is 0.028 a.u. For this case, a very large planewave energy cutoff of 200 Ry is required 
to achieve the convergence. If all the electrons are explicitly treated using pseudopotentials 
for liquid water atoms and the projectile proton is represented exactly by using the bare 
Coulomb potential, the calculated stopping power is 0.035 a.u. With the bare Coulomb 
potential proton projectile, the K-shell contribution to the stopping power is 3.5 times higher 
than the K-shell contribution calculated with the pseudopotential proton projectile.  
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Figure D.1. Convergence of the stopping power at the velocity of 8.0 a.u. AE Coulomb 
proj. (black) – All-electron calculation with bare Coulomb potential for the proton 
projectile, AE PP proj (red) – All-electron calculation with pseudopotential for the proton 
projectile, VEO  PP proj (yellow)  - Valence-electron only calculation with pseudopotential 
for the proton projectile.  The planewave cutoff extrapolation (green) was performed with 
the formula of A*exp(-B)+C.  
	
 By projecting the time-dependent Kohn-Sham (TDKS) wavefunctions onto the ground 
state KS eigenfunctions, we acquire hole and excited electron distributions. As shown in Figure 
D.2, with a proton projectile approximated by the pseudopotential, the hole population density 
of the K-shell is a small and smooth distribution. However, with the proton projectile 
represented by the Coulomb potential, the hole population for the K-shell is much larger and 
sharper.  
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Figure D.2 (Left) Population distribution for Oxygen 1s hole generated by bare the 
Coulomb proton projectile and the pseudopotential proton projectile. (Right) The local part 
of the pseudopotentials and bare Coulomb potential used for the projectile proton are shown.  
 
D.2 Projectile Proton Path Ensemble  
 
 
Figure D.3 Front (left panel) and side (right panel) views of the sampled projectile paths for 
the stopping power calculations. The blue lines indicate the boundaries of the simulation cell 
that is periodically repeated.  
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Figure D.4 Path-dependent stopping power distribution for a proton with a velocity of 8.0 a.u.. 
for the 64-paths ensemble (purple), compared to a 256-path ensemble (green). Valence-
electron only calculations with a pseudopotential for the proton projectile were used.  
 
D.3 Impact Parameter Sampling 
 Because the oxygen K-shell core electron excitation was found to be significant, having 
an accurate sampling of close (i.e. small) impact parameters is particularly important in the 
high velocity regime (e.g. v»8 a.u.). For the electronic stopping power calculation, a classical 
ensemble average is taken over the 64 projectile (discussed above)  proton trajectories in which 
the projectile proton is constrained to move along a straight path. In order to verify that 
deflection of the projectile proton by water molecules is negligible, Ehrenfest dynamics, using 
the RT-TDDFT forces, was performed for v=8 a.u.. Figure S5 shows how much the closest 
impact parameter changes for each of the 64 trajectories. As can be seen, whether we use the 
constrained or Ehrenfest dynamics, the trajectories are negligibly influenced in the sampling 
for even very small impact parameters. Because the average velocity remains close to v=8 a.u. 
at the end of the Ehrenfest dynamics (v=7.99992 a.u., to be specific), it is reasonable to 
calculate the stopping power for the Ehrenfest trajectories. This yields the stopping power 
value of 0.034979 (±0.002944) a.u., which is essentially identical to the stopping power of 
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0.034999 (±0.002943) for v=8 a.u., further validation that using the constrained trajectories 
has no effect on the impact parameter sampling and the stopping power calculation.  
 
Figure D.5 The closest impact parameter to oxygen atoms for all 64 trajectories. The trajectory 
indices are ordered by the closest impact parameter. (left) Absolute values for the Constrained 
Dynamics Trajectory and Ehrenfest Dynamics Trajectory. (right) The difference between 
Constrained Dynamics Trajectory and Ehrenfest Dynamics Trajectory. 
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D.4 Simulation Cell Size 
 
 
Figure D.6 The stopping power curve calculated using simulation cell sizes of 8´8´17.73Å 
and of 12´12´35.45Å with periodic boundary conditions. Valence-electron only simulations 
with a pseudopotential for the proton projectile were used. 
 
D.5 Exchange Correlation (XC) Approximation Dependence 
 
 
 
Figure D.7 The stopping power curves calculated using the SCAN meta-GGA XC 
approximation and PBE GGA XC approximation Valence-electron only simulations with a 
pseudopotential for the proton projectile were used. 
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D.6 Optical Excitation from 1s K-Shell in A Water Molecule 
 Because the plane-wave pseudopotential (PW-PP) formalism is generally not used for 
describing core electrons, we assessed the level of accuracy it can provide for modeling 1s K-
shell optical excitation. The multi-projector approach by Hamann [1], enabled us to include 
the 1s electron in the calculation, as discussed in the main text. Using a RT-TDDFT simulation 
with the all-electron (AE) pseudopotential formalism, one is able to model the K-edge 
excitation from 1s electron of oxygen atoms in a water molecule while the valence-electron 
only (VEO) pseudopotential expectedly does not show the corresponding optical excitation. 
The K-edge of the absorption spectrum is in good agreement with the experimental 
measurement.  
	
Figure D.8 Single water molecule RT-TDDFT absorption spectra for the valence electron only 
(blue) and all-electron (red) cases. The all-electron RT-TDDFT K-shell core excitation onset 
is compared to the experimental X-ray absorption peak (black) [2].  
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D.7 Excitation Density 
Supplement to Figure 6.4 (in main text) including plots for the proton velocity of 1.73 
a.u. (left panels) at the Bragg peak. Additionally, logarithmic scale plots are shown (bottom 
panels), as is necessary for the v=1.73 a.u. case because of the extremely small contribution 
to the hole density from the 1s K-shell of the oxygen atoms in water molecules.  
	
	
Figure D.9 Ensemble-averaged distribution of holes and excited electrons as a function of the 
distance to the projectile proton path for the velocities of 1.73 (Bragg Peak) and 8.0 a.u., for 
convenience, the plot has been made symmetric. The logarithmic scale plots in the bottom 
reveal the small contribution to the total hole population from the oxygen 1s K-shell.  
 
D.8 Charge State of Projectile Proton 
We calculated the charge state of the projectile ion from a summation of the electron 
density in its Voronoi cell [3]. The equilibrium electron density is first subtracted from the 
velocity-dependent, non-equilibrium electron density so that the electron density of liquid 
water does not contribute to the projectile ion charge [4]. 
We extract the charge state information from our first-principles calculation. The 
Schiwietz and Grande model [5] is also plotted for comparison. Note that the charge state is 
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not an input for the RT-TDDFT simulations.  Rather, it is a quantity that can be extracted from 
the induced electron density after the charge has reached a steady state on the projectile ion.  
	
 
Figure D.10 Mean steady-state charge for a proton projectile in liquid water as a function of 
the projectile ion velocity. Error bars represent the standard deviations of the distribution of 
the instantaneous charge state, which is calculated using the Voronoi partitioning [3] in the 
simulation. The empirical model for the projectile charge state by Schiwietz and Grande [5] is 
shown as green line for comparison. 
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D.9 Comparison to Earlier RT-TDDFT Result and Empirical/Analytical Models 
We compare the electronic stopping power curve obtained using RT-TDDFT to our 
earlier work (Reeves, et al) [4] as well as to empirical/analytical models of Garcia-Molina [6], 
Penn [7,8], Ritchie [8,9], Ashley [8,10], and Emfietzoglou [8] discussed in our earlier work 
[4]. The work by Emfietzoglou, et al. [8] gives a detailed discussion of the models by Penn, 
Ritchie, and Ashley, along with the parameters used. The difference (within the statistical bars) 
between this first-principles work and our earlier first-principles work [4] derives from the 
inclusion of core electrons in our present work and also, to some extent, the more limited 
samplings of projectile proton paths in our earlier work [4].  
 
Figure D.11 Electronic stopping power compared with our former work by Reeves, et al. [4] 
(red) and analytical models using various model dielectric functions by Garcia-Molina [6] 
(teal), Penn [7,8] (blue), Ritchie [8,9] (purple), Ashley [8,10] (orange), and Emfietzoglou [8] 
(green).  The Bethe formula result (black) using a mean excitation energy of I=78 eV (the value 
currently recommended by the International Commission on Radiation Units and Measurement 
[11]) is also plotted.  
 
	 243 
REFERENCES 
 
[1] D. R. Hamann, Physical Review B 88, 085117 (2013). 
 
[2] A. Nilsson; D. Nordlund; I. Waluyo, N. Huang, H. Ogasawara, S. Kaya,  U. 
Bergmann, L. Å. Näslund, H. Öström, P. Wernet, K. J. Andersson, T. Schiros, L. G. 
M. Pettersson, Journal of Electron Spectroscopy and Related Phenomena 177, 99 
(2010). 
 
[3] C. Fonseca Guerra, J. W. Handgraaf, E. J. Baerends, F. M. Bickelhaupt, Journal of 
Computational Chemistry 25, 189 (2010) 
 
[4] K. G. Reeves, Y. Yao, and Y. Kanai, Physical Review B 94, 041108 (2016). 
 
[5] G. Schiwietz, P. Grande, Nuclear Instruments and Methods in Physics Research 
Section B: Beam Interactions with Materials and Atoms 175, 125 (2010) 
 
[6] R. Garcia-Molina, I. Abril, P. de Vera, and H. Paul, Nuclear Instruments and Methods 
in Physics Research Section B: Beam Interactions with Materials and Atoms 299, 51 
(2013) 
 
[7] D. R. Penn, Physical Review B 35, 482 (1987). 
 
[8] D. Emfietzoglou, R. Garcia-Molina, I. Kyriakou, I. Abril, and H. Nikjoo, Physics in 
Medicine & Biology 54, 3451 (2009). 
 
[9] R. H. Ritchie, Nuclear Instruments and Methods in Physics Research 198, 81 (1982). 
 
[10] J. C. Ashley, Journal of Physics: Condensed Matter 3, 2741 (1991). 
 
[11] Report 90. Journal of the International Commission on Radiation Units and 
Measurements 14, 34 (2014). 
 
	 244 
APPENDIX E: SUPPLEMENTAL MATERIAL FOR TD-MLWF PROPAGATION 
 
E.1. Vacuum Regions and Absorbing Potentials for Molecular Optical Spectra 
In many RT-TDDFT studies, however, the RT-TDDFT spectra of isolated molecules 
displays more “ripples” than the experimental spectrum when approaching higher energies. 
In this regime (> ~15 eV for a water molecule), the absorption spectrum likely comprises 
processes, which leads to extra artificial features in the spectrum due to a finite amount of 
emitted electron density interacting with periodic images of the system. In principle, this 
problem can be by increasing the dimensions of the simulation cell, thus increasing the 
vacuum region around the molecule. However, the more expedient approach is to employ an 
imaginary potential at the boundaries of the simulation cell to remove emitted electrons. This 
approach has been used in several RT-TDDFT studies of linear response properties of 
molecules, and it does have the desired effect of removing the simulation artifacts, resulting 
in spectra that are in better agreement with experimental observations for a wider energy 
range. For this work, we use large simulation cells to mimic vacuum conditions, but in future 
work absorbing boundary conditions will be implemented and used.  
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E.2 Silicon Supercell Convergence 
 
Figure E.1. Convergence of the imaginary dielectric function for crystalline silicon with 
respect to supercell size. The 256-atom supercell (black) achieves convergence of the spectrum 
with respect to supercell size.   
 
E.3. Quantized Charge Transport in Polyacetylene: Electric Field Pulse Frequency 
Dependence 
 
Figure E.2. Positions of the double-bond maximally localized Wannier function centers 
(MLWFCs) along the polyacetylene chain (x-direction) during RT-TDDFT simulations. In all 
cases, a static external field (magnitude of 0.00025 a.u.) was present in addition to quasi-
monochromatic optical pulse of 1.4 eV, 2.8 eV, and 5.6 eV.  The excitation frequencies were 
chosen relative to the calculated optical absorption spectrum in which a single absorption peak 
was calculated at 2.8 eV.   
