Abstract. We prove Lusztig's conjectures P1-P15 for Coxeter groups with complete graph, using deceasing induction on a-values and a kind of decomposition formula of Kazhdan-Lusztig basis elements. As a byproduct, we give a description of the left, right, and two-sided cells. In the appendix, we prove P1-P15 for right-angled Coxeter groups by the same methods.
P1-P15, for general Coxeter groups with a (positive) weight function. These conjectures mainly concerns some properties of cells and the a-function defined in terms of Kazhdan-Lusztig basis of the Hecke algebra with unequal parameters. The main goal of this paper is to prove P1-P15 for Coxeter groups with complete (Coxeter) graph.
The cells of a Coxeter group (in the equal parameter case) is defined in [KL79] for the study of representations of Hecke algebras. Cells of finite and affine Weyl groups also appear naturally in other contexts of representation theory. Left cells of a finite Weyl group is in bijection with primitive ideals of the enveloping algebra of the corresponding semisimple Lie algebra, see [KL79, 1.6(c) ]. Cells of finite Weyl groups (including some special unequal parameter case) play an important role in classification of characters of finite groups of Lie type, see [Lus84] . The two-sided cells of affine Weyl groups also has connection with modular representations of Lie algebras and algebraic groups, see [Hum02, AHR18] . In his works [Lus85, Lus87a, Lus87b, Lus89] on cells of affine Weyl groups, Lusztig introduced a-functions and asymptotic rings, which are applied to study representations of affine Hecke algebras, see also [Xi94b, Xi07] . Lusztig proved that the cells of the affine Weyl group are in bijection with unipotent conjugacy classes of an algebraic group over C, and values of the a-function can be given by the dimensions of springer fibers. Based on these works, Lusztig summarized P1-P15 for general Coxeter group with weight function in [Lus03] . In the equal parameter case, P1-P15 can be proved by using the positivity conjecture ( [KL79] ) of Kazhdan-Lusztig polynomial and the boundedness conjecture ([Lus03, 13.4]) of the a-function, see [Lus03, §15] for the proof. Up to now, the positivity conjecture has been proved for general Coxeter groups, see [KL80, EW14] . However, the boundedness conjecture is only known for finite Coxeter groups, affine Weyl groups ( [Lus85] ), Coxeter groups with complete graph ( [Xi12, SY16] ), the rank 3 case ( [Zho13, Gao16] ), universal Coxeter groups [SY15] . In other words, even in equal parameter case, P1-P15 are only known for these Coxeter groups.
The Kazhdan-Lusztig basis and cells can be defined for Hecke algebras with unequal parameters ( [Lus83] ). An important difference from the equal parameter case is that there is no positivity for Kazhdan-Lusztig polynomials. It is an interesting question to know whether P1-P15 hold for the unequal parameter case. In [Lus03] , Lusztig proved P1-P15 for the quasi-split case and infinite dihedral groups. For Weyl group of type B n with asymptotic parameters, Bonnafé and Iancu defined an analogue o f the Robinson-Schensted algorithm, and gave a description of left cells, see [BI03] . Later on Bonnafé determined the two-sided cells, see [Bon06] . Geck and Iancu proved conjectures P1-P15 except P9, P10, P15 in [GI06] using the method of "leading matrix coefficients" introduced by Geck [Gec02] . Later on Geck proved P9, P10 and a weak version of P15 in [Gec06] , and the proof of P15 was given by [Gec11, Lem. 4.7] . In the same paper, P1-P15 are proved for finite dihedral groups and Coxeter groups of type F 4 , see [Gec11, Prop. 5.1 and 5.2]. Therefore, for finite Coxeter groups, P1-P15 are open up to now only for Weyl group of type B n with non-asymptotic parameters. See [BGIL10] for a conjectural description of the cells.
In [Gui08b, Gui10] , Guilhot explicitly determined the left and two-sided cells of affine Weyl groups of typesB 2 (orC 2 ) andG 2 . Based on the cell partitions, Guilhot and Parkinson gave a proof of P1-P15 for affine Weyl groups of typẽ C 2 andG 2 , see [GP19b, GP19a] . They introduced a notion, called a balanced system of cell representations, which was inspired by the work [Gec11] of Geck for the finite case. Moreover, they found an interesting connection of cells with Plancherel Theorem. Conjectures P1-P15 for universal Coxeter groups (which are called free Coxeter groups in [Bon17, Ch.24] ) are also proved in [SY15] .
The lowest two-sided cell of the affine Weyl group is a typical cell. In the equal parameter case, the lowest two-sided cell has an explicit description, see [Shi87, Shi88, Béd88] . For the unequal parameter case, the lowest two-sided cell has a similar description, see [Xi94b, Ch.3] and [Bre97, Gui08a] . In fact, there always exists a unique lowest two-sided cell for any Coxeter group with weight function if the boundedness conjecture is true, see [Xi12, Thm. 1.5] for the equal parameter case and [Xie17b, Thm. 2.1] for a straightforward generalization to the unequal parameter case.
In [Xi90, Xi94a] , Xi proved a conjecture on the structure of the asymptotic ring (also called based ring) of the affine Weyl group in the case of the lowest two-sided cell, and applied it to study certain representations of the affine Hecke algebra. In [Xie17a] , we try to generalize Xi's works to the unequal parameter case. To establish the asymptotic ring, we need first to prove P1-P15 for the lowest two-sided cell. To describe the structure of the asymptotic ring, we need to generalize a kind of decomposition formula for the Kazhdan-Lusztig basis elements corresponding to the lowest two-sided cell (see [Xi90, Lem. 2.7 and Thm.2.9] and [Bla09] ) to the unequal parameter case. We found that this decomposition formula can be used to prove P1-P15 for the lowest two-sided cell. Motivated by this, in an unpublished paper [Xie15] , we determined a kind of decomposition formula for all the Kazhdan-Lusztig basis elements of affine Hecke algebras of typeB 2 andG 2 , and proved P1-P15 under some unhappy assumptions.
Xi [Xi12] proved the boundedness conjecture for Coxeter groups with complete graph, see also [SY16] for the unequal parameter case. It turns out these Coxeter groups are relatively easy to deal with, partly because the reduced expressions of their elements can be described explicitly (see [Shi15, Shi18] ). Based on these works, we proved P1-P15 for the lowest two-sided cell of the Coxeter group with complete graph, and gave a description of the structure of its asymptotic ring, see [Xie17b] .
The main goal of this paper is to prove P1-P15 for Coxeter groups with complete graph. Some ideas for the proof of P1-P15 here originate from our previous works [Xie17a, Xie15, Xie17b] on the lowest two-sided cell and decomposition formula.
1.2. Main idea. In this subsection, (W, S, L) is a weighted Coxeter group with complete graph. Let N ∈ N. Denote by W ≥N = {w ∈ W | a(w) ≥ N}, and similarly define W ≤N , W >N , W N . Let D be the set of elements: (i) w J , where J ⊆ S such that the parabolic subgroup W I is finite, and (ii) sw I , where I = {s, t} ⊆ S, m st < ∞, L(s) < L(t). Let a ′ : D → N be a function given by
)(L(t) − L(s)).
Define Assume that W >N is ≺ LR closed. Then we can consider the quotient algebra H ≤N = H/H >N , where H is the Hecke algebra and H >N is the two-sided ideal spanned by C w , w ∈ W >N . Denote the image of T w and C w in H ≤N by T y ≤ N for any x, y ∈ W ≤N , and the equality holds only if x, y ∈ Ω N ; (ii) deg
Using these, we prove a decomposition formula
The key point here is that N E b (resp. N F y ) is independent of y (resp. b), and
Note that (i) is a kind of generalization of the boundedness conjecture.
The main strategy of this paper is using decreasing induction on N to prove P1-P11, P13-P15 for W ≥N and W ≥N = Ω ≥N . It holds for N large enough, since W ≥N = Ω ≥N = ∅ by the boundedness conjecture which has been proved in [Xi12] . We deal with P12 alone. It is worth mentioning that general facts in section 3 play an important role in our proof, and Lemma 3.8 can be used to compute a-values.
Since the boundedness conjecture has been proved for Coxeter groups of rank 3 ( [Zho13, Gao16] ), Gao and the author are trying to prove P1-P15 for hyperbolic Coxeter groups of rank 3 based on ideas of this paper. In this case, the counterpart of Lemma 5.3 becomes complicated. The case of the lowest two-sided cell has been worked out in a recent work [Gao19] by Gao.
1.3. Organization. In section 2, we fix some basic notations, and clarify the precise meaning of "P1-P15 for W ≥N ". In section 3, we consider the quotient algebra H ≤N and prove that N T w , w ∈ W ≤N and N C w , w ∈ W ≤N form twobasis of H ≤N . We prove a cyclic property (Lemma 3.7(iii)), which is useful in determining left cells, and prove Lemma 3.8, which can be used to compute the a-values. In section 4, we fix some notation about finite dihedral group that we used frequently, and prove Proposition 4.12 on some computations in finite dihedral groups, which will be used in the proof of Proposition 6.3.
In section 5, we recall some basic properties about Coxeter groups with complete graph. The section 6 is the main part of this paper. We prove the decomposition formula (Theorem 6.12), and its corollaries Theorem 6.13 and 6.14. Then we prepare two propositions for the proof of P1-P15. The section 7 is devoted to the proof of P1-P15. In section 8, we describe the two-sided cells of W .
In appendix A, we give a new proof of P1-P15 for finite dihedral groups. In appendix B we prove the boundedness conjecture and P1-P15 for right-angled Coxeter groups.
Conjectures (P1-P15) ≥N
Let (W, S) be Coxeter group. Throughout this article, we always assume that S is a finite set. For s, t ∈ S, let m st ∈ N ∪ {∞} be the order of st in W . For example, if m st = 1, then s = t; if m st = 2, then st = ts. The neutral element of W is denoted by e. Associated to (W, S), we can define a graph, called Coxeter graph. We call (W, S) a Coxeter group with complete graph if its Coxeter graph is complete, or equivalently m st ≥ 3 for any s = t in S. For I ⊆ S, we have a parabolic subgroup W I , which is the subgroup generated by I. If W I is a finite group, then we denote by w I the longest element of W I .
For a Coxeter group (W, S), we denote the length function by l :
. Unless otherwise stated, the weight function in this paper is assumed to be positive, i.e. L(s) > 0 for any s ∈ S.
Let A = Z[q, q −1 ]. Associated to (W, S, L), we have an algebra H over A, called the Hecke algebra. It has an A-basis {T w | w ∈ W } and satisfies relations:
and
For 0 = a = i α i q i ∈ A with α i ∈ Z, we define deg a = max{i | α i = 0}. For 0 ∈ A, we define deg 0 = −∞. For h = w∈W a w T w with a w ∈ A, we define deg h = max{deg a w | w ∈ W }. This gives a function deg :
There is a unique A-basis {C w | w ∈ W } of H, called Kazhdan-Lusztig basis, such that
(1) C w ≡ T w mod H <0 , where
and C w is invariant under the bar involution·, which is a Z-algebra endomorphism on H such that q = q −1 and T w = T For w ∈ W , define a(w) := max{deg h x,y,w | x, y ∈ W }. 
For w ∈ W , integers ∆(w) and n w are defined by p e,w = n w v −∆(w) + terms with lower degrees, with n w = 0.
For N ∈ N, we denote by 
For any x, y, z ∈ W with one of them belonging to W ≥N , we have γ x,y,z = γ y,z,x = γ z,x,y .
(P8) ≥N . For any x, y, z ∈ W with one of them belonging to The main goal of this paper is to prove P1-P15 for Coxeter groups with complete graph. Roughly speaking, our main strategy is using decreasing induction on N: assuming (P1-P15) >N Proof. If z ∈ W >N , we have C z ∈ H >N , and
(3.1)
Then using induction on the Bruhat order, we know that elements
for some a w ∈ A and a w = 0 for some w. Thus
for some b y ∈ A. We have b y = 0 for some y ∈ W >N . Let y 0 be the maximal element in {y ∈ W >N | b y = 0}. The coefficient of T y 0 is b y 0 = 0 on the righthand side of (3.2) , but it is zero on the left side since y 0 / ∈ W ≤N . This is a contradiction. Thus N T w , w ∈ W ≤N are linearly independent.
For x, y, z ∈ W ≤N , define N f x,y,z ∈ A by the expansion
This gives a function deg :
For any w ∈ W , we denote by N C w the image of C w in the quotient algebra H ≤N . Note that
T y for any w ∈ W , then applying (3.1) and using induction on length, we have unique It is easy to see that for x, y ∈ W ≤N , we have
By the triangularity with respect to the restriction of the Bruhat order on W ≤N , we have
for some N q y,w ∈ A such that q y,w = 0 implies that y ≤ w, N q w,w = 1 and deg N q y,w < 0 for y < w. By (3.3), (3.5), (3.7) and (3.8), we have the following two equations about expressions between h x,y,z and N f x,y,z for x, y, z ∈ W ≤N :
Lemma 3.4. For any x, y ∈ W ≤N , we have deg(
We have
Proof. Since for x, y, z ∈ W ≤N , we have deg h x,y,z ≤ N. By (3.10), we have deg Let τ : H → A be the A-linear map such that τ (T w ) = δ e,w . It is known that τ (T x T y ) = δ x,y −1 , and for h, h ′ ∈ H, we have τ (hh
Lemma 3.6. For x, y ∈ W ≤N , we have 12) and
Proof. By using N p y,w and N q y,w , it is easy to see that (3.12) and (3.13) are equivalent. Since τ (T x T y ) = δ x,y −1 , we have τ (C x C y ) ∈ δ x,y −1 + A <0 . Thus to prove (3.12), it suffices to prove that
To prove the lemma, it is remains to prove that for z ∈ W ≤N ,
By (P1) >N , we have deg p e,w = −∆(w) ≤ −a(w) < −N. Then using induction on the length, we can prove deg
, by the last paragraph.
Since τ (C z ) = p e,z , we have
Since z ∈ W ≤N , we have deg h x,y,z ≤ N, and hence
1 This is the only place where we apply (P8) >N . It can been weakened as the condiiton that for N ′ > N , x, y ∈ W ≤N ′ , z ∈ W N ′ , then γ x,y,z = 0 implies that x, y ∈ W N ′ . This is precisely Lemma 3.7(iv). Thus, if we assume the boundedness conjecture, then we can use induction on N ′ to prove this weak assumption. In other words, (P8) >N here can be replaced by assuming the boundedness conjecture. In the same time, (P4) >N can be replaced by a weak condition that for any
(ii) For x, y, z ∈ W ≤N , we have Proof. By (3.13), we have
This implies that
By taking the coefficients of q N , we have
This proves assertion (ii). Now we prove assertion (iii). If
N β x,y,z = 0, we have N β x,y,z = γ x,y,z by Lemma 3.4. By using assertion (ii), we obtain (3.19). Now γ x,y,z = 0 implies z −1 ≺ L y, and γ z,x,y = 0 implies y
This proves (iii).
Now we prove (iv). Since a(z) = N, then 
Proof. It follows from Lemma 3.4 and the cyclic property (3.19).
3.3. Parabolic subgroups. Let J ⊆ S. The restriction of the weight function L on the parabolic subgroup W I is still denoted by L. Let H J be the Hecke algebra corresponding to (W J , J, L). Then H J is naturally isomorphic to the subalgebra of H spanned by {T w | w ∈ W J } over A. We will identify H J with this subalgebra. By the definition, the Kazhdan-Lusztig basis elements indexed by w ∈ W J in H J and H coincide, and we use the same notation C w . We can define the preorders ≺
Here are some notations.
For r ∈ I and 0 < n ≤ m st , we denote by w(r, n) (resp. w(n, r)) the element w of W I satisfying l(w) = n and r ∈ L(w) (resp. r ∈ R(w)). By convention, w(r, 0) = w(0, r) = e.
In the case of a = b, m st is even, and usually set m st = 2m for some m ∈ N. In this case, we denote by d I the element w(r, 2m − 1), where r ∈ I is determined by {r, r ′ } = {s, t} and L(r) > L(r ′ ). In this case, we define a new weight function 
Proof. Without loss of generality, in this proof we assume that a < b.
(4.5) Applying τ to the above two equations, and using τ (T x T y ) = δ x,y −1 , we have
or equivalently,
Now we prove the lemma by decreasing induction on the length of v. If v = d I , the lemma is obvious. Let v < d I . Assume the lemma holds for l(v) + 1, and then we prove it for v. It can be divided into the following three cases.
Case (1): tv > v. By (4.6), we have deg p v,
. Case (3): sv > v, and sv ≤ d I . In this case we claim that:
Then by this claim and (4.6) we will have deg p v,
Let k be the number of s in the reduced expression of v, and l the number of s in the reduced expression of d I . Then we have n 1 = n 3 , n 2 = −(k + 1) + l, n 4 = k − (l + 1). To prove claim (4.7), it suffices to prove that n 2 > n 4 , which is equivalent to l > k. This is due to sv ≤ d I .
Proof. By (4.3) and (4.2), we have
where l s (y) is the number of s in a reduced expression of y. Hence
+ terms with lower degrees,
In both cases, we always have
deg f u,v,w I = L(u) + L(v) − L(w I ) (in particular, f u,v,w I = 0).
Proof. It is easy to see that if
Assume that we are in case (i). Then we have some
Assume that we are in case (ii). Let r ∈ R(u)∩L(v) and u = u ′ r, v = rv
we must be in one of the following situations.
(
• If z ∈ {e, s}, then L(z) ≤ a, and we always have δ < 0.
•
Proof. In this proof, we abbreviate
In other words,
Straightforward computations show that
if k is odd and = 2m − 1,
Let (λ i,j ) 0≤i,j≤2m−1 be a 2m × 2m matrix with entries in A such that
Then we have λ i,i = 1 for i ≥ 0, and λ i,j = 0 for i < j, and a recursive formula, for i ≥ 1,
if i + j is even and j = 0, ξ a λ i−1,j + λ i−1,j+1 if i is even, j is odd, and j = 2m − 1, ξ b λ i−1,j + λ i−1,j+1 if i is odd and j is even. 
(III) We have µ 0 = 1, and for i > 0,
Combining (I)(II)(III), if i + j is even, or if i is odd and j is even, we have
Assume that i is even and j is odd. To determine λ i,j , let us compute
By (III), and using 1 + (−q −a )ξ a = q −2a , we have
Then we have
By (II) again, we have
with i even, j odd and i − j ≥ 3. If i − j = 1 and i is even, then by (II) we have
Therefore,
By the definition, for u = w(t, 2m − 1 − j) and v = w(i, t), we have
These results can be used to determine
If i is odd, j is even and i > j, then
i−j when i + j is even and i ≥ j. Now the lemma follows.
Proof. Assume without loss of generality a < b. If m st ≥ 6, then using Lemma 4.8, the maximal degree
Then we are in one of the following situations.
Proof. By Corollary 4.9, we have
Then γ > 0 occurs only if z = t. In this case, γ ≤ 2a − b > 0, and by (i) and (ii) of Lemma 4.8, tu < u and vt < v.
f u,v,r = ξ r , then ru < u and vr < v.
Proof. We only prove (i) here. Other assertions are proved in a similar way. We have f u,v,st = f ts,u,v −1 . The possible values of f u,v,st immediately follows from computing T ts T u . If f ts,u,v −1 = ξ s ξ t , then su < u and tu < u, i.e. L(u) = I. Hence u = v = w I . If f ts,u,v −1 = ξ s , then su < u and tu = v −1 . If f ts,u,v −1 = ξ t , then tsu < su and su = v −1 , which implies that u = sv −1 and vt < v. This proves (i).
The following proposition will be used in the latter proof of P1-P15 for Coxeter groups with complete graph.
Proposition 4.12. Assume that N ∈ N, u, v, z ∈ (W I ) ≤N , and z ∈ {e, s, t, st, ts}. We consider the possible degrees of
, and the equality holds only if vr < v and ru < u. (iii) Let w = s 1 s 2 with {s 1 , s 2 } = {s, t}. Then we are in one of the following situations:
Proof. We can assume without loss of generality that a = L(s) ≤ b = L(t). Let z ∈ {e, s, t, st, ts}. According to (W I ) >N , the proof is divided into the following cases.
Case (I):
, and the proposition follows from Lemma 4.11.
Case (II):
By Lemma 4.7, there are three situations as follows.
, and the proposition holds by Lemma 4.11.
, which is consistent with (ii). Lemma 5.2. Let x ∈ W and s, t ∈ S satisfy l(xst) = l(x) + 2.
(i) We have R(xst) = {t} or {s, t}.
(ii) If R(xst) = {t} and R(xs) = {s} and {s, t} ∩ L(y) = ∅, then
The following lemma is useful in this paper. Note that (ii) of the following lemma appears in [SY16, Lem. 2.5(1)]. We will give a proof here based on Lemma 5.2. 
We prove assertion (ii). Assume that l(xzy) < l(x) + l(z) + l(y). By Lemma 5.2(i), we have R(xst) = {t} or {s, t}. If the latter case happens, then t ∈ R(x) since m st ≥ 3, which contradicts with the assumption R(x) ⊆ S \ I. Thus R(xst) = {t}. By Lemma 5.2(ii), l(xzy) < l(x) + l(z) + l(y) implies that R(xs) = {s, r 1 } for some r 1 ∈ S. Similarly, l(y
) implies that L(ty) = {t, r 2 } for some r 2 ∈ S.
Let xs = x ′ w r 1 s , ty = w tr 2 y ′ . Assume that r 1 = r 2 . Then R(xs) ∩ {t, r 2 } = ∅, which implies that l(xsw tr 2 ) = l(xs) + l(w tr 2 ). Then by assertion (i), we have l(xsty) = l(xsw tr 2 y ′ ) = l(xs) + l(w tr 2 ) + l(y ′ ) = l(x) + l(z) + l(y), which is a contradiction. Hence r 1 = r 2 , denoted by r. This proves the "only if" part of (ii). The "if" part is obvious. Now we prove assertion (iii). We have
By Lemma 5.2(i), we have R(x ′ (w rs r)) = {s}, and hence
Then by assertion (i), we have l(x ′ (w rs r)w tr y ′ ) = l(x ′ (w rs r))+l(w tr )+l(y ′ ). Hence the first term ξ r T x ′ (wrsr) T wtry ′ is equal to ξ r T xsrty . Take
Then the second term is T x 1 T z 1 T y 1 , l(y 1 ) < l(y), and R(x 1 ) ∪ L(y 1 ) has no intersection with I 1 = {t, r}.
Assume that l(x 1 z 1 y 1 ) < l(x 1 ) + l(z 1 ) + l(y 1 ). Then by assertion (i) and (ii), m tr = 3 and R(x 1 t) = {t, r ′ } and L(ty 1 ) = {r, r ′ } for some r ′ ∈ S. Similarly, by considering (x ′ , w rs r, (rw tr )y ′ ), we have m sr = 3. Since x 1 = x ′ rs, we have R(x 1 t) = {t} or {t, s}. Hence r ′ = s and R(x 1 t) = {t, s}. If m st ≥ 4, then R(x 1 t) = R(x ′ rst) = {t, s} implies that R(x ′ r) = {s, t} by Lemma 5.2(i), a contradiction with r ∈ R(x ′ r). Hence m st = 3.
At last, using induction on the length of y, we have that deg(T x 1 T z 1 T y 1 ) = 0 or L(s), and hence deg(
Decomposition formulas
Assumption 6.1. In this section, (W, S) is a Coxeter group with complete graph, i.e. m st ≥ 3 for any s = t ∈ S, and L : W → Z is a fixed positive weight function.
The boundedness conjecture 2.1 holds for Coxeter groups with complete graph, by [Xi12] and [SY16] . In particular, W >N = ∅ for large enough N, and a(w) < ∞ for any w ∈ W .
Denote by D the set of elements d ∈ W such that
and 
Proof. If deg
If we know x, y ∈ Ω ≥N , then x, y ∈ Ω N by (6.4). Thus it suffices to prove that y ∈ Ω ≥N is a necessary condition of the equality.
We prove the proposition by induction on the length of y. If l(y) = 0, the proposition is obvious. If l(y) = 1, then y = r for some r ∈ S. Then
The proposition follows in this case. Assume now that l(y) ≥ 2 and the proposition has been proved for all
T ry , which has degree ≤ N by our induction hypothesis. Here we need to note that:
• ry ∈ W ≤N ; otherwise, ry ∈ W >N = Ω >N , which implies y = r(ry) ∈ Ω >N = W >N , a contradiction; • when xr ∈ W >N , we need to use (3.4). The equality deg It remains to deal with the case: L(y) ⊆ R(x), and for any r ∈ L(y), l(xry) < l(x) + l(ry). In this case, for a reduced expression y = t 1 t 2 · · · t k of y, we have xt 1 < x, and we can find an integer m ≥ 2 such that l(xt 2 · · · t m−1 ) = l(x) + m − 2 and xt 2 · · · t m < xt 2 · · · t m−1 . We can assume such an m is minimal among similar integers for other reduced expressions of y. Then by [Xi12, Lem. 2.3], t 1 t 2 · · · t m is in a finite parabolic subgroup of W . In particular, y = t 1 t 2 · · · t k is a reduced expression of y such that m t 1 t 2 < ∞. Let I = {t 1 , t 2 }.
Write x = x 1 u, y = vy 1 with x 1 minimal in xW I , y 1 minimal in W I y, and u, v ∈ W I . Then
In the following, we prove that deg( Case (ii): l(w) = 2. Let w = s 1 s 2 with {s 1 , s 2 } = I. If l(x 1 wy 1 ) = l(x 1 ) + l(w) + l(y 1 ), then we can use the same method as case (i). In the following we assume that l(x 1 wy 1 ) < l(x 1 ) + l(w) + l(y 1 ). By Lemma 5.3(ii)(iii), we have R(x 1 s 1 ) = {s 1 , r}, L(s 2 y 1 ) = {s 2 , r} for some r ∈ S \ I and Then y = w I y 1 = z 1 w s 2 ,r z 2 for some z 1 , z 2 ∈ W with l(y) = l(z 1 ) + l(w s 2 ,r ) + l(z 2 ), since L(s 2 y) = {s 2 , r}. Then y ∈ W ≤N = Ω ≤N implies that
(6.6)
Then we have 
Note that the last inequality is strict. 
If L(s 1 ) < L(s 2 ), then vs 2 < v. By the same reason as case (4), we have
Now we have completed the proof of case (ii).
Case (iii): l(w) = 1, i.e. w = r for some r ∈ S. We have
Since l(y 1 ) ≤ l(y) − 2, applying the induction hypothesis to y 1 and ry 1 , we have deg( 
(6.13)
Proof. Assertion (i) follows from the definition of B d and U d . We now prove (ii). If d = w J for some J ⊆ S, assertion (ii) is well known. If d = w(t, 2m − 1) for some {s, t} ⊆ S with m s,t = 2m and L(s) < L(t), then l(ty) = l(y) + 1 is obvious, and l(sy) = l(y) + 1 also holds (otherwise sy < y and dy = (w st )(sy) ∈ Ω >N since w st ∈ D >N , which is a contradiction). Thus y is of minimal length in W I y with I = {s, t}. This proves (6.13). Now we prove (iii) by induction on l(w). Since w ∈ Ω N , then by the definition of Ω N we have
. If w is of minimal length in Ω N , then w = d since x 1 d and dy 1 are in Ω N . If x 1 ∈ B d , then we are done. If x 1 / ∈ B d 1 , then by the definition of B d we can find w 2 ∈ Ω ≥N and v 2 = e such that x 1 d 1 = w 2 v 2 and l(x 1 d 1 ) = l(w 2 ) + l(v 2 ). Note that w 2 ∈ Ω N and l(w 2 ) < l(w). Using induction hypothesis, we have w 2 = bdy 2 for some
Proof. Note that l(d) ≥ 3 or l(d) = 1. If l(d) ≥ 3, then it follows from Lemma 5.3(i). In the following, we take d = r ∈ S. We have r, br, ry ∈ Ω N and b ∈ Ω <N . Then R(br) = {r} = L(ry); otherwise, br or ry ∈ Ω >N . Assume that l(bry) < l(b) + l(y) + 1. Then we can find reduced expressions b = s p s p−1 · · · s 1 , y = t 1 t 2 · · · t q , some s ∈ S with 3 ≤ m r,s < ∞ and i, j ≥ 1, such that
Since b ∈ Ω <N , we have L(s) < L(r) and i = 1. These imply that ry = w(r, m r,s − 1)z for some z ∈ W satisfying l(ry) = l(w(r, m r,s −1))+l(z). Since w(r, m r,s −1) ∈ D >N , we have ry ∈ Ω >N , which contradicts with the assumption ry ∈ Ω N . Hence l(bry) = l(b) + l(y) + 1. Case (ii): l(w) = 2. Let w = st with I = {s, t} ⊆ S. By the proof of case (i), we only need to consider the case where l(xwy) < l(xw) + l(y). In this situation, we have R(xs) = {s, r}, L(ty) = {t, r} for some r ∈ S \I, and deg(T xw T y ) = L(r). Now the proof is divided into the following two cases.
(1):
Since R(xs) = {s, r} and xw 
If moreover b ∈ B d , then by (6.19) the above inequality is strict. Then the proposition follows in this case.
. Case (iii): l(w) = 1, i.e. w = r for some r ∈ S. By Proposition 6.3, we have deg( 
Case (iv): l(w) = 0. By Proposition 6.3, we have deg(
If moreover x ∈ B d , we have x ∈ Ω <N , and hence the inequality is strict.
6.2. One-sided Decomposition.
Similarly, for
where
This proposition will follow from Lemma 6.9.
Lemma 6.8. The elements
Proof. Assume for some g y,w ∈ A <0 .
XUN XIE
In this paragraph, we assume that the above lemma holds for a fixed w ∈ Y d . By (6.21), H ≤N ) <0 (see (3.4) ). By (3.6), we have
(6.23)
Proof of Lemma 6.9. We prove it by induction on l(w). It is obvious for w = e. Fix a w ∈ Y d with l(w) > 1 and assume that we have proved the lemma for all
It is well-known that T u = T u + z<u R z,u T z for some R z,u ∈ A. By applying (6.23) for w ′ with l(w ′ ) < l(w), which holds by our induction hypothesis, we have for any u ∈ Y d with u ≤ w,
Then it is a routine to prove that there are unique g y,w ∈ A with y ∈ U d , y < w such that 
Then the corollary follows. 
Then by Corollary 6.10, we have w = dy for some y ∈ U d .
Remark 6.1. Note that Proposition 6.7 and Corollary 6.11 can be deduced using results in [Gec03] . Details are left to readers.
Decomposition formula and its corollaries.
Theorem 6.12 (Decomposition formula).
(6.27)
Proof. We have ( Proof. Assertion (i) follows immediately from the decomposition formula (Theorem 6.12) and Corollary 6.10.
Conversely, for any y ∈ U d we have d ∼ R dy by Corollary 6.11, and hence bd ∼ R bdy using the decomposition formula. Therefore Φ b,d ⊇ bdU d . This proves (ii). In particular,
By Lemma 6.5, we have For (iii), it remains to prove that the union is disjoint. In other words, we need to prove that if 
≥N . Since W ≥N and W >N are ≺ LR closed, W N is a union of some two-sided cells. Then (iv) follows, and the proof of (v) is also implied in this paragraph.
Theorem 6.14. Recall that
, and d 1 ) , and γ x,y,z = γ px,py,pz .
Since bdy ≺ L dy, then by Theorem 6.13(iii)(v) we have bdy ∼ L dy. Thus dy belongs to the left cell Γ b ′ ,d ′ that containing w, i.e. dy = ub ′−1 with u ∈ Γ d ′ and l(dy) = l(u) + l(b ′ ). Since u ∈ W N , dy ≺ R u, by Theorem 6.13(v) again, we have u ∼ R dy, and hence u ∈ Φ d . Take p w = u. Then we have proved
and by the decomposition formula,
Then (i) follows. Now we prove (ii). By Lemma 3.7(iv), if γ x,y,z = 0 for x, y, z ∈ W N , then
By Theorem 6.13(iv)(v), we have
Keep notations of assertion (ii) and assume that γ x,y,z = 0. Let
Using the fact that deg h w 1 ,w 2 ,w 3 ≤ N for w 1 , w 2 ∈ W and w 3 ∈ W ≤N , one can see that
Then we have γ x,y,z = γ px,py,pz . (i) For z ∈ W N , we have a(z) ≤ ∆(z), and
In particular, z 2 = e for any z ∈ D N , and every left cell in W N contains a unique element in D N .
(ii) Let x, y ∈ W ≤N and z ∈ D N . Then γ x,y,z = 0 if and only if x = y −1 and y ∼ L z. And in this case γ x,y,z = n z = ±1.
, and the equality holds if and only if b = y −1 , i.e. z = bdb −1 . Then (i) follows.
Let x, y ∈ W ≤N , z ∈ D N with γ x,y,z = 0. By Lemma 3.7(iv), x ∼ R z = z −1 ∼ L y. By Theorem 6.13, we have x, y ∈ W N and
Then by (3.12) we have w∈W N h x,y,w p e,w ≡ δ x,y −1 mod A <0 . By (i), we have deg h x,y,w p e,w ≤ 0. If deg h x,y,w p e,w = 0, then γ x,y,w −1 = 0 and w ∈ D N , and hence w is the unique element z that contained in D N and the left cell of y, see (i). Thus, for this z, γ x,y,z n z = δ x,y −1 . Thus γ x,y,z = 0 implies that x = y −1 and γ x,y,z = n z = ±1. Conversely, if x = y −1 ∼ R z ∈ D N , by the same arguments, we have γ x,y,z = n z = 0. This proves (ii).
and on the right via
Then these two actions commute with each other.
By the decomposition formula, . This proves (P14) N . Now we prove (P8) N and use notations in (P8) ≥N . By (P8) >N , we can assume that x, y, z ∈ W ≤N and at least one of them is in W N . We claim that z ∈ W N no matter which one of x, y, z belongs to W N . For example, if x ∈ W N , then γ x,y,z = 0 implies that z −1 ≺ LR x, and by Theorem 6.13(iv), we have a(z) ≥ a(x) = N. But z ∈ W ≤N . Thus z ∈ W N . Then using Lemma 3.7(iv), we have
Similar computations show that
N C xd (m d N C du ) = η ′ d η ′′ d n d z∈W ≤N γ xd,dy,z −1 m z . Then claim (6.30) follows. Let u, v ∈ W ≤N , w ∈ W N with w = bdy, d ∈ D N , b ∈ B d , y ∈ U d . We have N C u m bdy N C v = 1 η ′ d N C u N C bd m dy N C v = 1 η ′ d N C u N C bd m dy N C v = 1 η ′ d   x ′ ∈U −1 d h ′ u,bd,x ′ d N C x ′ d m dy   N C v = 1 η ′ d η ′′ d   x ′ ∈U −1 d h ′ u,bd,x ′ d N C x ′ d m d N C dy   N C v = 1 η ′ d η ′′ d   x ′ ∈U −1 d h ′ u,bd,x ′ d N C x ′ d m d N C dy   N C v by (6.30) = 1 η ′ d η ′′ d   x ′ ∈U −1 d h ′ u,bd,x ′ d N C x ′ d m d   N C dy N C v = 1 η ′ d η ′′ d x ′ ∈U −1 d y ′ ∈U d h ′ u,bd,x ′ d h ′′ dy,v,dy ′ N C x ′ d m d N C dy ′ .
. This proves (P8) N . Now we prove (P7) N and use notations in (P7) ≥N . By (P7) >N , we can assume that x, y, z ∈ W ≤N and one of them is in W N . If γ x,y,z , γ y,z,x , γ z,x,y are all zero, then γ x,y,z = γ y,z,x = γ z,x,y is obvious. If one of γ x,y,z , γ y,z,x , γ z,x,y is nonzero, say γ z,x,y = 0, then by arguments in the previous paragraph, we have y ∈ W N , and then applying Lemma 3.7(iv) we have γ x,y,z = γ y,z,x = γ z,x,y . This proves (P7) N .
By • If J 1 ∩ J 2 = ∅, then we take
In this case, we take
Using the the fact that m t 1 t 2 ≥ 3 for any t 1 , t 2 ∈ S, one can check directly that the element x constructed as above belongs to Ω N , and hence belongs to (
In particular, the right cell bdU d is right connected in the sense that for any u, v ∈ bdU d we have a sequence u = w 1 , w 2 , · · · , w k = v such that w −1 i w i+1 ∈ S for all 1 ≤ i < k. Proof. It follows immediately from Theorem 8.2.
Appendix A. A new proof for finite dihedral groups
The aim of this section is to give a new proof of P1-P15 for finite dihedral groups, and determine their cell partition, based on some computations and methods for Coxeter groups with complete graph.
Assumption A.1. In this section, W I is a finite dihedral groups, and we keep the notations from §4.
The following lemma is easy.
Lemma A.2. For any x, y ∈ W I , we have
the equality holds only if x = y = w I .
By this lemma and Lemma 3.8, we have (W I ) >L(w I ) = ∅, and (W I ) L(w I ) = {w I }. It is easy to verify that (P1-P15) ≥L(w I ) holds.
If s ∈ R(u), then we have
Proof. Due to Lemma A.2 and N = L(w I ) − 1, we have (
We prove (A.1), (A.2) and (A.3) by induction on l(u). If l(u) = 0, then they clearly hold. Assume now that l(u) > 0 and that they hold for elements with length less than l(u).
Since deg p y,w 0 ≤ −a for y = w 0 , we have
and if s ∈ R(u), deg
Combined with (A.3) and (A.4), we obtain (A.1) and (A.2).
the equality holds only if u, v = e.
This follows immediately from Lemma A.3. We claim that for u k = w(t, 2k − 1) with 1 ≤ k ≤ m we have
which implies that deg
We prove (A.7) by induction on k. If k = 1, it is obvious. Assume that k ≥ 2 and that we have proved it for elements u k ′ with k ′ < k. We have
. By (A.1) and the fact that deg ξ t p y,w 0 ≤ 0 for y = w 0 , d I , we have deg(ξ t p y,w 0 T r = a for u = e, w I and r ∈ R(u), we have (W I ) a = W I \ {e, w I } = (Ω I ) a . Repeating the process of sections 6 and 7, one can see that (W I ) a is a two-sided cell, and (P1-P15) ≥a holds (of course, we only need part of arguments of sections 6 and 7). At last, we have P1-P15, since {e} is the remaining two-sided cell.
Proof. It is the same as the proof of Proposition A.6, but we use Corollary A.5.
The equality deg Proof. We prove it by induction on l(u). If l(u) = 0, it is obvious. Assume that l(u) > 0 and that it is known for elements with smaller length.
Assume
Note that deg p y, The goal of this section is to prove boundedness conjecture and P1-P15 for (W, S, L), see conjectures 2.1 and 2.2. B.1. Boundedness conjecture. Recall that the exchange condition of a Coxeter group says that if w = s 1 s 2 · · · s n is a reduced expression and sw < w, then there exists some i such that sw = s 1 · · ·ŝ i · · · s n , whereŝ i denotes deleting s i .
Lemma B.2. Assume that sw = wt > w for some w ∈ W and s, t ∈ S, and w = s 1 s 2 · · · s n is a reduced expression. Then we have s = t, and s commutes with all s i , i = 1 · · · n.
Proof. Note that s, s 1 ∈ L(sw). Then m ss 1 < ∞ and hence m ss 1 = 2, i.e. s commutes with s 1 . Thus we obtain ss 2 s 3 · · · s n = s 2 s 3 · · · s n t. Then one can use induction on n to prove the lemma. l(x 1 t 1 t 2 · · · t j−1 ) = l(x 1 ) + j − 1, and x 1 t 1 t 2 · · · t j < x 1 t 1 t 2 · · · t j−1 .
Then s i = t j and s i commutes with s i ′ , t j ′ for all i ′ < i, j ′ < j.
Proof. Apply the last lemma by taking s = s i , t = t j and w = s i−1 · · · s 2 s 1 t 1 t 2 · · · t j−1 .
Let D be the set of elements w such that w = s 1 s 2 · · · s p for some s i ∈ S with m s i s j = 2 for all i = j, and define Let x 1 = s i s i−1 · · · s 1 , and j be the integer such that l(x 1 dt 1 t 2 · · · t j−1 ) = l(x 1 d) + j − 1, and x 1 dt 1 t 2 · · · t j < x 1 dt 1 t 2 · · · t j−1 .
By the last lemma, s i = t j and s i commutes with s i ′ , t j ′ , r k ′ for all i ′ < i, j ′ < j, k ′ ≤ k. Take s = s i = t j , x ′ = s p · · ·ŝ i · · · s 1 , y ′ = t 1 · · ·t j · · · t q . We have x = x ′ s, y = sy ′ , sd = ds, and
Then one can prove (B.1) by induction on the length of x. Note that when d ∈ Ω N 0 , we always have l(xdy) = l(x) + l(d) + l(y); otherwise, by the above arguments, we have xd = x ′ sd ∈ Ω ≥(N 0 +L(s)) , which contradicts with the definition of N 0 . Assume that l(xdy) < l(x)+l(d)+l(y), x = s p · · · s 1 , y = t 1 · · · t q , d = r 1 r 2 · · · r k are reduced expressions. Let i be the integer such that l(s i−1 · · · s 1 dy) = l(dy) + i − 1, and s i s i−1 · · · s 1 dy < s i−1 · · · s 1 dy. Let x 1 = s i s i−1 · · · s 1 , and j be the integer such that l(x 1 t 1 t 2 · · · t j−1 ) = l(x 1 ) + j − 1, and x 1 t 1 t 2 · · · t j < x 1 t 1 t 2 · · · t j−1 .
By Lemma B.3, s i = t j and s i commutes with s i ′ , t j ′ , r k ′ for all i ′ < i, j ′ < j, k ′ ≤ k. Take s = s i = t j , x ′ = s p · · ·ŝ i · · · s 1 , y ′ = t 1 · · ·t j · · · t q . We have x = x ′ s, y = sy ′ , sd = ds, and
By the induction hypothesis, we have deg
, and hence deg
, which implies that x ′ d ∈ Ω N or x ′ sd ∈ Ω N by the induction hypothesis for x ′ . Hence x = x ′ sd = x ′ ds ∈ Ω ≥N . Since x ∈ W ≤N = Ω ≤N , we have x ∈ Ω N . Similarly, y ∈ Ω N . This completes the proof. 
