Imaging using magnetic resonance (MR) provides superior softtissue contrast resolution over other screening techniques used in medicine. Analysis of the images is generally performed by spatial-domain-analysis-based processing techniques, yet, as with most techniques, improvements to the identification and separation of signal sources are being sought continuously. A recent approach that has demonstrated potential and promise 1 considers a set of multiple MR frames as a single multispectral image, where each spectral band in the set is acquired during a particular pulse sequence. Independent component analysis (ICA) is then used to enhance tissue contrast. The technique is capable of blindly separating unknown signal sources into statistically independent components without prior knowledge. For the approach to be effective, however, there can be no more than one gaussian signal source in the data. 2 Since noise in MR images is nongaussian, 3 ICA seems a very appropriate analysis technique for magnetic resonance imaging (MRI).
While ICA has shown its strengths in MRI, it also suffers from a drawback, known as 'overcomplete ICA.' It occurs when p, the number of unknown signal sources (generally the number of tissue types), is greater than the number of combined images, L, used in the separation. This condition often occurs in brain imaging using MRI. The number of tissues of interest, such as cerebral spinal fluid (CSF), gray matter (GM), white matter (WM), skull, skin, and muscle, is always greater than the number of MR pulse sequences (e.g., spin-lattice and spin-spin relaxation times, proton density) obtainable. Under such circumstances, the three independent components resulting from ICA must accommodate p > 3 signal sources, and thus more than one signal source must be accommodated in a single component. In this case, the full set of signal sources cannot be discriminated and separated in the image analysis.
To resolve this dilemma, we compared two new approaches to a standard classification technique. The first is a spectral-spatial approach, which first implements ICA to blindly separate signal sources and then applies the support-vector machine (SVM) to classify the signal sources in each independent component. 4 The other uses the band-expansion process (BEP), which creates additional band images via nonlinear functions so that L becomes greater than p. This then makes ICA and spatial-domain techniques such as SVM effective. 5 We used data from axial T1-weighted (spin-lattice), T2-weighted (spin-spin), and proton-density MR brain images with 5mm section thickness, 0% noise, and 0% intensity nonuniformity simulated by the MR imaging simulator at McGill University, Canada (see Figure 1) . Using SVM as a spatial technique without prior application of ICA leads to poor classification of the central brain components (see Figure 2) . However, the ICA+SVM spectral-spatial technique shows significant improvement over SVM alone. In this approach, the FastICA program (developed at the Helsinki University of Technology, Finland) was first implemented to separate the signal sources into three independent components, to which SVM was subsequently applied. The components relating to CSF, GM, and WM are clearly classified (see Figure 2) .
We used BEP to generate three additional images by crosscorrelating the original simulated MR images (see Figure 1) . We then implemented the SVM and ICA+SVM methods using all six images as the combined image data. The results show once again that using ICA in conjunction with BEP and SVM greatly improves classification performance over either technique alone (see Figure 3) .
To quantitatively assess the four approaches, the Tanimoto index, 4 TI = |A∩B| |A∪B| , was used as a measure, where A and B are two data sets (in this case the sets of binary information defining each image). If the images are accurate with little to no overlap between them, the intersect of A and B will be near null, and TI will approach 0. The more overlap between images, the higher the intersect and the lower the union, and TI will approach 1. The best performance was obtained using the BEP+ICA+SVM technique (TI = 0.8703), which used BEP to expand the original images, followed by ICA to produce independent components for classification by SVM (see Table 1 ).
We have thus demonstrated the advantages of using ICA in MR image analysis. Nevertheless, we continue to conduct investigations into improving the technique. In particular, there is a need to find appropriate sets of training samples derived directly from ICA without prior knowledge, to improve upon corrections for overcomplete ICA, and to design techniques to take advantage of ICA for follow-up image analysis. In addition, 
