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Abstract
To optimize performance of ad hoc networks, the contradicting objectives: energy conservation and
high data rate realization need to be jointly considered. In such a case, network interference need to
be controlled in a manner that users transmit at minimum power enough to sustain the transmission.
This paper proposes a joint power and rate adaptation in ad hoc network based on coupled interfer-
ence minimization (PRIM) where the formulated network utility maximization (NUM) is solved using re-
verse engineering based on Karush-Kuhn-Tucker (KKT) conditions. In that way, users determine their
transmit power and data rate based on their local observations (coupled interference). Pricing mecha-
nism is employed in PRIM to restrict users from self-interest behaviours. It is demonstrated theoret-
ically that PRIM satisﬁes the conditions of the super-modular games such that the local optimality is
always the global optimality. Simulation results have shown that adapting transmits power and data rates
based on the coupled interference (i.e. link dynamics) can improve the performance of ad hoc networks.
Keywords: Coupled interference, data rates, transmit power, NUM, ad hoc network, pricing (cost),
reward, energy eﬃciency, reverse engineering, utility, link adaptation.
1. Introduction
Due to ease of setting up and integrating wireless networks (WNs) with ﬁxed network, users are fast
changing their preference to WNs. Notably, WNs are cost eﬀective and easily deployable in situations of
emergency e.g. battle ﬁelds, rescue missions or in places with poor geographical terrain. In attempt to
meet the evolving user requirements, IEEE standards that supports higher data rates e.g. 802.11a/g/n have
been introduced. However, transmitting at these higher data rates reduces connectivity due to decline in
communication range and hence requires that transmission power be increased to sustain the communication.
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Ad hoc networks are dynamic and scalable, and therefore autonomously adapt to nodes entering the
network (i.e., introducing multiple interferences) or those exiting the network due to node failures (i.e.,
energy depletion), poor connectivity among others. The data packets need to be transmitted at minimum
power just enough to sustain connectivity to enhance optimal channel reuse depending on the link conditions.
In this paper, we consider a distributive joint power control and rate adaptation in ad hoc networks where
users selﬁshly compete for the limited network resources to maximize their individual utilities. As a result,
users are compelled to transmit at maximum power leading to abnormal interference in the network. In
particular, network performance gets degraded ensuing to low data rates, lack of spatial reuse and loss of
connectivity.
Remarkably, to attain high data rates at lower transmission power in WNs is a contradictory objective
that requires link adaptation based on the channel dynamics [1]. Received signal strength (RSS), acknowl-
edgement (ACK) history and signal interference - plus - noise ratio (SINR) at the receiver performances
can easily be employed to estimate channel status so as to adapt the transmission parameters [2]-[5]. We
consider coupled interference minimization strategy where users derive their transmission power and data
rate based on perceived coupled interference at the intended receiver. Thus, a user’s choice of transmit
power and data rate is a function of link dynamics and coupled interference. Pricing penalty is introduced
on user’s choices to promote cooperation and eliminate selﬁsh behaviours thus both local and global utilities
are attainable. Channel status is estimated based on SINR since it accurately reﬂect (i.e. it responses
quickly to) link variations compared to RSS or ACK approaches [2].
The reminder of this paper is organized as follows: Review of related work is presented in Section 2
while Section 3 gives the problem formulation, proposed algorithm and analysis of the proposed algorithm.
Section 4 presents simulation test and results and ﬁnally Section 5 concludes this paper.
2. Related Work
Joint power control and rate adaptation in ad hoc network requires a proactive algorithm that responds
quickly to channel dynamics. This demand for an adaptive and distributive approach since there is no
centralized infrastructure in ad hoc networks to administer or dictate user’s choices. In [3][6][7] and references
therein, schemes that jointly adapt power and rate in cellular networks are considered. However, these
approaches may have detrimental performance in ad hoc networks since nodes are free at will to choose
their transmission parameter based on their own preferences and observations. This may lead to greedy
behaviours where nodes choose their transmit power and data rates with sole objective of maximizing their
individual utilities without considering others users’ interests (utilities) [2].
In [8], joint power and rate problem is addressed as a trade oﬀ to be balanced where each node determines
its transmission power and rate as a ﬁctitious game to attain global utility. This is similar to utility based
joint power and rate adaptive algorithm considered by [9] where variation in channel conditions is employed
to jointly adjust power and rate. In both algorithms, nodes are aware of the highest utility attainable within
their domain depending on SINR measurements. In [10], transmit power and data rates are determined by
users to maximize their individual utilities without much attention to other user’s interest. However, pricing
function is introduced in the users’ utility maximization to mitigate unnecessary interference in the network.
In these algorithms, the NUM problem is formulated as a function of power and rate control strategy to
optimize network performance without consideration to coupled interference minimization strategy. The
schemes assume that the power choices would always be optimal in terms of interference reduction. An
approach is considered in [11] where all the nodes ﬁrst determine appropriate data rates after which power
control is applied to allocate the transmit powers.
In our proposed approach, transmission power choices of users in the network are dynamically adjusted
to control the inﬂuence of coupled interference. Such dynamic adjustments exploit the locally available
network link conditions and interference cost penalties attached to that transmit power choice. The users
are therefore aware of the current link status while determining their data rates. In addition, every user
can then maximize utility of other users as it maximizes its own due to the inevitable cooperation, hence,
improving a collective network performance. This is equivalent to a super-modular game.
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3. System Model
3.1. Problem Formulation
Consider an ad hoc network with N stations where sender i communicates to receiver j on a single hop.
It is assumed that all the stations can hear transmissions from each other such that a user’s transmission
interferes with other users in the network. Normally, the link ij is subject to path loss, shadowing and multi
path fading dynamics[2]. Further, consider p as a set of discrete power levels p = {pmin, ..., pmax} constrained
by minimum and maximum transmit power allowed to transmitter i while data rate r is a set of deﬁnite
values r = {rmin, ..., rmax} where rmin and rmax are the maximum and the minimum data rates respectively
possible in the network. These rate and power sets are assumed identical to all users in the network. The
channel gain between transmitter i and receiver j is given as hij
pj = hijpi (1)
where i, j ∈ N , pj is the received power at j while and pi is i’s transmit power. Notably, hij is not necessarily
equal to hji since the channel condition is time variant. Half duplex model is assumed i.e., a user can either
receive or transmit but not both simultaneously.
We formulate NUM problem as a function of coupled interference minimization where users choose to
transmit at power levels that optimizes their local utility and minimizes interference caused to other network
users. User utility function ui(γi(p)) for user i ∈ N is strictly concave, diﬀerentiable and increasing function
of the received SINR [9][12][13] and therefore coupled interference NUM problem can be formulated as
follows:
max
∑
i∈N
ui(γi(p)) (2)
such that
rmin ≤ r ≤ rmax∀N (3)
pmin ≤ p ≤ pmax∀N (4)
where SINR, γi(p) is given by
γij =
hijpi∑
k =i,j
hkjpk + ηo
(5)
∑
k =i,j
hkjpk is the sum of interference power Iij at node j due to communication of other users in the network
other than the intended transmitter i. ηo is the thermal noise, hij is the channel gain while pi is the transmit
power used by i to communicate to j.
3.2. Coupled Interference Minimization
Every network user has a coupled utility function - due to existence of mutual interference - that depends
on both the user’s local decision and other users’ decisions in the network. We therefore derive NUM problem
that all users must maximize to attain global optimality from (2) as follows:
max
{p:pi∈P∀N}
N∑
i=1
ui (γi (p)) (6)
such that (3) and (4)
The problem in (6) is a coupled objective function which requires ”consistency pricing” [14] or dual
decomposition[15] approaches to solve. However, these approaches employs signiﬁcant message passing
before the users can derive optimal decision. Moreover, they require that NUM be strictly convex which
is not realizable in (6) since Ui(.) is concave in γi. We therefore adopt reverse-engineering based on KKT
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conditions proposed in [13][16] where the network objective function is localized and limited message passing
used to keep users’ aware of their neighbours’ utility choices.
Deﬁne pi as the power proﬁle of user i in the network and p−i as the power proﬁle for user i’s opponents
i.e., p−i = (p1, ..., pi−1, pi+1, ..., pn) such that p ∈ {pi; p−i}. The utility maximization for such a network
can be modelled as a power control game G = [N, {pi}, {ui}] where all the players, i ∈ N selects transmit
power pi that maximize their utility ui given that ui(i) represents user i’s pay-oﬀ (or reward). Then user i’s
optimal response is pi that maximizes its utility ui given by ui(γi(pi, p−i)) formulated as (7) (ref.[17][18]).
βn (p−i) = argmaxui
p
i
∈p
(γi(pi, p−i)) (7)
Assuming that p−i is ﬁxed, the reward ui(γi(pi, p−i)) in (7) is strictly increasing with pi.
3.3. Power Control Game
In view of a non cooperative game where players selﬁshly select maximum power levels to maximize their
rewards at the expense of others players’ interest, a ﬁxed point p = p∗ deﬁned by (8) is the Nash Equilibrium
(NE)[6][7] .
ui
(
γi
(
p∗i ; p
∗
−i
)) ≥ ui (γi (p′i; p′−i)) (8)
where p′ ∈ p is any power chosen by any user i other than p∗ in view of the fact that each user’s reward
ui(γi(pi, p−i)) is strictly increasing with pi for ﬁxed p−i [9, 13].
To improve the NE in (8), we introduce pricing in the users’ choices to achieve optimality given that
pricing has eﬀect of discouraging users’ selﬁsh behaviours but promoting cooperation. Therefore if fi(γi) in
(9) is the reward/pay-oﬀ for choosing transmit power pi, every network user will strive to minimize its cost
c in (9) attached to transmitting at pi.
ui(pi, p−i) = fi(γi)− cpi (9)
Considering (9) as cost function obtruded to user i for generating interference to other network users,
user i have to minimize the cost it pays to other network users for it to maximizes its utility. Rewriting
ui(pi, p−i) as a function of γi results to ui(pi, p−i) = ui(γi(pi; p−i)), and since the cost c depends on hij and
network factor εj , we can rewrite cost function (9) as a surplus function below:
Si(pi; p−i, ε−i) = ui(γi(pi; p−i))− pi
∑
j =i
εjhij (10)
Lemma 1 (KKT conditions) [13]: For any local optimal p∗ of problem (6), there exist unique Lagrange
multipliers μ∗1,u, ..., μ
∗
I,u and μ
∗
1,g, ..., μ
∗
I,g such that for all i ∈ N ,
∂ui (γi (p
∗))
∂pi
+
∑
k =i
∂uk (γk (p
∗))
∂pk
= μ∗i,u − μ∗i,g (11)
where
μ∗i,u (p
∗
i − pmaxi ) = 0, μ∗i,g
(
pmini − p∗i
)
= 0, μ∗i,u, μ
∗
g,u ≥ 0 (12)
The KKT set of problem (6) need to contain all solutions that satisfy conditions (11) and (12) for all i ∈ N
[16]. We therefore need to design a distributed algorithm that converges to KKT set. Substituting (11) in
(6), the KKT condition for user i can be expressed as
∂ui (γi (p
∗))
∂pi
∑
j =i
εk
(
p∗k, p
∗
−k
)
hij = μ
∗
i,u − μ∗i,g (13)
where
εk(pk, p−k) = −∂uk (γk (pk, p−k))
∂Ik(p−k)
(14)
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Iy(p−y) is locally measured total interference at user j given by
∑
i=j
pihij while k, j, i ∈ N Notably, the
cost function εk(pk, p−k) is always non-negative and represents user k’s marginal increase in utility per unit
decrease in total interference. The reward is the product of the user’s transmission power p and weighted
sum of other users’ prices deﬁned in (10). The notation ε−k is equal to the cost c in (9) and deﬁnes the
penalty inﬂicted on network users for generating interference to user i, hence (13) is an acceptable optimal
condition for the problem in which each user i chooses transmit power pi ∈ p to maximize its surplus function
(10)[16] [20] compared to NE in (8).
At an instance of time t, network users announce their cost in reference to (14) and adjust their transmit
power taking into account network dynamics according to (10). The chosen power is constrained to (13)
and as a result, an optimal localized distributive power algorithm with costing constraints is derived. The
surplus in (10) and cost function (14) can be formulated as function of the desired power pi and SINR as in
(15) and (16) respectively.
Si(p−i, ε−i) = min
⎛
⎝max
⎛
⎝pmin, pi
γi(p)
⎛
⎝ pi
γi(p)
⎛
⎝∑
i=j
εihij
⎞
⎠
⎞
⎠
⎞
⎠ , pmax
⎞
⎠ (15)
εi(p) =
∂ui(γi(p))
∂γi(p)
(γi(p))
2
βpihij
(16)
where β is the spreading factor while ∂ui(ωi)∂ωi is given by
ui(ω
t
i)−ui(ωt−1i )
ωti−ωt−1i
[12].
3.4. Rate Adaptation
From the SINR of the distributive pricing power control algorithm above, best constellation size for
M −QAM modulation that is supported by SINR (i.e., γi) in (15) and (16) is determined. From Shannon
theory of communication ([18]) we can deduce the following: M = 1 +
(
−ϑ1
ln−ϑ2BER)
)
SINR where BER is
the bit error rate while ϑ1 and ϑ2 are modulation type dependent constants. Let δ =
−ϑ1
ln(ϑ2BER)
, then data
rate ri for transmit power pi between the sender i and receiver j is a function of γi(p) given asM = 1+δγi(p)
and hence
ri =
1
T
log2 (1 + δγi(p)) ≈ ri =
1
T
log2 (δγi(p)) (17)
where δSINR  1 while 1T is the bandwidth of the channel used for data transmission. When the signal
level is much higher than the interference level or when the spreading gain is large, then ri lies within (3).
3.5. Convergence and Optimality of PRIM
By PRIM, a the derived solution is unique and optimal if the power vector p = [pmin, ..., pmax] exist for
all the transmissions. In such a solution, an iterative power control algorithm p(q + 1) = I(p(q)) is optimal
if ∀p ≥ 0, the following properties are observed [9].
• Positivity: I(p) ≥ 0 and
• Monotonicity: if p ≥ p′ , then I(p) ≥ I(p′) where I(p) is the interference function.
Preposition 1: If PRIM is optimal on
[
pi, pi
] ∀i, the interference function is deﬁned as I(p) = [I1(p), I2(p), ...,
where p = [pmin, ..., pmax] and Ii(p) = γi(p), then the following properties can deduced from (5). There ex-
ist positivity since background noise η0 > 0 and therefore I(p) > 0. There exist monotonicity as shown:
I (p) = γi (pi) =
SINRi
ψi
where ψi = hii
(
K∑
j=1,j =i
hijpj + η0
)
, we get ψi (p) ≤ ψi (p∗) for p ≤ p∗. Since γi (pi)
increases with increase in pi on
[
pi, pi
] ∀i, I (p) is increasing with pi. Therefore, for a ﬁxed price coeﬃcient
ε−i, I (p∗) ≥ I (p).
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We further analyse the optimality and uniqueness of PRIM solution using super-modular game theory
as follows:
Lemma 2 [19]: Let X ⊆ R and T ⊂ Rk for some k, a partial ordered set with the usual vector order. Let
f : X × T → R be a twice continuously diﬀerential function. Then, the following statements are equivalent:
(i) The function f has increasing diﬀerences in (x, t), (ii) For all t
′ ≥ t and x ∈ X, we have ∂f(x,t
′
)
∂x ≥ ∂f(x,t)∂x
and, (iii) For all x ∈ X, t ∈ T and all i=1,2,...,k, we have ∂2f(x,t)∂x∂ti ≥ 0.
Theorem 1: Deﬁne X ⊆ R as a compact set and T as some partially ordered set. Assume that the
function f : X × T → R is upper semi-continuous in x for all t ∈ T and has increasing diﬀerences in (x, t).
Deﬁne x(t) = argmaxx∈X f(x, t). Then, we have: for all t ∈ T , x(t) is non-empty and has a greatest and
least element, denoted by x(t) and x(t) respectively and, for all t′ ≥ t, x(t′) ≥ x(t) and x(t′) ≥ x(t).
From lemma 2 and theorem 1, every user’s utility function ui(pi, p−i) has increasing diﬀerences in (pi, p−i)
given that
−γif ′′i (γi)
f
′
i (γi)
≥ 1, ∀γi ≥ 0 hence the convergence.
Deﬁnition 1 [19]: Super modular games have the following properties: (i) Pure strategy Nash Equilibrium
(NE) exists, (ii) The largest and smallest strategies are compatible with iterated strict dominance national-
ization, correlated equilibrium, and NE are the same and (iii) If a super modular game has a unique NE, it
is dominance solvable (and lots of learning and adjustment rules converge to it, e.g., optimal (best) response
dynamics).
Assume (I, (p), (ui)) is a super modular game. Then βi(p−i) in (7) has a greatest and least element,
denoted by βi(p−i) and βi(p−i), and if p′−i ≥ p−i then βi(p′−i) ≥ βi(p−i) and β−i(p′−i) ≥ β−i(p−i) [19, 20]
This implies that each player’s best response is increasing in the actions of other players. The set of
strategies that survive iterated strict dominance (i.e., iterated elimination of strictly dominated strategies)
has greatest and least elements p and p, which are both pure strategy in Nash Equilibrium. Since (7) satisﬁes
all the conditions of a super modular game, the solution derived from (7) is optimal.
3.6. PRIM Algorithm
1. Let time t = 0, do
(a) For user i : N
i. Initialize power p(t) and cost ε−j(t) such that p(t), ε−j(t) > 0
ii. Determine data rate r(t) according to (17)
(b) End for
2. For t = 1 : end of communication, do
(a) For user i : N
i. Update and advertise cost ε−j(t) according to (16)
ii. Update power p(t) according to (15)
iii. Determine data rate r(t) according to (17)
(b) End for
4. Simulation Test and Results
Simulation is performed in MATLAB with 32 nodes randomly placed in a 20m×20m ﬁeld free of obstacles.
It’s assumed that only transmitter Tx and receiver Rx are communicating while the other network users
are actively interfering. Performance metrics are evaluated for 50 independent runs (transmissions). For all
the simulations, we assume single hop with the following simulation parameters: path loss model exponent
= 1, AWGN = -96dB, Pmax = 10dB, Pmin = 1dB, initial cost = 0.1 and utility function, ui(γi) is given
by log(γi). It is further summed that all transmissions are successful. Channel bandwidth of 20MHz and
spreading factor, β = 5 is also assumed.
Two scenarios as considered: scenario 1 reﬂects a stationary network where all the users are static while
scenario 2 considers random movement. Tx−Rx pair moves in the same direction while the other network
users move on a predeﬁned trajectory whereby the distance of separation between Tx−Rx and other network
users always increases with increase in transmission. However, for the purposes of simulation,the interval of
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mobility was assumed to be after 2 transmissions at mobility velocity of 20kmph. For comparative analysis,
we compare the performance of PRIM to IEEE 802.11 and adaptive auto response power and rate control
algorithm (LP) proposed by [21].
Figure 1:  Stationary Nodes Figure 2: Mobile Nodes 
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In all the runs, it’s observed that PRIM attains the higher data rates at minimal transmission power
compared to both LP and the legend 802.11 schemes. The costing mechanism drives the power selection
response in PRIM to the most cost eﬀective option. At the beginning, transmission power hikes due to
limited information available to Tx on the channel conditions. As the other users advertises their network
costs, Tx determines the most appropriate power level for the subsequent transmissions till most optimal
transmission power is attained. This is the NE. Both LP 802.11 transmit at higher power levels and hence
attains higher SINR than PRIM. However, PRIM still attains the higher data rate which maximizes the
global network utility. The improvement on PRIM compared to LP and 802.11 is that PRIM operates at
optimal power just enough for the transmission packets to be decoded at the Rx.
Similar to ﬁgure 1, 802.11 records better SINR performance than PRIM in ﬁgure 2. 802.11 employs
maximum allowable power throughout the transmission process without taking into account channel condi-
tions. In PRIM, power is adjusted depending on the network conditions and the users are restricted from
using higher transmit powers as this would result to high interference cost and thus lowers the user’s utility.
As a result, minimal power level that can sustain the connectivity and ensures delivery of data frames is
always chosen and hence the low SINR in PRIM. The single power choice made by 802.11 makes it to have
a constant maximum SINR throughout the transmission process. The power level that PRIM settles on
is apparently the most optimal power that maximizes both local and global utility based on the network
conditions. 802.11 have no eﬀect of reducing interference in the network thus users are at will to use power
levels that maximize their utility without considering others.
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After few iterations, PRIM converges to NE transmit power where interference cost function is always
minimized while reward function (data rate) is maximized hence improving network performance.
5. Conclusion
In this paper, a joint power control and rate adaptation algorithm based on coupled interference mini-
mization in ad hoc networks is proposed. Transmission power choices of users in the network are dynami-
cally adjusted to control the inﬂuence of coupled interference. Such dynamic adjustments exploit the locally
available network link conditions and interference cost penalties attached to that transmit power choice.
Therefore the users are conversant with the link conditions as they determine data rates. This results to a
super-modular game equivalence where a users maximize utility of other users as it maximizes its own due
to the inevitable cooperation, hence, improving a collective network performance. Future work may consider
cross layering optimization whereby packet routing is incorporated in the model. Further, proposed model
may need to consider diﬀerent properties of network nodes (e.g. energy consumption etcetera).
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