In order to deal with the issue of huge computational cost very well in direct numerical simulation, the traditional response surface method (RSM) as a classical regression algorithm is used to approximate a functional relationship between the state variable and basic variables in reliability design. The algorithm has treated successfully some problems of implicit performance function in reliability analysis. However, its theoretical basis of empirical risk minimization narrows its range of applications for the regression model. In contrast to classical algorithms, the support vector machine for regression (SVR) based on structural risk minimization has the excellent abilities of small sample learning and generalization, and superiority over the traditional regression method. Nevertheless, SVR is time consuming and huge space demanding for the reliability analysis of large samples. This article introduces the least squares support vector machine for regression (LSSVR) into reliability analysis to overcome these shortcomings. Numerical results show that the reliability method based on the LSSVR has excellent accuracy and smaller computational cost than the reliability method based on support vector machine (SVM). Thus, it is valuable for the engineering application.
Introduction
Reliability is an issue of high significance in engineering design, when the variables are conspicuously random [1] . Generally, it is a crucial aspect to get the performance function in reliability analysis. It is very convenient to manage the reliability analysis based on performance function, whereas, the performance function is formulated with an explicit function. However, the performance function is always expressed in implicit function in practical problems. Theoretically, any reliability analysis method based on explicit performance function is also suitable for implicit performance function [1] [2] . Yet, due to the unknown performance function, there are still many unconquerable problems in practical treatment, which restrict such as first order reliability method (FORM), second order reliability method (SORM), etc. In order to conquer these problems brought about by implicit function, since 1990s *Corresponding author. Tel.: +86-10-82317418. various kinds of regression methods have been constantly used to solve the reliability analysis problem induced by implicit performance function [3] . The classic method is response surface method (RSM) [4] [5] [6] [7] . Although a lot of excellent researches have been done to improve the accuracy and adaptability of reliability analysis on the RSM, many problems are still remaining in the practical applications [8] . For example, response surface function can only approximate performance function well around the design points. J. E. Hurtado [3] has explained that the drawback of RSM is owing to its being a rigidly non-adaptive regression technique in the statistical learning perspective. At present, a new kind of regression model-support vector machine (SVM) has been applied to reliability analysis to solve those drawbacks of the traditional regression models.
SVM is a kind of statistical learning method. It comprises support vector machine for classification (SVC) and support vector machine for regression (SVR). C. M. Rocco and J. A. Moreno [9] firstly introduced SVM method into the reliability analysis. J. E. Hurtado and D. A. Alvarez [10] treated reliability analysis as a pattern recognition and adopted SVM in conjunction with stochastic finite element to analyze struc-tural reliability. Combing with SVR, H. S. Li and Z. Z. Lu [8] first presented SVR-based FORM (SVR-FORM) and SVR-based Monte Carlo simulation (SVR-MCS) methods.
In the theoretical perspective, SVM is a learning algorithm based on statistical learning theory being suitable for small sample. It transforms the problem of searching for the optimal hyperplane between two classes into the problem of solving the maximal classification margin. The maximal margin problem is actually a quadratic programming (QP) problem subjected to the inequality constraint [11] . In spite of SVM's many advantages, one problem is that the size of the matrix of QP problem is directly proportional to the number of training points, so that the standard QP program package cannot be used even for moderately large data sets [12] . It means that regarding the reliability analysis of large samples, the existing SVM methods are time consuming and huge space demanding. To offset these disadvantages, this article introduces the least square support vector machine for regression (LSSVR) into the reliability analysis and puts forward LSSVR-based MCS (LSSVR-MCS) reliability analysis method, and contrasts the time consumption of standard SVR-MCS with that of LSSVR-MCS. are generated. If there is a set of functions that map a point in the space R n onto the space R [13] [14] [15] [16] :
SVR
where is a set of parameters, w an undetermined parameter vector.
Then, the regression subject is to find a function f F which makes Eq. (2) shown as below have the lowest expected risk
where ( ( , )) l y f x w is an error function and defined in SVR as
where > 0. Function f can be determined by the following method.
If sampling points are assumed in a linear relation, then the regression function can be written as
But in most cases, the input sampling points and output sampling points are assumed in a nonlinear relation. For this case, SVR method maps each sampling point by a nonlinear function onto the higher dimensional space and conducts linear regression in the higher dimensional space, so as to attain the original space nonlinear regression effect. Now the function f is rewritten as ( , )
Thus, the problem of solving the regression function can be transformed to obtain the following optimized solution
The corresponding constraints are
Considering the possible errors and introducing two slack variables
the optimization function is then as follows
The corresponding constraints are 
For obtaining the solution of this QP, the Lagrange function is introduced In the optimization process, the inner product calculation in the higher dimensional space is always involved. Using a kernel function ( , ) 
subjected to the constraints 
After getting the optimized solution , * , and b , the regression estimating function is as follows
where SV is a set of support vector for a given sample set.
LSSVR
The algorithm of the LSSVR is to solve the following optimization question [11, 17] 
whereas, satisfying the equality constraints
The polynomial of Lagrange duality problem is 
By eliminating e and w, and utilizing the following 
Numerical Examples
In this section, the reliability method is adopted which is based on LSSVR-MCS method. In the reliability analysis, it is mainly using LSSVR to create a surrogate model of physical performance function. From the method provided by Ref. [8] , the sampling points are selected randomly according to the distribution of the random variables and then introduced into the ready-made LSSVR surrogate model to get the response values. The failure probability can be calculated by
where g(x) is physical performance function, f (x) surrogate function created by LSSVR, N the total sampling number according to the random variable probability density and 10 000 random samples are taken, and N f the number of sampling points within the zone of f (x) 0. Example 1 Quadratic limit state reliability analysis Eq.(24) is a quadratic limit state function (LSF) and is often taken to examine the accuracy of the implicit limit state reliability analysis method [7] [8] .
where x 1 and x 2 obey the standard normal distribution. The comparison between the approximate curves and the real curves of LSF are shown in Fig.1 . The approximate curves are obtained on the basis of SVR and LSSVR respectively and only twenty samples are chosen as training points. Two hundred of the samples are taken into account as a large sample case and the corresponding figures are shown in Fig.2 . The results of failure probability and computation cost for different number of samples and methods are summarized in Table 1 . Fig.1 Comparison of real and approximate curves of LSF for small sample (Example 1). Fig.2 Comparison of real and approximate curves of LSF for large sample (Example 1). ( ) 2 exp( ) ( ) 10 5
where x 1 and x 2 are standard normal distribution variables. The comparison of real and approximate curves of LSF for both SVR and LSSVR are demonstrated in Fig.3 corresponding to the case of a small samples. The corresponding figures for a large sample are shown in Fig.4 . In case of Example 2, the results of failure probability and computation cost are listed in Table 2 for different sample sizes and different methods, respectively. Example 3 Reliability analysis of three-span continuous beam
The result of reliability analysis for three-span beam is presented in Ref. [18] . Its LSF is
where q denotes the distributed loads, E the modulus of elasticity, and I the moment of inertia. These variables are distributed normally and independent of each other, and their distribution parameters are given in Table 3 . In order to highlight the distinction of computation cost between SVR-MCS and LSSVR-MCS, five hundred of the samples are chosen as training samples. Table 4 lists the comparison of results derived from LSSVR-MCS and SVR-MCS. Example 4 Reliability analysis of deployable mechanism for huge space station
The deployable mechanism for huge space station is an important object in the research and development of space vehicles. It is a planar flexible multibody system. Figs.5-6 are the initial state and deployable state of this mechanism, respectively.
The flexible deployable mechanism is static in initial state. It takes 30 s to start the initial state and transmit to the end. From 0 s to 10 s, the mechanism is driven by a momentum M d and then the mechanism completes the rest of the process by inertia. The resistant momentum M f and assembling error (showed by the coordinates x p and y p ) are taken into account during the dynamic simulation. L. C. Yu [19] pointed out that the maximum horizontal velocity of component B 5 is less than 60 mm/s in order to avoid coupling vibration in the deploying process. The flexible model of the mechanism is established using virtual prototyping software ADAMS. The variables listed in Table 5 are assumed to be normal distribution and the maximum horizontal velocity of component B 5 is chosen as the design objective during the numerical simulation. It takes around 2 min to accomplish the simulation of one group of samples by a computer with CPU 2GHz/ Fig.5 Initial state of a deployable mechanism [19] . Fig.6 Deployable state of a deployable mechanism [19] .
2G and 3 h are required to accomplish the simulation of 100 samples. Therefore, it is a time consuming method to apply MCS method directly to the mechanical reliability analysis when large samples are needed. One hundred groups of samples derived from ADMAS simulation are taken as the training samples of SVR and LSSVR to create the surrogate models of the deployable mechanism. The results based on different methods are listed in Table 6 . The results obtained from LSSVR-MCS and SVR-MCS are nearly the same as that given by L. C. Yu in Ref. [19] , in which the failure probabilities based on MCS and artificial netural network-based Monte Carlo simulation (ANN-MCS) are 0.046 3 and 0.045 0, respectively.
Conclusions
This article puts forward a revised reliability analysis based on SVM, namely LSSVR-MCS method. The LSSVR-MCS method transforms the inequality constraint of SVR-MCS into equality constraint so as to change the solving algorithm of the support vector machine from quadratic programming to a linear equation set and make the solving approach easier. The numerical results indicate:
(1) With the increase of number of training samples, the approximate LSF curve approaches the real one more closely.
(2) Whatever the computation cost, failure probability or approximate curve, the results obtained from LSSVR-MCS are as good as that obtained from SVR-MCS for small sample.
(3) In the case of large sample, LSSVR-MCS method is obviously superior to SVR-MCS method in computation cost.
