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Abstract—Video compression has been investigated by
means of analysis-synthesis, and more particularly by
means of inpainting. The first part of our approach has
been to develop the inpainting of DCT coefficients in an
image. This has shown good results for image compres-
sion without overpassing todays compression standards
like JPEG. We then looked at integrating the same
approach in a video coder, and in particular in the widely
used H264/AVC standard coder, but the same approach
can be used in the framework of HEVC. The originality
of this work consists in cancelling at the coder, then
automatically restoring, at the decoder, some well chosen
DCT residual coefficients. For this purpose, we have
developed a restoration model of transformed coefficients.
By using a total variation based model, we derive con-
ditions for the reconstruction of transformed coefficients
that have been suppressed or altered. The main purpose
here, in a video coding context, is to improve the rate-
distortion performance of existing coders. To this end
DCT restoration is used as an additional prediction step
to the spatial prediction of the transformed coefficients,
based on an image regularization process. The method
has been successfully tested with the H.264/AVC video
codec standard.
I. INTRODUCTION
Image and video compression techniques generally
require a transform process. This transform concen-
trates the energy of the signal into a small number
of coefficients. This is what is done in the JPEG still
image compression standard and the H264 and HEVC
video standards. Trying to improve the compression in
such already optimized environments seemed to be a
challenge. We first decided to investigate inpainting
methods with the idea to automatically regenerate
pixels that had been erased. But the spatial prediction
of H264 can hardly be improved. We then concentrated
our effort on the residual part of the intra predic-
tion that is DCT coded. The residual still contains
coefficients that own a sufficiently important energy
so that compression could yield to interesting rate
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gain. We then made the assumption that some of the
DCT-transformed coefficients of this residual could be
canceled at the coder then automatically retrieved at the
decoder with a minimum loss of information and with-
out additional signalling payload. This assumption led
us to develop a first model of cancellation-restoration
of DCT coefficients within the framework of a JPEG
image coder.
Many methods have been investigated to perform an ef-
ficient post-processing for restoration. In recent works,
the optimal reconstruction problem was considered to
improve the quality of decoded images, by authorizing
a transform coefficient to oscillate around its decoded
value. The optimal reconstruction develops a model
constrained by both the necessity of a coefficient to
belong to its quantization bin and a regularization
process applied directly to the pixels. In a JPEG
system, the work of Alter et al. [1], inspired by S.
Zhong [35], significantly improves both the objective
and visual quality of decoded images (similar works
apply to wavelets in [16]). To get this result, the
regularization takes the form of a Total Variation (TV)
minimization problem. The principle of TV minimiza-
tion [25] is commonly used in image processing. Its
main advantage is its ability to preserve edges due to
the piecewise smooth regularization property of the TV
semi-norm.
The regularization process based on the TV semi-
norm is formulated as the minimization of a functional,
usually solved using PDE, and has a high computa-
tional complexity. Rudin et al. [25] first proposed a
gradient projection method to find a solution. Vogel
and Oman [31] described a fixed point algorithm,
T.F. Chan and A. Chambolle [9], [7] proposed a new
approach based on Newton’s method and Goldstein
and Osher [18] introduced a very fast algorithm based
on Bregman iteration. Many applications in the image
processing scope are based on the TV regularization,
like noise reduction [25], [8], deblurring [26], [15],
local inpainting [10], zoom-in [11], error concealment
[6] and image compression [13]. Although they relate
to image compression, the goal and the methods used
are different from the ones in this paper. T.F. Chan et
al. [13] introduce a simple algorithm without transform
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2step: pixels near edges are transmitted, which requires
both their position and value, the others are interpo-
lated by using TV minimization principle. In view of
the amount of information needed and the property of
reconstruction of the TV regularization, this technique
is profitable for specific natural images which have few
edges and large smooth area.
In contrast to these methods, working in a transform
domain, like the DCT domain, rather than in the
pixel domain, changes the nature of the inpainting
problem, since one damaged coefficient can affect
many pixels. Therefore, geometric interpolation tech-
niques to restore an image in the pixel domain are
not directly applicable because of their impact on
several coefficients. Direct interpolation in the DCT
domain is also problematic, since DCT coefficients
are highly decorrelated. For this reason, in this paper
we introduce a model based on consecutive switching
between the pixel domain and the DCT domain. With
this formulation, the closest related works seem to
be the one from Alter et al. [1], [2] based on TV
regularization and the ones from other contributors in
error concealment domain [32], [33], [22] and more
generally in [27]. Indeed, their work intends to improve
the image quality at the decoder side from a degraded
(error concealment) or non-degraded (optimal recon-
struction) image. In both cases, they can be understood
as post-processing methods. In contrast, this paper
introduces a new prediction method to be implemented
at both the encoder and the decoder side with the goal
to improve the compression rate. This result is based
on a theoretical formulation of the TV regularization
problem in the pixel domain from DCT coefficients.
This work has also been inspired by [14], where a
new inpainting method is presented to restore missing
wavelet coefficients of encoded images.
In this paper, we transfer the framework of [14] to
the B-DCT context and first test it into the framework
of a JPEG coder. The B-DCT is widely used because of
its relative ease of implementation and is used in most
present image and video coding standards, as JPEG
[23], H.264/AVC [24], SVC [29] and HEVC [19]. This
is why this paper concentrates on B-DCT.
After severals tests on JPEG, we sought to introduce
our DCT prediction model as an additional prediction
step in a video coding context, namely the video
standard H264/AVC. This one implements a block-
based codec that includes motion compensation (inter-
frame coding) and spatial prediction methods (intra-
frame coding). To be encoded in a bitstream, a block
of pixels follows four steps as illustrated on Fig.1.
First, prediction is applied in the spatial domain be-
cause the goal is to find pixel similarities between
or inside frames. For an original pixel block uB to
code, where B indicates the block position uB inside
the original frame u, a predictor block p is computed
using previously encoded frames (inter prediction) or
by an interpolation of the surrounding known pixels
(intra prediction). The residue r is expressed as a pixel
difference between p and the original block uB , as we
have uB = p + r. Then a block-based DCT is used
to decorrelate the residual signal and to concentrate
its energy into a few number of coefficients. We
will also see in section III that block partitioning
reveals to be quite interesting to derive a simple
regularization term. We thus have inserted our DCT
coefficients prediction method in the residue of the
initial, spatial, prediction stage. In this environment our
additional prediction is called “Visual Coding Residual
Prediction” (VCResPred). The VcResPred stage thus
performs an additional prediction subsequently to the
spatial prediction modes (the nine directional modes of
H264 here). Clearly, this additional prediction aims at
reducing the variance of the global prediction error,
hence at improving the rate/distortion tradeoff. To
this end we voluntarily delete, at the encoder side,
some specific, predictable, DCT coefficients (those that
can be efficiently predicted, i.e. restored). Then the
difference between the predicted DCT values and the
actual ones is computed, resulting in a prediction error
which is then quantized and coded. At the decoder side,
the same prediction of the DCT residual coefficients is
done and the block is correctly reconstructed by adding
coefficient predictions and residual errors. This DCT-
prediction mechanism turns out to be very similar to
the ones actually found in H264/AVC for the fact that
we add a prediction on top of another, temporal and/or
spatial, prediction.
prediction transform quantization entropycodingblock bitstream
res.
Fig. 1: Steps to encode a pixel block into a bistream
in H264/AVC and HEVC.
The outline of this paper is as follows : our compres-
sion problematic and state-of-art related to inpainting,
total variation based regularization and DCT coeffi-
cients restoration are introduced in section I. In section
II we present our Total Variation based regulariza-
tion model for the prediction of DCT coefficients.
In section III, we introduce a cancellation/restoration
model, based on the regularization model of section
II, for the prediction of DCT coefficients in the con-
text of still image coding, and show the results on
a JPEG coder. In section IV we derive this model
for the integration in a video coding context, and
more specifically H264/AVC, with emphasizing the
necessary modifications for an effective integration,
and show the results in this context. We conclude, in
3section V, with a summary of this work, of its results
and of prospective improvements.
II. REGULARIZATION MODEL FOR THE
RESTORATION OF DCT COEFFICIENTS IN A
PREDICTION BASED IMAGE AND VIDEO CODER
In this section, the goal is to link the Total Vari-
ation minimization problem in the pixel domain with
coefficients-to-predict in the DCT domain. From there,
a model of DCT coefficients restoration by TV min-
imization in pixel domain could ensue. Rather than
explaining our model first in an image context and then
in a video context, we make the choice here to only
describe the regularization model in the video context.
The image model can be derived in a straightforward
manner, from the following development, by assuming
that the initial spatial prediction, of the video coder,
p~z is NULL and that the DCT residual (coefficients)
r~k of the video context corresponds to the principal
(only) coefficients of an image context. Here ~z stands
for a coordinates vector in the pixel domain and ~k for
the coordinates in the DCT domain.
In a video coding context like H264 or HEVC, a
block uB is defined from the sum of a predicted block
p~z of a set of pixels (spatial prediction), and a residue
r~k of DCT coefficients. With this notation, each block
uB is treated independently. So we have the relation:
u~zB = p~z + r~kφ~z,~k (1)
So, the TV for a given block uB is now given by :
TV
(
u~zB(p~z, r~k)
)
=
∫
Ω
|∇~zu~zB(p~z, r~k)|d~z, (2)
where Ω is defined on R2 . Then, to minimize the TV,
we compute its partial differential equation:
∂TV (u~zB(p~z, r~k))
∂r~k
=
∫
Ω
∂|∇~zu~zB(p~z, r~k)|
∂r~k
d~z
=
∫
Ω
∇~zu~zB(p~z, r~k)
|∇~zu~zB(p~z, r~k)|
· ∂∇~zu~zB(p~z, r~k)
∂r~k
d~z
=
∫
Ω
∇~zu~zB(p~z, r~k)
|∇~zu~zB(p~z, r~k)|
· ∇~z
∂u~zB(p~z, r~k)
∂r~k
d~z
From the definition of the inverse DCT, we have :
∂u~zB(p~z, r~k)
∂r~k
= φ~z,~k (3)
where φ~z,~k is the DCT kernel. So, the new formulation
gives :
∂TV (u~zB(p~z, r~k))
∂r~k
=
∫
Ω
∇~zu~zB(p~z, r~k)
|∇~zu~zB(p~z, r~k)|
·∇~zφ~z,~kd~z.
(4)
An integration-by-parts yields :∫
Ω
∇~zu~zB(p~z, r~k)
|∇~zu~zB(p~z, r~k)|
· ∇~zφ~z,~kd~z =[
∇~z ·
( ∇~zu~zB(p~z, r~k)
|∇~zu~zB(p~z, r~k)|
φ~z,~k
)]Ω
0
−
∫
Ω
(
∇~z ·
∇~zu~zB(p~z, r~k)
|∇~zu~zB(p~z, r~k)|
)
φ~z,~kd~z,
(5)
Due to the block partitioning (for the DCT) of the
image, the DCT kernel φ~z,~k is zero outside the block
uB . Then :[
∇~z ·
( ∇~zu~zB(p~z, r~k)
|∇~zu~zB(p~z, r~k)|
φ~z,~k
)]Ω
0
= 0. (6)
Finally, the partial differential equation of the total
variation gives :
∂TV (u~zB(p~z, r~k))
∂r~k
=
−
∫
Ω
(
∇~z ·
∇~zu~zB(p~z, r~k)
|∇~zu~zB(p~z, r~k)|
)
φ~z,~kd~z.
(7)
The term∇·[∇u/|∇u|] is an expression of curvature
[12] expressed in the pixel domain. This formula
connects geometric information in the spatial domain
with the DCT kernel φ~z,~k, hence characterizes the TV
regularization constraint in the DCT domain.
Returning to the original problem, the model con-
sists in the TV minimization for specified DCT coef-
ficients ~k ∈ IDCT :
min
r~k,
~k∈IDCT
TV (u~zB(p~z, r~k)) (8)
For TV (u~zB(p~z, r~k)) = 0, the associated Euler-
Lagrange equations gives :
∂TV (u~zB(p~z, r~k))
∂r~k
= 0 (9)
Finally, with Eq. 7 , we can express the TV min-
imization problem in the DCT transformed domain.
Then, we are able to regularize an image by varying
the corresponding DCT coefficients of the residue.
III. IMPLEMENTATION 1 -
CANCELLATION/RESTORATION OF DCT
COEFFICIENTS IN AN IMAGE
A. Description of the method
The algorithm we introduce aims at restoring some
DCT coefficients r~k for all
~k ∈ IDCT , where IDCT is
the subset of the position of missing DCT coefficients.
We first assume that the position of the coefficients
to restore, IDCT , is known. In order to experiment the
inpainting process, we also assume to be in the special
case where the prediction p~z is null. In this case, the
4residue r~k is composed of the block pixels directly
transformed in the DCT domain. Actually, removing
the prediction step, we are coming back to a basic
image coder as JPEG without spatial prediction.
The first step is to compute the image from the DCT
coefficients, so :
u~zB = p~z +DCT
−1(r~k), ∀uB ∈ u (10)
where DCT−1 represents the inverse DCT. As p~z
is null, we simply formulate u~zB = DCT−1(r~k).
Then, the curvature, which is the guideline of the
coefficient inpainting update, is projected in the DCT
domain :
c~k = DCT (curv(u~zB)) , (11)
where c~k is the convergence term of the algorithm
and curv the curvature function. The method described
in [13] is used to compute the curvature of a discrete
function. Then, c~k allows to update corresponding
DCT coefficients to restore ~k ∈ IDCT of r~k so that
the total variation of uB is reduced. By an iterative
process, the algorithm tends to a local minimum. The
step γi is function of the number of iterations i of the
algorithm. The stop conditions of the algorithm are
defined by the maximum number of iterations L, and
by the parameter δ which indicates if a stationary state
is reached. This algorithm is used to restore missing
DCT coefficients ~k ∈ IDCT .
B. Experiments and results
• First, we simulate a loss of information by ran-
domly canceling a percentage of DCT coefficients in
a B-DCT coded image. Our algorithm recovers these
coefficients in the DCT domain, by the regularization
process above. This result was presented in [21]
• Second, in order to test our method on optimal
image decoding/reconstruction, we conduct the sub-
sequent experiment where no coefficient is removed
but the image is quantized. The goal is to suppress
the decoding artifacts due to the quantization. In this
experiment we have obtained an average gain of 0.7dB
in PSNR.
• Third, in order to develop a new coding method,
we sought to characterize the quality improvement
illustrated in Fig. 1 of [21] with a notion of information
amount, depending on a specific position ~k = (i, j) of
a DCT coefficient in a 8× 8 block, with 0 ≤ i, j < 8.
By doing so we wish to highlight the position (i, j) of
the transformed coefficients that can be well restored
and that significantly reduce the entropy when sup-
pressed.
• Following this idea, we first introduce our predic-
tion model, as a new prediction method, into a JPEG
coding scheme. Each image block uB undergoes a
DCT in order to get the corresponding DCT block αB .
The DCT αB~k coefficients are split into two comple-
mentary sets IO and IDCT , with the coefficients of
the first set being used as support for the prediction
of the second set coefficients. To optimally define the
IDCT set, it must correspond to the coefficients that :
- can be correctly predicted.
- own a non negligeable energy.
These two criteria are conflicting and we adopt a
compromise principle of rate/distorsion. Two ways
are possible : use a static, predefined, IDCT set, or
compute a dynamic set in which we have to transmit
the predicted coefficients configuration to the decoder.
With regard to our first experiments, we took the first
choice which is to have NO overhead information to
transmit.
• At this point, a first experiment was to delete the
coefficients from a specific position (i, j) (see Fig. 2)
of all DCT blocks of the image. The other coefficients
undergo a scalar quantization by using the standard
quantization matrix from JPEG. The best result was
obtained for IDCT = [c10] and also for low-rates, with
a gain of 1.68%.
• A second experiment was to suppress several
coefficients. We then fixed IDCT = [c10, cij ] (see
Fig. 3). As might be expected, the deleted coefficients
which induce a maximum entropy reduction are those
which mostly reduce the image quality (coefficients
(1, 0) and (0, 1)). This experiment tells us that in
order to reduce the amount of information for an
efficient image coding, it is necessary to delete the
DCT coefficients corresponding to the low frequencies,
because others have no effect on the entropy. In fact,
these are already set to null by the quantization process.
We thus observed the maximum gain of 2.51% for
IDCT = [c10, c01]. By repeating this experiment with
more coefficients, we noticed that the gain was no
longer improved.
Fig. 2: Mean rate gain (ref : JPEG) vs only one
predicted cij coefficient and a coding quality Q ∈
[25, 50, 75].
Fig. 4 illustates the entropy reduction according to
the PSNR reduction after the inpainting process for
5Fig. 3: Mean rate gain (ref : JPEG) vs two predicted
coefficients, one fixed (c10) and a second variable cij ,
i.e. with IDCT = [c10, cij ], and a coding quality Q ∈
[25, 50, 75].
some different positions (i, j) of DCT coefficients. For
the other positions, their impact on entropy and PSNR
reduction are negligible, so they are not illustrated on
this graphic.
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Fig. 4: Entropy reduction and PSNR reduction for
a specific position ~k = (i, j) in a DCT block of
deleted/restored coefficients with the image boat. This
figure demonstrates that it is the first, low frequency
coefficients of the DCT (after the DC coeff.) that
present the highest entropy reduction, thus the highest
interest for compression, but also the highest reduction
of PSNR after restoration.
Q75 Q25
image rate (bpp) ∆ (%) rate (bpp) ∆ (%)
barbara 1, 32 2, 24 0, 56 2, 88
boats 0, 95 2, 19 0, 39 3, 44
bridge 1, 87 1, 47 0, 74 2, 27
couple 1, 29 2, 02 0, 52 2, 62
crowd 1, 22 3, 27 0, 54 4, 14
dollar 2, 14 0, 59 0, 87 0, 73
girlface 0, 81 3, 82 0, 3 5, 24
kiel 1, 48 1, 01 0, 59 1, 44
TABLE I: Our inpainting-based, two-DCT coefficients
([1, 0] and [0, 1]), prediction method in JPEG : results
per image and per rate (ref : JPEG). The rate obtained
is expressed in bits/pixel. The gain w.r.t. JPEG is
expressed in %
(a) Sub-image of the origi-
nal image “boats”
(b) Step 1: decoding of IO
(PSNR = 24, 5 dB)
(c) Step 2:
prediction of IDCT
(PSNR = 28, 15 dB)
(d) Step 3: adding the
prediction error for IDCT
(PSNR = 34, 68 dB)
Fig. 5: Illustration of the decoding steps of our com-
pression algorithm based on the prediction of DCT
coefficients and inserted in a JPEG codec (B-DCT
+ quantization). The predicted DCT coefficients are
(1, 0) and (0, 1).
IV. IMPLEMENTATION 2 - PREDICTION IN A DCT
BASED VIDEO CODING
By relying on our regularization model and our for-
mer experiments on JPEG, a new prediction method is
integrated into an MPEG-4 AVC/H264 video encoder.
We now show that a substantially different strategy has
to be adopted for the predicted coefficients choice.
A. New prediction method for the DCT coefficients
The proposed coder works in two stages. First,
the DCT coefficients of the residue are divided to
select those which are deleted. Then, the prediction
process is applied to restore the coefficients previously
deleted. The prediction error is computed and sent to
the entropy coder. The layout of the modified video
encoder is introduced on Fig. 12. IDCT is the set of
the DCT coefficient positions in a block, which are
predicted using our proposed method. Notice that if
IDCT is empty, the encoding process is exactly similar
to a classical encoder (H264, HEVC) [24], [19], [30]:
prediction, transform, quantization and entropy coding.
The prediction process of DCT residual coefficients,
that we name VCResPred, is applied on each block
individually. This process needs to be the same at the
encoder and the decoder sides. The DCT residual r~k,
6i.e. the DCT-coded (spatial intra-inter) prediction error,
is split between the coefficients IDCT we want to
predict and the unmodified ones, called IO (original
coefficients). An advantage of this method is that some
of the valid information inside a block (coefficients
not in IDCT ) is used to predict the remainder (r~k for
all ~k ∈ IDCT ), so it allows an intra-block prediction.
From this point of view, the method is different from
the block prediction in pixel domain where the en-
tire block is predicted whenever. Moreover, we can
accurately tune the set IDCT in order to find the
optimal rate/distorsion compromise. Following experi-
ments will show how to adapt IDCT according to the
intra prediction mode.
For original coefficients IO which are used to pre-
dict the IDCT , they are quantized then de-quantized
at the encoder side since they need to be identical at
the encoder and the decoder side. We also require the
coded/decoded causal neighbor blocks to compute the
curvature in the spatial domain for the current block
u~zB . For all ~k ∈ IDCT , r~k are first set to zero and
then predicted. The residue of the DCT prediction is
obtained by taking the difference between the original
DCT coefficient and the predicted coefficient. Finally,
the VCResPred prediction error is quantized and coded.
The main difficulty is to find the optimal set IDCT
of the DCT coefficients to predict (and the comple-
mentary set IO) . Ideally, IDCT must correspond to
the DCT coefficients :
• that can be correctly predicted using the inpaint-
ing algorithm previously introduced.
• that have significant energy.
This second point is crucial if we want the method
to reduce the entropy of coded information and to
improve the compression rate. We also must remark
that, unlike the coding scheme formerly proposed for
still images, we cannot adopt the two static coefficients
prediction framework. This is mainly due to the fact
that the spatial prediction reduces the energy of the
residue w.r.t. the original information. And because
we have previously noticed that most of the energy is
embedded in the two low-frequency DCT coefficients,
we have to adopt a different strategy for video residual
coefficients prediction than in the case of still image.
This is what we are going to explore now by de-
clining two important specificities encountered by our
prediction approach in the case of video compression,
namely i) the spatial prediction mode inference on
the choice of DCT predicted coefficients and ii) the
choice of an iterative prediction for the improvement
of the method and for the integrity of the coder/decoder
synchronization.
In the rest of this paper, we will focus on the
intra-frame prediction of H264/AVC, but the method
could be transposed to the inter-prediction process, as
well as to the HEVC video codec.
There are nine intra prediction modes in H264 for
4 × 4 and 8 × 8 blocks: eight modes use a pixel
interpolation according to a direction, the last is a
block prediction using the mean of the neighbor pixels
(DC mode) (the Fig. 6 illustrates the nine prediction
modes for 4× 4 blocks).
Fig. 6: The nine intra prediction modes of the H264
standard [24], increased in HEVC to the 33 angular
modes, up to the 1/8th pel accuracy, plus the planar
prediction. Pixels from A to M are known pixels.
• A first important point specific to the case of
video compression, is to notice [34] that there is a
correlation between the intra prediction modes and
the distribution of the DCT coefficients in a residual
block. If we notice that an horizontal intra prediction
mode reflects a vertical oscillation, we easily deduce
that the residual energy is concentrated in the vertical
DCT coefficients. It is therefore natural to choose to
predict these coefficients. In H264/AVC, the used scan
order is the zigzag order [24], that browses the DCT
coefficients from lower to higher frequencies because
of the well-known energy distribution in a DCT block.
But with our new residual prediction method it is
more efficient to adopt a multiple directions scanning
scheme. This way, we locate consecutive zeros at the
rear part of the block scan, so that the entropy coder is
optimized because of the knowledge of the distribution
of the coefficients. By declining the concept, the set
IDCT is predefined at both encoder and decoder sides
according to the intra prediction mode. For the DC
mode, all DCT coefficients of the block are predicted
as illustrated on Fig. 7 and Fig. 8 for 4 × 4 and
8×8 respectively. The set IDCT has been constructed
experimentally for each intra prediction mode.
At the decoder side and with the decoded intra
prediction mode, we directly have the predefined
7mode 0
(horizontal)
mode 1
(vertical)
mode 2
(DC)
mode 3 to 8
(diagonal)
Fig. 7: Position (in gray) of the predicted coefficients
of the IDCT set for each 4×4 block, according to the
intra prediction mode. In red is the prediction order of
the coefficients.
mode 0
(horizontal)
mode 1
(vertical)
mode 2 to 8
(DC & diagonal)
Fig. 8: Position (in gray) of the IDCT set for each
8×8 block, according to the intra prediction mode. In
red is the prediction order of the coefficients.
position of block coefficients to predict IDCT . Then,
the DCT prediction is applied on the current block
exactly as at the encoder side. Finally, additioning
the DCT prediction errors with the predicted DCT
coefficients, we are able to reconstruct the DCT block.
• The second important point in the case of video
compression is now explained. The inpainting algo-
rithm introduced in III and now declined in a video
coding context was able to predict all the coefficients
from IDCT of the block simultaneously. However, it
seemed more appropriate to process the coefficients
r~k, ∀~k ∈ IDCT iteratively and hierarchically. Indeed,
when a coefficient is predicted and the residue is
coded and decoded, it can be used to predict the other
coefficients of IDCT without breaking the synchro-
nization between the encoder and decoder. So, the first
predicted coefficient of IDCT is the one corresponding
to the lower frequency of the block. Then, once the
prediction is made, the prediction error is computed
and coded, hence this coefficient can be used to predict
the other coefficients from IDCT of the block, until the
higher frequency coefficient is reached. The order of
the predicted DCT coefficients is defined by one of the
four or three directions scan method.
B. Implementation and results
The DCT prediction method has been implemented
in the JSVM 9.7 reference software [28] (without the
scalable part), with Context-based Adaptive Binary
Arithmetic Coding (CABAC) entropy coding and 8×8
transform turned on. In these experimentations, the
frames are only coded in intra mode. The DCT pre-
diction method is used for 4× 4 and 8× 8 luminance
blocks. The position of the predicted coefficients IDCT
is defined for each size of block and for each intra
prediction mode as illustrated on Fig. 7 and Fig. 8. For
the descent gradient algorithm used in the proposed
method, we set the maximum number of iterations
to 100, with a fixed regularization parameter. The
implementation of a more appropriate algorithm than
the generic descent gradient algorithm will be further
investigated in order to converge toward a solution
in a faster way. The aim of this paper is primarily
to demonstrate that compression gains are possible
with this method. The Bjontegaard metric [5] is used
to measure the gain against the H264/AVC reference
software, with QP = 22, 27, 32, 37. The rate gains are
expressed in percentage for a similar objective quality.
The main advantage of our method is that no addi-
tional information is coded, since the proposed method
does not compete with another. It’s applied on every
4× 4 and 8× 8 intra blocks.
We have experimented our method on CIF resolution
sequences (352 × 288 pixels) and 720p sequences
(1280× 720 pixels). The results are presented on Tab.
II. In both CIF and 720p resolution, the average bitrate
gain is over 2%. In Fig.9, we illustrate the bitrate gain
according to the bitrate for the CIF sequences. It is
interesting to notice that at the extremum low and
high bitrates, the bitrate gains tend to decrease (see
Foreman under 1000kbps). This is related to the fact
that the set of predicted coefficients IDCT is certainly
not adapted under those conditions. For example, at
very low bitrate, most of the coefficients we want to
predict are already set to zero, so no bitrate saving
is possible in this case. Worse, it may happen that the
coefficient prediction does not give a zero value, hence
the prediction residue is more costly to encode than the
original non predicted coefficient.
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Fig. 9: Percentage of bitrate gain for four sequences
according to the bitrate.
8Algorithm 1 Intra-block prediction method used in a
video coding context.
1) Let p be the intra or inter image predictor of the
current block uB
2) Let r = DCT (uB − p) be the transformed residual
of p, and r̂ the residual r decoded for every coefficient
~k ∈ IO
3) Let L the maximum number of iterations
4) While IDCT 6= ∅, Do
a) Let β~k ={
r̂~k if ~k ∈ IO (coeff. not to predict)
0 otherwise (coeff. to predict)
b) Let ~c ∈ IDCT the index of the coefficient to
predict, with ~c corresponding to the first DCT
coefficient of the block along the zigzag path
c) Let n = 0 be the current iteration and γn the
gradient descent increment for the prediction of
the coefficient ~β
d) While n < K, Do
i) Let s =
DCT
(
curv
(
p+DCT−1 (βn)
))
ii) βn+1~c = β
n
~c + γns~c
iii) n = n+ 1
e) End of Loop
f) Code/decode the residual of the intra-bloc pre-
diction r~c − βn+1~c of the coefficient ~c to get
̂r~c − βn+1~c , then reconstruct r̂~c = βn+1~c +
̂r~c − βn+1~c
g) Update IDCT and IO so that IDCT = IDCT /~c,
IO = IO ∪ ~c
5) End of Loop
sequence Bitrate gain (%)
CIF
Foreman 1.88
Mobile 2.06
Paris 2.20
Tempete 2.40
AVERAGE CIF 2.13
720p
BigShip 1.40
City 1.77
Raven 2.02
Night 2.05
ShuttleStart 2.51
OldTownCross 2.58
AVERAGE 720p 2.05
TABLE II: Percentage of bitrate gain according to the
sequence, computed with the Bjontegaard metric. Only
49 first I frames (intra) are encoded.
Finally the Fig. 10 shows the gains obtained per
block on the first image of the Foreman sequence
and for different bit rates. We can remark 1) that the
highest disparity in coding costs happens for high rates.
The quantization step being lower in this case, there
are more non null coefficients to encode, thus more
coefficients on which our prediction method can bring
interesting results. 2) For some blocks, our method can
generate an extra information to encode, thus the intra-
block prediction residue exhibits a higher amplitude
than the original coefficient. However, it seems that
some neighbor blocks, with very similar aspects, finally
give very different results in terms of coding costs. We
thus conclude that there is no “typical” region (texture,
contour ...), for which our method presents a better
yield, except for flat regions where no coding cost
difference is observable. This is even more obvious
with the Mobile image on Fig. 11.
(a) QP = 22 (high-rate) (b) QP = 27
(c) QP = 32 (d) QP = 37(low-rate)
Fig. 10: Results on the first frame of the Foreman
sequence. In green : the blocks where the intra-block
prediction reduces the number of coded symbols (here
w.r.t. H264/AVC). In blue : when the number of coded
symbols increases; the higher the chroma intensity, the
higher the difference.
V. CONCLUSION
We have investigated the domain of analy-
sis/synthesis and, in particular of inpainting methods,
to improve current video compression algorithms. To
this end we have first developed a regularization model,
based on total variation minimization, for the restora-
tion of DCT coefficients in a Block-DCT (B-DCT)
compressed image. This model has been efficiently
tested for the restoration of images subject to quanti-
zation and block-based artifacts. We then investigated
the compression domain by developing a selective
cancellation/restoration scheme of DCT coefficients in
a JPEG image. In this framework we noticed that
a two, low-frequency, residual coefficients cancella-
tion/restoration scheme is the optimal configuration for
improving the compression.
Encouraging results on JPEG leaded us to integrate
9(a) QP = 22 (high-rate) (b) QP = 27
(c) QP = 32 (d) QP = 37(low-rate)
Fig. 11: Results obtained on the first image of the
Mobile (or caltrain) sequence. In green : the blocks
where the intra-block prediction reduces the number of
coded symbols. In blue : when the number of coded
symbols increases. The higher the chroma intensity, the
higher the difference.
this method as a second, supplementary, prediction
stage, to the standard spatial prediction stage of the
H264/AVC block coder/decoder. We have modified the
residual DCT coding stage to integrate our new “Video
Coding Residual Prediction” (VcResPred) method. For
the video coding scheme we do not use any more a
two low-frequency static DCT coefficients predictive
set : our algorithm has been optimized for the coding
standard considered by i) using the knowledge of
the spatial prediction mode to adaptively select the
set of predicted coefficients .... ii) using an iterative
scheme to optimally predict the coefficients of a same
block iii) modifying the standard zig-zag path for
optimally predict these coefficients. A key result of i),
i.e. using the spatial prediction mode to select the DCT
coefficients to predict, is that it does not require any
additional signalization towards the decoder, thus there
is no additional payload in this compression scheme.
The experiments conducted with the integration of
this scheme in H264/AVC have shown a significative
reduction of the bitrate for the same PSNR : the
average objective improvement in bitrate savings is
over 2%, with a maximum of 2.6%, a percentage which
is a key result for the integration in a standard video
codec. We thus fully reached our main objective of
rate/distorsion gain.
As the complexity was not our main concern we
have not looked at an optimized scheme until now.
Nevertheless we must precise that several ways can
be adopted to minimize this one : first the number
of DCT/IDCT can be lowered by processing only
one coefficient at each iteration and not the whole
block. Moreover, the number of iterations and gradient
descent step are fixed. These two parameters could be
adjusted and we could use a loop output constraint on
a steady state.
As final remarks, we must first mention that the
same scheme could as well be used for an inter-frame
prediction, but with probably a less significant gain per
frame due to the weak energy embodied in inter-frame
coefficients. The second, fundamental, point is that this
transform-domain prediction method could as well be
implemented for other kinds of linear block-transforms
than B-DCT, like the “DST-style” transform of HEVC.
The first perspective for this work is, obviously,
to fully integrate our cancellation/restoration principle
into the HEVC scheme. As second perspective, we
aim to study more accurately the regularization model
and in particular the total variation criterion which is
supposed to be suboptimal for a large number of im-
ages. More sophisticated models of PDEs, like the one
used in anisotropic diffusion [17], could provide better
results, especially for the case of large CTBs (Coding
Tree Blocks). Also a structure + texture decomposition
(e.g. Meyer’s model [20]) scheme, combined with
texture synthesis algorithms (Bertalmio et al. [4]), will
probably be investigated for a new inpainting model.
We end this conclusion by notifying that this work
already led to the publication of an international patent
[3].
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