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Our goal of this paper is of a purely theoretical question, however which would be fun- 
damental in computational partial differential equations: Can a linear solution-structure 
for the equation of motion for an inﬁnite nonlinear beam be directly manipulated for 
constructing its nonlinear solution? Here, the equation of motion is modeled as mathe- 
matically a fourth -order nonlinear partial differential equation. To answer the question, a 
pseudo -parameter is ﬁrstly introduced to modify the equation of motion. And then, an in- 
tegral formalism for the modiﬁed equation is found here, being taken as a linear solution- 
structure. It enables us to formulate a nonlinear integral equation of second kind, equiva- 
lent to the original equation of motion. The ﬁxed point approach, applied to the integral 
equation, results in proposing a new iterative solution procedure for constructing the non- 
linear solution of the original beam equation of motion, which consists luckily of just the 
simple regular numerical integration for its iterative process; i.e., it appears to be fairly 
simple as well as straightforward to apply. A mathematical analysis is carried out on both 
natures of convergence and uniqueness of the iterative procedure by proving a contractive 
character of a nonlinear operator. It follows conclusively , therefore , that it would be one 
of the useful nonlinear strategies for integrating the equation of motion for a nonlinear 
inﬁnite beam, whereby the preceding question may be answered. In addition, it may be 
worth noticing that the pseudo-parameter introduced here has double roles; ﬁrstly, it con- 
nects the original beam equation of motion with the integral equation, second, it is related 
with the convergence of the iterative method proposed here. 
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 1. Introduction 
A purely theoretical but fundamental question especially in the ﬁeld of computational partial differential equations is
concerned with this paper: one may wonder if we could construct the nonlinear solution of the equation of motion for a
nonlinear inﬁnite beam (in the form of fourth -order partial differential equations) directly from its linear solution-structure?
Physically, the equation of motion considered here governs the transverse vibrating motion of Bernoulli–Euler beam
which rests on nonlinear elastic foundation. The issue of beam vibrations is fascinating and important in mathematical
sciences as well as engineering applications, because their understanding is of great practical importance in real world. In∗ Tel.: + 82 51 510 2789; fax: + 82 51 581 3718. 
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 fact, beams have been known as extremely important elements in engineering structures because of their wide range of
usage in steel construction such as railways, bridges, aircraft arm including aerospace vehicles and many other industrial
usages. Some examples may be found in the area of strength [1-5] . 
If beam-structures begin to oscillate with increasing amplitude, the beam-structures are subjected to non-linear vibra-
tions. This often results in material fatigue and thus structural damage, the effects of which become more signiﬁcant pri-
marily around the natural frequencies of the vibrating structures. Therefore, it is crucially required to provide an accurate
and precise analysis toward the understanding of the nonlinear vibration characteristics of the structures. In practice, most
dynamic mathematical models dealing with nonlinear ﬂexible beams are limited to cubic non-linear restoring force terms
in the equations of motion [3-7] . There, in fact, are very few studies on higher order of (restoring) nonlinearity effects [2] .
However, the present study investigates the equation of motion for a nonlinear inﬁnite beam having fully nonlinear (general)
restoring force term. 
There have been a lot of solution procedures for the integration of beam equations of motion, expressed as fourth -order
partial differential equations, including the development, analysis and implementation for solutions. As one of solution pro-
cedures, the ﬁnite element approach has become the most popular and powerful numerical tool for the integration. To name a
few, Bhashyam and Prathap presented a Galerkin ﬁnite element method for studying non-linear vibrations of beams describ-
able in terms of moderately large bending theory [8] . Hino and Yoshimura analyzed the non-linear vibration of immovably
supported variable beams with the geometric non-linearity due to the axial force taken into account by using the ﬁnite el-
ement method [9] . Mei and Decha-Umphai investigated geometric non-linearities for large amplitude free and forced vibra-
tions of beam with use of the ﬁnite element method [10] . Recently, Ribeiro employed a p -version ﬁnite element to study vi-
brations in one plane of beams with ﬁxed end which vibrates in the geometrically nonlinear and elasto-plastic regimes [11] .
Even though the strategy for ﬁnite elements may be conventional, there are still many other methodologies of solution
procedures to look at. For instance, Choo and Chung considered approximate solutions for the strongly damped extensible
beam equations using the method of lines and an implicit ﬁnite difference scheme [12] . Ho and Chen studied the free
and forced vibration problems of a general elastically end restrained non-uniform beam, resting on a non-homogeneous
elastic foundation and subjected to axial tensile and transverse forces by using differential transform [13] . Boertjens and
van Horssen treated an initial-boundary value problem for a weakly nonlinear beam equation with a quadratic nonlinearity
based on a two-timescales perturbation method [14] . Awrejcewicz et al. carried out the mathematical modeling of ﬂexible
Euler–Bernoulli beams for analyzing the chaotic dynamics, where algorithms are reduced to the Cauchy problem by the
ﬁnite difference method and the ﬁnite element method [15] . However, most related studies on the solution procedures are
mainly related with the beams which have ﬁnite length, whereas what the present study involves is an inﬁnite beam. 
We now return to the foregoing question about how connected the nonlinear solution for the beam vibrations is to its
linear solution-structure. For the question, we will ﬁrst introduce a pseudo -parameter to modify the original equation. And
then we derive an integral formalism for the modiﬁed equation with a proper use of the technique of integral transforms,
which serves as a linear solution-structure in the present study. It immediately shows how to formulate an integral equation
equivalent to the original nonlinear beam equation of motion. Here, the integral equation formulation may be, for example,
different from the (weak) integral formulation of ﬁnite element approach as well as the usual formulation for boundary
element integral equations. Banach’s successive approximations are devoted to treating the integral equation, which proposes
an iterative solution procedure for constructing the nonlinear vibration solution. This is the way we solve the question in
this study. 
The solution procedure proposed in this paper would be a new semi-analytic mathematical one, which integrates the
fourth -order nonlinear partial differential equations (for beam vibrations). Here, notice that the concerning iterative math-
ematical algorithm seems to be (quite) simple, because its process relies only on the use of regular integration. It is also
worth mentioning that the present study dealing with dynamic nonlinear beam analysis may be contrasted with the static
analysis of nonlinear beams [16-19] , where Jang et al. developed other types of iterative methods for solving a general form
of fourth -order nonlinear ordinary differential equation. By a mathematical treatment similar to the present semi-analytic
method, some other physical nonlinear partial differential equations were solved as well by presenting new integral equa-
tion formalisms [20, 21] . As far as semi-analytic approach is concerned, there are a lot of excellent articles, which have
been often found in many areas of science and engineering. Just to name a few, recently, Hajmohammadi and Nourazar
examined two semi-analytic algorithms for solving a characteristic value problem occurring in linear stability analysis [22] .
Hajmohammadi et al. also proposed a semi-analytic method to solve the conjugate heat transfer problems [23] . Finally, the
method would be considered fully nonlinear , in that it does not involve any assumption as to smallness of parameter as in
usual asymptotic approaches. 
2. Problem statement 
We consider an inﬁnite Bernoulli–Euler beam loaded by a lateral nonlinear force R (u ) as illustrated in Fig. 1 , whose
lateral dynamic deﬂection u (x, t) at a position (x, t) is governed by the homogeneous fourth -order nonlinear PDE (partial
differential equation) 
EI · ∂ 
4 u 
∂ x 4 
+ ρA · ∂ 
2 u 
∂ t 2 
+ R (u ) = 0 , −∞ < x < ∞ , t > 0 . (1) 
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Fig. 1. Inﬁnite Bernoulli–Euler beam. 
Fig. 2. Equivalent inﬁnite Bernoulli–Euler beam which rests on pseudo-elastic foundation. 
 
 
 
 
 
 
 
 
 
 
 
 Here, the constants EI > 0 and ρA > 0 are of ﬂexural rigidity and mass per unit length, respectively. 
Our aim here is to solve the initial value problem for u of ( 1 ) and the initial conditions 
u (x, 0) = u 1 (x ) , u t (x, 0) = u 2 (x ) (2)
for some functions of u 1 and u 2 . For that purpose, a slight modiﬁcation of ( 1 ) shall be made by introducing a new parameter
in the next subsection. 
2.1. Pseudo-stiffness parameter 
Associated with ( 1 ), we would like to introduce a pseudo-parameter of K > 0 and add the term of K · u to both sides of
( 1 ), resulting in 
EI 
∂ 4 u 
∂ x 4 
+ ρA ∂ 
2 u 
∂ t 2 
+ K · u = (u ) , (3)
with a new applied loading , deﬁned as 
(u ) ≡ K · u − R (u ) . (4)
It is noted that ( 3 ) describes physically dynamic responses u of an inﬁnite Bernoulli–Euler beam resting on (Winkler) lin-
ear elastic foundation of pseudo-stiffness coeﬃcient K > 0 , subject to external lateral loading (u ) of ( 4 ), which is depicted
in Fig. 2 . However, ( 3 ) is mathematically still equivalent to the original equation (1) . The pseudo-parameter K will play a
crucial role in transforming ( 3 ) into an equivalent (nonlinear) integral equation as shall be discussed later. 
Being divided by mass per unit length ρA , for convenience, ( 3 ) may be written as 
α4 
∂ 4 u 
∂ x 4 
+ ∂ 
2 u 
∂ t 2 
+ k · u = ϕ, (5)
and ( 4 ) as 
ϕ(u ) ≡ k · u − r(u ) , (6)
where 
α4 = EI 
ρA 
, k = K 
ρA 
, ϕ = 
ρA 
, r = R 
ρA 
. (7)
3. Method 
For the initial value problem of ( 5 ) together with ( 2 ), we ﬁrst develop an integral formalism equivalent to the problem,
whereby we would like to propose its nonlinear solution procedure. To this end, we begin with integral transforms. 
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 3.1. Laplace and Fourier transforms 
Employing Laplace transform L of the responses u in ( 5 ) with respect to time t , 
L (u ) ≡
∫ ∞ 
0 
u (x, t) · e −st dt ≡ u ∗(x, s ) , (8) 
for a parameter s , we convert the PDE ( 5 ) into an ODE (ordinary differential equation) as shown in the following lemma. 
Lemma 1. The Laplace transform of u in ( 5 ) , i.e. , u ∗ (= L (u )) , satisﬁes the fourth-order ODE 
α4 
d 4 u ∗
d x 4 
+ 
[
s 2 u ∗ − s u 1 (x ) − u 2 (x ) 
]
+ k u ∗ = ϕ ∗. (9) 
Proof. From the differential properties of Laplace transform, we have 
( u t ) 
∗ = s u ∗ − u (x, 0) 
= s u ∗ − u 1 (x ) (10) 
( u tt ) 
∗ = s 2 u ∗ − su (x, 0) − u t (x, 0) 
= s 2 u ∗ − s u 1 (x ) − u 2 (x ) , (11) 
where the initial conditions ( 2 ) are used. Substituting both ( 10 ) and ( 11 ) into ( 5 ) and changing the notation ∂ 4 /∂ x 4 to d 4 /d x 4 
yield ( 9 ), completing the proof. 
Next, let us denote Fourier transform F of u ∗(x, s ) in ( 9 ) with respect to space x as 
F ( u ∗) ≡
∫ ∞ 
−∞ 
u ∗(x, s ) · e iωx dx ≡ u¯ ∗(ω, s ) (12) 
for a parameter ω. Then, its inverse expression, F −1 , has the symmetric form 
u ∗(x, s ) = F −1 ( ¯u ∗) ≡ 1 
2 π
∫ ∞ 
−∞ 
u¯ ∗(ω, s ) · e −iωx dω. (13) 
Before the application of ( 12 ), we assume that the dynamic responses u of the beam ( 5 ) and its derivatives with respect
to space x vanish in the far ﬁeld. 
Assumption 1. The beam-responses u in ( 5 ) are suﬃciently localized in space x , i.e., 
u, u x , u xx , u xxx → 0 , as x → ±∞ . (14) 
Owing to the above assumption, the ODE ( 9 ) is ultimately converted into an algebraic equation, exhibited by the next
lemma. 
Lemma 2. ( 9 ) reduces to an algebraic equation for u¯ ∗, which has the simple solution 
u¯ ∗ = s ¯u 1 (ω) + u¯ 2 (ω) + ϕ¯ 
∗(ω, s ) 
s 2 + k + (αω) 4 
. (15) 
Proof. With Assumption 1, the Fourier transform ( 12 ) satisﬁes 
F ( u xxxx ) = (−iω) 4 u¯ . (16) 
The identity ( 16 ) immediately renders the ODE ( 9 ) to be an algebraic equation for u¯ ∗, 
α4 (−iω) 4 u¯ ∗ + 
(
s 2 u¯ ∗ − s ¯u 1 − u¯ 2 
)
+ k ¯u ∗ = ϕ¯ ∗. (17) 
This is solved to give ( 15 ), which completes the proof. 
3.2. Inverse transforms 
For recovering u from ( 15 ), it is demanded that two successive inverse Laplace and Fourier transforms be performed on
u¯ ∗. It is ﬁrst worth observing that ( 15 ) may be decomposed as 
u¯ ∗ = s ¯u 1 (ω) + u¯ 2 (ω) + ϕ¯ 
∗(ω, s ) 
s 2 + 
(√ 
k + (αω) 4 
)2 
= s ¯u 1 (ω) 
s 2 + 
(√ 
k + (αω) 4 
)2 + u¯ 2 (ω) 
s 2 + 
(√ 
k + (αω) 4 
)2 + ϕ¯ ∗(ω, s ) 
s 2 + 
(√ 
k + (αω) 4 
)2 . (18) 
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 Lemma 3. Let the ﬁrst term on the right hand side of ( 18 ) be denoted by 
f 1 (ω, s ) = s ¯u 1 (ω) 
s 2 + 
(√ 
k + (αω) 4 
)2 . (19)
Then, inverse Laplace and Fourier transforms of f 1 is explicitly given as (
F −1 L −1 f 1 
)
(x, t) = 
∫ ∞ 
−∞ 
∫ ∞ 
0 
1 
π
cos 
[√ 
k + ( αω ) 4 t 
]
· cos [ ω ( x − ξ ) ] u 1 ( ξ ) d ω d ξ . (20)
Proof. We are at liberty to write ( 19 ) as follows 
f 1 
u¯ 1 (ω) 
= s 
s 2 + 
(√ 
k + (αω) 4 
)2 . (21)
Then, the f 1 / ¯u 1 (ω) is the image of cos [ 
√ 
k + (αω) 4 t ] under L , i.e., 
f 1 
u¯ 1 (ω) 
= L 
{
cos 
[√ 
k + (αω) 4 t 
]}
(22)
because s/ ( s 2 + a 2 ) = L [ cos (at) ] for a ∈ R from Laplace transform table. Thus, 
L −1 ( f 1 ) = L −1 
[
u¯ 1 (ω) · f 1 (ω, s ) 
u¯ 1 (ω) 
]
= u¯ 1 (ω) · L −1 
[
f 1 (ω, s ) 
u¯ 1 (ω) 
]
(23)
= u¯ 1 (ω) · cos 
[√ 
k + (αω) 4 t 
]
(24)
by linearity of L and ( 22 ). 
Next, we calculate F −1 L −1 f 1 , which is 
F −1 
(
L −1 f 1 
)
= F −1 
{
u¯ 1 (ω) · cos 
[√ 
k + (αω) 4 t 
]}
(25)
from ( 24 ). ( 25 ) then, by Fourier convolution theorem, becomes 
F −1 
{
u¯ 1 (ω) · cos 
[√ 
k + (αω) 4 t 
]}
= 
{
F −1 u¯ 1 (ω) 
}
∗
{
F −1 cos 
[√ 
k + (αω) 4 t 
]}
(26)
where the notation ∗ denotes Fourier convolution. 
Notice that F −1 u¯ 1 = ( F −1 F ) u 1 = u 1 and 
F −1 cos 
[√ 
k + (αω) 4 t 
]
= 1 
2 π
∫ ∞ 
−∞ 
cos 
[√ 
k + ( αω ) 4 t 
]
· e −iωx dω (27)
from ( 13 ). Then, the right hand side of ( 26 ) is written as 
u 1 ( x ) ∗ 1 
2 π
∫ ∞ 
−∞ 
cos 
[√ 
k + ( αω ) 4 t 
]
· ( cos (ωx ) − i sin (ωx ) ) dω 
= u 1 ( x ) ∗ 1 
π
∫ ∞ 
0 
cos 
[√ 
k + ( αω ) 4 t 
]
· cos (ωx ) dω 
= 1 
π
∫ ∞ 
−∞ 
∫ ∞ 
0 
cos 
[√ 
k + ( αω ) 4 t 
]
· cos ω ( x − ξ ) u 1 ( ξ ) d ωd ξ . (28)
This completes the proof. 
Lemma 4. Let us denote by f 2 (ω, s ) the second term on the right hand side of ( 18 ) 
f 2 (ω, s ) = u¯ 2 (ω) 
s 2 + 
(√ 
k + (αω) 4 
)2 . (29)
Then, its inverse image is 
(
F −1 L −1 f 2 
)
(x, t) = 
∫ ∞ 
−∞ 
∫ ∞ 
0 
sin 
[ √ 
k + (αω) 4 t 
] 
π
√ 
k + (αω) 4 
· cos [ ω ( x − ξ ) ] u 2 ( ξ ) d ωd ξ . (30)
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f 2 
√ 
k + (αω) 4 
u¯ 2 (ω) 
= 
√ 
k + (αω) 4 
s 2 + 
(√ 
k + (αω) 4 
)2 = L 
{
sin 
[√ 
k + (αω) 4 t 
]}
(31) 
from Laplace transform table a/ ( s 2 + a 2 ) = L [ sin (at) ] for a ∈ R . This enables L −1 ( f 2 ) to be determined as 
L −1 ( f 2 ) = L −1 
[ 
u¯ 2 (ω) √ 
k + (αω) 4 
· f 2 ·
√ 
k + (αω) 4 
u¯ 2 (ω) 
] 
= u¯ 2 (ω) √ 
k + (αω) 4 
L −1 
[ 
f 2 ·
√ 
k + (αω) 4 
u¯ 2 (ω) 
] 
= u¯ 2 (ω) √ 
k + (αω) 4 
sin 
[√ 
k + (αω) 4 t 
]
, (32) 
due to the linear character of inverse Laplace transform. 
Taking Fourier inverse transformation on both sides of ( 32 ) gives 
F −1 
(
L −1 f 2 
)
= F −1 
{ 
u¯ 2 (ω) √ 
k + (αω) 4 
· sin 
[√ 
k + (αω) 4 t 
]} 
= 
{
F −1 u¯ 2 ( ω ) 
}
∗
⎧ ⎨ 
⎩ F −1 
sin 
[ √ 
k + (αω) 4 t 
] 
√ 
k + (αω) 4 
⎫ ⎬ 
⎭ 
= u 2 ( x ) ∗
⎧ ⎨ 
⎩ F −1 
sin 
[ √ 
k + (αω) 4 t 
] 
√ 
k + (αω) 4 
⎫ ⎬ 
⎭ , (33) 
by Fourier convolution theorem and the identity F −1 u¯ 2 = ( F −1 F ) u 2 = u 2 . Finally, we apply ( 13 ) to ( 33 ) to have 
F −1 
(
L −1 f 2 
)
= u 2 ( x ) ∗ 1 
2 π
∫ ∞ 
−∞ 
sin 
[ √ 
k + (αω) 4 t 
] 
√ 
k + (αω) 4 
· e −iωx dω = u 2 ( x ) ∗ 1 
π
∫ ∞ 
0 
sin 
[ √ 
k + (αω) 4 t 
] 
√ 
k + (αω) 4 
· cos (ωx ) dω 
= 1 
π
∫ ∞ 
−∞ 
∫ ∞ 
0 
sin 
[ √ 
k + (αω) 4 t 
] 
√ 
k + (αω) 4 
· cos [ ω ( x − ξ ) ] u 2 ( ξ ) d ωd ξ (34) 
because of Euler formula and the deﬁnition of Fourier convolution. This completes the proof. 
Lemma 5. The inverse image of the ﬁnal term on the right hand side of ( 18 ), denoted by f 3 (ω, s ) , 
f 3 (ω, s ) = ϕ¯ 
∗(ω, s ) 
s 2 + 
(√ 
k + (αω) 4 
)2 (35) 
is 
(
F −1 L −1 f 3 
)
(x, t) = 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
sin 
[ √ 
k + (αω) 4 (t − τ ) 
] 
π
√ 
k + (αω) 4 
· cos [ ω ( ξ − x ) ] ϕ ( ξ , τ ) dξdτdω . (36) 
Proof. Let f 3 (ω, s ) in ( 35 ) be arranged as 
f 3 (ω , s ) = 1 √ 
k + (αω) 4 
·
√ 
k + (αω) 4 
s 2 + 
(√ 
k + (αω) 4 
)2 · ϕ¯ ∗(ω , s ) . (37) 
Then, its inverse Laplace transform takes the form having the notation ◦ of Laplace convolution 
L −1 f 3 = 1 √ 
k + (αω) 4 
· L −1 
⎡ 
⎢ ⎣ 
√ 
k + (αω) 4 
s 2 + 
(√ 
k + (αω) 4 
)2 · ϕ¯ ∗(ω, s ) 
⎤ 
⎥ ⎦ 
= 1 √ 
k + (αω) 4 
· L −1 
[
L 
{
sin 
[√ 
k + (αω) 4 t 
]}
· L ¯ϕ (ω, t) 
]
= 1 √ 
k + (αω) 4 
·
[{
sin 
[√ 
k + (αω) 4 t 
]}
◦ ϕ¯ (ω, t) 
]
, (38) 
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 where the linear property of the inverse Laplace L −1 and the result of ( 31 ) are utilized together with Laplace convolution
theorem. Returning to the deﬁnition of Laplace convolution ◦, the above last equation becomes 
L −1 f 3 = 1 √ 
k + (αω) 4 
·
∫ t 
0 
sin 
[√ 
k + (αω) 4 (t − τ ) 
]
· ϕ¯ (ω, τ ) dτ. (39)
Therefore, the inverse image of f 3 (ω, s ) , i.e., ( F 
−1 L −1 ) f 3 , is expressed as 
F −1 
{ 
1 √ 
k + (αω) 4 
·
∫ t 
0 
sin 
[√ 
k + (αω) 4 (t − τ ) 
]
· ϕ¯ (ω, τ ) dτ
} 
= 1 
2 π
∫ ∞ 
−∞ 
{ 
1 √ 
k + (αω) 4 
·
∫ t 
0 
sin 
[√ 
k + (αω) 4 (t − τ ) 
]
·
(∫ ∞ 
−∞ 
ϕ ( ξ , τ ) e iωξdξ
)
dτ
} 
· e −iωx dω 
= 1 
2 π
∫ ∞ 
−∞ 
∫ t 
0 
∫ ∞ 
−∞ 
sin 
[ √ 
k + (αω) 4 (t − τ ) 
] 
√ 
k + (αω) 4 
· e iω ( ξ−x ) ϕ ( ξ , τ ) dξdτdω 
= 1 
π
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
sin 
[ √ 
k + (αω) 4 (t − τ ) 
] 
√ 
k + (αω) 4 
· cos [ ω ( ξ − x ) ] ϕ ( ξ , τ ) dξdτdω (40)
by using ( 12 ), ( 13 ) and Euler formula. 
3.3. Formulating integral equation and solution procedure 
In this subsection, we formulate an integral equation equivalent to the original nonlinear PDE ( 5 ) and propose its solution
procedure. This is realized by summing the results of ( 20 ), ( 30 ) and ( 36 ): that is, 
u = F −1 L −1 ( ¯u ∗) = F −1 L −1 
3 ∑ 
i =1 
f i = 
3 ∑ 
i =1 
F −1 L −1 ( f i ) (41)
in operator notation. 
If we denote the kernel functions in ( 20 ) and ( 30 ) by g (i ) : R × R + × R × R + → R , for i = 1 , 2, 
g (1) (x, t, ξ , ω; k ) ≡ 1 
π
cos 
[√ 
k + ( αω ) 4 t 
]
· cos [ ω ( x − ξ ) ] , (42)
g (2) (x, t, ξ , ω; k ) ≡
sin 
[ √ 
k + (αω) 4 t 
] 
π
√ 
k + (αω) 4 
· cos [ ω ( x − ξ ) ] , (43)
and similarly the kernel function in ( 36 ) by g (3) : R × R + × R × R + × R + → R , 
g (3) (x, t, ξ , ω, τ ; k ) ≡
sin 
[ √ 
k + (αω) 4 (t − τ ) 
] 
π
√ 
k + (αω) 4 
· cos [ ω ( ξ − x ) ] . (44)
Then, u of the sum ( 41 ), for a pseudo-parameter k > 0 , can be represented as 
u (x, t) = 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (1) (x, t, ξ , ω; k ) u 1 ( ξ ) d ω d ξ + 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (2) (x, t, ξ , ω; k ) u 2 ( ξ ) d ωd ξ
+ 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , ω, τ ; k ) ϕ ( ξ , τ ) dξdτdω (45)
immediately from Lemmas 3, 4 , and 5 . The expression ( 45 ) in integral form is regarded as an integral formalism for u
corresponding to the PDE ( 5 ). 
Remark 1. When the PDE ( 1 ) (and thus ( 5 )) is linear, say , r(u ) = β · u for some β ∈ R , the integral formalism ( 45 ), with k
replaced by the β , presents directly an exact solution u ex for the linear PDE ( 1 ) (and thus ( 5 )) 
u ex (x, t) = 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (1) (x, t, ξ , ω; k ) | k = βu 1 ( ξ ) d ω d ξ + 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (2) (x, t, ξ , ω; k ) | k = βu 2 ( ξ ) d ωd ξ . (46)
This is from the fact that ϕ = k · u − r(u ) = (k − β) · u = 0 from ( 6 ). 
Deﬁnition 1. The integral formalism ( 45 ) has a linear solution-structure for ( 5 ) in the sense of Remark 1. 
We next substitute ( 6 ) into ( 45 ), which leads to the following theorem without proof. 
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 Theorem 1. For any pseudo-parameter k > 0 , the nonlinear dynamic responses u of ( 5 ) with the initial conditions ( 2 ) satisﬁes
the following nonlinear integral equation of second kind 
u (x, t) = 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (1) (x, t, ξ , ω; k ) u 1 ( ξ ) d ω d ξ + 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (2) (x, t, ξ , ω; k ) u 2 ( ξ ) d ωd ξ
+ k 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , ω, τ ; k ) u ( ξ , τ ) dξdτdω −
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , ω, τ ; k ) r [ u ( ξ , τ ) ] dξdτdω . 
(47) 
For the solution procedure for ( 47 ), we shall propose the following iteration for u n (x, t) , n = 0 , 1 , 2 , .. , together with an
initial guess of zero, i.e., u 0 ≡ 0 : 
u n +1 (x, t) = 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (1) (x, t, ξ , ω; k ) u 1 ( ξ ) d ω d ξ + 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (2) (x, t, ξ , ω; k ) u 2 ( ξ ) d ωd ξ
+ k 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , ω, τ ; k ) u n ( ξ , τ ) dξdτdω 
−
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , ω, τ ; k ) r [ u n ( ξ , τ ) ] dξdτdω n = 0 , 1 , 2 , .. (48) 
4. Convergence and uniqueness of the method 
This section is devoted to the mathematical analysis of the convergence of the method of ( 48 ) proposed in the previous
section. We will uncover a condition under which ( 48 ) converges and also check whether solutions of ( 48 ) are unique. For
that, some preliminaries of background material of function space are needed. 
Proposition 1 (Banach space) . Let B T be the linear space of continuous and bounded functions B (x, t) on R × [0 , T ] for T > 0
and let ‖ ·‖ B T : B T → R be a norm such that 
‖ B ‖ B T = sup 
x ∈ R 
0 ≤t≤T 
| B (x, t) | . (49) 
Then, the pair ( B T , ‖ ·‖ B T ) is a complete normed space, i.e., a Banach space. 
4.1. Integral operators 
It is convenient to introduce some operators on Banach spaces ( B T , ‖ ·‖ B T ) for systematic analysis of ( 48 ), which are
deﬁned as follows. 
Deﬁnition 2 (Linear operators) . Let B 0 be the space of continuous and bounded functions b : R → R . Then , G (i ) : B 0 → B T ,
for i = 1 , 2 , 
G (i ) ( b ) (x, t) ≡
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (i ) (x, t, ξ , ω; k ) b ( ξ ) d ω d ξ, for any b ∈ B 0 (50) 
are linear integral operators with kernels g (i ) (x, t, ξ , ω; k ) in ( 42 ) and ( 43 ). Similarly, with the kernel g (3) (x, t, ξ , ω, τ ; k ) in
( 44 ), G (3) : B T → B T is a linear integral operator, 
G (3) ( B ) (x, t) ≡
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , ω, τ ; k ) B ( ξ , τ ) dξdτdω , f or any B ∈ B T . (51) 
Due to the above deﬁnition, ( 48 ) reduces to the operator equation 
u n +1 = G (1) ( u 1 ) + G (2) ( u 2 ) + k G (3) ( u n ) − G (3) ( r( u n ) ) . (52) 
The right hand side of the above may be regarded as a nonlinear function of u n , leading to the following. 
Deﬁnition 3 (Nonlinear operator) . Given k ∈ R + and u 1 , u 2 ∈ B 0 , we deﬁne an (nonlinear) operator T : B T → B T 
T(B ) ≡ G (1) ( u 1 ) + G (2) ( u 2 ) + k G (3) ( B ) − G (3) ( r(B ) ) , f or B ∈ B T . (53) 
The reduced form ( 52 ) for the iteration ( 48 ) is further simpliﬁed. That is, in virtue of ( 53 ), the method of ( 48 ) can be
greatly abbreviated and put in the form of ﬁxed point 
n +1 n u = T( u ) , n = 0 , 1 , 2 , . . . . (54) 
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 4.2. Continuity and contraction 
In this subsection, we will show the continuous properties of the linear operators G (i ) for i = 1 , 2 , 3 and then the con-
tractive ones of the nonlinear operator T composed of the G (i ) for i = 1 , 2 , 3 . 
Theorem 2 (Continuity) . The linear operators G (i ) : B 0 → B T for i = 1 ,2 are continuous. 
Proof. From ( 50 ), we have ∣∣G (i ) ( b ) ∣∣ = ∣∣∣∣
∫ ∞ 
−∞ 
∫ ∞ 
0 
g (i ) (x, t, ξ , ω; k ) b ( ξ ) d ω d ξ
∣∣∣∣ for i = 1 , 2 , (55)
where b ∈ B 0 , giving the inequalities ∣∣G (i ) ( b ) ∣∣ ≤ ∫ ∞ 
−∞ 
∫ ∞ 
0 
∣∣g (i ) (x, t, ξ , ω; k ) ∣∣ · | b ( ξ ) | d ω d ξ
≤
∫ ∞ 
−∞ 
∫ ∞ 
0 
∣∣g (i ) (x, t, ξ , ω; k ) ∣∣ · sup 
ξ∈ R 
| b ( ξ ) | d ω d ξ for i = 1 , 2 . (56)
Thus, ( 56 ) becomes ∣∣G (i ) ( b ) ∣∣
‖ b ‖ B 0 
≤
∫ ∞ 
−∞ 
∫ ∞ 
0 
∣∣g (i ) (x, t, ξ , ω; k ) ∣∣d ω d ξ for i = 1 , 2 . (57)
Taking supremum on both sides of ( 57 ) leads to 
sup 
x ∈ R 
0 ≤t≤T 
∣∣G (i ) ( b ) (x, t) ∣∣
‖ b ‖ B 0 
≤ sup 
x ∈ R 
0 ≤t≤T 
∫ ∞ 
−∞ 
∫ ∞ 
0 
∣∣g (i ) (x, t, ξ , ω; k ) ∣∣d ω d ξ for i = 1 , 2 (58)
which implies ∥∥G (i ) ( b ) ∥∥
B T 
‖ b ‖ B 0 
≤
∥∥∥∥
∫ ∞ 
−∞ 
∫ ∞ 
0 
∣∣g (i ) (x, t, ξ , ω; k ) ∣∣d ω d ξ∥∥∥∥
B T 
for i = 1 , 2 . (59)
Note that ( 59 ) holds for all b ∈ B 0 , meaning that the linear operator G (i ) , for i = 1 , 2 , is bounded and thus continuous. This
completes the proof. 
Theorem 3 (Continuity) . The linear operator G (3) : B T → B T is continuous. 
Proof. This proof is basically similar to the previous theorem. Let us begin with the following equation ∣∣G (3) ( B ) ∣∣ = ∣∣∣∣
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , ω, τ ; k ) B ( ξ , τ ) dξdτdω 
∣∣∣∣, B ∈ B T (60)
from ( 51 ). Similarly as in ( 56 ) and ( 57 ), ( 60 ) produces the inequality ∣∣G (3) ( B ) ∣∣
‖ B ‖ B T 
≤
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
∣∣g (3) (x, t, ξ , ω, τ ; k ) ∣∣dξdτdω . (61)
By taking the sup-norm on both sides of ( 61 ), we ﬁnally have ∥∥G (3) ( B ) ∥∥
B T 
‖ B ‖ B T 
≤
∥∥∥∥
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
∣∣g (3) (x, t, ξ , ω, τ ; k ) ∣∣dξdτdω ∥∥∥∥
B T 
(62)
which should hold for all B ∈ B T . Therefore, G (3) is bounded and continuous, completing the proof. 
Remark 2. The inequality ( 62 ) means that the ratio ‖ G (3) (B ) ‖ B T / ‖ B ‖ B T is always bounded, therefore an operator norm can
be deﬁned, denoted as 
∥∥G (3) ∥∥
op 
= l.u.b. 
B 
=0 
∥∥G (3) ( B ) ∥∥
B T 
‖ B ‖ B T 
. (63)
Next, we assume that some nonlinear nature of r(u ) in ( 6 ) is restricted to some extent so that the nonlinear operator T
may have contractive properties: say, Lipschitz condition on r(u ) as in the following assumption. 
Assumption 2. Independent of B 1 , B 2 ∈ B T , there exists a Lipschitz constant ρ > 0 , such that 
| r( B 1 ) − r( B 2 ) | 
| B 1 − B 2 | ≤ ρ. (64)
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 It might be useful to recognize that the above condition on assumption 2 can be written in the form of norm inequality 
‖ r( B 1 ) − r( B 2 ) ‖ B T ≤ ρ‖ B 1 − B 2 ‖ B T (65) 
by taking sup norm to the condition. We are now ready to prove the following theorem. 
Theorem 4 (Contraction) . The nonlinear operator T : B T → B T is contractive, if the inequality holds 
( | k | + ρ) < 1 / ∥∥G (3) ∥∥
op 
. (66) 
Proof. We ﬁrst estimate the ‖ ·‖ B T norm difference between T( B 1 ) and T( B 2 ) for B 1 , B 2 ∈ B T , which is 
‖ T( B 1 ) − T( B 2 ) ‖ B T = 
∥∥k G (3) ( B 1 − B 2 ) + G (3) ( r( B 2 ) − r( B 1 ) ) ∥∥B T 
≤
∥∥k G (3) ( B 1 − B 2 ) ∥∥B T + ∥∥G (3) ( r( B 1 ) − r( B 2 ) ) ∥∥B T 
≤
∥∥G (3) ∥∥
op 
·
{| k | · ‖ B 1 − B 2 ‖ B T + ‖ r( B 1 ) − r( B 2 ) ‖ B T }
≤
∥∥G (3) ∥∥
op 
·
{| k | · ‖ B 1 − B 2 ‖ B T + ρ‖ B 1 − B 2 ‖ B T }
= ( | k | + ρ) · ∥∥G (3) ∥∥
op 
· ‖ B 1 − B 2 ‖ B T . (67) 
Here, the triangle inequality, the operator norm and Lipschitz constant are used. Therefore, for a value of the factor ( | k | + ρ) ·
‖ G (3) ‖ op less than unity, the nonlinear operator T is a contraction, completing the proof. 
4.3. Convergence 
With the use the ideas on the properties of continuity and contraction explored in the previous subsection, we would
like to show the (unique) convergence of the method, based on the following proposition. 
Proposition 2 (Fixed point theorem) . If the operator K : S → S be a contraction on a Banach space S. Then K has one and only
one ﬁxed point p ∈ S such that K(p) = p. Furthermore, the solution p ∈ S can be constructed by successive iteration. 
Recalling that the space B T equipped with the norm ‖ ·‖ B T is complete and the operator T in ( 54 ) deﬁned on it is con-
tractive, we ﬁnally arrive at our main results. 
Theorem 5 ( Convergence and uniqueness ) . The successive iteration of ( 48 ) converges to a unique solution in the Banach space
B T , if the condition ( 66 ) is satisﬁed. 
Proof. From the results of Theorem 4 and Proposition 2 , the present theorem on convergence of the method is immediate,
which completes the proof. 
Remark 3. The integral equation (47) is well-posed. This is because Theorem 5 implies the existence and uniqueness of the
solution of ( 47 ) and, moreover, ( 47 ) is of the second kind, which guarantees stability properties in general. Additionally, the
unique solution of ( 47 ) depends on the initial data of u 1 and u 2 in a continuous manner by Theorem 2. 
5. Concluding remarks 
The basic idea underlying this paper can be characterized as the question raised at the beginning of the paper, which
concerns the possibility of constructing the nonlinear solution of the beam equation of motion by way of its linear solution-
structure. As a key to the question, we have introduced a pseudo -parameter (or physically a pseudo-spring stiffness of elastic
foundation of beam). This is necessary for seeking an appropriate form for the linear solution-structure, which is successfully
determined via two successive (Laplace and Fourier) integral transforms. It is of an integral formalism, which provides the
formulation of an (nonlinear) integral equation equivalent to the original beam equation. 
The ﬁxed point approach to the integral equation proposes a new iterative method of solution procedure for constructing
the nonlinear solution. Fortunately, it is just of the simple use of regular numerical integration that is required for the iter-
ative process of the method, i.e., it would be fairly simple and straightforward to apply. For the proposed iterative method,
we have examined not only the convergence properties but unique characteristics by showing a contractive nature of a non-
linear operator with an appropriate function space. It thus might be one of the useful nonlinear methodologies for solving
the equation of motion for a nonlinear inﬁnite beam. 
Finally, it would be interesting to note that the ﬁrst role of the pseudo-parameter introduced here is of a bridge between
the original beam equation of motion and the nonlinear integral equation, while the second role involves the convergence
of the iterative method proposed here. 
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