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1 Introduction and Related Work
To date, Neural Networks (NNs) have been em-
ployed to carry out the automatic classification
of various kinds of figurative expressions, like
idioms (Bizzoni et al., 2017b) and metaphors
(Do Dinh and Gurevych, 2016; Bizzoni et al.,
2017a; Rei et al., 2017). It is common knowl-
edge that metaphors (e.g., my job is a jail) reflect
a transparent mapping from concrete examples in
a source domain (e.g., the physical confinement
of a jail) to abstract concepts in a target domain
(e.g., the psychological constraints and tedious-
ness of a job) (Lakoff and Johnson, 2008), while
idioms (e.g., buy the farm ‘to pass away’, shoot
the breeze ‘to chat idly’) synchronically appear as
a rather heterogeneous class of semantically non-
compositional multiword units that all in all ex-
hibit greater lexicosyntactic rigidity, proverbiality
and emotional valence with respect to literal ex-
pressions (Nunberg et al., 1994; Cacciari, 2014).
In previous studies (Do Dinh and Gurevych, 2016;
Rei et al., 2017), pre-trained word embeddings
(Mikolov et al., 2013) have been fed to NNs to per-
form metaphor detection. Bizzoni et al. (2017a),
for instance, successfully classify adjective-noun
pairs where the same adjective is used either in a
literal (e.g., clean floor) or a metaphorical (e.g.,
clean performance) sense with a neural classifier
trained on a composition of the noun and adjective
embeddings. As for idiom detection, Bizzoni et al.
(2017b) use a fully-connected three-layered NN to
automatically tell apart idiomatic and literal Italian
verb-noun (VN) and adjective-noun (AN) phrases
(e.g., gettare la spugna ‘to throw in the towel’ vs
vedere un film ‘to watch a movie; alte sfere ‘high
places’ vs nuova legge ‘new law’), training it with
count-based vectors (Lenci, 2018) of the entire
phrases taken as single tokens. Several works have
nonetheless made it clear that it is still challeng-
ing to figure out the inner workings of NNs and
the source of their performance (Karpathy et al.,
2015), mostly because of their continuous repre-
sentations and non-linearity that make it hard, for
instance, to map their hidden states to interpretable
language structures (Ding et al., 2017). By mea-
suring the cosine similarity between the nouns in
their dataset and the “metaphoricity vector” learnt
by their network, Bizzoni et al. (2017a) found
out that the algorithm was actually leveraging the
concrete/abstract semantic shift undergone by the
nouns while going from a literal to a metaphorical
context. As the network performance in Bizzoni
et al. (2017b) still remains unexplained, the aim
of the present work was to shed light on which
features in an idiom semantic vector are exploited
by a NN when performing idiom vs literal classi-
fication, by means of an ablation paradigm (Greff
et al., 2015; Kuncoro et al., 2016).
2 Our Proposal
Provided that the approach by Bizzoni et al.
(2017b) uses just the count vectors of the idioms
and literals to be distinguished as input, the aim of
our work was to single out which semantic and
contextual features are leveraged by the NN to
carry out the classification task. Idioms are, as
we stated above, a variegated class that, among the
rest, displays varying levels of semantic ambiguity
(Libben and Titone, 2008), i.e. whether a given id-
iom possesses a literal sense in addition to the figu-
rative one (e.g., spill the beans, which can be both
idiomatic and literal, vs be on cloud nine, which
can be only idiomatic) and it is frequently used in
that sense. On top of this, idioms, like metaphors,
tend to be used to convey abstract concepts and
are, generally speaking, less concrete in meaning
with respect to literals (Citron et al., 2016). In the
present research, we investigated whether seman-
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tic ambiguity and concreteness might play a role
in helping the NN to tell apart idioms and liter-
als. In the ablation setting we implemented, we
first tested our NN on the entire datasets of VN
idiomatic and literal vectors, as in Bizzoni et al.
(2017b). These will be called TOTAL models. In
the so-called CONCRETENESS models we instead
removed the most concrete literals from the train-
ing set so as to even out a difference in concrete-
ness between the idioms and literals given as input
to the NN. If the NNwere actually relying on a dif-
ference in concreteness between idioms and liter-
als to perform classification, we would expect the
performance of these models to drop considerably.
Finally, in the so-called AMBIGUITY models, we
removed the most semantically ambiguous idioms
from the training input. In our hypothesis, the fact
that some idioms in the original dataset could have
both a literal and an idiomatic meaning should be
reflected in a richer and more variegated distribu-
tional representation with respect to expressions
that can only receive a literal reading, and this
could constitute a key factor to the neural classifier
for spotting idioms. As in Bizzoni et al. (2017b),
we employed pre-trained embeddings of our target
idioms and literals taken as unanalyzed wholes,
without composing the vectors of their component
words. In light of idiom non-compositionality,
Bizzoni et al. (2017b) have already shown models
trained on vector composition to perform worse.
Both Word2vec (Mikolov et al., 2013) and fast-
Text (Bojanowski et al., 2017) vectors were used,
in order to account for distributional information
at both phrase and sub-phrase level. Finally, to as-
sess whether our findings would hold crosslinguis-
tically, we ran our models on two different datasets
of Italian and English VN phrases respectively.
3 Datasets
3.1 Selection of the target expressions
Our Italian dataset was composed of 174 VN
Italian idiomatic and literal expressions. First,
a set of 87 Italian verbal idioms randomly cho-
sen from idiom dictionaries (Quartu, 1993) was
extracted from the itWaC corpus (Baroni et al.,
2009;1,909M tokens ca). Their token frequency
spanned from 63 (parlare al muro ‘to talk to a
brick wall’) to 15,784 (aprire le porte ‘to open
the floodgates’). Other 87 only-literal verbal
phrases of comparable frequencies (e.g., vedere un
film ‘to watch a movie’) were randomly selected.
Our English dataset was instead composed of 120
VN idiomatic and literal expressions. From the
COCA corpus (Davies, 2009; 520M tokens ca.)
we extracted 60 English idioms, whose frequency
spanned from 63 (spill the beans) to 1,641 tokens
(turn one’s back), and other 60 only-literal phrases
of comparable frequency (e.g., eat a sandwich).
3.2 Gold standard concreteness and
ambiguity judgments
9 Italian linguistics students and researchers pro-
vided gold standard concreteness and ambiguity
ratings for the Italian dataset. The 174 expressions
were split into two sublists of 87 phrases. 3 raters
per sublist evaluated how each phrase denoted an
experience or concept related to one or more sen-
sory modalities on a 1-7 Likert scale, with 1 stand-
ing for “totally abstract” and 7 standing for “to-
tally concrete”. Other 3 judges were presented
with the 87 idioms and voted on a 1-7 scale how
plausible and frequent was to find each expres-
sion used in its literal sense in both written and
spoken Italian, with 1 meaning “totally implausi-
ble” and 7 meaning “totally plausible”. Literals
(M = 4.84) were rated as significantly more con-
crete than idioms (M = 3.16; W = 1887, p < .001),
while 32 idioms out of 87 (36.78%) reported an
average ambiguity score   5. 6 North American
linguistics students and researchers rated the En-
glish dataset. The 120 idioms and literals were
split into two sublists of 60 expressions, each of
which was judged for concreteness by 2 subjects.
Other 2 judges rated the 60 idioms for semantic
ambiguity. Once again, literals (M = 6.20) were
rated as significantly more concrete than idioms
(M = 2.43; W = 76, p < .001). 31 idioms out of
60 (51.67%) got an average ambiguity score   5.
4 Method
4.1 Vector extraction
To represent our 174 Italian and 160 English id-
iomatic and literal VN constructions, we experi-
mented with bothWord2vec (Mikolov et al., 2013)
and fastText (Bojanowski et al., 2017) vectors.
We trained 300-dimensional embeddings with a
Skip-gram model, using a symmetric window of
5 words and 10 negative examples. The vectors
of the Italian expressions were trained on itWaC
(Baroni et al., 2009), while the English ones were
trained on COCA (Davies, 2009).
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4.2 Training and test sets
In the TOTAL models, the entire sets of 174 Italian
and 160 English items were randomly split into
training and test sets roughly corresponding to the
80% and the 20% of the original sets respectively.
5 random splits were created for either dataset. In
the CONCRETENESS models, we leveled the con-
creteness difference between idioms and literals in
the training sets by removing all the literals with
average concreteness > 5 and randomly trimming
part of the idiom set to get an equal number of
idioms and literals. A Kolmogorov-Smirnov test
showed the distribution of concreteness judgments
in the resulting Italian datasets to be not signifi-
cantly different between idioms and literals. As
for the English datasets, since concreteness rat-
ings for literals were far higher than those given
to idioms, a significant idioms-literals difference
still remained, though we still removed the most
concrete literals and the least concrete idioms. We
finally assured that about 30% of the idioms still
maintained an ambiguity score > 5, so as to dis-
entangle the effects of concreteness and ambigu-
ity. In the AMBIGUITY models, we removed from
the input all the idioms with an average ambigu-
ity   5, we randomly trimmed literals until we
obtained and equal number of idioms and literals
and we made sure via a Kolmogorov-Smirnov test
that the distribution in concreteness judgments re-
mained significantly different between idioms and
literals. To sump up, 5 TOTAL, CONCRETENESS
and AMBIGUITY datasets were randomly created
for both Italian and English and fed to our NN.
4.3 The NN classifier
The NN we built was composed of three fully con-
nected hidden layers.1 The input layer has the
same dimensionality of the original word embed-
dings and the output layer has dimensionality 1.
The other two hidden layers have dimensionality
12 and 8. The network takes in input a single
word embedding at a time. As said in Section
4.1, our embeddings had 300 dimensions each and
encoded the distributional behavior of an entire
phrase considered as a single token, without com-
posing the vectors of its components. The most
important dimensionality reduction is done by the
first hidden layer, while the last layer applies a
sigmoid activation function on the output to pro-
1We used Keras, a library running on TensorFlow (Abadi
et al., 2016).
duce a binary judgment. In the classification task,
we defined idioms as positive examples and non-
idioms as negative examples of our training set.
5 Results
The average F1 scores of the ablated models and
their SDs are reported in Table 1. Each F1 is av-
eraged over 5 runs. The NN-based models of each
dataset are compared with a RANDOM baseline.
In both the Italian and the English dataset, while
removing ambiguous idioms penalized the perfor-
mance only marginally, though consistently, lev-
eling the concreteness difference between idioms
and literals led to much poorer results. Though the
variation in performance across the runs (in terms
of SD) was generally high for the CONCRETE-
NESS models, the performance drop was nonethe-
less consistent with both datasets and vector types.
Interestingly, CONCRETENESS models performed
generally worse than the RANDOM baselines. The
greater abstractness in meaning exhibited by id-
ioms constitutes therefore a key element for our
NN to perform idiom identification, while seman-
tic ambiguity does not seem to be a determining
factor. Finally, the kind of distributional infor-
mation employed (Word2vec vs fastText) did not
seem to impact the results.
6 Conclusions
In this ablation study we investigated which dis-
tributional and semantic features are leveraged
by a NN to carry out idiom identification when
it is just given phrase vectors as input. As it
turns out, our NN was mostly exploiting a dif-
ference in concreteness rather than learning non-
compositionality itself. From a more general
standpoint, our findings suggest that when NNs
are trained to spot a complex and multifaceted
phenomenon such as idiomaticity, they rather ex-
ploit other underlying semantic features. Future
work should investigate which other features to
give in input to arrive at a more solid idiom-
specific classification.
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