Abstract-The current trend towards multicore/manycore and accelerated architectures presents challenges, both in portability, and also in the choices that developers must make on how to use the resources that these architectures provide. This paper explores some of the possibilities that are enabled by the Open Computing Language (OpenCL), and proposes a programming model that will allow developers and scientists to more fully subscribe hybrid compute nodes, while, at the same time, reducing the impact of system failure.
I. INTRODUCTION
OpenCL is a royalty-free open standard for crossplatform development on accelerated and multicore architectures that is currently gaining acceptance and momentum in the high performance computing (HPC) community. OpenCL is a fairly low-level framework that is designed to allow portability while still maintaining nearly identical performance to that which can be achieved using vendor specific tools like nVIDIA's Compute Unified Device Architecture (CUDA), Intel's C for Throughput Computing (CT) and IBM's libSPE. As such, OpenCL is not intended to make programming more accessible to the average developer or scientist: It is aimed squarely at the expert computer or computational scientist who has a deep understanding, both of the algorithm being implemented and of the architecture(s) on which it is intended to run. This leaves substantial room for mid and high-level tools development to support domain specialists who are trying to work within today's quickly changing computing environments without having to rewrite the same algorithm for multiple architectures. While it may turn out that high-level abstractions like domain specific languages (DSLs) will become the ultimate solution to fill this gap, in the short and mediumterms, our goals and responsibilities require us to consider a more pragmatic approach.
Previous experience with the Roadrunner supercomputing architecture [4] , [1] has shown that it is possible to identify and develop programming models and mid-level abstractions that can aid in scientific code development through experimental implementations of different numerical methods. With the goal of gaining a better understanding of how OpenCL can be used to develop numerical simulation codes, we implemented a two-dimensional compressible gas dynamics solver for structure grids. Compressible gas dynamics problems are an important part of computational fluid dynamics and are of special interest to the authors for problems in computational astrophysics 1 . The resulting solver was used as a real-time, user-interactive demo at the 2009 Supercomputing Conference in Portland, Oregon. This proof-of-concept project was developed in close collaboration with scientists from IBM and AMD (both active participants on the OpenCL standards consortium), with IBM and NextIO providing the multi-architecture cluster 2 on which the demo was run. The demo used OpenCL compilers from three different vendors and ran across all of the architectures represented in the cluster from a single-source code base. Through subsequent development, we have also added a basic multi-physics capability by enhancing the solver to handle thermal diffusion, and are in the process of adapting these additional solver components to OpenCL.
The above approach has helped us to identify several abstractions and techniques that will help developers to better leverage the new capabilities that are, and will be, provided by modern computing platforms. In this paper, we document some of the ideas and techniques that have been developed during the course of this work.
II. COMPUTATIONAL FLUID DYNAMICS
Computational fluid dynamics (CFD) simulations are used to understand physical phenomena in a variety of important areas involving fluid flow, including aerodynamics, rocket propulsion, astrophysics, ground water modeling and atmospheric science. In gas dynamics-flows where the effects of viscosity and heat conduction are negligible-it is common to use the Euler equations as the fundamental basis for CFD simulations. These are typically problems that involve the development and propagation of shock waves where transonic or supersonic flows must be accurately modeled.
For some types of problems, it is necessary to add the ability to model diffusive transport to the Euler equations. This is generally done by adding a set of coupled equations that range from simple thermal diffusion to radiation transport. In this case, the resulting set of equations can be described as modeling an advection-diffusion problem, where advection is the transport of the fluid caused by bulk motion in a particular direction, and diffusion is the transport of the fluid caused by the random movement of its molecules.
A. Advection-Diffusion
Using our demo code, we are able to solve advection-diffusion problems of the following form,
where q is the vector of conserved Euler state variables (density ρ, momentum ρu, and total energy density ρE), f (q) is the standard set of Euler equations, T is the temperature, and µ(x, T ) is the diffusion coefficient. The functions h(x, t) and g(x, t) are given and define the Neumann and Dirichlet boundary conditions, respectively. Our long-term goal is to be able to handle the case where µ is a nonlinear function of T , of the form µ(T ) = T p . However, for the time being, we consider the case where µ is a linear function.
To handle the multiphysics aspect of the problem, we employ an operator-split time evolution technique, such that,
where ρ is treated as a constant in Equation (3) and e is the specific internal energy. This divides the problem into an advection step and a diffusion step that can be updated using separate solver techniques.
For an ideal polytropic gas, i.e., gamma-law gas, e is related to T by,
where c v is the specific heat at constant volume. This is an additional simplification of the problem: In general this relationship may depend on a nonanalytic closure called the equation of state (EOS).
The current solver has stubs to accommodate using real EOS lookup tables. However, these add tremendous data pressure on the memory subsystem and do not affect the overall structure of the solver.
Using the relationship from Equation (4), we can re-write Equation (3) as,
Taking c v and µ as constants and defining ξ = µ/ρc v , gives our diffusion model problem,
which is a parabolic, partial differential equation (PDE) in T . Our discretization and numerical techniques will solve the operator split equations,
B. Discretization Techniques and Numerical Methods
Because the governing equations of our advection-diffusion problem are based on conservation laws, we use the finite volume method (FVM) [6] to discretize both parts of the operator splitting. For the hyperbolic part in Equation (7), we use the flux-limited MUSCL-Hancock [7] scheme. This is a high-resolution, Godunov-style solver for direct Eulerian hydrodynamics that uses a predictor-corrector update in time. The update of the advection problem requires the computation of the non-conserved primitive quantities velocity u and pressure p, e.g., velocity is used to compute the sound speed. The specific steps used to implement this algorithm will be discussed in the next section.
Using FVM for the parabolic part in Equation (8), leaves us with a choice of time discretizations. The current implementation uses a first-order, implicit backwards-difference formula (BDF) [5, Sec. 2.3] . This results in a linear system that must be solved at each time step. To do this, we use the α-Jacobi method[3, Ch. 10], a stationary, elementary iterative solver technique.
Both of these methods are implemented on structured grids and make use of stencil-based updates of the unknowns. As an example, consider the second-order centered-difference approximation of the gradient ∂ρ ∂x ,
This computation involves a nearest-neighbor averaging for the j th unknown. Nearest-neighbor dependencies like this one are common in scientific computing algorithms and can cause hardware memory-coalescing strategies to break down. We will introduce some techniques for handling this in §III-C.
III. IMPLEMENTATION DETAILS

A. Program Structure
As shown in Figure ( 1), the high-level structure of the code uses a hybrid programming model that mixes OpenMPI and OpenCL. To support distributed-memory parallelism, we employ a horizontally-striped data decomposition, using ghost buffers for nearest-neighbor dependencies, and communication between compute ranks via OpenMPI. Our implementation differs from a traditional MPI approach in that it also uses a control rank to initiate each advance in the simulation 3 . Initially, this was the most straightforward method of synchronizing compute processes to provide data for the display, and to allow for user input (recall that this code was originally developed for a real-time, user-interactive demo). As the code has evolved, we have moved to an asynchronous control model where each compute process runs an event loop that can arbitrate incoming requests concurrent to the basic advance of the simulation. This model allows a more flexible approach to tasklevel parallelism that is covered in §IV.
The node-level structure of the code for compute ranks uses C ++ to define a simulation class that takes a solver base class. The simulation is essentially only a container for the problem state that exposes several of the solver's methods, e.g., adaptive time step increment and advance. This approach allows some flexibility in supporting different solver types while not really affecting performance: We initially developed a reference implementation of the hydrodynamics solver for ease of verification; This was Host Fig. 1 . The high-level structure of the solver uses a hybrid programming model that incorporates OpenMPI for distributedmemory parallelism with OpenCL for intra-node task and datalevel parallelism. In our newest version of the code, the OpenCL host process on each compute node runs an event loop that accepts input from one or more control processes to dynamically schedule tasks. then adapted to OpenCL by implementing a new derived solver type.
Because of the operator-split nature of the advection-diffusion solver, time evolution is computed in a two-step process that is repeated until the final time t f is reached: The MUSCL-Hancock method is used to update the conserved state variables by an increment of ∆t; Density ρ (treated as constant in the context of the diffusion solve) and internal energy density ρe are then used to compute the current diffusion operator-an N × N matrix that is implicitly defined through cell-centered stencils. This is a linear system that is solved for the unknown temperature profile T using the α-Jacobi method; The new value of T is then used to update ρe, which is added to the kinetic energy density computed by the hydrodynamics update to calculate the new value of ρE at time t + ∆t.
B. MUSCL-Hancock Kernels
As shown in Figure ( 2), the MUSCL-Hancock method consists of a sequence of nine steps, applied in sequential sweeps per dimension. Each of the steps is data parallel. However, there are dependencies to neighboring cells in the direction of the sweep. Additionally, the steps have at most a few dozen instructions, so the ratio of arithmetic intensity to data motion is small, increasing the likelihood that the performance of the computation will be memory bound.
C. Using OpenCL
OpenCL consists of a host API and a deviceside C99-based kernel language called OpenCL C. Devices are organized on the host into contexts, which manage application-related resources such as programs, memory objects and command queues. More than one device can be included in a context, so, together with queues, this enables independent kernels to run concurrently on different deviceseven on different kinds of devices. To do this, the OpenCL runtime takes source code from host memory and compiles it as needed for different hardware targets. In this application, the solvers have a strict ordering, so we tie a single device to a context. The OpenCL C, device-side language extends C99 with address-space types, fixed-width vector types, and generic functions. Additional extensions include explicit and asynchronous memorymovement intrinsics that correspond to the different address spaces defined by the OpenCL memory model, and type-independent mathematical functions corresponding to the vector types. These last extensions are essentially math libraries that vendors are able to tune to their specific hardware.
The OpenCL memory model is intended to closely match existing hardware memory characteristics. For example, the memory associated with each of a set of SIMD engines in a GPU can be accessed via the local address space, a register file will be populated by private memory (the default address space), and device memory or mapped host memory can be manipulated via the global address space. While the global address space works in all situations and is very useful for porting legacy code, the more specialized address-space types facilitate the development of efficient code. This can be achieved by careful navigation of the memory hierarchy. It is also possible use OpenGL textures as buffers using an image memory object type. (Even though, internally, these may or may not work like buffers.)
We abstract the OpenCL platform interface and device query functions into a C ++ interface for selecting devices according to pre-defined policies. These policies anticipate different use cases. For example, in our gas dynamics application, the advection solver exposes substantial data-parallelism, and offloading sufficiently large data domain subspaces to a GPU is effective. However, converting the state variables of the simulation into a picture on the screen requires less numerically intensive calculations for color conversion, so shipping this type of work over a PCI Express connection to a GPU is not effective (relative to the latency overhead associated with the connection). For these kinds of tasks, it is better to use a CPU OpenCL device if it is available.
In our abstraction layer, a raw device is encapsulated in a C ++ base class called a DeviceInstance that includes a single context, queue, and program object. An intentionally small subset of the OpenCL host API is exposed by this class. Derived classes add appropriate typed data for the application, e.g., knowledge of the application's data structures helps to avoid buffer size mismatches.
As stated in the last section, the OpenCL version of our advection solver was adapted from a reference C ++ code. The reference code has instance variables for the conserved state, primitives, and intermediate values generated from each step. Nested for-loops cover the two-dimensional space for each stage of Figure ( 2), and the arithmetic operations in these loops can be executed concurrently, i.e., the loops are N -parallel. For example, the slopes for ρu and ρv (x and y momentums) are calculated within one of the nested for-loops.
To make a minimal mapping of the reference implementation to OpenCL, two changes were required. First, because we know the steps of this algorithm are data-parallel, we replace the loops with map operations, i.e., we think of these loops as transformations of input arrays to output arrays by element-wise application of a function. Complete parameterization of these functions, avoiding the use of instance variables in function definitions, reveals what data will need to reside on an accelerator before invocation of the function kernel. Some of the functions are structurally similar, e.g., one function can be transformed into another simply by replacing a variable. In principle, a reference implementation could factor out these redundancies with sophisticated use of templates. However, on the OpenCL C kernel language side, templates are currently not available, although this capability has been proposed as an extension to the next OpenCL standard. What does exist is the C preprocessor, and this can accomplish what is needed. Therefore, rather than describing the arithmetic in each kernel with functions or inlines (which not all OpenCL runtimes handle in an efficient way), we encapsulate them with macros. Primitive types are homogeneous in this code (they are either double or float), so there is little practical benefit to the current code in typing macro arguments as would be possible with templates. Inappropriate slots in a macro expansion, e.g., a memory object vs. a scalar, will fail to compile.
With the basic notion of applying functions over spaces, we have a code that is structured to match the OpenCL NDRange iteration abstraction. We simply make device-side functions (a.k.a. kernels) that use the macros, and declare all the required kernel arguments that will need to be passed to the macros (This is the second step in mapping the reference implementation to OpenCL.) On the host side, we then discriminate between parameters that are truly constant across all possible invocations of the kernel, and those which vary in different calling contexts. The former are set immediately after the kernels are created, and the latter when the kernels are enqueued for execution.
The result is that each nested for-loop in the reference implementation is replaced by an OpenCL kernel enqueue, followed by a wait. We make each step of the update wait after enqueuing a kernel, as the algorithm has dependencies between kernels. (Recall that this is a naive implementation.) Surprisingly, high-level code actually becomes more concise with OpenCL. The OMcall (Object Manager call) is our standard interface to OpenCL. This call notes where in the source code the call is being made in order to catch device failure or mistaken use for diagnostics. The first argument indicates that we want, a compute device-one that is good at large scale data parallelism. The second argument is the action we would like to take-to enqueue a kernel, and the third is the kernel we want to enqueue. The next four arguments indicate the scope of the data parallel operation. The last argument indicates the access pattern that is expected (left to right or bottom to top). Note that the many arguments to PRIMITIVES are not provided. This is because they were set at the creation time of the kernel (as opposed to enqueue time).
D. Improvements
The approach of enqueueing one kernel per MUSCL-Hancock step does work, but as mentioned before, the steps are not arithmetically intense. Depending on the size of the space, as much time can be spent in transit to the accelerator as in running on it. This cost multiplies across the nine steps. For small spaces, i.e., less than 500x500, it will dominate the runtime. Additionally, there is latency associated with each kernel invocation. Measured results on an nVIDIA GT9600M indicate that each kernel invocation can add as much as 65 microseconds to the compute time (NOP kernel used to test latency). For our advection kernels this adds O(1000) microseconds to the total update. For reference, the most efficient fused implementation of our code (introduced in this section) needs 2, 205 microseconds to execute the full advance. Further research is required to verify that these results are accurate and that they are representative of other hardware and vendor implementations.
Unfortunately, addressing these problems isn't as simple as the original factoring of the code. Across steps of the algorithm, there are dependencies to neighboring cells. To make fewer kernel invocations of consolidated kernels requires understanding these dependencies. By far, this was the most time consuming part of creating an efficient adaptation of this algorithm for OpenCL.
Understanding inter-kernel dependencies is especially important because OpenCL provides synchronization at the level of a work group but not across work groups-aggregate devices such as GPUs cannot provide barriers. Our solution to this problem is to introduce ghost buffers in device local memory (per work group) that allow us to recognize the edges of the work group and to recalculate the necessary, i.e., known to be unpredictable/absent, neighboring values. NDRange indices and the data they operate on are independent, so determining the values that must be recomputed in this process is a matter of performing some arithmetic on the kernel invocation indices before a dereference into the workgroup's global or local memory can be performed.
On systems where local memory resources are limited, there is an important interplay between the host-side runtime and the realization of executable code compiled from the OpenCL C kernel language. On one hand, there is the goal of filling up pipelines and arrays of SIMD processing elements, on the other is the need to store intermediate results somewhere, preferably in fast memory or registers. Without sufficient local memory resources, code will either stall on memory loads, or not stall, but at the cost of using a fraction of the processing units throughput. The OpenCL runtime determines work group sizes (the amount of parallelism) based on these considerations. This code has two fused kernel configurations (both are arithmetically intensive with high register pressure) and an unfused kernel configuration (less arithmetically intensive, but with little register pressure). These configurations are designed to allow us to determine the best strategy to use and to make tradeoffs on different hardware platforms.
IV. USING TOTAL-WORKFLOW TO EXPLOIT HYBRID COMPUTE NODES
Efficiency-defined as the percentage of theoretical peak that can be achieved by an implementation-is a poor metric for performance. The majority of algorithms that we have available to us today have been developed in isolation from the concerns of modern architectures. Methods developers generally focus on trying to maximize stability, while trying to minimize error and asymptotic complexity. This being the case, it is generally difficult or impossible to find greater levels of concurrency in the basic numerical methods we need to implement. Additionally, real computational workflows expose many more bottlenecks than just the efficiency of the underlying computational kernels that are at the heart of the simulation. Tasks such as I/O for visualization or checkpoint, data rendering for visualization, and diagnostics and statistical analysis often act as serialization points in the flow of the simulation that make it less efficient and increase the exposure of the run to system failure.
By considering the broader picture of the tasks that must be carried out to get to the actual commodity provided by a simulation, e.g., a visualization or animation that gives a physicist greater insight into some natural phenomenon, we can expose new levels of concurrency that can be exploited on hybrid compute nodes. One reason that this is possible is because hybrid nodes offer us several logical-and sometimes actual-hardware devices, often with separate address spaces, that can be assigned to work on different simulation tasks in parallel without introducing significant contention for resources. A second reason is that the kinds of tasks mentioned above do not occur with the same frequency as the underlying computational update, and they generally only depend on a single time slice or iterate of the solver state. We refer to these as reduced frequency tasks (RFTs). The two properties listed above imply that RFTs can be scheduled to run concurrently with the basic computation of the simulation. This, in turn, allows more efficient use of node-level resources, and reduces the simulation's exposure to machine instabilities by removing serialization points from the total workflow, e.g., checkpoint output is typically only done every few hours, but for large data sets it can stall a simulation for 20-40 minutes on current systems. This approach allows the simulation to continue its progress while the checkpoint is being written to disk. Thus, allowing it to advance farther during a given uninterrupted compute period.
A. Tools and Abstractions
There is a natural evolution of our original code structure shown in Figure (1) to allow the addition of RFT execution. The OMCall wrapper currently exposes two logical queues: one for compute intensive, data-parallel kernels, and another for auxiliary, task-parallel kernels. This is a very basic model that will likely need to be extended to handle multiple compute and auxiliary queues. However, it does allow us to begin experimenting with implementations that try to more fully subscribe hybrid resources. Since a queue is the basic commodity associated with an OpenCL device, this abstraction can also be used to provide less computer-savvy users with a tool that hides much of the overhead and complexity of using OpenCL.
The other component needed to realize our totalworkflow programming model is an event structure. Using our logical queues, we have implemented an event handler class called ControlAsynchronousEventLoop that can dispatch asynchronous tasks to run concurrently with the basic simulation advance. This class uses C ++ functors to allow the user to register two types of event handlers with the compute ranks: scheduled events, which have a known frequency at initialization and may be triggered by time-step, elapsed time, time-step increment or active state, and dynamic events which are generated by a control process and are triggered by an event message. Dynamic events can be used to allow the program to handle things like external input from data sources (data-intensive applications) and computational steering. In this model, each compute rank participates in a homogeneous MPI topology, running an event loop that executes the advance, while polling for incoming requests. (Presently, the polling function is implemented using the iProbe feature of MPI.) When an event is triggered, the control loop executes the appropriate functor, which uses a logical queue to enqueue a task. Queuing logic is then handled by the OpenCL runtime.
V. CONCLUSIONS AND FUTURE WORK
Through the implementation of our advectiondiffusion solver, we have identified two useful abstractions (event structure and logical queues) and several techniques for increasing the efficiency of structured-grid solvers implemented in OpenCL. Future work on this project will follow two paths. First, we will continue to enhance and extend the capabilities of the solver. One enhancement will be the extension of our current iterative smoother algorithm to a full geometric multigrid solver [2] . This will be used as a pre-conditioner for a conjugate gradient iteration [3] that, itself, will be used inside of a nonlinear iteration over the diffusion coefficient µ. Other enhancements to the solver will be to add support for three-dimensional simulations and the addition of adaptive mesh refinement (AMR). We have a fairly novel AMR approach that uses a block-structured data decomposition and can support structured or unstructured input grids.
The second path forward will investigate the viability of creating a tool to automatically fuse computational kernels in the manner presented in this paper. We will also use the development of the solver extensions to try to identify better abstractions and techniques that will make OpenCL a more useful framework for expressing scientific codes.
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