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Mrežna pravila in kvazi-Monte Carlo metode za integracijo funkcij
Povzetek
V financah, statistiki, fiziki itd. se velikokrat pojavijo problemi, pri katerih je po-
trebno izračunati oziroma aproksimirati integral dimenzije več sto ali celo več tisoč.
V delu diplomskega seminarja si ogledamo nekaj metod, s katerimi lahko takšne
integrale relativno učinkovito rešimo.
Najprej obravnavamo nekaj pravil za integracijo v eni dimenziji iz klasične teo-
rije numerične integracije (kvadraturna pravila) ter ugotovimo, zakaj njihova po-
splošitev v več dimenzij ni učinkovita. Nato obravnavamo metodo Monte Carlo, ki
uspešno odpravlja te probleme, izpeljemo napako metode in navedemo glavni razlog
za vpeljavo kvazi-Monte Carlo (QMC) metod. Za tem definiramo pojma zvezdne
diskrepance in variacije v smislu Hardya in Krausa, ki ju potrebujemo za neenakost
Koksma-Hlawka, ki je glavni rezultat pri QMC metodah. Potem predstavimo glavni
družini QMC metod, mrežna pravila in številske mreže, ter opǐsemo konstrukcije
nekaj najpomembneǰsih primerov. Nazadnje si na praktičnem primeru ogledamo
veljavnost nekaterih rezultatov, ki smo jih spoznali pred tem.
Lattice rules and quasi-Monte Carlo methods for integration of
functions
Abstract
In finance, statistics, physics etc. many problems arise where we are required to
calculate or approximate integral which dimension is in hundreds or even thousands.
In the diploma seminar we examine some methods that can solve such integrals
relatively efficiently.
First, we discuss some integration rules in one dimension from the classical theory
of numerical integration (quadrature rules) and comment why their generalization
to higher dimensions is not effective. Then we study Monte Carlo method, which
successfully eliminate these problems. We derive the error of the method and state
the main reason for introducing quasi-Monte Carlo (QMC) methods. Further, we
define notions of star discrepancy and variation in the sense of Hardy and Krause
that are needed for the Koksma-Hlawka inequality, which is the main result of
QMC methods. Moreover we present two main families of QMC methods, lattice
rules and digital nets, and describe constructions of some of the most important
examples. Finally, we take a look at validity of some of the results we have learned
before on one practical example.
Math. Subj. Class. (2010): 65D30, 65C05
Ključne besede: numerična integracija, metoda Monte Carlo, kvazi-Monte Carlo
metode, mrežna pravila, številske mreže
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1. Uvod
Pri računanju določenih integralov lahko naletimo na več problemov. Lahko se
zgodi, da moramo integrirati neznano funkcijo, za katero poznamo samo vrednosti v
določenih točkah. Tudi, če je integrand znan, se velikokrat zgodi, da je zelo zahtevno
ali pa celo nemogoče izračunati primitivno funkcijo. Primer takšnega integranda je
f(x) = ex2 , katerega primitivne funkcije ne moremo zapisati v elementarni obliki.
Včasih je sicer možno najti primitivno funkcijo simbolično, vendar je lažje izračunati
numerični približek kot le to. Zaradi teh razlogov zato velikokrat raje uporabimo
numerično integracijo, ki nam poda približek določenega integrala.
Numerična integracija v več kot eni dimenziji je že stoletje tema, ki predstavlja ve-
liko izzivov. Eden od problemov je npr. singularnost integranda v določenih točkah,
daleč najpomembneǰsi pa je velika zahtevnost učinkovite integracije, ko število inte-
gracijskih spremenljivk (”dimenzija”) naraste nad približno deset. Za približek in-
tegrala bi lahko uporabili kakšno deterministično (sestavljeno) integracijsko pravilo,
npr. trapezno pravilo, Simpsonovo pravilo, 3/8 pravilo itd. To je dobra rešitev, če
je število integracijskih spremenljivk relativno majhno. Vendar pa se v praksi (med
drugim tudi v financah in statistiki) velikokrat srečujemo s problemi, pri katerih so
dimenzije integralov več sto ali več tisoč, lahko celo več deset tisoč. Pri takšnih di-
menzijah pa so zgoraj omenjene metode povsem neučinkovite. Že pri dimenziji s = 40
in samo dveh vozlih v vsaki smeri bi potrebovali 240,(kar je več kot 1012) izračunov
vrednosti integranda. Recimo, da je za en izračun vrednosti funkcije potrebnih 10−7
sekund. Torej bi za izračun približka integrala potrebovali približno 30 ur, za in-
tegral dimenzije 100 pa bi potrebovali kar 2100 izračunov vrednosti integranda, za
kar bi povprečen računalnik potreboval ogromnih 1023 sekund (spomnimo, da velja
1 leto = 31536 ∗ 103 sekund) in izračuna ne bi dočakali v celotnem našem življenju.
Ta problem se imenuje prekletstvo dimenzionalosti.
2. Multivariatna numerična integracija









f(x1, . . . , xs)dx1⋯dxs, (1)
kjer je s velik, lahko tudi več sto ali tisoč. Predpostavili bomo še, da je f zvezna in
dovolj gladka.
V klasični teoriji numerične integracije ([6]) lahko integral v eni dimenziji apro-









kjer so u0, . . . , un−1 ∈ [0,1] kvadraturne točke oziroma vozli, w0, . . . ,wn−1 ∈ R pa
so kvadraturne uteži, ki zadoščajo ∑n−1i=0 wi = 1. Med najbolj znanimi primeri so
sredinsko pravilo (ang. rectangle rule), ki uporabi ekvidistantne točke ui = i/n,
i = 0,1, . . . , n − 1, in enake uteži wi = 1/n in ima napako f ′(ξ)/(2n) za nek ξ ∈
(0,1); trapezno pravilo (ki ima red konvergence 2); Simpsonovo pravilo (z redom
konvergence 4); in Gaussovo pravilo (ki natančno integrira polinome stopnje do
2n − 1).
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kjer so u0, . . . ,un−1 ∈ [0,1]s, ui = (ui1 , . . . , uis), kubaturne točke in w0, . . . ,wn−1 ∈ R
so kubaturne uteži, za katere velja ∑n−1i=0 wi = 1. Eksplicitna kubaturna pravila so na
voljo v nizkih dimenzijah ([5]). Očitna možnost aproksimacije več dimenzionalnega















wi1⋯wisf(ui1 , . . . , uis), (3)
kjer v bistvu uporabimo (enodimenzionalno) kvadraturno pravilo (2) na vsakem od
s integralov. Skupno število točk je n = ms kar je ogromno, ko je s velik, medtem
ko je napaka samo s-ti koren napake enodimenzionalnega kvadraturnega pravila.
3. Metoda Monte Carlo
Metode Monte Carlo so razred algoritmov, pri katerih s pomočjo ponavljajočega
naključnega vzorčenja dobimo numeričen rezultat. Bistvena ideja je uporaba na-
ključnosti za reševanje problemov, ki so v principu determinististični. Metode Monte
Carlo so precej splošno orodje in njihova uporaba še zdaleč ni omejena na numerično
integracijo (zaradi tega razloga je velikokrat uporabljena množina metode Monte
Carlo).
Prva zabeležena aplikacija metode Monte Carlo izhaja iz leta 1777, ko je Georges-
Louis Leclerc, Comte de Buffon opisal eksperiment, v katerem na ravnino, na kateri
se nahajajo vzporednice, med seboj oddaljene za razdaljo d, naključno vržemo iglo
dolžine `, ` ≤ d. Zanimalo ga je, kakšna je verjetnost P , da bo igla sekala eno izmed
vzporednic. Njegova ideja je bila, da bi aproksimiral verjetnost tako, da bi velikokrat
vrgel iglo in izračunal delež, kolikokrat je igla sekala vzporednico glede na število




Leta 1820 je Laplace pokazal, da če iglo vržemo n-krat in m-krat pade na eno izmed




Za uraden začetek metode pa se štejejo zgodnja štirideseta leta dvajsetega sto-
letja, ko so v Los Alamosu fiziki v sklopu razvoja jedrskega orožja raziskovali, ko-
likšno pot prepotujejo nevtroni skozi različne materiale. Problema ni bilo možno
rešiti analitično ali s tedaj znanimi numeričnimi metodami. Matematik poljskega
rodu Stanislaw Ulam, ki je delal na projektu Manhattan, je ob razmǐsljanju o ver-
jetnosti zmage pri igranju Pasjanse prǐsel na idejo, da bi rešitev problema poiskali
s pomočjo eksperimenta, ki bi temeljil na generiranju naključnih števil, ki pona-
zarjajo naključna stanja sistema, in na določanju verjetnosti teh stanj. Kmalu po
Ulamovem preboju je John von Neumann dojel pomembnost te ideje in je sprogra-
miral računalnik ENIAC, da je izvajal Monte Carlo izračune. Ker so bile raziskave
tajne, so potrebovali kodno ime in njun kolega fizik Nicholas Metropolis je predlagal
ime Monte Carlo, ki se je nanašalo na kazino Monte Carlo v Monaku, kjer je zelo
rad igral Ulamov stric, ki za to ni imel denarja in si ga je moral, kadarkoli je želel
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igrati, sposoditi od sorodnikov. Metode Monte Carlo so nato postale ključne za
simulacije projekt Manhattan, uporabili pa so jih tudi v petdesetih letih pri razvoju
vodikove bombe in kmalu so postale zelo popularne na področjih fizike, fizikalne
kemije in operacijskih raziskav. Dejanski razcvet pa je metoda doživela v obdobju
razvoja računalnikov, ki so omogočali večjo količino naključno generiranih števil v
kraǰsem času. Prav razvoj metode Monte Carlo je eden izmed ključnih korakov pri
premagovanju prekletstva dimenzionalnosti.










f(x1, . . . , xs)dx1⋯dxs,
kjer je s ponavadi velik, lahko tudi več tisoč. V praksi lahko večino integralov
na omejenih ali neomejenih območjih transformiramo v zgornjo obliko z ustrezno
spremembo spremenljivk.









kjer so U 0,U 1, . . . ,Un−1 neodvisni in enako porazdeljeni U ∼ U(0,1)s (enakomerno
na s-dimenzionalni kocki) slučajni vektorji oziroma naključni vzorci. Zato lahko
pǐsemo I(f) = E[f(U)]. Aproksimacija se zdi smiselna, saj po krepkem zakonu
velikih števil (KZVŠ) ([10]) sledi, da je
P ( lim
n→∞
Qn(f) = E[f(U)]) = 1.
3.1. Ocena napake.








f(U i) = E[f(U)] = I(f)
skoraj gotovo, ne pove pa nam, za koliko se I(f) in Qn(f) razlikujeta. Ker v Monte
Carlo simulaciji n-ja ne moremo poslati v neskončnost, ampak uporabimo nek velik
n, je vprašanje, za koliko se razlikujeta I(f) in Qn(f), izjemno pomembno. Hitro














E[f(U i)] = E[f(U)].
Izračunamo lahko še srednjo kvadratično napako, ki nam pove, koliko se približek
integrala (cenilka) v povprečju razlikuje od točne vrednosti integrala:
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SKN[Qn(f)] = E[(Qn(f) − E[f(U)])2]


















kjer je σ2f = Var[f(U)] = ∫(0,1)s f 2(u)du − I2(f) in zadnja enakost velja, ker so U i
neodvisni in enako porazdeljeni slučajni vektorji.
Iz centralnega limitnega izreka sledi še (če je σ(f) < ∞)
lim
n→∞










kjer je c ∈ R poljubna konstanta.
Širina intervala zaupanja je tako asimptotično proporcionalna σ/
√
n, kar pomeni,
da moramo za vsako dodatno decimalno mesto natančnosti I(f) velikost vzorca n
povečati za stokrat. Z drugimi besedami, imamo ”verjetnostno”oceno napake (ang.
probability error bound) z redom konvergence O(1/
√
n). Pomembno pa je, da je
red konvergence neodvisen od dimenzije.








(f(U i) −Qn(f))2, (4)
katere izračun je precej preprost. Iz tega sledi, da je Sn/
√
n ocena za koren srednje
kvadratične napake.
Metode Monte Carlo so zelo široko in pogosto uporabljene metode. Eden glavnih
razlogov za to je, da so precej preproste za implementacijo. Druga velika prednost
pa je, da napaka za razliko od večine ostalih tehnik numerične integracije ni odvisna
od dimenzije integrala. Izkaže se, da so za probleme nizkih dimenzij determistična
integralska pravila učinkoviteǰsa za gladke funkcije, v vǐsjih dimenzijah ali pa za
negladke integrande, pa je metoda Monte Carlo hitreǰsa.
Za primer si oglejmo red konvergence pri (sestavljenem) trapeznem pravilu na












kjer je m pozitivno celo število, uteži wi so dane z w0 = wm = 1/(2m) in wi = 1/m
za 1 ≤ i ≤ m − 1. Napaka pri tej aproksimaciji je O(m−2), če je f dvakrat zvezno
odvedljiva na [0,1]. Oglejmo si še večdimenzionalen problem, s ≥ 2. s-dimenzionalno


















kjer so wij , j = 1,2, . . . , s, uteži iz (5). Skupno število točk je n = (m + 1)s. Metoda
ima enak red konvergence kot enodimenzionalno pravilo, na katerem temelji, torej
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O(m−2), če so drugi parcialni odvodi zvezni na [0,1]s, vendar pa vsebuje veliko
več točk. Pri številu točk n je, ker je m = O(n1/s), napaka v (6) enaka O(n−2/s),
kar se z naraščajočim s zelo poslabša. Če bi na primer pri s = 1 potrebovali 100
točk za dosego predpisane natančnosti, bi za dosego enake natančnosti pri s = 5
funkcijo morali evalvirati v kar 1005 = 1010 (10 milijardah) točkah. Ko se dimenzija
povečuje, se število točk, v katerih moramo izračunati vrednost funkcije za želeno
fiksno natančnost, poveča eksponentno. Vidimo, da je v takih primerih red konver-
gence metode Monte Carlo res precej bolǰsi. Natančneje, metoda MC je bolǰsa za
s > 4 in slabša za s < 4.
Ima pa metoda MC tudi nekaj slabosti. Ena izmed njih je, da nam metoda Monte
Carlo zagotavlja samo verjetnostno mejo napake (srednja kvadratična napaka). Z
drugimi besedami, ni zagotovila, da bo pričakovana natančnost res dosežena v kon-
kretnem izračunu. Druga slabost pa je, da kljub temu, da so metode Monte Carlo
večinoma hitreǰse od kubaturnih pravil in so široko uporabljene, je red konvergence
O(1/
√
n) velikokrat prepočasen za praktično uporabo. Za povečanje učinkovitosti
metod MC lahko uporabimo razne tehnike zmanǰsanja variance (npr. stratifikacija)
([7]), vendar v praksi metode MC pogosto ostanejo prepočasne. Bakhvalov je v [2]
dokazal, da se v splošnem reda konvergence O(1/
√
n) za s kvadratom integrabilne
ali zvezne funkcije f ne da izbolǰsati. Za dovolj gladke funkcije je ravno počasen red
konvergence glavna motivacija za vpeljavo kvazi-Monte Carlo metod.
4. Kvazi-Monte Carlo metode
Na sliki 1 so zgenerirane točke za metodo Monte Carlo za dimenzijo problema
s = 2. Opazimo, da so točke v enotskem kvadratu precej neenakomerno porazdeljene,
saj imamo nekaj skupkov točk, med njimi pa precej prostora, kjer ni nobene točke.




















































































Slika 1. Točke (n = 101) za metodo MC pri s = 2.
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Kvazi-Monte Carlo (QMC) metode so deterministična različica metode Monte
Carlo.
Kvazi-Monte Carlo metode so se začele razvijati v petdesetih letih dvajsetega
stoletja v želji po hitreǰsi konvergenci, kot je O(1/
√
n) pri metodi MC. V zadnjih
dvajsetih letih so postale izjemno popularne v finančni matematiki in računskih fi-
nancah, saj se na teh področjih velikokrat pojavljajo visokodimenzionalni numerični
integrali, ki jih je potrebno izračunati z določeno natančnostjo.
V tem poglavju si bomo ogledali QMC metode, ki temeljijo na konstrukciji
množice točk z nizko ”diskrepanco”. Te metode so bile uspešne v izbolǰsanju
reda konvergence pri metodi MC, saj lahko z njimi dosežemo red konvergence
O((logn)s/n) ali še kaj več, če je funkcija f dovolj gladka. Natančneje, v nasle-
dnjih poglavjih si bomo ogledali še tako imenovana ”mrežna pravila”, ki lahko za
nekatere periodične funkcije (periodične glede na vsako komponento x) dosežejo
red konvergence O((logn)s/n2) ali več, in tako imenovane “številske mreže vǐsjega
reda”, ki lahko dosežejo red konvergence O((logn)2s/n2) ali več tudi za neperiodične
funkcije.
Pri QMC metodah zamenjamo neodvisne slučajne točke U i z množico determi-
nističnih točk, ki kocko [0,1)s pokrijejo bolj enakomerno. Ta “pametno” izbrana
zaporedja točk, na katerih temelji kvazi-Monte Carlo metoda, se imenujejo zaporedja
z nizko diskrepanco.




Opazimo, da je območje integracije nekoliko drugačno kot pri metodi MC, kjer
je vseeno ali vključimo robove kocke. Pri QMC pa so nekatere metode takšne,
da imajo (deterministične) točke pogosto koordinate v 0, prav tako to zahtevajo
nekatere definicije, ki jih bomo potrebovali za QMC metode.








kot pri metodi MC, le da so točke u0, . . . ,un−1 ∈ (0,1]s izbrane deterministično
tako, da so bolǰse od naključnih, v smislu, da determinizem QMC metod privede do
zagotovljenih ocen napake (in ne verjetnostnih) in mogoče tudi do hitreǰsega reda
konvergence kot O(1/
√
n) pri metodi MC za dovolj gladke funkcije.
Poznamo dva tipa QMC metod:
● “Odprti”tip: uporabimo prvih n točk nekega neskončnega zaporedja. Za
povečanje velikosti vzorca n moramo evalvirati integrand le v dodatnih ku-
baturnih točkah.
● “Zaprti”tip: uporabimo končno množico točk, ki je odvisna od n. Nova
vrednost n pomeni popolnoma novo množico kubaturnih točk.
Glavni družini QMC metod sta:
● mrežna pravila (“zaprta”in “odprta”),
● številske mreže (“zaprta”) in številska zaporedja (“odprta”).
4.1. Diskrepanca.
V uvodu QMC metod smo omenjali “pametno” izbrana enakomerno porazdeljena
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deterministična zaporedja, ki enakomerno pokrijejo kocko [0,1)s. Nismo pa defini-
rali, kaj pomeni “pametno” izbrana in predvsem nismo definirali, kaj pomeni ena-
komerno, saj se ne ukvarjamo več s slučajnimi točkami. Točke so namreč izbrane
tako, da dosežemo čim vǐsjo “stopnjo” enakomernosti oziroma čim nižjo stopnjo
diskrepance.
Definirajmo najprej enakomerno porazdelitev zaporedij.
Definicija 4.1. (Enakomerna porazdelitev v [0,1)s). Zaporedje točk {xi}i∈N je








1J(xi) = λs(J) (7)
za vse podintervale J ⊆ [0,1)s. λs označuje s-dimenzionalno Lebesguovo mero in
1J(xi) = {
1; točka xi je v množici J ,
0; sicer.
Ta definicija je ekvivalenta naslednji:
Definicija 4.2 (Enakomerna porazdelitev v [0,1)s). Zaporedje točk {xi}i∈N je ena-











za vse zvezne funkcije f definirane na [0,1)s.
Za zaporedja točk torej želimo, da bi bila čim bolj enakomerno porazdeljena. Mera
odklona od enakomernosti je matematično opisana z diskrepanco.
Definicija 4.3 (Diskrepanca). Naj bo B neprazna družina vseh Lebesguovo mer-
ljivih podmnožic B ⊆ [0,1)s. Diskrepanca končne množice točk P = {x1, . . . ,xn} je
definirana kot






− λs(B)∣ ∈ [0,1]. (9)
Z omejitvijo družine B dobimo še pomembneǰsi koncept diskrepance.





[0, ui),0 ≤ ui ≤ 1, imenovanih tudi zasidrane škatle (ang. anchored
boxes). Zvezdna diskrepanca množice točk P = {x1, . . . ,xn} v [0,1)s je definirana
kot






− λs(J∗)∣ . (10)
Slika 2 prikazuje to diskrepanco. Na sliki so zasidrana škatla J∗ = [0,0.4) ×
[0,0.8) ∈ [0,1)2 in množica n = 20 točk. Zasidrana škatla vsebuje 5 izmed 20 točk,
zato je 1n ∑
n
i=1 1J∗(xi) = 0.20. Lebesguova mera zasidrane škatle pa je 0.32, torej je
∣0.2 − 0.32∣ = 0.12. Zvezdno diskrepanco D∗20 najdemo z maksimiziranjem razlike po
vseh zasidranih škatlah.
V povezavi z diskrepanco in enakomerno porazdelitvijo velja naslednja trditev, ki
je dokazana v [12].
Izrek 4.5. Naj bo P množica točk v [0,1)s. Potem so naslednje trditve ekvivalentne.
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Slika 2. V enotskem kvadratu je prikazanih 20 točk in zasidrana
škatla (senčeno) od (0,0) do a = (0.4,0.8). Pravokotnik ima ploščino
0.32 in vsebuje 5/20 = 0.2 vseh točk.
(i) P je enakomerno porazdeljena v [0,1)s,
(ii) lim
n→∞
Dn(P ) = 0,
(iii) lim
n→∞
D∗n(P ) = 0.
Definicija 4.6 (Zaporedja z nizko diskrepanco). Zaporedje točk P = {xn}n∈N ⊆
[0,1)s se imenuje zaporedje z nizko diskrepanco, če je zvezdna diskrepanca D∗n(P )
prvih n točk množice P reda O((logn)s/n).
Z drugimi besedami, zaporedje ima nizko diskrepanco, če je le ta manǰsa od c(s)∗
(logn)s/n, kjer je konstanta c neodvisna od n, lahko pa je odvisna od s! Red
konvergence je lahko še bolǰsi, če je integrand periodičen.
4.2. Ocena napake. Pojem diskrepance je zelo pomemben pri določanju napake
za QMC metode. Začnimo s primerom, ko je s = 1. Potrebujemo še pojem totalne
variacije.
Definicija 4.7. Totalna variacija funkcije f , definirane na intervalu [a, b], je





∣f(xi+1) − f(xi)∣ (11)
kjer vzamemo supremum po množici vseh particij
P = {P = {x0, . . . , xnP };P je particija [a,b]}
danega intervala. Če je V (f) < ∞ pravimo, da je f funkcija z omejeno variacijo.
V primeru, ko je f odvedljiva, velja (če je f ′ integrabilna)




Naslednja trditev je dokazana v [15].
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Trditev 4.8 (Neenakost Koksma). Če ima f omejeno variacijo na [0,1], potem za









f(x)dx∣ ≤ V (f)D∗n(P ). (13)
Za razširitev zgornje neenakosti za s > 1 potrebujemo primeren koncept totalne
variacije. Notacija naslednjih dveh definicij je iz [1].
Definicija 4.9. Naj bo f(x) funkcija na [0,1]s. Naj bodo a = (a1, . . . , as) in b =










(−1)j1+...+jsf(b1 + j1(a1 − b1), . . . , bs + js(as − bs)), (14)
kjer je A = [a,b] = [a1, b1] × [a2, b2] × ⋯ × [as, bs].
Za i = 1, . . . , s naj bo
0 = x(i)0 < x
(i)
1 < ⋯ < x
(i)
mi = 1
particija intervala [0,1], P pa naj bo particija intervala [0,1]s, ki je dana z
P = {[x(1)l1 , x
(1)





ls+1] ; li = 0, . . . ,mi − 1, i = 1, . . . , s} . (15)
Definicija 4.10 (Variacija v smislu Vitalija). Variacija funkcije f na [0,1]s v smislu
Vitalija je




∣∆(s)(f ;A)∣ , (16)
kjer je supremum po vseh particijah intervala [0,1]s, ki so generirane z s eno-
dimenzionalnimi particijami intervala [0,1], kot v (15). Če ima f zvezne parcialne
odvode, potem velja










Definicija 4.11 (Variacija v smislu Hardyja in Krausa). Za 1 ≤ k ≤ s in 1 ≤ i1 <
⋯ < ik ≤ s naj V (k)(f ; i1, . . . , ik) označuje k-dimenzionalno variacijo v smislu Vitalija
funkcije f , ki je zožena na
U i1,...,iks = {(x1, . . . , xs) ∈ [0,1]s; xj = 1 za vse j ≠ i1, . . . , ik} .







V (k)(f ; i1, . . . , ik). (18)
Neenakost Koksma-Hlawka je ključen rezultat tega poglavja. Dokazan je v [15].
Izrek 4.12 (Neenakost Koksma-Hlawka). Naj bo f funkcija z omejeno variacijo








f(x)dx∣ ≤ V (f)D∗n(P ). (19)
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Ob primerjavi neenakosti Koksma-Hlawka in verjetnostne napake za navadno me-
todo Monte Carlo lahko opazimo, da sta obe oceni za napako produkta faktorja, ki
temelji na zaporedju točk (tj. D∗n(P ) pri Koksma-Hlawka in 1/
√
n pri MC) in fak-
torja, ki temelji na funkciji f (tj. V (f) za Koksma-Hlawka in σ(f) za MC). Poleg
tega opazimo še, da je rezultat (19) stroga meja za napako, medtem ko lahko pri me-
todi MC dosežemo le verjetnostno oceno napake (z uporabo centralnega limitnega
izreka).
Žal pa neenakost Koksma-Hlawka ni najbolj uporabna meja za napako. Problem
je, da je zelo težko izračunati D∗n(P ). Najbolǰsi znani algoritmi za izračun D∗n(P ) so
polinomski v n toda eksponentni v s ([14]). Še posebej težko pa je izračunati V (f).
Prav tako lahko Koksma-Hlawka neenakost zelo preceni napako. Poleg tega je za
veliko funkcij variacija V (f) neskončna, kjub temu pa je za nekatere takšne funkcije
QMC še vedno bolǰsa od MC. Vseeno pa je neenakost Koksma-Hlawka še vedno
uporabna zaradi informacij o asimptotičnem obnašanju (napaka = O((logn)s/n)).
Sledi, da so lahko deterministične kvazi-Monte Carlo metode precej bolǰse od me-
tode Monte Carlo, če je n dovolj velik, saj je O((logn)s/n) asimptotično bolǰse
od O(1/
√
n). Vendar pa, če je s velik, je lahko faktor (logn)s/n bistveno večji
od 1/
√
n, razen če je n ogromen. Slabost QMC metod je tudi v tem, da cenilka
ni nepristranska, ne moremo uporabiti centralnega limitnega izreka in skonstruirati
intervala zaupanja. Slednje slabosti lahko odpravimo z uporabo randomizacije.
Na začetku raziskovanja QMC metod je bil poudarek predvsem na stopnji kon-
vergence, ko se povečuje n, manj pozornosti pa so namenjali temu, kaj se zgodi, če
se poveča dimenzija s. Začetniki QMC metod niso pričakovali, da se bodo metode
aplicirale na integrande dimenzije več sto ([7]).
V zadnjih dveh desetletjih pa je bilo veliko zanimanje za QMC metode in teorijo,
ki se lahko pod določenimi pogoji spopade s poljubno velikimi dimenzijami. Pri tem
je potrebno opozoriti, da ne moremo rešiti vseh visoko dimenzionalnih problemov s
QMC metodami. Zato je večji interes prepoznati in matematično analizirati določene
lastnosti, ki naredijo nekatere visoko dimenzionalne probleme obvladljive ([7]).
Pri razvoju QMC metod, ki so primerne za visoko dimenzionalne integrale so po-
membno vlogo odigrale tudi praktične aplikacije. Na področju finančne matematike
sta Paskov in Traub leta 1995 izvedla numerični eksperiment, katerega uspeh je bil
izjemno presenečenje, saj je dolgo časa veljalo, da teoretične prednosti metod, ki te-
meljijo na zaporedjih z nizko diskrepanco, izginejo za integrale vǐsje dimenzije (npr.
s ≥ 20). Za Goldman Sachs sta testirala CMO (Collateralized Mortgage Obligation),
ki je bil sestavljenih iz desetih tranš (ang. tranches), katerih denarni tokovi teme-
ljijo na bazenu hipotek. Njuna naloga je bila oceniti pričakovane vrednosti vsote
sedanjih vrednosti prihodnjih denarnih tokov za vsako tranšo. Bazen hipotek ima
dospelost trideset let, denarni tokovi pa so pridobljeni mesečno. To pomeni 360 de-
narnih tokov in posledično integral dimenzije 360. Ugotovila sta, da QMC metode
konvergirajo veliko hitreje kot metoda MC in da je konvergenca pri QMC metodah
veliko bolj gladka kot konvergenca pri metodi MC. Konvergenca je prikazana na
sliki 3. Kasneje je bilo še več testiranj na drugih visoko dimenzionalnih finančnih
problemih, kjer so dobili podobne rezultate. To je vodilo do velikih teoretičnih na-
predkov, saj so se raziskovalci veliko ukvarjali z vprašanjem, kako je mogoče, da so
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Slika 3. Aproksimacija s Sobolevim in Haltonovim zaporedjem ter
dve aproksimaciji z metodo MC za eno tranšo ([17]).
5. Mrežna pravila
Mreža (ang. lattice) v Rs je diskretna podmnožica Rs, ki je zaprta za seštevanje
in odštevanje. s-dimenzionalna integracijska mreža Ls je mreža, ki vsebuje Zs kot
podmnožico.
Mrežno pravilo (ang. lattice rule) je enakomerno uteženo kubaturno pravilo, kate-
rega kubaturne točke so tiste točke integracijske mreže, ki ležijo v polodprti enotski
kocki [0,1)s.
Vsaka množica mrežnih točk vsebuje izhodǐsče 0. Projekcija mrežnih točk na
vsako os da ekvidistantne točke v smislu, da je integral v vsaki dimenziji aproksi-
miran s sredinskim pravilom (ali trapeznim pravilom, če je integrand periodičen).
Vsako mrežno pravilo lahko zapǐsemo kot večkratno vsoto, ki vsebuje enega ali več
vektorjev generiranja. Minimalno število vektorjev generiranja, ki jih potrebujemo,
da zgeneriramo mrežno pravilo, se imenuje rang pravila. Poleg mrežnih pravil ranga
1, ki vključujejo le en vektor generiranja, obstajajo tudi mrežna pravila, ki imajo
rang vse do s. Mrežna pravila je prvi predstavil Korobov leta 1959, prvotno pa so
bila namenjena za periodične integrande ([9]).
Najstareǰsa in najpreprosteǰsa oblika mrežnih pravil so mrežna pravila ranga 1.
Definicija 5.1. Mrežno pravilo ranga 1 dimenzije s na n točkah, poznano tudi kot




} ;k = 0,1, . . . n − 1} = {kz mod n
n
;k = 0,1, . . . n − 1} , (20)
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kjer je z = (z1, z2, . . . , zs) ∈ Zs vektor generiranja, zaviti oklepaji okrog vektorja pa
nam povedo, da vzamemo samo decimalni del vsake komponente.
Primer 5.2 (Fibonaccijeva mreža). Naj bo z = (1, Fk) in n = Fk+1, kjer sta Fk in
Fk+1 zaporedni Fibonaccijevi števili. Dvodimenzionalna množica (20) tako dobljenih
mrežnih točk se imenuje Fibonaccijeva mreža. Na sliki 4 sta dva primera. Fibonac-
cijeva mreža v dveh dimenzijah ima določene optimalne lastnosti, vendar ne obstaja






































































































Slika 4. Fibonaccijevi mrežni pravili z 8 in 89 točkami. Pripadajoča
vektorja generiranja sta (1,5) in (1,55).
Kvaliteta mrežnega pravila je odvisna od izbire vektorja generiranja. Ker nas
zanima le decimalni del od kz/n, lahko komponente vektorja z omejimo na množico
Zn ∶= {0,1,2, . . . , n− 1}. Poleg tega se omejimo izključno na števila, ki so tuja n, da
zagotovimo, da vsaka enodimenzionalna projekcija n točk vrne n različnih vrednosti.
Torej lahko komponente omejimo na množico
Un ∶= {z ∈ Z; 1 ≤ z ≤ n − 1,gcd(z, n) = 1}.
Število elementov v množici Un je ϕ(n) ∶= ∣Un∣, kjer je ϕ(n) Eulerjeva funkcija. Če




k faktorizacija števila n, potem je











Asimptotično funkcija ϕ(n) raste skoraj tako hitro kot n:
1/ϕ(n) = O((log logn)/n).
Zaradi preprostosti velikokrat privzamemo, da je n praštevilo, saj potem sledi, da
je ϕ(n) = n − 1 in velja
● za vsako komponento vektorja z imamo n − 1 možnosti,
● za vektor generiranja z imamo (n − 1)s možnosti.
Za velike n in s si je praktično nemogoče ogledati vse možnosti za vektor generi-
ranja in izbrati tistega, ki minimizira nek želen kriterij za napako.
Pri eni izmed najbolj popularnih konstrukcij mrežnih pravil vzamemo Korobov
vektor generiranja:
z = z(a) ∶= (1, a, a2, . . . , as−1) mod n, 1 ≤ a ≤ n − 1, gcd(a,n) = 1.
15
Vidimo, da imamo za izbiro Korobovega parametra a največ n − 1 možnosti, torej
imamo tudi največ n − 1 možnosti za vektor generiranja z. Zato je tudi v praksi
možno poiskati vseh (največ) n − 1 možnih izbir in vzeti tisto, ki minimizira želeni
kriterij za napako.
Slika 5 prikazuje točke dvodimenzionalnega Korobovega mrežnega pravila z n =
101 in a = 12 na levi in a = 51 na desni. Za a = 12 so točke zelo enakomerno















































































































































































































Slika 5. Korobovi mrežni pravili z s = 2 in n = 101 točkami. Pri
pravilu na levi sliki je a = 12, pri pravilu na desni pa je a = 51.
Na sliki 6 pa so prikazane točke dvodimenzionalnega Korobovega mrežnega pravila
z n = 700 in a = 12 na levi in a = 51 na desni. Opazimo, da so v primeru večjega
n, bolj enakomerno razporejene točke pri a = 51. Zato je izjemno pomembno, kako
izberemo tako n kot tudi a.
5.1. Naključni premik in ocena napake.
Spomnimo se, da lahko pri metodi Monte Carlo ocenimo koren srednje kvadratične
































































































































































































































































































































































































































































































Slika 6. Korobovi mrežni pravili z s = 2 in n = 700 točkami. Pri
pravilu na levi sliki je a = 12, pri pravilu na desni pa je a = 51.
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imajo hitreǰsi red konvergence, nimajo praktične ocene napake, teoretična ocena
napake (19) pa je, kot že vemo, izjemno težko izračunljiva. Randomizirane kvazi-
Monte Carlo metode pa združijo najbolǰse od obeh metod. Njihove prednosti so
sledeče:
● Z randomizacijo dobimo nepristransko cenilko.
● Randomizacija nam zagotovi praktično oceno napake.
● Randomizirane QMC metode imajo za gladke funkcije hitreǰsi red konver-
gence kot metoda MC.
● Nekatere tehnike randomizacije lahko izbolǰsajo red konvergence QMC metod
še za dodatnih O(1/
√
n).
Ogledali si bomo najenostavneǰso obliko randomizacije, ki se imenuje premikanje.
Ideja premikanja je, da premaknemo vse točke za isto vrednost v isti smeri. Če
katerakoli točka pade izven enotske kocke, jo damo nazaj vanjo iz nasprotne smeri.
Natančneje, ob podanem vektorju ∆ = (∆1, . . . ,∆s) ∈ [0,1]s, poznanem pod imenom
premik (ang. shift) nam ∆-premik QMC točk t0, . . . , tn−1 vrne točke
{ti + ∆}, i = 0,1, . . . , n − 1,
kjer, kot v enačbi (20), zaviti oklepaji pomenijo, da vzamemo samo decimalni del
števila. Seveda za vsako obliko randomizacije želimo, da ohrani strukturo mreže (z






































































































































































































































































































































Slika 7. Mrežno pravilo s 102 točkami premaknemo za (0.2,0.3). Na
levi sliki je originalno mrežno pravilo, na sredini smo vse točke prema-
knili za (0.2,0.3), na desni pa točke z operacijo modulo 1 premaknemo
nazaj v enotski kvadrat.
Za naključni premik ∆ ∈ [0,1]s so premaknjene QMC točke {ti + ∆}, i =
0,1, . . . , n − 1, korelirane. Zato variance premaknjenega QMC pravila ne moremo
oceniti z vzorčno varianco kot v (4). Naključno premaknjeno mrežno pravilo nam
zagotovi nepristransko cenilko za integral, medtem ko dobimo praktično oceno na-
pake na naslednji način:
(1) Zgeneriramo q neodvisnih naključnh premikov ∆0,∆1, . . . ,∆q−1, ki so ena-
komerno porazdeljeni na [0,1]s.
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(2) Za dano QMC pravilo izračunamo aproksimacije integrala
Q
(0)




















vzamemo za končno aproksimacijo integrala.








Skupno število izračunov funkcije f v Qn,q(f) je qn. Ponavadi vzamemo mali q
med 10 in 50. Za “pošteno”primerjavo med metodo MC in randomizirano QMC
metodo (t.j., da imata metodi enako število evalvacij funkcije) moramo vzeti nmc =
q ⋅ nqmc.
5.2. Hitro konstruiranje po komponentah.
Spomnimo se, da lahko komponente vektorja generiranja omejimo na množico Un,
npr. Un = {1,2,3, . . . , n − 1}, če je n praštevilo in Un = {1,3,5, . . . , n − 1}, če je
n potenca od 2. Kot že vemo, imamo v vǐsjih dimenzijah veliko preveč izbir za
komponente vektorja generiranja.
Recimo, da imamo nek izračunljiv kriterij za ocenjevanje kvalitete vektorja generi-
ranja v s dimenzijah, ki ga označimo z Es(z1, . . . , zs), in za katerega velja, da manǰsi
kot je, bolǰsi je. Potem lahko za iskanje vektorja generiranja uporabimo konstrukcijo
po komponentah (ang. component-by-component construction):
1. Nastavi z1 = 1.
2. Izberi z2 iz množice Un tako, da je E2(z1, z2) minimiziran.
3. Izberi z3 iz množice Un tako, da je E3(z1, z2, z3) minimiziran.
4. Izberi z4 iz množice Un tako, da je E4(z1, z2, z3, z4) minimiziran.
5. . . .
Dejstvo, ki je podprto s teorijo, je, da lahko tak požrešen algoritem proizvede
dober vektor generiranja. Zahtevnost algoritma je odvisna od oblike kriterija
Es(z1, . . . , zs). V nekaterih primerih imamo lahko zahtevnost O(sn logn), t.j. line-
arno v dimenziji s in skoraj linearno v številu točk n. Algoritem se v tem primeru
imenuje hitra konstrukcija po komponentah (ang. fast CBC construction). To po-
meni, da lahko res (v realnem času) skonstruiramo vektor generiranja z več desetisoč
dimenzijami in več milijoni točk.
Razlog, da je hitra CBC konstrukcija tako učinkovita, je v tem, da v veliko pri-
merih algoritem zahteva množenje matrike in vektorja z matriko oblike




za neko funkcijo ω. Ko je n praštevilo, lahko permutiramo vrstice in stolpce matrike,
da dobimo krožno matriko (ang. circulant matrix). Za množenje matrike in vektorja,
ki tipično zahteva O(n2) operacij, v tem primeru potrebujemo le O(n logn) operacij
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z uporabo hitre Fourierjeve transformacije (ang. Fast Fourier Transform; učinkovit
algoritem za izvedbo diskretne FT ([11])). Ko n ni praštevilo, so stvari nekoliko bolj
zahtevne, vendar lahko še vedno podobno zmanǰsamo časovno zahtevnost.
Vektor generiranja, pridobljen s CBC konstrukcijo, je razširljiv v s ni pa razširljiv
v n.
5.3. Razširljiva mrežna zaporedja.
CBC konstrukcija nam da mrežno pravilo (oz. vektor generiranja), ki je razširljiv v
dimenziji s, ni pa razširljiv v številu točk n.






S tem dobimo “zaprto” QMC metodo, kar pomeni, da moramo za generiranje točk
njihovo število n poznati vnaprej. V praksi je lahko to precej neprijetno, saj mo-
ramo, če želimo spremeniti število točk, vse točke zgenerirati ponovno. “Odprta”
QMC metoda pa nam omogoča, da dodajamo nove točke in pri tem ohranjamo vse
obstoječe točke.







j−1, kjer aj ∈ {0,1, . . . , b − 1}, zapis števila a v bazi b.









Povedano drugače, če a = (⋯a2a1)b označuje b-tǐski zapis števila a, potem φb(a) =
(0.a1a2⋯)b.
Pri razširljivem mrežnem zaporedju (ang. extensible lattice sequence) za kompo-
nente vektorja z vzamemo b-tǐska števila ∑∞r=0 arbr, kjer ar ∈ {0,1, . . . , b − 1}. V
razširljivem mrežnem zaporedju z bazo b ≥ 2, se formula (21) spremeni v
ti = {φb(i)z}, (22)
kjer je φb(i) radikalna inverzna funkcija v bazi b. Očitno je, da zgornja formula ne
zahteva, da poznamo n vnaprej in zato lahko v praksi k aproksimaciji dodajamo
točke, dokler nismo zadovoljni z napako.
Ko je n = bm za m ≥ 1, formuli (21) in (22) vrneta enako množico točk, razlikuje
pa se le vrstni red točk. Če se torej omejimo na število točk, ki je enako potenci
baze, se lahko izognemo radikalni inverzni funkciji in uporabimo formulo (21). Na
primer, če vzamemo b = 2 in že imamo n = 2m točk za nek m ≥ 1, potem moramo
samo uporabiti formulo (21) z 2n namesto z n in vzeti samo izključno točke, ki so
generirane z lihimi k. Če z Lm označimo množico z 2m mrežnimi točkami pri s = 1 in
izberemo z = 1, potem lahko povečevanje števila točk (tako, da ne rabimo generirati
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vseh točk znova) izvedemo na naslednji način
t0 = 0
L0






, t4, t5, t6, t7,
∆L3
L3
t8, t9, t10, t11, t12, t13, t14, t15
∆L4
L4
, . . .
kjer je množica dodatnih (novih) točk ∆Lm = Lm ∖ Lm−1 generirana s formulo
{iz/2m}, kjer i teče po vseh lihih številih med 0 in 2m − 1. Število točk v Lm se
podvojuje, ko povečujemo m. V tabeli 1 je prikazan vrstni red točk (za 0 ≤m ≤ 4),
če jih generiramo s formulo (21) in pa z radikalnim inverzom.
Tabela 1: Vrstni red mrežnih točk.
i “Naravni”vrstni red Radikalni inverz
L0 0 0 0
∆L1 1 1/2 = 0.5 (0.1)2 = 0.5
∆L2 2 1/4 = 0.25 (0.01)2 = 0.25
3 3/4 = 0.75 (0.11)2 = 0.75
∆L3 4 1/8 = 0.125 (0.001)2 = 0.125
5 3/8 = 0.375 (0.101)2 = 0.625
6 5/8 = 0.625 (0.011)2 = 0.375
7 7/8 = 0.875 (0.111)2 = 0.875
∆L4 8 1/16 = 0.0625 (0.0001)2 = 0.0625
9 3/16 = 0.1875 (0.1001)2 = 0.5625
10 5/16 = 0.3125 (0.0101)2 = 0.3125
11 7/16 = 0.4375 (0.1101)2 = 0.8125
12 9/16 = 0.5625 (0.0011)2 = 0.1875
13 11/16 = 0.6875 (0.1011)2 = 0.6875
14 13/16 = 0.8125 (0.0111)2 = 0.4375
15 15/16 = 0.9375 (0.1111)2 = 0.9375
5.4. Osnove teorije mrežnih pravil.
V tem poglavju si bomo ogledali nekaj ključnih elementov teorije in konstrukcije
mrežnih pravil.
Pri moderni analizi naključno premaknjenih mrežnih pravil predpostavimo, da
integrand f pripada uteženemu Soboljevemu prostoru (ang. weighted Sobolev space)














Oglejmo si zgornjo formulo malo bolj natančno. Za podmnožico u imamo 2s
možnosti. Izberimo si na primer s = 5 in u = {1,2,5}. Potem ločimo “aktivne”
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Potem v enačbi (23) najprej integriramo po neaktivnih spremenljivkah, rezultat


















(x1, x3, x4;x2, x5)dx3dx4)
2
dx1dx2dx5. (24)
To storimo za vseh 2s podmnožic množice {1, . . . , s} in nato rezultat seštejemo,
vendar z utežmi γu > 0, ki služijo kot relativno skaliranje. Večja vrednost izraza (24)
pomeni, da je f bolj variabilna v projekciji (x1, x2, x5) in zato potrebujemo večjo
utež γ{1,2,5}, da kompenziramo v normi, če želimo, da ima f normo 1.
Uteži igrajo pomembno vlogo. Kasneje bomo videli, da lahko pod določenimi
pogoji za uteži dobimo meje napake, ki so neodvisne od dimenzije s. V praksi pa bi
izbrali uteži, ki bi ustrezale karakteristikam danega integranda.
Najpreprosteǰsa oblika uteži se imenuje produktna utež (ang. product weight).




Na primer γ{1,2,5} = γ1γ2γ5. Ponavadi predpostavimo tudi γ1 ≥ γ2 ≥ ⋯ > 0, kar
implicira, da so spremenljivke indeksirane glede na padajoče vrednosti pripadajočih
uteži.
Še ena precej popularna oblika uteži se imenuje POD uteži (ang. product and
order dependent (POD) weights). Pri teh utežeh imamo dodatno zaporedje števil
Γ`, tako da velja γu = Γ∣u∣∏j∈u γj, t.j. uteži so pomnožene z dodatnim faktorjem, ki
je odvisen od števila elementov v množici u.
5.4.1. Napaka v najslabšem primeru: kako ocenimo kvaliteto mrežnega pravila?
Napaka v najslabšem primeru (ang. the worst case error) za premaknjeno mrežno
pravilo v uteženem Soboljevem prostoru je definirana kot največja možna napaka




To pomeni, da imamo za poljubno dano funkcijo f v Soboljevem prostoru oceno
(mejo) napake mrežnega pravila
∣I(f) −Qn(f)∣ ≤ eγ(z,∆)∥f∥γ .
Za naključno premaknjeno mrežno pravilo lahko potem omejimo koren iz srednje
kvadratične napake
√
E[(I(f) −Qn(f))2] ≤ eshγ (z)∥f∥γ , (25)






se imenuje napaka v najslabšem primeru glede na povprečje premikov (ang. shift-
averaged worst case error). Opazimo, da imamo tako kot v neenakosti (19) dva
faktorja, pri čemer je en odvisen od točk, drugi pa od integranda, vendar sta v tem
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primeru oba faktorja odvisna še od uteži. Poleg tega opazimo, da večje uteži vodijo
do manǰse norme, ampak tudi do večje napake v najslabšem primeru in obratno.
Naš utežen Soboljev prostor ima določene lastnosti, ki nam zagotavljajo eksplici-
tne formule za izračun eγ(z,∆) in eshγ (z). V posebnem primeru produktnih uteži
velja ([13])













kjer je B2(x) = x2 − x + 1/6 Bernoullijev polinom stopnje 2.
5.4.2. Konstrukcija po komponentah: kako najdemo dober mrežni vektor generira-
nja?
Ob danih utežeh γj in vektorju generiranja z lahko izračunamo zgornjo formulo (26)
v O(ns) operacijah. Teoretično bi lahko to storili za vseh (n − 1)s možnih izbir za
vektor generiranja, ko je n praštevilo, in nato izbrali vektor z najmanǰso napako v
najslabšem primeru (ang. smallest worst case error). V praksi pa je za velike s to
praktično nemogoče.
Zato bomo izbrali vektor generiranja z že prej opisano konstrukcijo po komponen-
tah:
Algoritem 1: Konstrukcija po komponentah
Vhod: število točk n, dimenzija smax in uteži γu.
Izhod: vektor generiranja z.
začetek
postavi z1 = 1
za s = 2 do smax naredi
izberi zs iz množice Un tako, da je minimiziran [eshγ (z1, . . . , zs−1, zs)]2
konec
konec
Pokazati se da tudi, da lahko dobimo konvergenco blizu O(1/n). Spodnji izrek
velja za splošne uteži γu in splošen n. Dokaz je podan v [7].

















za vse λ ∈ (1/2,1], kjer je ζ(x) = ∑∞k=1 k−x Riemannova zeta funkcija.
Velja ∣Un∣= n − 1, ko je n praštevilo, ∣Un∣= n/2, ko je n potenca števila 2 in bolj
splošno ∣Un∣≤ n/2, ko je n potenca praštevila. Red konvergence blizu O(1/n) je
dosežen, če vzamemo λ poljubno blizu 1/2. To zahteva vedno bolj omejujoče pogoje
na uteži γu za λ vedno bližje 1/2, če želimo dobiti mejo, ki je neodvisna od s. Na








6.1. (t,m, s)-mreže in (t, s)-zaporedja.
Mreže in zaporedja so še ena metoda za pridobivanje dobro porazdeljenih množic
točk v enotski kocki [0,1)s, ki so uporabna pri QMC integraciji. Koncept (t,m, s)-
mreže temelji na razdelitvi enotske kocke na intervale in na postavljanju točk v
kocko, tako da vsak interval neke velikosti in oblike vsebuje “pravo” število točk.
Definicija 6.1 ((t,m, s)-mreža). Naj bodo t ≥ 0, m ≥ 1, s ≥ 1 in b ≥ 2 cela števila s
t ≤m. (t,m, s)-mreža v bazi b je množica točk P , ki vsebuje bm točk v [0,1)s tako,











z dj ≥ 0, 0 ≤ aj < bdj , j = 1,2, . . . , s in d1 + d2 + ⋯ + ds =m− t, vsebuje natanko bt točk
iz P .
Elementarni interval (27) ima volumen (Lebesguovo mero) b−(d1+d2+⋯+ds) = bt−m,
kar je natanko delež točk iz P , ki ležijo v tem elementarnem intervalu. Slika 8
prikazuje dvodimenzionalno mrežo s 16 točkami. Ker mora vsak elementaren interval
vsebovati natanko 20 = 1 točko, enotski kvadrat razdelimo na 16 pravokotnikov enake
velikosti in oblike. V tem primeru imamo pet možnih razdelitev enotskega kvadrata
na podintervale enake velikosti in oblike, saj lahko število m − t = 4 − 0 = 4 z dvema
sumandoma (d1 in d2) zapǐsemo na pet različnih načinov (0+4,1+3,2+2,3+1,4+0).
V splošnem (za dimenzijo s) nas zanima, na koliko načinov lahko zapǐsemo število
k =m − t z s sumandi (d1, d2, . . . , ds). Izkaže se ([20]), da imamo
(k + s − 1
s − 1




Opazimo, da je poljubna množica točk, ki sestoji iz bm točk iz [0,1)s trivialna
(m,m, s)-mreža v bazi b, kar nam nakazuje, da je koncept (t,m, s)-mrež uporaben
samo za t <m. Za fiksna b in m postaja, ko se t manǰsa, pogoj (t,m, s)-mreže vedno
močneǰsi. Zato je cilj najti (t,m, s)-mreže v bazi b, ki imajo majhen t.
(t,m, s)-mreža se imenuje stroga (ang. strict), če ni (t − 1,m, s)-mreža. Vre-
dnost t se velikokrat imenuje tudi parameter kvalitete (ang. quality parameter), saj
manǰsi kot je t, bolj fino lahko razdelimo enotsko kocko in točke so porazdeljene bolj
enakomerno.
Obstaja pa tudi analogen koncept za neskončna zaporedja.
Definicija 6.2 ((t, s)-zaporedja). Naj bosta t ≥ 0 in s ≥ 1 celi števili. (t,s)-zaporedje
v bazi b je tako zaporedje točk S = (t0, t1, . . .) iz [0,1)s, da za poljubna cela števila
m > t in ` ≥ 0, vsak blok bm točk
t`bm , . . . , t(`+1)bm−1
v zaporedju S tvori (t,m, s)-mrežo v bazi b.
Povedano drugače, (t, s)-zaporedje je tako zaporedje točk v s dimenzijah, da če
razsekamo zaporedje v zaporedne bloke po bm točk, je vsak blok (t,m, s)-mreža.
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§3.1 Digital net property 17
3
Digital nets
Here we take a very informal approach to introduce the family of digital nets.
3.1 Digital net property
Loosely speaking, the general principle of digital nets is all about getting the same
number of points in various allowable sub-divisions of the unit cube. This is similar
in spirit to the Sudoku game!
Figure 4 illustrates the digital net property in 2D with 16 points. We can partition
the unit square into 16 rectangles of the same shape and size. There is exactly one
point in each rectangle (points on the top and right boundaries count toward the
























































































Fig. 4 Illustration of a (0,4,2)-net in base 2: every elementary interval of volume 1/16 contains
exactly one of the 16 points. A point that lies on the dividing line counts toward the interval above
or to the right.
Slika 8. Prikaz (0,4,2)-mreže v bazi 2. Vsak elementaren interval z
Lebesguovo mero 1/16 vsebuje natanko eno izmed 16 točk. Točka, ki
leži na mejni črti, pripada intervalu zgoraj ali na desni ([13]).
6.2. Številska konstrukcija. V tem razdelku bomo predstavili metodo za kon-
strukcijo (t,m, s)-mrež in (t, s)-zaporedij. Metoda se imenuje številska konstruk-
cijska shema (ang. digital construction scheme) in temelji na linearni algebri nad
končnimi polji.
Naj bo b praštevilo in naj Zb ∶= {0,1, . . . , b−1} označuje ekvivalenčne razrede celih
števil modulo b. Z uporabo operacij seštevanja in množenja elementov iz Zb modulo
praštevilo b, dobimo končno polje (ang. prime field) reda b (število elementov polja
je b). V nadaljevanju identificiramo element k končnega polja Zb s celim številom
0 ≤ k < b.
Naj bodo C1, . . . ,Cs m × m matrike z elementi iz Zb. Potem lahko ti,j, j-to
komponento i-te točke iz P = {t0, . . . , tbm−1}, konstruiramo na naslednji način:
(1) Zapǐsimo i v bazi b:
























kjer so vsa seštevanja in množenja opravljena v končnem polju Zb, t.j. mo-
dulo b.
(3) Nastavimo





+ ⋯ + ym
bm
.
Množica točk P = {t0, . . . , tbm−1}, ki jo tako dobimo, se imenuje številska mreža
nad Zb, matrike C1, . . . ,Cs pa se imenujejo matrike generiranja številske mreže.
Sledeča definicija povezuje (t,m, s)-mreže v bazi b s številskimi mrežami.
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Definicija 6.3. (številska (t,m, s)-mreža). Naj bodo b praštevilo, t ≥ 0, m ≥ 1 in
s ≥ 1 cela števila. Če je številska mreža P skonstruirana nad Zb (t,m, s)-mreža,
potem se P imenuje številska (t,m, s)-mreža nad Zb.
Naslednja lema zagotavlja povezavo med matrikami generiranja številske mreže
in lastnostjo (t,m, s)-mreže. Njen dokaz najdemo v [7].
Lema 6.4 (t-vrednost za številsko mrežo). Številska mreža nad Zb z matrikami
generiranja C1, . . . ,Cs je številska (t,m, s)-mreža nad Zb natanko tedaj, ko je za vse
d1, . . . , ds ≥ 0 za katere velja d1 + ⋯ + ds =m − t, množica vektorjev
(c1,1, c1,2, . . . , c1,d1 , c2,1, c2,2, . . . , c2,d2 , . . . , cs,1, cs,2, . . . , cs,ds)⊺
linearno neodvisna nad Zb, kjer cj,` označuje `-to vrstico matrike Cj.
Konstrukcijo nekaj dobrih matrik generiranja za številske mreže, s katerimi do-
bimo številske (t,m, s)-mreže z malimi t-vrednostmi bomo spoznali v naslednjih
dveh podpoglavjih. Sedaj pa si oglejmo dvodimenzionalen primer številske (0,m,2)-
mreže nad Zb za poljubno praštevilo b.





1 0 ⋯ ⋯ 0
0 1 0 ⋯ 0
⋮ ⋱ ⋱ ⋱ ⋮
0 ⋯ 0 1 0










0 0 ⋯ ⋯ 1
0 ⋯ 0 1 0
⋮ ⋱ ⋱ ⋱ ⋮
0 1 0 ⋯ 0





Potem lema 6.4 implicira, da sta C1 in C2 matriki generiranja številske (0,m,2)-
mreže nad Zb. ♢
Koncept številskih mrež lahko razširimo na številska zaporedja S = (t0, t1, . . .) v
[0,1)s. Za to potrebujemo neskončne matrike C1, . . . ,Cs ∈ ZN×Nb s Cj = (cj,k,`)k,`∈N in
cj,k,` ∈ Zb tako, da za vsak ` obstaja k` tako, da je cj,k,` = 0 za vse k > k`. Potem je
ti,j, j-ta komponenta i-te točke v zaporedju S skonstruirana na naslednji način:
(1) Zapǐsi i v bazi b:
i = (⋯i2i1)b = i1 + i2b + ⋯.






















pri čemer so vsa seštevanja in množenja opravljena v končnem polju Zb.
(3) Postavi







Nastalo zaporedje S = (t0, t1, . . .) se imenuje številsko zaporedje nad Zb, matrike
C1, . . . ,Cs pa se imenujejo matrike generiranja številskega zaporedja. Naslednja
definicija poveže (t, s)-zaporedja v bazi b s številskimi zaporedji.
Definicija 6.6 (številska (t, s)-zaporedja). Naj bo b praštevilo in naj bosta t ≥ 0 in
s ≥ 1 celi števili. Če je številsko zaporedje S konstruirano nad Zb (t, s)-zaporedje v
bazi b, potem se imenuje številsko (t,s)-zaporedje nad Zb.
V naslednjem podpoglavju si bomo ogledali primere konstrukcij dobrih matrik
generiranja za številska (t, s)−zaporedja z malo t-vrednostjo. Pred tem pa si oglejmo
še enodimenzionalen primer (0,1)-zaporedja nad Zb za poljubno praštevilo b.
Primer 6.7. Naj bo b praštevilo in naj bo C ∈ ZN×N identična matrika. Potem C
generira številsko (0,1)-zaporedje nad Zb. ♢
6.3. Konstrukcija številskih mrež in zaporedij.
V tem poglavju si bomo ogledali nekaj eksplicitnih konstrukcij številskih mrež in
zaporedij z nizko t vrednostjo ([7]).
6.3.1. Soboljeva zaporedja.
Soboljeve točke so popularen primer številskih zaporedij v bazi 2. Soboljev jih je
iznašel leta 1967, še preden se je izoblikoval koncept številskih mrež, kot ga poznamo
danes.
(1) Naj bodo p1, . . . , ps ∈ Z2[x] različni primitivni polinomi (ang. primitive po-
lynomial; njihovo definicijo lahko najdemo npr. v [7]) urejeni glede na njihovo
stopnjo,
pj(x) = xej + a1,jxej−1 + a2,jxej−2 + ⋯ + aej−1,jx + 1, 1 ≤ j ≤ s,
kjer so aj,k ∈ Zb. Upoštevati moramo, da ej seveda označuje stopnjo polinoma
pj.
(2) Izberimo liha naravna števila 1 ≤ m1,j, . . . ,mej ,j tako, da je mk,j < 2k za
1 ≤ k ≤ ej in za vse k > ej definirajmo mk,j rekurzivno z
mk,j = 2a1,jmk−1,j ⊕ ⋯ ⊕ 2ej−1aej−1,jmk−ej+1,j ⊕ 2ejmk−ej ,j ⊕mk−ej ,j,
kjer je ⊕ operator ekskluzivni ali po števkah.




za k ≥ 1.
(4) Za i ∈ N0 s predstavitvijo v dvojǐskem zapisu i = i0 + 2i1 + ⋯ + 2r−1ir−1 defini-
rajmo
ti,j = i0v1,j ⊕ i1v2,j ⊕ ⋯ ⊕ ir−1vr,j.
Soboljevo zaporedje je potem zaporedje točk t0, t1, . . ., kjer je
ti = (ti,1, . . . , ti,s).






Ta rezultat drži za vse izbire smernih števil in zato smerna števila ne vplivajo na
spošno kvaliteto Soboljevih zaporedij.
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6.3.2. Faurejeva zaporedja.
Faure je leta 1982 predstavil konstrukcijo (0, s)-zaporedij nad praštevilskimi polji
(ang. prime field) Zb z s ≤ b, ki se sedaj imenujejo Faurejeva zaporedja. Matrike
generiranja so dane z
Cj = (P ⊺)j−1 (mod b) za 1 ≤ j ≤ s,































kjer je (kl) = 0 za l > k. Faurejevo zaporedje je številsko (0, s)-zaporedje.
6.4. Polinomska mrežna pravila.
Eden izmed načinov, kako dobiti dobre številske mreže, je s konstrukcijo polinom-
skega mrežnega pravila. Ta koncept je analogen mrežnim pravilom, vendar na li-
nearni algebri nad končnimi polji. Polinomska mrežna pravila tvorijo poseben ra-
zred številskih mrež. Za razliko od mrežnih pravil, pri katerih potrebujemo en
celoštevilski vektor generiranja z = (z1, . . . , zs), pri polinomskih mrežnih pravilih
potrebujemo zaporedje polinomov q1(x), . . . , qs(x), torej en polinom na dimenzijo.
Naj bo b praštevilo, p polinom stopnje m s koeficienti v Zb in naj bodo q1, . . . , qs
polinomi stopnje največ m − 1 s koeficienti v Zb. Potem lahko Cj, j-to matriko
generiranja, izberemo na sledeči način:









+ ⋯ + u2m−1
x2m−1
.
Za dane qj(x) in p(x) lahko vrednosti u1, u2, . . . dobimo z enačenjem koefi-
cientov v qj(x) = (u1/x+u2/x2 + ⋯)p(x), ob upoštevanju, da morajo biti vsa






u1 u2 u3 ⋯ um
u2 u3 ⋰ ⋰ um+1
u3 ⋰ ⋰ ⋰ um+2
⋮ ⋰ ⋰ ⋰ ⋮





Številska mreža z matrikami generiranja C1, . . .Cs, ki so definirane kot zgoraj, se ime-
nuje množica točk polinomske mreže (ang. polynomial lattice point set), QMC pra-
vilo, ki uporablja množica točk polinomske mreže pa se imenuje polinomsko mrežno
pravilo. Polinom p se imenuje modul (ang. modulus), vektor polinomov (q1, . . . , qs)
pa vektor generiranja. Polinom p ne igra ključne vloge, saj je kvaliteta polinomskega
mrežnega pravila določena z izbiro polinomov generiranja q1, . . . , qs.
Obstaja tudi hitreǰsa metoda za generiranje kubaturnih točk polinomskega
mrežnega pravila, ki ne potrebuje matrik generiranja.
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6.5. Naključno številsko premikanje in premeščanje.
Da ohranimo lastnost številskih mrež, potrebujemo drugačno strategijo za randomi-
zacijo, kot je premikanje, ki ohrani mrežno strukturo. Ena od preprostih strategij
je številsko premikanje (ang. digital shifting), ki je podobna premikanju. Namesto,
da za i-to točko vzamemo {ti + ∆}, naredimo
ti ⊗ ∆, i = 0,1, . . . , n − 1,
kjer ⊗ označuje operator seštevanja po števkah v bazi b (ang. digit-wise addition
operator in base b) in je definiran na sledeči način. Če imata x, y ∈ [0,1) predstavitev
v bazi b
x = (0.x1x2⋯)b in y = (0.y1y2⋯)b
potem je x⊗ y = z = (0.z1z2⋯)b, kjer je
zi = (xi + yi) mod b.
V primeru, ko je b = 2, to pomeni, da uporabimo operacijo ekskluzivni ali na binarnih
bitih komponent vektorja. Na primer, če x = 0.625 = (0.101)2 in y = 0.125 = (0.001)2,
je potem x⊗ y = (0.100)2 = 0.5.
Premeščanje (ang. scrambling) je še ena tehnika randomizacije, ki lahko v neka-
terih primerih izbolǰsa red konvergence številskih mrež za dodatnih 1/
√
n, vendar je
precej bolj zakomplicirana kot številsko premikanje. Ideja je, da naključno in rekur-
zivno permutiramo točke med elementranimi intervali tako, da se ohrani struktura
številske mreže (z verjetnostjo 1).
Kot pri mrežnih pravilih randomizacija številskih mrež zagotovi tako nepristran-
sko cenilko za aproksimacijo integrala kot tudi praktično oceno napake.
6.6. Mreže vǐsjega reda s prepletanjem.
Prepletanje (ang. interlacing) ([13]) je strategija, ki lahko navadno številsko mrežo
spremeni v številsko mrežo vǐsjega reda. Številske mreže vǐsjega reda lahko dosežejo
red konvergence O(1/nα), če je integrand približno α-krat odvedljiv v vsaki spre-
menljivki. Teorija je precej zahtevna, zato je tukaj ne bomo obravnavali. Lahko se
jo prebere v [7].
Da dobimo številsko mrežo vǐsega reda v s dimenzijah z interlacijskim faktorjem
α, vzamemo navadno številsko mrežo v αs dimenzijah ter nato ”prepletemo” vsak
blok dimenzije α. Prepletanje poteka na sledeči način. Če imamo na primer x =
(0.x1x2x2⋯)2, y = (0.y1y2y2⋯)2 in z = (0.z1z2z2⋯)2, potem je rezultat prepletanja
teh treh števil
(0.x1y1z1x2y2z2x3y3z3⋯)2.
To ustreza faktorju prepletenosti 3 in rezultat je tako število, ki ima trikrat več bitov
kot začetna števila.
V praksi je učinkovit način implementacije številskih mrež vǐsjega reda s prepleta-
njem vrstic matrik generiranja navadne številske mreže in nato z generiranjem točk
iz teh razširjenih matrik tako, da v (28) dovolimo ne-kvadratne matrike.
7. Praktični primer












kjer sta c in b parametra, ki določata kako “zahtevna”bo funkcija g. Na primer,
večja kot je absolutna vrednost od c, bolj se oddaljujemo od linearne funkcije in
potrebujemo vedno večji vzorec za dobro aproksimacijo integrala.
Za namen testiranja je dobro, če poznamo eksaktno vrednost integrala. Ker je g







exp(c j−b) − 1
c j−b
, c ≠ 0.
7.1. Monte Carlo aproksimacija.
Izberimo c = 1, b = 2 in dimenzijo integrala s = 100 ter integral najprej aproksi-
mirajmo z uporabo metode Monte Carlo. Na sliki 9 so narisani rezultati desetih
aproksimacij vrednosti integrala I(g) (levo) in variance σ2(g) (desno). Na sliki 10
pa vidimo standardno napako v odvisnosti od velikosti vzorca. Ker lahko za našo
testno funkcijo izračunamo eksaktno varianco σ2(g), smo za primerjavo s črtkano
črto narisali σ(g)/
√
n, h kateri izračunani približki očitno konvergirajo. Jasno je to-
rej razvidno, da je konvergenca reda 1/
√
n, kot smo pričakovali. Ob vzorcu velikosti
105 opazimo, da je ocena standardne napake približno 10−3. Če bi jo želeli zmanǰsati
na desetino bi zato morali vzeti stokrat večji vzorec.




















Slika 9. Monte Carlo aproksimacija (levo) in ocena variance (desno)
za 10 izvedb funkcije g z s = 100. Črtkani črti sta eksaktna vrednost
integrala in varianca.
7.2. Kvazi-Monte Carlo aproksimacija.
Kot smo videli, ima metoda MC red konvergence O(1/
√
n). Sedaj lahko poskusimo
še QMC aproksimacijo in vidimo ali bomo res dobili ”obljubljeno”1/n konvergenco.
Vzeli bomo enega izmed najpreprosteǰsih QMC pravil, t.j. mrežno pravilo. Uporabili
bomo vektor generiranja iz datoteke exod2 base2 m20 CKN iz spletne strani [16].
Največja dimenzija, ki jo omogoča ta vektor, je 250, maksimalno število točk pa je
220 (malo več kot 106).
Najprej zgenerirajmo 216 = 65536 točk v 100 dimenzijah in vzemimo povprečje
naše funkcije v teh točkah (QMC približek), ki je enako 2.36845. Napaka v tem
primeru je enaka 2.10821 ⋅ 10−5. Ker je to determinističen rezultat, seveda nimamo
standardne napake. Kot že rečeno, je napaka v tem primeru približno 10−5, medtem,
ko je napaka pri MC metodi približno 10−3 za 105 evalvacij funkcije g, torej za
skoraj dvakrat več evalvacij. Da bi dobili praktično oceno napake, bomo uporabili
naključno premaknjeno mrežno pravilo in si ogledali aproksimacije za naraščajoče
število točk. Rezultat teh desetih QMC simulacij z različnimi naključnimi premiki je
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Slika 10. Standardna napaka desetih MC aproksimacij integral
funkcije g z s = 100. Črtkana črta je eksaktna σ(g)/
√
n.
podan na slikah 11 in 12. Razlika z MC simulacijo (sive črte na slikah) je ogromna,
kar je najbolj razvidno na sliki standardne napake, kjer je na obeh oseh logaritemska
skala. Red konvergence je res skoraj 1/n. Če bi želeli napako zmanǰsati na desetino,
bi v tem primeru morali vzeti samo desetkrat večji vzorec (namesto stokrat, kot v
primeru MC).




















Slika 11. Kvazi-Monte Carlo aproksimacija (levo) in ocena variance
(desno) za naključno premaknjena mrežna pravila (z 8 premiki) za
funkcijo g z s = 100. Narisanih je 10 izvedb (10 krat 8 naključnih
premikov). Črtkani črti sta eksaktna vrednost integrala in varianca.
S sivo je za primerjavo narisana MC aproksimacija.
7.3. Soboljevo zaporedje in prepletanje. Oglejmo si še aproksimacijo enake
funkcije z s = 100, c = 0.5 in b = 2 s Soboljevim zaporedjem in s prepletenim So-
boljevim zaporedjem reda 2, pri čemer je randomizacija opravljena s številskim
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Slika 12. Standardna napaka desetih QMC aproksimacij integrala
funkcije g z s = 100. Za primerjavo je s sivo narisana standardna
napaka MC aproksimacij.
premikanjem. Na sliki 13 je red konvergence za ti dve aproksimaciji. Vidimo, da
je konvergenca pri aproksimaciji s Soboljevim zaporedjem podobna kot konvergenca
pri mrežnih pravilih. Pri prepletenem zaporedju reda 2 pa je konvergenca že blizu
O(1/n2). (Parameter c je v tem primeru nekoliko spremenjen, da se lažje vidi kon-
vergenca pri redu 2).
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Slika 13. Standardna napaka za Soboljevo zaporedje in prepleteno




lattice rules mrežna pravila
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