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Introduction
We shall consider the following integral functional 
A. Orpel
We will prove the existence of a minimizer of (1) satisfying (2) . Moreover, we will derive a new result concerning the Dirichlet problem for the differential inclusion
where ∂ y (−L(x, y, w)) and ∂ w L(x, y, w) denote subdifferentials of the functions −L(x, · , w), w ∈ R n , x ∈ [0, T ], and L(x, y, · ), y ∈ R n , x ∈ [0, T ], respectively.
The above inclusion is a natural generalization of the Euler-Lagrange equation of (1) . The work has been intended as an attempt to extend the results presented in [10] to the case when the action functional is not additive separated in u and u . Section 2 is devoted to the study of the problem concerning the existence of an argument from A(R n ), at which f attains its infimum. We shall derive an interesting formula for this element and we will show that (2) holds for the minimizer. The proof of these facts is similar in spirit to the one presented in [3] where L has a special form: L(x, u, w) = −g(x, u)+h(x, w). Section 3 establishes the relation between critical points of (1) and solutions of inclusion (3). We shall also present some applications of this theory. Now we repeat the relevant material from [3] and [6] without proofs. Let
We will denote by F * * the bipolar of the function w → F (x, w) and by ∂F (x, w) its subdifferential. Let us recall their properties, which will be used later:
(ii) for every measurable function z:
for all w ∈ R n and a.e. Then for any continuous function u:
The existence of the critical points of the action functional f
In this section we will be looking for the critical points of (1) defined on the set A(R n ). To this effect it is necessary to put some restrictions on L. It is required that
where g: [0, T ]×R n → R is measurable with respect to the first variable, convex with respect to the second one and for a certain ball K(w, r) ⊂
is summable on [0, T ], (H5) in the case of p = m the following condition takes place
The above assumptions imply that the action functional f : 
Moreover, u satisfies the equalities u(T ) = u(0) = 0. Now we will consider the function
. By hypothesis (H1)-(H5) we can use the second part of Lemma 1 for u and obtain that there exist measurable
Let us denote by ℵ B the characteristic function of a set B ⊂ R n .
is a measurable partition of K j with the property that for every j ∈ N (10)
and a function
Proof. By (9) and hypothesis (H1)-(H5) we can assert that the map
Let us consider the sequence of maps:
It is easily seen that the following equality
Taking into account (10), (9) we can compute:
According to the assumptions concerning L we have that the sequence (11) is nondecreasing. Thus the previous chain of relations gives
We have proved the integrability of
It can be noticed that almost every x from [0, T ] belongs to exactly one of E i j , which implies that for a.e. x ∈ [0, T ] there exists i 0 ∈ {1, . . . , n + 1} such that
. Using this fact and hypothesis (H1)-(H5) we obtain:
where c = ml m−1 . By the above chain of relations and the integrability of . For i ∈ {1 , . . . , n + 1} we shall define the vector measures ϑ i as follows (12) ϑ
From an extension of the Liapunov's theorem on the range of vector measures for each K j there exists a measurable partition (
Let us define the function u :
It can be noticed that almost every x from [0, T ] belongs to exactly one of E i j , which means: for a.e.
By (13) and the above consideration we obtain for every j ∈ N (16)
Now we may state that the assumptions of Lemma 3 are satisfied. It implies that the function x →
Of course u(0) = 0 and further, by (14) , (13) and (8) 
We shall show now that
From (9), (16), (15) and (14) we have
. Applying hypothesis (H1)-(H5) and Lemma 2 we obtain the existence of an integrable selection δ of the set-valued map
. By (13) and the definition of (E i j ) i=1,... ,n+1 we obtain for every
The description of δ( · ) and the properties of subdifferential give that for a.e.
where y ∈ R n , and further that
Now we claim that
Indeed, recalling the definition of B and denoting by u l the l-th component of a vector u, we can compute
The last equality follows from (18). By the above relation we obtain that
Combining (17) with (19) we have
The above chain of inequalities and the duality principle from [10, Theorem 6] give
Necessary conditions and regularity
Now we will take up an existence of solutions of the differential inclusion (3) with the boundary condition (2) . In the following section we shall apply the results presented in the paper [10] . We will assume that the conditions of hypothesis (H1)-(H5) are satisfied.
Let
We use the fact that the space A m can be iden- 
