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INTRODUCTION 
1. In many variational problems with unilateral constraints, the projection 
Pk on a closed convex subset K of some reflexive Banach space X plays very 
often a central role. The finite-dimensional approximation of Pk , for a 
specific K, is the main problem we are concerned with in this paper. 
2. For any given vector # of X, the projection 
of $ on K, is the solution of a minimum problem such as 
(ii) UE K: W) <F(v), VVEK, 
where F is a convenient convex functional on X; for example, 
F(v) = 4 II v - 9 It2 
if 1) . 11 is the norm of X. 
The numerical approximation of (i), can be obtained in many ways. For 
example, a direct approach can be adopted, by realizing a finite-dimensional 
approximation of Ritz-Galerkin type, or by using some penalty method. 
On the other hand, at least when the functional F is differentiable, the 
approximation can be also based on the well-known characterization of the 
solution u of (ii), by means of the variational inequality 
(iii) zc E K: (Jiz, v - U) 2 0, VVEK, 
involving the differential J of F. If J happens to be a partial differential 
operator, finite-difference methods, for instance, could then be used for the 
numerical solution of (iii). 
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The choice of the most suitable method, will clearly depend on the specific 
K we are interested in. 
3. Many concrete examples of problems such as (ii) or (iii), where J may 
not necessarily arise as the differential of a convex functional and be any 
monotone map of X into its dual X*, are considered in [13]. There, an 
extensive bibliography on the subject can be found, which also includes 
many recent papers devoted to the numerical approximation of solutions, 
mainly along the lines mentioned above. 
In this paper, however, we shall follow a somewhat different approach, 
whose basic feature consists in the simultaneous approximation of inequality 
(iii), together with its dual. 
We know, indeed, that the solution a of (iii) can be also characterized by 
means of a variational inequality, namely, the dual of (iii), which involves 
the inverse J-l of J and the support function uk of K (or the polar K* of K, 
if K is a cone); see [19]. 
4. Let us write this pair of dual variational inequalities in the very 
special case we shall consider with detail in this paper: The projection on the 
cone W,‘;$?) of all nonnegative functions of the Sobolev space W$“(Q), with 
respect to the Dirichlet norm. Thus, X = W~*2(Q), where s2 is a bounded open 
subset of RN, J is the Laplacian -A, , as a map of Wis2(Q) onto its dual 
W-1*2(sZ), and the inverse of J is the Green operator G = (- A,)-’ for the 
Dirichlet problem in 9. 
Moreover, K = Wl,f(fJ) and the polar of K is now the cone W:‘*“(Q) of 
all negative measures 7 E W-1*2(Q). 
The projection Al on Wt,f(Q) f g o a iven 9 E Wi*2(sZ) is then characterized 
by the following pair of variational inequalities: 
(iv) UE W~;f.(Q): 
(- A,u + A,#, w - u) 3 0 VW E w;;$2,, 
(v) p E W;1*2(0): 
(GP + 4,~ - CL) > 0 VT E W;‘*“(ln), 
where TV and P are related by 
a=#+u, IA = Gp (i.e., p = - A+), 
and W;1*2(Q) = - W:‘~“(Q) is the cone of all positive 7 E W-1*2(sZ). To such a 
dual characterization of the projection u is devoted the Section 1 of this paper. 
5. We shall base the numerical solution of inequalities (iv) and (v) above, 
on a finite-dimensional approximation of the cone W;192(Q). We shall 
approximate any measure 7 E W;‘*“(Q) by means of “simple” measures s?,, , 
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carried by the (N - 1)-d imensional meshes Sf,, of a given lattice subdivision 
Lrh, h E R,N of Sz. Each one of these measures $, , i = 1, 2 ,..., N, q E ZN, 
is the image of the unit mass uniformly distributed on the mesh Sf,, of SZh, 
under the transpose yh* of the trace operator on Qh in the space IVES’; see 
(16) of Section 2. 
We shall then consider, for each Qh, the cone 
generated by all the measures & , and we shall realize the approximation of 
W;1*2(9), by taking a sequence of nested grids {Qh}, finer and finer as 
n + + co. We shall prove, in fact, that 
W;1*2(Q) = closure of u (Qn)-1*2 in IF2(Q). 
?I 
This property can be dually formulated, by using a result of [18], as 
W2(L?) = n pnp2, 
n 
where (sZn)y2 is the cone of all o E W,*“(Q) that have a nonpositive mean value 
on every mesh of Sz”. The proof of (vi), namely, Proposition 2, is the main 
result of Section 2. 
6. We shall solve the approximate problem obtained by replacing for a 
given n, the cone W;1*2(sZ) in (v) with the cone (Qn);ls2. In terms of the 
coefficients $, r of the approximate solution pn, that amounts to solve the 
following system of inequalities 
where #jy,r is the mean value of the given # on the cube Sz, , while the 
matrix (gzgij.a;j.r} represents a suitable finite-dimensional approximation of the 
Green operator G. 
In our case, we can represent G as an integral operator, and gF,g;j,r will be 
the mean-value on the mesh Sy,, of the potential of the unit mass uniformly 
distributed on the mesh SC, . Thus gTgijr is given by the mean value on the 
product mesh SE, x Sz,, of the Green function g(x, y) for the Dirichlet 
problem in Q. 
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By solving system (vii), the following approximate solutions are found, 
where g,“,,, is the potential of the measure szr , 
g(x, Y) 4 ... dxj.ml dxj+l ... dx, . 
We could say, in some sense, that what we do to find u is, “pushing up” the 
function 4, where it is negative in L’, by means of the positive measures 
&s~, , which represent a piecewise approximation of - LI,(c - $). 
7. By applying a result of [17], we shall prove that U” converges strongly 
to the projection u in W:*“(Q), while TV” converges strongly in lV1*s(Q) to the 
measure p = - A,u. 
Moreover, if 5 is any vertex of a given grid &@ and Q,-,“(X) is the starlike 
subset of all meshes of @ which have a vertex at X, the mean value of @ over 
QsP(X) will be shown to be the limit, as n --+ + co, of certain means of the 
coefficients ii;, . These results are contained in Theorem 1 and 2 of Section 3. 
8. Systems of inequalities such as (vii) above are known in the literature 
as complementarity systems; see [6]. 
The solution of the specific systems (vii) has been discussed in [22], where 
many examples have also been treated numerically. 
9. The regularity of the solution Al of problem (iv) has been investigated 
in [4, 11, 121. By taking the regularity of u into account, the results on the 
convergence of the approximants may be probably improved. It would be 
also possible to apply the approximation method sketched above to other 
inequalities, similar to (iv) and (v). Some remarks about that will be made at 
the end of Section 3. 
10. A different approach to the approximate solution of problem (iv) 
based-under suitable regularity assumptions-on the classical Perron 
theory of subharmonic functions can be found in Ref. [8]. Problems such as 
(iv) have been also treated numerically by many authors by using iterative 
schemes of approximation; see Remark 6 at the end of the paper, where some 
references are given. 
1. THE PROJECTION ON W&‘“(Q) 
We shall consider the following problem: to project a given function # of 
the Sobolev space W$2(sZ), where 52 is a bounded open subset of RN, over 
the closed convex cone of all nonnegative functions z, of W$2(sZ). 
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This is clearly a metric problem that depends on the norm that has been 
chosen in W$“(Q). 
The space Wi*2(Q) 
Let us recall that IV2(.Q) is the space of all (real-valued) functions 
z, EL(~)(Q) whose distribution derivatives v,, = &/8x, , i = l,..., N also I 
belong to J!,(~)(Q), normed by 
and W$2(Q) is the closure in IW2(Q) of the subspace Corn(Q) of all infinitely 
differentiable functions on Q with a compact support. By PoincarC inequality, 
is a norm on Wi*2(sZ) equivalent to // ZI /IiS2 .
The cones W,;:(Q) 
The cone of all nonnegative functions of W~*2(12) is, by definition, the 
closure in We*” of all v E Corn(Q) which are nonnegative on $2: we shall 
denote this cone by W~$(Q). The cone Wi;T(f2) of all nonpositive functions 
of Wi*2(Q) is defined similarly, and 
W,;“(l2) = - w;‘:~(q. 
Remark 1. It can be shown that a function v E Wiv2(Q) belongs to 
W~,f(Q), if and only if v 3 0 a.e. in Q; see [7; 16, p. 481. 
The projection ii. 
Let us go back to our initial problem. The projection E of I,A on the cone 
W~;$Q) with respect to the norm ] * /1,2 is the solution of the minimum prob- 
lem 
ii E W:;:(Q) : F(c - #) < F(w - #) for all w E Wi,f(Q), (1) 
where 
F(v) = i I 0 If.2 9 v E w;s2(Q). (2) 
By the change of variable w - # = v, we can also find u as the vector 
ii=$b+lJ, (3) 
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with u the solution of the minimum problem 
u E -- l) $- w;;f(Q) :F(u) -.:F(v) for all z' E ~ 4 + w,':;(Q), (4) 
where 
- iJ + W($2) -: ( v : v = - * + w, w E w;,$2n)>. 
The existence of the solutions u, ii follows from basic topological properties: 
The lower semicontinuity of F in the weak topology of W~1,2(Q) and the 
campactness of the closed convex bounded subsets of W~*2(Q) in the same 
topology. The uniqueness of the solution is a consequence of the strict 
convexity of F. 
Up to now, we have made no use of the differentiability of F. By taking 
this property into account we shall now give a characterization of the pro- 
jection u as the solution of a variational inequality involving the FrCchet 
differential of F. 
The variational inequality of a minimum problem 
Let F be a FrCchet (or even Gateaux) differentiable convex functional on a 
normed space X and K a convex subset of X. It is well known that a vector u of 
K minimizes F on K, i.e., 
UEK: F(u) < F(v) for all v E K, 
if and only if u is a solution of the variational inequality 
(5) 
UEK: (Au, v - u) > 0 for all v E K, (6) 
where A = VF is the FrCchet (or Gateaux) differential of F and ( , ) denotes 
the duality pairing between X and its dual X*; see for instance [21, 241. 
The characterization of ii 
Now let F be the functional (2) on the space X = I@“(Q). It is well known 
that We*” is a reflexive Banach space, whose dual can be identified with the 
space W1*‘(Q) of all distribution T on 9 which can be (nonuniquely) repre- 
sented as 
T = - c kdz, with gi EL(‘)(Q), i=l )-es) iV> 
i 
the pairing between v E Wis2(Q) and such a T being 
(T,v)=TIngiv.,dx, dx=dx,...dx,. 
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Moreover, F is differentiable on W:*‘(Q) and its Frechet differential is the 
Laplace operator 
- A, : w;*“(sz) + w-ls2(Q), 
the element - A,ZJ of W-1*2(s2) being defined for each v E W~1.2(Q) by means 
of the identity 
(- A,v, w) = 7 1, vzfw,, dx, w E WtV2(s2). 
Therefore, we have the following 
LEMMA 1. The vector u of WiB2(Q) is the solution of the minimum problem 
(4), where z,L is a given vector of WiS2(Q), zf and only if u is the solution of the 
variational inequality 
UE-I)+ W;;:(sZ):(-A2u,v-u)>O for all v E - $ + Wi;@). 
(7) 
The dual inequality 
Let us consider a variational inequality such as 
u~q,+ H: (Au, v - u) > 0 forallvEv,,+ H, (8) 
with A a linear isomorphism of the space X onto X*, H a nonempty closed 
convex cone of X, with vertex at the origin, v,, a given vector of X and 
v,, + H = {v : v = w0 + w, w E H). 
It has been shown in [19] that a dual variational inequality can be associated 
with (8), which characterizes the vector U* = - Au of X*, u being a solution 
of (8). This inequality involves the inverse A-l of A and the polar cone 
H* ={v*EX* :(v*,v) <O,V~EH) 
of H and can be written as follows: 
u* E H*: (A-4* + we, v* - u*) > 0 for all v* E H*. (9) 
We have in fact, as a special case of Corollary 2 of [19], the following 
LEMMA 2. A vector u of X is a solution of (8) if and only if the vector 
u* = - Au is a solution of (9). A4 oreover, inequalities (8) and (9) hold if and 
only if u * = - Au, i.e., u = - A-%*, and 
u~v,+H, u* E H*, (u*, u - wo) = 0. 
Let us apply this result to our projection problem. 
409/40b14 
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The Green operator 
The Laplace operator -A, is an isomorphism of W,$2(sZ) onto W-1*2(52), 
whose inverse is the Green operator G for the Dirichlet problem in Q For 
each distribution T E W-1*2(L2), u y= (--0,)-l T = GT is the variational 
solution of the Dirichlet problem 
-A2u=T in Q, 
u=o on %I; 
(see, for instance, [23]). 
The cones W;‘*“(S) 
On the other hand, it is easy to show, by using the well-known property 
that a positive distribution is a measure, that the polar cone of W,$@) is the 
cone W-lS2(Q) of all negative measures 7 E W-~B~(Q). However, we shall write 
below the dual inequality associated with (7), in terms of the cone 
w;1,2(Q) = {T E w-1,2(Q) : 7 >, O} 
of all positive measures T E W-1,2(Q). The cone W;‘*“(Q) is the polar of 
W~f(Q) and clearly 
w;‘s2(Q) = - w1192(L?). 
The measure p. 
The dual inequality associated with (7) can thus be written as 
p E W;‘*“(!J) : (Gp + 4, T - p) > 0 for all 7 E W;lS2(Q) (10) 
and by applying Lemma 2 we find 
LEMMA 3. The vector u of Wi*2(Q) is the solution of (7) if and only ;f 
p = - A,u is the solution of (10). 
Furthermore, both inequalities (7) and (10) can be written more sym- 
metrically as 
ii E W,‘;@), p E w;‘*“(q, (a, P) = 0, (11) 
with u = $ + u and 
p = - A,u or, equivalently, u = Gp. (12) 
Let us note that, depending on which choice is made in (12), the system (11) 
reduces indeed to (7) or (IO), respectively. 
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At this stage we could base the numerical approximation of the projection ii 
both on the direct problem (4) than on either one of inequalities (7) and (10). 
Approximation methods of Ritz-Galerkin type could be used for solving (4), 
while the solution of (7) could rely, for instance, on finite-difference methods. 
For numerical applications of these methods to problems such as (4) or (7); 
see in particular [2, 20, 211. We shall base instead the numerical approxima- 
tion of ii on the dual inequality (lo), namely, on a finite-dimensional approx- 
imation of the measure p solution of (10). The essential tool of this method is 
the approximation of the elements of IV;‘*“(Q) by means of “discrete 
measures” carried by (N - 1)-d imensional subset of Q on Q, and will be 
presented in the next section. 
Inequality (10) will be used in the following form, which is obtained from 
(11) by writing u = # + u with u = Gp: 
p E w;1s2(Q), 
(GP + 9, T) 3 0, for all 7 E W;1*2(s2). (13) 
(GP + $9 P) = 0, 
Moreover, we shall represent the Green operator G = (-A,)-1 as an integral 
operator. Therefore, for every measure p E IJP*~(SZ), the function u = Gp 
of W$“(.Q) will be represented as 
44 = G(x) = 1, &s Y> MY), (14) 
where g(x, JJ) is the Green function for the Dirichlet problem in Q. 
Remark 2. We can also project $ on Wi,f(Q) with respect to any given 
equivalent norm I] -11 on W:*“(Q), for instance, with respect to the norm 
II ll1.2. 
We should then replace the functional (2) in problem (4) with 
F(v) = + 11 v 112. 
If the norm I] * I] is differentiable, the projection z? can be again characterized 
as the solution of a variational inequality, namely, inequality (7) where 
the operator --d, is replaced by the differential J of F. For example, if 
WI = Q II v II;.2 9 then J = - A, + I with a corresponding change in the 
Green operator G = (I - A,)-1 in the dual inequality (10). 
Let us also remark that J is the duality mapping of W$“(Q) relative to the 
norm ]I * 11 and the gauge function w(p) = ~1 (see, for instance, [I, 5j). This also 
suggest that a different gauge function could have been chosen in the prob- 
lem above. 
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2. APPROXIMATION OF THE CONE W;'*"(L?) 
We shall first realize a lattice subdivision of RN by means of coordinate 
“rectangular” (N - 1)-dimensional meshes, whose size will be described 
by a given vector h = (hi ,..., h,) of RN, such that hi > 0 for all i = I,..., N. 
The grid 
For every multi-index 4 = (qz ,..., qN) E ZN and each i = l,..., N, let us 
consider the following (N - 1)-d imensional region of RN orthogonal to the 
xi-direction, 
S;,, = {x E R” : xi = qihi , qihj < xj < (qj + 1) hi , Vj # i}. 
We shall denote by Sh the family of all these regions, 
Sh = {Sf,, : i = l,..., N; q E Z”}, 
and if E is a subset of RN, we set 
Sh(E) = {SF,,, E Sh : Sf,, n E # ~‘a>. 
If now Sz is the given bounded open subset of RN, 82 its boundary and 
0 = Q u ai2, we put 
Qh = u {Sf,, : SF*, E S”(Q) - s”(m)}. 
Thus, Oh is the (N - l)-dimensional grid subset of $2 made of all meshes 
Sf,,, of Sh which are entirely contained in Q. 
The trace operator yh 
Let us recall that if I’ is a regular (N - I)-dimensional manifold in Sz, 
the trace operator on r in the space W$2(Q) is the (unique) continuous sur- 
jective mapping yr of W,1*2(Q) on the space HI’“(r), which extends the map 
QJ--+v Ii-> v E GYJ-3~ 
where 9) [r is the restriction of QI on I’. For the properties of ‘yr we refer to [14], 
where the definition of the Sobolev fractional space Hr12 can also be found. 
We shall denote by yh the trace operator on Qh in Win’(Q), 
yh : wim2(G) -+ f!1’2(rRh), 
and by yh* the transpose of 3/h ,
yh* : H-1’2(SZh) + W-1*2(Q). 
H-r/a(Qh) being the dual of ZP2(Qh). 
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Since yh is surjective, the map y,,* is injective, therefore H-1la(Qh) is 
linearly isomorphic with a subspace of W-1*2(s2). We shall also make fre- 
quent use of the following obvious property of any function v E W~B2(sZ): if 
I’, and r2 are (IV - 1)-dimensional regular manifolds in Q and I’, C I’, , 
then the restriction of yr,v to r, coincides a.e. with the trace of v on r2 . 
The measure $, 
We shall now associate a nonnegative measure sf,, of W-1*2(Q) with every 
mesh SF* of Qh, measures corresponding to distinct meshes being linearly 
independent. 
Let St,* be the unit mass uniformly distributed on Sf,, with respect to the 
(N - 1)-dimensional Lebesgue measure 
that is, 
dix = dx, ..a dxi, dx,+l 0.. dxN , 
where 1 S& 1 = h, ... hi,hi+l .*. hN is the (N - 1)-dimensional Lebesgue 
measure of S& and xs:, is the characteristic function of Si,q . The measure 
St, belongs to H-lls(dh) (1 e us recall indeed that Hrj2 CL2 C H-1/2), thus t 
we can consider its image in W-ls2(Q) under .y**, which we call sf,,,: 
We have for every v E W~1.2(9), 
(16) 
that is, (SF,, , v) is the mean value of the trace of v on SFeQ . Moreover, for each 
given h, measures sf,, associated with distinct meshes Sf.., are linearly inde- 
pendent, because such are the corresponding measures Sfsp . We could indeed 
identify sf*, with S&. The remainder of this section is devoted to the proof 
that any non-negative measure in W-1~2(Q) can be approximated, by taking h 
smaller and smaller, by positive combinations of measures s:,~ .
The cone (Q*)T~*’ and its polar (Qh)b2. 
For each fixed h, we shall consider the finite-dimensional convex cone of 
?V1,2(Q), with vertex at the origin, generated by all measures $, , 
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By the linear independence of distinct SF,, , the coefficients CT!,, , i = l,..., N; 
q E P of u are uniquely determined. 
Clearly, we have 
(Qh);1,2 c w;‘*“(Q) for every h. 
We shall also consider the polar cone of (Qh)-1*2, which we call (SZh)52; it 
is, by (19, the cone of all functions v E We*” whose trace has a nonpositive 
mean value on each SF,, of .P, 




wr2(L?) c ph)k2 for every h. 
A sequential approximation of W;1,2(Q). 
Let us now vary the “size” h of the meshes of Qh, by taking a sequence 
hl, hs,... of the following type 
h” = 2-“h, n = l,..., 
where I; = (15~ ,..., hN), with & > 0 for all i, has been fixed once for all. To 
simplify our notation, we shall replace everywhere in the notation above 
h = h” with n: thus, for instance, we shall write P for ah”. Now we have for 
every n 
(gy” c (Jy+1);1.2, 
while 
(uy 3 pY+y2. 
The approximation result we have in mind is given by the following 
PROPOSITION 1. The cone W;ls2 is the closure in W-l*2(sZ) of Un (s2n)-1,2. 
A dual formulation of this proposition can be obtained by using the 
following lemma, which is a special case of Theorem 3.2 of [17] and whose 
proof will be omitted here. 
LEMMA 4. Let (K,,) be an increasing sequence of closed convex cones, with 
vertex at the origin, in a rejlexive Banach space X; (K,*) the sequence of the 
polar cones in X*. Then, we have 
cl u K,, = K 
n 
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with K a closed convex cone in X, if and only if 
? 
K,* = K* 
K* the polar of K. 
In view of this lemma, the proposition above is equivalent to Proposition 2. 
We have 
Proof. The condition that a function v of Wi*2(Q) belongs to every 
(LP)?” is 
y,p dix < 0, Vn E N, SF, E Q”. (17) 
Therefore, taking Remark 1 into account, the proposition reduces to (i) 
and (j) below. 
(i) If v E W:;!(Q), then yrv < 0 a.e. for every regular (N - 1)-dimensional 
manifold F in 52. 
(j) If v E Wis2(Q) satisJies condition (17), then v < 0 a.e. in Q. 
The proof of(i) is immediate: if v E W:;!(Q), then v is the limit in W:*“(Q) 
of a sequence of nonpositive functions v,,, E CO”(G); on the other hand, 
yrv is the limit of (TV Ir) in Hrls(lJ; hence, the a.e. nonpositivity of yrv 
follows from the nonpositivity of all ‘pm .
We shall base the proof of(j) on the following lemma, whose proof we shall 
give later. We shall use below the notation 
7r(yJ ={xeRN:xl =y1} 
4Yli 4 = 4Yl) n J-4 
YYI = Ynh1:d 
where Yl E R 
(assuming ~(y,; s2) # 0). 
LEMMA 5. Let v E Wim2(sZ). Then v < 0 a.e. in Q, if and only ;f there 
exists an everywhue dense subset Y of R, such that 
a.e. for all y1 E Y. (18) 
In view of this lemma, to prove (j) it suffices to show that our hypothesis (17) 
implies that condition (18) is satisfied, with 
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Let y1 = p2-“4 E Y be fixed and x = ( yr , xa ,..., xN) a given point of 
~(yi; Sz). For every integer n 3 m, let Q” = (p2n-“, qsn,..., qNn) be a multi- 
index, such that 
where cl SF,, denotes the closure of Sr,, . 
Letp be, for each n large enough, the union of cl St, with all the 3N-l - 1 
meshes SF,,, , +EZN, t = 1 ,,.., 3N-1 - 1 of the same grid P, which are 
contained in I and are contiguous to S$, . We have 
I 0” yvlv d,x = s s;,,n yvlv 4x + 
therefore, by (16’), 
I s” 1-l j yvlv 4x d 0 for every n, 
0" 
where 1 p 1 is the (N - I)-dimensional Lebesgue measure ofp. To conclude 
that yvlv < 0 a.e. on rr(yr; Sz), it suffices now to apply the Lebesgue deriva- 
tion theorem to yv,v. Q.E.D. 
Proof of Lemma 5. If v < 0 a.e. in G, then v E Wi,?(s2), hence (17) is a 
consequence of (i) above. 
Let us now prove that condition (18) implies that v < 0, a.e., in 52. 
Let us prove first, that as a consequence of (18) we have 
Yv$ G 0 a.e. for all y1 E R. (1% 
By Lebesgue theorem, it suffices to prove that if B is any ball contained in 
4y1, Q), then 
s yv,v 4x G 0. B 
Let (ylj) be a sequence in Y, such that ylj < y1 for every j and ylj + y1 as 
j+ + co. Let B* be the translate of B belonging to w(ylf), 
Bj = B + (ylj - yJ. 
For all j large enough, Bi C 52 and by Green formulas we have 
s YVl”dlX - B s B’ 
yq”v dlx = 
s T’ 
v,, dx, 
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where 
is the cylinder of RN whose basis are B and Bi. 
By the hypothesis (17) and Schwartz inequality, 
where 1 Tj 1 is the N-dimensional Lebesgue measure of Tj. Thus (19) follows 
letting j -+ + 00. 
By using (19), it is now easy to prove that v < 0, a.e. in !Zi. Let us consider 
indeed a nonnegative q E Corn(G) with s v dx = 1, and for each E > 0 let 
P)~(x) = E-~~(x/E). We know that 
v*p,,+v a.e. in J2 as c-+0; 
therefore, it suffices to prove that v * ve < 0 for every Z. By Fubini theorem, 
we have for every x E RN, 
v * 44 = 1, W /,,,,., 4~1) ~2 >...y YN) 
x v&l - yl , x2 - y2 ,..., x, - yN) d,x. 
Moreover, it is not diflicult to show that for almost all y1 E R, the function 
V(Yl P Y2 ,***, YN) of (y2 >-.*, yN) coincides a.e. with the trace y,,,v of v on 
n(yl; 52), which, by (19), is a.e. nonpositive. Therefore, the function which is 
integrated over r(yl; Q) above is a.e. nonpositive and conclusion v * vE < 0 
follows. Q.E.D. 
3. THE FINITE DIMENSIONAL APPROXIMATION OF THE PROJECTION 
In Section 1 we have reduced the problem of finding the projection of a 
given function $ E Wi1.2(Q) on the cone lVi,$(@, to that of finding the measure 
p E IV;1*2(52) solution of the system (13). By using the approximation result of 
Section 2, we will be able to approximate the measure II, in the norm of 
IJIJ’-~*~(J~), by a sequence (pn) of discrete measures, each one the solution of a 
system of inequalities that can be solved by standard methods of linear 
programming. 
The approximate functions iin = G n p + # will then converge in the norm 
of lVi*2(a) to the projection P of $ on I+$,$$?). 
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The approximate problem 
Let (Qh)-1.2, for some given h, be the finite-dimensional cone of IF1*2(Q) 
introduced in the previous section. In virtue of Proposition 1, we can consider 
(@)~l*~ as an approximation of W;‘*“(Q) an d we are led to replace the original 
problem (13) with the following approximate problem 
#uh E (Qh);1*2 
(GP” + $, u”) 3 0 for all oh E (Qh);1*2 
(Gph + 4, I”~) = 0. 
(20) 
Let us now remark that the pairing (v, &) between any function w E Wars 
and any measure uh E (Qh);lB2 reduces to a finite dimensional scalar product. 
We have in fact for each h, 
where st,, is the measure (15) associated with Si”,, E Qh. Therefore, 
where 
The index (i, q) above range in the set 
Jh = G a) E u,..., N} x Z*: S;,CSZh 1. 
The discrete system 
In terms of the coefficients &, of TV h, the system (20) can be rewritten as 
follows. 
The first condition is clearly equivalent to 
The second condition is equivalent to 
(Qh + 1cI, &) 2 0, 
where the function 
V(.i r) E I”, 
uh(y) = GP~(Y) = j-/(x, Y) dphW 
(21) 
(22) 
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is given by 
Uh(Y) = (A., Yh Ph> = c d*(Y) t& , 
ia 
d,,(y) = I Sit, 1-l j,; /x> Y) 4x. 
Therefore (22) is in turn equivalent to 
-h 







Finally the last condition of (20) is now given by 
c &Td,,r = 0 
j*r 
which in virtue of (21) and (23) can be written as 
i&& = 0 forall(j,r)EJ”. 
Summarizing, we have 
LEMMA 6. A measure 
(26) 
(27) 
of W-1*2(Q) is a solution of problem (20), if and only if {pFr}O,r)EJn is the solution 
of the following system of inequalities 
where u;,~ isgiwen by (25) and I&‘, by (24). 
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As we said in the introduction, a system (28) above is a special comple- 
mentarity system. To solve this system for a given #, we must preliminarily 
evaluate the matrix coefficients giBi3r , either directly in terms of the explicit 
expression of the Green function g(x, y) for the Dirichlet problem in Q, or by 
using, for instance, the eigenvalue expansion of g(x, y). 
The actual numerical solution of (28) can be carried out by adapting the 
usual pivoting techniques to the specific complementarity system at hand. 
We refer to [22], where the solution of (28) is discussed in detail and many 
numerical examples are given. 
Convergence of the approximate solutions 
Let now fix h E R,* and for each n = 1, 2,... let h” = 2-“1;. By Lemma 
above, the solution t~” = ph” of the approximate problem (20), where h = h”, 
is given by 
where {CL? } 3,rC,,rjE,Sis the solution of system (28). We can also form the function 
U”(Y) = c d&?(Y)~ 
i.Y 
where 
d,q(Y) = I Sk 1-l 1,: u g(X, Y) 4x- (31) 
THEOREM 1. The approximate measure (29) converges strongly in W-1*z(Q) 
to the solution p of (10). The approximate function (30) converges strongly in 
W,*‘(Q) to the solution u of (7). 
COROLLARY. The function 
ii’l = u” + *, 
where un is given by (30), converges strongly to the projection P of $ on Wt;$2). 
Proof of Theorem 1. We have the following situation: TV E W-1*z(sZ) is the 
solution of the variational inequality 
/.L E W;1*2(Q) : (G/L + #, T - p) 2 0 for all 7 E W;l*‘(L?), (32) 
while for each n, pn E W-l*e(Q) is the solution of the variational inequality 
pn E (f2”)y1*’ : (G/P + #, u - pn) 2 0 for all u ~5 (SZn);1*2. (33) 
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It is easy to verify that, in virtue of Proposition 1, we are in a position to 
apply corollary of Theorem A of [17], and thus conclude that p” converges 
strongly to p as 1z + co. The convergence in the norm of IVi*‘(s2) of U” = G$’ 
to u = Gp, is then a consequence of the continuity properties of the operator 
G (see also Remark 3 below). Q.E.D. 
Remark 3. By the same duality argument as used in Section 1, we can 
say that the function u” = Gpn is the solution of the variational inequality 
U” E - $ + (JY)>” : (- A2un, ZI - u”) > 0 for all v E - 9 + (52”)t2, 
(34) 
which is indeed the dual inequality of (33). Inequality (34) can be viewed as 
an approximation of the variational inequality (7), therefore, in particular, 
the strong convergence of un to the solution u of (7) could be also proved by 
applying again the result mentioned above. Let us point out in this regard, that 
the solution of (28) y ie Id s simultaneous approximations of the solutions u of 
(7) and of the measure p = - A,u. 
Convergence of the mean-values 
The mean value of the trace of the solution u on every mesh, or group of 
meshes, of a given grid Szr, can be directly approximated in terms of the 
numerical solutions {u:,~} of system, as it will be shown below. 
Let h E RN and p E N be fixed and let 
- x = xna = (q,2-eli, )..., qN2-V4 
be a given vertex of the grid s2* = s22-p6 Note that 
- - 
x9,a = Xzwn.2ma for every m E N. 
We shall call it the O-star at x in GP, and denote by &$P(%), the union of all 
N. 2N-1 meshes of Sp that have z as a vertex and are all contained in IR, that is, 
where 
Qo”.i(x) = {x E RN : xi = zj = q,2-‘hi , 
(q,-l)2--Phj<Xj<(qi+1)2-~hj,j#i}. 
More generally, the m-star at iif in s2p, m E N, is the union In,+!) of 
N . 2(m+1)(N-1) meshes which are “closest to F, namely, 
QmP(f) = tJ 8z%.iW, 
i=l.....N 
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where 
QK,Jx) = {x E RN : xi = X, , (qj - 2”) 2-Dh’hj < xj < (qj + 2”) 2-“hj , Vj # i}. 
Since 
f&(X) = QLTJX) for every m E N, 
we also have 
szgz)(x) = !2g+yq for all m, 
that is, the O-star at x in Qp coincides with the m-star at x in QP+~. Finally, 
we put for each m E N 
urn(x) = N-19+1)(+-1) c ,;,;m, 
(35) 
(i,r)~J;+~ 
where {u[~~}~~.~)~~~+~ is the solution of system (28) for h = 24’fm)~, and 
Jl+m = {(j, Y) E 1”‘” : sfy c Q;+ll’“(a)}. (36) 
THEOREM 2. Let I; E RN, p E N and q E ZN be jixed, K = S& the corre- 
sponding vertex of @, and the O-star Q$‘(~) at x in G’, &p(x) C Q, . For each 
m E N, let Urn(f) be given by (35), and UP+ be the approximate solution (30) 
where n = p + m. Then, Urn(?) is, for every m, the mean-value of tPm on 
Q,“(K); moreover, U,,,(K) converges as m --+ + co to be mean-value on G,,P(x) 
of the trace of the solution u of the problem (7). 
Proof. Let I@(X) be the unit mass uniformly distributed on &,p(x) with 
respect to the (N - 1)-d imensional Lebesgue measure. The mean value of 
y,zPm on &$P(f) is thus given by 
(Yeup+m, %Opm, for every m E N 
[note that yDupfnz = uPirn on sZ,P]. 
On the other hand, we have 
uoP(~) = N-12&+1) (N-1) 
(j ,;p+m s3Tp 
’ 0 
when ]z+m is given by (36). 
Since by (25), 
P-m _ 
%.T - (up+y syy) for all j, r; 
it follows from (37), that 
(u p+nl, u(gyx)) = U&q. 
(37) 
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Furthermore, by Theorem 1, u P+~ converges strongly, as m + -+ co, to the 
solution u of problem (7). Therefore, 
(U p+m, Us+)) + (~~24, u&F)) as m--l-m, 
where (y+, U&C)) is the mean value of ysu on JUDD. Q.E.D. 
Remark 4. The matrix coefficients gr,a.i,r present in system (28) require, 
for their determination, the explicit knowledge of the Green function g(x, y). 
In practice, as we have already remarked, it can be used an approximation 
of the &.j,Ty that comes out, for instance, from the spectral expansion of 
g(x, JJ). However, this further approximation in our scheme, that amounts to 
replace the operator G in (20) by some approximation Gn of G acting on 
(Qy*2, can be easily dealt with by using in the proof of the theorem above 
the very Theorem A of [17]. In this theorem, indeed, perturbations of the 
convex set and of the operator involved in a given variational inequality are 
both taken into account. 
Remark 5. The specific expressions (25), (26) of the coefficients u7.r 
in system (28) is a consequence of our choice of representing the inverse G of 
--d, by means of the Green function g(x, y). However, what we only need to 
know about the operator G in the scheme above is, for given n, the matrix 
(g&j,r} representing the restriction of G from the finite-dimensional subspace 
of IV-l+Z) spanned by all measures {s&}, to the finite-dimensional subspace 
of I+‘~*“(~) spanned by all potentials {g;,,}, g:, = Gs& , with respect to the 
basis ($3 and its dual. This matrix could then be also obtained by inverting 
the matrix representing the restriction of --d, with respect to the basis 
mentioned above. 
Remark 6. The basic features of the method used in this paper for the 
numerical solution of inequality (7) and its dual (10) do not depend on the 
specific operator, the Laplacian, involved in our projection problem. 
There are indeed many ways of adapting the method to more general 
situation, depending on the specific operator A that takes the role of the 
Laplacian. An obvious possibility is that A be a positive second order self- 
adjoint partial differential operator and the Green function of the Dirichlet 
problem for A in the given open set D is known, or at least its spectral expan- 
sion is known. Let us note in this respect that variational problems involving a 
different boundary value condition could also be considered: the subspace 
We** of w1*2(sZ) should then be replaced with some larger subspace, with 
correspondent variants in the approximation scheme. 
If the integral representation of G is not at hand, then the matrix approach 
sketched in Remark 5 can be used. We could also change the roles of the 
coefficients (pz,} and {c~:,}; we could solve, indeed, system (28) in the 
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coefficient {zz?~,}, by replacing (25) with the analog relation expressing the 
{yj”.,} in terms of the {~j,r, n t. This can be achieved by using a matrix approxi- 
mation of A, along the lines of Remark 5. 
There is also a somewhat different approach that relies on the following 
well-known property: a vector u is solution of a variational inequality such 
as (6), if and only if u is a fixed point of the map P,(I - J-lA), J being a 
suitable duality mapping on X and PK the projection on the convex set K. 
This suggests the use of an iterative scheme such as 
u n+1 = Px(I - J-l4 %2 ,
where at each step of the iteration the methods given above are used to 
approximate the projection PK . In this case A could be any monotone 
mapping, satisfying suitable continuity and coerciveness assumptions. For the 
iterative scheme (38), we refer, for instance, to [20, 211. 
REFERENCES 
1. E. ASPLUND, Positivity of duality mappings, Bull. Amer. Math. Sot. 13 (1967), 
200-203. 
2. J. P. AUBIN, Approximation des espaces de distribution et des operateurs differen- 
tiels, Bull. Sot. Math. France, M&wire 12 (1967), 139. 
3. H. B~IS ET M. &BONY, M&odes d’approximation et d’iteration pour les 
operateurs monotones, Arch. Rut. Me&. Anal. 28 (1968), 59-82. 
4. H. BREZIS ET G. STAMPACCHIA, Sur la rCgularite de la solution d’inequations 
elliptiques, Bull. Sot. Math. France 96 (1968), 153-180. 
5. F. E. BROWDER, On a theorem of Beurling and Livingston, Cunad. J. Math. 17 
(1965), 367-372. 
6. R. W. COTTLE AND G. B. DANTZIG, Complementary pivot theory of mathematical 
programming, in “Linear Algebra and Its Applications,” Vol. I pp. 103-125, 
1968. 
7. H. DE VEIGA, RCgularitC pour une classe d’inequations non lineaires, C. R. Ad. 
Sci. Ser. A 271 (1970). 
8. J. F. DURAND, Resolution numerique des problbmes aux limites sous-harmoniques, 
these, Universite de Montpellier, 1968. 
9. R. GLOWINSKI, La methode de relaxation, Quaderni di Matematica (4), 1st. Mat. 
Univ. Roma, 1971. 
10. M. GOURSAT, Analyse numCrique de problemes d’elastoplasticite et de visco- 
plasticitt, these, doctorat III cycle, Faculte des Sciences, Paris, 1971. 
11. H. LEVY AND G. STAMPACCHIA, On the regularity of a solution of a variational 
inequality, Comm. Pure Appl. Muth. 22 (1969), 153. 
12. H. LEWY AND G. STAMPACCHIA, On the smoothness of subharmonics which solve 
a minimum problem, I. Ad. Math. 23 (1970), 227-236. 
13. J. L. LIONS, “Quelques Methodes de Resolution des Problbmes aux Limites 
Non Lineaires,” Dunod and Gauthier-Villars, Paris, 1969. 
NUMERICAL SOLUTION OF SOME VARIATIONAL INEQUALITIES 493 
14. J. L. LIONS ET E. MAGENES, “Problemes aux Limites Non Homogenes et 
Applications,” Vol. I, Dunod, Paris, 1968. 
15. J. L. LIONS ET G. STAMPACCHIA, “Variational Inequalities,” &mm. Pure Appl. 
Math. 20 (1967), 493-519. 
16. W. LITTMANN, G. STAMPACCHIA, AND H. F. WEINBERGER, Regular points for 
elliptic equations with discontinuous coefficients, Ann. Scuola Norm. Sup. Pisa 
17 (1963), 45-79. 
17. U. MOSCO, Convergence of convex sets and of solutions of variational inequalities, 
Adwances in Math. 30 (1969), 510-585. 
18. U. MOSCO, On the continuity of Young-Fenchel transform, J. Math. Anal. 
Appl., to appear. 
19. U. MOSCO, Dual variational inequalities, J. Math. Anal. Appl., to appear. 
20. M. SIBONY, Sur l’approximation d’equations aux d&iv&es partielles de type 
monotone, J. Math. Anal. Appl., to appear. 
21. M. SIBONY, Methodes iteratives pour les equations et inequations aux d&i&es 
partielles non lineaires de type monotone, Calcolo 7 (1970), 65-183. 
22. F. SCARPINI AND T. VALDINOCI, Su alcuni sistemi di complementarita connessi 
a disequazioni variazionali di tipo ellittico calcolo, to appear. 
23. G. STAMPACCHIA, Le probleme de Dirichlet pour les equations elliptiques du 
second ordre a coefficients discontinus, Ann. Inst. Fourier 15 (1965), 189-257. 
24. G. STAMPACCHIA, “Variational Inequalities,” Proc. Nato Adv. Study Inst. on 
Theory and Applications of Monotone Operators, Venice, 1968, (G. Ghizzetti, 
Ed.), Oderisi, Gubbio, 1969. 
4wl4ob 1.5 
