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Summary
In recent years intense laser fields have become more available over a frequency range
extending from the infrared to the ultraviolet in the form of short pulses. In the
low frequency regime where the photon energy is much lower than the ionisation
potential, the advent of high intensity lasers has allowed detailed investigation into
phenomena such as above threshold ionisation (ATI), high order harmonic genera-
tion (HHG) and attosecond pulse generation. The numerical integration of the time
dependent Schro¨dinger equation (TDSE) has become the main theoretical approach
for the quantitative study of laser-atom interaction and investigation of these short
pulses of very high intensity makes this method unavoidable if accurate results are
required. In this thesis we begin by examining fundamental features of the dynamics
of an atom when interacting with an intense electromagnetic field, looking at the
description of the field, the Hamiltonian and mechanisms of ionisation. We then
investigate the numerical solution of the TDSE, looking at different methods of rep-
resentation of the wave function and analyse different time propagation algorithms.
We then present the results of our programs using one dimensional model potentials
in a wide range of laser parameters. We investigate new methods to calculate ob-
servables; such as the time dependent surface flux method combined with exterior
complex scaling. We vary the frequency, intensity, pulse length and carrier phase of
the laser, studying how these parameters affect observables including the ATI spec-
trum. Finally we extend our program to the full three dimensional atom, again over
a range of laser parameters and discuss the computational difficulties for intense low
frequency laser pulses. We use these programs to try to understand the low energy
structure (LES) found in recent experiments for intense low frequency pulses.
i
Acknowledgements
Firstly I would like to thank my supervisors, Francisca Mota-Furtado and Pat O’Mahony,
for the time they invested in me and for their support and encouragement throughout my
time at Royal Holloway. Their assistance was invaluable and I am indebted to them both
for the opportunity they enabled me to undertake. I am also grateful to Bernard Piraux and
Aliou Hamido for their collaboration throughout my PhD and to Eric Cormier and Armin
Scrinzi for their helpful correspondence.
These 4 years have been a great adventure with thanks in no small part to the wonderful
friends I made during this time. In particular I would like to thank Andrew, Caroline,
Christian, Dale, Eugenio, George, Guillaume, Joachim, Konstantinos, Matteo and Pavlo as
well as Jim, Giorgia and Rumi for all the fun times and fond memories we shared together.
To my friends at home I would like to thank Tom and Tommy B for their support and
companionship and for the memorable and fascinating travels we embarked on each summer.
I am very lucky to have friends as good as them. Also to James, whose company is always
a pleasure. I hope our pub trips continue long into the future.
Very special thanks go to my brother and my parents for always being there for me, especially
during my PhD. Without them it wouldn’t have been possible for me to have made it this
far and I will be forever grateful and in their debt. I would also like to thank Vince Miller
for his help in me getting to where I am today. He is and always will be greatly missed.
To Graham, Debbie, Matthew, Michelle and Sophie. Thank you for taking me in as one of
your own and becoming a second family to me. The great support and friendship you’ve
always shown me means so much. Finally, to Sarah for always being there for me and being
the constant source of my happiness. Thank you for putting up with my long absences and
for always picking me up whenever I am down. Words cannot describe how much you mean
to me.
ii
Contents
1 Introduction 1
1.1 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Laser Atom Interaction in an Intense Field 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 The External Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 The Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Gauges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Classical Motion in a Monochromatic Field . . . . . . . . . . . . . . 19
2.6 Mechanisms for Ionisation . . . . . . . . . . . . . . . . . . . . . . . . 22
2.7 Classical Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.8 Strong Field Approximations . . . . . . . . . . . . . . . . . . . . . . 38
2.9 The Low Energy Structure . . . . . . . . . . . . . . . . . . . . . . . 42
3 Numerical Methods for the Time Dependent Schro¨dinger Equation 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 The Spectral Representation . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Time Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Comparison of Time Propagation Methods . . . . . . . . . . . . . . 73
3.5 Exterior Complex Scaling . . . . . . . . . . . . . . . . . . . . . . . . 85
4 One Dimensional Results 94
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2 The Potential Function . . . . . . . . . . . . . . . . . . . . . . . . . . 96
iii
Contents
4.3 Ionisation by an 800nm Wavelength Laser . . . . . . . . . . . . . . . 97
4.4 Ionisation by a 492nm Wavelength Laser . . . . . . . . . . . . . . . . 122
4.5 Classical Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.6 Ionisation by a 2000nm Wavelength Laser . . . . . . . . . . . . . . . 132
4.7 Time Dependent Surface Flux Method . . . . . . . . . . . . . . . . . 150
4.8 Exterior Complex Scaling and tSURFF Results . . . . . . . . . . . . 154
5 Three Dimensional Results for Hydrogen and Other Atoms at
Low Frequencies 173
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
5.2 Ionisation by a 620nm Wavelength Laser . . . . . . . . . . . . . . . . 181
5.3 Interference Patterns in the Angular Distribution . . . . . . . . . . . 188
5.4 Ionisation by an 800nm Wavelength Laser . . . . . . . . . . . . . . . 197
5.5 Ionisation by a 2000nm Wavelength Laser . . . . . . . . . . . . . . . 206
5.6 Adiabatic Approximation . . . . . . . . . . . . . . . . . . . . . . . . 212
5.7 Exterior Complex Scaling . . . . . . . . . . . . . . . . . . . . . . . . 214
5.8 Negatively Charged Hydrogen and Argon . . . . . . . . . . . . . . . 221
6 Conclusion and Outlook 231
Bibliography 234
iv
Chapter 1
Introduction
The interaction of a laser field with atoms, or more generally matter, is an in-
tensively studied field in physics. The possibility of multiphoton transitions was
theoretically predicted by Maria Go¨ppert-Mayer in 1931. Later in 1960, Theodore
Maiman constructed the first laser; a high intensity radiation source with monochro-
matic character which soon led to a wide range of applications and newly discovered
effects resulting from the interaction between photons and a variety of matter. In
1979, above threshold ionisation (ATI) was observed for the first time, where a
photoelectron absorbs more photons than the minimum required for multiphoton
ionisation (MPI).
The first experiments exploring non-linear optical effects due to multiphoton absorp-
tion mechanisms were performed in the early 1970s with nanosecond pulses where
the pulse form could be described only on a statistical level [51]. However, in recent
years the development of sources means that intense laser fields have become more
available over a frequency range extending from the infrared (IR) to the ultravio-
let (UV) in the form of short pulses with a well-defined, stabilised and controllable
carrier envelope phase [51, 9]. In the low frequency regime, where the photon en-
ergy is much lower than the ionisation potential, the advent of high-intensity lasers
with intensities in the order of or exceeding I = 3.5× 1016 W · cm−2 in conjunction
with increased theoretical research into the development of numerous mathematical
methods and numerical algorithms to solve the time dependent Schro¨dinger equa-
tion (TDSE) by means of spectral and finite difference grid methods [29, 33, 38, 20]
has allowed detailed investigations of nonlinear phenomena such as ATI [40], high
order harmonic generation (HHG) [40, 78], multiphoton multiple ionisation [35] and
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attosecond pulse generation [4].
However, it is not a simple task to analyse the mechanisms behind the above pro-
cesses since it is after the laser is turned off that the relevant information is extracted
from the numerical solution of the TDSE. In 1965, Keldysh [41] introduced a dimen-
sionless parameter which defines the laser-field environment and shows the regime
of ionisation based on the laser field parameters. This was termed the Keldysh
parameter and is given by
γ =
√
2mIp ω
eE0
(1.1)
where m is the mass of the particle, Ip is the ionisation potential of the atom, ω is the
frequency of the laser and E0 is the strength of the electric field. For γ  1, ATI and
HHG occur via multiphoton transitions whilst for γ  1 ionisation is dominated by
the tunnelling mechanism. In the latter case the electron can escape from its parent
atom by tunnelling through a barrier formed by the superposition of the atomic
Coulomb potential and the time dependent electric field. Once free, the electron
is accelerated in the field and can then, after the field changes direction, return to
the parent ion where it can scatter or recombine which leads to HHG [23, 3]. This
picture is the basis of the well known classical Simple Man’s Model and the quantum
Strong Field Approximation (SFA), also known as the KFR Model [2, 26, 60].
In particular, increased interest and rapid progress in HHG, where an intense optical
field interacts with the atom producing harmonics of the driving field, has provided
a reliable, reasonably compact source of coherent radiation. Due to improved levels
of control of the optical process and advances in phase matching, experimentalists
are now able to produce ever shorter and more intense pulses going into the X-ray
region as conversion efficiency of HHG is improved and harmonics of higher orders
are generated [23]. As well as its utility as a bright source of high energy photons,
HHG has opened a window of insight into intense optical field-atom interactions.
As such it has become more important than ever for fast, accurate numerical ap-
proaches to the solution of the TDSE to be achieved. As computers become more
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powerful and with ever expanding memory capabilities it has now become possible
for theorists to be able to study these field-atom interactions to higher intensities
and lower frequency of laser field than ever before.
In this thesis we explore different efficient and numerically stable time propagators to
solve the TDSE including the fourth order Runge-Kutta, the explicit Fatunla method
and the explicit Arnoldi method, analysing the advantages and disadvantages of
each. We combine these with the spectral methods to represent the wave function
in space and we consider basis sets of Sturmians and B-splines. We calculate a series
of observables - electromagnetic spectra, angular distributions, currents etc. to try to
understand the physical mechanisms present. The application and success of these
valuable digital tools of integration allow us to investigate a particularly difficult
case: the study of the low frequency hydrogen atom, with frequency ω = 0.0228 a.u.
which has been of much interest in recent years.
Interest in the study of ionisation of atomic and molecular systems by low frequency
laser fields has peaked with the discovery of an unexpected phenomenon, the manifes-
tation of spike-like structure in the photoelectron energy distribution at low energy.
This spike, termed the low energy structure (LES) [79, 46, 75] becomes prominent
using mid-infrared laser wavelengths of λ = 800 - 2000nm with intensities of I = 1013
- 1015 W · cm−2 and came to note when it was published in the prestigious journal
Nature [17]. It causes great surprise in the area because it was not predicted by the
SFA which was typically used to describe the ionisation process of high intensity and
low frequency regime. In numerically solving the TDSE in this regime, firstly in one
dimension for a model atom and then for the full three dimensional Hydrogen atom,
we look at some results obtained from the wave function Ψ, giving details as to how
we obtained the results computationally, and aim to investigate possible causes of
the LES and interference effects in general.
3
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1.1 Structure of the Thesis
This thesis is organised as follows.
• In chapter 2 we begin by examining the basic features of the dynamics of an
atom when interacting with an intense electromagnetic field. We set up the
main equations used and our work will be presented for the case of the Hydro-
gen atom, which can be used to model multielectronic systems and molecules
within the single active electron (SAE) approximation. We introduce and
consider a number of necessary components of the TDSE including the elec-
tromagnetic field in the dipole approximation, the Hamiltonian operator and
the choice of gauge used in calculations, giving advantages and disadvantages
of each. We then look at mechanisms of ionisation and associated nonlinear
phenomena mentioned above. We talk about classical dynamics of electrons
before finishing by discussing the strong field approximation (SFA) and the
low energy structure (LES).
• In chapter 3 we discuss the numerical integration of the TDSE which has
become the main theoretical approach for the quantitative study of a vast
amount of phenomena. We look at different methods of representing the wave
functions using a spectral decomposition method and give details on the time
propagators mentioned above, giving advantages and disadvantages of each.
We introduce other numerical methods that can aid in the fast and efficient
solution of the TDSE such as exterior complex scaling (ECS) before looking at
a detailed comparison of the time propagation techniques, solving both one di-
mensional calculations for model potentials and three dimensional calculations
for the Hydrogen atom.
• In chapter 4 we present results and findings from calculations carried out in
one dimension using the numerical methods discussed. We look at a variety of
phenomena including the electron probability density and ATI spectrum for a
range of wavelengths, culminating in the investigation of very low frequency
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laser-atom interaction. We show results and give details regarding the imple-
mentation of the ECS and time dependent Surface Flux Method (tSURFF)
for calculating the ATI spectrum.
• Finally, in chapter 5 we extend the methods and results shown for one di-
mension by investigating the three dimensional Hydrogen atom for a range of
frequencies. We again calculate a number of observables including the angular
distribution of the ionised electrons. We also investigate the breakdown of the
adiabatic limit. We show results for the ECS in 3D before briefly discussing
and showing results for investigation into other atoms, including negatively
charged Hydrogen and Argon.
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Chapter 2
Laser Atom Interaction in an Intense Field
2.1 Introduction
We begin by examining the basic features of the dynamics of an atom when in-
teracting with an intense electromagnetic field. In this chapter we will set up the
main equations used in the chapters to follow. Simple modifications of the theory
can be used to model multielectronic systems and molecules within the single active
electron (SAE) approximation.
In the following we will consider intense laser fields, in particular in the lower fre-
quency regime, with intensities I ranging from 1013 to 1015 W · cm−2. The low
frequency regime is defined for frequencies ω which are low with respect to the Hy-
drogen ionisation potential Ip = 13.6eV, so that ~ω  Ip, where ~ is the reduced
Planck constant. The typical frequency values we will be studying are in the infrared
region for wavelengths λ extending from 800nm to 2µm. The corresponding peri-
ods would be from about 16 to 400 femtoseconds and we will consider laser pulses
typically with a few optical cycles.
In general we need to describe a laser-atom system as a complete system, represented
by a Hamiltonian which is partitioned into an atomic Hamiltonian and an atom-laser
interaction Hamiltonian. Solving such a system would mean to simultaneously solve
the coupled equations of motion of quantum electrodynamics (QED) for the laser
field and the time dependent Schro¨dinger equation (TDSE) for the atomic system.
The fact that we are working with intense fields allows us to use a simplified ap-
proximation where the interaction between the electromagnetic field and the atom is
treated semi-classically. The laser light is then treated as a classical electromagnetic
6
2.2 The External Field
field described by Maxwell’s equations while the atoms are described by quantum
mechanics with the solution of the TDSE, without a need to quantify the effect of
the exchange of photons in the state of such intense laser fields. In short, the laser
field affects the atom but the atom does not affect the laser field. For intense fields,
the number of photons present in the dominant mode of a quasi-monochromatic
laser is extremely high. The number N(ω) of photons of frequency ω in a volume V
is related to the intensity of a field of frequency ω by the relation
I(ω) =
c~ωN(ω)
V
, (2.1)
where c is the speed of light in a vacuum. For example, in a pulse generated by
a typical Nd:YAG laser with photon energy ~ω = 1.17 eV and wavelength λ =
2pic/ω = 1064 nm, in a relatively low intensity I = 1012 W · cm−2, the number of
photons in a volume V = λ3 is given by N(ω) ≈ 2 × 108. Such a large number
of photons concentrated on a few modes provides a good justification for using a
classical description of the laser field.
We then represent the Hamiltonian for the system in the form
Hˆ = Hˆ0 + HˆI, (2.2)
where Hˆ0 is the atomic Hamiltonian operator and HˆI is the field-atom interaction
Hamiltonian operator. We note that HˆI is time dependent since the laser field is
time dependent and oscillatory. The expectation values of the physical observables
that will be monitoring the motion of the electrons during the interaction will also
be oscillatory.
2.2 The External Field
The classical electromagnetic field is described by two vector fields, the electric field
E(r, t) and the magnetic field B(r, t), which satisfy the Maxwell equations at position
vector r and time t. In SI units we can write these in source-free form as,
7
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∇ ·E = 0 (2.3)
∇ ·B = 0 (2.4)
∇×E = −∂B
∂t
(2.5)
∇×B = 0µ0∂E
∂t
, (2.6)
where 0 and µ0 are the electric permittivity and the magnetic permeability of
vacuum respectively and satisfy the relation 0µ0 = 1/c
2. The electromagnetic field
can also be described by the vector potential A(r, t) and by the scalar potential
φ(r, t). Maxwell’s equations lead to the following relations between the fields and
the potentials,
B = ∇×A (2.7)
and
E(r, t) = − ∂
∂t
A−∇φ. (2.8)
We can see that the electromagnetic field is described by four components and there-
fore is overdetermined meaning that the vector and scalar potentials are not uniquely
determined. For an arbitrary scalar function χ(r, t), the same electromagnetic field
can be described by the potentials A′(r, t) and φ′(r, t), given by
A′ = A +∇χ (2.9)
and
φ′ = φ− ∂χ
∂t
. (2.10)
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For a given dynamical situation the choice of this scalar function χ(r, t) can give
a convenient mathematical description of the electromagnetic field. This process is
referred to as the choice of gauge. One of the most commonly used gauges is the
Coulomb gauge, in which case we choose the scalar function χ such that
∇ ·A = 0. (2.11)
For an electromagnetic field in a vacuum, assuming the Coulomb gauge, we have
φ = 0. The fields are then given by
B = ∇×A (2.12)
and
E = − ∂
∂t
A. (2.13)
In addition, from equations (2.6), (2.12) and (2.13) it can be shown that the vector
potential A satisfies the homogeneous wave equation
∇2A− 1
c2
∂2A
∂t2
= 0. (2.14)
A transverse plane wave solution of the homogeneous wave equation is of the form
A(r, t) = A0 sin(k · r− ωt− ϕ) (2.15)
where the wavevector k gives the propagation direction and the wavelength is λ =
2pi/k, with k = |k|. The dispersion relation connects the frequency ω with the
magnitude k of the wavevector by ω = ck. The vector potential has amplitude A0
and its polarisation direction is given by the unit vector . The Coulomb gauge
condition (2.11) is satisfied since k ·  = 0 as the wave is transverse and so k is
perpendicular to . The electric and magnetic fields are then calculated according
to (2.12) and (2.13), giving
9
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B(r, t) =
E0
c
(k× ) cos(k · r− ωt− ϕ) (2.16)
and
E(r, t) = E0 cos(k · r− ωt− ϕ) (2.17)
where E0 and  are the amplitude and polarisation direction of the electric field
respectively. The electric field amplitude is given by E0 = ωA0 and a comparison
between the amplitudes of the electric and magnetic fields shows that B0 = E0/c,
illustrating the fact that magnetic effects are much weaker than electric effects.
A wave for which the electric field vector points in a fixed direction  is said to be
linearly polarised. Combining two of these waves which are orthogonal and with
a non-zero phase difference results in a single wave which rotates with the angular
frequency ω and this is then said to be elliptically polarised light. Should the
amplitude E0 of the two linear waves be the same and they have a phase difference
of ±pi/2 then the light is said to be circularly polarised. We can write the vector
potential and electric field for arbitrary polarisation as
A(r, t) = aA0,a cos(k · r− ωt− ϕa) + bA0,b sin(k · r− ωt− ϕb) (2.18)
and
E(r, t) = aE0,a sin(k · r− ωt− ϕa) + bE0,b cos(k · r− ωt− ϕb) (2.19)
where a and b are real unit polarisation vectors perpendicular to k. In this work
we will be dealing with linearly polarised fields.
2.3 The Hamiltonian
A particle of charge q moving with momentum p in an electromagnetic field is subject
to the Lorentz force and it can be shown [25] that the effect of the Lorentz force
10
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on the motion of the particle can be described by the equations of motion, both
classically and in quantum mechanics by the following transformation
p→ p′ = p− qA. (2.20)
In quantum mechanics the transformation (2.20) gives the momentum operator in
the form
pˆ = −i~∇ → pˆ′ = −i~∇− qA. (2.21)
The Hamiltonian of a particle of mass m moving in a potential V (r, t) originally
written as
Hˆ0 =
pˆ2
2m
+ V (r, t) (2.22)
then takes the new form
Hˆ =
(pˆ− qA(r, t))2
2m
+ qφ+ V (r, t) (2.23)
when the particle is considered in an electromagnetic field with the vector potential
A(r, t). In empty space, so that φ = 0, we can then decompose this into an atomic
part and an interaction part so that Hˆ = Hˆ0 + HˆI. These are given by (2.22) and
HˆI = Hˆ − Hˆ0 = − q
2m
(A · pˆ + pˆ ·A) + q
2
2m
A2. (2.24)
In general the operators A and pˆ do not commute. However in the Coulomb gauge,
where (2.11) holds true, we can use the relation
∇ · (Af) = A · (∇f) + (∇ ·A)f = A · (∇f) (2.25)
where f is an arbitrary function and so we can write
HˆI = − q
m
A · pˆ + q
2
2m
A2. (2.26)
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Furthermore whilst the atomic potential V can depend on time, for example when
looking at charged particle accelerators or atom collisions, we restrict our dependence
to position only, so that V (r, t) → V (r), since the binding energy of the field free
atom remains constant throughout the duration of any laser pulse. For Hydrogen the
potential V (r) represents the proton-electron interaction as is given by the Coulomb
potential
V (r) = − q
2
4pi0r
. (2.27)
To describe the interaction of a laser field with a Hydrogen atom we need to solve
the TDSE, which is given, in Dirac notation, as
i~
∂
∂t
|Ψ(r, t)〉 = [Hˆ0(r) + HˆI(r, t)]|Ψ(t)〉, (2.28)
where q = −e and e is the magnitude of the charge of the electron in the above
formulae.
2.3.1 The Dipole Approximation
The solution of the TDSE needs the evaluation of matrix elements of the interaction
operator HˆI(r, t) and we therefore need to consider the spatial dependence of this
operator through its factor A · ∇.
We can now make an important simplification known as the dipole approximation by
assuming the electromagnetic field is uniform over the volume of the atom, which in
turn removes the positional dependence from the electric field and vector potential.
We can do this since the wavelength of the radiation we use is much larger than the
size of the atom. To show this we take the plane wave form of the vector potential
and use a Taylor expansion giving
A(r, t) =
1
2i
{A0 exp[i(k · r)− ωt]− c.c.}
=
1
2i
{
A0 exp(−iωt)
(
1 + ik · r + 1
2!
i(k · r)2 + · · ·
)
− c.c.
} (2.29)
12
2.3 The Hamiltonian
We write the matrix elements between the initial and final states |ϕ0〉 and 〈ψ|
respectively, as
〈ψ|HˆI|ϕ0〉 ∝ 〈ψ|A · ∇|ϕ0〉
∝ exp(−iωt) ·
(
〈ψ|∇|ϕ0〉+ 〈ψ|(ik · r)∇|ϕ0〉+ 1
2!
〈ψ|(ik · r)2∇|ϕ0〉 · · ·
)
− c.c.
(2.30)
We are integrating each of the above matrix elements over a region of space of the
size of an atom, about 1 A˚ngstro¨m. In the case of low frequencies, taking for an
example a typical wavelength of λ = 800nm so that |k| = 2pi/λ, the element (k · r)
is of the order of 10−4 and the power series in (k ·r) converges rapidly. This justifies
the use of the electric dipole approximation, which means that we can neglect the
spatial variation on the electromagnetic field over the region of interest. We can
then assume that the fields and the vector potential depend on the single variable,
time, so that A(r, t)→ A(t). The electric field then takes on the simpler form
E(t) = ˆE0 cos(ωt+ φ), (2.31)
where φ here is a phase offset.
There are situations however, where the dipole approximation is not applicable.
Firstly when using a laser pulse of a very short wavelength the radiation can then
become comparable in size to the target atom and as such it is unreasonable to
neglect the spatial inhomogeneity. This limit is shown in figure 2.1 as the upper
dipole limit. In addition, recent further studies by Ludwig et al. [47] have shown
that the dipole approximation also breaks down in the mid-infrared intensity range,
where we shall concentrate our investigations, and the low frequency limit. In this
regime electrons can acquire very high energies due to the fact that the maximum
velocity of the ionised electron increases with intensity and wavelength and so the
ratio v/c increases. Since the dipole approximation neglects spatial variation in the
field we can see from equation (2.7) that B = 0 and as such we neglect the magnetic
field for all calculations. As v/c increases the magnetic field component of the laser
13
2.4 Gauges
field begins to play more of a prominent role. As a result neglecting the magnetic
field becomes unjustified and therefore the dipole approximation cannot be used to
achieve accurate results. As shown in the illustration, the wavelength of 800nm,
which is used in upcoming chapters, has an intensity limit of 5 × 1015 W · cm−2
before non-dipole effects become important. In addition, marked on the figure are
the relativistic limit, the radiation pressure limit, and the limit where the spatially
spread electron wave packet essentially misses the ion under the influence of the
magnetic field. In this thesis we will only consider the parameter region where the
dipole approximation is valid.
Figure 2.1: Illustration of the wavelength-intensity parameter space in strong-field
ionisation, taking the magnetic field component into account. The area where the
dipole approximation is considered as valid (dipole oasis) is depicted as the green
dotted region. Shown are the short wavelength limit (solid purple line), magnetic
displacement limit (brown dashed line), radiation pressure limit (green dashed line),
relativistic limit (blue dashed line) and the limit where the spatially spread electron
wave packet essentially misses the ion under the influence of the magnetic field (red
dotted line). Reprinted figure with permission from [47]. Copyright 2014 by the
American Physical Society.
2.4 Gauges
In quantum mechanics the calculations pertaining to the interaction of electromag-
netic radiation with matter should be independent of the gauge of the electromag-
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netic field employed in the formulation of the problem. There are a number of gauges
that we can choose to work in with the two most commonly used being the velocity
gauge (VG) and the length gauge (LG). The two gauges are equivalent as long as
no other approximations are used however both transformations change the physical
meaning of the operators.
To begin we write the full TDSE in the Coulomb gauge and from there we can
formulate the TDSE into the gauge we wish to carry out the calculations in. Writing
equation (2.28) in a different form and in atomic units (q = −1,m = 1, ~ = 1) we
obtain explicitly in the coordinate representation
i
∂
∂t
Ψ(r, t) =
[
−1
2
∇2 + V (r)− iA · ∇+ 1
2
A2 − φ
]
Ψ(r, t). (2.32)
The transformations (2.9) and (2.10) leave E and B unchanged as well as the form
of the TDSE provided that
Ψ′ = eiχΨ (2.33)
and as such the TDSE will be written in the same form as (2.32) with transformed
vector and scalar potentials and wave function and any observables measured will
also be unchanged. In the solution of the TDSE it is always convenient to assume
a unitary transformation that suppresses the term proportional to A2 in equation
(2.26). This term only introduces rapid oscillations in the phase of the wave function
and perturbs the stability of the numerical approaches used. Taking φ = 0 and
taking the scalar function χ to be
χ = −1
2
∫ t
−∞
A2(t′)dt′ (2.34)
we obtain;
A′ = A (2.35)
and
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φ′ =
1
2
A2 (2.36)
and the unitary transformation is now
Ψ′ = exp
[
i
2
∫ t
−∞
A2(t′)dt′
]
Ψ ≡ ΨV, (2.37)
which eliminates the A2 term from the equation. The upper index V indicates that
we are now in the VG. As such we can now state the TDSE in the VG
i
∂
∂t
ΨV(r, t) =
[
−1
2
∇2 + V (r)− iA · ∇
]
ΨV(r, t). (2.38)
The form of the TDSE in (2.38) with interaction Hamiltonian
HˆI(t) = −iA(t) · ∇ (2.39)
is said to be in the velocity gauge since the vector potential is coupled to the velocity
operator −i∇.
We now obtain another form of the TDSE by introducing the Go¨pert-Mayer (GM)
transformation. For this transformation we take χ = r ·A(t), which then gives the
new potential terms and unitary transformation;
A′ = 0, (2.40)
φ′ =
∂
∂t
(r ·A(t)) = −r ·E(t) (2.41)
and
Ψ′ = exp [ir ·A(t)] Ψ ≡ ΨL, (2.42)
where the upper index L now indicates we are working in the LG. This now leads
to an alternate form of Hamiltonian with the interaction term given by
HˆI(t) = r ·E(t) (2.43)
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giving an equivalent form of the TDSE, in which we have eliminated the vector
potential completely, as
i
∂
∂t
ΨL(r, t) =
[
−1
2
∇2 + V (r) + r ·E
]
ΨL(r, t). (2.44)
A significant difference between the gauges is the representation of the kinetic and
canonical momentum. To investigate this we use the Ehrenfest theorem to study the
time evolution of the average of the momentum operator pˆ in both the velocity and
the length gauge. The Ehrenfest theorem states that given any quantum mechanical
observable Oˆ, with expectation value 〈Oˆ〉, the evolution of the expectation of the
operator is given by
d
dt
〈Oˆ〉 = −i〈[Oˆ, Hˆ]〉+ 〈∂Oˆ
∂t
〉. (2.45)
If the operator Oˆ doesn’t vary in time, that is ∂Oˆ/∂t = 0, and the operator commutes
with the Hamiltonian then the expectation value of the operator does not vary in
time and the observable is said to be a constant of motion. Applying this theorem
to pˆ in the velocity gauge gives
d
dt
〈pˆ〉 = −i〈[pˆ, Hˆ]〉. (2.46)
In the velocity gauge this can be shown to give the relation
d
dt
〈pˆ〉 = −〈∇V 〉. (2.47)
That is that the evolution of the canonical momentum in the velocity gauge depends
only on the gradient of the scalar potential. Then the kinetic momentum, which is
the quantity measured, given by pi(t), is related to the canonical momentum by the
equation
pi(t) = p(t) + A(t). (2.48)
The canonical momentum gains physical meaning at the end of the laser interaction
when A = 0. If the system is such that 〈∇V 〉 = 0 then the canonical momentum pˆ
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becomes a constant of motion. In laser-atom interaction a system satisfying this is
a free particle in a laser field.
In the length gauge the evolution of the canonical momentum instead gives
d
dt
〈pˆ〉 = −〈∇V 〉+ qE(t). (2.49)
So in the length gauge the kinetic momentum is equal to the canonical momentum.
The role of the Coulomb potential is decoupled from the role of the electric field
from the perspective of forces. Thus using the LG gives an advantage since the shift
in the kinetic momentum in the VG can lead to difficulties or incorrect results if not
properly identified.
When solving the TDSE we choose a gauge in which to work in order to best fit the
laser parameters. The two formulations of the TDSE impose different demands on
the computations in terms memory and time requirements. We will see conclusively
from our calculations shown in subsequent chapters that in the majority of cases
the VG is the optimal gauge to formulate the TDSE in for the case of short low
frequencies laser pulses. In our calculations we use basis functions to represent the
wave function in coordinate space. We see that in strong fields that the density
of these basis functions is an important parameter. It can be shown that in the
LG significantly more functions are needed due to the highly oscillatory nature of
the solution which is suppressed in the VG by the shift in the kinetic momentum
shown in the Ehrenfest theorem. In the VG, the solution to the TDSE is smoother
meaning that a lower density of grid points will be needed. The increase in the
necessary number of basis functions in the LG will increase the computational time
considerably in the position integration used to create the Hamiltonian matrices.
These matrices are needed to solve the TISE and generate the eigenvalues and
eigenvectors of the system and then in the time integration used to calculation the
evolution of the solution throughout the duration of the pulse.
We can see from the interaction Hamiltonian that the interaction term in the LG
grows linearly with the position r. When we investigate lower frequencies and higher
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intensities the electron can reach high momentum very quickly causing it to travel
far from the origin in a small amount of time. This is largely suppressed in the VG
since the subtracted quantity essentially removes the momentum due to the strong
field. As such the canonical momentum in the VG can be interpreted as the mean
mechanical momentum averaged over one cycle [65] and the study of longer pulses
becomes much easier and less computationally challenging in the VG.
2.5 Classical Motion in a Monochromatic Field
The classical dynamics of an electron in a electromagnetic field are governed by the
Lorentz equation, which in atomic units, is defined as [39]
d
dt
picl = −[E(t) + v ×B(t)] (2.50)
which in the dipole approximation, where B = 0, reduces to
d
dt
v = −E(t). (2.51)
We can see from this that in this limit the acceleration of the electron is simply
provided by the electric field. From this we can calculate the velocity of an electron
which has velocity v0 at time t0
v(t) = −
∫ t
t0
E(t′)dt′ + v0
= A(t)−A(t0) + v0.
(2.52)
In the velocity gauge we recall that the canonical momentum is given in terms of
the classical velocity as
p(t) = v(t)−A(t), (2.53)
which in turn allows us to express equation (2.52) as
p(t) = p(t0) (2.54)
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which shows the conservation of the electron canonical momentum. With this we
can then divide the classical momentum into two quantities. A quiver motion and
a drift motion which have velocities
vq = A(t) (2.55)
and
vd = v0 −A(t0) = p(t0). (2.56)
The position of an electron at the origin at t0 at future times can be found by
integrating the velocity and is given by
r(t) =
∫ t
t0
A(t′)dt′ + vd(t− t0)
= α(t, t0) + vd(t− t0),
(2.57)
where we have defined the quiver amplitude or radius, the displacement of the elec-
tron due to its quiver motion in the field
α(t, t0) =
∫ t
t0
A(t′)dt′. (2.58)
2.5.1 The Ponderomotive Energy
We now introduce an important parameter, the cycle averaged quiver energy of the
free electron in the field known as the ponderomotive energy Up. Taking an electron
initially at rest in a monochromatic electric field, along the x axis, described by
E(t) = iE0 cos(ωt), (2.59)
the kinetic energy is given by
Ek =
E20
2ω2
sin2(ωt) (2.60)
and the cycle averaged kinetic energy is then given by
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〈Ek〉T ≡ Up = E
2
0
4ω2
=
I
4ω2
, (2.61)
where here we have defined the ponderomotive potential Up. The notation 〈〉T
indicates averaging over a time period of an optical cycle, T = 2pi/ω.
If we consider first only electrons that once ionised do not ever return to the parent
ion, known as direct electrons, then we can immediately conclude from equation
(2.60) that the maximal kinetic energy obtainable for an ionised electron that doesn’t
return to the parent ion is Edir,maxk = 2Up [14]. This bound is useful as a benchmark
in the analysis of experimental spectra [18] and in particular for high intensity [52].
2.5.2 Volkov Solutions
The quantum equivalent for the dynamics of an electron in an monochromatic elec-
tromagnetic field are given by the Volkov solutions. The Schro¨dinger equation for a
free electron in an laser field is given by
i
∂
∂t
Ψvol(r, t) =
(
−1
2
∇2 + HˆI(t)
)
Ψvol(r, t) (2.62)
where HˆI(t) = A ·p is the interaction Hamiltonian operator. The equation is exactly
solvable and its solutions are known as Volkov States, plane waves with an oscillating
phase which is dependent on the vector potential. When the dipole approximation
is used then the solutions are [40]
Ψvol(r, t) =
1
(2pi)3/2
exp(ip · r) exp (−iΦ(p, r, t)) . (2.63)
The phase Φ(p, r, t) is given by
Φ(p, r, t) = p ·α(t) + Ekt (2.64)
where
α(t) =
∫ t
ti
A(t′)dt′ (2.65)
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is the classical quiver amplitude of a free electron in a laser field and ti is the initial
time of interaction. In a linearly polarised field the electron oscillates along the
direction of polarisation with an amplitude α0 = E0/ω
2 = A0/ω. In the strong
field regime this quiver amplitude can greatly exceed the size of the bound state
orbitals and thus must be considered carefully when numerically solving the TDSE.
This is due to the fact that the range of the variables used must contain the quiver
amplitude of the electron throughout the calculation or numerical reflections can
cause the resulting wave function to be incorrect.
2.6 Mechanisms for Ionisation
As the photon energy and intensity of the field change we find ourselves in different
regimes where the dominant processes of ionisation vary. We look now at three dif-
ferent processes that depend on the regime we are in, multiphoton ionisation (MPI),
above threshold ionisation (ATI) and tunnelling. The first regime we look at is for
intensities I < 1014 Wcm−2 and is the multiphoton regime. This is where the elec-
tron simultaneously absorbs more than one photon and means that the electron can
be ionised by photons with energies less than the threshold energy that is required.
The second is for intensities 1014 Wcm−2 < I < 1015 Wcm−2 and is tunnelling
ionisation. This is where electrons can tunnel through a potential barrier formed by
the superposition of the atomic Coulomb potential and the electric field and escape
from the atom. As the field intensity increases the potential barrier becomes more
distorted and the length can be greatly reduced thus reducing the distance the elec-
tron must travel to become ionised. At even higher intensities I > 1015 Wcm−2 the
barrier can become distorted and suppressed to such an extent that the energy level
of the initial wave packet is higher that the potential barrier. The electron can then
easily escape the atom. This is known as over the barrier ionisation. In this section
we also introduce a number of important parameters as well as observable results of
ionisation.
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2.6.1 Multiphoton Ionisation Regime
We look first at the multiphoton regime. In the case that the photon energy is lower
than the ionisation potential of the target atom then the electron requires more than
one photon to be ionised. In the case of a single electron we then get the multiphoton
ionisation (MPI) reaction
n~ω +Aq → Aq+1 + e− (2.66)
where q is the charge of the target atomic system A, ~ω is the photon energy and n,
a positive integer, is the number of photons absorbed during ionisation. Figure 2.2
shows the possible ionisation processes in the multiphoton ionisation regime. In a)
the electron absorbs a photon of frequency ω > Ip and is ionised into the continuum.
In b) the frequency of the laser is ω < Ip and so it takes n > 1 photons for the electron
to have enough energy to escape the binding potential and be ionised. In c) once the
electron has absorbed the n photons needed to acquire enough energy it continues to
absorb another s photons to finally escape with a kinetic energy Ek = ~ω(n+s)−Ip
in a process called ATI which will be covered in more detail in section 2.6.2.
Figure 2.2: Diagram of ionisation processes: a) Single photon ionisation; b) Multi-
photon ionisation by n photons; c) Above-threshold ionisation by (n + s) photons.
[55].
In the past MPI has been modelled by perturbation theory of the lowest order where
the n-photon ionisation rate is given by
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Γn = σnI
n (2.67)
where σn is the cross section. This equation holds up to a high value of n and
for sufficiently low laser intensities I  Is ' 3.5 × 1016W · cm−2 where Is is the
saturation intensity. When the intensity of the laser reaches this order of magnitude
then the atomic states can no longer be considered unperturbed since they are
now coupled with the laser field and hence undergo dynamic shifting known as AC
Stark shifting. These shifts in energy are non-perturbative and hence a perturbative
approach is no longer accurate. Figure 2.3 shows evidence of this saturation intensity
calculated through numerical solution of the TDSE for a photon energy of ω =
0.7a.u. and varying intensities. The plot shows that the ionisation probability after
10 optical cycles grows monotonically according to (2.67) from I = 1011W · cm−2
until a peak at around the saturation intensity of 3.5 × 1016W · cm−2 after which
the ionisation probability begins to fall.
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Figure 2.3: Ionisation probability after 10 optical cycles for a laser frequency of
ω = 0.7 and a range of intensities from I = 1011 to 5 × 1017 W · cm−2 for a 1D
model atom using the soft-Coulomb potential.
2.6.2 Above Threshold Ionisation
Above Threshold Ionisation was the first phenomenon of intense laser-atom interac-
tion to be detected experimentally in the late 1970s and early 1980s with Agostini
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et al. [1] claiming that their measurements were the first to detect an additional
photon absorption beyond the minimum number necessary for ionisation of an atom.
The assumption that once the electron had absorbed enough photons to acquire the
minimum energy to be ionised then ionisation would occur only holds under certain
conditions. Once the laser intensity is high enough then the absorption of photons
will not stop at the minimum amount. The electron will then undergo ATI. In
1980 Gontier and Trahin applied perturbation theory to ATI with the result being
a generalisation of equation (2.67)
Γn+s ∝ In+s (2.68)
where s is the number of photons absorbed after it reaches the minimum number
required for ionisation. The ATI photoelectron spectrum can be seen to consist of
multiple peaks, separated by the photon energy ~ω and appearing at energies Es
satisfying the equation
Es = ~ω(n+ s)− Ip. (2.69)
A typical ATI spectrum can be seen in figure 2.4. The spectrum was obtained using
our program for the interaction of Hydrogen with a laser of photon energy ~ω = 2eV
at a moderate intensity of I = 5 × 1012 W · cm−2 for 12 optical cycles. It shows
the series of peaks predicted by equation (2.69). The peaks drop in intensity as s
grows since the rate for a n+ s photon process is proportional to In+s. This typical
form of spectrum follows lowest order perturbation theory due to the relatively low
intensity. As the intensity increases, perturbation theory breaks down and higher
energy peaks appear whose amplitude dependence does not follow that of (2.68).
This effect can be seen in figure 2.7.
Figure 2.5 [22] shows another ATI spectrum for Hydrogen in the presence of a laser
of frequency ω = 2/~ eV and intensity of I = 1014 W · cm−2. Here we get a large
series of peaks separated by 2 eV and see a number of features predicted by semi-
classical mechanics. Firstly we get a drop in amplitude at 2Up showing the maximal
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Figure 2.4: Electron energy spectra showing above threshold ionization (ATI) of Hy-
drogen at a laser angular frequency of ~ω = 2eV and laser intensity 5×1012 W · cm−2
for a 12 cycle pulse.
kinetic energy of a direct electron and then the spectrum displays a plateau form
where the ATI peaks vary much less rapidly up to another cut off of 10Up. This
plateau and second cut off occurs due to rescattering of the wave packet on the
nucleus after evolution in the laser field.
2Up cut-off 10Up cut-off
Figure 2.5: Electron energy spectra showing above threshold ionisation (ATI) of Hy-
drogen at a laser angular frequency ~ω = 2eV and laser intensity I = 1014 W · cm−2.
Adapted from [22].
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2.6.3 Stark Shifts
We consider now an additional effect the laser field has on the atom, the change in
the atomic energy levels when acted on by the electric field. This results in shifting
of the atomic energy levels known as Stark shifting and is given using perturbation
theory to second order, for the energy level i by the equation [59]
∆Ei =
E20
4ω2
1−∑
i 6=f
f¯fi
ω2fi
ω2fi − ω2
 (2.70)
where ωfi is the difference in energy of the initial and final states and f¯fi is the
oscillator strength, which defines the probability of absorption or emission in tran-
sitions between energy levels of an atom. We look at the two limits of this equation
in the length gauge in order to examine how the states are affected by the shift-
ing. Firstly in states close to the continuum which are weakly bound, for example
Rydberg states, ωfi  ω and the ratio in the summation above vanishes leaving
∆Ei =
E20
4ω2
≡ Up (2.71)
which as seen before equals the ponderomotive potential which we refer to here as
the ponderomotive shift. We can see that as the frequency of the laser falls and the
intensity rises then the shift in the energies can grow very high. In contrast if we
look at a deeply bound state, for example the ground state, the spacing in energy
levels is much larger so that ωfi  ω. This means that in the right hand side of
(2.70) the summation term is dominated by the oscillator strength terms and tends
to 1 according to the Thomas-Reiche-Kuhn sum rule. This gives
∆Ei ≈ 0. (2.72)
This shift in the high lying bound states and continuum states means that we get
a shift in the ionisation potential of the atom dependent on the frequency of the
laser. This gives a new ionisation potential of Ip(I) = Ip+Up. It leads to large scale
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suppression of ionisation and damping of the lowest peaks in the energy spectrum
which is illustrated in figure 2.6.
Figure 2.6: Diagram showing the suppression of the low energy peaks in the electron
spectrum. The intensity dependent ionisation potential Ip(I) increases linearly with
I. The diagram shows that at the intensity I1 ionisation is possible by the absorption
of 4 photons while at the higher intensities I2 and I3 this is no longer possible. [40].
Figure 2.6 also shows another phenomenon which can be seen in our results in later
chapters. For intensities I2 and I3 one of the Rydberg states has been shifted into a
four photon resonance with the ground state which can lead to resonantly induced
substructures on the peaks of the ATI spectrum.
Finally, we make one remark regarding the length of the pulse. For a relatively long
laser pulse the electron is likely to escape the focal point of the laser whilst the
pulse is still present. The spatial inhomogeneity of the laser field intensity will then
impose a force on the escaping electron and its quiver motion will be converted to
kinetic energy. This change in the kinetic energy by Up directly cancels with the
change in the ionisation potential due to the stark shift effect.
For short pulses the laser turns off before the electron can escape and the shift in
the ionisation potential remains. The peaks in the ATI spectrum given in (2.69)
now shift position to
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Es = ~ω(n+ s)− (Ip + Up). (2.73)
An ATI spectrum exhibiting this behaviour can be seen in figure 2.7. In a) and
b) we see the resultant spectrum for the interaction of Xenon with a λ = 1064nm
laser [40]. In a) the intensity is relatively low and as such the expected behaviour
of the peaks predicted by equation (2.69) are clearly visible. However in b) the
intensity is sufficiently large enough that perturbation theory can no longer predict
the amplitude and position of the ATI peaks. As well as peaks of higher energy that
are not predicted we also see the peak suppression mentioned above. Here the first
s = 1 peak in figure 2.4 can disappear beneath the threshold and the s = 2 and
s = 3 peaks are clearly suppressed below the expected amplitude.
2.6.4 Tunnelling Regime
Under different conditions there are mechanisms for ionisation different to the mul-
tiphoton regime. If the intensity of the laser is high enough and the frequency is low
enough then the field is able to distort the potential so that a potential barrier is
formed which the electron can then tunnel through. This is due to the fact that for
the intensities of light mentioned above, the strength of the electric field has reached
the order of 108−109 V · cm−1 and is comparable to the atomic Coulomb potential.
This strong field then forms a superposition with the Coulomb field which creates a
slowly moving oscillating barrier which the electron can tunnel through. This can
be seen in figure 2.8 a).
The rate of tunnelling is highly dependent on the field strength and the stronger
the field is, the smaller the barrier becomes. Therefore, during tunnelling, most
electrons are ionised at the peak of the electric field and no electrons can escape
when the field takes zero value. The ADK tunnelling rate [2] is given in atomic
units by
W = W0 exp
[
−2(2Ip)
3/2
3E0
]
(2.74)
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Figure 2.7: Electron energy spectra showing above threshold ionisation (ATI) of
xenon at a laser wavelength λ = 1064nm and laser intensity of a) I = 2.2 ×
1012 W · cm−2 and b) I = 1.1× 1013 W · cm−2. [40].
where W0 is a function of the amplitude of the electric field, E0, the ionisation
potential, Ip and the atomic core charge, Z.
As the intensity grows the interaction terms becomes stronger which in turn makes
the potential barrier smaller. For very intense lasers when the barrier gets so small
that the ground state is no longer bound then we move into the over the barrier
regime where the electron can leave the atom directly without tunnelling. This can
be seen in figure 2.8 b).
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Figure 2.8: Diagram of strong field ionisation processes: a) tunnel ionisation; b)
over the barrier ionisation. [55].
2.6.5 The Keldysh Parameter
In this section we have looked at different processes for ionisation and therefore we
now look for a method in which we can determine which regime our calculations will
fall into. In a paper on the ionisation of atoms in strong laser fields [41] Keldysh
introduced a dimensionless parameter which defines the laser-field environment and
shows the regime of ionisation based on the laser field parameters. This was termed
the Keldysh parameter and is given by
γ =
ω
ωtunnel
=
√
2mIp ω
eE0
=
√
Ip
2Up
. (2.75)
This parameter can be interpreted as the ratio of the laser and tunnelling frequencies,
i.e. the ratio of the the wave period of the field against the ‘time’ it takes for the
electron to tunnel through the created potential barrier. Therefore, on the condition
that the period of the electric field is varying slowly enough that the electron can
successfully tunnel through before the direction of the field changes and the barrier
begins to widen again then the ratio will be low and it will indicate that tunnel
ionisation should be dominant. The parameter sets a boundary value for which the
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two limiting cases of nonlinear photoionisation are defined. As such the limit when
γ  1, when the tunnelling time is much longer than the period of the field, is
known as the multiphoton ionisation regime whereas the limit γ  1 is known as
the tunnelling regime and this is where we focus our calculations to investigate low
frequency and the adiabatic limit. Figure 2.9 shows the possible photoionisation
regimes for different values of the photon energy and laser intensity for Carbon 60.
800nm 400nm
Figure 2.9: Different photoionisation regimes as a function of the laser intensity
and photon energy. The vertical dotted red and blue lines indicate photon energies
related to the laser wavelength of 800nm and 400nm, respectively. The dashed grey
line shows the case of γ = 1 for C60 ionisation which separates the multiphoton
regime (γ  1) from the tunnelling regime (γ  1). [66].
2.7 Classical Calculations
We consider the classical dynamics of an electron in the presence of a laser field
which play an important role in understanding many strong field phenomena.
2.7.1 The 3 Step Model
We look now at an intuitive semi-classical view on ionisation in a strong field known
as the Simple Man Model or the Three Step Model [40, 44]. The model assumes
that tunnelling plays a role in the ionisation process, i.e. that γ ≤ 1. The model
separates the process of ionisation into three steps which are shown in figure 2.10.
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Figure 2.10: The three steps of the Simple Man Model. Firstly the Coulomb poten-
tial and electric field superimpose to create a finite potential wall that the electron
can tunnel through to become ionised. Next the electron is accelerated in the electric
field and is turned around. Finally, the electron recollides with the core. [74].
These steps are:
1. The Coulomb potential and the slowly oscillating laser field combine to create
a barrier in the direction of the laser field. The height and width of this barrier
is determined by the ionisation potential of the atom as well as the strength of
the electric field. When the amplitude of the electric field is high enough then
the barrier width is sufficiently small so that the electron can tunnel through
thus ionising the atom.
2. The electron is then accelerated by the laser field. When the field switches
sign the electron is then accelerated back towards its parent ion.
3. The electron returns to the vicinity of the parent ion and recollides. Here
the electron can do a number of things. It could scatter elastically, scatter
inelastically (leading to excitation or ionisation of the parent ion) or radia-
tively recombine into one of the ions empty states. Should this recombination
happen, this releases a photon of energy ω = Ek + Ip where Ek is the kinetic
energy gained by the free electron in the field and Ip is the ionisation potential
of the atom. This is called high harmonic generation (HHG).
The three step model uses a number of assumptions. Firstly that the electron is born
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in the continuum at time t0 near the core of the parent ion following tunnelling. The
electron is then treated as a free electron with initial velocity v0 = 0. Secondly that
the pull of the Coulomb potential is neglected once the electron is born. This is not
unreasonable due to the very large distances the electron can travel in the strong
field and the dominance of the strength of the field over the atomic potential in that
time.
Using initial conditions set by our assumptions we can investigate the trajectories of
the ionised electrons and determine the times of recombination. For recombination
we require that the electron returns back to the vicinity of the parent ion at time t
and as such (2.57) gives
r(t) = α(t, t0) + vd(t− t0) = 0. (2.76)
It is worth mentioning in the above equation that the detachment time t0 is an
implicit function of t and that the moment of return is uniquely determined by the
moment of ionisation. We can also calculate the kinetic energy of the electron at
the return using equation (2.52)
Ek =
1
2
[A(t)−A(t0)]2. (2.77)
Of particular interest is whether there is a maximum value of kinetic energy the
electron can acquire whilst in the field. We can calculate this maximum value,
denoted Emaxk , by considering that the largest kinetic energy value will correspond
to the longest time the electron can remain in the field before recombining. Therefore
Eret,maxk = Ek(t
max
r , t0) (2.78)
where tr is the time of recombination. We can determine this time t
max
r then by
solving
∂
∂t
Ek(t, t0)
∣∣∣∣
t=tmaxr
= 0. (2.79)
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To calculate this we assume a laser polarised along the x axis and of the form of
(2.31). The velocity of the electron at the time of recombination is then
vx(t) = −E0
ω
[sin(ωt)− sin(ωt0)] (2.80)
giving the kinetic energy
Eretk (t, t0) = 2Up[sin(ωt)− sin(ωt0)]2. (2.81)
where the detachment time is calculated using equation (2.76) and is given now by
solving
x(t) =
E0
ω2
[cos(ωt)− cos(ωt0) + ω(t− t0) sin(ωt0)] = 0. (2.82)
Substituting (2.81) into (2.79) and solving gives us the result of a maximum kinetic
energy for a rescattered electron of 3.17Up [19, 42]. This value is for electrons
detached at t0 = 0.1pi/ω and returning to the parent ion at t = 1.94pi/ω. Therefore
the maximal energy of an emitted photon at the time of return is given by
ωmax = Ip + E
ret,max
k = Ip + 3.17Up. (2.83)
When elastic rescattering occurs and the energy is conserved the drift energy in-
creases. The maximal energy is obtained when the electron backscatters at an angle
of 180 ◦. We then obtain a drift energy upon scattering of [30]
Eresk (t, t0) = Up[2 sin(ωt)− sin(ωt0)]2. (2.84)
Maximising this, again under the condition (2.76), then yields another famous cut-off
energy, that of a rescattered electron which is given by Eres,maxk = 10Up.
Possible detachment times and kinetic energies on recombination are given in figure
2.11 (a) and (b) respectively. The size of the dots is proportional of the amplitude
of the electric field at the time of detachment. The detachment time for each dot
is chosen for times between t0 = 0 and t0 = T/4. Electrons detached after T/4
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and before the end of the optical cycle do not ever return to the core. We can
take a number of things from figure 2.11. Firstly that the shortest trajectories
come from detachment when the field is weak and the probability to tunnel ionise
is low. Secondly that there exist trajectories that return to the core many times.
Thirdly that the 3.17Up cut off is due to electrons detaching close to the electric field
maximum and returning around half an optical cycle later. Finally, that trajectories
whose durations are equal to 5T4 ,
7T
4 ,
9T
4 · · · show additional cut offs of lower energy.
For each of these recollision energies there are two trajectories that the electron
can take on its journey before recollision. These are known as the short and long
trajectories. These electrons provide the dominant contribution to photoelectron
spectra.
Figure 2.11: (a) Detachment times t0 as a function of the trajectory duration for
trajectories of electrons with v0 = 0 at r0 = 0. After time t0, the electron interacts
only with the electric field found in equation (2.31), oscillates in the field and is
finally driven back to the parent ion at time t. (b) Kinetic energy of the electron
when it returns to the origin. [40].
2.7.2 High Harmonic Generation
One important consequence of the recombination described in section 2.7.1 is the
generation of high order harmonics. On recombination the atom responds in a
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nonlinear way and emits coherent radiation at frequencies equal to integer multiples
of the driving laser frequency. Due to the inversion symmetry of the atom only odd
harmonics are emitted. The harmonics are initially at low order and can be predicted
by perturbation theory. However, Shore and Knight [68] discovered that by using a
laser of sufficient intensity to restructure the continuum, hence altering the amount
of time that the electron may interact with the laser, then harmonics of a much
higher order can be produced. This creation of higher harmonics is due to high
energy electrons generated by above threshold ionisation returning to the ground
state on recombination. Since this discovery high-harmonic generation (HHG) has
been observed experimentally with a wide range of laser parameters.
An example of a typical HHG spectrum is shown in figure 2.12 for Xenon. The
spectrum shows after an initial cut off after the first harmonic there is a plateau of
many harmonic orders followed by a another cut-off accurately predicted by classical
methods in equation (2.83) in section 2.7.1.
Figure 2.12: An example HHG Spectrum of Xenon. The laser used was 800nm and
1.5 × 1014W · cm−2 for 20 optical laser cycles. The dotted red line indicates the
cut-off frequency predicted by the 3 step model, Eret,maxk = Ip + 3.17Up. Figure
adapted with permission from [78].
One of the most important applications of HHG is the formation of attosecond pulses
[69]. The plateau gives a comb of peaks of constant amplitude equally spaced in
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frequency and if the harmonics are appropriately phased then in the time domain
the emitted signal would consist of a train of pulses separated by T/2, of duration
in the attosecond range. This can be utilised to probe phenomena with the same
periodicity e.g. of electronic motion in various kinds of materials. In addition
by combining multiple harmonics the intensity of the outgoing radiation can be
increased by a number of orders of magnitude giving the intensity of the pulse trains
to be in the order of I = 1015 W · cm−2 [3]. Furthermore it has also been shown that
the generation of zeptosecond pulses may also be possible using the interference of
x-ray emissions from multiple scattering events [36]. Whilst we do not calculate the
HHG in future chapters it is a very important and useful phenomenon.
2.8 Strong Field Approximations
As an alternative to the intensive and challenging full numerical solution to the
TDSE many theorists have made attempts to solve the TDSE using approximations
and analytical methods. The most successful of these is called the Strong Field
Approximation (SFA). In SFA it is assumed that when the active electron is bound
then it interacts only with the Coulomb potential and not with the electric field.
Subsequently, once it is ionised it then interacts only with the electric field. In
addition, all bound states except for the ground state are neglected so the electron
cannot be excited to higher states.
2.8.1 KFR Theory
Keldysh used the above assumptions to propose an ansatz for the ionisation am-
plitude [2]. A number of other non-perturbative methods have been performed led
predominantly by Faisal [26] and Reiss [60] and are known as KFR theory since they
are related to the previous work of Keldysh. The KFR approach uses Volkov states
to represent the final state of the electron and field free eigenstates to represent the
initial bound electron. The ionisation amplitude of an electron in an initial bound
state |Ψ0(ti)〉 at an initial time ti is given by
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Mp(tf , ti) = 〈Ψp(tf )|Uˆ(tf , ti)|Ψ0(ti)〉 (2.85)
where Uˆ(tf , ti) is the time-evolution operator associated with the full TDSE. There-
fore |Mp|2 gives the probability of finding the electron in a scattering state with
asymptotic momentum p at the time tf .
The evolution operator is gauge invariant and satisfies the TDSE
i
∂
∂t
Uˆ(t, t′) = [Hˆ0 + HˆI(t)]Uˆ(t, t′). (2.86)
The evolution operator also satisfies integral equations of the Volterra type and
therefore the solution of (2.86) is given by [40] as
Uˆ(t, t′) = Uˆ0(t, t′)− i
∫ t
t′
dt′′Uˆ(t, t′′)HˆI(t)Uˆ0(t′′, t′)
= Uˆ0(t, t
′)− i
∫ t
t′
dt′′Uˆ0(t, t′′)HˆI(t)Uˆ(t′′, t′)
(2.87)
where Uˆ0(t, t
′) is the evolution operator satisfying
i
∂
∂t
Uˆ0(t, t
′) = Hˆ0Uˆ0(t, t′). (2.88)
Inserting (2.87) into our original equation for the ionisation amplitude (2.85) then
gives
Mp(tf , ti) = −i
∫ tf
ti
dt′〈Ψp(tf )|Uˆ(tf , t′)HˆI(t′)|Ψ0(ti)〉 (2.89)
where we have made use of the fact that 〈Ψp(tf )|Uˆ0(tf , ti)|Ψ0(ti)〉 = 〈Ψp(tf )|Ψ0(tf )〉 =
0 since |Ψp(tf )〉 is a scattering state orthogonal to |Ψ0(tf )〉. The time evolution op-
erator also satisfies the integral equation
Uˆ(t, t′) = Uˆvol(t, t′)− i
∫ t
t′
dt′′Uˆ(t, t′′)Vˆ Uˆvol(t′′, t′)
= Uˆvol(t, t′)− i
∫ t
t′
dt′′Uˆvol(t, t′′)Vˆ Uˆ(t′′, t′)
(2.90)
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where Uˆvol corresponds to the TDSE (2.62). Inserting (2.90) into (2.89) gives, after
simplification,
Mp(tf , ti) = −i
∫ tf
ti
dt′〈Ψp(tf )|Uˆvol(tf , t′)
[
HˆI(t
′)Ψ0(t′)〉 − i
∫ t′
ti
dt′′Vˆ Uˆ(t′, t′′)HˆI(t′′)|Ψ0(t′′)〉
]
(2.91)
which is still exact and gauge invariant. Replacing the final state |Ψp(tf )〉 with a
Volkov state defined in section 2.5.2 and neglecting the second term in the square
brackets we arrive at the SFA amplitude, or the Keldysh amplitude
M
(SFA)
p (tf , ti) = −i
∫ tf
ti
dt′〈Ψvolp (tf )|HˆI(t′)|Ψ0(ti)〉. (2.92)
This ionisation amplitude integrates over all possible ionisation times where the
transition from the ground state to the final Volkov state may take place. It can be
interpreted as the interaction Hamiltonian ionises the bound electron at the time
t′ and then it moves freely in the field and is represented by a Volkov state. Since
the atom is ionised at the initial time ti a surprising result that follows is that with
simple manipulation we can rewrite the SFA amplitude in the form
M
(SFA)
p (tf , ti) = −i
∫ tf
ti
dt′〈Ψvolp (tf )|Vˆ (r)|Ψ0(ti)〉, (2.93)
details of which can be found in [13]. This seems to suggest that the ionisation is
mediated by the binding potential of the atom rather than the electric field. This
can be explained by the fact that time reversal ionisation turns into recombination
and that in the solutions of the TDSE for Uˆ above we have treated HˆI and Vˆ equally.
KFR theory and similar approximations have been shown to be an accurate, less
expensive means of solving the problem of laser-atom interaction for the cases where
the laser parameters dictate that a full quantum mechanical treatment of the prob-
lem would be memory intensive and time consuming, such as in the case of low
frequency or very high intensity. They have the large advantage over perturbation
theory that they do not treat the laser field as a minor perturbation but as of sim-
ilar level of strength to the Coulomb binding potential. It also factors in that at
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times the atomic potential will be dominant whereas at other times the laser field
will take over. It is also a very intuitive theory and can be applied to ionisation,
non-sequential ionisation by including higher order terms and high harmonic gener-
ation. However, the method does have its downfalls. Firstly the laser induced shifts
such as the Stark shifts mentioned in 2.6.3 are not included in the calculation of the
amplitudes. As well as this the effect of the Coulomb potential after ionisation is
neglected whereas in reality, even though the laser field is dominant the electron is
still influenced by the atomic potential especially when the laser field accelerates it
back in the direction of the ion and the distance between them decreases. A remedy
for this is the possibility of using Coulomb-Volkov wave functions as opposed to the
Volkov states |Ψvol(t)〉 used above. An example taken from the papers of Ivanov
and Smirnova [70, 71] is a wave function of the form
ΨCV (t) = Ψvol(t)B(r, t) (2.94)
where B(r, t) is the distortion of the Volkov solution due to the influence of the
Coulomb potential. This is given by
B(r, t) = [φ(rL(tf , t, r)) exp(−ip · rL(tf , t, r))] eiG(r,t) (2.95)
where φ(r) is the final field-free Coulomb state, G(r, t) is a phase correction given
by
G(r, t) =
∫ tf
t
Vˆ [rL(t
′, t, r)]dt′ (2.96)
and rL(t
′, t, r) is the modified trajectory in the laser field given by
rL(t
′, t, r) = r +
∫ t′
t
pL(t
′′)dt′′ (2.97)
with
pL(t) = p + A(t). (2.98)
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There are further issues with the SFA when the intensity of the laser becomes too
high. Here the method does not take into account the saturation limit of the atom
and therefore if I > Isat then the approximation will overestimate the ionisation
rates especially if the pulse is long. In addition if the intensity is such that Up  Ip
then the assumption that the initial state is an unperturbed eigenstate is no longer
valid. There has been other work on improving KFR theory including examining
the role of the Volkov states on the electromagnetic spectrum [15], consideration of
the previously mentioned neglect of the shifts in the ATI peak positions [50] and
in addition to the method mentioned above, other considerations into the Coulomb
potentials effect after ionisation [11].
2.9 The Low Energy Structure
A recent new discovery of an unexpected phenomenon is the manifestation of a spike-
like structure in the photoelectron energy distribution at very low energy. This spike,
termed the low energy structure (LES) becomes prominent when using mid-infrared
laser wavelengths like the parameters we will explore in chapters 4 and 5 and can be
seen in figure 2.13. The figure shows measured results for a number of different atoms
and molecules as well as the KFR calculation using Volkov states which shows no
LES structure. The dashed line labelled EH defines the high-energy limit of the LES
used in the analysis. Inset in the figure shows how the first-order KFR calculation
neglects rescattered electrons and consequently is not expected to reproduce the
rescattering plateau. It is this neglecting of the rescattered electrons which causes the
KFR theory to not reproduce the LES. Full scale quantum calculations by numerical
solution of the TDSE are shown to accurately replicate the LES [17].
As well as not being predicted by strong field approximations the structure was
unexpected because dynamics are generally thought to become simpler as one lowers
the frequency since the number of photons needed to ionise the atom grows very large
and the Keldysh parameter γ drops to very low values. The tunnelling ionisation
rate in a static electric field is a smooth, featureless function of the final momenta
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Figure 2.13: The low-energy region of the spectra for argon, molecular nitrogen and
molecular hydrogen produced by an I = 1.5× 1014 W · cm−2 laser at a wavelength
of λ = 2µm. We clearly see the KFR result shows no LES peak. Inset: The breakup
of the spectra into direct and rescattered electrons on a logarithmic scale. Reprinted
by permission from Macmillan Publishers Ltd: Nature Phys. [17], copyright 2009.
and little low energy activity is expected. One reason why the LES had escaped
observation previously is due to the fact that the LES only becomes visible and
broadens in width as the wavelength of the laser increases. In addition whilst the low
energy part of spectrum shows this unexpected phenomenon, the rest of the spectrum
remains as predicted by other methods, this making it difficult to notice unless
low energy dynamics are specifically being investigated. Many physical reasons
for the origin of the structure have been put forward such as low-energy forward
scattering, leading to caustic structures in semi-classical trajectory calculations [80],
the perturbative effect of multiple rescattering of the ionised electron with the peaks
in LES arising due to multiple scattering contributions to the transverse momentum
[46] and two-dimensional focusing effect of the classical phase-space distribution at
high angular momenta and low energy [45].
Furthermore, more recently there have been additional reports of a very low energy
structure (VLES) and a zero energy structure (ZES) also being found in the case of
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mid-infrared intense laser pulses interacting with atoms and molecules [79]. These
can be seen in figure 2.14 which shows the electron momentum distributions for
argon, comparing experiment with theory. The physical origins of the VLES and
the ZES are still under speculation but Wolter et al. [79] speculate that the V-
shaped structure (VLES) in these momentum distributions at very low energies
(E < 0.5eV) is due to high-order focal points in the combined Coulomb and laser
fields. It is also shown by Wolter that the ZES is caused by ionisation of high lying
Rydberg states and thus provides information on the recapture of tunnel ionised
electrons and corresponds to a map of the Rydberg population onto the momentum
plane.
Figure 2.14: Measured (top) and simulated (bottom) electron momentum dis-
tributions for argon interacting with a 68 fs pulse with peak intensity of I0 =
0.9× 1014 W · cm−2 and a central wavelength of λ = 3.1µm. The first- and second-
order LESs (LES1, LES2), the VLES, and the ZES structures are marked. Reprinted
figure with permission from [79]. Copyright 2014 by the American Physical Society.
In the next chapter we develop numerical methods that will allow us to investigate
laser-atom interaction at the frequencies and intensities necessary to investigate the
LES, and we study how the adiabatic limit is reached at low frequencies and possible
consequences for analysing and interpreting the above structures.
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Chapter 3
Numerical Methods for the Time
Dependent Schro¨dinger Equation
3.1 Introduction
For electromagnetic fields with moderate intensities and frequencies the interaction
between light and matter can be investigated using analytical techniques such as
perturbation theory or semi classical methods whilst for the case of the interaction
with a short range potential the strong field approximation is commonly used. How-
ever for short, high intensity, low frequency pulses the numerical integration of the
time dependent Schro¨dinger equation (TDSE) has become the main theoretical ap-
proach for the quantitative study of a vast amount of phenomena, including strong
field processes in atoms and molecules, where the numerical solution of the TDSE
is unavoidable if accurate results are required.
This numerical method can be expensive in terms of computational memory require-
ments, limiting the method to single or few electron atoms. It is also time consuming
to run when the laser parameters require a larger basis set to represent Ψ or the
total pulse lengths are long. However the ability to obtain an accurate solution to
the problem with no analytical approximations makes the numerical integration of
the TDSE a popular and important method. In some parameter regimes the results
obtained can also then be compared with those obtained using analytical methods
to check the validity and accuracy of the approximations.
In cases of many electron atoms we use the single active electron (SAE) approxi-
mation which assumes that the laser field strongly interacts with only one active
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electron. This is of course valid for examining a single electron atom such as Hy-
drogen but it is also a good approximation for alkali metal atoms since the valence
electron sits outside a closed shell. In addition the SAE approximation is not limited
to the alkali metal atoms, indeed any situation where the probability of excitations
of more than one electron is small can make use of the approximation. An example
is when the photon energy is much smaller than the energy needed to ionise one elec-
tron from the system. Here sequential processes dominate the ionisation meaning
that one electron is completely ionised before another electrons excitation begins.
There are shortfalls to the use of the SAE however, such that it ignores any simul-
taneous interactions of more than one electron with the laser field and also that the
active electron may interact with other electrons in the system which can lead to
non-sequential ionisation. Even so, the great reduction in difficulty and the meth-
ods precise results mean that the SAE approximation is a useful tool in strong field
physics. For certain atoms the SAE approximation has been shown to be valid and
accurate in a large range of laser frequency and intensity [7] and modifications and
corrections are available in cases of atoms and molecules where the spectra are more
sensitive to structural details and the SAE approximation is less accurate.
In this chapter we investigate the numerical methods for solving numerically the time
dependent Schro¨dinger equation (TDSE) for a system with Hamiltonian operator
Hˆ,
i
∂
∂t
Ψ(r, t) = HˆΨ(r, t), (3.1)
where we use atomic units, ~ = m = 1. The solution is given by the wave function
Ψ(r, t), defined for all position r and time t. We note that the equation is of first order
in t meaning that given an initial solution Ψ(r, t0) then the solution at all subsequent
times can be determined. The total Hamiltonian which depends explicitly on time
is given by
Hˆ(r, t) = Hˆ0(r) +HI(r, t), (3.2)
46
3.1 Introduction
with Hˆ0 the unperturbed Hamiltonian describing the atom and HI the time depen-
dent interaction Hamiltonian. The numerical solution is separated into two parts,
firstly the representation of Ψ(r, t) in coordinate space and secondly the integra-
tion on time as we propagate the wave function solution of the TDSE. In order to
represent the wave function in coordinate space, two main approaches are generally
used, grid methods or spectral methods. Amongst the grid methods are the finite
difference method and the finite element method, where a finite region of space (a
box) is discretised with a finite grid of points. At each time t we find the solution
values at each of the grid points or in the domain defined by the grid. For spec-
tral methods the solution is defined by its development on a complete basis set of
convenient square-integrable functions. The initial equation is then replaced by a
system of coupled differential equations, whose solution determines the coefficients
of the solution decomposition in the initial basis set. In this thesis we concentrate
on a spectral method and use a variety of basis sets which we describe later in the
chapter.
For the time propagation of the solution of the TDSE we can use either an explicit
propagation scheme, where only products of matrix-vectors are needed, or an implicit
scheme, which entails the solution of a system of equations. The considerations when
choosing the best numerical method to use are the accuracy of the results obtained
and the resources needed to achieve that accuracy in terms of computational time.
As we shall see in the work presented here, one method can be ideal for one particular
problem or a particular set of parameters but will not produce accurate results
for another set of parameters. Each case needs its own accurate study. One of
the difficulties faced by the numerical solution of the TDSE is its stiffness. The
coefficients of the TDSE solution oscillate with frequencies that are linked to the
eigenvalues of the system Hamiltonian. When propagating the solution in time, the
time step needed is of the same order of magnitude as the inverse of the largest of the
Hamiltonian eigenvalues. Depending on the system that is studied the matrices can
become very large and as a result the propagation will need a very small time step.
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When the eigenvalues become too large an implicit scheme is needed to propagate the
solution in time. From a numerical point of view this solution is rarely appealing
as the accuracy is obtained at the cost of computation time and is not always
possible. The challenge is to develop methods that can deal with the stiffness of
the system, maintaining numerical stability and required accuracy and achieving
acceptable computational time for this accuracy to be obtained.
In the parameter region we are interested in, that of high intensity and low frequency,
electrons can be ionised with very high speeds and therefore the wave packet can
extend out to large distances. In both grid based and spectral methods this can
mean a significant increase in the computational effort required to represent the
wave packet in coordinate space. One method to allow calculations to be carried
out more quickly and to the same level of accuracy is to introduce a mask function
or complex scaling in order to truncate the wave packet and reduce their expansion
in coordinate space. As such we investigate and discuss one method of scaling called
exterior complex scaling (ECS) which we implement in many of our calculations in
the following chapters.
In this chapter we present numerical methods that we have developed and used to
achieve the results we present in this work. In section 2 we recall the main results
from the spectral approach to be used in the time propagation of the TDSE and in
section 3 we we briefly describe different propagation methods including the fourth-
order Runge-Kutta integrator, Fatunla’s explicit method, Arnoldi’s explicit method
and a predictor-corrector method. In section 4 we then analyse the advantages and
disadvantages of the time propagation methods, giving results for some simple one
dimensional models and for the three dimensional Hydrogen atom. Finally in section
5 we describe the ECS method.
3.2 The Spectral Representation
In order to solve numerically equation (3.1), the TDSE, we use a spectral approach.
Spectral methods use a complete basis set {ϕi(r)} of square integrable functions
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to write the solution of equation (3.1), the wave function Ψ(r, t), as the following
truncated expression
Ψ(r, t) =
N∑
i=1
ai(t)ϕi(r), (3.3)
in a Hilbert space where the coefficients ai(t) ∈ C are time dependent. The value
N represents the number of terms in the expansion and is taken sufficiently large
as to represent the wave function to the desired accuracy. As a result, the TDSE is
transformed into a matrix equation for the vector a(t) = {ai(t)} given by
iB
d
dt
a(t) = H(t)a(t), (3.4)
where H is the matrix form of the Hamiltonian and B is the symmetric, positive
definite overlap matrix. The overlap matrix for a non-orthonormal basis and the
Hamiltonian have elements defined by
[B]ij = 〈ϕi|ϕj〉 (3.5)
and
[H]ij = 〈ϕi|Hˆ(r, t)|ϕj〉 (3.6)
In most cases we adopt the velocity gauge and the interaction Hamiltonian therefore
takes the form
HI(r, t) = −iA(t) · ∇ (3.7)
where A(t) is the vector potential of a pulse which will be defined in later chapters.
In using this expansion we have reduced the TDSE down to a set of coupled first
order differential equations which can be solved to a high degree of accuracy. In the
following we examine a number of choices of basis sets and look at the advantages
and disadvantages of each. The choice of basis will usually depend on the physics
of the problem and on the scale of the laser parameters.
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The convergence of the spectral methods depends on the analytical properties of
the solution, on the order of the polynomials used and the density of the mesh
points and basis functions. For highly oscillating solutions a larger density of basis
functions will be needed to represent the wave function whilst smoother solutions
can be represented by fewer. If there is a probability of the electron acquiring large
momentum and travelling out to large distances then the box will have to be large
enough accommodate this, again leading to more basis functions being required.
The order of the number of basis functions and size of the box is closely related to
the field strength and frequency. In practice, each computation is performed several
times, each time modifying one parameter until the quantity of interest remains
unchanged and we know we have convergence.
The integration over time of the wave packet is given by the solution of the following
N -dimensional system of first order differential equations
d
dt
a(t) = −iB−1H(t)a(t), (3.8)
The matrix B is always symmetric and positive definite and as such we do not
need to evaluate explicitly its inverse. This allows for a numerically stable and fast
Cholesky decomposition. The vector a(t) is said to be B-orthogonal and its norm
is given by
a(t)† ·B · a(t) = 1. (3.9)
In general, the success of the spectral method depends on finding a balance between
using a sufficiently large enough set of field-free eigenstates of the atom to make
sure the wave function is accurately represented whilst avoiding computational is-
sues associated with obtaining numerical solutions of very large systems of ordinary
differential equations. In the following section we look at two basis sets we use
during our calculations; the Sturmian functions and the B-spline functions. Both
of these sets of functions provide a discrete representation of the continuum states
due to the fact they are L2 integrable. A method of reducing the number of basis
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functions needed to accurately propagate the solution, by reducing the stiffness of
the set of equations, is also covered in the following section.
3.2.1 The Sturmian Basis
In choosing a basis set we wish to represent the solution of the TDSE in configuration
space in such a way that accuracy is achieved without the basis set being too large.
If N is too high then the stiffness of the equations will force the time step to be
very small and each step will be slow to compute due to the order of the equations
calculated in each step. As such we want a basis set to fully represent the solution
of the TDSE throughout the time integration to an acceptable accuracy without
causing computational issues, though this can be difficult to achieve at low frequency
due to the highly oscillatory nature of the wave function. In three dimensions, for
the case of atomic Hydrogen, we solve the TDSE, in the velocity gauge, which is
given in atomic units by the equation
i
∂
∂t
Ψ(r, t) =
[
−1
2
∇2 − 1
r
− iA · ∇
]
Ψ(r, t). (3.10)
We expand the wave function, using spherical harmonics Yl,m(θ, φ), where, in spher-
ical harmonics, θ and φ are the polar and azimuthal angles respectively, as [33]
Ψ(r, t) =
∑
n,l,m
an,l(t)
Sκn,l(r)
r
Yl,m(θ, φ) (3.11)
where r is the radial distance, l is the angular quantum number andm is the magnetic
quantum number. As before an,l are the time dependent coefficients which now
depend on the angular momentum and Sκn,l(r) are the Coulomb Sturmian functions
defined for a given angular momentum l and radial index n as
Sκn,l(r) = C
κ
n,lr
l+1e−κrL2l+1n−l−1(2κr), (3.12)
where κ is a dilation parameter which defines the radial extent of our basis, the
radial index n is a positive integer satisfying n ≥ l + 1 and L2l+1n−l−1(2κr) are the
Laguerre polynomials and Cκn,l is a normalisation factor given by
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Cκn,l =
√
κ
n
(2κ)l+1
(
(n− l − 1)!
(n+ l)!
)1/2
, (3.13)
derived from the normalisation condition
∫∞
0 S
κ
n,l(r)S
κ
n,l(r)dr = 1. The Coulomb
Sturmian functions form a complete and discrete set of L2 integrable functions and
are an exact solution of the radial hydrogenic Sturm-Liouville eigenvalue problem
[34]. As a result, these functions are well adapted to describe the energy spectrum of
atomic hydrogen throughout the integration on time as it interacts with the external
field. The matrices associated with the corresponding Hamiltonian are tridiagonal,
allowing for economical storage giving the freedom to use large numbers of Sturmian
functions. This is due to the fact that we can store just the three diagonals of non-
zero entries as a smaller array reducing the amount of memory required to store the
Hamiltonian matrices. A given basis of Coulomb-Sturmian functions is characterised
by a fixed value of the dilation parameter κ giving a further advantage of allowing
for powerful checks on convergence by altering κ. In addition they are orthogonal
over the Coulomb potential.
We now look at the Coulomb Sturmian functions against radial position r in order
to see how changing the parameters affects the shape and amplitude of the Sturmian
functions. In figure 3.1 we take n = 4 and l = 0 for all cases and alter κ for values
of κ = 0.3 (black line), κ = 0.5 (grey line) and κ = 1 (dashed line). We can see that
by decreasing κ the function takes on a greater radial spatial extent and would be
more suitable for representing the wave function in a case where the wave packet
extends to large distances. If, however, we were only interested in more confined
wave packets we would benefit more by taking a larger value of κ.
Figure 3.2 shows the functions against radial position r for fixed l = 2 and κ = 0.5
with n = 3 (black line), n = 5 (grey line) and n = 8 (dashed line). We see that
as n increases, the function covers a larger radial extent as well as showing more
oscillatory behaviour. In our numerical calculation we observe a steep increase in
the number of oscillations in the solution Ψ(r, t) as we decrease the frequency. As
such for lower frequency it will become necessary to use a large number of Sturmian
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Figure 3.1: The Coulomb Sturmian basis functions for n = 4 and l = 0 and for
κ = 0.3 (black), κ = 0.5 (grey) and κ = 1 (dashed).
functions in order to represent the wave function.
Figure 3.2: The Coulomb Sturmian basis functions for l = 2 and κ = 0.5 and for
n = 3 (black), n = 5 (grey) and n = 8 (dashed).
3.2.2 The B-Spline Basis
We now examine another basis set comprising of B-spline functions [8] and initially
look at a 1D system. In this case we define the box in which the calculations take
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place as opposed to using a dilation parameter. This method can be more intuitive
since we can exactly define our workspace size based on the quiver amplitude and
laser parameters. This is an important decision since choosing a box too small
will result in our ionised electrons reaching the edge of the box and causing artificial
reflections which distort our results. Choosing a box too big means a larger basis size
is required to accurately represent the wave packet resulting in a longer computation
and more data being stored than necessary.
The B-spline functions are defined on an interval [a, b] on a given set of non-
decreasing knots t0 ≤ t1 ≤ · · · ≤ tm. The interval is divided into l sub-intervals
Ij = [ξj , ξj+1] by a sequence of l+ 1 ascending breakpoints ξj . In one dimension our
symmetric box is represented by the parameters a = −xmax and b = xmax.
Each B-spline, of order k, is a function made up of different polynomial pieces on
adjacent sub-intervals joined at the breakpoints and hence each is defined over an
interval [ti, ti+k] containing k + 1 consecutive knots. As such exactly one B-splines
starts at each knot ti, i = 1, · · · , n, and ends k knots later, where n is the number
of splines in our set.
We can define the multiplicity of the knot sequence µi given by µi = k − νi where
νi relates to the continuity condition C
νi−1 at the associated break points. At the
end points no continuity is required and as such ν1 = νl+1 = 0 giving maximum
multiplicity of k. An example of order k = 3 can be seen in figure 3.3.
The break points are usually equally spaced. The grid mesh points, between two
break points, are not arbitrarily chosen, rather they are the abscissae of the Gaussian
quadrature associated with the basis functions. The spectral approaches are appro-
priate for an accurate description of the bound and resonant states of the quantum
system under consideration and in particular the resonant states very close to the
ionisation threshold [24]. The fact that the mesh points are chosen to be the abscis-
sae of the Gaussian quadrature is advantageous when it comes to constructing our
Hamiltonian matrices since the basis elements and their derivatives will already be
computed on the points we integrate using the Gaussian Quadrature. In addition,
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Figure 3.3: The full set of B-splines of order k = 3 relative to the knot sequence
0, 0, 0, 1, 2, 3, 4, 5, 5, 5. Knots are represented by full circles. [8].
further calculations on the wave function during and after the propagation, such as
computing the Fourier transform or integrating to find the position of the electron
will be much easier and faster to compute. This is especially useful if we need to
make calculations during the time propagation since the integrations will often need
to be carried out at every time step.
The ith B-spline of order k is defined iteratively for x, in one dimension, as
Bki (x) =
x− ti
ti+k−1 − tiB
k−1
i (x) +
ti+k − x
ti+k − ti+1B
k−1
i+1 (x) (3.14)
with
B1i (x) =

1 if ti ≤ x ≤ ti+1
0 otherwise.
(3.15)
Similarly, we can also define the derivative of a B-spline as a piecewise polynomial
function of order k − 1
DBki (x) =
k − 1
ti+k−1 − tiB
k−1
i (x)−
k − 1
ti+k − ti+1B
k−1
i+1 (x) (3.16)
where D represents the derivative w.r.t. x of the B-splines.
55
3.2 The Spectral Representation
As such we now expand our wave function Ψ(x, t) as
Ψ(x, t) =
N∑
i=1
ai(t)B
k
i (x). (3.17)
There are many advantages of switching to a B-spline basis over other basis sets.
Firstly B-splines are “complete enough” when using a relatively low number of basis
functions. While in essence any basis set can be made practically complete if very
large, usually linear dependences will limit the size of the basis. With the B-splines,
even for a large basis, linear dependences are negligible, due to the local nature of
the splines which can be seen from the initial condition in equation (3.15). This
makes the B-splines particularly useful in representing the continuum states and as
such the use of B-spline methods has grown considerably in recent times. A further
advantage is that, due to the local nature of the functions, we can alter positions
of the break points as well as the density of the B-splines in different regions of our
box. In regions where the wave function is varying quickly we can deal with the
rapid oscillations by having a large density, whereas in calmer regions we can use
fewer functions which saves on time and memory. For example, as we will see later,
the use of exterior scaling allows far fewer basis functions to be used in the scaled
region whereas more are needed in the unscaled region. The B-splines allow this to
be carried out far more effectively and easily than the Sturmian functions.
Calculation of the matrix elements of the Hamiltonian in the B-spline basis is also
simpler than before. These are now, for the unperturbed Hamiltonian,
[H0]ij = −1
2
∫ xmax
−xmax
Bi(x)
d2
dx2
Bj(x)dx+
∫ xmax
−xmax
Bi(x)V (x)Bj(x)dx (3.18)
and for the interaction Hamiltonian,
[HI]ij =

−iA(t) ∫ xmax−xmax Bi(x) ddxBj(x)dx (VG)
E(t)
∫ xmax
−xmax Bi(x)xBj(x)dx (LG).
(3.19)
One further calculation must be made due to the fact the B-splines do not form an
orthogonal basis. To obtain the eigenvalues and eigenvectors, rather than the TISE,
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we instead solve a generalised eigenvalue problem
H0Ψ = ESΨ (3.20)
where E is a vector of the eigenvalues, Ψ is the wave function and S is an overlap
matrix given by
[S]ij =
∫ xmax
−xmax
Bi(x)Bj(x)dx. (3.21)
The form of the B-splines mean that these are best computed using a Gauss-Legendre
(GL) quadrature to calculate the matrices numerically over each sub-interval Ij .
This works because each sub-interval is split into a number of Gaussian points ng
and hence when we integrate we use the quadrature with the B-splines and their
derivatives already evaluated at the quadrature points. A GL quadrature of ng
points will compute exactly the integral of a polynomial of degree 2ng and since a
B-spline of order k is a polynomial of degree k−1 on each segment then (k−1)/2 GL
points will compute the overlap integral exactly whilst just a few more are needed
to give machine accuracy for the remaining integrals. The matrices generated are
sparse and diagonal with bandwidth 2k+ 1. In general however, we have found that
fewer basis functions are needed with the B-splines in comparison to the Sturmians.
There are however downsides to using this basis set. The non-orthogonality of the
basis set can lead to increased computations during time propagation due to the
fact that the overlap matrix must be included in calculations when the basis set is
not orthogonal. In addition as we increase the number of B-spline functions this
introduces large eigenvalues to the problem. In order to overcome the stiffness we
have to use very small time steps in order to preserve the convergence of the problem
during the time integration. We can overcome both problems by switching to an
orthogonal basis known as the atomic basis. This is covered in the next sections.
The integration over time also depends strongly on the time propagator used. We
discuss a number of methods in the next section.
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The B-spline method can easily be extended to three dimensions. We now solve the
reduced Schro¨dinger equation which is given as
[
−1
2
d2
dr2
+
l(l + 1)
2r2
+ V (r)
]
Un,l(r) = EUn,l(r) (3.22)
where l is the angular momentum and Un,l are radial functions. This is then solved
by expanding the radial solutions in terms of B-splines as
U(r) =
N∑
i=1
ain,lB
k
i (r). (3.23)
The breakpoint sequence is now defined on the box [a, b] with a = 0 and b = rmax
and the Hamiltonian matrices are defined as
[H0]
l
ij = −
1
2
∫ rmax
0
Bi(r)
d2
dr2
Bj(r)dr+
l(l + 1)
2
∫ rmax
0
Bi(r)Bj(r)
r2
dr+
∫ rmax
0
Bi(r)V (r)Bj(r)dr
(3.24)
and overlap matrix
[S]ij =
∫ rmax
0
Bi(r)Bj(r)dr. (3.25)
The radial function U can then be combined with the spherical harmonics to form
the solution to the full TDSE as is seen in chapter 5.
3.2.3 The Atomic Basis
In order to overcome the problems of orthogonality and stiffness, we can make a basis
transformation from the B-spline basis to an orthogonal atomic basis. To construct
this basis we use the stationary states of the atomic Hamiltonian, found by solving
the TISE, and form the invertible matrix U with the columns as the eigenstates.
We now perform the transformations
aat = UTa, Hat0 (x) = U
T Hˆ0U and H
at
I (x) = U
THIU (3.26)
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where a is the vector of time dependent coefficients in the original B-spline basis
and the index at represents the atomic basis. This then gives the new TDSE we
must solve as
i
∂
∂t
Ψat(x, t) =
[
Hˆat0 + Hˆ
at
I (x, t)
]
Ψat(x, t) (3.27)
where Ψat(x, t) is the wave function in the atomic basis and the overlap matrix in
the new basis is the identity matrix. The matrix form of the TDSE we need to solve
with our time propagator is
i
d
dt
aat(t) = Hat(r, t)aat(t). (3.28)
Whereas before the atomic Hamiltonian matrix H0 was banded, H
at
0 , the atomic
Hamiltonian in the atomic basis, is now diagonal. This allows for economical storage
in vector form, however we must be aware that the interaction matrix HatI is now
full which requires more memory to store. We can now expand our wave function,
in 1D, in the following way
Ψat(x, t) =
∑
i
ai(t)ϕ
at
i (x) +
∑
j
aEj (t)ϕ
at
Ej (x) (3.29)
where we have split the wave function into its bound and continuous parts and
Ej are the positive eigenvalues. This wasn’t possible before since each state was
represented by a superposition of all coefficients. The high lying states with the
largest eigenvalues are highly oscillatory and in most physical situations play very
little role in the solution of the TDSE. This oscillatory motion causes the system
to become very stiff. In the atomic basis we can remove the corresponding states
from (3.29) and reduce the stiffness of the system of equations and much larger
time steps can then be used reducing computation time. In addition, we reduce the
effective size of the basis used in calculations during propagation and therefore the
order of all calculations is reduced and less data is stored. During propagation the
population of any states can be monitored with simple calculations or removed from
the wave function which can then be used to study the continuum wave function
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alone. Using the atomic basis also has the advantage that it is more straightforward
to obtain observable quantities from the expansion coefficients ai(t). For example,
the probability of finding the atom in the state |Ψj〉 at the time t is simply |aj(t)|2.
The photoelectron energy spectra can also be readily calculated as we will see in the
next chapter. Finally, insight into the photoionisation dynamics can be obtained by
monitoring populations in ground and excited states while the atom is interacting
with the laser pulse. We will drop the superscript at in all future calculations.
3.3 Time Propagation
We now consider different time propagation schemes used to carry out the integration
over time and discuss the advantages and disadvantages of each before directly
comparing different methods. In all calculations we assume the atomic basis is
used and therefore we look for the solution of equation
i
d
dt
a(t) = H(t)a(t). (3.30)
After constructing the full Hamiltonian matrix we can then solve the coupled system
of linear equations obtained and propagate the wave packet through time and as such
examine the evolution of the packet. For all cases we start the propagation with the
electron in the ground state which in the atomic basis means our initial vector of
coefficients is taken to be a(t0) = (1, 0, · · · , 0).
In choosing a time propagation method we have a choice between using an implicit
or explicit method. Whilst explicit methods use a known solution for a current time
to calculate later times, i.e. a(t+ δt) = g(a(t)), implicit methods use a combination
of current and later times, i.e. a(t + δt) = g(a(t),a(t + δt)). Whilst use of implicit
methods require more computational effort and are much harder to implement they
are more suited to solving stiff equations and more numerically stable than explicit
methods at the intensities and frequencies that we will investigate. However since
we have lowered the stiffness of our system by carrying out the transformation to
the atomic basis we use two explicit methods since they in general provide good
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accuracy for less computational effort and both have proved to be stable for solving
the TDSE in the atomic basis.
Using the expansion (3.3) we reduce the TDSE down to the form
a˙(t) = −iHˆ(t)a(t) = f(t)a(t). (3.31)
3.3.1 The Stability Function
In order to judge the efficiency and accuracy of the different numerical methods we
implement in our calculations, we analyse the stability of the one-step numerical time
propagation schemes. To do this we consider the following standard test problem,
Dahlquist’s equation
da
dt
= λa (3.32)
were λ is a complex constant. If we assume that a(0) = η, the solution of this
equation is a(t) = ηeλt. Usually a system of equations is said to be stiff when its
Jacobian matrix has some eigenvalues with very large negative real part. In the
case of (3.32), assuming that the real part of λ is negative and very large leads to a
solution that tends extremely rapidly to zero. We have to look for the conditions that
will be imposed on the numerical time propagation scheme so that the numerical
solution an = a(nδt) → 0 as n → ∞, where δt is the time step. By applying the
one-step numerical time propagation scheme to (3.32), we obtain
an+1 = R(λδt)an, (3.33)
where R(z) is the stability function. In order for yn → 0 as n → ∞, we must
impose R(λδt) < 1 thereby setting a constraint on the time step we can use. The
set S = {z = λδt ∈ C;|R(z)| ≤ 1} is called the stability domain of the numerical
scheme. A scheme is said to be A-stable if C− = {z; Re z ≤ 1} and if it also has the
property limRe(λδt)→−∞|R(λδt)| = 0 then the scheme is said to be L-stable. L-stable
schemes are the most stable ones [43].
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3.3.2 Runge-Kutta
Firstly we use an explicit fourth-order Runge-Kutta (RK) method [58]. The idea is
that we move from a(t) to a(t+ δt) by multiplying an estimated slope by the time
step δt. It is fourth order because we combine four estimated slopes and average in
order to get one accurate slope.
We solve (3.31) using the following slope estimations
k1 = f(t,a)
k2 = f(t+
1
2
δt,a +
1
2
δtk1)
k3 = f(t+
1
2
δt,a +
1
2
δtk2)
k4 = f(t+ δt,a + δtk3)
(3.34)
which are then combined as a weighted average as
a(t+ δt) = a(t) + δt
1
6
(k1 + 2k2 + 2k3 + k4) (3.35)
which carries a one step error of the order O(δt5) and a global error of the order
O(δt4). In general, in order to reduce the error we can either decrease the step size
or increase the order of the RK process.
Each of the values k1 to k4 can be explained physically. Firstly k1 is the slope at the
beginning of the time step and if we continue this slope half way through the time
step then we arrive at k2, an estimate of the slope at the midpoint. If we were to use
the slope k2 to the midpoint instead then we get another estimate at the midpoint,
that of k3. Finally should we use the slope k3 to step across the whole time step
then we end up at k4, an estimate of the slope at the midpoint. These slopes can
be seen in figure 3.4.
Fourth-order RK was chosen due to its simplicity and the fact that it is very reliable
when it comes to convergence, however, it is generally reliant on a small step size
which may need trial and error to find and is very time consuming. For greater
accuracy with faster implementation an adaptive step size RK method can be used
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an
an+1
Figure 3.4: Fourth-order Runge-Kutta method. The figure shows the four estimates
of the slopes. Once at the start an, twice at the midpoint and once at the end of
the time step, an+1. From these derivatives the final function value (black dot) is
calculated. Adapted from [58].
where can control the error via a parameter . The program then effectively takes
each step twice, once as a full step and once as two halves. It looks ahead at each
calculation to see how big the steps can become whilst keeping within the allowed
error. Although this means more calculations are being carried out at each time
step the overall number of steps will decrease dramatically since the terrain of our
integration will vary greatly during the pulse length. When the topography is rough
the algorithm will slow and integrate more carefully whilst during smooth terrain the
step size can become very large without fear of losing accuracy. One must be wary
however of setting  too small since if we are greedy with the accuracy then the time
step can become so small that calculations can take exceedingly and unnecessarily
long. When looking at low frequency when large accuracy is needed many adaptive
step size calculations fail due to using too many steps of a small size. In these cases
it is best to use one of the methods which follow.
3.3.3 Fatunla Time Propagation
We next examine another time propagation scheme, the Fatunla method. The idea
behind Fatunla’s method is to take into account the intrinsic frequencies of the atom-
field system by introducing interpolating oscillatory functions that approximate the
solution of the TDSE. This allows one to deal with problems involving eigenvalues
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that differ by many orders of magnitude. This is why Fatunla’s method has the
capability to solve stiff equations, while requiring only matrix vector products. To
illustrate this we write equation (3.31) as
d
dt
Ψ(t) = −iHˆ(t)Ψ(t) = f(t,Ψ). (3.36)
The solution Ψ(t) over a subinterval [tn, tn + δt = tn+1] is approximated by the
interpolating oscillatory function
F˜(t) = (I− eΩ1t)c1 − (I− e−Ω2t)c2 + c3 (3.37)
where I is the identity matrix, Ω1 and Ω2 are diagonal matrices and ci(i = 1, 2, 3)
are constant vectors. We fix (3.37) so that the function coincides with the solution
at the endpoints of the interval [tn, tn+1] and that it satisfies the differential equation
at t = tn. We then arrive at the recursion formula
Ψn+1(t) = Ψn(t) + Rfn + Sf
(1)
n , (3.38)
where we have used the notation fn = f(tn, ψn) and f
(1)
n =
d
dt f(t,Ψ)
∣∣∣∣
t=tn
. R and S
represent diagonal matrices defined by
R = Ω2Υ−Ω1Ξ (3.39)
and
S = Υ +Ξ, (3.40)
where Υ and Ξ are diagonal matrices with non zero entries given in [27, 28]. The
recursion formula (3.38) depend on the stiffness matrices Ω1,2 which can be written
in terms of the function fn and its derivatives up to the third order in tn. We use a
Taylor expansion of Ψn+1 = Ψ(tn + δt) and Maclaurin series of
eΩ1δt =
∞∑
j=0
δtj
j!
Ω1,j (3.41)
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and
e−Ω2δt =
∞∑
j=0
δtj
j!
(−1)jΩ2,j (3.42)
substituted into (3.38). We then acquire a simple system of equations for Ω1,2 given
by
Ω1,j =
1
2
(−Dj +
√
D2j + 4Ej), (3.43)
and
Ω2,j = Ω1,j +Dj (3.44)
where Dj and Ej(j = 1, · · · , N) are given in term of the derivatives f (k)n where
f
(k)
n =
dk
dtk
f(t,Ψ)
∣∣∣∣
t=tn
by [28] as
Dj =
f
(0)
n,jf
(3)
n,j − f (1)n,jf (2)n,j
f
(1)
n,jf
(1)
n,j − f (0)n,jf (2)n,j
(3.45)
and
Ej =
f
(1)
n,jf
(3)
n,j − f (2)n,jf (2)n,j
f
(1)
n,jf
(1)
n,j − f (0)n,jf (2)n,j
, (3.46)
provided the denominators in equations (3.45) and (3.46) are not zero. Fatunla
[28] has established that his method is L-stable, i.e. unconditionally stable and
non-oscillatory and exponentially fitted to any complex value λ. This means that
the corresponding stability function R(λδt) = exp(λδt) gives the optimum stability
properties. The jth component of the truncation error at t = tn+1 is given by
Tn+1,j =
δt5
5!
[f
(4)
n,j + (Ω
3
2,j − Ω22,jΩ1,j + Ω2,jΩ21,j + Ω32,j)f (1)n,j
− Ω1,jΩ2,j(Ω21,j − Ω1,jΩ2,j + Ω22,j)fn,j ] +O(δt6)
(3.47)
The implementation of equation (3.38) to calculate Ψn+1 requires the calculation
of the function fn and its first derivatives at each value of tn, and also the stiffness
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matrices Ω1 and Ω2 to obtain the matrices R and S. We also calculate the truncation
error Tn+1 to control the size of the integration step imposing a boundary criterion
for |Tn+1|. Note that to calculate the truncation error, we also need to evaluate f (4)n .
The stiffness parameters carry the intrinsic information on the natural oscillations
of the system. Due to this fact, Fatunla’s scheme can afford larger values of the time
step compared with other explicit methods such as Runge-Kutta.
To test the propagation scheme we solve the one dimensional TDSE with a model
short range Gaussian potential of the form
V (x) = −V0e−βx2 . (3.48)
Figure 3.5: Evolution of the time step in Fatunla’s method (blue line) for a Gaussian
model problem. The cosine square pulse envelope (red line) is also shown on an
arbitrary scale. The Gaussian potential parameters are V0 = 1 a.u. and β = 1 a.u.
and we use a laser pulse of frequency ω = 0.7 a.u. and intensity I = 1014 W · cm−2
for 10 optical cycles. [29].
The atom interacts with a cos2 pulse of intensity I = 1014 W · cm−2 and frequency
ω = 0.7 a.u. with a duration of 10 optical cycles corresponding to 90 a.u. of time.
We take the vector potential to be
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A(t) = A0 cos
2
(
pit
τ
)
sin(ωt) , −τ/2 ≤ t ≤ τ/2. (3.49)
Figure 3.5 shows the evolution of the time step [29]. The pulse envelope is also
plotted in arbitrary units to illustrate the duration of the pulse. We see that the
time step becomes increasingly large after the end of the pulse, reaching values of
δt > 2 at the end of the total propagation (500 a.u. of time). It is clear that the
most demanding part of the propagation, and therefore the most time consuming, is
during the interaction of the pulse with the system. This observation is important
since it is often necessary to propagate the wave function up to large distances after
the end of the pulse, such as with the tSURFF method to calculate the photoelectron
spectrum which we look at in the next chapter.
In figure 3.5, the time step is adapted according to the condition 10−14 < |Tn+1| <
10−9, that is, if the truncation error is lower than the lower bound 10−14 then we
increase the time step, and if it is higher than the upper bound 10−9 it is decreased.
With this choice, the overall conservation of the norm is about 10−5. For many
physical problems, this level of accuracy in the norm is sufficient but, if a higher
accuracy is needed, then we might expect that it is sufficient to shift the bounds
of the truncation error. However, as shown in figure 3.6, such a conclusion is not
correct. Here we consider three different constraints on the truncated error and
calculate on a logarithmic scale, the absolute error on the norm denoted by ∆ as a
function of time. This error is defined as the absolute value of the difference between
1 and the norm at time t. In these three cases, the time propagation is started with
the same time step, namely 10−3 a.u. This time step always increases and decreases
as expected. In all three cases, we observe a significant loss of accuracy in ∆ at the
very beginning of the time propagation [29]. As described by Madron˜ero and Piraux
[48], this is due to initially very small values of the denominators in equations (3.45)
and (3.46) which leads to inaccurate values of the stiffness matrix elements and
of the truncated error. This problem is therefore intrinsically related to Fatunla’s
method and leads to difficulties in correctly controlling the time step. In fact, if we
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keep the time step constant from the beginning, we have a much better control of
∆. We have also checked that this is true even in the field free case. On the other
hand, we see from the inset in figure 3.6 that we maintain a higher accuracy when
the constraint on the truncated error is more severe. In addition, we also observe
several small jumps in ∆, the magnitude of which are much smaller than the jump
in ∆ at the beginning of the time propagation. We attribute these jumps to an
accumulation of roundoff errors. Indeed, we expect more roundoff errors in the case
that the constraint on the truncated error is the strongest since a smaller time step
leads to a larger amount of calculations. Note that the jump observed in the red
continuous line corresponds to a change of only one digit in the accuracy of the norm.
The overall relative accuracy we obtain even for the most severe constraint we use
on the truncation error is of the order of 10−5. To achieve a greater accuracy, it is
necessary to use a fixed and very small time step. These results show clearly that
the achievable accuracy for the adaptive time step approach in Fatunla’s method
has a lower bound for a given initial time step. As a result, the use of Fatunla’s
method rests on a compromise between the computer time required and the accuracy
needed. In conclusion, Fatunla’s method allows one to treat stiff problems while fully
exploiting the advantages of explicit schemes, namely that it only involves matrix
vector multiplications.
3.3.4 Arnoldi Time Propagation
As we progress to more complex problems involving lower frequencies and higher
intensities the spatial extent travelled by the electron becomes ever more large and
the wave function begins to oscillate more drastically. To deal with this we must
increase the size of our box considerably and therefore the size of the basis needed to
represent the wave function in order to achieve convergence with respect to position.
In doing this our RK method becomes less economical to use as the time step shrinks
and accuracy in the integration over time becomes harder to achieve. To reduce the
computer time needed we have to increase the time step used and hence we look
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Figure 3.6: Absolute error in the norm ∆ = |(|Ψ(r, t)| − |Ψ(r, t0)|)| on a logarithmic
scale for different lower and upper bounds of the truncation error. The parameters
of the Gaussian model problem are the same as in figure 3.5. The inset is a blow-up
of the region at the beginning of the time propagation. [29].
now at a final time propagator scheme, an iterative Arnoldi method [72, 62].
This method uses projection on a Krylov subspace to solve the series of differential
equations in a for a fixed time step δt. It will originally proposed by Arnoldi [6] in the
calculation of the eigenstates of a matrix and we use it here as a time propagator to
solve equation (3.28). An assumption made is that the interval [t, t+δt] is sufficiently
small that the full Hamiltonian H can be assumed constant for this short amount
of time. This assumption allows us to take the solution of (3.28) to be
a(t+ δt) = exp(−iH(t)δt)a(t). (3.50)
where H is the Hamiltonian in the atomic basis. If H is diagonalisable we can then
represent it in the form H = UΛU−1, where Λ is a diagonal matrix formed of the
eigenvalues λi of H and U is a matrix with the corresponding eigenvectors of H as
its columns. We can then write (3.50) as
a(t+ δt) = Uexp(−iΛ(t)δt)U−1a(t). (3.51)
However, for very large N this may be unnecessary and computationally very de-
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manding. Instead, we can define the exponential in equation (3.50) using a Taylor
expansion of the form
a(t+ δt) =
(
I− iδtH(t) + · · ·+ (−iδt)
k
k!
Hk(t) + · · ·
)
a(t) (3.52)
To apply the method we construct a Krylov subspace basis spanned by (m + 1)
linearly independent vectors generated by the repeated action of the Hamiltonian
on our vector of coefficients
Km+1 = span{a,Ha,H2a, . . . ,Hma}. (3.53)
To construct the orthonormal Krylov subspace, we first use Gram-Schmidt orthogo-
nalisation on the initial vectors {a,Ha,H2a, . . . ,Hma} to form m+ 1 orthonormal
vectors, {q0,q1, · · · ,qm}, collected as columns of the matrix Q. The procedure
starts with q0 = a/|a|, where the norm is defined as |a| =
√
a† · a. The qn are
formed by calculating Hqn−1 and then orthonormalising each vector with respect to
q0,q1, · · · ,qn−1. We can then use this matrix to form an upper Hessenberg matrix
h using the equation
HQ = Qh, (3.54)
to give
h = QTHQ (3.55)
where h is of size (m+ 1)× (m+ 1), considerably smaller and easier to diagonalise
than the full Hamiltonian H whilst the obtained eigenvalues and eigenvectors are
good approximations to the original Hamiltonian. We see here that h is the Krylov
subspace representation of the full Hamiltonian, and that in this procedure, we
obtain simultaneously the Krylov vectors q0,q1, · · · ,qm. Arnoldi’s algorithm is
general and applies also to non-Hermitian matrices. It reduces a dense matrix to an
upper Hessenberg form matrix, and in the particular case of hermitian matrices, to
a symmetric tridiagonal form.
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Since Hn ' (QhQT )n = QhnQT we can see that our Arnoldi propagator can then
be defined as
a(t+ δt) = Qexp(−ihδt)QTa(t) (3.56)
where since m is kept relatively small, exp(−ihδt) can be easily exponentiated by
diagonialising h.
The choice of m is important here and whilst for higher frequencies where the oscil-
lation of the solution is less rapid we can take the Krylov basis size as low as m = 5,
as the frequency drops and the intensity rises m will have to be taken higher in order
to achieve convergence in both space and time due to the rise in the number of basis
functions needed. To carry out calculations in the mid-infrared regime needed to
investigate the low energy structure we have to take m as high as 160. Similarly
using the LG also requires a higher value of m than identical calculations in the
VG. In comparison to the RK method the Arnoldi method is correct to the order
of O(δtm+1) and as such much higher accuracy can be achieved through increasing
m or reducing the size of the time step. In practice the choice of m relies on the
interplay of several parameters including the frequency and intensity of the laser,
the basis size and box size and the time step chosen.
We have found from our calculations, as by [56], that enlarging the size of the Krylov
space allows for larger time steps to be considered. In figure 3.7 we give the number
of Krylov vectors necessary to obtain convergence of our results as a function of
the time step used in the calculations for the case of the one dimensional Gaussian
model potential with the same parameters as in figure 3.5. In our calculations, the
time step δt is kept constant during the propagation. The choice of the optimal
value of the time step and of the corresponding dimension of the Krylov space is
therefore the result of a compromise while trying to reduce the computer time.
In numerical calculations, the Arnoldi algorithm requires some modifications. After
a first calculation of a new Krylov vector qn+1, we ensure that the norm is equal
to one, by re-checking the orthogonality against the previously calculated vectors,
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Figure 3.7: Number of Krylov vectors required to obtain convergence of the final
vector propagated for different values of the (fixed) time step. The parameters of
the Gaussian model problem are the same as in figure 3.5. [29].
and perform again the Gram-Schmidt procedure if necessary. The norm here is the
control factor and in principle the orthogonality condition determines the maximum
size of the Krylov subspace and the algorithm can be used with m−1 vectors. Also,
if we start generating the Krylov vectors from the ground state of the system, then
a(t0) is an eigenstate of the Hamiltonian, making it impossible to build a linearly
independent set of Krylov vectors. To solve this problem, instead of using the vector
a(t0) as a starting point, we use a modified vector a(t0)+, with a vector  of random
entries no larger than 10−10.
From equation (3.50) the stability function associated to the numerical time prop-
agator based on Arnoldi’s algorithm is given by R(λδt) = exp(λδt) and gives the
optimum stability properties, the same properties as the Fatunla method. However,
it is worth remembering that equation (3.50) is only valid if the Hamiltonian is time
independent. It is therefore a good approximation only for small values of δt. In
the present case, there are two types of errors. The first one is directly related to
Arnoldi’s algorithm for the calculation of the exponential of a matrix as in equation
(3.52). This type of error from the expansion has been discussed in detail by Saad
[61] and later on by Hochbruck and Lubich [37]. We have checked that this type of
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error is always negligible and does not depend on the time step. The second type of
error is due to assuming that the Hamiltonian does not depend explicitly on time
over the time step δt. We estimated this type of error by calculating ||da/dt+ iHa||
and checked that, as expected, it is of the order δt2.
The method offers more efficiency than RK and faster performance since the rela-
tively low value of m compared to the size of the basis means far fewer calculations
are computed and in addition fewer time steps can often be used. Arnoldi can also
be considered a unitary operator to order m in δt and as such the method conserves
the norm of the wave packet to up to 10 digits throughout propagation. In terms
of further improvements, again an adaptive step size could be considered, as well as
an adaptive size of the Krylov subspace. Arnoldi allows for very convenient error
tolerance control since for a given m the difference of the propagated wave function
Ψ(m)(t+ δt) to the lower order function Ψ(m−1)(t+ δt) can be calculated with little
extra effort and as such ||Ψ(m)(t + δt) − Ψ(m−1)(t + δt)||2 can be used as an error
tolerance parameter.
The innovative use of the Arnoldi method as an explicit approach offers then the con-
venience that we only require matrix-vector and scalar products, which then trans-
forms the method in a time-efficient approach as is the case for Fatunla’s method.
Furthermore, this particular scheme is norm-conserving with the advantage of pro-
viding a check for the method, even though it also means that it is not easy to
quantify the error in the calculation of the norm.
3.4 Comparison of Time Propagation Methods
In this section we use a predictor-corrector (P-C) scheme to compare the explicit
Arnoldi and Fatunla time propagation methods described above. The predictor is
either Fatunla’s or Arnoldi’s algorithm whilst the corrector is a fully implicit method
of Runge-Kutta type of order s. The numerical solution for a given time using an
implicit RK method is given by
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an+1 = an + δt
s∑
i=1
cif(ti,Yi), (3.57)
where f is defined as in equation (3.31) as f(ti,Yi) = −iHˆ(ti)Yi with ti = tn+ c′iδt,
where ci and c
′
i are coefficients defining the Runge-Kutta method . The quantities
Yi estimate the solution at intermediate time ti and are obtained by solving the
following (sN × sN) system of equations
Yi = an + δt
s∑
k=1
c′′ik (3.58)
where again c′′ik are coefficients defined by the method.
3.4.1 The Above Threshold Ionisation Spectrum
In order to compare different time propagation methods we look at the computa-
tional efficiency of calculating the ATI spectrum using each method. In order to plot
the spectrum we calculate the probability of ionisation with energy E by projecting
the wave function at the end of the pulse t = τ onto the field free continuum states
of energy E, giving
P (E) = |〈 ϕE(x)|Ψ(x, τ) 〉|2. (3.59)
We use the discrete states in the box to mimic the continuum and carry out the
projection. Hence in the atomic basis, taking into account even and odd states in
x, we have
P (Ei) = P
(
Ei−1 + Ei + Ei+1 + Ei+2
4
)
=
|〈ϕi(x)|Ψ(x, τ)〉|2
Ei+1 − Ei−1 +
|〈ϕi+1(x)|Ψ(x, τ)〉|2
Ei+2 − Ei ,
(3.60)
which simplifies to
P
(
Ei−1 + Ei + Ei+1 + Ei+2
4
)
=
|ai(τ)|2
Ei+1 − Ei−1 +
|ai+1(τ)|2
Ei+2 − Ei , (3.61)
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where ai(τ) represents the i
th atomic state with positive eigenvalue at the end of
the pulse. In later chapters we show other methods to calculate the ATI spectrum
such as direct projection onto Coulomb wave functions.
3.4.2 One Dimensional Gaussian Potential
We now look at results for the case of the one-dimensional Gaussian potential given
by
V (x) = −V0e−βx2 (3.62)
where the potential parameters V0 and β can be altered to choose the ionisation
potential and number of bound states. We see a selection of parameters and bound
state energies in table 3.1 for cases used below. We can see that V0 is related to the
strength of the potential and increasing this will increase the ionisation potential,
whilst β is related to the width of the potential and lowering this increases the
number of bound states for fixed V0.
Table 3.1: Potential parameter choices for V0 and β in the potential (3.62) as well
as the corresponding bound state energies. [32].
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The electron wave packet is developed in a basis of 200 B-splines and the time scaled
coordinate (TSC) method is used during the propagation [33]. The codes are run
on an INTEL XEON 2.33 GHz Processor 51.40 (32 GB Ram).
In figure 3.8 we take an intensity of I = 1014 W · cm−2, a frequency of ω = 0.7 a.u.
and carry out the calculations for 10 optical cycles corresponding to a propagation
time of τ = 90 fs using a vector potential defined in equation (3.49).
At these parameters we have an amplitude of A0 = 5.3378× 10−9
√
I/ω = 0.076 a.u.
which corresponds to an electric field amplitude of E0 = A0ω = 0.05. This gives a
Keldysh parameter of γ = 12.9 putting us firmly in the multiphoton regime. The
energy distribution is calculated by propagating the scaled wave packet to a station-
ary state until a time of 1500 a.u. when convergence of the spectrum in comparison
to the unscaled spectrum is achieved. The results shown are obtained using the two
explicit propagators above, Fatunla and Arnoldi. Both methods converge to the
same result but Fatunla’s propagator uses 2.3s of computer time with an adaptive
time step while Arnoldi’s propagator using five Krylov vectors and a fixed time step
δt = 0.3 a.u. takes 6.2s. For these laser parameters both methods give easily the
correct result. However Arnoldi’s method performs poorly from a computational
point of view. This can be understood by referring to figure 3.5 where we show that
Fatunla’s propagator allows the use of ever larger time steps, particularly during
the time integration after the pulse has ended, while Arnoldi’s propagator keeps the
same time-step throughout the propagation.
To check how these methods behave in a more challenging case, we consider the
same model potential with a pulse of frequency 0.1 a.u. with the same number of
optical cycles and peak intensity. In this case, the total pulse duration is equal to
630 a.u. We see in figure 3.9 that again both methods give the same converged
results. These results are obtained after propagating the wave packet up to a time
of 2500 a.u. The running time with Fatunla’s propagator is equal to 958.27s while
in this case, Arnoldi’s propagator performs better taking 553.69s for a subspace
of 20 Krylov vectors and a fixed time step δt = 0.1 a.u. It can be seen that in
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Figure 3.8: Photoelectron energy spectrum for the Gaussian model potential. The
time propagation uses Fatunla’s propagator with adaptive time step and Arnoldi’s
propagator with five Krylov vectors and a fixed time step δt = 0.3 a.u. The pa-
rameters of the model problem are V0 = 1 and β = 1 for a laser pulse of frequency
ω = 0.7 a.u. and intensity I = 1014 W · cm−2 for a duration of 10 optical cycles.
The relative difference between both curves is of the order of 10−3. [29].
general, Arnoldi’s propagator performs better than Fatunla’s propagator for smaller
frequencies.
Figure 3.9: Photoelectron energy spectrum for the Gaussian model potential. The
time propagation uses Fatunla’s propagator with adaptive time step and Arnoldi’s
propagator with 20 Krylov vectors and a fixed time step δt = 0.1 a.u. The param-
eters of the model problem are V0 = 1 and β = 1 for a laser pulse of frequency
ω = 0.1 a.u. and intensity I = 1014 W · cm−2 for a duration of 10 optical cycles.
The relative difference between both curves is of the order of 10−3. [29].
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To further investigate the algorithms we increase the number of bound states sup-
ported by our potential by choosing V0 = 4 and β = 0.1. This results in 8 bound
states as opposed to the single bound state in the previous example. The pulse has a
frequency ω = 0.5 a.u. with a duration of 100.53 a.u. that corresponds to 8 optical
cycles. The peak intensity used here is I = 1016 W · cm−2. In this case, we use
1700 B-splines to propagate the wave packet up to a time of 5000 a.u. Figure 3.10
shows the energy distribution obtained using Fatunla’s propagator (straight line)
and the predictor-corrector scheme (squares), which is used to test the accuracy
of Fatunla’s method. Comparison of these two methods shows that Fatunla keeps
the accuracy in the results down to a value of 10−5 a.u.for the energy distribution.
Fatunla’s propagator takes 379.36 s while the P-C method with adaptive time step
takes 1801.49s. It is clear that Fatunla uses remarkably less computer time and
works as long as the accuracy required is up to six digits.
Figure 3.10: Photoelectron energy spectrum for the Gaussian model potential.
The time propagation uses Fatunla’s propagator with adaptive time step and the
predictor-corrector method. The parameters of the model problem are V0 = 4 and
β = 0.1 with a pulse of frequency ω = 0.5 a.u. and intensity I = 1016 W · cm−2 for
a duration of 8 optical cycles. [29].
Figure 3.11 shows the same energy distribution obtained with Arnoldi’s propagator.
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We show the results obtained with Arnoldi’s approach and two different fixed time
steps and compare these results with those obtained with the P-C scheme. The
Krylov subspace contains 20 vectors and the wave packet is again propagated up
to 5000 a.u. The white circles show the results for a time step δt = 0.03 a.u. and
the black circles for δt = 0.3 a.u. We note that increasing the time step leads to
less accurate results by comparison with the P-C method. Arnoldi scheme takes
5957.19s for a time step of 0.03 a.u. and 598.11s for a time step of 0.3 a.u.
Figure 3.11: Photoelectron energy spectrum for the Gaussian model potential. The
time propagation uses Arnoldi’s propagator with fixed time step and the P-C method
with adaptive time step. The parameters of the Gaussian model problem are as in
figure 3.10. [29].
3.4.3 Hydrogen Atom
We now apply these methods to the more complex case of the interaction of the
hydrogen atom with a cosine square laser pulse. We use a spectral method based
on the expansion of the wave function in a basis of Coulomb Sturmian functions,
without implementing the TSC method. Unless otherwise stated, we performed all
calculations on a laptop (with an INTEL core 2 duo processor of 2.4 GHz). The
first pulse we use has a frequency of 0.7 a.u., a duration of 10 optical cycles and
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an intensity I = 1014 W · cm−2, as in the case of figure 3.8. In these rather simple
conditions, we use 10 angular momenta partial waves. The non-linear parameter κ
of the Coulomb Sturmian functions is taken equal to 0.3 a.u. Fatunla’s and Arnoldi’s
algorithms produce the converged energy distribution as shown in figure 3.12 The
calculations carried out with Fatunla’s propagator and an adaptive time step take
10.50s of computer time. The integration performed with Arnoldi’s method takes
13.72s. For a time step of δt = 0.05 a.u. and 100 Coulomb Sturmian functions per
angular momentum, it needs only 5 Krylov vectors. In this case Arnoldi’s method
is slower than Fatunla’s method, due to the number of basis functions we need to
use. As this number increases, higher eigenvalues are generated in the Hamiltonian
spectrum thereby increasing the stiff character of the system of equations to solve.
In that case, more Krylov vectors have to be included to maintain the accuracy of
the results.
Figure 3.12: Photoelectron energy spectrum resulting from the interaction of the
hydrogen atom with a cosine square pulse. Fatunla’s and Arnoldi’s propagators are
used. The pulse has a frequency of ω = 0.7 a.u. and intensity of I = 1014 W · cm−2
for a duration of 10 optical cycles. The basis-set of functions used is a set of 100
Coulomb Sturmian functions per angular momentum function. Ten angular mo-
menta are included and the non-linear parameter κ of the Coulomb Sturmian func-
tions is equal to 0.3. The Arnoldi propagator uses 5 Krylov vectors and a time step
of δt = 0.05 a.u.The relative difference between both curves is of the order of 10−3.
[29].
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In figure 3.13 we illustrate the effect of reducing the number of Krylov vectors m
from 5 to 4. It is surprising to see that the propagator gives a completely flat
spectrum when the dimension of the Krylov space is insufficient. 3.13 shows that
for a basis set of 100 Coulomb Sturmian functions per angular momentum, accurate
results for the energy distribution require a minimum of 5 Krylov vectors.
These calculations performed in a Coulomb Sturmian basis can be further tested by
varying their non-linear parameter κ. If instead of using κ = 0.3, we use κ = 0.4, all
the other parameters remaining the same, we again obtain a completely flat energy
distribution. By increasing the value of the non-linear parameter κ, the value of
the eigenenergies increases thereby increasing the stiff character of the problem.
To successfully reproduce an accurate energy distribution we now would need to
increase the number of Krylov vectors. If on the other hand, we keep the value of κ
equal to 0.3 and increase the number of basis functions, converged results are only
obtained when 8 Krylov vectors are used. The increase in the number of Coulomb
Sturmians generates higher eigenenergies thereby increasing again the stiffness of
the system. The eigenvalues of the matrix h range from the eigenvalue of the initial
state (by construction) to approximately the highest one of matrix H. In summary,
any change which results in a higher maximum eigenvalue for H necessitates an
increase in the number of Krylov subspace vectors required for convergence.
In figure 3.14 we compare the performance of Arnoldi’s and Fatunla’s methods for a
more difficult case. We consider a pulse of frequency ω = 0.114 a.u. and a duration
of 20 optical cycles. The pulse intensity is the same as before, I = 1014 W · cm−2.
We use a basis set of 600 Coulomb Sturmian functions per angular momentum.
10 angular momenta are included in the calculations and the non-linear parameter
κ = 0.3. Both energy distributions agree but Fatunla’s scheme, which needs a very
small time step, takes 66004s of computer time while Arnoldi’s method takes 1419s
with 25 Krylov vectors and a time step of 0.05 a.u. This case illustrates clearly that
Arnoldi’s algorithm copes in an efficient way with the stiffness of the problem by
increasing the size of the Krylov subspace.
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Figure 3.13: Photoelectron energy spectrum resulting from the interaction of the
hydrogen atom with a cosine square pulse. Arnoldi’s propagator is used. The pulse
parameters are as in figure 3.12, using 100 Coulomb Sturmian functions per angular
momentum. Ten angular momenta are included and the non-linear parameter κ of
the Coulomb Sturmian functions is equal to 0.3. For a time step of δt = 0.05 a.u.,
we compare results when 5 and 4 Krylov vectors are used. [29].
In figure 3.15 we show results obtained for the challenging case of a pulse of very low
frequency ω = 0.0228 a.u. and a duration of 4 optical cycles for the same intensity
as before. To reproduce the energy distribution we need to use 1200 Coulomb
Sturmian functions per angular momentum. 80 angular momenta are included in
the calculations and the non-linear parameter of the Coulomb Sturmian functions
is equal to 0.3. For this rather stiff problem Arnoldi’s algorithm has to include a
minimum of 70 Krylov vectors for a time step δt = 0.05 a.u. The calculation takes
around 24 hours on an 8 processor cluster using OpenMP parallelisation. The use of
parallelisation in the coding means that the computation time needed to complete
the time propagation is reduced significantly since each processor of the machine
being used carries out calculations at the same time. Thus certain parts of the
code can be completed 8 times quicker than standard coding. Fatunla’s algorithm
also reproduces the same energy distribution but the computer time used is more
than four times larger. In fact, we observe that for larger scale problems where the
degree of stiffness is important, Fatunla’s method requires time steps that become
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Figure 3.14: Photoelectron energy spectrum resulting from the interaction of the
hydrogen atom with a cosine square pulse. Arnoldi’s propagator is used. The
pulse has a frequency of ω = 0.114 a.u. and intensity of I = 1014 W · cm−2 for a
duration of 20 optical cycles. We use a set of 600 Coulomb Sturmian functions per
angular momentum. Ten angular momenta are taken into account and the non-linear
parameter of the Coulomb Sturmian functions κ = 0.3. The Arnoldi propagator uses
25 Krylov vectors and a time step of δt = 0.05 a.u. The relative difference between
both curves is of the order of 10−3. [29].
prohibitively small thereby increasing the computational time.
We can conclude that given the size of the system, in order to investigate low energies
and frequencies, that the time propagator must be explicit. This means that it
involves only matrix-vector products instead of solving large system of algebraic
equations at each time step as is the case for implicit methods such as the RK. In
addition, this propagator must have optimum stability and accuracy properties to
cope with the stiffness of the system. Whilst both the Fatunla and Arnoldi methods
share the same optimum stability properties we can see that their accuracy properties
differ significantly in most of the problems we have looked at in this section. The
accuracy of the method depends essentially on the stiffness of the system to solve
which determines the appropriate choice of the propagator.
We have seen that the relative accuracy of Fatunla’s method is always limited to
about 10−6. In some cases, this might be sufficient but we should not forget that
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Figure 3.15: Photoelectron energy spectrum resulting from the interaction of the
hydrogen atom with a cosine square pulse. Arnoldi’s propagator is used. The pulse
has a frequency of ω = 0.0228 a.u. and intensity of I = 1014 W · cm−2 for a duration
of 4 optical cycles. The basis-set of functions used is a set of 1200 Coulomb Sturmian
functions per angular momentum. 80 angular momenta are taken into account and
the non-linear parameter κ of the Coulomb Sturmian functions is equal to 0.3. The
Arnoldi propagator uses 70 Krylov vectors and a time step of δt = 0.05 a.u. [29].
when the degree of stiffness increases, the adaptive time step becomes excessively
small making the method inapplicable. By contrast, highly accurate results are
obtained with Arnoldi’s algorithm in all cases we have looked at. However, for a
given time step, there is a minimal number of Krylov vectors to take into account.
If the actual number used is smaller than this minimal number, generally there is
an abrupt transition and the results are wrong giving a flat or incorrect spectrum.
On the other hand, when the degree of stiffness is high, this minimal number may
become very large thereby imposing strong limitations on the applicability of the
method. This is the case when the spacing in x between grid points becomes very
small or, for spectral methods, when the size of the basis set is very large. In
applying Arnoldi’s scheme, it is therefore important to try to reduce the stiffness as
much as possible. We have mentioned above that transformation to the atomic basis
in which the Hamiltonian is diagonal and to eliminate the highest energy eigenvalues
which, in principle do not play any physical role, can solve this problem. In that
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case however, the AC Stark shift of the levels will not be evaluated accurately. In
the coming chapters we use Arnoldi time propagation due to the nature of the laser
parameters we will look at.
3.5 Exterior Complex Scaling
As previously mentioned, at high laser intensities and low frequencies, the ionised
electrons can acquire high kinetic energies, and their quiver motion can become
large. This implies that the electron will travel large radial distances and a dense
set of basis functions will be needed to achieve accurate results. For this reason,
absorbing potentials or mask functions can be incorporated near the end of a smaller
grid in order to remove the probability flux that reaches the boundaries. In this way
spurious reflections of the wave function on the box edge can be avoided. We look
at exterior complex scaling (ECS) and in this method the wave packet is absorbed
into the complex plane by rotation after a set distance from the origin.
There are many cases where we would like the interior of our calculations around
the atom to remain unscaled. This allows us to calculate the correct eigenvalues
and for them to remain real whilst still receiving the benefits of the scaling such
as the dramatic reduction of computational space and time needed. This in turn
allows much faster and larger calculations. Outside that region one must, by some
means, truncate the solution without compromising the inner region. The ECS
transformation achieves this by scaling the coordinates only outside a fixed radius
x0 in a way that leaves the inner region exact. The transformation in one dimension
is defined as
x→

−x0 + (x+ x0)eiθ, for x < −x0
x, for |x| ≤ x0
x0 + (x− x0)eiθ, for x > x0.
(3.63)
This transformation alters the plane waves at values x > x0 as
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e±ipx → e±ipx0e±ip cos(θ)(x−x0)e∓ip sin(θ)(x−x0). (3.64)
For positive momentum p, representing waves travelling to +∞, the functions be-
come exponentially damped with increasing distance whilst for negative momentum
they grow exponentially. The corresponding situation with reversed signs arises for
x < −x0 and therefore we can distinguish incoming from outgoing waves simply by
their normalisibility or remove the incoming wave completely [64].
This has the effect of creating two scaling regions which can be seen in figure 3.16.
Once we achieve converged results our solution should not depend on θ in any way
inside the radius |x| < x0. This is because ECS provides the exact solution within
the unscaled area whilst outside the scaled area the wave function will decay at a
rate proportional to θ. The main idea of the ECS method is that for θ 6= 0 we
set boundary conditions that on the ECS contour the wave function will vanish as
x→∞ effectively imposing outgoing scattering boundary conditions on the solution
of the TDSE. For this reason the ECS method is useful in our situation of electron
matter interaction in an intense laser field. The ECS method is a perfect absorber
[64] due to the fact that the error, caused by parts of the wave packet travelling
to the scaled region and then returning to the unscaled region, is negligible. It has
a major advantage over other masking functions or boundary absorbers due to the
fact that the wave packet is not lost when it reaches the boundary x0 and ideally,
it keeps a record of the dynamics in the outer region, which, in principle, could
be recovered [64]. When the wave packet passes through the boundary and gets
damped, if the laser field changes direction and part of the wave packet reenters the
unscaled region it will still be completely accurate as long as the value of the edge
of the complex grid xmax is large enough. This value is significantly smaller than
what would be needed for a full unscaled calculation.
The ECS can be used in conjunction with the spectral representation of the wave
function [49] and in all calculations with the ECS transformation we use the B-spline
basis.
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Figure 3.16: The complex contour x after the application of exterior complex scaling
in one dimension with scaling radius x0 and scaling angle θ.
One problem with introducing the ECS is the creation of a discontinuity of the B-
splines at the point where the scaling starts. Therefore an important aspect of the
method is to focus on this discontinuity at x = x0. Here we need our wave packet to
travel smoothly from the real interior of the contour to the complex exterior. The
scaled wave function Ψ(X(x)) is always continuous but its derivative is discontinuous
since
d
dx
Ψ(X(x)) =
dX
dx
Ψ′(X(x)) = q(x)Ψ′(X(x)) (3.65)
where q(x) represents the complex contour X(x) as
X(x) =
∫ x
0
q(x′)dx′ (3.66)
so that dX = qdx and q satisfies
q(x) =

1, for x ≤ x0
eiθ, for x > x0.
(3.67)
This Jacobian factor q(x) is automatically included in the matrix calculations be-
cause the limits of the integrals are explicitly complex on the exterior part of the
contour and is discontinuous at this boundary.
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The B-splines of order k have continuous derivatives up to order k−2 and so in order
to represent this new function with discontinuous derivatives we must define the B-
splines as Bki (X(x)), that is put the breakpoints ξ and the knots tj along the contour
line and, most importantly, to place one of the breakpoints and corresponding knot
on the discontinuity at tj = x0. Then B
k
i (X(x)) has a discontinuous first derivative
with respect to x at x = x0 because the derivative of X(x) is discontinuous at that
point. The ith complex B-splines are now defined iteratively as
Bki (X(x)) =
X(x)− ti
ti+k−1 − tiB
k−1
i (X(x)) +
ti+k −X(x)
ti+k − ti+1 B
k−1
i+1 (X(x)) (3.68)
with
B1i (X(x)) =

1 if ti ≤ X(x) ≤ ti+1
0 otherwise
(3.69)
where ti are now the complex knots that follow the exterior complex scaling contour.
Figure 3.17 shows the B-splines of order k = 8 for; a) the real B-splines defined in
section 3.2.2 and b) the complex B-splines defined in equation (3.68) for parameters
x0 = 20 and θ = 0.5 rad. We see in b) that either the real or imaginary part of
the B-splines show a discontinuous slope and so the derivatives are discontinuous.
Furthermore we note with interest that it is only the B-splines that straddle the
discontinuity point R0 that have non zero imaginary part. Due to the definition of
the B-splines, any splines that do not touch R0 are real even if they lie entirely on
the complex part of the contour.
The matrix elements of the operators that need to be calculated to construct the
matrix TDSE are now defined as the sums of the corresponding integrals between
complex breakpoints, giving
[H0]ij =
∑
l
−1
2
∫ ξl+1
ξl
Bi(x)
d2
dx2
Bj(x)dx+
∫ ξl+1
ξl
Bi(x)V (x)Bj(x)dx, (3.70)
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Figure 3.17: B-splines of order k = 8. Top: On the conventional real line. Bottom:
On the complex exterior scaling contour with x0 = 20, θ = 0.5 rad. The red lines
are the real parts of the complex B-splines and the green lines are the imaginary
parts.
[HI]ij =

∑
l−iA(t)
∫ ξl+1
ξl
Bi(x)
d
dxBj(x)dx (VG)∑
lE(t)
∫ ξl+1
ξl
Bi(x)xBj(x)dx (LG),
(3.71)
and
[S]ij =
∑
l
∫ ξl+1
ξl
Bi(x)Bj(x)dx, (3.72)
where ξ1 = X(−xmax) and ξN = X(xmax) are the boundaries of the exterior com-
plex scaling contour. We again perform these integrals using the Gauss-Legendre
quadrature previously used to calculate the Hamiltonian matrices. Each integral
calculated is on a straight line for which either end may be real or complex.
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The rotation of the Hamiltonian significantly affects the eigenvalues obtained when
solving the TISE. With a non rotated Hamiltonian we get a set of real eigenvalues
Ei representing bound Ei < 0 and continuum Ei > 0 states. With a rotated Hamil-
tonian, with the value of x0 picked so its sits outside the size of the bound states,
the continuous spectrum is rotated into the complex plane at an angle of −2θ. We
can see this in figure 3.18 for a model 1D potential and scaling parameters of θ = 0.5
rad and x0 = 20 a.u.
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Figure 3.18: Real and imaginary parts of the eigenvalues for the soft Coulomb
potential for a value θ = 0.5 rad and x0 = 20 a.u. The analytic continuation of the
spectrum into the complex plane is shown.
We also see a bifurcation of the spectrum and the single, discretised, continuum
divides into two branches and increasing the number of B-splines causes the angle
of the bifurcation to reduce. This can be seen in figure 3.19 for scaling parameters
θ = 0.3 rad and x0 = 20 a.u. In each case we achieved identical results after time
propagation regardless of the numbers of B-splines.
In our calculations, in order to optimise time and storage constraints we implement
a method which splits our box defined in section 3.2.2 into three sections. This takes
advantage of the fact that in the complex scaled region where the wave function is
damped requires fewer B-splines to represent the wave function. By lowering the
90
3.5 Exterior Complex Scaling
Real part of eigenvalue (a.u.)
Im
ag
in
ar
y 
pa
rt 
of
 e
ig
en
va
lu
e 
(a
.u
.)
1000 B-spline functions
1500 B-spline functions
2000 B-spline functions
3000 B-spline functions
0 2 4 86 1210
0
-5
-15
-10
Figure 3.19: Real and imaginary parts of the eigenvalues for the soft Coulomb
potential for a value θ = 0.3 rad and x0 = 20 a.u. The bifurcation is shown to
slowly close as more B-spline functions are added. The number of B-splines used
are 1000 (red), 1500 (blue), 2000 (green) and 3000 (pink).
total number of B-splines in the complex region we can get converged solutions
without using an unnecessary number of functions. To do this we define a point on
the contour x1 such that x1 > x0 and −x1 < −x0 where the new B-spline mesh
begins. This can be seen clearly in figure 3.20 where we have the box parameters
x0 = 20 a.u., x1 = 35 a.u. and xmax = 200 a.u. In the region |x| < x1 we use a
density of around 1.4 B-Splines per a.u. of distance whereas outside x1 we use a
density of 0.15 B-Splines. As such we reduce the stiffness of the system of equations
by lowering the value of the highest eigenvalue. This in turn then allows us to use
a smaller basis set which then reduces the computational time needed.
One interesting result of the implementation of the ECS is that the norm of the
system will rise above unity at times corresponding to the bursts of ionisation around
the times of the peaks of the electric field. At the end of the pulse, if convergence is
achieved, then the norm will drop below unity and then subtracting the norm from
unity at the end of the pulse will result in the ionisation probability. The behaviour
of the norm can be seen in figure 3.21 for a 2 cycle pulse for uniform complex scaling
(x0 = 0) and ECS with x0 = 40 and θ = 0.5. At the end of the calculation both
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Figure 3.20: B-splines of order k = 8 for box parameters of x0 = 20 a.u., x1 = 35
a.u., xmax = 200 a.u. and θ = 0.5 rad. For |x| < x1 100 B-splines are used whereas
in the much larger distances x1 < x < xmax and −xmax < x < −x1 just 25 B-splines
are used in each.
gave the correct ionisation probability.
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Figure 3.21: The norm of the system for a laser pulse of wavelength λ = 800nm and
intensity I = 1014 W · cm−2 for 2 optical cycles for uniform complex scaling (red)
and ECS with x0 = 40 and θ = 0.5 rad. (green).
In order to implement the ECS method we must make alterations to our time prop-
agation system. For ECS we use the Arnoldi algorithm and the rotation of our
Hamiltonian means that the matrices we use to solve the system of equations given
by (3.28) now become complex. Since our Arnoldi algorithm was set up for Her-
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mitian matrices we must modify it to accommodate our new complex symmetric
matrices.
In three dimensions we must use larger basis sets and in general calculations take
much longer making the ECS an even more powerful tool. We can extend the ECS
method to three dimensions by carrying out the transformation
r →

r, for r ≤ R0
R0 + (r −R0)eiθ, for r > R0
(3.73)
where r is the radial distance from the origin and R0 and θ are the scaling radius and
angle respectively. The method can be adapted from the one dimensional case above
and in calculations we now use a grid split into two sections instead of three since
there is now just one scaling area. The computational benefits of implementation of
the ECS in both one and three dimensions will be seen in later chapters.
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Chapter 4
One Dimensional Results
4.1 Introduction
In this chapter we show the results obtained from calculations carried out in one
dimension using the numerical methods discussed in chapter 3. In order to probe the
dynamics of the electrons we will explore a number of observables in various parame-
ter spaces in one dimension. In one dimension the calculations are less intensive and
computationally challenging than in 3D and as such we can look at a wider variety
of parameters than we can in three dimensions. In addition we can perform both
length and velocity gauge calculations to check convergence at low frequencies. We
are interested in obtaining reliable methods to solve the TDSE and to interpret the
results. We first look at the case of wavelength λ = 800nm, corresponding to a fre-
quency of ω = 0.0569 a.u. which models a typical Ti:Sapphire laser used frequently
in strong field experimental physics. We then move on to look at the more challeng-
ing case of wavelength λ = 2µm corresponding to a frequency of ω = 0.0228 a.u. At
this very low frequency, even for short pulses the electron can travel great distances.
For example, for a single cycle pulse of a moderate intensity of I = 1014 W · cm−2
the electron can travel as far as x = (τ/2)
√
2Emax = (pi/ω)
√
2× 10Up ' 510.5 a.u.
where τ is the pulse length. This is calculated using the assumption that the elec-
tron will be released just before the middle of the pulse and will reach the maximal
kinetic energy. This in turn will also give us a converged spectrum up to E = 10Up.
In order to represent the wave functions Ψ(x, t) in a box of this size, many basis
functions must be used, computational calculations can take a long time and storage
requirements are large. Such numerical calculations need to be performed on com-
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puters with large amounts of RAM for the storage requirement and a large number
of high speed processors for the time requirement.
We calculate a number of physical observables in both the length and velocity gauge
using the methods described in chapter 3. For all calculations, unless otherwise
stated, we use an atomic basis by expanding initially in a B-spline basis to represent
the wave function and use Arnoldi time propagation on a laptop (with an INTEL
core 2 duo processor of 2.4 GHz) for the higher frequencies and formulate the TDSE
in the velocity gauge.
In one dimension, along the x direction, we solve the time dependent Schro¨dinger
equation (TDSE) in the dipole approximation, in the length gauge (LG), for an
atom in a laser pulse with electric field E(t), as
i
∂
∂t
ΨL(x, t) =
[
−1
2
∂
∂x
+ V (x) + xE(t)
]
ΨL(x, t), (4.1)
where V (x) is the atomic potential and ΨL(x, t) is the wave function solution of the
LG equation. In the velocity gauge (VG) the TDSE assumes the form
i
∂
∂t
ΨV (x, t) =
[
−1
2
∂
∂x
+ V (x)− iA(t) ∂
∂x
]
ΨV (x, t), (4.2)
where A(t) is the vector potential associated with the electric field E(t) and ΨV (x, t)
is the wave function solution of the VG equation.
In all calculations, unless otherwise stated, we use an electric field represented by a
vector potential of the form
A(t) =

A0f(t) sin(ωt+ ϕ) if 0 ≤ t ≤ τ
0 otherwise,
(4.3)
where f(t) here is the pulse envelope given by
f(t) = sin2
(
pit
τ
)
. (4.4)
The sin2 pulse here is equivalent to the cos2 pulse used in the chapter 3 with the
origin of time shifted by τ/2. Here τ = 2pinc/ω is the total pulse length of nc optical
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cycles and ϕ is the carrier envelope phase which we take as zero unless otherwise
stated. The peak amplitude A0 in atomic units is related to the intensity in watts
per centimetre squared by the equation A0 = 5.3378 × 10−9
√
I/ω. In all cases we
choose the ground state as the initial target state.
Figure 4.1 shows the vector potential A(t) (red line) and the corresponding elec-
tric field E(t) = −∂tA(t) (green line) plotted over time for the intensity I =
1014 W · cm−2 for nc = 2 optical cycles. The electric field has been multiplied
by a factor of 15 so it can easily been shown on the same scale.
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Figure 4.1: The vector potential given by equation (4.3) and the corresponding
electric field E(t), multiplied by a factor of 15, for a frequency of ω = 0.0569 a.u.
an intensity of I = 1014 W · cm−2 and a phase ϕ = 0 for a duration 2 optical cycles.
4.2 The Potential Function
In order to model a single electron atom in one dimension we choose a suitable
potential function V (x) such that it mimics the behaviour of the atom, in particular
at medium to large distances from the nucleus. We mainly use the soft Coulomb
potential of the form [33]
V (x) = − Z√
x2 + α
, (4.5)
where Z is the nuclear charge and α is a smoothing parameter. These can be adjusted
in order to accurately mimic different atomic species by obtaining the correct energy
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eigenvalues for the ground state. The soft Coulomb potential is shown in figure 4.2
for α = 1 (red line), α = 2 (blue line) and α = 5 (green line).
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Figure 4.2: The soft Coulomb potential for α = 1 (red), 2 (blue) and 5 (green).
Asymptotically this potential mimics the Coulomb potential (α = 0) behaviour
whilst avoiding the singularity at the origin which would lead to numerical difficul-
ties. By using this softened potential, the motion becomes continuous across x = 0
and we still keep one important feature of the Coulomb potential, the Rydberg series
of the bound states.
We take the smoothing parameter in all calculations here to be α = 2 which gives
a ground state energy eigenvalue of E = −0.5 a.u. equal to that found in Hydro-
gen. Increasing α would decrease the depth of the potential well and increases the
ionisation potential of the model atom.
4.3 Ionisation by an 800nm Wavelength Laser
At the end of our calculation, once the laser pulse has been switched off, or even
throughout the time propagation, we can extract information from the wave function
of the system. If convergence is achieved, i.e. we use a box size which is big
enough to contain the wave packet, that we use enough basis functions to represent
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the wave packet at all time in the calculations and that our time propagator is
suited so that an acceptable level accuracy is obtained throughout the calculation,
then our wave function will be exact to computational accuracy. We can then
use this wave function in order to look at a number of different aspects of the
electron behaviour in the system. We look now at a number of these observables
for a laser of wavelength λ = 800nm including probability densities in position
and momentum space, ionisation probability and the energy spectrum of the model
atom. On investigating these we hope to understand the excitation and ionisation
of the model atom, seeing how the various parameters of the intense laser field affect
the evolution of the ionised electron, and finally to evolve the numerical methods
used here to probe the Hydrogen atom in a full three dimensional calculation at low
frequencies.
4.3.1 Electron Density
The first property we look at is the electron probability density distribution. This
is a representation of the probability of finding the electron at a certain position
in the box we have defined. During the propagation the wave function, which is
originally confined to the centre of the box, slowly spreads outwards as the electron
gains enough energy to be ionised. Around the origin the ionised electron will be
influenced by both the ’atomic’ potential and electric field but as it moves away
the electric field of the laser then dominates. The probability density can be easily
calculated at the end of the pulse, t = τ , and is given by
PΨ(x) = |Ψ(x, τ)|2. (4.6)
The electron probability density as a function of position x is shown in figure 4.3 for
varying levels of intensity for the three intensities I = 1014 (red line), 3×1014 (green
line) and 5 × 1014 W · cm−2 (blue line). We can see that as the intensity increases
the probability of finding the electron in the ground state (x ≈ 0) at the end of the
pulse decreases and the spread of the wave packet can be seen to increase. For the
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lowest intensity the electron travels around 200 a.u. in the positive x direction and
120 in the negative x direction. For the largest intensity the electron is carried as
far as 360 a.u. and 200 a.u. in the positive and negative directions respectively since
a higher laser intensity means that the electron absorbs more photons and acquires
a higher kinetic energy. Once ionised, the electron then has a higher velocity and
can travel further in the time τ . An interesting feature is the appearance of many
small oscillations on the far left of the picture which become more prominent with
intensity. This is due to interference between wave packets which have been ionised
at different times. This effect occurs due to bursts of ionsation during different half
cycles of the laser pulse interfering with each other and will be investigated in more
detail further on in this chapter as well as the next.
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Figure 4.3: The electron probability density on a logarithmic scale at the end of the
2 cycle pulse of frequency ω = 0.0569 a.u. and intensity I = 1014 (red), 3 × 1014
(green) and 5× 1014 W · cm−2 (blue) for a vector potential of the form (4.3).
Here we use a time step of δt = 0.2 a.u. for all calculations. For I = 1014 W · cm−2
we use a box of [−400, 400] a.u. and 700 ‘atomic’ states with 5 Krylov vectors.
Here we cut the atomic states corresponding to the highest eigenvalues from the
calculation. Originally 800 B-spline functions were used but after cutting all atomic
states with an eigenvalue greater than a cut-off value of E = 10 a.u. we reduced
the basis size by 100 functions. The cut-off was picked according to the maximum
energy of electron we wanted to plot in the ATI spectrum. For the rest of the
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thesis when we refer to the number of basis functions used we will give the number
used in the time propagation after the cut. For I = 3 × 1014 W · cm−2 we extend
the box to [−450, 450] a.u. with 800 states and 10 Krylov vectors, whilst for the
highest intensity, I = 5× 1014 W · cm−2, we must use a box of [−600, 600] a.u. with
1400 functions with 20 Krylov vectors. The calculations took 42s, 90s and 310s
respectively. The larger box is due to the increase in Up and therefore the maximum
obtainable energy for the electron whilst more B-spline functions are needed to
represent the wave function in the bigger area. The increase in the number of
Krylov vectors is due to the increase in the number of B-splines which raises the
stiffness of the system. To compare computation times for different sizes of Krylov
space for I = 1014 W · cm−2, we lowered the size of the subspace until the results
were no longer converged. 20 Krylov vectors took 100s using 2 processors, 10 Krylov
vectors took 61s, 6 Krylov took 45s to run. Using 4 Krylov vectors took 38s to run
although slight changes appeared where the probability was very low whilst 3 Krylov
vectors caused the density to change significantly. These probability density plots
against position x can be seen in figure 4.4.
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Figure 4.4: The electron probability density at the end of the 2 cycle pulse of
frequency ω = 0.0569 a.u. and intensity I = 1014 W · cm−2 for a vector potential
given by equation (4.3). In the Arnoldi time propagation routine the number of
Krylov vectors used were 20 (red), 4 (green) or 3 (blue).
The ponderomotive potential and Keldysh parameter for each of these cases, given
by equations (2.61) and (2.75) respectively, are: for I = 1014 W · cm−2, Up = 5.98
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eV = 0.22 a.u. and γ = 1.067; for I = 3 × 1014 W · cm−2, Up = 17.93 eV = 0.66
a.u. and γ = 0.616 and finally for I = 5 × 1014 W · cm−2, Up = 29.88 eV =1.10
a.u. and γ = 0.477. Another important parameter here is the quiver radius which is
α = 16.49, 28.55 and 36.87 a.u. respectively for each intensity. We can see then for
these parameters, for all intensities, the Keldysh parameter does not fall into either
category defined in section 2.6.5 and hence we have a mixture of multiphoton and
tunnel ionisation.
Since most of the probability of finding the electron remains in the bound states
for low frequencies due to the low photon energy it can often distort our plot of
the electron probability density. In order to show results more clearly, instead of
summing over all states like in equation (4.6), we can sum over just the contin-
uum states when reconstructing the wave packet, thus removing the majority of the
density which resides in the bound states. We then have
P cΨ(x) = |Ψc(x, τ)|2 = |
N∑
i=nb+1
ai(t)ψi(x)|2 (4.7)
where ψi are basis functions and nb is the number of bound states which can be
found in solution of the TISE by counting the number of eigenvalues with energy
Ei < 0. Figure 4.5 shows the electron probability density for I = 3× 1014 W · cm−2
along with its continuum probability density counterpart against position x. The
peak of the bound states rises over hundred times the size of this plot and hence
by looking at just the continuum picture we can look more closely at its behaviour
without resorting to logarithmic scales. We can see that as we approach the area
surrounding the origin, the continuum density drops off to zero.
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Figure 4.5: The electron probability density (red) and continuum electron proba-
bility density (green) on a linear scale at the end of the 2 cycle pulse of frequency
ω = 0.0569 a.u. and intensity I = 3× 1014 for a vector potential given by equation
(4.3).
4.3.2 State Populations
We now investigate a different form of laser pulse, in order to match the form
chosen by Gra¨fe et al. [31] and allow for comparison of results. These calculations
are carried out in the length gauge since the populations are not gauge invariant.
We now use a cosine electric field with Gaussian envelope, given by
E(t) =

E0 exp(
−t2
2σ2
) cos(ωt) if t ≤ | τ2 |
0 otherwise
(4.8)
where the parameter σ = 102.3 here is linked to the full width at half maximum
(FWHM) of the pulse envelope and the amplitude of the electric field is given by
E0 = 0.06 a.u. corresponding to a laser intensity of I = 1.6 × 1014W · cm−2. This
gives a Keldysh parameter value of γ = 0.95 meaning we again sit in the transition
between ionisation regime. The field strength and number of cycles are chosen such
that population transfer and ionisation occur without fully depleting the atom. The
electric field plotted against time t can be seen in figure 4.8 and the pulse runs from
−10 femtoseconds (fs) to +10fs giving τ = 20fs ≈ 826.8 a.u. Here due to the increase
in pulse length we use a box of [−1200, 1200] a.u. and 1800 B-splines which is large
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due to the fact we are using the length gauge. For the time propagation we took a
time step of δt = 0.2 a.u. and 10 Krylov vectors. Calculations here took around 25
minutes.
Another issue of interest that we will now look at is the evolution of the populations
of the bound states as well as the probability of ionisation. Rather than waiting until
the end of the pulse to analyse the wave function we now calculate these at each
time step during the propagation. As such we can see clearly how they evolve as the
electric field changes in strength and direction. They are calculated by projecting
the wave function onto the necessary states at each time step. For example, the
ground state probability would be given in the atomic basis by
P1(t) = |〈ϕ1(t),Ψ(t)〉|2 = |a1(t)|2. (4.9)
The ionisation probability can then be calculated as
P ion(t) = 1−
nb∑
i=1
|〈ϕi(t),Ψ(t)〉|2 = 1−
nb∑
i=1
|ai(t)|2. (4.10)
In figure 4.6 we show the populations of the ground (red line) and first excited
state (green line) as well as the the ionisation probability (blue line) against time t
throughout the pulse. Also shown is the electric field on an arbitrary scale. We can
see that the electron begins in the ground state at t = −τ/2 and over time fluctuates
with the amplitude of the electric field until eventually reaching a plateau around
0.8 when the electric field reaches a zero value. We can also see probability of the
electron being in the first excited state similarly oscillates with the field whilst the
ionisation probability continues to rise throughout the pulse. The times of sharp
rises in the ionisation probability directly correspond to maxima and minima of the
electric field where most ionisation is expected to take place. The largest rise in
ionisation probability occurs at t ' 0 when the electric field reaches its peak value
of E0 = 0.06. At the same time we also see a sharp decrease in the ground state
population and a slight rise in the population of the first excited state. This is what
we would expect since there will be an exchange of electrons between bound states
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and also the bound states and the continuum whilst the field accelerates ionised
atoms back towards the parent atom. Clearly, altering the field strength would have
a large effect on the states. Increasing the strength would cause the bound states to
diminish faster and further and as such the ionisation probability would rise quicker,
whilst making it lower would result in very little population transfer or ionisation. A
high frequency is more likely to directly ionise the electron whereas a low frequency
gives rises to more bound state population exchange.
Figure 4.6: The ground state (red), first excited state (green) and continuum popula-
tions (blue) throughout a pulse of duration 20fs given by equation (4.8) of frequency
ω = 0.0569 a.u. and intensity I = 1.6 × 1014W · cm−2. Also plotted is the electric
field E(t) on an arbitrary scale.
We note that when observables are calculated during the pulse, they can be depen-
dent on the gauge use. Whilst the phase attached to the wave function during the
transformation is cancelled out in calculations of the electron density since we take
the absolute value of the wave function, the populations of the different states will
only equate in different gauges at times t when A(t) = 0. Figure 4.7 shows the
ground state population against time t in both the length gauge (red line) and the
velocity gauge (green line). We can see that the differences between the gauges are
quite considerable throughout the pulse and we note that the difference between the
gauges is largest when the electric field is approximately zero. This corresponds to a
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shifted peak or trough of the vector potential. When the vector potential A(t) = 0
the gauges coincide and take equal value.
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Figure 4.7: The ground state population in both the length gauge (red) and ve-
locity gauge (green) throughout a pulse of duration 20fs given by equation (4.8) of
frequency ω = 0.0569 a.u. and intensity I = 1.6× 1014W · cm−2.
4.3.3 Snapshots and Momentum Density
To investigate in more detail how the electric field affects the motion and dynamics of
the electron during the time the laser field is on we calculate the electron probability
density at different times as the electric field changes accordingly. We examine both
the full and continuum wave packets in coordinate space |Ψ(x, t)|2 and then compare
its behaviour with the electron density in momentum space |Ψ(p, t)|2 [31] for a pulse
given by equation (4.8). The red circles in figure 4.8, which shows the electric field
against time t mark the times of the snapshots we plot the electron densities. The
calculation now runs from −5 femtoseconds (fs) to +5fs giving τ = 10fs ≈ 413.4 a.u.
As such, the box size used was [−600, 600] a.u. with 1200 B-splines in the LG and
800 in the VG. In both calculations we took δt = 0.2 and used 20 Krylov vectors
and the run time was 12 min for the LG and 6 min in the VG.
We can see here clearly how the electric field directly affects the electron density
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Figure 4.8: The electric field E(t) of duration 20fs given by equation (4.8) of fre-
quency ω = 0.0569 a.u. and intensity I = 1.6× 1014W · cm−2. The red circles mark
the times of the snapshots. [31].
during the pulse cycle. The continuum portion of the wave packet makes up around
18% of the full density at the end of the cycle as seen in figure 4.6, which shows the
probability density |Ψ(x, t)|2 and continuum probability density |Ψc(x, t)|2 against
position x at times shown in figure 4.8. The continuum wave packet is generated
mostly by three ionisation bursts near the extremes of the field at -1.2 fs, 0 fs
and +1.4 fs and some portions of the continuum wave packet created at point of
maximum field strength (0 fs) can be seen to be moving to very high values of
x. The first ionisation burst at -1.2 fs is followed by a half cycle with maximum
field strength and this leads to almost the entire ionised wave packet returning to
the vicinity of the atom, whilst although the second burst at 0 fs is stronger, the
subsequent half cycle following the burst is weaker and as such the high momentum
components leave the vicinity of the atom and only the slower components return
to the atom.
In order to analyse the momentum picture we use a Fourier transform to convert
the wave function to momentum space, which takes the form
Φ(p, t) =
1√
2pi
∫ +∞
−∞
Ψ(x, t)e−ipxdx. (4.11)
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Figure 4.9: The electron probability density |Ψ(x, t)|2 (red) and continuum electron
probability density |Ψc(x, t)|2 (green) for the electric field with parameters given in
figure 4.8 and at times marked by the red circles.
In order to evaluate this integral we use the calculated wave function Ψ(x, t) for
each time t in coordinate space expressed in terms of B-splines and use a Gaus-
sian quadrature method. In figure 4.10 we show the electron probability density
|Ψ(p, t)|2 and the continuum electron probability density |Ψc(p, t)|2 in momentum
space at times marked on figure 4.8. We can see from the figure that the electron
is accelerated towards p = 1 a.u. as the electric field increases in intensity and can
reach a momentum of p = 2.5 a.u. by 1 fs as the field reaches a maximum value.
We see that as the electric field changes direction the momentum changes in sign
and the momentum wave packet is pushed in the opposite direction. In addition the
density begins to exhibit substructures and oscillations as t increases due to interfer-
ence between wave packets ionised at different times during the pulse. While both
figures 4.9 and 4.10 show strong time dependent oscillations due to the strength and
direction of the field, the oscillations in momentum space are much faster than those
in coordinate space since the momentum changes more rapidly with the field.
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Figure 4.10: The electron momentum density |Ψ(p, t)|2 (red) and continuum electron
momentum density |Ψc(p, t)|2 (green) in the length gauge for the electric field with
parameters given in figure 4.8 and at times marked by the red circles.
4.3.4 Ionisation Yield
The ionisation probability or yield can be readily measured as a function of the
intensity of the laser and we are particularly interested in this in the low frequency
regime. Even if we should expect a monotonic rise in the yield up to the saturation
intensity, figure 4.12 shows that this is not always observed. Figure 4.11 shows this
ionisation yield against intensity I for a 2 cycle pulse with a vector potential of the
form (4.3). We see that the yield here does rise steadily without ever dropping in
value, rising from negligible amounts for I < 5 × 1013W · cm−2 before reaching as
high as P ion(τ) = 0.6 for I = 3× 1014W · cm−2. We expect this here as the increase
in intensity increases the number of photons the electron can absorb and therefore
increases the chance of the electron gaining the required energy for ionisation.
We originally calculated the ionisation yields using the full TDSE unscaled calcu-
lation before then using the exterior complex scaling method (ECS) which gave
identical results in all cases. In order to calculate the ionisation probability using
the ECS we choose a scaling point equal to the extent of the bound states mean-
ing that any probability lost due to the scaling is due to ionised electrons. We
can then subtract the norm from unity at the end of the pulse in order to be left
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Figure 4.11: The ionisation yield as a function of intensity I, at the end of a 2 cycle
pulse of frequency ω = 0.0569 a.u. given by equation (4.3).
with the ionisation probability. We carried out the calculation for intensities every
0.5 × 1013W · cm−2 from 1011 to 3 × 1014W · cm−2. For the largest intensities the
box size and number of B-spline functions becomes very large and hence by using
the ECS method we managed to reduce the time of our calculations by over a factor
of 100.
Figure 4.12 shows the same picture but this time for a 4 cycle pulse. By increasing
the pulse length we allow more time for rescattering of ionised electrons as well as
population transfer from bound state to bound state and bound state to continuum.
Here, rather than rising monotonically we can see now that the ionisation yield dips
periodically at certain intensities with the first dip at around I = 1.2×1014 W · cm−2.
We see more dips as the intensity rises with the dips becoming of greater amplitude
at higher intensities with the largest being at I = 2.45 × 1014 W · cm−2 when the
probability drops from 0.572 to 0.539. We speculate that these unexpected drops in
ionisation yield may be due to the electron becoming trapped in high lying Rydberg
states and therefore not becoming ionised. We also note that as expected the increase
in the number of cycles causes the probability of ionisation to rise. For example for
highest intensity of 3 × 1014 W · cm−2 we see that increasing the number of cycles
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from 2 to 4 increases the ionisation yield from 0.516 to 0.700. We look at this
phenomenon again in this chapter for lower frequency and in three dimensions in
the next chapter.
Intensity (W.cm-2)
Io
ni
sa
tio
n 
yi
el
d
5x1013 1014 1.5x1014 2x1014 2.5x1014 3x10140
0.6
0.5
0.4
0.3
0.2
0.1
0
0.7
Figure 4.12: The ionisation yield as a function of intensity I, at the end of a 4 cycle
pulse of frequency ω = 0.0569 a.u. given by equation (4.3).
4.3.5 The Ionisation Spectrum
The theory behind above threshold ionisation was discussed in section 2.6.2. The
mechanism in which this occurs is due to free-free absorption where an electron
absorbs photons in a strong field surrounding the atom. We now present results
obtained by our calculations and investigate how the spectrum is affected by the
intensity of the laser. As the intensity rises and the value of the Keldysh parameter
γ falls we expect to see how the change in regime between the multiphoton and
tunnel ionisation is shown in the spectrum.
As mentioned in chapter 3, in the atomic basis the ATI spectrum is calculated using
the equation
P (Ei) = P
(
Ei−1 + Ei + Ei+1 + Ei+2
4
)
=
|ai(τ)|2
Ei+1 − Ei−1 +
|ai+1(τ)|2
Ei+2 − Ei . (4.12)
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In order to calculate this we obtain the value at the points Ei and interpolate to get
the values in between. The more positive eigenvalues we have in our discrete basis
the better the approximations will be. The correct balance must be achieved here
since the larger the basis size the longer the calculations take. In figure 4.13 we show
the above threshold ionisation spectrum against energy E for the three intensities
I = 1014 (red line), 3× 1014 (green line) and 5× 1014 W · cm−2 (blue line). We can
see how the probability of ionisation increases considerably as we move to higher
intensity. At the lowest intensity we can see that clearly defined peaks have not yet
appeared as the bandwidth of laser causes many peaks at low amplitude to blend
together. At the two higher intensities the peaks are now clearly visible and roughly
separated by the photon energy E = 0.0569 a.u. whilst we can see the effect of
the AC stark shift as the highest intensity as the peaks shift to the left at a faster
rate than the middle intensity. The lowest energy peak is also clearly shown to have
diminished in amplitude. Finally we can see the extent of the highest energy ionised
electrons increases considerably as the intensity increases from Emax = 0.7 a.u. for
1014 W · cm−2, to Emax = 1.8 a.u. for 3 × 1014 W · cm−2 to Emax = 2.5 a.u. for
5× 1014 W · cm−2.
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Figure 4.13: The photoelectron energy spectrum as a function of electron energy at
the end of the 2 cycle pulse of frequency ω = 0.0569 a.u. and intensities I = 1014
(red), 3× 1014 (green) and 5× 1014 W · cm−2 (blue) for a vector potential given by
equation (4.3).
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4.3.6 Density Plots
The time evolution of the wave packet during its propagation, can be visualised in
plots showing the electron density over time in coordinate and momentum space.
We also extend our study to include the effect of a larger number of cycles in the
laser pulse. We investigate the behaviour of the wave packet subject to a laser pulse
with 4 optical cycles and investigate how the ionisation rate evolves by looking
at the electron trajectories throughout the pulse. We take the intensity to be I =
5×1014W · cm−2 and follow firstly the development of the wave packet in coordinate
space.
Figure 4.14 shows the evolution of the electron density against position x. A plot
of the scale is found in the figure with a dark plot giving a zero probability and
an increasing probability as the colour becomes lighter. The electron remains close
to the ground state at the beginning of the pulse before propagating far from the
nucleus as t increases. Signs of ionisation occur after just one optical cycle as we see
movement of density away from the origin. The probabilities of finding the electron
in the bound states has almost completely diminished at the end of the four cycles.
Here we used a box of [−1200, 1200] a.u. and 1800 B-splines with a time step of
δt = 0.2 a.u. and 20 Krylov vectors. The calculations on the laptop took around 18
minutes. The population of the ground state (green line) with the vector potential
A(t) (red line) against time for the same parameters are shown in figure 4.15. The
probability of finding the electron in the ground state at the end of the pulse has
again fallen to 0.02 for this intensity with there being times t during the pulse where
the ground state has become completely depleted.
We now study the evolution in time of the probability density |Ψ(p, t)|2 in the p
direction in momentum space. In figure 4.16 we show the plot of the probability
density in momentum space against p and time t for the same intensity, I = 5 ×
1014W · cm−2. These calculations are carried out in the velocity gauge and hence
the probability density is a function of the canonical momentum.
In figure 4.16 we see the shape of the momentum closely resembles the vector poten-
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Figure 4.14: The evolution of the probability density |Ψ(x, t)|2 in the x direction
throughout a pulse of 4 optical cycles of frequency ω = 0.0569 a.u. and intensity
I = 5× 1014W · cm−2 described by the vector potential (4.3).
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Figure 4.15: The population of the ground state (green) throughout a pulse of 4
optical cycles of frequency ω = 0.0569 a.u. and intensity I = 5 × 1014W · cm−2
described by the vector potential (4.3) which is shown on an arbitrary scale (red).
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tial due to the shift of the canonical momentum by A in the VG. We can see in the
final 2 cycles of the pulse that the form distorts with horizontal lines appearing at
all values of |p|. This represents electrons which have been ionised and are travelling
in the field at constant momentum. The time the lines appear represent the time
of ionisation. The shape traced out by the vector potential begins to distort as the
p term on the right hand side of (2.48) becomes much more dominant than the A
term.
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Figure 4.16: The evolution of the probability density |Ψ(p, t)|2 in the p direction
in momentum space in the velocity gauge throughout a pulse of 4 optical cycles of
frequency ω = 0.0569 a.u. and intensity I = 5 × 1014W · cm−2 described by the
vector potential (4.3).
We now perform a similar calculation carried out in the length gauge, this time for
intensity I = 1014W · cm−2. Figure (4.17) shows the evolution of the probability
density |Ψ(p, t)|2 in the p direction in momentum space in the LG. We carry this
out in order to see how the shift of the vector potential A(t) due to the gauge
transformation affects our results. In the LG the kinetic momentum is equal to
the canonical momentum and as such we see very little change in the form until
ionisation begins to occur. Then we can see how the electron is accelerated away
from the nucleus and changes direction with the field. It begins to travel at a
constant velocity as it escapes the force of the atomic potential.
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Figure 4.17: The evolution of the probability density |Ψ(p, t)|2 in the p direction
in momentum space in the length gauge throughout a pulse of 4 optical cycles of
frequency ω = 0.0569 a.u. and intensity I = 1014W · cm−2 described by the vector
potential (4.3).
4.3.7 The Window Operator
An alternative method of extracting energy resolved information from the wave
packet which can allow us to calculate the ionisation spectrum [82, 63, 12] uses a
window operator defined as
Wˆγ(Ek) =
γ2
n
(Hˆ0 − Ek)2n + γ2n
(4.13)
where n is the order of the energy window, centred at Ek with width 2γ. With
increasing order the energy window becomes more rectangular as seen in figure 4.18,
whilst γ can be lowered in order to improve the energy resolution.
The method projects the wave function at the end of the pulse onto the energy space
|Φγ(Ek)〉 = Wˆγ(Ek)|Ψ(x, τ)〉, (4.14)
so Φγ(Ek) represents the part of the wave packet that contributes to energies in this
energy window and as such the probability to find the electron in a state within the
energy window Wˆγ(Ek)
2 is given by
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Figure 4.18: Changing shape of the window function for n = 1, 2, 3 for γ = 0.001.
Pγ(Ek) = 〈Φγ(Ek)|Φγ(Ek)〉 =
∑
|m〉
|am|2
(
γ2
n
(Em − Ek)2n + γ2n
)2
, (4.15)
where |m〉 and Em are the eigenstates and eigenvalues of the atomic Hamiltonian
respectively and am are the coefficients of the spectral expansion in the atomic basis
corresponding to the state m. We can see that as γ → 0 then Pγ(Ek) → |am|2 as
we would expect.
The ATI spectrum can be calculated by taking multiple values of Ek separated by
the window width and normalising. Figure 4.19 shows a comparison between ATI
spectra using the previously used projection onto continuum states method (red
line) and with the window function with γ = 0.004 and n = 2 (green line) for
I = 5 × 1014W · cm−2. We can see that the two methods agree very well with the
peaks in the correct positions. The window operator method has the advantage of
continuing the energy spectrum through the threshold and showing the bound states
of the atom in direct comparison with the continuum states. Hence we can see in a
clear and intuitive way the probability that the electron has of remaining in one of
the discrete bound states at the end of the pulse.
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Figure 4.19: The photoelectron energy spectrum for a laser of frequency ω = 0.0569
a.u. and intensity I = 5 × 1014W · cm−2 for the pulse described by the vector
potential (4.3). It is calculated using two different methods, the window operator
method (red) and the projection onto continuum states method (green). The window
operator method also shows the probability density of the bound states.
4.3.8 Probability Current
To get an idea of the flow of probability rather than the static densities we examine
we can look at the probability current or probability flux. This describes the flow of
probability through unit area per unit time. We can think of the current as a liquid
travelling through a position at a certain time and we can measure the ‘amount’ of
current travelling through. We can then link this to the density of the wave packet at
each time step. If the current is positive then we can interpret this as the probability
flowing in the positive x direction whilst if the current is negative then this means
the probability is flowing in the negative x direction.
The current at a point x0 and a time t is defined, in the velocity gauge for an electron
without the external electromagnetic field, as
J (x0, t) = 1
2m
(
Ψ∗(x, t)pˆΨ(x, t)−Ψ(x, t)pˆΨ∗(x, t)
)∣∣∣
x=x0
. (4.16)
We allow for the influence of the electric field by including an extra term involving
the vector potential. The current is now defined, in atomic units, as
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J (V G)(x0, t) = Im
(
Ψ(x, t)∗
∂
∂x
Ψ(x, t)
) ∣∣∣
x=x0
+A(t)|Ψ(x0, t)|2. (4.17)
In the length gauge we must allow for the difference in measured momentum. The
current is then defined as
J (LG)(x0, t) = Im
(
Ψ(x, t)∗
∂
∂x
Ψ(x, t)
) ∣∣∣
x=x0
. (4.18)
We again look at the three intensities of I = 1014, 3×1014 and 5×1016 W · cm−2 at
the positions x0 = 40 a.u. and x0 = −40 a.u. In figure 4.20 we show the probability
current against time for the position x0 = 40 a.u. for the intensities I = 10
14 (red
line), 3×1014 (green line) and 5×1014 W · cm−2 (blue line). In all cases the current
remains very small until we see a large positive series of peaks appear at around
the end of the first cycle due to tunnel ionisation caused by the large negative peak
in the first optical cycle. Entering the second cycle, the field changes direction and
the current reduces in amplitude and finally changes sign as the electron momentum
begins to change to a negative value. As the intensity increases the current becomes
larger and the change of sign occurs later due to the higher energy and momentum
the electron acquires from the field. We can see that as the intensity increases these
oscillations become more prominent as higher levels of flux travel through x0.
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Figure 4.20: The probability current at position x0 = 40 a.u. throughout a 2 cycle
pulse of frequency ω = 0.0569 a.u. and intensity I = 1014 (red), 3 × 1014 (green)
and 5× 1014 W · cm−2 (blue) described by the vector potential (4.3).
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Figure 4.21 shows the same current against time for the position x0 = −40 a.u.
Here we see that the current is of a much lower amplitude, due to the fact that the
tunnelling occurring in the first cycle causes the majority of the density to travel
first into the positive x direction. We see the appearance of current at an earlier
time here than in figure 4.20 due to the smaller peak of positive amplitude around
t ' 45 a.u. causing tunnel ionisation in the negative x direction.
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Figure 4.21: The probability current at position x0 = −40 a.u. throughout a 2 cycle
pulse of frequency ω = 0.0569 a.u. and intensity I = 1014 (red), 3 × 1014 (green)
and 5× 1014 W · cm−2 (blue) described by the vector potential (4.3).
4.3.9 Tracking the Wave Packet
One element of interest is in how the wave packet evolves with the laser pulse. This
allows us to see the mechanisms of ionisation for different sets of laser parameters.
We therefore look at locating the position of the wave packet at each time step
during the propagation to allow us to see how electrons in different regions of space
react to the change in amplitude and direction of the field. We can track the wave
packet throughout the pulse by looking at the population of probability on a surface
of radius r at each time step and see how this population changes with the electric
field. By doing this we can see exactly the times when the wave packet leaves the
radius and also when it returns with a change of direction of the electric field. In
order to calculate the probability we pick a radius that coincides with one of the
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B-spline break points and then we project the wave function at time t onto the states
and sum over all states. We carry out the integral for the projection between −r
and r using a Gaussian quadrature using the mesh points as the quadrature points
xi meaning the method is quick and memory efficient. This is important since the
calculation can be made thousands of times during an optical cycle. This method is
gauge invariant since the calculation of the probabilities involve taking the absolute
value and we sum over all states.
In figure 4.22 we look at the probability of finding the electron within a surface of
radius r against time for a 4 cycle pulse, at an intensity of 2.5 × 1014W · cm−2 for
radii of r = 5.45 a.u. (red line), 20.45 a.u. (green line) and 50.45 a.u. (blue line).
Also shown is the electric field on an arbitrary scale which indicates the points of
high electric field amplitude when ionisation is most likely to occur. By showing the
probability for a variety of radii on the same graph we can pinpoint the position of
the electron more accurately. From the figure we can see that whenever the electric
field reaches a maximum or minimum there is a noticeable drop in the probability
of the electron being within the radius. The probability of finding the electron
within the surface of radius r = 5.45 a.u. has the steepest drop with each burst of
ionisation. The biggest drop occurs at the midpoint of the pulse when the electric
field is at its strongest point. As t increases, interference of wave packets released at
different optical cycles of the field cause the probability to oscillate. As other parts
of the wave packet ionised at previous times return into the radius they interfere
with more recently ionised wave packets.
Since the bound states of the model atom are found within a few atomic units of
the origin we can extend this to look at the continuum probability on the given
surface. Here the probability starts at zero as all probability begins in the bound
states. We see peaks of probability from t > 100 a.u. onwards as the ionised electron
passes through the chosen radius. The width and height of the peak increase with
increasing radius. Figure 4.23 shows this continuum probability for the same three
radii as figure 4.22 and now carry out the calculation in the length gauge. We
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Figure 4.22: The probability of finding the wave packet within a radius of r = 5.45
a.u. (red), 20.45 a.u. (green) and 50.45 a.u. (blue) throughout a 4 cycle pulse of
frequency ω = 0.0569 a.u. and intensity I = 2.5 × 1014 W · cm−2 defined by the
vector potential (4.3). Also shown is the electric field on an arbitrary scale.
can see the peaks as expected when the radius is large enough, however, when r is
chosen to be small the structure is less defined and we get more of a plateau due to
the constant outgoing and incoming electrons oscillating around the origin. For all
calculations here we used a box of [−900, 900] a.u. a time step of 0.2 a.u. and 15
Krylov vectors. In the VG we used 1100 B-spline functions which gave a total run
time of 8 minutes whilst in the LG we used 1800 functions giving a total run time
of 17 minutes.
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Figure 4.23: The probability of finding the continuum wave packet within a radius
of r = 5.45 a.u. (red), 20.45 a.u. (green) and 50.45 a.u. (blue) throughout a 4 cycle
pulse of frequency ω = 0.0569 a.u. and intensity I = 2.5 × 1014 W · cm−2 defined
by the vector potential (4.3). Also shown is the electric field on an arbitrary scale.
Calculations were carried out in the length gauge.
4.4 Ionisation by a 492nm Wavelength Laser
We now look at another wavelength, that of λ = 492nm corresponding to a photon
frequency of ω = 0.1017 a.u. Although this is a shorter wavelength than λ = 800nm
which was previously used, here we investigate a more computational challenging
case due to the fact that we now look at a pulse of many more optical cycles.
One feature of the ATI spectrum not examined until now is the appearance of
substructures on the low energy ATI peaks, which occur because of interference
caused due to the length of the pulse. We look at a different atomic potential, in
addition to the soft Coulomb potential, to see how the atomic potential affects the
ATI spectrum.
We use a laser pulse of intensity of 4.3 × 1013 W · cm−2 and use a large number of
optical cycles, taking nc = 50. For the calculations here using both potentials we
used a box of [−1500, 1500] and a basis size of 2000 functions. For the propagation
we took δt = 0.2 a.u. and used 40 Krylov vectors. The total run time for the
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calculation was 108 minutes. We start with the ATI spectrum using the standard
soft Coulomb potential and this can be seen in figure 4.24. In the spectrum we can
clearly see a build up of substructures on the right hand side of the ATI peaks at
low energy with the effect becoming less prevalent as the energy rises. Bardsley et
al. [10] predicted the positions of these sub-peaks to be equal to the translational
energy of the ionised electrons, i.e. the total energy minus the quiver energy given
by
E(t) = E0 + nω − E
2
0
4ω2
(
1− ω
2t2
4n2c
)
, (4.19)
where n is the number of photons absorbed larger than the minimum number needed
to ionise the electron. The positions are represented by the peaks of figure 4.24, with
the largest sub-peak occurring at energy
E = Emin = E0 + nω − E
2
0
4ω2
. (4.20)
These structures are due to rescattering interference between multiple outgoing
waves and resonances between Floquet states. Calculation of the energies and widths
of the Floquet states can give more insight into the strong field dynamics of short
pulses.
We now look at a short range Gaussian potential given by the equation
V (x) = −V0 exp(−x2/x20), (4.21)
and we take V0 = 0.63 a.u. and x0 = 2.65 a.u. which gives 2 bound states with
energy levels E0 = −0.4451 a.u. and E1 = −0.1400 a.u. There is also a third
very weakly bound state of energy E2 = −1.39 × 10−4 a.u. We look at a Gaussian
potential for two reasons, firstly because for these parameters the potential mimics
the two lowest states of Xenon allowing for potential comparison in the future with a
three dimensional Xenon approximation and secondly to investigate the effect of the
long range Coulomb tail on the ATI spectra. The ATI spectrum for this potential
can be seen in figure 4.25 with the laser parameters the same as figure 4.24 where we
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Figure 4.24: The ATI spectrum on a logarithmic scale as a function of electron
energy at the end of the 50 cycle pulse of frequency ω = 0.1017 and intensity
I = 4.3×1013W · cm−2 defined by the vector potential (4.3) using the soft Coulomb
potential.
plot the ATI spectrum for the soft Coulomb potential (red line) and the Gaussian
potential (green line) against energy E.
We note that, although the ATI peaks are separated by the photon energy, the peaks
are shifted as predicted in chapter 3 and the three photon peak is pushed below the
ionisation threshold and the four photon peak moves down from E = 0.110 to 0.074
a.u. The Keldysh parameter for the model potentials are very close due to the similar
ionisation potentials. It takes a value of γ = 2.645 for the soft Coulomb potential and
γ = 2.481 for the Gaussian potential meaning that multiphoton ionisation dominates
in both cases and explains the similar structure of the spectrum. We note that
despite the soft Coulomb having a lowest energy ground state and thus requiring
more photons to ionise an electron, the peaks are still of greater amplitude than
that of the Gaussian potential due to the long range Coulomb tail causing more
rescattering of electrons which then return to the parent ion. The positions of the
peaks are shifted due to the change in ionisation potential although the structures in
the peaks are almost identical and therefore do not rely on the rescattering caused
by the long range Coulomb tail.
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Figure 4.25: The ATI spectrum on a linear scale as a function of electron energy
at the end of the 50 cycle pulse of frequency ω = 0.1017 and intensity I = 4.3 ×
1013W · cm−2 defined by the vector potential (4.3) using the soft Coulomb potential
(red) and the Gaussian potential (green).
4.5 Classical Calculations
In section 2.7 we looked at the classical dynamics of an electron in an electric field.
We now further our investigation into this by carrying out calculations in one dimen-
sion for a wavelength of λ = 800nm. To remind ourselves of the simple man’s theory
(SMT), [12] it can be explained in three steps beginning with the ionisation of the
atom at a time t0. The coulomb potential is strongly distorted by the intense field
and the superposition of the atomic potential and the electric field forms a barrier
that can be tunnelled through by the electron. Whilst tunnelling is a purely quan-
tum phenomenon the resulting electron propagation is described classically. The
second step is the acceleration of the electron due to the electric field and when the
field changes direction the electron can be accelerated back to the atom at which
point it could rescatter. In the third step the electron either rescatters or recombines
with atom emitting a photon roughly equal to its kinetic energy.
In one dimension the equations for the velocity, position and energy of the direct
electrons, which we have denoted with an upper index (0) become
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v(0)(t) = −
∫ t
t0
E(t′)dt′ = A(t)−A(t0), (4.22)
x(0)(t) = x˜(t)− x˜(t0)−A(t0)(t− t0), (4.23)
where x˜(t) =
∫ t
0 A(t
′)dt′ and
E(0)(t) =
1
2
[A(t)−A(t0)]2 ≤ 2Up. (4.24)
For the case of rescattered electrons, given by the upper index (1), we consider all
electrons which are driven back towards the parent atom and come close enough
to rescatter. Hence, we look at all electrons whose position at tr is small therefore
fulfilling the condition |z(0)(tr)| ≤ dr where tr is the time of rescattering. We take
dr, the scattering distance, to be 1 a.u. The bigger dr is allowed to be the more
scattering solutions exist. For this one dimensional case we look at 180 degree
reflection of the atom after rescattering and the position and energy can then be
given by
x(1)(t) = x˜(t)− x˜(t0)−A(t0)(tr− t0) + [A(tr)(cospi−1)−A(t0) cospi](t− tr) (4.25)
and
E(1)(t) =
1
2
[A(t) +A(t0)− 2A(tr)]2 ≤ 10Up. (4.26)
We plot now the final positions of the electrons for varying ionisation times t0 as
well as the energy in terms of position. For these calculations the electric field is of
the form
E(t) = E0 sin
2
(
pit
τ
)
cos(ωt) , 0 ≤ t ≤ τ (4.27)
so that the vector potential follows a similar shape to that given in equation (4.3),
with intensity I = 2.4× 1014W · cm−2 and τ is the pulse length of 4 optical cycles.
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We consider only emission times t0 where |E(t0)| ≥ 0.00834 to allow the electric
field to be of significant strength to ionise the electron.
Figure 4.27 shows the final photoelectron positions at the end of the pulse for the
direct electrons (green line) and rescattered electrons (red + signs). We can see
that the direct electrons, once ionised, oscillate with the trajectory of the pattern
traced out by the vector potential as shown by equation (4.23) whilst the rescattered
electrons take a much more complex trajectory set, according to equation (4.25),
depending on their original ionisation time as well as the time they rescatter. The
electric field over the course of the pulse can be seen in figure 4.26 for reference.
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Figure 4.26: The electric field E(t) of 4 optical cycles given by equation (4.27) of
frequency ω = 0.0569 a.u. and intensity I = 2.4× 1014W · cm−2.
Figures 4.28 and 4.29 show the classical trajectories for electrons that are directly
ionised (green lines) and rescattered (red lines) respectively by showing the energy
E against position x at the end of the pulse. It is these emergence of wave pack-
ets previously mentioned that can be replicated quantum mechanically with use of
the window operator as shown by Bauer [12]. In addition to this we can consider
trajectories of these electrons over time for a given ionisation time. We do this by
beginning at t0 and calculating the electron position at small time steps. In the
case of rescattering, for each time t we determine whether the rescattering condition
above is fulfilled and if so we then follow the trajectory of this rescattering and
repeat for each occasion. We can see that electrons of higher energy are more likely
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Figure 4.27: Final photoelectron positions z(τ) for direct electrons (green) and
rescattered electrons (red) at the end of the 4 cycle pulse of frequency ω = 0.0569
a.u. and intensity I = 2.4× 1014W · cm−2 described by equation (4.27).
to finish with positive x value.
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Figure 4.28: Photoelectron energies for positive x for direct electrons and rescattered
electrons at the end of the 4 cycle pulse of frequency ω = 0.0569 a.u. and intensity
I = 2.4× 1014W · cm−2 described by equation (4.27).
Figure 4.30 shows the trajectories, x, of ionised electrons throughout the pulse. We
can see that before ionisation the electrons oscillate as the electric field distorts the
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Figure 4.29: Photoelectron energies for negative x for direct electrons and rescattered
electrons at the end of the 4 cycle pulse of frequency ω = 0.0569 a.u. and intensity
I = 2.4× 1014W · cm−2 described by equation (4.27).
atomic potential before they become ionised and move away from the atom. We also
see that the electrons change direction as the electric field switches signs. At t = 100
a.u. just after a small negative peak in the electric field the ionisation occurs in the
positive x direction. This is due to the fact that the negative electric field distorts
the Coulombic potential and creates the tunnel barrier in the positive x direction
which allows the electrons to tunnel through and ionise. At t = 150 a.u. we can
see in figure 4.26 that the electric field has now completely changed direction and
a positive peak allows a large release in the negative x direction. Since the field
peak here is strong, the atomic potential is more suppressed and the smaller tunnel
distance allows for more ionisation. After ionisation the electrons gain high levels of
momentum due to the strength of the electric field.
In figure 4.31 we show the rescattered trajectories as a function of time t. We
now show just one ionisation time, t0 = 50, in order to highlight the multiple
opportunities for rescattering as the electron is pushed back into the vicinity of
the atom. In figure 4.32 we show the evolution of the rescattered trajectories as
the rescattering occurs later in the pulse between t0 = 100 and 170 a.u. We can
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Figure 4.30: Trajectories of direct electrons ionised between times t0 = 0 a.u. and
t0 = 350 a.u. during the four cycle pulse of frequency ω = 0.0569 a.u. and intensity
I = 2.4× 1014W · cm−2 described by equation (4.27).
see that at t = 120 a.u. (green x signs) as the electric field approaches a peak
in the positive x direction then the rescattered electrons travel in the negative x
direction. At time t = 150 a.u. (blue stars), shortly after a peak in the electric
field, we see the results of the burst of ionisation in the negative direction with the
electrons travelling further distances in x in a shorter time than the previous time.
At t = 170 a.u. (pink squares) we see that the change in direction of the electric field
between now and the previous ionisation time has caused the rescattered electrons
to be scattered back in the positive x direction. As the field has only just changed
sign and has a lower amplitude these electrons are slower than those of the previous
times.
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Figure 4.31: Trajectories of rescattered electrons ionised at t0 = 50 a.u. during the
four cycle pulse of frequency ω = 0.0569 a.u. and intensity I = 2.4× 1014W · cm−2
described by equation (4.27).
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Figure 4.32: Trajectories of rescattered electrons ionised between times t0 = 100
a.u. and t0 = 170 a.u. during the four cycle pulse of frequency ω = 0.0569 a.u. and
intensity I = 2.4× 1014W · cm−2 described by equation (4.27).
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4.6 Ionisation by a 2000nm Wavelength Laser
We now look at the low frequency of ω = 0.0228 a.u. corresponding to a wavelength
of 2000nm. Calculations in this mid infrared part of the spectrum can be used to shed
light on recent phenomena such as the physical origin of the low energy structure
(LES) which is seen in the photoionisation spectrum of atoms and molecules in
intense fields. If we use a laser of sufficient strength, such as I > 1014W · cm−2,
then we are put firmly in the tunnelling regime since the Keldysh parameter gives
a value of γ < 0.427, with the atomic potential reduced to a weak perturbation and
the motion of the electron is dominated by its interaction with the laser field. This
is important since it has been speculated that rescattering, or more specifically the
revisiting of the electron to the atom, plays a key role in the formation of the LES
[45]. In all cases here we use a machine of 3.7 GHz processing speed and 4 processors
4.6.1 Electron Density and Ionisation Spectrum
We first look at some of the previously investigated quantities, such as the probability
density and the spectra. At this frequency achieving convergence in each gauge
becomes particularly difficult since the quiver amplitude alone can become very
large. For example for an intensity of I = 1014W · cm−2 the quiver amplitude is
α = E0/ω
2 ' 102 a.u. In addition, assuming ionisation occurs at the beginning
of the pulse, the size of the ponderomotive potential, Up = 37.35eV, means that
the electron can travel as far as 1444 a.u. for a typical two cycle pulse. As such
a large box is needed and hence a large basis of B-spline functions. Due to this,
the stiffness becomes very high and a smaller time step must be used than that
of previous frequencies. The use of the length gauge at this frequency requires an
exceedingly large basis and calculations can take very long. In order to propagate
to more than 2 cycles or to increase the intensity higher than 1014W · cm−2 we must
use the VG.
In figure 4.33 we show the probability density against position x at the end of a 2
cycle pulse. We can see here that the wave packet spreads quicker and further than
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before and many small oscillations build especially in the direction of the positive
x axis. At these parameters we use a box of [−1000, 1000] a.u. and it takes up
to 2200 B-splines in the VG (red line) and 3000 in the LG (green line) to achieve
convergence giving computation times of 1 hour in the VG and 2.5 hours in the LG.
In addition the length gauge requires a much larger number of Krylov vectors due
to the increase in stiffness of the system. In the velocity gauge we use 50 Krylov
vectors whereas in the length gauge we need at least 80 considerably slowing down
calculations. In addition we require a much higher density of B-splines per a.u. of
box since the highly oscillating continuum solution requires a precise phase in order
to be accurately represented in coordinate space. For a guide we see that the density
of the B-splines can be taken to be [8]
ρ =
1
3
2pi√
2× 10Up
. (4.28)
For these laser parameters this gives a density of ρ = 0.4 B-splines per a.u. of box
which for our box gives 2500 B-splines. In practice we found we could take the basis
size and box size slightly smaller by lowering the values until the calculation was no
longer converged.
The ionisation spectrum plotted against energy E can be seen in figure 4.34 for the 2
cycle pulse. It can be seen to be formed of more complex structures than spectra at
higher frequencies and no discernible peaks predicted by equation (2.73) are visible.
The reason for this is that tunnelling now controls the ionisation as indicated by
the small value of γ. We can see that at very low energy there is a sharp rise in
probability of ionisation which may be indicative of a beginning of an LES.
Raising the intensity to I = 3 × 1014W · cm−2 we note the electron travels much
further in the two cycles. The asymmetry of the density is even more apparent here
and the oscillations more rapid. Now we require a box of [−1500, 1500] a.u. and
6500 B-splines to represent the wave function in the VG (red line) which takes a
total computation time of around 9 hours to achieve convergence. In the LG it is
now almost infeasible to carry out the calculations with the resources available. The
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Figure 4.33: The electron probability density on a logarithmic scale at the end of
the 2 cycle pulse of frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2
described by equation (4.3). The density is shown for the velocity gauge (red) and
the length gauge (green).
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Figure 4.34: The photoelectron energy spectrum at the end of the 2 cycle pulse of
frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by equation
(4.3). The spectrum is shown for the velocity gauge (red) and the length gauge
(green).
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closest convergence obtainable on the computers we are currently using, calculated
with 10000 B-splines, is shown for comparison (green line). We can see that the
agreement is good near the centre however when the electron has propagated to
large distances then the difference between the two gauges begins to show.
Position (a.u.)
P
ro
ba
bi
lit
y 
de
ns
ity
 (a
.u
.)
Velocity gauge
Length gauge
-1000 -500 0-1500 15001000500
1
0.01
10-6
10-4
10-8
10-10
10-12
10-14
10-16
10-18
Figure 4.35: The electron probability density on a logarithmic scale at the end of
the 2 cycle pulse of frequency ω = 0.0228 a.u. and intensity I = 3× 1014 W · cm−2
described by equation (4.3). The density is shown for the velocity gauge (red) and
the length gauge (green).
We now look at a relatively high intensity and increase the number of cycles used
meaning we can expect more rescattering and to see a larger low energy peak form
on the ATI spectrum. In figure 4.36 we show the electron density against position
x for a 4 cycle pulse of intensity 2.5× 1014 W · cm−2. At these parameters we now
need a very large box of size [−3000, 3000] a.u. and 7500 B-spline functions in the
VG. The calculation took around 22 hours to complete.
In figure 4.37 we show the ATI spectrum against energy E for the parameters of
figure 4.36. We see now that in comparison to figure 4.34 that the spectrum has
greater amplitude for higher energies up to E = 2.5 a.u. since the ejected electrons
have more time to absorb photons from the more intense pulse. For this case the
ponderomotive potential is Up = 93.37 eV = 3.43 a.u. and the Keldysh parameter
is γ = 0.27 meaning we are in the tunnelling regime. As expected the spectrum
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Figure 4.36: The electron probability density on a logarithmic scale at the end of
the 4 cycle pulse of frequency ω = 0.0228 a.u. and intensity I = 2.5×1014 W · cm−2
described by equation (4.3).
lacks the definite peak structure of the multiphoton regime and we now see a very
large peak near the ionisation threshold. The peak is much more pronounced and
of higher amplitude than of that seen using a 2 cycle pulse and is consistent with a
LES.
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Figure 4.37: The photoelectron energy spectrum at the end of the 4 cycle pulse
of frequency ω = 0.0228 a.u. and intensity I = 2.5 × 1014 W · cm−2 described by
equation (4.3).
Finally, we look at the continuum electron density at this frequency. We have yet
to address one problem with calculation of the continuum density, that of gauge
invariance. In figures 4.39 and 4.40 we look at the continuum density of the electron
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throughout the first and second cycles respectively of a 2 cycle pulse in both the
velocity gauge (VG) and the length gauge (LG). The times in which we show the
density are marked by the black dots in figure 4.38. Plot a) shows the density at
t = 0.2 optical cycles and we see that whilst the VG has clear density around the
origin, the LG does not show any density on this scale. In b) we see the picture after
0.4 cycles and the VG calculation now shows a larger density at the origin whilst the
LG is still negligible. At 0.5 cycles in c) we now see that the VG density has rapidly
reduced in magnitude and appears with very small density in agreement with the
LG at the origin. This agreement is due to the fact that this is the first time in the
pulse that the vector potential A(t) is zero and hence the shift in the continuum
density is removed. At 0.6 cycles, in d), the density of the VG reverts back to its
larger value and continues to rise now that A(t) is non zero again. At 0.8 cycles in
e) oscillations start to form in the negative x direction in both gauges although they
are more prominent in the VG. At the end of the first cycle, in f), the gauges agree
again and the LG density rises rapidly due to the burst in ionisation corresponding
with the maximum in the electric field at that time. From g) (1.2 cycles) to the end
of the pulse we see repetition of this behaviour with the VG having high density
when A(t) 6= 0 and agreement in i) at 1.5 cycles and in l) at the end of the pulse.
After 2 cycles we can see that the VG has convergence to the converged correct
result and is in complete agreement with the LG.
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Figure 4.38: The vector potential for a 2 cycle pulse of frequency ω = 0.0228 a.u.
and intensity I = 1014 W · cm−2 described by equation (4.3). The black dots show
the positions of the continuum electron density calculations in figures 4.39 and 4.40.
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Figure 4.39: The continuum electron probability density throughout the first cycle
of a 2 cycle pulse of frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2
described by equation (4.3). The density is shown for the velocity gauge (red) and
the length gauge (green) for times shown by the black dots in figure 4.38.
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Figure 4.40: The continuum electron probability density throughout the second cycle
of a 2 cycle pulse of frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2
described by equation (4.3). The density is shown for the velocity gauge (red) and
the length gauge (green) for times shown by the black dots in figure 4.38.
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4.6.2 Intensity Averaged Cross Section
In the experiments on the LES the data obtained is averaged over the intensity
profile of the laser. We now also take this into account. In an experimental laser,
the radiation does not all carry the same intensity but rather has a peak intensity
which then falls as we move away from the focal centre of the laser. In order to
represent this we average over an intensity profile using the following equation [53]
W (E, I0) =
∫ I0
0
P (E, I)
[
piw20z0
3
1
I
(I0
I
+ 2
)√I0
I
− 1
]
dI, (4.29)
where P (E, I) is the probability of finding the electron with a certain energy E for
an intensity I, w0 is the radius of the focal spot and I0 is the peak intensity. We
use the trapezium rule to evaluate the integral by calculating the spectrum over
certain intervals and averaging for each value of E and below look at intervals of
0.05 × 1014W · cm2 between I = 0.5 × 1014 W · cm2 and I = 1.5 × 1014 W/cm2. A
basis set of 3000 B-splines was used with 6 Krylov vectors to calculate the original
spectra.
Figure 4.41 shows this averaged spectrum. We can see that the peaks in the previous
spectrum at this frequency shown in figure 4.34 are smoothed out by the averaging
and we get a smoother spectrum. This is due to the mixture of intensities across the
laser diameter resulting in a large number of different values for the ponderomotive
potential Up. This causes a broader range of electron kinetic energies on ionisation.
We also see a large peak at E ≈ 0 which may be indicative of a LES.
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Figure 4.41: The intensity averaged cross section for a 2 cycle pulse of frequency
ω = 0.0228 a.u. and peak intensity I0 = 10
14 W · cm−2 described by the vector
potential (4.3).
4.6.3 Density Plots
We look again now at the evolution of electron momentum density. In figure 4.42
we look at the probability density over momentum p and time t for a 2 cycle pulse
in the velocity gauge for an intensity of I = 1014W · cm−2. In comparison to the
wavelength of λ = 800nm we can see the amplitude of the momentum is much higher
in this case and the larger quiver motion gives rise to a similar A(t) ‘form’ but with
higher amplitude. We see that during the first cycle the level of ionisation is low.
This is due to the fact that at a frequency of ω = 0.0228 a.u. it now takes 22
photons for the electron to have enough energy to escape the binding potential. As
such there is very little ionisation after just a single cycle. Towards the end of the
second cycle we can now see the formation of horizontal lines representing ionisation
and interference begins to appear in the shape.
Figure 4.43 shows the same picture but for the higher intensity of I = 3×1014W · cm−2.
At this higher intensity we can see a significant amount of ionisation occurs due to
the strength of the field. We can see that around half way through the pulse, shortly
after a peak in the amplitude of the electric field, many horizontal lines appear.
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Figure 4.42: The evolution of the probability density |Ψ(p, t)|2 in the p direction
in momentum space in the velocity gauge throughout a pulse of 2 optical cycles of
frequency ω = 0.0228 a.u. and intensity I = 1014W · cm−2 described by the vector
potential (4.3).
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Figure 4.43: The evolution of the probability density |Ψ(p, t)|2 in the p direction
in momentum space in the velocity gauge throughout a pulse of 2 optical cycles of
frequency ω = 0.0228 a.u. and intensity I = 3 × 1014W · cm−2 described by the
vector potential (4.3).
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We now extend the time propagation to 4 optical cycles to see the resulting effect
more rescattering. The necessary parameters are now very big and a box of over
1000 a.u. in each direction and 4000 B-splines are used. The calculation in the
velocity gauge took around 52 hours. It must be noted that the computation time
for these cases of calculating the momentum density over time is considerably higher
than other calculations due to the fact that the Fourier transform of a large basis
set must be computed at every time step. This means that the increase in basis
size and the doubling of the number of time steps to investigate 4 optical cycles are
particularly time consuming and considering higher intensities with 4 optical cycles
was not feasible at this time. The momentum density evolution can be seen in figure
4.44 for this case. We can see by comparing figure 4.44 with figure 4.42 that the
ionisation rate grows considerably in the second two optical cycles with horizontal
lines appearing across a much larger range of momenta and at a higher density. We
can also see the ionisation which was observed at the end of the two cycles in 4.42
continues as the pulse moves into the third cycle.
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Figure 4.44: The evolution of the probability density |Ψ(p, t)|2 in the p direction
in momentum space in the velocity gauge throughout a pulse of 4 optical cycles of
frequency ω = 0.0228 a.u. and intensity I = 1014W · cm−2 described by the vector
potential (4.3).
Finally we look at the electron position density for an intensity of I = 1014W · cm−2
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over the 4 cycle period. In contrast to the same calculation over 2 cycles for λ =
800nm we can see now that the movement in position is much more difficult to see
due to the lower frequency causing less ionisation at higher energies. The number
of photons needed to ionise means that over the 4 cycles movement is very limited
and it is not until the final cycle that the movement can be clearly seen in the form
of vertical lines emerging from the fixed path the bound electrons follow.
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Figure 4.45: The evolution of the probability density |Ψ(x, t)|2 in the x direction
throughout a pulse of 2 optical cycles of frequency ω = 0.0228 a.u. and intensity
I = 1014W · cm−2 described by the vector potential (4.3).
4.6.4 Ionisation Yield
We again look now at the ionisation yield and see how the lower frequency affects
the ionisation probability. We again calculate the ionisation probability using the
exterior complex scaling method (ECS) for intensities from 1011 to 3×1014 W · cm−2.
Figure 4.46 shows this yield at the lower frequency for a 2 cycle pulse. We see again
the yield rises steadily without ever dropping.
By directly comparing the cases for λ = 800nm and this lower frequency we can see
how the frequency as well as the intensity affects the ionisation yield. Figure 4.47
shows this comparison with λ = 800nm in red and λ = 2µm in green. We can see
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Figure 4.46: The ionisation yield as a function of intensity I, at the end of a 2 cycle
pulse of frequency ω = 0.0228 a.u. given by equation (4.3).
that at low intensity the low frequency laser struggles to ionise the atom and more
ionisation occurs at the higher frequency. However at around I = 7.5×1013 W · cm−2
the ionisation yield rises quickly for the low frequency and overtakes and from that
intensity upwards we see more ionisation for the λ = 2µm case.
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Figure 4.47: The ionisation yield as a function of intensity I, on a logarithmic scale,
at the end of a 2 cycle pulse of frequency ω = 0.0569 a.u. (red) and 0.0228 a.u.
(green) given by equation (4.3).
Figure 4.48 shows the low frequency picture for a 4 cycle pulse. Again, as in figure
4.12 for 800nm, we can see now that the ionisation yield dips periodically at certain
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intensities with the first dip this time around the higher intensity of I = 2.2 ×
1014 W · cm−2 however this time the dips are not as pronounced and occur less
often. This shows that the unexpected behaviour that occurred at ω = 0.0569 a.u.
is not frequency dependent. In addition we have seen that this effect occurs for
Keldysh parameters values of γ = 1.067 for 800nm and for γ = 0.427 for 2000nm
meaning it is not exclusive to any ionisation regime.
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Figure 4.48: The ionisation yield as a function of intensity at the end of a 4 cycle
pulse for the electric field given by equation (4.3).
4.6.5 Probability Current
We now see how the increase in wavelength affects the evolution of the probability
flux. In figures 4.50 and 4.51 we show the probability current against time for an
intensity of I = 1014 W · cm−2 for 2 cycles and at positions x0 = 40 a.u. (red line)
and x0 = −40 a.u. (green line) for ϕ = 0 and ϕ = pi/2 respectively. By looking at
the two phases we can investigate how the shape of the pulse changes the probability
current in addition to the wavelength. Figure 4.49 shows the electric field against
time for the phase ϕ = 0 (red line) and ϕ = pi/2 (green line). We can see the main
difference is that ϕ = 0 has a single maximum peak at t = τ/2 whereas ϕ = pi/2 has
a maximum and a minimum of equal amplitude as t ' 220 and 330 a.u.
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Figure 4.49: The vector potential A(t) as described by equation (4.3) with ϕ = 0
(red) and pi/2 (green).
For the phase of ϕ = 0 we can see that the number of oscillations has increased
considerably in comparison to the calculations at 800nm although the current keeps
the same form of having almost zero amplitude up until the second cycle before a
large increase in positive current and then a switch to negative current. This is
due to the shape of the pulse remaining the same as in the previous calculations
and tunnelling remaining the dominant ionisation mechanism. In the negative x
direction we see again a similar pattern with the direction of the field being in the
negative direction by the time the flux reaches x0 = −40 a.u.
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Figure 4.50: The probability current at positions x0 = 40 a.u. (red) and x0 = −40
a.u. throughout a 2 cycle pulse of frequency ω = 0.0228 a.u. and intensity I =
1014 W · cm−2 described by (4.3) with ϕ = 0.
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For the phase ϕ = pi/2 we can see that the direction of the probability current
is largely unchanged by adding the phase. We can see the large peaks of positive
and negative flux are shifted to earlier times as the phase moves the corresponding
peak to earlier times in the electric field. We see that the amplitude of the negative
current has risen considerably and this is attributed to the appearance of the peak
of positive amplitude in the electric field at t ' 110 a.u. This means that tunnel
ionisation occurs in the negative x direction first before the field changes sign. The
appearance of two large peaks of equal amplitude instead of just one gives rise to
more oscillation in the probability current due to an increase of interference between
wave packets ejected at each peak. This effect, termed the double slit ionisation,
has been investigated thoroughly by Arbo et al. [5].
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Figure 4.51: The probability current at positions x0 = 40 a.u. (red) and x0 = −40
a.u. throughout a 2 cycle pulse of frequency ω = 0.0228 a.u. and intensity I =
1014 W · cm−2 described by (4.3) with ϕ = pi/2.
4.6.6 Tracking the Wave Packet
We look again at tracking the wave packet by considering the probability of finding
the electron on a surface of radius r throughout the duration of the laser pulse.
We take the case of a two cycle pulse of intensity 2.5 × 1014W · cm−2. In figure
4.52 we show the probability density of finding the wave packet within a radius of
r = 5.33 a.u. (red line), 10.13 a.u. (green line), 15.47 a.u. (blue line) and 20.27
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a.u. (pink line) against time. The main feature observed here is the very steep drop
in probability at the minimum amplitude of the electric field at t ' 300. Only the
smallest radius of r = 5.33 a.u. shows other major oscillations at the two maximums
of the field around t ' 300± 115 a.u. as well as many small oscillations towards the
end of the pulse due to interference between wave packets ejected at different times.
In addition, only this radius shows a sharp increase in probability after the drop at
the end of the first optical cycle. This is due to very slow electrons which are ionised
at the minimum of the field but only travel to just outside this radius and return
immediately when the field changes direction. The populations of the radii r > 5.33
a.u. remain constant during this turning point in the field.
Time (a.u.)
P
op
ul
at
io
n
r = 5.33 a.u.
r = 10.13 a.u.
r = 15.47 a.u.
r = 20.27 a.u.
0 400300200100 500
0.98
0.97
0.96
0.95
0.94
0.91
0.92
0.93
1
0.99
0.9
Figure 4.52: The probability of finding the wave packet within a radius of r = 5.33
a.u. (red), 10.13 a.u. (green), 15.47 a.u. (blue) and 20.27 a.u. (pink) throughout a
2 cycle pulse of frequency ω = 0.0228 a.u. and intensity I = 2.5 × 1014 W · cm−2
defined by the vector potential (4.3). Also shown is the electric field on an arbitrary
scale.
We now extend the calculation to 4 optical cycles. In figure 4.53 we show the prob-
ability of finding the wave packet on a surface of radius r against time t throughout
the pulse. We now take r to be the values 5.33 a.u. (red line), 20.13 a.u. (green
line) and 50.47 a.u. (blue line). With these widely varying radii we will be able to
accurately locate the position of the wave packets throughout the pulse but choosing
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different radii and comparing probabilities within these radii. We see again that we
get a staircase structure meaning the electrons do not return to within the radius
during the pulse. The only exception to this is at the midpoint of the calculation
when there is a large negative amplitude of the field shortly after a positive peak.
We see slight rises in the probability here due to the strength of the field at this
time. Furthermore, the ionisation occurs at the points of maximum electric field,
suggesting tunnelling is the dominant mechanism for ionisation
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Figure 4.53: The probability of finding the wave packet within a radius of r = 5.33
a.u. (red), 20.13 a.u. (green) and 50.47 a.u. (blue) throughout a 4 cycle pulse of
frequency ω = 0.0228 a.u. and intensity I = 2.5 × 1014 W · cm−2 defined by the
vector potential (4.3). Also shown is the electric field on an arbitrary scale.
4.7 Time Dependent Surface Flux Method
Recently a new method of computing strong field photoionisation spectra by solving
the TDSE on minimal simulation volumes was devised by Tao and Scrinzi [73], the
time dependent surface flux method (tSURFF). It is particularly suited to be used
in conjunction with exterior complex scaling. We have implemented it for the first
time using B-splines. The method takes advantage of the fact that even very short
pulses, when at high intensity and low frequency, cause the electron to travel long
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distances. For an example, a laser of wavelength 800nm of one optical cycle, lasting
just 100 a.u. of time can cause an electron in the ground state to travel out to a
distance of greater than 110 a.u. meaning the box size must be made large even for
a short pulse. Rather than letting the system evolve and analysing it at the end
of the evolution, this method works by recording the particle flux leaving a finite
volume throughout a specified time integration of duration T . Such a procedure
does not require the complete wave function, but only that at a certain radius and
as such our box can be made much smaller.
We choose a surface radius xc large enough so that the particle motion can be
considered free and that all occupied bound states of the system are inside the
radius. We also pick a sufficiently large time T such that all particles with energy
E = k2/2 that will ever reach our detector are outside the finite volume |x| < xc.
The wave function can then be separated into bound and continuum parts
Ψ(x, t) = Ψb(x, T ) + Ψc(x, T ) (4.30)
where
Ψb(x, T ) ≈ 0 for |x| > xc (4.31)
and
Ψc(x, T ) =
∫
dk b(k)ψk(x) ≈ 0 for |x| ≤ xc (4.32)
where b(k) are the spectral amplitudes given by
b(k) = 〈ψk|Ψ(T )〉e−iTk2/2 (4.33)
and ψk are the scattering solutions with the asymptotic behaviour of plane waves.
We use approximate signs instead of equals due to the fact that very slow electrons
with k ≈ 0 may have not reached xc by the time T . We can obtain the photoelectron
spectra amplitudes using equation (4.33) and define them as
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eiTk
2/2b(k) = 〈ψk|Ψ(T )〉 ≈ 〈ψk|Θ(xc)|Ψ(T )〉 ≈ 〈χk|Θ(xc)|Ψ(T )〉 (4.34)
where χk are plane waves and Θ(xc) is a step function defined by
〈ψk|Θ(xc)|Ψ(T )〉 =
∫
|x|>xc
dx ψ∗k(x)Ψc(x, T ). (4.35)
We convert the above matrix element to a time-integral over surface values and for
that we define a channel Hamiltonian, Hˆchan, such that
Hˆchan = H(t) for |x| > xc. (4.36)
For the case of a short range potential V (x) = 0 for |x| > xc, this is exactly the
Volkov Hamiltonian defined in section 2.5.2 since the lack of long range potential
means that we just have a free electron in a laser field. For the case of a general
potential we can write [73]
〈χk|Θ(xc)|Ψ(T )〉 =
∫ T
0
dt
d
dt
〈χk|Θ(xc)|Ψ(T )〉
= i
∫ T
0
〈χk|Hˆchan(t)Θ(xc)−Θ(xc)Hˆ(t)|Ψc(x, t)〉
= i
∫ T
0
〈χk|
[
−1
2
d2
dx2
− iA(t) d
dx
,Θ(xc)
]
|Ψc(x, t).
(4.37)
The commutator vanishes everywhere except on the surface xc and thus becomes
[
−1
2
d2
dx2
− iA(t) d
dx
,Θ(xc)
]
= −δ(x− xc) d
dx
− 1
2
δ′(x− xc)− iA(t)δ(x− xc) (4.38)
The integral then becomes
〈χk|Θ(xc)|Ψ(T )〉 = i
∫ T
0
∫ xmax
−xmax
χk(t)
∗
[
−δ(x− xc)Ψ′ − 1
2
δ′(x− xc)Ψ− iA(t)δ(x− xc)Ψ
]
dxdt
(4.39)
where we have dropped the subscript for Ψ. The one dimensional Volkov solution is
given by
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χ∗k(t) =
1√
2pi
e−ikxei(kα(t)+k
2/2t). (4.40)
Using the properties of the δ-function we can eliminate the integral over position.
Putting in the definition for χ we are left with just an integral over time of the form
〈χk|Θ(xc)|Ψ(T )〉 = i√
2pi
∫ T
0
ei(kα(t)+k
2/2t)e−ikxc
[
−1
2
Ψ′(xc, t)− ik
2
Ψ(xc, t)− iA(t)Ψ(xc, t)
]
dt.
(4.41)
Hence the photoelectron spectrum can be calculated as
|b(k)|2 = | 1√
2pik
∫ T
0
ei(kα(t)+k
2/2t)e−ikxc
[
k
2
Ψ(xc, t) +A(t)Ψ(xc, t)− i
2
Ψ′(xc, t)
]
dt|2
(4.42)
at the points ±xc in order to measure the flux in the positive and negative x direc-
tions. We also include an extra factor of 1/
√
k in the constant before the integrand
for energy normalisation. The method can be extended to a full three dimensional
system with a laser linearly polarised in the z direction by replacing the commutator
in (4.37) with [73]
[
−1
2
∆− iA(t) ∂
∂z
,Θ(Rc)
]
= −1
2
1
r2
∂
∂r
r2δ(r−Rc)−1
2
δ(r−Rc) ∂
∂z
−iA(t) cos(θ)δ(r−Rc)
(4.43)
and replacing the Volkov solution with the 3D Volkov solution defined in section
2.5.2.
In section 4.8 we show that the tSURFF method allows us to obtain results which
are very accurate within the unscaled area whilst allowing us to reduce the size of
the box we need to carry out our computations by more than a factor of 2. This
large reduction of box size and therefore the basis size is particularly important for
the very low frequency systems we will investigate.
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4.8 Exterior Complex Scaling and tSURFF Results
We now show results of our implementation of the Exterior Complex Scaling (ECS),
from section 3.5, which we show can be used to considerably reduce the size of the
computations needed as well as those of the tSURFF method described in section
4.7. We show that the ECS rotation and exponential dampening of the wave function
can occur without loss of accuracy within the inner unscaled region even for very
low frequencies where there are many small oscillations and the low energy of the
photons means that the ionisation probability remains low during the pulse.
Using the methods previously mentioned, projection onto continuum states and the
window operator method, we would have to calculate the full wave function up to
large distances. By using tSURFF we allow the spectrum to be calculated at a
certain point in space and therefore we do not need to know the values of the wave
function beyond this point. As such it is very beneficial to use the ECS and tSURFF
in tandem to dramatically speed up calculations to calculate the ATI spectrum whilst
still being able to compute the electron density within the unscaled region.
Since the tSURFF method in this form works for short range potentials we revert
back to the Gaussian potential of the form
V (x) = −V0e−βx2 (4.44)
which can be easily modified using the potential parameters V0 and β in order to
alter the ionisation potential and number of bound states as seen in table 3.1.
In order to show the correlation between the tSURFF method and the length of the
time integration T , we begin with a simple case of a high laser frequency of ω = 0.7
a.u. for the potential parameters V0 = 1 and β = 1 which gives a single bound
state of energy E = −0.47 a.u. For this case we get a solitary peak in the ATI
spectrum centred at an energy E = ω − Ip = 0.23 a.u. which can be seen in figure
4.54 in pink. Here since we are looking at a relatively large frequency we calculate
the full unscaled set of results. We can see how if the time integration in equation
(4.42) is stopped at the end of the pulse, so T = τ then the spectrum returned is
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flat and incorrect (red line). This is due to the fact that a lot of the electrons that
need to be measured will reach the detector at a time t > τ and by stopping the
integration at the end of the pulse we are not counting all electrons. By increasing
T so that T = 2τ (green line) nearly all of the electrons have now been counted
and the spectrum looks very similar to the exact spectrum. Increasing T again to
T = 4τ gives a tSURFF spectrum identical to the exact spectrum computed using
projection methods described earlier.
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Figure 4.54: The ATI spectrum for the Gaussian potential given by (4.44) with
V0 = 1 and β = 1 for a pulse of frequency ω = 0.7 and intensity I = 10
14 W · cm−2
described by equation (4.3) with total integration time T = 2τ , 3τ and 4τ , compared
with the exact result calculated using projection onto continuum states.
We now decrease the frequency to ω = 0.5 a.u. which corresponds to a wavelength
of λ = 91nm and take Gaussian potential parameters of V0 = 4 and β = 0.1 which
gives 7 bound states with a ground state energy of E = −3.57 a.u. Due to this
large ionisation potential we use a high intensity of I = 1016 W · cm−2 to allow
for a reasonable amount of ionisation without saturating the atom. In order to
ensure our ECS calculations are accurate we first run the full unscaled calculation
with a box size of [−350, 350] a.u. and 1400 B-splines. The electron density can
be seen in figure 4.55 against position x with the unscaled density in red and the
scaled densities with scaling points x0 = 5 a.u. (green line), 15 a.u. (blue line) and
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20 a.u. (pink line) for a scaling angle of θ = 0.2 radians. The scaling angle can
be altered without changing the inner unscaled area. We can see that, whilst the
unscaled density carries on until around 300 a.u. the scaled densities are damped
immediately at the scaling point and drop quickly to negligible amplitude causing
no reflections and ensuring the inside scaled area is exact. In each case we used a
box size of [−70, 70] a.u. and 280 B-splines, although for the smallest scaling radius
we can lower these parameters further. The calculation took 148s for the unscaled
case and just 11s for the ECS calculations. Both calculations were carried out using
a single processor on the laptop.
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Figure 4.55: The electron probability density at the end of an 8 cycle pulse of
frequency ω = 0.5 a.u. and intensity I = 1016 W · cm−2 given by (4.3). Shown is
the full unscaled density (red) and the scaled density carried out using ECS with
scaling points x0 = 5 a.u. (green), 15 a.u. (blue) and 20 a.u. (pink) for a scaling
angle of θ = 0.2 rad.
The scaling position is arbitrary and can be picked for any value without affecting
the unscaled inner area. The smaller we take x0 to be the smaller we can take xmax
and the lower the number of basis functions needed. The only restriction we have
is that the scaling position must be taken to be larger than the size of the largest
bound state of the atom. For an example, figure 4.56 shows the result if we take the
scaling position to be within the size of the bound states. We use x0 = 2 a.u. and
clearly the density is incorrect and no convergence can be obtained.
We next look at the tSURFF calculation of the ionisation spectrum for these pa-
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Figure 4.56: The electron density at the end of an 8 cycle pulse of frequency ω = 0.5
a.u. and intensity I = 1016 W · cm−2 given by (4.3). Shown is the full unscaled
density (red) and the scaled density carried out using ECS with scaling point x0 = 2
a.u. (green) for a scaling angle of θ = 0.2 rad.
rameters. The ponderomotive potential for this case is Up = 7.73 eV which gives
a value for the Keldysh parameter of γ = 2.5 putting us firmly in the multipho-
ton regime. As such we see well defined peaks in the ATI spectrum separated by
the photon energy. For the tSURFF calculation the only restrictions we have are
that the surface radius must be placed outside the quiver amplitude of the electron,
which for this case α = E0/ω
2 = 2.135 a.u. and also that it is not placed on the
scaled region of the mesh. We therefore place the detector at the first mesh point
inside the scaling radius x0 = 30 a.u. and use T = 4τ for the length of the time
integration. In figure 4.57 we show the calculation of the ATI spectrum using two
methods, firstly by calculating the spectrum by projection onto continuum states
(red line) and secondly by using the tSURFF method using the above parameters
with the ECS method. On comparison we can see that the agreement is very good
throughout the spectrum.
To show the accuracy of the ECS method we plot the electron density as a function
of position and time to best show its evolution. By comparing the unscaled and
scaled versions of these plots we show very clearly the effectiveness of the ECS and
how the inner unscaled part of the density is unchanged. To further show this we
also remove the bound states from the calculations in figure 4.58 where we show the
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Figure 4.57: The ATI spectra at the end of an 8 cycle pulse of frequency ω = 0.5 a.u.
and intensity I = 1016 W · cm−2 given by (4.3). Shown is the spectrum calculated
using projection onto continuum states (red) and using tSURFF with ECS with
scaling point x0 = 30 a.u. (green) for a scaling angle of θ = 0.2 rad and length of
time integration T = 4τ .
unscaled continuum density for this case. For the density plots at other frequencies
we had a very bright thick curve oscillating around the origin making it more difficult
to see signs of ionisation. We now have zero amplitude until around 35 a.u. of time
where the first ionisation occurs. We can then see the electron trajectories as they
move away from the ionised atom as well as the times of highest ionisation when the
plot is brightest.
Figure 4.59 shows the same plot, but now we implement the ECS method with
x0 = 30 a.u. and θ = 0.2 rad. Upon inspection we can see that the region |x| ≤ 30
a.u. are identical whilst for x > 30 a.u. and x < −30 a.u. the graph is black,
indicating zero density.
We now examine the probability density as a function of momentum p and time t
to see how the ECS method affects the momentum distribution. Figure 4.60 shows
the canonical momentum density calculated in the unscaled case. We again see the
horizontal lines corresponding to ionsation which occur at times in agreement with
the electron continuum density plot in figure 4.58.
Figure 4.61 shows the same calculation using the ECS. We see it is identical in
places to the unscaled plot apart from the horizontal lines at momenta p > 1 a.u.
158
4.8 Exterior Complex Scaling and tSURFF Results
Time (a.u.)
P
os
iti
on
 (a
.u
.)
20 6040 800 100
50
20
10
-10
-30
30
40
-20
0
-50
-40
0.04
0.035
0.03
0.025
0.02
0.015
0.01
0.005
0
Figure 4.58: The evolution of the continuum probability density |Ψc(x, t)|2 in the
x direction throughout a pulse of 8 optical cycles of frequency ω = 0.5 a.u. and
intensity I = 1016 W · cm−2 described by (4.3).
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Figure 4.59: The evolution of the continuum probability density |Ψc(x, t)|2 in the
x direction throughout a pulse of 8 optical cycles of frequency ω = 0.5 a.u. and
intensity I = 1016 W · cm−2 described by (4.3) using ECS with x0 = 30 a.u. and
θ = 0.2 rad.
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Figure 4.60: The evolution of the probability density |Ψ(p, t)|2 in the p direction
in momentum space in the velocity gauge throughout a pulse of 8 optical cycles of
frequency ω = 0.5 a.u. and intensity I = 1016 W · cm−2 described by (4.3).
and p < −1 a.u. are now missing in the scaled picture. This is because once
ionised these fast electrons travel beyond the unscaled area and are absorbed into
the complex plane.
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Figure 4.61: The evolution of the probability density |Ψ(p, t)|2 in the p direction
in momentum space in the velocity gauge throughout a pulse of 8 optical cycles of
frequency ω = 0.5 a.u. and intensity I = 1016 W · cm−2 described by (4.3) using
ECS with x0 = 30 a.u. and θ = 0.2 rad.
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We now look at the more challenging case of λ = 800nm. Up until now we have
been using a short range Gaussian potential and here we show that the ECS is fully
compatible with the long range soft Coulomb potential as well. Figure 4.62 shows
the comparison between unscaled and exterior complex scaled electron density for
intensity I = 3 × 1014 W · cm−2 and for scaling points x0 = 20 a.u. and x0 = 50
a.u. An interesting feature when using a long range potential is that the density will
immediately rise for x slightly larger than x0 before tending to zero. This is seen
in figure 4.62 when x0 is chosen to be within the quiver amplitude of the electron,
which in this case is α = 28.556 a.u. When x0 increases to a greater value than α
then the probability damps as usual without first rising.
Position (a.u.)
P
ro
ba
bi
lit
y 
de
ns
ity
 (a
.u
.)
Unscaled
x0 = 20 a.u.
x0 = 50 a.u.
100500-50-100
1
0.01
10-4
10-6
10-20
10-18
10-16
10-14
10-12
10-10
10-8
Figure 4.62: The electron probability density at the end of a 2 cycle pulse of fre-
quency ω = 0.0569 a.u. and intensity I = 3 × 1014 W · cm−2 described by (4.3).
Shown is the full unscaled density (red) and the scaled density carried out using
ECS with scaling points x0 = 20 a.u. (blue) and 50 a.u. (green) for a scaling angle
of θ = 0.5 rad.
The scaling angle θ should have no effect on any calculations made within the un-
scaled area such as the ATI spectrum using the tSURFF method. Figure 4.63 shows
how changing the scaling angle affects the damping of the wave function and in turn
the value xmax and the size of the basis needed. In general we wish to choose θ as
large as possible, whilst still achieving convergence and accuracy, in order to damp
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the wave function as quickly as possible. By doing this we can choose a smaller value
of xmax and hence a smaller basis size, speeding up calculations. In the figure we see
three different values of the scaling angle, θ = 0.5 rad (green line), θ = 0.3 rad (blue
line) and θ = 0.1 rad (pink line). All give identical results in the unscaled area and
we see that the higher θ is the quicker the probability drops to zero. As such a larger
box of [−150, 150] a.u. was needed to achieve convergence for θ = 0.1 rad whilst for
θ = 0.5 rad a box of [−75, 75] a.u. sufficed. For the unscaled calculation we used a
box of [−400, 400] a.u. and 2000 B-splines whilst for the scaled calculations we used
900 and 600 B-splines for θ = 0.1 rad and θ = 0.5 rad respectively. In conclusion
we can see that θ can be taken to be large without compromising on the accuracy
of the calculation. It is possible to take θ > 0.5 rad however this requires the time
step to be made smaller in order to ensure convergence. As such, the advantage in
computational time gained by reducing the box size is more than lost by the increase
in the number of time steps during the propagation.
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Figure 4.63: The electron probability density at the end of a 2 cycle pulse of fre-
quency ω = 0.0569 a.u. and intensity I = 3 × 1014 W · cm−2 described by (4.3).
Shown is the full unscaled density (red) and the scaled density carried out using
ECS with scaling point x0 = 50 a.u. for a scaling angle of θ = 0.5 rad (green),
θ = 0.3 rad (blue) and θ = 0.1 rad (pink).
Another benefit the tSURFF method has over other methods is that we can individ-
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ually analyse each contribution, −x0 and +x0, and examine the angular distribution
of the electrons by counting the flux that travels in each direction. Figure 4.64 shows
this for the case of wavelength 800nm and intensity I = 1014 W · cm−2 for the soft
Coulomb potential. We can see that the vast majority of the electrons were cap-
tured in the positive x direction and in particular for energy E > 0.1 a.u. where
they count for almost all of the spectrum. This is due to the fact that for the second
half of the pulse when the majority of the ionisation occurs then the electric field
has large negative amplitude. Since we are working in a one dimensional model once
the electrons are ionised in this direction it is very unlikely that they travel to the
other side of the atom and hence the distribution is heavily skewed in this direction.
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Figure 4.64: The ATI spectrum at the end of a 2 cycle pulse of frequency ω = 0.0569
a.u. and intensity I = 1014 W · cm−2 described by (4.3). Shown is the spectrum
calculated using projection onto continuum states (red) and the angular distribution
for positive x (green) and negative x (blue) calculated using the tSURFF method
and carried out using ECS with scaling point x0 = 40 a.u. for a scaling angle of
θ = 0.5 rad with the time integration length T = 4τ .
4.8.1 Low Frequency
We now tackle the difficult problem of implementing the ECS and tSURFF for the
case of ω = 0.0228 a.u. At this frequency many small oscillations and low photon
energy means we must use more B-splines for the ECS to retain the accurate results
within the unscaled region. Calculating the spectrum using the tSURFF method
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is also difficult due to the very low energy of the electrons which escape the atom.
These slow electrons, in conjunction with the long pulses force the time integration
parameter T to be very large in order to capture all the electrons. However, despite
this, calculations at this frequency are considerably quicker than carrying out the
full unscaled calculations as we shall see in this section.
Again we use the Gaussian potential of equation (4.44), this time with V0 = 0.5 and
β = 1 giving a single bound state with ground state energy E = −0.17 a.u. We
start with an intensity of 1014 W · cm−2 and for the unscaled calculation we use a
box size of [−1200, 1200] a.u. with 3200 B-splines. In order to achieve convergence
for low frequency we must use a scaling angle of θ ≤ 0.2 rad otherwise the norm will
rapidly grow and accuracy will be lost. We can choose x0 as any value outside the
bound state radius although convergence is easier to obtain with a larger value of
x0. Figure 4.65 shows the unscaled electron density (red line) as well as the electron
density obtained using ECS for x0 = 50 a.u. (blue line) and 120 a.u. (green line) for
a scaling angle of θ = 0.2 rad. We can see that the agreement in the unscaled area
is very good for both sets of parameters. We use a box size of [−250, 250] a.u. and
a basis size of 420 functions, thus cutting the length of the calculation down from 9
hours on an 8 processor computer to 90 minutes on the laptop using 2 processors.
Since we are looking at very low frequency it is even more beneficial to subtract
the bound states from the wave function at the end of the calculation. Figure 4.66
shows this electron continuum density plot for the same parameters as above. For
the ECS we used a scaling point of x0 = 120 a.u. and the same scaling angle. We
can see that the agreement in the continuum is achieved.
For the tSURFF calculations we must now use a large value for x0 in order to
make sure we lie outside the quiver radius, which for this case is α = 102 a.u. and
therefore we use x0 = 120 a.u. with the detector placed at the mesh point just inside
the unscaled area at x1. In order to capture even the slow electrons we integrate
out to a time T = 10τ . We can see in figure 4.67 that we get very good agreement
across the entire spectrum. Despite getting excellent agreement there are still very
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Figure 4.65: The electron probability density at the end of a 2 cycle pulse of fre-
quency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (4.3) for a
Gaussian potential with Ip = 0.17 a.u. Shown is the full unscaled density (red) and
the scaled density carried out using ECS with scaling points x0 = 50 a.u. (blue) and
120 a.u. (green) for a scaling angle of θ = 0.2 rad.
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Figure 4.66: The electron continuum probability density at the end of a 2 cycle
pulse of frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by
(4.3) for a Gaussian potential with Ip = 0.17 a.u. Shown is the full unscaled density
(red) and the scaled density carried out using ECS with scaling points x0 = 120 a.u.
(green) for a scaling angle of θ = 0.2 rad.
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low energy electrons which remain inside the radius x0 at the end of the integration
time. By investigating what is left inside this radius we should be able to pick up
these very slow electrons. In order to approximate this we project the final wave
packet representing the unscaled part of the mesh onto plane waves of momentum
k. This gives
〈χk|Ψ(x, t)〉 = 1
2pik
∫ x1
−x1
e−ikx+iωtΨ(x, t)dx. (4.45)
We calculate this using a Gaussian quadrature by splitting the integral up into its
real and imaginary parts, before summing over the real break points. The density
remaining inside the scaled area at the end of the time integration is then given by
|〈χk|Ψ(x, t)〉|2.
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Figure 4.67: The ATI spectra at the end of a 2 cycle pulse of frequency ω = 0.0228
a.u. and intensity I = 1014 W · cm−2 described by (4.3) for a Gaussian potential with
Ip = 0.17 a.u. Shown is the spectrum calculated using projection onto continuum
states (red) and using tSURFF with ECS with scaling point x0 = 120 a.u. (green)
for a scaling angle of θ = 0.2 rad and length of time integration T = 10τ . Also
shown is the flux remaining within the radius [−120, 120] a.u. at time T (blue).
We now change the parameters of the Gaussian potential in order to increase the
ionisation potential to Ip = 0.49 a.u. = 13.3eV. This change of the potential is
good preparation for the possibility of considering other atoms which have higher
ionisation potentials in the future. The electron continuum density against position
x is seen for these parameters in figure 4.68. The higher ionisation potential means
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the probability of finding the electron in the continuum has decreased and now the
density is around the order of 10−6. Despite this, we still get very good agreement
between the unscaled (red line) and scaled calculations (green line) using parameters
of x0 = 120 a.u. and θ = 0.2 rad.
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Figure 4.68: The electron probability density at the end of a 2 cycle pulse of fre-
quency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (4.3) for a
Gaussian potential with Ip = 0.49 a.u. Shown is the full unscaled density (red) and
the scaled density carried out using ECS with scaling point x0 = 120 a.u. (green)
for a scaling angle of θ = 0.2 rad.
The tSURFF calculation for these parameters is seen in figure 4.69. We can see
that despite the lower ionisation probability we still get good agreement throughout
the spectrum. We show in this figure the convergence obtained and the difference
between the results obtained for the integration times T = 4τ (green line) and
T = 8τ (blue line). We can see that for higher energy the two cases agree, for
low energy the integration time T = 4τ fails to capture slow electrons with energy
E < 0.01 a.u. whilst T = 8τ does. By using different values of T we can accurately
pinpoint the position of very slow electrons at any time of our choosing. We note
that even with T = 8τ the very slow electrons E ≈ 0 still haven’t reached the
detector and the tSURFF spectrum differs slightly from the exact spectrum.
We now examine the ECS for the case of the soft Coulomb potential with ionisation
potential Ip = 0.5 a.u. This case is more challenging since the long range Coulomb
tail makes convergence more difficult. The presence of the tail means that in order
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Figure 4.69: The ATI spectra at the end of a 2 cycle pulse of frequency ω = 0.0228
a.u. and intensity I = 1014 W · cm−2 described by (4.3) for a Gaussian potential with
Ip = 0.49 a.u. Shown is the spectrum calculated using projection onto continuum
states (red) and using tSURFF with ECS with scaling point x0 = 120 a.u. (green)
for a scaling angle of θ = 0.2 rad and length of time integration T = 4τ (green) and
T = 8τ (blue).
to achieve a similar level of accuracy we will have to take the scaling radius to be
bigger to minimise the impact of the long range tail. In figure 4.70 we show the
comparison of the electron probability density against position x for a 2 cycle pulse
of intensity I = 1014 W · cm−2 for the unscaled case (red line) and for the ECS
case with x0 = 30 a.u. (green line) and x0 = 50 a.u. (blue line) for a scaling angle
of θ = 0.2 rad. The unscaled calculation required a box size of [−750, 750] with
2200 B-spline functions giving a run time of 7 hours. For the ECS calculations we
use a box size of [−250, 250] with 650 basis functions reducing the run time to 2.5
hours. In figure 4.71 we show the same probability density but this time with a
larger scaling radius of x0 = 220 a.u. for scaling angle θ = 0.1 rad (green line) and
θ = 0.2 (blue line) in comparison to the unscaled calculation (red line) showing that
if necessary the scaling point can be extended out to larger distances and the scaling
angle θ can be easily changed without compromising on the accuracy of the unscaled
region.
We now examine the case of an intensity of I = 3 × 1014 W · cm−2 with the ECS
method in order to show the accuracy of the method with a particularly challenging
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Figure 4.70: The electron probability density at the end of a 2 cycle pulse of fre-
quency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (4.3) for
the soft Coulomb potential. Shown is the full unscaled density (red) and the scaled
density carried out using ECS with scaling points x0 = 30 a.u. (green) and x0 = 50
a.u. (green) for a scaling angle of θ = 0.2 rad.
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Figure 4.71: The electron probability density at the end of a 2 cycle pulse of fre-
quency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (4.3) for
the soft Coulomb potential. Shown is the full unscaled density (red) and the scaled
density carried out using ECS with scaling point x0 = 220 a.u. and for a scaling
angle of θ = 0.2 rad (green) and θ = 0.1 rad (blue).
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set of parameters. As previously mentioned the calculations for the unscaled case
took around 26 hours to compute. In figure 4.72 we show the accuracy of the method
for the above laser parameters with scaling parameters of x0 = 450 a.u. and θ = 0.1
rad. Despite having to make x0 and hence the basis size, bigger than in previous
cases in order to achieve convergence, we still manage to speed up the calculation
up significantly. We use a box of [−500, 500] a.u. and 1400 B-splines with for a time
step of δt = 0.1 a.u. and 60 Krylov vectors. The calculation took 6 hours, just 23%
of the time taken for the unscaled calculation.
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Figure 4.72: The electron probability density at the end of a 2 cycle pulse of fre-
quency ω = 0.0228 a.u. and intensity I = 3× 1014 W · cm−2 described by (4.3) for
the soft Coulomb potential. Shown is the full unscaled density (red) and the scaled
density carried out using ECS with scaling points x0 = 450 a.u. for a scaling angle
of θ = 0.1 rad (green).
To further show the accuracy of the calculations, figure 4.73 shows the continuum
electron density for this case on a logarithmic scale.
Finally we look again at the momentum density plots against momentum p and
time t. Before, the scaling of the calculation resulted in the horizontal lines at
higher momentum disappearing. Again we see the appearance and disappearance of
these lines as electrons are ionised and move towards the scaling radius. This is a
result of using a bigger scaling radius. It allows us to pinpoint the times the electrons
were ionised and leave the unscaled area. Again we can experiment with different
values of x0 to get complete information as to where electrons with momentum k
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Figure 4.73: The continuum electron probability density on a logarithmic scale
at the end of a 2 cycle pulse of frequency ω = 0.0228 a.u. and intensity I =
3× 1014 W · cm−2 described by (4.3) for the soft Coulomb potential. Shown is the
full unscaled density (red) and the scaled density carried out using ECS with scaling
points x0 = 450 a.u. for a scaling angle of θ = 0.1 rad (green).
are at any point in the pulse. The unscaled calculation can be seen in figure 4.74
and the scaled in figure 4.75 with x0 = 450 a.u. for a scaling angle of θ = 0.1 rad.
We have developed reliable methods to solve the TDSE that work at low frequency
and we have explored various observables which help explain the dynamics in one
dimension. In the next chapter we will take these and apply them to the three
dimensional Hydrogen atom where possible.
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Figure 4.74: The unscaled evolution of the probability density |Ψ(p, t)|2 in the p
direction in momentum space in the velocity gauge throughout a 2 cycle pulse of
frequency ω = 0.0228 a.u. and intensity I = 3 × 1014 W · cm−2 described by (4.3)
for the soft Coulomb potential.
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Figure 4.75: The scaled evolution of the probability density |Ψ(p, t)|2 in the p di-
rection in momentum space in the velocity gauge throughout a 2 cycle pulse of
frequency ω = 0.0228 a.u. and intensity I = 3 × 1014 W · cm−2 described by (4.3)
for the soft Coulomb potential with scaling parameters x0 = 450 a.u. and θ = 0.1
rad.
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Chapter 5
Three Dimensional Results for
Hydrogen and Other Atoms at Low
Frequencies
5.1 Introduction
In chapter 4 we developed an accurate one dimensional program which allowed us
to investigate various observables and build a platform for a full three dimensional
calculation. In this chapter we now extend this program to calculate the interaction
of Hydrogen and other atoms in the single active electron approximation with laser
fields of various parameters. Here we look again at a variety of frequencies, working
towards the low frequency regime where we can investigate the low energy structures
first mentioned in section 2.9.
The three dimensional time dependent Schro¨dinger equation that we solve for the
case of the Hydrogen atom, where V (r) = −1/r, in the velocity gauge is
i
∂
∂t
ΨV (r, t) =
[
−1
2
∇2 + V (r)− iA · ∇
]
ΨV (r, t) (5.1)
and in the length gauge is given by
i
∂
∂t
ΨL(r, t) =
[
−1
2
∇2 + V (r) + r ·E
]
ΨL(r, t). (5.2)
Since the Coulomb potential is spherically symmetric we use spherical polar coor-
dinates (r, θ, φ). We follow the same steps as our one dimensional approach and
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represent our wave function in r as a finite sum over the B-spline or Sturmian [33]
basis functions. However, the addition of extra dimensions means there are more
parameters we must now take into account. Our wave function expansion is now
Ψ(r, θ, φ, t) =
Nl−1∑
l=0
N∑
i=1
ali(t)
Bki (r)
r
Yl0(θ, φ) (5.3)
where Bki are B-splines of order k and Ylm are the spherical harmonics.
In our expansion of the wave function we must truncate the range of angular momen-
tum partial waves to a maximum size Nl and we then represent the wave function
using N radial basis functions per angular momentum value l. We consider the case
of an atom in its ground state in a linearly polarised field, along the z axis meaning
we can set m = 0 when minitial = 0 as there is no dependence on the angle φ. In our
calculations the choice of Nl will heavily impact the efficiency of our calculations,
due to the fact that the total size of our basis will grow significantly with increasing
Nl. Therefore at low frequency, when the size of our basis is very large due to the
large spatial extension of the wave function and stiffness of the system of equations,
increasing Nl by just a small number will have a large effect on the memory and
time constraints of our calculations. However, Nl must be taken large enough to
represent the total range of angular momenta that influence the electron dynamics,
given the laser parameters.
We split equation (5.3) into a radial and angular part, so
Ψ(r, θ, φ, t) =
Nl−1∑
l=0
Rl(r, t)Yl0(θ, φ) (5.4)
To obtain our atomic and interaction Hamiltonian matrices we solve the TISE in
three dimensions. We do this by considering the reduced radial Schro¨dinger equation
using the fact that in spherical coordinates, the Laplacian can be written as
52 = 1
r2
∂
∂r
(
r2
∂
∂r
)
− L
2
2r2
. (5.5)
Substituting (5.4) into (2.38) we obtain
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i
Nl−1∑
l′=0
Yl′0
∂Rl′
∂t
=
Nl−1∑
l′=0
[
−Yl′0
2r2
∂
∂r
(
r2
∂Rl′
∂r
)
− l(l + 1)
2r2
Rl′Yl′0 − 1
r
Rl′Yl′0 + A.pRl′Yl′0
]
(5.6)
We project onto (Ylm)
∗ and integrate over the angles, using the fact that the spherical
harmonics are orthogonal, to obtain
i
∂Rl
∂t
= − 1
2r2
∂
∂r
(
r2
∂Rl
∂r
)
− l(l + 1)
2r2
Rl − 1
r
Rl +
Nl−1∑
l′=0
〈Yl0|A.p|Rl′Yl′0〉. (5.7)
We note that
1
r
∂
∂r
r2
∂Rl
∂r
=
∂2
∂r2
(rRl) (5.8)
and multiply through by r to get
i
∂(rRl)
∂t
= −1
2
∂2(rRl)
∂r2
− l(l + 1)
2r2
(rRl)− 1
r
(rRl) +A(t)r
Nl−1∑
l′=0
〈Yl0|pz|Rl′Yl′0〉, (5.9)
where the pz term appears since we take a laser linearly polarised in the z direction.
Letting Pl = rRl so Pl =
N∑
i=1
ali(t)Bi(r) and look at the atomic part of equation
(5.9) without the interaction term, which is
−1
2
∂2Pl
∂r2
− l(l + 1)
2r2
Pl − 1
r
Pl. (5.10)
We can solve this by projecting onto Rl′ = Pl′/r and integrating over the radial
coordinate r. The volume element cancels with the 1/r in the final term and we can
then solve the TISE which in matrix form is
Hli · cli = EliS · cli (5.11)
where the unperturbed Hamiltonian Hli and overlap matrices S are constructed in
the B-spline basis as given by equations (3.24) and (3.25) and cli is a vector of the
time independent coefficients.
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The solution of (5.11) gives the eigenvalues and eigenvectors of this system and we
can then convert the unperturbed Hamiltonian to the atomic basis as described in
3.2.3 and obtain a diagonal matrix with the elements comprised of the computed
eigenvalues of the Hydrogen atom. Our interaction matrix is harder to obtain as we
must deal with the angular parameters in addition to the radial parameters. The
momentum component in our interaction term is given by
pz = −i ∂
∂z
(5.12)
and so converting to spherical coordinates our interaction term is
HI(r, t) = −iA(t)
(
cosθ
∂
∂r
− sinθ
r
∂
∂θ
)
. (5.13)
We substitute this into the interaction term of (5.9) to obtain
−iA(t)r〈 Yl0(θ) |
(
cosθ
∂
∂r
− sinθ
r
∂
∂θ
)
| Rl′Yl0(θ) 〉. (5.14)
In spherical coordinates the partial derivative of the spherical harmonics can be
calculated using [16] and are given by
∂
∂z
[R(r)Ylm] = cl
(
∂R
∂r
− lR
r
)
Yl+1,m + cl−1
(
∂R
∂r
+
(l + 1)R
r
)
Yl−1,m (5.15)
where
cl ≡ l + 1√
(2l + 1)(2l + 3)
(5.16)
which comes from the integration of the harmonics over the angles of the first term
in the spherical interaction which is only non zero when l = l′ ± 1
〈 Yl0(θ) |cosθ| Yl±10 〉 = 2pi
∫ pi
0
Yl0cosθsinθYl±10dθ =
2pi(l + 1)√
(2l + 1)(2l + 3)
≡ 2picl,
(5.17)
whereas the cl−1 terms comes from the second term of the interaction
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〈 Yl0(θ) |sinθ ∂
∂θ
| Yl−10 〉 = 2pi
∫ pi
0
Yl0sin
2θ
∂
∂θ
Yl−10dθ =
−2pil(l − 1)√
(2l − 1)(2l + 1) ≡ −2pi(l−1)cl−1.
(5.18)
Our interaction part then becomes
−iA(t)rcl
(
∂R
∂r
− l
′R
r
)
δll′+1 + cl−1
(
∂R
∂r
+
(l′ + 1)R
r
)
δll′−1. (5.19)
Using the fact that
∂Rl
∂r
=
∂
∂r
(
rRl
r
)
− 1
r2
(rRl), (5.20)
we now convert the equation into a differential equation in Pl similar to the atomic
term
−iA(t)cl−1
(
∂P
∂r
− lP
r
)
δll′+1 + cl
(
∂P
∂r
+
(l + 1)P
r
)
δll′−1. (5.21)
Projecting onto Rl, as previously shown, then converts the problem from a two
dimensional partial differential equation to an infinite set of coupled one dimensional
partial differential equations involving just r and time although in practice we solve
up to a value Nl. We then obtain the following integrals which can be solved using
only the Gaussian quadrature, firstly when l′ = l + 1
−iA(t)
∫ rmax
0
Bj(r)cl
(
∂
∂r
+
l + 1
r
)
Bi(r)dr (5.22)
and when l′ = l − 1
−iA(t)
∫ rmax
0
Bj(r)cl−1
(
∂
∂r
− l
r
)
Bi(r)dr (5.23)
We can then convert to the atomic basis and then propagate through time as we did
in the one dimensional case.
In the length gauge the interaction Hamiltonian is given by
HI(r, t) = E(t)rcosθ (5.24)
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and following the method above, our radial integrals then become, for l′ = l + 1
E(t)
∫ rmax
0
Bj(r)clrBi(r)dr (5.25)
and for l′ = l − 1
E(t)
∫ rmax
0
Bj(r)cl−1rBi(r)dr. (5.26)
The eigenvalues obtained for the Coulomb potential for each partial wave l = 0, 1
and 2 is given in table 5.1 which was obtained in the Sturmian basis and checked in
the B-spline basis.
Table 5.1: The eigenvalues for atomic Hydrogen obtained using the Sturmian basis
for partial waves l = 0, l = 1 and l = 2.
The Hydrogen bound state energy levels in atomic units are given by
En = − 1
2n2
(5.27)
whilst the Hydrogen ground state, which we use as the initial state for all calcula-
tions, is given by the wave function
Ψ1s =
1√
pi
e−r (5.28)
Figure 5.1 shows this ground state (red line) as well as the first (green line) and
second (blue line) excited states against radial position r, represented on the B-
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spline mesh. We calculate these states by solving the TISE using matrices created
using the B-spline basis.
Figure 5.1: The ground state (red), first excited state (green) and second excited
state (blue) of Hydrogen against radial position r created using the B-spline basis.
As in one dimension for all calculations, unless otherwise specified we use the fol-
lowing vector potential in the velocity gauge (VG)
A(t) =

A0f(t) sin(ωt+ ϕ) if 0 ≤ t ≤ τ
0 otherwise,
(5.29)
with pulse envelope
f(t) = sin2
(
pit
τ
)
, (5.30)
which can be seen in figure 5.2. The figure shows a laser linearly polarised in the
z direction and with ϕ = 0 and ϕ = pi/2. In calculations, unless otherwise stated,
we take ϕ = 0 and use the B-spline basis transformed into the atomic basis with
Arnoldi time propagation and consider an electron initially in the 1s ground state
for all calculations.
In this chapter we calculate the ATI spectrum and angular distributions. The angle
integrated spectrum in the full 3D calculations is given by [21]
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Figure 5.2: The electric field for a laser of frequency ω = 0.0569 a.u. and intensity
I = 1014 W · cm−2 for a duration of 2 optical cycles represented by the vector
potential (5.29) with ϕ = 0 rad (red) and ϕ = pi/2 rad (green).
∂P
∂E
(E) =
Nl−1∑
l=0
∂Pl
∂E
(E) =
Nl−1∑
l=0
|〈φlE(r)|Ψ(r, τ)〉|2 (5.31)
where ∂Pl/∂E denotes the probability density of finding the electron in the l
th
partial wave at the end of the pulse a energy E. As in the one dimensional case the
discretised continuum state φlE(r) is obtained from the solution of the TISE in the
B-spline basis set. Calculating the ATI spectrum for the Hydrogen atom using the
projection onto continuum states method poses a problem since our discretisation of
the continuum means that for each l we obtain a different set of eigenvalues in the
continuum. In order to calculate the spectrum we must then interpolate between the
sets of continuum eigenvalues for each l to then calculate the full angle integrated
spectrum. However, severe oscillations in the distribution mean that using this
interpolation method was not efficient enough to achieve accurate results and in
some cases convergence was lost completely. We instead calculated the spectra by
projecting the wave function Ψ at the end of the pulse onto a Coulomb wave function
which we calculate separately [57]. We then calculate the angular distribution for a
particular direction as follows
∂P
∂E∂Ωk
(E, θk, φk) = |〈f (−)k (r)|Ψ(r, τ)〉|2 (5.32)
180
5.2 Ionisation by a 620nm Wavelength Laser
where f
(−)
k is the Coulomb wave expanded in spherical harmonics as
f
(−)
k (r) =
1√
k
Nl∑
l=0
l∑
m=−l
(i)le−iδlφlE(r)Y
∗
lm(θk, φk) (5.33)
where δl = argΓ(l + 1 − iZ/k) is the Coulomb phase shift in the lth partial wave
and φlE(r) is the energy normalised Coulomb function. θk and φk correspond to the
directions of the vector k and Γ is the gamma function.
To initially test the program we run a calculation for a reasonably high frequency
of ω = 0.3 corresponding to a wavelength of 152nm and for an intensity of I =
1015 W · cm−2. We compare with results from a paper by Piraux and Madron˜ero
[48] who calculate the ground state population using a Sturmian basis and using a
Runge-Kutta propagator, throughout a 4 cycle pulse. We carried out the calculations
in the velocity gauge and with a box of [0, 200] a.u. 500 basis functions and Nl = 10.
Figure 5.3 shows this comparison.
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Figure 5.3: Ground state population of Hydrogen during a pulse of 4 optical cycles
of frequency ω = 0.3 and intensity of I = 1015 W · cm−2 represented by the equation
(5.29). For comparison, inset is the plot obtained by Piraux and Madronero [48].
5.2 Ionisation by a 620nm Wavelength Laser
We perform a more stringent test of our program by comparing with a bench-
mark calculation of smaller wavelength and lower intensity we now look at a case
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of λ = 620nm investigated by Cormier and Lambropoulos [21, 22]. Even though
the wavelength corresponding to this frequency is shorter than previously used
wavelengths, the calculations are more computationally intensive due to the ex-
tension to three dimensions and the considerably longer pulse lengths. This wave-
length corresponds to a frequency of ω = 2eV = 0.0735 a.u. and an intensity of
I = 3.6 × 1013 W · cm−2. At this frequency we have a ponderomotive energy of
Up = 1.13 eV and a Keldysh parameter of γ = 2.45 putting us in the multiphoton
regime.
In figure 5.4 we show the ATI spectrum against energy E on a logarithmic scale for
the above parameters with a pulse length of 12 optical cycles. By increasing the
pulse length from previous examples we allow more time for ionisation and hence
rescattering which can have a significant effect on the ATI spectrum. We can see
from the spectrum that we get clear peaks separated by the photon energy that we
expect in the multiphoton ionisation regime.
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Figure 5.4: The angle integrated photoelectron energy spectrum against electron
energy at the end of a pulse of 12 optical cycles of frequency ω = 0.0735 a.u. and
intensity I = 3.6× 1013 W · cm−2 represented by the vector potential (5.29).
In figure 5.5 we show the ATI spectrum against E for the same parameters as above
except for this time we have extended the pulse length further to 24 cycles. We can
see that whilst we still observe peaks in the same positions as the 12 cycle case, they
are now narrower and in addition see the emergence of substructures on the right
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hand side of the low energy peaks. These are similar structures to what we saw in
one dimension for a wavelength of λ = 492nm. The same reasoning can be used here
to explain the appearance of these substructures. We saw in equation (4.19) how the
pulse length is linked strongly with the appearance and shape of these substructures
and this is shown here for the calculations with nc = 12 and nc = 24. If the number
of cycles is too low then the bracketed term in equation (4.19) becomes smaller and
the sub-peaks diminish in amplitude and fewer in number, or non existent as we see
in figure 5.4. Physically, the lower number of optical cycles allows for less interference
between wave packets emitted at different times and travelling with slightly different
velocities (and thus different energies) meaning the ATI peaks become smoother. In
figure 5.6 we show the comparison between the two pulse lengths more clearly by
plotting both ATI spectra on the same axis. For these calculations we used a box
size of [0, 1200] a.u., 1200 B-spline functions for the 12 cycle case with Nl = 16 with
a running time of about 4 hours, whereas for the 24 cycle case we use a box size of
[0, 1600] a.u., 1600 B-spline functions and Nl = 16 with a run time of 12 hours.
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Figure 5.5: The angle integrated photoelectron energy spectrum against electron
energy at the end of a pulse of 24 optical cycles of frequency ω = 0.0735 a.u. and
intensity I = 3.6× 1013 W · cm−2 represented by the vector potential (5.29).
The angle specific spectrum for the case of a 24 cycle pulse is now investigated for
the above parameters. In figure 5.7 we show a comparison of the angle integrated
spectrum (red line) and the θ = 0 spectrum (green line) against energy E for the
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Figure 5.6: A comparison of the angle integrated photoelectron energy spectrum
against electron energy at the end of a pulse of frequency ω = 0.0735 a.u. and
intensity I = 3.6× 1013 W · cm−2 for a 12 optical cycle (red) and a 24 optical cycle
pulse (green) represented by the vector potential (5.29).
above parameters. We can see that the peaks of the spectra agree up to E =
5Up = 0.2 a.u. before the θ = 0 spectrum dips in amplitude. This dip and change
in amplitude from the angle integrated spectrum can be explained by pronounced
peaks in the angular distribution in other directions which can be seen in figure
5.8. This shows the angular distribution for the energies corresponding to the peaks
in the ATI distribution s = 1 to s = 8 where s is the excess number of photons
absorbed past the necessary number needed for ionisation. We bare in mind here
that the s = 1 peak is the first peak shown in the ATI spectrum due to the fact
that the s = 0 peak has been shifted below the threshold due to Stark shifting
causing an effect known as channel closing. We see that the s = 6 peak, where the
amplitudes between the two spectra start to differ, shows pronounced peaks in the
angular distribution at θ = 0.5 and 2.64 rad. As s increases these two peaks begin
to move towards θ = 0 and θ = pi radians respectively causing the width of the
maximal peaks to widen. Therefore we can attribute the dip in the θ = 0 spectrum
to emission in other directions close to the θ = 0 direction due to the rescattering
and interference attributed to the substructures seen in section 4.4. These peaks
in the angular distribution, like the substructures, become more pronounced with
increasing pulse length.
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Figure 5.7: The angle integrated photoelectron energy spectrum (red) and the θ = 0
spectrum (green) against electron energy at the end of a pulse of 24 optical cycles
of frequency ω = 0.0735 a.u. and intensity I = 3.6× 1013 W · cm−2 represented by
the vector potential (5.29).
Finally, we look at the angle integrated, l specific, spectra for these parameters. We
calculate the l dependent partial wave spectra as
∂Pl
∂E
(E) = |〈φlE(r)|Ψ(r, τ)〉|2. (5.34)
The 12 cycle pulse and the l = 0 (red line) and l = 1 (green line) spectra can be
seen in figure 5.9. Here we carried out the calculation using a Coulomb Sturmian
basis of 1000 Sturmian functions. We used a dilation parameter of κ = 0.3 to allow
convergence of the angle integrated spectrum up to E = 0.5 a.u. and checked all
results against the B-spline basis. We can see that we get peaks in the same positions
as with the angle integrated spectrum, separated by the photon energy but shifted
towards E = 0 by the combined ponderomotive and ionisation potential. The first
peak we see in the l = 0 spectrum is the 8 photon peak and only even photon number
peaks have significant amplitude here. For the l = 1 spectrum we see the opposite
with the first significant peak being the 9 photon peak and then just odd peaks.
This alternating peak structure is due to a manifestation of the dipole selection rule
[76] and we can see in figure 5.10 that the pattern continues for higher values of l
with even l values giving just even photon number peaks and odd l values giving
just odd photon number peaks.
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Figure 5.8: The angular distribution against angle θ for the ATI peaks s = 1 to
s = 8 at the end of a pulse of 24 optical cycles of frequency ω = 0.0735 a.u. and
intensity I = 3.6× 1013 W · cm−2 represented by the vector potential (5.29).
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Figure 5.9: The angle integrated photoelectron energy spectrum contribution from
the l = 0 partial wave (red) and l = 1 partial wave (green) against electron energy
at the end of a pulse of 12 optical cycles of frequency ω = 0.0735 a.u. and intensity
I = 3.6× 1013 W · cm−2 represented by the vector potential (5.29).
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Figure 5.10: The angle integrated photoelectron energy spectrum contribution from
the l = 2 partial wave (red) and l = 3 partial wave (green) against electron energy
at the end of a pulse of 12 optical cycles of frequency ω = 0.0735 a.u. and intensity
I = 3.6× 1013 W · cm−2 represented by the vector potential (5.29).
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The same calculations were carried out by us for the case of 24 cycles and the same
pattern was observed, showing that this is not dependent on the pulse length.
5.3 Interference Patterns in the Angular Distribution
To understand the interference patterns seen in our angular distributions for few
cycle pulses at low frequency we examine the case of a half cycle and full cycle pulse
as done by Arbo et al. [5].
We take a frequency of ω = 0.05 a.u which corresponds to a wavelength of λ = 910nm
and intensity of I = 2 × 1014 W · cm−2. In this case the Keldysh parameter has a
value of γ = 0.66 and the quiver radius takes a higher value of α = 30 a.u. showing
the challenging nature of the calculation. Here we use a different form of the electric
field, given by
E(t) =

−E0f(t)sin(ωt) if 0 ≤ t ≤ τ
0 otherwise
(5.35)
where f(t) here is the pulse envelope. This choice of electric field was to allow for easy
comparison with the single cycle wave of constant pulse envelope as seen below [5].
By comparing the case of a sinusoidal envelope with a constant envelope we can more
clearly see the effect of interference between ejected wave packets on the spectra.
We take E0 = 0.075 a.u. which gives a peak intensity of I = 2× 1014 W · cm−2 and
take τ = 251 a.u. corresponding to two optical cycles. In figure 5.11 we show the
electric field (red line) and the corresponding vector potential (green line) against
time t, for the case of pulse envelope
f(t) = sin2(
pit
τ
). (5.36)
The vector potential has been divided by 33 in order to show it on the same scale.
We compute this in the length gauge with a box of [0, 800] a.u. and 1200 B-Spline
functions with Nl = 38. As expected this is considerably more B-spline functions, as
well as a higher density of functions, than we needed in the VG for a similar set of
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Figure 5.11: The electric field (red) and the corresponding vector potential (green)
(divided by 33) for the laser pulse of frequency ω = 0.05 a.u. and intensity I =
2 × 1014 W · cm−2 given by the equation (5.35) with f(t) = sin2(pitτ ) for a 2 cycle
pulse. The black dots correspond to the times of the potential barriers shown in
figure 5.16.
parameters. The reason for the density of B-splines being higher than usual is due
to the fact that the solution in the LG has more rapid oscillations and therefore is
more difficult to represent. The calculation took around 9 hours to complete, over
double the time that a calculation with the same laser parameters would take in the
VG to achieve convergent results. The angle integrated spectrum against energy E
can be seen in figure 5.12 on a logarithmic scale. We can see that the peaks are
not equally spaced and that the gap between sequential peaks grows as we move
to higher energy. This increase in the spacing can be attributed to the interference
mentioned in the chapter 4.
We next look at a different pulse type, that of a pulse with a constant envelope
function, f(t) = 1. In this case the electric field reaches peak values much quicker and
therefore the electron experiences more ionisation and can reach higher momentum
in a faster time. As such even just a single cycle in the length gauge at this frequency
can require a large box and number of basis functions. Figure 5.13 shows the electric
field and corresponding vector potentials, again divided by 33, against time t for
the 1 and 1/2 cycle pulses. We also note that the shape and amplitude of the 1
cycle pulse is similar to the 2 cycle pulse that we saw in figure 5.11 since the small
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Figure 5.12: The angle integrated photoelectron energy spectrum against electron
energy at the end of a pulse of 2 optical cycles of frequency ω = 0.05 a.u. and
intensity I = 2× 1014 W · cm−2 given by the equation (5.35) with f(t) = sin2(pitτ ) .
maximum and minimums at the turning points at the beginning and end of the pulse
are quite weak. Since the pulse shapes are similar then we expect the spectrum and
angular distributions to be as well. This allows for similar calculations to be made
but using only half the number of time steps, reducing computation times greatly.
It is important to notice that for the case of half an optical cycle the vector potential
at the end of the calculation is non zero. As such the calculations with just a half
cycle are only to illustrate the effects we expect.
We analyse the ATI spectra for both of these cases. Figure 5.14 shows the spectrum
for the case of half an optical cycle. Here we used the LG with a box of [0, 600] a.u.
800 basis functions and Nl = 14. These are much larger parameters than would
be needed if we were using a non constant envelope function for such a short pulse
length of just τ = 61.75 a.u.
Figure 5.15 shows the ATI spectrum against energy E for the case of a single cycle in
the velocity gauge in comparison with the spectrum shown in figure 5.12 for 2 cycles
with a sin2 envelope function. For this calculation we used a box of [0, 600] a.u. with
800 B-splines and a large value of Nl = 54 was needed due to the form of the pulse.
We can see that the spectrum for half a cycle is very flat with no oscillations and
the amplitude is very low as would be expected for just half an optical cycle at this
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Figure 5.13: The electric field for a 1 cycle pulse (red) and for half a cycle (green)
and the corresponding vector potentials for 1 cycle (blue) and half a cycle (pink)
(divided by 33), for the laser pulse of frequency ω = 0.05 a.u. and intensity I =
2 × 1014 W · cm−2 given by the equation (5.35) with f(t) = 1. The black dots
correspond to the times of the potential barriers shown in figure 5.17.
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Figure 5.14: The angle integrated photoelectron energy spectrum against electron
energy at the end of a pulse of half an optical cycle of frequency ω = 0.05 a.u. and
intensity I = 2× 1014 W · cm−2 given by the equation (5.35) with f(t) = 1.
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frequency. However, when the pulse increases to a full cycle we see the emergence of
many oscillations as in the previous 2 cycle case. We again see the behaviour of the
increasing spacing between peaks as the energy rises and the amplitude is larger for
high energies than the 2 cycle pulse with the sin2 envelope function. The explanation
as to why these oscillations appear in the 1 cycle pulse and not for half a cycle is due
to the interference between the ionisation occurring in the first half cycle and the
second half cycle. The wave packet is ionised and moving in the −z direction during
the first half cycle of the pulse (see figure 5.17 a)), and then reversed in direction as
the electric field changes direction (see figure 5.17 c)). As this wave packet is moving
into the positive z direction, another wave packet is created at the trough at time c)
in figure 5.13. These two wave packets then interfere causing the oscillations in the
ATI spectrum that we see. Arbo et al. [5] show that these interference processes can
be reproduced with a simple semi-classical model and the process can be understood
as the interference of two semi-classical trajectories escaping from the nucleus, one
at each half cycle near the extremes of the electric field.
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Figure 5.15: The angle integrated photoelectron energy spectrum against electron
energy at the end of a pulse of frequency ω = 0.05 a.u. and intensity I = 2 ×
1014 W · cm−2 given by the equation (5.35) with f(t) = 1 for a 1 optical cycle pulse
(red) in comparison with the spectrum obtained in figure 5.12 for 2 optical cycles
with a sin2 envelope function.
The changing shape of the potential barrier created by the combination of the
Coulomb potential and the electric field for the 2 cycle pulse with a sin2 enve-
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lope function can be seen in figure 5.16 against position z for the times t ≈ 44,
98, 153 and 205 a.u. corresponding to the peaks and troughs of the electric field
which are shown by the circles on figure 5.11. We can see that the direction and
size of the barrier changes with the changing sign and amplitude of the electric field.
Figure 5.17 shows the same pattern for the case of the 1 cycle pulse with a constant
envelope function for the times t ≈ 32, 63 and 94 a.u. again corresponding to the
times of the electric field which are shown by the circles on figure 5.13. All three
pictures represent the maximum, middle point and minimum for the case of the 1
cycle pulse whilst the first two pictures show the maximum of the one peak and
the end of the pulse for the case of half a cycle. We can see that for the half cycle
case the combined potential begins flat before the field creates the barrier which the
electron can tunnel through into the negative z direction. As the field amplitude
decreases the barrier then disappears again. The fact that the barrier never appears
in the opposite side of the potential allowing the electron to tunnel into the positive
z direction is the reason that we get no interference structures. For both the 1 and
2 cycle cases we do see this change of direction of the potential barrier allowing for
interference.
Finally we look at the angular distributions of these laser pulses to see if they
agree with the above theory of interference. For the case of a half cycle pulse with
the constant envelope we see that due to the positive amplitude of the electric
field, the combination of the Coulomb potential and electric field means the barrier
formed is in the negative z direction. Hence we expect to see the ionisation occur
in this direction, or θ = pi (green line). Figure 5.18 shows that this is indeed the
case. Almost all of the ionisation is in this direction and since the field is positive
throughout the entire half cycle then the contribution in the θ = 0 (red line) direction
is almost zero.
Increasing the pulse length to a full cycle, as shown in figure 5.19, we see the wave
packet born in the first half cycle in the negative z direction reverses direction and
combines with the newly created wave packet moving in the positive z direction so
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Figure 5.16: The potential barrier created by the superposition of the Coulomb
potential and the electric field at times corresponding to the peaks of the field given
by the circles on figure 5.11 for a field of frequency ω = 0.05 a.u. and intensity
I = 2× 1014 W · cm−2 given by the equation (5.35) for 2 cycles with a sin2 envelope
function.
that now the majority of the distribution is in the θ = 0 direction (red line). In
addition we can see that the distributions in both directions now exhibit the same
oscillatory pattern as the ATI spectrum, with quick small oscillations at low energy
and the spacing between peaks with increasing energy become wider. This is due to
the intra cycle interference.
For the case of 2 cycles with the sin2 envelope we predict that the angular distribu-
tion should be similar to that of figure 5.19 due to the similar shape of the pulse,
neglecting the small peak and trough at a) and d) respectively in figure 5.11. Indeed
in figure 5.20 we can see that this is the case. Again the θ = 0 direction (red line)
has the highest probability and the same pattern of oscillations due to interference.
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Figure 5.17: The potential barrier created by the superposition of the Coulomb
potential and the electric field at times corresponding to the peaks of the field given
by the circles on figure 5.13 for a field of frequency ω = 0.05 a.u. and intensity
I = 2 × 1014 W · cm−2 given by the equation (5.35) for 1 cycle (all 3 pictures) and
half a cycle (first 2 pictures) with a constant envelope function.
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Figure 5.18: The photoelectron energy spectrum along θ = 0 (red) and θ = pi (green)
against electron energy at the end of a pulse of half an optical cycle of frequency
ω = 0.05 a.u. and intensity I = 2×1014 W · cm−2 given by the equation (5.35) with
f(t) = 1.
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Figure 5.19: The photoelectron energy spectrum along θ = 0 (red) and θ = pi (green)
against electron energy at the end of a pulse of 1 optical cycles of frequency ω = 0.05
a.u. and intensity I = 2×1014 W · cm−2 given by the equation (5.35) with f(t) = 1.
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Figure 5.20: The photoelectron energy spectrum along θ = 0 (red) and θ = pi
(green) against electron energy at the end of a pulse of 2 optical cycles of frequency
ω = 0.05 a.u. and intensity I = 2×1014 W · cm−2 given by the equation (5.35) with
f(t) = sin2(pitτ ).
5.4 Ionisation by an 800nm Wavelength Laser
As our aim is to extend the TDSE calculations to the lower frequencies required we
now return to the frequency of ω = 0.0569 a.u. corresponding to a wavelength of
λ = 800nm. We begin by looking at the radial part of the wave function calculated
in the atomic basis which is given by
Rl(r, t) =
N∑
i=1
ai,l(t)ϕi,l(r). (5.37)
We look at the angular momentum specific probability densities, i.e. for a specific
value of l, for a laser intensity of I = 1014 W · cm−2. We take the pulse length to
be 2 optical cycles and for these calculations we use a box of [0, 400] a.u. with 400
B-spline functions to obtain the results with Nl = 30 partial waves. In addition we
use a step size of δt = 0.2 a.u. and a Krylov space size of 60 in order to achieve
convergence in time. This calculation in the velocity gauge takes around 34 minutes
to run using 4 processors on the virtual machine. In writing the code we implemented
openMP parallelisation throughout meaning that on a 4 processor machine a large
number of calculations could be carried out simultaneously. In turn this reduced the
length of the calculations approximately by a factor of the number of processors.
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We checked convergence of results against the same calculation made in the length
gauge.
Since the majority of the density remains in the ground state, the l = 0 probability
density is dominated by the ground state. As such we begin in figure 5.21 by
looking at the radial electron density for the next highest partial wave, that of l = 1
against position r. Due to the large ionisation potential in comparison to the photon
frequency, the moderate intensity and the short pulse, the majority of the density
remains in l = 0 and as such we can see that, as expected, the probability density
for l = 1 is very low due to the low levels of ionisation and excitation.
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Figure 5.21: The electron radial probability density for l = 1 on a linear scale at
the end of a pulse of 2 optical cycles of frequency ω = 0.0569 a.u. and intensity
I = 1014 W · cm−2 represented by the vector potential (5.29).
Due to this low level of ionisation and the majority of the density remaining in the
1s initial state we need to look again at the continuum electron density in order to
analyse the ionised electrons without the interference of the bound state populations.
Figure 5.22 shows the continuum electron probability density for l = 0 (red line)
and l = 1 (green line) partial waves. The dynamics of the electrons are now shown
more clearly and we can see the movement of small amounts of density away from
the bound states and into the continuum.
We now calculate a range of different spectra including the angle integrated ATI spec-
trum, angular specific spectra, l specific spectra and finally the angular distribution
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Figure 5.22: The electron continuum radial probability density for l = 0 (red) and
l = 1 (green) at the end of a pulse of 2 optical cycles of frequency ω = 0.0569 a.u.
and intensity I = 1014 W · cm−2represented by the vector potential (5.29).
in order to further investigate the energy dynamics of the ejected electrons. We look
how the laser parameters such as intensity, frequency, pulse length and phase affects
these spectra. By investigating these spectra we can see how the Coulomb potential
affects the low energy electrons which escape from the Hydrogen atom. In addition,
the θ = 0 spectrum is a useful case to calculate since most experimental results are
very often obtained in this angular region due to the difficulties in obtaining results
for other angles.
In figure 5.23 we see the angle integrated spectrum (red line), as well as the angle
specific spectra for θk = 0 (green line) and θk = pi (blue) against energy E for a 2
cycle pulse of intensity I = 1014 W · cm−2 and for carrier phase ϕ = 0. We see in
figure 5.2 that neglecting the small fields at the beginning and end of the pulse, the
field is like a 1 and a 1/2 cycle pulse with a peak-trough-peak formation. As such,
from the analysis in section 5.3 we expect an interference pattern and the θ = pi
direction to dominate the angular distribution. This is indeed the case as seen in
figure 5.23 as we can see that the distribution at the end of the pulse is dominated
by electrons in the θ = pi direction.
We can also investigate the angular distribution of the electrons for a specific energy.
By fixing the energy we look at the distribution of low energy electrons, for instance
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Figure 5.23: The angle integrated photoelectron energy spectrum (red), the θ = 0
spectrum (green) and the θ = pi spectrum (blue) as a function of electron energy
at the end of a pulse 2 optical cycles of frequency ω = 0.0569 a.u. and intensity
I = 1014 W · cm−2 represented by the vector potential (5.29) with ϕ = 0.
at the energy that the low energy structure is observed, and see how the electrons
are distributed in this case. Figure 5.24 shows this angular distribution for the
energy E = 0.1 a.u. for the angle range −pi ≤ θ ≤ pi. We can see that for this
energy the distribution reaches a maximum at θ = ±pi rad, whilst we can see other
smaller sub-peaks at θ ≈ ±2.65 rad and θ = 0 rad. The distribution is almost zero
for θ = ±pi/2. The maximums have already been explained in figure 5.23 as due
to the direction of the electric field whilst the lack of distribution at θ = ±pi/2 can
be explained by the fact that these directions are orthogonal to the direction of the
laser polarisation and therefore the barrier never allows for tunnel ionisation in these
directions. We look at E = 0.1 a.u. as this is the level of energy that we expect to
see the LES in the direction of the laser polarisation. We can see that the sharp rise
of energy in the θ = ±pi is indicative of a low energy structure in the direction we
expect.
With the aim of analysing the dynamics of the interaction further, we now investigate
the affect of the carrier phase on the spectra. We carry out the same calculations as
in figure 5.23 but this time take ϕ = pi/2. For this phase we can again understand
this from figure 5.2 by neglecting the smaller peak fields at the beginning and end of
the pulse. So we essentially have a single cycle pulse with a trough-peak structure
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Figure 5.24: The angular distribution against angle θ for energy E = 0.1 a.u. at
the end of a pulse of 2 optical cycles of frequency ω = 0.0569 a.u. and intensity
I = 1014 W · cm−2 represented by the vector potential (5.29) with ϕ = 0.
sending the wave packet predominantly in the −z direction.
Figure 5.25: The angle integrated photoelectron energy spectrum (red), the θ = 0
spectrum (green) and the θ = pi spectrum (blue) against electron energy at the
end of a pulse of 2 optical cycles of frequency ω = 0.0569 a.u. and intensity I =
1014 W · cm−2 represented by the vector potential (5.29) with ϕ = pi/2.
To see how the pulse length affects calculations we now increase the length of the
pulse to 4 optical cycles allowing more time for rescattering. Doubling the length of
the pulse to 4 cycles has a considerable impact on the computational difficulties of
the calculation. Although the Keldysh parameter and quiver radius stay constant
with pulse length we now see an increase in the size of the required box, the number
of basis functions and the number of Krylov vectors needed in the Arnoldi time
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propagation routine. As such, converged results are obtained with a box of size
[0, 800] a.u. 800 B-spline functions and Nl = 32. We use a Krylov vector space size
of 70 and a time step of δt = 0.2 a.u. Calculations take about 2.5 hours to run at
these parameters using 4 processors. In figure 5.26 we show the comparison between
the electron density against position r for the l = 1 partial wave between the 2
cycle pulse (red lines) and 4 cycle pulse (green lines). We can clearly see that by
doubling the pulse length then we see some difference in the density distribution and
although the amplitude of the probability remains almost constant we can see that
the electrons have travelled further in the time of the pulse out to larger distances,
as expected.
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Figure 5.26: The electron radial probability density for l = 1 at the end of a pulse
of frequency ω = 0.0569 a.u. and intensity I = 1014 W · cm−2 for a 2 optical cycle
(red) and a 4 optical cycle pulse (green) represented by the vector potential (5.29).
Figure 5.27 shows the angle integrated spectrum (red line) as well as the θ = 0
(green line) and θ = pi (blue line) spectra for the 4 cycle pulse. The 4 cycle pulse
follows the same structure with the majority of the ionisation occurring in the θ = pi
direction as in the 2 cycle case with ϕ = 0. However, with 4 cycles we see more
oscillations in the field and more interference as the wave packets ionised at different
times.
We now look at increasing the intensity of the laser pulse and once again look at the
intensities previously examined of I = 3×1014 W · cm−2 and I = 5×1014 W · cm−2.
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Figure 5.27: The angle integrated photoelectron energy spectrum (red), the θ = 0
spectrum (green) and the θ = pi spectrum (blue) against electron energy at the
end of a pulse of 4 optical cycles of frequency ω = 0.0569 a.u. and intensity I =
1014 W · cm−2 represented by the vector potential (5.29) with ϕ = 0.
A converged calculation needed the use of a box of [0, 900] a.u., 900 B-spline functions
and Nl = 34 with a running time of about 2 hours using four processors for I =
3 × 1014 W · cm−2. In the case of I = 5 × 1014 W · cm−2 we needed to use a
box of [0, 1100] a.u., 1100 B-spline functions and Nl = 41 with a running time
of about 4 hours. We begin by analysing the electron probability density changes
with intensity. In figure 5.28 we show the electron probability density against the
radial position r for I = 1014 W · cm−2 (red), I = 3 × 1014 W · cm−2 (green) and
I = 5 × 1014 W · cm−2 (blue) for a 2 cycle pulse. We can see that the increase in
intensity causes the probability of the electron finishing in the l = 0 partial wave to
drop considerably as the intensity increases and more ionisation occurs, unlike when
the pulse length is increased.
Figure 5.29 shows the probability density of the electrons left in the l = 1 partial
wave for the same three intensities. We observe more pronounced peaks where the
amplitude increases with significantly more oscillations as the increase in ionisation
results in faster electrons being ejected. We also see an increase in the distance
travelled by the electron as the intensity increases.
We also look at the ATI spectra and angular distributions to see how increasing the
intensity affects these features. Figure 5.30 shows the angle integrated (red line) the
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Figure 5.28: The electron radial probability density for l = 0 at the end of a pulse
of 2 optical cycles of frequency ω = 0.0569 a.u. and intensity I = 1014 W · cm−2
(red), I = 3× 1014 W · cm−2 (green) and I = 5× 1014 W · cm−2 (blue) represented
by the vector potential (5.29).
Radial Position(a.u.)
P
ro
ba
bi
lit
y 
de
ns
ity
 (a
.u
.)
I = 1 x 1014 W.cm-2
I = 3 x 1014 W.cm-2
I = 5 x 1014 W.cm-2
0 50 100 150 200 250 300
x10-5
40
35
30
20
10
5
0
15
25
Figure 5.29: The electron radial probability density for l = 1 at the end of a pulse
of 2 optical cycles of frequency ω = 0.0569 a.u. and intensity I = 1014 W · cm−2
(red), I = 3× 1014 W · cm−2 (green) and I = 5× 1014 W · cm−2 (blue) represented
by the vector potential (5.29).
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θ = 0 spectrum (green line) and the θ = pi spectrum (blue line) against energy E for
the intensity of I = 3× 1014 W · cm−2 whilst figure 5.31 shows the same picture for
I = 5×1014 W · cm−2. We can see that due to the pulse shape remaining unchanged
with the increased intensity, the θ = pi distribution still dominates in each case.
Energy (a.u.)
E
ne
rg
y 
di
st
rib
ut
io
n 
(a
.u
.)
Angle integrated spectrum
Spectrum along θ = 0
Spectrum along θ = π
0 0.4 0.8 1.2 1.6 2
1.2
1
0.8
0.6
0.4
0
0.2
1.6
1.4
Figure 5.30: The angle integrated photoelectron energy spectrum (red), the θ = 0
spectrum (green) and the θ = pi spectrum (blue) against electron energy at the
end of a pulse of 2 optical cycles of frequency ω = 0.0569 a.u. and intensity I =
3× 1014 W · cm−2 represented by the vector potential (5.29) with ϕ = 0.
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Figure 5.31: The angle integrated photoelectron energy spectrum (red), the θ = 0
spectrum (green) and the θ = pi spectrum (blue) against electron energy at the
end of a pulse of 2 optical cycles of frequency ω = 0.0569 a.u. and intensity I =
5× 1014 W · cm−2 represented by the vector potential (5.29) with ϕ = 0.
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5.5 Ionisation by a 2000nm Wavelength Laser
We return now to the very low frequency of ω = 0.0228 a.u. corresponding to a
wavelength of λ = 2000nm. At this frequency looking at the full three dimensional
calculation is even more difficult since the solution becomes very oscillatory and the
long pulse length means the electrons can travel very far in just 2 optical cycles.
The high energy of the electrons means that a much larger number of partial wave
states are needed in addition to a larger box size and basis size. All calculations
here were checked for accuracy with comparison to calculations carried out in the
Sturmian basis. Figure 5.32 shows the ATI spectrum and angular distribution at an
intensity of I = 1014 W · cm−2 for a 2 cycle pulse for an electric field described by
the vector potential (5.29) with ϕ = 0. The calculation needed a box of size [0, 1700]
a.u. with 1700 B-spline functions and we took nl = 70. For the time propagation
we took the number of Krylov vectors to be 160 and a used smaller time step of
δt = 0.1 a.u. meaning the calculation took around 72 hours. For these parameters
the Keldysh parameter has a value of γ = 0.427 and the quiver radius is α ' 102
a.u. We see that the ATI spectrum shows a maximum and a dominant structure at
very low energy (E ' 0.017 a.u.) akin to the LES followed by a sharp decline to
high energies. For the angle specific spectra we see there is a predominance of the
distribution in the backwards direction, θ = pi. This is understood in the same way
as for λ = 800nm, however now the interference pattern is much more pronounced.
Figure 5.33 shows the same picture but now with a carrier phase of ϕ = pi/2. For
these calculations we used a relatively small box of [0, 800] a.u. with 800 B-spline
functions, we took Nl = 80 in order to achieve complete convergence although as we
will see in figure 5.34 the partial waves with values between l = 60 and 80 do not
contribute much to the final result at the end of the pulse. We again used a large
number of Krylov vectors, 160 and a small time step of δt = 0.1 a.u. meaning the
calculation took around 20 hours. The ATI spectrum follows a similar shape as that
of ϕ = 0 with a maximum and a dominant structure at very low energy followed by a
sharp decline. At low energies, the difference between the peaks (E ' 0.0228 a.u.) is
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Figure 5.32: The angle integrated photoelectron energy spectrum (red), the θ = 0
spectrum (green) and the θ = pi spectrum (blue) against electron energy at the
end of a pulse of 2 optical cycles of frequency ω = 0.0228 a.u. and intensity I =
1014 W · cm−2 represented by the vector potential (5.29) with ϕ = 0.
of the order of the field frequency and we see many more oscillations with this carrier
phase due to interference between different wave packets. For the angle specific
spectra the electrons are emitted both forward and in the backwards direction with
a dominant contribution to the rear as in figure 5.32. In the case of both ϕ = 0 and
ϕ = pi/2 we also see that the distributions show peaks whose separation distance
increases with energy as we saw for the case of λ = 910nm. As in the previous case
the peaks have been interpreted by Arbo et al. [5] as a diffraction image resulting
from the superposition of wave packets emitted by tunnel ionisation during a half-
wave of the electric field when the field is at a maximum and then change direction
following the change of the sign field (forward scattering), and direct electrons from
tunnelling during the next half-cycle of the field.
Hamido [32] examined in figure 5.34 the contribution of each angular momentum
partial wave towards the total ionisation probability for a) ϕ = 0 and b) ϕ = pi/2.
For ϕ = 0 we see a maximum in the contribution from l = 23 whilst for ϕ = pi/2 the
maximum is lower at l = 19. The distribution is more spread in the case of ϕ = 0
and we see a larger contribution for higher values of l up to a value of l = 75 whereas
for ϕ = pi/2 the maximum value of l which gives a significant contribution is l ≈ 60.
In both cases, the dominant contributions is found around the value corresponding
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Figure 5.33: The angle integrated photoelectron energy spectrum (red), the θ = 0
spectrum (green) and the θ = pi spectrum (blue) against electron energy at the
end of a pulse of 2 optical cycles of frequency ω = 0.0228 a.u. and intensity I =
1014 W · cm−2 represented by the vector potential (5.29) with ϕ = pi/2.
to the number of photons that the electron must absorb to reach the continuum
(n = 22). This could suggest that multiphoton ionisation plays an important role,
but the broad distribution may rather indicate a strong polarisation of the wave
packet.
Partial wave (l)
C
on
tri
bu
tio
n 
to
 io
ni
sa
tio
n
a)
b)
Figure 5.34: The contribution towards the total ionisation for each partial wave at
the end of a pulse of 2 optical cycles of frequency ω = 0.0228 a.u. and intensity
I = 1014 W · cm−2 represented by the vector potential (5.29) with a) ϕ = 0 and b)
ϕ = pi/2. [32].
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5.5.1 Intensity Averaged Cross Section
As we carried out in one dimension we now consider the intensity averaging method
used to more accurately model experimental laser equipment by taking into account
the spatial profile of the field on the ATI spectrum. In figure 5.35 we show a) the
original non-averaged ATI spectrum for a 2 cycle pulse of intensity I = 1014 W · cm−2
described by the vector potential (4.3) and b) the intensity averaged ATI spectrum
for a peak intensity of I = 1014 W · cm−2 for the same case of 2 cycle pulse. The
intensity averaged spectrum was calculated using four different intensities of I =
5 × 1013 W · cm−2, I = 8 × 1013 W · cm−2, I = 9 × 1013 W · cm−2 and I = 3 ×
1014 W · cm−2. We see good agreement between the two spectra in terms of structure
and it appears that, as in one dimension, the inclusion of the spatial profile of the
field has a smoothing effect on the spectrum. The spectrum again has a strong peak
near E = 0.
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Figure 5.35: a) The original photoelectron energy spectrum at the end of a pulse of
2 optical cycles of frequency ω = 0.0228 a.u. and peak intensity I = 1014 W · cm−2
described by the vector potential (4.3) and b) the intensity averaged photoelectron
energy spectrum for the same pulse.
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5.5.2 Ionisation Yield
The ionisation yield investigated here gives information as to how the change from
one dimension to three dimension affects the ionisation probability and about the
unexpected behaviour that occurred in one dimension where the ionisation yield
fell with increasing intensity. Again we show results for the ionisation probability
at intensities from 1011 to 3 × 1014 W · cm−2. Figure 5.36 shows this yield at the
lower frequency of ω = 0.0228 a.u. for a 2 cycle pulse as given in equation (5.29).
The calculations were carried out by A. Hamido [32] using the Sturmian basis and
Arnoldi time propagation with Nl = 80 for 1800 Sturmians and 80 Krylov vectors
(blue line), 1500 Sturmians and 80 Krylov vectors (red circles) and 1800 Sturmians
and 90 Krylov vectors (green stars). All three calculations match showing exact
convergence. We can see that very similarly to the one dimensional case, the same
behaviour appears with slight drops in the ionisation probability potentially due to
trapping in Rydberg states indicative of excitation. In 3D we note that the effect
now occurs after just 2 optical cycles, whereas this wasn’t a long enough pulse in
1D.
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Figure 5.36: The ionisation yield as a function of intensity I, at the end of a 2 cycle
pulse of frequency ω = 0.0228 a.u. given by equation (5.29). (A. Hamido, private
communication.)
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5.5.3 Probability Current
We return now to the probability current to see how the change from one dimension
to three dimensions affects the probability flux. Figure 5.37 shows the probability
current against time t for an intensity of I = 1014 W · cm−2 for 2 cycles. In cylin-
drical polar coordinates we measure the flux at positions z = 40 a.u. and θ = 0 rad
(blue line), θ ≈ 7 rad (red line) and θ ≈ 14 rad (green line) where θ is the angular
coordinate. The dashed lines show the same pictures for z = −40 a.u. for the same
angles and colours respectively. We can see that the picture follows a very similar
structure to the one dimensional case for the same frequency. For θ = 0 at z = 40
a.u. we see a highly oscillating large peak of positive amplitude at the beginning of
the second cycle due to the large negative peak in the first optical cycle. Entering
the second cycle the field changes direction again and the current reduces in am-
plitude before finally changing to negative total value as the electron momentum
changes to a negative value as well. As we increase the angle θ and move away from
the direction of the polarisation we can see the current drops and tends towards
a zero current perpendicular to the laser polarisation axis. This suggests that the
majority of the ionisation occurs from tunnelling in the direction of the tunnel cre-
ated by the Coulomb potential and electric field superposition which oscillates from
z = 40, θ = 0 to z = −40 a.u. θ = 0 as the electric field changes direction. In the
negative direction the majority of the current is now of negative amplitude as in
the one dimensional case. The similarity between 1D and 3D calculations suggest
that the motion of the electron is confined to the laser polarisation axis since the
1D calculation confines the motion to this axis.
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Figure 5.37: The probability current as a function of time t at positions z = 40
a.u. and θ = 0 rad (blue), θ ≈ 7 rad (red) and θ ≈ 14 rad (green) in cylindrical
polar coordinates, throughout a 2 cycle pulse of frequency ω = 0.0228 a.u. and
intensity I = 1014 W · cm−2 described by (5.29) with ϕ = 0. (A. Hamido, private
communication.)
5.6 Adiabatic Approximation
We further investigated the low frequency limit by examining the limit ω → 0 to
see how we can make contact with the adiabatic approximation. If the frequency
of the laser field is low enough that the field varies slowly then we can assume the
adiabatic approximation or the static field limit and take the solution of the TDSE
to be
ΨAD(r, t) ≡ exp
(
−i
∫ t
0
EDC[E(t
′)]dt′
)
ψDC[E(t); r], (5.38)
where EDC[E] are complex energies in a static field E given by
EDC[E] = E0 + ∆DC(E)− i
2
ΓDC(E), (5.39)
where ∆DC(E) is the DC Stark shift of the initial ground state and ΓDC(E) is the
ionisation width of the Stark state which in atomic units is also the ionisation rate
of the atom in the static field. In equation (5.38) ψDC is the solution of the TISE
given by
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(H0 + E · r)ψDC[E; r] = EDCψDC[E; r]. (5.40)
We solved this equation using complex scaling for a wide range of field strengths E
which then allowed us to calculate ΓDC(E) for Hydrogen. At the end of the pulse
the wave function is equal to
ΨAD(r, τ) = exp
(
−1
2
∫ τ
0
ΓDC(E(t
′))dt′
)
ψ0 (5.41)
where ψ0 is the ground state. In this approximation we expect the electron to
follow the field and then return back to the ground state at the end of the pulse
but with a reduced amplitude. Equation (5.41) shows that some of the probability
is lost during the pulse due to the tunnel ionisation caused by the complex factor
in equation (5.39). Therefore the probability of ionisation can be calculated at the
end of the pulse from equation (5.41) as one minus the probability of staying in the
ground state,
P ion(τ) = 1− exp
(
−
∫ τ
0
ΓDC(E(t
′))dt′
)
. (5.42)
Making a substitution, y = ωt′, we can then express the ionisation probability as
P ion(τ) = 1− exp
(
− 1
ω
∫ 2pinc
0
ΓDC(y)dy
)
. (5.43)
Since in the calculations carried out the integrand above is small in comparison to
ω we can expand this as a series of the formation
P ion(τ) = 1−
(
1− 1
ω
∫ 2pinc
0
ΓDC(y)dy + · · ·
)
' 1
ω
∫ 2pinc
0
ΓDC(y)dy. (5.44)
Hence the ionisation probability P ion ∝ 1/ω.
For atomic Hydrogen in the case of a 2 cycle pulse of intensity I = 1014 W · cm−2,
described by the vector potential (5.29), we used our calculated ΓDC(E) to obtain
P ion in equation (5.44). The ionisation rate as well as the excitation rate was
calculated by solving the TDSE and compared against the adiabatic limit for varying
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frequency of laser. The ab initio calculations using the TDSE for low frequencies
were carried out using a Sturmian basis with a radial basis of size 6000 and 160
angular momenta (B. Piraux, private communication). The results indicate that an
adiabatic theory may be a correct starting point to understand, qualitatively and
quantitatively, the LES and low frequency behaviour in general [77].
This comparison can be found in figure 5.38 where we show the probability of ion-
isation as given by the adiabatic limit (dashed line) showing the 1/ω dependence
and the total ionisation (blue line) and excitation (red line) probability calculated
by solution of the TDSE against frequency ω. Whilst for very low frequency the
ionisation probability agrees exactly with the adiabatic limit we see a clear deviation
from the approximation at ω = 0.01 a.u. when ionisation and excitation begins and
all higher frequencies where the ionisation rate rises dramatically and away from the
static field limit curve.
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Figure 5.38: Breakdown of the adiabatic limit: Shown is the probability of ionisation
as given by the adiabatic limit (dashed line) and the total ionisation (blue) and
excitation (red) probability calculated by solution of the TDSE.
5.7 Exterior Complex Scaling
We describe here how we can extend the 1D exterior complex scaling (ECS) method,
described in chapter 2, to 3D as an alternative method to solve the TDSE for
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hydrogen. In order to gain convergence in these cases a very dense mesh within
the unscaled area must be used and as we decrease the frequency of the laser it
becomes necessary to use a very small scaling angle. This in turn slows the damping
of the wave function and dictates the use of a larger box size and density of basis
functions than in equivalent calculations in one dimension. However, since the size of
the unscaled calculations grow significantly with the extension to 3D, the ECS still
results in significant improvement on memory usage and run time of calculations.
As in the one dimension case, the scaling radius R0 must lie outside of the bound
states and although it can be within the quiver radius this will result in the need for
an increase in the density of B-splines within the unscaled area due to the increase
in the flux oscillating about R0. We begin at a wavelength of 800nm and intensity
of I = 1014 W · cm−2 and use a pulse of 2 optical cycles. We first calculate the
electron density and obtain converged results using scaling parameters of R0 = 70
a.u. and θ = 0.2 rad for a box split into 2 sections, [0, 75] a.u. to represent the
unscaled part of the mesh and the transition point, between the scaled and unscaled
regions, in which we used 150 B-spline basis functions and [75, 150] a.u. to represent
the scaled part of the mesh where we used 40 B-spline functions. We use a value of
Nl = 30 across the whole box and for the time propagation we use a time step of
δt = 0.2 a.u. and just 12 Krylov functions. The calculation took around 3 minutes,
considerably less than the full unscaled calculation on a laptop with an INTEL core
2 duo processor of 2.4 GHz which took 34 minutes and hence using this method
the computation time was only 10% of the time taken for the full calculation and
the box under half the size. Figure 5.39 shows electron probability density against
radial position r for the unscaled (red line) and scaled (blue line) calculation for
the l = 0 electron density for the above parameters. We can see that the density
in the unscaled region, including the large peak of the bound states is accurately
represented in the scaled calculation and agreement is perfect until the scaling takes
over and the wave packet is quickly damped. In addition the smaller unscaled box
and basis size meant that we could use just 12 Krylov vectors in comparison to the
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40 needed for the unscaled calculation.
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Figure 5.39: The electron probability density for l = 0 at the end of a 2 cycle pulse
of frequency ω = 0.0569 a.u. and intensity I = 1014 W · cm−2 described by (5.29).
Shown is the full unscaled density (red) and the scaled density carried out using
ECS with scaling points R0 = 70 a.u. for a scaling angle of θ = 0.2 rad (blue).
Figure 5.40 shows the electron density with l = 1 for the same parameters. Here we
see there is no peak due to the density remaining in the bound states and we get
a series of oscillations which are also accurately represented by the scaled program.
Increasing the scaling angle resulted in convergence not being achieved with the
current time step and number of B-spline functions.
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Figure 5.40: The electron probability density for l = 1 for a 2 cycle pulse of frequency
ω = 0.0569 a.u. and intensity I = 1014 W · cm−2 described by (5.29). Shown is the
full unscaled density (red) and the scaled density carried out using ECS with scaling
points R0 = 70 a.u. for a scaling angle of θ = 0.2 rad (blue).
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We now look again at ω = 0.0228 a.u. corresponding to a wavelength of 2µm. We
use a single cycle pulse and an intensity of I = 1014 W · cm−2. For the unscaled
calculation we use a box of [0, 800] a.u. with 1000 B-splines in order to achieve exact
results to computational accuracy for large angular momentum and energy and take
NL = 60. We use a time step of δt = 0.1 a.u. and 100 Krylov vectors. For the scaled
calculation we take a scaling radius of R0 = 200 a.u. and have to reduce the scaling
angle to θ = 0.1 rad in order for the results to be converged. We again use a split
box of [0, 205] a.u. to represent the unscaled part of the mesh with 400 B-splines
and [205, 350] for the scaled region of the mesh with 50 basis functions. Here the
box representing the scaled part is larger than in the case of higher frequency due to
the higher quiver radius and the fact that the electrons travel with higher velocities
as well as the scaling angle being taken smaller. This causes the damping of the
wave function to occur over a larger distance and hence a larger value of xmax is
needed to avoid reflections of the damped wave function. In spite of the larger outer
box we still only need 50 B-splines to represent it, which gives a function density of
one B-spline per 2.9 a.u. of mesh. This is a much lower density than the one used
over the unscaled part of the box which has one B-spline per 0.5125 a.u. of mesh.
For a time step of δt = 0.1 a.u. we can now use a smaller Krylov basis with just
20 functions. This is due to the reduced basis size meaning that we have a smaller
maximum eigenvalue thus reducing the stiffness of the equation. In figure 5.41 we
show the l = 0 probability density against radial position r for the above parameters.
Similar to the case of 800nm, the agreement between scaled and unscaled is very
good with the wave function damping immediately at the scaling radius. In figure
5.42 we show the electron probability density against radial position r for l = 1
for the same parameters, again achieving very good agreement within the unscaled
area.
In both cases of 800nm and 2µm the majority of the density remains in the bound
states due to the low frequency of the laser pulse. Therefore, as before, we now look
at the continuum electron density in order to test the accuracy of the scaling more
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Figure 5.41: The electron probability density for l = 0 for a 1 cycle pulse of frequency
ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (5.29). Shown is the
full unscaled density (red) and the scaled density carried out using ECS with scaling
point R0 = 200 a.u. and for a scaling angle of θ = 0.1 rad (green).
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Figure 5.42: The electron probability density for l = 1 for a 1 cycle pulse of frequency
ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (5.29). Shown is the
full unscaled density (red) and the scaled density carried out using ECS with scaling
point R0 = 200 a.u. and for a scaling angle of θ = 0.1 rad (green).
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stringently. Since the ionisation probability in this case is low, achieving accuracy
here requires the use of a dense basis within the unscaled region in order to represent
the many small oscillations in probability. Figure 5.43 shows the continuum proba-
bility density for l = 0 for the above parameters at λ = 2µm. Now the large peak
close to the origin containing the majority of the density is gone and just the ionised
electrons in the l = 0 partial wave remain. Again we see very good agreement within
the unscaled radius. Figure 5.44 shows the continuum probability density for l = 1
for the same parameters. Again we get an excellent agreement within the unscaled
area.
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Figure 5.43: The continuum electron probability density for l = 0 for a 1 cycle pulse
of frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (5.29).
Shown is the full unscaled density (red) and the scaled density carried out using
ECS with scaling point R0 = 200 a.u. and for a scaling angle of θ = 0.1 rad (green).
If we are only interested in a small region of space surrounding the atom we may
wish to use an even smaller box, allowing us to use less basis functions and reduce
the computation time further. We now lower the scaling radius to R0 = 50 a.u. and
continue using a scaling angle of θ = 0.1 rad allowing us to use a box now of size
[0, 55] a.u. for the unscaled mesh and [55, 200] a.u. for the scaled part. We use 150
and 50 basis functions here allowing us to reduce the computation time by over 50%
in comparison with the previous scaled calculation. Figures 5.45 and 5.46 show the
comparison between the continuum electron density against radial position r for the
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Figure 5.44: The continuum electron probability density for l = 1 for a 1 cycle pulse
of frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (5.29).
Shown is the full unscaled density (red) and the scaled density carried out using
ECS with scaling point R0 = 200 a.u. and for a scaling angle of θ = 0.1 rad (green).
unscaled (red lines) and scaled (green lines) calculations of the continuum electron
density for the l = 0 and l = 1 partial waves respectively for these parameters.
Again we see that we get perfect agreement within the unscaled areas.
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Figure 5.45: The continuum electron probability density for l = 0 for a 1 cycle pulse
of frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (5.29).
Shown is the full unscaled density (red) and the scaled density carried out using
ECS with scaling point R0 = 50 a.u. and for a scaling angle of θ = 0.1 rad (green).
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Figure 5.46: The continuum electron probability density for l = 1 for a 1 cycle pulse
of frequency ω = 0.0228 a.u. and intensity I = 1014 W · cm−2 described by (5.29).
Shown is the full unscaled density (red) and the scaled density carried out using
ECS with scaling point R0 = 50 a.u. and for a scaling angle of θ = 0.1 rad (green).
5.8 Negatively Charged Hydrogen and Argon
We now look briefly at two other systems in order to see how the electron dynamics
differ when using a different atomic potential and to see if the formation of the LES is
reliant on the long range tail of the Coulomb potential as has been suggested [46, 75].
To begin we look at negatively charged Hydrogen before briefly investigating Argon.
5.8.1 Negatively Charged Hydrogen
We first look at the photodetachment of the H− ion by an intense linearly polarised
laser pulse at low frequency. We again perform a direct integration of the TDSE
using the same method as for Hydrogen and approximate the negative ion using
a model potential. We investigate the angle integrated photoelectron detachment
spectrum obtained and compare this with results using the strong field approxima-
tion. We can then investigate the presence or otherwise of the low energy structure
(LES) seen for neutral Hydrogen in similar conditions. A reason for looking at neg-
atively charged Hydrogen is to see how rescattering after ionisation in the presence
of a long range Coulomb tail, which has been suggested as a primary contribution
to the formation of the LES, affects the ATI spectrum. The scattering off of the
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positively charged parent ion seen in the case of Hydrogen is absent in calculations
for H− due to the presence of another electron which remains after ionisation leaving
a neutrally charged Hydrogen atom. As such we do not expect to see the LES to
form due to the lack of a long range Coulomb field. We treat the H− ion as an
effective one electron system in which the detached electron moves in the field of a
perturbed hydrogen atom and the detachment reaction we look at is
H− + hν → H + e−. (5.45)
We conduct all calculations in the velocity gauge and begin by testing our program by
comparing results of the above threshold detachment (ATD) spectrum with results
obtained by O. Tolstikhin [76]. As such we use a form of the electric field given by
E(t) =

E0 cos
2
(
pit
τ
)
sin(ωt+ ϕ) if 0 ≤ t ≤ τ
0 otherwise,
(5.46)
for a frequency of ω = pi/10 and use a range of four intensities for I = 3.5× 1014 to
I = 1.7 × 1016 W · cm−2. These intensities correspond to electric field amplitudes
from E0 = 0.1 to 0.5 a.u. and Keldysh parameter values of γ = 0.74 to 0.11. For
each intensity we use a long pulse of 25 optical cycles.
We take the initial condition as the ground state, which has a binding energy of
E = 0.755 eV = 0.02775 a.u. The spherically symmetric atomic potential is chosen
to be of the form
V (r) = −V0e−r2/r20 (5.47)
with V0 = 0.3831087 and r0 = 2.5026 a.u. so that one bound state is obtained at the
above energy and the s-wave scattering length equal to 5.965, in full agreement with
accurate variational results for H−. We obtain perfect agreement for the full ATD
spectrum and we show the first peaks of the spectrum for each intensity in figure
5.47 along with the same picture from [76] for comparison. The dependence of the
intensity of the field on the shape of the peak can be clearly seen in this picture.
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For low intensity the quiver amplitude (α = E0/ω
2) is low and the detachment rate
reaches its maximum only once, at the maximum of the pulse, giving a single peak
structure with no significant substructure. As the intensity and quiver amplitude
grows the detachment rate then has two maxima, one just before the maximum of
the field and one just after the maximum. Now a wave packet is formed at each
of these maxima of the detachment rate and interfere causing a small substructure
to appear on the peak. As the quiver amplitude increases the substructures on the
peak become more pronounced. From the calculations we can see that the critical
value of the quiver amplitude that causes multiple maxima of the detachment rate
is α ' 3.
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Figure 5.47: The first peak of the ATD spectrum at the end of a pulse of 25 optical
cycles of frequency ω = pi/10 a.u. given by the electric field (5.46) for electric field
amplitudes of E0 = 0.1 (red), 0.3 (green), 0.5 (blue) and 0.7 a.u. (pink). Inset is the
same peak of the ATD spectra calculated by [76] using the Siegert-state expansion
method.
The full ATD spectrum for the electric field amplitude of E0 = 0.5 a.u. correspond-
ing to an intensity of I = 1.6×1016 W · cm−2 is given in figure 5.48. Here we can see
that the spectrum has a clear peak structure similar to that of ATI. We see that the
sequence of peaks fall near multiphoton absorption energies and the heights of the
peaks fall with increasing energy as expected. There is no significant LES feature
in the spectra.
The previous potential used is of a simple form and neglects to take the angular
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Figure 5.48: The ATD spectrum at the end of a pulse of 25 optical cycles of frequency
ω = pi/10 a.u. and intensity I = 1.6×1016 W · cm−2 given by the electric field (5.46).
momentum into account. In order to more accurately approximate the H− ion we
now choose a spherically symmetric atomic potential which is dependent on the
angular momentum. We now take the potential to be [81]
Vl(r) = −
(
1 +
1
r
)
e−2r − αd
2r4
(
1− e−(r/rc)6)
)
+ vl(r) (5.48)
where the second term is a cutoff term with αd = 4.5 a.u., the static polarisability
of hydrogen, and rc = 4 a.u. the effective hydrogen-atom radius. The last term is
an angular momentum dependent short range correction given by
vl(r) = (c0 + c1r + c2r
2)e−βr (5.49)
where β and the l dependent coefficients c0, c1, c2 are chosen to approximate ac-
curately the binding energy (0.754 eV) of H−. It is sufficient to use 2 different
functions v0 and vl for l > 0 and necessary to use more than one function since a
common potential cannot sufficiently represent the phase shifts. Figure 5.49 shows
this model potential against radial position r where we have split the potential into
the V0 (red line) and Vl with l > 0 (blue line) contributions.
We now revert back to an electric field corresponding to the vector potential given
by (5.29) and take both ϕ = 0 and ϕ = pi/2 for the phase in order to investigate
the effect of the carrier envelope phase on the energy spectrum. In order to do this
we now use a laser pulse with a much lower frequency of ω = 0.0043 a.u., which
models detachment in a 10600nm CO2 laser pulse, for 5 optical cycles. We perform
224
5.8 Negatively Charged Hydrogen and Argon
Figure 5.49: The angular dependent model potential for negatively charged Hydro-
gen showing V0(r) (red) and Vl(r) for l > 0 (blue).
calculations for three different peak intensities I = 1010 W · cm−2, 5× 1010 W · cm−2
and 1011 W · cm−2 corresponding to Keldysh parameter values γ = 1.90, 0.85 and
0.60 respectively meaning that when we reach the higher intensities we are within the
tunnelling regime. We use a low intensity model laser in order to limit detachment
which can occur quite easily due to the low effective ionisation potential. For the case
of the highest intensity I = 1011 W · cm−2 the ponderomotive potential of 1.05eV
means that just 16 photons of E = ~ω = 0.117 eV are required to detach the electron.
In all cases we compare our results calculated using the TDSE with the results of
the SFA calculated by Zhou at al. [81]. It is worth noting that these calculations
are particularly intensive due to the very low frequency and large number of cycles.
Using a time step of δt = 0.2 a.u. these parameters require the use of over 36000
steps, considerably more than the previous calculations at a wavelength of λ = 2µm.
As such a very large box is needed to hold the ejected wave packets especially at the
highest intensity.
Figure 5.50 shows the ATD spectrum against energy E for phases ϕ = 0 (red line)
and ϕ = pi/2 (green line) at an intensity of I = 1010 W · cm−2. We can see that for
this lower intensity, which is in the multiphoton regime, the carrier envelope phase
makes little difference to the final ATD spectrum in both numerical solution of the
TDSE and the SFA. We can see that the TDSE results agree very well with the
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SFA with two large peaks dominating the spectrum separated by the photon energy.
This shows again that the LES is not present here as the SFA calculation only takes
into account direct ionisation and no rescattering.
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Figure 5.50: The ATD spectrum at the end of a pulse of 5 optical cycles of frequency
ω = 0.0043 a.u. and intensity of I = 1010 W · cm−2 defined by (5.29) calculated
from direct numerical solution of the TDSE for phases ϕ = 0 and ϕ = pi/2. Inset is
the same parameters calculated using the SFA [67].
We now increase the intensity to I = 5× 1010 W · cm−2 in figure 5.51. We see that
the spectra are much more complicated. For both phases we get good agreement
with the SFA in the lower energy regime whereas the results differ more as the
energy increases. For ϕ = 0 we see that the low energy peaks tend to become
distorted and double peaks form as the peak splits at the top. This can be seen
using both methods for the first ATD peak. For ϕ = pi/2 we see a more standard
peak structure, separated by photon energy, which is of higher amplitude than ϕ = 0
in both methods. The difference as we move to higher energy can be attributed
to the fact that the full numerical calculation we undertake includes all orders of
rescattering of the electron during the 5 cycle pulse whereas the SFA neglects higher
levels of rescattering meaning that the emergence of high energy electrons are less
likely in this approximation.
Finally we look at the highest intensity of I = 1011 W · cm−2 in figure 5.52. We
still see peaks positioned at the predicted energies and see separation distances
of the photon energy although now the amplitudes are more irregular with higher
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Figure 5.51: The ATD spectrum at the end of a pulse of 5 optical cycles of frequency
ω = 0.0043 a.u. and intensity of I = 5× 1010 W · cm−2 defined by (5.29) calculated
from direct numerical solution of the TDSE for phases ϕ = 0 and ϕ = pi/2. Inset is
the same parameters calculated using the SFA [67].
energy peaks having larger amplitude. We see similar behaviour with the spectrum
calculated using the SFA in the suppression of the lowest energy peaks but there is
not much similarity between the two methods for higher energy. The solution of the
TDSE does agree with the spacing of the peaks, with the ϕ = pi/2 solutions shifted
to lower energy nearer the threshold in relation to the ϕ = 0 solution before the
position of the peaks coinciding towards higher energy.
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Figure 5.52: The ATD spectrum at the end of a pulse of 5 optical cycles of frequency
ω = 0.0043 a.u. and intensity of I = 1011 W · cm−2 defined by (5.29) calculated
from direct numerical solution of the TDSE for phases ϕ = 0 and ϕ = pi/2. Inset is
the same parameters calculated using the SFA [67].
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We show the three spectra for ϕ = 0 now together on a logarithmic scale for com-
parison of structure and amplitude in figure 5.53.
Energy (a.u.)
E
ne
rg
y 
di
st
rib
ut
io
n 
(a
.u
.)
I = 1 x 1010 W.cm-2
I = 5 x 1010 W.cm-2
I = 1 x 1011 W.cm-2
0 0.04 0.080.06 0.10.02
1
0.1
0.01
10-5
10-6
10-7
0.001
10-4
10-8
10
10-9
Figure 5.53: The ATD spectra at the end of a pulse of 5 optical cycles of frequency
ω = 0.0043 a.u. and intensities I = 1010 (red), 5× 1010 (green) and 1011 W · cm−2
(blue) defined by (5.29) for phase ϕ = 0.
These initial calculations show there is no indication of the low energy structure
being present for any of the above intensities or phases. This suggests that the
rescattering after ionisation due to the Coulomb field, absent in the case of the
negative hydrogen ion, as seen in figures 5.50 to 5.52, plays an important role in the
formation of the LES. We have shown here that it is possible to investigate negative
ion systems using our methods in a similar way in the case of neutral atoms.
5.8.2 Argon
For completeness we report on applying the numerical methods to Argon on which
most of the experiments are performed. In order to model the Argon atom we use
the single active electron approximation and write the TDSE in the velocity gauge,
in the form
i
∂
∂t
Ψ(r, t) =
[
−1
2
p2 + V (r) +W (r) + p ·A(t)
]
, (5.50)
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where the model potential is given by [54, 7]
V (r) = −1
r
[
1 +Ae−Br + (17−A)e−Cr] . (5.51)
The constants A, B and C take values of A = 5.4, B = 1 and C = 3.682 respectively
which ensures the eigenenergies of the singly excited states of Argon are obtained
correctly. Furthermore, the K-shell, L-shell, and 3s ionisation potentials are repro-
duced accurately and the asymptotic behaviour of the model potential behaves as
the true potential [54]. However, despite these points, equation (5.51) does not give
accurate results close to the origin and hence to obtain a potential we can use in the
solution of the TDSE we introduce a further soft repulsive core potential,
W (r) = F
(
[(Rx −R)/G]5 − [(Rx −R)/G]4
)
, (5.52)
with Rx = 3, F = 2.5 and G = 2.01785. The potential is confined to the range
R < r < Rx where we take R = 0.5 a.u. Outside Rx all eigenfunctions in the well
V (r) +W (r) are identical to those in V (r). Mu¨ller shows that imposing a hardcore
boundary condition such as (5.52) on the wave function at a specific position induces
only a minor distortion whilst eliminating the K and L shells [54]. Using the sum
of these two potential functions gives accurate results at all positions.
We carry out calculations for a wavelength of λ = 800nm and an intensity of I =
1014 W · cm−2 for a 2 cycle pulse. We use a B-spline basis with a box defined as
[0.5, 750] a.u. and 750 B-splines and take Nl = 28. For the time propagation we use
the Arnoldi integrator with δt = 0.2 a.u. and 40 Krylov vectors. For the initial state
we start in the 3s ground state for all calculations, with an ionisation potential of
E = 0.582148 a.u. In figure 5.54 we show the above threshold ionisation spectrum
against energy E. We can see that unlike for the negatively charged Hydrogen we
do get a large peak for very low energy akin to the LES.
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Figure 5.54: The photoelectron energy spectrum against electron energy for Argon
at the end of a 2 cycle pulse of frequency ω = 0.0569 a.u. and intensity I =
1014 W · cm−2 calculated from direct numerical solution of the TDSE for phase
ϕ = 0.
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Chapter 6
Conclusion and Outlook
In this work we have focused on developing new approaches to the numerical solution
of the time dependent Schro¨dinger equation (TDSE) using a spectral method, which
in turn was used to study the interaction of atoms with an intense, low frequency
laser field. The spectral method we implemented was used primarily with B-spline
basis functions and we carried out the time integration using the explicit Arnoldi
Krylov subspace method.
This model allowed the extraction of physical information (without projection on the
eigenfunctions of the continuum) for the study of complex systems whose solutions
are generally not analytically known. We were then able, using the wave function
Ψ(r, t), to investigate the features of the system such as the probability density,
the state populations, the ATI spectrum and angular distributions of the ejected
electrons in detail by projecting on Coulomb functions. We analysed the influence
of laser parameters such as the intensity I, frequency ω, phase ϕ and total pulse
length τ . We also devised an interesting and intuitive way of viewing the evolution
of the electron position and momentum density in three dimensional plots where in
the case of the momentum we can clearly see the times of ionisation displayed as
straight lines.
We carried this out first in one dimension using a model soft Coulomb potential as
well as a Gaussian potential and the success of the numerical methods allowed us
then to study the interaction of hydrogen as well as other three dimensional model
atoms in the low frequency regime which theorists have taken a recent interest in
because of the discovery of a low energy structure (LES) in the photoionisation
spectra of atoms and molecules. The SFA, the most widely used method of solution
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for systems in the tunnelling regime, does not reproduce this structure.
We looked at the theory and application of the two most commonly used gauges,
the length gauge and the velocity gauge and investigated the effect of the choice of
gauge on a number of different observables and in particular noting its effect on the
observed momentum of the electron. We also made use of the Keldysh parameter
γ which distinguished two regimes of ionisation, multiphoton ionisation γ  1 and
tunnelling ionisation γ  1 which is dominant in the strong field regime. We also
noted a number of situations where we lie in the region where γ ' 1 where we have
interplay between the two regimes.
In writing our programs we paid special attention to the computation constraints
that make a full numerical solution of the TDSE so difficult at low frequencies, high
intensity and when the pulse length becomes long. The memory usage and run
time in particular were difficult hurdles that had to be overcome in order to run our
programs on the computers we had available. In order to be able to run a wider range
of laser parameters and also significantly speed up other calculations we implemented
exterior complex scaling (ECS) where the spatial coordinates are rotated into the
complex plane with the effect of the wave packet becoming damped beyond a certain
radius. This in turn allowed us to use a smaller working box and size of basis whilst
the unscaled area remained unchanged from the full unscaled calculation. Thus we
were able to calculate a number of the same observables including the ATI spectrum
using the time dependent surface flux method (tSURFF) in much short times.
Our results at λ = 800nm and 2000nm are very similar in many respects - inter-
ference effects in angular distributions etc. However a pronounced peak is seen to
develop at low frequency and becomes enhanced for more cycles and as ω → 0. So
it seems the LES develops smoothly from higher frequencies. Various explanations
have been put forward for the LES, both classical and semi-classical but what is
clear is that a wave packet develops which has its momentum distribution peaked
about p = 0 and it remains a major challenge to understand this from a quantum
perspective.
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We analysed the angular distributions for a range of frequencies and showed how
the dominant features could be understood via intra and inter cycle interferences.
Our analysis of the limit ω → 0 shows that a promising approach to the LES may
be to start from an adiabatic theory for the dynamics of the wave packet.
For future work we have already extended our program to allow the study of the
interaction of atoms with circularly polarised lasers and indeed radiation of arbitrary
polarisation. This extension means we now have to include the azimuthal angle φ
as we are no longer symmetric in this angle as well as an extra quantum number
m, the quantum magnetic number. This extension increases the memory usage of
our program considerably with each m value running from −l to l and in general
more B-spline functions are needed to represent the wave function due to the more
complex nature of the laser pulse and its effect on the wave function. In addition
we can then use this circular polarisation in order to further the investigation into
the LES, which is not present for circular polarisation [75].
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