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Resumen 
La finalidad del presente proyecto consiste en exponer una serie de herramientas basadas 
en nuevas tecnologías computacionales para la predicción de la demanda eléctrico en edificios. 
Estas nuevas tecnologías computacionales se denominan redes neuronales artificiales y se 
basan en algoritmos muy potentes para relacionar grandes cantidades de información y, de esta 
manera construir modelos matemáticos muy complejos que puedan, en este caso, predecir valores. 
Para poder tener una visualización de cómo se han realizado las predicciones al largo de la 
historia, este  proyecto elabora un estado del arte de las predicciones de consumo eléctrico. 
Seguidamente se expone la amplia teoría de las redes neuronales artificiales. En este 
capítulo se describe detalladamente la historia del nacimiento de esta tecnología, la clasificación de 
las funciones que pueden desarrollar, así como la base matemática que define los algoritmos. 
Para poder aplicar los nuevos conocimientos en esta materia, el proyecto realiza un caso 
práctico donde se puede seguir todo el procedimiento establecido entre la obtención de datos hasta 
la predicción de la demanda eléctrica en edificios. Para el caso práctico se ha cogido información 
del consumo eléctrico del edificio de arquitectura de la Universidad Politécnica de Catalunya. 
Los resultados obtenidos de la predicción del caso práctico son relativamente buenos. Se 
puede decir que estas nuevas herramientas son aptas para realizar la predicción de la demanda en 
edificios. No obstante se analizan las deficiencias encontradas, así como también los temas de 
estudio futuros que han surgido del proyecto para mejorar la fiabilidad de las predicciones. 
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 Introducción 1.
El presente proyecto pretende contextualizar y afrontar uno de los problemas más 
críticos del sector eléctrico: la predicción de consumo eléctrico.  
El sector eléctrico está inmerso en una gran evolución hacia nuevas tendencias, 
incorporando, cada vez más, tecnologías más sofisticadas. La base de este servicio público 
es la accesibilidad de cualquier individuo a la red. No obstante la eficiencia energética es 
clave en un sistema que gestiona tal cantidad de energía y recursos naturales. Por si fuera 
poco, las empresas privadas involucradas tienen el afán de servir el producto al menor coste 
posible.  
Para afrontar los tres puntos clave del sector (accesibilidad, eficiencia y coste) es 
esencial una buena predicción del consumo de los usuarios. En el proyecto se realizará un 
repaso por la muy extensa literatura de los diferentes métodos de predicción de energía 
eléctrica que se han usado a lo largo de la historia. No obstante, recientemente ha habido un 
crecimiento importante en el estudio y desarrollo de nuevos métodos por parte de las 
empresas involucradas, revolucionándose por completo los métodos y modelos usados.  
A todo esto, se debe entender que la política eléctrica ha jugado y jugará un papel 
determinante en el sector. Recientemente, en los EUA, la tarifa eléctrica se ha disgregado 
por horas y por puntos geográficos. Así pues, la comercializadora debe comprar energía por 
cada hora y por cada área geográfica. Si en estas áreas hay algún gran consumidor, con 
una demanda de energía muy importante respecto los demás clientes, este influirá de una 
manera significativa en la cantidad de energía que se compra. Si la comercializadora de un 
usuario no predice con exactitud la energía que va a consumir, se producirán las llamadas 
desviaciones (compras o vendas de energía en el último momento) conllevando importantes 
gastos. 
Se sigan o no en España los pasos de EUA y debido a la tendencia intrínseca que el 
sistema lleva, en el presente trabajo se ha querido desarrollar un método de predicción 
eléctrico en edificios de gran consumo. En concreto, la aplicación del modelo se realizará 
sobre uno de los edificios de la UPC en Barcelona. Para tal fin, primero se realiza un 
apartado teórico del método de predicción escogido: las redes neuronales artificiales.  
Las redes neuronales artificiales son algoritmos computacionales muy potentes, 
pensados para trabajar con grandes cantidades de datos almacenados. Uno de los campos 
de los algoritmos de redes neuronales es el de la predicción, no sólo el de la predicción de 
consumos sinó que se puede aplicar a cualquier tipo de valor. En el caso de la predicción de 
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consumo eléctrico, son muchos los investigadores que han propuestos diferentes modelos 
para tal fin. No obstante, modelos de predicción del consumo en edificios no se encuentran 
por la literatura. 
Así pues, el objetivo principal del proyecto es construir un modelo de redes 
neuronales artificiales para el consumo en edificios. Se expondrán, también, en este 
proyecto, los conceptos teóricos de los algoritmos de predicción, así como los algoritmos de 
comprobación del ajuste del modelo. 
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 Estado del arte de los algoritmos de consumo 2.
eléctrico 
Primeramente, se quieren relacionar los algoritmos de predicción del consumo 
eléctrico con el propio sistema eléctrico, pudiendo entender así, la importancia que éstos 
tienen. 
Es de vital importancia para el sistema eléctrico poder realizar predicciones de los 
consumos tanto a corto como a medio plazo. La predicción a corto plazo es necesaria para 
un correcto desarrollo de la eficiencia del sistema, garantizando así, el suministro energético. 
A medio plazo también es muy importante para el mantenimiento de las infraestructuras y 
planificación de la producción. [1] 
 Los métodos de predicción son aplicados gracias a algoritmos muy complejos. Un 
algoritmo de estas características puede tener diversos procesos integrados como  
determinar parámetros, aplicar filtros, modificar o suavizar variables o calcular errores de 
predicción.  
El hecho de que los métodos sean tan complejos y árduos de aplicar y, que existan  
técnicas tan distintas, se debe a la infinidad de factores, tanto cualitativos como 
cuantitativos, a los que el consumo está expuesto. La amplia variación en el consumo 
eléctrico es debida a los hábitos de consumo, regularizaciones sociales (como los días 
laborables y los festivos), convenciones y, por último, a la meteorología.[2] 
 Así pues, los factores que determinan el consumo eléctrico, aunque variantes, 
siguen siendo, primordialmente, los mismos que hace muchos años, por lo que no son la 
causa por la que se haya investigado y desarrollado tantos modelos a lo largo de la historia. 
La evolución de los algoritmos de predicción ha sido determinada por dos factores claves: la 
política eléctrica y las nuevas tecnologías.  
En primer lugar, las regulaciones de los sistemas eléctricos de la gran mayoría de 
países han influido sustancialmente en el sector. Es un claro ejemplo la liberación de los 
mercados eléctricos que sufrieron la mayoría de los países en la década de los 90. Antes, 
con el monopolio de grandes empresas, éstas no focalizaban entre sus prioridades la 
predicción del consumo. A raíz de las liberaciones de mercados, y con la incorporación de 
nuevos agentes involucrados, como productores, comerciantes o minoristas, éstos sí han 
focalizado sus esfuerzos en conseguir una buena predicción.[2] 
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 Asimismo la reciente reforma del sector eléctrico aprobada a finales del 2013, [3] 
puede hacer que grandes consumidores también puedan estar interesados en la predicción 
de su propio consumo, para regular sus propias fuentes de energía, ya que, según el nuevo 
decreto el precio de la energía eléctrica podrá variar por horas.   
En segundo lugar, las nuevas tecnologías han tenido una importancia del todo 
destacada. Gracias al desarrollo de procesadores mucho más rápidos en la década, 
también de los 90, se pudieron aplicar algoritmos computacionales que requerían un gran 
número de iteraciones de datos. Estos algoritmos están asociados al concepto de “Machine 
Learning” o aprendizaje automático, que se explicará más adelante.  
Por otro lado, y antes de empezar con un recorrido histórico en la literatura de la 
predicción de consumo eléctrico, se definirán unos conceptos previos. 
Primeramente se debe entender que los algoritmos de predicción tienen como 
objetivo la predicción o hallazgo de una variable de salida a partir de un conjunto de 
variables de entrada conocidas. Es más, para la predicción de la demanda, a diferencia de 
otros casos, la variable de salida es continua y no discreta. 
En segundo lugar es importante remarcar que el resultado de cualquier algoritmo es 
una ecuación que define la variable de salida según las de entrada, y que introduciendo una 
nueva variable de entrada en la ecuación, esta te devuelve la predicción o respuesta. 
También es importante remarcar el término series temporales. En modelos de series 
temporales las variables de entrada son valores pasados de una variable determinada y la 
variable de salida es el valor futuro de esa misma variable. En el caso de la predicción del 
consumo eléctrico esta variable es el propio consumo.  
Asimismo, se entiende por ruido blanco un parámetro aleatorio (representando el 
error del sistema) de media cero, de varianza constante e independiente para distintos 
valores de tiempo 
Y para terminar con las definiciones, la diferencia entre un algoritmo determinista o 
estocástico es que el primero no contempla el azar en el devenir de la predicción mientras 
que el segundo sí lo hace.    
Los apartados que vienen a continuación, algoritmos tradicionales y algoritmos 
recientes, pretenden dar una pincelada a los principales algoritmos que se han usado en 
este sector a lo largo de su historia. Cabe mencionar que existen infinidad de algoritmos con 
diferentes versiones, modificaciones, estimaciones… por lo que no se mencionarán todos 
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sino los más importantes y los de mayor repercusión. Se ejemplificarán algunos modelos 
como referencia, sin llegar al detalle de su aplicación.  
2.1. Modelos tradicionales 
Antes de la década de los 80, los modelos que se usaban para la predicción del 
consumo eléctrico eran básicamente heurísticos (basados en la experiencia). 
En la década de los 80s, se empezó a usar los primeros modelos basados en las 
series temporales, que eran mayoritariamente dos grandes familias de modelos, la primera 
es el enfoque Box-Jenkins y la segunda la suavización exponencial.  
Aunque las series temporales eran usadas para la predicción del consumo eléctrico 
en los ochenta, sus orígenes como metodología predictiva se remontan a principios del siglo 
XIX donde la idea general de estos métodos era puramente determinista.[2] 
 Los orígenes de las técnicas algorítmicas de Box-Jenkins se deben a Yule [4] que 
en 1927 introdujo el concepto estocástico en las series temporales. No obstante, no fue 
hasta el 1970 cuando Box y Jenkins [5] publicaron una obra de  gran referencia en el ámbito 
de la predicción titulada  “Time Series Analysis: Forecasting and Control”, obra la cual se 
basa en los conceptos de auto-regresión (AR) y de media móvil o “moving average” (MA). 
Así pues, no es hasta los dichos años ochenta, en que se inició el gran interés por las 
predicciones y que se empezaron a usar estas técnicas algorítmicas. [6] 
El exitoso modelo de Box y Jenkins se llamó “autoregresive integreted moving 
average” (ARIMA), el cual consta de la iteración de tres procesos: identificación, estimación 
y verificación. 
ARIMA está basado en series temporales univariantes, es decir, que la predicción de 
una variable depende solamente de los valores que esa variable (en este caso, el consumo 
eléctrico) ha tenido en el pasado. Por lo tanto, el valor de la variable endógena del sistema, 
se representa como combinación lineal de los valores pasados de esta variable más un 
término de error llamado ruido blanco.[5] 
 Como se deduce, el enfoque de Box y Jenkins no tenia en consideración efectos 
estacionarios de los datos pasados, como pueden ser los días de la semana, ni tampoco 
efectos climatológicos.  
A partir de este punto son muy numerosos los autores que publicaron modificaciones 
del modelo ARIMA, sobre todo para adaptarlo a los factores de estacionalidad y clima.  
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Por ejemplo, Mbamalau y El-Hawary [7] proponen un modelo auto-regresivo 
multiplicativo considerando los factores de estacionalidad en la predicción del consumo. A la 
técnica derivada de ARIMA que incluye el factor de estacionalidad (sobretodo usado en 
series de larga duración en el tiempo) se llaman “Seasonal ARIMA  models”  (SARIMA).[8]  
Otro ejemplo, se encuentra en la propuesta de Wang et al [9] que propone un 
modelo auto-regresivo de media móvil con variables exógenas (climatológicas), denominado 
ARMAX. Los resultados del modelo realizado por Wang mejoran a sus predecesores.  
En el apartado 2.1.1 de este capítulo de los algoritmos tradicionales se define el 
modelo de ARIMA como modelo representativo de la técnica desarrollada por Box y Jenkins.  
Separadamente de los métodos vistos arriba en este apartado, otra gran familia de 
métodos de predicción que se han usado para la predicción del consumo eléctrico a lo largo 
de su historia, son los algoritmos “exponential smoothing” o suavización exponencial. [10] 
Los orígenes de esta metodología aritmética se remontan a las décadas de los 50 y 
60 con las obras de Brown 1959 [11], Holt 1957 [12] y Winters 1960 [13]. Por una parte, 
Brown como responsable de las fuerzas navales estadounidenses en la segunda guerra 
mundial desarrolló un algoritmo que permitía seguir los movimientos de los submarinos 
enemigos. Por otro lado, Holt desarrolló un algoritmo muy parecido al de Brown, aunque 
este no se llegó a publicar. Fue Winters quien aplicó el algoritmo de Holt y realizó la 
publicación. Por este motivo, el algoritmo se conoce como Holt-Winter con el permiso de 
Brown.[14] 
 Los métodos “exponentail smoothing” o suavización exponencial se basan en 
ponderar exponencialmente la influencia de los datos pasados, siendo más influyentes los 
más recientes y menos los más antiguos. [15]. Además la expresión aritmética es más 
sencilla que los modelos ARIMA y eso permite incluir parámetros para ajustar o bien la 
tendencia, o bien la estacionalidad o incluso ambas. La tendencia puede ser constante 
(nula), lineal (aditiva) o polinómica (multiplicativa), del mismo modo que la estacionalidad 
también puede ser nula, aditiva o multiplicativa. 
En concreto, el algoritmo de Brown no tuvo ni componente tendencial ni estacional y 
el de Holt incorporó una tendencia aditiva. A partir de este punto muchos algoritmos se 
desarrollaron incorporando pequeñas modificaciones. El artículo de Garden Jr. [14] realiza 
una clasificación de todos los tipos de algoritmos “exponential smoothing” que se pueden 
formar, y presenta las ecuaciones matemáticas para todos los modelos.  
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Como representación de los modelos tipo suavización temporal, se analizará el 
algoritmo Holt-Winter en el apartado 2.1.2 . 
 Modelo	  ARIMA	  2.1.1.
El método ampliamente usado ARIMA “Autoregressive Integrated Moving Average 
Model” es el conjunto de tres procesos: 
• El primer proceso es el “autoregressive” (AR) que tiene como finalidad 
expresar el valor actual de predicción mediante una combinación lineal de 
los valores previos de consumo, más un error aleatorio. 
• El segundo proceso es el “Moving Average” (MA) que expresa un error 
blanco. 
• El tercero es el proceso integral el cual permite transformar series no 
transitorias en aquellas que sí lo sean. 
La  (Ec. 2.1) es la ecuación principal del modelo, donde el valor de predicción se 
define como la combinación lineal, por un lado, de la expresión AR, y por el otro lado, de la 
expresión MA.  
Donde  
yt es el valor actual de predicción 
ϕi son los coeficientes del polinomio de auto-regresión, i=1…p 
θj son los coeficientes del polinomio de la media móvil, j=1…q 
p es el identificador del número de coeficientes del polinomio de auto-regresión 
q es el identificador del número de coeficientes del polinomio de auto-regresión 
εt es el error aleatorio del tiempo t 
t es el tiempo o periodo 
En la (Ec. 2.2) se expresa la formula de las diferencias entre periodos para solventar el 
problema de transitoriedad.  
𝑦! = 𝜃! + 𝜙!𝑦!!! + 𝜙!𝑦!!! +⋯+ 𝜙!𝑦!!! +⋯+ 𝜀! − 𝜃!𝜀!!! − 𝜃!𝜀!!! −⋯− 𝜃!𝜀!!!    (Ec.  2.1) 
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Durante los inicios de este método hasta la actualidad han sido numerosos los 
artículos proponiendo mejoras o alternativas a la estimación de los parámetros, o incluso la 
revisión de los mismos autores después de 24 años. [16] 
 Modelo	  Holt-­‐Winter	  2.1.2.
El modelo propuesto por Holt [12] y Winter [13]  se basa en el procedimiento 
“exponentially weighted moving average”. Este trata de hacer la predicción de futuros 
valores a partir de observaciones pasadas y los pesos encontrados en las observaciones 
recientes. El “Holt-Winters Model” (HW) suaviza la predicción y incorpora una línea de 
tendencia con dos coeficientes binarios. Las ecuaciones (Ec. 2.3), (Ec. 2.4) y (Ec. 2.5) 
definen el modelo. 
Siendo: 
st el valor suave estimado en el tiempo t 
at el valor real en el tiempo t 
bt el valor de tendencia en el tiempo t 
α el coeficiente de suavidad 
β el coeficiente de tendencia 
En la ecuación (Ec. 2.3) se obtiene el valor suavizado de estimación el cual es una 
media ponderada (según el coeficiente de suavidad) entre el valor real del periodo anterior y 
el que el programa predijo.  
En la ecuación (Ec. 2.4) se actualiza el valor de tendencia mediante una media 
ponderada (según el coeficiente de tendencia) entre el valor pasado y la diferencia de 
estimación suavizada entre el periodo actual  y el pasado. 
∇!𝑦! = ∇!!!𝑦! − ∇!!!𝑦!!!         (Ec.  2.2) 
𝑏! = 𝛽 𝑠! − 𝑠!!! + 1 − 𝛽 𝑏!!!       (Ec.  2.3) 𝑠! = 𝛼𝑎! + (1 − 𝛼)(𝑠!!! + 𝑏!!!)       (Ec.  2.4) 𝑓! = 𝑠! + 𝑖𝑏!          (Ec.  2.5) 
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Para concluir, la ecuación (Ec. 2.5)  da el valor de la predicción para el tiempo t como 
la suma de la estimación suavizada y el valor de tendencia multiplicado tantas veces como 
periodos i del intervalo de predicción. 
2.2. Modelos recientes  
En la década de los 90, coincidiendo con la masiva regularización del sector y la 
evolución tecnológica de los sistemas de computación y procesamiento de datos, 
empezaron a aplicarse modelos de la  ciencia de "Machine Learning” para la tarea de 
predicción.  Hasta entonces no se habían aplicado por la falta de tecnología. 
La definición de Machine Learning (ML) o aprendizaje automático dada por Arthur 
Samuel fue: “la ciencia que da la habilidad o capacidad a los ordenadores de aprender algo 
sobre lo que no han sido explícitamente programados”. Este autor estadounidense publicó 
en 1959 el artículo “Some Studies in Machine Learning Using the Game of Checkers” [17] en 
el cual se aplicaba uno de los primeros algoritmo de aprendizaje de la historia, usando como 
ejemplo el jugo de las damas.   
La diferencia más importante que estas técnicas tienen en comparación a las 
técnicas tradicionales, recae en que los algoritmos de ML no defínen la relación que deben 
tener las variables entre ellas, sino que es el propio algoritmo quien aprende las relaciones y 
patrones de un conjunto de datos [18]. Han sido muchos los autores, como Connor en 1994 
[19], que han realizado la comparación de los algoritmos tradicionales con los más recientes.  
Por consiguiente, estos algoritmos son idóneos cuando a priori no se conoce la 
influencia de las variables de entrada con la respuesta. Por lo tanto, los modelos de ML se 
consideran modelos adaptativos a los datos, donde el conocimiento previo de la relación 
entre variables es desconocido.  
A continuación se explican, de forma general, las dos fases que contienen estos 
algoritmos. 
En la primera fase, fase de entrenamiento, el algoritmo debe aprenden por si solo los 
patrones y/o relaciones de los datos mediante lo que se denominan ejemplos de 
entrenamiento. El algoritmo deberá encontrar un modelo matemático que ajuste de la mejor 
manera posibles los datos de entrenamiento. Para ello se debe construir la denominada 
base de entrenamiento, la cual a veces se divide entre base de entrenamiento inputs (las 
variables de entrada) y base de entrenamiento output (variables de salida). La ecuación 
principal del modelo se asigna como h(θ) siendo θ los parámetros que conforman el modelo. 
A este primer proceso se le llama proceso de aprendizaje. 
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La segunda fase, fase test, se basa en usar el modelo matemático para la predicción 
de nuevas variables y compararlas con los valores reales. Los “inputs” se introducen en la 
ecuación del modelo para obtener la predicción o “output”. Para ello se debe construir la 
denominada base test, la cual a veces se divide entre base test inputs (las variables de 
entrada) y base test output (variables de salida). En la Fig. 1 se esquematiza el 
procedimiento general de los modelos de ML. 
 
 
 
 
No obstante, como se puede intuir con la definición dada en los párafos anteriores, 
existen muchos tipos de algoritmos en la ciencia de Machine Learning. A continuación se ha 
realizado una clasificación general de los diferentes modelos que existen en este ámbito. 
 
• Modelos de aprendizaje supervisados: son aquellos algoritmos diseñados 
para el análisis de una o varias variables en concreto, llamadas variables 
de salida. El conjunto de datos necesarios para aplicar este algoritmo debe 
contener una o varias variables de entrada y dichas variables de salida. 
Con este conjunto de datos el algoritmo debe aprender a predecir una 
Fase de 
entrenamiento 
Fig. 1 Esquema de los algoritmos de predicción 
EJEMPLOS DE  ENTRENAMIENTO 
ALGORITMO DE 
APRENDIZAJE 
INPUTS OUTPUTS h(θ) 
Fase test 
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nueva respuesta a partir de un nuevo conjunto de datos entrantes. Según 
el tipo de variable de salida se definen dos tipos distintos de algoritmos de 
aprendizaje supervisado. 
o Modelos de regresión, en los cuales el valor de salida es un 
número Real (continuo). Son ejemplos, las familias de modelos de 
redes neuronales artificiales [21] y “Support Vector Machine” (SVM) 
[22] 
o Modelos de clasificación, en los cuales el valor de salida es 
categórico (discreto). Son ejemplos, las familias de modelos de 
árboles de decisión [20] y “logistic regresión”, aunque tambien 
existen algunos modelos de la familia de redes neuronales 
artificiales que sirven para la clasificación 
 
• Modelos de aprendizaje no supervisado: son aquellos algoritmos en que no 
se explicita qué variable debe ser tratada con prioridad. El conjunto de 
datos necesarios para aplicar estos algoritmos deben contener un conjunto 
de variables de entrada, sin una variable respuesta. La finalidad recae en 
encontrar patrones o parámetros influyentes entre todas las variables que 
permiten agrupar o distinguir unos datos de otros. Se debe anotar que este 
concepto de algoritmo también se suele llamar “Data Mining” o minería de 
datos. Existen diferentes algoritmos no supervisados con finalidades 
diferentes: 
o Modelos de agrupamiento (“Clustering”), cuya finalidad es 
encontrar similitudes entre las datos para agrupar conjuntos 
parecidos entre ellos. Uno de los modelos más conocidos es el 
algoritmo de agrupamiento “k-means claustering” [23] 
o Modelos de cócteo (“Cocktail party problem”), enfocados en 
grabaciones de audio, donde es capaz de identificar y separar 
sonidos, conversaciones o patrones auditivos encima de un 
ambiente ruidoso. Uno de los primeros modelo fue el “filter 
model”.[25] 
Como se puede observar, dentro de la familia de modelos de las redes neuronales 
existen varios modelos, algunos destinados a la tarea de regresión y otros a la tarea de 
clasificación. Lo que separa las familias de modelos son la estructura y la conceptualización 
de las relaciones entre variables 
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Por tanto, para afrontar el problema de la predicción se usa uno de los modelos de 
redes neuronales artificiales. En el siguiente apartado, de este mismo capítulo, se ha querido 
dar una visión transversal de la familia de modelos de las redes neuronales artificiales y se 
ha dejado para el siguiente capítulo el análisis del modelo de redes neuronales escogido 
para la predicción.  
 Redes	  Neuronales	  Artificiales	  2.2.1.
Una de las familias de modelos más potentes de la ciencia de Machine Learning son 
las Redes Neuronales Artificiales o ANN (“Artificial Neural Network”), basadas en la 
implementación de algoritmos inspirados en las redes neuronales reales [21]. 
El paralelismo se debe a las grandes aptitudes que demuestra el cerebro humano, 
ya que tiene una extraordinaria capacidad para aprender todo tipo de aspectos totalmente 
nuevos, sin previa información o experiencia.  
Una neurona humana se divide en tres partes: el árbol de dendritas, parte que recibe 
impulsos nerviosos de otra neurona vecina; los axones, parte con la finalidad de enviar estos 
impulsos; y por último el cuerpo de la neurona que es capaz de procesar y transmitir los 
impulsos. La conexión entre los axones y el árbol de dendritas de dos neuronas 
subyacentes se le denomina sinapsis. Las neuronas contienen un gran número de vesículas 
que a través de impulsos eléctricos segregan unas sustancias químicas que transmiten 
estos impulsos a otra neurona mediante la sinapsis. De esta manera transmiten 
informaciones a través de una gran red neuronas, que según el camino que cojan acabarán 
dando una respuesta concreta. [51] 
Siguiendo con la similitud, las redes neuronales artificiales se conciben con una serie 
de información entrante, inputs, que serán las variables de entrada (representando las 
dendritas), un cuerpo del algoritmo que aplica una función, llamada función de activación 
(representado al cuerpo de la neurona) y una información de salida, output, o respuesta del 
sistema (representado los axones).  
Como es evidente, se han realizado diversas simplificaciones e hipótesis y, gracias a 
ellas se ha conseguido construir unos modelos muy sólidos, con una capacidad de 
aprendizaje a partir de, únicamente, la experiencia en forma de datos. Así, sin apenas 
conocimientos teóricos del sistema, pero con una cantidad suficiente de datos, se puede 
abordar una serie amplia de problemas [18]. A continuación enumeramos los 4 principios 
básicos de estos modelos. [18] 
• Son capaces de encontrar reglas o patrones que no son claros, aún a 
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veces, con ruido. 
• Permiten generalizar a partir de grandes cantidades de datos. 
• Tienen una enorme flexibilidad en cuanto a la forma matemática del 
modelo. 
• Derivada de la última, pueden identificar y ajustar patrones no lineales. 
Existen diversos tipos de redes neuronales, clasificadas generalmente por la 
arquitectura del mismo. Se define la arquitectura de una red neuronal con tres aspectos: la 
cantidad de capas de la red, el número de nodos de cada una y la manera en que están 
conectados los nodos entre las diferentes capas y entre ellos mismos. 
A continuación se exponen los 3 tipos más significativos de redes neuronales. 
El primer tipo de red neuronal se llama “feed forward”  o bien “multi-layer perceptron” 
(MLP) y está asociada a algoritmos de aprendizaje supervisado, tanto de regresión como de 
clasificación. Es el más comúnmente usado entre los algoritmos supervisados y se 
caracteriza por tener una capa de nodos de entrada, una capa de nodos de salida y una o 
varias capas ocultas o intermedias. La conexión entre los nodos de las diferentes capas van 
en una sola dirección, des de los nodos de entrada hasta los de salida.  
Si se utiliza la red MLP para la tarea de predicción, cada nodo de salida será una 
predicción, normalmente continua y Real. Si, en cambio, se usa para la tarea de 
clasificación, la red tendrá tantos nodos de salida como objetos a clasificar, el valor de los 
cuales pueden ser 0 o 1. El valor “0” suele decir que un ejemplo no pertenece al grupo, 
mientras que el “1” suele decir que sí pertenece al grupo. 
 Tanto para los algoritmos de predicción como en los de clasificación, los valores de 
entrada son, normalmente, reales o enteros.  
En la Fig.  2 se puede observar su estructura para un caso con 3 variables de 
entrada, una capa oculta y dos variables de salida. 
Uno de los primeros algoritmos de este tipo fue del autor Frank Rosenblatt (1958) 
[26]  que introdujo el modelo de los “percetrons” o referido a neuronas. Este modelo solo 
tenía la capa de las variables de entrada y la de las variables de salida. Una de las primeras 
aplicaciones en el campo de la predicción meteorológica  de las redes neuronales con fecha 
del 1964, fue del autor Hu [27]. El modelo era lineal y todavía presentaba muchas carencias.  
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No fue hasta 1974 cuando Werbos [28] formuló por primera vez la técnica 
algorítmica “backpropagation” para los modelos MLP. En 1986  Rumelhart et al [29] 
introdujeron mejoras en el algoritmo “backpropagation”.  
A partir de ese momento fueron varios los autores como Werbos (1988) [30] o 
Lapedes y Farber (1987) [31] que compararon los tradicionales modelos ARIMA con el 
“backpropagation” para la tarea de la predicción del consumo eléctrico. Todos ellos 
coinciden que el modelo MLP es idóneo para ser usado en series temporales no lineales.  
 
 
 
 
Por otro lado, el segundo tipo de red neuronal nació en el 1980 cuando J.J. Hopfield 
[32]  publicó la red neuronal recurrente o la red Hopfield (“Hopfield network”) que tiene la 
forma de la Fig.  3. donde se observa una arquitectura de 3  nodos, tanto de entrada como 
de salida.  La red de dicho método consta de una arquitectura donde no hay capa oculta de 
neuronas, tiene el mismo número de nodos de entrada y salidas y las neuronas de salida 
están conectadas entre ellas mismas.  
Esta arquitectura está asociada a algoritmos supervisados únicamente de 
clasificación. No obstante, a diferencia del modelo MLP de clasificación, los valores de 
entrada siempre son binarios, ya sean, por ejemplo, los “pixeles” de una foto en blanco (0) y 
negro (1), o el código ASCII binario de los caracteres informáticos. También se diferencian 
en que los nodos de salida forman, en su conjunto, un número binario, pudiendo clasificar 2n 
grupos con n nodos. [33] 
El echo de que los nodos de salida estén interconectados significa que cuando 
cambia el valor de un nodo puede alterar otros nodos de salida, hasta que se llegue a un 
Fig.  2 Red neuronal “multi-layer perceptron” 
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“estado” estable en que no se modifique ningún nodo más. Esta característica, le da a la red 
neuronal Hopfield una carácter autoasociativo. [32] 
 
 
 Por último, el tercer tipo de red neuronal es la “Kohonen’s self organizing features” 
desarrollada por T. Kohenen en 1982 [34] , ampliamente usada en tareas de agrupamiento 
(algoritmos no supervisados). La arquitectura de estos modelos puede ser tal y como, por 
ejemplo, se muestra en la Fig.  4: 3 nodos de entrada, 4 en la capa oculta y dos en la de 
salida. Esta arquitectura es muy parecida a la primera, con la diferencia de que las 
conexiones de los nodos van tanto de los inputs a los outputs, como al revés, de los outputs 
a los inputs; de tal forma que la información discurre bidireccionalmente. 
Esta red neuronal es mas fácil de entrenar que la red anterior, debido a que existen 
más restricciones en ella. También, como ventaja son más fáciles de analizar.  
 
Fig.  3 Red neuronal Hopfield 
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A parte de estos 3 tipos de redes también existen otros no tan comunes como el 
“radial-basis function networks”, “ridge polynomial networks” y “wavelet networks”. 
No obstante, el único modelo de la familia de redes neuronales artificiales que 
permite atacar el problema de la predicción es el modelo MLP, por lo que es el modelo que 
más conviene para la realización de este proyecto. Por otra parte, el MLP se puede aplicar 
en otros ámbitos. 
En la área financiera se han aplicado las redes neuronales para la predicción de la 
bancarrota [35], el fraude [36], el cambio de divisas [37], el precio de los stocks [38] entre 
otros [39]. 
Con respecto al área del consumo eléctrico, las variables de entrada y el plazo de 
predicción son los factores que más diversifican la amplia literatura expuesta. Se han 
aplicado en redes que solamente tenían como inputs la información de la temperatura [40], 
en redes MLP de 4 capas para la predicción horaria del consumo [41] o en redes en zonas 
concretas como las de Brasil [42] o España [43]. 
Cabe mencionar que la hibridación de los ANN con otros modelos ha sido una 
constante en los últimos años. Hibridaciones entre ANN y ARIMA [44] y ANN y SVR [45] 
entre muchos otros.    
 
  
Fig.  4 Red neuronal “Kohonen’s self organuzung features” 
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3. Modelos multivariables para la predicción de la 
demanda 
Los conocimientos adquiridos para todo este capítulo se basan en el curso de 
formación online “Machine Learning” de la universidad de Sandford. [51] 
Según la clasificación y descripción que se ha proporcionado en el capítulo anterior, 
el modelos multivariable más idóneo para atacar el problema de la predicción es el modelo 
“Multi-Layer Perceptron” (MLP). 
En este capítulo se estudia en profundidad la teoría de estos modelos, 
proporcionando conocimientos suficientes para una posterior aplicación del modelo en un 
caso práctico. 
Este capítulo se ha dividido en dos apartados: el primero nombrado modelo de 
regresión lineal múltiple y el segundo modelo MLP. 
En el primer apartado se estudia un modelo ampliamente conocido como el modelo 
de regresión lineal multiple desde un punto de vista de un modelo MLP. El modelo de 
regresión lineal múltiple es un caso concreto de un modelo MLP. De esta manera, utilizando 
un modelo conocido es más comprensible introducir la nomenclatura y teoría de los modelos 
MLP. 
Una vez superado este primer apartado, se entra de fondo al modelo MLP con todas 
sus complejas formulas matemáticas y procesos iterativos.  
3.1. Modelo de Regresión lineal múltiple 
El modelo matemático de regresión es comúnmente conocido y se usa en infinidad 
de campos distintos. No obstante en este capítulo se expondrá y analizará dicho modelo 
como un modelo de MLP.  
El modelo es matemáticamente igual se mire de la forma más común o de la forma 
MLP, aunque la diferencia recae, principalmente, en el método de cálculo de los parámetros 
del modelo: método analítico y método del gradiente de descenso, respectivamente.  
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 Nomenclatura	  3.1.1.
Primero de todo se expone la forma arbitraria en que se expresan las variables y 
parámetros del modelo de regresión lineal en forma de modelo MLP. 
La base de datos que se usará como ejemplos de entrenamiento se designará de la 
siguiente manera. 
Un ejemplo de la base de datos es:  
(x(i),y(i))  
Donde:  
x(i) : es la variable de entrada del ejemplo i 
y(i) : es la variable de salida o respuesta del ejemplo i 
i: es el indicador del número de ejemplo, que va des de 1 a m, siendo m el número 
total de ejemplos 
Por lo tanto, el conjunto de la base de datos de entrenamiento se escribe de la 
siguiente forma: 
 (x(1),y(1))  
 (x(2),y(2))  
       … 
 (x(i),y(i))  
       … 
 (x(m),y(m))  
Asimismo, la variable de entrada se le suele llamar, simplemente, x, y a la de salida 
y. Si la variable de entrada tiene más de un atributo se especificará de la manera siguiente: 
𝑥(!) = (𝑥!(!), 𝑥!(!),… , 𝑥! ! ,… , 𝑥!! ) 
Donde: 
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𝑥! ! : es el atributo j de la variable de entrada del ejemplo i 
j: es el indicador del atributo que va des de 1 a n. 
Por lo tanto, otra manera de escribir la base de datos de entrenamiento es: 
(𝑥!(!), 𝑥!(!),… , 𝑥!! ,… , 𝑥!! , 𝑦(!)) 
(𝑥!(!), 𝑥!(!),… , 𝑥!! ,… , 𝑥!! , 𝑦(!)) 
 … 
(𝑥!(!), 𝑥!(!),… , 𝑥! ! ,… , 𝑥!! , 𝑦(!)) 
… 
(𝑥!(!), 𝑥!(!),… , 𝑥!! ,… , 𝑥!! , 𝑦(!))  
Por otra parte, también se debe definir los parámetros usados en la representación 
del modelo matemático proporcionado por el algoritmo de aprendizaje. 
La ecuación (Ec. 3.1) es la ecuación del modelo de regresión lineal múltiple. 
Donde: 
x1,x2,..,xi,…,xn: son los inputs o atributos de la variable de entrada ℎ! 𝑥 : predicción del valor de salida 
θ0,θ1,…,θj,…,θm: son los parámetros que asigna el algoritmo de aprendizaje  
Notase que hay “m+1” parámetros relacionados con los “m” atributos. En efecto, θ0, 
no está relacionado con ningún atributo. Se le denomina “bias”. En la Fig.  5 se observa de 
forma esquematizada la nomenclatura de los diferentes parámetros. 
ℎ! 𝑥 = 𝜃! + 𝜃!𝑥! + 𝜃!𝑥! +⋯ 𝜃!𝑥! +⋯+ 𝜃!𝑥!     (Ec.  3.1) 
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Para concluir, las variables o parámetros del modelo también se puede escribir de 
forma matricial, como se puede observar en la ecuación (Ec. 3.2). 
 
Siendo: 
𝑥 = 1𝑥!𝑥!⋮𝑥!       𝛩 =
𝜃!𝜃!𝜃!⋮𝜃!                  
 
ℎ! 𝑥 = 𝛩 !    𝑥           (Ec.  3.2) 
(𝑥!(!), 𝑥!(!),… , 𝑥!! ,… , 𝑥!! , 𝑦(!))  
 
ALGORITMO 
DE 
APRENDIZAJE 
INPUTS 
x1,x2,..,xi,…,xn 
OUTPUTS 
hθ(x) 
ℎ! 𝑥 = 𝜃! + 𝜃! ∗ 𝑥! +𝜃! ∗ 𝑥! +⋯ 𝜃! ∗ 𝑥! +⋯ +𝜃! ∗ 𝑥! 
 
Asigna θ0,θ1,…,θi,…,θn 
Fig.  5 Esquema de los algoritmos de predicción con la nomenclatura de variables y parámetros. 
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 Definición	  del	  modelo	  de	  regresión	  lineal	  múltiple	  3.1.2.
Tanto la (Ec. 3.1) como la (Ec. 3.2) representan el modelo de regresión lineal simple 
de una manera puramente estadística  
  No obstante, también se puede representar el modelo de regresión lineal simple 
según los modelos de redes neuronales con arquitectura MLP, tal y como está representado  
en la red de n nodos de entrada y uno de salida de la Fig.  6  
 
El parámetro “a1” es el valor correspondiente al nodo de salida y se le llama nodo de 
activación. Como que la salida del nodo coincide con la salida de la red se puede establecer 
la ecuación (Ec 3.3). El nodo de activación tiene asociado una función "𝑔", llamada función 
de activación, representada en la ecuación (Ec. 3.4). 
En el caso de un modelo de regresión lineal múltiple la función de activación 
corresponde a la una función lineal simple como se observa en la (Ec. 3.5).  
La combinación de las ecuaciones (Ec. 3.3), (Ec. 3.4) y (Ec. 3.5) resulta la misma 
ecuación (Ec. 3.1) que se había considerado para el modelo puramente estadístico.   
𝑎! = ℎ!(𝑥)          (Ec.  3.3) 𝑎! = 𝑔 𝜃! + 𝜃!𝑥! + 𝜃!𝑥! +⋯ 𝜃!𝑥! +⋯+ 𝜃!𝑥!      (Ec. 3.4)   𝑔 𝑥 = 𝑥          (Ec.  3.5) 
 
  
Fig.  6 Red neuronal MLP con n nodos de entrada y uno de salida 
1 
x1 
xn 
a1 
 
θ0 θ1 
θn 
…
 
 
h	  θ (x) 
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Así pues, este caso concreto de red neuronal MLP, sin capa oculta, con un nodo de 
salida y con la función de activación lineal se identifica como un modelo de regresión lineal 
múltiple. 
 Definición	  de	  la	  función	  de	  coste.	  3.1.3.
El objetivo del algoritmo es hallar los parámetros θ que permitan reducir el error del 
sistema al máximo. Para eso, se define la función de coste, J(θ), como la función del error 
cuadrático estandarizado (Ec. 3.6). 
La función de coste analiza la diferencia entre el valor predictivo  ℎ!(𝑥 ! ) y su 
correspondiente valor real 𝑦 ! de forma cuadrática para que las diferencias sean todas 
positivas. A posteriori, la función hace el sumatorio de las diferencias de cada uno de los 
ejemplos de la base. Así pues, esta función da una idea del acercamiento entre las 
predicciones y los valores reales del conjunto de los ejemplos. 
El objetivo principal de los algoritmos de la ciencia de Machine Learning es reducir al 
máximo posible la función de coste, dependiente exclusivamente de los parámetros del 
sistema. No obstante la función de coste solo indica el error del modelo con unos 
parámetros determinados, pero no dice qué parámetros se podrían modificar para mejorar el 
mínimo. 
Existen dos formas para intentar encontrar los parámetros que minimicen la función de 
coste: 
 Método	  analítico	  3.1.4.
Este método analítico, es el más comúnmente usado para resolver problemas de 
regresión, todo y que, como se verá más adelante, tiene un limitación importante. 
La asignación de los parámetros θ se basa en la resolución de la ecuación matricial 
(Ec. 3.7). 
Siendo: 
𝐽 𝜃 = !!! (ℎ!(𝑥 !!!!! ) − 𝑦 ! )!       (Ec.  3.3) 
𝛩 = (𝑋!𝑋)!!𝑋!𝑌 (Ec.  3.4) 
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𝑋 = 1  𝑥!(!)…   𝑥!(!)1  𝑥!(!)…   𝑥!(!)⋮1  𝑥!(!)…   𝑥!(!)    𝑌 =
𝑦(!)𝑦(!)⋮𝑦(!)  
La solución de esta ecuación es única, y se da por acabado el algoritmo. No 
obstante la problemática recae en el desarrollo de la operación de invertir la matriz (XTX) de 
dimensiones nxn. Se recuerda que “n” es el número de atributos de la variable de entrada. 
En efecto, el tiempo que un procesador puede tardar en realizar esta operación aumenta 
exponencialmente con el número de atributos n. Se establece que para, aproximadamente, 
valores de n mayores que 1000 este método no es apropiado. 
 Método	  del	  gradiente	  de	  descenso	  3.1.5.
El método del gradiente de descenso es un algoritmo que permite minimizar la 
función de coste. En comparación con el método anterior, este método está asociado a los 
algoritmos de redes neuronales artificiales. 
Para la primera iteración se escogen unos valores de θ totalmente arbitrarios. 
Normalmente se utiliza una asignación aleatoria. Estos primeros parámetros se someten a la 
función de coste, seguramente con un resultado muy desfavorable. A continuación se debe 
asignar otros valores a los parámetros θ para que la función de coste se reduzca. Un 
ejemplo de la función de coste en función de un parámetro θ se puede observar en la Fig.  7 
 
 
 
 
 
 
 
 
Obviamente, el objetivo del método del gradiente de descenso es obtener los 
parámetros del modelo correspondientes al punto del mínimo  que se observa en la Fig.  7 
θ 
J(θ) 
Fig.  7 Representación de la función de coste respecto los parámetros del modelo 
θ 
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La asignación de nuevos valores a los parámetros se realiza con la ecuación (Ec. 
3.8) del gradiente de descenso. 
Donde α es el parámetro de aprendizaje y j es el identificador de los parámetros. 
Si se analiza la ecuación del gradiente de descenso, la derivada parcial de la función 
de coste respecto un parámetro  𝜃!, representa la dirección en la que se encuentra el mínimo 
de la función de coste para ese parámetro. Esta dirección es multiplicada por el parámetro α,  
el resultado el cual es restado al valor inicial del parámetro. Esta formula proporciona una 
corrección del parámetro en la dirección del mínimo de  la función.  
No obstante el parámetro de aprendizaje es de elección de la persona que computa 
el algoritmo, por lo que se debe ir con cuidado a la hora de escoger este valor ya que 
pueden suceder dos inconvenientes computacionales. 
 
• Si se escoge un valor del parámetro de aprendizaje muy pequeño, el algoritmo 
deberá hacer muchas iteraciones para llegar al mínimo, ya que avanza muy 
despacio hacia ese punto. En la Fig.  8 se pretende mostrar con las flechas 
rojas los movimientos entre iteraciones que da lugar la ecuación del gradiente 
de descenso. La dirección de la flecha viene determinada por la derivada 
parcial y la longitud de la misma por el parámetro de aprendizaje. En este caso 
el resultado converge, pero tardará muchas iteraciones en llegar al mínimo. 
 
 
 
 
 
 
 
 
𝜃! ≔ 𝜃! − 𝛼 !!!! 𝐽(𝜃) (Ec.  3.8) 
s 
J(Θ) 
Fig.  8 Método del gradiente de descenso convergente	  
Θ 
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• Por otro lado, si se escoge un valor del parámetro de aprendizaje demasiado 
grande cabe el riesgo de que de una iteración a la otra el valor mínimo de J(θ) 
se haya quedado en el medio y en la próxima iteración de nuevo se pase de 
largo. En la Fig.  9 se puede observar que la longitud de la flecha es tan larga 
que se pasa el punto mínimo de la función. En una nueva iteración se volvería 
a pasar y de este modo nunca encontraría el mínimo. El resultado en este 
caso sería divergente. 
 
 
 
 
 
 
 
 
 
No obstante, existen diferentes técnicas para evitar el problema de la divergencia y, 
también, el problema de una convergencia demasiado lenta. En la Fig.  10 se observa de 
forma general el algoritmo del gradiente de descenso. 
La divergencia del algoritmo no se puede solucionar durante el proceso algorítmico, 
sino que se soluciona modificando el parámetro de aprendizaje. Por lo contrario, el 
parámetro que se puede controlar computacionalmente es el número de iteraciones. Se 
debe asignar un número máximo de iteraciones para el caso de que el algoritmo no 
convergiera nunca y no se creara un bucle infinito. 
Con respecto al problema de una convergencia lenta, se añadirá a los parámetros 
algorítmicos el parámetro ε, tal que si las soluciones de dos iteraciones consecutivas se 
diferencian por menos de dicho parámetro  ε, se dará por concluida la convergencia y se 
finalizará el algoritmo en ese punto. 
Fig.  9 Método del gradiente de descenso divergente	  
J(Θ) 
Θ Θ 
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 Regularización	  3.1.6.
Hasta el momento no se ha hecho mención de un punto importante tanto en los 
algoritmos de regresión como en los demás. 
A priori, el algoritmo no puede saber cuántos parámetros θ serán necesarios para 
conseguir un ajuste idóneo del modelo. Es más, el modelo se puede presentar de formas 
muy diversas según la elección de más o menos parámetros Fig.  11. Los diferentes 
resultados, dependiendo del número de parámetros, se muestran a continuación: 
 
• Subajustado: la cantidad de parámetros escogidos por el algoritmo es menor de los 
realmente necesarios. En el caso de la Fig.  11 la recta del modelo seguiría la 
ecuación θ0+θ1x que proporciona la tendencia de los puntos pero se queda legos de 
la tendencia real. Se le nombra poco ajustado, subajustado o en inglés “underfit”. 
Inicialización θ 
Calculo Ji(θ) 
Iteración i=1 
Si |Ji-1(θ) – Ji(θ)| < ε siendo i>1 
Fin 
algoritmo 
Calcular nuevos θ 
Iteración i=i+1 
Fig.  10 Algoritmo del gradiente de descenso 
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• Ajustado: Tal y como se observa en la Fig.  12, en este caso el modelo sigue la 
ecuación θ0+θ1x+θ2x2 la cual se ajusta de manera precisa a los puntos. La cantidad 
de parámetros es correcta. 
 
 
 
h(θ) 
x 
Fig.  12 Modelo correctamente ajustado 
X 
 Fig.  11 Modelo subajustado 
h(θ) 
x 
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• Sobreajustado: demasiados parámetros. En este caso la ecuación tomaría el 
siguiente aspecto: θ0+θ1x+θ2x2+θ3x3+θ4x4+θ5x5 definiendo de una manera exacta 
todos los puntos, llegando a valores de la función de coste extremadamente 
pequeños. No obstante, como se observa en la Fig.  13, la ecuación pierde toda 
generalización que un modelo requiere. También se le puede llamar “overfit”. 
 
 
 
 
 
Como se ha visto, el número de parámetros no debe ser ni muy bajo ni muy alto. 
Este hecho se debe regularizar mediante la función de coste, que quedará modificada según 
la ecuación (Ec. 3.9) 
Donde λ es el parámetro de regularización. 
Así pues, ahora el coste está formado por dos partes: el coste que supone el mal 
ajuste de la predicción y el coste de tener muchos parámetros en el modelo. La finalidad del 
parámetro de regularización es ponderar la importancia que se le quiera dar a cada una de 
las partes. 
𝐽 𝜃 = !!! (ℎ!(𝑥 !!!!! ) − 𝑦 ! )! + 𝜆 𝜃!!!!!!       (Ec.  3.9) 
 h(θ) 
x 
 
Fig.  13 Modelo sobreajustado 
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De esta manera, si el modelo es sobreajustado, el coste de predicción será muy 
escueto, pero el relacionado con los parámetros será muy elevado.  
Al contrario, si el modelo esta subajustado, el segundo termino será muy pequeño, 
pero no tanto el primero.  
Por lo tanto, la nueva función de coste permite ajustar adecuadamente el modelo. 
Notase que parámetro de regularización lo escoge la persona que aplica el algoritmo. 
3.2. Modelo “multi-layer perceptron” 
Como se ha mostrada en el apartado anterior, el modelo de regresión lineal múltiple es 
un caso muy concreto y muy sencillo de los modelos MLP. Así pues, en este apartado se 
realiza una generalización del modelo MLP. 
Análogamente con el apartado anterior, el modelo en sí solo define las ecuaciones 
matemáticas que relacionan las variables, pero el encargado de calcular los parámetros que 
definen el modelo es el algoritmo. Existen diversos algoritmos, aunque el más común y el 
que se desarrollará en este proyecto es el algoritmo “Backpropagation” (BP) basado en el 
método del gradiente de descenso. 
Notase que dentro de la generalización del modelo MLP se pueden construir modelos 
tanto predictivos como de agrupación, la diferencia será dada por la determinación de los 
diferentes aspectos que conforman el modelo.  
A continuación se exponen los diferentes aspectos que conforman un modelo MLP. 
 Arquitectura	  3.2.1.
Las características de una arquitectura vienen determinadas por: 
• el número de nodos (neuronas) de entrada 
• el número de nodos de salida 
• el número de capas ocultas 
• el número de nodos de cada capa oculta 
• el tipo de interacción entre nodos. 
Aunque existen diferentes trabajos en que se establece una metodología para la 
estimación de estos parámetros, realmente, ninguno de ellos encuentra resultados 
robustos.[18]  
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En la Fig.  14 se observa un ejemplo de red MLP con 3 nodos de entrada, una capa 
oculta con 4 nodos, 2 nodos de salida y con interacciones entre nodos en un único sentido. 
 
 
En una arquitectura de red neuronal el parámetro más importante es el número de 
nodos de salida. Los nodos de salida representan la respuesta del sistema, por lo que 
definen la utilidad del modelo. 
En el caso que se quiera realizar una predicción simple solo se tendrá un nodo de 
salida. Por ejemplo si se quiere predecir el precio de una casa, con un nodo de salida real y 
continuo es suficiente. Si se quiere realizar una predicción de múltiples respuestas, habrá 
tantos nodos de salida como predicciones se desee.  
También en predicción, se puede dar el caso, como en los algoritmos de series 
temporales, que los nodos de salida correspondan a varios escalones temporales, es decir 
que el número de nodos de salida sea igual al número de intervalos temporales de 
predicción. Por ejemplo, el modelo tendrá 3 nodos de salida si se quiere predecir la 
temperatura de los 3 días siguientes. En este caso los nodos también serian reales y 
continuos. 
Totalmente diferente es para el caso de modelos para la finalidad de agrupamiento o 
“Clustering”, en el que el número de nodos corresponde al número de grupos a separar. 
Cada nodo puede valer “1” o “0”, y solo un nodo puede tener el valor de “1” el cual se asigna 
el ejemplo en cuestión a ese grupo. 
Por otra parte el número de nodos de entrada está directamente relacionado a la 
cantidad de variables de cada ejemplo del sistema. 
Fig.  14 Representación de una red neuronal “multy-layer perceptron” 
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Respecto el número de capas ocultas se debe puntualiza un aspecto. Los nodos 
ocultos de las capas son los que permiten al algoritmo construir patrones no lineales. Sin 
capas ocultas, simplemente se obtendría un modelo lineal, y cuantas más capas ocultas 
más complexidad en el modelo se puede obtener.  
Algunos artículos, como Cybenko 1989 o Hornki 1989 consideran que una capa es 
suficiente para ajustar modelos de cierta complejidad como el caso del consumo aunque un 
gran número de nodos en esa capa es necesario. Las cantidades de nodos con solo una 
capa oculta se ha determinado a base de la experiencia o mediante técnicas de prueba 
error, los más frecuentes son ”n” o “n/2” siendo “n” la cantidad de variables de entrada. [18] 
Por otro lado, artículos como Lippmann 1987 [33] y Cybenko 1988 [46] apuestan por dos 
capas ocultas y menos nodos en cada una de ellas para obtener un modelo más compacto y 
de mayor afinidad si cabe.  
La sensibilidad de la cantidad de nodo en las capas ocultas es significativa. Los 
modelos con un  número inferior de nodos suelen conseguir una mejor generalización y un 
menor “overfitting”, aunque se puede dar el caso de que pocos nodos sean insuficientes o 
no tengan la “potencia” suficiente para un correcto aprendizaje del modelo. La clave de 
construir un buen modelo es, sin duda, encontrar una buena relación de capas ocultas y 
cantidad de nodos en ellas.  
Por último, las interconexiones más usadas son esas en que un nodo de una capa 
se enlaza totalmente con los nodos de las capas adyacentes como se observa en la Fig. 13, 
pero no con los de la misma capa. Es más, este tipo de conexión está implícito en los tipos 
de modelos MLP, de lo contrario el modelo matemático tendría cambios importantes.  
 Función	  de	  activación	  3.2.2.
La función de activación o función de transferencia, como también se llama, 
determina la relación de los valores de entrada y los valores de salida de un nodo.  
En el caso anterior, en que se trataba de un modelo de regresión lineal, la función de 
transferencia “a()” era también lineal. No obstante, existen varias funciones que se pueden 
usar como función de transferencia. A continuación se enumeran las más comunes: la 
función lineal representada en la ecuación (Ec. 3.10), la función escalón representada en la 
ecuación (Ec. 3.11), la función seno o coseno representada en la ecuación (Ec. 3.12), la 
función tangente hiperbólica representada en la ecuación (Ec. 3.13) y la función sigmoidal 
representada en la ecuación (Ec. 3.14). 
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Notase que no todos los nodos de una red deben tener la misma función de 
activación, sino que al contrario, la función de activación del nodo de salida suele ser distinto 
a los restantes. Por ejemplo, en algoritmos de clasificación el nodo de salida suele tener 
asociada la función de activación escalón, aunque los nodos de las capas ocultas no tienen 
porqué. En los algoritmos de predicción la función de activación del nodo de salida es lineal 
mientras que, usualmente,  la función en los nodos ocultos es sigmoidal.  
 Hipótesis	  matemática	  del	  modelo	  3.2.3.
A continuación, y como se muestra en la Fig.  15, se ha construido una red neuronal 
a modo de ejemplo para representar el modelo matemático en un caso sencillo. La red de 
Fig.  15 consta de 3 nodos de entrada, 1 capa oculta con tres nodos en ella y un nodo de 
salida.  
𝑔 𝑥 = 𝑥          (Ec.3.10) 𝑔 𝑥 = 1  𝑠𝑖  𝑥 > 𝑧0  𝑠𝑖  𝑥   ≤ 𝑧   𝑠𝑖𝑒𝑛𝑑𝑜  𝑧  𝑢𝑛  𝑝𝑎𝑟á𝑚𝑒𝑡𝑟𝑜  𝑑𝑒𝑙  𝑠𝑖𝑠𝑡𝑒𝑚𝑎    (Ec.3.11) 𝑔 𝑥 = sin 𝑥 𝑜  𝑓 𝑥 = cos 𝑥         (Ec.3.12) 𝑔 𝑥 = !"# ! !!"# !!!"# ! !!"# !!          (Ec.3.13) 𝑔 𝑥 = 1 + exp −𝑥 !!        (Ec.3.14) 
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Se definen las notaciones siguientes: 
l es el número de capas de la red, en este caso 3. 
sl es la cantidad de nodos de la capa l sin contar los nodos bias, en este caso s1=3, 
s2=3 y s3=1 
i es el identificador del nodo de la capa l 
j es el identificador del nodo de la capa l+1 
De la Fig.  15 se derivan las ecuaciones del modelo representadas en las ecuaciones 
(Ec. 3.15), (Ec. 3.16), (Ec. 3.17) y (Ec. 3.18). Por lo tanto la ecuación (Ec. 3.18) es la 
hipótesis principal del modelo MLP. 
 
Fig.  15 Nomenclatura de una red con 3 nodos de entrada, 1 capa oculta con 3 nodos y 1 
nodo de salida 
x
1 
x
2 
x
3 
x
0 
𝑎!(!) 
𝑎!(!) 
𝑎!(!) 
𝑎!(!) 
𝑎!(!) 𝜃!"(!)  
𝜃!"(!)  
𝜃!!(!)  
𝜃!"(!)  
𝜃!"(!)  
Capa 1 Capa 2 Capa 3 
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Donde: 𝑎!!  es la función de activación del nodo i de la capa l 𝜃!"!  es el parámetro (o peso) entre el nodo i y el nodo j  
 Los parámetros con subíndice “0” son las unidades “bias” y siempre se les 
asigna el valor de 1 tal y como se define en la igualdad (Ec. 3.19) 
 Algoritmo	  de	  entrenamiento	  3.2.4.
Recapitulando, se presentan la ecuación (Ec. 3.20) como hipótesis del modelo, y la 
ecuación (Ec. 21) como la función de coste. La función de coste se ha modificado 
ligeramente de la vista para el modelo de regresión lineal múltiple (Ec. 3.9) ya que se deben 
de tener en cuenta todos los parámetros de todas las capas de nodo. 
 
𝑎!! = 𝑔 𝜃!"! 𝑥! + 𝜃!!! 𝑥! + 𝜃!"! 𝑥! + 𝜃!"! 𝑥!       (Ec.3.14) 𝑎!! = 𝑔 𝜃!"! 𝑥! + 𝜃!"! 𝑥! + 𝜃!!! 𝑥! + 𝜃!"! 𝑥!       (Ec.3.15)   𝑎!! = 𝑔 𝜃!"! 𝑥! + 𝜃!"! 𝑥! + 𝜃!"! 𝑥! + 𝜃!!! 𝑥!       (Ec.3.16)   𝑎!! = ℎ! 𝑥 = 𝑔 𝜃!"! 𝑎!(!) + 𝜃!!! 𝑎!(!) + 𝜃!"! 𝑎!(!) + 𝜃!"(!)𝑎!(!)     (Ec.3.17) a!! = g θ!"! x! + θ!"! x! + θ!"! x! + θ!!! x!       (Ec.3.18) 
 
𝑥! = 𝑎!(!) = 1          (Ec.3.19) 
ℎ! 𝑥 = 𝑔 𝜃!"! 𝑎! + 𝜃!!! 𝑎! + 𝜃!"! 𝑎! + 𝜃!"(!)𝑎!      (Ec.3.20)   𝐽 𝜃 = !!! (ℎ!(𝑥 !!!!! ) − 𝑦 ! )! + !!! 𝜃!!(!)!!!!!!!!!!!!!!!!     (Ec.3.21) 
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Para la aplicación del algoritmo de aprendizaje no se usan todos los datos 
disponibles como conjunto de entrenamiento ya que a posteriori se debe realizar el algoritmo 
de test, el cual puntúa la afinidad del modelo. Así pues, y como en la mayoría de casos se 
realiza, se cogerá aleatoriamente el 70% de la base de datos para el algoritmo de 
aprendizaje mientras que el 30% restante se usará para el algoritmo de test. [18] 
El algoritmo de aprendizaje más habitual en estos casos es el algoritmo 
“backpropagation” basado en el gradiente de descenso. Las finalidades del algoritmo son: 
• Calcular h(θ) 
• Minimizar J(θ) 
La minimización de J(θ) implica hallar los parámetros que hacen que las derivadas 
de J(θ) respecto todos los parámetros sean iguales a 0. Para eso es necesario un algoritmo 
iterativo. Los pasos del algoritmo iterativo son los siguientes [33]. 
Inicializar los parámetros θ (solo la primera iteración) 
1. Calcular h(θ) 
2. Calcular J (θ) si la función de coste no se puede minimizar más aquí se acaba el 
algoritmo, de lo contrario se continua 
3. Calcular !!!!!! 𝐽 𝜃  
4. Calcular de nuevo los parámetros θ con la ecuación del gradiente de descenso. 
Volver al punto 2. 
Se recuerda la ecuación del gradiente de descenso se puede encontrar en la 
ecuación (Ec. 3.8). 
 Algoritmo	  de	  test	  3.2.5.
El algoritmo de test o algoritmo de evaluación tiene como finalidad medir la afinidad 
del modelo construido. Para ello, existen diversas formas, pero todas ellas contienen el valor 
de error de predicción et  que no es más que la diferencia entre el valor de predicción y el 
valor real. A continuación se exponen las diferentes ecuaciones que pueden componer un 
algoritmo de test. 
 
• La desviación absoluto media representada en la ecuación (Ec. 3.21) 
𝑀𝐴𝐷 = !!!          (Ec.  3.21) 
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• La suma cuadrada del error representada en la ecuación (Ec. 3.22) 
• La media cuadrada del error representada en la ecuación (Ec. 3.23) 
• La raíz de la media cuadrada del error representada en la ecuación (Ec. 3.24) 
• La media absoluta del error porcentual representada en la ecuación (Ec. 3.25) 
donde et es el error individual de predicción, yt es el valor real y N es el numero de 
términos de error.  
  
𝑆𝑆𝐸 = 𝑒!! (Ec.  3.22) 
𝑀𝑆𝐸 = !!!!  (Ec.  3.23) 
𝑅𝑀𝑆𝐸 = 𝑀𝑆𝐸 (Ec.  3.24) 
𝑀𝐴𝑃𝐸 = !! !!!! (100) (Ec.  3.25) 
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4. Caso práctico de predicción de la demanda eléctrica 
en edificios 
En este apartado se desarrolla un caso práctico de predicción de consumo eléctrico de 
un edificio mediante los algoritmos de redes neuronales artificiales expuestos en los 
apartados anteriores.  
La finalidad de este proyecto consiste en formular un algoritmo que permita encontrar 
el consumo eléctrico horario del día siguiente mediante un histórico de consumos horarios.  
En este caso práctico, el edificio que se ha escogido ha sido la escuela técnica 
superior de arquitectura de Barcelona (ETSAB). Este edificio formó parte de un proyecto 
anterior, llamado proyecto SIRENA  de la UPC, en el cual se recogían los datos de 
consumos de suministros. Así pues, gracias a este proyecto se pudo obtener el consumo 
eléctrico por cada hora del edificio de arquitectura. 
El desarrollo del caso práctico consta de una serie de etapas desde la recolección de 
datos hasta llegar a la predicción de la demanda. En la Fig.  16 se puede observar todo el 
procedimiento establecido, el cual se divide en dos bloques: el tratamiento de datos y la 
predicción de la demanda. 
El primer bloque o “tratamiento de datos” consiste en construir una base de datos 
históricos partiendo de la información de la red. En el histórico la información puede ser 
organizada de maneras distintas en filas y columnas. Esto implica directamente, a lo que en 
este proyecto se ha denominado el enfoque del modelo de predicción que se detalla más 
extensamente en el apartado 4.3 
Una vez construido un histórico de datos, el segundo bloque o “predicción de la 
demanda” aplicará diferentes procesos para la obtención de un resultado de predicción del 
modelo. 
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4.1. Tratamiento de datos 
El primer bloque del caso práctico abarca desde la obtención de los datos a la 
creación del histórico de éstos. 
La descarga de los datos de consumo eléctrico del edificio ETSAB se ha realizado a 
través de la página web del proyecto SIRENA: www.upc.es/sirena. Los datos descargados 
han sido los consumos horarios desde el 1 de enero del 2012 al 31 de diciembre del 2013, 
en total 17544 datos de consumo. 
A continuación se ha construido una base de datos donde cada fila es un día y cada 
columna una hora, teniendo de esta manera una bases ordenada por días. Esta base se 
llama base de datos primaria (BdD primaria en la Fig.  16) Aprovechando este proceso se ha 
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Fig.  16 Algoritmo caso práctico 
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realizado una búsqueda de anomalías (causadas por el proceso de descarga) y la posterior 
adecuación de los datos. 
Para que cada día tuviese 24 consumos se han modificado los días en que la hora 
se cambia para el ahorro de energía. En los casos en que se tenia 2 consumos paras las 
2:00 de la madrugada se ha procedido a eliminar el segundo registro. Mientras que para los 
días en que el consumo de las 2:00 de la madrugada era faltante se ha interpolado con los 
consumos de la 1:00 y las 3:00. 
Para concluir con lo que sería la base de datos primaria se han normalizado los 
valores de consumo con la ecuación (Ec.  4.1)  
Siendo el valor mínimo de 0 kWh y el valor máximo de 547,38 kWh.  
El número total de días de la base de datos primaría es de 731 correspondientes a 
366 del 2012 y 365 del 2013. Por lo que la matriz tiene 731 filas y 24 columnas. 
El siguiente proceso es el de transformación de la base primaria a la base 
secundaria o histórico de datos. En este proceso se reordena la matriz base de datos y se le 
añaden las demás variables a parte de las de consumo. Estas variables son identificativas 
del día de la semana, mes o año entre las más importantes. 
La base de datos secundaria se aplicará directamente a la predicción de la demanda 
(bloque segundo del caso práctico), por lo que la forma en que se ordena la información en 
filas y columnas es determinante para el modelo, de echo, como ya se ha dicho, la 
ordenación de la información constituye el enfoque del modelo de predicción. 
Para luego poder usar esta matriz en los algoritmos de redes neuronales, las 
columnas deben de ser las variables, mientras que las filas son los ejemplos del sistema. 
Por lo tanto, se construirá esta base de datos con más o menos filas y columnas según el 
enfoque que se quiera estudiar. 
𝑓 𝑥 = (!!!!"#)(!!"#!!!"#)         (Ec.  4.1) 
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4.2. Predicción de la demanda 
El segundo bloque del algoritmo del caso práctico (Fig.  16) es el que procede a 
calcular el error de predicción del modelo a partir del histórico de datos, de un porcentaje de 
entrenamiento inicial y de unos parámetros del algoritmo backpropagation.  
El histórico de datos proviene del bloque primero, y como ya se ha dicho puede tener 
diferentes organizaciones según el enfoque del modelo de predicción. A partir del histórico 
de datos, el algoritmo del caso práctico crea las bases de datos que se aplican directamente 
a los procesos de aprendizaje automático y a los procesos de test. Las cuatro bases que se 
crean son las siguientes: 
• Base de entrenamiento input 
• Base de entrenamiento output 
• Base de test input 
• Base de test output 
Las bases de entrenamiento (input y output) sirven para construir el modelo 
matemático y las bases test (input y output) sirven para validar el modelo construido. Las 
bases de entrenamiento se deben ordenar aleatoriamente. También se debe tener en 
cuenta que no se pueden repetir los ejemplos de entrenamiento con los ejemplo de 
validación del modelo ya que se podría falsear el modelo. Por lo que se debe definir el 
porcentaje de entrenamiento. 
No obstante, también se debe tener en cuenta que el problema que este proyecto 
afronta es un problema de series temporales lo que implica que las bases de entrenamiento 
y test deben ser bases móviles. 
Las predicciones de series temporales implican que si se construye el modelo con 
los datos de un cierto intervalo de tiempo, la predicción se debe realizar para el siguiente 
periodo de tiempo.  
Así pues, el porcentaje de entrenamiento indica la cantidad de ejemplos que se 
disponen para realizar el entrenamiento del modelo qué, posteriormente, solo se podrá 
testar con el ejemplo siguiente de la base de datos. Una vez se haya realizado el test con un 
cierto porcentaje de entrenamiento prefijado, este se puede incrementar para poder realizar 
otro entrenamiento y otro test.  
En la Fig.  17 se muestra un ejemplo del funcionamiento de las bases móviles. Este 
ejemplo consta de una base de 10 filas o ejemplos. Si el porcentaje de entrenamiento inicial 
es del 70% se deben coger 7 ejemplos de predicción como entrenamiento y el ejemplo 
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octavo como test, tal y como se muestra en la primera tabla de la Fig.  17. A continuación,  
se cogerían 8 ejemplos como base de entrenamiento y el noveno como base de test. Por 
último, y como se muestra en la segunda tabla, se cogerían 9 ejemplos como base de 
entrenamiento y el decimo como base test.  
 
	  
BASE	  INPUTS	   BASE	  OUTPUTS	  
	  
var	  1	   var	  2	   …	   var	  n	   var1	  	   var	  2	   …	   var	  n	  
Ejemplo	  1	  
Base	  de	  entrenamiento	  input	   Base	  de	  entrenamiento	  outputs	  
Ejemplo	  2	  
Ejemplo	  3	  
Ejemplo	  4	  
Ejemplo	  5	  
Ejemplo	  6	  
Ejemplo	  7	  
Ejemplo	  8	   Base	  de	  test	  inputs	   Base	  de	  test	  output	  
Ejemplo	  9	  
NO	  USADAS	   NO	  USADAS	  
Ejemplo	  10	  
	   	   	   	   	   	   	   	   	  
	   	   	   	   	   	   	   	   	  
	  
BASE	  INPUTS	   BASE	  OUTPUTS	  
	  
var	  1	   var	  2	   …	   var	  n	   var1	  	   var	  2	   …	   var	  n	  
Ejemplo	  1	  
Base	  de	  entrenamiento	  input	   Base	  de	  entrenamiento	  outputs	  
Ejemplo	  2	  
Ejemplo	  3	  
Ejemplo	  4	  
Ejemplo	  5	  
Ejemplo	  6	  
Ejemplo	  7	  
Ejemplo	  8	  
Ejemplo	  9	  
Ejemplo	  10	   Base	  de	  test	  inputs	   Base	  de	  test	  output	  
Para el caso práctico se ha definido una variable “PE” la cual asigna las bases de 
entrenamiento y test desde el porcentaje de entrenamiento inicial hasta que la base de test 
sea el último ejemplo de la base de datos históricos. Este proceso iterativo se puede ver 
representado en la Fig.  16. 
Fig.  17 Ejemplo de bases móviles 
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Una vez construidas las bases de entrenamiento y test ya se pueden aplicar a los 
procesos de entrenamiento y test. 
El proceso clave en el algoritmo del caso práctico es “algoritmo backpropagation” el 
cual realiza el entrenamiento del modelo mediante las técnicas computacionales expuestas 
en los capítulos anteriores. 
El algoritmo backpropagation es el algoritmo escogido de los algoritmos Multi-layer 
perceptron (MLP). Como se expone en el capítulo 5, los algoritmos backpropagation tienen 
dos parámetros intrínsecos, que son el coeficiente de aprendizaje y el coeficiente de 
regulación. Como se podrá ver en la implementación, el coeficiente de regulación no será 
una variable del caso práctico ya que la función de implementación del algoritmo lo ajusta 
por si solo.  
En el caso práctico los parámetros que definen el algoritmo son el coeficiente de 
aprendizaje y el número de nodos del algoritmo. 
Por lo tanto, el bloque de la predicción de la demanda da el resultado del modelo 
para una pareja de parámetros del algoritmo backpropagation. Para poder ajustar 
correctamente el modelo, se deberá ejecutar el algoritmo con diferentes parejas de 
parámetros del algoritmo backpropagation, y así obtener una tabla de resultados en función 
de los diferentes parámetros.  
Las bases de entrenamiento input y output son introducidas al algoritmo 
backpropagation. Con ellas el algoritmo construye el modelo matemático que relaciona los 
inputs con los outputs de entrenamiento.  
La base de test input será usada para probar el modelo matemático surgido 
anteriormente. El proceso “predicción test” proporciona una predicción de la base que se le 
introduce (Base de test input) según el modelo que proviene del algoritmo backpropagation. 
En el proceso de “comparación” se compara la base de test outputs con los valores 
anteriormente obtenidos en el proceso de “predicción test” para así obtener un error de 
predicción del modelo matemático creado.  
Llegado a este punto se graba el resultado y se vuelve a asignar el porcentaje de 
entrenamiento (PE) y se vuelven a asignar unas nuevas bases de entrenamiento y test. 
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4.3. Enfoques del modelo de predicción 
El enfoque de modelos es un apartado crítico para el resultado del caso práctico. No 
es un aspecto ni matemático ni de lenguaje de programación, sino más bien teórico. 
En este proyecto se definirá como el modelo de predicción final el modelo que 
relaciona mediante formulas el histórico de datos (inputs) con la predicción del consumo del 
día siguiente (output). 
No obstante, como ya se ha comentado, el histórico de datos se debe definir de una 
manera concreta, lo que crea la posibilidad de enfocar el modelo de predicción de distintas 
maneras. 
Concretamente, la diferencia entre un enfoque del modelo de predicción y otro son 
las variable de entrada que se usan para la predicción del día siguiente. Por ejemplo se 
podrían coger como variables de entrada las variables de consumo de 2 días anteriores, 3, 7 
o los que se quiera, quedando patente que se puede enfocar la predicción des de 2, 3,7 o 
los días vista que se quiera. 
Otra posibilidad es dividir el histórico de datos en diferentes bases, dándole así otro 
enfoque diferente. Por ejemplo, se podría dividir el histórico en 7 bases una por cada día de 
la semana, lo que proporcionaría un enfoque del modelo de predicción en que se da mayor 
importancia al día de la semana. Es decir que en este caso el modelo de predicción final 
sería la unión de 7 modelos horarios.   
Por lo tanto, la organización en filas y columna en las bases de entrenamiento y test 
implican la manera en que el algoritmo recibe estos datos. Cada fila es un ejemplo del 
sistema que debe aprender a predecir. Por lo que se debe de asignar cuidadosamente qué 
datos se colocan en una fila, y qué relación tienen las filas entre ellas. 
Se debe tener muy presente que las dimensiones de las bases de datos son de alta 
repercusión en el desarrollo del algoritmo. Es decir, cuantas más variables se pongan como 
inputs, más parámetros θ se deberán calcular y más iteraciones serán necesarias. El 
consumo de tiempo para la computación de algoritmos con muchos inputs puede ser 
determinante. Por otro lado, cuantas más filas más ejemplos de entrenamiento tiene el 
algoritmo y más posibilidades tiene para encontrar los parámetros θ que minimicen el 
modelo. 
A continuación se plantean tres enfoques distintos: 
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 Modelo	  horario	  a	  7	  días	  vista	  4.3.1.
Este enfoque pretende que, introduciendo los consumos de los 7 días anteriores al 
algoritmo BP, prediga el consumo del día siguiente. 
A continuación se detalla como sería la base secundaria: 
La base tendría 724 filas o ejemplos. Se debe tener en cuenta que los primeros 7 
días no se pueden usar como ejemplos porque les faltarían datos. Por lo que del día 8 al día 
731 se pueden usar. 
A parte de las variables de consumos se deben crear variables temporales ya que es 
importante que una fila este correctamente situada en el tiempo. Las variables temporales 
serán las siguientes: 
-1 variable identificadora del día que tendrá los valores entre 8 y 731. 
-6 variables binarias para definir el día de la semana. Se codificará como lunes de la 
siguiente manera: {1,0,0,0,0,0}; martes como: {0,1,0,0,0,0}; miércoles como: {0,0,1,0,0,0}; 
jueves como {0,0,0,1,0,0}; viernes como {0,0,0,0,1,0}; sábado como {0,0,0,0,0,1}; y domingo 
como {0,0,0,0,0,0}. 
-11 variables binarias para definir el mes del ejemplo. Análogamente a los días de la 
semana, las 11 variables definirán de enero a noviembre y el diciembre se identificará 
cuando todas las 11 variables valgan 0. 
-1 variable para definir el año. Si es 0 significa que pertenece al 2012 y si es 1 
pertenece al 2013. 
Por lo tanto, se usan hasta 19 variables para que el algoritmo pueda dibujar la línea 
temporal. Es importante que el algoritmo sea capaz de distinguir los días de la semana ya 
que el consumo dependerá de razones sociales que influyen en los días de la semana. Por 
otro lado también es necesario que se identifiquen los meses ya que las condiciones 
meteorológicas también cambian de enero a agosto, por ejemplo. 
A parte de definir la situación temporal, también es muy importante definir los 
distintos tipos de días en cuanto al funcionamiento laboral y estudiantil del centro. Se puede 
ver el calendario académico del ETSAB en el Anexo II. Por lo tanto se usará una nueva 
variable que se llama “tipo de día”. Esta variable puede tener los valores entre 0 y 3: 
• 0: día normal 
• 1: día de exámenes 
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• 2: día no académico o de preparación de exámenes 
• 3: día festivo 
Para el enfoque que se está tratando se deben de usar tantas variables de tipo de 
día como días diferentes intervengan en un ejemplo del sistema, para este enfoque del 
modelo de predicción se tiene: 
- 8 variable de tipo de día, 7 de los días pasados y el 8 del día que se quiere realizar 
la predicción.  
Una vez se ha intentado definir los días en cuanto línea temporal y ámbito social, 
solo queda asignar variables a los consumos, 
-168 variables para definir el consumo horario de los 7 días pasados. 
-24 variables para definir el consumo del día a predecir.  
En resumen este enfoque tiene 195 variables inputs y 24 variables outputs. En este 
caso se requerirá un elevado número de parámetros θ y el algoritmo consumirá mucho 
tiempo en ejecutar las iteraciones pertinentes.  
Por ejemplo, si se cogen 20 nodos en la capa oculta, el sistema tendrá 4599 
parámetros. La ejecución del algoritmo puede tardar aproximadamente un día, por lo que 
este no es un enfoque que se pueda aplicar realmente. Por este motivo no es un enfoque 
muy adecuado para este proyecto. 
 24	  modelos	  de	  una	  hora	  a	  7	  días	  vista	  4.3.2.
Este enfoque pretende realizar 24 modelos uno por cada hora del día, de esta 
manera cada algoritmo tiene un output y facilita mucho la ejecución del propio algoritmo BP.  
En este caso se deben construir 24  bases secundarias. Cada una de ellas estarían 
compuestas por las siguientes variables (de una forma muy parecidas al enfoque anterior): 
- 1 variable identificadora del día. Valores del 8 al 731. 
- 6 variables para identificar los días de la semana.  
- 11 variables para identificar los días de la semana. 
- 1 variable para identificar el año. 
- 8 variables para identificar el tipo de día 
- 7 variables del consumo de una hora en concreto en los 7 días pasados. 
- 1 varaibles de consumo del siguiente día, o día de predicción. 
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En este caso, como solo se coge los valores de una franja horaria, se perdería 
mucha información de los días pasados en global. Es decir, al mirar en una franja muy 
estrecha se pierde el contexto en que esa franja este. 
En cuanto a la ejecución del algoritmo no tendría muchos problemas. Se deberían 
ejecutar 24 modelos, que en cuanto al consumo del tiempo será muy bajo, del orden de 
segundos o minutos, ya que solo tiene 34 inputs y 1 output cada modelo. 
 7	  modelos	  horarios	  a	  3	  días	  vista	  uno	  por	  cada	  día	  de	  la	  semana	  	  	  4.3.3.
Este enfoque pretende separar en modelos una variable que en principio es muy 
determinante: los días de la semana. Así pues se plantea 7 modelos uno por cada día de la 
semana. El modelo de predicción de la demanda final será la unión de los 7 modelos. 
Asimismo, como ventaja y teniendo en cuenta que los días de la semana ya son 
especificados no hace falta identificarlos con variables. 
Las variables que componen la base de datos secundaria de este enfoque serían: 
- 1 variable identificadora de los días. 
- 11 variables identificadoras del mes 
- 1 variable identificadora del año 
- 4 variables del tipo de día 
- 72 variables del consumo de los 3 días de las semanas pasadas. 
- 24 variables del consumo del día siguiente 
En la Tabla 1 se puede entender que la distribución de los datos debe ser acorde 
con el enfoque deseado. 
 
	  
inputs	  de	  consumo	   outputs	  de	  consumo	  
predicción	  día	  22	   día1	   día	  8	   día	  15	   día	  22	  
predicción	  día	  29	   día	  8	   día	  15	   día	  22	   día	  29	  
.	   .	   .	   .	   .	  
.	   .	   .	   .	   .	  
.	   .	   .	   .	   .	  
predicción	  día	  731	   día	  710	   día	  717	   día	  724	   día	  731	  
Tabla 1 Organización de los datos de consumo en la base de datos de 
domingo 
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Este enfoque tiene 89 inputs y 24 outputs, lo que en principio son unas buenas 
dimensiones en cuanto a parámetros θ se deberán encontrar. En contra, cada modelo solo 
tiene 101 o 102 filas como ejemplos, lo que pueden ser muy pocas. 
 Comparación	  de	  enfoques	  de	  modelos	  de	  predicción	  4.3.4.
En la Tabla 2 se puede ver una tabla comparativa con las características de los  3 
enfoques de modelos de predicción anteriormente propuestos.  
Enfoque	   Modelos	   Outputs	   Inputs	   #	  ejemplos	   Días	  vista	  
Modelo	  horario	  a	  7	  días	  vista	   1	   24	   195	   723	   7	  
24	  modelos	  de	  una	  hora	  a	  7	  días	  vista	   24	   1	   34	   723	   7	  
7	  modelos	  horarios,	  uno	  por	  cada	  día	  de	  la	  semana,	  a	  3	  
días	  vista	   7	   24	   89	   101	  ó	  102	   3	  
A la hora de la implementación, el factor más importante de los expuestos en la 
Tabla 2 es la cantidad de variables inputs ya que cuantos más inputs más nodos intermedios 
serán necesarios y más parámetros θ tendrán que ser calculados.  
En efecto, el primer enfoque de modelo de predicción queda descartado ya que la 
ejecución del algoritmo puede tardar entre 4 y 14 horas (estos valores son experimentales 
del autor del proyecto). 
Así pues, en cuanto a la ejecución del algoritmo, se escogería el que tiene menor 
cantidad de inputs, el cual es el segundo modelo. No obstante, se ha considerado que el 
algoritmo tendría muy poca información solo con el consumo de una determinada hora 
(notase que este razonamiento no es científico, como trabajos futuros se podría desarrollar 
este enfoque, como otros tantos). 
Por lo tanto, el tercer enfoque del modelo de predicción es el escogido para el caso 
práctico, ya que por un lado no tiene excesivos inputs, pero sí suficientes para obtener una 
buena información del histórico. 
Tabla 2 Comparación de enfoques de modelos de predicción 
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4.4. Implementación  
Para la realización del caso práctico se ha usado el lenguaje de programación y la 
interface de R. Este es un software ampliamente usado para estadísticos y analistas de 
datos. Gran parte de esta información se obtuvo del curso online de “R programing” de la 
universidad de Johns Hopkins en la plataforma www.coursera.org. [52] 
El lenguaje de programación R desarrollado en 1991 por Ross Ihaka y Robert 
Gentleman en Nueva Zelanda,  se basa en un lenguaje de programación anterior llamado S, 
nacido en 1976 por John Chambers como un entorno de análisis estadístico.  
Una alternativa posible a la elección de R podría ser el software Matlab. Los dos 
programas poseen amplias librerías donde se pueden encontrar funciones y algoritmos ya 
construidos. Ambos, también, están soportados por foros y comunidades muy activas. Por 
un lado Matlab posee una extensión de simulación muy potente, aunque R posee 
numerosos comandos para graficar datos estadísticos. No obstante la gran diferencia recae 
en que R es un software libre y puede ser usado sin coste ninguno. La misma comunidad de 
R proporciona extensas librerías de todo tipo. 
Las librerías que se han usado para realizar el caso práctico, a parte de las más 
básicas, son las siguientes: 
• carot: librería para la manipulación de datos y creación de graficas. [47] 
• nnet: librería donde se encuantra el algoritmo BP y funciones relacionadas al 
proceso de construcción de modelos predictivos. [48] 
No obstante, la librería “nnet” no es la única en la cual se encuentra el algoritmo BP, sino 
que las librerías “neuralnet” [49] y “RSNNS” también la poseen. [50] 
A continuación se detallará el funcionamiento de las dos funciones más importantes para 
poder comparar la teoría de las redes neuronales con la aplicación de dichos modelos. 
 Algoritmo	  backpropagation	  4.4.1.
La función nnet() permite aplicar el algoritmo backpropagation. Una función en R 
debe contener variables o objetos de entrada y de salida. La correcta introducción de las 
variables es esencial. Ciertas variable de la función permiten regular propiedades del 
algoritmo BP, como por ejemplo el número de iteraciones máxima o el valor inicial de los 
parámetros. 
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En la Fig.  17 se muestra una conceptualización de lo que realiza la función nnet(). A 
la función se le debe subministrar la base de entrenamiento input y la base de entrenamiento 
output, así como los parámetros que definen el algoritmo: el parámetro de aprendizaje y el 
número de nodos (cabe notar que la función nnet() tiene, por defecto, solo una capa oculta). 
La función nnet() solo realiza la fase de entrenamiento. Por lo que con las variables 
de entrada adecuadas asigna los parámetros θ que definen un modelo matemático.  
La salida de la función objeto de clase especifica que contiene el modelo resultado 
del entrenamiento (descrito por los parámetros θ). 
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Fig.  18 Arquitectura de la función nnet() 
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 Algoritmo	  de	  predicción	  4.4.2.
La segunda función más importante que se usa en el caso práctico es la función 
“predict()”. Esta función es la encargada de realizar el procesos de predicción. Predict() solo 
requiere la entrada de un objeto resultado de la función nnet() y una base de datos test 
como inputs. El resultado será la predicción de los inputs según el modelo matemático. 
Posteriormente estos resultados se pueden comparar con la base de test outputs 
para obtener un error de predicción.  
4.5.  Resultados de predicción 
A continuación se analizará el enfoque de 7 modelos horarios a 3 días vistas uno por 
cada día de la semana. En el Anexo I se detallan todos los resultados obtenidos. En la Tabla 
3 se puede ver el resumen. 
El Anexo I recoge todo los errores de predicción que se han obtenido. Se divide por 
días semanales, ya que cada uno tiene su propio modelo. Para cada día de la semana se 
puede ver los resultados por diferentes valores de los parámetros de predicción (número de 
nodos y coeficiente de aprendizaje) y también desglosado por días. Notase que cada error 
de predicción es el resultado de una iteración del bloque segundo del algoritmo del caso 
práctico. 
El la Tabla 3 se ha resumido la información. Para cada día, se ha escogido la pareja 
de coeficientes que mejor ajustaba el modelo y se a puesto en columna formando lo que es 
un calendario para un mayor comprensión del resultado. 
Como se puede observar cada modelo se ajusta mejor con distintas parejas de los 
parámetros algorítmicos. Con lo que se puede asegurar que cada vez que se quiera ajustar 
un modelo se debe hacer el tanteo de parámetros. Aún así, se puede dar un rango de 
valores: 
• Coeficiente de aprendizaje: [0.1,0.2] 
• Número de nodos: [11,16] 
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Con estos datos se puede decir que el 95% de las predicciones se encontraran entre 
un 15% y un 31% de error. Estos no son unos buenos resultados, pero sin duda son una 
primera aproximación del consumo.  
El mayor problema es que la desviación estándar es muy elevada, existen días en 
que la predicción y el consumo real, se puede decir, que no tiene nada que ver. En la Fig.  
19 se puede ver la distribución de los errores, lo que da una idea de que el grosor de las 
predicciones se encuentran entre el 0 y el 20% de error (el 71% de los valores), pero existen 
muchos valores que se escapan de unos valores coherentes en cuanto a predicción de 
consumo. 
A continuación se analizarán casos concretos para estudiar más de cerca los 
comportamientos de los algoritmos con el consumo real obtenido. Primero se muestra un 
ajuste correcto o válido y seguidamente una serie de casos en que la predicción es mala o 
incorrecta.  
Lunes Martes Miercoles Jueves Viernes Sabado Domingo
#8nodos 14 14 16 12 12 16 11
coef.8Aprend. 0,2 0,2 0,1 0,2 0,2 0,2 0,15
0,18298 0,62418 0,10158 0,15298 0,1250 0,1219 0,3334
0,14378
0,31598 0,10688 0,20688 0,2129 0,0579 0,2394
0,06588 0,07288 0,09428 0,06748 0,0912 0,0549 0,1551
0,05958 0,11568 0,07438 0,10128 0,0636 0,1307 0,0264
0,10998 0,10268 0,07158 0,19518 1,6232 0,1304 0,0368
0,06888 0,09758 0,10948 0,15218
0,4761 0,2554 0,0748
0,09068 0,07958 0,04908 0,07338 0,0848 0,0430 0,0407
0,04438 0,05948 0,04538 0,04378 0,0552 0,0398 0,0447
0,11958 0,08428 0,11268 0,13918 0,1050 0,0885 0,1105
0,15948 0,20998 0,30848 0,23638 0,2017 0,3329
0,0676
0,15958 0,13288 0,11048 0,28028 0,3439 0,1652 0,3011
0,09548 0,20758 0,16838 0,21878 0,1057 0,1943 0,2449
0,22068 0,05768 0,02898 0,12138 0,1249 0,1560 0,2550
0,50448 1,44048 2,43718 2,54808 0,5172 0,4178 0,1743
0,13968 0,81288
Parámetros8estadísticos
0,23358 0,39968 0,07831672 0,1552 0,3119
día8no8lectivo8o8de8preparación8de8examenes
día8festivo
0,20 valores8mayores8que80,20
lim.8Sup
Errores8de8
predicción8en8
tanto8por8uno
int.8de8
confianza8pomedio des.8Estand lim.8Inf
Octubre
Noviembre
Diciembre
Septiembre
Tabla 3 Resumen resultados del enfoque de 7 modelos horarios a 3 días vista, uno por cada 
día de la semana. 
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 Ajuste	  correcto	  4.5.1.
Una de las mejores predicciones se muestra en la Fig.  20 con un error del 2,89%, 
sin duda muy buen resultado. Se trata del 18/12/2013, un miércoles de clases normales 
donde no sucede ninguna perturbación en el sistema.  
Fig.  19 Histograma de errores de predicción 
Histrograma de errores de predicción
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En contra, la mayor disparidad entre consumo predicho y real sucede en los picos, 
que es justamente el momento de predicción más importante, debido a que es el momento 
del día en que la energía tiene un coste más elevado. 
No obstante, este gráfico demuestra que el proceso del caso práctico de este 
proyecto se ha realizado de manera satisfactoria, y que, exceptuando algunos casos que se 
deben de analizar, la teoría de redes neuronales artificiales es capaz de predecir el consumo 
eléctrico de manera ajustada.  
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Fig.  20 Predicción 18/12/13 
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 Ajuste	  incorrecto	  por	  anomalía	  impredecible	  4.5.2.
La Fig.  21 muestra la predicción y el consumo real del día 25/12/2013. Como se 
puede observar de las 4 a las 7 de la mañana el valor es muy bajo y constante. Esto se 
puede haber dado por una apagón o una bajada de tensión, lo cual explicarían que en este 
caso no se ajuste la predicción con el valor real que tuvo ese día. Notase que esta pequeña 
incidencia hace que el error de predicción sea del 1,6 en tanto por uno. Si se hace la media 
de la predicción sin las predicciones de 4 a 7 horas, el resultado es de 0,0546 en tato por 
uno, el cual es sumamente bueno. 
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Fig.  21 Predicción 25/10/13 
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Otra anomalía de distinto origen se percibe en el 05/12/2013. En la Fig.  22 se puede 
observar el consumo de dicho día.  
Lo que sucedió el 05/12/13 fue que el día siguiente fue fiesta nacional y la 
universidad programó las clases de ese jueves como clases de un viernes. Si más no, es un 
día complicado de definir su tipología (si es jueves o viernes) y esto el algoritmo lo nota no 
siendo capaz de ajustar la predicción del día. Se puede consultar el calendario académico 
del  ETSAB en el Anexo II 
Este es un ejemplo de anomalía de que pueden haber distintas actividades en la 
facultad que alteran el consumo de una forma a priori, no significativa, pero a la postre 
significativa.   
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 Fig.  22 Predicción 05/12/13 
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 Ajuste	  incorrecto	  por	  festividad	  4.5.3.
Los días festivos son definidos en la variable de tipo de día. No obstante, como se 
puede ver en la Tabla 3 todos los días festivos son mal predichos. De echo, los peores 
errores se encuentran en estos días: 
• 25/12/2013: 2,4371 tanto por uno 
• 26/12/2013: 2,5480 tanto por uno 
En la Fig.  23 se muestra la predicción del día de la Mercè, fiesta Local. Mientras que 
el consumo real es prácticamente llano, la predicción del consumo tiende a dibujar el 
compartimento de un día natural. 
Ciertamente, la tipología del día, maca muchísimo el dibujo del consumo. Si de un 
día para otro, se pasa de un día normal a un día festivo el algoritmo no es capaz de 
ajustarse bien, debido a que el algoritmo esta basado en series temporales. 
Esto se debe a que un modelo tiene una expresión matemática que intenta definir el 
dibujo de la demanda eléctrica. En este caso los dibujos de días normales a días festivos 
son diferentes, por esa razón la predicción en estos días es mala. 
Una posible mejora en el enfoque de este problema, sería quitar los días festivos en 
los modelos diarios, ya que no tienden a tener el mismo dibujo de consumo. Se podría 
estudiar si crear un nuevo modelo a parte o incluso si es conveniente agrupar los días 
festivos con los domingo, ya que puede ser que tengan el mismo comportamiento de 
consumo.  
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 Ajuste	  incorrecto	  por	  día	  no	  académico	  4.5.4.
Otros errores importantes que se pueden ver en Tabla 3 se encuentran en los días 
tipificados como no académicos o de preparación de exámenes. De la misma manera que 
los días festivos, los dibujos de los consumo cambian de forma, y el algoritmo no es capaz 
de ajustarse bien.  
En la Fig.  24 se observa como la línea de la predicción para el día 23/12/2013 
(lunes) tiende a ser como un día normal, mientras que la real es más llana. 
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Fig.  23 Predicción 24/09/13 
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Curiosamente el siguiente lunes 30/12/2013 también es del tipo no académico. En la 
Fig.  25 se puede ver que esta mucho más ajustado. El error para el día 23/12/2013 es del 
50,44%, mientras que para el 30/12/2013 solo es del 13,96 %. Esto es debido a que al ser 
un algoritmo de series temporales la influencia del día anterior es mucha, así pues el día 
30/12 tiene una mejor predicción porque el día anterior es del mismo tipo de día y tiene un 
dibujo más parecido. 
Como en el caso de los días festivos, sería interesante estudiar la separación de 
estos días y construir su propio modelo matemático. 
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Fig.  24 Predicción 23/12/13 
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Fig.  25 Predicción del 30/12/13 
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Conclusiones 
El objetivo principal de este proyecto era la realización de predicciones del consumo 
de electricidad en edificios mediante algoritmos de redes neuronales. El objetivo se ha 
cumplido ya que en este proyecto se ha realizado un caso práctico con buenos resultados, 
todo y que con margen de mejora. Las conclusiones a las que este proyecto  ha llegado son 
las siguientes: 
• Existe una reciente ciencia tecnológica llamada Machine Learning o aprendizaje 
automático con un potencial altísimo para abordar problemas con grandes cantidades 
de datos 
• Las redes neuronales artificiales son una familia de modelos de la ciencia de Machine 
Learning aptos para la predicción de consumos, desbancando los algoritmos de 
predicción más tradicionales 
• En concreto, el modelo “Multy-Layer Perceptron” es uno de los mejores para 
problemas de la predicción de demanda eléctrica en edificios 
• Los resultados del caso práctico constatan que el modelo creado con estas técnicas 
es apto para la predicción de la demanda en un edificio. El 36% de los errores están 
entre 0 y 10% de error; y los siguientes 35% de errores están entre 10 y 20% 
• El modelo no es capaz de predecir correctamente la demanda cuando el dibujo de la 
demanda cambia bruscamente de un día a otro. Este cambio brusco de la demanda 
coincido con cambios en el tipo de día (si es festivo por ejemplo) 
Trabajos futuros 
Como se ha podido ver en este proyecto, los resultados obtenidos tiene aún mucho 
margen de mejora, para ello se plantean posibles trabajos futuros: 
• Estudio de la influencia del tipo de día en los modelos de demanda eléctrica en 
edificios 
• Estudio de más enfoques de modelos de predicción 
• Estudio de la influencia de variables exógenas como las meteorológicas en los 
modelos de predicción eléctrica 
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Presupuesto 
El objetivo de este capítulo es presentar un presupuesto de la realización de este 
proyecto. Este proyecto se basa en la implementación informática de algoritmos por lo que 
los únicos elementos necesarios han sido los propios de una oficina. El coste global del 
proyecto de divide en el coste del material informático y el coste de investigación y 
desarrollo. 
El presupuesto destinado a los dispositivos que conforman el hardware solo incluye 
el ordenador utilizado, ya que los programas como “R programing lenaguage” son de libre 
licencia.  El ordenador utilizado es un Mac-OS X con un procesador de 2.7 GHz Intel Core i5 
con 8 GB de memoria RAM, cuyo preció de mercado es de 1.529€. La amortización se 
considerará como la mitad del coste total de mercado. 
En cuanto al presupuesto de investigación y desarrollo se detallado en laTabla 4. 
 
Ajuntando los costes del material informático y de investigación y desarrollo se 
obtiene el coste total del proyecto que se puede ver en Tabla 5. 
El coste total del proyecto asciende a 35.956,30€. 
Concepto Precio+por+hora Nº+de+horas Total
Investigación 35€/h 300 10.500+€
Programación 35€/h 250 8.750+€
Redacción 35€/h 200 7.000+€
TOTAL 750 26.250+€
Tabla 4 Presupuesto de investigación y desarrollo 
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Concepto Precio
Presupuesto-del-material-informático 764,50-€
Presupuesto-I+D 26.250,00-€
Subtotal 27.014,50-€
Costes-operativos-(10%-subtotal) 2.701,45-€
Total 29.715,95-€
IVA-(21%) 6.240,35-€
Total- 35.956,30-€
Tabla 5 Presupuesto total del proyecto 
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Impacto ambiental 
En el proyecto se ha expuesto la metodología de predicción de la demanda 
únicamente a nivel de estudio y programación, sin ninguna simulación real de la predicción, 
por lo que en la elaboración del proyecto no se ha generado ningún impacto ambiental. 
Si los estudios futuros de este proyecto fueran capaces de predecir la demanda 
eléctrica en edificios de una manera satisfactoria se podría mejorar el sistema eléctrico 
actual y con ello reducir el impacto ambiental asociado al sistema. 
Como ya se ha comentado en la introducción, una de las motivaciones de este 
proyecto es la posible disgregación del mercado eléctrico. Si esto fuera introducido y se 
pudiera predecir la demanda de energía de grandes consumidores, podría repercutir en la 
gestión de la energía eléctrica en pequeñas regiones. 
En tal caso, la procedencia de la energía no haría falta que viniera de grandes 
centrales de producción de energía, como podrían ser las centrales de energía fósil o las 
centrales nucleares. Aún más, se podría ahorrar energía en el transporte de electricidad de 
grandes distancias. 
Si cada zona geográfica pudiera saber con exactitud su demanda eléctrica se 
potenciaría las energías de corto alcance como las energías renovables, así como gestionar 
la energía de una forma más eficiente. 
Se podría mejorar la gestión de la energía ya que los consumidores serían 
consientes de su consumo y de sus picos de consumo, y podrían intentar hacer frente a ese 
problema. Para ellos el ahorro energético de evitar los picos de consumo podría ser una 
motivación económica. 
Todas estas razones llevan a una reducción de la producción de grandes centrales 
eléctricas, sobretodo aquellas que generan la energía en los momentos de máxima 
demanda, las cuales son las centrales de energía fósil. Las centrales fósiles son las más 
idóneas para estas circunstancias ya que la quema o no de materia fósil tiene poco tiempo 
de actuación.  
La disminución en la quema de compuestos fósiles haría reducir los gases 
resultantes de la combustión, los cuales son: 
• Óxidos de nitrógeno (NOx) 
• Monóxido de carbono (CO) 
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• Hidrocarburos (HxCy) 
• Dióxido de carbono (CO2) 
Todos ellos son contaminantes de la atmósfera y en concreto el dióxido de carbono 
es el causante del llamado efecto invernadero. 
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