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A presente monografia contém um estudo de aspectos fundamentais da análise no 
espaço de Wiener. Os tópicos abordados são: a decomposição em Caos de Wiener, 
Integrais Múltiplas de Wiener, Derivada de Malliavin e Integral de Skorohod. Também 
são apresentadas as principais relações destes com a Integral de Itô e algumas aplicações 
ao cálculo antecipativo. 
Abstract: 
This monograph contains a study on the fundamentais aspects of analysis in the 
Wiener space. Subjects are: Wiener chaos decomposition, Multiple Wiener integrais, 
Malliavin derivative and Skorohod integral. We also present the relations between this 
elements and Ito integral. Some aplications of this tools to antecipative stochastic calculus 
are showed. 
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Capítulo 1 
Preliminares 
O Cálculo de Malliavin é 1llll cálculo diferencial em dimensão infinita sobre urn espaço 
de Banach com uma medida de probabilidade que modela probabilisticamente o usual-
mente denominado movimento Bruwniano. Essa teoria começou a se desenvolver com 
P. Malliavin, seguido posteriormente por Stroock, Bismut, Watanabe, Nualart e outros. 
Uma das motivações principais para o desenvolvimento desse Cálculo é sua aplicação 
em equações diferenciais estocásticas: estudo de regularidade da distribuição da solução 
dessas equações, e extensão do conceito de integral estocástica de lt6 para a integral de 
Skorohod, onde o integrando não é necessariamente adaptado à o--álgebra do movimento 
Browniano (ou do semi-martingale com relação ao qual se faz a integração). 
A bibliografia existente hoje já é bastante rica, com vários livros que condensaram (e 
aprimoraram) os resultados obtidos nos últimos 20 anos. Nossa intenção nessa monografia 
é estudar esta teoria nos baseando fundamentalmente nos textos de Nualart [ 1], Ocone 
[8] e Watanabe [5]. 
Durante o desenvolvimento do texto, usaremos algumas convenções. Símbolos de 
somatório denotam somas infinitas enumeráveis com índice a partir de O, quando não 
mencionado contrário. Eventualmente omitiremos a especificação do índice quando for 
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evidente de qual se trata. Todos os espaços vetoriais aqui são sobre IR. Admitiremos 
também várias propriedades de Espaços de Hilbert sem demonstração, assim como teoria 
elementar de operadores lineares não limitados. Para maiores detalhes, o leitor pode 
consultar o livro de Conway [2]. 
Alguns resultados básicos de teoria da medida e probabilidade serão admitidos, como 
por exemplo a independência de variáveis gaussianas zero-correlatas, teorema de extensão 
de Kolrnogorov e o teorema de convergência de Martingales limitados em L 2 (O) (veja 
em Revuz e Yor [3]). 
A seguir, alguns resultados úteis que merecem destaque. 
Lema 1.1 Dadas X, Y variáveis aleatórias com distribuição conjunta gaussiana, com 
X, Y ~ N (0, 1), então 
E [exp (sX- s 2 /2) exp (tY- t' /2)} ~ exp (stE [XY]) 
para todo s, t E IR. 
Demonstração: Defina Zs,t = sX +tY. Para qualquer (s,t) E IR2 1 Zs,t é gaussiana 
N (0, rr2) com 
rr2 ~E [(2,,1)
2
} ~ s2 + t 2 + 2st E [XY]. 
A transformada de Laplace de Zs,t é 
EmÇ ~ 1, 
- ( 2 2 ) Z,,, (Ç) ~E [exp (ÇZ,,,)] ~ exp Ç rr /2 . 
E [exp (Z,,,)] ~ exp (rr' /2) 
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ou ainda 
E[exp(sX + tY)] ~ exp (s 2 f2+ t2 j2 + st E[XYI). 
Daqui segue o resultado, usando a linearidade da esperança. o 
O m-ésimo polinômio de Hermite pode ser definido como 
(-l)m d"' 
Pm(x)~ m! exp{x2/2} dxmexp{-x2 f2}, m;:>:O. (1.1) 
Serão úteis aqui as propriedades p'.,. = Pm-1 e ( m + 1) Pm+ 1 = P1Pm - Pm-1, válidas 
para qualquer m 2::: 1. 
Corolário 1.2 Dadas X, Y variávezs aleatórias com distribuição conjunta gaussiana, 
com X, Y- N (0, 1), então 
E IPn (X) Pm (Y)] ~ ~(E [XY])n Ónm· 
n. 
(1.2) 
Demonstração: Seja f (s, t) = exp (ast). Então f E coo (!ft2 ) e 
am+n f { 
iJsniJtm (0, O) ~ 
o, 
n!o:", n = m 
nfm 
De fato, 
e pela regra do produto 
n ( ) à' àn-i 
" n ~à . [(as)m]-à . [exp (ast)] L.......t 'l s~ sn-' 
i:=O 
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Em t =O, apenas o último termo da soma não se anula (i= n). Portanto 
é;m+n f an m 
a a (s,O) =-a [(as) I= sn tm sn 
_____!!!)_____ o:m sm-n n < m 
(m-n)! ' 
n!o:n, n = m 
O, n>m 
e para s = 01 apenas o caso n = m resulta num termo não nulo. 
Portanto, fazendo a= E [XY], 
am+n I { n! (E [XY])n' n = m a natm exp ( stE [XY]) = 
s ~~ O, n#m 
(L3) 
Por outro lado, 
an I 
fJsn s::=O exp ( SX- 82 /2) ::n l,~o exp (x2/2- (x- s)2 /2) 
exp (x2 /2) ::n l,~o exp (- (x- s)2 /2) 
i)" I (-l)"exp (x2/2) asn •~• exp (-s2/2) 
n!pn (x) 
Portanto 
a:+n ~I E [exp (sX- s2(2) exp (tY- t2 /2) l =E [n!pn (X) m!pm (Y)], (1.4) 
iJs at (0,0) 
e a prova fica completa igualando as expressões (1.3) e (1.4). O 
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Sejam (X,X,,u) e (Y,Y1 v) a-finitos e sem átomos. Serão úteis as identificações: 
L2 (X x Y) "'L2 (X;L 2 (Y)) "'L2 (Y; L 2 (X)). 
O espaço linear gerado por funções do tipo 
f®g(x,y)=f(x)g(y); jEL2 (X), gEL2 (Y) 
é denso em L 2 (X x Y). 
No decorrer de todo o texto, os objetos fundamentais de nosso estudo serão dois 
espaços de medida satisfazendo certas propriedades: (T, B, f..l) a-finito sem átomos e 
(0, :F, P) espaço de probabilidade. A partir destes dois, usaremos vários espaços do 
tipo L 2 derivados. Assim, teremos L 2 (O) na decomposição em Caos de Wiener, L 2 (rm) 
em integrais múltiplas de Wiener, processo a um parâmetro em L 2 (T x il) e processo 
de vários parâmetros em L2 (Tm x D). Na teoria de operadores de Ornstein-Uhlenbeck, 
aparecem ainda os espaços L 2 (02) e L 2 (T x 0 2 ). 
Algumas identificações entre subespaços e equivalências mais usados serão: L 2 (T) 0 m c 
L2 (T=), L' (T) c L2 (T x 11), L2 (T x 11) "'L2 (11; L2 (T)), L2 (T= x 11) "'L2 (11;L2 (T=)), 
L 2 (11) C L2 (112 ) e L2 (T x 11) C L' (T x 112). 
Por brevidade, denotaremos L2 (T=) "' L' (T=, B=, !'=) e L2 (11) = L2 (11, F, P) (e 
assim por diante) quando for claro no contexto a a-álgebra e a medida que estamos 
usando. 
Vejamos ainda um resultado simples de teoria de conjuntos que será útil: 
Proposição 1.3 Dada {A;} iEJ uma família finita de conjuntos, existe { Bi} JEJ finita com 
elementos dzs;untos aos pares tal que cada A pode ser escrito como uma união (disjunta) 
de alguns dos Bj, isto é, A; = ~jEII; Bj para algum Ilj C J. 
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Demonstração: Por indução na cardinalidade de I, ou seja, por indução em n, sendo 
I~ {1,2, ... ,n). 
A proposição vale trivialmente para n = 1. Para n = 2, dada {A1, A2}, então 
é uma farrúlia disjunta associada. 
Suponha a proposição válida para n e seja dada {A1 , ... , An+l} arbitrária. Para 
{A1 , .. , An} seja {E i} jEJ uma família disjunta associada. Então 
é uma família disjunta associada a {A1 , ... , An+l}- D 
Corolário 1.4 Qualquer função característica da forma lA,x---xAm pode ser escrita como 
combinação linear de funções características da forma ls,x---xB"'' onde {Bi} são disjuntos 
aos pares. Além disso, os coeficientes da combinação podem ser tomados positivos. 
Demonstração: Seja {Bi}jEJ a farm1ia disjunta associada a {Ai}:,1 , cuja existência é 
garantida pela proposição anterior. Então A1 x · · · x Am = ~j1en 1 Bj1 x · · · x ~Jm.EHm Bj"' 
e 
1A1 x .. ·xAm. = L · · · L lsh x· -xBim · 
J1 EII1 ]mETI,., 
D 
Capítulo 2 
O Espaço de Wiener e a Integral de 
ltô. 
Uma maneira usual de construir o espaço de Wiener é através da caracterização de 
sua medida sobre cilindros de dimensão finita no espaço mensurável JRT, com T = [0, 1 J 
ou T = [0, ex::). Aqui, podemos entender JRT de duas formas: o espaço da.s funções 
w : T --+ IR, ou o produto cartesiano infinito de T cópias de IR. A segunda interpretação 
é mais apropriada para definir urna medida sobre este espaço. 
Na verdade, nosso espaço de Wiener é o sub-espaço de JRT definido por 
íl = cg (T)- {w I w 'T--+ Jl!. contínua e w (O)= O}. 
Porém, a medida em O é induzida por uma medida definida em todo o JRT. 
Seja u E T- {O} e I= (a, b] c JR, e considere subconjuntos de JRT da forma 
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C(u,J) = {Ç Elfi.T: Ç(u) E I}. 
Subconjuntos desta forma são base para uma a-álgebra em JJ:J;.T (cilindros básicos). 
Denotemos 
1 ( 1 x') g, (x) = -- exp ~-- , 
y'2;;V 2 1i 
a função densidade de uma distribuição gaussiana em IR com média zero e variância v. 
Definimos então a medida em intersecções finitas de cilindros básicos por 
P (C (u,, h) n · · · n C (um,lm)) = 
onde u 1 < · · · < u,.,. 
Desta forma, a extensão de P à o--álgebra gerada por estes conjuntos é uma medida de 
probabilidade em JRT. Por simplicidade, continuaremos denotando como P esta medida. 
Considere em n a topologia induzida pelo sistema de normas 
llwlln = max Jw (t) I, n E N. 
[O,n] 
O fato é que a iT-álgebra dos borelianos B (r!) associada à topologia definida acima 
e a a-álgebra induzida pelos cilindros de ne em O coincidem. Logo, P é uma medida 
sobre o espaço mensurável (!"1, B (!"1)). O Espaço de Wiener é a tripla (!"1, B (!"1), P). 
Dada g E L 2 (T), seja "1, (t) = J~ g (s) ds. Obviamente "1, E !"1, pois é absolutamente 




com o produto interno induzido é um subespaço Hilbertiano de O, que denominamos de 
Espaço de Cameron-Martin e denotaremos por H. O produto interno induzido em H é 
A cada r E H podemos associar uma variável aleatória W, n --+ IR dada pela 
integral estocástica 
r d-r 
W, (w) ~ Jr dt (t) dw,. 
Verifica-se que a aplicação W : H -t L2 (D) dada por 'Y -+ W7 é uma isometria entre o 
subespaço Hilbertiano H c n e a sua imagem 7t1 _ W (H) c L 2 (i1) 1 com H 1 gaussiano. 
Sendo {7Ji}iEN urna base ortonormal de 7th definimos 7] : n- JR.K com (TJ (w))i 
TJi (w), i E N. Então 1J induz uma medida gaussiana padrão em JR.l'", ou seja, 
l'o~-t (E1 x ... x E, x lEI x ... )~f··· f (2,.)-'i'exp { -~ (xi + ... + x%)} dx 1 - • -dx, 
Bt B~c 
de tal forma que a cada trajetória w E O associamos uma sequência de números reais 
fj(w) E JR.N. Note que"' (H)= 12 (sequências cuja soma dos quadrados converge). 
Faremos agora uma breve exposição dos conceitos que levam à construção da integral 
de ltô. 
Consideremos que w : T X n --)- IR é um movimento Hrowniano padrão no espaço de 
Wiener (ll, F, P), onde F é o complemento de B (ll) em relação a P. 
Seja L' (T x ll) = L' (T x ll, B (T) 0 F, À x P) a classe de processos estocáticos 
quadrado integráveis, e o subespaço fechado de processos adaptados quadrado integráveis 
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L~ (T x íl) C L 2 (T x íl), dado pelos processos u E L 2 (T x íl) tais que 
com Ft sendo o completamente com relação a F da a-álgebra V a (W5 ). 
s::::;t 
Seja\!: (T X n) c L; (T X D) o subespaço de processos simples adaptados de quadrado 
integrável, isto é, que podem ser escritos da forma 
onde Fi E L 2 (íl,:F,,P). 
n 
u = 2::::: F,:l(t,,tt+l] 
i=l 
Lema 2.1 <!' (T x íl) é denso em L~ (T x íl) na topologia de L2 (T x íl). 
A demonstração deste resultado pode ser encontrada em [1]. 
Considere uma aplicação I : 11' (T x íl) ~ L2 (íl) isométrica dada por 
n 
I (u) = LF, (w,,+>- w,,). 
i=l 
Usando o fato de Fi e (Wt,+ 1 - w-t;) serem independentes, é fácil verificar a isometria 
1 r lul2 = 11I (u)l 2 nJr n 
e também que 
1 I(u) =0. 
A extensão de I ao subespaço fechado L~ (T x íl) é natural. É usual denotar I (u) = 
f r utdWt, denominada a integral de ltô do processou. 
Capítulo 3 
A decomposição em Caos de Wiener 
A seguinte proposição é uma consequência do Teorema de Extensão de Kolmogorov 
e tem caráter fundamental na teoria aqui desenvolvida. 
Proposição 3.1 Dado um espaço de Hilbert separável H 1 existe um espaço de probabi-
lidade (fl, :F, P) e uma isometria entre espaços de Hilbert W :H----+ L2 (D., :F, P) tal que 
W (H) é uma família de variáveis gaussianas centradas de L2 (S1). 
A construção de uma isometria deste tipo pode ser feita usando a existência de uma 
medida gaussiana em JR.N. Ou ainda, como todos os espaços de Hilbert separáveis são 
isomorfos, basta obter uma aplicação W para um dado H como na proposição. Logo, 
podemos tomar a isometria dada no capítulo anterior e a proposição é facilmente provada. 
Sendo isometria, W é linear e W(H) é sub-espaço fechado de L2 (D,F,P). Deno-
taremos W (H) = 7-t 1 . A aplicação W fornece um isomorfismo H rv H 1 . 
Para H do tipo L2 (T, B, 11), onde Jl é uma medida sem átomos, a isometria W pode 
ser interpretada como sendo a integral estocástica de Wiener sobre funções h quadrado-
integráveis em T com respeito a uma medida de ruído branco neste espaço. 
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De fato, neste caso W é caracterizado completamente pela farm1ia de variáveis aleatórias 
{W (lA) : A E B, i" (A) < oo }. Sendo E o subespaço gerado por este conjunto, então E c 
H densamente. Considere o anel de conjuntos 8 0 ={A E B: ,u(A) < oo}. Obviamente 
lA E H para A E 5 0 . É usual escrever W (A) para a W (lA). A aplicação A ~ W (A) 
tem as seguintes propriedades: 
i) leva 0 na variável nula; 
ii) é a-aditiva sobre Bo; 
iii) conjuntos disjuntos são levados em variáveis independentes, isto é, se A, B E 8 0 
e A n E = 0, então W (A) e W (B) são independentes, pois são variáveis gaussianas de 
correlação zero; 
iv) W (A)~ N (0, i" (A)) para A E Bo. 
A aplicação A -+ W (A) é propriamente denominada "medida de ruído branco baseada 
em p.". 
Neste sentido, é usual denotar 
W (h)~ 1 h,W (dt) 
e W representa aqui a medida de ruído branco baseada em ,u. 
Observação 3.2 A proposição 3.1 admite uma espécie de recíproca (veja [5]}. Sendo 
(0, :F, p.) um espaço de probabilidade, há um resultado que assegura a existência de um 
espaço H e uma isometria como o do tipo acima quando assumimos algumas hipóteses 
sobre o espaço de probabilidade. Mais do que isso; teremos H c O e a inclusão como 
isometria. 
Uma medida sobre os borelianos de um espaço de Banach separável V é dita gaus-
siana centrada se todo espaço quociente de dimensão finita V /W ,..__, IRn tem medida 
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induzida gaussiana centrada. Isso equwale a dizer que todo junczonal linear contínuo 
tem distribuição gaussiana centrada. Esta medida é dita estritamente positiva se o únzco 
subespaço de medida nula é o trivial. 
Eis o resultado, por Gross-Segal-Kallianpur: dado (O,F,J.L) tal que O é Banach 
separável e fJ, é uma medida gaussiana centrada estritamente positiva sobre os bore-
lianos B (S1), então existe um subespaço de Hilbert H c n denso de tal forma que 
E [h; h;]= (h1, h,). 
Observe que neste caso ocorre que O* C H* rv H c n, com H .,..... 'H1 , e 7t1 gera a 
"-álgebra B ( S1). 
A estrutura (n, H, P) como descrito aqui é nomeada Espaço Abstrato de Wiener. 
O resultado acima se aplica quando consideramos o Banach n = C8 [0, r] com a 
norma da convergência uniforme. 
No caso geral, fixemos um espaço de probabilidade completo (D, F, P), um Hilbert 
separável H e uma isometria W : H ____.._,. L 2 (S1, .:F, P) cuja imagem ê um sub-espaço 
gaussiano (elementos ortogonais de H são levados em variáveis independentes). 
Denotaremos Ç a cr-álgebra gerada pelos elementos de 1ft. Obviamente Q C :F, 
e será considerado L2 (D, Q, P) c L2 (D, F, P) pela inclusão canônica. Posteriormente 
assumiremos Ç = :F. 
Definição 3.3 Para m ~ O, a m- ésima componente do Caos de Wiener Hrn é o sub-
espaço fechado de L2 (S1, 9, P) gerado pela famüia {Pm (W (h)) : h E H, li h li = 1}. 
Desta forma, temos F E 1tm se e somente se Fn - F, com Fn do tipo Z:::::7=l Pm (W (hi)). 
Observe que esta definição está de acordo com a já estabelecida para 111 . Cada 
Hm é espaço de Hilbert com o produto induzido de L 2 (n:Ç,P). Em particular, dados 
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Pm (W (h,)) e Pm (W (hz)) E 7-lm, usando (1.2), 
(pm(W(h,)),Pm(W(hz)))1tm - E[pm(W(hJ))pm(W(hz))J 
~(E [W (h,) W (hz)])m 
m. 
~~ ( (W (h,), W (h,)),,) m 
~ ((h,,h,)H)m. 
m. 
Lema 3.4 A família de var-iáveis aleatór-ias exp7-11 = {exp W (h): h E H} é um sub-
conjunto denso de L 2 (0.,Ç,P). 
Demonstração: Seja X E L2 (rl, Ç, P) tal que (X, eY) L'(o,Q,P) = O para qualquer Y E 
1{1. Queremos provar que X= O F-quase sempre. Usando a linearidade de h_____. W (h), 
( X,expft,W(h,)) =O 
i=l L2(>t,Ç,P) 
para todos tr, ... , tm E IR e h1 , ... , hm E H, m 2: L Considere em JRm a seguinte medida 
com sinal 
v (B) - E [Xls (W (h,), ... , W (hm))] 
!w(h,), ... ,W(hm))EB X (w) p (dw) 
A transformada de Laplace de v é dada por 
v(t,, ... ,lm) = J.mexp(t;,t,x,)v(dx, .. dxm) 
k exp (t;,t,W(h;)(w))X(w)P(dw) 
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Comparando as equações conclui-se que a transformada de Laplace de v é identica-
mente nula. Logo v é nula, ou seja, E [X1s (W (h1), ... , W (hm))] =O para todo B E JR=. 
Isto implica E [X1a] =O para todo G E Ç, o que prova X= O F-quase sempre. o 
Teorema 3.5 Vale a decomposição 
= 
L2 (íl,Ç,P) =Ef)7in- (3.1) 
n=o 
Demonstração: A ortogonalidade entre espaços 7-ii e 7-ij com i f= j segue do fato que 
se X e Y são variáveis aleatórias independentes"' N (0: 1), então (por (1.2)) 
1 . 
E [p, (X) P; (Y)J = "'i (E [XY])' 6,;. 
l. 
Mostremos que a soma dos espaços 1irn gera L2 (0, Q, P). Para isto, seja F E 
L 2 (0, Ç, P) tal que F é ortogonal a 'Hm para todo m 2: O. Devemos ter F = O. De 
fato, F j_fím significa E [Fpm (W (h))]= O para todo h E H com ]]h]] = 1. Como cada 
polinômio x7Tl pode ser escrito como combinação linear de polinômios de Herrnite, segue 
que E [F (W (h)n =O para todo m ::>O. Isto implica E [F exp (tW (h))] =O para todo 
tE IR e todo h E H com ]]h]]= 1, e logo F j_ exp7i1 . Pelo lema anterior, F= O. o 
Observação 3.6 Daqui em diante, suporemos Ç 
completa :F é gerada pelas variáveis de 1{ 1 . 
F, ou seja, que a a-álgebra P-
Seja P a sub-álgebra gerada pelos elementos de 'H11 isto é 1 combinações lineares de 
produtos finitos quaisquer de elementos de 'H1. Considerando uma base {hi};eN de H, 
os elementos de P podem ser escritos na forma p (W (hi1 ) 1 ••• , W (him)), onde p é um 
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polinômio. Também é útil definir Pn o subespaço gerado pelos polinômios da forma 
p (W (h,,), ... , W (h,~)) onde o grau de pé menor ou igual a n. 
É possível demonstrar que para 1 :::; p < oo, com a topologia da norma usual, p c 
V (0, Ç, P) densamente. O caso particular p = 2 segue dos resultados anteriores. Como 
consequência temos LP (0, Ç, P) c L' (0, Ç, P) densamente para p 2: q, na topologia da 
norma de Lq. 
No caso p = 2 a estrutura de espaço de Hilbert fornece a decomposição em Caos 
de Wiener. Observe que alternativamente poderíamos definir os espaços 'Hi da seguinte 
forma: seja 1to o espaço das classes de equivalência das funções constantes (que são 
constantes P -quase sempre). Ternos 
e 
Os subespaços Hn são de fato gerados a partir de produtos e somas de elementos de 
H 1 . É possível obter uma base ortonormal para cada um dos ?-in a partir de uma base 
ortonormal de 1i1 usando o sistema ortonormal de polinômios de Hermite. 
Seja A o conjunto de multi-índices a E Z~ das sequências de números inteiros não 
negativos com finitos termos não nulos, com la I = L: a,: e a! = TI a.,: L Seja An = 
{a E A: lal = n}. Dada uma base ortonormal {hiLEN de H, define-se para cada a E A 
00 
([>" = Va'IlPo; (W(hi)) 
i=l 
onde no produto temos um número finito de fatores (os quais ai i- 0). Então { ~P .. : a E An} 
é base ortonormal para 'Hn e { cp a : a E A} é base ortonormal para L 2 (O, Ç, P). 
Capítulo 4 
Integrais Múltiplas de Wiener 
Estendendo o conceito da Integral de VViener, dado m E N, é definida nesta seção 
urna aplicação linear e contínua wm : L2 (Tm) ----+ L2 (D) denominada m-ésima integral 
múltipla de Wiener, a qual é usual denotar 
wm (!) = r f (tl, ... , tm) w (dtl) .. ' w (dtm)' 
lr~ 
As seguintes notações serão usadas no desenvolvimento que se segue. 
Definição 4.1 Seja f : ym --> R 
(i) Escreveremos Sm o grupo das permutações de {1, ... , m }, isto é, 
Sm = {u: {1, ... , m} __, {1, ... , m}: u bijetiva}. 
(ii) Para cr E Sm, seja f a : T"' -IR dada por !a (t1, ... , tm) =f (tcr(1) 1 ••• , ta(m)). 
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( iii) Denotaremos f a simetrização de f, isto é, 
- 1 "' f= - 1 L.., fu m. 
uESm 
Uma função é dita simétrica se f = f. 
Observação 4.2 É fácil ver que jjJjjL'(T~) :S 11/IIL'(Tm) para f E L2 (Tm). 
Proposição 4.3 O sub-espaço das funções simétricas de L2 (rm) é fechado. Usaremos 
denotar este sub-espaço por L1 (Tm). 
Demonstração: Seja 8m o operador simetrização, isto é, Sm: L2 (J'ffl) ~ L2 (Tm) dado 
por Sm (f) = j. Pela observação anterior, Sm é urna contração, portanto contínuo. O 
operador dado por Um (f) = j- f é portanto contínuo em L2 (Tm) e nulo sobre L} (rm). 
Sendo fn uma sequência em L~ (Tm) e fn ._f, ternos também Um Un) - Um (f) pela 
continuidade. Como Um Un) = O para todo n, resulta Um (f) =O e portanto f é simétrica. 
o 
Considere as funções características do tipo 
(4.1) 
e seja Em C L2 (Tm) o espaço linear de funções simples gerado por elementos deste 
tipo. 
Para f do tipo ( 4.1) define-se 
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e estende-se linearmente para funções em Em. Observe que temos aqui um produto de 
variáveis aleatórias independentes devido à disjunção dos conjuntos {Ai}. Na expressão 
acima, w= (!) E L2 (0), pois 
E [(W (A1)) 2 · · · (W (Am)) 2] - E (W (AJ)) 2 ···E (W (Am)) 2 
11(A1) .. I'(Am)· 
Proposição 4.4 Para f E Em vale w= (f) = w= (!). 
Demonstração: Basta provar para f= IA1 x ... xAm da forma (4.1). Neste caso temos 
J. = lA,UJX ... xAor=l' e w= (f.)= W (A•(!J) .. ·W (A•ImJ) = W (Al) .. .W (Am) = Wm (!). 
Logo, 
wm (~!L !c) 
crESm 
J, L wm u.) 
m. 
aESm 
J, L w= (!) = w= (!) . 
m. 
aESm 
Proposição 4.5 Dadas f E E"' e g E Eq, então 
{ 
O. 
E[Wm(f)W'(g)]= ,;: -) 
m.\f,g , 
sem c;6 q ; 
sem= q. 
o 
Demonstração: Pela bilinearidade da relação, basta demonstrar para f = 1A1 x .. xA,., e 
g = ls 1x ... xBq da forma (4.1). 
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Dadas f e g deste tipo, seja { Ci} jEJ uma família de conjuntos disjuntos aos pares 
tal que cada conjunto de {A11 ••• , Am, B1, .•• , Bq} pode ser escrito como união disjunta de 
alguns destes) isto é, 
Ai l±J Ck ; 1 S i :S m, 
kEJA; 
B, - l±J C1 ; 1 ~ i ~ q. 
lEJB, 
Como {Ai} são disjuntos aos pares, ocorre que { J A;} também são disjuntos aos pares. 
Analogamente conclui-se que { J B;} são disjuntos dois a dois. Obtemos então 
Usando novamente a linearidade, o problema se reduz agora a provar a relação 
tomando f = lck
1 
x ... xc~<= e g = lc11 x ... xc1q, termos genéricos de cada uma das somas 
acima. A restrição aqui torna-se (ki)7:1 com elementos distintos dois a dois, bem como 
(li)f=
1 
distintos dois a dois. Denotemos J,- {ki}Z:1 e J9 = {li}j=1 -
Se m f:. q, existe um índice que está em apenas um dos dois Jf e 19 • Este índice é 
distinto de todos os outros que ocorrem em J1 e J9 • Digamos quem > q e que k"' seja o 
índice distinto. Então, como esperado, 
E[Wm(f)W'(g)J - E[W(Cc,)···W(Ckm)W(C,,)···W(Ct,)] 
- E [W (Ckm)J E [W (Ck,) · · · W (Ckm_,) W (C,,)··· W (C,,)] 
O. 
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Para m = q, J1 e J9 têm mesmo cardinal. Considere duas situações: J1 f- J9 e 
J, = J,. 
Na primeira, novamente existe um índice que é distinto de todos os outros que ocorrem 
em J1 e }9 . Digamos que seja k1 este índice. Então um cálculo igual ao anterior mostra 
que E[Wm(f)Wm(g)] =O. Mas também é facil ver que (J,g) =O, já que fu = 
lei< X···XC~ ' onde um dos ck ,., é o próprio ckp que é disjnnto de todos os { Cl}leJ ) 
.,-(!) "("") .,. ' g 
resultando Ucn9r) =O para todas cr,T E Sm. 
Na segunda situação, onde J1 = J9 , claramente temos f= ?;, já que (ki):,1 e (lin:=l 
são iguais a menos de uma permutação. 
Neste caso, 
E[Wm(f)wm(g)] E [wm (J) Wm(9)] 
E [ (wm (J) )'] 
- E[(Wm(f)) 2] 
E [(W (C,,)) 2 · · • (W (C,~)) 2] 
I' (C.,)·· ·I' (C•~l. 
Por outro lado, usando que (fu, f,) =O para u ?" T E Sm, 
m!(J,g) = mtjjJjj' 
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- ~! ~ 11!11' 
uESm. 
11/11' ~i' (C,,)··· i' (C,_). 
Portanto, vale a relação em todos os casos. o 
A seguir, considere E'"' dotado da topologia induzida por L2 (T:rn). 
Proposição 4.6 A aplicação wm : Em --+ L2 (O) é contínua. 
Demonstração: Usando a proposição anterior e a observação 4.2, para f E Em, 
(4.2) 
Sendo wm linear e limitada, o resultado está provado. o 
Proposição 4.7 O espaço hnear Em é denso em L2 (T"'). 
Demonstração: Basta mostrar que uma função característica genérica em L2 (T=) pode 
ser aproximada por elementos de Em. Seja então A= A 1 x · · · x A,.. E BQ. Dado ê >O, 
vamos exibir uma 13 E Em tal que [[lA- lsll::; éÀA, onde ÀA só depende de A. 
Sendo f-L não-atômica, existe { Bi} JEJ finita de conjuntos disjuntos entre si, com cada 
i' (E;)<<, tal que A; é união de alguns dos {E;}. Digamos A;~ I±I;EJ, E; para cada i. 
Observe que 
Seja a~ i' (U;:, A;). 
Desta forma, 
n 
lA= L Eij, ... ,i .. )B;l X···XB;,.,., 
il,---,Ím=l 
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Seja I o conjunto dos multi-índices (i1 , ... , im) E {1, ... , n} m tais as coordenadas 
diferem aos pares, isto é, ik f i 1 para k i- l. Defina 
ls = L Ei1, .. ,i,)B,1 x---xB,,.,, 
(iJ, ... ,im)E/ 
(iJ, ... ,i,.,..)EJC 
Daqui segue o resultado. o 
Definição 4.8 Define-se a m-ésima integral de Wiener como sendo a extensão da apli-
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cação wm, Em~ L2 (rl) ao domínio L' (Tm). 
As propriedades já estabelecidas continuam válidas na extensão: 
Proposição 4.9 A m-ésima integral de Wiener wm : L2 (T"') -+ L2 (O) é linear e 
satisfaz as seguintes propriedades: 
1") Para f E L 2 (rm), 
wm (!) = wm (f) ; (4.3) 










Demonstração: Para prov-ar a primeira, novamente defina Um (f) = f- f. Então 
l.-VmoUm é contínua e nula no denso &m 1 como já demonstrado na proposição 4.4. Portanto 
a sua extensão é também nula, donde w= (J- !) =O em todo L2 (Tm). 
A prova da segunda propriedade é análoga. Fixado um par (m, q), basta definir 
{ 
O, sem lo q; 
Zmq(f,g) = _ 
E[Wm(f)W'(g)]-m'(f,g), sem=q. 
em Em x Eq· Pela proposição 4.5, Zmq é nula. Como Em x Eq é denso em L2 (T"') x 
L2 (Tq), a extensão de Zmq é também nula, o que prova o requerido. o 
Segue da proposição acima que param lo q as imagens wm (L' (Tm)) e W' (L' (T')) 
são ortogonais. 
j ""'~-'"' ,: . - _:,,, ,, <"'''"' 
'---~~-·--·~·--' 
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Observação 4.10 Note que para f E L~ (Tm), vale 
Em particular, wm restrita a L} (Tm) é injetiva e a sua imagem é um conjunto 
fechado de L2 (f.l). De fato, sendo (Fn) uma sequencía em wm (L~ (Tm)) e sendo Un) E 
L' (Tm) tal que wm Um) = Fn, se (Fn) e convergente então é de Cauchy, donde Un) 
também é Cauchy. Como L1 (Tm) é fechado, (fn) ~f para alguma f E L1 (Tm). Além 
disso, lim (Fn) = lim wm Um)= wm (!). donde ]im (Fn) E wm (LHTm)). 
Definição 4.11 Dadas f E L1 (T") e g E L2 (T), a contração de f por g é uma função 
em L2 (TP-1) denotada por f 0 1 g e definida por 
(f 01 g) (t1, ... , tp-!) = 1 f (t1, .. , tp-1, s) g (s) p. (ds). 
Note que a contração de f por g é bilinear quando considerada como uma aplicação 
do tipo @1 : L1 (TP) x L2 (T) ~ L2 (TP- 1 ). 
Proposição 4.12 Seja f E L2 (TP) e g E L' (T). Então 
WP (!) w' (g) = wp+l (i 0 9) + pwp-l (i @ 1 9). 
Demonstração: Basta mostrar a validade da equação para f E EP e g E E1, pois 
a densidade de Ep x E1 em L2 (TP) x L 2 (T) garante a extensão. Pela linearidade, é 
suficiente assumir f= 1A1 x .. ·xAp e g = ls0, com Ai E Bo disjuntos aos pares e Bo E Bo. 
Seja { cj} jEJ uma família de conjuntos disjuntos aos pares tal que cada conjunto de 
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{A1, ... , AP, B0 } pode ser escrito como união disjunta de alguns destes, isto é, 
A. - l-!1 ck; t:::;i::;p, 
kEJA, 
Bo l-!1 c,. 
lEJB0 
Como {A.;} são disjuntos aos pares, ocorre que { JA,} também são disjuntos aos pares. 
Desta forma, 
Usando novamente a linearidade, o problema se reduz agora a provar a relação 
tomando f = lc"'
1 
x .. .xC~ep e g = lc1 , termos genéricos de cada uma das somas acima. 
Aqui, C1 é igual a algum Ck, ou é disjunto de todos eles. Vamos demonstrar a validade 
da relação para dois casos: C1 = Ckp, e C1 disjunto de todos os { CkJ~= 1 . Os outros casos 
possíveis são análogos ao primeiro destes. 
Por brevidade, voltemos a escrever f = 1A1 x ··xAp' e os dois casos podem ser carac-
terizados por g = lAp e g = lA0 , onde {Ao, ... , Ap} são disjuntos aos pares. 
Se g = lA
0
, então ê facil ver que j019 =O. Também !a-09 é uma função característica 
da forma (4.1), e a definição fornece WP+1 (f. 0 g) = W (Ao) ... W (A,)= WP (f) W 1 (g). 
donde WP+l (f 0 g) = WP (f) W 1 (g). Portanto, neste caso vale a relru;ão. 
No caso g =lA,, seja f3 = p. (A1) · · · p. (Ap)· 
Temos 
wp (f) W1 (g) = w (A1) w (A,) ... w (A,)'. 
Também 
donde 
f®! g r~ L lA"'''X···XA"''' c, s) lA, (s) I' (ds) 
}y p. uESp 
- ~ L r lAo(I)X···xA"''' (·, s) lA, (s) I' (ds) 
p. uESp Jr 
O"(p)=p 
1 
- p)f.L (Ap) L lAo-(l)X···XAu(p-l) 
aESp-1 
wp-! (1- ) " (A ) A1x ··XAp-1 r p 
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Dado e > O arbitrário, vamos mostrar que a norma de WP (f) W 1 (g)-pWP-I (f 0 1 g)-
Wp+1 (J 0 g) é menor que Cê, onde C depende de f e g, ou melhor, dos {Ao, ... ,AP} no 
caso. 
Considere uma partição Ap = E 1 ~ · · ·l::J En tal que J.L (Ei) <e. Defina 
Então 
n 




f 0 9- he =L lA1x ··XAp-lXE;XE; 
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e 
jjT®;-h,ll - llí09-h.ll 
< 11/®g-h,ll 
n 








-L W (A1) W (A,) · · · W (A,-1) !L (E,) 
i 
- LW (A1 ) W (A2) · · · W (A,-1) W (E,) W (E;) 
+L W (A,) W (A,)··· W (Ap-1) (W (E,) 2 - !L (E,)) 
R, -L W (A1) W (A,) · · · W (Ap-1) (W (E,)'- !L (E;)) . 
IIR,II' - i' (AI) i' (A,) . .. i' (Ap-1) I: E (W (E,)'- i' (E,) ) 2 
- !L(A1)!L(A2 ) ··!L(Ap-1) (2~1'(E,)2) 5,2(Js, 
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segue que 
llwp (!) W 1 (g)- pwP-1 (!01 9) - wP+1 (f 0 9) 11 
< llwp (!) W 1 (g) - pWP-1 (f 0 1 9) - wP+1 (h,) 11 
+ llw+~ (h,)- wp+1 (f 0 g) li 
< (m!+2)tie, 
fornecendo o resultado esperado. o 
Corolário 4,13 Seja f E L 2 (TP) simétrica e g E L2 (T). Então 
wP+1 (f 0 g) = WP (f) W 1 (g)- pWp-1 (f 01 g). 
Demonstração: Trivial, usando a proposição anterior. o 
Observe que o resultado acima poderia ser admitido a princípio para fornecer uma 
definição alternativa para wm por recursão. Definidas W 0 e W 1 como sendo respectiva-
mente a identidade e a isometria dada, obtém-se o valor de wm+l no elemento do tipo 
f 0 g E L2 (Tm+1) a partir de wm (f), wm-1 (f 0 1 g) e W (g). 
uma função simétrica e 




Demonstração: Por indução em m. É imediato que a relação vale param= L Usando 
o lema anterior e a propriedade 
obtem-se 
(m + l)Pm+l (x) = P1 (x)pm (x)- Pm-1 (x), 
wm (h0 m) w (h)- mw=-1 ( h®m-1  h') 
mlpm (W (h)) W (h)- m (m- l)!Pm-1 (W (h)) 
- m'(m+l)pm(W(h)). 
o 
Corolário 4.15 A imagem wm (L~ (Tm)) é o espaço 'Hrn· Além disso, wm: L~ (Tm)-----+ 
Hm é bijetíva. 
Demonstração: De imediato, pelo teorema anterior e pela linearidade de wm, re-
sulta que o espaço linear gerado pela família {Pm (W (h)): h E H, llhll = 1} faz parte 
da imagem wm (L~ (rm)). Mas como Hm é o fecho em L2 (f!) deste espaço linear e 
w= (L~ (Tm)) é fechado, temos Hm c w= (L~ (T=JJ para cada m. Mas para n i m, 
wm (L} (T=)) .L W" (L~ (T")). Como L2 (O)= EE!Hm, segue que Hm = w= (L} (T=)). 
A bijetividade de wm: L~ (r=)--+ Hm segue da observação 4.10, onde foi concluído 
que wm : L1 (Tm) --+ L2 (O) é injetiva. Logo, a aplicação é bijetiva sobre a sua imagem. 
o 
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Corolário 4.16 Cada F E L2 (.0) pode ser unicamente escrita da forma 
00 
F~~ wm Um) fm E L' (Tm)' lm ~ fm· (4.6) 
m=O 
Ou seja, existe uma única representação de F como uma soma de integrais múltiplas de 
funções simétricas quadrado integráveis. 
Observação 4.17 Convenciona-se W 0 sendo a identidade em IR. Note que f o = E [F]. 
Demonstração: Segue do teorema 3.5 e do corolário 4.15 anterior. o 
Note que para a representação ( 4.6) acima vale 
como consequência da relação (4.3). 
O próximo lema fornece uma representação para processos estocásticos em L2 (T x O) 
análoga à (4.6) de variáveis em L2 (S1). 
Lema 4.18 Seja u E L 2 (T X n). Então u pode ser escrito da forma 
00 
u (t) ~ ~ wm Um(-, t)) ; fm E L 2 (Tm+l)' lm (·, t) ~ fm (·, t) (4.7) 
m=O 
onde a série converge em L2 (T x rl), e 
(4.8) 
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Demonstração: Considere um processo do tipo 
u (t) ~L F;h,(t); F, E L2 (il)' h, E L2 (T). (4.9) 
iSk 
Para este temos uma expansão do tipo (4.7). De fato, sendo Fi = l:Wm U:n) e 
usando a linearidade de w=) 
u (t) ~L w= (L J:n (·) h;(t)) . 
m i5,k 
Esta expansão é ortogonal em L 2 (T x Q), pois param =f:. n, 
I wm (L 1:,h, (t)) , wn (L ~~h; (t))) 
\ 1"$k J':S.k P(Txf!) 
I L w= u:nl h, (t), L wn u~l h; (tlJ 
\ iSk j-:5.k L2(Txf!) 
LL (h,,h;)H (Wm (!:,), wn umL'(O) - 0 
visto que 
(W= (!;,) , Wn (!;;)) L'(ül ~O, Vi, j S k. 
Para u como (4.9) vale (4.8) pois, usando a ortogonalidade acima estabelecida, a 
lineaJ:idade de w= e a relação (4.3), 
lluii~'(TxO) ~ w= (~ J:nhi (t)) 
2 
P(Txn) 





L L w= u:nl h, (tJ 
m i-5;k L2(Txn) 
- LLL (wm (!:,.), wm (fj,.))L'(O) (h;,h;)H 
rn i::;k j~k 
2 
Seja uma sequência de processos uk do tipo (4.9) convergindo para u em L2 (T x 0). 
Sejam dadas as expansões 
Sendo uk convergente, é Cauchy em L2 (T X D). Como temos uma expansão orto--
gonal acima, cada componente é também Cauchy. Mas isto implica que para cada m a 
sequência (f!) kEN é Cauchy em L2 (rm+l ). Sendo fm o limite para cada m, a família 
{fm} satisfaz o requerido. o 
Observação 4.19 Diferentemente da representação (4.6) para variáve~s, não podemos 
estabelecer unicidade na representação (4.7) de processos. 
Observação 4.20 Segue do corolário 4.16 que variáveis do tipo wm (f m) gemm um sub-
espaço linear denso de L2 (D). Analogamente; segue da proposição 4.18 que processos do 
tipo wm Um(·, t)) geram um sub-espaço linear denso de L2 (T X 12). 
Capítulo 5 
A derivada de Malliavin 
Continuamos com um espaço de probabilidade completo (O, F, P), um Hilbert do 
tipo H = L2 (T:B,p) = L 2 (T), e uma isometria W de H num subespaço gaussiano 
71.1 de L2 (ft, F, P) == L2 (D:). Eventualmente escreveremos Wh a imagem de h por W. 
Continuamos supondo que a o--álgebra :F é gerada pela fami1ia de variáveis H 1 . 
Lembremos que V (O; L2 (T)) é a classe dos processos u: n--+ L 2 (T) limitados na 
norma 
' 
lluiiL,(n;P(TII = lllluiiL'(T)L(n) = [1 ([ u2~t(dt)) > P(dw)]' 
Faremos a identificação L2 (T x O)~ L2 (O; L 2 (T)) pelo isomorfismo canônico. 
Denotaremos C;' (JRn) o conjunto de funções infinitamente diferenciáveis f : IRn --+IR 
tais que as derivadas de todas as ordens tem crescimento polinomiaL A derivada parcial 
de k-ésima ordem nos índices (il,···ik) será escrita at, ... i;j = aik ... ailf. 
Definição 5.1 A classe de variáveis aleatórias suaves S é dada pelas variáveis da forma 
F= f (W (h1),. , W (hn)), f E C;' (IRn) (5.1) 
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onde h1 são elementos de H. 
Analogamente podemos definir Sb a classe associada às funções com derivadas limi-
tadas Cb (IRn), e Se a classe associada a C~ (IRn), as funções com derivadas de suporte 
compacto. As relações entre estas álgebras de funções são P c S e Se c Sb c S, todas 
contidas em V (0), p 2: L Do teorema 3.5 conclui-se que P (e portanto S) é densa em 
L 2 (fl). 
Definição 5.2 A derivada de uma variável F E S do tipo (5.1) é um elemento de 
L 2 ( fl; H) dado por 
DF~ L 8;J (W (ht), .. , W (hn)) h;. (5.2) 
i 
É usual também considerar a derivada como um elemento de L2 (T x n), dado por 
D,F ~L â;J (W (h,), ... , W (hn)) h; (t). 
i 
Consideremos o operador D: S c L2 (O)--+ L2 (.0; H) que faz a associação F__, DF. 
Podemos considerar H C L2 (0; H) pela inclusão canônica. Assim, W: H C L 2 (O; H) --+ 
L2 (Sl). Neste contexto, temos o seguinte resultado: 
Lema 5.3 Para F E S e h E H vale 
(5.3) 
Demonstração: Podemos supor sem perda que llhiiH = 1 e que 
F= f (W (e,), ... , W (en)) 
onde { e1, ... , en} são ortonormais em H, com e1 = h. 
Seja cjJ (x) a densidade da distribuição normal padrão em IRn, isto é, 
Vale 
Logo 
(DF,h)L'(O;H) L 8d(W(e,), ... ,W(en)) 
- L 8d(x)<fl(x) 
L f (x) a,if> (x) 
- L f (x) x,q, (x) 
- L f (W (e,), .. , W (en)) W (e,) 
(F, Wh) L'(O) . 
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o 
Observação 5.4 Para F, G E S e h E H 1 aplicando o lema anterior ao produto FG 1 
obtemos 
(5.4) 
Esta fórmula será útil no resultado seguinte. 
Da forma como foi definido, D é ilimitado e densamente definido. 
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Lema 5.5 O operador D : S C V (fl) ~ V (íl; H) é fechável, p :O: 1. 
Demonstração: Considere os processos em Lª (D; H) da forma 
Gh; h E H, G E Sb, GWh limitada. (5.5) 
O espaço linear gerado por processos deste tipo é denso em Lª ( n; H). 
Para o lema, basta provar que para toda sequência Fn E S 
(Fn, DFn) ~ (0, ~) em LP (íl) x V (fl; H) =>~=O. (5.6) 
Assumindo o lado esquerdo da implicação (5.6), é suficiente provar que 
para qualquer processo da forma (5.5) em Lª (O; H), onde q é o conjugado de p. 








já que Fn ~O em V (fl), com (DG, h) H e GWh limitadas. o 
Denotaremos 'D1·P o domínio do operador fecho de D: S C LP (O)---+ V (O; H), isto 
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é, 'D1·P é o completamente de S relativo à norma 
O produto interno 
(F, G)1,2 ~ (F, G) L'(O) + (DF, DG) L'(O;H) 
faz o espaço D 1•2 Hilbertiano. 
Poderíamos considerar mais geralmente operadores derivadas de ordens superiores 
D': S c V'(rl) ~V' (ri; H'"), definindo 
n 
e 'Dk,p seria o completamente de S relativo à norma 
- ( p p ' 11 k llp )l/p IIFII1,p- IIFIIP + IIDFIIL,(n:HI • · · · + D F u(n:H•') · 
A demonstração de que Dk é de fato fechável é análoga à anterior. 
Proposição 5.6 Seja h E H, com llhiiH ~ 1. Então 
(5.7) 
Demonstração: Usando a propriedade de polinômios de Hermite 
' Pm = Pm-I, 
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a definição 5.2 da derivada e a equação (4.5), deduz-se que 
D [m!pm (W (h))] 
m!p;,. (W (h)) h 
m!Pm-1 (W (h)) h 
- m [(m- l)!Pm-dW (h))] h 
mw=- 1 (h®=-1) h. 
Observação 5. 7 Poderíamos definir de forma natural as aplicações 
para k:::; m, e 
para k :S n. Estas seriam contínuas e sobrejetoras. 
o 
Poderíamos reescrever a equação (5.7) na forma D, [W= (h0 =)] ~ mw=-1 (h0 m (·, t)). 
A proposição seguinte generaliza o resultado acima. 
Proposição 5.8 Seja F E L2 (O) com uma representação do tipo (4.6). Então F E V 1•2 
se e somente se 
(5.8) 
Neste caso, IIDFIIi2(n;H) coincide com esta soma e 
= 
D,F ~L mwm-1 Um(·, t)). (5.9) 
m=l 
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Demonstração: Por partes: 
(i) A proposição vale para F E 7-lm : 
SejaCm o espaço linear gerado por {Pn(W(h)) 'h E H, llhll ~ 1}. 
A proposição vale para Cm, pois de (5.7) resulta 
llmwm-1 (h®m-1) h li' L2(rl;H) 
m 2 (m- 1)! llh®mii~'(Tm) 
mml llh''mii~'(Tm). 
Também de (5.7) vem 
em Cm, já que vale em qualquer subconjunto ortonormal. Logo, em Cm as normas 
ll·lh,2 e II·IIL'(D) são equivalentes, donde 
(ii) A condição é suficiente: 
~ _ c-L2 (nJ _-c 1,2 5 1,2 _ v1,2 ILm- m - m C - · 
Seja F E L2 (!1) com uma representação do tipo (4.6) e suponha que (5.8) vale. 
Como D é fechado em D1•2 (por definição), basta exibir uma sequência FN em 'D1•2 
tal que FN ~F na norma 11·111,2' 




Pela última conclusão do ítem (i), F N E V 1·2 . 
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Para esta sequência 
m=N+l m=N+l 
( iii) A condição é necessária: 
Suponha F~ I: w~ (!~)E 1!1•2 Sendo FN como antes, G E Se h E H, vale 
lim (DFN,Gh)L'(OB) ~ (DF,Gh)L'(O·H) · N--too ., , 
Para G ~ wn (g) E 1tn e N > n: 
((DFN,h),G)L'(OI ~ ((n+l)W" (Un+J(·,t),h(t))L'(T)) ,G) · 
P(r:!) 
Portanto, sendo ln a projeção em 1-in, 
e sendo { ei} uma base ortonormal de H, 
n i ~ 
i 
o 
Notemos que se F E D 1,2 e DF = O, então segue da proposição anterior que F = 
E[F] 
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A próxima proposição fornece uma caracterização dos processos que são gradientes. 
Proposição 5.9 Dado u E L 2 (T x r2), existe uma variável F E 'D 1•2 tal que DF= use 
e somente se alguma expansão para u do tipo (4.7} tem seus núcleos frn simétricos. 
Demonstração: Da proposição 5.8, segue que a condição é necessária, já que (5.9) é 
uma expansão do tipo (4.7) para u =DF e os núcleos são simétricos nesta representação. 
Para mostrar a suficiência, dada uma expansão com núcleos simétricos para u, defina 
00 
F~ L (m + 1)-1 wm+l Um) 
m=O 
Segue também da proposição 5.8 que F E 'D1•2 , pois a série (5.8) para esta F fica 
L (m + 1) (m + 1J'II(m + W 1 fmii~'(T~+') 
L m'llfmll~'(r~+>) 
lluii~'(TxO) < 00. 
A hipótese de simetria das f," foi usada na última igualdade. 
Derivando a expansão (5.10) obtêm-se a expansão de F, donde DF= u. 
(5.10) 
o 
É relevante destacar a regra da cadeia para o operador derivada, cuja demonstração 
omitiremos aqui. 
Proposição 5.10 Seja cp : IRm--+ 1R continuamente diferenciável e com derivadas parciais 
limitadas. Se Fi E Vl.P) então 1.p (F1 , ... , Fm) E V 1•P e 
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Os dois resultados a seguir serão úteis adiante. Envolvem esperanças condicionais 
com respeito a a-álgebras geradas por integrais estocásticas de funções características. 
Paxa A E B, seja FA a <r-álgebra F-completa gerada por {W(1B), E c A, E E Bo} . 
Lema 5.11 Seja F E L2 (ü) com a representação (4.6) e seja A E B. Então 
00 
E [FIFA] ~L wm (fm1~m) (5.11) 
m=O 
Demonstração: Basta mostrar para F = wm Um), onde fm é lll11a função indicadora 
do tipo (4.1), isto é, 
Neste caso 
E [FIFA] E [W (A,) ... w (Am) IFA] 
- E [TI (W(A; nA)+ w (A; nA')) IFA] 
- E [W (A1 nA)··· W (Am nA) IFA] 
wm (1 10m) A 1x ... xA,.,.. A 
o 
Proposição 5.12 Seja F E V 1•2 e A E B. Então também E[FIFA] E V 1•2 e 
(5.12) 
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Demonstração: Considerando uma expansão (4.6) para F, usando (5.11) e (5.9) vem 
o 
Capítulo 6 
A Integral de Skorohod 
Da forma como foi definido, D : D 1•2 C L' (!1) ~ L' (!1; H) é ilimitado, fechado e 
densamente definido. 
Definição 6.1 Seja 6: Dom6 C L' (!1; H)~ L' (!1) o operador adjunto de D, onde 
e para u E Dom ó, 8 ( u) é caracterizado por 
(F, 6 (u)) L'(n) = (DF, u) L'(O;H), 'V F E D 1'2. (6.1) 
Como D é densamente definido, seu adjunto ó é fechado. Sendo D densamente 
definido e fechado, resulta que ó é também densamente definido e fechado, e 6"' = D. 
Observação 6.2 Da equação (5.3) vemos que, restrito a H C L2 (O; H), o operador 6 
coincide com a isometria W: H---+ L 2 {r2), isto é, 61H = W. 
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Proposição 6.3 Dado u E L2 (T X 0) com uma expansão do tipo (4.7), então u E Dom6 
se e somente se 
converge em L 2 (.O). Neste caso, 6 (u) coincide com esta série. 
Demonstração: Seja G = wn (g), n 2: 1, com g E L2 (rn) simétrica. Temos 
1 r nwn-r(g(,t))LWm(fm(,t)) 
nJr m 
n r r wn-1 (g(·,t))LWm(fm(,t)) 
JrJn m 
n 11 wn-r (g(·,t))wn-r Un-r (·,t)) 
n 1 (n- 1)! (g (·, t), fn-l (·, t)) L'(T"-') 
n (n- 1)1 (g, fn-r) L'(T") 
nl (g, fn-r) 
L2(T") 
- (a, wn (tn-r)) . 
L2(S1) 
Primeiramente, suponha u E Dom 6. Então do cálculo acima, 
(6.2) 
para qualquer G da forma wn (g). Segue que J.,/; (u) = wn (!n-1) e que a série converge 
em L2 (S1) para o elemento 6 (u). 
Reciprocamente, suponha que a série converge, E~=o w=+l (fm) ___.. V, e seja G do 
tipo 2.:~~0 wn (gn). Do cálculo acima vem 
(DG, u)L'(O;H) = I G, t wm+l Um)) = (G,V). 
\ m=O L2(11) 
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Portanto) para qualquer G da forma I::=O wn (gn) vale 
I (DG, u) L'(O;H) I :S IIVIb(n) IIGIIL'(n) :S IIVIIL'(n) IIGII 1,2 · 
Logo, o funcional G --+ (DG, u) L2(rl;H) é D 1,2-contínuo num conjunto denso de 'D1•2 . 
Segue que a desigualdade vale para D 1•2 , donde u E Domó. O 
Observe que (6.2) é ainda tllila expansão ortogonal em L 2 (rl). 
Corolário 6.4 Dada u E L2 (T X n) com uma expansão do tipo (4.7); então u E Domb 
se e somente se 
"'(m + 1)1 IIJmll' <DO ~ P(Tm+l) (6.3) 
e neste caso 118 (u)lli2 (n) coincide com esta série. 
Demonstração: Trivial, usando a proposição anterior e que 
o 
Vejamos a seguir algumas propriedades do operador ó: 
(i) A integral tem média zero: 
Notemos que Eó =O em Domó. De fato, para u E Domó, 
E[8(u)] = (In,8(u))L'(n) = (Dln,u)L'(O;H) =O. 
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(ii) Integração de processos elementares suaves: 
Seja SH c L 2 (~;H) a classe de processos da forma 
u = Gh; G E S, h E H (6.4) 
ou combinações lineares destes. 
Lema 6.5 Vale a inclusão SH C Dom ó e para um processo escrito como em (6.4) tem-se 
(6.5) 
Demonstração: Da equação (5.4), para F E 5, 
é equivalente a 
Portanto 
D 
(iii) Integral de produtos de processos com variáveis: 
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Lema 6.6 Sejam u E Dom8 e F E V 1•2 tais que uF E L2 (O; H). Então uF E Dom8 
se e só se 8 (u) F- (u, DF) H E L 2 (0). Neste caso, vale 
li (uF) ~li (u)F- (u,DF)H (6.6) 
Demonstração: Mostremos a suficiência da condição 8 ( u) F - ( u, DF) H E L 2 ( n). 
Seja G E Se· É possível mostrar que FG E 1)1,2 estendendo a validade da equação 
(5.4) para F E V 1•2 e a E S. Usando esta mesma: 
Se 6 (u) F- (u, DF) H E L' (11), a equação acima pode ser escrita 
(uF,Da)L'(O;H) ~ ((o(u)F- r uDF) ,a\ lr / L2(rz) 
onde G é qualquer em Se. Sendo Se denso em L2 (st), resulta que uF E Dom8 e a 
igualdade (6.6) é válida. 
Quanto à necessidade da condição, se uF E DomÓ1 então comparando o cálculo acima 
com a definição de adjunto vem 
(8(uF),a)p101 ~ ((8(u)F- r uDF) ,a\ Jr / P(n) 
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para qualquer G E Se, donde segue o desejado. D 
(iv) Decomposição de Processos: 
Proposição 6.7 Todo processou E L2 (D; H) tem uma única decomposição ortogonal 
u=DF+u0 , ondeFEV1•2 , u0 EDomó eó(u0 ) =0. 
Demonstração: Pela proposição 5.9, {DF : F E 'D1•2} é um sub-espaço fechado de 
L2 (r!; H). Portanto, cada processou E L2 (D; H) tem uma única decomposição ortogonal 
com F E 1J1•2 e 
Desta última equação segue que u0 E Dom 8 e f; ( u0 ) = O. D 
Olhemos agora para a classe de processos em L 2 (T x O) que admitem derivada de 
Malliavin num certo sentido. 
Definição 6.8 Denota-se [ 1•2 a classe de processos u E L2 (T x rl) tais que, para uma 
representação ut = z::::::=o wm Um(·, tJJ do tipo (4.7J, vale 
(6.7) 
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Isto é equivalente a dizer que u (t) E 1)1,2 para quase todo t e que existe uma versão 
mensurável do processo {Dsut. (s, t) E T2} satisfazendo 
E [ [ (D,u,) 2 !L (ds) !L (dt) < oo. 
Comparando (6.3) e (6.7), vemos que C1•2 C Domó. Também SH C C1•2 densamente. 
Observe que com o produto 
(6.8) 
o espaço .C1•2 é Hilbertiano. De fato, !.1•2 é isomorfo a L 2 (T;'D1•2 ). 
Para uma representação u, = L::'~o wm Um(·, t)) do tipo (4. 7), a 11·11 1,2 norma deu 
é dada por 
Consideremos a seguir processos que possuem uma expansão do tipo ( 4. 7) com apenas 
um termo não nulo no somatório, isto é, processos da forma 
(6.9) 
onde a integração e a simetrização diz respeito às m últimas variáveis. 
Observe que neste caso para cada t E T temos Ut E 1)1•2 e tomando a derivada de 
Malliavin obtemos um processo a dois parâmetros {DsUt, (s, t) E T 2}. Também u E .C1' 2 
(pela definição 6.8) eu E dom ó. 
A seguir atribuiremos um sub-índice à integral de Skorohod para explicitar a variável 
referente à qual se está integrando num processo de mais de um parâmetro. 
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Proposição 6.9 Para um processo do tipo (6.9) vale 
(6.10) 
Demonstração: Temos 6 (u) = wm+l (g) = wm+l (§) devido à fórmula (4.3). Logo 
6 (u) E 1)1,2 
A respeito de DsUt, fixado t, g (t, sl, ... , B:m) é simétrica e wm (g (t, sl, ... , Bm)) é uma 
expansão em integrais de Wiener do tipo (4.7). Logo segue de (5.9): 
onde wm-l opera sobre todas as variáveis exceto t e s. 
Para o cálculo de Ót (Dsut), observe que {Dsut}tET E domó para todos. Fixados: 
(6.11) 
onde a integração atua sobre todas as variáveis exceto s. 
Por outro lado, sobre DsÓtUt temos 
D, (wm+l (g)) 
- (m+l)Wm((sm+lg)(s,sr, .. ,sm)) 
(m+l)Wm (m~l (g(s,sr, ... ,sm)+ ;Çg(s,,s1, ... ,si-J,S,Si+lo ... ,sm))) 
Wm (g (s, Sr, ... , Sm) +f g (si, Sr, ... , Si-1, S, Si+l• ... , Sm)) 
t=l 
m 
- wm(g(s,sl,···,sm))+ Lwm(g(s.:,Sl,···,Bi-l,s,si+l>····sm)). 
i=l 
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g(s;,sl,····si-l,si+l·····sm,s) para todo i (pela 
simetria de g), donde 
para todo i. Logo 
m 
vvm (g (s, SlJ-··· Sm)) +L wm (g (si, sl, ... , Bi-11 s, Si+l• ... , sm)) (6.12) 
i=1 
Comparando 6.11 e 6.12 conclui-se o desejado. o 
Proposição 6.10 Sejam u e v processos do tipo (6.9). Então 
(8 ( u) , 8 (V)) L'(O) = (u, v) L'(T,O) + (D, ( U:) , D,( v,)) L'(T' xOJ · (6.13) 
Demonstração: Por (6.10), 
Usando a relação de dualidade, 
(ó(u),ó(v))L'(O) - (D,ó,(u,),v,)L'(TxO) 
- (us + ÔtD~ (ut), Vs) P(Txfl) 
- (us,Vs)L2(Txfl) + (6tDs (ut) ,vs)P(Txn) 
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o 
Os resultados acima para processos do tipo 6.9 continuam válidos no espaço linear 
gerado por estes, que é denso em L2 (T x 0). Mais ainda, é possível demonstrar as 
equações (6.10) e (6.13) acima para a maior classe de processos em L2 (T x Sl) que admite 
derivada de Malliavin, corno enunciado a seguir. 
Proposição 6.11 Sejam u, v E .C1.2. Então valem as equações 
e 
(6 ( u) , Ó (v)) L'(O) ~ (u, v) L'(TxO) + (D, ( u,) , De( v,)) L'(T'xn) · 
Demonstração: Usando as proposições anteriores e argumentos de densidade. O 
A covariância entre integrais para u, v E .C1·2 é portanto dada por (8 ( u) , b (v)) L2(n) = 
(u, v) 1,2 e a aplicação 8 : [.,
1•2 ----+ L2 (O) é isometria quando consideramos em L 1•2 o 
produto interno dado por (6.8). 
Capítulo 7 
A integral de Skorohod como 
extensão da integral de ltô. 
Primeiramente, vamos demonstrar um lema geral. 
Lema 7.1 SeJa F E L 2 (rl) e A E B0 , com F sendo FAc-mensurável. Então o processo 
FIA E Domb e 
Demonstração; Suponha F E S. Então FlA E SH· Pelo lema 6.5 
Por (5.12). DF~ DFlA'' donde 
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Para um processo geral dentro das hipóteses, seja Pn ..------,. F em L2 (0), com Pn E Se 
FAc-mensurável. 
Então 
(FnlA, Fn WA) E graf 8, 
(FnlA, FnWA) ~ (FIA, FWA) em L2 (íl; H) x L2 (D). 
De fato, a convergência da primeira componente é trivial. Para a segunda, usando a 
independência, 
Como & é fechado, (FIA, FWA) E graf &. o 
Consideremos o caso do movimento Brmvniano unidimensional num tempo finito, 
D ~ C8 [0, 1] e T ~ [0, 1]. Denotando por L; o subespaço fechado de L2 (T x D) dos 
processos adaptados, temos o seguinte. 
Proposição 7.2 Em Q = cg [0, 1], vale a inclusão L~ c Dom6, e á restrito à L~ coincide 
com a integral de It6. 
Demonstração: Seja u um processo simples adaptado da forma 
onde ti:::; ti+lJ todos em [0, 1], e :Ft = .:Fio,t]· 
Segue do lema 7.1 que u E Domó e 
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Portanto1 para processos simples adaptados vale 
8(u) ~ I(u) 
onde I: L~---+ L 2 (S1) representa a integral de It6. 
Para um processou E L~ qualquer, seja (un) uma sequência de processos simples 
adaptados tal que un --+ u em L~, e consequentemente em L 2 (S1; H). Como I é contínua, 
I (un) ~I (u) em L 2 (íl). Logo 
(un,I (u.)) ~ (u, I (u)) em L 2 (íl; H) x L2 (íl), 
(un,I (un)) E graf 8, 
e usando que 8 é fechado, resulta ( u,I ( u)) E graf 8. o 
Ainda no contexto do espaço de Wiener, vale destacar a fórmula de representação de 
Clark- Ocone. 
Proposição 7.3 Seja F E D 1•2 no espaço de Wiener O= cg [0, 1]. Então 
F~ E [F] + [E [D,FIF:] dW, 
onde a zntegração é no sentido de It6. 
Demonstração: Sendo</;,~ E [D,FIF,], basta provar que 8 (<f;)~ F- E [F]. 
Para F~ L: wm Um) E D 1•2, usando (5.9) e (5.11): 
E [D,FIF:] E [I: mwm-l Um(·, t)) IF:] 
- L mE [wm-l Um (, t)) I F:] 
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O cálculo acima fornece uma representação do tipo (4.7) para o processo <P, isto é, 
onde 
Mas é fácil ver que 




- f=+l [(m + 1) (m ~ 1) ~ 1m:,1 0 1r 0 1m:r') 
®m+l 
- fm+lly · 
Como L w=+l (gm) ~ L w=+l Um+t) que converge em L2 (0), a expansão para <P 
satisfaz a condição da proposição 6.3. Portanto <P E Dom 8 e 
O processo <P é adaptado. Logo, as integrais de Itô e Skorohod coincidem. O 
Capítulo 8 
Cálculo Antecipativo. 
Dados (T, B, !') cr-finito sem átomos e (il, F, P) de probabilidade, consideremos proces-
sos estocâsticos da forma 
u : r x n ----+ IR; ut E F 
ou ainda 
u: r x n- IR; u E s x :F. 
Aqui, T = [O, 1], e f..t é a medida de Lebesgue sobre os borelianos do intervalo. Também 
(0, F, P) é o espaço canônico de um movimento Browniano em Te continuaremos com 
processos em L2 (T x il). 
Indicaremos como 1r uma partição arbitrária do intervalo [0, 1] da forma 
7r~{o~t0 <t1 < ··· <tn ~ 1}. 
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A faiD11ia destas partições é dirigido pela norma 
1"1 = sup (t,-t,_,). 
l::;i::=;n 
A cada partição n deste tipo é associada a farm1ia de funções ortonormais 
Desta forma, escreveremos e E n significando que e é uma fnnção nesta farm1ia. 
Dado u E L2 (T x rl) o= L2 (r1;L2 (T)) e"= {O= t0 < t 1 < · · · < tn = 1} uma par-
tição, definimos os processos 
u" 
iY 
onde Fej_ = F(ti-r.t;]c é a a~álgebra gerada pela família { W ( (r, s]) , ( r 1 s] C (ti-l, ti(}. 
Como (u, e) L2(T) e E [ (u, e) L2(T) IFe_j_] são elementos de L 2 (n), temos u1!' e u1r E 
L2 (T)@ L2 (rl) c L 2 (T x rl). Além disso, seu E L 1'2 , então u",u" E L 1' 2 • 
A aplicação u --t (u, e) L2(T) é contínua de L 2 (T x O) para L 2 (O) e de .C1•2 para D 1•2 , 
pois como e E L 2 (T x O) e e E C1•2 , 
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e 
li (u, e) 11~,, - IILwm (gm ®l e)ll:,, 
- L (m + 1)! 119m ®1 ell 2 
< L (m + 1)! ll9mii~'(T-+') llell 2 
< llull~'' llell~'' · 
Lema 8.1 Seu E L2 (T x r.!), então u"---+ u e ii~r---+ u em L 2 (T x Sl). Seu E .Cl.2, 
então u1r ---+ u e un----+ u em ,C1•2 . 
Demonstração: Primeiramente, observemos que podemos escrever u11" =E [uiQ.,.] e u~r = 
E [ui'Hc], com 9c,'Hc C B®:F Para isto, tome 9c a (r-álgebra produto" ( {e : e E li} )®F, 
e fíc = " ( {(ti-l, t,] X F : 1 :Ô i :Ô n, F E F(t,_,.t;Jc}). 
Desta forma, Ç701 C 9"2 para 1r1 C 1r2, e E [ul9"] ---+ u para qualquer sequência 
crescente {1rn} (convergência de martingales). Sendo L 2 (T x Sl) um espaço métrico, 
segue daqui a convergência da rede. 
Também E [ulfíc"] converge para algum elemento u em L2 (T x D) para uma sequên-
cia crescente. Pode-se mostrar que u = ü. A prova da segunda parte do resultado é 
análogo, usando o fato de que para u E .C1,2 
D (u, e) L'(T) = (Du, e) L'CTI 
e 
D (E [ (u, e) L'(T) I F,"]) =E [ (Du, e) L'(T) IF,L ]. 
o 
Para uma demonstração completa do lema anterior, veja [1]. 
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São associadas aos processos utr e u1r as somas de Riemann: 
eErr 
Dado E= {ei}iEW um sistema ortonormal de L2 (T), definimos ainda 
N 
A~·N =L (u, ei) W (ei). 
i=l 
Desta forma, temos associado a cada processo u E L2 (T x Sl) três tipos de soma 
em L2 (0): R~, R~, e A~·N. A convergência de cada uma destas resultará em conceitos 
diferentes de integral. 
Definição 8.2 Dado u E L2 (T x r2), se a rede R~ converge em L2 (n) então define-se 
a integral de Stratonovich S (u) deu como sendo este limite. 
Pode-se generalizar a definição acima para processos mensuráveis tais que fteT lutl < 
oo F-quase sempre e exigir somente convergência em probabilidade de R~. 
Proposição 8.3 Dado u E L2 (T x 0), se a rede R~ converge em L 2 (D:) então u é 
Skorohod integrável e 6 ( u) = lim k: em L 2 ( !1). 
Demonstração: Uma aplicação direta do lema 6.3 fornece 
R,= 6 (uiT). 
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A convergência de ó (u') em L2 (O) realiza a convergência de (u', ó (u')) em L' (O) 0 
L 2 (T x 0). Como /j é operador fechado, segne que (limfr',limó(fr')) E grafó. Logo, 
u = limil' E Domó, e 6 (u) = limfl:. o 
Definição 8.4 Dado u E L2 (T x 0), se para cada sistema ortonormal E a sequéncia 
~,N converge em L 2 (O) para o mesmo limite, então define-se a L2 -integral A (u) deu 
como sendo este limite. 
O próximo resultado relaciona os dois tipos de integral definidos acima. 
Teorema 8.5 Dado u E L2 (T x 0), seu tem L2 -integral então u também tem integral 
de Stratonovich e ambas coincidem. 
Mais geralmente, o teorema acima também é válido para processos mensuráveis tais 
que ftET uf < oo P -quase sempre. 
A seguir definimos a maior classe de processos em L2 (T x 0) que admitem integral 
de Skorohod definida. 
Definição 8.6 A classe cs é dada por processos u E L 2 (T X D) tais que ul[o,t] E 
Dom ó, '<it E T. 
Observe que L~ C C.S, pois L~ C domb e, seu E L~ então ul[o,t[ E L~ para todo t E T. 
Também vale a inclusão .C1•2 C .cs, pois llul[o,tJII 1,2 ~ llull 1,2 para u E .C1'2 . De fato, sendo 
U, = I: w= (f(-, S)) wna representação, então Ul[O.t] = L w= (f (·, 8) l[o,t] ( S)), donde 
llul[o.tJII 1•2 L (m + 1) m! llfm (s,, ... , Sm, s) l[o,t] (s) ~~~'(TmH) 
< L (m + 1) m! llfm (s,, ... , Sm, s)II~'(TmH) 
- llulb 2 . 
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Destacamos na sequência algumas propriedades da integral indefinida de processos 
em [/, ou restritamente em L 1•2 . 
Proposição 8. 7 Dado u E L', seja X, ~ 6 ( ul[o,t[). Então E [X, - X,I.F1,,,1c] ~ O. 
Demonstração: Para F E V1·2 , pela relação de dualidade, 
DF= DFl[s,tf P- quase sempre 
devido à proposição 5.12. Logo 
para toda F E 1)1·2 F[s,t]c-adaptada, e portanto vale a proposição. o 
Observação 8.8 Há uma recíproca para a proposição anterior: se um processo satisfaz 
Xo = O, E [Xl] < oo e suprr 2.:: E [ (Xti+1 - XtJ 
2
] < oo, então enste u E .C> tal que 
X,~ 6 (ul[o,tJ). 
Teorema 8.9 Seja u E L.1•2 e Xt = 8 ( ul[o,tJ). Então 
Demonstração: Defina 
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onde e é do tipo l(t;,t,+rl (não normalizada). 
Para u, v E L1•2 , 
E IV' (u)- V' (v)l - E 2:)6 (ue)) 2 - (6 (ve)) 2 
E I: (6 (ue)- 6 (ve)) (6 (ue) + 6 (ve)) 
e E r. 
< E(~ 16 (ue)- 6 (ve)l ~ 16 (ue) + 6 (ve)l) 
< (E(~ 16 (ue)- 6 (ve)l) ') 
112 
(E(~ 16 (ue) + 6 (ve)l) ') 
112 
(E~ 16 (ue)- 6 (ve)l 2) 112 ( Ep6 (ue) H (ve)l') 112 
< llu- vlkzllu + vll1.2 , 
onde usamos a isometria estabelecida na proposição 6.11. 
Mostremos que E [V,.,. (u)]--+ lluii~2(Txn) para processos em SH da forma 
U = Fl(s,t] , 
onde F E S. 
Podemos supor que s, tE Ti. Então 1r n (s, t] é uma partição de (s, t] e 
V'(u) = I: (FW(e)-(e,DF)) 2 
eE1Tn(.s,t] 
I: (F2 (W(e)) 2 -2FW(e)(e,DF)+(e,DF)2] 
eE:~rn(s,t] 
Como E [ L:.e,n(•.tJ FW (e) (e, DF)] e E [ L:.e,n(•.tJ (e, DF)'] tendem a zero, resulta 
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que 
limE[V'(u)]~limE [L F 2(W(e))2] ~(t-s)E[F'] ~JJujj~,(TxO). 
eE1rn( s,t] 
Processos simples do tipo acima e combinações lineares compõe um conjunto denso 
em .C1'2 . Logo, para u E .C1,2 , existe Un .__ u onde o resultado vale para cada Un- Mas 
pelo cálculo acima 
e a validade é estendida para todo u E ,eu. o 
Capítulo 9 
Operadores Sobre Variáveis 
Aleatórias 
Voltemos ao caso geral de um espaço de probabilidade (0, F, P) e um subespaço 
gaussiano 7t1 de L2 (O, F, F) que é imagem de uma isometria W: H-+ L 2 (Sl,:F,P). 
Seja Jn : L2 (D) --). Hn a projeção na n-ésima componente da decomposição em Caos 
de Wiener. Pode-se escrever F E L2 (O) na forma F= L Fn, onde Fn = JnF E 1tn- Ou 
ainda F= 2::::-:'=o wm Um)· Se F E P, a soma é finita. 
Para cada sequência <P E IR_N temos o operador multiplicativo (diagonal) T.p : P __. 
L' ( [J) dado por 
e o dorrúnio de T<!> pode ser estendido ao domínio D<t> C 1 2 (!J), onde 
sobre o qual o operador se mantém auto-adjunto. 
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Se <Pn = -n, T1 é denotado por L e é denominado operador de Omstein- Uhlenbeck. 
Se cPn = e-nt para t ~ O fixo, denotaremos Tt/> por Tt- Neste caso, {Tt}t:?:O define um 
semigrupo de operadores simétricos de contração sobre P e D4> = L2 (0). Logo, temos 
IIT,FII, s IIFII, 
e 
(T,F, G) = (F, T,G) 
para F, G E L 2 (rl), e {T1},,0 é denominado semigrupo de Ornstein-Uhlenbeck. 
Por Tt ser auto-adjunto em L2 (S1) segue que Tt é isometria em L1 (fl). De fato, 
E [T,F] = (T,F, 1) = (F, Ttl) = (F, 1) =E [F] 
ou SeJa, 
IIT,FII, = IIFII,. 
para F E L2 (rl). 
O operador L : P -+ P já anteriormente definido por 
L= L-nJn 
é o gerador infinitesimal do semi-grupo {1t}t2:0' isto é, 
e em particular 
! T1 (F) = T, (LF) =L (T,F), F E 'P 
['!._] T, (F) = LF, F E 'P. dt t=O 
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O donúnio do operador de Ornstein-Uhlenbech é caracterizado por 
Segue da definição que L é ilimitado e simétrico em L2 (n). Veremos que é também 
auto-adjrmto, e portanto fechado. 
Observe que o completamento de S relativo à norma 
( 
2 2 ) l/p 
IIFIIL = IIFIIL'(n) + IILFIIL'(n) 
éDomL. 
Lema 9.1 As normas II·IIL e ll·lb,2 coincidem em S, e portanto Dom L= V2'2 . 
Demonstração: Para F escrita na expansão (4.6) 
IIFIIi L (n' + 1) n! llfnii~,(T") 
L n! llfnlli'(T") +L nn'llfnii~,(T") +L n (n- 1) n'llfnii~'(T") 
- (11FIIi'(n) + IIDFIIi'(n;H) + IID' FII~'(D;H®'J) lfp. 




Demonstração: Primeiro suponhamos que F E Dom óD e provemos que F E Dom L. 
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Seja F~ L:W" Un) E 1J1·2, com DF E Domó, Para G E 1tn da forma G ~ W" (g): 
(G,8DF)L'(O) 
Desse cálculo resulta que 
(DG,DF)L'(O;H) 
(nwn-1 (g (.,t)) ,nwn-r (fn (.,t)))L'(TxO) 
n' (n- 1)1 (g, fnh'(T") 
nn! lg, in) 
\ L2(T") 
n (G, In F) L'(O), 
e que portanto F E Dom L e óD F ~ -L F. 
Reciprocamente, seja F= l:Wm (fm) E Dom L. Provemos que F E Dom8D. 
Temos Dom L~ 1J2•2 C 1J1•2 , donde F E DomD. Falta mostrar que DF E Domá. 
Tome G ~ L W" (gn) E 1J1•2. Então 
(DG, DF) L'(O;H) L n 2 (n- I)! (fmgn) L'(T") 
- L nn! fg, in) 
\ L2(T") 
- (G,-LF)L'(O)' 
Portanto, segue da definição 6.1 que DF E Dom8 e que bDF = -LF. o 
Proposição 9,3 ValeS c Dom L, e para F E S da forma (5.1) temos 
LF ~L o(, f (W (h r),,,, w (hn)) (h,, hj) H- L fJd (W (h,),,,, w (hn)) w (h,) (9.2) 
t,j 
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Demonstração: SejaF=f(Wh,, ... ,WhJ ES. EntãoFE'D1•2 eDFESH. Pelo lema 
6.5, DF E Domo e 
6DF =I: àd (Wh, ... , w,J h,- I: al;f (wh, ... , whJ (h,, h;) 
i,j 
donde segue o resultado observando (9.1). o 
Outra construção equivalente do semi-grupo de Ornstein-Uhlenbeck pode ser feita 
considerando cópias independentes de processos do tipo {Wh}· 
Dado W: H~ L 2 (0), sejam U : H~ L' (02) e V : H~ L 2 (02 ) processos obtidos 
a partir de W da seguinte forma: 
uh (wr, w,) - wh (wr); 
vh (w,, w,) w, (w,). 
Assim, U e V são cópias independentes de W em L2 (02 ). {UhhcH e {VhhcH são 
famílias gaussianas independentes e U e V são isometrias. Sejam 9u e 9v as o--álgebras 
geradas por U e V respectivamente. 
Um processo do tipo Z = aU + bV com a2 + b2 = 1 é também gaussiano e isométrico. 
Sejam <Pw: Q--+ JRH, <Pu: 0 2 --+ IRH e <I>v: 0 2 --+ IR8 os mapas canônicos associados 
aos processos W, U e V, isto é, 
(ó>w (w)) (h) W, (w) 
(ó>u (w1,w,)) (h) - Wh(w 1) 
(4>v(w1,w2)) (h) Wh(w2) 
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Considere as probabilidades induzidas P o (.Pw)-1, P 2 o (o!>u)-1 e P2 o (o!>v)-1 em 
(IRH,B (IRH)). Dado B E B (JR.H), se P o (o!>w)-1 (B) =O, então P 2 o (o!>u)-1 (B) =O e 
P 2 o(1>v)-1 (B) =0. 
Dada F E L 2 (0, 9w, P), considere urna representação F= 'l.j;p o if?w, com 1./Jp : JRH -
IR determinada Po ( <Pw) -l quase sempre. Pela conclusão do parágrafo anterior, a variável 
1./J F ( e-t<Pu + Vl e 2t<Pv) está bem definida. 
Proposição 9.4 Para t 2: O, 
T,(F) (w1 ) = 11/JF ( e-'<l>u + ·/! -e "<l>v) (w1 , w2 ) P (dw2 ) (9.3) 
Demonstração: Por definição, o operador L: e-nt Jn é uma contração. A fórmula acima 
também define uma contração em L 2 (O) (veja próxima proposição). Portanto, basta 
mostrar a equivalência dos operadores em um subconjunto denso. 
Para F= exp (Wh- ~ llhll2) E exp"H1, temos 
1 exp (e-'Uh + v'l- e "Vh- ~ llhll') w2EfJ 
exp (e-'Uh + ~ ( v'l- e "llhll)'- ~ llhll') 
exp (u.-'h- ~ iie-'hli') 
2.= iie-'hlinPn ( W ( 11 :-:~ 11 )) 
- l.=e-nt llhllnPn ( W cl~ll)) 
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Pela definição, 
T,(F) - T, (L~!W"(h"")) 
-nt L ::__,wn (h""). 
n. 
Logo, temos a equivalência dos dois operadores contínuos no subespaço denso expH1. 
o 
Não é necessário de fato introduzir variáveis no espaço produto L2 (02). Descrevemos 
brevemente a seguir uma alternativa à construção acima. 
Dado W : H -7 L 2 (0), seja U : H -----+ L2 (O) outro processo gaussiano isométrico e 
independente de W, isto é, {WhhEH e {UhhEH são farru1ias gaussianas independentes e 
W eU são isometrias. Sejam Yw e Yu as a-álgebras geradas por W eU respectivamente. 
Façamos agora F = 9w V Yu. 
Um processo do tipo Z _ aW + bU com a 2 +b2 = 1 é também gaussiano e isométrico. 
Sejam tPw : O --+ JRH e lf>u : O --+ IR.H os mapas canônicos associados aos processos 
WeU. 
Dada F E L2 (0, Yw, P), considere uma representação F = 1./Jp o <I>w, com 'lj; F : IRH --+ 
IR definida P o (<Pw )-1 quase sempre. 
Fixado t 2:: O, a variável aleatória Zt = "lj; F ( e-tpw + v'l - e 2t~u) está bem definida. 
Então, para t 2:: O, 
76 
A validade desta fórmula pode ser provada de forma análoga à (9.3). 
Usando a caracterização dada na proposição 9.4, obtemos novos resultados a respeito 
dos operadores Tt. 
Proposição 9.5 Vale a inclusão T, (IY (D)) c IY (rl), e a aplicação T, : IY (rl) ~ IY (rl) 
é contração. 
Demonstração: Usando a fórmula (9.3) e a desigualdade de Jensen, resulta ITt (F)IP S 
T, (IFIP) para toda F E IY (rl). 
De P c L2P (rl) c IY (rl) resulta que L2P (lt) é denso em IY (rl). Seja F E L2P (rl). 
Usando primeiro que F E IY (rl) e depois que IFIP E L 2 (rl), 
E [IT, (F) IPI sE [T, (IFIP)] ~E IIFIPJ 
Argumentos de densidade completam a prova. D 
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