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Given a compact manifold M with boundary ∂M , in this paper we introduce a 
global symbolic calculus of pseudo-diﬀerential operators associated to (M, ∂M). 
The symbols of operators with boundary conditions on ∂M are deﬁned in terms 
of the biorthogonal expansions in eigenfunctions of a ﬁxed operator L with the 
same boundary conditions on ∂M . The boundary ∂M is allowed to have (arbitrary) 
singularities. As an application, several criteria for the membership in Schatten 
classes on L2(M) and r-nuclearity on Lp(M) are obtained. We also describe a 
new addition to the Grothendieck–Lidskii formula in this setting. Examples and 
applications are given to operators on M = [0, 1]n with non-periodic boundary 
conditions, and of operators with non-local boundary conditions.
© 2016 The Authors. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
r é s u m é
Étant donné une variété compacte M avec bord ∂M , dans cet article nous 
introduissons un calcul pseudo-diﬀérentiel global associé à (M, ∂M). Les symboles 
d’opérateurs ave conditions sur le bord ∂M sont déﬁnis en terms des expansions 
biorthogonale en fonctions propres d’un opérateur ﬁxé L avec les mêmes conditions 
au bord ∂M . Nous permettons d’avoir des singularités dans le bord ∂M . Nous 
montrons une application pour obtenir des critères pour l’appartenance dans les 
classes de Schatten sur L2(M) et la r-nuclearté sur Lp(M). Nous aussi décrivons une 
nouvelle contribution à la formule de Grothendieck–Lidskii dans ce cadre. Quelques 
exemples et applications sont données pour les opérateurs sur M = [0, 1]n avec 
des conditions périodiques au bord, et d’opérateurs avec des conditions au bord 
non-locales.
© 2016 The Authors. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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If A is an operator on a manifold M with boundary, satisfying some boundary conditions on ∂M , we 
establish criteria for A to belong to r-Schatten classes on L2(M) and to be r-nuclear on Lp(M). Our analysis 
is carried out by applying a version of the global Fourier analysis on M expressed in terms of another (model) 
operator L on M with the same domain as that of A (or, in other words, with the same boundary conditions 
on ∂M). This also extends to the setting of manifolds with boundary the notions of the pseudo-diﬀerential 
analysis of boundary value problems in the Euclidean space as developed in [30].
In general the lack of some symmetry in the boundary conditions gives rise to a non-selfadjoint setting 
and therefore when considering eigenfunction expansions one is led to consider biorthogonal systems rather 
than orthogonal ones. Thus the concept of Riesz basis becomes crucial for us. The Riesz bases have been 
intensively studied, see for instance [2,18] and references therein for recent interest directions.
The study of diﬀerential operators on manifolds with boundary is an active ﬁeld of research, a few very 
recent examples include [3,27,15,16], and the reader can ﬁnd many other references in those works. There 
are diﬀerent well known approaches to the problem of deﬁning a pseudo-diﬀerential calculus on manifolds 
with boundary, see, for example, [4,22,21,13,10] and references therein. The main diﬀerence of our approach 
from all those above is that our symbols are globally deﬁned and that we do not assume any regularity for 
the boundary ∂M .
Still, it becomes possible to draw rather general conclusions. In particular, we will not require that the 
operator L is elliptic nor that it is self-adjoint. Moreover, in the presented general framework the smoothness 
of the boundary is not required, and the exact form of the boundary conditions is also not essential. Moreover, 
we do not assume regularity of the symbols to ensure Schatten properties of operators. This latter feature is 
however an advantage of the approach relying on the global symbolic analysis as was already demonstrated 
in authors’ work in the context of compact Lie groups [8] or of compact manifolds without boundary [7,9].
Perhaps the simplest illustrating example of the setting in the present paper would be the set M = [0, 1]n
where we impose on operators non-periodic boundary conditions of the type hjf(x)|xj=0 = f(x)|xj=1, for 
some collection hj > 0, j = 1, . . . , n. This extends the periodic case when hj = 1 for all j = 1, . . . , n, in which 
case the global toroidal pseudo-diﬀerential calculus as developed in [29,28] can be applied. However, the 
latter (periodic) setting is considerably simpler because such calculus is based on the self-adjoint operator 
in M (the Laplacian) with periodic boundary conditions, in particular leading to the orthonormal basis of 
its eigenfunctions. Due to the lack of such self-adjointness in the non-periodic problem, our present analysis 
is based on a basis in L2(M) which is not orthonormal but which respects the given boundary conditions. 
As such, the subsequent analysis resembles more that in Banach spaces (e.g. in Lp-spaces) than the classical 
one in Hilbert spaces. From this point of view, Grothendieck’s notion of r-nuclearity conveniently replaces 
the r-Schatten classes.
Indeed, when studying Schatten classes for operators directly from the deﬁnition, the problem of 
understanding the compositions AA∗ or A∗A arises. With an appropriate deﬁnition of Fourier multipliers
in our context given in the sequel, we note that even in the simplest case of an L-Fourier multiplier A, 
the operator A∗ is an L∗-Fourier multiplier, but not necessarily an L-Fourier multiplier. Moreover, in general, 
the operators A and A∗ satisfy diﬀerent conditions on the boundary. Therefore, unless the model operator 
LM (L equipped with conditions on ∂M) is self-adjoint, we can not compose A and A∗ on their domains. 
These observations explain why the method of studying Schatten classes via the notion of r-nuclearity 
on Banach spaces becomes more appropriate especially in this case of non-self-adjoint boundary value 
problems. If the operators are continuously extendible to L2(M) they can still be composed and the notions 
of r-Schatten classes and r-nuclearity coincide on L2(M).
To formulate the notions more precisely, let L be a pseudo-diﬀerential operator of order m on the 
interior M˚ of M . This interior M˚ will be a smooth manifold without boundary and the standard theory of 
pseudo-diﬀerential operators applies there. We assume that some boundary conditions called (BC) are ﬁxed 
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However, it is important to point out that the operator L does not have to be self-adjoint nor elliptic. For a 
discussion on general biorthogonal systems we refer the reader to Bari [1] (see also Gelfand [11]), and now 
we formulate our assumptions precisely. The discrete sets of eigenvalues and eigenfunctions will be indexed 
by a countable set I. We consider the spectrum {λξ ∈ C : ξ ∈ I} of L with corresponding eigenfunctions in 
L2(M) denoted by uξ, i.e.
Luξ = λξuξ in M˚, for all ξ ∈ I, (1.1)
and the eigenfunctions uξ satisfy the boundary conditions (BC). The conjugate spectral problem is
L∗vξ = λξvξ in M˚, for all ξ ∈ I,
which we equip with the conjugate boundary conditions (BC)∗. We assume that the functions uξ, vξ are 
normalised, i.e. ‖uξ‖L2 = ‖vξ‖L2 = 1 for all ξ ∈ I. Moreover, we can take biorthogonal systems {uξ}ξ∈I
and {vξ}ξ∈I , i.e.
(uξ, vη)L2 = 0 for ξ = η, and (uξ, vη)L2 = 1 for ξ = η, (1.2)
where
(f, g)L2 =
∫
M
f(x)g(x)dx
is the usual inner product of the Hilbert space L2(M). We also assume that the system {uξ} is a basis 
of L2(M), i.e. for every f ∈ L2(M) there exists a unique series ∑ξ∈I aξuξ that converges to f in L2(M). 
It is well known that (cf. [1]) the system {uξ} is a basis of L2(M) if and only if the system {vξ} is a basis 
of L2(M).
By associating a discrete Fourier analysis to the system {uξ}, we can introduce a full symbol for a given 
operator acting on suitable functions over M as an extension of the setting established in [30]. We will 
describe the basic elements of such symbols in Section 2.
On the other hand, we will also employ the concept of nuclearity on Banach spaces. Here, although 
L2(M) is a Hilbert space, the non-orthonormality of the basis {uξ} makes the analysis more reminiscent of 
that in Banach spaces.
Let B1, B2 be Banach spaces and let 0 < r ≤ 1. A linear operator T from B1 into B2 is called r-nuclear
if there exist sequences (x′n) in B′1 and (yn) in B2 so that
Tx =
∞∑
n=1
〈x, x′n〉 yn and
∞∑
n=1
‖x′n‖rB′1‖yn‖rB2 < ∞. (1.3)
We associate a quasi-norm nr(T ) by
nr(T ) := inf{
( ∞∑
n=1
‖x′n‖rB′1‖yn‖rB2
) 1
r
}, (1.4)
where the inﬁmum is taken over the representations of T as in (1.3). When r = 1 the 1-nuclear operators 
agree with the class of nuclear operators, and in that case this deﬁnition also agrees with the concept of 
trace class operators in the setting of Hilbert spaces (B1 = B2 = H). More generally, Oloﬀ proved in [23]
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space and 0 < r ≤ 1. Moreover, Oloﬀ proved that
‖T‖Sr = nr(T ), (1.5)
where ‖ · ‖Sr denotes the classical Schatten quasi-norms in terms of singular values.
If T : B → B is nuclear, it is natural to attempt to deﬁne its trace by
Tr(T ) :=
∞∑
n=1
x′n(yn), (1.6)
where T =
∞∑
n=1
x′n ⊗ yn is a representation of T as in (1.3). Grothendieck [12] proved that the trace Tr(T )
is well deﬁned for all nuclear operators T on B if and only if the Banach space B has the approximation 
property (see also Pietsch [24]), which means that for every compact set K in B and for every  > 0 there 
exists F ∈ F(B) such that
‖x − Fx‖B <  for all x ∈ K,
where we have denoted by F(B) the space of all ﬁnite rank bounded linear operators on B.
As we know from Lidskii [20], for trace class operators in Hilbert spaces the operator trace is equal to 
the sum of the eigenvalues of the operator counted with multiplicities. This property is nowadays called the 
Lidskii formula. An important feature on Banach spaces even endowed with the approximation property is 
that the Lidskii formula does not hold in general for nuclear operators. In [12] Grothendieck proved that if 
T is 23 -nuclear from B into B for a Banach space B, then
Tr(T ) =
∞∑
j=1
λj(T ), (1.7)
where λj(T ) (j = 1, 2, . . . ) are the eigenvalues of T with multiplicities taken into account, and Tr(T ) is as 
in (1.6). We will refer to (1.7) as the Grothendieck–Lidskii formula.
Grothendieck established applications to the distribution of eigenvalues of operators in Banach spaces. 
We refer to [8] for several conclusions in the setting of compact Lie groups concerning summability and 
distribution of eigenvalues of operators on Lp-spaces once we have information on their r-nuclearity. In 
the particular case of Lp spaces, the summability of eigenvalues found by Grothendieck can be improved. 
Indeed, in [14] Johnson, König, Maurey and Retherford proved the following theorem, which will give us an 
application on the distribution of Lp-eigenvalues in terms of the nuclear or Schatten index of the operator 
class:
Theorem 1.1 ([14]). Let 0 < r ≤ 1 and 1 ≤ p ≤ ∞. Let (Ω, μ) be a measure space and 1s = 1r − |12 − 1p |. If T
is an r-nuclear operator on Lp(μ), then
⎛⎝ ∞∑
j=1
|λj(T )|s
⎞⎠ 1s ≤ Crnr(T ), (1.8)
where Cr only depends on r.
Kernel conditions on compact manifolds for Schatten classes have been investigated in [7,9]. Schatten 
properties on modulation spaces have been studied in [31–33], however, also in such low-regularity situations 
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only the Lp-integrability of the appearing symbols is usually assumed.
In Remark 2.17 we explain how the case of spectral multipliers (in L or in L∗) is included in our setting.
2. Nonharmonic analysis and global symbols
We introduce in this section the basic (global) symbolic calculus on manifolds with boundary based on 
biorthogonal systems as an extension of the theory developed in [30]. We adapt it to the present situation of a 
manifold with boundary. While in [30] only domains in the Euclidean space Rn were considered, the proofs 
easily extend to the present setting of general manifolds with boundary. Thus, in this section we record 
elements of the analysis from [30] in the present setting but we omit the proofs if they are a straightforward 
extension of those in [30].
Following the terminology of Paley and Wiener [25], such biorthogonal analysis can be thought of as part 
of nonharmonic analysis, see [30] for a more extensive discussion.
Henceforth M denotes a compact manifold of dimension n with boundary ∂M and M˚ the interior of M . 
We will also denote by LM the boundary value problem determined by the pseudo-diﬀerential operator L
of order m on M˚ equipped with the boundary conditions (BC) on ∂M . This can be also thought of in an 
abstract way of having an operator L with some domain in L2(M).
To the problem LM with L of order m we associate the weight
〈ξ〉 := (1 + |λξ|2) 12m  (1 + |λξ|) 1m , (2.1)
with λξ as in (1.1). We also assume that there exists a number s0 ∈ R such that∑
ξ∈I
〈ξ〉−s0 < ∞. (2.2)
It is natural to expect that e.g. if L is elliptic one can take any s0 > n.
Throughout this paper we will also assume the following technical condition to ensure that the eigenfunc-
tions of L and L∗ do not have zeros. In particular such property will allow us to obtain suitable formulae 
for the symbol of an operator.
Deﬁnition 2.1. The system {uξ : ξ ∈ I} is called a WZ-system (WZ stands for ‘without zeros’) if the 
functions uξ, vξ do not have zeros in M for all ξ ∈ N0, and if there exists C > 0 and N ≥ 0 such that
inf
x∈M
|uξ(x)| ≥C〈ξ〉−N ,
inf
x∈M
|vξ(x)| ≥C〈ξ〉−N ,
as 〈ξ〉 → ∞.
Remark 2.2. The reader can ﬁnd examples and a discussion of WZ-systems in Section 2 of [30] for the case 
M = Ω where Ω is an open bounded subset of Rn. There are plenty of problems where this conditions 
holds, a few of them are described in Section 4. In principle, this assumption can be removed, however, 
this leads to a considerably more technical exposition since the analysis becomes ‘matrix-valued’: we can 
group eigenfunctions into a vector so that its elements do not all vanish at the same time – this leads to 
a matrix-valued version of the symbolic analysis. A typical example of such situation is of operators on 
compact Lie groups or on compact homogeneous spaces: in this case the eigenfunctions of the Laplacian 
spanning a given eigenspace do not vanish at the same time, see the analysis developed in [28]. The group 
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in this paper we are dealing with biorthogonal systems instead of orthonormal bases, we choose to deal 
with scalar symbols and WZ-condition for the simplicity in the exposition of ideas. In subsequent work this 
assumption will be removed.
Deﬁnition 2.3. The space C∞L (M) := Dom(L∞) is called the space of test functions for LM . We deﬁne
Dom(L∞) :=
∞⋂
k=1
Dom(Lk),
where Dom(Lk) is the domain of Lk, deﬁned as
Dom(Lk) := {f ∈ L2(M) : Ljf ∈ L2(M), j = 0, 1, 2, . . . , k},
so that the boundary conditions (BC) are satisﬁed by all the operators Lk. The Fréchet topology of C∞L (M)
is given by the family of norms
‖ϕ‖CkL := maxj≤k ‖L
jϕ‖L2(M), k ∈ N0, ϕ ∈ C∞L (M). (2.3)
In an analogous way, we deﬁne C∞L∗(M) corresponding to the adjoint L∗M by
C∞L∗(M) := Dom((L∗)∞) =
∞⋂
k=1
Dom((L∗)k),
where Dom((L∗)k) is the domain of the operator (L∗)k,
Dom((L∗)k) := {f ∈ L2(M) : (L∗)jf ∈ L2(M), j = 0, 1, 2, . . . , k},
which then also has to satisfy the adjoint boundary conditions corresponding to the operator L∗M . 
The Fréchet topology of C∞L∗(M) is given by the family of norms
‖ψ‖Ck
L∗
:= max
j≤k
‖(L∗)jψ‖L2(M), k ∈ N0, ψ ∈ C∞L∗(M). (2.4)
Since here we are assuming that the system {uξ} is a basis of L2(M), it follows that C∞L (M) and C∞L∗(M)
are dense in L2(M).
If LM is self-adjoint, i.e. if L∗M = LM with equality of domains, then C∞L∗(M) = C∞L (M).
The L2-duality for a general pair f ∈ C∞L (M), g ∈ C∞L∗(M) makes sense in view of the formula
(Lf, g)L2(M) = (f, L∗g)L2(M). (2.5)
Therefore in view of the formula (2.5) it makes sense to deﬁne the distributions D′L(M) as the space which 
is dual to C∞L∗(M). Note that the respective boundary conditions of LM and L∗M are satisﬁed by the choice 
of f and g in corresponding domains.
Deﬁnition 2.4. The space D′L(M) := L(C∞L∗(M), C) of linear continuous functionals on C∞L∗(M) is called 
the space of L-distributions. The continuity can be understood either in terms of the topology (2.4) or in 
terms of sequences, see also Proposition 2.5. For w ∈ D′L(M) and ϕ ∈ C∞L∗(M), we shall write
w(ϕ) = 〈w,ϕ〉.
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C∞L∗(M)  ϕ →
∫
M
ψ(x)ϕ(x)dx
is an L-distribution, which gives an embedding ψ ∈ C∞L (M) ↪→ D′L(M). We observe that in the distributional 
notation formula (2.5) becomes
〈Lψ,ϕ〉 = 〈ψ,L∗ϕ〉. (2.6)
With the topology on C∞L (M) deﬁned by (2.3), the space
D′L∗(M) := L(C∞L (M),C)
of linear continuous functionals on C∞L (M) is called the space of L∗-distributions.
The following proposition characterises the distributions in D′L(M).
Proposition 2.5. A linear functional w on C∞L∗(M) belongs to D′L(M) if and only if there exists a constant 
C > 0 and k ∈ N0 such that
|w(ϕ)| ≤ C‖ϕ‖Ck
L∗
for all ϕ ∈ C∞L∗(M). (2.7)
The space D′L(M) has many similarities with the usual spaces of distributions. For example, suppose 
that for a linear continuous operator D : C∞L (M) → C∞L (M) its adjoint D∗ preserves the adjoint boundary 
conditions (domain) of L∗M and is continuous on the space C∞L∗(M), i.e. that the operator D∗ : C∞L∗(M) →
C∞L∗(M) is continuous. Then we can extend D to D′L(M) by
〈Dw,ϕ〉 := 〈w,D∗ϕ〉 (w ∈ D′L(M), ϕ ∈ C∞L∗(M)).
This extends (2.5) from L to other operators. The convergence in the linear space D′L(M) is the usual weak 
convergence with respect to the space C∞L∗(M). The following principle of uniform boundedness is based on 
the Banach–Steinhaus Theorem applied to the Fréchet space C∞L∗(M).
Lemma 2.6. Let {wj}j∈N be a sequence in D′L(M) with the property that for every ϕ ∈ C∞L∗(M), the sequence 
{wj(ϕ)}j∈N is bounded in C. Then there exist constants c > 0 and k ∈ N0 such that
|wj(ϕ)| ≤ c‖ϕ‖Ck
L∗
for all j ∈ N, ϕ ∈ C∞L∗(M). (2.8)
The lemma above leads to the following property of completeness of the space of L-distributions.
Theorem 2.7. Let {wj}j∈N be a sequence in D′L(M) with the property that for every ϕ ∈ C∞L∗(M), the 
sequence {wj(ϕ)}j∈N converges in C as j → ∞. Denote the limit by w(ϕ).
(i) Then w : ϕ → w(ϕ) deﬁnes an L-distribution on M . Furthermore,
lim
j→∞
wj = w in D′L(M).
(ii) If ϕj → ϕ in C∞L∗(M), then
lim
j→∞
wj(ϕj) = w(ϕ) in C.
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feature compared with the self-adjoint case is that if LM is not self-adjoint we have to be sure of the choice 
of the right functions from the available biorthogonal families of uξ and vξ. We start by deﬁning the spaces 
we require for the study of the Fourier transform.
From now on, we assume that the boundary conditions are closed under taking limits in the strong 
uniform topology to ensure that the strongly convergent series preserve the boundary conditions. More 
precisely,
(BC+) Assume that, with L0 denoting L orL∗, if fj ∈ C∞L0(M) satisﬁes
fj → f in C∞L0(M), then f ∈ C∞L0(M).
Let S(I) denote the space of rapidly decaying functions ϕ : I → C. That is, ϕ ∈ S(I) if for every 
 < ∞
there exists a constant Cϕ, such that
|ϕ(ξ)| ≤ Cϕ,〈ξ〉−
for all ξ ∈ I. With the corresponding topology, we note that 〈ξ〉 is already adapted to our boundary value 
problem since it is deﬁned by (2.1).
The topology on S(I) is given by the seminorms pk, where k ∈ N0 and
pk(ϕ) := sup
ξ∈I
〈ξ〉k|ϕ(ξ)|.
Continuous linear functionals on S(I) are of the form ϕ → 〈u, ϕ〉 = ∑
ξ∈I
u(ξ)ϕ(ξ), where functions u : I → C
grow at most polynomially at inﬁnity, i.e. there exist constants 
 < ∞ and Cu, such that
|u(ξ)| ≤ Cu,〈ξ〉
for all ξ ∈ I. Such distributions u form the space of distributions which we denote by S ′(I).
2.1. Fourier transform
We can now deﬁne the L-Fourier transform on C∞L (M) and study its main properties.
Deﬁnition 2.8. We deﬁne the L-Fourier transform
(FLf)(ξ) = (f → f̂) : C∞L (M) → S(I)
by
f̂(ξ) := (FLf)(ξ) =
∫
M
f(x)vξ(x)dx. (2.9)
Analogously, we deﬁne the L∗-Fourier transform
(FL∗f)(ξ) = (f → f̂∗) : C∞L∗(M) → S(I)
by
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∫
M
f(x)uξ(x)dx. (2.10)
The expressions (2.9) and (2.10) are well-deﬁned by the Cauchy–Schwarz inequality; indeed,
|f̂(ξ)| =
∣∣∣∣∣∣
∫
M
f(x)vξ(x)dx
∣∣∣∣∣∣ ≤ ‖f‖L2‖vξ‖L2 = ‖f‖L2 < ∞. (2.11)
Moreover, we have
Proposition 2.9. The L-Fourier transform FL is a bijective homeomorphism from C∞L (M) into S(I). Its 
inverse F−1L : S(I) → C∞L (M) is given by
(F−1L h)(x) =
∑
ξ∈I
h(ξ)uξ(x), h ∈ S(I), (2.12)
so that the Fourier inversion formula is given by
f(x) =
∑
ξ∈I
f̂(ξ)uξ(x), f ∈ C∞L (M). (2.13)
Similarly, FL∗ : C∞L∗(M) → S(I) is a bijective homeomorphism and its inverse F−1L∗ : S(I) → C∞L∗(M) is 
given by
(F−1L∗ h)(x) =
∑
ξ∈I
h(ξ)vξ(x), h ∈ S(I), (2.14)
so that the conjugate Fourier inversion formula is given by
f(x) =
∑
ξ∈I
f̂∗(ξ)vξ(x), f ∈ C∞L∗(M). (2.15)
By dualising the inverse L-Fourier transform F−1L : S(I) → C∞L (M), the L-Fourier transform extends 
uniquely to the mapping
FL : D′L(M) → S ′(I),
by the formula
〈FLw,ϕ〉 := 〈w,F−1L∗ ϕ〉, with w ∈ D′L(M), ϕ ∈ S(I). (2.16)
It can be readily seen that if w ∈ D′L(M) then ŵ ∈ S ′(I). The reason for taking complex conjugates in 
(2.16) is that, if w ∈ C∞L (M), we have the equality
〈ŵ, ϕ〉 =
∑
ξ∈I
ŵ(ξ)ϕ(ξ) =
∑
ξ∈I
⎛⎝∫
M
w(x)vξ(x)dx
⎞⎠ϕ(ξ)
=
∫
M
w(x)
⎛⎝∑
ξ∈I
ϕ(ξ)vξ(x)
⎞⎠dx = ∫
M
w(x)(F−1L∗ ϕ)(x)dx = 〈w,F−1L∗ ϕ〉.
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FL∗ : D′L∗(M) → S ′(I)
deﬁned by the formula
〈FL∗w,ϕ〉 := 〈w,F−1L ϕ〉, with w ∈ D′L∗(M), ϕ ∈ S(I). (2.17)
It can be also seen that if w ∈ D′L∗(M) then ŵ ∈ S ′(I).
We note that since systems of uξ and of vξ are Riesz bases, we can also compare L2-norms of functions 
with sums of squares of Fourier coeﬃcients. The following statement follows form the work of Bari [1]
(Theorem 9):
Lemma 2.10. There exist constants k, K, m, 
 > 0 such that for every f ∈ L2(M) we have
m2‖f‖2L2 ≤
∑
ξ∈I
|f̂(ξ)|2 ≤ 
2‖f‖2L2
and
k2‖f‖2L2 ≤
∑
ξ∈I
|f̂∗(ξ)|2 ≤ K2‖f‖2L2 .
2.2. Convolution
We now adapt a convolution to the problem LM .
Deﬁnition 2.11. For f, g ∈ C∞L (M) we deﬁne their L-convolution by
(f ∗L g)(x) :=
∑
ξ∈I
f̂(ξ)ĝ(ξ)uξ(x). (2.18)
By Proposition 2.12 it is well-deﬁned and we have f ∗L g ∈ C∞L (M).
Moreover, due to the rapid decay of the L-Fourier coeﬃcients of functions in C∞L (M) compared to a ﬁxed 
polynomial growth of elements of S ′(I), Deﬁnition 2.11 still makes sense if f ∈ D′L(M) and g ∈ C∞L (M), 
with f ∗L g ∈ C∞L (M).
Analogously to the L-convolution, we can introduce the L∗-convolution. Thus, for f, g ∈ C∞L∗(M), we 
deﬁne the L∗-convolution using the L∗-Fourier transform by
(f ∗˜Lg)(x) :=
∑
ξ∈I
f̂∗(ξ)ĝ∗(ξ)vξ(x). (2.19)
Its properties are similar to those of the L-convolution, so we may formulate and prove only the former.
Proposition 2.12. For any f, g ∈ C∞L (M) we have
f̂ ∗L g = f̂ ĝ.
The L-convolution is commutative and associative. If g ∈ C∞L (M), then for all f ∈ D′L(M) we have
f ∗L g ∈ C∞L (M). (2.20)
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‖f ∗L g‖L1 ≤ C|M | 12 ‖f‖L2‖g‖L2 ,
where |M | denotes the volume of M , and C is independent of f, g, M .
Proof. We have
FL(f ∗L g)(ξ) =
∫
M
∑
ξ∈I
f̂(η)ĝ(η)uη(x)vξ(x)dx
=
∑
ξ∈I
f̂(η)ĝ(η)
∫
M
∑
ξ∈I
uη(x)vξ(x)dx
= f̂(ξ)ĝ(ξ).
This also implies the commutativity of the convolution in view of the bijectivity of the Fourier transform. The 
associativity follows from this as well from the associativity of the multiplication on the Fourier transform 
side. In order to prove (2.20), we observe that
Lk(f ∗L g)(x) =
∑
ξ∈I
f̂(ξ)ĝ(ξ)λkξuξ(x),
and the series converges absolutely since ĝ ∈ S(I). By (BC+), the boundary conditions are also satisﬁed 
by the sum. This shows that f ∗L g ∈ C∞L (M).
For the last statement, a simple calculation gives us∫
M
|(f ∗L g)(x)dx ≤
∫
M
∑
ξ∈I
|f̂(ξ)ĝ(ξ)|uξ(x)|dx
≤
∑
ξ∈I
|f̂(ξ)ĝ(ξ)|‖uξ‖L1
≤ C‖f‖L2‖g‖L2 sup
ξ∈I
‖uξ‖L1 ,
the latter inequality is obtained by Lemma 2.10. Since M is bounded, by the Cauchy–Schwarz inequality 
we have
‖uξ‖L1 ≤ |M | 12 ‖uξ‖L2 = |M | 12
for all ξ ∈ I, where |M | is the volume of M . This concludes the proof. 
2.3. L-symbols and L-Fourier multipliers
The Schwartz integral kernel theorem holds in this setting in analogy to [30, Section 8], and so for a 
linear operator A : C∞L (M) → D′L(M), the corresponding convolution kernel kA(x) ∈ D′L(M) is determined 
by
Af(x) = (kA(x) ∗L f)(x).
We now associate the notion of a global symbol associated to the operator A with respect to LM and 
also to its adjoint.
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is deﬁned by
σA(x, ξ) := k̂A(x)(ξ) = FL(kA(x))(ξ).
The following theorem furnishes a representation of an operator in terms of its L-symbol and a formula 
for the L-symbol in terms of the operator and the biorthogonal system. The proof is analogous to the one 
of Theorem 9.2 in [30] and we omit it.
Theorem 2.14. Let A : C∞L (M) → C∞L (M) be a continuous linear operator with L-symbol σA. Then
Af(x) =
∑
ξ∈I
uξ(x)σA(x, ξ)f̂(ξ) (2.21)
for every f ∈ C∞L (M) and x ∈ M . The L-symbol σA satisﬁes
σA(x, ξ) = uξ(x)−1(Auξ)(x) (2.22)
for all x ∈ M and ξ ∈ I.
As a consequence, one can deduce the following formula for the kernel of A in terms of the L-symbol and 
it will be crucial for the analysis in this work:
KA(x, y) =
∑
ξ∈I
uξ(x)σA(x, ξ)vξ(y). (2.23)
One can also associate a notion of multipliers to the L-Fourier transform.
Deﬁnition 2.15. Let A : C∞L (M) → C∞L (M) be a continuous linear operator. We will say that A is an 
L-Fourier multiplier if it satisﬁes
FL(Af)(ξ) = σ(ξ)FL(f)(ξ), f ∈ C∞L (M), for all ξ ∈ I,
for some σ : I → C.
Analogously we deﬁne L∗-Fourier multipliers, a notion which will naturally appear in the study of adjoints 
(see Proposition 3.6).
Deﬁnition 2.16. Let B : C∞L∗(M) → C∞L∗(M) be a continuous linear operator. We will say that B is an 
L∗-Fourier multiplier if it satisﬁes
FL∗(Bf)(ξ) = τ(ξ)FL∗(f)(ξ), f ∈ C∞L∗(M), for all ξ ∈ I,
for some τ : I → C.
Remark 2.17. We note that due to the formula (2.22) for symbols, we have that if σA(x, ξ) = σA(ξ) does 
not depend on x, then we have Auξ = σA(ξ)uξ, so that σA(ξ) are the eigenvalues of A corresponding to the 
eigenfunctions uξ. Recalling that λξ are the corresponding eigenvalues of the operator L, see (1.1), if λξ’s 
are distinct and φ is a function taking λξ’s to σA(ξ), then we can also regard A as the spectral multiplier 
A = φ(L). This is not the case when we allow the symbol to take multiplicities into account, as in [6], but 
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of such further developments possible also in the present setting, we still prefer to use the term L-Fourier 
multiplier here, in line with [6] and [30].
2.4. Nuclearity on Lebesgue spaces
As a ﬁnal preliminary, we record the following characterisation of r-nuclear operators which is a conse-
quence of results in [5]. In the statement below we shall consider (Ω1, M1, μ1) and (Ω2, M2, μ2) to be two 
σ-ﬁnite measure spaces.
Theorem 2.18. Let 0 ≤ r < 1 and 1 ≤ p1, p2 < ∞ with q1 such that 1p1 + 1q1 = 1. An operator T : Lp1(μ1) →
Lp2(μ2) is r-nuclear if and only if there exist sequences (gk)k in Lp2(μ2), and (hk)k in Lq1(μ1) such that ∞∑
k=1
‖gk‖rLp2 ‖hk‖rLq1 < ∞, and such that for all f ∈ Lp1(μ1) we have
Tf(x) =
∫ ( ∞∑
k=1
gk(x)hk(y)
)
f(y)dμ1(y), for a.e x.
In our particular setting we will consider M = Ω1 = Ω2, M = M1 = M2 the σ-Borel algebra, and 
dx = μ1 = μ2 a positive measure on M .
3. Schatten classes and nuclearity
In this section we establish the main results of this work. We start by studying the r-nuclearity on Lp(M)
spaces and we also formulate some consequences related to the Grothendieck–Lidskii formula for the trace. 
From now on we will be considering the biorthogonal system uξ, vξ associated to the problem LM as basic 
blocks in the decomposition of kernels.
Theorem 3.1. Let 0 < r ≤ 1 and 1 ≤ p1, p2 < ∞ with q1 such that 1p1 + 1q1 = 1. Let A : C∞L (M) → C∞L (M)
be a continuous linear operator with L-symbol σA such that∑
ξ∈I
‖σA(·, ξ)uξ(·)‖rLp2 ‖vξ‖rLq1 < ∞. (3.1)
Then A is r-nuclear from Lp1(M) into Lp2(M).
In particular, if p = p1 = p2 and (3.1) holds, then
Tr(A) =
∑
ξ∈I
∫
M
uξ(x)σA(x, ξ)vξ(x)dx, (3.2)
and
⎛⎝ ∞∑
j=1
|λj(A)|s
⎞⎠ 1s ≤ Cr
⎛⎝∑
ξ∈I
‖σA(·, ξ)uξ(·)‖rLp‖vξ‖rLq
⎞⎠ 1r , (3.3)
where 1s =
1
r − |12 − 1p | and Cr is a constant depending only on r. Moreover, if 0 < r ≤ 23 the following 
formula for the trace holds:
J. Delgado et al. / J. Math. Pures Appl. 107 (2017) 758–783 771Tr(A) =
∑
ξ∈I
∫
M
uξ(x)σA(x, ξ)vξ(x)dx =
∞∑
j=1
λj(A), (3.4)
where λj(A), (j = 1, 2, . . . ) are the eigenvalues of A with multiplicities taken into account.
Proof. We recall from (2.23) that the kernel KA(x, y) of A is of the form
KA(x, y) =
∑
ξ∈I
uξ(x)σA(x, ξ)vξ(y). (3.5)
We take gξ(x) := uξ(x)σA(x, ξ), hξ(y) := vξ(y).
Then we have ∑
ξ∈I
‖gξ‖rLp2 ‖hξ‖rLq1 =
∑
ξ∈I
‖σA(·, ξ)uξ(·)‖rLp2 ‖vξ‖rLq1 < ∞.
The r-nuclearity of A now follows from Theorem 2.18.
By using the expression of KA in terms of gξ, hξ, the fact that Lp satisﬁes the approximation property 
and the deﬁnition of the trace (1.6) we obtain
Tr(A) =
∑
ξ∈I
∫
M
gξ(x)hξ(x)dx =
∑
ξ∈I
∫
M
uξ(x)σA(x, ξ)vξ(x)dx. (3.6)
The inequality (3.3) is an immediate consequence of (1.8). The identity (3.4) is a consequence of (3.2)
and the Grothendieck Theorem for 23 -nuclear operators (see (1.7)). 
We observe that the equation relating s, r, p as 1s =
1
r − |12 − 1p | for (3.3) corresponds in the case s = 1
to 1r = 1 + |12 − 1p |. In such case the series of eigenvalues converges absolutely. In general this property does 
not guarantee that the Grothendieck–Lidskii formula holds. However, recently in [26] Latif and Reinov have 
proved that if r and p are related by 1r = 1 +|12 − 1p |, then the Grothendieck–Lidskii formula holds. Of course, 
the relevant situation is when r moves along the interval [ 23 , 1]. If r ∈ (23 , 1) there exist two corresponding 
values of p solving the equation 1r = 1 + |12 − 1p | the ﬁrst one with p < 2 and the other one with p > 2. 
Additionally, we can incorporate the symbol in relation with the Grothendieck–Lidskii formula as in (3.4). 
Summarising we have:
Corollary 3.2. Let 0 < r ≤ 1 and 1 ≤ p < ∞ such that 1r = 1 + |12 − 1p |. Let A : C∞L (M) → C∞L (M) be a 
continuous linear operator with L-symbol σA such that∑
ξ∈I
‖σA(·, ξ)uξ(·)‖rLp‖vξ‖rLq < ∞. (3.7)
Then A is r-nuclear from Lp(M) to Lp(M) and the equality (3.4) holds.
Proof. The r-nuclearity follows from Theorem 3.1. The identity follows from the aforementioned main 
theorem of [26] and (3.2). 
We also record the following condition for operators with x-independent L-symbols (i.e. for L-Fourier 
multipliers). Indeed, if the symbol does not depend on x, we have
‖σA(ξ)uξ(·)‖rLp2 = |σA(ξ)|r‖uξ‖rLp2
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Corollary 3.3. Let 0 < r ≤ 1 and 1 ≤ p1, p2 < ∞ with q1 such that 1p1 + 1q1 = 1. Let A : C∞L (M) → C∞L (M)
be an L-Fourier multiplier with L-symbol σA such that
∑
ξ∈I
|σA(ξ)|r‖uξ‖rLp2 ‖vξ‖rLq1 < ∞. (3.8)
Then A is r-nuclear from Lp1(M) to Lp2(M). Moreover, if p = p1 = p2, then
Tr(A) =
∑
ξ∈I
σA(ξ) =
∞∑
j=1
λj(A), (3.9)
where the sum of the eigenvalues λj(A) of A is made taking multiplicities into account.
Proof. The r-nuclearity follows from Theorem 3.1 as well as parts (i) and (ii), taking into account that
Tr(A) =
∑
ξ∈I
σA(ξ)
∫
M
uξ(x)vξ(x)dx =
∑
ξ∈I
σA(ξ),
by the biorthogonality assumption. The second equality in (3.9) holds in view of the following
Remark 3.4. 
Remark 3.4. We note from formula (3.9) that it holds for nuclear operators (r = 1) on any Lp-space, 
1 ≤ p < ∞. This is not the case in general for non-invariant operators (that is, the operators which are 
not L-Fourier multipliers) in (3.4) and in Corollary 3.3 where we assumed the relation 1r = 1 + |12 − 1p | to 
hold. This is due to the fact that since σA does not depend on x, from formula (2.22) we actually have that 
σA(ξ) is the eigenvalue of the compact (since it is nuclear) operator A with the eigenfunction uξ, see also 
Remark 2.17. Therefore, the second equality in (3.9) always holds.
We now consider the special case of Schatten classes. Since in our setting the eigenfunctions of L are 
not necessarily orthogonal, it is convenient for us to take advantage of the notion of r-nuclearity in Banach 
spaces instead of the usual properties characterising Schatten classes in terms of orthonormal bases. First, 
we establish a couple of preliminary properties.
The following proposition is the corresponding Parseval identity for the L-Fourier transform:
Proposition 3.5. Let f, g ∈ L2(M). Then f̂ , ̂g ∈ 
2L and
(f, g)L2 =
∑
ξ∈I
f̂(ξ)ĝ∗(η) =: (f̂ , ĝ)2L , (3.10)
the latter inner product deﬁning a Hilbert space 
2L(I).
Proof. The fact that f̂ , ̂g ∈ 
2L follows similar to Proposition 6.1 from [30]. By the Fourier inversion formula 
(2.13) and (2.15), we have
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∑
ξ∈I
f̂(ξ)uξ,
∑
ξ∈I
ĝ∗(η)vη)
=
∑
ξ∈I
f̂(ξ)ĝ∗(ξ) = (f̂ , ĝ)2L ,
and the proof is complete. 
Proposition 3.6. If A is an L-Fourier multiplier by σA(ξ), then A∗ is an L∗-Fourier multiplier by σA(ξ).
Proof. First by (3.10) we write
(Af, g)L2 =
∑
ξ∈I
Âf(ξ)ĝ∗(ξ) =
∑
ξ∈I
σA(ξ)f̂(ξ)ĝ∗(ξ) =
∑
ξ∈I
f̂(ξ)σA(ξ)ĝ∗(ξ).
On the other hand
(Af, g)L2 = (f,A∗g)L2 =
∑
ξ∈I
f̂(ξ)Â∗g∗(ξ).
Therefore
Â∗g∗(ξ) = σA(ξ)ĝ∗(ξ),
i.e. A∗ is an L∗-Fourier multiplier by σA(ξ). 
In the following we will be looking at the membership of operators in the Schatten classes on L2(M). 
Conditions for the L2(M)-boundedness of operators in terms of their global symbols have been obtained 
in [30]. In the case of L-Fourier multipliers, these conditions simplify, and the boundedness of the L-symbol 
if enough, namely, if supξ∈I |σA(ξ)| < ∞ then A is bounded on L2(M).
As a consequence of the preceding nuclearity considerations, we now give criteria for operators to belong 
to the Schatten classes Sr(L2(M)) and we refer to Remark 3.8 for a further discussion.
Corollary 3.7. Let A : C∞L (M) → C∞L (M) be an L-Fourier multiplier with L-symbol σA. Then we have the 
following properties:
(i) If 0 < r ≤ 1 and ∑
ξ∈I
|σA(ξ)|r < ∞, (3.11)
then A belongs to the Schatten class Sr(L2(M)).
(ii) If LM is self-adjoint and 0 < r < ∞, then A ∈ Sr(L2(M)) if and only if (3.11) holds.
Proof. (i) We will prove that under condition (3.11) the operator A is r-nuclear on L2(M). Then the result 
will follow from the Oloﬀ’s equivalence (1.5) that holds in the setting of Hilbert spaces.
By Corollary 3.3 applied to the case p1 = p2 = 2 and the fact that ‖uξ‖L2 = ‖vξ‖L2 = 1, we obtain∑
ξ∈I
|σA(ξ)|r‖uξ‖rL2‖vξ‖rL2 =
∑
ξ∈I
|σA(ξ)|r < ∞. (3.12)
Hence, A is r-nuclear from L2(M) into L2(M).
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the case r = 2 of Hilbert–Schmidt operators we note that, by the Plancherel identity in Proposition 3.5 and 
the well known characterisation of Hilbert–Schmidt class in terms of orthonormal bases, we have
‖A‖2S2 =
∑
ξ∈I
‖Auξ‖2L2 =
∑
ξ∈I
‖FL(Auξ)‖22L
=
∑
ξ∈I
|σA(ξ)|2‖FL(uξ)‖22L =
∑
ξ∈I
|σA(ξ)|2‖uξ‖2L2
=
∑
ξ∈I
|σA(ξ)|2.
On the other hand, since L is self-adjoint and by Proposition 3.6, A∗ is an L∗-Fourier multiplier by σA(ξ). 
Hence A∗A is also an L-Fourier multiplier with symbol σA∗A(ξ) = |σA(ξ)|2. Since A∗A is a positive operator, 
more generally we have σ|A|2s(ξ) = |σA(ξ)|2s for all s ∈ R.
Therefore
‖A‖rSr = ‖|A|‖rSr = ‖|A|
r
2 ‖2S2 =
∑
ξ∈I
σ|A| r2 (ξ)
2 =
∑
ξ∈I
|σA(ξ)|r,
completing the proof. 
Remark 3.8. When studying Schatten classes for multipliers directly from the deﬁnition, the problem of 
understanding the composition A∗A arises. Even in the simplest case of an L-Fourier multiplier A, we 
note the diﬃculty since A∗ is an L∗-Fourier multiplier, but not necessarily an L-Fourier multiplier. This 
observation explains why the method of studying Schatten classes via the notion of r-nuclearity on Banach 
spaces is more appropriate in this case. Corollary 3.7 gives a taste of it. The diﬀerence between two parts 
of Corollary 3.7 is that if LM is not self-adjoint, the operator AA∗ is not an L-Fourier multiplier, and its 
symbol involves a more complicated symbolic calculus, as developed for general operators in [30].
We now consider an example in the case of L-Fourier multipliers. According to Deﬁnition 2.15, it is clear 
that L itself is an L-Fourier multiplier. Indeed, if f ∈ C∞L (M), by (2.13) we obtain
Lf(x) =
∑
ξ∈I
Luξ(x)f̂(ξ) =
∑
ξ∈I
λξuξ(x)f̂(ξ).
Hence σL(ξ) = λξ.
Now, if −L is a positive operator, i.e. if all eigenvalues satisfy −λξ ≥ 0 for all ξ ∈ I (thinking of an 
example L = Δ the Laplacian), the operator I −L is strictly positive and we can deﬁne (I −L)−s for every 
real s > 0. The operator (I − L)− sm is an L-Fourier multiplier and σ(I−L)− sm (ξ) = (1 − λξ)−
s
m ∼= 〈ξ〉−s.
Hence, by Corollary 3.7 (i) and under Assumption (2.2) on the exponent s0, we obtain:
Corollary 3.9. Assume that −L is positive and let 0 < r ≤ 1. Then (I − L)− sm ∈ Sr(L2(M)) for s > s0r .
We now derive some consequences when bounds on the biorthogonal system are available. We will assume 
that there exist constants C1, C2, ν1, ν2 > 0 such that
‖uξ‖L∞(M) ≤ C1〈ξ〉ν1 and ‖vξ‖L∞(M) ≤ C2〈ξ〉ν2 . (3.13)
We will also require the following lemma:
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‖uξ‖Lq(M) ≤
{
(C1〈ξ〉ν1)1− 2q , 2 ≤ q ≤ ∞,
|M | 1q − 12 , 1 ≤ q ≤ 2. (3.14)
The analogous inequalities hold for ‖vξ‖Lq(M) with C2 and ν2 instead of C1 and ν1, respectively, in the 
above inequalities, namely,
‖vξ‖Lq(M) ≤
{
(C2〈ξ〉ν2)1− 2q , 2 ≤ q ≤ ∞,
|M | 1q − 12 , 1 ≤ q ≤ 2. (3.15)
Proof. If q = ∞, the inequality (3.14) is the same as (3.13). If 2 ≤ q < ∞ we apply the inequality
‖f‖Lq ≤ ‖f‖
q−2
q
L∞ ‖f‖
2
q
L2 .
Then
‖uξ‖Lq(M) ≤ ‖uξ‖
q−2
q
L∞ ≤ (C1〈ξ〉ν1)1−
2
q .
Finally, for 1 ≤ q ≤ 2, using Hölder’s inequality, we get
‖uξ‖qLq(M) =
∫
M
|uξ(y)|qdy ≤
⎛⎝∫
M
1dy
⎞⎠1−
q
2
⎛⎝∫
M
|uξ(y)|q 2q dy
⎞⎠
q
2
≤ |M |1− q2 .
This implies (3.14), with the proof of (3.15) being completely analogous. 
Under the assumption of (3.13) for the biorthogonal system we have:
Theorem 3.11. Let 0 < r ≤ 1 and let A : C∞L (M) → C∞L (M) be a continuous linear operator with L-symbol 
σA such that |σ(x, ξ)| ≤ γ(ξ) for all (x, ξ) and some function γ : I → [0, ∞). Then we have the following 
properties:
(i) If 1 ≤ p1 ≤ 2, 2 ≤ p2 < ∞, and ∑
ξ∈I
(〈ξ〉ν1(1− 2p2 )+ν2( 2p1 −1)γ(ξ))r < ∞,
then A is r-nuclear from Lp1(M) to Lp2(M).
(ii) If 2 ≤ p2 < ∞ and ∑
ξ∈I
(〈ξ〉ν1(1− 2p2 )γ(ξ))r < ∞,
then A is r-nuclear from Lp1(M) to Lp2(M) for all 2 ≤ p1 < ∞.
(iii) 1 ≤ p1 ≤ 2 and ∑
ξ∈I
(〈ξ〉ν2( 2p1 −1)γ(ξ))r < ∞,
then A is r-nuclear from Lp1(M) to Lp2(M) for all 1 ≤ p2 ≤ 2.
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ξ∈I
γ(ξ)r < ∞,
then A is r-nuclear from Lp1(M) to Lp2(M) for all 2 ≤ p1 < ∞ and all 1 ≤ p2 ≤ 2.
Proof. We write gξ(x) := uξ(x)σA(x, ξ), hξ(y) := vξ(y) for the decomposition of the kernel of A as in the 
proof of Theorem 3.1. We are just going to prove (i), the other statements can be argued in a similar way. 
Let us ﬁx q1 such that 1p1 +
1
q1
= 1.
We note that, by using (3.13) and Lemma 3.10 for p2, q1 respectively we obtain
‖gξ‖rLp2 ‖hξ‖rLq1 ≤ (γ(ξ)〈ξ〉ν1(
p2−2
p2
)+ν2( q1−2q1 ))r.
Since q1−2q1 = 1 − 2q1 = 1 − 2(1 − 1p1 ) = 2p1 − 1, the r-nuclearity of A then follows from Theorem 3.1. 
A case where the situation above arises is when we have a bound for the symbol σA of the type:
|σA(x, ξ)| ≤ C〈ξ〉−s, (3.16)
for some suitable positive constants C, s.
In the corollary below we consider the case p = p1 = p2, in which case we have:
Corollary 3.12. Let 0 < r ≤ 1 and let A : C∞L (M) → C∞L (M) be a continuous linear operator with L-symbol 
σA such that (3.13) and (3.16) hold. Then we have the following properties:
(i) If 2 ≤ p < ∞ and s ≥ ν1(p−2p ) + s0r , so that∑
ξ∈I
〈ξ〉(ν1( p−2p )−s)r < ∞,
then A is r-nuclear from Lp(M) into Lp(M).
(ii) If 1 ≤ p ≤ 2 and s ≥ ν2( 2p − 1) + s0r , so that∑
ξ∈I
〈ξ〉(ν2( 2p −1)−s)r < ∞,
then A is r-nuclear from Lp(M) to Lp(M).
(iii) If additionally in (i) or (ii) we have r ≤ 23 then (3.4) holds.
(iv) If additionally in (i) or (ii) we have 1r = 1 + |12 − 1p |, then (3.4) holds.
Proof. (i) We set q such that 1p +
1
q = 1. We note that for γ(ξ) = C〈ξ〉−s with C, s as in (3.16) and taking 
into account (2.2) we obtain∑
ξ∈I
(〈ξ〉ν1(1− 2p )γ(ξ))r = Cr
∑
ξ∈I
〈ξ〉(ν1( p−2p )−s)r < ∞
provided that ν1(p−2p )r − sr ≤ −s0. The r-nuclearity of A follows now from part (ii) of Theorem 3.11.
The proof of (ii) can be deduced from (iii) of Theorem 3.11 in a similar way.
The part (iii) follows analogously as for (3.4) and (iv) follows analogously to the corresponding argument 
for Corollary 3.2. 
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In this section we consider special cases of boundary value problems LM , for the manifold M = [0, 1]n. 
These provide some examples of problems where our method is applicable and show how to apply it in 
similar settings.
4.1. Non-periodic boundary conditions
We start with the case of L = O(n)h which we now deﬁne. The operator O
(n)
h is a natural extension of 
the one-dimensional operator O(1)h considered in detail in [30,19], and an extension of the setting of periodic 
operators to the non-periodic setting.
We ﬁrst formulate a characterisation of Hilbert–Schmidt operators in terms of the O(n)h -symbols. For the 
sake of clarity we will write Lh instead of O(n)h . We brieﬂy recall the basic facts about Lh.
We set M = Ω for Ω = (0, 1)n and
Rn+ := {h = (h1, . . . , hn) ∈ Rn : hj > 0 for every j = 1, . . . , n}.
For h ∈ Rn+, the operator Lh on Ω is deﬁned by
Lh = Δ =
n∑
j=1
∂2
∂x2j
, (4.1)
together with the boundary conditions (BC):
hjf(x)|xj=0 = f(x)|xj=1, hj
∂f
∂xj
(x)|xj=0 =
∂f
∂xj
(x)|xj=1, j = 1, . . . , n, (4.2)
and the domain
D(Lh) = {f ∈ L2(Ω) : Δf ∈ L2(Ω) : f satisﬁes (4.2)}.
In order to describe the corresponding biorthogonal system, we ﬁrst note that since b0 = 1 for all b > 0, 
we can deﬁne 00 = 1. In particular we write
hx = hx11 · · ·hxnn =
n∏
j=1
h
xj
j
for x ∈ [0, 1]n. Then, the system of eigenfunctions of the operator Lh is
{uξ(x) = hx exp(i2πξx), ξ ∈ Zn}
and the conjugate system is
{vξ(x) = h−x exp(i2πξx), ξ ∈ Zn},
where ξx = ξ1x1 + ... + ξnxn. Note that uξ(x) =
n∏
j=1
uξj (xj), where uξj (xj) = h
xj
j exp(i2πξjxj).
We can now write an operator A on C∞L (Ω) in terms of its Lh-symbol in the following way:h
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∑
ξ∈Zn
∫
Ω
uξ(x)vξ(y)σA(x, ξ)f(y)dy,
where uξ(x) = hx exp(i2πξx), vξ(y) = h−y exp(i2πξy), and where we have renumbered ξ taking it in Zn
instead of N0. Of course, such a renumbering does not change any essential properties of operators and their 
symbols, but is more in resemblance of the toroidal analysis in [29]. We denote
h
(min)
j := min{1, hj}, h(max)j := max{1, hj},
for every j = 1, . . . , n.
Unless h = 1, the problem LΩ and its boundary conditions (BC) are not self-adjoint. In particular, 
it means that in general, we can not consider compositions like AA∗ on the domains of these operators. 
However, we can note that the spaces C∞L (Ω) and C∞L∗(Ω) are dense in L2(Ω), and the usual test function 
space C∞0 (Ω) is dense in these test-functions as well. In order to avoid such technicalities at this point, 
in theorem below we can deﬁne the operator Hilbert–Schmidt norm ‖A‖HS as (
∫
Ω
∫
Ω |KA(x, y)|2dxdy)1/2, 
where KA(x, y) is the Schwartz integral kernel of the operator A. This may be viewed as a natural extension 
of the well-known property for problems without boundary conditions. Otherwise, it is not restrictive to 
assume that A is a bounded compact operator on L2(Ω) in which case such questions do not arise.
The purpose of the following statement is to express the membership of an operator in the Hilbert–
Schmidt class in terms of its global symbols, and to emphasise the dependence of this norm on the parameter 
h entering the boundary conditions.
Theorem 4.1. Let h ∈ Rn+. Let A : C∞Lh(Ω) → C∞Lh(Ω) be a continuous linear operator with Lh-symbol σA. 
Then A is a Hilbert–Schmidt operator if and only if∫
Ω
∑
ξ∈Zn
|σA(x, ξ)|2dx < ∞. (4.3)
Moreover,
‖A‖HS =
⎛⎝∫
Ω
∑
ξ∈Zn
|(FTnh(·)) ∗ σA(x, ·)(ξ)|2dx
⎞⎠ 12 ,
where
(FTnh(·)) ∗ σA(x, ·)(ξ) =
∑
η∈Zn
(FTnh(·))(ξ − η)σA(x, η) (4.4)
and (FTnh(·))(ξ) =
∫
Ω
e−i2πξzhzdz. In particular,
Cmin(h)
⎛⎝∫
Ω
∑
ξ∈Zn
|σA(x, ξ)|2dx
⎞⎠1/2 ≤ ‖A‖HS ≤ Cmax(h)
⎛⎝∫
Ω
∑
ξ∈Zn
|σA(x, ξ)|2dx
⎞⎠1/2 ,
where Cmin(h) =
n∏
j=1
h
(min)
j and Cmax(h) =
n∏
j=1
h
(max)
j .
Proof. First we observe that the kernel KA(x, y) can be written in the form
J. Delgado et al. / J. Math. Pures Appl. 107 (2017) 758–783 779KA(x, y) =
∑
ξ∈Zn
uξ(x)vξ(y)σA(x, ξ)
=
∑
ξ∈Zn
hx exp(i2πξx)h−y exp(−i2πξy)σA(x, ξ)
= hx−y
∑
ξ∈Zn
ei2πξ(x−y)σA(x, ξ).
Hence
KA(x, x − z) = hz
∑
ξ∈Zn
ei2πξzσA(x, ξ) = hzF−1Tn σA(x, ·)(z).
We also note that
(FTnh(·)) ∗ σA(x, ·)(ξ) =
∑
η∈Zn
(FTnh(·))(η)σA(x, ξ − η)
=
∑
η∈Zn
(FTnh(·))(ξ − η)σA(x, η).
Therefore ∫
Ω
∫
Ω
|KA(x, x − z)|2dxdz =
∫
Ω
∫
Ω
|hzF−1
Tn
σA(x, ·)(z)|2dxdz (4.5)
=
∫
Ω
∫
Ω
|F−1
Tn
((FTnh(·)) ∗ σA(x, ·))(z)|2dxdz
=
∫
Ω
∑
ξ∈Zn
|(FTnh(·)) ∗ σA(x, ·)(ξ)|2dx.
Then, the Hilbert–Schmidt norm of A is given by
‖A‖2HS =
∫
Ω
∑
ξ∈Zn
|(FTnh(·)) ∗ σA(x, ·)(ξ)|2dx,
with (FTnh(·)) ∗ σA(x, ·)(ξ) =
∑
η∈Zn
(FTnh(·))(ξ − η)σA(x, η).
On the other hand, since the function hx : [0, 1]n → R is continuous, the numbers Cmin =
n∏
j=1
h
(min)
j , 
Cmax =
n∏
j=1
h
(max)
j are well deﬁned. By (4.5) we obtain
C2min
∫
Ω
∫
Ω
|F−1
Tn
σA(x, ·)(z)|2dxdz ≤ ‖A‖2HS ≤ C2max
∫
Ω
∫
Ω
|F−1
Tn
σA(x, ·)(z)|2dxdz.
By the usual Plancherel identity on Tn we have∫
Ω
∑
ξ∈Zn
|σA(x, ξ)|2dx =
∫
Ω
∫
Ω
|F−1
Tn
σA(x, ·)(z)|2dxdz,
which concludes the proof. 
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(FTnh(·)) ∗ σA(x, ·)(ξ) = σA(x, ξ).
Thus the theorem above recovers the well known characterisation of Hilbert–Schmidt operators in terms 
of the square integrability of the symbol. Again, for h = 1 the following results fall in the framework 
of the nuclearity properties of operators on compact Lie groups which have been analysed in [8]. The 
pseudo-diﬀerential calculus in this case coincides with the toroidal pseudo-diﬀerential calculus of operators 
on the tori developed in [29], see also [28].
We shall now establish some results in relation with the nuclearity.
Theorem 4.3. Let 0 < r ≤ 1, 1 ≤ p1, p2 < ∞, h ∈ Rn+, and let A : C∞Lh(Ω) → C∞Lh(Ω) be a continuous linear 
operator with Lh-symbol σA. If ∑
ξ∈Zn
‖σA(·, ξ)‖rLp2 (Ω) < ∞,
then A is r-nuclear from Lp1 to Lp2 for all p1 with 1 ≤ p1 < ∞. Moreover, the r-nuclear quasi-norm 
satisﬁes
nrr(A) ≤ Crh
∑
ξ∈Zn
‖σA(·, ξ)‖rLp2 (Ω),
where Ch is a positive constant which only depends on h.
Proof. From the proof of Theorem 4.1 we use the formula for the kernel KA(x, y) of A to get
KA(x, y) =
∑
ξ∈Zn
hx exp(i2πξx)h−y exp(−i2πξy)σA(x, ξ)
=
∑
ξ∈Zn
αξ(x)βξ(y),
where αξ(x) = hx exp(i2πξx)σA(x, ξ) and βξ(y) = h−y exp(−i2πξy).
We put q1 such that 1p1 +
1
q1
= 1 and observe that
‖αξ‖rLp2 ≤
⎛⎝∫
Ω
|hx|p2 |σA(x, ξ)|p2dx
⎞⎠ rp2 ≤ (C ′h)r
⎛⎝∫
Ω
|σA(x, ξ)|p2dx
⎞⎠ rp2 ,
where C ′h = max{1, h1, h2, · · · , hn}. On the other hand
‖βξ‖rLq1 ≤
⎛⎝∫
Ω
|h−y|q1dx
⎞⎠ rq1 ≤ (C˜h)r,
where C˜h = max{1, h−11 , h−12 , · · · , h−1n }.
Therefore
∑
ξ∈Zn
‖αξ‖rLp2 ‖βξ‖rLq1 ≤ Crh
∑
ξ∈Zn
⎛⎝∫ |σA(x, ξ)|p2dx
⎞⎠ rp2 ,Ω
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the quasi-norm is an immediate consequence of its deﬁnition and the estimation above. 
In the particular case of p = 2 we obtain the following corollary for Schatten classes.
Corollary 4.4. Let 0 < r ≤ 1, h ∈ Rn+, and let A : C∞Lh(Ω) → C∞Lh(Ω) be a continuous linear operator with 
Lh-symbol σA such that ∑
ξ∈Zn
‖σA(·, ξ)‖rL2 < ∞.
Then A ∈ Sr(L2) and the Schatten quasi-norm satisﬁes
‖A‖rSr ≤ Crh
∑
ξ∈Zn
‖σA(·, ξ)‖rL2 .
Example 4.5. In particular, from Corollary 3.9, with any s0 > n, we have
(I − Lh)− s2 ∈ Sr(L2(Ω)),
provided that sr > n, 0 < r ≤ 1.
In general for the notion of L-Fourier multipliers we note that, in the case of L = Lh we have:
Proposition 4.6. Let P (D) =
∑
|α|≤m
aα∂
α be a partial diﬀerential operator with constants coeﬃcients on 
Ω = (0, 1)n, then P (D) is an Lh-Fourier multiplier for any h ∈ Rn+.
Proof. We write A = P (D). Since σA(x, ξ) = uξ(x)−1P (D)uξ(x), the Lh-symbol of A is given by
σA(x, η) = h−xe−2πixηP (D)(hxe2πixη).
It is not diﬃcult to see that
P (D)(hxe2πixη) =
∑
|α|≤m
aαbα(h, η)e2πixη,
where bα(h, η) is some polynomial in η of degree ≤ |α|.
Therefore, σA(ξ) =
∑
|α|≤m
aαbα(h, ξ) and A = P (D) is an Lh-Fourier multiplier. 
It follows from the deﬁnition of L-Fourier multipliers that the class of L-Fourier multipliers is closed under 
compositions. Thus, compositing invariant operators from Proposition 4.6 with e.g. powers (I − Lh)−s we 
can obtain many examples of Lh-Fourier multipliers of diﬀerent orders.
4.2. Non-local boundary condition
Given the information on the model boundary value problem similar conclusions can be drawn for other 
operators. We brieﬂy give another example of a non-local boundary condition, see [30, Example 2.4] or [17]
for more details and proofs of the following spectral properties that we now summarise. We now consider 
M = [0, 1] and the operator L = −i d on M˚ = Ω = (0, 1) with the domaindx
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⎧⎨⎩f ∈ W 12 [0, 1] : af(0) + bf(1) +
1∫
0
f(x)q(x)dx = 0
⎫⎬⎭ ,
where a = 0, b = 0, and q ∈ C1[0, 1]. We assume that a + b + ∫ 10 q(x)dx = 1 so that the inverse L−1 exists 
and is bounded. The operator L has a discrete spectrum and its eigenvalues can be enumerated so that
λj = −i ln(−a
b
) + 2jπ + αj , j ∈ Z,
and for any  > 0 we have 
∑
j∈Z |αj |1+	 < ∞. If mj denotes the multiplicity of the eigenvalue λj, then 
mj = 1 for suﬃciently large |j|. The system of extended eigenfunctions
ujk(x) =
(ix)k
k! e
iλjx : 0 ≤ k ≤ mj − 1, j ∈ Z, (4.6)
of the operator L is a Riesz basis in L2(0, 1), and its biorthogonal system is given by
vjk(x) = lim
λ→λj
1
k!
dk
dλk
⎛⎝ (λ − λj)mj
Δ(λ) (ibe
iλ(1−x) + i
1∫
x
eiλ(t−x)q(t)dt)
⎞⎠ ,
0 ≤ k ≤ mj − 1, j ∈ Z, where Δ(λ) = a + beiλ +
∫ 1
0 e
iλxq(x)dx. It can be shown that eigenfunctions eiλjx
satisfy ∑
j∈Z
‖eiλjx − ei2πjx‖2L2(0,1) < ∞. (4.7)
In particular, this implies that modulo ﬁnitely many elements, the system (4.6) is a WZ-system. Moreover, 
it follows that modulo terms for ﬁnitely many j, operators in Proposition 4.6 are L-Fourier multipliers. 
In view of the indexing notation in (4.6) it is convenient to adjust accordingly the indexing for the whole 
analysis.
Now, as mentioned above it is possible to take j0 ∈ N large enough so that mj = 1 for |j| ≥ j0. Denoting
by P|j|<j0 and P|j|≥j0 the spectral projections to [0, j0) and [j0, ∞), respectively, so that Puj,k = uj,k
for all |j| < j0 and 0 ≤ k ≤ mj − 1, and Puj,0 = uj,0 for all |j| ≥ j0, we have P|j|<j0 + P|j|≥j0 = I
and we can decompose any linear (and suitably continuous) operator as A = AP|j|<j0 + AP|j|≥j0 . 
Now, using the decomposition f =
∑
j∈Z
∑mj−1
k=0 f̂(j, k)uj,k, with f̂(j, k) = (f, vjk)L2(0,1), the operator
AP|j|<j0f =
∑j0−1
j=−j0+1
∑mj−1
k=0 f̂(j, k)Auj,k is a ﬁnite sum and hence belongs to all Schatten classes 
and satisﬁes nuclearity properties of any order. On the other hand, the operator AP|j|≥j0 has simple 
eigenfunctions and its analysis is the same as that carried out in Section 4.1, so we can omit the details.
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