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A quality attribute (QA) is a characteristic that affects the quality of software
systems [2]. The quality of a software system is the degree to which software pos-
sesses a desired combination of attributes such as usability, security, performance,
energy efficiency, persistence, confidentiality, reliability, and scalability. The list of
documented QAs is very long and they can affect the design, run-time behavior,
and user experience of a software system. Quality attributes must be well under-
stood and articulated from the early stages of the development process. Indeed,
QAs play a critical role in the architecture elicitation phase, serving as selection
criteria to choose from among a great number of alternative designs and ultimate
implementations.
All but the most trivial application have non-functional requirements (NFRs)
that can be expressed in terms of quality attribute requirements [3]. In some
domains the fulfillment of QAs is even more critical that addressing functional
requirements. For example, in embedded systems time or safety issues may be of
great importance and their modeling has even bigger complexity than functional
requirements modeling. Even so, some QAs actually describe behavioral properties
(e.g., security, usability) and should be treated the same way as functional require-
ments [4]. For instance, to satisfy the security QA, applications must include an
encryption component that modifies the system behavior to provide confidential-
ity. The association of a function (e.g., the encryption of a message) to a goal
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Figure 1.1: Definitions and classification of the terminology used in this thesis for
quality attributes.
sense that the function specifies how a goal can be made operational [5]. This
thesis introduces the concept of Functional Quality Attribute (FQA) as the spe-
cific functionality that is incorporated into the application to fulfill the desired
QAs, as it describes the functional behavior needed to satisfy specific QAs [6]. For
FQAs the operationalization is encapsulated in a distinct set of additional com-
ponents. Examples of FQAs are encryption to satisfy confidentiality, hashing to
satisfy integrity, authentication to satisfy access control, caching to improve per-
formance, storage to satisfy persistence, and logging and contextual help to satisfy
usability. In contrast, in this thesis, we use the term non-functional QAs or non-
functional properties (NFPs) for those QAs related to non-functional requirements
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that cannot be directly mapped to functional software components, but they can
be mapped to architectural or implementation decisions. Examples of NFPs are
performance, energy efficiency, memory footprint, and cost. Figure 1.1 clarifies the
terminology used in this thesis. Note that QAs can be composed by many other
concerns or QAs. Security, for example, is composed of confidentiality, integrity,
access control, and authentication, among others concerns.
The kind of functionality described by the FQAs has some particular proper-
ties, which differentiate it from the base functionality of the application. First,
FQAs are recurrent that means they are normally required and can be reused in
several different applications. Despite this, each application may require a differ-
ent variant or configuration of the FQA. While one application may require the
authentication and encryption FQAs to satisfy the security concerns, another ap-
plication may need the non-repudiation or hashing FQAs to satisfy the security
concerns. Moreover, each FQA is also composed by many different functional-
ity concerns (e.g., algorithms, implementation parameters, etc.). For example, to
incorporate encryption in an application, a particular encryption algorithm, key
length, block cipher mode of operation, and padding need to be selected.
Second, FQAs have dependencies relationships between them. A dependency
(or interaction) is a relationship in which one FQA’s concern uses or depends on
another FQA’s concern to satisfy a QA requirement. Dependencies can be found
between concerns of the same FQA (called intraFQA-dependencies) or between
concerns of different FQAs (called interFQA-dependencies). An example of an
intraFQA-dependency is confidentiality that depends on encryption to ensure that
all the information is encrypted and cannot be obtained by third persons; or a
particular block cipher mode of operation that can only be used with specific
encryption algorithms. An example of an interFQA-dependency is the contextual
help FQA that to satisfy the usability QA requires the authentication FQA from
security to be able to offer customized help based on the user’s previous experience
with a given application.
To summarize, there is much variability in FQAs and different dependency lev-
els, and thus, modeling FQAs is a very complex task. Certainly, modeling FQAs
can be seen as modeling a “family of products” in the sense used in Software
Product Line (SPL) approaches [7]. In the context of FQAs, a “product configu-
5
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ration” is the subset of FQAs’ concerns that satisfy the quality requirements of a
particular application (e.g., security, persistence, error handling). In addition, the
components of the FQAs that are required into the application to satisfy the QAs
often affect other non-functional QAs (NFPs) such as the performance and en-
ergy efficiency of the system. These NFPs usually compete and conflict with each
other. For example, using the greenest implementation of a functional component
reduces the energy consumption, but can penalize system performance. Therefore,
if a system requires to optimize both energy efficiency and performance QAs, a
compromised solution is needed. Indeed, the desired quality degree to accomplish
in terms of NFPs (energy efficiency, performance) will, in turn, strongly influence
the achievement of FQAs that describe behavioral properties (e.g., security, us-
ability). It is very important to investigate the relationships between FQAs and
NFPs jointly. Finding the optimum configuration of the FQAs that satisfies all
the application’s requirements and that additionally takes into account NFPs is
a difficult and error-prone task to carry out manually. We define an usage model
for each FQA (e.g., encryption) as part of the variability model of the FQAs. The
usage model includes the set of variables and parameters of each FQA (e.g., the
encryption algorithms, operation mode, key length) that can affect NFPs. This
model allows application developers to analysis the relationships between FQAs
and NFPs, by instantiating it with the variable values (e.g., size of the object to
be encrypted) according to the part of the application where the FQA is required.
Another difficulty of modeling FQAs is that most FQAs are crosscutting con-
cerns, the behavior of which is tangled and/or scattered with the base behavior of
the applications being affected by them. For instance, security needs to be usually
ensured in different points of an application. In particular, an FQA may entail the
incorporation of several additional components in different places such as encryp-
tion that requires a place where to integrate the encrypt functionality to encrypt
the data, and another place where to decrypt the same data — i.e., encryption is
scattered among different components of the applications. Also, a component may
need to be both secure and persistent, therefore security and persistence FQAs
are tangled in the same component of the base application. One software technol-
ogy broadly used to cope with crosscutting concerns is Aspect-Oriented Software
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Development (AOSD)1 [8], where crosscutting concerns are modeled in separated
entities (i.e., the aspects) that are then “woven” (i.e., composed) with the compo-
nents of an application in such a way that the core components are oblivious to
them2. This means that the core components are not aware of where/how/when
crosscutting concerns are incorporated. Using AOSD, FQAs can be developed
separately from the applications, customized according to the specific application
requirements, and incorporated into the application in a non-invasive way. This
is possible because the definition of the FQAs are independent from the applica-
tions that required them (e.g., the implementation of an encryption algorithm is
independent from the application that uses it). Modeling FQAs separately from
the base application has many advantages: reusability, less coupled architectures,
facilitating maintenance, and improving evolution. Finally, FQAs can evolve in
the future. First, QAs requirements of the applications can change over time
and this implies to update the previous configurations of FQAs deployed within
the applications. Second, frameworks and libraries that provide implementations
of FQAs are continuously evolving and updating their technologies in order to
be competitive in the market: new authentication methods (e.g., social network
identity authentication, biometrics) or novel persistence techniques (e.g., shard-
ing databases, affinity groups) frequently appear. This implies that the “family
of FQAs” needs to be upgraded with the new features, and thus, the deployed
configurations of FQAs need to be updated accordingly.
To address all the aforementioned problems, in this thesis we propose WeaFQAs,
an Aspect-Oriented Software Product Line (AO-SPL) approach to manage FQAs,
including their modeling and customization separately from the applications, and
the later incorporation into the applications by combining the benefits provided
by several technologies: Software Product Lines (SPLs), Aspect-Oriented Software
Development (AOSD) and Model-Driven Development (MDD).
1http://aosd.net/







This section presents the background that is necessary to understand the work
presented in this thesis. Concretely, we introduce the main concepts of Software
Product Lines (Section 2.1), including the existing techniques to model variability,
with special emphasis on the Common Variability Language. We also describe
the main technologies used in the thesis: Aspect-Oriented Software Development
(Section 2.2), and Model-Driven Development (Section 2.3).
2.1 Software Product Lines (SPLs)
A Software Product Line (SPL) is “a set of software-intensive systems that share
a common, managed set of features satisfying the specific needs of a particular
market segment or mission and that are developed from a common set of core
assets in a prescribed way” [7]. A feature is a characteristic or end-user-visible
behavior of a software system. Features are used in SPL engineering to specify and
documenting commonalities and differences of the products, and to guide structure,
reuse, and variation across all phases of the software life cycle. A specific product is
identified by a subset of features, called a feature selection or configuration. Since
not all feature selections are valid and specify meaningful products, there are
constraints on the feature selection, called dependencies, and these dependencies
are modeled explicitly in SPLs.
The classical SPL engineering paradigm separates two processes (Figure 2.1):
9
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Figure 2.1: Overview of the SPL engineering process (taken from [1]).
Domain engineering, and Application engineering [7]. Domain engineering is the
process of analyzing the domain (i.e., an area of knowledge) of an SPL and de-
veloping reusable artifacts. Application engineering is the process of developing a
specific product for the needs of a particular customer. The specific characteris-
tics of SPLs also lead to a separation between problem space and solution space.
The problem space takes the perspective of stakeholders and their problems, re-
quirements, and views of the entire domain and individual products. Features
are domain abstractions that characterize the problem space. The solution space
represents the developer’s and vendor’s perspectives. The solution space is charac-
terized by the terminology of the developer and covers the design, implementation,
validation and verification of features and their combinations in suitable ways to
facilitate systematic reuse.
2.1.1 Variability Modeling
Variability modeling is the main activity of SPLs, where the commonalities and
variabilities of the system are specified. Variability modeling is often realized with
10
three different approaches: (i) expressing the commonality and variability with
feature models (Section 2.1.1.1); (ii) expressing the variability as annotations in
the base model1 (Section 2.1.1.2); and (iii) using a variability language like CVL
(Section 2.1.1.3).
2.1.1.1 Feature Models
The most used variability model is the feature model [9] that has the advantage
of a formal basis. It was first introduced by Kang as part of the Feature-Oriented
Domain Analysis (FODA) in [9]. FODA is a domain analysis method that fo-
cuses on the “features” of the domain’s systems, where a feature is perceived as
an aspect or characteristic of a system that is visible to the end-user. FODA pro-
vides a tree-structural notation to model feature level commonality and variability
graphically (i.e., feature diagrams). Features can be optional or mandatory, and
can have group of features such as or groups or alternative groups (xor). Addi-
tional constraints between features may span large parts of the feature diagrams
and are therefore called cross-tree constraints, and they can be represented either
graphically or textually.
Several extensions of FODA have been proposed: Feature-Oriented Reuse
Method (FORM) [10], FeatureRSEB [11], Generative Programming [12], PLUSS
[13], Cardinality-based feature models [14, 15], and feature diagrams with UML
multiplicities [16, 17], among others.
The main limitation of feature models is that they do not provide a mechanism
to link the common and variable features with the realization artifacts (e.g., com-
ponents of a software architecture, code, etc.), and so they must be supported by a
separate variability language that makes that mapping — i.e., feature traceability.
2.1.1.2 Annotations
An alternative to express variability is expressing it as annotations in the base
model. This means that annotated elements of the base model will become ele-
ments of specific products (or not) according to resolutions of related variability
models. Annotations on the base model can be implemented as extensions to
1The model of the base application on which variability is defined.
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the base modeling language such as the UML profiles with stereotypes [18, 19] or
using C preprocessors [20] at the code level. The advantage of this approach is
that model elements that are subject to variability are clearly marked, while the
disadvantages are that annotations prevent the reuse of both the application core
architecture and the variability model, and that the tool support for automatically
generating all the valid architecture is a long way from being mature enough [1].
2.1.1.3 The Common Variability Language (CVL)
The Common Variability Language (CVL) [21] is a domain-independent language
for modeling variability. Using a separate variability language like CVL allows us
to represent variability in separated models with more than one set of variation
points and resolutions rules expressed for each base model. Base models do not
contain any variability information, which improves the reusability of both the base
models and the variability models. Since in this thesis we use CVL extensively, in
this section we detail the main characteristics of CVL and how it works.
CVL allows the specification and resolution of variability over models defined
in any Meta-Object Facility (MOF)1 compliant language. An overview of the CVL
approach can be seen in Figure 2.2. CVL specifies, in separate models, the vari-
ability that can be applied to a base model. The base model is a model in the
domain language that can be defined using a MOF-based metamodel and does
not contain any information about variability. The variability information is sep-
arately specified in a variability model, according to the CVL metamodel. How
the variability model can be resolved to produce a configured new model from the
base model is described as a feature selections in the resolution models (or config-
uration models). CVL defines an executable engine to automatically (materialize)
a resolved model. The materialization process is in charge of transforming a base
model into a product model by applying the variation points. The resolved model
is a fully configured product model with the variability resolved.
In CVL, the variability model consists of two main parts (Figure 2.3): (1)
an abstract level with variability specifications (VSpecs tree), and (2) a concrete
















































Figure 2.3: CVL variability model.
(features) and can include logical constraints defined in a subset of the Object
Constraint Language (OCL). There are different types of VSpec: Choices (yes/no
decision), Variables (attributes), VClassifiers (clonable features), and Composite
VSpecs (modularization units). Variation points define the points of the base
model that are variable and can be modified during the materialization process.
Variation points also specify how the elements of the base model are modified by
defining specific modifications to be applied by means of model-to-model (M2M)
transformations. The semantics of these transformations is specific to the kind of
variation point. Some of the variation points supported by CVL are the existence of
elements of the base model (ObjectExistence) or the links between them (LinkExis-
tence), the assignment of an attribute’s value (ParametricSlotAssignment), or the
replacement of a set of elements with another set of elements (FragmentSubstitu-
tion). An important type of variation point is the Opaque Variation Point (OVP)
that enables defining new custom model transformations that are not pre-defined
in CVL1. During CVL’s execution, the CVL engine delegates its control to an
M2M engine in charge of executing the transformations defined by the variation
points (as shown in Figure 2.2).
CVL is more suitable for use at the architectural level, since it defines links
between the variability specification and the product line architecture through the
1The complete taxonomy of variation points of CVL is available in [22].
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CVL variation points. The advantages of using CVL are: (i) it is an MOF-based
variability language and this means that any MOF-based architectural language
can be used with the variability information of CVL; (ii) the links between the
variability and base architectural models make it possible to automatically gener-
ate software architecture configurations, ensuring that they fulfill the variability
specification, (iii) the semantic of the CVL variation points can be extended (e.g.,
using the OVP variation point), and (iv) CVL includes the most important char-
acteristics of similar variability models (e.g. feature models) such as cardinality of
variation points, cross-tree constraints, etc. Due to all these advantages there is a
great interest in the SPL community in adopting CVL in their proposals [23, 24].
But, since both the CVL language and its tool support are novel, the effort of
using CVL is currently considerable.
2.2 Aspect-Oriented Software Development
(AOSD)
Aspect-Oriented Software Development (AOSD)1 [8] aims to achieve separation of
crosscutting concerns. A crosscutting is a structural relationship between the rep-
resentation of two concerns. AOSD copes the limitation of the traditional software
technologies (e.g., Object-Oriented Programming, Component-Based Software De-
velopment) to appropriately modularize crosscutting concerns as aspects.
In this way, FQAs are usually extra functional requirements of a system and can
be seen as crosscutting concerns since they are normally tangled and/or scattered
with the core behavior of the application (e.g., security). Incorporating these kinds
of properties directly into the base code within the main functionality of an appli-
cation causes scattered code —- i.e., the specification of a property or functionality
is dispersed in more than one module —- and tangled code —- i.e., a module con-
tains descriptions related with several functional and non-functional properties,
which are intermingled with the base functionality of the module. Crosscutting
concerns appear due to the fact that existing modeling techniques for composition
and decomposition of a system support a “dominant dimension” that guides the
1http://aosd.net/
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modeling process, implicitly or explicitly, through a certain hierarchical view of
the organization of the system. This means that using hierarchical structures, an
application can be decomposed in only one way at a time, called the dominant
dimension or decomposition. All concerns that do not align with the dominant de-
composition end up in scattered and tangled code. For instance, Object-Oriented
Programming supports decomposition based on the dimension of the object: the
class models a type of object and all the functionality associated with an object
class (e.g., logging, trace) is described within the class. The disadvantage of these
partitions is that many of the required functionalities of a system (in particular,
the non-functional properties) are not well adapted to this decomposition criteria
and have to be mixed with the concerns of the dominant dimension, affecting the
separation of concerns. This problem is known as the Tyranny of the Dominant
Decomposition [25].
AOSD promotes the principle of separation of concerns throughout all the
phases of the software life cycle, including architecture design (Aspect-Oriented
Architectural Design, AOAD). Since crosscutting concerns are normally hard to
find, understand and work with, separating and specifying them at the architec-
tural level enhances the evolution management of the system. AO architectures
improve separation of concerns and component cohesion, which allows making cor-
rect and consistent changes to the concerns (FQAs in this thesis) of the system
(update/add/remove functionality) before moving to implementation.
Next sections present the Aspect-Oriented Programming paradigm and the
AO-ADL language to deal with crosscutting concerns at the code level and the
architectural level, respectively.
2.2.1 Aspect-Oriented Programming (AOP)
Several techniques (e.g., design patterns, mixing classes) have been developed
for dealing with the problem of modularization of crosscutting concerns. One of
the most advanced and sophisticated technique is Aspect-Oriented Programming
(AOP) [26]. AOP is a programming paradigm that improves modularization by
allowing the separation of crosscutting concerns out of the dominant dimension
of the programming language. In AOP, implementation of crosscutting concerns
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are encapsulated in a new entity named aspect, and the code of the base appli-
cation contains only the main functionality of the system excluding any reference
to extra-functional properties. Interactions between base code and aspects are
expressed through the weaving rules. To combine or weave the base applications
and aspects, the base language and the aspects language must interact together
in order to add the additional behavior contained in the aspects. Aspects are
often described in terms of join points, pointcuts and advices. AOP languages
must provide a joint point model that defines the points of the program execution
which can be affected by the aspect (e.g., method call, function execution, field
access,. . . ). These points are called join points and a mean to refer to these join
points is through the pointcuts. A pointcut is an expression that describes a set
of join points where the code of the aspect should be executed in addition to the
main behavior of the program —– i.e., the weaving rules. The additional code
that affects the base program at the selected join points is the advice. Code that
is added to the base program can be within aspect implementation or outside, de-
pending on the language. In asymmetric approaches this code (i.e., the advice) is
inside the aspect, but in symmetric ones, the advice is outside, being implemented
as a normal class or module of the base programming language.
Modeling of crosscutting concerns as a separate entity, such as an aspect, in
which its implementation appears encapsulated only in a part of the program,
smooths coupling between modules and increases cohesion of each of them. More-
over, as consequence of low coupling and a high cohesion, the maintainability of
the global system improves due to the fact that changes in a module affect only
that module; and also the reusability improves due to both base code and aspects
can be reused easier in different systems. There are a lot of crosscutting concerns
that are usually useful to treat separately and so can be modeled as examples
of aspects: logging, authentication, trace, coordination, synchronization, secu-
rity, persistence, fail-over, error detection and correction, memory management,
internationalization, localization, monitoring, product features, data validation,
transaction processing, caching, etc.
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2.2.2 AO-ADL
AO-ADL is an Aspect-Oriented Architecture Description Language that provides
support to separate and inject crosscutting concerns in a non-intrusive way at the
architectural level by defining a symmetric composition model, where functional
and non-functional concerns are modeled by the same architectural block. AO-
ADL also provides support to model parameterized architectural patterns.
A complete description of AO-ADL can be found in [27]. Basically, AO-ADL
configurations represent software architectures that contain instances of compo-
nents and connectors and define how they are attached. Components are the locus
of computation and state, and model both base and aspectual behavior. Compo-
nents are described by means of their ports (or interfaces), which can be provided
or required. Composite components are used to encapsulate sub-architectures,
defining different levels of abstractions of the components. The main elements
of a connector are: roles, component bindings and aspectual bindings. The role
element represents provided, required and aspectual interfaces of the connector;
the component binding element describes the interaction between provided and
required roles; and the aspectual binding element describes the aspectual inter-
actions between provided and aspectual roles. Finally, each interface element is
composed by a set of operations with parameters. Ports and roles also have a
type that determines the semantics of their operations. Components, composite
components, connectors and interfaces can reuse their specification by specifying
their implementation, but assigning a different name.
AO-ADL also allows the definition of template models, specifying which ele-
ments (components, connectors, interfaces, . . . ) of an AO-ADL software architec-
ture can be parameterized — i.e., defined as a parameter. AO-ADL distinguishes
three different kinds of templates: configuration templates, composite component
templates and connector templates. Configuration templates allow the definition
of a parameterized software architecture. Composite component templates allow
the definition of a parameterized component that can then be instantiated and
attached to other components to build a software architecture. It implies the defi-
nition of sub-architectures, and in addition sub-templates, with many base and as-
pectual components for modeling complex quality attributes. Connector templates
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encapsulate the weaving information between base and aspectual components.
2.3 Model-Driven Development (MDD)
Model-Driven Development (MDD) [28] is an approach to software development in
which the focus and primary artifacts of development are models and model trans-
formations. MDD promotes both the use of models to formally represent domain-
specific concepts, and the automation of software development tasks by means of
model transformations. These models follow a syntax defined in metamodels. For
example, the architecture of a system can be modeled in the UML metamodel by
specifying the parts (e.g., components and interfaces) and connectors of the sys-
tem, and the rules for the interactions of the parts using the connectors. Then, the
UML model of the system’s architecture can be transformed or translated to any
other modeling language or even to programming language (i.e., generating code)
by means of model transformations that are specified in a transformation lan-
guage. Examples of transformation languages are ATL (ATLAS Transformation





State of the Art and Related
Work
This section overviews the current state of art about QAs and in particular FQAs
and their management in the context of SPLs. We study the main techniques
to manage FQAs, including AOSD and MDD which are used in our approach.
We also compare our approach with the related work about FQAs taking into
account all phases of the SPL process applied to FQAs. Table 3.1 summarizes the
more relevant approaches from the related work to be discussed in this section and
compares them with the approach proposed in this thesis.
3.1 Quality Attributes
Most of the approaches that model QAs focus on their analysis as non-functional
properties (NFPs) in the generated product of an SPL, such as cost, maintenance,
performance, or availability. However, there has been little work devoted to model
and manage QAs that have strong functional implications and need to be modeled
as functional software components — that is, the modeling of FQAs. This fact is re-
flected in Table 3.1 (see columns of QAs Domain Engineering) where most of
the existing approaches deals with the modeling of QAs as NFPs (Modeling of
NFPs), but only a few of them consider FQAs (Modeling of FQAs). Besides,































Table 3.1: Comparison of approaches for modeling QAs in SPLs.
QAs Domain Engineering QAs Application Engineering FQAs Weaving Engineering

















































































































































































































































Definition Hierarchy [32] 7 7 7 7 3 32 7 3 7 7 7 ∼ ∼
QADA [33] ∼ 7 7 ∼ ∼ ∼ ∼ 3 7 7 7 7 7
Bayesian Belief Network
(BBN) [34]
7 7 7 7 3 32 7 3 7 3 7 7 7
COVAMOF [35] 3 3 7 7 7 32 ∼ 3 3 3 7 7 3
Goal-based model [36] 7 7 7 7 3 32 7 3 3 3 7 7 ∼
F-SIG [37] 7 7 7 7 3 32 7 3 7 7 7 7 7
Extended feature model [38] 7 7 7 7 3 32 7 3 3 3 7 7 ∼
Etxeberria2008 [39] 3 7 ∼ ∼ 3 31 3 3 ∼ 7 7 7 7
RiPLE-DE [31] 3 7 7 7 3 31 3 3 7 7 7 3 7
Analytic Hierarchical Process
(AHP) [40]
∼ 7 7 ∼ 3 32 7 3 3 7 7 7 7
CORE [41, 42] ∼ 3 7 3 3 32 3 3 3 7 3 7 3
Our Approach (WeaFQAs) 3 3 3 3 3 31 3 3 3 3 3 3 3
3: Yes. 7: No. ∼: Partially.
1: Real products based. 2: Domain experts’ judgments based.
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approach [31] mentions it, but it does not provide any support as we do with our
evolution algorithms.
3.1.1 Variability modeling of QAs
The main focus of the existing approaches that model QAs is the analysis of how
the variations in the functional components of the application affect the NFPs.
In [43] Etxeberria et al. gather together and overview different techniques for
modeling variability in QAs.
Approaches presented in [32, 34, 36, 37, 38, 44] are based on feature models
and extend them in different ways. For instance, In [38], Benavides et al. extend
the feature model to deal with extra functional features using attributes, char-
acteristics of a feature that can be measured (e.g., availability, latency) and the
relationships between attributes. In [36, 44], Gonza´lez-Baixauli et al. deal with
the variant analysis of NFP by introducing a goal/softgoal paradigm and relating
it with feature modeling, they also use case modeling. In [37], Jarzabek et al.
propose an integrated modeling framework (F-SIG, Feature-Softgoal Interdepen-
dency Graph) that extends the feature modeling with concepts of goal-oriented
analysis in two ways: (1) to allow developers to record design rationale in the
form of inter-dependencies between variant features and QAs during the design
of a product line architecture, and (2) to help developers evaluate the impact of
variant features selected for a target system during system construction. Zhang
et al. [34] use feature models to capture functional requirements of an application
while using bayesian belief network (BBN) models to capture the impact of func-
tional variants on the QAs. All of these approaches make analysis of QAs focusing
on the achievement degree of NFP (e.g., cost, maintenance) of the final product
of an SPL. But none of them address the variation modeling of the functional part
of the QAs themselves.
Following the approach of annotating the base model by means of extensions
to the base modeling language, Rasha Tawhid and Dorina Petriu [45, 46] achieve
the variability of the QAs by proposing a technique to model the commonality
and variability in structural and behavioral SPL views using Model-Driven De-
velopment (MDD). The proposal adds generic annotations related to a QA (e.g.,
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performance) to a UML model that represents the set of core reusable SPL assets.
Then, through model transformations, the UML model of a specific product with
concrete annotations (e.g., UML profiles with stereotypes such as in [18]) of the
QA is derived, and a model for the given product is generated. Annotating the base
model makes it strongly dependent on variability specifications and prevents both
the application base model and the QAs model from being reused. In contrast, using
a separate variability language such as CVL allows the independence of the vari-
ability language and the modeling language to be maintained. In addition, these
approaches model non-functional QAs such as performance instead of FQAs, and
introduce the variability at the design level (e.g., within sequences diagrams) in-
stead of modeling the variability of the QAs earlier on in the development process,
at the requirement level or at the architectural level.
3.1.2 Non-functional QAs: performance and energy effi-
ciency
Despite the fact that the performance QA has been widely studied in the literature
as one of the main QAs to take into account when developing an application [47,
48, 49, 50], energy efficiency (or sustainability) has recently become an important
QA to also be considered [51, 52]. Jagroep et al. [51, 52] propose energy efficiency
as a new QA, focusing on usage resources such as software utilization, energy usage
and workload. Thus, there are several examples of work which analyzes the energy
efficiency of different aspects of the applications [53, 54, 55]. However, little work
has been done about the relationships between the energy efficiency and other QAs,
and even less on the relationships between the functionalities (i.e., FQAs) required
to satisfy traditional QAs (e.g., security, usability) and the energy efficiency of
that functionalities and their different configurations [56].
The performance and energy information of different recurrent functionalities
(e.g., the FQAs) is important for analysis in our approach. Thus, we consider
several papers that provide the performance and energy experimental information
as a repository [57, 58, 59, 60] in order to use the information gathered in our
approach and generate the configuration based on that information. The main
problem is that none of these repositories provide experimental results on energy
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efficiency of FQAs, but rather on other functionalities, like, for example, for the
Internet of Things (IoT) components [57], or Java collection classes [61].
The relevance of reasoning about energy efficiency and performance at the ar-
chitectural level is to be able to compare the energy consumption and performance
of the different architectural configurations of the same applications (architectural
patterns, design variations, frameworks, etc.) [62, 48, 49, 50]. Some approaches
focus on the definition of architectural tactics [51, 52] and design patterns [63]
driven by the energy. Other approaches define new architectural description lan-
guages (ADLs) that include profiles and analysis of energy consumption and per-
formance [62, 64]. Whatever the case, the experimentation consists of estimating
the energy consumption and/or performance of the application code to analyze
the effects of applying a specific architectural pattern or design to the applica-
tion [63, 51, 52, 53]. But, there is not any approach that considers the different con-
figurations of the recurrent functionality, their parameters and implementations,
which can be reused in many different applications, like the FQAs we consider.
3.2 Functional Quality Attributes
Some QAs have functional implications in the software architecture of the appli-
cations affected by them, and can be modeled using software components [6]. In
this thesis, this kind of QAs has been coined as Functional Quality Attributes
(FQAs), and they refer to the specific functionality that needs to be introduced
into the applications to satisfy the desired QAs. Although the concept of FQA
has been identified before [65, 5], none work has paid attention to the complexity
of managing FQAs, including their variability and dependencies modeling, their
clear separation from the base application and their subsequent incorporation into
the base application architecture after customizing them to the requirements of the
application. As depicted in Table 3.1, none work, except our approach presented
in this thesis, fully covers all the SPL processes when dealing with QAs (i.e.,
QAs Domain Engineering, QAs Application Engineering, and FQAs
Weaving Engineering).
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3.2.1 Identification and characterization of FQAs
Some papers identify FQAs and the necessity of managing their variability [4, 6].
For instance, in [4], the authors analyze around 500 non-functional requirements
from different specifications of industrial applications and identify that most of
the so called non-functional requirements are not really non-functional because
they describe functional behavior of the application. In [6], the authors apply an
inductive research method to identify (elicit) FQAs. They identify functionali-
ties related to the usability FQA that affect the software architecture, and define
patterns to implement those functionalities in different applications. However,
the authors only focus on usability functionalities (e.g., logging, contextual help,
feedback,. . . ), while we consider any kind of FQA (e.g., security, persistence,. . . ),
including also usability.
3.2.2 Relationships between NFPs and FQAs
Approaches that model QAs can be classified into two categories based on the
method used for measuring the interdependencies between FQAs and NFPs [40]:
• Real products based. The impacts of individual features on a QA are mea-
sured by evaluating software architectures derived via some generic architec-
ture evaluation methods or the execution of final produced products [66, 39].
This kind of approaches collect the information about NFPs by generating
and testing the real products in compile-time or runtime, processing the raw
results and storing the influence of each feature and the combination of fea-
tures on a NFP [67, 68]. Requiring the real products and generating a large
number of real products for quality evaluation is the main limitation of this
kind of approaches because it is costly and time-consuming to generate real
products in practice, and therefore, not feasible.
• Domain experts’ judgments based. Adapting domain experts’ judg-
ments for interdependency measurement avoids to generate the real prod-
ucts [40, 69, 37, 34]. These approaches use qualitative or quantitative meth-
ods based on using qualitative values to indicate the relative impacts [70, 71]
or evaluating the relative impacts numerically with continuous values [40, 34],
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respectively. For instance, in [70] the authors use a multi criteria decision
making method to analyze the preferences and interactions of QAs based
on a fuzzy measure. They define whether two QAs interplay in a comple-
mentary way or in a redundancy way. Also, in [71], the authors consider
the relationships between QAs, but they only evaluate whether or not they
affect other QAs positively or negatively, but they do not quantify the effect.
All these work analyze the relationships between different QAs and functional-
ities, but they do not distinguish between FQAs and the base functionality of the
applications. Indeed, none of them provide a characterization with the purpose of
quantifying the QAs. This is because they include neither the support to represent
FQAs, nor the configurable characteristics of the frameworks that implement the
FQAs. These are essential to analyze the performance and energy consumption of
a given architectural configuration. Moreover, none of the work deal with energy
efficiency as a QA.
3.2.3 FQAS and Software Product Lines
Existing work that addresses FQAs variability considers that they are part of
an SPL and model them jointly with the variability of the base applications. For
instance, the RiPLE-DE process [31] (RiSE Product Line Engineering - Design En-
gineering) and QADA [33] (Quality-driven Architecture Design and quality Anal-
ysis). RiPLE-DE [31] is a domain design process for SPL that can be extended
to model the FQAs variability as part of a family of products. The variability of
the QAs is represented in feature diagrams and in order to achieve desired quality
levels, the QAs are enhanced with information of the base application (e.g., the
system’s response measure). The variation of the attributes is given by that in-
formation which is usually numerical values and the architecture is evaluated in
order to achieve the necessary variation of the QAs. Thus, the variability of the
FQAs directly depends on the base application, avoiding the reuse of the FQAs.
QADA [33] is a specific method for designing SPL architectures by transforming
systematic functionality and QAs into software architectures, but this proposal
does not take into account the quality requirements explicitly.
Concern-Oriented Reuse (CORE) [41, 42] is a reuse paradigm for general-
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purpose software development that combines best practices from Model-Driven En-
gineering (MDE), Component-Based Software Engineering (CBSE), SPL, feature-
oriented and aspect-oriented software development, and goal modeling. In CORE,
every kind of software characteristic, from base application functionality to non-
functional properties, are encapsulated in reusable units called concerns. Although
they do not directly manage the concept of FQAs, they identify and encapsulate as
concerns the functionality of the FQAs. The main differences between the CORE
approach and our approach are that (1) they model the variability of the interfaces
of the concerns (e.g., interfaces of frameworks or components) instead of modeling
the variability of the internal functionality of the components as we propose; (2)
they also focus on the impacts of the concerns on non-functional QAs (e.g., access
time, efficiency, etc.) by specifying goals using goal models; while we focus on
the functional part of the quality attributes (e.g., the implementation of a par-
ticular encryption algorithm and its variants); (3) their approach depends on the
Reusable Aspect Models (RAM) weaver. RAM is an AO multi-view modeling ap-
proach [72] for software design modeling that consists of a UML package specifying
the structure and the behavior of a software design using class, sequence, and state
diagrams. So, the RAM weaver is specific for UML models and makes difficult to
apply the approach to others ADLs. Our approach, instead, is independent of the
language to model the architectures and in the case of CVL, our approach is suit-
able for using with any MOF-compliant language. Additionally, CVL provides the
advantages of Model-Driven Development by allowing us to define custom model
transformations to apply any kind of modification to the architecture.
Zhang et al. [40] proposes an approach of modeling QAs in feature models based
on domain experts’ judgments using the Analytic Hierarchical Process (AHP) and
conducting quality aware product configuration based on the captured quality
knowledge. They call “contributors” of a QA to the functionality that affects the
QAs, but they do not distinguish between FQAs and the application functionality,
and therefore, they model variability of FQAs jointly with the variability of the
base application.
Another interesting approach is presented in [67]. The authors approximate the
influence of each feature in the feature model on a non-functional property, before
generating the configurations. However, they predict the effects of the features
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instead of giving real measurements. Additionally, they model the applications’
variability, so they need to build a variability model for each different applica-
tion, while we focus on specific recurrent functionality (FQAs). Their variability
model is always the same because the FQAs can be reused in several applications.
Furthermore, they do not consider energy efficiency of applications in their work,
which is also a novel and well-known non-functional property nowadays.
3.2.4 Dependency modeling of FQAs
The support for modeling dependencies already exist at different levels (e.g., in
feature models). For instance, in [73] the authors achieve the dependency model-
ing in the context of feature modeling. They decompose an overall diagram into a
set of individual feature models, and propose a matrix-based approach to maintain
and manage the information about feature dependencies between different feature
model trees. Encoding the dependencies in an auxiliary structure such as a matrix
improves their automatic management through matrix operations, but it compli-
cates the knowledge about them from the point of view of the domain experts who
should specify the dependencies explicitly in order to ensure that the dependencies
will be noticed by the application architects.
One framework that models variability on all layers of abstraction of an SPL in-
cluding the dependency relationships is COVAMOF [74, 35]. COVAMOF captures
variability of FQAs in terms of variation points and dependencies by using associa-
tions. Dependencies specify properties for the feature models that define values of
the QAs such as performance or memory usage. Other approaches that take into
account dependencies of FQAs are [75] and [76]. Egyed and Grunbacher [75] pro-
pose automated traceability techniques to eliminate falsely identified conflicts and
cooperation efficiently between the quality attributes. In [76] the authors propose
a quantitative quality-driven approach that attempts to find the best possible fit
between conflicting stakeholders’ quality goals, competing architectural concerns,
and project constraints. The problem of these approaches is that model the FQAs’
variability jointly with the variability of the application making more difficult the
management, customization, and evolution of the FQAs.
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3.2.5 FQAs and separation of concerns
Although a large number of Aspect-Oriented (AO) approaches have emerged in
recent years at architectural level of the software life cycle, there has been little
work done to model the variability of the QAs using AO techniques. A significant
proposal is the DiVA project1, which provides tools and AO model-driven method-
ologies, covering all stages of the software life-cycle, from requirement analysis to
execution. This approach is oriented to modify the software architecture at run-
time. McVeigh et al. [77] propose an approach based on component resemblance in
which base components can be modified in order to reuse them without affecting
the rest of component users. The changes are not included in the base compo-
nents but in new components created from them, resulting in an inheritance-like
approach. This proposal addresses the reuse problem successfully but it is not
efficient in the sense that all the common functionality is also replicated, which
can introduce a considerable overhead.
Other approaches that address variability at the architectural level using SPL
are [78] and [79]. In [78], the authors propose a mechanism based on the principles
of Invasive Software Composition techniques in order to explicitly specify the com-
monalities and variabilities of SPLs at the architectural level without tangling the
core and product architectures. Finally, a hierarchical variability modeling mech-
anism is proposed in [79]. Variation points are defined inside the components, and
the different variants specify how they are configured. This approach is supported
by a variability metamodel and a tool based on the MontiArc ADL. However, none
of these approaches directly use AO techniques, and thus, cannot provide the same
advantages obtained when using AOSD as discussed in Section 2.2.
3.2.6 FQAs and Model-Driven Development
Model Driven Development (MDD) has also been used in the field of SPLs and
QAs [80]. Sijtema proposes a strategy to let the ATL Transformation Language [29]
handle the variability by extending the concrete syntax of ATL with the concept
of variability rules. Variability rules are used in the context of a transformation
1http://www.ict-diva.eu
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sequence which successively refines models. However, they first model the variabil-
ity separately in a feature diagram and have to make the correspondence between
the feature selections and the realization of the artifacts. One of the advantages
of CVL is that it also allows to use MDD to extend the semantics of the variation
points with other transformation languages such as QVT (Query/View/Transfor-
mation) or ETL (Epsilon Transformation Language) [30].
Table 3.1 summarizes the characteristics supported by existing approaches in
the development life cycle of the FQAs. We have only included in Table 3.1 those
approaches that deal with QAs as part of an SPL [33, 34, 35, 36, 37, 38, 39,
31, 40, 41, 42]. While all of them model QAs as non-functional properties, only
a few of them [35, 39, 31, 41, 42] directly deal with the functional parts of the
QAs. The CORE approach [41, 42] is the only one that covers almost all engineer-
ing processes (that is, the (QAs Domain Engineering, QAs Application
Engineering, and FQAs Weaving Engineering), but CORE does not con-
sider the concept of FQA because all features of a system (both functional or
non-functional) are modeled as “concerns” in CORE. In addition, this approach
does not take into account the evolution process when the requirements change in
order to update the FQAs. Finally, there is a lack of tool support since existing
tools focus on the variability modeling using feature models and the analysis of
those models, but no tool supports the weaving process nor the evolution of FQAs.
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This section defines the specific challenges addressed in this thesis related to FQAs.
The motivation that justifies the consideration of each challenge is briefly described
before introducing the challenge.
• Challenge 1. Managing the complexity of FQAs.
Most FQAs are very complex, as they are composed by many concerns that
can be related with each other (e.g., security that includes the privacy, con-
fidentiality, and authentication concerns among others). The dependency
relationships within an FQA and between different FQAs often go unnoticed
by the software architects, who are not domain experts in modeling FQAs.
Moreover, there are several frameworks and third party libraries that pro-
vide different implementations of FQAs ready to be reused, such as the Java
Security package, the Apache Commons library, and the Spring Framework.
The issue of the high degree of variability in FQAs has been neglected or
even ignored by most software architects as attention has mainly focused on
functional variability of the base application [81].
The challenge is to identify, characterize, and formally model all the possible
FQA variation points and their dependency relationships. This should be
done from the early stages in the development process, and independently of
the final application that requires them, which is not a trivial task.
• Challenge 2. Analyzing the relationships between FQAs and non-
functional QAs.
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Although there is much variability in FQAs, not all variants and imple-
mentations fulfill the system’s quality requirements in the same way. Each
existing framework or library provides different degrees of quality, at the
expense of a higher or lower use of resources, and therefore different level
of non-functional QAs (e.g., energy efficiency, performance). Unfortunately,
there are not enough experimental studies that show how each FQA solu-
tion (i.e., what parameters and variables configuration present in the FQA)
addresses the non-functional requirements and if choosing a particular so-
lution that satisfy a QA (e.g., energy efficiency) will affect other QA (e.g.,
performance). In general, developers are not aware of the implications of ar-
chitectural decisions on a non-functional QA [51], and they need some help
to make the correct design decisions from the point of view of such QA,
without penalizing the other QAs.
The challenge is to analyze which and how variables and parameters of the
FQAs affect non-functional requirements, in particular performance and en-
ergy efficiency. This includes gathering the information through experimen-
tation and modeling it as part of the FQAs’ models.
• Challenge 3. Defining an automatic process to generate customized
FQAs for each application.
FQAs are recurrent and have many points of variability. However, since there
are many variation points, not all of the concerns of an FQA are required by
all the systems. Thus, functionality that is not required by the final applica-
tion, and that will be never used, should not be incorporated into the final
application. This means that the models of the FQA need to be customized
to the requirements of each application. In addition, different configurations
of the same FQA may be required in different parts of an application. So,
the variability models also need to consider multiple configurations of the
same FQA.
The challenge is to define an automate process to model the commonalities
and variabilities of the FQAs, and to generate automatically different con-
figurations of the FQAs to the requirements of each different application.
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• Challenge 4. Generating optimum configurations of FQAs based
on non-functional QAs.
When customizing the FQAs it is recommendable to also consider the influ-
ence of the new components on other non-functional QAs, like performance or
energy efficiency. However, finding the optimum configuration of the FQAs
that satisfies all the application’s requirements and that additionally takes
into account non-functional QAs complicates the process.
The challenge is to define a process that helps application architects and de-
velopers to automatically generate optimum configurations of FQAs in terms
of non-functional QAs (e.g., performance and energy efficiency).
• Challenge 5. Achieving separation of concerns between FQAs and
the applications.
Most FQAs are crosscutting concerns that need to be present in several
parts of a system. This means that the concerns are normally scattered
(i.e., the same concern is present in more than one software module) and/or
tangled (i.e., the same module includes more than one concern) with the base
functionality of an application. For example, the logging FQA to provide
feedback crosscuts all the points of the application in which some kind of
feedback information needs to be provided to the user.
The challenge here is to separate the modeling of the FQAs from the base
application. This will allow the later incorporation of customized FQAs into
the applications in a non-intrusive way — i.e., without manually modifying
the base application.
• Challenge 6. Weaving the customized FQAs with the final appli-
cation.
After generating a customized configuration of the FQAs, the resulting mod-
els need to be combined (woven) with the models of the final application,
which are specified using a particular modeling language. This is not a
straightforward task because each FQA needs to be woven at different points
of the base application, and multiple views may be required to appropriately
model the FQAs (e.g., behavioral view, structural view). Moreover, appli-
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cations may be specified using different modeling languages. Consequently,
the definition of the FQAs must be as generic and language-independent as
possible. Otherwise, the benefits of modeling these FQAs in an adaptable
and reusable way would be reduced or even lost. This makes the weaving
process even more complex.
The challenge here is to define a process that systematically integrates high-
level quality solutions into the base architecture of a given application, but
without having to either understand the inner working of the quality solutions,
or break the application’s core architecture — i.e., architectural components
should be completely unaware of the FQAs they are affected by. Therefore,
this challenge includes the definition of architectural patterns with reusable
FQAs.
• Challenge 7. Providing support for the evolution of FQAs.
FQAs can evolve with the applications in the future (e.g., security can change
over time to include most sophisticated encryption or authentication algo-
rithms). Evolving the FQAs also implies: (1) to elicit the changes that need
to be performed within the deployed configurations of FQAs when the ap-
plication’s requirements or the FQAs’ technology evolve; and (2) to obtain
a new valid, evolved software architecture of the FQAs consistent with the
configuration already deployed for the FQAs.
The challenge is to define an automatic process for adapting and evolving
the FQAs and their deployed configurations. Also, the automatic evolution
process will be useful only if it is correct and efficient for a large number of
configurations so it is important to demonstrate the efficiency and correctness
of the evolution process.
• Challenge 8. Supporting the approach with tools.
The approach presented in this thesis will not be viable without the required
tool support.
The challenge is to develop tools to automate the process of (1) generating
customized software architectures for the FQAs required by an application,
(2) weaving these software architectures with the architecture of the base ap-
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plication; and (3) managing the evolution of the FQAs when the requirements
change or the FQAs’ technology is updated.
• Challenge 9. Evaluating the approach.
The approach needs to be evaluated both quantitatively by using appropriate
metrics to assess the benefits of our approach, and qualitatively, when the
use of a metric does not make sense. Also, the approach needs to be applied
to real case studies to evaluate its applicability.
The challenge is to evaluate quantitatively and qualitatively the proposal using
real case studies.
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In this chapter we present a general overview of the WeaFQAs approach. We also
present the two different implementations of WeaFQAs developed in the thesis, as
well as the main tool that supports the approach.
5.1 WeaFQAs
Our research focuses on modeling and customizing FQAs separately from the
applications, and then incorporating the FQA configurations into the applica-
tions by combining the benefits provided by several technologies: Software Prod-
uct Lines (SPLs), Aspect-Oriented Software Development (AOSD) and Model-
Driven Development (MDD). We propose an Aspect-Oriented Software Product
Line (AO-SPL) approach, called WeaFQAs, that extends the classic framework
for SPL engineering [7] as shown in Figure 5.1. WeaFQAs distinguishes between
Domain, Application, Weaving, and Evolution Engineering processes
that we describe in the following sections. Note that these engineering processes of
WeaFQAs are focused on modeling and managing FQAs, but they do not focus on
modeling the base functionality of the applications. Despite this, WeaFQAs needs
to consider the application requirements about QAs and its software architecture
in order to incorporate the FQAs.
Within WeaFQAs two different roles are defined: (1) domain experts, who
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Figure 5.1: Overview of the WeaFQAs approach.
(2) the application engineers or software architects, who use those assets, reusing
and instantiating them for each application in the Application and Weaving
Engineering process. Note that domain experts do their work only once. Ap-
plication engineers reuse the work done by the domain experts when they use
the SPL to generate specific configurations according to application requirements.
In the Evolution Engineering process, both domain experts and applica-
tion engineers take parts. While domain engineers are in charge of updating the
reusable artifacts of the Domain Engineering process with new changes, ap-
plication engineers are in charge of providing the new application requirements in
order to automatically propagate the evolution changes through the artifacts of
the Application and Weaving Engineering processes.
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5.1.1 FQAs Domain Engineering
The FQAs Domain Engineering process (top of Figure 5.1) manages the com-
plexity and the variability of the FQAs from the early stages of the development
life cycle. The goals of our domain engineering process are: (i) to characterize the
QAs and the FQAs (Characterization of QAs in Figure 5.1); (ii) to define
the commonality and the variability of the FQAs including their dependencies,
and construct reusable FQA solutions (e.g., the software architecture of the FQAs
and their weaving patterns) that accomplishes the desired variability (Modeling
of FQAs); and (iii) to analyze the influence of the different FQA variants in the
non-functional QAs or non-functional properties (NFPs) — i.e., to analyze the
interdependencies between FQAs and NFPs (Analysis of NFPs on FQAs).
This process takes as input the available information about the QAs domain
such as research papers, surveys, or QAs’ catalogs (Quality Attributes input
in Figure 5.1) and the existing implementation of FQAs such as real frameworks
and third-party libraries (FQAs framework and libraries). From this in-
put, domain experts identify the commonality and variability of the FQAs as well
as the existing dependency relationships between FQAs, the usage models of the
FQAs, and non-functional properties (Characterization of QAs). The us-
age model of an FQA is defined by means of a set of variables that can have a
positive or negative effect on other QAs that are relevant for the application under
development (e.g., energy efficiency and performance), and the values that each
variable can take. For instance, the characterization of the encryption FQA in-
cludes (i) identifying the different encryption algorithms available by the existing
security frameworks, along their variables and parameters such as the key length,
block cipher mode of operation, and padding; (ii) the dependency relationships
between encryption and others FQAs (e.g., hashing); and (iii) the usage model
that for the encryption FQA includes the size of the object or file to be encrypt
or decrypt, as well as those variable and parameters specific of the encryption
functionality (e.g., the block cipher mode) that may affect the NFPs (e.g., perfor-
mance).
The FQAs characterization allows a variability model to be specified and de-
fined for the FQAs and a software architecture to be constructed that supports
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the variability (Modeling of FQAs). Reusable architectural patterns for weav-
ing the FQAs are also specified by the domain experts in order to define how the
different FQAs should be composed with the core architecture of the base applica-
tion. In addition, the FQAs’ models are enriched with NFPs information such as
energy efficiency and performance information gathered through empirical analy-
sis and/or experimentation (Analysis of NFPs on FQAs). This information
will be then used during the application engineering process to generate optimum
configurations of the FQAs.
An important thing that is worth highlighting in the WeaFQAs approach is
that artifacts of the domain engineering process will be completely reused by any
application that wants to configure and incorporate these FQAs into its software
architecture. Those artifacts are the FQAs Variability Model, the FQAs
Software Architecture, the FQAs Weaving Patterns, and the NFPs
information gathered by experimentation (NFPs Measurements).
5.1.2 FQAs Application Engineering
The FQAs Application Engineering process (middle of Figure 5.1) aims to
generate FQA configurations based on the specific application’s requirements. The
goal of the application engineering process is to bind the FQAs variability according
to the application requirements (FQAs Customization in Figure 5.1).
To accomplish this goal, the application engineer identifies the QAs required by
the application (Application QAs’ requirements) and creates a product
configuration of the FQAs that fulfills those requirements (FQAs Customization).
This is done by selecting the features that satisfy the application’s QAs require-
ments — i.e., by instantiating the FQAs variability model, including the FQAs’
usage models, previously specified during the domain engineering process. The
application engineer also selects an objective function (defined during the domain
engineering process) to generate the optimum FQA configuration (e.g., one that
maximizes the energy efficiency). Often, the application engineer can only provide
a partial instantiation of the variability model and the usage models, so a partial
configuration is generated in these cases (FQAs Partial Configuration).
Both this partial configuration and the objective function (NFP Objectives)
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are used within the NFPs’ information gathered in the domain engineering pro-
cess to automatically generate a complete optimum FQA configuration (FQAs
Complete Configuration). This alleviates the application engineer’s task of
deciding between different configurations.
Then, an FQAs architecture configuration is automatically generated as the
realization of the product configuration — i.e., the variability resolution. The
variability resolution is automatically performed with the vEXgine tool [82] that
is a customizable and extensible execution engine to resolve the variability, and
built to support the WeaFQAs approach. The output of the application engineer-
ing process is an architecture configuration of the FQAs (FQAs Customized
Software Architecture) that only contains those artifacts of the FQAs soft-
ware architecture that are needed according to the application requirements.
5.1.3 FQAs Weaving Engineering
The FQAs Weaving Engineering process (bottom of Figure 5.1) is in charge
of integrating the FQAs architecture configuration generated in the previous pro-
cess into the core architecture of the application being built. The goal of the
weaving engineering process is to incorporate the customized architectural model
of the FQAs into the base application by applying the appropriate weaving patterns
(FQAs Instantiation Patterns in Figure 5.1). In WeaFQAs, the weaving
engineering process is based on AOSD technologies. AOSD enables weaving the
architectural model of the FQAs with the core software architecture of the base
application non-intrusively — i.e., without modifying the existing components in
the software architecture of the base application.
The weaving process is not a straightforward task since each FQA has to be
woven at different points of the base applications (join points). Furthermore, each
FQA will be woven according to a different weaving pattern, depending on the se-
mantics of the FQA. Thus, the application engineer must identify the points in the
application where the FQAs will be incorporated (Base Application), and as-
sociate the set of FQAs weaving patterns provided as part of the FQAs domain en-
gineering process with the customized components of the FQAs architecture (FQAs
Instantiation Patterns). The application engineer can provide a partial in-
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stantiation of the weaving patterns (Partial Instantiation of Weaving
Patterns) because the lack of information in the application’s requirements
about the places where to introduce the FQAs. In those cases, WeaFQAs will
automatically identify all points in the application architecture where would be
possible to apply the specific FQA weaving pattern. With that information, ap-
plication engineer is able to provide a complete instantiation of the FQA weaving
pattern (Complete Instantiation of Weaving Patterns).
Also, the weaving process is automatically performed with the vEXgine sup-
port, without manually modifying the core architecture of the application. The
output of this weaving process is a software architecture of the application that also
incorporates the required FQAs (Application + FQAs Software Archi-
tecture).
5.1.4 FQAs Evolution Engineering
The FQAs Evolution Engineering process (right side of Figure 5.1) ad-
dresses the managing of the FQAs when the requirements of the application change
and/or the technology of the FQAs evolves. The goal of this process is to up-
date the artifacts of the different engineering process in the WeaFQAs approach
(Update QAs Domain in Figure 5.1) and propagate the changes to the final
application already deployed (Evolution Algorithms).
The inputs of this process are: (i) the new QAs that can appear in the future as
for example the most recent energy efficiency QA (New Quality Attributes);
(ii) new implementations of the FQAs or updates of the existing frameworks
and libraries (New FQAs frameworks and libraries), as for example a
new version of the Spring framework; and (iii) the new QAs’ requirements of
the application that need to be taking into account (New Application QAs’
requirements). The first two kind of inputs require the domain experts to
manually update the artifacts of the domain engineering process in order to in-
corporate the possible new products to the SPL to make them available to the
applications. The third input requires the application engineer to provides a new
configuration with the new requirements.
In all cases, the changes need to be automatically propagated to the previous
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deployed configurations of FQAs. To automatize this task, WeaFQAs provides a
set of evolution algorithms to calculate difference between configurations and up-
date the previous configuration (New FQAs Configuration), but also an evo-
lution algorithm to propagate the changes to the software architecture of the FQAs,
obtaining as result the final application with the FQAs evolved (Application
+ FQAs Evolved Software Architecture).
5.2 Implementations of WeaFQAs
Since variability can be expressed through multiple techniques such as feature
models [9], annotations [18, 19] or by using a variability language such as CVL [21],
in this thesis we provide and compare two different implementations of our generic
approach using different variability and architecture description languages:
• Using traditional feature models to specify the variability of the FQAs [9],
and AO-ADL, an aspect-oriented architecture description language [27], to
model the software architecture of the FQAs. This implementation uses also
a variability modeling language (VML) [83] to link the features of the feature
model with the architectural elements of the FQA models.
• Using CVL [21] to specify the variability and variation points of the FQAs,
and a MOF-compliant language such as UML to model the software archi-
tecture of the FQAs.
These two instantiations of the WeaFQAs approach are presented and compared
in detail in Chapter 8.
5.3 vEXgine
vEXgine1 [82] is the tool developed within the scope of this thesis to support the
WeaFQAs approach. vEXgine is a customizable and extensible implementation of




developed to solve lack of tools that support the CVL approach. The tool fully
supports the materialization process of CVL, including the delegation mechanism
that can be extended with different delegation engines. It includes an implemen-
tation of the delegation engine based on Model-to-Model transformations using a
general purpose transformation language such as ATL. The provided Java API of
the execution engine allows extending the CVL approach to fulfill the industrial




This chapter discusses the contributions of this thesis and summarizes the publi-
cations composing the PhD thesis describing how they address the aforementioned
challenges.
6.1 Contributions
Within the scope of this thesis, the main contribution is WeaFQAs, an SPL ap-
proach to model, customize, and incorporate FQAs independently from the ap-
plications. WeaFQAs addresses most of the challenges (Challenges 1-8) defined
in Chapter 4, while Challenge 9 has been addressed evaluating WeaFQAs quali-
tatively and quantitatively, but also applying it to several case studies and real
applications.
This section specifies the main publications where the contributions of WeaFQAs
are split:
1. A characterization of QAs specially focusing on FQAs. This includes the
identification of the variability and dependency relationships of the FQAs,
and the modeling of a customizable software architecture of FQAs and the
architectural patterns to integrate them into the applications. This contri-
bution is presented in [84] (Chapter 8).
2. An automatic process to model FQAs and generate customized configura-
tions of them based on the requirements of each application. This con-
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tribution corresponds with the first version of WeaFQAs presented in [84]
(Chapter 8).
3. Analysis of the variables and parameters of the FQAs that affect the per-
formance and energy efficiency of the applications. This also includes the
definition of usage models based on real implementation of FQAs, the exper-
imentation, and the energy and performance information gathered that can
be used in other researches. This contribution is presented in [85] (Chap-
ter 9).
4. A process to help application engineers and developers to automatically gen-
erate optimum configurations of FQAs in terms of performance and energy
efficiency. This contributions is presented in [85] (Chapter 9).
5. Separate the modeling of FQAs from the applications achieving separation
of concerns between FQAs and the applications. This contribution can be
found in the whole approach of WeaFQAs using AOSD, specially in [84]
(Chapter 8), in [85] (Chapter 9), and in [86] (Chapter 10).
6. A process that systematically weave FQA configurations into the base ar-
chitecture of a given application, without the needs of manually modifying
the application. This contribution is presented in [84] (Chapter 8) as part
of the WeaFQAs approach and in [86] (Chapter 10) as an implementation
of this process and as an application of WeaFQAs in the context of security
policies.
7. An automatic process for evolving FQAs and their deployed configurations
when the applications requirements changes and/or the FQA technology
evolves. This contribution is entirely presented in [87] (Chapter 11).
8. A tool to automate the process of generating customized software architec-
tures of FQAs and weaving these software architectures with the applications.
Concretely, we have developed the vEXgine tool, that is presented in [82].
Although this publication is not part of the selected publication composing
the PhD thesis, it is directly related with our work and it was award-winning
the best paper of the tools track in its conference.
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9. Applying the approach to multiple real case studies and applications in the
industry. In particular, WeaFQAs has been applied in the context of au-
tonomous vehicles (this contribution is presented in [88] - Chapter 12). But,
the approach has also been applied in the context of security policies [89],
sensors networks [90], multi-tenant applications in the cloud [87], and multi-
agent systems [91]. These applications are part of the evaluation of WeaFQAs
showing the applicability of our approach. The latter was award-winning the
best paper of the conference.
6.2 Compendium of publications of the thesis
A total of 23 research articles has been published as the research work of this thesis
(see Appendix A), of which we have selected the following five publications that
comprises the main contributions of the PhD thesis and that are presented in the
following chapters:
• Chapter 8. An automatic process for weaving functional quality attributes
using a software product line approach [84]. This publication presents the
WeaFQAs approach covering the modeling of FQAs, including their depen-
dency modeling, the customization of the FQAs to the application require-
ments, and the weaving of the FQAs and the applications, including the
definition of architectural (weaving) patterns of FQAs. This publication
also presents and compares two implementations of the WeaFQAs approach,
and evaluates qualitatively and quantitatively the approach.
• Chapter 9. Variability models for generating efficient configurations of
functional quality attributes [85]. This publication extends the WeaFQAs ap-
proach to generate optimum configurations of FQAs based on non-functional
properties, in particular, energy efficiency and performance. This includes
the definition of usage models of real implementations of FQAs, the experi-
mentation over those implementation to obtain the energy and performance
information, and the subsequent use of that information to optimize the
configurations.
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• Chapter 10. Runtime enforcement of dynamic security policies [86]. This
publication presents the applicability of the WeaFQAs approach in the con-
text of dynamic security policies where the security FQAs is main focus. It
includes an implementation of the different processes using AOSD and AOP
and integrates them inside the INTER-TRUST framework [92].
• Chapter 11. Product line architecture for automatic evolution of multi-
tenant applications [87]. This publications covers the evolution engineering
process of the FQAs by applying it in the context of multi-tenant applica-
tions, and where the recurrent functionalities play the role of FQAs.
• Chapter 12. Context-dependent reconfiguration of autonomous vehicles in
mixed traffic [88]. This publication is another applicability of the WeaFQAs
approach in the context of the autonomous vehicles. In this case, WeaFQAs is
adapted to model the behavior of autonomous vehicles and improve the QAs
related to traffic (efficiency and safety). This publications is a collaboration
with the Distributed Systems Group of the School of Computer Science and
Statistics of the Trinity College of Dublin (TCD) in Ireland, as part of the
internship to apply for the mention of “International PhD” of this thesis.
Apart form these main publications, Appendix A lists all publications done in
the context of this thesis.
6.3 Research Projects
The research objectives of this thesis has been also part of an European project
and several Spanish projects. In particular, the European Interoperable Trust
Assurance Infrastructure (INTER-TRUST) FP7-317731 project aims to develop a
dynamic and scalable framework to support trustworthy services and applications
in heterogeneous networks and devices, based on the enforcement of interoperable
and changing security policies at runtime by using Aspect-Oriented Programming
(AOP), addressing the needs of developers, integrators and operators. So, with
this project our research has been benefited from experience of security experts,
so security is one of the FQA we were more focused on. The national Spanish
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TIN2012-34840 project “Modelos, Aspects, y Variabilidad aplicados a la auto-
adaptacio´n en la Internet de las cosas” (MAVI) covers the variability modeling
of our approach that we apply to FQAs. Aspect-Orientation and evolution of the
FQAs is also part of this project objectives. The regional project “MAGIC: L´ıneas
de producto software y sistemas Multiagente para la Auto-Gestio´n de sistemas de
la Internet-de-las-Cosas” P12-TIC1814 has similar goals to the national project
but in the multi-agent context. Since the goal of the project is to provide a generic
solution, our process should be able to inject customized FQAs to software agents
metamodels. Finally, the project “HADAS: Herramienta de Ana´lisis y Desarrollo
de Aplicaciones Sostenibles” defines a sustainable development process capable of
generating ecoefficient applications that later can be adapted dynamically to the
real energy consumption, and thus, part of the goal of this project is directly related
with the process of generating optimum configurations of FQAs in WeaFQAs.
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Chapter 7
Conclusions and Future Work
This chapter presents the conclusions of the thesis and the future work.
7.1 Conclusions
Our research has focused on defining an automatic process following an aspect-
oriented software product line (AO-SPL) approach that pursues: (i) to separate the
modeling of the FQAs from the base applications; (ii) to generate customized FQAs
adapted to applications requirements and optimizing non-functional properties;
(iii) to incorporate customized FQAs into the applications in a non-intrusive way
by defining aspect-oriented weaving patterns; and (iv) to give support for the
evolution of application driven by FQAs. As result, the WeaFQAs approach has
been defined, instantiated, evaluated, and applied to multiple case studies. The
WeaFQAs approach combines SPLs, AOSD and MDD software technologies.
By separating the modeling of the FQAs from the base applications our pro-
posal improves both the modularity and reusability of FQAs. AOSD aims to
achieve this separation of FQAs by considering them as crosscutting concerns.
Evolution and injection of code can be also improved by different kinds of aspect-
oriented weaving provided by the existing Aspect-Oriented Programming (AOP)
frameworks. The separation of concerns also facilitates the modeling, design and
implementation of both FQAs and base applications. On the other hand, SPLs
helps to manage the FQAs from the early stages in the development process, by
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facilitating the modeling of the FQAs variability and the process of generating the
different FQAs configurations customized for the applications. The use of SPLs
improves the maintainability of the software architectures, but we have focused
on CVL since it increases the scalability and reusability of variability models in
comparison to feature models.
We expect our approach allows: (1) improving the modularization and reusabil-
ity of the FQAs thanks to AOSD increasing the quality of applications; and (2)
improving the maintainability and extensibility of the FQAs thanks to the SPLs.
7.2 Future Work
For future work, we plan to continue researching on top of the WeaFQAs approach
to provide full support for the runtime adaptation and dynamic reconfiguration
of FQAs and the applications that require them. Applications that run in highly
dynamic environments continuously change their requirements at runtime. If the
new requirements affect the FQAs, they need to be dynamically adapted. Exam-
ples of these applications can be mobile applications that need to be adapted to
changes in their environment. For instance, a user moves from a secure to an unse-
cured environment and an encryption concern need to be incorporated to his/her
mobile applications in order to encrypt the communications and make them more
secure. So, we plan endowing FQAs and applications with dynamicity and self-
management capacities using the technology and benefits of Dynamic Software
Product Lines (DSPLs) [93] as for example, making the FQAs’ models available
at runtime to allow their dynamic customization (e.g., using models@runtime).
In addition, we also plan to extends WeaFQAs to consider other non-functional
properties of the different configurations of FQAs, together with the energy effi-
ciency and performance attributes, such as memory consumption, or qualitative
attributes like levels of security and levels of usability. Along this, a problematic
that arises is optimizing several quality attributes simultaneously, specially when
multiple FQAs and NFPs are interactions between them. Therefore, we also plan
to study some multiobjective techniques for the generation of the FQAs’ config-
urations. For instance, goal-oriented programming, compromise programming, or
evolutionary algorithms.
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For some FQAs, generating all the configurations and performing all the ex-
periments within a reasonable time may be an intractable task, even more when
the configurations needs to be generated at runtime. In those cases, scalability
could be an issue of the WeaFQAs approach, so we need to find optimum ways
to generate and manage the FQAs’ configurations, and analyze NFPs of those
configurations when using real implementations of the FQAs.
Finally, we expect to apply the acquired knowledge of the technologies used
(e.g., AOSD, SPLs, MDD, CVL, feature models,. . . ) to others software engineering
fields, not only on the QAs domain.
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An Automatic Process for
Weaving FQAs using an SPL
Approach
Title: An automatic process for weaving functional quality at-
tributes using a software product line approach
Authors: Jose´ Miguel Horcas, Mo´nica Pinto, Lidia Fuentes
Journal: Journal of Systems and Software (JSS)
JCR Impact Factor: 2.444 (Q1)
Publication Date: February 2016
DOI: https://doi.org/10.1016/j.jss.2015.11.
005
Abstract. Some quality attributes can be modeled using software components,
and are normally known as Functional Quality Attributes (FQAs). Applications
may require different FQAs, and each FQA (e.g., security) can be composed of
many concerns (e.g., access control or authentication). They normally have de-
pendencies between them and crosscut the system architecture. The goal of the
work presented here is to provide the means for software architects to focus only
on application functionality, without having to worry about FQAs. The idea is to
model FQAs separately from application functionality following a Software Prod-
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uct Line (SPL) approach. By combining SPL and aspect-oriented mechanisms,
we will define a generic process to model and automatically inject FQAs into the
application without breaking the base architecture. We will provide and com-
pare two implementations of our generic approach using different variability and
architecture description languages: i) feature models and an aspect-oriented ar-
chitecture description language; and ii) the Common Variability Language (CVL)
and a MOF-compliant language (e.g., UML). We also discuss the benefits and
limitations of our approach. Modeling FQAs separately from the base application
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Title: Variability models for generating efficient configurations
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JCR Impact Factor: 2.694 (Q1)
Publication Date: March 2018
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10.018
Abstract. Quality attributes play a critical role in the architecture elicita-
tion phase. Software Sustainability and energy efficiency is becoming a critical
quality attribute that can be used as a selection criteria to choose from among
different design or implementation alternatives. Energy efficiency usually com-
petes with other non-functional requirements, like for instance, performance. This
paper presents a process that helps developers to automatically generate optimum
configurations of functional quality attributes in terms of energy efficiency and
performance. Functional quality attributes refer to the behavioral properties that
need to be incorporated inside a software architecture to fulfill a particular quality
attribute (e.g., encryption and authentication for the security quality attribute,
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logging for the usability quality attribute). Quality attributes are characterized to
identify their design and implementation variants and how the different configu-
rations influence both energy efficiency and performance. A usage model for each
characterized quality attribute is defined. The variability of quality attributes, as
well as the energy efficiency and performance experiment results, are represented
as a constraint satisfaction problem with the goal of formally reasoning about it.
Then, a configuration of the selected functional quality attributes is automati-
cally generated, which is optimum with respect to a selected objective function.
Software developers can improve the energy efficiency and/or performance of their
applications by using our approach to perform a richer analysis of the energy
consumption and performance of different alternatives for functional quality at-
tributes. We show quantitative values of the benefits of using our approach and
discuss the threats to validity. The process presented in this paper will help soft-
ware developers to build more energy efficient software, whilst also being aware of
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Conference Rating: GGS: B / CORE: A / LiveSHINE: B / MA: C
Publication Date: August 2014
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978-3-319-09970-5_29
Abstract. The security policies of an application can change at runtime due
to several reasons, as for example the changes on the user preferences, the lack
of enough resources in mobile environments or the negotiation of security levels
between the interacting parties. As these security policies change, the application
code that copes with the security functionalities should be adapted in order to
enforce at runtime the changing security policies. In this paper we present the de-
sign, implementation and evaluation of a runtime security adaptation service. This
service is based on the combination of autonomic computing and aspect-oriented
programming, where the security functionalities are implemented as aspects that
are dynamically configured, deployed or un-deployed by generating and executing
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POLICIES
a security adaptation plan. This service is part of the INTER-TRUST framework,
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Abstract. Cloud computing is becoming the predominant mechanism to seam-
lessly deploy applications with special requirements such as massive storage sharing
or load balancing, usually provided as services by cloud platforms. A developer can
improve the application’s delivery and productivity by following a multi tenancy
approach, where variants of the same application can be quickly customized to
the necessities of each tenant. However, managing the inherent variability existing
in multi-tenant applications and, even more importantly, managing the evolution
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11. PRODUCT LINE ARCHITECTURE FOR AUTOMATIC
EVOLUTION OF MULTI-TENANT APPLICATIONS
of a multi-tenant application with hundreds of tenants and thousands of different
valid architectural configurations can become intractable if performed manually.
In this paper we propose a product line architecture approach in which: (1) we
use cardinality-based variability models to model each tenant as a clonable feature,
(2) we automate the process of evolving the multi-tenant application architecture,
and (3) we demonstrate that the implemented process is correct and efficient for a
high number of tenants in a reasonable time. We use a running case study in the





Vehicles in Mixed Traffic
Title: Context-dependent reconfiguration of autonomous vehi-
cles in mixed traffic
Authors: Jose´ Miguel Horcas, Julien Monteil, Me´lanie Bouroche,
Mo´nica Pinto, Lidia Fuentes, Siobha´n Clarke
Journal: Journal of Software: Evolution and Process (JSEP)
JCR Impact Factor: 1.033 (Q3)
Publication Date: April 2018
DOI: http://onlinelibrary.wiley.com/doi/10.
1002/smr.1926/full
Abstract. Human drivers naturally adapt their behavior depending on the
traffic conditions, such as the current weather and road type. Autonomous vehicles
need to do the same, in a way that is both safe and efficient in traffic composed
of both conventional and autonomous vehicles. In this paper, we demonstrate the
applicability of a reconfigurable vehicle controller agent for autonomous vehicles
that adapts the parameters of a used car-following model at runtime, so as to
maintain a high degree of traffic quality (efficiency and safety) under different
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weather conditions. We follow a Dynamic Software Product Line (DSPL) approach
to model the variability of the car-following model parameters, context changes
and traffic quality, and generate specific configurations for each particular context.
Under realistic conditions, autonomous vehicles have only a very local knowledge of
other vehicles’ variables. We investigate a distributed model predictive controller
agent for autonomous vehicles to estimate their behavioral parameters at runtime,
based on their available knowledge of the system. We show that autonomous
vehicles with the proposed reconfigurable controller agent lead to behavior similar








This chapter presents all the publications done in the context of the thesis. The
content of these publications is part of the contributions of this thesis, or is directly
related with this thesis. As shown in Figure A.1 and A.2 there are 23 publications
in total along the 5 years of PhD (2013-2018) divided as follows: 5 journals JCR,
12 international conferences, 2 workshops in international conferences, 2 national
conferences, 1 tutorial, and 1 doctoral symposium. Table A.1 lists the publications
in journals, Table A.2 and A.3 list the publications in international conferences,
Table A.4 lists the publications in workshops and others, and Table A.5 lists the
publication in national conferences. It is worthy to highlight the award-winning
best papers in two international conferences, one of this corresponds with the tool
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Un atributo de calidad (QA) es una caracter´ıstica que afecta la calidad de los sis-
temas software [2]. La calidad de un sistema software se mide por el grado en el
que posee una combinacio´n de atributos de calidad como por ejemplo usabilidad,
seguridad, rendimiento, eficiencia energe´tica, persistencia, confidencialidad, confi-
abilidad y escalabilidad. Los QAs pueden afectar el disen˜o, el comportamiento en
tiempo de ejecucio´n y la experiencia del usuario de un sistema software. Por lo
que deben ser bien identificados y modelados desde las primeras etapas del proceso
de desarrollo. De hecho, los QA juegan un papel cr´ıtico en la fase de obtencio´n de
la arquitectura, sirviendo como un criterio de seleccio´n para elegir entre una gran
cantidad de disen˜os alternativos, patrones e implementaciones finales.
Los QAs son normalmente tratados como requisitos no funcionales (NFR) que
el sistema debe cumplir [3]. En algunos dominios, el cumplimiento de los QAs es
au´n ma´s importante que el cumplimiento de los requisitos funcionales. Por ejem-
plo, en sistemas integrados, el tiempo de ejecucio´n o la seguridad son requisitos
cr´ıticos y su modelado tiene una complejidad au´n mayor que el modelado de los
requisitos funcionales. Aun as´ı, existen algunos QAs que tambie´n describen com-
portamiento (e.g., seguridad, usabilidad) y deben tratarse del mismo modo que
los requisitos funcionales [4]. Por ejemplo, para satisfacer seguridad, las aplica-
ciones deben incluir un componente de cifrado que modifique el comportamiento
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del sistema para proporcionar confidencialidad. Esta tesis introduce el concepto
de Atributo de Calidad Funcional (FQA) que se define como la funcionalidad es-
pec´ıfica que se incorpora en la aplicacio´n para cumplir con los QA deseados, ya
que describen el comportamiento funcional necesario para satisfacer algunos QAs
espec´ıficos [6]. Ejemplos de FQAs son encriptacio´n, hash, autenticacio´n, ayuda
contextual, almacenamiento, y logging. Por el contrario, en esta tesis, utilizamos
el te´rmino QAs no funcionales o propiedades no funcionales (NFP) para referirnos
a aquellos QAs relacionados con requisitos no funcionales que no pueden correla-
cionarse directamente con componentes software, pero s´ı que afectan a decisiones
de disen˜o a nivel de arquitectura o de implementacio´n. Ejemplos de QAs no fun-
cionales son rendimiento, eficiencia energe´tica, consumo de memoria, y coste.
Modelar estos FQAs es una tarea compleja por varias razones. Por un lado,
se componen de muchas caracter´ısticas relacionadas, por ejemplo seguridad esta´
compuesto, entre otros, por autenticacio´n, confidencialidad y encriptacio´n. Tienen
dependencias entre ellos que pueden pasar desapercibidas para el arquitecto soft-
ware, por ejemplo, seguridad es requerido por otros atributos como usabilidad o
persistencia. Por otro lado, tienen muchos puntos de variabilidad: una aplicacio´n
concreta puede requerir so´lo autenticacio´n y control de acceso mientras que otra
aplicacio´n puede necesitar so´lo encriptacio´n.
En resumen, hay mucha variabilidad en los FQAs y su modelado puede verse
como una “familia de productos” en el sentido utilizado en los enfoques de L´ınea
de Productos Software (SPL) [7]. En el contexto de los FQA, una ‘’configuracio´n
de un producto” es el subconjunto de caracter´ıstcas de los FQAs que satisface
los requisitos de calidad de una aplicacio´n en particular (por ejemplo, seguridad,
persistencia, control de errores).
Por otro lado, los componentes de los FQAs que se incoporan a la aplicacio´n
suelen afectar a los QAs no funcionales, como el rendimiento y la eficiencia en-
erge´tica del sistema. Estos QAs no funcionales generalmente compiten y entran en
conflicto entre s´ı. Por ejemplo, el uso de la implementacio´n ma´s energeticamente
eficiente de un componente reduce el consumo de energ´ıa, pero puede penalizar el
rendimiento del sistema. Por lo tanto, si un sistema quiere optimizar los QAs de
eficiencia energe´tica y rendimiento, se necesita llegar a un compromiso. Es muy
importante investigar conjuntamente las relaciones entre los FQAs y los QAs no
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funcionales. Encontrar la configuracio´n o´ptima de los FQAs que satisfaga todos los
requisitos de la aplicacio´n y que, adema´s, tenga en cuenta los QAs no funcionales
es una tarea dif´ıcil y propensa a errores si se lleva a cabo manualmente.
Otra dificultad de modelar los FQA es que su funcionalidad suele afectar a var-
ios componentes de la misma aplicacio´n. Por lo que la funcionalidad de los FQAs
suele estar mezclada y/o dispersa con la funcionalidad ba´sica de la aplicacio´n —
esto es, la funcionalidad de los FQAs es transversal a la funcionalidad de las apli-
caciones. Por ejemplo, la seguridad debe garantizarse generalmente en diferentes
puntos de una aplicacio´n. En particular, un FQA puede implicar la incorporacio´n
de varios componentes adicionales en diferentes lugares, como la encriptacio´n que
requiere un lugar donde cifrar los datos, y otro lugar donde descifrar los mismos
datos, es decir, la encriptacio´n esta´ dispersa entre los diferentes componentes de
la aplicacio´n. Adema´s, un componente puede necesitar ser seguro y persistente,
por lo tanto, los FQAs de seguridad y persistencia esta´n mezclados en el mismo
componente de la aplicacio´n base. Una tecnolog´ıa software ampliamente utilizada
para hacer frente a estos problemas es el Desarrollo de Software Orientado a As-
pectos (AOSD) [8], donde las propiedades transversales se modelan en entidades
separadas (los aspectos) que son luego “tejidos” o integrados con los compo-
nentes de la aplicacio´n. Usando AOSD, los FQAs se pueden modelar y disen˜ar de
forma separada a las aplicaciones, pueden personalizarse de acuerdo con los requi-
sitos espec´ıficos de la aplicacio´n e incorporarlos a la aplicacio´n de una manera no
invasiva. Esto es posible porque la definicio´n de los FQA es independiente de las
aplicaciones que los necesitan (por ejemplo, la implementacio´n de un algoritmo de
encriptacio´n es independiente de la aplicacio´n que lo utiliza). Modelar los FQAs
por separado de la aplicacio´n base tiene muchas ventajas: reutilizacio´n, arquitec-
turas menos acopladas, se facilita el mantenimiento y se mejora la evolucio´n del
software.
Finalmente, los FQAs pueden evolucionar en el futuro. En primer lugar, los
requisitos de las aplicaciones pueden cambiar con el tiempo y esto implica actu-
alizar las configuraciones previas de los FQAs incorporados en las aplicaciones.
En segundo lugar, los frameworks y bibliotecas software que proporcionan im-
plementaciones de los FQAs esta´n evolucionando y actualizandose continuamente
para ser competitivos en el mercado: nuevos me´todos de autenticacio´n (e.g., au-
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tenticacio´n con identificadores de redes sociales, biometr´ıa) o nuevas te´cnicas de
persistencia (e.g., fragmentacio´n de bases de datos, grupos de afinidad) aparecen
con frecuencia. Esto implica que la “familia de FQAs” necesita actualizarse con
las nuevas caracter´ısticas, y por lo tanto, las configuraciones ya desplegadas de los
FQAs deben actualizarse en consecuencia.
Los trabajos existentes [33, 34, 35, 36, 37, 38, 39, 31, 40, 41, 42] que tratan
de modelar FQAs suelen hacerlo como parte de una L´ınea de Productos Soft-
ware (SPL) mezclando el modelado de los FQAs con la funcionalidad ba´sica de
la aplicacio´n. Por lo que no gestionan los FQAs expl´ıcitamente, no tienen en
cuenta las dependencias entre ellos ni pueden razonar o analizar de manera inde-
pendiente a la aplicacio´n como afectan a otros atributos de calidad no funcionales
como el rendimiento o el consumo energe´tico. Adema´s, la mayor´ıa de estos en-
foques [33, 34, 35, 36, 37, 38, 40] hacen el ana´lisis de los QAs u´nicamente desde
el punto de vista no funcional (coste, mantenimiento, rendimiento) del producto
final de la SPL. Y solo algunos de ellos [39, 31, 41, 42] abordan el modelado de la
variabilidad de la parte funcional de los QAs.
Para abordar todos los problemas mencionados anteriormente, en esta tesis
proponemos WeaFQAs, un enfoque de l´ınea de productos software orientada a
aspectos (AO-SPL) para gestionar los FQAs. WeaFQAs permite: (1) modelar
las similitudes y la variabilidad de los atributos de calidad funcionales desde las
primeras etapas del proceso de desarrollo, (2) gestionar las dependencias existentes
entre los FQAs, (3) independizar el modelado de los FQAs de la arquitectura de la
aplicacio´n afectada, (4) configurar los FQAs en base a los requisitos de cada apli-
cacio´n teniendo adema´s en cuenta propiedades no funcionales como el rendimiento
y el consumo energe´tico de cada solucio´n, (5) incorporar las configuraciones de
los FQAs a la arquitectura de la aplicacio´n de manera automa´tica y sin tener que
modificar manualmente los componentes existentes; y (6) gestionar la evolucio´n de
los FQAs cuando los requisitos cambien en el futuro. Para ello, se han combinado
los beneficios proporcionados por varias tecnolog´ıas: l´ıneas de productos software
(SPL), desarrollo de software orientado a aspectos (AOSD) y desarrollo dirigido
por modelos (MDD).
Se han realizado y comparado dos implementaciones de WeaFQAs usando difer-
entes lenguajes de variabilidad y de modelado, adema´s de proporcionar soporte con
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una herramienta basada en el lenguaje CVL (Common Variability Language) [21].
La propuesta se ha evaluado cualitativamente y cuantitativamente, y se ha aplicado
a varios casos de estudios y aplicaciones reales como en el contexto de veh´ıculos
autono´mos, pol´ıticas de seguridad, sistemas multi-agentes, y redes de sensores.
B.2 Propuesta: WeaFQAs
Esta tesis se centra en modelar y personalizar FQAs por separado de las apli-
caciones, y luego incorporar las configuraciones de los FQAs en las aplicaciones
combinando los beneficios proporcionados por varias tecnolog´ıas como l´ıneas de
producto software (SPL), desarrollo de software orientado a aspectos (AOSD) y
desarrollo digiro por modelos (MDD). Proponemos un enfoque de L´ınea de Produc-
tos Software Orientada a Aspectos (AO-SPL), llamado WeaFQAs, que extiende el
marco cla´sico de desarrollo de SPL [7] como se muestra en la Figura 5.1. WeaFQAs
distingue los procesos de ingenier´ıa del Dominio, Aplicacio´n, Integracio´n (Weav-
ing) y Evolucio´n, que se describen a continuacio´n. Estos procesos de ingenier´ıa de
WeaFQAs se centran en el modelado y la gestio´n de FQAs, excluyendo el mod-
elado de la funcionalidad ba´sica de las aplicaciones. A pesar de esto, WeaFQAs
necesita considerar los requisitos de la aplicacio´n sobre los QAs y su arquitectura
software para poder incorporar los FQAs.
En WeaFQAs se definen dos roles diferentes: (1) los expertos del dominio,
que se encargan de definir los activos (artefactos) del proceso de ingenier´ıa del
dominio, y (2) los ingenieros de la aplicacio´n o arquitectos software, que usan esos
artefactos, reutiliza´ndolos e instancia´ndolos para cada aplicacio´n en los procesos
de ingenier´ıa de la aplicacio´n y de integracio´n. Los ingenieros de aplicaciones
reutilizan el trabajo realizado por los expertos de dominio cuando usan la SPL para
generar configuraciones espec´ıficas de acuerdo con los requisitos de la aplicacio´n.
En el proceso de ingenier´ıa de evolucio´n, tanto los expertos de dominio como los
ingenieros de las aplicaciones toman parte. Mientras que los ingenieros de dominio
se encargan de actualizar los artefactos reutilizables del proceso de ingenier´ıa del
dominio con los nuevos cambios, los ingenieros de las aplicaciones se encargan
de proporcionar los nuevos requisitos del sistema para propagar automa´ticamente
los cambios a los artefactos de los procesos de ingenier´ıa de la aplicacio´n y de
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integracio´n.
B.2.1 El proceso de ingenier´ıa del dominio para los FQAs
El proceso de ingenier´ıa del dominio (parte superior de la Figura 5.1) gestiona
la complejidad y la variabilidad de los FQAs desde las primeras etapas del ciclo
de vida de desarrollo. Los objetivos de este proceso de ingenier´ıa del dominio
son: (i) caracterizar los QAs y los FQAs; (ii) definir las caracter´ısticas comunes y
la variabilidad de los FQAs, incluyendo sus dependencias, y construir soluciones
reutilizables de los FQAs como son la arquitectura software de los FQAs y los
patrones para incorporarlos en las aplicaciones; y (iii) analizar la influencia de las
diferentes configuraciones de los FQAs en las propiedades no funcionales (NFP),
es decir, analizar las interdependencias entre los FQAs y los NFPs.
Este proceso toma como entrada la informacio´n disponible sobre el dominio
de los QAs, como art´ıculos de investigacio´n, encuestas o cata´logos de QAs, y
la implementaciones existente de los FQAs como framworks reales y bibliotecas
de FQAs. A partir de esta entrada, los expertos en el dominio identifican la
variabilidad de los FQAs, as´ı como las dependencias entre ellos, los modelos de
uso de los FQAs y las propiedades no funcionales. El modelo de uso de un FQA se
define como el conjunto de variables que pueden tener un efecto positivo o negativo
en las NFPs (e.g., eficiencia energe´tica y rendimiento) as´ı como los valores que cada
variable puede tomar. Por ejemplo, la caracterizacio´n del FQA de encriptacio´n
incluye (i) identificar los diferentes algoritmos de encriptacio´n disponibles en los
frameworks de seguridad existentes, junto con sus variables y para´metros tales
como la longitud de la clave, el modo de operacio´n de cifrado de bloque y el
relleno; (ii) las dependencias entre encriptacio´n y otros FQAs (e.g., hash); y (iii)
el modelo de uso que para el FQA de encriptacio´n incluye el taman˜o del objeto o
archivo a encriptar o desencriptar, as´ı como las variables y para´metros espec´ıficos
de la funcionalidad de cifrado (e.g., el modo de cifrado de bloque) que pueden
afectar a las NFPs (e.g., rendimiento).
La caracterizacio´n de los FQAs permite especificar y definir un modelo de
variabilidad para los FQAs y construir una arquitectura software variable. Los
patrones arquitecto´nicos reutilizables para incorporar los FQAs en las aplicaciones
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tambie´n son especificados por los expertos del dominio para definir co´mo se deben
componer los diferentes FQAs con la arquitectura base de la aplicacio´n. Adema´s,
los modelos de los FQAs esta´n enriquecidos con informacio´n sobre las NFPs, como
la informacio´n sobre eficiencia energe´tica y rendimiento recopilada a trave´s del
ana´lisis emp´ırico y/o experimentacio´n de las diferentes configuraciones. Esta in-
formacio´n se utilizara´ luego durante el proceso de ingenier´ıa de la aplicacio´n para
generar configuraciones o´ptimas de los FQAs.
Un aspecto importante a destacar en WeaFQAs es que los artefactos del pro-
ceso de ingenier´ıa del dominio sera´n completamente reutilizados por cualquier
aplicacio´n que desee configurar e incorporar FQAs en su arquitectura software.
Esos artefactos son el modelo de variabilidad de los FQAs, la arquitectura soft-
ware de los FQAs, los patrones para incorporar los FQAs en las aplicaciones, y la
informacio´n de las NFPs recopiladas durante la experimentacio´n.
B.2.2 El proceso de ingenier´ıa de la aplicacio´n para los
FQAs
El proceso de ingenier´ıa de la aplicacio´n (parte central de la Figura 5.1) tiene como
objetivo generar configuraciones de los FQAs que satisfagan los requisitos de una
aplicacio´n en particular. El objetivo del proceso de ingenier´ıa de aplicaciones es
vincular la variabilidad de los FQAs de acuerdo con los requisitos de la aplicacio´n.
Para lograr este objetivo, el ingeniero de la aplicacio´n identifica los QAs re-
queridos por la aplicacio´n y crea una configuracio´n de los FQAs que cumple esos
requisitos. Esto se hace seleccionando las caracter´ısticas que satisfacen los requi-
sitos de los QAs de la aplicacio´n, es decir, instanciando el modelo de variabilidad
de los FQAs, incluidos los modelos de uso, previamente especificados durante el
proceso de ingenier´ıa del dominio. El ingeniero de la aplicacio´n tambie´n selecciona
una funcio´n objetivo (definida durante el proceso de ingenier´ıa de dominio) para
generar la configuracio´n o´ptima de los FQAs (por ejemplo, aquella configuracio´n
que maximice la eficiencia energe´tica). A menudo, el ingeniero de la aplicacio´n solo
puede proporcionar una instancia parcial del modelo de variabilidad y los modelos
de uso, por lo que se genera una configuracio´n parcial en estos casos. Tanto esta
configuracio´n parcial como la funcio´n objetivo se utilizan junto con la informacio´n
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de las NFPs recopilada en el proceso de ingenier´ıa del dominio para generar au-
toma´ticamente una configuracio´n completa y o´ptima de los FQAs. Esto ayuda al
ingeniero de la aplicacio´n a la hora de seleccionar entre varias configuraciones.
A partir del modelo de configuracio´n completo, se genera automa´ticamente
una configuracio´n de la arquitectura de los FQAs con la variabilidad resuelta.
La resolucio´n de la variabilidad se realiza automa´ticamente con la herramienta
vEXgine [82] que es un motor de ejecucio´n personalizable y extensible para re-
solver la variabilidad, y esta´ disen˜ado para dar soporte a WeaFQAs. El resultado
del proceso de ingenier´ıa de aplicaciones es una configuracio´n de arquitectura de los
FQAs que solo contiene los componentes de los FQAs que se necesitan de acuerdo
con los requisitos de la aplicacio´n.
B.2.3 El proceso de ingenier´ıa de integracio´n (weaving) de
los FQAs
El proceso de ingenier´ıa de integracio´n (o weaving) de los FQAs a las aplicaciones
(parte inferior de la Figura 5.1) se encarga de integrar la configuracio´n de la ar-
quitectura de los FQAs generada en el proceso anterior en la arquitectura base de
la aplicacio´n que se esta´ construyendo. El objetivo de este proce es incorporar el
modelo arquitecto´nico personalizado de los FQA en la aplicacio´n base mediante la
aplicacio´n de los patrones de integracio´n apropiados. En WeaFQAs, este proceso
se basa en tecnolog´ıas orientadas a aspectos que permiten incorporar el modelo
arquitecto´nico de los FQAs con la arquitectura software de la aplicacio´n base de
forma no intrusiva, es decir, sin modificar manualmente los componentes existentes
en la arquitectura de la aplicacio´n.
Este proceso de integracio´n no es una tarea sencilla ya que cada FQA tiene que
ser introducido en diferentes puntos de las aplicaciones. Adema´s, cada FQA se
incorporara´ segu´n un patro´n diferente, en funcio´n de la sema´ntica de cada FQA.
Por lo tanto, el ingeniero de la aplicacio´n debe identificar los puntos en la apli-
cacio´n donde se incorporara´n los FQAs y asociar el conjunto de patrones de los
FQAs con los componentes ya configurados de la arquitectura de los FQAs. Al
igual que ocurr´ıa en el proceso de ingenier´ıa de la aplicacio´n para las configura-
ciones, el ingeniero puede proporcionar una instancia parcial de los patrones de
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integracio´n debido a la falta de informacio´n en los requisitos de la aplicacio´n sobre
los puntos exactos donde integrar los FQAs. En esos casos, WeaFQAs identificara´
automa´ticamente todos los puntos en la arquitectura de la aplicacio´n donde ser´ıa
posible aplicar el patro´n del FQA espec´ıfico. Con esa informacio´n, el ingeniero
puede completar la instanciacio´n de los patrones de integracio´n.
Adema´s, el proceso de integracio´n se realiza automa´ticamente con la her-
ramienta vEXgine, sin modificar manualmente la arquitectura base de la apli-
cacio´n. El resultado de este proceso es la arquitectura software de la aplicacio´n
que tambie´n incorpora los FQAs requeridos.
B.2.4 El proceso de ingenier´ıa de evolucio´n de los FQAs
El proceso de ingenier´ıa de evolucio´n (parte derecha de la Figura 5.1) aborda la
gestio´n de los FQAs cuando los requisitos de la aplicacio´n cambian y/o la tecnolog´ıa
de los FQAs evoluciona. El objetivo de este proceso es actualizar los artefactos
de los diferentes procesos de ingenier´ıa de WeaFQAs y propagar los cambios a la
aplicacio´n final ya desplegada.
Las entradas de este proceso son: (i) los nuevos QAs que puedan aparecer
en el futuro como, por ejemplo, la eficiencia energe´tica que es uno de los QAs
ma´s recientes a tener en cuenta; (ii) las nuevas implementaciones de los FQAs
o actualizaciones de los framework y bibliotecas existentes como, por ejemplo,
una nueva versio´n del framework Spring; y (iii) los requisitos de los nuevos QAs
de la aplicacio´n que deben tenerse en cuenta. Los primeros dos tipos de entradas
requieren que los expertos en el dominio actualicen manualmente los artefactos del
proceso de ingenier´ıa del dominio para incorporar los posibles nuevos productos a
la SPL y ponerlos a disposicio´n de las aplicaciones. La tercera entrada requiere que
el ingeniero de la aplicacio´n proporcione una nueva configuracio´n con los nuevos
requisitos.
En todos los casos, los cambios deben propagarse automa´ticamente a las con-
figuraciones de los FQAs desplegadas previamente. Para automatizar esta tarea,
WeaFQAs proporciona un conjunto de algoritmos de evolucio´n para calcular la
diferencia entre configuraciones y actualizar la configuracio´n previa, pero tambie´n
proporciona un algoritmo de evolucio´n para propagar los cambios a la arquitectura
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software de los FQAs, obteniendo como resultado, la aplicacio´n final con los FQA
evolucionados.
B.2.5 Implementacio´n de WeaFQAs
Dado que la variabilidad se puede modelar usando varias te´cnicas, como modelos
de caracter´ısticas (feature models) [9], anotaciones [18, 19] o utilizando un lenguaje
de variabilidad como CVL [21], en esta tesis se proporciona y comparan dos imple-
mentaciones diferentes de nuestro enfoque gene´rico utilizando diferentes lenguajes
de variabilidad y de descripcio´n de arquitectura:
1. Usando modelo de caracter´ısticas (feature models) para especificar la vari-
abilidad de los FQAs [9] y AO-ADL, un lenguaje de descripcio´n de arqui-
tectura orientada a aspectos [27], para modelar la arquitectura software de
los FQAs. Esta implementacio´n tambie´n utiliza un lenguaje de modelado
de variabilidad (VML) [83] para vincular las caracter´ısticas del modelo de
variabilidad con los elementos de la arquitectura software de los FQAs.
2. Usando el lenguaje CVL [21] para especificar la variabilidad y los puntos de
variacio´n de los FQAs, y UML para modelar la arquitectura software de los
FQAs.
Estas dos implementaciones de WeaFQAs se presentan y se comparan en detalle
en el Cap´ıtulo 8.
B.2.6 vEXgine
vEXgine1 [82] es la herramienta desarrollada en esta tesis para dar soporte a
WeaFQAs. vEXgine es una implementacio´n personalizable y extensible del mo-
tor de ejecucio´n del lenguaje CVL [21]. vEXgine ha sido desarrollada debido
a la falta de herramientas que dan soporte al enfoque CVL. La herramienta es
totalmente compatible con el proceso de resolucio´n de la variabilidad de CVL, in-
cluido el mecanismo de delegacio´n que se puede extender con diferentes motores de
1http://caosd.lcc.uma.es/vexgine
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ejecucio´n. Incluye una implementacio´n del motor de delegacio´n basado en trans-
formaciones de Modelo a Modelo que utiliza un lenguaje de transformacio´n de
propo´sito general como ATL. La API Java proporcionada del motor de ejecucio´n
permite extender el enfoque CVL para satisfacer las necesidades industriales de
modelado de variabilidad en SPLs.
B.3 Conclusiones y trabajo futuro
Este cap´ıtulo presenta las conclusiones de la tesis y el trabajo futuro.
B.3.1 Conclusiones
Nuestra investigacio´n se ha centrado en definir un proceso automa´tico siguiendo
un enfoque de l´ınea de productos software orientado a aspectos (AO-SPL) que
persigue: (i) separar el modelado de los FQAs de las aplicaciones; (ii) generar
FQAs adaptados a los requisitos de las aplicaciones optimizando las propiedades
no funcionales del sistema; (iii) incorporar FQAs personalizados en las aplicaciones
de una manera no intrusiva mediante la definicio´n de patrones de integracio´n
orientados a aspectos; y (iv) dar soporte a la evolucio´n de la aplicacio´n guiada por
los FQAs. Como resultado, se ha propuesto el enfoque WeaFQAs que combina
tecnolog´ıas de SPLs, AOSD, y MDD. Se han desarrollado dos implementaciones
de WeaFQAs, se ha evaluado cualitativemente y cuantitativamente, y se aplicado
a mu´ltiples casos de estudio.
Al separar el modelado de los FQAs de las aplicaciones base, nuestra propuesta
mejora tanto la modularidad como la reutilizacio´n de los FQAs. AOSD tiene como
objetivo lograr esta separacio´n de los FQAs al considerarlos como propiedades
transversales. La separacio´n de los FQAs tambie´n facilita el modelado, el disen˜o
y la implementacio´n tanto de los FQAs como de las aplicaciones base. Por otro
lado, una SPL ayuda a administrar los FQAs desde las primeras etapas del proceso
de desarrollo, al facilitar el modelado de la variabilidad de los FQAs y el proceso
de generacio´n de las diferentes configuraciones de los FQAs personalizadas para
las aplicaciones. El uso de una SPL mejora la capacidad de mantenimiento de
las arquitecturas software. Adema´s, nos hemos centrado en el lenguaje CVL, ya
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que aumenta la escalabilidad y la reutilizacio´n de los modelos de variabilidad en
comparacio´n con los modelos de caracter´ısticas tradicionales (feature models).
Esperamos que nuestro enfoque permita: (1) mejorar la modularizacio´n y la
reutilizacio´n de los FQAs gracias a la tecnolog´ıa AOSD aumentando la calidad de
las aplicaciones; y (2) mejorar la capacidad de mantenimiento y la extensibilidad
de los FQAs gracias a las SPLs.
B.3.2 Trabajo futuro
Como trabajo futuro, planeamos continuar investigando sobre el enfoque WeaFQAs
para proporcionar soporte completo para la adaptacio´n en tiempo de ejecucio´n y
la reconfiguracio´n dina´mica de los FQAs. Las aplicaciones que se ejecutan en en-
tornos altamente dina´micos cambian continuamente sus requisitos en tiempo de
ejecucio´n. Si los nuevos requisitos afectan a los FQAs, e´stos se deben adaptar
dina´micamente. Ejemplos de estas aplicaciones pueden ser aplicaciones mo´viles
que deben adaptarse a los cambios en su entorno. Por ejemplo, un usuario que
se mueve de un entorno seguro a uno no seguro y se debe incorporar encriptacio´n
en sus aplicaciones mo´viles para cifrar las comunicaciones y hacerlas ma´s seguras.
Por lo tanto, planeamos dotar los FQAs y las aplicaciones con capacidades de
adaptacio´n dina´mica y autogestio´n guiadas por los FQAs. Para ello se utilizara´ la
tecnolog´ıa y los beneficios de l´ıneas de producto software dina´micas (DSPL) [93]
como por ejemplo, haciendo que los modelos de los FQAs este´n disponibles en
tiempo de ejecucio´n para permitir su personalizacio´n dina´mica.
Adema´s, tambie´n pensamos extender WeaFQAs para considerar otras propiedades
no funcionales de las diferentes configuraciones de los FQAs. A parte de la eficien-
cia energe´tica y el rendimiento, consideraremos el consumo de memoria o atributos
cualitativos, como el nivel de seguridad y el nivel de usabilidad. A lo largo de
esto, una problema´tica que surge es la optimizacio´n de varios atributos de calidad
simulta´neamente, especialmente cuando mu´ltiples FQAs y NFPs tienen interac-
ciones entre ellos. Por lo tanto, tambie´n planeamos estudiar algunas te´cnicas
multiobjetivo para la generacio´n de las configuraciones de los FQAs. Por ejemplo,
programacio´n por objetivos, programacio´n compromiso o algoritmos evolutivos.
Para algunos FQAs, generar todas las configuraciones y realizar todos los ex-
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perimentos dentro de un tiempo razonable puede ser una tarea dif´ıcil de abordar,
ma´s au´n cuando las configuraciones deben generarse en tiempo de ejecucio´n. En
esos casos, la escalabilidad podr´ıa ser un problema del enfoque WeaFQAs, por
lo que debemos encontrar formas o´ptimas para generar y gestionar las configura-
ciones de los FQAs, y analizar las NFPs de esas configuraciones cuando se utilizan
implementaciones de frameworks reales de los FQA.
Finalmente, esperamos aplicar el conocimiento adquirido de las tecnolog´ıas
utilizadas (por ejemplo, AOSD, SPL, MDD, CVL, modelos de caracter´ısticas,. . . )
a otros campos de ingenier´ıa del software, no solo en el dominio de los QAs.
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