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DERIVATION OF A MACROSCOPIC MODEL FOR TRANSPORT OF
STRONGLY SORBED SOLUTES IN THE SOIL USING HOMOGENIZATION
THEORY
MARIYA PTASHNYK AND TIINA ROOSE
Abstract. In this paper we derive a model for the diffusion of strongly sorbed solutes in soil taking into account
diffusion within both the soil fluid phase and the soil particles. The model takes into account the effect of solutes
being bound to soil particle surfaces by a reversible nonlinear reaction. Effective macroscale equations for the solute
movement in the soil are derived using homogenization theory. In particular we use the unfolding method to prove
the convergence of nonlinear reaction terms in our system. We use the final, homogenized model to estimate the effect
of solute dynamics within soil particles on plant phosphate uptake by comparing our double-porosity model to the
more commonly used single porosity model. We find that there are significant qualitative and quantitative differences
in the predictions of the models. This highlights the need for careful experimental and theoretical treatment of the
plant-soil interaction when trying to understand solute losses from the soil.
1. Introduction. Recent reports predicting global food shortages highlight the need for us to
develop a good understanding of the main processes that control crop growth, such as the bioavail-
ability of nutrients in the soil. One of the commonest limiting nutrients, particularly in Africa, is
phosphate. This is often so strongly bound to the soil as to make it almost immobile [24]. If a solute
equilibrates rapidly with the soil at the local, soil-particle, scale then it is possible to treat the soil
as homogeneous at that scale and use the standard single-porosity model for diffusion in the soil,
[24]. However experimental results, [16], [23], indicate that for strongly-sorbed solutes, which are
immobile on soil surfaces, and which may undergo slow sorption reactions, local equilibration is far
slower and needs to be taken into account explicitly.
In this paper we present the derivation of a model for transport of strongly sorbed solutes in
the soil considering the physical processes and geometrical properties at the scale of a single soil
particle, Section 3. In contrast to existing models, we describe the movement of solutes by diffusion
in both the solution and the soil particles. We also consider nonlinear, non-equilibrium reactions of
the solute at the particle surface and inside the particles. The complexity of the microscopic system
means that effective numerical simulations on the time and length scale of practical interest are not
possible. Applying two-scale convergence, introduced in [1], [19], [25], and extended to sequences of
functions defined on ε–periodic hypersurfaces in [2], [17], we derive a macroscopic model in Section 6.
The main mathematical difficulty and novelty of the results presented in this paper is to prove the
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convergence of the nonlinear terms in the model. Using the unfolding method, [4, 6, 7, 8, 15, 18],
and the structure of the equations we show in Lemma 5.4 the two-scale convergence of the nonlinear
functions. The macroscopic model depends crucially on the ratio between diffusion coefficients in
the inter-particle De and intra-particle Di spaces. If Di/De ≈ ε2, where ε denotes the ratio of the
size of the single particle domain relative to the whole soil sample size, then macroscopic model
we obtain is a double-porosity model which is fully analysed in this article. For other cases we
find that when Di/De ≈ " solute concentrations are independent of microscopic variable, and the
microscopic structure of the model influences only the new macroscopic diffusion coefficient and
the reaction terms. When Di/De ≈ "3 the processes in the inter-particle and intra-particle spaces
are decoupled. Thus, for Di/De ≈ " and Di/De ≈ "3 single-porosity models are obtained. The
macroscopic equations for the latter two cases are formulated in Section 9.
Whilst no suitable model for the experimental system discussed in this paper exists there is
some relevant previous theoretical work specialised for other experimental systems. For instance,
the derivation of a linear double-porosity model for single-phase flow in a fractured porous media
using the theory of multiscale analysis has been presented in [4]. A formal asymptotic expansion
ansatz was applied in [3] to derive a macroscopic model for incompressible two-phase flow in a double
porous reservoir. To derive this model rigorously the authors in [6] used two-scale convergence, the
unfolding method, knowledge of the macroscopic system derived in [3], and the monotonicity of the
nonlinear diffusion operator. In [11] the authors described a model for diffusion, convection and
nonlinear reactions in a periodic array of cells with permeable membranes. The concept of two-scale
convergence coupled with monotonicity methods, compensated compactness and special structure
of the nonlinear functions were used to deal with convergence in the nonlinear terms. The result
obtained in [11] differs from the analysis presented in this article due to the special structure of
the nonlinear functions inside the miscrostructure (cells), the absence of nonlinear reactions on the
surface of the microstructures, and different transmission conditions between the free fluid domain
(intercellular space) and particle (cell).
2. Main results. Considering the physical processes on the scale of a single soil particle we
derive in Section 3 the microscopic dimensionless model for solute transport in the soil
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Applying the techniques of homogenization we derive rigorously in Section 6 the macroscopic
double-porosity model defined on the scale of the whole soil domain
|Y0|∂tLe −∇ · (Ahom∇Le) =
∫
Γ1
(
D¯∇yLi(t, x, y) · ν − Ff (t, y, Le, Sef )− Fs(t, y, Le, Ses)
)
dγ in Ω,
θi∂tLi −∇y · (D¯∇yLi) = −Gf (t, y, Li, Sif )−Gs(t, y, Li, Sis) in Y1 × Ω, (2.3)
∂tSe = F (t, y, Le, Se) in Γ1 × Ω, ∂tSi = G(t, y, Li, Si) in Y1 × Ω,
with boundary and initial conditions
Li = Le on Γ1 × Ω, Le = LeD on ∂ΩD, ∇Le · ν = 0 on ∂ΩN ,
Le(0, x) = Le0(x) in Ω, Li(0, x, y) = Li0(y) in Y1 × Ω, (2.4)
Se(0, x, y) = Se0(y) in Γ1 × Ω, Si(0, x, y) = Si0(y) in Y1 × Ω,
and matrix Ahom is defined by aij =
∑3
k=1
∫
Y0
(Dij(t, y)+Dik(t, y)∂ykwj) dy, where wj are solutions
of unit cell problems
−∇y · (D(t, y)∇ywj) =
3∑
k=1
∂ykDkj(t, y) in Y0, (2.5)
−D(t, y)∇ywj · ν =
3∑
k=1
Dkj(t, y)νk on Γ1 ∪ Γ2, wj periodic in Z,
∫
Y0
wj dy = 0.
Here F = (Ff , Fs)T , G = (Gf , Gs)T , Se = (Sef , Ses)T , Si = (Sif , Sis)T . Thus the macroscopic
model includes a rigorously derived relationship between the effective diffusion coefficients and mi-
croscopic physical properties of the soil and soil chemical reactions. We contrast the equations
(2.3)-(2.4) above with the standard single porosity equilibrium reaction model describing the solute
movement in the soil. This model, presented in [24], is
(|Y0|+ θi|Y1|+ β¯)∂tLe −∇ · (Ahom∇Le) = 0 in (0, T )× Ω, (2.6)
Le = LeD on (0, T )× ∂ΩD, ∇Le · ν = 0 on (0, T )× ∂ΩN , Le(0, x) = Le0(x) in Ω,
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where β¯ is the buffer power of the soil (the equilibrium exchange constant in the linear reaction).
Due to the linearity of these equations, and given Le0 = 0, the one dimensional solution for the soil
column has the form Le = LeD exp(−x21/4Dt), where D = Ahom/(|Y0| + θi|Y1| + β¯). Thus, a plot
of log(Le/LeD) against x21/t will be a straight line and the slope of it can be used to determine D
from the experimental data. However, in [16], the experimental results for Andosol and Cambisol
could not be fitted with straight line. This is a strong experimental indication that the intraparticle
dynamics is important at the soil column scale and a new double-porosity models with inter-and
intra-particle reactions is needed. A non-linear relationship between the logarithm of the solute
concentration and x21/t has been predicted by a model in which the soil was represented as a hollow
cylinder with parallel inter- and intra-aggregate pathways in the central and outer band of the
cylinder, [23]. However this model gives a poor representation of the morphology of a real soil and
the microscopic processes were not considered in the model.
In Section 7 we consider phosphate as an example of a strongly sorbed solute and present
numerical solution of the double-porosity model (2.3), (2.4). We compare numerical results for
(2.3), (2.4), with and without slow reactions, with numerical solutions of the standard model (2.6).
3. Derivation of the microscopic model. We consider the soil to be a double porous ma-
terial consisting of porous soil particles that are separated by water and air, see Figure 3.1.
We distinguish between the solute concentration in
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Fig. 3.1. Representative single soil parti-
cle surrounded by solution and air. Periodically
repeated particles in the soil
water between soil particles L∗e, µmol/cm
3, and inside
each particle L∗i , µmol/cm
3 and between adsorption to
the surface of a particle and to the surfaces inside the
porous particle. It is known that adsorption and desorp-
tion of strongly sorbed solutes can be fast in comparison
to diffusion, [23]. We consider fast and slow absorbed
concentrations S∗ef and S
∗
es, µmol/cm
2 on the particle
surfaces, S∗if and S
∗
is, µmol/cm
2 on the surfaces inside the particle.
The solute concentration in the water in the inter-particle space is changing due to diffusion,
fast and slow reactions on the particle surface, and due to the flux into the particle,
∂t∗L
∗
e −∇ · (De∇L
∗
e) = 0 in solution around particle,(3.1)
De∇L
∗
e · ν = Di∇L
∗
i · ν − ∂t∗(ςe S
∗
ef )− ∂t∗(ςe S
∗
es) on particle surface, (3.2)
L∗e = L
∗
i on particle surface, (3.3)
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where De(t∗, x∗) = D0de(t∗, x∗) is diffusion of solute in water, Di(t∗, x∗) = fiθiD0di(t∗, x∗) is
diffusion of solute inside the particle, fi is the impedance factor of the particle, ν is the particle
boundary normal vector pointing inside the particle, ςe is the fraction of the particle surface area
which is solid. In general in experiments diffusion coefficients are constant, i.e. de ≡ 1, di ≡ 1.
However, we will consider De and Di to be dependent on t∗, x∗, because we can conduct our analysis
for this case and also we can envisage a case when solute diffusion depends on nonhomogeneous
hydrodynamic or chemical properties of the soil. For the fast and slow adsorbed concentrations on
the particle surface we take
∂t∗(ςe S
∗
ef ) = ςeF
∗
f (t
∗, x∗, L∗e, S
∗
ef ) and ∂t∗(ςe S
∗
es) = ςeF
∗
s (t
∗, x∗, L∗e, S
∗
es) on particle surface,(3.4)
where F ∗f and F
∗
s are reaction kinetics for fast and slow adsorbed solute concentration, respectively.
The solute concentration in the water fraction inside the particle is changing due to diffusion,
adsorption and desorption on the solid surface inside the particle, and the flux of the solute concen-
tration from interparticle to intraparticle domain, covered already in (3.2) and (3.3),
∂t∗(θi L
∗
i )−∇ · (Di∇L
∗
i ) = −∂t∗(ςiS
∗
if )− ∂t∗(ςiS
∗
is) inside the particle. (3.5)
The adsorbed concentration inside the particle is given by
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∗
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if ) and ∂t∗(ςiS
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whereG∗f andG
∗
s are reactions kinetics for fast and slow adsorbed solute concentrations, ςi, cm
2/cm3,
is the internal surface area density, i.e. surface area inside the particle per volume of particle, θi,
cm3/cm3, is the particle porosity, i.e. volume of water inside the particle per volume of particle.
We consider the model in Ω˜ = {(x∗1, x
∗
2, x
∗
3) ∈ (0, b)×(−b, b)
2}. We will pose on ∂Ω˜D = {x1 = 0}
Dirichlet or non-zero Neumann boundary conditions and on ∂Ω˜N zero Neumann boundary condi-
tions. We nondimensionalise the equations by setting t∗ = [t]t, x∗ = [x]y, L∗e = [Le]Le, L
∗
i = [Li]Li,
S∗ef = [Sef ]Sef , S
∗
es = [Ses]Ses, S
∗
if = [Sif ]Sif , and S
∗
is = [Sis]Sis. In a represenvative experiment,
[23], the length of the domain containing a particle with radius a = 9.98 · 10−3 cm surrounded by
solution and air is l = 0.02 cm, and the length of the whole soil sample domain is b = 1 cm. We are
interested in the processes which occur on a time scale associated with the whole domain, thus we
choose a timescale for diffusion that takes place on a soil sample scale [t] = b
2
D0
. In order to see the
influence of the diffusion inside the particle on the behaviour of the whole system we choose as the
scale for space [x] = l. Due to the continuity condition L∗e = L
∗
i it is convenient to choose [Le] = [Li]
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and as representative concentration [Le] = 1µmol/cm3. Considering the difference in the dimen-
sions, we choose [Sef ] = [Ses] = [Le]
[x]
ςe
and [Sif ] = [Sis] = [Li]/ςi. The dimensionless functions
in the equations are D(t, y) = de( b
2
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inside the particle and in the free fluid DiD0 ∼ 2 · 10
−4 is comparable to ε2, with ε = l/b. Thus
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Di( b
2
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t,ly)
D0ε2
is of order one. The geometric microstructure within the dimensionless domain
Ω = (0, 1)× (−1, 1)2 is obtained by intersecting the ε-multiple εZ with Ω, where Z = [0, 1]3 a “unit
cell” with respect to fast variable y = xε . We consider Y1, Y2 ⊂ Z, Y1 ∩ Y2 = ∅, with smooth bound-
aries Γ1, Γ2, where Y1 denote the single soil particle, Y2 the air fraction, and Y0 = Z \ (Y1 ∪ Y2) the
free fluid part. Then define Ω#1 = ∪{"Y
k
1 |"Z
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k
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The coefficients in the equations and initial conditions are defined by Z–periodic functions:
Dε = (Dεi,j) with D
ε
i,j(t, x) = Di,j(t,
x
ε ), D¯
ε = (D¯εi,j) with D¯
ε
i,j(t, x) = D¯i,j(t,
x
ε ), F
ε(t, x, η, ξ) =
F (t, xε , η, ξ), G
ε(t, x, η, ξ) = G(t, xε , η, ξ) for t ∈ (0, T ), η ∈ R, ξ ∈ R
2, and Lεi0(x) = Li0(
x
ε ), S
ε
e0(x) =
(Sef0(xε ), Ses0(
x
ε ))
T , Sεi0(x) = (Sif0(
x
ε ), Sis0(
x
ε ))
T . Incorporating the nondimensionalization and the
above notations into equations (3.1)–(3.6) we obtain the microscopic model (2.1)–(2.2).
4. Existence of solution of microscopic model. A priori estimates. We start the anal-
ysis with the definition of a weak solution and the existence result for the problem (2.1), (2.2). Then
we derive a priori estimates for sequences Lεe, L
ε
i , S
ε
ef , S
ε
es, S
ε
if , S
ε
is uniformly with respect to ε.
Assumption 4.1.
1. The matrices D, D¯ are symmetric, elliptic, (D(t, y)ξ, ξ) ≥ d0|ξ|2, (D¯(t, y)ξ, ξ) ≥ d¯0|ξ|2 for
d0, d¯0 > 0, ξ ∈ R3, a.a. (t, y) ∈ (0, T )×Z,D ∈ L∞((0, T )×Z)3×3, D¯ ∈ L∞(0, T ;W 1,∞(Z))3×3,
∂tD, ∂tD¯ ∈ L∞((0, T )× Z)3×3.
2. The function F (t, y, η, ξ) : (0, T )×Γ1×R×R2 → R2 is continuous and Lipschitz continuous
in ξ, η uniformly in t, y, i.e. |Fj(t, y, η1, ξ1)−Fj(t, y, η2, ξ2)| ≤ c(|η1−η2|+ |ξ1−ξ2|), j = f, s,
and Fj, ∂ηFj = Fj , is such that ∂ξFj is sublinear, i.e. |∂ξFj(t, y, η, ξ)| ≤ c(1 + |ξ| + |η|),
|Fj(t, y, η, ξ)| ≤ c(1 + |ξ|2 + |η|2), and |∂tFj(t, y, η, ξ)| ≤ c(1 + |ξ|2 + |η|2).
3. The function G(t, y, η, ξ) : (0, T )×Y1×R×R2 → R2 is continuous and Lipschitz continuous
in ξ, η uniformly in t,y, i.e. |Gj(t, y, η1, ξ1)−Gj(t, y, η2, ξ2)| ≤ c(|η1−η2|+ |ξ1−ξ2|), j = f, s.
4. The Dirichlet boundary data satisfies LeD ∈ H1(0, T ;H1(Ω)).
5. Lεe0 ∈ H
1(Ω), Lεe0 → Le0 weakly in H
1(Ω), Li0 ∈ H1(Z), Se0 ∈ L2(Γ1)2, Si0 ∈ L2(Y1)2.
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For definition of a weak solution of model (2.1), (2.2) we consider the function space
W ε = {(φ1,φ2) : φ1 ∈ H
1(Ωε0),φ1 = 0 on ∂ΩD,φ2 ∈ H
1(Ωε1), and φ1 = φ2 on Γ
ε
1}.
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for φ = (φ1,φ2) ∈ L2(0, T ;W ε), ψ ∈ L2((0, T ) × Γε1)
2, ψ˜ ∈ L2((0, T ) × Ωε1)
2, and Lεe → L
ε
e0,
Lεi → L
ε
i0, S
ε
e → S
ε
e0, S
ε
i → S
ε
i0 as t→ 0 in L
2.
Theorem 4.3. Under Assumption 4.1 for every fixed ε > 0 there exist unique solution of
(2.1)-(2.2).
Proof. The existence of solution of (2.1), (2.2) is equivalent to the existence of a fixed point of
K defined on L2((0, T )×Γε1)×L
2((0, T )×Ωε1) by (L
n,ε
e , L
n,ε
i ) = K(L
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n−1,ε
e , S
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ef ) + F
ε
s (L
n−1,ε
e , S
n,ε
es )) on Γ
ε
1, (4.5)
with boundary, initial conditions (2.2). For given Ln−1,εe ∈ L
2((0, T )×Γε1), L
n−1,ε
i ∈ L
2((0, T )×Ωε1)
due to Lipschitz continuity of the right hand side, there exist solutions of ordinary differential
equations (4.4), Sεe ∈ H
1(0, T ;L2(Γε1)
2), Sεi ∈ H
1(0, T ;L2(Ωε1)
2). Then, using the Galerkin method,
[12], we obtain a solution of the parabolic problem (4.2), (4.3), (4.5), (2.2), (Lεe − LeD, L
ε
i −LeD) ∈
L2(0, T ;W ε), Lεe ∈ H
1(0, T ;L2(Ωε0)), L
ε
i ∈ H
1(0, T ;L2(Ωε1)). The compactness of the embedding of
L2(0, T ;W ε) ∩ (H1(0, T ;L2(Ωε0)) × H
1(0, T ;L2(Ωε1))) in L
2((0, T ) × Γε1) × L
2((0, T ) × Ωε1), [13], a
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priori estimates similar as in Lemma 4.4, and Schauder fixed point theorem imply the existence of
a fixed point of K.
To prove uniqueness for (2.1), (2.2) we consider the equations for the difference of two solutions.
Using the ellipticity and Lipschitz continuity of F and G, assumptions 4.1.1, 4.1.2, 4.1.3, implies
T∫
0
∫
Ωε
0
|Lεe,1 − L
ε
e,2|
2dxdt + ε
T∫
0
∫
Γε
1
|Sεe,1 − S
ε
e,2|
2dγdt+
T∫
0
∫
Ωε
1
(|Lεi,1 − L
ε
i,2|
2 + |Sεi,1 − S
ε
i,2|
2)dxdt ≤ 0,
and Lεe,1 = L
ε
e,2, S
ε
e,1 = S
ε
e,2, L
ε
i,1 = L
ε
i,2, S
ε
i,1 = S
ε
i,2 a.e. in (0, T ) × Ω
ε
0, in (0, T ) × Γ
ε
1, and in
(0, T )× Ωε1, respectively.
Lemma 4.4. For solution of (2.1), (2.2) we have the estimates
||Lεe||L∞((0,T )×Ωε0) + ||∇L
ε
e||L2((0,T )×Ωε0) + ε
1/2||Sεe ||L∞(0,T ;L2(Γε1)) ≤ C,
||Lεi ||L∞((0,T )×Ωε1) + ε||∇L
ε
i ||L2((0,T )×Ωε1) + ||S
ε
i ||L∞(0,T ;L2(Ωε1)) ≤ C,
||∂tL
ε
e||L2((0,T )×Ωε0) + ε
1/2||∂tS
ε
e ||L2((0,T )×Γε1) + ||∂tL
ε
i ||L2((0,T )×Ωε1) + ||∂tS
ε
i ||L2((0,T )×Ωε1) ≤ C.
with constant C independent of ε.
Proof. We consider (Lεe−LeD, L
ε
i −LeD), S
ε
e , S
ε
i as test functions in the equations (4.1). Using
ellipticity assumption 4.1.1, the sublinearity of F and G, which follows from Lipschitz continuity,
assumption 4.1.2 and 4.1.3, and Young inequality, we obtain for any τ ∈ [0, T ]
τ∫
0
∫
Ωε
0
(∂t|L
ε
e|
2 + 2d0|∇L
ε
e|
2)dxdt +
τ∫
0
∫
Ωε
1
(θi∂t|L
ε
i |
2 + ε22d¯0|∇L
ε
i |
2)dxdt ≤
∫
Ωε
0
(δ|Lεe(τ)|
2 +
1
δ
|LeD(τ)|
2)dx
+
∫
Ωε
0
(|LeD(0)|
2 + |Lεe0|
2)dx +
τ∫
0
∫
Ωε
0
(|Lεe|
2 + |∂tLeD|
2 + d1(δ|∇L
ε
e|
2 +
1
δ
|∇LeD|
2))dxdt+
∫
Ωε
1
δ|Lεi (τ)|
2dx
+
∫
Ωε
1
(
1
δ
|LeD(τ)|
2 + |LeD(0)|
2 + |Lεi0|
2)dx +
τ∫
0
∫
Ωε
1
(|Lεi |
2 + |∂tLeD|
2 + ε2d¯1(δ|∇L
ε
i |
2 +
1
δ
|∇LeD|
2))dxdt
+C1
τ∫
0
∫
Γε
1
ε
(
1 + |Lεe|
2 + |Sεe |
2 + |LeD|
2
)
dγdt+ C2
τ∫
0
∫
Ωε
1
(
1 + |Lεi |
2 + |Sεi |
2 + |LeD|
2
)
dxdt,
where d1 = sup
t,y
|D(t, y)|, d¯1 = sup
t,y
|D¯(t, y)|. Sublinearity of F and G and the Gronwall Lemma imply
||Sεe(τ)||
2
L2(Γε
1
) ≤ c1 + c2||L
ε
e||
2
L2((0,τ)×Γε
1
), ||S
ε
i (τ)||
2
L2(Ωε
1
) ≤ c3 + c4||L
ε
i ||
2
L2((0,τ)×Ωε
1
).
In the estimate of the boundary integral we use the inequality, see [10] for the proof,
ε||vε||2L2(Γε
1
) ≤ C3
(
||vε||2L2(Ωε
0
) + ε
2||∇vε||2L2(Ωε
0
)
)
.
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Then, choosing δ such that 2d0 − δd1 − C1C3ε2 ≥ α > 0, 2d¯0 − δd¯1 ≥ α > 0 and applying the
Gronwall lemma we obtain the estimates for |Lεe|, |L
ε
i |, |S
ε
e |, |S
ε
i |, |∇L
ε
e|, and |∇L
ε
i |.
To derive the estimates for the time derivatives we use (∂t(Lεe −LeD), ∂t(L
ε
i −LeD)), ∂tS
ε
e , and
∂tSεi as test functions and estimate the integrals in the same manner as in the first part. The only
difference is in the estimate of the integral over Γε1. The assumption 4.1.2 on F implies for j = f, s
τ∫
0
∫
Γε
1
F εj (t, x, L
ε
e, S
ε
ej)∂tL
ε
edγdt =
τ∫
0
∫
Γε
1
d
dt
Fεj dγdt−
τ∫
0
∫
Γε
1
(
∂tF
ε
j + ∂ξF
ε
j ∂tS
ε
ej
)
dγdt
≤ c1
∫
Γε
1
(
1 + |Lεe(t)|
2 + |Sεej(t)|
2 + |Le0|
2 + |Sej0|
2
)
dγx + c2
τ∫
0
∫
Γε
1
(1 + |Lεe|
2 + |Sεej |
2 + |∂tS
ε
ej |
2)dγxdt.
5. Convergence of solutions of the microscopic problem as ε → 0. We extend Lεe,
defined on a connected domain Ωε0, onto whole Ω, see [9] or [10], and the H
1-norm of the extension
L˜εe is controlled by the H
1-norm of the original function Lεe with constant independent on ε. For
Lεe ∈ L
2(0, T ;H1(Ωε0)) we define L¯
ε
e(·, t) := L˜
ε
e(·, t) for a.a. t. Since the extension operator is linear
and bounded L¯εe ∈ L
2(0, T ;H1(Ω)). We identify Lεe with the extension L¯
ε
e.
Lemma 5.1. [15] For a function vε ∈ Hβ,2(Ωε0) with
1
2 < β < 1 the following estimate holds
ε||vε||2L2(Γε
1
) ≤ C||v
ε||2L2(Ωε
0
) + Cε
2β
∫
Ωε
0
∫
Ωε
0
|vε(x1)− vε(x2)|2
|x1 − x2|n+2β
dx1dx2,
where C is a constant independent on ε.
Lemma 5.2. There exist functions Le, Le1, Li, Se, Si such that (up to a subsequence)
Lεe → Le weakly in L
2(0, T ;H1(Ω), strongly in L2(0, T ;Hβ,2(Ω)), 1/2 < β < 1,
ε||Lεe − Le||
2
L2((0,T )×Γε
1
) → 0 as ε→ 0,
∂tL
ε
e → ∂tLe weakly in L
2((0, T )× Ω),
Lεe → Le, ∂tL
ε
e → ∂tLe, ∇L
ε
e → ∇xLe +∇yLe1 two-scale, Le1 ∈ L
2((0, T )× Ω, H1per(Z)/R),
Lεi → Li, ∂tL
ε
i → ∂tLi, ε∇L
ε
i → ∇yLi two-scale as ε→ 0,
Li ∈ L
2((0, T )× Ω;H1per(Y1)) ∩H
1(0, T, L2(Ω× Y1)),
Sεe → Se, ∂tS
ε
e → ∂tSe two-scale as ε→ 0, Se, ∂tSe ∈ L
2((0, T )× Ω× Γ1),
Sεi → Si, ∂tS
ε
i → ∂tSi two-scale as ε→ 0, Si, ∂tSi ∈ L
2((0, T )× Ω× Y1).
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Proof. From a priori estimates in Lemma 4.4, we obtain convergencesLεe to Le in L
2(0, T ;H1(Ω)),
∂tLεe to ∂tLe in L
2((0, T )× Ω) weakly and Lεe to Le in L
∞(0, T ;L2(Ω)) ∗-weakly. To obtain strong
convergence of Lεe in L
2(0, T ;Hβ,2(Ω)), 12 < β < 1, we use the compact embedding of H
1(Ω) in
Hβ,2(Ω) and the Lions-Aubin Lemma, [13]. Applying Lemma 5.1 we obtain ε‖Lεe−Le‖
2
L2((0,T )×Γε
1
) ≤
C‖Lεe − Le‖
2
L2(0,T ;Hβ,2(Ωε
0
)) ≤ C‖L
ε
e − Le‖
2
L2(0,T ;Hβ,2(Ω)) → 0 for ε → 0. Since L
ε
e is bounded
in L2(0, T ;H1(Ω)) the compactness theorem, [1], [17], [19], implies the two-scale convergence of
Lεe to the same function Le and the existence of a function Le1 ∈ L
2((0, T ) × Ω;H1per(Z)/R)
such that ∇Lεe(t, x) two-scale converges to ∇xLe(t, x) + ∇yLe1(t, x, y). From boundedness of L
ε
i
and ε∇Lεi , applying again the compactness theorem, we obtain that L
ε
i (t, x) → Li(t, x, y) and
ε∇Lεi (t, x) → ∇yLi(t, x, y) in two-scale sense and Li ∈ L
2((0, T )× Ω;H1per(Y1)). Invoking the con-
vergence theorems for bounded sequences in L2((0, T )×Ω), L2((0, T )×Γε1) and L
2((0, T )×Ωε1) (see
[1], [2], [17]) we obtain the two-scale convergence of ∂tLεe, S
ε
e , ∂tS
ε
e , ∂tL
ε
i S
ε
i , and ∂tS
ε
i .
The weak two-scale convergence of Sεe , L
ε
i , S
ε
i does not allow to pass to the limit in the nonlinear
functions. Using the unfolding method, [4], [6], [7], [8], [15], [18], and the structure of the equations
we prove the convergence of the nonlinear terms.
Definition 5.3. Define the unfolding operator T εb : L
p((0, T ) × Γε1) → L
p((0, T ) × Ω × Γ1),
p ∈ [1,∞], by
(T εb u)(t, x, y) = u(t, c
ε(x) + εy) for (t, x, y) ∈ (0, T )× Ω× Γ1, c
ε(x) = ε[
x
ε
],
and T ε : Lp((0, T )× Ωε1)→ L
p((0, T )× Ω× Y1), p ∈ [1,∞], by
(T εu)(t, x, y) = u(t, cε(x) + εy) for (t, x, y) ∈ (0, T )× Ω× Y1, c
ε(x) = ε[
x
ε
].
Lemma 5.4. F ε(t, x, Lεe, S
ε
e) → F (t, y, Le, Se) and G
ε(t, x, Lεi , S
ε
i ) → G(t, y, Li, Si) converge
two-scale as ε→ 0 .
Proof. The change of the variables x → εy + cε(x), the periodicity of F , G in the second
argument, and the periodicity of the initial data imply
T εb F
ε = F (t,
cε(x) + εy
ε
, Lεe(t, cε(x) + εy), S
ε
e(t, cε(x) + εy)) = F (t, y, T
ε
b L
ε
e, T
ε
b S
ε
e), (5.1)
T εGε = G(t,
cε(x) + εy
ε
, Lεi (t, cε(x) + εy), S
ε
i (t, cε(x) + εy)) = G(t, y, T
εLεi , T
εSεi ), (5.2)
(T εLεi0)(x, y) = Li0(y), (T
εSεi0)(x, y) = Si0(y), (T
ε
b S
ε
e0)(x, y) = Se0(y),
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and, using T ε(uv) = T ε(u)T ε(u), ∇yT ε(u) = εT ε(∇u), the equations for T εb S
ε
e , T
εSεi , and T
εLεi
∂tT
ε
b S
ε
e = F (t, y, T
ε
b L
ε
e, T
ε
b S
ε
e) in (0, T )× Ω× Γ1, ∂tT
εSεi = G(t, y, T
εLεi , T
εSεi ) in (0, T )× Ω× Y1,
T εb S
ε
e(0, x, y) = Se0(y) in Ω× Γ1, T
εSεi (0, x, y) = Si0(y) in Ω× Y1,
θi∂tT
εLεi −∇y · (D¯(y)∇yT
εLεi ) = −Gf (t, y, T
εLεi , T
εSεif )−Gs(t, y, T
εLεi , T
εSεis) in (0, T )× Ω× Y1,
T εb L
ε
i = T
ε
b L
ε
e on (0, T )× Ω× Γ1, T
εLεi (0, x, y) = Li0(y) in Ω× Y1.
We consider the difference of the equations for T εmb S
εm
e and T
εn
b S
εn
e , for T
εmSεmi and T
εnSεni , use
as test functions corresponding differences of solutions and apply the Gronwall inequality,
sup
(0,T )
||T εmb S
εm
e − T
εn
b S
εn
e ||
2
L2(Ω×Γ1)
≤ c1||T
εm
b L
εm
e − T
εn
b L
εn
e ||
2
L2((0,T )×Ω×Γ1)
, (5.3)
sup
(0,T )
||T εmSεmi − T
εnSεni ||
2
L2(Ω×Y1) ≤ c2||T
εmLεmi − T
εnLεni ||
2
L2((0,T )×Ω×Y1). (5.4)
If we show that T εb L
ε
e and T
εLεi are strongly convergent, then this also implies the strong convergence
of T εb S
ε
e and T
εSεi . Due to norm conservation properties of the unfolding operator, [4], [15], and the
strong convergence of Lεe on Γ
ε
1, Lemma 5.2, we obtain
||T εb L
ε
e − T
ε
b Le||
2
L2((0,T )×Ω×Γ1) = ε||L
ε
e − Le||
2
L2((0,T )×Γε
1
) → 0 as ε→ 0.
Since, for Le independent on y, T
εn
b Le → Le strongly in L
2((0, T )× Ω× Γ1) (see [4], [15]) we have
T∫
0
∫
Ω×Γ1
|T εmb L
εm
e − T
εn
b L
εn
e |
2 dγydxdt ≤ εn
T∫
0
∫
Γεn
1
|Lεne − Le|
2dγdt+ εm
T∫
0
∫
Γεm
1
|Lεme − Le|
2dγdt
+
T∫
0
∫
Ω×Γ1
(|T εnb Le − Le|
2 + |T εmb Le − Le|
2) dγydxdt→ 0 as εn, εm → 0. (5.5)
Now we will show that T εLεi is a Cauchy sequence and converges strongly to Li in L
2((0, T )×Ω×Y1).
We can write T εmLεmi − T
εnLεni = h
εm,εn + kεm,εn , where kεm,εn and hεm,εn are solutions of
θi∂tk
εm,εn −∇y · (D¯(y)∇yk
εm,εn) = −
(
Gf (y, T
εmLεmi , T
εmSεmif )−Gf (y, T
εnLεni , T
εnSεnif )
)
(5.6)
−
(
Gs(y, T
εmLεmi , T
εmSεmis )−Gs(y, T
εnLεni , T
εnSεnis )
)
,
kεm,εn = 0 on (0, T )× Ω× Γ1, k
εm,εn(0) = 0 in Ω× Y1, (5.7)
and
θi∂th
εm,εn −∇y · (D¯(y)∇yh
εm,εn) = 0 in (0, T )× Ω× Y1, (5.8)
hεm,εn = T εmb L
εm
e − T
εn
b L
εn
e on (0, T )× Ω× Γ1, h
εm,εn(0) = 0 in Ω× Y1, (5.9)
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The main idea is to estimate ||T εmLεmi −T
εnLεni ||L2((0,T )×Ω×Y1) by ||T
εm
b L
εm
i −T
εn
b L
εn
i ||L2((0,T )×Ω×Γ1)
= ||T εmb L
εm
e − T
εn
b L
εn
e ||L2((0,T )×Ω×Γ1) and use the strong convergence of L
ε
e. This idea to estimate
L2-norm via boundary data comes from transposition method, [14]. Similar idea was used in [18] to
show the convergence of nonlinear reactions defined in a thin membrane. We consider
−θi∂td
εm,εn −∇y · (D¯(y)∇yd
εm,εn) = hεm,εn in (0, T )× Ω× Y1, (5.10)
dεm,εn = 0 on (0, T )× Ω× Γ1, d
εm,εn(T, x, y) = 0 in Ω× Y1.
From regularity theory for parabolic equations, [12], where x ∈ Ω is a parameter, for hεm,εn ∈
L2((0, T )× Ω× Y1) we have that dεm,εn ∈ L2((0, T )× Ω;H2(Y1)) and
||dεm,εn ||L∞(0,T ;L2(Ω×Y1)) + ||∇yd
εm,εn ||L2((0,T )×Ω×Y1) + ||∇
2
yd
εm,εn ||L2((0,T )×Ω×Y1)
≤ C||hεm,εn ||L2((0,T )×Ω×Y1). (5.11)
Using now hεm,εn as test function in the equation (5.10) and taking into account that dεm,εn = 0 on
(0, T )× Ω× Γ1, we obtain the following equality
T∫
0
∫
Ω×Y1
|hεm,εn |2dydxdt =
T∫
0
∫
Ω×Y1
dεm,εn
(
θi∂th
εm,εn −∇y · (D¯(y)∇yh
εm,εn)
)
dydxdt
−
T∫
0
∫
Ω×Γ1
D¯(y)∇yd
εm,εn · νhεm,εndγydxdt.
Due to (5.8) the first integral on the right hand side is zero. Then using in the second integral the
trace theorem applied to ∇ydεm,εn · ν, the estimate (5.11) and the boundary condition in (5.9) we
obtain
||hεm,εn ||L2((0,T )×Ω×Y1) ≤ C||T
εm
b L
εm
e − T
εn
b L
εn
e ||L2((0,T )×Ω×Γ1). (5.12)
Now we test (5.6) with kεm,εn , use the Lipschitz continuity of G, the estimate (5.4), the boundary
condition in (5.7), the fact T εmLεmi − T
εnLεni = h
εm,εn + kεm,εn , and obtain for τ ∈ [0, T ]
τ∫
0
∫
Ω×Y1
(1
2
∂t|k
εm,εn |2 + D¯(y)∇yk
εm,εn∇yk
εm,εn
)
dydxdt ≤ C
τ∫
0
∫
Ω×Y1
(
|hεm,εn |2 + |kεm,εn |2
)
dydxdt.
The ellipticity of D¯ and the Gronwall Lemma implies
sup
(0,T )
||kεm,εn ||2L2(Ω×Y1) ≤ C
(
||hεm,εn ||2L2((0,T )×Ω×Y1) + ||k
εm,εn(0)||2L2(Ω×Y1)
)
.
12
The expression for T εmLεmi − T
εnLεni , the last estimate and (5.12) yield
||T εmLεmi − T
εnLεni ||
2
L2((0,T )×Ω×Y1) ≤ ||h
εm,εn ||2L2((0,T )×Ω×Y1) + ||k
εm,εn ||2L2((0,T )×Ω×Y1)
≤ C||T εmb L
εm
e − T
εn
b L
εn
e ||
2
L2((0,T )×Ω×Γ1) → 0 as ε→ 0. (5.13)
The estimates (5.3), (5.4), (5.5), and (5.13) and the fact that weak limit of unfolded sequence and
two-scale limit of original sequence are equal a.e., [6], [15], imply the strong convergence T εb L
ε
e → Le,
T εb S
ε
e → Se in L
2((0, T ) × Ω × Γ1), and T εLεi → Li, T
εSεi → Si in L
2((0, T ) × Ω × Y1). Thus
F (t, y, T εb L
ε
e, T
ε
b S
ε
e) → F (t, y, Le, Se) a.e. in (0, T ) × Ω × Γ1, G(t, y, T
εLεi , T
εSεi ) → G(t, y, Li, Si)
a.e. in (0, T )× Ω× Y1. From estimates for Lεe, S
ε
e , L
ε
i , S
ε
i and sublinearity of F and G we obtain
||F (t, y, T εb L
ε
e, T
ε
b S
ε
e)||L2((0,T )×Ω×Γ1)2 ≤ C, ||G(t, y, T
εLεi , T
εSεi )||L2((0,T )×Ω×Y1)2 ≤ C,
ε1/2||F ε(t, x, Lεe, S
ε
e)||L2((0,T )×Γε1)2 ≤ C, ||G
ε(t, x, Lεi , S
ε
i )||L2((0,T )×Ωε1)2 ≤ C.
Thus, using (5.1), (5.2), T εb F → F weakly in L
2((0, T )×Ω× Γ1)2, T εG→ G weakly in L2((0, T )×
Ω× Y1)2, and F ε → F ∗, Gε → G∗ in the two-scale sense. Due to the relation between weak limit of
unfolded sequence and two-scale limit of original sequence we have F = F ∗ and G = G∗ a.e.
6. Macroscopic model. Using the two-scale convergence we derive macroscopic equations for
the microscopic model (2.1), (2.2).
Definition 6.1. The functions Le, Li, Se, Si are solutions of the macroscopic model (2.3)–
(2.4) if (Le − LeD, Li − LeD) ∈ L2(0, T ;W ), ∂tLe ∈ L2((0, T )× Ω), ∂tLi ∈ L2((0, T )× Ω× Y1),
Se ∈ H1(0, T ;L2(Ω× Γ1)2), Si ∈ H1(0, T ;L2(Ω× Y1)2) such that
T∫
0
∫
Ω
(
|Y0|∂tLe φ1 +Ahom∇xLe∇xφ1 +
∫
Γ1
(Ff (t, y, Le, Sef ) + Fs(t, y, Le, Ses))dγy φ1
)
dxdt
=
T∫
0
∫
Ω
∫
Γ1
D¯(t, y)∇yLi · ν dγy φ1 dxdt, (6.1)
T∫
0
∫
Ω×Y1
(
θi∂tLi φ2 + D¯∇yLi∇yφ2 + (Gf (t, y, Li, Sif ) +Gs(t, y, Li, Sis))φ2
)
dydxdt = 0,
T∫
0
∫
Ω×Γ1
(∂tSe − F (t, y, Le, Se))ψ1dγydxdt = 0,
T∫
0
∫
Ω×Y1
(∂tSi −G(t, y, Li, Si))ψ2dydxdt = 0
for (φ1,φ2) ∈ L2(0, T,W ), ψ1 ∈ L2((0, T )× Ω× Γ1)2, ψ2 ∈ L2((0, T )× Ω× Y1)2.
Here W = {(φ1,φ2) : φ1 ∈ H1(Ω),φ2 ∈ L2(Ω;H1per(Y1)), φ1 = 0 on ∂ΩD, φ1 = φ2|Γ1 in Ω}.
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Theorem 6.2. The sequence of solutions of the microscopic model (2.1), (2.2) two-scale con-
verge as ε→ 0 to the solution of the macroscopic problem (2.3), (2.4).
Proof. Using in equations (4.1) test functions φ(t, x) = ϕ0(t, x) + εϕ1(t, x,
x
ε ) + Ψ(t, x,
x
ε ),
ϕ0 ∈ C∞((0, T )×Ω), ϕ1 ∈ C∞((0, T )×Ω;C∞per(Z)), ϕ0 = 0, ϕ1 = 0 on ∂ΩD, Ψ(t, x,
x
ε ) ∈ C
∞((0, T )×
Ω;C∞per(Z)), Ψ = 0 for y ∈ Z \ Y1, ψ1 ∈ C
∞((0, T )×Ω;C∞per(Γ1))
2, ψ2 ∈ C∞((0, T )×Ω;C∞per(Y1))
2,
and passing to the two-scale limit applying Lemma 5.2 and Lemma 5.4 yields,
T∫
0
∫
Ω
(
|Y0|∂tLe ϕ0 +
∫
Y0
D(t, y)(∇xLe +∇yLe1)(∇xϕ0 +∇yϕ1) dy
)
dxdt+
T∫
0
∫
Ω×Y1
(
θi∂tLi(ϕ0 +Ψ) + D¯(t, y)∇yLi∇yΨ+ (Gf (t, y, Li, Sif ) +Gs(t, y, Li, Sis))(ϕ0 +Ψ)
)
dydxdt
= −
T∫
0
∫
Ω×Γ1
(Ff (t, y, Le, Sef ) + Fs(t, y, Le, Ses))ϕ0 dγydxdt,
T∫
0
∫
Ω×Γ1
(∂tSe − F (t, y, Le, Se))ψ1dγydxdt = 0,
T∫
0
∫
Ω×Y1
(∂tSi −G(t, y, Li, Si))ψ2dydxdt = 0.
Choosing Ψ = 0 we obtain the equation for Le
T∫
0
∫
Ω
((
|Y0|∂tLe +
∫
Γ1
(Ff + Fs)dγy
)
ϕ0 +
∫
Y0
D(∇xLe +∇yLe1)(∇xϕ0 +∇yϕ1)dy
)
dxdt
= −
T∫
0
∫
Ω×Y1
(θi∂tLi +Gf (t, y, Li, Sif ) +Gs(t, y, Li, Sis))ϕ0 dydxdt. (6.2)
Then the equation for Li reads
θi∂tLi −∇y · (D¯∇yLi) = −Gf (t, y, Li, Sif )−Gs(t, y, Li, Sis).
Testing the last equation with ϕ0(t, x) we obtain that
T∫
0
∫
Ω×Y1
(θi∂tLi +Gf (t, y, Li, Sif ) +Gs(t, y, Li, Sis))ϕ0 dydxdt = −
T∫
0
∫
Ω×Γ1
D¯∇yLi · ν ϕ0 dγydxdt.
To determinate the unknown function Le1 ∈ L2((0, T )× Ω;H1per(Z)/R), we set ϕ0 = 0 in (6.2)
T∫
0
∫
Ω×Y0
D(t, y)(∇xLe(t, x) +∇yLe1(t, x, y))∇yϕ1(t, x, y) dy dx dt = 0
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for all ϕ1 ∈ C∞((0, T )×Ω;C∞per(Z)). From this follows that Le1 depends linearly on ∇xLe, and can
be written in the form Le1 =
3∑
j=1
∂Le
∂xj
·wj , where the functions wj are defined as solutions of the cell
problems (2.5). Next, setting ϕ1 = 0, and together with
T∫
0
∫
Ω
∫
Y0
3∑
i,j=1
Dij
(
∂xiLe +
3∑
k=1
∂yiwk∂xkLe
)
∂xjϕ0dydxdt =
T∫
0
∫
Ω
3∑
i,j=1
aij∂xiϕ0∂xjLedydxdt
and aij =
∑3
k=1
∫
Y0
(Dij(t, y) +Dik(t, y)∂ykwj) dy, we obtain the equation for Le.
To show that the limit functions fulfil the initial conditions we consider φ ∈ C∞0 (Ω × Y1),
ξ ∈ C∞([0, T ]), ξ(T ) = 0 and obtain
T∫
0
∫
Ωε
1
∂tL
ε
iφ(x,
x
ε
)ξ(t) dxdt = −
∫
Ωε
1
Li0(
x
ε
)φ(x,
x
ε
)ξ(0) dx−
T∫
0
∫
Ωε
1
Lεiφ(x,
x
ε
)∂tξ(t) dxdt.
Using two-scale convergence we can pass to the limit for ε → 0 and obtain the initial conditions.
Similarly, we obtain the initial conditions for Le, Se and Si. To show that Li = Le on Γ1 we consider
lim
ε→0
T∫
0
∫
Ωε
1
ε∇Lεi (t, x)φ(t, x
x
ε
)dxdt =
T∫
0
∫
Ω×Y1
∇yLi(t, x, y)φ(t, x, y)dydxdt.
On the other hand, using Lεi = L
ε
e on Γ
ε
1 and two-scale convergence of L
ε
e on Γ
ε
1 we have
lim
ε→0
(
−
T∫
0
∫
Ωε
1
Lεi (t, x)(ε∇xφ(t, x,
x
ε
) +∇yφ(t, x,
x
ε
)) dxdt + ε
T∫
0
∫
Γε
1
Lεi (t, x)φ(t, x,
x
ε
) · ν dγxdt
)
= −
T∫
0
∫
Ω×Y1
Li(t, x, y)∇yφ(t, x, y) dxdt +
T∫
0
∫
Ω×Γ1
Le(t, x)φ(t, x, y) · ν dγydxdt.
We used here that limε→0 ε
∫ T
0
∫
Γε
1
Lεe φ(t, x,
x
ε ) dγxdt =
∫ T
0
∫
Ω×Γ1
Le(t, x)φ(t, x, y)dγydxdt. The last
convergence follows from ε
∫ T
0
∫
Γε
1
|Lεe − Le||φ(t, x
x
ε )|dγxdt ≤ ε||L
ε
e − Le||Γε1 ||φ||Γε1 → 0 (due to
Lemma 5.2) and the two-scale convergence of Le on Γε1.
7. Numerical simulation of the model. In this section we present numerical solutions of
the macroscopic model applied to a specific experimental situation. We consider a column of moist
soil of uniform bulk density with uniformly-spaced porous spherical soil particles, surrounded by
solution and gas spaces. The radius of the soil particles is determined by the sieve mesh size, used
to make the soil column, [16, 20]. The particle porosity is determined by the bulk density. As an
example of strongly sorbed solute we consider phosphate, H2PO
−
4 , and specify the functions in the
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framework (2.3), (2.4). There are two standard setups for diffusion-reaction experiments of strongly
sorbed solutes: 1) a constant solute concentration is maintained at one of the boundaries; 2) two
soil pieces with different initial concentrations are joined together. The first setup can be modelled
prescribing Dirichlet boundary condition. The second situation is defined by nonhomogeneous initial
conditions. Another situation the model could address is the interaction between soil and plant roots.
This can be modeled by flux boundary condition defining phosphate uptake by roots. We consider
here linearised uptake kinetic De∇Le · ν = −Fm(Le − Le,min), where Fm is the uptake constant,
and Le,min is the minimum phosphate concentration in the soil, below which no uptake occurs, [24].
We would like to point out, that all the mathematical results proved above can be easilly assigned
to linear or sublinear Neumann boundary conditions for Le at ∂ΩD. We assume that diffusion
coefficients are constant.
We consider two main types of kinetics for chemical reactions:
1. Michealis-Menton kinetics, i.e. for Kjf > 0, K
j
m > 0, k
j
b > 0, F
j
f > 0, F
j
m > 0, f
j
b > 0
Fj(Le, Sej) =
KjfLe
Kjm + Le
− kjbSej , Gj(Li, Sij) =
F jfLi
F jm + Li
− f jbSij , for j = f and j = s.
2. Freudlich type kinetics, i.e. for γja > 0, γ
j
d > 0, ζ
j
a > 0, ζ
j
d > 0
Fj(Le, Sej) = γ
j
aL
α
e − γ
j
dSej , Gj(Li, Sij) = ζ
j
aL
α
i − ζ
j
dSij , for 0 < α ≤ 1, for j = f and j = s.
In order to apply our theory for given functions, we have to verified the assumptions 4.1.2 and
4.1.3 on F and G. It can be easily seen that the Michaelis-Menten kinetic is Lipschitz continuous.
We have also Fj(Le, Sej) = K
j
fLe−K
j
fK
j
m ln(K
j
m+Le)−k
j
bLeSej and Fj is sublinear for nonnegative
Le. Linear Freudlich kinetics fulfil all the assumptions. However, if 0 < α < 1 the Freudlich kinetics
is Lipschitz continuous and Fj = γja
1
1+αL
α+1
e −γ
j
dLeSej fulfils the asssumption 4.1.2 only for strictly
nonzero functions, i.e. for Le ≥ µ, Li ≥ µ, Sej ≥ µ, and Sij ≥ µ for some constant µ > 0.
From boundary rectangles theory for reaction-diffusion equations, [22], it follows that for initial and
boundary data such that Le0 ≥ µ1 > 0, Li0 ≥ µ1 > 0, Sej0 ≥ µ2 > 0, Sij0 ≥ µ2 > 0, LeD ≥ µ3 > 0,
Le,min ≥ µ4 > 0, there exists µ > 0 which bounds the solution of (2.3)-(2.4) from below.
Based on equilibrium experiments for phosphate that reveal S = βLα, S - sorbed solute con-
centration, L - solute concentration in solution, we consider Freundlich type reaction kinetics
∂t∗(ςeS
∗
ej) = ςeF
∗
j (L
∗
e, S
∗
ej) = ςe(γ
j
a L
∗,α
e −γ
j
d S
∗
ej), ∂t∗(ςiS
∗
ij) = ςiG
∗
j (L
∗
i , S
∗
ij) = ςi(ζ
j
a L
∗,α
i − ζ
j
d S
∗
ij).
The nondimesional reactions, using the scales in Section 3, are given by
∂tSej = Fj(Le, Sej) = γ¯
j
aL
α
e − γ¯
j
dSje in Ω× Γ1, ∂tSij = Gj(Li, Sij) = ζ¯
j
aL
α
i − ζ¯
j
dSji in Ω× Y1,
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where γ¯ja = γ
j
a[Le]
α−1ςeb2/(l D0), γ¯
j
d = γ
j
db
2/D0, ζ¯ja = ζ
j
a[Li]
α−1ςib2/D0, and ζ¯
j
d = ζ
j
db
2/D0.
Under the assumption γ¯fd = ζ¯
f
d = γ
f
d b
2/D0 = ζ
f
d b
2/D0 = 1/δ 2 1, i.e. desorption in the fast
reaction is very fast in comparison to the diffusion, we obtain δ ∂tSef = ςeγfa/(l γ
f
d )L
α
e − Sef ,
δ ∂tSif = ςiζfa /ζ
f
d L
α
i −Sif . It implies that the fast reactions can be assumed at the leading order to
be in the equilibrium and
Sef = ςe γ
f
a/(l γ
f
d )L
α
e , Sif = ςiζ
f
a /ζ
f
d L
α
i . (7.1)
The geometry Ω = (0, 1)× (−1, 1)2 and the constant coefficients imply that the only nonhomo-
geneous direction is the direction of x1 due to Dirichlet or non-zero Neumann boundary conditions,
or nonhomogeneous in x1-direction initial conditions. We use this symmetry to reduce (2.3) to one
dimensional equations for Le and Li, (we identified here x1 with x),
(
|Y0|+ |Γ1|
ςe
l
γfa
γfd
αLα−1e
)
∂tLe −Ahom ∂
2
xLe = −|Γ1|(D¯∂rLi(t, x, r)|r=r0 + γ¯
s
aL
α
e − γ¯
s
dSes) in (0, 1),
(
θi +
ςiζfa
ζfd
αLα−1i
)
∂tLi − D¯
1
r2
∂r(r
2∂rLi) = −(ζ¯
s
aL
α
i − ζ¯
s
dSis) in (0, r0)× (0, 1), (7.2)
∂tSes = γ¯
s
aL
α
e − γ¯
s
dSes in (0, 1), ∂tSis = ζ¯
s
aL
α
i − ζ¯
s
dSis in (0, r0)× (0, 1),
with boundary and initial conditions
Li = Le on (0, T )× {r = r0}× (0, 1),
Ahom∂xLe = F¯ (Le − Le,min) on (0, T )× {x = 0}, ∇Le · ν = 0 on (0, T )× {x = 1},
Le(0, x) = Le0, Ses(0, x) = Ses0 =
ςe
l
γsa
γsd
Lαe0 in (0, 1), (7.3)
Li(0, x, r) = Li0 = Le0, Sis(0, x, r) = Sis0 = ςi
ζsa
ζsd
Lαi0 in (0, r0)× (0, 1).
where F¯ = Fmb/D0, r0 is the radius of the particle Y1 ⊂ Z. We compare numerical results for
(7.2)–(7.3) and (2.6) with β¯ = βαLα−1e and Ahom∂xLe = F¯ (Le − Le,min) on ∂ΩD = {x = 0}.
The constants in the equations are taken from the experimental literature [5, 16, 20, 21, 23, 24].
• particle radius in the unit cell is r0 = 0.499, soil particle radius is a = r0 · ε · b = 9.98 · 10−3
cm, radius of air particle is ra = 0.0073 cm, b = 1 cm, Γ1 = 3.129, θi = 0.2025, l = 0.02 cm;
• assuming cylindrical pores inside the particle of radius λ and length a˜ we estimate ςe = (a˜2−
piλ2n)/a˜2, where n is the number of pores in the particle, ςi = 6piλa˜n/a3, θi = 3piλ2a˜n/a3;
ςe = 1− 3θi = 0.393, ςi = 2θi/λ = 2θi · 104 cm2 cm−3 for λ = 10−4 cm;
• S = βLα implies γ
f
a
γfd
= βfe ,
ζfa
ζfd
= βfi ,
γsa
γsd
= βse ,
ζsa
ζsd
= βsi ; βi =
β
1+ςiλ/ςe
, βe =
β
1+ςe/(ςiλ)
,
β = |Γ1|
ςe
l (β
f
e + β
s
e) + ςi(β
f
i + β
s
i ); for α = 1: β
f = 8.95 cm, βs = 26.86 cm, γsd = ζ
s
d =
17
2.6 · 10−3D0b2 s
−1, γsa = 0.09
l
ςe
D0
b2 cm/s, ζ
s
a = 7.55
1
ςi
D0
b2 cm/s, β¯ = β = 2200;
for α = 0.49: βf = 0.0895 cm, βs = 0.269 cm, γsd = ζ
s
d = 0.26
D0
b2 s
−1, γsa = 0.09
l
ςe
D0
b2 cm/s,
ζsa = 7.55
1
ςi
D0
b2 cm/s, β¯ = βαL
α−1
e , β = 22;
• fi = 10−3, D¯ = fiθib2/l2 = 0.506, Ahom = 0.172, D0 = 9 · 10−6 cm2/s,
Fm = 5.6 · 10−2 cm/s, Le,min = 10−4 µmol/cm3, Le0 = Li0 = 10−3µmol/cm3.
The total amount of solute per unit soil volume is the sum of solute concentration in the fluid part
multiplied by porosity plus the sum of the absorbed concentration multiplied by the surface density:
C = |Y0|L
∗
e +
∫
Γ1
ςe
l
(S∗ef + S
∗
es)dγ +
∫
Y1
(θiL
∗
i + ςi(S
∗
if + S
∗
is))dy C = (|Y0|+ θi|Y1|+ β¯)Le − total
= |Y0|Le + |Γ1|(
ςe
l
γfa
γfd
Lαe + Ses) +
∫
Y1
(θiLi + ςi
ζfa
ζfd
Lαi + Sis)dy, amount for standard model.
In order to define the macroscopic diffusion
2
0 1Y
1
Γ
Γ
Y
Fig. 7.1. Numerical solution of unit cell problem w2.
coefficient Ahom, A
ij
hom = |Y0|δij +
∫
Y0
∂yiwjdy,
we calculate using Comsol Multiphysics the solu-
tions of unit cell problems,
∆ywj = 0 in Y0, ∇ywj · ν = −ejν on Γ1 ∪ Γ2,
wj is periodic in Z,
∫
Y0
wj dy = 0.
The symmetry of Y0 implies
∫
Y0
∂y1w1(y)dy =
∫
Y0
∂y2w2(y)dy =
∫
Y0
∂y3w3(y)dy = −0.102 and
Ahom = 0.172. Equations (7.2) are solved using finite-difference approximations for the space deriva-
tives. The second order partial derivatives with respect to x and y were discretized using the second
order central difference. The resulting ordinary differential equations were solved by Matlab ODE
solver ode15s.
8. Conclusion. One of the fundamental questions in experimental soil science is the definition
of the minimal model that is appropriate for any given experimental setting and measurements. It has
been difficult to decide in which case intraparticle diffusion pathways and/or at which level nonlinear
binding reactions for solutes to particle surfaces should be included. The chemical processes in the
soil were classically modeled by the standard single-porosity model, Eq (2.6), linked up to large
speciation packages such as MIN3P, PHREEQC, where the nonlinear reactions are incorporated.
However, these models can not explain the effects observed in the experiments on the Cambisol and
Andosol soils (some of the most common soils in Wales and Japan) for phosphate diffusion, [16]. In
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Fig. 7.2. Numerical solution for α = 1, C-complete solute amount in soil; Li-concentration of phosphate in
intra-particle space, ςiSi-amount of phosphate adsorbed inside particle for x = 0, x = 0.2, x = 0.4 cm as indicated
with arrows; black lines- standard model, eq. (2.6); red lines- double-porosity model with slow reactions; blue lines-
double-porosity model without slow reactions (γ¯sa = γ¯
s
d
= ζ¯sa = ζ¯
s
d
= 0), eq. (7.2)-(7.3); solid lines - T = 105s, dashed
lines - T = 106s.
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Fig. 7.4. Numerical solution for α = 1, Le- con-
centration of phosphate in inter-particle space; black -
standard model; red - double-porosity model with slow
reactions, blue - double-porosity model without slow
reactions.
the present article we derived and discussed a macroscopic model for transport of strongly sorbed
solute in the soil by considering intraparticle diffusion and slow and fast binding reactions on the
soil particle surfaces and inside the particles. The homogenization procedure resulted in a double-
19
0 0.1 0.2 0.3 0.40.2
0.4
0.6
0.8
x  /  cm
C 
 / 
 µ
 m
ol 
cm
−3
0 0.1 0.2 0.3 0.4 0.5
0
0.5
1
x 10−3
L i 
/ µ
m
ol 
cm
−3
0 0.1 0.2 0.3 0.4 0.5
0.4
0.6
0.8
1
r
ς i 
S i
 / 
µ
m
ol 
cm
−3
0 0.1 0.2 0.3 0.4 0.5
8.5
9
9.5
10
x 10−4
0 0.1 0.2 0.3 0.4 0.5
0.94
0.96
0.98
1
r
0 0.1 0.2 0.3 0.4 0.5
9.8
9.9
10
x 10−4
0 0.1 0.2 0.3 0.4 0.5
0.996
0.998
1
1.002
r
Fig. 7.5. Numerical solution for α = 0.49, C- complete solute amount in soil,; Li- concentration of phosphate
in intra-particle space, ςiSi- amount of phosphate adsorbed inside particle for x = 0, x = 0.2, x = 0.4 cm as indicated
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double-porosity model without slow reactions (γ¯sa = γ¯
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= 0), eq. (7.2)-(7.3); solid lines - T = 105s, dashed
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Fig. 7.7. Numerical solution for α = 0.49, Le-
concentration of phosphate in inter-particle space; black
- standard model; red - double-porosity model with slow
reactions; blue - double-porosity model without slow re-
actions.
porosity model with source/sink terms that represented the average reactions on the particle surface
and average flux into the particle. Within the framework of rigorous derivation of the macroscopic
equations we also found that the double-porosity model is important when the ratio of the diffusion
coefficient within the particle to the diffusion in the fluid is comparable to the square of the relative
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size of the single particle domain to the size of the soil sample. To our knowledge this is the first time
such systematic analysis has been performed and our model is already being applied to interpret
experimental findings in [16], [20], and [23].
As an example of the experimental situation, we have considered the transport of phosphate
in the soil and its uptake by plant roots. We present the results for a linear binding reaction and
compare the double-porosity model results to standard impeded phosphate model, Eq. (2.6), and
double-porosity model without the slow reaction. The three predictions of the overall amount of
phosphate in the soil differ significantly. Whilst the standard model predicts that there is a sharp
gradient of phosphate around the root, the double-porosity model shows much smaller gradients
because of much larger capacity of the soil particles to buffer and resupply nutrients into solution
(Figure 7.2). The soil solution phosphate concentration for the three models is presented in Figure
7.3, and again, we can see that the results of the three models are quantitatively and qualitatively
very different. The concentration gradients in the case of the double-porosity models are much
smaller than in the case of standard model. As a result, the predictions about the rate of phosphate
uptake, shown on Figure 7.4 are significantly different. Similar pattern of differences between double-
porosity models and the standard model is apparent also in the case of nonlinear Freundlich type
binding reactions (shown on Figures 7.5-7.7), although the differences in predicted phosphate uptake
rates by plant are much smaller in the case of non-linear reactions than in the case of linear reactions.
This work emphasises the importance of starting, if it at all possible, from the microscopic
description of the physical and/or biological processes and then deriving the effective macroscopic
equations. The numerical results underline also the need for integrated studies of soil and plant
interaction since the standard soil model will provide different estimates for root surface nutrient
uptake properties as the new more adequate for solute transport in the soil double-porosity model.
9. Macroscopic equations for Di/D0 ∼ ε and Di/D0 ∼ ε3. If we assume Di/D0 ∼ ε then
the nondimesional microscopic model equivalent to (2.1), (2.2), with D¯ = Di/(D0ε), becomes
∂tLe −∆Le = 0 in Ω
ε
0,
Le = Li, ∇Le · ν = εD¯∇Li · ν − ε∂tSef − ε∂tSes on Γ
ε
1,
∂tSef = Ff (Le, Sef ), ∂tSes = Fs(Le, Ses) on Γ
ε
1, (9.1)
∂t(θi Li)− εD¯∆Li = −∂tSif − ∂tSis in Ω
ε
1,
∂tSif = Gf (Li, Sif ), ∂tSis = Gs(Li, Sis) in Ω
ε
1,
∇Le · ν = 0 on Γ
ε
2,
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Using the formal asymptotic expansion Ansatz
Ll = L
0
l (x, y) + εL
1
l (x, y) + ε
2L2l (x, y) + · · · , Slj = S
0
lj(x, y) + εS
1
lj(x, y) + ε
2S2lj(x, y) + · · · , (9.2)
where l = e or l = i and j = f or j = s, Lkl (x, y) and S
k
lj(x, y), k = 0, 1, 2, . . ., are periodic in y =
x
ε ,
∇ = ∇x + 1ε∇y, we derive the macroscopic equations and obtain for L(x) = L
0
i (x) = L
0
e(x)
( |Y0|
|Z|
+
|Y1|θi
|Z|
)
∂tL−∇x · (Ahom∇xL) = −
1
|Z|
∫
Γ1
(∂tS
0
ef + ∂tS
0
es)dγ −
1
|Z|
∫
Y1
(∂tS
0
if + ∂tS
0
is)dy,
∂tS
0
ef = Ff (L, S
0
ef ), ∂tS
0
es = Fs(L, S
0
es) in Ω× Γ1, (9.3)
∂tS
0
if = Gf (L, S
0
if ), ∂tS
0
is = Gs(L, S
0
is) in Ω× Y1,
where Aijhom =
|Y0|
|Z| δij +
1
|Z|
∫
Y0
∂yiwj(y)dy and wj are solutions of cell problems similar to (2.5).
Thus, when DiD0 ∼ ε only reactions inside the particle are important on the macroscopic scale and
the spatial distribution of the concentration inside the particle equilibrates very fast.
For Di/D0 ∼ ε3 using the asymptotic expansion Ansatz we obtain macroscopic equations
|Y0|
|Z|
∂tL
0
e −∇x · (Ahom∇xL
0
e) = −
1
|Z|
∫
Γ1
(∂tS
0
ef + ∂tS
0
es) dγ in Ω,
∂tS
0
ef = Ff (L
0
e, S
0
ef ), ∂tS
0
es = Fs(L
0
e, S
0
es) in Ω× Γ1,
∂tL
0
i = −∂tS
0
if − ∂tS
0
is, ∂tS
0
if = Gf (L
0
i , S
0
if ), ∂tS
0
is = Gs(L
0
i , S
0
is) in Ω× Y1.
The diffusion into and inside the particle can not be seen on the macroscopic scale. The equations
inside the particle are not coupled with the macroscopic equations in the interparticle space and
prescribe the time evolution of the initial concentrations inside the particle.
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