Abstract A chief problem in phylogenetics and database theory is the computation of a maximum consistent tree from a set of rooted or unrooted trees. A standard input are triplets, rooted binary trees on three leaves, or quartets, unrooted binary trees on four leaves. We give exact algorithms constructing rooted and unrooted maximum consistent supertrees in time O(2 n n 5 m 2 log m) for a set of m triplets (quartets), each one distinctly leaf-labeled by some subset of n labels. The algorithms extend to weighted triplets (quartets). We further present fast exact algorithms for constructing rooted and unrooted maximum consistent trees in polynomial space. Finally, for a set T of m rooted or unrooted trees with maximum degree D and distinctly leaf-labeled by some subset of a set L of n labels, we compute, in O(2 mD n m m 5 n 6 log m) time, a tree distinctly leaf-labeled by a maximum-size subset X ⊆ L that all trees in T , when restricted to X, are consistent with.
Introduction
Consensus Trees. Let L be a set of n labels, and let T be a set of trees, each one of them distinctly leaf-labeled by some subset of L. One objective is to construct a tree distinctly leaf-labeled by the elements of L and "displaying" as many trees from T as possible. Another objective is to construct a tree T distinctly leaf-labeled by a maximum-size subset X ⊆ L such that all trees in T , when restricted to X, are consistent with T .
This setup is standard in phylogenetics, an area of research studying the evolutionary relationships between groups of organisms. There, a set of organisms is bijectively labeled to the leaves of a binary tree, whose internal vertices v represent common ancestors of organisms that are leaves of the subtree rooted at v. A well-studied problem is to construct a phylogenetic "supertree" from a given set of phylogenetic trees, such that the supertree is "consistent" with a maximum amount of input data. This problem appears as a rooted and an unrooted version, both of which we will consider. Equally important applications can be found in database theory and data mining.
Part of this research has been funded by the Dutch BSIK/BRICKS project.
For two rooted (unrooted) trees T and T , tree T is a subdivision of T if T can be obtained from T by a sequence of arc (edge) subdivisions. Tree T is consistent with T , denoted T ∠T , if there exists a subdivision of T that is a subgraph of T . Unless specified otherwise, all trees considered are binary without internal vertices of degree two, except for a unique root. In the rooted case, this coincides with the notion of strongly binary trees [10, page 298] . In the unrooted case, it coincides with the notion of full binary trees. Apart from consistent trees, other notions "displaying" sets of trees discussed in the literature include agreement trees [20] , and likelihood trees [28] . This article focuses on consistent trees in the sense of the above definition.
Rooted Case. In the rooted case, the most common restriction of the tree construction problem takes as input a set of triplets, rooted binary trees with three leaves and one internal vertex, that are distinctly leaf-labeled by some subset of n labels. An associated decision problem asks for a rooted binary tree distinctly leaf-labeled by the n labels and such that each input triplet is consistent with it.
As such a tree not always exists, we consider the following optimization problem.
Rooted Maximum Triplet Consistency (Rooted-MTC)
Input: A set L of labels and a set T of triplets, each one distinctly leaf-labeled by some subset of L. Output: A strongly binary tree distinctly leaf-labeled by L and maximizing the number of triplets from T consistent with it.
A solution to Rooted-MTC is a rooted maximum consistent tree for triplet set T . Problem Rooted-MTC has been well-studied after Aho et al. [1] gave a polynomial-time algorithm to compute a tree that all input triplets are consistent with, if such a tree exists. Over time, multiple NP-hardness proofs for Rooted-MTC have been suggested, e.g. by Bryant [7] , Jansson [19] and Wu [31] . A 1/3-approximation was given by Gasieniec et al. [14] and Byrka et al. [9] showed the problem to be APX-hard. Efficient heuristics, without approximation guarantees, were designed by Semple and Steel [25] , Page [23] , Wu [31] and Snir and Rao [26] . Less is known from the point of view of exact solutions to Rooted-MTC. A brute-force approach would search through all trees distinctly leaf-labeled by the elements of L, then counting for each of them the number of input triplets that are consistent with it. Already in 1870 Schröder [24] equalled the number of such trees to 1 · 3 · . . . · (2|L| − 5) > |L|!, rendering such an approach moot even for very small leaf sets. The previously fastest exact algorithm runs in time O(3 n (m+n 2 )) for a set of n leaves and m triplets, and was suggested by Wu [31] .
Our main contribution is a much expedited algorithm for the Rooted-MTC problem.
Theorem 1. For a set L of n labels and a set T of m triplets, each one distinctly leaf-labeled by some subset of L, a rooted maximum consistent tree can be constructed in O(2 n n 5 m 2 log m) time.
The algorithm is based on convolutions of Möbius and zeta transforms and a newly introduced crossing transform. Function transforms have recently attracted much attention as an algorithmic tool for a variety of certain partitioning and subset problems, such as chromatic number and domatic number of a graph, and Steiner tree. A key ingredient to many such algorithms is the convolution of zeta transforms of two functions over (polynomially) small rank, developed by Björklund et al. [6] . This provides significant improvements in running times over the dynamic programming methodologies that had been used earlier. However, so far the applicability of the function transform method was restricted to problems where each partition class or subset independently determines its contribution to the objective function value. The situation is different for the maximum consistent tree problems, where subtrees can be spread over multiple partition classes, which then jointly add to the objective function value. The key achievement is a non-trivial extension of Björklund et al.'s approach to problems where multiple partition classes mutually contribute to the objective function value in a linear way. To this end, we develop the "crossing transform" as a new function transform, and give an algorithm for its fast computation. We will demonstrate its usefulness by expediting exact algorithms for a class of rooted and unrooted consistent tree problems.
The Rooted-MTC problem has been extended in several ways; one such extension adds a set F of forbidden triplets to the input. Contrasting polynomialtime recognizability of triplet sets consistent with a tree, it is NP-hard to decide if some tree is consistent with all triplets in T and none in F. He et al. [16] studied the problem of constructing a tree T that maximizes the difference between the number of triplets from T consistent with T and the number of triplets from F consistent with T . They showed this problem to be NP-hard and then provided a 1/3-approximation algorithm. We view this problem as a special case of the more general problem where input triplets are assigned positive or negative weights. The special case consists of computing a consistent tree of maximum weight for triplet set T ∪ F, where triplets in T \ F receive unit weight, triplets in F \ T receive negative unit weight and triplets in T ∩ F receive zero weight.
In the general case the weights are positive or negative integers, for instance representing confidence that a triplet describes evolution correctly. The formal problem to solve is the following.
Rooted Maximum Weight Triplet Consistency (Rooted-MWTC)
Instance: A set L of labels; a set T of triplets, each one distinctly leaf-labeled by some subset of L; and a weight function w : T → {−W, −W + 1, . . . , W } for some W > 0. Output: A strongly binary tree distinctly leaf-labeled by L maximizing the sum of weights of triplets in T that are consistent with it.
A solution to Rooted-MWCT is a rooted maximum weight consistent tree for T .
To the best of our knowledge no exact or parameterized algorithm has appeared in the literature so far for this problem. Our algorithm for the unweighted version applies with minor modifications to the version of polynomially-bounded positive or negative integer weights.
For a set L of n labels and a set T of m integer-weighted triplets, each one distinctly leaf-labeled by some subset of L, and with weights bounded in absolute value by some W > 0, a rooted maximum weight consistent tree can be constructed in O(2 n n 5 m 2 W 2 log(mW )) time.
For a set L of n labels and sets T , F of together m triplets, each one distinctly leaf-labeled by some subset of L, a tree maximizing the difference between the number of consistent triplets in T and the number of consistent triplets in F can be constructed in O(2 n n 5 m 2 log m) time.
Unrooted Case. A parallel line of research considers the construction of unrooted trees. Here, the input usually consists of a set of quartets, unrooted binary trees with four leaves. Contrasting the rooted version, deciding the existence of an unrooted tree consistent with a set of quartets is an NP-hard problem [27] . Again, we study an associated maximization problem:
Maximum Quartet Consistency (Unrooted-MQC) Input: A set L of labels and a set Q of quartets, each one distinctly leaf-labeled by some subset of L. Output: An unrooted full binary tree distinctly leaf-labeled by L and maximizing the number of quartets from Q consistent with it.
A solution to problem Unrooted-MQC is an unrooted maximum consistent tree for quartet set Q. Problem Unrooted-MQC has been considered from the point of approximation, where it turns out to be APX-hard [27] . On the positive side, there exists a PTAS for dense quartet sets Q containing a quartet for each size-4 subset of L [21] . For the dense case, Gramm and Niedermeier proposed an FPT algorithm running in time O(4 t n 4 ), with n the number of labels and t the number of input quartets that are not consistent with the constructed tree [15] Many other algorithmic approaches to this problem have been proposed [3, 4, 8] . An exact algorithm for Unrooted-MQC is given by Ben-Dor et al. and runs in O(3 n n 4 ) time [2] . We give the following improved result for problem Unrooted-MQC, detailed in Section 7:
Theorem 3. For a set L of n labels and a set Q of m quartets, each one distinctly leaf-labeled by some subset of L, an unrooted maximum consistent tree can be constructed in time O(2 n n 5 m 2 log m).
Like in the rooted version, the algorithm extends to the variant with bounded quartet weights:
For a set L of n labels and a set Q of integer-weighted quartets, each one distinctly leaf-labeled by some subset of L, and with weights bounded in absolute value by some W > 0, an unrooted maximum weight consistent tree can be constructed in time O(2 n n 5 m 2 W 2 log(mW )).
Polynomial Space. Our second key contribution is a fast polynomial-space algorithm for the rooted maximum consistent tree problem. Up to now, the literature only describes exact algorithms for maximum consistent tree problems that take exponential space. The usefulness of exponential-space algorithms applied to real-life instances is debatable [30] . Our algorithms are inspired by the polynomial-space algorithm for the Steiner Tree problem, suggested by Fomin, Grandoni and Kratsch [11] .
Theorem 5. For a set L of n labels and a set T of triplets (quartets), each one distinctly leaf-labeled by some subset of L, a rooted (unrooted) maximum consistent tree can be constructed in O(16.77 n ) time and polynomial space.
Maximizing the Number of Leaves. The above defined problems have as objective the maximization of the number of triplets (quartets) that are consistent with some tree. Here, all labels appearing at leaves of some triplet (quartet) in the input occur as labels of the output tree. A different objective is to maximize the number leaves in a tree T that all input triplets (quartets) have to be consistent with it when restricted to the leaves of T . We consider the general setting when the input consists of trees on at least three leaves, not necessarily binary but with maximum degree D. For non-binary trees, care has to be taken with respect to the notion of consistency. As an example, consider a rooted tree that consists of a single root with three children, which are the leaves of this tree and distinctly labeled. This tree can be "refined" to a rooted binary tree by splitting the root vertex, such that the resulting tree is a triplet. The triplet imposes a certain relation on the children of the root that is not present in the tree with maximum degree three. Thus for the setting when the input are trees with maximum degree D, we enhance the notion of consistency to "compatibility". Precisely, tree T is compatible with tree T , denoted T T , if after removing the leaves from each of the trees not present in the other one, T can be obtained from T by a sequence of edge contractions. Notice that when both T and T are binary, T is consistent with T if and only if T is compatible with T . The notion of compatibility leads to the following problem, which comes in a rooted and unrooted flavor.
Rooted (Unrooted) Maximum-Leaf Tree Consistency
Input: A set L of labels and a set T of rooted (unrooted) trees with maximum degree D, each one distinctly leaf-labeled by some subset of L. Output: A rooted (unrooted) tree T with maximum degree D and distinctly leaf-labeled by a maximum-size set L ⊆ L, such that all trees from T , when restricted to L , are compatible with T .
A solution to this problem, which we abbreviate by Rooted-MLTC(Unrooted-MLTC), is a rooted (unrooted) maximum-leaf compatible tree for T . The problem has been well-studied [5, 18] . It was shown to be NP-hard, even for the case that all input trees are distinctly leaf-labeled by the same set L of labels [17, 13] . In this special case, a solution to Rooted-MLTC is in fact a subtree of each tree in T , modulo arc contractions. For the rooted case, Ganapathysaravanabavan and Warnow [13] gave an algorithm running in time O(4 mD n m+1 ), for a set L of n labels and a set T of m trees. For both the rooted and unrooted case, Hoang and Sung [18] gave an algorithm running in time O(4 mD n m ).
Our contribution here is an algorithm that lowers the base of the exponential term from 4 to 2. The result does not follow from those for the tripletmaximization problems. Rather, the concepts of function transforms and convolutions have to be transferred from the subset lattice to a lattice on certain auxiliary trees. Then transforming and convoluting functions over this lattice yields the improved result:
Theorem 6. For a set L of n labels and a set T of m rooted (unrooted) trees with maximum degree D, a rooted (unrooted) maximum-leaf compatible tree can be constructed in time O(2 mD n m m 5 n 6 log m).
For the case D = 2, this also improves upon the O(6 m ) algorithm by Hoang and Sung [18] .
This article is structured as follows. We first provide some background material, then set up a general framework for consistent tree problems. Section 2 recalls material on Möbius and zeta transforms; and Section 3 introduces the rooted crossing transform. Section 4 details the general algorithm for consistent tree problems that is applied to the rooted case in Section 5 and the rooted weighted case in Section 6. The unrooted case is solved in Section 7, followed by the polynomial-space algorithms in Section 8. The problems with objective the maximization of leaf sets are discussed in Section 9.
If L is a set of labels and T is a set of triplets, each one distinctly leaflabeled by some subset of L, then T | X denotes the restriction of T to all triplets distinctly-leaf labeled by some subset of X ⊆ L. Throughout, the model of computation is the random access machine in which arithmetic operations are unit-time only for constant-size integers. In this model, two b-bit integers can be added, subtracted and compared in O(b) time; and multiplied in O(b log b2 O(log * b) ) time [12] , which we generously bound by O(b log b log log b).
Möbius Transform and Zeta Transform
This section recalls the Möbius transform and zeta transform of functions.
Let L be a totally ordered set of n labels, denoted by 1, 2, . . . , n. Subsets X of L will be identified with their binary incidence vectors, that is X = (x 1 , . . . , x n ) ∈ {0, 1}
n where x j = 1 if and only if j ∈ X. Let R be a unitary ring with additive and multiplicative identities denoted by 0 and 1. In the following, addition and multiplication are carried out over R.
Let f be a function from the subset lattice of L to elements of R. The zeta transform of f associates with each set X ∈ {0, 1} n the value
The Möbius transform of f associates with each set X ∈ {0, 1} n the value
Each of the two transforms has a "ranked" version, e.g. the ranked zeta transform of f associates with every c ∈ {0, 1, . . . , n} and every X ∈ {0, 1} n the value
Möbius transform and zeta transform are related to their ranked versions via (f β)(X) = n c=0 (f β)(X, c) for β = µ and β = ζ, respectively. An important fact is the inverse relation between zeta transform and Möbius transform: f = f ζµ = f µζ. Ranked zeta transform and Möbius transform are related via
Yates' algorithm [32] provides a fast way to compute the zeta transform or Möbius transform of a function f : {0, 1} n → R. With the help of a suitably defined function v β : {0, 1} 2 → R, the algorithm computes
for all sets X ∈ {0, 1} n . For the zeta transform
For the Möbius transform
Given f (Y ) for all Y ∈ {0, 1} n , Yates' algorithm computes (4) as follows:
1. For each X ∈ {0, 1} n , set g 0 (X) = f (X). 2. For each j = 1, . . . , n and each X ∈ {0, 1} n , set
The algorithm concludes with (4) after O(2 n n) ring operations, compared to O( (1) and (2) seem to suggest.
Proposition 1 (Yates [32] ). Let f be a function from the subset lattice of some n-element set to a ring. The zeta transform (Möbius transform) of f can be computed in O(2 n n) ring operations.
For the ranked transforms (f β)(X, c), we update step 1 of Yates' algorithm to
Corollary 2. Let f be a function from the subset lattice of some n-element set to a ring. The ranked zeta transform (ranked Möbius transform) of f can be computed in O(2 n n 2 ) ring operations.
Rooted Crossing Transform
This section introduces the rooted crossing transform of a function and presents an algorithm for its computation. Let L be a totally ordered set of n labels and let T be a set of triplets, each one distinctly leaf-labeled by some subset of L. A triplet in which leaf is one child of the root, and leaves p, q are children of the other child of the root, is denoted ({p, q}, ). Let R be a ring over the integers, and let α ∈ R \ {0, 1}. We will define several functions that all depend on α, but usually the α-subscript is omitted. Define a function − → r T from the subset lattice of L × L to R by
where 1l T ({p, q}, ) denotes the characteristic function of T . Let f be function from the subset lattice of L to R. The rooted crossing transform f − → γ is defined for each set X ∈ {0, 1} n as
Next, we give an algorithm that for fixed triplet set T and function f , computes f − → γ . The algorithm is similar in style to Yates' algorithm for the Möbius transform and zeta transform. Define a function − → v : {0,
Let f (Y ) be given for all Y ∈ {0, 1} n . Setting ∅ := 1, the following algorithm computes the rooted crossing transform f − → γ , as defined in (7).
n , set
3. Output g n . Lemma 1. Let L be a set of n labels and let T be a set of triplets, each one distinctly leaf-labeled by some subset of L. Let f be a function from the subset lattice of L to a ring over the integers. Then the rooted crossing transform f − → γ can be computed in O(2 n n 3 ) ring operations.
Proof. By induction on j we will show that for all X ∈ {0, 1} n it holds
Let X ∈ {0, 1} n and as induction basis let j = 1. Now (9) holds for j = 1 via
Let j > 1 and assume (9) for all j < j. Then combining (8) and (9) yields
That this equals the right-hand side of (9) follows by observing that for all y 1 , . . . , y j ∈ {0, 1} it holds that
It is left to show that (9) implies that g n (X) = (f γ)(X). From (9) it follows that
Hence, any set Y which is not a subset of X does not contribute to the right-hand side of (10). If no such exists then
In all other cases the factor to the product on the right-hand side of (10) is 1.
In summary, g n (X) = (f γ)(X). To see the claimed running time, notice that each set X ⊆ L is considered once for every j ∈ {1, . . . , n}. For each pair (X, j), evaluating (8) requires O(n 2 ) ring operations.
The rooted crossing transform has a ranked version analogous to the ranked zeta transform (3). Similar to Corollary 2, the following holds:
Corollary 3. Let f be a function from the subset lattice of some n-element set to a ring. The ranked rooted crossing transform of f can be computed in O(2 n n 4 ) ring operations.
Convolution of Transforms over Subsets and Rank
This section handles the convolution of two functions defined on the same subset lattice.
Let L be a set of n labels, and let f, g be functions from the subset lattice of L to elements of some integer ring R. The convolution f * g is defined as
for all sets S ⊆ L, with addition and multiplication carried out over R. Björklund et al. [6] gave an algorithm, the fast subset convolution, that computes the convolution in O(2 n n 2 ) ring operations. Their algorithm first evaluates the ranked zeta transforms of f and g independently via Corollary 2 It then convolutes the transforms f ζ, gζ over rank, finally inverting the result via its ranked Möbius transform.
The convolution of two functions f and g is formed by their ranked zeta transforms. Here we wish to fuse the ranked zeta transform f ζ with the ranked rooted crossing transform f − → γ of the same function f . More precisely, let the
Given the ranked rooted crossing transform f − → γ and ranked zeta transform f ζ, define the ranked convolution f − → γ f ζ for all c ∈ {0, 1, . . . , n} and X ⊆ L by
We claim that the Möbius transform of f − → γ f ζ is equal to the rooted deltatransform f − → ∆. First notice that
Let X 0 ⊆ S and let U 0 , V 0 ⊆ X such that |U 0 | + |V 0 | = |S|. Let j 0 = |U 0 |; hence j 0 ∈ {0, . . . , |S|} and |V 0 | = |S| − j 0 . So, for fixed X 0 , the term
namely when j = j 0 . Given a pair (U, V ) of sets satisfying |U | + |V | = |S|, we count the number of sets X for which the term f (U ) − → r T (X, U )f (V ) occurs in (14) . Now U, V ⊆ X implies U ∪ V ⊆ X. Hence, as X ⊆ S, there are exactly |S|−|U ∪V | x−|U ∪V | possible choices for such a set X of cardinality x. This is how often the pair (U, V ) is considered in (14) . Now the Binomial Theorem implies that
Thus only pairs (U, V ) satisfying |U ∪ V | = |S| need to be considered. Together with |U | + |V | = |S| this implies that U ∪ V = S and U ∩ V = ∅. Hence for every such pair, the term f (U ) − → r T (U, U ∪ V )f (V ) occurs exactly once in (14) . It
This result is pregnant with a fast algorithm computing f − → ∆ for given f . First, compute the ranked zeta transform f ζ via Proposition 2, and the ranked rooted crossing transform f − → γ via Corollary 3. Thereafter, convolute the ranked transforms f ζ and f − → γ via (13) . Finally, apply the Möbius transform to the result of the convolution, via Proposition 1. This algorithm returns f − → ∆ in O(2 n n 4 ) ring operations.
Constructing a Rooted Maximum Consensus Tree
This section applies the algorithmic ideas from the two preceding sections to construct a rooted maximum consistent tree for a set of triplets.
Let L be a set of labels and let T be a set of triplets, each one distinctly leaf-labeled by some subset of L. For subsets X ⊆ L let − −− → score(X) be the maximum number of triplets in T | X that any strongly binary tree is consistent with. Then for any rooted maximum consistent tree for T there are exactly − −− → score(L) triplets in T consistent with it. A maximum consistent tree is constructed in two phases: first, function − −− → score − → ∆ is evaluated; and second, a tree is constructed such that − −− → score(L) triplets are consistent with it.
Evaluating − −− → score − → ∆ requires interleaving of two steps, an outer step and an inner step. The inner step ensures that function − −− → score − → ∆ is evaluated over a semi-ring, which differs from a ring by not requiring additive inverses. We work over the integer max-sum semi-ring (Z ∪ {−∞}, max, +), where addition is the maximum operator max and multiplication is the standard addition + of integers. Its multiplicative and additive identities are given as 1 = 0 and 0 = −∞. For all integers z ∈ Z, define −∞ + z := −∞ and max{−∞, z} := z.
Lemma 2. For α = 1, over the integer max-sum semi-ring it holds − −− → score
Proof. Let X ⊆ L and let T (X) be a rooted maximum consistent tree for T | X . Let U and V denote the sets of leaves of the trees rooted at the endpoints of the two arcs leaving the root of T (X). Then
As T (X) was chosen to be optimal, it follows that {U, V } is a bipartition of X maximizing − −− → score(X). In other words, with α = 1 it holds − −− → score(X)
So far we have shown how to compute the rooted delta transform of a function f mapping to the integer sum-product ring R. Let f map to a subset {−M, . . . , M } of R, for some M > 0. Then the ranked zeta (Möbius, rooted crossing, delta) transform of f can be computed with integers ranging from −M 2 n to M 2 n . This involves addition and multiplication of O(n log M )-bit integers, at most O(2 n ) times.
To compute the delta transform of function − −− → score, we embed the integer max-sum semi-ring into the integer sum-product ring, as follows. Suppose for the moment that function − −− → score is defined for all subsets X ⊆ L. Let α = 2 n + 1 and for all subsets X ⊆ L, let −−−→ score (X) = α score(X) . Then the maximum value of −−−→ score is bounded by M = α m , where m is the number of triplets in T . Thus over the integer sum-product ring, the computation of
. Now for each subset X ⊆ L and every p ∈ {0, 1 . . . , m}, let
Then for each X ⊆ L it holds
and the choice of α ensures that each coefficient δ p (X) is uniquely determined.
So given ( −−−→ score − → ∆)(X), the value ( − −− → score − → ∆)(X) can be deduced by determining the largest p for which δ p (X) > 0. Thus computing − −− → score − → ∆ adds a factor of O(m) to the computation time of −−−→ score − → ∆, which concludes the inner step.
The outer step takes care of the issue that function − −− → score is only partially defined. That is, only for leaf sets X of cardinality at most two it is a priori known that − −− → score(X) = 0. This prevents a direct computation of ( − −− → score − → ∆)(X) for leaf sets X of larger cardinality. Let h be a function from the subset lattice of L to an integer ring R . For d = 1, . . . , |L|, let h d be a function defined as
Now to obtain ( − −− → score − → ∆)(X) for leaf sets X of cardinality d ≥ 3, proceed as follows. Assume that − −− → score(X) is known for subsets X ⊆ L with cardinality |X| < d. Define − −− → score d via (20) . Then for all X ⊆ L with |X| ≤ d, combining Lemma 2 with Lemma 3 yields
Proceed by iterating d until d = |L|. For each set X ⊆ L, once − −− → score(X) is computed, we store an optimal bipartition {X * 1 , X * 2 } of X in a table of size O(2 n n). This completes first phase, evaluating function − −− → score, in O(2 n n 5 m 2 log m) time.
The second phase constructs a maximum consistent tree for T , from the table of optimal bipartitions for each leaf set X. Starting at X = L and tracing backwards a path of optimal bipartitions, constructing this tree takes O(2 n n) time. This concludes the proof of Theorem 1.
Extensions

Forbidden Triplets
In this subsection we study the problem of constructing a tree that maximizes the difference between the number of triplets in the first of two triplet sets consistent with it, and the number of triplets from the second set consistent with it. Given a set L of labels and triplet sets T , F distinctly leaf-labeled by subsets of L, problem Mixed Maximum Consistent Tree from Triplets asks for a tree T distinctly leaf-labeled by L that maximizes the difference Here, [({p, q}, )∠T ] equals 1 if ({p, q}, )∠T and 0 otherwise. This setting is of interest if triplets in T are considered likely to be consistent with the "real" tree whereas for triplets in F this is unlikely. In fact, problem Mixed Maximum Consistent Tree from Triplets specializes to Rooted-MWCT: when the weight function w on triplet set T ∪ F is defined as
This implies Corollary 1, once the rooted maximum weight consistent tree problem has been solved.
Weighted Triplets
This subsection deals with the construction of a rooted tree that maximizes the sum weight of triplets consistent with it, for a set triplets with polynomially bounded integer weights. For triplet set T , the weights are given as a function w with range a subset of {−W, −W + 1, . . . , W } for some W > 0. For any triplet t that is distinctly leaf-labeled by a 3-subset of L and that is not present in T , we assume w(t) = 0. Define the rooted weighted score function − −−− → score w , for each subset X ⊆ L, as the maximum sum of weights of triplets from T that are consistent with any strongly binary tree distinctly leaf-labeled by X.
Let R be a ring over the integers and let α ∈ R \ {0, 1}. Define a function −−−→ r (T ,w) from the subset lattice of L × L to R by
This serves as ingredient for the rooted weighted crossing transform of a function f from the subset lattice of L to R, defined as
To compute f − → γ , we apply a simple modification to the algorithm for the rooted crossing transform. Specifically, each occurrence of 1l T ({p, q}, ) is replaced by w({p, q}, ). We want to compute the rooted weighted crossing transform of − −−− → score w . Notice that − −−− → score w (X) ≤ |T | · W , so integers occurring during the computation of − −−− → score w − → γ w can be represented by O(nmW )-bits. Similarly, consider the weighted rooted delta transform for all S ⊆ L:
Its computation does not differ from the unweighted case, and occurring integers can be represented by O(nmW )-bits. This establishes Theorem 2. The weight function can be extended to non-negative fractions. An ordered list (p 1 , q 1 ) , . . . , (p j , q j ), with primes p 1 < . . . < p j and integers q 1 , . . . , q j , represents the fraction p 
Unrooted Consensus Trees
This section is devoted to the construction of unrooted maximum consistent trees for sets of unrooted quartets. For a set L of n labels and a set Q of quartets, each one distinctly leaf-labeled by some subset of L, we wish to construct an unrooted tree consistent with a maximum number of quartets from Q.
For T a rooted tree, let T u denote the unrooted tree obtained from T by omitting the orientations of the arcs of T and suppressing the root. We will solve Unrooted-MQC in O(2 n n 5 m 2 log m) time by constructing a rooted tree T and then outputting T u . Let ({a, b}, {c, d}) denote the quartet in which the shortest-path distance from a to b, and from c to d, is two. For each subset X ⊆ L, define score(X) as the maximum, over all rooted strongly binary trees T distinctly leaf-labeled by X, number of quartets ({a, b}, {c, d}) ∈ Q such that either ({a, b}, {c, d}) is consistent with T u , or ({a, b}, c) is consistent with T and d ∈ L \ X.
Notice that score(X) also counts quartets ({a, b}, {c, d}) ∈ Q where -({a, b}, d) is consistent with T and c ∈ L \ X, or -({c, d}, a) is consistent with T and b ∈ L \ X, or -({c, d}, b) is consistent with T and a ∈ L \ X.
Observe that for any unrooted tree T , there exists a rooted tree T such that T u = T . It follows that score(L) equals the maximum number of quartets that any unrooted maximum consistent tree for Q is consistent with.
Let R be a ring over the integers, and let α ∈ R \ {0, 1}. Define a function r T from the subset lattice of L × L to R by
Let f be a function from the subset lattice of L to R. The unrooted crossing transform f γ of f associates with each set X ∈ {0, 1} n the value
For its computation, define the function v : {0,
It follows that the algorithm in Section 3 for the rooted crossing transform can be used to compute the unrooted crossing transform, with − → v replaced by v.
Let the unrooted delta-transform of f be defined for each subset S ⊆ L by
Lemma 4. For α = 1, over the integer max-sum semi-ring it holds score = score∆ α .
Proof. Let X ⊆ L and let T (X) be a strongly binary tree distinctly leaf-labeled by X, that maximizes the number of quartets ({a, b}, {c, d}) ∈ Q such that either ({a, b}, {c, d}) is consistent with T (X) u , or ({a, b}, c) is consistent with T and d ∈ L \ X. Let X 1 , X 2 be the sets of leaves reachable from the first respectively the second child of the root of T (X), so (X 1 , X 2 ) forms a bipartition of X. Let q = ({a, b}, {c, d}) ∈ Q be a quartet contributing to score(X), i.e. either ({a, b}, {c, d}) is consistent with T (X) u , or ({a, b}, c) is consistent with T (X) and d ∈ L \ X. We claim that for α = 1, quartet q contributes exactly one unit to (score∆)(X).
First, suppose that ({a, b}, {c, d}) ∈ T (X) u : If a, b, c, d ∈ X 1 then q contributes to score(X 1 ). If a, b, c ∈ X 1 and d ∈ X 2 = X \ X 1 then q contributes to score(X 1 ). If a, b ∈ X 1 and c, d ∈ X 2 = X \ X 1 then q contributes to r (X, X 1 ).
Second, suppose that ({a, b}, c) ∈ T (X) and d ∈ L \ X. If a, b, c ∈ X 1 then q contributes to score(X 1 ). If a, b ∈ X 1 and c ∈ X 2 = X \ X 1 then q contributes to r(X, X 1 ).
All other cases follow by symmetry.
Given the full function score, an unrooted tree consistent with score(L) quartets from Q can be constructed by omitting the orientations of arcs and suppressing the root of a rooted tree consistent with score(L) quartets from Q. Such a rooted tree is again constructed by tracing back an optimal path of choices for each subset of leaves. The running time of this algorithm is hence the same as in the rooted case, completing the proof of Theorem 3.
Polynomial-Space Algorithms
This section addresses rooted and unrooted maximum consistent tree problems from the viewpoint of polynomial-space exact algorithms.
The algorithms suggested in the preceding sections for maximum consistent trees all take exponential space. In this section we present fast polynomial-space exact algorithms for the rooted and unrooted maximum consistent tree problem. For a set of triplets (quartets) distinctly leaf-labeled by subsets of some label set L with |L| = n, it runs in time O(16.77 n ). We remark that the algorithms can easily be extended to the problem version with polynomially-bounded weights.
Our algorithms are inspired by Wu's dynamic programming algorithm for the rooted maximum consistent tree problem, which takes exponential space. The main idea is as follows. Consider the rooted case, and suppose we were given a rooted maximum consistent tree T for some set T of triplets. Each non-root vertex of T is labeled by the set of leaves reachable from it by a directed path. Thus if some vertex x is labeled by a particular leaf set X ⊆ L, then its child vertices are labeled by leaf sets U, V ⊆ X satisfying U ∪ V = X, U ∩ V = ∅ and (18) .
Because the topology of the tree is unknown, Wu's algorithm applies this principle in a bottom-up fashion for leaf sets of increasing cardinality. For each leaf set X ⊆ L, it stores the partial solution − −− → score(X) for later computations, resulting in an overall space requirement of O(2 n ). A first step on a way to a polynomial-space algorithm is thus knowing the right topology of a rooted maximum consistent tree. This we can guess by enumerating all non-isomorphic strongly binary trees with n leaves.
Once a topology is fixed, a polynomial-space algorithm is obtained by recursively splitting leaf sets of decreasing cardinality. The base case |X| ≤ 3 can be solved in polynomial time and space. However, the running time of this algorithm is exorbitantly big as subproblems of almost the same size as the original problem are generated. For circumvention we prove a variant of the classical tree-separator theorem [29, page 574].
Lemma 5. If T is a strongly binary tree distinctly leaf-labeled by a set L of n ≥ 3 labels then it has a non-leaf vertex s (separator) such that both the subtree rooted at s, and the tree obtained from T by removing the subtree rooted at s, each contain at most 2/3n leaves.
Proof. For each vertex s of T , denote by B(s) the set of labels by which the subtree rooted at s is labeled, and let A(s) = L \ B(s). Observe that if s is a leaf then B(s) = {s}. For contradiction, suppose that for all non-leaf vertices s of T , at least one of A(s) or B(s) contains more than 2/3n elements. Let s be such that the maximum of |A(s )| and |B(s )| is minimized over all non-leaf vertices s. One of two cases can occur.
In the first case, assume that |B(s )| ≥ |A(s )|. Then B(s ) contains strictly more than 2/3n labels, and at least one of its children c 1 , c 2 is not a leaf of T . Moreover, at least one of B(c 1 ) and B(c 2 ) contains more than n/3 labels. Assume that |B(c 1 )| ≥ |B(c 2 )|. Since B(c 1 ), B(c 2 ) ⊆ B(s ) and B(c 2 ) = ∅, it holds that |B(c 1 )| < |B(c 2 )|. This contradicts the choice of s .
In the second case, assume that |A(s )| > |B(s )|. Then A(s ) contains strictly more than 2/3n labels. It follows that s is not the root of T and thus it has a unique parent vertex p s . Let s be the unique child of p s other than s. Hence A(s) = B(s ) ∪ A(p s ), and either |B(s )| > n/3 or |A(p s )| > n/3. Yet in (18) we cannot simply replace the maximization over all bipartitions {X 1 , X 2 } of X by a maximization over those bipartitions that are "almost balanced" with respect to the sizes of X 1 and X 2 . For if the root of T is not a separator-say, if T is a caterpillar-then to correctly count the number of "crossing" triplets whose leaf sets are not entirely contained in one of X 1 or X 2 requires knowledge about which leaves are assigned to which child vertex of the vertex labeled by X i , for some i ∈ {1, 2}. For an improvement in running time of the top-down dynamic programming approach, proceed as follows. Let s be a separator of T labeled by a particular subset X ⊆ L such that both X and L \ X contain at most 2/3|L| labels. Then from the triplet set T (X) = {({y, x}, y ) ∈ T | y, y ∈ L \ X, x ∈ X} we construct the set T (X) = {({y, s}, y ) | ∃ x ∈ X such that ({y, x}, y ) ∈ T (X)} of triplets, where s is a label not present in L. We then recursively construct maximum consistent trees T 1 and T 2 for T | X and [T − T (X) ∪ T (X)]| L∪{s}\X , respectively. A maximum consistent tree T * for T is obtained by identifying the root of T 2 and the leaf of T 1 labeled by s; which becomes an internal vertex of T * . Restricting the enumeration to "almost balanced" bipartitions significantly improves the running times of the top-down dynamic programming approach. In particular, we suggest the following algorithm to compute the number of triplets that are consistent with a maximum consistent tree for T . Here, triplets are stored as matrix M of lists, with entry M pq being a list containing element if and only if ({p, q}, ) ∈ T .
return − −− → score(L ) = 0; 3: end if 4: s ← separator of T ; 5: Ts ← subtree rooted at s; 6: for each bipartition {X, L \ X} with |X| equal to number of leaves in Ts do 7:
construct T (X) from T (X); 8:
s1 ← MaxConTreeTriplets(T |X , X, Ts),; 9: 
The correctness of Algorithm 1 follows from the discussion preceding it. Also, its polynomial space requirement is easy to observe. It remains to analyze its running time.
We first use the fact that the number of strongly binary trees T with n leaves is bounded by O(2.484 n ) [22] . Let L be a set of n labels and let T be a set of triplets, each one distinctly leaf-labeled by some subset of L. Let P (n) be the number of base instances generated by the algorithm for tree T on input T and L. Now each branching step takes O(m) time and the recursion depth is bounded by O(log n). The running time is hence bounded by O(P (n)n O(1) log n) = O(P (n)n O(1) ). To bound P (n), we apply induction on n. For sufficiently large constants C > 0 and c > 0, we will show that P (n) ≤ Cn c ln n · 6.75 n . As P (0) = P (1) = P (2) = 0, this condition is satisfied for n ≤ 2. As induction hypothesis assume that it holds for all n = 0, 1, . . . , n−1, and consider a triplet set T with triplets distinctly leaf-labeled by subsets of some label set L with |L| = n. Next, we use that for every fixed x ≥ 4, the function 
Now if {X, L \ X} is a bipartition of L then the number of base instances generated for L is P (|X|) + P (|L \ X|). With |X| ≤ |L \ X|, n/2 ≤ |L \ X| ≤ 2n/3 and |X| + |L \ X| = n, it follows that
Now the rooted part of Theorem 5 follows from that 2.484 · λ < 16.77.
For the unrooted case, a similar approach yields a polynomial-space algorithm for the unrooted maximum consistent tree problem. Notice that the number of topologies of unrooted maximum consistent trees is bounded by that of rooted maximum consistent trees. Here, the algorithm does not have to take care of whether the separator is a root or not. This yields the unrooted part of Theorem 5.
Maximizing the Number of Leaves
In this section we give algorithms for the construction of a tree T with a maximum number of leaves L , such that all input trees when restricted to L are compatible with T . We consider this problem when input trees are not necessarily binary but have maximum degree D. By the definition of compatibility we can assume without loss of generality that no such tree has an internal vertex of degree two. Hence any tree with n leaves contains no more than n − 1 internal vertices. The general thought is to transfer function transforms and convolutions from the subset lattice to a lattice of forests.
First, consider the rooted case. Let L be a totally ordered set of n labels. Let T be a totally set of m rooted trees with maximum degree D, where each t ∈ T is distinctly leaf-labeled by some subset L t of L. We will present an algorithm that, in time O(2 mD n m m 5 n 6 log m), constructs a rooted maximum-leaf consistent tree for T . In fact, for each subset T ⊆ T of trees we compute the number of leaves of a rooted maximum-leaf consistent tree for T , and store this number in a table. A rooted maximum-leaf consistent tree for T is then obtained by tracing back an optimal path of choices.
Our algorithm relies on structural results of maximum-leaf consistent trees that were obtained by Hoang and Sung [18] . They observed that for any maximum-leaf consistent tree T for T there exists a strongly binary tree T such that T is compatible with T . Moreover, such a tree T is also a maximum-leaf compatible tree for T . Hence without loss of generality we construct a maximumleaf compatible tree for T that is a strongly binary tree. Definition 1. Let T be a set of rooted trees with maximum degree D, distinctly leaf-labeled by some subset L t of L.
-A cut-subtree X t of tree t ∈ T is either the empty tree T ∅ , or a rooted distinctly leaf-labeled tree obtained by first selecting some non-leaf vertex r t of t, second some of its children and third, all vertices of t that are reachable by a directed path from one of the selected children. Let L(X t ) denote the set of labels by which X t is distinctly leaf-labeled. The rank of X t , denoted |X t |, is the outdegree of its root. -A cut-subforest of T is a vector X of cut-subtrees X t of t, where at least one of the X t is not the empty tree T ∅ . The rank of X is the sum of ranks of its cut-subtrees. For a cut-subforest X of T and a cut-subtree X t of some t ∈ T , write X t ∈ X if some component of X is equal to X t . -An embedded supertree T of a cut-subforest X of T is a rooted distinctly leaf-labeled tree such for all t ∈ T , tree X t ∈ X is compatible with T and leaf labels common to T and t are leaf labels of X t .
Notice that if T is a rooted tree that some subset T ⊆ T is compatible with then T is an embedded supertree of T . For each cut-subforest X of T let − −−−−− → leaf-score(X ) be the maximum number of leaves over all embedded supertrees of X . It follows that any maximum-leaf consistent tree for T is a tree with exactly
A cut-subforest X of T is terminal if each cut-subtree X t ∈ X is either empty or a leaf of t; otherwise it is non-terminal. For each terminal cut-subforest X let
Notice that in O(m) time it can be checked whether some cut-subforest A of T is terminal. If so then the set Λ(A) defined by (22) can be computed in O(m 2 ) time.
Definition 2. Let X , X , X be cut-subforests of T .
-For any tree t ∈ T and any vertex u of t, let X ∪ {u} be the cut-subforest obtained from X by adding to X t , vertex u and all vertices and arcs of t on a shortest directed path from u to some vertex in X t . Let X \ {u} be the cut-subforest obtained from X by removing from X t , vertex u and all vertices and arcs reachable by a directed path from u in X t , and the incoming arc of u. -Let X \ X denote the cut-subforest of T that is obtained by from X by removing, for all X t ∈ X , the subtrees attached to the root of X t that are subtrees attached to the root of X t . -Write X + X = X if for all X t ∈ X , the set of subtrees attached to the root of X t and the set of subtrees attached to the root of X t form a bipartition of the set of subtrees attached to the root of X t . -Define
Define the following total and partial orders. When < denotes a total order on some set S then first(S) (last(S)) denotes the first (last) element of L with respect to <. For each element s ∈ S \ {first(S)} denote by pred (s) the predecessor of s with respect to s. By < L and < T we denote the total orders on L and T , respectively. For each tree t ∈ T , define a partial order t on the vertex set of t by u t u if and only if there is a directed path from u to u in t. The same symbol t denotes an arbitrary but fixed extension of the partial order to a total order. Finally, let L denote the set of cut-subforests of T . Define a partial order on L by X X ⇔ for all t ∈ T and all (X t , X t ) ∈ X × X , X t is a cut-subtree of X t .
It follows that the pair (L, ) is a lattice with join and meet .
Proposition 2 (Hoang and Sung [18] ). For every cut-subforest X of T ,
Observe that if X is non-terminal then each cut-subtree X t ∈ X gives rise to at most 2 D partitions of the set of cut-subtrees attached to its root. Hence O(2 mD )
pairs {U, V} are considered in (23) when computing − −−−−− → leaf-score(X ). Now (23) yields the key to a fast algorithm for evaluating − −−−−− → leaf-score. To this end, we transfer the zeta transform, Möbius transform and rooted delta transform from the subset lattice to (L, ). Let R be an integer ring and let f, − → r T be functions from (L, ) to R. Define the following functions for each cut-subforest X of T by These functions are referred to as the cut-subforest zeta transform, cut-subforest Möbius transform and cut-subforest rooted delta transform of f , respectively. As for the subset lattice, each such transform has its ranked version. It follows that − −−−−− → leaf-score(T ) can be evaluated first computing − −−−−− → leaf-score(X ) for all terminal cut-subforests X ; then for non-terminal cut-subforests X increasingly ordered by .
It remains to provide, for the particular choice of − → r T ≡ 1, fast algorithms that compute f ζ, f µ and f − → ∆. For this purpose, we see any cut-subforest X as a binary vector with one component for each tree t ∈ T and each vertex u of t, such that X t,u = 1 if and only if vertex u of t belongs to cut-subforest X . Notice that, by definition, X t,u = 1 implies that X t,u = 1 for all vertices u t u. Next, we emulate Yates' algorithm on the lattice (L, ) of cut-subforests to compute the cut-subforest zeta transform and cut-subforest Möbius transform of a function f from (L, ) to R. Let R be a ring and let functions v ζ , v µ be defined by (5) and (6) . For β ∈ {ζ, µ}, execute the following steps:
1. For each X ∈ L, set g T ∅ (X ) = f (X ). 2. For each t ∈ T ordered by < T and each vertex u of t ordered by t and each X ∈ L, set g t,u (X ) = v β (X t,u , 0)g prec(t,u) (X \ {u}) + v β (X t,u , 1)g prec(t,u) (X ∪ {u}) .
Output g last(t,u) .
To analyze the running time of this algorithm observe that the total number of cut-subforests is bounded by O(2 mD n m ). Regarding the computation of f − → ∆, we proceed along the lines of Section 4. In particular, (13) to (15) carry over by replacing ⊆ with . To proceed, consider cut-subforests U, V X satisfying |U| + |V| = |S|. We want to count the number of cut-subforests X for which the term f (U)f (V) has non-zero value on the righthand side of (14) . By definition of the -operator, it holds that U V ⊆ X . Now if X has rank x then by definition of a cut-subtree, there are exactly |S|−|U V | x−|U V | such cut-subforests X . Thus (16) holds with replacing ∪. Further, U + V = S holds and we may conclude that (17) holds. This completes the proof of the rooted part of Theorem 6.
Second, turn to the unrooted case. For a set L of n labels and a set T of unrooted trees with maximum degree D, where t ∈ T is distinctly leaf-labeled by some subset L t of L, we will demonstrate the computation of an unrooted maximum-leaf consistent tree for T in time O(2 mD n m m 6 D 5 ). The approach resembles the rooted case. Like there, for each subset T ⊆ T of trees we compute the number of leaves of an unrooted maximum-leaf consistent tree for T and store it in a table. An unrooted maximum-leaf consistent tree for T is obtained by tracing back an optimal path of choices.
Definition 1 transfers without any changes to a set T of unrooted distinctly leaf-labeled trees. So even for a set T of unrooted trees t, the cut-subtrees of t are rooted. It follows that the same algorithm as for the rooted case computes a (rooted) maximum embedded supertree T for T . The unrooted version T u of any maximum embedded supertree T with a maximum number of leaves over all such trees is then an unrooted maximum-leaf consistent tree for T . Finally, proceeding along the lines of Propositions 2-4 completes the proof of the unrooted part of Theorem 6.
Discussion
This article suggests a simple yet powerful method for a large class of rooted and unrooted consistent tree problems. The running times of the algorithms significantly improve upon previous results, and yield feasible running times for many real-life instances. We would like to see applications of the rooted and unrooted crossing transform in other settings than the ones described. The polynomial-space algorithm has a large exponential upper bound on its running time. It would thus be interesting to see whether the time analysis can be sharpened, and how algorithms requiring more but polynomial space behave in practice.
It is an interesting question whether computing a maximum-leaf consistent tree for a set of m trees with maximum degree D is fixed-parameter tractable when parameterized by m and D.
