Fingerprint presentation attack detection (FPAD) is becoming an increasingly challenging problem due to the continuous advancement of attack techniques, which generate "realistic-looking" fake fingerprint presentations. Recently, laser speckle contrast imaging (LSCI) has been introduced as a new sensing modality for FPAD. LSCI has the interesting characteristic of capturing the blood flow under the skin surface. Toward studying the importance and effectiveness of LSCI for FPAD, we conduct a comprehensive study using different patch-based deep neural network architectures. Our studied architectures include 2D and 3D convolutional networks as well as a recurrent network using long short-term memory (LSTM) units. The study demonstrates that strong FPAD performance can be achieved using LSCI. We evaluate the different models over a new large dataset. The dataset consists of 3743 bona fide samples, collected from 335 unique subjects, and 218 presentation attack samples, including six different types of attacks. To examine the effect of changing the training and testing sets, we conduct a 3-fold cross validation evaluation. To examine the effect of the presence of an unseen attack, we apply a leave-oneattack out strategy. The FPAD classification results of the networks, which are separately optimized and tuned for the temporal and spatial patch-sizes, indicate that the best performance is achieved by LSTM.
Introduction
Biometric authentication systems are widely used since they provide a higher level of security with a lower cost. They also eliminate the need to carry identifications cards or remember complicated passwords. However, these systems are vulnerable to presentation attacks (PA), i.e. presentation of fake biometric samples in order to imperson-978-1-7281-3640-0/19/$31.00 c 2019 IEEE ate an authorized user or obfuscate the identity of an illegal user. To maintain the integrity of the biometric systems, developing accurate and robust presentation attack detection (PAD) techniques is essential. However, due to the presence of realistic fake samples created by sophisticated attacktechniques, such as silicone and liquid latex, designing a successful PAD system is not trivial and PAD is becoming an increasingly challenging problem [21] .
Fingerprint is perhaps the most conventional biometric identifier due to the long-time perception of its uniqueness, universality, measurability, and subject-friendliness [13] . Fingerprint PAD (FPAD) methods make benefit of the physiological measurement of the finger collected by the hardware-sensors [5] . These measurements are then used by a downstream algorithm (e.g. signal processing-or machine learning-based) to distinguish between bona fide (i.e. real) and PA samples.The physiological measurements provided by the sensors can be either static or dynamic. Static characteristics, such as odor [3] , skin resistance [18] , and measurements by infrared [27] and optical coherence tomography [8] , are extracted from a single fingerprint impression. On the other hand, dynamic features are derived by processing multiple frames of the same fingerprint sample, e.g. a time series of images to measure elasticity [2, 14] , heartbeat [1] , blood flow [30] , or multi-spectral image acquisitions of finger under different illumination conditions using different wavelengths [19] . The aforementioned approaches are commonly referred to as hardware-based techniques since they deploy additional hardware to the fingerprint sensing hardware. However, obviously, all such techniques involve both hardware and software components. Therefore, we may also refer to them as hybrid techniques. This is in contrast to software-only techniques, which are commonly referred to just as software-based techniques. Software-only techniques do not augment fingerprint sensing hardware with any additional sensors and solely depend on the data used for recognition to perform fingerprint PAD [20, 26] . The majority of the existing FPAD methods in this category apply traditional classification techniques (e.g. support vector machine) using hand-crafted features (e.g. wavelet and graylevel co-occurrence matrix of optical images) [10, 29] . More recently, few FPAD approaches have been proposed utilizing convolutional neural networks (CNNs). Nogueira et al. [22] fine-tuned AlexNet [17] and VGG [25] architectures to preform liveness detection of the fingerprints. A classical ConvNet consisting of four 2D convolutional layers with a binary cross-entropy loss was used by Wang et al. [31] to do the FPAD task. Bhanu et al. [4] used triplet loss in their network to minimize the intraclass distances of the patches belonging to the same class while maximizing the inter-class distances. Chugh et al. [9] used MobileNet-v1 over the centered and aligned patches of the optical images to discriminate between fake and real fingerprints. Park et al. [23] included fire and gram modules within their network to learn the textures of the bona fide and PA samples. Kim et al. [16] employed deep belief networks and used contrastive divergence for FPAD.
Software-only approaches are attractive due to their low cost and applicability on the widely used legacy fingerprint sensors. However, with the increased difficulty of FPAD, it is important to explore hybrid solutions that use extra dedicated sensors for FPAD. In this regard, laser speckle contrast imaging (LSCI) has attracted very little attention in the FPAD literature despite its interesting characteristics. LSCI provides information on the flow of blood under the skin through the dynamics of speckle pattern. This information can be very valuable in discriminating between bona fide fingerprints and fake ones. Chatterjee et al. [7] conducted a study over the hardware and physics part of LSCI for FPAD and showed that there is a significant difference between the biospeckle patterns of the real fingers comparing to the patterns of the fake samples. However, the study was conducted on a very small sample and did not actually evaluate the performance of FPAD based on LSCI data. Recently, Keilbach et al. [15] performed LSCI-based FPAD by applying an SVM classifier on a set of hand crafted features, such as intensity histograms and LBP features. Later on, Hussein et al. [12] applied a simplified version of AlexNet [17] to perform LSCI-based FPAD. Both studies showed promising performance of the proposed FPAD methods using LSCI data. However, the former only relied on hand crafted features while the latter deployed a network model that did not make the best use of the temporal characteristics of the LSCI data by using only 2D convolutions. Moreover, the evaluation dataset in both works was relatively small (only 163 subjects).
In this work, we conduct a comprehensive analysis of the LSCI-based FPAD utilizing deep neural networks. Compared to the few earlier studies, our evaluation is conducted on a considerably larger dataset (335 subjects). Moreover, we explore different deep neural network architectures with the goal of making the best use of the spatial and temporal information in the LSCI data for FPAD. Our architectures include 2D and 3D spatial convolutional and recurrent models. We separately adapt the representation of the spatiotemporal LSCI data to the suitable format for each of the evaluated networks. All our models are patch-based, in which a classification score is estimated for each patch of the input sample, and the sample is classified based on averaging the patch-wise scores. We tune all the networks for the temporal and spatial patch-sizes. Given the optimized models, we first perform a 3-fold cross validation to examine the effect of changing the training and testing sets. Then, to examine the effect of the presence of an unseen attack, which was not included within the training phase, we apply a leave-one-attack out evaluation strategy. Cross validation results of the networks indicate that the best performance is achieved by the recurrent model and further inspection of the results indicates that the most challenging attack in our dataset is the dragon-skin overlay (Section 5).
The remainder of this paper is organized as follows. In Section 2, laser speckle contrast imaging and our capture device are briefly introduced. Section 3 discusses the proposed benchmark including details of the dataset, partitioning strategy and metrics used to evaluate various network architectures. In Section 4, we describe different deep network architectures investigated in this study. Evaluation results are presented in Section 5. Finally, conclusions are drawn in Section 6.
LSCI Capture Device
When laser light illuminates a surface, a random interference pattern will be formed by the reflected light, which is known as a speckle pattern. The speckle pattern is affected by the roughness and/or temperature of the surface. In the presence of a stationary object, the pattern is static. However, the pattern will be changed over time when there exists motion on the illuminated object, such as the movements of the blood cells under the skin surface. In fact, using laser speckle contrast imaging (LSCI), the blood perfusion of the tissue can be visualized [6] . By collecting a time-series of the LSCI data, the flow of the blood cells is detectable. Therefore, the LSCI measurements of the fingers constitute a useful liveliness signal for FPAD.
Our LSCI capture device consists of a 1310 nm laser illumination source and a camera. The camera constitutes an InGaAs area sensor, which is sensitive to the 1310 nm wavelength and not sensitive to visible light. The camera is also equipped with a lens assembly. The laser beam is produced by the laser source and directed to a finger slit of dimensions 45 mm × 15 mm. A schematic diagram of the device is shown in Figure 1 (a). No platen is used to cover the finger slit in our LSCI capture device. This shows that LSCI can be used in touch-less fingerprint sensors, which are generally less vulnerable to fingerprint lifting and are more desirable from the hygiene perspective [24] .
For this study, the optical design is adjusted to capture a region of size 12 mm × 12 mm that lies roughly in the middle of the first knuckle when the finger is placed on the slit while its tip is resting on the slit's edge, as shown in Figure 1 (b). This region was found to always contain either skin for bona fide fingers or other material for PAs. The deployed InGaAs sensor is a low resolution (64 × 64 pixels) and high frame rate (up to 1000 fps). In this study, the sensor is operated at a frame rate of approximately 500 fps.
Evaluation Benchmark

Dataset
Using the LSCI capture device explained in Section 2, we collected a large dataset of LSCI data for fingerprints. For each captured fingerprint, a sequence of 1000 frames with the laser illumination are collected and 20 frames without the laser illumination. The average of the frames captures without illumination is used for dead pixel and ambient illumination removal.
The LSCI data was collected from six fingers (the three middle fingers of each hand) of 335 unique subjects. Each subject was allowed to participate in the collection multiple times (up to three). At each participation, the subject passed by the collection station either in the absence of any attack or in the presence of up to two overlaid attacks attached to two of his/her fingers. The data was thoroughly reviewed by the research team. Samples with defects, e.g. due to finger motion or hardware failure, were excluded. After this process, the dataset consisted of 3743 valid bona fide and 218 valid PA samples. The PA categories and number of col- lected samples per class are provided in Table 1 . All used attacks are of overlay type. Two attack species have conductive coating material, one on a paper print and one on silicone. The other four attack species include two types of silicone, transparency print, and dragon-skin.
Examples of the acquired LSCI data in the presence and absence of the PAs are shown in Figure 2 . As can be seen in the side-view visualization, the changes in the pixel intensity over time is more noisy in the case of bona fide samples, which is due to the more dynamic speckle pattern, which is in turn due to the blood flow.
Data Partitioning
We employ two different data partitioning strategies. In the first strategy, we use a 3-Fold partitioning to alleviate the bias resulting from a fixed division of the dataset into training, testing, and validation sets. The dataset is divided into three roughly equal sets of samples such that the data of each subject only appears in one set. Then, we create the 3-Fold partitioning by using two sets for training and one set for testing each time. 20% of the training data is separated to create a validation set such that the data of each subject either appear all in the training or the validation set in each fold. As shown in Table 2 , the distribution of the bona fide and different PA samples are approximately the same among the three folds.
In order to evaluate the ability to detect previously unknown attacks (i.e. attacks that were present in the training data), we use a leave-one-attack-out (LOAO) data partitioning strategy. Since the dataset consists of six PA species (Section 3.1), we divide the dataset into six folds this time. The bona fide samples in the training, testing, and validation sets are fixed in all the folds. The training and validation sets of each fold include PA samples of only five of the PA species while all the samples the remaining PA species are put in the testing set. For example, the training set of Fold#0 does not have any sample belonging to the conductive paper species, where the testing set of that fold contains all the conductive paper samples. Table 3 shows the distribution of the data samples per fold of the LOAO partitioning.
Evaluation Metrics
Let P and N represent the total numbers of the attack (positive) and bona fide (negative) testing sample, respectively. Given the number of false positives, F P , and number of false negatives, F N , in the FPAD classification results of a given trained model, we measure the performance of the model in terms of the following metrics: i) bona fide presentation classification error rate BP CER = F P/N ; ii) attack presentation classification error rate AP CER = F N/P ; iii) average classification error rate ACER = 0.5(BP CER + AP CER); iv) BP CER at AP CER of 5% denoted by BP CER20; and v) area under the Receiver Operating Characteristic (ROC) curve, AU C.
Patch-based FPAD Techniques for LSCI
To perform FPAD using LSCI data, we investigate several patch-based neural network architectures. Based on the way deep networks consume LSCI data, these architectures can be categorized into three main groups: i) 2D architecture; ii) 3D architecture; and iii) temporal architecture. Since we are essentially using a new sensing modality (i.e. LSCI) and obtaining large amounts of training data is not feasible, we adopt a patch-based approach, in which we feed the neural network the LSCI patches, instead of the entire LSCI image. The architectural details of each of the studied architectures and the patch sampling technique used for training them are explained in the following sections.
Deep Neural Network Architectures
We use the architecture proposed by Hussein et al. [12] as our baseline network (BaseN). As shown in Figure 3(a) , BaseN consists of six consecutive 2D convolution (Conv) layers, where each 2D Conv is connected to a ReLu module. The output of the last 2D Conv layer is passed to a fully connected layer followed by a sigmoid layer to predict the PA probability score for the given input image patch.
As depicted in Figure 3(b) , the second network (ResN) is constructed by adding residual connections between every two 2D convolution layers of the BaseN. To make sure that the number of channels in the residual branch match the output of the main branch in each residual block, a 2D convolution layer is added to each residual connection.
Our third network (Figure 3(c) ) contains inception modules (IncpN). The structure of this network is inspired by the GoogLeNet [28] . However, to account for the relatively limited number of LSCI data samples, we make our IncpN model as a shallower version of GoogLeNet.
To capture discriminative features along both spatial and temporal dimensions of the LSCI data, the forth network (Conv3) is made as a 3D version of the BaseN model by using 3D convolution and pooling layers instead of the 2D ones used in BaseN. As shown in Figure 3(d) , the 3D filters are of size 5×3×3 and the number of the filters at each convolution layer is set similar to those of BaseN.
The last network is made of a double-layer long shortterm memory (LSTM) units with a hidden state of size 100. Compared to the other networks, the input data to the LSTM units has to be 1D vectors. Therefore, the input images are vectorized in this case, as shown in Figure 4 and explained in Section 4.2.
The predicted PA probability score provided by each of the applied CNN networks (Figure 3 ) falls in the range [0, 1], where 1 indicates that the input patch belongs to a PA region. To make a prediction for an entire input sample, the average of patch scores is used and a threshold of 0.5 is used to make the final predictions, i.e. the presence or absence of any PA within the image.
All of the studies architectures are optimized using Adam with binary cross entropy loss and a learning rate of 2×10 . They are trained within 50 epochs with a batch size of 64. The final model is set to be the one that minimizes the loss in the validation data.
Patch Generation
Having access to a large enough number of training samples is a critical issue for training deep neural networks. Given that our LSCI dataset is limited to 3957 images, similar to the prior FPAD works [12, 4, 22] , we adopt a patchbased approach in our pipeline.
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implementation, the region of interest was set to be the central 32×32 pixel region in each LSCI frame, which was found to enjoy the maximum intensity of the laser illumination in our experimental setup. The deep networks are then trained over the generated patches. Given a test sample, patches are generated in the same way, and the classification scores are computed for each. The final score of the entire test sample is set as the average score over all patches.
The generated patches are 3D tensors of size h×w×t, where h×w are the spatial patch dimensions and t is the temporal dimension of the LSCI data. The temporal dimension of the patch is interpreted as the input channels by the to map it to a 1D vector. Typically, a convolutional network can be used to perform this mapping, e.g. [11] . However, in our case, due to the small input size, we adopt simple reshaping in our system. Therefore, each 2D frame F i h×w is mapped to a vector of size hw×1 denoted by F i hw×1 .
As shown in Figure 4 , the input to the LSTM network is t vectors of size hw×1:
]. In our implementation, the output of the last hidden state is passed to the fully connected layer at the end of the network.
In Section 5, we empirically evaluate the effect of the spatial and temporal patch-sizes by testing the networks over: h×w∈[8×8, 16×16, 32×32, 64×64] spatialpatch sizes and t∈ [5, 10, 50 , 100] temporal-patch-sizes.
Experimental Evaluation
FPAD classification performance is evaluated, per fold, for each of the studied architectures (BaseN, ResN, IncpN, Conv3, and LSTM) in terms of the metrics described in Section 3.3. The mean and standard deviation (std) of the metrics are computed over the total number of the folds for each of the partitioning strategies. Each of the studied architectures has been tuned separately for the spatial and temporal patch-sizes within the following ranges: h×w∈[8×8, 16 × 16, 32 × 32, 64 × 64] for the spatial-patch sizes and t∈ [5, 10, 50 , 100] for the temporal-patch-sizes.
The averaged-ROC curves and means and stds for the three-fold partitioning are shown in Figure 5 (a) and Table  4 , respectively. The performance of the LSTM architecture supersedes other studied architectures for FPAD, which is intuitive since the LSTM learn the inherent temporal dynamics of bona fide presentations and presentation attacks.
Similarly, ROC curves and the means and stds for the LOAO strategy are shown in Figures 5(b) -5(f) and Table 5 , respectively. Overall, it can be seen that the LSTM again outperforms other architectures. By inspecting the results of the different folds of the LOAO strategy at Figures 5(b) -5(f), it can be seen that the most challenging fold, which has the worse performance by each of the networks, is Fold#5 corresponding to the dragon-skin attack. Table 6 shows the effect of varying patch-sizes for the LSTM network, which has the best FPAD performance. The results indicate that the performances are reduced by increasing the spatial-patch-size from 8×8 to 16×16. Our justification for this behavior is that increasing the spatialpatch-size leads to an increase to the number of the weights to be trained by the network, which needs having access to a larger training-dataset. On the other hand, given a fixed spatial-patch size (h×w), it can be seen that expanding the temporal patch-size (t) improves the performance, possi- bly because the LSTM has access to more temporal samples considering this fact that within the LSTM network the weights are shared across time.
Conclusions
Towards deeper analysis of the LSCI modality and its effectiveness, we collected a dataset consisting of 3961 LSCI images (3743 bona fide and 218 PA cases), including six different attack-types (conductive paper, conductive silicone, transparency, silicone-I, silicone-II, and dragon-skin), collected from 335 unique subjects. We applied a variety of deep neural network architectures, including spatial 2D and 3D convolutions, and a combination of both using LSTM modules. All the networks were tuned for the spatial and temporal patch-sizes. We performed our validations following a 3-Fold partitioning strategy. Moreover, we deployed a leave-one-attack-out strategy due to the importance of assessing the ability to detect an unseen attacks. Validation results indicates that the best FPAD classification performance was achieved by LSTM network. Further inspection of the results shows that dragon-skin overlays constitute the most challenging attack in our dataset. Investigating the reasons behind the difficulty of dragon skin attacks for LSCI is certainly part of our future work. We are planning on collecting more data with much more PA sample counts and variety. Furthermore, we consider the fusion among different models and other modalities towards reaching higher FPAD performance, particularly, for unseen attacks. 
