ABSTRACT In the mobile edge computing environment, there are a large number of mobile edge services which are the carriers of various mobile intelligent applications. So how to recommend the most suitable candidate from such a huge number of available services is an urgent task, especially the recommendation task based on quality-of-service (QoS). In traditional service recommendation, collaborative filtering (CF) has been studied in academia and industry. However, due to the mobility of users and services, there exist several defects that limit the application of the CF-based methods, especially in an edge computing environment. The most important problem is the cold-start. In this paper, we propose an ensemble model which combines the model-based CF and neighborhood-based CF. Our approach has two phases, i.e., global features learning and local features learning. In the first phase, to alleviate the cold-start problem, we propose an improved auto-encoder which deals with sparse inputs by pre-computing an estimate of the missing QoS values and can obtain the effective hidden features by capturing the complex structure of the QoS records. In the second phase, to further improve prediction accuracy, a novel computation method is proposed based on Euclidean distance that aims to address the overestimation problem. We introduce two new concepts, common invocation factor and invocation frequency factor, in similarity computation. Then we propose three prediction models, containing two individual models and one hybrid model. The two individual models are proposed to utilize user similar neighbors and service similar neighbors, and the hybrid model is to utilize all neighbors. The experiments conducted in a real-world dataset show that our models can produce superior prediction results and are not sensitive to parameter settings.
I. INTRODUCTION
With the explosive growth of mobile devices, the recent years have witnessed an unprecedented shift of user preferences from traditional desktops and laptops to smartphones and other connected devices. Subsequently, mobile edge services emerge and attract a lot of public attention [1] . Based on the development of mobile services, mobile edge
The associate editor coordinating the review of this manuscript and approving it for publication was Ying Li. computing (MEC) is developed to significantly improve the quality of experience for uses in mobile environment [2] - [7] . In the paradigm of MEC, as the user requirement is served by a nearby edge node rather than the remote cloud, the endto-end latency is significantly reduced [8] , [9] . As a result, more and more new mobile services have been or are being developed by various enterprises to deliver their business applications in mobile environments. With the number of mobile services growing dramatically, different service providers offer many mobile services with the same or similar functions. It is an urgent task to select suitable mobile services from a large number of service candidates when users travel across the edges of different mobile networks.
There are two types of properties for a service, including functional properties and non-functional properties [10] . The non-functional properties are also known as quality-ofservice (QoS). QoS is defined as a set of user experienced properties, such as response time, throughput and reliability [11] . The key criterion in service recommendation and service selection is QoS, which can distinguish the suitable services among different functionally equivalent services. However, it is really hard for a user to invoke all candidate services to acquire all QoS values to make a final decision. Thus, QoS prediction is an indispensable task to finish service recommendation with high quality [11] .
Recently, collaborative filtering (CF) methods have been introduced to solve QoS prediction problem and obtained good prediction accuracy [12] . CF methods can be divided into two types, i.e., neighborhood-based CF and model-based CF. The neighborhood-based CF predicts QoS by exploiting historical information from similar users or similar services. A key factor impacting the prediction performance is the similarity computation for similar neighbors selection. But as usually the QoS records are highly sparse, such a high sparsity is easy to lead to poor quality of neighbors identification. The model-based CF usually employs matrix factorization (MF for short) technique [13] and learns latent factors from the QoS records. MF models the user-service invocation relationship as the inner product of user latent vector and service latent vector. It has been verified by many experiments that model-based methods often have better performance than neighborhood-based methods. However, the existing modelbased methods can only learn linear relationship between a user and a service, and the inner product cannot catch deep features [14] . In addition, another weakness of CF is the coldstart problem, i.e., how to recommend a service to a user when there are few or no QoS records neither in service side or in user side.
To address these problems, in this paper, we propose an ensemble model that combines CF method and auto-encoder network. The built model combines the neighborhood-based method and the model-based method where side information is also integrated into training process. The proposed approach has two steps, including global features learning and local features learning. In global features learning, we build an improved auto-encoder which learns a non-linear representation of users and services and alleviates the cold-start problem. In local features learning, we introduce two concepts, i.e., common invocation factor and invocation frequency factor, which are used in similarity computation.
In summary, the contributions of this paper are as follows.
• It proposes an improved auto-encoder network, which can deal with sparse QoS records by pre-computing an estimate of missing values, and is verified to be effective in solving cold-start problem.
• It proposes a novel similarity computation method which can alleviate the overestimation problem. It extends Euclidean distance using common invocation factor and invocation frequency factor. The proposed similarity computation method can identify high-quality neighbors.
• It proposes two individual collaborative prediction methods, and one method finishes the prediction problem from user side and the other is from service side. It also proposes a hybrid method that can combine the prediction results of the two individual methods.
• It conducts sufficient experiments on a real-world dataset, and compares the proposed models with many existing models. The experimental results demonstrate the effectiveness of our models. The rest of this paper is organized as follows. Section 2 discusses the related work. Section 3 and Section 4 presents the framework of our work and describes the proposed models. The experimental results are presented in Section 5. Section 6 concludes the paper and discusses future work.
II. RELATED WORK
The recommender system is applied to handle many problems, and web service recommendation is one of typical recommender systems. Collaborative filtering (CF) is widely used in web service recommendation and service selection [13] . Collaborative filtering algorithm for QoS can be classified into two types [15] , including neighborhood-based CF and model-based CF. Most of neighborhood-based methods are developed from the following aspects, including improving the similarity computation, improving the neighbors selection quality or combining different methods.
Neighborhood-based CF algorithms can be classified into user-based CF methods [16] , service-based CF methods [17] and hybrid CF methods [18] , [19] . Shao et al. [20] used the user-based neighborhood collaborative filtering algorithm to obtain similar users, and applied collaborative filtering algorithm to service computing. Wu et al. [21] proposed a ratiobased method to compute the similarity and compared the attribute values directly, improving the accuracy of neighbors identification. Zou et al. [22] combined neighbors of users and neighbors of services into a unified collaborative filtering algorithm. Li et al. [23] studied temporal dynamic characteristics of QoS values in similarity computation. Yin et al. [24] discover that mining the potential similarity relations among users or services in CPS is really helpful to improve the prediction accuracy.
With the increase of the number of services and users in the network, the high sparsity problem of service invocation records becomes serious [25] . It is difficult to obtain accurate similar neighbors in neighborhood-based CF methods, while model-based CF methods are still applicable with high sparsity data. Model-based CF methods use machine learning techniques, such as latent factor models [13] , clustering-based models [26] , [27] , and aspect-based models [28] . As a latent factor model, matrix factorization (MF for short) is widely used both in industry and in academia [29] - [32] . Andriy and Salakhutdinov [13] proposed probabilistic matrix factorization (PMF) model that improved the traditional matrix factorization for QoS prediction. Zheng et al. [33] combined the neighborhood-based CF and model-based CF to achieve higher prediction accuracy. Yang et al. [34] proposed a location-based matrix factorization approach that made full use of context information and neighbors information. Chen et al. [35] proposed a fuzzy clustering-based approach to learn latent features of users and services, and designed a latent factor model to learn the features of each cluster.
Recently, deep learning methods have become increasingly popular, but there are not so many methods using deep learning techniques to predict QoS. As one of many deep learning methods, the auto-encoder has strong ability to learn latent features and has a simple network structure. The autoencoder [36] , [37] is an unsupervised neural network, and can encoder itself with its own latent factors. We can use the generalization ability of the auto-encoder to predict QoS. As a model-based learning algorithm, the auto-encoder is not easy to directly learn local features. In contrast, the neighborhoodbased algorithm can exploit local features. In this paper, we focus on taking joint advantages of auto-encoder and neighborhood-based collaborative filtering.
III. THE PROPOSED SERVICE RECOMMENDATION FRAMEWORK
Our proposed method consists of two phases, which are shown in Figure 1 .
Phase 1 (Global Features Learning):
We propose an improved auto-encoder network in user side which can deal with sparse input by precomputing missing value. First, every user vector is extracted from initial user-service invocation matrix R 0 , and a part of sparse user vectors are identified. Then the identified sparse vectors will be partially completed by pre-computing the missing value so that we can obtain better global features learning of auto-encoder. At last, all initial user vectors can be reconstructed by auto-encoder network.
Phase 2 (Local Features Learning):
A new user-service matrix R c is constructed by the reconstructed user vectors. Then, we can identify the similar neighbors of users or services using the extended similarity computation method. Finally, we make prediction for missing QoS values by a hybrid model.
IV. THE PROPOSED METHOD: QOS PREDICTION WITH AUTO-ENCODER A. GLOBAL FEATURES LEARNING
Because there are a large of mobile edge services, a user usually only invokes a small part of services. As a result, a situation often happens with QoS records of more than 95% missing values in service recommendation. However, traditional layer-wise unsupervised pre-training does not work well in high sparsity. One reason is that the current neural networks do not fully exploit the representation power of deep architectures.
Currently, there is no standard way to tackle high sparsity for neural networks. In this paper, we propose an improved autoencoder network which can deal with sparse inputs by pre-computing an estimate of missing values. The architecture is shown in Figure 2 . The proposed autoencoder network can capture the nonlinear hidden features from user-service invocation matrix. First, if the inputs are sparse vectors, we fill these vectors until the sparsity becomes lower than a threshold. Then a reconstructed vector y is obtained by the auto-encoder. Finally, the pre-completed vector x and the reconstructed vector y are used to build reconstruction error training model. The pre-completed vector x can restore the intrinsic structure of the original input vectors and reduce noise. Also it can make the latent features more stable and more robust, and help the autoencoder learn nonlinear features.
1) DEALING WITH SPARSE INPUTS
We deal with sparse inputs by pre-computing an estimate of missing QoS values in user vectors. The process of dealing with sparse inputs is shown in Figure 3 . First, we will pre-set the sparsity of user vectors x . If the sparsity of the initial user vector x is smaller than the set sparsity, then we will randomly select some missing QoS values which will be precomputed and fill the initial user vector x. Finally, we can obtain the pre-completed user vectors x with pre-set sparsity.
In the paper, SVD (Singular Value Decomposition) model with bias term (BiasSVD for short) is used to pre-compute the selected missing values. As a model-based CF, BiasSVD performs well in high data sparsity [42] . BiasSVD generates user feature matrix and service feature matrix. The selected missing value computed in BiasSVD is
where f is the number of latent features, P uk is the user feature matrix, and Q ik is the service feature matrix. b u is the offset value of user u, b i is the offset value of service i, and µ is the average of all known QoS values.
2) ENCODING
Encoding is the process that converts pre-completed user vector x to hidden feature vector h using the mapping function f θ . The nonlinear transformation is followed by an affine transformation.
where the dimension of the pre-completed user vector x is d, and the dimension of hidden feature vector h is d . The parameter set θ = {W 1 , b 1 }, and W 1 is a matrix of size d × d, and b 1 is the offset vector with dimension being d . s(.) is an activation function (e.g., sigmoid function or tanh function).
3) DECODING
Decoding is the process of reconverting the hidden feature vector h to d-dimensional reconstructed user vector y using mapping function g θ . Usually, non-linear transformation is used after affine transformation.
The parameter set θ = {W 2 , b 2 }.
The goal of the auto-encoder is to minimize the reconstructed error between the pre-completed user vector x and the reconstructed vector y, so the purpose of the auto-encoder training is to find the optimal parameters θ and θ to minimize the reconstructed error in the training set. We use the squared error function E(x, y) = ||x − y|| 2 to measure the reconstructed error. Auto-encoders often use an error backpropagation algorithm to train the model and update the parameters using gradient descent. The objective function as follow.
where vector x u is the pre-completed user vector of user u, vector y u is the reconstructed user vector of user u, the λ is a parameter controlling regularization. The encoding parameter set θ and the decoding parameter set θ are updated by gradient descent. The regularization terms of W 1 and W 2 are added to the objective function to avoid the overfitting problem.
B. LOCAL FEATURES LEARNING
In Phase 1, all user vectors as inputs are reconstructed by the improved autoencoder. The elements in reconstructed user vectors are all known, which means all missing values have been predicted. But the prediction accuracy can still need to be further improved. To do this, we aim to take advantage of the ability of local features learning in neighborhood-based CF. The key of neighbor-based CF methods is to accurately identify the similar neighbors using the user-service invocation records. In this section, a novel similarity computation method is proposed to find the similar neighbors by extending the traditional Euclidean distance. Because the initial user-service invocation matrix R 0 is usually very sparse, it is usually difficult for existing methods to finish similar neighbor identification with high accuracy. Hence, in this paper, we use the reconstructed user-service invocation matrix R c for neighbors identification. R c is built VOLUME 7, 2019 by the reconstructed user vectors so that it is a full matrix. However, the use of R c is likely to lead to a situation that some users or services preferences in R 0 cannot be learned due to the reconstruction. Also, the accuracy of neighbors identification may be harmed. In order to address this problem, we propose two new concepts, which are common invocation factor and invocation frequency factor. The two factors are obtained according to the initial user-service invocation matrix R 0 .
1) COMMON INVOCATION FACTOR
The common invocation factor of users (CIFU for short) is based on the number of all services commonly invoked by any two users. The common invocation factor of services (CIFS for short) is based on the number of all users invoking any two services. The intuition behind the two new concepts comes from the observation that two users are likely to share more similar invoking preference if they have commonly invoked more services before.
In order to compute CIFU, we first divide all services into three types: com, any, non.
The type com indicates that the services invoked by any two users, so the subset L com,u,v can be generated as follow.
where u and v represent two different users, and M u and M v represent the services set that are invoked by users u and v. The type any indicates that the services are invoked by only one user, so the subset L any,u,v can be generated as follows.
The type non indicates that the services have never been invoked by any user, so the subset L non,u,v can be generated as follows.
The common invocation factor of users CIFU tag,u,v can be computed as follows.
where tag is the type of services and S represents the set of all services. Similarly, we can divide all users into three subsets L com,i,j , L any,i,j , L non,i,j , where i and j represent two different services. The common invocation factor of services CIFS tag,i,j can be computed as follows.
where U represents the set of all users.
2) INVOCATION FREQUENCY FACTOR
Inspired by the concept of inverse document frequency (IDF for short), we can have such an observation that two users are likely to be more similar, if they have invoked some services which are rarely invoked by other users. In order to describe such invocation preference, we put forward two concepts, i.e., the users invocation frequency factor and the services invocation frequency factor. The users invocation frequency factor F u is computed as
where x u indicates the number of services invoked by user u, and m represents the average number of services invoked by all users. Similarly, the services invocation frequency factor F i is computed as
where x i indicates the number of users that have invoked service i, and n represents the average number of users invoking services.
3) EXTENDED EUCLIDEAN DISTANCE
In this section, we integrate common invocation factor and invocation frequency factor into Euclidean distance to produce a new distance computation method.
The new distance is computed as follows. 
where CIFS tag,i,j represents the common invocation factor of services and F u represents the users invocation frequency factor. q u,i and q v,i represent the QoS value in the reconstructed matrix R c . LN tag,i,j = L tag,i,j ∩ N i,j , and L tag,i,j represents the subset bulit by the initial user-service invocation matrix R 0 . N i,j represents the users that have invoked service i and service j in the reconstructed matrix R c .
4) SIMILARITY CONPUTATION
In this section, a novel similarity computation method is proposed based on the new distance computation method. The similarity between two users can be computed as follows.
where S u,v represents the similarity between user u and user v, and T r (d u,v |β) is the function which converts distance d u,v to similarity S u,v . Similar to the similarity between two users, the similarity between services is computed as follows.
where S i,j represents the similarity between service i and service j. T r (d i,j |β) is the function which converts distance d i,j to similarity S i,j . Compared to the existing similarity computation method based on Euclidean distance, two important differences can be found in our proposed method. One is that we extend the traditional Euclidean distance. The other is that we improve the converting function by introducing the exponent β. Because β is always larger than 1, our method can take more advantage of distance than existing methods, and has better ability of similarity discrimination.
C. QoS PREDICTION
After we compute the similarity between users and similarity between services, we then select the most similar K users and services for QoS prediction. In detail, in user side, the prediction value is as follows.
where NS u represents the neighbors set of user u, and S u,v represents the similarity between user u and user v. q u,i represents the QoS value in the initial user-service invocation matrix R 0 , and N i represents the users that have invoked service i. The proposed method is named as SAE-U (Sparsedealing Auto-Encoder for Users).
In service side, the prediction value is computed aŝ
where NS i represents the neighbors set of service i, S i,j represents the similarity between service i and service j, and N u represents the services invoked by user u. The proposed method is named as SAE-S (Sparse-dealing Auto-Encoder for Services).
To improve prediction accuracy, we propose a hybrid method that combines SAE-U and SAE-S, where the prediction value is computed aŝ (18) where parameter α is to control the weight of SAE-U and SAE-S. The hybrid method is named as SAE-H (Sparsedealing Auto-Encoder for Hybrid).
V. EXPERIMENTS AND EVALUATION

A. DATASET
We conducted experiments in a public dataset WSDream for QoS prediction [38] . WSDream dataset contains 339 users, 5825 services, and a total of 1974,675 invocation records. There are two types of QoS properties, i.e., response time and throughput. We used response time as the evaluation property in this paper. With data statistics analysis, we find that all values of response time are between 0 and 20 seconds, and 91% of response time values are less than 2 seconds.
B. EVALUATION METRICS
To measure prediction accuracy, we use two metrics, including Mean Absolute Error (MAE) and Normalized Mean Absolute Error (NMAE). MAE is defined as the mean errors of the predicted values.
NMAE is given by
where T represents the test set, q u,i represents the real QoS value, andq u,i represents the predicted QoS value. A smaller MAE and NMSE indicate a higher prediction accuracy.
C. EXPERIMENT SETTING
In a real-world environment, the user-service invocation matrix formed by service invocation records is of high sparsity, and users usually only invoke a small number of services. In order to truly reflect the real service invocation scenario, we randomly select a part of QoS records in WSDream dataset as the training set, and the remaining QoS records is as the test set. In this paper, there are five different sparsity levels to be used, which are 2.5%, 5%, 10%, 15% and 20%. We repeat ten times for each test case, and report the average result.
D. PERFORMANCE COMPARISON
In order to evaluate the performance of our method, we implemented several well-known QoS prediction methods, which are as follows. 1) UPCC (User-based PCC) [16] . The neighborhoodbased CF that utilizes similarities between users, which are computed by Pearson correlation coefficient (PCC for short). 2) IPCC (Item-based PCC) [17] . The neighborhood-based CF that utilizes similarities between services, which are computed by Pearson correlation coefficient. 3) WSRec [38] . A hybrid approach that linearly combines the results of UPCC and IPCC 4) LFM (Latent Factor Model) [30] . LFM decomposes the user-service invocation matrix using dimensionality reduction to learn latent features and produces prediction results based on latent features. 5) CAP (Credibility-Aware Prediction) [39] . CAP is a credibility-aware QoS prediction method, which employs two-phase K-means clustering algorithm. 6) H-RBM (Hybrid Restricted Boltzman Machine) [40] .
A two-stage QoS prediction algorithm based on restricted Boltzmann machine. 7) AutoEncoder [41] . A QoS prediction algorithm based on AutoEncoder. 8) SAE-U: The proposed method based on users' similarity computation, and is explained in Section IV (Eq. 16).
9) SAE-S:
The proposed method based on services' similarity computation, and is also explained in Section IV (Eq. 17) 10) SAE-H: The proposed method based on hybrid similarity computation, and is explained in Section IV (Eq. 18).
E. IMPACT OF PARAMETERS 1) IMPACT OF F
The parameter f is the number of hidden units in model SAE-U. When the number of hidden units is small, it is difficult to learn latent features from known QoS records. But if the number of hidden units is too large, the model will become more complicated, and it is likely to learn features that are not of importance, which will lead to overfitting problem. Therefore, it is necessary to exploit the selection of the number of hidden units. Figure 4 shows the effect of different hidden units on prediction accuracy at different training set densities. A lower training set density indicates less training data. It can be seen from Figure 4 , in the case of training set density being 2.5%, the MAE value decreases first and then increases with the increase of the number of hidden units. At the cases of training set density being 5%, 15%, and 20% sparsity, the MAE value decreases gradually until convergence, and the turning point is all around 120. In this paper, f is set to 120 as default value. 
2) IMPACT OF D
The parameter D is set sparsity in dealing with sparse inputs (Section IV). Figure 5 shows the impact of set sparsity D on prediction of SAE-U model. Figure 5 (a) presents the experimental result at 1% training set density, and the MAE value decreases quickly along with D rising. After the value of D continuously increases, the MAE value slowly increases, and the optimal value of D at 1% training set density is around 1. Figure 5 (b) presents the experimental result at 2.5% training set density, and the optimal value of D at 2.5% training set density is around 10. Figure 5 (c) presents the experimental result at 5% training set density, the optimal value of D at 5% training set density is around 20.
3) IMPACT OF K IN USER SIDE
The parameter K in user side is the number of similar users that are selected in user's collaborative filtering. Due to data sparsity problem, the actual number of similar users that should be selected is usually smaller than K . Figure 6 presents the impact of different values of K on prediction accuracy in different sparsity levels. The present experimental results are MAE results.
It can be seen from Figure 6 , with the increase of K , the MAE result decreases first. The reason is that the number of similar users available for prediction is gradually increasing, and the prediction results of similar neighbors are more reliable. After K reaches a certain value, the MAE results start to rise because the number of similar users continues to increase, and a part of neighbors with low similarity join the prediction of QoS value. These less similar users harm the similarity of the overall similar neighbors. The best number of users at training set densities of 2.5%, 5%, 10%, 15%, and 20% is around 100 to 200. The optimal number of users becomes smaller as the training set density becomes higher. This is because there are fewer neighbors that can be used for prediction under low training set densities, such as 2.5% and 5%. As the density increases, the number of available neighbors increases, and the value of optimal K becomes smaller accordingly.
4) IMPACT OF K IN SERVICE SIDE
The parameter K in service side is the number of similar services that are selected for service-based collaborative filtering. Due to high data sparsity, the actual number of similar services that should be selected is usually smaller than K . Figure 7 shows the impact of different values of K on prediction accuracy in different sparsity levels. The present experimental results are MAE values.
In Figure 7 , with the increase of K , the MAE decreases first, and after K reaches a certain value, the MAE value starts to rise. The optimal number of services at training set densities of 2.5%, 5%, 10%, 15%, and 20% is also different. The optimal number of services becomes smaller as the training set density increases.
5) IMPACT OF β
The parameter β is used to control the smoothness of the mapping function in similarity mapping. In this section, we evaluate the impact of parameter β on prediction accuracy of SAE-U method. The training set density is 20%.
In Figure 8 , the T-r curve represents the T r (d|β) mapping function, and Avg curve represents the prediction method that utilizes the mean of all neighbors. The MAE values of the T-r curve decrease first and then increase, while the curve of Avg remains unchanged.
As β increases, the MAE results of T r (d|β) decrease. It is because QoS prediction requires more neighbors with lower distances. After β increases to a certain value, the MAE results of T r (d|β) begin to increase. It is because QoS prediction overuses the historical records of neighbors with lower distances.
6) IMPACT OF α
The parameter α is used to control the weight of SAE-U and SAE-S in hybrid model. The parameter α is in range of 0 to 1. The experimental results are shown in Figure 9 . From the experimental results in Figure 9 , it can be seen that the most suitable value of parameter α falls in range of 0.7 to 0.8.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we propose a method combining auto-encoder and collaborative filtering method. The proposed method uses the auto-encoder improved by the substitution strategy to obtain nonlinear latent features, and further recovers a part of unknown QoS values to alleviate the high sparsity problem. Then, we improve the traditional method of similarity computation obtaining more accurate neighbors and improve the contribution of real neighbors. Finally, we propose two models to produce the final QoS prediction results from user side and service side respectively. The results of extensive experiments on a real-world dataset verify the effectiveness of our method.
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