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CRYSTALS FROM 5-VERTEX ICE MODELS
J. LORCA ESPIRO AND LUKE VOLK
Abstract. Given a partition λ corresponding to a dominant integral weight of sln, we
define the structure of crystal on the set of 5-vertex ice models satisfying certain boundary
conditions associated to λ. We then show that the resulting crystal is isomorphic to that of
the irreducible representation of highest weight λ.
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1. Introduction
Six-vertex ice models were introduced by Linus Pauling as a method of studying crystals
with hydrogen bonds, such as ice or potassium dihydrogen phosphate. These models consist
of grid graphs with edges labelled by spins (see Figure 1). We refer the reader to [Bax89]
for an overview of these models in statistical mechanics. The creation of this theoretical
model allows for the application of mathematical tools coming from such diverse areas as
combinatorics, number theory, representation theory, and dynamical systems. For example,
the partition function (a certain sum indexed by the possible states of the model) for six-
vertex ice models satisfying certain boundary conditions has been computed in many cases,
and related to such mathematical objects as Gelfand–Tsetlin patterns (see [Tok88]) and
Schur polynomials (see [BBF11]). See also [BBC+12, BBB, BBBF] for further recent results.
In the current paper we consider 5-vertex ice models, derived from the six-vertex models by
forbidding one vertex configuration. To a partition λ, one can naturally associate a boundary
condition for such ice models. The set of models satisfying this boundary condition can be
shown to be in bijection with semistandard Young tableaux of shape λ. See [Rak].
Young tableaux appear in many areas of combinatorics and representation theory. Most
important for the current paper is the fact that, given a partition λ, one can realize the
crystal B(λ) of the sln-representation of highest weight λ in terms of Young tableaux of
shape λ. See, for example, the exposition in [HK02, §8.2]. Combined with the bijection of
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[Rak], this implies that one can define the structure of a crystal on the set M(λ) of 5-vertex
ice models, with boundary condition given by λ, and obtain a crystal isomorphic to B(λ).
The goal of the current paper is to precisely define a crystal structure onM(λ) and show
that the resulting crystal is isomorphic to B(λ). Instead of using the bijection with Young
tableaux, our method of proof is direct. We define the crystal structure explicitly and then
verify directly that this crystal is indeed isomorphic to B(λ), without ever referring to Young
tableaux. The key to our approach is a local characterization of crystals of simply-laced type
due to Stembridge in [Ste03].
The outline of the paper is as follows. In Section 2, we briefly recall the definition of
5-vertex ice models and semiregular sln-crystals. Then, in Section 3, we endow the setM(λ)
with the structure of a crystal. One of the key ingredients in Stembridge’s characterization
is the notion of a regular crystal. We show that M(λ) is regular in Section 4. Finally, we
prove our main theorem, that M(λ) is isomorphic to B(λ), in Section 5.
The results of the current paper help further clarify the deep connection between ice
models and representation theory. Our hope is that it will lead to an increased level of
understanding of the two fields, including further research inspired by developing other
constructions in combinatorial representation theory (e.g. crystals in affine type A) in the
language of ice models.
Acknowledgments. We would like to thank Alistair Savage for his guidance and support,
and for suggesting the topic of the current paper. We also would like to thank Anthony
Licata and Peter Tingley for their suggestions on how to proceed with certain proofs.
We also thank the University of Ottawa (J.L.E & L.V.), the University of Sa˜o Paulo
(J.L.E.), and Universidad de la Frontera (J.L.E) for their logistical and technical support
during the completion of this work.
2. Background
2.1. Ice models. In this section, we introduce our main object of study: 5-vertex ice models.
Definition 2.1 (Ice model). For n, s ∈ N+ = {1, 2, 3, . . . }, an n× s ice model consists of an
n × s rectangular lattice and an assignment of exactly one sign (i.e. element of {+,−}) to
each of the four edges adjacent to each vertex. The columns of an ice model are numbered
from left to right 1, 2, . . . , s while the rows, from top to bottom, n, n− 1, . . . , 1. Figure 1 is
an example of a 3× 5 ice model.
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Figure 1. A 3× 5 ice model.
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We will denote the vertices of an n× s ice model M by Mi,j for 1 ≤ i ≤ n and 1 ≤ j ≤ s,
whereMi,j , denotes the vertex in row i and column j. For any particular vertex Mi,j of an ice
model M , we have signs on its top, left, right, and bottom edges, which we will denote using
Mxi,j where x ∈ {↑,←,→, ↓} indicates the edge in the obvious way. Although the 6-vertex
ice model is the most commonly studied variety, we will be focused on 5-vertex ice models
which are known to be in bijection with certain sets of semistandard Young tableaux (see
[Rak]).
Definition 2.2 (Valid vertex configuration and 5-vertex ice model). The five vertex config-
urations in Figure 2 are considered valid configurations. If all vertices of an ice model are
valid, it is called a 5-vertex ice model.
+
+ +
+
Type 1
+
− −
+
Type 2 (box)
−
− +
+
Type 3
+
+ −
−
Type 4
−
− −
−
Type 5
Figure 2. The five valid vertex configurations of a 5-vertex ice model
For brevity, all further uses of the term “ice model” will refer to 5-vertex ice models only.
Recall that a partition is a tuple λ = (λ1, λ2, . . . , λn) such that λ1 ≥ λ2 ≥ . . . ≥ λn = 0.
Note that we allow some of the parts to be equal to zero and we force λn = 0 since we will
later want to associate partitions with weights of sln. For each partition λ, there is a family
of ice models satisfying a boundary condition determined by λ.
Definition 2.3 (M(λ)). Suppose λ = (λ1, λ2, . . . , λn) is a partition. We define M(λ) to be
the collection of n× (λ1 + n) ice models M such that:
(1) M↑n,q = − if and only if q = λ1 + j − λj for some j ∈ {n, n− 1, · · · , 1}
(2) M←p,1 = + for all 1 ≤ p ≤ n;
(3) M↓1,q = + for all 1 ≤ q ≤ λ1 + n;
(4) M→p,λ1+n = − for all 1 ≤ p ≤ n.
The ice model M shown in Figure 1 is an element of M(λ) for λ = (2, 1, 0).
2.2. Crystals. In this section we briefly recall the notion of crystals. Although the theory of
crystals is developed in much greater generality, we restrict our attention here to semiregular
crystals of finite type A. We refer the reader to [HK02] for further details.
Consider the simple Lie algebra sln over the field C of complex numbers and define
I = {1, 2, . . . , n − 1}. Let Ei,j denote the matrix with a 1 in the (i, j)-position and 0
elsewhere, and define
hi = Ei,i −Ei+1,i+1, i ∈ I.
Then the hi span the standard Cartan subalgebra h of sln. For i ∈ I, define
ǫ′i : Mn×n(C)→ C, ǫ
′
i(B) = Bi,i,
4 J. LORCA ESPIRO AND LUKE VOLK
where Mn×n(C) denotes the space of n×n complex matrices. We let ǫi denote the restriction
of ǫ′i to h. Then the weight lattice of sln is given by
P =
(
n−1⊕
i=1
Zǫi
)
/Z(ǫ1 + ǫ2 + · · ·+ ǫn) ⊆ h
∗.
We also have the simple roots αi := ǫi − ǫi+1, i ∈ I.
If 〈·, ·〉 : h× h∗ → C denotes the canonical pairing, we have
(2.1) 〈hj , αi〉 = 2δi,j − δi+1,j − δi,j+1,
where δk,ℓ denotes the Kronecker delta.
The dominant integral weight lattice
P+ =
n−1⊕
i=1
Nαi
is naturally identified with the set of partitions λ = (λ1, . . . , λn), λ1 ≥ · · · ≥ λn−1 ≥ λn = 0,
of length at most n− 1. In particular, the partition λ is identified with
∑n−1
i=1 λiǫi.
Definition 2.4 (Crystal). A semiregular sln-crystal is a set B along with maps
wt: B → P, e˜i, f˜i : B → B ∪ {0},
such that, if we define
εi : B → N, εi(b) = max{n ∈ N | e˜
n
i (b) ∈ B},(2.2)
ϕi : B → N, ϕi(b) = max{m ∈ N | f˜
m
i (b) ∈ B},(2.3)
then, for all b, b′ ∈ B and i ∈ I, the following conditions are satisfied:
(C1) ϕi(b) = εi(b) + 〈hi,wt(b)〉;
(C2) wt(e˜i(b)) = wt(b) + αi, when e˜i(b) ∈ B;
(C3) wt(f˜i(b)) = wt(b)− αi, when f˜i(b) ∈ B;
(C4) εi(e˜i(b)) = εi(b)− 1 and ϕi(e˜i(b)) = ϕi(b) + 1, when e˜i(b) ∈ B;
(C5) εi(f˜i(b)) = εi(b) + 1 and ϕi(f˜i(b)) = ϕi(b)− 1, when f˜i(b) ∈ B;
(C6) f˜i(b) = b
′ if and only if b = e˜i(b
′);
Throughout this paper, we will use the term crystal to mean semiregular sln-crystal. For
every dominant integral weight (i.e. partition) λ, let B(λ) be the crystal associated to the
irreducible sln-module of highest weight λ. The goal of the current paper is to define a
crystal structure on the setM(λ) of ice models, and identify the resulting crystal with B(λ).
For the remainder of the paper, we fix a partition λ = (λ1, λ2, . . . , λn), λ1 ≥ · · · ≥ λn = 0.
3. Crystal structure on ice models
In this section, we define a crystal structure on the set M(λ) of ice models satisfying the
boundary condition determined by the partition λ.
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3.1. The boxing map. We first introduce an important ingredient that we have called the
boxing map. The boxing map will allow us to better visualize the crystal structure. Recall
the valid vertex configurations of Figure 2.
Definition 3.1 (Boxing map). For M ∈M(λ), define
β(M) = {(p, q) | 1 ≤ x ≤ n, 1 ≤ y ≤ λ1 + n, Mp,q is of type 2}.
We call β the boxing map. If (p, q) ∈ β(M), then Mp,q will be called a box of M .
Pictorially, for an ice model M ∈M(λ), we indicate a box in M by boxing the vertex. If
all boxes of M have been indicated in this manner, we say that M is boxed. Boxing the ice
model M of Figure 1 yields the picture in Figure 3
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Figure 3. A boxed 3× 5 ice model.
The following lemma gives an important condition on the positions of the boxes in an ice
model, in particular that a box never occurs in the first column of the ice model.
Lemma 3.2. Suppose M ∈M(λ) and (i, j) ∈ β(M). Then j > 1.
Proof. Let M ∈M(λ) and (i, j) ∈ β(M). Since (i, j) is a box, M←i,j = −, and hence it would
be a contradiction to the left boundary conditions of M(λ) if j = 1. Thus j > 1. 
3.2. Crystal structure: definition. We now define the maps giving the structure of a
crystal on the set M(λ). We begin by defining an analog for ice models of the so-called
i-signature commonly appearing in realizations of crystals.
Definition 3.3 (i-signature). Given an M ∈ M(λ) and an i ∈ I, we consider the set
β (M)i = {(p, q) ∈ β(M) | p ∈ {i, i+ 1}} with the lexicographic total order:
(p, q)  (p′, q′)⇐⇒ (q < q′) or ((q = q′) and (p ≤ p′)).
Let m = |β (M)i |. For 1 ≤ j ≤ m let (pj, qj) be the j
th element of β (M)i under the total
order , and define:
wj =
{
$ if pj = i,
% if pj = i+ 1.
The i-signature of M , denoted σi(M), is the word w = w1w2w3 · · ·wm. The reduced i-
signature of M , denoted by σredi (M), is obtained from the i-signature σi (M) by removing
all sub-words $% until the word is reduced to the form %m $n, for some m,n ∈ N.
Lemma 3.4. Let M ∈M(λ) and i ∈ I.
6 J. LORCA ESPIRO AND LUKE VOLK
(i) If u ∈ β(M) corresponds to the first $ in σredi (M), then locally M appears as in
Figure 4(b). Furthermore, if M is changed locally as in Figure 5(a), the result is
another ice model.
(ii) If v ∈ β(M) corresponds to the last % in σredi (M), then locally M appears as in
Figure 4(d). Furthermore, if M is changed locally as in Figure 5(b), the result is
another ice model.
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Figure 4. The local configuration around the box u is shown in (b), and the
local configuration around the box v is shown in (d).
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Figure 5. Figures (a) and (b) depict the local change in M in Lemma 3.4(i)
and (ii), respectively.
Proof. Let M ∈ M(λ) and σredi (M) = a1a2 . . . apb1b2 . . . bq where aj = % and bj = $ for
p, q ∈ N.
Proof of (i):
Suppose q ≥ 1 and b1 corresponds to a box u ∈ β (M). Locally, we have a configuration
as depicted in Figure 4(a).
If f = +, then the only valid configuration for the bottom-left vertex is type 2 (i.e. a box).
Since the $ corresponding to f is not in σredi (M), it must be cancelled through the top-left
vertex being a box as well. But if this is the case, d = − which implies that the top-right
vertex is also a box. If this were the case, the $ corresponding to u would be cancelled in
σredi (M), a contradiction. Hence f = −.
If a = −, the only valid vertex configuration for the top-left vertex is type 5. As above,
the top-right vertex would then be a box and the same contradiction follows. Hence a = +,
which implies that the top-left vertex is of type 3, implying that the top-right vertex is of
type 1 or 4. In addition the bottom-left vertex is of type 4 or 5. In particular, b = e and
g = h, being of either sign. Thus, M is locally as in Figure 4(b).
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The statement concerning a local change of M is clear since one can directly verify that
the vertices in Figure 5(a) have valid configurations and the signs around the perimeter are
unchanged.
Proof of (ii):
Suppose p ≥ 1 and ap corresponds to a box v ∈ β(M). Locally, we have the configuration
as depicted in Figure 4(c).
If e = −, then the bottom-left vertex is of type 2 (i.e. a box). This implies that $% occurs
in σi(M), the % associated with v, a contradiction. Hence e = +, immediately implying the
bottom-right vertex is of type 1 or 4. Hence h = +.
If c = +, then the top-right vertex is a box and f = +. Since the bottom two vertices
are not boxes, we encounter a contradiction since, if the top-right vertex were a box, it
would mean that the associated % would necessarily cancel with a $ resulting from either
the bottom-left or right vertices, otherwise v does not correspond to ap in σ
red
i (M). Hence
c = f = −. As in the proof of part (i), we have a = b and d = g, being of either sign. Thus,
M is locally as in Figure 4(d).
Again, the statement concerning a local change of M is clear since one can directly verify
that the vertices in Figure 5(b) have valid configurations and the signs around the perimeter
are unchanged. 
We are now able to define the crystal operators e˜i and f˜j on M(λ).
Definition 3.5 (Crystal operators e˜i, f˜i). Suppose M ∈ M(λ) and i ∈ I. We define the
crystal operators
f˜i, e˜i : M(λ)→M(λ) ∪ {0}
as follows.
(1) If $ does not occur in σredi (M), then f˜i(M) = 0. Otherwise, we let u ∈ β(M) be the
vertex corresponding to the first $ in σi(M) and define
f˜i(M) = N ∈M(λ),
where N is the ice model resulting from the local change of Figure 5(a).
(2) If % does not occur in σredi (M), then e˜i(M) = 0. Otherwise we let v ∈ β(M) be the
vertex corresponding to the last % in σredi (M) and define
e˜i(M) = N ∈M(λ),
where N is the ice model resulting from the local change of Figure 5(b).
Lemma 3.6. (1) If u = (i, q) ∈ β(M) is the vertex corresponding to the first $ in
σredi (M), then
β(f˜i(M)) =
(
β(M) ∪ {(i+ 1, q − 1)}
)
\ {(i, q)}.
(2) If v = (i+ 1, q) ∈ β(M) is the vertex corresponding to the last % in σredi (M), then
β(e˜i(M)) =
(
β(M) ∪ {(i, q + 1)}
)
\ {(i+ 1, q)}.
Proof. This follows immediately from Definition 3.5 and Figure 5. 
8 J. LORCA ESPIRO AND LUKE VOLK
As a result of Lemma 3.6, any application of the crystal operators to an ice model M—
assuming it is nonzero—preserve the cardinality of β(M). Because of this, we say that the
box in M that has been removed after application of a crystal operator has moved to the
newly added box. If the $ or % corresponding to a box b ∈ β(M) survives in σredi (M) (i.e.
is not cancelled) for some i ∈ I, then we say that it is i-movable. We also say that the box
itself is i-movable.
The application of a crystal operators can be thought of as a way of locally “moving the
boxes” of a boxed ice model. In particular, the e˜i move boxes down and to the right, while
the f˜i move boxes up and to the left.
Example 3.7. Consider the boxed ice model M on the left-hand side of Figure 6. Note that
σ1(M) = σ
red
1 (M) = % $, hence e˜1(M) 6= 0. Applying e˜1 moves the box in the second row
down and to the right. On the other hand, σ2(M) = $%, and so σ
red
2 (M) is then simply the
empty word. Thus f˜2(M) = e˜2(M) = 0.
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Figure 6. The application of the crystal operator e˜1 moves the position of a box.
Remark 3.8. It follows immediately from the above discussion that one can only apply the
operators e˜i (respectively, f˜i) a finite number of times before obtaining zero.
Definition 3.9 (Weight function wt). We define the weight function
wt: M(λ)→ P, wt(M) =
n∑
i=1
aMi ǫi, a
M
i = |{(p, q) ∈ β(M) | p = i}|.
3.3. Crystal structure: verification. We now verify that the maps defined in Section 3.2
do indeed endow M(λ) with the structure of a crystal.
Lemma 3.10. Let M ∈ M(λ) and i ∈ I. If f˜i moves u ∈ β(M) to v ∈ β(f˜iM), then e˜i
moves v to u ∈ β(e˜if˜iM). Similarly, if e˜i moves u ∈ β(M) to v ∈ β(e˜iM), then f˜i moves v
to u ∈ β(f˜ie˜iM).
Proof. Assume that f˜i moves u ∈ β(M) to v ∈ β(f˜iM). Suppose, towards a contradiction,
that v is not i-movable. This implies that there is a box w ∈ β(f˜iM) in row i (which was
i-movable in M) such that w  v. But we know v  u and thus w  u. Hence f˜i would
have moved w instead of u, a contradiction. Hence v is i-movable.
Now suppose, towards a contradiction, that there exists an i-movable box w ∈ β(f˜iM) in
row i + 1 such that v  w. But this means the % corresponding to w cancels with the $
CRYSTALS FROM 5-VERTEX ICE MODELS 9
corresponding to u in σredi (M), a contradiction. Thus an application of e˜i to f˜i(M) moves v
to u.
The proof of the final statement of the lemma is analogous. 
Corollary 3.11. For all M ∈ M(λ) and i ∈ I, εi(M) is the number of % that occur in
σredi (M), and ϕi(M) is the number of $.
Proof. Let M ∈M(λ) and i ∈ I. By Lemma 3.10, if σredi (M) = %
a
$
b, then
σredi (f˜iM) = %
a+1
$
b−1 if ϕi (M) > 0, and
σredi (e˜iM) = %
a−1
$
b+1 if εi (M) > 0.
The result follows. 
We can now prove that the definitions of this section endow M(λ) with the structure of
a crystal.
Proposition 3.12. Fix a partition λ. The set of ice models M(λ), together with the maps
e˜i, f˜i, wt, εi, ϕi, i ∈ I, of Definitions 3.5 and 3.9 are a crystal in the sense of Definition 2.4.
Proof. We verify the conditions of Definition 2.4.
(C1): If k is the number of pairs $% that are cancelled in obtaining σredi (M) from σ
red
i (M),
we have
〈hi,wt(M)〉 =
〈
hi,
n−1∑
j=1
aMj ǫj
〉
=
n−1∑
j=1
aMj 〈hi, ǫj〉 =
n−1∑
j=1
aMj (δi,j − δi+1,j)
= aMi − a
M
i+1 =
(
aMi − k
)
−
(
aMi+1 − k
)
= ϕi(M)− εi(M),
where the final equality follows from Corollary 3.11.
(C2) & (C3): These properties follow immediately from Lemma 3.6 and the fact that αi =
ǫi − ǫi+1.
(C4) & (C5): These properties follow directly from Corollary 3.11 and Lemma 3.10.
(C6): This follows immediately from the fact that the local changes of Figure 5 are mutually
inverse operations. 
We call M(λ) the ice crystal corresponding to the partition λ.
4. Regularity of ice crystals
The notion of a regular crystal was introduced by Stembridge in [Ste03]. In this section we
recall this definition in the special case of type A (i.e. for sln), adjusting the notation slightly
to match that of the current paper. We will then show that the crystal M(λ) defined in
Section 5 is regular. This will be a key ingredient in the proof of our main result in Section 5.
Suppose we have an edge-coloured directed graph with underlying vertex set B, whose
edges are coloured by elements from the set I. Abusing notation, we will also let B denote
the directed graph. We define e˜i(b) = b
′ if there exists an i-coloured edge b← b′, and dually
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define f˜i(b) = b
′ if there is an i-coloured edge b → b′. We define εi and ϕi as in (2.2) and
(2.3). For b ∈ B, we define
∆iϕj(b) = ϕj(e˜i(b))− ϕj(b), ∆iεj(b) = εj(b)− εj(e˜i(b)),
∇iϕj(b) = ϕj(b)− ϕj(f˜i(b)), ∇iεj(b) = εj(f˜i(b))− εj(b).
Definition 4.1 ([Ste03, Def. 1.1]). We say B is regular if it satisfies the following properties.
(R1) All monochromatic directed paths in B have finite length.
(R2) For all b ∈ B and i ∈ I, there exists at most one i-coloured edge b→ b′ and b← b′′.
(R3) If e˜i(b) 6= 0 and i 6= j, then ∆iϕj(b) + ∆iεj(b) = −δi+1,j − δi,j+1.
(R4) If e˜i(b) 6= 0 and i 6= j, then ∆iϕj(b),∆iεj(b) ≤ 0.
(R5) When e˜i(b), e˜j(b) 6= 0, then ∆iεj(b) = 0 implies e˜ie˜jb = e˜j e˜ib and ∇jϕi(y) = 0, where
y = e˜ie˜jb = e˜j e˜ib.
(R6) When e˜i(b), e˜j(b) 6= 0, then ∆iεj(b) = ∆jεi(b) = −1 implies e˜ie˜
2
j e˜ib = e˜j e˜
2
i e˜jb and
∇iϕj(y) = ∇jϕi(y) = −1, where y = e˜ie˜
2
j e˜ib = e˜j e˜
2
i e˜jb.
(R5′)When f˜i(b), f˜j(b) 6= 0, then ∆iεj(b) = 0 implies f˜if˜jb = f˜j f˜ib and ∇jϕi(y) = 0, where
y = f˜if˜jb = f˜j f˜ib.
(R6′)When f˜i(b), f˜j(b) 6= 0, then ∆iεj(b) = ∆jεi(b) = −1 implies f˜if˜
2
j f˜ib = f˜j f˜
2
i f˜jb and
∇iϕj(y) = ∇jϕi(y) = −1, where y = f˜if˜
2
j f˜ib = f˜j f˜
2
i f˜jb.
Recall that M(λ) is a crystal by Proposition 3.12. As described above, we have the
associated edge-coloured directed graph, with edges coloured by elements of I.
Proposition 4.2. The crystal M(λ) is regular.
Proof. We verify the conditions of Definition 4.1.
Property (R1): This follows immediately from Remark 3.8.
Property (R2): This follows directly from functionality of e˜i and f˜i.
Property (R3): Suppose e˜i(M) 6= 0 and i 6= j. Then
∆iϕj(M) + ∆iεj(M) =
(
ϕj(e˜iM)− ε(e˜iM)
)
−
(
ϕj(M)− εj(M)
)
= 〈hj,wt(e˜iM)− wt(M)〉 = 〈hj , αi〉 = −δi+1,j − δi,j+1,
where the last equality follows from (2.1).
Property (R4): Suppose e˜i(M) 6= 0 and i 6= j. Consider the following three cases:
• If |i− j| > 1, then σj(M) = σj(e˜iM), and so ∆iϕj(M) = ∆iεj(M) = 0. Hence (R4)
is satisfied.
• If j = i+1, then the application of e˜i to M moves a box in row i+1 = j to a box in
row i = j − 1. Thus, σj(e˜iM) is obtained from σj(M) by removing a $. Then (R4)
follows from Corollary 3.11.
• If j = i − 1, then the application of e˜i to M moves a box in row i + 1 = j + 2 to a
box in row i = j + 1. Thus, σj(e˜iM) is obtained from σj(M) by adding a %. Again,
(R4) follows from Corollary 3.11.
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Property (R5): Suppose e˜i(M), e˜j(M) 6= 0 and that ∆iεj(M) = 0. If i = j, then (R5) holds,
being vacuously true. Similarly to the proof of (R3) and (R4), we consider three cases for
i 6= j:
(i) |i− j| > 1,
(ii) j = i+ 1,
(iii) j = i− 1.
Case (i): We have already seen that ∆iεj(M) = 0. Because the rows of M involved in the
computation of the i and j-signatures are disjoint here, we have that e˜ie˜jM = e˜j e˜iM . We
then see that:
∇jϕi(y) = ϕi(y)− ϕi(f˜jy) = ϕi(e˜ie˜jM)− ϕi(f˜j e˜j e˜iM) =
= ϕi(e˜jM) + 1− ϕi(e˜iM) = ϕi(e˜jM)− ϕi(M) = ∆jϕi(M) = 0,
where the last equality follows from the fact that the rows involved in the computation of
the i- and j-signatures are disjoint. Hence (R5) holds for (i).
Case (ii): Assume j = i + 1. Suppose u ∈ β(M) in row j = i + 1 is moved by e˜i, and
v ∈ β(M) in row j + 1 is moved by e˜j. Because ∆iεj(M) = 0, we know the number of j-
movable boxes in row j+1 of M is the same as that of e˜i(M), after u is moved. Considering
the possibilities for u which may or may not cancel in σredj (M), we see ∆iεj(M) = 0 if and
only if:
(a) the box u is movable with respect to σj(M); or
(b) the box u is not movable with respect to σj(M), its corresponding $ in σ
red
j (M)
cancelling with a % corresponding to a w ∈ β(M) which further cancels with a $
corresponding to an x ∈ β(e˜iM) after moving of u.
For (a), we consider the relative position of u and v. By assumption, both u and v are
j-movable and hence the $ of u cannot appear before the % of v in σredj (M). So u must be
to the right of v. This scenario is depicted in Figure 7.
j + 1 v
j = i+ 1 · · · u
i
Figure 7. The movement of v will not impede the movement of u and vice versa.
Because u is to the right of v, the movement of v does not impede the movement of u and
vice versa, and thus e˜i and e˜j commute.
For (b), the $ corresponding to u cancels with the % of w which, subsequent to moving
u, cancels with the $ of some x ∈ β(e˜iM). Note that x necessarily is also a j-movable box.
Again, we consider the relative positions of u and v. Note that x must be to the right of v
since they are both movable, and hence since x comes before u. In addition, u and w are to
the left of v. This scenario is depicted in Figure 8.
With this local configuration it is easy to see that e˜ie˜j(M) = e˜j e˜i(M). In both (a) and
(b), since e˜ie˜j(M) = e˜j e˜i(M) = y, we get the same result from (i) that ∇jϕi(y) = ∆jϕi(M),
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j + 1 v w
j = i+ 1 · · · x · · · u
i
Figure 8. When u moves, the % of w cancels with the $ of x.
and so we now seek to show that the number of $ in σredi is unchanged in going from M to
e˜j(M).
In either (a) or (b), suppose for a contradiction that the $ corresponding to a box z in
the ith row of M is canceled by the movement of v to, say, v′ in the (i+ 1)th row of e˜j(M).
Then by the rules for cancellation, it must be below or to the left of v. This places z to
the left of u in the (i + 1)th row which is already assumed to be movable, meaning that
the $ corresponding to z would appear to the left of the % of u in σredj (M), and hence
they would cancel, resulting in a contradiction. Since the movement of v to v′ does not
move a box into row i, it is clear that ϕi is unchanged in going from M to e˜j(M), and thus
∇jϕi(y) = ∆jϕi(M) = 0, as desired.
Case (iii): This case is similar and its proof will be omitted.
Proof of (R6): Suppose that e˜i(M), e˜j(M) 6= 0. We note that, by the above arguments,
∆iεi(M) = −1 occurs only in two cases:
(i) j = i+ 1,
(ii) j = i− 1.
We consider two boxes: u ∈ β(M) which moves after application of e˜j to u
′ ∈ β(e˜jM), and
v ∈ β(M) which moves after application of e˜i to v
′ ∈ β(e˜iM).
First consider case (i). We have ∆iεj(M) = ∆jεi(M) = −1 if and only if the % corre-
sponding to u′ does not cancel in σredi (e˜iM) and the $ corresponding to v cancels in σ
red
j (M).
Locally, M must appear as in Figure 9 where the % corresponding to the box w cancels with
the $ of v in σredj (M). We now show that e˜ie˜
2
j e˜iM = e˜j e˜
2
i e˜jM .
i
i+ 1
i+ 2
±· · ·
−
+
−
±
−
±
±
±
±
±· · ·
−· · ·
+
−
−
± ±· · ·
−
±
−
± · · ·
±
+
+
+
−
±
±
±
±
±
±
+
+
±
−
±
±
+
+
+
−
u
v
w
Figure 9. Local configuration of M .
Application of e˜i to M moves v diagonally to v
′ in row i. Application of e˜j to e˜i(M)
then moves w to w′ in row j. We are able to do this since its corresponding % appears in
σredj (e˜iM) now that v is no longer present. No movable boxes exist between u and w in M
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because u was the leftmost movable box, and thus application of e˜j again yields that u moves
to u′ in row j.
Since v was the box to move after application of e˜i, we know that there are no movable
boxes in row j beyond v′, besides possibly w′. There is a possibility that there exists a
movable box x between v′ and w′, but the % of w′ is cancelled by at least the $ of v′ in
σredi (e˜
2
jeiM), if not by the $ of the possible x.
Because the % of v was not cancelled previously, we know there are no movable boxes in
row i between u′ and v′, as well as by assumption that u′ does not cancel in σredi (e˜jM), still
holding for σredi (e˜
2
jeiM) since no boxes have newly moved to a position to the left of u
′ in
row i.
Thus e˜ie˜
2
j e˜iM 6= 0 since at least u
′ is movable. Application of e˜i to e˜
2
j e˜iM will move
some movable box in row j between u′ and where v used to be, including u′ as a possibility.
Without loss of generality, we suppose u′ moves again—supposing there are no other boxes
in this given area—to a box which we will call u′′. We call y = e˜ie˜
2
j e˜iM which locally appears
as in Figure 10.
i
j
j + 1
±
−
−
+
−
+
±
−
±
±
±· · ·
−· · ·
−
+
−
± ±· · ·
−
−
+
− · · ·
±
−
+
−
+
±
+
+
±
±
±
−
+
+
+
±
±
−
+
+
+
u′′ v′
w′
Figure 10. Local configuration of y = e˜ie˜
2
j e˜iM .
We now consider the local configuration of e˜j e˜
2
i e˜jM . Application of e˜j to M results in
the movement of u to u′. Subsequent application of e˜i results in the movement of u
′ to u′′,
still supposing (without loss of generality) that there are no boxes between u′ and v in row
j. Application of e˜i again results in the movement of v to v
′, and now since the % of w is
not cancelled by the $ of v any longer, a subsequent application of e˜j moves w to w
′. The
result is precisely y since no other boxes were moved, the changes only being local changes
in the ice model. Hence we have e˜ie˜
2
j e˜iM = e˜j e˜
2
i e˜jM = y.
We have:
∇iϕj(y) = ϕj(y)− ϕj(f˜iy) = ϕj(e˜j e˜
2
i e˜jM)− ϕj(f˜ie˜ie˜
2
j e˜iM) =
= ϕj(e˜
2
i e˜jM) + 1− ϕj(e˜
2
j e˜iM) = ϕj(e˜
2
i e˜jM)− ϕj(e˜iM)− 1,
and similarly,
∇jϕi(y) = ϕi(e˜
2
j e˜iM)− ϕi(e˜jM)− 1.
Hence we wish to show that ϕj(e˜
2
i e˜jM) = ϕj(e˜iM) and ϕi(e˜
2
j e˜iM) = ϕi(e˜jM).
Considering the first equality, we consider only rows j and j+1, where we check whether
the number of $’s remains unchanged in going from σredj (e˜iM) to σ
red
j (e˜
2
i e˜jM), the local
configurations pictured as in Figures 11 and 12.
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j
j + 1
±
−
+
−
−
± · · ·
−· · · − −· · · + ±· · ·
−· · ·
+
−
− · · ·
±
+
+
+
−
±
+
+
−
+
±
+
+
+
−
u
x
w
Figure 11. Local configuration of e˜i (M).
j
j + 1
±
−
−
+
−
± · · ·
−· · · + −· · · + ±· · ·
−· · ·
+
−
− · · ·
±
−
+
±
+
±
−
+
−
+
±
+
+
+
−
u′
w
Figure 12. Local configuration of e˜2i e˜jM .
We draw attention to the addition of the box x to the diagram, which is simply the box
that is moved in e˜ie˜jM by e˜i, which was treated without loss of generality as u
′ when showing
that e˜ie˜
2
j e˜iM = e˜j e˜
2
i e˜jM .
We note in Figure 11 that the $ of x cancels with the % of w in σredj (e˜iM) as there are
no other movable boxes in row j between x and w. However, in Figure 12 we have that x
has moved from row j to i and thus is not in σj(e˜
2
i e˜jM). The only other differing box is the
presence of u′ as a box in row j, however this adds another $ to the j-signature, either taking
place of x, its $ cancelling with the % of w, or replacing the $ contributed by whichever
movable box between u′ and the former location of x, whose $ now cancels with the % of w
in σredj (e˜
2
iσjM).
Hence we have the equality, ϕj(e˜
2
i e˜jM) = ϕj(e˜iM). The other equality holds with similar
reasoning. Hence we have in case (i), where j = i + 1, that (R6) holds. Case (ii), where
j = i− 1, is proved in a similar manner, and hence (R6) holds in general.
Properties (R5′) & (R6′): The proofs of these properties are similar to those of (R5) and
(R6), and so will be omitted. 
5. Main result
In this section we prove our main result: that the ice crystal M(λ) is isomorphic to the
crystal B(λ) of the irreducible sln-module of highest weight λ. Our method is to show that
the ice crystal has a unique highest weight element and then apply a result of Stembridge,
characterizing the crystal B(λ).
Definition 5.1 (Highest weight ice model). An element M ∈ M(λ) such that e˜i(M) = 0
for all i ∈ I is called a highest weight element of M(λ).
Lemma 5.2. Suppose M ∈ M(λ) is a highest weight n× s ice model. Then, for all i ∈ I,
there exists a 1 ≤ qi ≤ s such that (i, q) ∈ β(M) if and only if q > qi. Moreover, we have
qi−1 ≤ qi for all i > 1.
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Proof. We prove the lemma by induction on i ∈ I. Considering i = 1, since e˜1(M) = 0 we
have that either there are no boxes (2, q) ∈ β(M) or the %’s of all boxes (2, q) ∈ β(M) cancel
in σred1 (M). If there are no boxes of the form (2, q), then define qi := s for all i. Now assume
there is a box in row 2, calling the leftmost such box (2, u). Since its % cancels, we have a
(1, v) ∈ β(M), with v ≤ u, whose $ cancels with the % of (2, u) in σred1 (M). However, all
vertices in row 1 have plus signs as bottom edges, so we have (1, q) ∈ β(M) for all q ≥ v
since a vertex with the bottom edge as a plus and left edge as a minus is necessarily a box.
Hence we define q1 = v − 1.
1
2
· · · − − ± ±· · ·
−· · ·
±
−
±· · ·
±· · ·
−
−
+
+
+
±
+
+
+
+
±
±
+
+
=⇒
1
2
· · · − − − −· · ·
−· · ·
−
−
−· · ·
±· · ·
−
−
+
+
+
+
+
+
+
+
+
±
+ + + +
+
Figure 13. The base ‘stair’ of M .
Now, letting 1 < m ≤ n, we assume q1, q2, . . . , qm−1 exist. If qm−1 = s we are done, so
we suppose qm−1 < s. We assume there is a leftmost (m, t) ∈ β(M), otherwise we are done.
But since e˜m−1M = 0, we know its % cancels in σ
red
m−1(M), and by assumption we have that
t > qm−1. This means all vertices Mm,q with q ≥ t satisfy M
↓
m,q = +. Hence the same
principle as in the base case applies, and (m, q) ∈ β(M) for all q > t− 1 =: qm. 
Under the assumptions of Lemma 5.2, the boxes of M form a “staircase” formation flush
to the right side of the model. For each row i, the collection of boxes in that row is called
the ith stair, the length of the stair—the number of boxes—being n + λ1 − qi. An example
of this staircase formation is shown in Figure 14.
−· · · − + −· · ·
−· · ·
−
−
−
−
−· · ·
−· · ·
−· · ·
−
−
−
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+ + +
+
+
+ +
+
+
...
Figure 14. The staircase of boxes.
Definition 5.3 (Diagonal of minuses). Suppose M ∈ M(λ) is an n× s ice model. We say
that there is a diagonal of minuses above (p, q) ∈ β(M) if and only if M↑p+k,q−1−k = − for
all 0 ≤ k ≤ min{q − 1, n− p}. See Figure 15.
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±· · ·
±
−
· · ·
±
−
±
· · ·
· · ·
−
± · · ·
− · · ·
±
−
±
−
±
±
−
±
+
+
+
Figure 15. Example of a diagonal of minuses.
Lemma 5.4. Suppose M ∈ M(λ) is a highest weight n× s ice model and i ∈ I. If (i, q) ∈
β(M) is the leftmost box in the ith stair, then there is a diagonal of minuses above (i, q).
Proof. If the pth stair is of length 0, then M↑p,s = − and we see that locally M appears as in
Figure 16.
±
±
−
−
−
±
−
−
±
d
· · ·p+ 1
· · ·p
Figure 16. Local configuration around Mp,s.
If d = +, then we have that (p + 1, s − 1) ∈ β(M), which would be a contradiction as
the (p+1)st stair would be longer than the pth. Hence d = −. Applying the same reasoning
yields that M↑p+k,s−k = − for all 0 ≤ k < min{s, n− p}.
Otherwise, suppose (p, q) ∈ β(M) is the leftmost box in a stair of M . Since (p, q − 1) 6∈
β(M), M↑p,q−1 = −, and we may apply the same reasoning as above. 
Lemma 5.5. Suppose M ∈M(λ) is a highest weight n×s ice model. If (p, q) ∈ β(M), then
q ≥ n− p+ 2.
Proof. It suffices to show this condition for the leftmost box. Suppose, towards a contra-
diction, that q < n − p + 2 for the leftmost box (p, q) of the pth stair. This implies that
q − 1 ≤ n− p—that is, that the horizontal distance of the box from the left is at most the
vertical distance to the top of the ice model. If this were the case, the diagonal of minuses
above (p, q) would reach a vertex Mt,1 for some p ≤ t < n. But ifM
↑
t,1 = −, thenM
←
t+1,1 = −,
contradicting the boundary conditions. 
Corollary 5.6. Suppose M ∈ M(λ) is a highest weight n × s ice model and i ∈ I. If
(i, q) ∈ β(M) is the leftmost box in the ith stair, then M↑i+k,q−1−k = − for all 0 ≤ k ≤ n− i.
That is, the diagonal of minuses above (i, q) reaches the top of the ice model.
The next lemma shows that for a highest weight ice model M , the minus signs in the top
boundary condition are in bijective correspondence with the stairs.
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Lemma 5.7. If M ∈M(λ) is a highest weight n× s ice model, then the set of stairs in M
(including those of length 0) is in bijective correspondence with the set
{1 ≤ q ≤ s |M↑n,q = −}
of minuses at the top of M . Furthermore, wt(M) = λ.
Proof. By Corollary 5.6, we have that every stair corresponds to a minus sign on the top
boundary. We will now show the converse.
Suppose we have M↑n,q = − and that Mn,q is not a part of a diagonal of minuses above
some box (p, q) ∈ β(M). Then locally we have a configuration as in Figure 17.
± − ±
c
b
±
−
· · · · · ·
...
Figure 17. Local configuration around a minus, including the vertices Mn,q
and Mn,q+1.
If c = +, then (n, q + 1) ∈ β(M) and we get a contradiction since then Mn,q belongs to
a diagonal of minuses above the box (n, q + 1). Therefore, we suppose c = −. Continuing
in this manner, we will eventually reach a vertex in row 1 whose bottom edge is necessarily
a plus, and hence the vertex is a box. This completes the proof of the first assertion of the
lemma.
We now prove that wt(M) = λ. It follows from the above and Corollary 5.6 that the
leftmost box (i, q) in the ith stair corresponds to the minus M↑n,q−1−n+i at the top of the
model. By Definition 2.3(1), this implies that q− 1−n+ i = λ1−λi+ i. Hence, the number
of boxes in the ith stair is
λ1 + n− q + 1 = λi.
It then follows immediately from Definition 3.9 that wt(M) = λ. 
Proposition 5.8. For every partition λ = (λ1, λ2, . . . , λn), there exists a unique highest
weight ice model M ∈M(λ).
Proof. It follows from (C2) and the fact that the setM(λ) is finite that there exists a highest
weight ice modelM ∈M(λ). It remains to show that the highest weight ice model is unique.
Referring to the valid vertex configurations in Figure 2, we see that, excluding the vertex
configuration that corresponds to a box (type 2), the four remaining configurations are all
uniquely determined by their right and bottom edges. Since, by Lemma 5.7, we know the
exact locations of every box in our model, we may identify every other vertex uniquely using
these two edges, inductively starting from the bottom-right vertex and identifying them
right-to-left, bottom-to-top. Thus, M is uniquely determined by λ. 
Theorem 5.9. For every partition λ = (λ1, λ2, . . . , λn), the ice crystal M(λ) is isomorphic
to the irreducible highest weight crystal B(λ) corresponding to the irreducible highest weight
representation of sln with highest weight λ.
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Proof. The ice crystal M(λ) is regular by Proposition 4.2 and has a unique highest weight
element of weight λ by Proposition 5.8. The result then follows immediately from [Ste03,
Th. 3.2, Th. 3.3]. 
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