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Multi-Label Model for Toxicity Prediction 
Xiu-Huan YAP1, Michael RAYMER2
1Biomedical Sciences PhD Program, College of Science and Mathematics, Wright State University;  
2College of Computer Science and Engineering, Wright State University 
Introduction 
Toxicity endpoints tend to include multiple 
endpoints, for example: 
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•  Limitations of single-endpoint prediction models:
• Extensive effort is needed to achieve full
coverage
• Unable to learn dependencies between
endpoints
Testing on Tox21 dataset: 
• 3 Multi-label classification (MLC) strategies
• 3 base classifiers (LR, DT, SVM)
• 4 multi-label performance measures (Hamming,
Subset 0/1, micro-averaged F1, Accuracy)
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Results
• Using logistic regression (LR):
• Classifier Chains (CC) and Label Powersets (LP)
showed slight improvements in Hamming and multi-
label Accuracy
• Stacking excelled in multi-label Accuracy
• CC and LP complements decision tree base classifier,
while Stacking complements SVM base classifier
• Weights in LR model (graph not shown) correlate with
pairwise label correlations
• MLCs retained performance improvement over single-
endpoint models with label graph partitioning by
Louvain, using LR base classifier (graph not shown)
Multi-label classification performance on Tox21 dataset 
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Conclusions 
• Prediction models may benefit from learning
between-endpoint dependencies
• Choice of MLC depend on performance
measure of interest
• Further examination of between-endpoint
relationships could elucidate efficacy of MLC
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