SYNCHRONIZATION FOR KPZ TOMMASO CORNELIS ROSATI
I
In this short work we present an elementary approach to study the large-times behavior of solutions h : R ěˆT d Ñ R to KPZ-like equations:
(1) pB t´∆x qhpt, xq " |∇ x h| 2 pt, xq`ηpt, xq, hp0, xq " h 0 pxq, pt, xq
where η is a random forcing, T d is the d-dimensional torus and R ě " r0, 8q. This equation is linked to the linear heat equation with multiplicative noise:
(2) pB t´∆x qupt, xq " ηpt, xq¨upt, xq, up0, xq " u 0 pxq, pt, xq P R ěˆT d via the Cole-Hopf transform u " expphq. In particular, since the latter equation is linear, the KPZ equation is shift invariant, so most results hold "modulo constants", that is for the solution v " ∇ x h to Burgers' equation:
(3) pB t´∆x qvpt, xq " ∇ x |v| 2 pt, xq`∇ x ηpt, xq, vp0, xq " v 0 pxq, pt, xq P R ěˆT d .
These equations have obtained much interest in past. For example, Burgers' equation is a toy model for fluid dynamics and the KPZ equation (with η being space-time white noise) arises as a weak scaling limit in many asymmetric growing interface models. Particular interest lies in the large times behavior of the equation. Here one should distinguish two lines of literature. In the first one η is chosen "rough", namely space-time white noise, which makes the solution theory for the equation considerably more intricate (see [17, 18, 14] for celebrated results). The ergodic behavior of this equation was analyzed by Hairer and Mattingly, who proved convergence to the invariant measure "modulo constants" by means of a strong Feller property [19] , which has a much broader applicability than just the equations considered here. Funaki and Quastel [13] moreover identify the invariant measure as the Brownian bridge, up to a constant shift. In addition, Gubinelli and Perkowski prove the existence of a spectral gap for Burgers' equation [16] , implying exponential convergence to the invariant measure.
On the other side, a vast literature studied the case of smooth noise, e.g. ηpt, xq " V pxq dβ t for V P C 8 pT d q and a Brownian motion β, establishing further properties deeply intertwined with the structure of the equation. In this direction, a seminal work by Sinai [25] proved synchronization for (3) . Namely, there exists a function vpt, xq, defined for all times t P R, such that for a large class of initial conditions v 0 : lim tÑ8 vpt, xq´vpt, xq " 0.
If one starts Burgers' equation at time´n with v´np´n, xq " v 0 pxq a similar law holds (called a one force, one solution principle), namely:
v´npt, xq " vpt, xq, @pt, xq P p´8, 8qˆT d .
This implies that v is the unique solution to (3) on R. Results of this kind have subsequently been generalized in many directions, most notably to the inviscid case by Weinan, Khanin, Mazel and Sinai [26] or to the non-compact setting, for example by Bakhtin, Cator and Khanin [5] . At this point we should observe that the latter extensions lie beyond the capacities of the approach we use here, since both the compactness of the space and the smoothing property of the Laplacian play a crucial role, as they in turn guarantee compactness in certain function spaces. We instead present here a general approach to study the two properties above in the compact setting, allowing any dimension and any reasonable choice of noise (including the "rough" case, or non-Markovian noises).
Our methods are directly inspired by the work of Sinai [25] , where the solution u to (2) is represented by up1, xq " Au 0 pxq for a compact strictly positive operator A, although we do not make use of the representation of A via the Feynman-Kac formula. If η were a timeindependent (static) noise, the synchronization of the solution v to (3) would amount to the convergence, upon rescaling, of u to the (random) eigenfunction of A associated to its largest eigenvalue: An instance of the Krein-Rutman Theorem. The main observation in this work is that such convergence can be lifted directly to the non-static case as an application of the theory of random dynamical systems. This follows by a well-known contraction principle for positive operators in projective spaces under Hilbert's projective metric (see [6] for an overview). Indeed such method was already developed by Arnold, Demetrius and Gundlach [3] and later refined by Hennion [20] for random matrices. Their proofs naturally extend to the infinite-dimensional case, giving rise to an ergodic version of the Krein-Rutman theorem (see Theorem 3.2). We can embed this theorem (which provides convergence only in weak topologies) in our PDE setting, to obtain convergences in appropriate Hölder spaces, depending on the regularity of the driving noise (see Theorem 4.3) .
It is notable that we can immediately deduce almost sure exponential rates of convergence, cf. [16] . Moreover, we study the convergences at the level of the KPZ Equation (1) instead of only for Burgers' Equation (3) and provide some results concerning the normalization constants, at least for smooth noise: see Corollary 5.7.
Albeit within the restrictions we already addressed, the power of the random dynamical systems approach lies in the capacity of treating almost every reasonable choice of driving noise, namely such that:
(1) The noise η is ergodic (see Proposition 5.8 for a classical condition if η is Gaussian).
(2) Equation (2) is almost surely well-posed (there exists a unique, global in time solution for every u 0 P CpT d q), the solution map being a linear, compact, strictly positive operator on CpT d q. As an example we treat the case of η being space-time white noise and ηpt, xq " V pxq dβ H t for β H a fractional Brownian motion of Hurst parameter H and V P C 8 pTq. In the latter case the solution is not Markovian, and ergodic results are rare, see for example a work by Maslowski and Pospíšil [21] for ergodicity of linear SPDEs with additive fractional noise.
Finally, let us remark that there are several instances of applications of the theory of random dynamical systems to stochastic PDEs. Particularly related to our work is the study of order-preserving systems which admit some random attractor, first addressed by Arnold and Chueshov [2] , then by Flandoli, Gess and Scheutzow [11] and very recently by Butkovsky and Scheutzow [7] . The spirit of these results is much similar to ours, but although the linearity of (2) on one hand guarantees order preservation, on the other hand it does not allow the existence of a random attractor. In this sense our, essentially linear, case appears to be a degenerate example of the synchronization addressed in the just quoted works.
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, where " is the equivalence relation which glues two opposite edges. The case d " 1 is of particular interest, so we write T " T 1 .
For a general set X and functions f, g : X Ñ R we write f À g is f pxq ď Cgpxq for all x P X and a constant C independent of x. To clarify on which parameters C is allowed to depend we might add them as subscripts to the "À" sign.
For α ą 0 let tαu be the smallest integer beneath α and for a multiindex k P N d write |k| "
Denote with CpT d q the space of continuous real-valued functions on T d , and, for α ą 0, with C α pTq the space of tαu´differentiable functions f such that B k f is pα´tαuq´Hölder continuous for every multiindex k P N d such that |k| " tαu, if α´tαu ą 0, or simply continuous if α P N 0 . For α P R ě zN 0 we obtain the seminorms on C α pT d q:
Now, let X be a Banach space. We denote with BpXq the Borel σ´algebra on X. Furthermore, let ra, bs Ď R be an interval, then we define Cpra, bs; Xq the space of continuous functions f : ra, bs Ñ X. We write C loc pp´8, bs, Xq for the space of continuous functions with the topology of uniform convergence on compact sets (similarly if b " 8).
Finally, let us introduce a more sophisticated family of space (resp. space-time) distributions: Besov spaces. Following [4, Section 2.2] choose a smooth dyadic partition of the unity on R d (resp. R d`1 ) pχ, t̺ j u jě0 q and define ̺´1 " χ. We define the Fourier transforms for f : T d Ñ R and g : RˆT d Ñ R -these definitions extend naturally to spatial (resp. space-time) tempered distributions S 1 pT d q (resp. S 1 pRˆT d q):
And similarly its well-known inverses. We then define the space (resp. space-time) Paley blocks:
Then we can define the spaces B α p,q pT d q and B α,a p,q pRˆT d q of tempered distributions with, respectively, the following norms:
where we define the weight xpt, xqy " 1`|t|. We can thus define the following Hilbert spaces:
S
We follow closely the work of Bushell [6] . Let X be a Banach space and K Ď X a closed cone such that K X p´Kq " t0u. Denote withK the interior of K and write K`" Kzt0u. Such cone induces a partial order in X by defining for x, y P X:
x ď y ðñ y´x P K and x ă y ðñ y´x PK.
We furthermore define for x, y P K`: M px, yq " inftλ ě 0 : x ď λyu, mpx, yq " suptµ ě 0 : µy ď xu, with the convention inf H " 8. Then M px, yq P p0, 8s and mpx, yq P r0, 8q so that we can define Hilbert's projective distance:
This metric is only semidefinite positive on K`, and may be infinite. A remedy for the first issue is to consider a linear space U Ď X which intersects transversely K`, that is:
We write λpxq for the normalization constant above. As for the second issue, one can observe that the distance is finite on the interior of K, cf. [6, Theorem 2.1] and thus, defining E "K X U one has that pE, d H q is a metric space. Consider LpXq the set of linear bounded operators on X. We use the following definitions of positive operators:
The projective action of a positive operator A on X is then defined by: A¨x " Ax{λpAxq. We denote with τ pAq the projective norm:
The backbone of our approach is Birkhoff's theorem for positive operators [6, Theorem 3.2]:
τ pAq " tanh´1 4 ∆pA¨Eq¯ď 1, where ∆pF q " sup
We denote with L cp pXq the space of positive operators A which are contractive in pE, d H q:
A P L cp pXq ðñ τ pAq ă 1.
Example 2.1. The only example considered in this work is X " CpT d q the space of realvalued continuous functions on the torus. Here K is the cone of nonnegative functions, and:
It is easy to see that in this setting the projective distance is bounded by:
In particular, this inequality implies that pE, d H q is a complete metric space. Moreover strictly positive kernels are contractions on E (cf. [6, Section 6]), i.e. if for some 0 ă α ď β ă 8:
Kpy, xqf pyq dy, 0 ă α ď Kpy, xq ď β, ñ A P L cp pXq. 
A R K -R T
In this section we reformulate the results of [3, 20] for positive operators on Banach spaces.
An invertible metric discrete dynamical system (IDS) pΩ, F, P, ϑq is a probability space pΩ, F, Pq together with a measurable map ϑ : ZˆΩ Ñ Ω such that ϑpz`z 1 ,¨q " ϑpz, ϑpz 1 ,¨qq and ϑp0, ωq " ω for all ω P Ω, and such that P is invariant under ϑpz,¨q for z P Z. For brevity we write ϑ z p¨q for the map ϑpz,¨q. A set r Ω Ď Ω is said to be invariant for ϑ if ϑ z r Ω " r Ω, for all z P Z and an IDS is said to be ergodic if any invariant set r Ω satisfies Pp r
Consider X, E as in the previous section and, for a given IDS, a random variable A : Ω Ñ LpXq. This generates a measurable, linear, discrete random dynamical system (RDS) (see [1, Definition 1.1.1]) ϕ on X by defining A 0 pωq " ω and A n pωq " Apϑ n ωq, n P N and letting:
If Apωq is in addition positive for every ω P Ω (we then simply say that A is positive), we can interpret ϕ as an RDS on E via the projective action:
Assumption 3.1. Assume we are given X, K, U, E as in the previous section and that pE, d H q is a complete metric space. Assume in addition that there exists an ergodic IDS ϑ. Let ϕ n be a RDS defined via a random positive operator A as above, such that:
In this setting the following is a random version of the Krein-Rutman theorem. (1) For all ω P r Ω and f, g P E:
(2) u is measurable w.r.t. to the σ´field F´" σppApϑ´n¨qq nPN q and:
as well as:
(4) The measure δ upωq on E is the unique invariant measure for the RDS ϕ on E.
Notation 3.3.
We refer to the first property as asymptotic synchronization and to the third property as one force, one solution principle.
Proof. As for the first property, we can compute:
Then, applying the logarithm and Birkhoff's ergodic theorem we find:
lim sup nÑ8 1 n log pτ pϕ n pωď E log pτ pAqq ă 0.
Note that if E log`τ pAq˘"´8 we can instead use the previous computation with τ pApϑ i ωqq replaced by τ pApϑ i ωqq^e´M and eventually pass to the limit M Ñ 8. To obtain the result uniformly over f, g we simply apply a Taylor expansion to:
The second point as well as the first property of p3q follow from Lemma 3.4 below. The invariant sets in all points can be chosen to be equal to the same r Ω up to taking intersections of invariant sets, which are still invariant. Point p4q and the last point of p3q follow the from the previous properties. 
Moreover for all ω P r Ω:
Proof. We start by observing (as in [20, Proof of Lemma 3.3] ) that the sequence of sets F n pωq " ϕ n pϑ´nωq¨E is decreasing, i.e. F n`1 Ď F n . Let us write F pωq " Ş ně1 F n pωq. It is possible to estimate:
4 arctanh pτ pϕ n pϑ´nωqqq. Now, there exists a ϑ´invariant set r Ω of full P´measure such that for all ω P r Ω:
In particular ∆pF q " 0. By completeness of E it follows that F is a singleton. Let us write F pωq " tupωqu and extend u trivially outside of r Ω: it is clear that u is adapted to F´. Since for k P N and n ě k ϕ n pϑ´nϑ k ωq " ϕ k pωq¨ϕ n´k pϑ´p n´kq ωq, passing to the limit we have:
Finally, a Taylor expansion guarantees that:
∆pϕ n pϑ´nωq¨Eq " 4 arctanh pτ pϕ n pϑ´nωď τ pϕ n pϑ´nωqqp4`Op1qq.
This estimate, combined with the fact that
and (7) provides the required convergence result.
A SPDE
In this section we discuss how to apply the previous results to stochastic PDEs. Concrete examples will be covered in the next section. For clarity, nonetheless, the reader should keep in mind that we want to study ergodic properties of solutions to Equation (1) . Since the associated heat equation with multiplicate noise (2) is linear and the solution map is expected to be strictly positive, we may assume that such solution map generates a continuous random dynamical system ϕ.
In general it is not trivial to prove that a stochastic system generates a continuous-time random dynamical system over a continuous dynamical system ϑ (the problem is known as perfection, cf. [1, Section 1.3]). Since we want to use the solution theory for (2) with η space-time white noise as a black box, we want to assume only that we are guaranteed the existence of a solution outside of a null-set N 0 depending on the initial time t " 0. In this case the system satisfies only what is known as a crude cocycle property. To avoid the issue of continuous perfection we then restrict our attention to continuous RDS over discrete IDS ϑ, as described below.
Definition 4.1.
A continuous RDS over a discrete IDS pΩ, F, P, ϑq and on a measure space pX, Bq is a map ϕ : R ěˆΩˆX Ñ X such that the following two properties hold:
(2) Cocycle property: ϕp0, ωq " Id X , for all ω P Ω and:
We then formulate the following assumptions, under which our main result will hold.
Assumption 4.2.
Let d P N and β ą 0. Let pΩ kpz , F, P, ϑq be a discrete ergodic IDS, over which is defined a continuous RDS ϕ:
There exists a ϑ´invariant set r Ω Ď Ω kpz of full P´measure such that following properties are satisfied for all ω P r Ω and any T ą S ą 0: (1) There exists a kernel K : Ω kpz Ñ CprS, T s; CpT dˆTdsuch that for all S ď t ď T :
(2) There exist 0 ă γpω, S, T q ď δpω, S, T q such that:
which implies that P`ϕ t P L cp pCpT d qq, @t P p0, 8q˘" 1. (3) There exists a constant Cpβ, ω, S, T q such that:
(4) The following moment estimates are satisfied for any f P CpT d q:
The first two assumptions essentially imply that we can use the results from the previous section. The last two will allow us to lift the convergence From CpT d q to C β pT d q. We now state the main result of this section. In view of the motivating example and in the setting of the previous assumption, we say that for z P Z the map
solves Equation (1) if h z pω, tq " log`ϕ t pϑ z ωq expph 0 q˘for ϕ t as in the previous assumption. (
Passing to the gradient we can omit the constants and find the following principles for Burgers' Equation (3).
Corollary 4.4. In the same setting as before, it immediately follows that also:
where the space C α´1 pT d q has to be interpreted as the Besov space B α´1 8,8 pT d q for α P p0, 1q.
Proof of Theorem 4.3.
Step 1. Define:
so that h i pω, tq " log´ϕ t pωq¨u i 0¯`c i pω, tq, where c i pω, tq P R is the normalization constant:
Let us write cpω, t, h 1 0 , h 2 0 q " c 1 pω, tq´c 2 pω, tq. Similarly, for´n ď t ď 0 we have
where c´n i pω, tq " c i pϑ´nω, n`tq. We also write c´npω, t, h 1 0 , h 2 0 q " c´n 1 pω, tq´c´n 2 pω, tq. Now we prove the following simpler version of the required result: (8) 
which via the previous calculation implies (8).
Step 2. We now prove convergence in C α pT d q for α ă β, α R N. Since the same arguments extend to the more general case, we may assume that β P p0, 1q. Thus fix α and define θ P p0, 1q by α " βθ. Since we already proved convergence in }¨} 8 , to prove convergence in C α pT d q we only have to control the α´seminorm r¨s α . We treat the forwards and backwards in time cases differently. Let us start with the first case. We bound the Hölder seminorm via: (9) rh 1 pω, tq´h 2 pω, tq´cpω, t, h Then fix n, T and t P rn, n`T s, denote t " n´1`τ and rewrite the last terms as: Cpβ, ϑ n´1 ω, 1, T`1q
To conclude, in view of the result from the previous step, we have to prove that:
Cpβ, ϑ n´1 ω, 1, T`1q mpϕ t pωq¨u i 0 q }ϕ n´1 pωq¨u i 0 } 8¯ď 0.
By the means of considerations on the line of log max i x i " max i log x i it is sufficient to prove that for any f P CpT d q:
which is once more equivalent to the following:
Let us start with the last term. We can bound:
by the ergodic theorem. Now note that by Lebesgue dominated convergence, since d H pϕ 1 f, f q P L 1 , it holds that:
Hence fix ε ą 0 and choose c P N so that the average above is bounded by ε. We can then estimate once more via the ergodic theorem:
This delivers the required result. To deduce (10) we are left with the term containing Cpβ, ϑ n ωq. Once more the ergodic theorem and Assumption 4.2 we immediately have that :
This concludes the proof of (10). We pass to the bound backwards in time. Up to replacing T with rT s assume T P N. We find for T ă n´1 and´T ď t ď T so that t "´T´1`τ with 1 ď τ ď 2T`1:
Now since ϕ n´T´1 pϑ´nωq¨u 1 0 Ñ u 8 pω,´T´1q in CpT d q uniformly over u 1 0 there exists a c ą 0 such that`ϕ n pωq¨u 1 0˘p xq ě c, @x P T d , n P N, u 1 0 P CpT d q. By Assumption 4.2 this implies that:
With the above estimate we can follow the interpolation bound (9) and a simpler version of the steps that follow (indeed, we do not need to apply the ergodic theorem in this case) to conclude the proof.
E
We treat two prototypical examples, which show the range of applicability of the previous results. First, we treat the KPZ equation driven by space-time white noise. In the second example the noise is taken to be smooth in space (only for simplicity) but fractional in time.
5.1. KPZ driven by space-time white noise. Let the random force η in (1) be space-time white noise ξ in one spatial dimension. That is, a Gaussian processes indexed by functions in L 2 pRˆTq such that:
Then we consider h, u the respective solutions to the equations:
x qh " pB x hq 2`ξ´8 , hp0, xq " h 0 pxq, pt, xq P R ěˆT (11) pB t´B 2 x qu " u¨pξ´8q, up0, xq " u 0 pxq, pt, xq P R ěˆT (12) where the presence of the infinity "8" indicates the necessity of renormalization. The solution theory for this equation has been a celebrated result [17, 18, 14] and requires tools as regularity structures or paracontrolled distributions. We shall use this theory as a black box, via Lemma 5.1 below. First, let us rigorously define the IDS associated to the equation. 
There exists a null-set N 0 Ď Ω kpz such that Equation (12) admits a solution 
Proof. The fact that space-time white noise ξ lives in Ω kpz as defined above, as well as the fact that translations induce an ergodic dynamical system is explained in Corollary 5.9. The path-wise well-posedness of the equation outside of a null-set N 0 is proved (among others) in [15, Theorem 6.15] . Up to enhancing N 0 to N 0 " Ť zPZ ϑ z N 0 we may assume that N 0 is ϑ´invariant. Then we can define ϕpωq " ψpωq on N c 0 and extend it trivially on N 0 .
The RDS ϕ introduced in the previous lemma falls into the framework of the preceding sections. Since it is slightly technical, we postpone a rigorous proof to the appendix. Here we just address the main ideas at work. [22, 8] . The third property is a consequence of the smoothing effect of the Laplacian (the condition β ă 1 2 is due to the irregularity of space-time white noise). It is straightforward to make this smoothing effect quantitative and obtain the first average bound appearing in the fourth property. The last bound requires a quantitative lower bound to (12) , which was developed in [23] .
Remark 5.3. The proof of the previous lemma works as follows. The first property of Assumption 4.2 is a consequence of the linearity of the equation, while the second one is a consequence of a strong maximum principle satisfied by the SPDE
Remark 5.4. In the previous lemma we have proven that we can apply Theorem 4.3. The latter guarantees synchronization up to subtracting constants cpω, tq. In fact it is possible to choose cpω, tq " cpωq for a time-independent cpωq. For fractional noise this is proved in Corollary 5.7 below, where we make use of the spatial smoothness of the noise to write an ODE for the constant cpω, tq: Equation (15 5.2. KPZ driven by fractional noise. We now consider fractional noise in time. Let H P p0, 1q. Formally the noise is given by ηpt, xq " ξ H ptq¨V pxq for some V P C 8 pTq and ξ H ptq " B t β H ptq for a fractional Brownian motion of parameter H. For convenience, we instead define the noise via its spectral covariance function, see [24, Section 3] , namely ξ H is a Gaussian process indexed by functions f : R Ñ R such that ş R |τ | 1´2H |f pτ q| 2 dτ (withf being the temporal Fourier transform) with covariance:
We can recover the fractional Brownian motion by:
Analogously to the previous result we can construct an ergodic IDS associated to ξ H , as well as solve Equation (2) driven by such noise:
We consider mild solutions to this equation, namely u such that:
where P t is the heat semigroup:
dy.
Remark 5.5. The motivation behind this example is to prove the concept that the presented techniques apply also in a non-Markovian setting. In particular, one can easily generalize this setting to a much wider class of fractional noises, possibly giving rise to a singular SPDE, as long as there exists a solution theory.
We can now prove that Equation (14) falls in the framework of the theory in the previous sections.
Lemma 5.6. Let Ω kpz " H α a pRq for α ă H´1, a ą 1 2 , F " BpH α a pRqq and let P be the law of the fractional noise ξ H on Ω kpz . The space pΩ kpz , F, Pq is extended to an ergodic IDS via the integer translation group (in the sense of distributions) tϑ z u zPZ , which acts by:
Moreover, there exists a null-set N 0 such that for every ω P N c 0 Equation (12) admits a solution:
There furthermore exists a continuous RDS ϕ such that: @ω P Ω kpz , ϕ t pωq P LpCpTqq and P´ϕ t u 0 " ψ t u 0 , @t ě 0, u 0 P CpTq¯" 1.
Finally, ϕ satisfies Assumption 4.2 in d " 1 for any β ą 0.
Proof. The fact that ξ H takes values in Ω kpz and that pΩ kpz , F, P, ϑq generates an ergodic dynamical system follows from Corollary 5.9. Let us pass to the well-posedness of the system. To solve the equation above, consider the field Xpω, t, xq solving pB t´B 2 x qXpω, t, xq " ξ H pω, tqV pxq, Xpω, 0, xq " 0, @pt, xq P R ěˆT .
and let us prove that there exists a ϑ´invariant null-set N 0 such that for all ω P N c 0 the process pt, xq Þ Ñ Xpω, t, xq lies in C loc pr0, 8q; C γ pTqq for any γ ą 0. Indeed, by the construction in Equation (13) and the Kolmogorov continuity criterion we can find a ϑ´invariant nullset N 0 such that for ω P N c 0 there exists a process t Þ Ñ β H pω, tq P C loc pp´8, 8q; Rq such that ξ H pωq " B t β H pωq in the sense of distributions. Then we write, by integration by parts:
Hence the result concerning X is proved. Now, the solution u to Equation (14) can be written as u " e X w, with w solving:
pB t´B 2 x qwpω, t, xq " 2B x Xpω, t, xqB x wpω, t, xq`pB x Xq 2 pω, t, xqwpω, t, xq, wpω, 0, xq " u 0 pxq.
In view of the smoothness of Xpωq for ω P N c 0 the above random PDE can be solved on N c 0 with classical results from PDE theory. Moreover the solution w lives in C loc pr0, 8q; C γ pTqq for any γ ą 0. Since the null-set N 0 is ϑ´invariant and does not depend on the initial time t " 0 we can construct ϕ on Ω kpz by setting it to zero on N 0 . The fact that ϕ satisfies Assumption 4.2 is simpler than and follows similarly to the proof of Corollary 5.2, so we refer to the latter. Proof. By the previous lemma it is clear that we can apply Theorem 4.3. Let us discuss the constants cpω, t, h 1 0 , h 2 0 q. For the first point, it is sufficient to prove that there exists a constant cpω, h 1 0 , h 2 0 q such that for every ω P r Ω (for an invariant set r Ω of full P´measure) and any T ą 0: lim sup Note that the theorem implies the convergence:
for any α ą 0, where Πˆis defined for f P CpTq as Πˆf " f´ş T f pxq dx, so that we can actually choose the constants to be:
Since h i is a solution to the KPZ Equation one has: 
Proof. First, we reduce ourselves to the finite-dimensional case. Indeed, note that the sequence pξ, ϑ n ξq is tight in BˆB, because ϑ leaves µ invariant. Furthermore, tightness implies that the sequence is flatly concentrated (cf. [10, Definition 2.1]), that is for every ε ą 0 there exists a finite-dimensional linear space S ε Ď BˆB such that:
Hence, it is sufficient to check the mixing property for A, B P BpS ε q. This means that there exists an n P N and ϕ i P B˚for i " 1, . . . , n such that we have to check the mixing property for the vector: ppxξ, ϕ i yq i"1,...,n , pxϑ n ξ, ϕ i yq i"1,...,n q.
In this setting and in view of our assumptions the result follows from [12 Proof. Let us start with space-time white noise. The regularity result is actually suboptimal and well understood, so we leave it as an exercise to the reader. We have to check the condition on the covariances. Here it is sufficient to observe that for ϕ, ϕ 1 P C 8 c pRˆTq: Covpxξ, ϕy, xξ, ϕ 1 yq " 0 by independence in time and compact support, as soon as n is large enough. Let us pass to the fractional noise. For clarity we prove also the regularity result. Here one can estimate:
where we used that 2a ą 1 and that for j ě 0 ̺ j p¨q " ̺p2´j¨q for a function ̺ with support in an annulus. As for the covariance condition, we have for ϕ, ϕ 1 P C 8 c pTq:
pτ qφ 1 pτ q dτ " pψ H˚ϕ˚ϕ1 qpnq Ñ 0 for n Ñ 8.
with ψ H ptq " pF´1r|¨| 1´2H sqptq. This concludes the proof.
In the following we will prove that the required assumptions are satisfied for all ω P N c 0 for a null-set N 0 . We can make this set ϑ´invariant by defining N " Ť zPZ ϑ z N 0 . Property 1. We can formally define the kernel by Kpω, t, x, yq " ϕ t pωqpδ y qpxq, where δ y indicates a Dirac δ centered at y. This can be given rigorous meaning to, for example in [15, Section 6] , where the authors prove that there exists an ε ą 0 such that for almost all ω, for any choice of 0 ă S ă T and all t P rS, T s the function ϕ t can be extended to a map:
, for any β ă 1 2 , ζ ą´ε and any p ě 1 (note that the target space of ϕ t is at first just B β p,8 pTq: by repeatedly applying this result together with Besov embeddings, since we look at t ą S and do not require uniform bounds in t near to zero the here claimed result follows). We can thus conclude the continuity of the kernel K if we can prove that tδ y u yPT Ď B´γ 1,8 for any γ ą 0, together with the continuity: lim xÑy δ x " δ y in B´γ 1,8 pTq. In particular, we shall prove the following:
}δ x´δy } B´γ 1,8 pTq ď L|x´y| γ , @x, y P T, for some L ą 0. We divide the proof in two steps. Recall that by definition we have to bound sup jě´1 2´γ j }∆ j pδ x´δy q} L 1 . Hence we choose j 0 as the smallest integer such that 2´j 0 ď |x´y|. We first look at small scales j ě j 0 and then at large scales j ă j 0 . For small scales, by the Poisson summation formula, since ̺ j pkq " ̺ 0 p2´jkq, and by defining K j pxq " F´1 R ̺ j pxq " 2 j Kp2 j xq for some K P SpRq (the space of tempered distributions):
While for large scales, since we have |2 j px´yq| ď 1, applying the Poisson summation formula, by the mean value theorem and since K P SpRq (the Schwartz space of functions):
Hence the result follows. Property 2. The upper bound δpω, S, T q is a simple consequence of the continuity of the kernel K and Equation (16) . The lower bound γpω, S, T q is instead a consequence of a strong maximum principle which is satisfied almost surely by the equation. Such property is the consequence of Müller's principle [22] , see also [8, Theorem 5.1] .
Property 3. This property is implied by Equation (16) , observing that C α pTq " B α 8,8 pTq for any α P R ě zN 0 .
Property 4. Let us start with the average bound for Cpω, β, S, T q (which without loss of generality we can consider equal to Cpω, β,´ε 2 , 8, S, T q in the notation of (16)). Note that such constant is derived from Schauder estimates by a Gronwall-type argument and is formally of the form Cpω, β, S, T q " Apβ, S, T qe Apβ,S,T q}ξpωq} q for some q ě 1, some appropriate norm of ξ and a deterministic constant A. Since the equation is singular, the norm of ξ has to be replaced with the norm of an enhanced version of the noise, see [ We then pass to the second bound. Since by the triangle inequality the bound does not depend on the choice of f , set f " 1. It is thus enough to prove that: E sup SďtďT } log pϕ t pωq1q} 8 ă 8.
Here the problem is the lower bound to the logarithm (an estimate for the upper bound follows as in the previous case). We already established that the norm above is almost surely finite via Property 1, where we used a strong maximum principle as in [22, 8] , but these provide no quantitative lower bound for the solution, so we cannot use their results to derive the required conditions. Instead the result follows by [23, lemma 3.10] . Although there the equation is considered on the entire real line (and thus weights are present) the same arguments apply on the torus and it is possible to bound: log pϕ t pωq1q ď Zpω, tq`log pupω, tqq, where Zpω, tq is a process whose supremum norm can be bounded by a random variable which lives in some finite Wiener-Itô chaos (and thus has finite expectation) and u solves a linear equation similar to the stochastic heat equation. Thus the average bound follows as in the first part, rigorously by applying [23, Theorem 5.5] to u.
