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This report is a deliverable item (CDRL AO 10) required in completion of subtask task 3.4.4, 
"THE LIMITS OF DIS" on STRICOM contract N61339-94-C-0024 entitled, "TRIDIS: A 
Testbed for Research in Distributed Interactive Simulation." 
2.0 Background 
In the original TRIDIS contract, proposal of 5 January, 1994, task 3.4.4 was intended to be a two 
part investigation of the fundamental assumptions and precepts of DIS to attempt to determine 
whether DIS is truly an environment in which simulation can advance without limit or, if not, 
where the concept is usable and where it must change or be replaced by other paradigms. 
2.1 Phase 1 
Phase 1 was accomplished by Dr. Thomas Clarke of 1ST. He presented his discoveries and 
conclusions in the form of a series of dialogues between two philosophers, Thorpus and 
Slepticus, rather than in the usual (and boring) technical report format. These discourses are 
included with this report as Appendix A. At the time of this report, Dr. Clarke has submitted an 
abstract of his paper to the committee of the Fourth Artifical Intelligence and Math Symposium 
to be held in Ft. Lauderdale, FL. in January, 1996. 
In the dialogues a number of potential and actual limitations on the performance and capabilities 
of a DIS network are argued. In support of the dialog conclusions, Dr. Clarke offers a definition 
of DIS as a formal system. Using abstract computational concepts such as automata, languages 
and graphs, he uses the DIS formalism to prove several theorems about the computational 
capability of formal DIS networks. Analogies with problems in mathematical physics are used to 
argue that fundamental limitations exist when a DIS network is used to simulate real physical 
events. 
Two theorems demonstrate that quite simple DIS networks can attain computational universality. 
A small DIS network consisting of push-down automata suffices as well as a DIS network of 
finite state machines with limited graph-theoretic network connectivity. 
Perhaps more important for the DIS Standards process, the protocols or network language for 
DIS networks of push down automata or finite state machines can be completely specified as a 
context free grammar. DIS networks of Turing machines on the other hand, require that the 
protocols be a recursive grammar. Since recursive grammars cannot be recognized by finite-state 
processes, and the DIS Standards process is such a finite process, the task of defining DIS to 
encompass Turing networks can only approach completion asymptotically. This dilemma should 
be viewed not as a problem but as an opportunity for DIS Standards. Since there can never be a 
final DIS Version N, it is suggested that this fact be formally recognized by carefully defining the 
DIS version field in the PDU header structure so that it can be used to facilitate translation 
between DIS versions. In particular, hex code FF should be reserved for future expansion. 
When DIS networks simulate physical processes, the analogies to modern physical theory 
become important. In order to preserve physical causality within the simulation, a relationship 
between the maximum simulated physical velocities of entities and the propagation delays within 
the network is derived in analogy to relativity theory. An analogy between the object oriented 
nature of DIS and the quantum interchange model of physical force, is used to support a 
relationship between the network propagation delays and the maximum rate of state change of 
network entities. These physically derived maxima are only a problem for networks with very 
fast movers or with very long propagation delays. 
2.2 Phase 2 
The second phase was redefined when the year 2 ECP (31 May, 1995) was written. It had originally 
been intended to be an analysis to determine whether the basic set of DIS standards could support 
other areas of interest and what level of effort in the standards development and testing process 
would be required to support them. Instead Phase 2 was changed to be an effort to examine the 
demands to be placed on DIS in the future as projected by the DIS user community. This work was 
termed "ANALYSIS AND DESIGN OF DIS ENHANCEMENTS." 
A problem area was to be selected for investigation which would involve analysis and prototyping 
to determine the technologies which must be brought to bear to achieve the functionality desired hy 
the users. With permission from the Contracting Officer's Technical Representative (COTR), the 
area chosen for the task was that of generalizing the approach to simulating the communications 
between players in a DIS exercise. 
Originally, STRICOM had reserved an option to fund a task in year 2 of TRIDIS to implement a 
"Seamless" voice communication path in DIS between human players and 1ST CGF entities, using 
Automatic Speech Recognition, Computer Synthesized Speech, and a symbolic, interpreted 
Behavioral Specification Language. STRICOM,decided not to exercise this option but the COTR 
agreed that it would be valuable under this task to complete a description of the approach that would 
have been followed had that work been done. This description was produced in the form of a 
technical paper. An abstract was written and submitted on July 14, 1995 to the 1995 ITEA Modeling 
& Simulation Workshop in Las Cruces, New Mexico between December 11-14, 1995. It was 
accepted and the paper was written in October. The author attended the conference and presented 
the paper on December 12. The paper was well received and generated a large number of questions 
from the audience. The paper is included with this report as Appendix B. Presentation slides from 
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On the Limitations of DIS 
Thomas L. Clarke 
Institute for Simulation and Training 
University of Central Florida 
3280 Progress Drive 
Orlando, FL 32826 
(407)658-5030, FAX: (407)658-5059 
tclarke@admin.ist.ucf.edu 
ABSTRACT 
A dialog on the limitations of the Distributive Interactive Simulation is presented wherein 
a number of potential and actual limitations on the performance and capabilities of a DIS 
network are argued. 
In support of the dialog conclusions, a definition of DIS as a formal system is offered. 
Using abstract computational concepts such as automata, languages and graphs, the DIS 
formalism is used to prove several theorems about the computational capability of formal DIS 
networks. Analogies with problems in mathematical physics are used to argue that fundamental 
limitations exist when a DIS network is used to simulate real physical events. 
Two theorems demonstrate that quite simple DIS networks can attain computational 
universality. A small DIS network consisting of push-down automata suffices as well as a DIS 
network of finite state machines with limited graph-theoretic network connectivity. 
Perhaps more important for the DIS standards process, the protocols or network language 
for DIS networks of push down automata or finite state machines can be completely specified as 
a context free grammar. DIS networks of Turing machines on the other hand, require that the 
protocols be a recursive grammar. Since recursive grammars can not be recognized by fmite-state 
processes, and the DIS Standards process is such a finite process, the task of defining DIS to 
encompass Turing networks can only approach completion asymptotically. This dilemma should 
be viewed not as a problem but as an opportunity for DIS Standards. Since there can never be a 
final DIS Version N, it is suggested that this fact be formally recognized by carefully defining the 
DIS version field so that it can be used to facilitate translation between DIS versions. In 
particular, hex code FF should be reserved for future expansion. 
When DIS networks simulate physical processes, the analogies to modern physical theory 
become important. In order to preserve physical causality within the simulation, a relationship 
between the maximum simulated physical velocities of entities and the propagation delays with 
the network is derived in analogy to relativity theory. An analogy between the object oriented 
nature of DIS and the quantum interchange model of physical force, is used to support a 
relationship between the network propagation delays and the maximum rate of state change of 
network entities. These physically derived maxima are only a problem for networks with very 
fast movers or with very long propagation delays. 
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A DIALOG ON THE LIMITS OF INTERACTIVE DISTRIBUTED SIMULATION 
Participants: Thorpus, Skepticus 
Thorpus is a legionary centurion who is the chief advocate of training soldiers with distributed 
networks of interactive simulators. Under his guidance, a networking protocol known as DIS 
(Distributed Interactive Simulation) has been developed through a series of DIS workshops that 
bring together representatives of all major simulation manufacturers. At these workshops 
problems with the DIS protocol are identified and solutions are suggested. Periodically the 
workshop then issues a new standard version of DIS that codifies DIS protocol elements that 
have been accepted by consensus at the workshops. 
Skepticus is a natural philosopher and computer scientist who is skeptical of the ability to reach 
the goal of a communications protocol, such as DIS, that can encompass the intercommunication 
needs of all simulators. 
Thorpus: I have a vision for the future of simulation. Thousands, perhaps even millions of 
individual simulators networked together to implement simulations beyond the capability of 
individual simulators. These simulators will be distributed across both real and virtual spaces but 
will continue to interact; for short I call it DIS, Distributed Interactive Simulation. 
Skepticus: I have serious doubts about this. The work of Turing shows that any universal 
computer can do anything any computing device whatsoever can. Your network of simulators, 
each of which I assume contains a universal computer, would be just a large universal parallel 
computer. As such it would faIl under the limitations of Amdahl's law; communication 
inefficiencies would make the networked simulators less effective than a single simulation 
computer of equal cost. 
Th: You are assuming a naive simple model of inter-simulator communication. I have 
developed schemes and protocols that greatly reduce the network traffic. 
A3 
Sk: For the moment chen let us concede that communication overhead can be reduced, but I 
would like to return to this point later. I foresee other problems with your network. I assume 
that you will want to have different makes and models of simulators on your network. How will 
you insure that they can all work together? How do you keep it from becoming a Network of 
Babel? 
Th: That is easily taken care of by the establishment of network protocol standards. 
Sk: We will have to discuss these standards later in the context of language theory, but more 
problems with DIS continue to occur to me. Assuming that both communications overhead and 
network standards issues can be dealt with, what will be the performance of the network? If your 
simulators are very far apart, there will be significant propagation delays that will slow your DIS 
network. 
Th: I assure you there are means to deal with the issue of propagation delay. By properly 
assigning computation tasks to the networked simulators involved in the DIS exercise, the 
deleterious effects of propagation delays can be eliminated. 
Sk: Again you will have to give me the details later, but now I remember that you mentioned 
virtual space. What does this mean, do you include simulators in space, near the moon? Will 
this not cause an accuracy problem for your simulators? What about continuous fields, like 
electromagnetism and sound? What about intelligence? 
Th. (sputtering.) Hold on! Let me explain DIS from the beginning. I think I can meet all your 
objections. If I can't, perhaps you can recommend ways that I can improve DIS. 
DIS is an outgrowth of an earlier project that I directed, SIMNET. Under my sponsorship, 
Bacchus, Barthalomew, and Nestor developed the first network of chariot training simulators. 
Certain communication problems became evident in developing SIMNET. Communication 








































BBN's brilliant solution was to use dead reckoning. Each simulator maintains a model of 
every other simulator on the network. In the absence of communications from the other 
simulators, this model simulator continues to move from the last known position at the last 
known velocity, so that network bandwidth is not used up constantly sending position 
information ... 
Sk: (Interrupting) Yes! Very clever. Then you would send true position information only every 
so often to maintain accuracy. Are these true positions sent at fixed time intervals? 
Th: In the absence of other reasons, true positions, or updates, are sent at a minimum rate that is 
set by the DIS protocol. Typically one update or status packet is sent every second so that other 
simulators are constantly reminded of the sender's existence and do not drop the simulator from 
consideration. The usual terminology in DIS is to refer to a packet of data a protocol data unit 
(PDU). 
But to maintain highest accuracy, a given simulator not only runs models of other simulators, 
but also contains a model of itself. The dead-reckoned position of the self-model is constantly 
compared with the true position of the simulator. Whenever the self dead-reckoned position and 
the true position differ by more than a protocol determined threshold, a new update PDU is 
broadcast to all other simulators. Since the self dead-reckoning is in error, it is known that all 
other dead-reckonings will be in error as well and will require correction. 
This scheme for using dead-reckoning models, sometimes referred to as ghosts, also 
alleviates many problems associated with propagation delays, transmission errors etc. No 
simulator can remain in error for very long since it is 'constantly receiving update PDUs from 
other simulators. 
If a simulator joins the networked simulation exercise in progress, within a short time it will 
have picked up all the other simulators on the network via their minimal stay-alive PDU 
transmissions. If a PDU is missed due to transmission error, the dead-reckoning will maintain a 
good approximation until a good PDU is obtained. 
A5 
Sk: All right, I can see how this DIS scheme with its dead reckoning or ghosts will support a 
network of training simulators, at least in the first approximation. However, 1 see many 
problems that present severe difficulties for implementing any such network. 
Let me explain some of these objections in detail. 
Communication Overhead 
Sk: Let us begin with how you propose to reduce the network communication overhead and heat 
Amdahl's law (Quinn, 1987). (Writing on blackboard) If I recast Amdahl's law to apply to your 
DIS network, it would take the form: 
S<= l/(j +(J-J)/N) 
where S is the speedup factor for the network as compared to carrying all of the simulations in a 
time-shared fashion on a single simulator. The quantity f is the fraction of operations that must 
be carried out sequentially, that is operations that require data be passed from one simulator to 
another and modified by each simulator in turn. N is the number of simulators. 
Oh, I distinguish here between simulations and simulators. Simulation is the mathematical 
model of the real world, a simulator is the combination of hardware and software that 
implements the simulation. Do you find this a good distinction? 
Th: Yes, I like that distinction. It is good to make clear the difference between the model and 
the implementation of the model. 
This distinction opens the way to circumventing Amdahl's law. Consider that the simulation 
is of the physical world and that all communications in the physical world are point to point, 
from space-time event to space time event. There are no physical processes that require that data 
travel from one point to another and another before the ,-utcome is determined. The problem 
with Amdahl's law which arIses from the fraction f or irreducibly serial processes is a problem 








































As I explained, DIS as currently implemented uses a process called dead reckoning to avoid 
the need for serial calculations. Each simulator simply broadcasts information about its state. 
Other simulators receive these broadcasts and use the information to update internal models of 
the other simulators; the process of maintaining these internal models between updates is called 
dead reckoning. 
Network Standards 
Sk: As I mentioned, I find it difficult to believe that it is possible to guarantee that a simulator 
manufactured by XYZ Computer Corp will in the DIS environment with a simulator 
manufactured by ABC Aerospace Corp. 
Th: I'm glad you reminded me of that. It gives me an opportunity to discuss the process whereby 
standards are being developed for DIS operation. A DIS Standards workshop has been 
conducted twice a year in Thaumaturgia for the past seven years. These meetings have been very 
energetic. Version 1.0 was generated very quickly. Version 2.0 was finalized last year, and 
version 3.0 is well underway. 
Sk: Version 1.0,2.0, 3.0? Isn't it a bit of an oxymoron for a standard to have so many versions. 
It seems you have replaced a problem of compatibility between manufacturers with a problem of 
compatibility between versions of the standard. 
Th: Not at all. Let me tell you a bit of the history of DIS. When I was at the Agency, I 
sponsored the SIMNET project, to prove the concept of networking simulators. The people who 
worked with me at the Agency developed ad hoc protocols for the SIMNET project that 
incorporated many of the ideas we discussed earlier. 
When the DIS Standards workshops started, this earlier SIMNET protocol, with a few rough 
edges smoothed over, became version 1.0. Version 2.0 incorporated features and information 
packets that were beyond the scope of the SIMNET project. Now that more experience has been 
gained with DIS, the limitations of 2.0 are becoming clear and will be removed in version 3.0 
A7 
Sk: How can you be sure that this process will end, or at least approach an asymptotic optimum? 
What if some future version reveals a fundamental flaw in the D of DIS. I am still not at all 
convinced that DIS does not have fundamental limitations. 
Til: Please bear with me. I think all doubts will be removed at the end of our discussion . I think 
the ability to change and adapt to new requirements is one of the great strengths of the DIS 
standards process. It is not a flaw. 
Sk: Here is a problem. Think of the DIS packets aselements of a formal language. The 
simulators on the DIS net are Turing machines. or else it would not be a very interesting 
simulation. Thus the language must be context sensitive if the internal state of the Turing 
machines are to be transmitted. This is a new result. that I just worked out last night; I am 
including the formal proof as an appendix to our dialog. 
To put it another way since it takes a Turing machine to recognize a Type 0 or Recursive 
language. a type 0 or recursive language is needed to transmit the state of a Turing machine. 
However. most programming languages are Type 2 or deterministic context free. 
It seems likely that the standards workshops will thus always generate a Type 2 language. 
Thus the DIS standard will always be inadequate for transmitting the Type 0 behavior of the 
Turing machine simulators. 
Th: .Possibly. You will have to give me time to examine your proof. But if it is true it will 
represent job security for generations of DIS Workshop attendees! 
General Impossibility 
Skepticus: Your DIS network of simulators has as its ultimate goal. does it not, the simulation of 
battle in all its fog and confusion? Is not warfare one of the most complex of human endeavors. 








































Thorpus: Yes. What's your point? 
Sk: Science in the last hundred years has discovered a wide variety of things that it cannot 
effectively model. I believe these phenomena will present very great difficulty to your goal of 
simulating warfare. 
Let me outline these discoveries . 
Th: Very well, although I doubt if they will amount to more than ivory tower amusements. Real 
war is concrete and not subject to these airy fairy academic notions. 
Sk: Let me begin then with something that is very concrete, the weather. Weather, and many 
other natural phenomena must be modeled by non-linear equations. Examples are turbulent fluid 
flow as in weather, celestial mechanics, most of solid state physics, population dynamics in 
biology and even the Lanchester type battle simulation equations. 
It turns out that in general non-linear equations are very sensitive to initial conditions. A 
very small perturbation can produce a large change in the outcome. The classic example for 
weather is that the wind produced by a butterfly'S wing beats in Africa can influence the weather 
in America weeks later. Since it is impossible to know the world's winds to this level of 
accuracy, and it would not be practical to calculate the winds to the level of detail in any finite 
sized computer, the weather after about a week is effectively unpredictable. 
This phenomena of extreme sensitivity is called deterministic chaos. The equations are 
predictable in principle, but the effect is as if the phenomena governed by those equations were 
randomly chaotic. As a result it is in general impossible to predict the evolution of non-linear 
systems very far in advance, and most systems are non-linear. 
Th: Weather, smeather. Battles only last a few days, there's no need to predict weather within a 
DIS simulation. 
A9 
Sk: Sigh. But its not just the weather that is chaotic. Science discovers chaos nearly 
everywhere, whenever a system is non-linear chaos is nearly surely to be found. Recall Ben 
Franklin's ditty: "A little neglect may breed mischief.. .. for want of a nail, the shoe was lost, for 
want of a shoe the horse was lost. and for the want of a horse the rider was lost". Let me add: 
for the want of the rider the battle was lost, and for the want of the battle the war was lost. 
Chaos turns the loss of a nail into the loss of a war. 
Another recent example was the movie Jurassic Park where chaotic effects let the 
dinosaurs lose ... 
Til: I never waste time on movies. 
Sk: Well then let me remind you about D-day. Eisenhower had information that the weather 
would clear, the German meteorologists said that it would not. Eisenhower bet correctly. The 
chaos of weather had a significant effect on the outcome of the war. 
But enough with chaos. it just introduces randomness into the world. Let me tell you 
about some actual impossibilities. 
Th: Very well. 
Sk: Mathematicians have had the dream of formalizing the logical reasoning so that a machine, 
like a computer, could discover new mathematical theorems. In the nineteen thirties they 
discoveries that it is impossible to formalize reasoning. 
Til: What does this have to do with training for war? 
Sk: Isn't it obvious? The simulators in your DIS are machines. Mathematicians have discovered 








































Let me give you the simplest example. You know how hard it is to debug a computer 
program? Consider one simple bug; you know how programs sometimes get into infinite loops 
and never stop until you hit the break key? 
Th: Yes. 
Sk: Wouldn't it be wonderful to have a master program that would read your program and 
determine whether your program would get into an infinite loop? This would help you quickly 
eliminate programs that got caught in loops. 
Th: Yes. But that's only a very simple bug, what about ... 
Sk: Well that is impossible. No program can be written that when given another program as 
input can tell you whether the subject program will halt. 
Th: How can they know that? 
Sk: Its a theorem that Alan Turing (Dewdney, 1989) proved by the trick of giving the program 
itself as input. To make a long story short, the result was a program that would infinitely loop 
only if it stopped, and would stop only it infinitely looped. This is a logical contradiction, 
therefore no such program can exist. 
Th: But that's a trick! Surely you could add to the program to avoid this problem. 
Sk: But then you could do the same "trick" to get a contradiction from the augmented program. 
Mathematics is like war; Turing's goal was to "kill" the debugging program, to show that it could 
not exist. To kill it he just had to find a single chink in its "armor" and thrust home, he did not 
have to strip his enemy naked to find the most vulnerable anatomy. Any gap in the armor will do 
for dispatching the enemy or a math problem. 
All 
Th: I never thought of math as being like war, but I'm still not sure what this has to do with DIS 
networked training simulators. 
Sk: Consider the dead reckoning model. What if the vehicle being modeled is more complicated 
a simple ballistic projectile, perhaps an unmanned aerial vehicle (UA V) with an internal 
computer? If you wanted the dead reckoning model to simulate the UA V's behavior fully, your 
simulator's computer would have to, in effect, solve the halting problem for the UA V computer. 
This is impossible. if a contractor tells you he can do it, send him packing! 
Th: (Writing in a notepad) Yes, that information might be a good check on a couple of my 
contracts. But I still don't completely see how Turing or anyone can claim there are things that 
no computer can do. What about artificial intelligence (AI)? The Ai guys claim that the will 
eventually be build a thinking computer. If a computer can think, but there are things it cannot 
do, doesn't that imply there are things we cannot do in the reasoning department? I don't buy 
that. 
Sk: Now you are getting into philosophical realms where there is much uncertainty. There are 
those who claim that Godel's theorem, a more general form of Turing's theorem, shows that there 
are things that people can do that no computer can do. There are others who say that these 
theorems show the limits of human thought as well. 
For now I believe that humans are smarter than computers on Monday, Wednesday and 
Friday, that computers are the equals of humans on Tuesday, Thursday and Saturday, and on 
Sunday I don't think about it. 
While we are on the subject of computers, there are other limitations on the ability of 
computers to compute, practical limitations. 
Th: Of course. In any given year, computers are only so fast, they only have so much memory. 
But speed and memory capacity have a compound growth curve. Just wait a few years and 








































Sk: Let me tell you about NP Complete Problems. Even if a problem is computable or solvable 
by a computer, there are problems that take too long to solve even on the fastest 
conceivable machines. Certain problems belong the class NP which appear to be 
exponentially hard. As the size of the problem gets larger, its difficulty grows enormously fast. 
Examples include the traveling salesman problem of optimizing the route through a number of 
cities, the knapsack problem of finding an optimal packing of boxes within knapsacks and many 
others . 
I think you can see the relevance of the traveling salesman to route planning in a military 
campaign and the knapsack problem to logistic resource allocation. 
Th: Yes. Logistics and routing are essential elements of a campaign. But people solve those 
problems every day. Why are they so hard for a computer? 
Sk: Again, the answer to that question verges onto unknown philosophical differences between 
man and machine, but basiCally a person seems to find a pretty good solution that is not the 
absolute best solution. The human's "intuition" gives him assurance that the solution he has 
chosen is pretty good. 
A computer on the other hand, using a "dumb" algorithm pretty much has to find the very 
best solution. It has no idea of what a pretty good solution is. These NP Complete Problems 
have enormous numbers of possible solutions and the only way to find the best one seems to be 
to check every possible solution. There seems to be no better algorithm than checking every 
possibility. 
Heuristics are sometimes applied to reduce the number of solutions searched, but that 
amounts to converting the programmer's "intuition" into code. Would you trust you battle plan to 
the "intuition" of a programmer or would you rather use your own "gut feel"? 
Th: Trust my battle plan to one of those nerds? Never! (Scribbles in notebook again.) I never 
did like the output of some of those automated planners. B'Jt I still think that the 
AI3 
march of computer power will take care of this problem. 
Sk: I'm not so sure. You speak of millions of simulators . Optimizing over such a network is an 
enormous problem. Computer power is rising exponentially today, but may eventually start to hit 
quantum or other limits . There is an absolute limit to computational power. It is somewhat 
tongue in cheek and is certainly humongous, but simply put when a computer is fast it has to be 
small, when it is fast it has to use high frequency, and hence massive, quanta of energy to 
transmit information. When it is fast enough the massive quanta are packed into such a small 
space that the threshold for formation of a black hole is crossed. The computer, and all of its 
results, thell disappears down the black hole! 
TIz: Very amusing! But one of the purposes of DIS is to train officers and soldiers how to make 
battle plans. The inability of a computer to find the optimum for the NP Complete problems is 
hardly relevant. 
Sk: But who are the soldier's opponents? Is not the development of a Computer Generated Force 
(CGF) to simulate the enemy, a large part of your DIS effort. 
What sort of algorithms does the CGF use? Does it not run up against NP Complete 
problems? Is the CGF not forced to use heuristics created by those nerdy programmers? 
Th: Wait. We team the programmers with subject matter experts to develop the heuristics, 
nothing nerdy about the soldier expertise we tap. 
Sk: Again we hit the philosophical difference between human and machine. The philosophers 
Dreyfus and Dreyfus ( 1986) assert that the knowledge that an expert can articulate to a 
programmer can be no more than journeyman level. True expertise is inherently non-verbal. If 
they are right, the CGF may avoid nerdiness, but will be stuck at the level of journeyman soldier, 








































Th: This is the best we can do for now, and the training provided by DIS with its, journeyman as 
you say, CGF is still far beyond anything provided heretofore. 
Also, I understand that research into neural networks is supposed to remove this 
limitation. Neural networks are non-symbolic or something like that. 
Sk: Neural networks have some great possibilities, but a discussion would lead us pretty far 
afield. I would like to talk about some other factors that affect decision making. 
Th: Continue. 
Sk: This may not affect the military too much since the military is a strict hierarchy, but Nobel 
laureate economist Kenneth Arrow (1951) discovered a fundamental limitation on collective 
decision making. 
Consider an idealized method for ranking alternatives, so as to choose the optimum for 
decision making. There are some very natural conditions such a ranking must satisfy. It must 
provide a ranking for all alternatives, that is not break down for some sets of alternatives. It must 
be rational that is if A is preferred to B is preferred to C then A is preferred to C. Also if A is 
preferred to B and a new alternative D is introduced, then A will still be preferred to B. Finally, 
the ranking is not arbitrarily determined by an authority independently of what the alternatives 
really are. 
Th: Yes, everyone does this when they makes lists of options and assign numerical values to the 
possibilities. You do have to be careful, or sometimes you get circular preferences, A is better 
than B is better than C, but C is better than A, as you put it. 
Sk: The problem Arrow found was when you want to combine the preferences of two or more 
individuals to make a group preference. When two or more people are involved, Arrow added 
two more conditions: no single individual is a dictator who solely determines the group 
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outcome, and if one individual changes his preference from B to A, then the group docs not do 
the opposite by changing the group preference from A to B. 
Arrow then proved that it is impossible to construct sllch a group preference if there are 
two or more individuals in the group trying to decide among three of more alternatives. 
Sometimes this is referred to as the voting paradox since election systems are designed to 
combine individual preferences into group preferences in this way. The problem or paradox 
arises when there are more than two candidates in an election. The group preference may then 
turn Ollt to be irrational or circular, the addition of the third party may have paradoxical effects 
(would Clinton have beaten Bush without Perot as third party candidate). 
Til: This is all very interesting, but as you' pointed out in the military the commander makes the 
decision so this group decision making problem docs not arise. 
Sk: I'm not so slire. Have you ever been about two minds concerning a decision? Maybe this 
maybe that? Your two internal minds could be viewed as two individuals and certainly you arc 
often faced with a choice between three or more alternatives. Thus, the conditions of Arrow's 
theorem apply so that individual choice would seem to inevitably be irrational or paradoxical on 
occasIOn. 
Harking back to the CGF problem in DIS, an algorithmic CGF would certainly be logical 
and rational, whereas a true opponent would be irrational and paradoxical at times. It seems to 
me that a CGF would have to have some element of irrationality if it were to emulate a true 
human opponent. 
Til: (Making another note) Sounds like the CGF needs a random number generator. 
Can we get on with more detailed discussion of some of the limits of DIS you brought up 
earlier. 
Sk: I want to make a brief point first with regard to CGFs. CGFs must not be too good. In real 








































condition. In addition to the obvious visual effects such as sun in the eyes or atmospheric 
mirages, observational psychology has discovered many visual illusions. The include the 
Ponzo, Poggendorff, Zollner and Muller-Lyer illusions which geometrical illusions. The 
reversing Necker cube and the Rubin face-goblet illusion are also perceptual illusions. CGF 
algorithms will have to take account of these psychophysical facts if the CGF is to behave like a 
real enemy. 
The human perceptual system seems to respond to fractal forms such as the branching of 
trees and the shapes of clouds. Fractal-like mathematical monsters were created as various 
counter-examples to geometrical possibilities and are taught in real-analysis as pitfalls in 
mathematical theorem proving. Mandelbrot recognized that mathematical monsters were 
good approximations to objects in nature such as a particle path; he defined the concept of 
fractal and fractal dimension which has since been found to approximate many natural objects. 
Thus, I think mathematical ideas are very important to the CGF project .... 
Th: OK. OK. You are making a blatant attempt to get some funding for your pet mathematical 
projects out of the CGF effort. Now let us get on with some details of the limits of DIS. 
Sk: Don't forget relativity and quantum physics. The pose problems for DIS. 
Th: Enough of this general discussion. Bring up your relativity and quantum mechanics during 
our detailed discussions if, and only if, they are relevant. 
Dynamic Limits 
Thorpus: Skepticus, after that last lecture. I think I had better give you some marching orders to 
keep you from wandering so far afield. Let me pose to you three questions having to do with 
dynamic limits of positioning within DIS. 
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The first is: are limits or constraints placed on the possible velocities or changes in velocity 
. or attitude of closely interacting simulated entities by the latencies of the communications links 
between the applications which simulate them? 
The second is: when will it be necessary (if ever) to abandon Dead Reckoning to achieve 
precision or timeliness or correlation of entity position? 
My last question for now is: given that there are communications latencies in DIS systems 
that are greater than those in the real world, is there any kind of behavior that cannot be 
accommodated, say between a "live device" and a virtual opponent? 
Skepticus: I think there will be limits on the simulated velocities of entities in the network set 
by the inevitable communication delays between simulators. 
Til: I don't agree, but go on. 
Sk: Let's say that the propagation delay between simulators is I msec. - I think typical delays 
might be much longer due to collisions and other problems - but let's stipulate a millisecond . 
Now if the entity is a fast-mover, a missile traveling at lOOO meters per second, the I msec delay 
will cause an error of I meter, more than enough for the missile to miss its target. Hence, I 
maintain, that networked simulations will be limited to slow movers. 
Th: You forget the dead-reckoning algorithm that is at the heart of DIS. A simulator does not 
interact directly with other simulators, rather it interacts with a simulation of these simulators, 
with a dead-reckoning model. or ghost, of these other simulations which is locally maintained. 
Messages received from other simulators only update the state of the dead-reckoning model, they 
are not directly acted upon . 
Time delays in the transmission of these state updates will not directly affect the accuracy of 
the simulation. If the state update has been delayed, then the use of a more sophisticated dead-
reckoning update algorithm can take this delay into account, by projecting the update into the 








































the error introduced by the time delay can be made as small as desired. Might I suggest the book 
by Brown and Wang (1992); the chapters on Kalman filtering are particularly relevant. 
Sk: OK. I'll concede that by use of sophisticated signal processing, you can lift limits on velocity 
due to signal propagation delays. But what about acceleration? If the missile is executing a 
high-G turn, then a propagation delay could even have the oissile traveling in the wrong 
direction. 
Th: I don't think you appreciate the subtelty of techniques such as Kalman filtering. They 
operate in phase space wherein position, velocity, acceleration etc. are all considered as 
independent coordinates. A six dimensional phase space is used when position and velocity are 
the primary considerations. If accelerations are high, then extension to nine dimensional phase 
space may be appropriate. Higher dimensions are not a problem for Kalman and similar 
algorithms. In fact if the original code is written properly, a chance of dimension requires the 
change of only a single number in a header file. 
Sk: (Sputtering). I concede these clever algorithms can remove limitations of motion resulting 
from propagation delays. Wait! "Clever"? What if the simulators are manned by intelligent 
agents, which most soldiers are? How will your Kalman filter predict the instant of time at 
which the simulator operator chooses to throw his vehicle into a turn? Will the dead reckoning 
algorithm simulate the operator's thought processes? 
Th: But you have now introduced the human operator. Human perceptions are not 
instantaneous. Any effects produced by network propagation delays will be imperceptible to the 
human. 
Sk: Now we will have to agree to differ. A human can distinguish quite small time differences 
under certain circumstances such as a sound click applied to one ear and then the other. 
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I think it will take extensive psycho-physical experimentation to determine human 
perceptibility of time delay effects in simulated vehicle motion . 
The answer to this bears on you second question which is a very hard prohlem to give a 
general answer. 
Th: How so? 
Sk: Well we touched on the reason earlier. If dynamics of the entities being dead-reckoned are 
"analytic" in the mathematical sense then dead reckoning can be made to work. However, when 
dynamics are driven hy cognition, or other difficult to predict process, then dead reckoning is less 
useful. In general.a detailed analysis is required to choose optimal tradeoffs between attempting 
complicated dead reckoning algorithms or spending resources in reducing network delays. 
I believe you have seen a similar effect in DIS already. Aerial vehicles, whose motion is 
determined by smooth differential equations, can be well dead reckoned so that the update PDUs 
can be sent at a minimal rate. Ground vehicles, despite their lower velocities, require a higher 
update PDU rate because their motion is determined by the details of the terrain data base which 
cannot be predicted like a differential equation. 
Th: Yes, well what about my third question? 
Sk: The real world works with a tinite speed of light. This suggests that perhaps DIS should 
enforce a finite speed of influence determined by the slowest rate of communication of state 
change. If the causality rules of "relativity" are followed, then there will be no problem with the 
simulation - provided - no weapon travels faster than the speed of influence. This would of 
eourse a problem for lasers and other radiation weapons traveling at the speed of light, hut they 








































Th: But the time it takes to send and receive a simulation message to tell another DIS entity that 
your vehicle is turning is generally many times what would be required for light to traverse the 
simulated distance in the real world. Isn't this a factor? 
Sk: Yes. But if by fiat you declare that nothing in the DIS world can travel faster than the speed 
of influence and further you apply the Lorentz equations to t:me differences and spatial 
separations, then, just like the real world, the DIS world will be consistent. 
Th: Lorentz equations? 
Sk: Yes, this is my chance to introduce relativity in a meaningful way. Starting from the simple 
premise that nothing traveled with the speed of light, Einstein was able to show that logical and 
physical consistency required that quantities in different moving coordinate systems were related 
by the Lorentz equations. These equations had been derived on an ad hoc basis earlier to allow 
Maxwell's equations of electromagnetism to be consistent with the non-existence of the ether, but 
Einstein was the first to show how they follow simply from I:he absolute nature of the speed of 
light and the requirements of consistency. This is, of course, the basis of his theory of relativity. 
Th: Yes, yes. I had that back in undergraduate physics, but the speed of light is what? 186,000 
miles per second? 
Sk: It is actually defined to be 299,542 kilometers per second these days, but I think you still 
miss the point. 
Within the world of DIS, just as in the real world of physics, it is possible for their to exist an 
absolute maximum velocity. Since the DIS world is virtual, we can choose this speed to be 
anything convenient. Lets say you wanted to interact with a soldier who was virtually 1000 
meters away but who was in reality in a simulator 1000 miles away. The round trip PDU travel 
time to the soldier would be about 10 msec. If the DIS speed of influence is limited to 100 
kmlsec, then simulated interaction will not happen faster than the PDU transmission time so that 
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propagation delays are not a problem. Consistency of the virtual world is, however, guaranteed 
because the Lorentz equations are applied to enforce consistency. 
Th: I am beginning to see what you are driving at. By replacing the speed of light with the DIS 
speed of influence, you would inherit all the work that physicists have done over the years 
showing that relativity is a consistent theory . 
Sk: Precisely! 
Th: However, you used 100 km/sec in your example. If I understand how it works, if the soldier 
were 100 meters away, then you would have to used 10 kmlsec to still be able to use the 1000 
mile simulator separation. Now jets travel upwards of I kmlsec or more so 10 km/sec is not very 
much faster than a jet. Won't this be a problem? 
Sk: Yes. You are certainly perceptive. I have been thinking about this. Once could have two 
paraliel DIS worlds; one for fast movers with a high speed of influence and one for slow movers 
with a slower speed of influence. Now if interactions in the fast world are all long range - as they 
tend to be with aircraft - then you can stilL maintain desirably large physical simulator 
separations. 
I think that with a little care you could interface the fast world and the slow world without 
introducing contractions or causality problems. I need a little time to think about the 
requirements of consistency. 
Til: Angling for more research funding, I see! 
Limits due to Granularity 
Thorpw;.: In our last discussion, we touched upon limits due to propagation delay, time limits. 








































granularity of objects that can be simulated in a DIS environment using the mandated coordinate 
systems (WGS-84, Geocentric system, 64-bit floating point representation)? My second question 
deals with space in the large: Can we simulate entities in Moon orbit with an Earth centered 
coordinate system? 
SkepticllS: Let me give you my first thoughts, then we can discuss the details. 
Simple algorithms potentially have problems with spatial granularity. The granularity of distance 
to center of earth/21\48 - .02 microns so positioning at earth's surface is not a problem. For 
simulation in interplanetary space, however, granularity might be a significant concern. Of 
course, all problems could be avoided by use of smart dead reckoning algorithms that use 
differential GPS-like techniques to place dead-reckoned objects in local, simulator centered 
coordinates. 
As to the second question, at lunar distance, 64 bit FP error is about 2 microns; probably not 
a problem. More significant would be the inconvenience of dynamic calculations in earth-
centered coordinates; this would probably drive dead reckoning algorithms to calculate locally or 
moon-centered and then do conversion to earth centered for transmission on the DIS net. 
Th: Am I beginning to convince you that simulators can be robustly networked via my DIS 
protocol? 
Sk: You have shown me how DIS deals with many potential simulator networking problems, but 
the world you seek to simulate is a very complicated place. I have a number of objections 
remaining. 
For example, you seem to be thinking in terms of limited size battlefields. What if the battle 
were to extend into interplanetary space with contestants separated by millions of kilometers? 
Will not the inherent granularity of computer number representations lead to errors? 
Th: The DIS standard coordinate system is geocentric and lIses 64 bit floating point numbers. 
The mantissa is 48 bits so that coordinates have more than enough accuracy as you noted. 
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Sk: Not so fast. Forty-eight bits is about I part in 3 times 10 to the fifteenth. At the surface of 
the earth this is 0.02 microns; I grant this is sufficient accuracy for all but nano-scale warfare. 
However, at the orbit of Saturn the error is 5 millimeters. This is not large, but if you are 
simulating the engagement of two satellites with laser beams, this might make the difference 
between a miss and a hit. 
Til: Now you are being a little silly. A few millimeters are interplanetary distances? 
Sk: Earlier I mentioned the problems posed by chaos theory. Those few millimeters might the 
buttertly wind upon which the outcome of a battle chaotically depends. 
Til: All right. All right. Its easy enough to introduce a Saturnine coordinate system to allow for 
your space battle. 
Sk: Its good to see you taking DIS into the post-Copernican era, but I'm starting to see a pattern 
in the way that new elements are always being introduced into DIS. Are you sure the DIS 
Standard's process is all that well defined? 
Til: What are you talking about? A change of coordinate systems is perfectly natural. SIMNET 
and early DIS used battle-centric coordinates. DIS later changed to geocentric. Perhaps future 
versions will use planet-centric coordinates. All these are natural changes. 
What's your next objection to DIS? 
Size Limitations 
Thorpus: . This technique is working out well. When I pose definite questions. I get definite 
answers from you. 
A great concern of mine has always been the capacity of DIS to simulate large battles. I have 








































rethink entity IDs?; should simulation entities be decomposed into polyhedral atomic 
components or maybe voxels to allow an object oriented approach to simulating the world?; and 
does the requirement for broadcast of entity state information set any theoretical upper limits on 
number of entities, rates of update, etc? 
Skepticus: The question of IDs will require a detailed calculation since results will depend of 
assumptions about net bandwidth etc. Off hand, I would say that a fixed ID field is find; hey, it 
works for the internet. 
Odd that you should mix a question about object orientation in with size questions. I do see a 
relation to the question about IDs, though. I would say it is probably not a wise idea to 
decompose natural entities like tanks, into unnatural entities like gun barrels. A tank can move 
autonomously about the battle, its gun barrel does not.. DIS is already "object oriented"; 
decomposing objects to smaller objects would just increase network traffic. It would in effect 
put the internal data flow of each simulators algorithms on the net. 
Hmm. This raises the interesting question of aggregation. A DIS simulator can be viewed as 
an aggreg<,l.tion of many computational "objects" whose traffic is invisible to DIS. Perhaps DIS 
could be extended to permit hierarchies of such aggregations. A brigade of simulators could be 
encapsulated to make a super simulator operating on a higher level DIS network. Like the old 
cosmology where the earth rests on a turtle resting on a bigger turtle ... it would be DIS's all the 
way down (and up). 
Say this reminds me of the idea of having a fast DIS and a slow DIS that interact. Here it 
would be a tiny DIS's, a middle sized DIS's and a giant DIS's etc .... 
Til: You're angling for funding again. I can tell. 
Sk: ... The answer to the third question is "Yes". Simple calculation shows that a bounded 
network will be overloaded as the number of simulators increases. Hierarchies and other 
limitations of broadcast scope will have to be used to avoid this. 
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Til: I was afraid of that. 
Sk: I hear talk of battle simulations encompassing elements located on different continents, 
incorporating corps-sized forces. Won't this cause problems? When you count in dismounted 
infantry and independent munitions, there could hundred of thousands, probably millions of 
entities in such a DIS simulation. 
Til: A billion entities are uniquely addressable by 32 bits, so the raw number of entities is not a 
problem. 
Sk: But I also hear talk of an object oriented approach wherein each entity is made up of a 
collection of polyhedral or voxel components, each of which is a DIS entity. I understand how 
this would make developing software for DIS applications easier, but it could explode 
enormously, the number of entities in the battlefield. Every trigger finger of every dismounted 
infantry would consist of three digital entities, etc. etc. 
Th: Now I think you are really grasping at straws; Work is already underway to provide 
gateways to isolate portions of the DIS simulation to avoid just these problems. 
Sk: I see an entry for one of my favorite subjects, quantum mechanics. In a very real sense 
quantum mechanics is object oriented physics. Action at a distance through physical force fields 
is replaced by the exchange of "virtual" particles between distant objects. These virtual particles 
have very much the same role as messages in object oriented programming. The content of the 
message is very much simpler in physics, simply the existence of the other interacting body and 
the type of matter of which it consists, but in quantum mechanics all bodies interact stricLly 
through the exchange of virtual particles, through the exchange of messages. 
Now physicists have figured out rules for these virtual particle messages to obey that 
insure consistency of the physical world. These rules take the form of group theoretic 








































speed of light, the conservation laws of quantum mechanics enable one to deduce a consistent 
universe. Group theoretic ideas may thus be of some use when building an object oriented 
simulation that is guaranteed to be consistent. 
The additional element of quantum mechanics that is especially interesting in the DIS 
context is the quantum of action. Not any old particle messages are exchanged in quantum 
mechanics; they must obey the Planck relation, energy equals Planck's constant times frequency. 
This relation has the effect of eliminating high energy particles so that so-called ultraviolet 
catastrophes leading to infinite forces are avoided. 
Th: Get on with it! You are trying my patience! 
Sk: Well it strikes me that when you go to a full object oriented approach to simulation as in 
DIS, that something like the ultraviolet catastrophe of physics is the problem. As the number of 
simulators increases the network message traffic increases leading to a communication log-jam 
and catastrophe. Continuing the analogy, something likes Planck's law may be the solution. 
There is already a hint of this in the rule for the minimum rate with which to send update packets. 
Packets which cause no interaction - zero energy - are sent at a low rate - low frequency. When 
• 
there is a lot of interaction, that is "forces" cause departures from dead reckoned posItions - high 
energy - packets are sent at a high rate - high frequency. 
DIS already seems to be a quantum world! I think that with a little study, this relation 
could be made more formal and that group theoretic ideas from quantum mechanics could be 
fruitfully adapted to DIS. 
Th: Not another request for funding! Let me get on with my next question. 
Limits on Intersimulator Agreement 
Thorpus: I have a simple question: does the assignment of damage assessment to the application 
simulating the target constrain us in any way? Should this be changed? 
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Skepticus: There are of course the problems of insuring that the target must know the 
characteristics of the weapon with which it is hit. 
Aside from this the only problems arise from propagation delay effects. Target may think 
the weapon hits delta X meters away since it has moved and the firer's DR algorithm is in error 
and not updated yet. This can lead to a jump in the "perception" by the target, but as long as the 
rule is enforced consistently no simulation paradoxes should arise. 
The situation will be similar to that in relativity. There depending 011 the state of motion 
of the coordinate system, two events may appear to differ in their time order. You may recall the 
paradox of the hanger door from undergraduate physics. A spaceship 100 meters long is 
traveling so fast that its Lorentz-Fitzgerald contracted length is 10 meters. A space hanger 
moving slowly perpendicular to the spaceship has a door of width 20 meters so that the opening 
arrives at just the right time for the spaceship to PllSS through it. Recall that relativity is 
symmetrical so that from the spaceship the doorway only looks 2 meters wide, so how can the 
spaceship pass through the opening? From the door way the spaceship is short so there is no 
problem, but from the spaceship the opening is impossibly narrow. 
The resolution is that the two events, the nose of the spaceship passing the doorway and 
the tail of the spaceship passing the opening, while simultaneous from the door reference frame, 
are not simultaneous from the spaceship reference frame. From the spaceship's viewpoint, the 
doorway is crossed at a nearly perpendicular an~le so there is no contradiction between the 2 
meter width of the doorway and ship's passage. 
Til: Stop! More undergraduate physics! What is the point! 
Sk: Merely that the proper way to look at things in physics, since Einstein's relativity, is not as 
events at a particular point in space and point in time, but as events at a particular point in space-
time, and that I think a similar viewpoint will prove very useful in DIS. Actually, I think DIS 
may require parallel space-time universes as I was suggesting earlier. Each of the parallel space-
times would have a different speed of influence tailored to a particular type of interaction 








































N ow if I just had some time to work out the details .. , 
Th: You will talk me out of some research funding yet. 
Limitations on Physical Simulation 
Thorpus: We have limited our discussion primarily to the simulation of vehicles and other man-
made entities. I wonder about the simulation of natural phenomena. In particular, are we going 
to be able to represent electromagnetic propagation accurately in DIS? and can we acconunodate 
environmental phenomena such as clouds, ocean currents, lightning, etc. in DIS? 
Skepticus: Yes, and no. The individual simulators can incorporate accurate propagation models 
at the expense of "cray" capabilities. I suspect distributing the EM (or other field) on the DIS net 
would require as many nodes as there are degrees of freedom in the field, potentially an 
enormous number. 
I have to answer the second question in the same way: "Yes and no". 
Th: Come on. Let's have some more detail. I know you will tell me you need some time for 
more study, but surely you have some ideas. 
Sk: As you may have noticed I have been falling back upon physical analogies, to relativity, to 
quantum mechanics in our earlier discussion, but I'm afraid that here physical analogy gets rather 
difficult. The phenomena you are asking about are physical, so the simulation is direct and is 
often the subject of on-going research by scientists in the relevant field, in some cases it is not yet 
known how to apply DIS, object-style, simulation to simulating the phenomena. 
For example, if you want to simulate electromagnetic propagation and stay strictly within the 
DIS paradigm, the best approach is to model the propagation quantum mechanics style, rather 
than classical style. As I mentioned earlier, fields in quantum mechanics are model by 
interchange of virtual particles. Feynman invented a marvelous way to visualize the equations of 
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quantum mechanics in the form of Feynman diagrams. In the case of wave propagation, the 
Feynman diagram would show photons corresponding to the radar or the laser beam or the radio 
waves traveling in straight lines in space-time until they scatter of other particles. Eventually the 
field photons reach the particles of the receiver where they are detected. 
Th: Good. Then the photons could be DIS PDUs that are sent from the radar site, for example, 
are received by the target entity. The target then re-emits the photon PDUs which are received by 
the radar site entity where the target is detected or not according to algorithm. 
Sk: Yes. a radar in a vacuum would work that way. but Feynman diagrams are more subtle yet. 
Consider the case where the radar wave propagates through an atmospheric inversion layer, 
which can deflect the beam or give false echoes. Within the Feynman formalism the inversion 
layer would be represented as a particle as well. In general the medium particles off which the 
propagating photons scattered are phonons, or particles of sound, since sound propagates by 
varying the mechanical properties of the medium such as density, temperature, pressure t ;tc. A 
stationary inversion layer can be conveniently thought of as a stationary sound field. so that the 
radar wave is scattered from the stationary inversion layer phonons when classically it is 
refracted by the layer. 
In principle then it would be possible to model physical phenomena with continuous spatial 
extent like inversion layers and the like by creating DIS entities that receive and re-transmit 
propagation PDUs in much the same way as the phonon-type particles of physics scatter the 
radiation photons. 
With care the physics DIS entities would automatically obey the correct laws of motion as a 
result of their interaction with other physics entities through PDU traffic. In the case of DIS this 
is just a mathematical/computational convenience; real clouds do not send messages to other 
clouds resulting in dynamic interaction leading to weather. In quantum physics, of course, the 








































Th: Well this sounds very good. If I get some physicists laid off from that Super Collider project 
to work on the DIS team, you make it sound like physical phenomena can be modeled without 
going outside the DIS message passing dead-reckoning paradigm. 
Sk: The success of quantum mechanics makes me think that in principle the DIS paradigm can 
handle physics, but I have some doubts about the practicality. In the microscopic realm, the 
world really seems to work by particles exchanging information via virtual particles. For the 
scale of physics concerned to the battlefield, however, the use of the Feynman formalism is more 
of a mathematical/computational convenience. The continuous distribution of water vapor etc. 
that constitutes the cloud or whatever is conceptually Fourier transformed so that the cloud is 
decomposed into a series of modes. Each mode is then treared as a particle which is instantiated 
as a DIS entity. 
What concerns me is the number of entities or modes that would be needed to represent 
detailed features of the environment like clouds. If every mode requires an entity this could lead 
to the sorts of problems we discussed under the size. Granularity becomes an issue as well. The 
phenomena of chaos wherein systems evolving according to non-linear dynamics become 
extremely sensitivity to initial conditions could place very high demands on the precision of 
representation. Modern techniques for decomposing into modes such as the wavelet transform 
can help to reduce network traffic demands, but this is clearly an area that requires much study. 
Th: What if the DIS paradigm is relaxed to allow servers? 
Sk: If you had asked me that question at the beginning I would have told you that servers are 
clearly the way to go. A server can incorporate the latest thought on modeling environmental 
phenomena from the relevant scientific community, and act as the interconnection media 
between the DIS simulators. For the EM case the radar emits to a server that simulates the 
propagation through the environment including effects such as inversion layers, and the server 
then in turn communicates with the target. All the nasty details of trying to model the 
environment strictly within server-less DIS are avoided. 
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However, now that I see the possibility of building a server-less DIS that can model the 
environment by designed DIS in analogy to the techniques of quantum mechanics and relativity I 
am not so sure . There is a certain attractiveness to pure server-less DIS, although it looses some 
of its simplicity if parallel-DIS's with different speeds of influence are required . The hig 
advantage of server-less DIS might be forward compatibility with future versions. It'servers arc 
introduced there will be a big discontinuity with past versions so that legacy systems will be 
. orphaned since they will be incompatible with the servers. 










































DIS in the Abstract 
DIS is an outgrowth of an earlier project which I directed, SIMNET. In order to overcome 
communication delays, limited network bandwidth, etc. dead reckoning was developed. Each 
simulator maintains a model of every other simulator on the network. In the absence of 
communications from the other simulators. this model simulator continues to move from the last 
known position at the last known velocity, so that network bandwidth is not used up constantly 
sending position information. 
In the absence of other reasons, true positions updates are sent at a minimum rate set by 
the DIS protocol, typically one update per second. Other simulators are constantly reminded of 
the sender's existence and do not drop the simulator from consideration. The usual terminology 
in DIS is to refer to a packet of data as a protocol data unit (PDU). To maintain highest accuracy, 
a given simulator not only maintains models of other simulators, but also maintains a model of 
itself. The dead-reckoned position of the self-model is constantly compared with the true 
position of the simulator. Whenever the self dead-reckoned position and the true position differ 
by more than a protocol determined threshold, a new update PDU is broadcast to all other 
simulators. Since the self dead-reckoning is in error, it is known that all other dead-reckonings 
will be in error as well and will require correction. This scheme using dead-reckoning models, 
sometimes referred to a ghosts, also alleviates many problems associated with propagation 
delays. transmission errors etc. No simulator can remain in error for very long since it is 
constantly receiving update PDUs from other simulators. If a simulator joins the networked 
simulation exercise in progress, within a short time it will have picked up all the other simulators 
on the network via their minimal stay-alive PDU transmissions. If a PDU is missed due to 
transmission error, the dead-reckoning will maintain a good approximation until a good PDU is 
obtained. 
The abstract definition of a DIS will be built up starting with that of an individual 
simulator. An individual simulator, S, is a triple, S=(P,I, 0), where P is a computational process 
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with defined input and output functions, I and O. The process P could be a finite state 
machine, a stack machine, or most generally a Turing machine. The functions I and 0 may 
interface to other computational processes and/or to users. Since distributed interactive 
simulation used a dead reckoning mechanism to reduce network traffic, a dead reckoning IS 
naturally defined as a triple, D=( R,E,F) ,where R is a simulator (may be a Turing machine, a 
stack machine, or a finite state) machine). E is a function which takes R and an associated 
simulator state as argumenls and provides a real number, the error, as result. (F is a function 
which takes the associated simulator state as an argument and produces a state for R as result. 
A node is a 7-tuple, M=(S,D*,k.e.M,Kj,M;), where S is a simulator together with a set 
D*={ Di } of dead reckonings. The index k designales the dead reckoning, Dk , has S as its 
associated simulator. When the error Ek (R ,s) exceeds the threshold c' Rk is reset to Fk and the 
function M" is used to send a message containing (k,FdS)). In case a message is received by M, 
the function K j provides the index of the dead reckoning Dill which is reset to the state provided .. 
by function M j• Note lhat the states of D * will provide the non-user inputs to D. 
A DIS is a triple, D=(N*,G,L), where N * is a set of nodes, G is a graph whose nodes 
are the simulators in N* , and is the language used for messages between nodes. If an edge 
connects two nodes in G, then a message in language L transmitted by one node will be 
received by the other node. Commonly G is a complete graph. This is the minimal definition 
of a DIS. Extensions make the abstraction a more realistic model of networked simulators. ror 
example, the connectivity graph can be have time delays associated with each of its edges to 
model time delays in real physical networks. 
Discussion of Definition 
To paraphrase, a simulator is a computational process with input and output to interface 
to the user and other simulators. The computational process could be a finite state machine, stack 
machine, Turing machine, or whatever. Next a dead reckoning is a computational process 
together with an error function and a preset mechanism. Then a node is a simulator, a set of dead 










































compared to the simulator with its error function, and if too greatly in error is preset to the same 
state as the simulator, and this dead reckoning broadcasts messages about its state. The other 
dead reckonings receive preset messages from the other nodes. The simulator input/output is 
entirely from/to the dead reckonings. Finally a DIS is a set of nodes, a graph giving the 
connectivity of the message passing between the nodes, and a language governing the messages 
between the nodes. You also contemplate various extensions to make your definition a better 
model of real simulator networks. 
Universal Computability 
A wide variety of DIS networks can be constructed by using different computational 
processes, dead reckonings, network topologies and network languages. The conventional DIS 
used for training simulators has von Neuman computers for its computational processes, dead 
reckonings defined according to the DIS Protocol, complete~y connected topology implemented 
as broadcast packet transmission, and a network language defined by the DIS data packets. 
One of the most interesting questions that can be asked about a DIS is whether it is 
computationally universal. Clearly the standard training DIS is universal since each node is 
computationally universal, but if the nodes use simpler computational processes the answer is not 
so obvious. 
It turns out that very simple computational processes can implement universal 
computation. In fact if a NOR gate is considered to be a computational process, a DIS 
implemented with NOR gates is universal. This is a consequence of the fact that a universal 
computer can be implemented with NOR gates. The DIS network is then just the wiring diagram 
of the computer. 
This is rather a trivial result and does not capture what is usually meant by a DIS network 
or simulators. The following two theorems are more in the spirit of training simulator networks 
and are somewhat less than trivial. 
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Theorem 1. There exists a DIS with two push down automata simulators that is a universal 
computer (i.e. a Turing machine). 
The two simulators cooperate, one pushing as the other pops, to implement the tape of a 
Turing machine. The two simulators S I and S2 have identical input and output functions. The 
computational processes P I and P 2 of these simulators have internal states identical to a lIni versal 
Turing machine. The universal Turing machine tape functions are become push and pop 
instructions for PI and P2 . The network and language serve to transmit the popped data from PI 
to P 2 when the Turing machine is left going or from P 2 to P I when the Turing machine is left 
going. Since the stacks are of infinite depth, the Turing machines' tape is simulated and the DIS 
is computationally universal. 
Theorem 2. There exists a DIS consisting of finite state simulators with finite graph degree. 
The NOR gate DIS noted above trivially satisfies this theorem. There is, however, a more 
interesting solution. The cells of the universal Turing machine tap~ are emulated by the finite 
state simulators. The computational process of each simulator has states encoding the contents 
of the tape as well as the states of the Turing machine. A network with nearest neighbor 
connectivity and a the network language serve to pass the Turing machine state from simulator to 
simulator. In effect a token passed among the simulators indicates the position of the read-write 
head, the state of the simulator with the token indicates the Turing machine state and the contents 
of the tape cell the Turing machine is reading. The other simulators passively contain the 
contents of the remainder of the Turing machine tape. 
The Formal Standards Process 
Development of the DIS Standards language is an especially important part process is 
developing DIS . As discussed in the dialog, the universal computational ability of the simulators 
used as nodes presents a problem for developing a comprehensive DIS language. This insight is 








































Theorem 3. If the DIS language is finitely specified, then the simulators cannot in general be 
Turing machines. 
A finitely specified DIS language must be context free so it c~nnot in general 
communicate the state of the Turing machine simulators to the dead reckonings to reduce the 
error below threshold. 
Since commonly the simulators on a DIS net are Turing machines, the language that 
communicated their states over the network must be context sensitive. To put it another way 
since it takes a Turing machine to recognize a Type 0 or Recursive language, a type 0 or 
recursive language is needed to transmit the state of a Turing machine. However, most 
programming languages are Type 2 or deterministic context free. 
It seems likely that the standards workshops will thus always generate a Type 2 language. 
Thus the DIS standard will always be inadequate for transmitting the Type 0 behavior of the 
Turing machine simulators. 
DIS and Physics 
In order to discuss the relation of DIS simulation to physics consider that a DIS, D, 
appears to each user, Uj ' to be a simulator networked to other simulators. It is useful to define a 
single simulator, S*, for the set of users of the DIS simulators, U*={U j J, equivalent to D' The 
DIS D is equivalent to S* ifffor all sets of inputs to Sj from the Uj the set 'of inputs from U* 
produces the same set of outputs from S* that would have been obtained from the Sj. From a 
God's eye view, the task of constructing the simulation S* is straightforward in principle, if not 
tractable computationally. For the military, S* is usually a model of a battle, but in general the 
DIS formalism should be useful for any interactive system involving a number of coupled users, 
for example a highway traffic simulation. The situation is thus that there is generally a gold 
standard, D, but there is no practical way to calculate S*. The question of what conditions D 
must satisfy to guarantee that it is equivalent to S* is of much interest. 
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Several conjectures suggest themselves. At this point in time these must remain 
conjectures and not theorems since to make the proofs precise is probably the work of a Ph.D. 
dissertation or two. Sketches of how proofs would go are provided. 
Conjecture 1. If S* involves purely physical processes; then there exists a DIS equivalent to S*. 
Further the propagation time in the DIS graph is bounded by the simulated in S* physical 
separation of the users divided by the maximum simulated physical propagation speed. 
The first part of the proof is essentially the Church-Turing thesis applied to physics. 
Since DIS's can be computationally universal, if physics can be simulated with a Turing machine 
as the Church-Turing thesis implies, then DIS can simulate physics. Proof of the second part 
would make use of a detailed analysis based on the a special relativistic type of argument. In 
special relativity no influence can travel faster than light without violating causality. The same 
would be true of the simulated DIS physical world. 
Within the world of DIS, S*, just as in the real world of physics. it is possible for there 
to exist an absolute maximum velocity. If by fiat you declare that nothing in the DIS world, S*, 
can travel faster than a maximal speed of influence and further you apply the Lorentz equations 
to time differences and spatial separations, then, just like the real world, the DIS world will be 
consistent. Since the DIS world is virtual, we can choose this speed to be anything convenient. 
Lets say you wanted to interact with a soldier who was virtually 1000 meters away but who was 
in reality in a simulator 1000 miles away. The round trip PDU travel time to the soldier would 
be about 10 msec. If the DIS speed of influence is limited to 100 kmlsec, then simulated 
interaction will not happen faster than the PDU transmission time so that propagation delays are 
not a problem. Consistency of the virtual world is. however. guaranteed because the Lorentz 
equations are applied to enforce consistency. 
Conjecture 2. There exists a state change norm such that the DIS equivalent to S* which 
minimizes the message traffic obeys an uncertainty principle of the form the time between 








































The proof of this conjecture involves quantum mechanics in a way similar to how the 
proof of Conjecture 1 involves relativity. In a very real sense quantum mechanics is object 
oriented physics. Action at a distance through physical force fields is replaced by the exchange 
of "virtual" particles between distant objects. These virtual particles have very much the same 
role as messages in object oriented programming. The content of the message is very much 
simpler in physics, simply the existence of the other interacting body and the type of matter of 
which it consists, but in quantum mechanics all bodies interact strictly through the exchange of 
virtual particles, that is, through the exchange of messages. Physics has developed rules for these 
virtual particle messages that insure consistency of the physical world. These rules take the form 
of group theoretic conservation laws and just as Einstein was able to deduce relativity from the 
conservation of the speed of light, the conservation laws of quantum mechanics enable one to 
deduce a consistent universe. Group theoretic ideas may thus be an essential guide when 
building an object oriented simulation that is guaranteed to be consistent. 
The additional element of quantum mechanics that is especially interesting in the DIS 
context is the quantum of action. Not any old particle messages are exchanged in quantum 
mechanics; they must obey the Planck relation, energy equals Planck's constant times frequency. 
This relation has the effect of eliminating high energy particles so that so-called ultraviolet 
catastrophes leading to infinite forces are avoided. When you go to a full object oriented 
approach to simulation as in DIS, that something like the ultraviolet catastrophe of physics may 
be a problem. As the number of simulators increases the network message traffic increases 
leading to a communication log-jam and catastrophe. 
Continuing the analogy, something likes Planck's law may be the solution. There is 
already a hint of this in the rule for the minimum rate with which to send update packets. 
Packets which cause no interaction - zero energy - are sent at a low rate - low frequency. When 
there is a lot of interaction, that is "forces" cause departures from dead reckoned positions - high 
energy - packets are sent at a high rate - high frequency. DIS already seems to be a quantum 
world! I think that with a little study, this relation could be made more formal and that group 
theoretic ideas from quantum mechanics could be fruitfully adapted to DIS. 
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ABSTRACT 
Distributed Interactive Simulation lacks a general mechanism to represent communication between players. Simulated 
entities must exchange all the same information that they would in the real world . In addition to conveying these 
messages. a useful mechanism must also allow simulation applications to model the physical events that accompany and 
affect the information transfer and which may have independent significance in DIS exercises. A general model is 
discussed and applied to the specific requirements of voice communication between human and computer generated 
players. 
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1. Introduction 
The simulation of communications has been only 
sporadically addressed in Distributed Interactive 
Simulation. DIS does not provide a generalized 
mechanism for the exchange of information between 
players. Tactical radio. which has received nearly all 
the attention. is only one of many media that must be 
accommodated if DIS is to be widely applied. As the 
application of DIS expands beyond vehicle oriented 
simulations it may involve face-to-face voice 
conversation. the transfer of maps and other pictorial 
information. and many other kinds of exchanges. 
DIS exercises now include mixtures of players 
generated by Man-In-The-Loop (MITL) simulators, 
Computer Generated Forces (CGF), "Jive" 
participants. and constructive "war games." 
"Seamless" interaction between these different 
"species" of players is desirable and because interaction 
usually requires communication, this will require 
regularity in the communications interfaces that are 
defined between the entities. 
A general mechanism is needed which will facilitate the 
transfer of information among members of all DIS 
species, while providing the simulation applications 
with the information necessary to allow the modeling of 
the physical phenomena which accompany and affect 
the information transfer. This work was supported by 
the U.S. Army Simulation Training and Instrumentation 
Command (STRICOM), under contract N61339-94-C-
0024, "TRIDIS: A Testbed for Research in DIS." 
2. Communications In Real Environments 
Although most interpersonal communication in the real 
world is probably verbal, many other means are also 
used. Text, pictures, gestures. signs, noises, and other 
phenomena are common, even on the battletield. These 
may be conveyed through many different media such as 
space, air, water, wires, or tightly stretched strings. 
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Maps or texts may be handed from one person to 
another, faxed via copper wire, optical fiber, or 
microwave. or even sent via television. Codes are used 
to exchange messages via flashing lights, signal flags, 
radio, or other means. Many media, mechanisms, and 
encodings are used, in different circumstances, 
requiring different considerations. They have different 
bandwidths and propagation characteristics. To be 
materially effective, DIS should be able to account for 
all of these factors [ I). 
3. Communications In DIS Simulations 
In the real world, data is conveyed between individuals 
through aspects of the physical world such as 
modulated electromagnetic fields. or manipulation of 
matter. In a DIS simulation this data is conveyed in 
messages exchanged between computers. The messages 
contain the information that is intended to be sent but 
they also contain information describing how they are 
sent and to whom. Any conceivable method used in the 
real world can be simulated if agreement can be reached 
on the protocols to be used. 
Various approaches have been proposed to introduce 
tactical messaging, Command and Control [2,3], and 
tactical data Iinks[4] into DIS. Most of them use the 
Radio Communications family of PDUs and have 
restricted themselves to radio applications. Even a 
recently proposed "taxonomy for communications in 
modeling and simulation"(5) considers only radio. The 
DIS Radio Communications Protocol (RCP) is, 
however, adaptable to much broader usc. 
The RCP uses three application level protocol data 
units (PDUs). A DIS entity must be associated with 
every radio transmitter and receiver. This entity is 
identified in each RCP message. A Transmitter PDU 
is used to communicate the state of a particular radio 
transmitter. This message is issued periodically when a 






































is also issued just before a transmission is initiated and 
just after it is concluded. It communicates information 
describing the characteristics of the signal it emits, such 
as its location, modulation method, frequency, or 
antenna pattern[6] . A Signal PDU is used to convey the 
data which constitute the simulated communication. 
The DIS standard [7] currently allows this to be 
digitized audio, binary data, or an index into a 
predefined database of signals. To form an extended 
transmission, multiple signal PDUs may be issued. The 
Receiver PDU is intended mostly for debugging, 
supervision, or after-action review purposes and is not 
emphasized in this discussion. 
It is the responsibility of a simulation application that is 
acting as a receiver to use information from the 
Transmitter PDUs it receives to determine if it can 
"hear" a transmission and, if so, if it can "understand" 
it. Receivers will use propagation models and will take 
into account the modulation and encoding methods 
stated in the Transmitter PDUs. Signal and Transmitter 
PDUs are associated through an ID that is present in 
both message structures. Receiving applications may 
filter incoming Signal PDUs based on determinations 
made from Transmitter PDU data. 
4. Generalizing The Cl:."frcnt DIS Scheme 
Many of the communications mechanisms that are used 
in the real world are already used between trainees in 
DIS exercises but this may not be apparent until 
attempts are made to use them in conjunction with CGF 
players. Crew members in vehicle simulators converse 
via intercom or radio. Briefings are held before 
exercises. Maps are distributed. This communication is 
not accomplished with DIS. but with spoken or written 
messages. 
To increase its overall effectiveness, DIS should 
account for all of the means and methods used by units 
from the highest echelons to the individual combatant 
to exchange information. To do this it should: 
Accommodate radio, audible speech, digital data 
links, paper maps, typed documents, hand gestures, 
and any other means found to be necessary. 
Facilitate the implementation of this 
communication between all combinations of CGF 
and human players. 
Consider the physics involved in the information 
transfer so that propagation characteristics and 
jamming can be simulated. 
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It should then be possible to support interactions in 
which: 
A radio direction finder locates the transmitter 
sending a sighting report. 
A SEAL team faxes captured maps via satellite and 
read~ captured documents to another party over a 
voice link . 
Jamming interrupts a message from a Forward 
Entry Device (FED) [81 requesting a fire support 
miSSion . 
Fog limits the effective range of semaphore 
operators between ships. 
A [(~quirement for radio silence forces a tank 
section to communicate using hand and arm 
signals. 
A trainee in an immersive, "virtual reality" 
individual combatant trainer exchanges spoken 
words with other "nearby" members of his squad, 
some human, others CGF. 
S. Media, Mechanisms, And Encodings 
In DIS it is necessary to distinguish between the 
physical effects of communication devices and the 
intelligence that they transfer. Radio signals become 
part of tho! physical environment and can provide clues 
about the existence, types, and locations of the entities 
that generate them. Different media act differently. 
Radio signals may be intercepted at long ranges, 
shouting is not particularly useful under water, and hand 
gestures are hard to use at night. The characteristics of 
electromagnetic, acoustic, or physical propagation will 
determine the ways they may be used to transmit 
information but the information content does not 
depend on the medium that is chosen. The DIS RCP 
permits Ihis distinction to be made for radio. It also 
makes the connection between the mechanism and the 
message. 
Real-world communications are usually conveyed by a 
relatively small number of classes of media. For 
electromagnetic waves Stallings [9] distinguishes 
between guided (wire, fiber, etc.) and unguided (radio, 
IR, etc.). DIS should consider more than just 
electromagnetic signals, however. Although many 
forms of human communication will probably never be 
simulated in DIS, it may be instructive to examine one 




Twisted pair. optical fiber. coaxial 
cable. 
Physical 
Bridge-to-engineroom speaking tube. 
"tin-can and string" telephone. 
Object 
Information attached to a mass 
(paper. magnetic tape. quipu. scroll. 
microdot) Physical possession of the 
object is required to gain knowkdge 
of the information. 
Contact 




VLF radio. microwave. tlashing 
light. hand and arm gestures. 
Acoustic 
Face to face conversation. a signal 
gun. a siren. an underwater telephone 
A common topic in simulation is the contlict between 
outcome-oriented versus process-oriented 
methodologies. Should this taxonomy be designed to 
model the i:J.ws of physics or to facilitate the end 
purpose of the most commonly used simulation 
scenarios. or something in-between? Both the guided 
and unguided categories. for example. commonly 
involve the transfer of electromagnetic energy. 
whatever its wavelength. Should a taxonomy be 
developed which encourages an object oriented 
approach to detection. recognition. and identification? 
Is signal propagation the most important aspect as 
opposed to frequency. susceptibility to interference. 
distortion. jamming. or interception'? There may be a 
signiticant advantage to be gained when the simulated 
medium of information transfer closely matches 
corresponding real-world means. After all. why 
confuse the developer by allowing hand signals to be 
sent via radio or digitally encoded tire requests to be 
sent via smoke signal? 
In addition to the intended transmission medium. a 
transmitting application may have to specify the 
particular e4uipment being simulated because the 
medium does not completely determine the mechanism 
used to exploit it. Air may conduct voice as well as 
noise. Electromagnetic fields are exploited by many 
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devices. Physical objects may carry visual or magnetic 
information. 
Text or speech Illay be used to make requests. convey 
orders. describe objects. or coordinate activities. The 
purpose of the messages is usually embedded within 
them. It is probably best not tn attempt to separate this 
from the message content itself. It is necessary. 
however. to separate information about the encoding 
mechanism from the message content itself. Neither the 
transmission medium nor the intended communications 
mechanism necessarily determines the encoding 
mechanism that should be used within the Signal PDU . 
It should be possible to transmit the contents of a 
simulated voice radio exchange as a list of dictionary 
indices or as ASCII text representing words. spaces. 
and punctuation or as {i-law enc(xled digitized 
waveforms. This encoding mechanism should be 
specified along a third orthogonal axis. It is also 
possible that there may be mUltiple encodings applied 
to signal data. For example. ASCII text could be 
compressed. 
It would be useful to develop categories of information 
encoding techniques that closely match rcal-world 
methods. If one wants to simulate passing written 
operations orders to subordinate units then it might be 
most appropriate to pass them as ASCII text. Tactical 
data-links should probably use their native digital 
formats rather than developing new, intermediate data 
structures. Some types of messages. such as maps with 
graphical control measures. present added complexities. 
For example. a tactical map that is transmitted using an 
industry standard graphical interchange format could be 
printed and distributed to human crews for their prc-
exercise brieting. Conveying the same information to a 
CGF system would require information relating colored 
lines to control measures. Proposed Initial Conditions 
Interchange File Formats [10] should consider these 
problems. 
Finally. it is important to note that neither the medium 
nor the mechanism nor the encooing determine the 
semantic content of the information being conveyed. 
6. Modifications To DIS 
The DIS RCP may be generalized with little change. 
The separation of signal data from transmission 
characteristics should be maintained. The Radio 
Entity Type field could be redefined to indicate 
medium, mechanism, and encoding. The Antenna 







































voice. The Power field should be applicable to any 
mechanism. Some fields might be unused in some 
certain cases but. wherever possible. consistency should 
be maintained across the range of communication types. 
Some encodings. such as lists of dictionary indices or 
pointers to predefined messages. have the potential to 
reduce bandwidth requirements by several orders of 
magnitude. Even in those cases. when a signal 
transmission could be very short. it would probably be 
wise to continue to use the Transmitter PDU to convey 
the static information. rather than merging it into the 
Signal PDU. 
7. Interspecics Communications 
When a simulation involves only MITL devices. the 
communication interfaces may be relatively 
straightforward implementations or approximations of 
real systems. CB radios were used in SIMNET to 
simulate tactical radios. Real intercoms may be used to 
simulate those in military vehicles. Real paper maps are 
often exchanged. The DIS RCP was developed to 
exchange the digitized waveforms of actual human 
speech. When some of the participants are CGF. 
however. these tools are inadequate. Moving 
information between different "species" introduces new 
considerations and problems. The needs of CGF force 
an awareness of the need for a complete and explicit 
description of many aspects of the use of 
communication in simulation that have previously been 
assumed or taken for granted. 
To achieve the transparency necessary for a "seamless" 
simulation. communication should be modeled such that 
human and CGF components are interchangeable. This 
means that voice communication between CGF entities 
should be accomplished so that. with appropriate 
transformations. it can be understood by human 
listeners. Conversely. with certain constraints. CGF 
entities should be able to understand human to human 
voice communications. If there is one area in DIS in 
which a generalized paradigm for simulated 
communications can have the greatest benefit it is 
probably in providing a way to make this "seamless" 
connection possible. 
This approach to generalizing communications evolved 
from attempts to develop a Behavioral Specification 
Language (BSL) for the description and runtime 
generation of CGF behavior. A BSL called ILLISH 
has been designed [11] which uses an English-like 
syntax to encode scripts that define behavioral modules. 
It was realized that individual commands in this BSL 
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could also be used to send commands and other 
information messages between CGF entities. Text 
messages are easily converted to Computer Synthesized 
Speech (CSS). and Automatic Speech Recognition 
(ASR) systems can generate text strings from the words 
they are: trained to recognize. With the right 
transformers a bi-directional verbal link can be 
established between the human player and the 
computer-generated player. 
If English-like strings of characters must be generated 
and intelpreted. then the human player's end of the 
communication chain has a number of options. 
Messages received by the human could be presented as 
text on a CRT or printer output. They may also be 
presented as audible speech if that is appropriate. 
Messages generated by the human could be typed at a 
keyboard. assembled with pointing device and menu, or 
spoken naturally. The mechanisms to perform these 
data transformations are all available due to recent 
advances in ASR and CSS. 
H. Examples 
An example of a scenario III which spoken 
communication could be effectively demonstrated 
would be in a voice radio exchange between a forward 
observer and a fire direction center in an artillery "call 
for fire." In this case. artillery and fire control would be 
provided by one or more CGF applications. The 
forward observer would be a human player immersed in 
the virtual environment through visual and audio 
interfaces. 
Both the vocabulary and the syntax in such an exchange 
are typically very restrictive. For example, voice radio 
protocol typically requires that call signs be expressed 
using on:y the full phonetic pronunciation of numbers 
or letters. This limits the requirements for recognition 
of unusual names and pronunciations. The protocol for 
requesting. acknowledging. and adjusting fire based on 
the obse.rved fall of rounds is standardized, fixed. 
precise and unambiguous and the vocabulary is limited 
and predictable. This is not the only application of such 
standardized precision in military communications. In 
fact. there are many tactical Standing Operating 
Procedures (SOPs) which are tailored to the various 
communications needs of different unit types. A few 
representative examples from a Light Armored Vehicle 
battalion [121 include: 
Situation Report 
Personnel Status Report 
Intelligence Summary 
Logistics Summary 
Road March Report 
Medical Evacuation Reporl 
Spot Report 
Enemy Shelling/Bombing Report 
Examination of these SOPs points out the significance 
of communication in organizing and executing the vast 
amounts of cooperative behavior required in any kind 
of military activity . It is a reminder that a simulation 
training exercise that ignores force coordination, 
logistics and medevac will probably be extremely 
limited and an exercise that allelllplS to include these 
aspects but fails to provide the sufficient 
communications mechanisms to coordinate them is 
likely to be unrealistic. Kernel Blitz '95 and Synthetic 
Theater of War-Europe exercises showed the need for 
extensive and flexible mechanisms 10 simulate tactical 
communications. Severinghaus [13 J mentions that the 
integration of real tactical equipment with DIS 
eliminates any possibility of integration with CGF 
unless some interface is designed for this purpose. Such 
an interface is indeed possible. 
9, Loss Of Identity - Does It Matter? 
The intent is that each player may communicate with 
any other without knowing or caring whether they are 
of the same species. A human should be able to listen 
in on a CGF to CGF radio exchange, and vice versa. 
CSS. however, is still recognizable for what it is. The 
technology will not yet fool a listener into thinking that 
a machine is a person but this may not always be a 
problem. II may be that training individuals to use 
correct radio voice procedures, or to respond properly 
to warning and information messages can be enhanced 
by removing this variable from the situation. If all 
entities, human or CGF, sound the same, then the 
listener will be forced to focus on the message and not 
the messenger. 
10. Transformations 
Figure I shows a simplified model of the 
communications scheme. Data from a transmilling agent 
are converted into a form which can be conveyed over 
some medium to a destination where they are converted 




Figure I. Communications flow 
In this model an agent is the portion of a simulation 
application responsible for generating the presence of 
one player in a DIS exercise. The agent may be 
software, in the case of a CGF entity, or a combination 
of human, hardware, and software in a MITL simulator. 
When both agents include human components, several 
forms of input and output are useful to either party. 
Humans can speak, type, or draw pictures, for example, 
and can interpret any of these. Digitized voice signals 
provided by the sender may be reconverted to audio for 
the receiver. Messages sent by CGF applications may 
include text, lists of dictionary indices, data structures 
in a programming language, pointers to files of 
standardized messages, etc . With the proper 
transformation tools many of these forms can be 
converted into any of the others. A subset of only a few 
of the possible message forms shows the greatest 
promise of facilitating the generalized scheme. 
Speech- The vibration of air molecules resulting 
from a human vocal tract or an audio transducer 
reproducing the same. 
Digitized Speech - A digital encoding of the 
amplitude of a speech waveform sampled at 
discrete time intervals. Although DIS specifies a 
64 kbs . rate (8 kHz. sampling. 8 bit tl-Iaw 
encoding). other methods [14] may reduce this. 
Assuming Linear Predictive Coding [15] and one 
word per second this may drop to 2400 bits per 
word (bpw). 
Text· An array of integers representing the lellers 
and punctuation symbols of a message wrillen in 
a human understandable language. Assuming an 
average word length of 8 characters this requires 







































Lexical Index List (LIL) - A list of indices into a 
lexicon or dictionary. encoding a series of words 
that make up an utterance. Assuming a two octet 
index. this requires 16 bpw. 
Figure 2 shows the available conversion paths between 
these encoding forms. 
Speech 
~
... ~ Digitized 
Speech , 
... ~ L1L Text 
Figure 2. Available Conversion Paths 
Conversion back and forth between speech and 
digitized speech is well known and is the current 
mechanism used in DIS radios. ASR systems have 
developed recently to the stage where a useful 
speaker-independent. continuous speech recognition 
capability can be added to a computer for several 
hundred dollars. These systems may provide a path 
directly from speech to lists of recognized words and 
phrases or through an explicit intermediate stage of 
digitized speech. CSS systems (text-to-speech) are 
available for comparable low cost and, in some cases. 
can share the same hardware used for recognition. 
Although dictation systems are available with very 
large vocabularies, our applications would require 
relatively small vocabularies and are well within the 
capabilities of these low-end systems. Conversion 
back and forth between text and Lexical Index Lists 
(ULs) is a simple matter of searching or indexing a 
dictionary. Flanagan [5] has stated that future 
developments may allow for the reduction of voice 
stimulus to data form which would allow voice to be 
incorporated into his taxonomy. That appears to be 
possible now. 
With the transformations listed above any of the forms 
can be converted to any other. The processors that 
accomplish the transformations listed above comprise 
the "conversion component" of the proposed DIS 
Interface. Conversions are also discussed by 
Waguespack [15] . 
11. The CGF Component 
To accomplish a complete bi-directional exchange of 
communications between a CGF player and any other, 
the CGF must be able to understand the message 
B7 
content :t receives and must be able to generate 
meaningful and relevant output. Although natural 
language understanding has not yet advanced to the 
stage that CGF entities could be designed to understand 
even relatively simple. everyday English conversation, 
they can be made to interpret limited subsets of the 
language. In some cases, especially in tactical SOPs, 
this restriction may not be a problem. In some cases it 
may even prove to be valuable. In order to reinforce 
the training of voice radio protocols. for example, it 
may be useful to have a system that rejects improper 
phrases. 
Although a BSL such as ILUSH may use an English-
like syntax, it wiIl most likely not handle the language 
of SOPs directly. Application-specific, or SOP-specific 
translators wiIl be required whether a CGF system uses 
a symbolic BSL or some other mechanism for 
specifying and generating behavior. On the other hand, 
CGFgeneration of properly phrased reports is a 
relatively straightforward process. 
One aspect that will require investigation is the 
development of a model, possibly state-based, of the 
acknowledgment and coordination embedded in 
interpersonal communications. Protocols exist in face-
to-face conversation as well as radio exchanges for 
establish ing contact with another party, exchanging 
authentications, handling interruptions, restarts, and 
missing message fragments, and coordinating multiple 
parties. l11ese may be implemented as CGF behaviors 
but they must be integrated with the message 
mechanisms and provide the behavior that humans 
expect. Methods will also have to be developed to 
distinguish between multiple threads of communication. 
Sometimes humans have problems with this; CGF may 
also. 
There wiIl be advantages and disadvantages to certain 
distributions of the transformation modules. If spoken 
messages are transmitted exclusively as text then: 
Only a single form (and copy) of each 
message must to be transmitted 
CGF as well as human users can extract 
meaning from any message 
Speaker identity is removed allowing 
trainees to deal with fewer variables, 
possibly enhancing training effectiveness. 
There is, however an additional cost for ASR and CSS 
equipment for every human player. If digitized speech 
and other forms are allowed, then this equipment may 
be required on CGF systems or possibly all systems and 
each Illessage will have to be treated individually. If 
only digitized speech is permitted, then CGFs will have 
to convert their own CSS output to that form . 
12. Conclusion 
Within the limits of a structured subset of a natural 
language it should be possible for a human to speak to 
a CGF entity, to listen to one, or to overhear a 
conversation between others . To achieve a seamless 
interaction between CGF and other systems, this must 
be developed. 
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USEFUL COMMUNICATIONS IN 
DISTRIBUTED INTERACTIVE SIMULATION 
Scott H. Smith 
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December 13, 1995 
SIMULATION OF COMMUNICATIONS IS 
LIMITED IN DIS 
ONLY TACTICAL RADIO/DATA LINKS ARE EMPHASIZED NOW 
MANY OTHER FORMS OF COMMUNICATION ARE IMPORTANT 
EXPANDED USE OF DIS WILL REQUIRE CAPABILITIES FOR: 
FACE-TO-FACE VOICE CONVERSATION 
TRANSFER OF MAPS AND OTHER GRAPI-tICAL INFORMATION 
COMMUNICATION BETWEEN LIVE, VIRTUAL, CONSTRUCTIVE 
A GENERALIZED MODEL IS NEEDED 
Cl 
"INTERSPECIES" COMMUNICATION 
DIS EXERCISES INCLUDE MIXTURES OF 
MAN-IN-THE-LOOP SIMULATORS, 
COMPUTER GENERATED FORCES, 
"LIVE" PARTICIPANTS, AND CONSTRUCTIVE WAR GAMES 
"SEAMLESS" INTERACTION IS DESIRED. 
INTERACTION REQUIRES COMMUNICATION 
EFFECTIVE IMPLEMENTATION OF "INTERSPECIES" 
COMMUNICATION WILL REQUIRE REGULARITY IN THE 
COMMUNICATIONS INTERFACES 
A GENERAL MODEL WILL ... 
FACILITATE THE TRANSFER OF INFORMATION AMONG 
PLAYERS OF ALL DIS SPECIES 
PROVIDE THE INFORMATION NECESSARY TO SIMULATE 
PHYSICAL PHENOMENA WHICH ACCOMPANY AND AFFECT 








































REAL COMMUNICATION METHODS 
INTERPERSONAL COMMUNICATION IS MAINLY VERBAL BUT ... 







REAL WORLD REQUIREMENTS 
COMMUNICATION IN THE PHYSICAL WORLD REQUIRES 
A TRANSMISSION MEDIUM 
AN ENABLING MECHANISM 
AN ENCODING METHOD 
C3 
MEDIA 
IN THE REAL WORLD, DATA IS CONVEYED THROUGH ASPECTS 
OF THE PHYSICAL ENVIRONMENT SUCH AS MODULATION OF 
ELECTROMAGNETIC FIELDS, OR MANIPULATION OF MATTER 
SOME REPRESENTATIVE MEDIA ARE: 
EMPTY SPACE - ELECTROMAGNETIC FIELDS 
AIR - ACOUSTIC TRANSMISSION 
WATER - ACOUSTIC TRANSMISSION 
WIRES - ELECTRICAL SIGNALS 
GLASS FIBER - OPTICAL SIGNALS 
OBJECTS - PRINTED PAPER, MAGNETIZED SURFACES 
MECHANISMS 
MANY DIFFERENT MECHANISMS HAVE BEEN INVENTED TO 



















































.... -_.. . .. --- ... 
MANY DIFFERENT CODES ARE USED TO EXCHANGE 
MESSAGES VIA THESE MECHANISMS 
FLASHING LIGHTS MAY USE MORSE CODE 
SIGNAL FLAGS MAY CONVEY PLAIN TEXT OR NATO COD 
MAGNETIC MEDIA MAY CONVEY ASCII FILES 
DIGITIZED AUDIO MAY USE MU-LAW, CVSD, ETC. 
TACTICAL DATALINKS USE OWN SPECIAL DATA 
STRUCTURES 
PROPAGAllON, DE I ECTION, 
UNDERSTANDING 
• 
IVEDlA, MECHANISMS, AND ENCODINGS ARE CHOSEN TO AT 
DIFFERENT NEEDS 
TIiESE Q-IOICES DETERMNE 
AVAl~LE (OR REQUIRED) BANDVVIDTH 
PROPAGAllON CHARACTERlSTlCS 
PROBABIUTY OF INTERCEPTlON, INTERPRETAllON, 
JAIVIVING 
TO BE MATERIALLY EFFEcnVE, DIS SHOULD BE ABLE TO 
ACCOUNT FOR ALL OF TIiESE FACTORS 
C5 
SIMULATED COMMUNICATION 
IN DIS, COIVIMUNICATION IS SIMULATED BY PASSING DATA 
STRUCTURES (MESSAGES) BETWEEN APPLICATIONS 
(COMPUTERS) 
lliESE MESSAGES CONTAIN: 
lliE SIMULATED MESSAGE ITSELF 
INFORMATION DESCRIBING HOW AND TO WHOM lliE 
MESSAGES ARE SENT 
ANY CONCEIVABLE METl-IOD USED IN lliE REAL WORLD CAN 
BE SIMULATED IF AGREEMENT CAN BE REACHED ON lliE 
PROTOCOLS TO BE USED. 
DIS RADIO COMMUNICATIONS 
PROTOCOL (RCP) 
USES THREE APPLICATION LEVEL PROTOCOL DATA UNITS 
TRANSMITTER PDU COMMUNICATES THE STATE OF A 
PARTICULAR RADIO TRANSMITTER AND DESCRIBES THE 
CHARACTERISTICS OF THE SIGNALS IT EMITS 
SIGNAL PDU CONVEYS THE DATA WHICH CONSTITUTE THE 
SIMULATED COMMUNICATION (DIGITIZED AUDIO, BINARY 
DATA, OR AN INDEX INTO A PREDEFINED DATABASE OF 
SIGNALS CURRENTLY ALLOWED 
RECEIVER PDU COMMUNICATES THE STATE OF A RADIO 
RECEIVER. 
RECEIVING APPLICATIONS MODEL PROPAGATION AND 
DETECTION 









































GENERALIZE DIS COMMUNICATIONS TO: 
ACCOMMODATE RADIO, AUDIBLE SPEECH, DIGITAL DATA 
LINKS, PAPER MAPS, TYPED DOCUMENTS, HAND 
GESTURES, AND ANY OTHER MEANS FOUND TO BE 
NECESSARY. 
FACILITATE THE IMPLEMENTATION OF COMMUNICATION 
BETWEEN ALL COMBINATIONS OF CGF AND HUMAN 
PLAYERS. 
SPECIFY THE PHYSICS INVOLVED IN THE INFORMATION 
TRANSFER SO THAT PROPAGATION CHARACTERISTICS, 
INTERFERENCE, AND JAMMING CAN BE SIMULATED. 
POSSIBiUllES 
-A RADIO DIRECTION ANDER LOCAlES THE TRANSIVIlTER 
SENDING A SIGHTING REPORT. 
-A SQUAD FAXES CAPTURED MAPS TO HOOTRS VIA 
SA1ELUlE 
eJAl\iMNG INTERRUPTS A IVESSAGE FROIVI A FORWARD 
ENmV DEVICE, ABORTING A RADIO CAll. FOR ARE SUPPORT 
-Fro Ul\IIlS THE EFFECTlVE RANGE OF SEMAPHORE 
OPERATORS BETVVEEN SHPS. 
-RADIO SILENCE FORCES A TANK SECTION TO COIVMJNlCATE 
USING HAND AND ARM SIGNALS. 
-A TRAINEE IN AN IIVIVIERSIVE, ''VIRTUAL REAUTV" INDIVIDUAL 
COIVBATANTTRAINEREXCHANGESSPOKENVvORDSVVlTH 
OTHER M8v1BERS OF HS SQUAD, servE HUMAN, OTHERS CGF. 
C7 
SELEC1lNG ltIE CATEGORIES 
HOW CAN V\IE RELATE MEDIUM, MECHANISM, ENCODING? 
SHOULD A TAXONOIVIY BE OUTCONIE ORIENTED OR PROCESS-
ORIENTED? 
11-IE MEDIUM DOES NOT COIVIPLETEL Y DETERMINE 11-IE 
MECHANISM USED TO EXPLOIT IT. 
NEl11-IER 11-IE MEDIUM NOR 11-IE 1\Ea-tANISM DETERMINES 11-IE 
ENCODING METl-IOD 
NEl11-IER 11-IE I\tEDlUM, 11-IE MECHANISM, NOR 11-IE ENCODING 
DETERMINE 11-IE SEMANTlC CONTENT OF 11-IE INFORMATION 
BEING CONVEYED 
SIGNALS MAY BE IVRJL TlPL Y ENCODED 
ENCODING CATEGORIES SHOULD MATCH REAL-VVORLD 
MET1-IODS VVHEN POSSIBLE 
MODIFICATIONS TO DIS 
11-IE DIS RCP MAY BE GENERAUZED VVl11-I UTILE CHANGE. 
MANY RELDS ARE VVlDEL Y APPUCABLE: 
ANTENNA LOCATION, POWER, ETC. 
RADIO ENTITY TYPE RELD COULD BE REDER NED TO INDICATE 
11-IE MECHANISM 
ADDITIONAL RELDS COULD SPECIFY MEDIUM AND ENCODING 
USEFUL TO MAINTAIN lliE SEPARATION OF SIGNAL DATA 
FROM SIGNAL DESCRIP1lON, USING lliE TRANSMllTER PDU 








































INTERSPECIES COMMUNICATIONS AND CGF 
CGF FORCES AWARENESS AND 
COMPLETENES 
"SEAMLESSNESS" WILL REQUIRE 
INTERCHANGEABLE COMPONENTS 
(HUMAN AND CGF) 
CGF SHOULD UNDERSTAND HUMANS 
1ST'S APPROACH 
END-TO-END, BIDIRECTIONAL VOICE COMMUNICATION 
BETWEEN ALL COMBINATIONS OF HUMAN AND CGF FOR: 
ACOUSTIC TRANSMISSION (FACE TO FACE 
CONVERSATION) 
TRANSMISSION VIA RADIO, INTERCOM, TELEPHONE, ETC. 
APPROACH IS COMPATIBLE WITH ILLlSH, A SYMBOLIC BSL 
AN INTERPRETED PROCESS CONTROL LANGUAGE 
LIMITED ENGLlSHLIKE SYNTAX - LJMITED VOCABULARY 
MULTIPLE STATEMENTS CONCATENATED INTO TEXT 
SCRIPTS DEFINE BEHAVIORAL MODULES 
INDIVIDUAL STATEMENTS PASSED IN TEXT MESSAGES 
FUNCTION AS COMMANDS 





REMEMBER SELF:CURRENT _THREAT; 
SUBSCRIBE SELF:CURRENT _THREAT TELL SELF AWAKEN THIS_SCRIPT AT 
FOUND_ONE WITH SELF:CURRENT_ THREAT; 
TELL SELF BEGIN SCAN_FOR_THREATS POST SELF:CURRENT_THREAT; 
REMEMBER SELF:ARRIVED; 
SUBSCRIBE SELF:ARRIVED TELL SELF AWAKEN THIS_SCRIPT AT NOW_THERE; 
LETSGO: 
TELL SELF BEGIN PLAN_AND_GO ES678332 POST SELF:ARRIVED; 
SUSPEND; 
NOW_THERE: 
TELL SELF END SCAN_FOR_ THREATS; 
POST INPUT SUCCESS; 
END; 
FOUND_ONE: 
ASSIGN TARGET INPUT; 
TELL SELF END PLAN_AND_GO; 
REMEMBER SELF:TARGET _DEAD; 
SUBSCRIBE SELF:TARGET _DEAD TELL SELF RESUME THIS_SCRIPT AT LETSGO; 
















































ASR SYSTEI\IIS - VOICE RECOGNmON 
css SYSTEI\IIS - TEXT TO SPEECH 
DlcnONARIES - TEXT TO INDEX AND INDEX TO TEXT 












CONTACT AND EXCHANGE PROTOCOLS 
DISCOURSE ISOLATION 
TRANSLATORS 
CGF MUST BE ABLE TO UNDERSTAND THE MESSAGE IT 
RECEIVES BUT ... A BSL IS NOT A TACTICAL LANGUAGE 
APPLICATION (OR SOP) SPECIFIC TRANSLATORS REQUIRED 
AS "FRONT-ENDS" TO CGF BEHAVIORS 
TRANSLATOR OUTPUT - COMMANDS IN BSL 
RESTRICTION TO LIMITED SUBSETS (TACTICAL SOPS) MAY 
NOT BE A PROBLEM 
- MAY EVEN SERVE TO REINFORCE TRAINING OF VOICE 
RADIO PROTOCOLS 
CGF GENERATION OF MEANINGFUL AND RELEVANT OUTPUT -








































CONTACT AND EXCHANGE 
PROTOCOLS 
STATE BASED MODELS OF CONVERSATIONAL EXCHANGE 
ACKNOWLEDGMENT AND COORDINATION EMBEDDED IN 
INTERPERSONAL COMMUNICATIONS FOR: 
ESTABLISHING CONTACT WITH ANOTHER PARTY 
EXCHANGING AUTHENTICATIONS, 
HANDLING INTERRUPTIONS 
RESTARTS, AND MISSING MESSAGE FRAGMENTS 
COORDINATING MULTIPLE PARTIES 
COMPLICATIONS 
EXCHANGE PROTOCOLS MAY BE IMPLEMENTED AS GENERIC 
BEHAVIORS BUT 
THEIR USE IS SOMEWHAT DETERMINED BY THE SEMANTIC 
CONTENT OF THE MESSAGES 
MAY HAVE TO FUNCTION IN COOPERATION WITH THE 
BEHAVIORS THEY ELICIT/REPORT 




METHODS WILL ALSO HAVE TO BE DEVELOPED TO 
DISTINGUISH BETWEEN MULTIPLE SIMULTANEOUS THREADS 
OF COMMUNICATION. 
SOMETIMES HUMANS HAVE PROBLEMS WITH THIS 
CGF MAY ALSO. 
TACTICAL APPLICATIONS 
STANDING OPERATING PROCEDURES (SOPS) 
-COMMUNICATIONS PROTOCOLS 
-TAILORED TO THE COMMUNICATIONS NEEDS OF 
DIFFERENT UNIT TYPES. 
-VERY RESTRICTIVE VOCABULARY AND SYNTAX 




-PERSONNEL STATUS REPORT 
-INTELLIGENCE SUMMARY 
-LOGISTICS SUMMARY 
-ROAD MARCH REPORT 









































VOICE RADIO EXCHANGE BETWEEN A FORWARD OBSERVER 
AND A FIRE DIRECTION CENTER IN AN ARTILLERY "CALL FOR 
FIRE." 
ARTILLERY AND FIRE CONTROL BEHAVIORS PROVIDED BY 
ONE OR MORE CGF APPLICATIONS. 
FORWARD OBSERVER - A HUMAN PLAYER IMMERSED IN THE 
VIRTUAL ENVIRONMENT THROUGH VISUAL AND AUDIO 
INTERFACES. 
EXECUTE PROTOCOLS FOR REQUESTING, ACKNOWLEDGING, 
AND ADJUSTING FIRE BASED ON THE OBSERVED FALL OF 
ROUNDS 
LOSS OF SPEAKER IDENTITY -
DOES IT MAT'TER? 
ANY PLAYER SHOULD BE ABLE TO COMMUNICATE WITH ANY 
OTHER WITHOUT KNOWING OR CARING WHETHER THEY ARE 
OF THE SAME OR DIFFERENT "SPECIES." 
A HUMAN SHOULD BE ABLE TO LISTEN IN ON A CGF TO CGF 
RADIO EXCHANGE, AND VICE VERSA. 
CSS WILL NOT YET FOOL A L1STENEB INTO THINKING THAT A 
MACHINE IS A PERSON BUT THIS MAY NOT ALWAYS BE A 
PROBLEM. 
TRAINING IN CORRECT RADIO VOICE PROCEDURES, OR 
PROPER RESPONSES TO WARNINGS AND INFORMATION 
MESSAGES MIGHT BE ENHANCED BY REMOVING THIS 
VARIABLE FROM THE SITUATION. 
FORCE THE LISTENER TO FOCUS ON THE MESSAGE, NOT 
THE MESSENGER. 
CI5 
LOCATING THE TRANSFORMATIONS 




TEXT, DIGITIZED VOICE, ILL 
TEXT ONLY 
ONLY A SINGLE FORM (AND COPY) OF EACH MESSAGE IS 
NEEDED 
CGF AND HUMAN CAN EXTRACT MEANING FROM ANY 
MESSAGE 
SPEAKER IDENTITY MAYBE LOST 








































DIGITIZED SPEECH ONLY 
CREWED NODES 
CGF 
GENERATE DIGITIZED SPEECH 
RECONSTITUTE DIGITIZED SPEECH 
FORWARDS DIGITIZED SPEECH TO ASR EQUIPMENT 
GENERATES CSS, THEN DIGITIZES IT - EXTRA HARDWARE 
MULTIPLE ENCODINGS ALLOWED 
1.TRANSMIT A SINGLE MESSAGE - REQUIRE EACH RECEIVER 
TO PERFORM ALL NECESSARY TRANSFORMATIONS 
MAXIMIZES HARDWARE REQUIREMENTS 
2. TRANSMIT ONE COPY USING EACH ENCODING METHOD AND 
LET EACH RECEIVER SELECT TI-lE EASIEST FORM TO DECODE 
STILL REQUIRES HARDWARE 
MAXIMIZES MESSAGE TRAFAC 
C17 
IN CONCLUSION ... 
EXAM INA TION OF THE SOPS DEMONSTRATES THE 
SIGNIFICANCE OF COMMUNICATION IN ORGANIZING AND 
EXECUTING THE VAST AMOUNTS OF COOPERATIVE 
BEHAVIOR REQUIRED IN ANY KIND OF MILITARY ACTIVITY ... 
... A REMINDER THAT A SIMULATION TRAINING EXERCISE 
THAT IGNORES FORCE COORDINATION, LOGISTICS, AND 
MEDEVAC, WILL PROBABLY BE EXTREMELY LIMITED AND 
AN EXERCISE THAT ATTEMPTS TO INCLUDE THESE 
ASPECTS BUT FAILS TO PROVIDE THE SUFFICIENT 
COMMUNICATIONS MECHANISMS TO COORDINATE THEM IS 
LIKELY TO BE UNREALISTIC. 
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