A Novel Moving Boundary Condition Based on Chapman-Enskog Expansion with the Lattice Boltzmann Method by Xu, Lina
A NOVEL MOVING BOUNDARY CONDITION BASED ON CHAPMAN-ENSKOG 
EXPANSION WITH THE LATTICE BOLTZMANN METHOD
by
Lina Xu
BS, Xi’an Jiaotong University, China, 2006 
MS, Xi’an Jiaotong University, China, 2009 
Submitted to the Graduate Faculty of 
the Swanson School of Engineering in partial fulfillment 
of the requirements for the degree of 
Ph. D. in Mechanical Engineering 
University of Pittsburgh 
2014
UNIVERSITY OF PITTSBURGH 
SWANSON SCHOOL OF ENGINEERING 
This dissertation was presented 
by 
Lina Xu 
It was defended on 
September 22, 2014 
and approved by 
Anne M. Robertson, Ph. D., Professor, Department of Mechanical Engineering  
and Materials Science 
Minking K. Chyu, Ph. D., Professor and Department Chair, Department of Mechanical 
Engineering and Materials Science 
Zhi-Hong Mao, Ph. D., Associate Professor, Department of Electrical and Computer 
Engineering and Department of Bioengineering 
Dissertation Director: Laura A. Schaefer, Ph. D., Professor, Department in Mechanical 
Engineering and Materials Science 
ii 
Copyright © by Lina Xu 
2014 
iii 
iv
Particulate suspensions are common phenomena in industrial and biological fields. However, the 
fundamental understanding of the hydrodynamic interactions between the solid and fluid in the 
particulate suspensions needs to be further improved. The lattice Boltzmann method has been 
shown to be an effective numerical method to model various fluid flows, and exhibits good 
performance in dealing with boundary conditions, with straightforward and easy-to-implement 
methods for complex solid boundaries. However, most of the previous boundary conditions used 
for the moving complex surface are based on the half way bounce-back boundary condition, where 
the geometric integrity of the body cannot be maintained. In this dissertation, a new boundary 
condition based on the Chapman-Enskog expansion is proposed for the moving complex surface, 
where the precise shape of the body can be preserved during the calculation. Moreover, due to the 
second order accuracy of the Chapman-Enskog expansion when recovering the Navier-Stokes 
equation from the Boltzmann-BGK equation, the new boundary condition can maintain the same 
accuracy for the whole computational domain. Finally, this thesis provides the novel idea to 
construct a boundary condition without the limitation of being based on the information from the 
already existing lattice nodes.
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1.0  INTRODUCTION 
1.1 MOTIVATION 
Particle-fluid systems belong to the category of ‘soft condensed matter’ [1], which generally 
refers to materials which possess additional ‘mesoscopic’ length scales between the atomic 
length scales (3 × 10−10m) and macroscopic length scales (> 10−6  m). At the same time, 
particle-fluid systems can be also viewed as multi-phase flow systems, where the fluid can be in 
a phase of gas, liquid, and even multi-phase flow, and the particles are of a different phase. 
Numerous particle-fluid flow systems exist in industrial processes, such as in the fields of oil and 
gas, printing, pharmaceuticals, and so on; however, many of the transition phenomena and 
interaction mechanisms of such systems on the microscopic level are still unclear. Thus, 
investigation of such multi-phase systems from the mesoscopic level needs to be furthered to 
cope with the demand of various academic research needs and intensive industrial applications.  
Particle-fluid systems are increasingly important in the field of microfluidics [2]. One 
promising application is in nanofluids, where heat transfer characteristics can be highly 
improved with nanoparticles dispersed evenly in the liquid [3-7]. This is shown for experimental 
results; however, the microscopic mechanism of this improvement is still uncertain. Several 
kinds of mechanisms [8], such as Brownian motion of the nanoparticles, molecular-level layering 
of the liquid at the liquid/particle interface, the nature of heat transport in the nanoparticles, and 
1 
the effects of nanoparticle clustering, are proposed to explain the phenomenon, but no consensus 
has been reached. Thus, more theoretical studies for these kinds of soft matter systems are still 
needed. 
Considering the interactions between the liquid and solid and multi-scale length 
characteristics of a particulate suspension system, the complexity of the interfacial dynamics and 
strong non-linear properties will exhibit great challenges for any investigation. Experimental and 
computational approaches are the two common techniques to construct the theoretical foundation 
for research. When dealing with the particle-fluid system, experimental investigation cannot 
always give desirable results due to the huge cost of experimental equipment, the difficulties in 
satisfying the proscribed research conditions and the inevitable errors from varying and 
uncontrollable environmental conditions and human factors. Computational analysis, on the 
other hand, can provide ideal conditions for this research by isolating each of the impact factors 
and probing into the influence that each impact factor exerts on the particulate suspension 
systems, which cannot always be reproduced via experimental methods. Furthermore, more 
precise and theoretical insights to further the investigation can be obtained based on the 
computational analysis results. Thus, this thesis will focus on a computational analysis approach 
for studying particle-fluid systems. 
1.2 FLUID MODELING TECHNIQUES 
Computational fluid dynamics (CFD) is an effective tool that has been applied successfully to 
investigate the detailed mechanisms of various complex fluid systems, such as particulate 
suspension systems, high Reynolds number flow, hypersonic flow, etc. Among all of the 
 2 
numerical methods, the most popular conventional CFD techniques such as finite difference 
(FD), finite volume (FV), and finite element (FE) methods are based on discretization of the 
Euler equations or Navier-Stokes equations, both of which are the governing equations of the 
macroscopic variables in the computational domain, such as the density, velocity, pressure and 
energy. Thus, the underlying physics on a macroscopic system on a microscopic level are unclear.  
Based on the constituents of the particle-fluid systems, which are atoms or molecules, 
researchers have developed microscopic particle-based methodologies like molecular dynamics 
(MD) [1], direct simulation Monte Carlo (DSMC) [9], and dissipative particle dynamics (DPD) 
[10, 11]. However, numerical techniques like MD, as introduced in [12], involve tracing every 
molecule’s location and velocity at every time step from the previous location and velocity via 
classical mechanics from a microscopic point of view. It is well known that the number of 
molecules comprising a fluid system is huge (and can be obtained from Avogadro’s constant 6.022 × 1023/𝑚𝑜𝑙𝑙), which means huge time and computational resources will be consumed due 
to the large amount of the molecules in the system. 
As opposed to the microscopic MD approach to solve the dynamics of each individual 
molecule in a system, the lattice Boltzmann method (LBM) approaches a fluid system as being 
composed of groups of molecules, where the groups of molecules can be represented by the 
probability function that a given group exists at a certain location and time [13], with a particular 
momentum in the phase space. The evolution of the probability functions can be mathematically 
expressed by the Boltzmann transport equation. The LBM has been proven to be an alternative 
and efficient CFD tool which is initiated from microscopic models and mesoscopic kinetic 
equations, and has made recent rapid progress in solving various complex fluid flows.  
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One origin of the LBM is from lattice gas automata (LGA). LGA is constructed as a 
simplified, fictitious molecular dynamics framework in which space, time and particle velocities 
are all discrete [14]. A set of Boolean variables 𝑛𝑛𝑖𝑖(𝑥𝑥, 𝑡𝑡) is defined to describe whether the 
particle is occupied at location 𝑥𝑥 and time 𝑡𝑡.  
The evolution of the LGA is as follows [15]: 
𝑛𝑛𝑖𝑖(𝑥𝑥 + 𝑒𝑒𝑖𝑖 , 𝑡𝑡 + 1) = 𝑛𝑛𝑖𝑖(𝑥𝑥, 𝑡𝑡) + Ω𝑖𝑖�𝑛𝑛(𝑥𝑥, 𝑡𝑡)�   (𝑛𝑛𝑖𝑖(𝑥𝑥, 𝑡𝑡) = 0, 𝑜𝑟 1, 𝑖 = 0,1, …𝑀), 1.1 
where 𝑛𝑛𝑖𝑖 is the Boolean variable, Ω𝑖𝑖 is the collision term, 𝑒𝑒𝑖𝑖 is the set of local particle velocities, 
and 𝑀 is the number of the velocity directions of the particle. To complete the evolution of the 
above equation, two sub-steps need to be finished in one time step [16]: (1) free-streaming, 
where a particle shifts to neighboring sites according to the direction of 𝑒𝑒𝑖𝑖, and (2) collision, 
where particles arriving at the same site interact and change their velocity directions according to 
the collision term Ω𝑖𝑖�𝑛𝑛(𝑥𝑥, 𝑡𝑡)� . 
Due to the statistical fluctuations of the LGA, as in any other particle method [17, 18], 
the LBM was first proposed [19] with the purpose of eliminating the statistical noise. The main 
feature of the LBM over the LGA is to substitute the particle Boolean variable 𝑛𝑛𝑖𝑖  with an 
ensemble averaged probability function 𝑓𝑓𝑖𝑖 = 〈𝑛𝑛𝑖𝑖〉, which is a single-particle distribution function 
(PDF) where the brackets represent the ensemble average. In addition to eliminating the 
statistical noise, the evolution equation of the LBM is the same as the LGA, where the locality 
from the kinetic equation is kept, and thus the property of parallelism of the LBM can be 
maintained [15].  
 4 
1.3 GOALS OF THE RESEARCH 
The LBM has been successfully applied in particulate suspensions [20-25] as an alternative 
technique to traditional computational fluid dynamics (CFD). The particle-fluid system is distinct 
from many other complex fluid systems, in that it is fluid-like on long time scales while particles 
distributed in the fluid responsed on short time scales [1]. Thus, to solve such a fluid-particle 
system, the fluid can be treated as a continuum, which can be solved with the LBM, while the 
suspended particles’ movement, on the other hand, can be treated as solid and solved by 
Newton’s equation of motion. When dealing with a particulate suspension system via the LBM, a 
main concern is how to accurately couple the fluid and solid domains, which essentially is the 
treatment for the boundary condition at the fluid-solid interfaces. In traditional CFD algorithms, 
the most common Neumann boundary condition and Dirichlet boundary condition can be 
fulfilled through the macroscopic variables. One simple example is the non-slip boundary 
condition, which imposes the velocity of the fluid immediately adjacent to the boundary wall as 
equal to the velocity of the wall.  
However, unlike imposing the non-slip boundary conditions through macroscopic 
variables, there is no analogous physical-meaning-based boundary condition at the mesoscopic 
level. Therefore, the boundary conditions of the LBM need to convert macroscopic information 
to the applicable mesoscopic PDFs. The bounce-back boundary condition, which possesses first 
order accuracy, played an important role in the first implementations of the LBM algorithm [26, 
27]. However, due to the slip velocity caused by the first order accuracy of the bounce-back 
boundary condition, bounce-back-on-the-link (BBL) boundary conditions with second order 
accuracy were proposed [28-30]. Later, boundary conditions for an at-rest body with complex 
geometries have been proposed to locate the boundary nodes more accurately at the real body 
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surface [31-33]. When a solid body begins to move in a fluid, Ladd first proposed a moving 
boundary condition by adding an exchanged momentum term based on the BBL boundary 
condition [29, 30], which is obtained by obeying mass and momentum conservation. Aidun et al. 
[34, 35] then made corrections for Ladd’s boundary condition by considering the scenario that 
the PDFs inside the solid moving body will transfer to the outside and the outside PDFs will 
transfer to the inside of the body surface.  
Due to the virtual boundary nodes located at the middle of the link connecting the fluid 
nodes and solid nodes in Ladd’s moving boundary condition, it is difficult to conserve the 
geometric integrity of a particle, which is essential for the particle’s dynamics. Boundary 
conditions which can capture the geometries more accurately are mainly applied for surfaces at 
rest. Therefore, a moving boundary condition which can maintain geometric integrity is 
important for particle suspension systems.  The research in this thesis will mainly focus on 
developing the model of the particle suspension systems and proposing a more accurate moving 
boundary condition scheme. Based on comprehensive investigation on the boundary conditions 
for the moving boundaries and in-depth theoretical study, a novel moving boundary condition 
based on the Chapman-Enskog expansion will be proposed, which exhibits great numerical 
accuracy and stability in comparison to previous boundary conditions.  
1.4 ORGANIZATION OF THE THESIS 
The rest of the content in this thesis will be organized as follows. 
In Chapter 2, the numerical realization of the LBM and units transformation between the 
LBM system and the real physical system will be introduced. 
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In Chapter 3, a comprehensive investigation on the boundary conditions for the particle 
suspension flows is presented. Different kinds of boundary conditions based on the previous 
mathematical derivation imposed on the particle-fluid interface are investigated in detail, such as 
boundary conditions for a flat wall, a cylindrical surface at rest, and a moving cylindrical surface. 
In Chapter 4, benchmark simulations for classical fluid flows are tested with the lattice 
Boltzmann method with these various boundary conditions.  
In Chapter 5, a novel moving boundary condition based on the Chapman-Enskog 
expansion for the lattice Boltzmann method will be introduced in detail. Computational 
experiments with the new boundary condition for classical fluid flows were carried out. Great 
numerical accuracy and stability of the new boundary condition are validated through 
comparison with the analytical solutions and existing boundary conditions. The Galilean 
invariance characteristic of the new boundary condition is also demonstrated by simulating a 
cylinder’s movement in a channel under two different frames of reference. 
Finally, in Chapter 6, conclusions will be made from the results of the previous chapters 
and directions for future work will be explored. 
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2.0  LATTICE BOLTZMANN METHOD 
The lattice Boltzmann method (LBM) can be derived from the Boltzmann transport equation, 
describing the evolution of the particle distribution function (PDF) 𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡) in phase space. The 
essential theoretical foundation of the LBM is the recovery from the mesoscopic Boltzmann 
equation to the macroscopic Navier-Stokes (N-S) equations.  
Two approaches are successfully applied in proving the recovery of the N-S equations 
from the Boltzmann equation. One is Grad’s 13-moments method [36, 37], where particle 
distribution functions are projected on Hermite polynomials, while the other one is the Chapman-
Enskog expansion, which can be also viewed as a multi-scale expansion method [38], where the 
particle distribution functions are expanded based on different orders of the Knudsen number 
(𝐾𝑛𝑛). More details about the Chapman-Enskog approach can be found in references [12, 15, 39, 
40].  
2.1 THE LATTICE BOLTZMANN-BGK EQUATION 
The Boltzmann transport equation (BTE), which describes the statistical behavior of 
a thermodynamic system not in thermodynamic equilibrium was devised by Ludwig 
Boltzmann in 1872. The primary parameter in the BTE is introduced as the phase-space 
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distribution function 𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡) , which has a physical meaning: the probability of finding a 
particle at the location x with the momentum 𝜉 at time t. Under the approximation of a dilute gas, 
which includes uncorrelated velocities for two particles, local collisions, and no external forces 
exerted on particles, the Boltzmann equation derived from the Liouville equation can be written 
as: 
 
�𝜕𝜕𝑡𝑡 + 𝜉 ∙ ∇𝑥 + 𝑔 ∙ ∇𝜉�𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡) = 𝑄(𝑓𝑓,𝑓𝑓) 2.1 
where 𝑔 is the acceleration and 𝑄(𝑓𝑓,𝑓𝑓) is the collision integral, and has the form of: 
𝑄(𝑓𝑓,𝑓𝑓) = (𝜕𝜕𝑡𝑡𝑓𝑓)𝑐𝑡𝑡𝑤𝑤𝑤𝑤𝑖𝑖𝑠𝑠𝑖𝑖𝑡𝑡𝑛 = �𝑑𝑑𝜉1 �|𝜉 − 𝜉1|�𝑓𝑓(𝜉′)𝑓𝑓(𝜉1′) − 𝑓𝑓(𝜉)𝑓𝑓(𝜉1)�𝑑𝑑Ω𝜎(Ω). 2.2 
In equation 2.2, 𝜎(Ω) is the differential collision cross section for the two-particle collision 
which transforms the momentums from (𝜉, 𝜉1) into (𝜉′, 𝜉1′), where (𝜉, 𝜉1) are the moments of the 
two-particles before collision, and (𝜉′, 𝜉1′) are the moments after collision.  
The local equilibrium state can be established from the Boltzmann transport equation by 
introducing the Boltzmann H-theorem. The Boltzmann’s 𝐻-function [41, 42] is defined as: 
𝐻(𝑡𝑡) = 𝐻(𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡)) = ∫𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡)𝑙𝑙𝑜𝑔𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡)𝑑𝑑𝜉, 2.3 
where, 
𝑑𝐻
𝑑𝑡𝑡
= ∫𝑑𝑑𝜉 𝜕
𝜕𝑡𝑡
[𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡)𝑙𝑙𝑜𝑔𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡)] = ∫𝑑𝑑𝜉 𝜕𝑓𝑓(𝑥,𝜉,𝑡𝑡)
𝜕𝑡𝑡
[1 + 𝑙𝑙𝑜𝑔𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡)]. 2.4 
Based on the mathematical manipulation introduced in [42], the Boltzmann H-theorem can be 
proved to be: 
𝑑𝐻
𝑑𝑡𝑡
≤ 0,  2.5 
if 𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡) satisfies the Boltzmann transport equation. It should be noted that 𝑑𝐻
𝑑𝑡𝑡
= 0 if and only 
if  𝜕𝑓𝑓
𝜕𝑡𝑡
= 0, based on which the thermal equilibrium state can be established. 
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The 𝐻 -function is related to the thermodynamic entropy 𝑆  through 𝑆(𝑓𝑓) = −𝑘𝐵𝐵𝐻(𝑓𝑓) 
[43]. Based on the 𝐻 -theorem, where the 𝐻  is a non-increasing quantity, the entropy never 
decreases in time, regardless of the details of the collision operator, which is the foundation of 
the second law of thermodynamics. 
For the system under the thermal equilibrium state, which means 𝜕𝑓𝑓
𝜕𝑡𝑡
= 0, the solution of 
the Boltzmann equation will lead to the Maxwell-Boltzmann distribution : 
𝑓𝑓𝑒𝑞(𝑥𝑥, 𝜉, 𝑡𝑡) = 𝜌(𝑥𝑥, 𝑡𝑡)
�2𝜋𝜃(𝑥𝑥, 𝑡𝑡)�𝐷/2 𝑒𝑒𝑥𝑥𝑑𝑑 �− (𝜉 − 𝑙𝑙)22𝜃(𝑥𝑥, 𝑡𝑡)�, 2.6 
where 𝜌(𝑥𝑥, 𝑡𝑡) and 𝑙𝑙(𝑥𝑥, 𝑡𝑡) are the density and velocity of the fluid at location 𝑥𝑥 and time 𝑡𝑡 , 𝜃 is 
defined as 𝑘𝐵𝑇
𝑏𝑏
, 𝑘𝐵𝐵 is the Boltzmann constant, 𝑚 is the molecular mass of the gas particles, 𝑇 is 
the absolute temperature, and 𝐷𝐷 is the dimension of the system. 
Because of the complexity of the collision term in the Boltzmann equation, simplifying 
the collision term is essential to solving the Boltzmann equation. To simplify the collision term, 
two rules need to be satisfied: the first is that the collision term conserves all macroscopic 
variables, while the other is that the collision term should bear the tendency of the distribution to 
the Maxwell-Boltzmann distribution function by the 𝐻 -theorem. Several simplified collision 
operator schemes were proposed by Higuera and Jimenez [44] and Higuera et al [45]. Among all 
of these schemes, Bhatnagar, Gross and Krook [46] developed the most widely used model to 
fulfill both of the rules for the collision term. The Boltzmann-BGK equation has the form of: 
�𝜕𝜕𝑡𝑡 + 𝜉 ∙ ∇𝑥 + 𝑔 ∙ ∇𝜉�𝑓𝑓(𝑥𝑥, 𝜉, 𝑡𝑡) = − 1𝜏𝜏 (𝑓𝑓 − 𝑓𝑓𝑒𝑞) 2.7 
where 𝜏𝜏 is the relaxation time and 𝑓𝑓𝑒𝑞  is the Maxwell-Boltzmann distribution function in the 
equilibrium state, as defined in equation 2.6. 
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2.2 NUMERICAL REALIZATION OF THE LATTICE BOLTZMANN METHOD  
In this section, the implementation of the LBM needs to be numerically realized to solve fluid 
problems. In order to apply the LBM to simulate fluid flows numerically, the equation must be 
discretized. At the same time, for distinct lattice structures, velocities with different magnitudes 
in different directions, as well as the weights for different velocities, need to be obtained.  
For simplicity, assuming there is no external force, which means 𝑔 = 0, the Boltzmann-
BGK equation discretized in time and space has the following form: 
𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡 + Δ𝑡𝑡) − 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡)
Δ𝑡𝑡
+ 1
Δ𝑥𝑥𝑖𝑖
𝜉𝑖𝑖[𝑓𝑓𝑖𝑖(𝑥𝑥 + Δ𝑥𝑥, 𝑡𝑡 + Δ𝑡𝑡) − 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡 + Δ𝑡𝑡)]
= − 1
𝜆
�𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞� 2.8 
where 𝑓𝑓𝑖𝑖 = 𝑓𝑓(𝑥𝑥, 𝜉𝑖𝑖,𝑡𝑡) is the PDF of the 𝑖𝑡𝑡ℎ  velocity, 𝜉𝑖𝑖 is the 𝑖𝑡𝑡ℎvelocity vector, and 𝑓𝑓𝑖𝑖𝑒𝑞  is the 
equilibrium PDF. Under the assumption Δ𝑥𝑥𝑖𝑖 = 𝜉𝑖𝑖Δ𝑡𝑡 , the discretized lattice-BGK model for 
simulation can be expressed as: 
𝑓𝑓𝑖𝑖(𝑥𝑥 + 𝜉𝑖𝑖Δ𝑡𝑡, 𝑡𝑡 + Δ𝑡𝑡) = 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) − 1𝜏𝜏 �𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡)�, 𝑖 = 0, … ,𝑛𝑛 2.9 
where  𝑓𝑓𝑖𝑖( 𝑡𝑡 + Δ𝑡𝑡) is the PDF after collision and streaming, 𝑓𝑓𝑖𝑖( 𝑡𝑡) is the PDF before collision, 
and 𝜏𝜏 = 𝜆 Δ𝑡𝑡�  is the non-dimensional relaxation time. 
Two common lattice structures that are widely used in 2-D space and 3-D space are 
shown in Figure 2-1 and Figure 2-2, respectively. These models are known as the D2Q9 and 
D3Q19 lattices, which are characterized as nine velocities in two-dimensional space and nineteen 
velocities in three-dimensional space. 
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 Figure 2-1: The D2Q9 lattice model. 
 
Figure 2-2: The D3Q19 lattice model. 
 
As introduced in [47], the discretized EDF has the form of:  
𝑓𝑓𝑖𝑖
𝑒𝑞 = 𝜌𝜔𝑖𝑖 �1 + 3𝑐𝑠𝑠2 (𝜉𝑖𝑖 ∙ 𝑙𝑙) + 92𝑐𝑠𝑠4 (𝜉𝑖𝑖 ∙ 𝑙𝑙)2 − 32𝑐𝑠𝑠2 𝑙𝑙 ∙ 𝑙𝑙� 2.10 
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and the discrete velocity set {𝜉𝑖𝑖} can be obtained explicitly from [47-49]. For the D2Q9 structure, 
it is known that: 
𝜉0 = (0, 0),𝑓𝑓𝑜𝑟 𝑖 = 0, 
𝜉𝑖𝑖 = (1,0), (−1,0), (0,1), (0,−1),𝑓𝑓𝑜𝑟  𝑖 = 1,2,3,4, 
𝜉𝑖𝑖 = √2�(1,1), (−1,−1), (−1,1), (1,−1)�,𝑓𝑓𝑜𝑟 𝑖 = 5,6,7,8. 2.11 
and the weighting coefficients 𝜔𝑖𝑖 have the following values: 
𝜔𝑖𝑖 =
⎩
⎪
⎨
⎪
⎧
49 ,   𝑖 = 0,          19 ,   𝑖 = 1,2,3,4,136 , 𝑖 = 5,6,7,8.
 2.12 
 With the discretized velocity space, the hydrodynamic moments can be obtained as: 
𝜌 = �𝑓𝑓𝑖𝑖8
𝑖𝑖=0
= �𝑓𝑓𝑖𝑖𝑒𝑞8
𝑖𝑖=0
 2.13 
𝜌𝑙𝑙 = �𝑒𝑒𝑖𝑖𝑓𝑓𝑖𝑖8
𝑖𝑖=0
= �𝑒𝑒𝑖𝑖𝑓𝑓𝑖𝑖𝑒𝑞8
𝑖𝑖=0
 2.14 
The speed of sound of the D2Q9 model is 𝑐𝑠𝑠2 = 𝑐23 , where 𝑐 = ∆𝑥∆𝑡𝑡 , so then the state 
equation of an ideal gas is 𝑑𝑑 = 𝜌𝑐𝑠𝑠2. To recover the Navier-Stokes equation in the incompressible 
limit (𝑀𝑎𝑎 = 𝑙𝑙/𝑐 ≪ 1)[50], up to the leading order truncation error, the kinetic viscosity can be 
obtained as [51]: 
𝜐 = �𝜏𝜏 − 12� 𝑐𝑠𝑠2Δ𝑡𝑡 2.15 
For the above expression 2.15, 𝜏𝜏 must be greater than 0.5, so that the kinetic viscosity is positive.  
To complete the discretized lattice-BGK equation 2.9, two sub-steps need to be finished 
in one time step: 
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Collision: 𝑓𝑓𝑖𝑖+(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) − 1𝜏 �𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡)�, and 2.16 
Streaming: 𝑓𝑓𝑖𝑖(𝑥𝑥 + 𝑒𝑒𝑖𝑖Δ𝑡𝑡, 𝑡𝑡 + Δ𝑡𝑡) = 𝑓𝑓𝑖𝑖+(𝑥𝑥, 𝑡𝑡), 2.17 
where 𝑓𝑓𝑖𝑖  and 𝑓𝑓𝑖𝑖+ denote the particle distribution function’s state before and after the collision 
step, respectively. From equation 2.16, we know that the collision process is purely local. As can 
be seen from equation 2.17, during the streaming step, the PDFs shift to the nearest neighboring 
nodes according to the discrete velocity direction 𝜉𝑖𝑖 . The way in which this PDF shifting is 
altered by boundaries is then discussed in the following chapter. 
Due to the kinetic nature of the LBM, there are several distinct features of the LBM 
compared with the traditional N-S solver CFD techniques: 
1. In the LBM, the convection terms (streaming process) are linear; the N-S solver must
deal with nonlinear convective terms. The combination of the streaming process and collision 
process can recover the mesoscopic BTE to the macroscopic N-S equations. 
2. For incompressible flow, the pressure can be obtained easily with the LBM by the
equation of state 𝑑𝑑 = 𝜌𝑐𝑠𝑠2. On the other hand, the Poisson equation needs to be solved for the 
pressure field in the N-S solver.  
3. For an explicit numerical scheme, the Courant-Friedrichs-Lewy (CFL) condition
(𝐶𝐹𝐿𝐿 = 𝑙𝑙 ∆𝑡𝑡
∆𝑥
< 1) [16]  is a basic stability criterion, which implies that the physical speed 𝑙𝑙 can 
not travel faster than the highest speed can be supported by the discrete lattice grid 𝑐 = ∆𝑥
∆𝑡𝑡
. In the 
LBM, the CFL number can be obtained as 𝐶𝐹𝐿𝐿 = 𝑙𝑙 ∆𝑡𝑡
∆𝑥
= 𝑢
𝑐
= 𝑀𝑎𝑎 ≪ 1 (incompressible limit), so 
that the LBM satisfies the CFL condition all of the time. 
14 
4. For implementing boundary conditions (BCs), which are essential for modeling
complex fluid flows, in the LBE model there is no counterpart of the BCs found in a N-S solver, 
thus the BCs in the LBM need to be transformed into quantities that can be related to the PDFs.  
2.3 UNIT TRANSFORMATION BETWEEN THE PHYSICAL SYSTEM AND THE 
LATTICE BOLTZMANN SYSTEM  
To simulate a physically realistic system, developing a technique to rigorously transform the 
measurable, physical units to lattice units is crucial. A summation of our unit transformation 
methodology is given in Table 2-1. In that table, “𝑙𝑙𝑙𝑙” are lattice length units, and “𝑡𝑡𝑠” are lattice 
time units. All of the computational tests discussed in this thesis are strictly based on the unit 
transformations table as listed below. Details of the units transformation for the numerical tests 
are given in each of the tests, respectively. 
As an example, in order to simulate a real physical fluid flow with a velocity 𝑙𝑙𝑡𝑡, the 
procedure will be shown as to how to convert 𝑙𝑙𝑡𝑡 into the lattice Boltzmann velocity 𝑙𝑙𝑤𝑤𝑏𝑏 based on 
Table 2-1. First, the mesh resolution ∆𝑥𝑥 needs to be chosen. Second, a value is chosen for the 
relaxation time parameter 𝜏𝜏 (𝜏𝜏 > 0.5). When that is known, the kinetic viscosity in the lattice 
Boltzmann system 𝜈𝑤𝑤𝑏𝑏 = 𝑐𝑠𝑠2 �𝜏−12 � Δ𝑡𝑡 = 2𝜏−16  can be determined. Based on the relationship
between the kinetic viscosity of these two systems, 𝜈𝑤𝑤𝑏𝑏 = 𝜈𝑡𝑡 × ∆𝑡𝑡(∆𝑥)2, the time step Δ𝑡𝑡 can be 
determined. Finally, with it known that 𝑙𝑙𝑤𝑤𝑏𝑏 = 𝑙𝑙𝑡𝑡 × ∆𝑡𝑡 , the velocity in the lattice Boltzmann ∆𝑥 
system is successfully converted. 
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Table 2-1: Unit transformations. 
Physical system Lattice Boltzmann system 
Length: 𝐿𝐿(𝑚), 
Width: 𝑊(𝑚), 
Time: 𝑡𝑡(𝑠), 
Length: 𝑋𝑋(𝑙𝑙𝑙𝑙) = 𝐿(𝑏𝑏)
∆𝑥
, 
Width: 𝑌𝑌(𝑙𝑙𝑙𝑙) = 𝑊(𝑏𝑏)
∆𝑦
, 
Time: 𝑇(𝑡𝑡𝑠) = 𝑡𝑡(𝑠𝑠)
∆𝑡𝑡
, 
where ∆𝑥𝑥 = ∆𝑦𝑦 = 1(𝑙𝑙𝑙𝑙) = 𝐿
𝑋
(𝑚), 
∆𝑡𝑡 = 1(𝑡𝑡𝑠) = 𝑡𝑡
𝑇
(𝑠).
Density: 𝜌𝑡𝑡(𝑘𝑔 𝑚3⁄ ), Density: 𝜌𝑤𝑤𝑏𝑏 = 𝜌𝑡𝑡 ×
(∆𝑥)3
∆𝑏𝑏
, in most cases, 𝜌𝑤𝑤𝑏𝑏
is set to be 1.0, so the lattice mass ∆𝑚 can be 
chosen to satisfy that. 
Velocity: 𝑙𝑙𝑡𝑡 (𝑚 𝑠⁄ ), Velocity: 𝑙𝑙𝑤𝑤𝑏𝑏 = 𝑙𝑙𝑡𝑡 × ∆𝑡𝑡∆𝑥. 
Kinetic viscosity: 𝜈𝑡𝑡 = 𝜇𝜌 (𝑚2 𝑠⁄ ), 
Kinetic viscosity: 𝜈𝑤𝑤𝑏𝑏 = 𝑐𝑠𝑠2 �𝜏−12 � Δ𝑡𝑡 = 2𝜏−16 , 
where 𝜏𝜏 is the relaxation time parameter, 
𝑐𝑠𝑠 = 1√3 is the speed of sound, and 𝑐 = Δ𝑥Δ𝑡𝑡 =1(𝑤𝑤𝑢
𝑡𝑡𝑠𝑠
) is the propagation speed, so 𝜈𝑤𝑤𝑏𝑏 = 𝜈𝑡𝑡 ×
∆𝑡𝑡(∆𝑥)2. 
Reynolds number: 𝑅𝑒𝑒 = 𝜌𝑝𝑢𝑝𝐷𝑝
𝜇𝑝
= 𝑢𝑝𝐷𝑝
𝜈𝑝
, 
where 𝐷𝐷𝑡𝑡 is the characteristic length. 
Reynolds number: 𝑅𝑒𝑒 = 𝜌𝑙𝑏𝑢𝑙𝑏𝐷𝑙𝑏
𝜇𝑙𝑏
= 𝑢𝑙𝑏𝐷𝑙𝑏
𝜈𝑙𝑏
. 
Pressure: 𝑃𝑡𝑡 (𝑘𝑔 𝑚2 ∙ 𝑠2⁄ ), Pressure: 𝑃𝑤𝑤𝑏𝑏 = 𝑐𝑠𝑠2𝜌𝑤𝑤𝑏𝑏 = 𝑐𝑠𝑠2𝜌𝑡𝑡 × (∆𝑥)3∆𝑏𝑏 . 
16 
17 
Table 2-1 (continued).
Gravity: 𝑔𝑡𝑡, Gravity: 𝑔𝑤𝑤𝑏𝑏 = 𝑔𝑡𝑡 × (∆𝑡𝑡)2∆𝑥 . 
3.0  BOUNDARY CONDITIONS 
Of course, in implementing the lattice-BGK method, consideration must be given to a fluid’s 
interaction with open and solid boundaries. Moreover, in a particulate suspension system, a 
profound understanding of the hydrodynamic interaction between the particle and fluid at the 
mesoscopic level is required, and thus researching the interface between the fluid and solid 
surface is of the most interest in this dissertation. In traditional CFD algorithms, the non-slip 
boundary conditions can be fulfilled by bounding the macroscopic variables; i.e., setting 
velocities at the body surface equal to the velocities of the fluid adjacent to the body. However, 
unlike imposing non-slip boundary conditions through the macroscopic variables, there is no 
physically analogous boundary condition at the mesoscopic level. Hence, methodologies for non-
slip boundary conditions need to be transferred to mesoscopic PDFs in the lattice Boltzmann 
method.  
Before delving into the investigation on the solid-fluid interfaces, the periodic boundary 
condition must be introduced first, where the realistic boundary of a computational domain can 
be defined to give any meaningful numerical results. The basic order to execute the LBM is 
listed in Figure 3-1. For a computational domain that is 𝑀 × 𝑁 in length and width, as shown in 
Figure 3-2, after execution of both of the collision and streaming processes in one time step, the 
PDFs located at (1,𝑦𝑦 = 1, … ,𝑁) with directions 1, 5, and 8 are unknown while the PDFs located 
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at (𝑀, 1, … ,𝑁) with directions 2, 7, and 6 are unknown. Then the 𝑥𝑥-direction periodic boundary 
conditions are specified as follows to give the unknown PDFs: 
𝑓𝑓𝑖𝑖(1,𝑦𝑦) = 𝑓𝑓𝑖𝑖(𝑀 + 1, 𝑦𝑦), and 𝑓𝑓𝑖𝑖(𝑀, 𝑦𝑦) = 𝑓𝑓𝑖𝑖(0,𝑦𝑦). 3.1 
𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓 = 𝑥𝑥𝑏𝑏 + 𝑒𝑒−𝑖𝑖∆𝑡𝑡, 𝑡𝑡 + ∆𝑡𝑡� = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑏𝑏, 𝑡𝑡+)   3.2 
Figure 3-1: The flowchart of the basic order of the LBM algorithm. 
Collision 
Initialization 
Compute Macro-variables 
Boundary condition for 
solid wall (y-direction) 
Periodic Boundary 
condition (x-direction) 
Streaming 
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 Figure 3-2: The periodic boundary. The solid circles are the lattice nodes while the open circles 
are the buffer layer nodes. 
Next, the treatment of PDFs for the boundary condition for the solid-fluid boundary will 
be explained more explicitly based on Figure 3-3 . As introduced in equations 2.16 and 2.17, the 
PDF at each fluid node needs to experience collision and streaming processes to implement the 
LBM algorithm in one time step ∆𝑡𝑡 . For example, there is a PDF 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) (where 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) =
𝑓𝑓(𝑥𝑥, 𝑒𝑒𝑖𝑖 , 𝑡𝑡), 𝑥𝑥 is the location, 𝑒𝑒𝑖𝑖 is the velocity vector, and 𝑡𝑡 is the time) located at 𝑥𝑥𝑓𝑓. After the 
local collision process, this PDF will shift to the neighbor node located at 𝑥𝑥𝑏𝑏  based on the 
direction vector 𝑒𝑒𝑖𝑖 . However, due to the impermeability of the boundary wall, the PDF will 
bounce-back with direction 𝑒𝑒−𝑖𝑖  (reversed direction of 𝑒𝑒𝑖𝑖 , and 𝑒𝑒−𝑖𝑖 = −𝑒𝑒𝑖𝑖), which is 𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓, 𝑡𝑡 +
∆𝑡𝑡�. 
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 Figure 3-3: Layout of the curved surface mapped on the regular lattices in 2-D space. The red 
curved line denotes the body surface. The open circles denote the fluid nodes. The red solid 
circles denote the solid nodes with connections to the fluid nodes. The green solid circles denote 
the solid nodes without connections to fluid nodes.  
 
From the description, we know that the information of 𝑓𝑓−𝑖𝑖+  at location 𝑥𝑥𝑏𝑏is necessary to 
finish the streaming process: 
𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓 = 𝑥𝑥𝑏𝑏 + 𝑒𝑒−𝑖𝑖∆𝑡𝑡, 𝑡𝑡 + ∆𝑡𝑡� = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑏𝑏, 𝑡𝑡+). 3.3 
However, the PDFs in the solid area are unknown, and thus the main focus is to obtain the 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝑏𝑏, 𝑡𝑡+) with the direction of 𝑒𝑒−𝑖𝑖 to finish the streaming process in one time step ∆𝑡𝑡.  
In order to quantify different techniques for balancing these PDFs, a variety of boundary 
conditions are investigated comprehensively and applied to the LBM algorithm in this chapter.  
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3.1 FULL WAY BOUNCE-BACK AND HALF WAY BOUNCE-BACK BOUNDARY 
CONDITIONS  
In order to simulate a non-slip boundary condition, much of the previous work on the boundary 
conditions of the LBM on a mesoscopic level [27, 29, 52-60] has focused on the full way 
bounce-back boundary condition [27, 52, 53] and half way bounce-back boundary condition 
[29]. 
In order to approximate the non-slip boundary condition, the full way bounce-back 
boundary condition, also known as the on node bounce-back boundary condition, assumes that 
the PDFs of the fluid nodes collide with the solid boundary and simply reflect back in the 
opposite direction of the incoming velocity with the same magnitude. Taking Figure 3-4 as an 
example, the explicit numerical expression for a D2Q9 model by applying this boundary 
condition is 𝑓𝑓6 = 𝑓𝑓5, 𝑓𝑓4 = 𝑓𝑓3, and 𝑓𝑓8 = 𝑓𝑓7, and the general numerical expression is: 
𝑓𝑓−𝑖𝑖(𝑥𝑥, 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡), 3.4 
However, due to the poor first order numerical accuracy in space, a finite slip velocity will 
always exist on the boundary wall [52, 57].  
 
Figure 3-4: Full way bounce-back boundary condition, where the boundary wall is located on the 
lattice nodes. 
Boundary wall 
𝑓𝑓7 𝑓𝑓5 
𝑓𝑓8 𝑓𝑓6 
𝑓𝑓3 
𝑓𝑓4 
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 In order to improve the numerical accuracy and reduce the slip velocity at the boundary, 
the half way bounce-back boundary condition was developed, where the wall boundary is simply 
placed in the middle of the lattice nodes, as shown in Figure 3-5. The half way bounce-back 
boundary condition is also known as bounce-back on the link (BBL) [23], and has been proven 
to give second order numerical accuracy [16, 52, 54]. The half way bounce-back boundary 
condition has been shown to provide a good level of performance when dealing with boundaries 
parallel to the lattice grid, such as flat walls and channel surfaces. The explicit scheme of the 
BBL as illustrated in Figure 3-5 is 𝑓𝑓6 = 𝑓𝑓5, 𝑓𝑓4 = 𝑓𝑓3, and 𝑓𝑓8 = 𝑓𝑓7, and the general form of the 
BBL is: 
 
Figure 3-5: The BBL boundary condition, where the boundary wall is located in the middle of 
the links connecting the buffer layer (solid circles) and fluid nodes (open circles). 
𝑓𝑓−𝑖𝑖(𝑥𝑥, 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡+), 3.5 
However, when dealing with curved boundaries, simply placing the boundary wall in the 
middle of two lattice nodes to simulate the non-slip boundary condition will degrade the shape 
resolution of the body immersed in the flow field, and the force exerted on the body at finite and 
high Reynolds numbers cannot be obtained correctly. Due to the “stair-step” approximated 
boundary, the geometric integrity of the body cannot be preserved, which is important for 
Boundary wall 𝑓𝑓7 
𝑓𝑓5 
𝑓𝑓8 
𝑓𝑓6 
𝑓𝑓3 
𝑓𝑓4 
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vorticity generation and stress distributions. Both of these are sensitive to the geometric 
resolution of the half way bounce-back boundary condition when the Reynolds number is high 
[32]. For high Reynolds number flows, boundary conditions based on interpolation in curvilinear 
coordinates were proposed [61, 62] to overcome the geometry issues.  
3.2 THE BOUNDARY CONDITION BASED ON INTERPOLATION 
A boundary scheme based on the linear and quadratic interpolation was proposed by Bouzidi et 
al. [56], which can capture the exact locations of the boundary wall for both still and moving 
boundaries. The details of the derivation of this momentum transfer based boundary scheme is 
reviewed in the following section.  
 An intersection fraction is defined as: 𝑞𝑞 = |𝐶𝐶𝑊||𝐶𝐶𝐷|  (0 ≤ 𝑞𝑞 ≤ 1), which denotes the distance 
between the lattice node in the fluid domain and the boundary wall. This scheme takes into 
consideration two circumstances, 0 ≤ 𝑞𝑞 ≤ 1/2 (Figure 3-6) and 1/2 ≤ 𝑞𝑞 ≤ 1 (Figure 3-7), and 
boundary schemes for the two different circumstances are illustrated in the next sub-sections, 
respectively.  
1. When 0 ≤ 𝑞𝑞 ≤ 1/2 , the boundary condition for a static wall can be obtained as 
follows. After the collision process, the PDF at C is 𝑓𝑓𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡+), and to implement the streaming 
process, this PDF will travel ∆𝑥𝑥 = 1 in one time step ∆𝑡𝑡 = 1 from C to the wall W and bounce-
back until it reaches E (because 0 ≤ 𝑞𝑞 ≤ 1/2, and the location of E will be between B and C). 
The PDF will then become 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1). From the standard LBM scheme, as described in 
equation 2.17, we know that 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐷 , 𝑡𝑡). However, the 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐷, 𝑡𝑡) is unknown to 
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us due to the impermeability of the boundary wall located at W. We make the assumption that 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸 , 𝑡𝑡), where 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸) is a fictitious PDF at E after the collision. This PDF 
will implement the streaming process by starting at E and will travel through C and arrive at the 
wall W, and then bounce-back until it arrives at C (the dotted line in Figure 3-6) in one time step 
∆𝑡𝑡 = 1. Thus, the boundary condition can  construct the PDF at C with the direction of – 𝑖 
(𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1)).  
 
Figure 3-6: Sketch of the interpolation boundary scheme for 0 ≤ 𝑞𝑞 ≤ 1/2 , where the open 
diamonds represent the lattice nodes at the fluid domain, the solid diamond represents the lattice 
node in the solid domain, the boundary wall is located at W, and E denotes the starting point of 
the PDF arriving at C after a time step. 
From Figure 3-6, we know that after collision, 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸 , 𝑡𝑡) will stream ∆𝑥𝑥 = 1 and arrive at 
C, and then become 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1). From the definition of 𝑞𝑞, we know that |𝐶𝑊| = 𝑞𝑞; thus, the 
distance of |𝐸𝐶|  is |𝐸𝐶| = 1 − 2𝑞𝑞 , and |𝐵𝐸| = |𝐵𝐶| − |𝐸𝐶| = 1 − (1 − 2𝑞𝑞) = 2𝑞𝑞 . Based on 
the assumption that 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸 , 𝑡𝑡), we can state the linear interpolation scheme for 
𝑓𝑓𝑖𝑖
+(𝑥𝑥𝐸𝐸 , 𝑡𝑡)as: 
A B 
C 
D E 
𝑓𝑓𝑖𝑖
+(𝑥𝑥𝐸𝐸) 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐵𝐵) 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶) 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸) W 
𝑞𝑞 2𝑞𝑞 1 − 2𝑞𝑞 
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𝑓𝑓𝑖𝑖
+(𝑥𝑥𝐶𝐶 , 𝑡𝑡) − 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸 , 𝑡𝑡)|𝐶𝐸| = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸 , 𝑡𝑡) − 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐵𝐵, 𝑡𝑡)|𝐵𝐸|  3.6 
With |𝐶𝐸| and |𝐵𝐸| known, the PDF at the fictitious node E is: 
𝑓𝑓𝑖𝑖
+(𝑥𝑥𝐸𝐸 , 𝑡𝑡) = 2𝑞𝑞𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡) + (1 − 2𝑞𝑞)𝑓𝑓𝑖𝑖+(𝑥𝑥𝐵𝐵 , 𝑡𝑡) 3.7 
This PDF will stream to the wall and bounce-back and arrive at C after a whole streaming 
process; thus, the PDF at C after streaming is: 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸 , 𝑡𝑡) = 2𝑞𝑞𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡) + (1 − 2𝑞𝑞)𝑓𝑓𝑖𝑖+(𝑥𝑥𝐵𝐵 , 𝑡𝑡) 3.8 
For the quadratic interpolation scheme, the Lagrange polynomial is applied to obtain the 
unknown PDF. The Lagrange polynomial has the general form of: 
𝑦𝑦(𝑥𝑥) = 𝐿𝐿0(𝑥𝑥)𝑦𝑦0 + 𝐿𝐿1(𝑥𝑥)𝑦𝑦1 + 𝐿𝐿2(𝑥𝑥)𝑦𝑦2, 3.9 
where 𝐿𝐿0(𝑥𝑥) = (𝑥−𝑥1)(𝑥−𝑥2)(𝑥0−𝑥1)(𝑥0−𝑥2), 𝐿𝐿1(𝑥𝑥) = (𝑥−𝑥0)(𝑥−𝑥2)(𝑥1−𝑥0)(𝑥1−𝑥2), and 𝐿𝐿2(𝑥𝑥) = (𝑥−𝑥1)(𝑥−𝑥0)(𝑥2−𝑥1)(𝑥2−𝑥0). 
Setting the origin of the coordinate at 𝑥𝑥0 = 𝑥𝑥𝐴 = 0 , 𝑥𝑥1 = 𝑥𝑥𝐵𝐵 = 1 , 𝑥𝑥2 = 𝑥𝑥𝐶𝐶 = 2 , and 
𝑥𝑥 = 𝑥𝑥𝐸𝐸 = 1 + 2𝑞𝑞, we then have: 
𝐿𝐿0(𝑥𝑥) = (𝑥𝑥 − 1)(𝑥𝑥 − 2)(𝑥𝑥0 − 𝑥𝑥1)(𝑥𝑥0 − 𝑥𝑥2) = (𝑥𝑥 − 1)(𝑥𝑥 − 2)2 = 2𝑞𝑞(2𝑞𝑞 − 1)2 , 3.10 
 
𝐿𝐿1(𝑥𝑥) = −𝑥𝑥(𝑥𝑥 − 2) = −(1 + 2𝑞𝑞)(1 + 2𝑞𝑞 − 2), and 3.11 
 
𝐿𝐿2(𝑥𝑥) = 𝑥𝑥(𝑥𝑥 − 1)2 = (1 + 2𝑞𝑞)(1 + 2𝑞𝑞 − 1)2 , 3.12 
with it known that 𝑦𝑦0 = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐴, 𝑡𝑡), 𝑦𝑦1 = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐵𝐵 , 𝑡𝑡), and 𝑦𝑦2 = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡) . Remembering the 
assumption that 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐸𝐸 , 𝑡𝑡), then the quadratic scheme for the unknown PDF can 
be obtained by substituting 𝐿𝐿0(𝑥𝑥), 𝐿𝐿1(𝑥𝑥), and 𝐿𝐿2(𝑥𝑥) with 𝑦𝑦0, 𝑦𝑦1, and 𝑦𝑦2 into equation 3.9 as : 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1) = 𝑞𝑞(2𝑞𝑞 − 1)𝑓𝑓𝑖𝑖+(𝑥𝑥𝐴, 𝑡𝑡) + (1 + 2𝑞𝑞)(1 − 2𝑞𝑞)𝑓𝑓𝑖𝑖+(𝑥𝑥𝐵𝐵 , 𝑡𝑡) +(1 + 2𝑞𝑞)𝑞𝑞𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡). 3.13 
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2. When 1/2 ≤ 𝑞𝑞 ≤ 1, the streaming destination of the PDF starting from C will be E, 
which will be located between C and D rather than between B and C. After the collision process, 
the PDF 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡) will travel from C to W and then bounce-back at the wall until arriving at E 
after one time step ∆𝑡𝑡 (the dotted line in Figure 3-7). We make the assumption that 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐸𝐸 , 𝑡𝑡 +1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡), where C will be located between B and E, and thus the interpolation scheme can 
be applied. With it known that |𝐶𝑊| = 𝑞𝑞 , |𝐶𝐵| = 1 , and |𝐶𝐸| = 2𝑞𝑞 − 1 , the unknown 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1) can be obtained by applying the linear interpolation scheme as:  
 
 
Figure 3-7: Sketch of the interpolation boundary scheme for 1/2 ≤ 𝑞𝑞 ≤ 1 , where the open 
diamonds represents the lattice nodes at the fluid domain, the solid diamond represents the lattice 
node in the solid domain, the boundary wall is located at W, and E denotes the destination of the 
PDF after one time step trip. 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1) − 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐵𝐵, 𝑡𝑡 + 1)|𝐶𝐵| = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐸𝐸 , 𝑡𝑡 + 1) − 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1)|𝐸𝐶| , 3.14 
and then the unknown 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1) is: 
A B C D E 
𝑓𝑓−𝑖𝑖
+(𝑥𝑥𝐶𝐶) 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐵𝐵) 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶) 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝐸𝐸 , 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶) 
W 
𝑞𝑞 1 2𝑞𝑞 − 1 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1) =? 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐵𝐵, 𝑡𝑡 + 1) = 𝑓𝑓−𝑖𝑖
+(𝑥𝑥𝐶𝐶) 
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𝑓𝑓−𝑖𝑖(𝑥𝑥𝐶𝐶 , 𝑡𝑡 + 1) = 12𝑞𝑞 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐸𝐸 , 𝑡𝑡 + 1) + 2𝑞𝑞 − 12𝑞𝑞 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐵𝐵, 𝑡𝑡 + 1)
= 12𝑞𝑞  𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡) + 2𝑞𝑞 − 12𝑞𝑞 𝑓𝑓−𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡) 3.15 
For the quadratic interpolation scheme, the Lagrange polynomial is applied to obtain the 
unknown PDF, just as introduced for 0 ≤ 𝑞𝑞 ≤ 1/2. 
Setting the origin of the coordinate 𝑥𝑥1 = 𝑥𝑥𝐵𝐵 = 0, thus, 𝑥𝑥0 = 𝑥𝑥𝐴 = −1, , 𝑥𝑥2 = 𝑥𝑥𝐸𝐸 = 2𝑞𝑞, 
and 𝑥𝑥 = 𝑥𝑥𝑐 = 1, and we have: 
𝐿𝐿0(𝑥𝑥) = 𝑥(𝑥−2𝑞)(𝑥0−𝑥1)(𝑥0−𝑥2) = 1(1−2𝑞)2𝑞+1 , 3.16 
𝐿𝐿1(𝑥𝑥) = (𝑥+1)(𝑥−2𝑞)−2𝑞 = 2𝑞−12𝑞 , and  3.17 
𝐿𝐿2(𝑥𝑥) = 𝑥(𝑥+1)2𝑞(2𝑞+1) = 1𝑞(2𝑞+1), 3.18 
with it known that 𝑦𝑦0 = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐴, 𝑡𝑡 + 1), 𝑦𝑦1 = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐵𝐵, 𝑡𝑡 + 1), and 𝑦𝑦2 = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐸𝐸 , 𝑡𝑡 + 1). Keeping in 
mind the streaming process defined in equation 2.17, we know that 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐴, 𝑡𝑡 + 1) = 𝑓𝑓−𝑖𝑖+(𝑥𝑥𝐵𝐵, 𝑡𝑡), 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝐵𝐵, 𝑡𝑡 + 1) = 𝑓𝑓−𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡), and 𝑓𝑓−𝑖𝑖(𝑥𝑥𝐸𝐸 , 𝑡𝑡 + 1) = 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡). Substituting equations 3.16-3.18 and 
𝑦𝑦0 , 𝑦𝑦1  and 𝑦𝑦2  into equation 3.9, the quadratic interpolation scheme of 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1)  can be 
obtained as: 
𝑓𝑓−𝑖𝑖(𝑥𝑥𝑐 , 𝑡𝑡 + 1) = 1−2𝑞1+2𝑞 𝑓𝑓−𝑖𝑖+(𝑥𝑥𝐵𝐵, 𝑡𝑡) + 2𝑞−12𝑞 𝑓𝑓−𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡) + 1𝑞(2𝑞+1) 𝑓𝑓𝑖𝑖+(𝑥𝑥𝐶𝐶 , 𝑡𝑡). 3.19 
 For boundaries with velocities, more detailed information about Bouzidi’s boundary 
scheme can be found in [56]. 
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3.3 CURVED BOUNDARY CONDITIONS 
To overcome the degraded accuracy when dealing with a curved geometry, Filippova and Hänel 
(FH) [31, 63] proposed a boundary condition at the interaction surface when a curved  geometry 
is placed in a flow, with simulation tests of an unsymmetrical cylinder in the channel 
investigated in detail [31]. The FH boundary condition scheme can be illustrated as follows. 
First, we introduce a fraction of an intersected link ∆= �𝑥𝑓−𝑥𝑤�
�𝑥𝑓−𝑥𝑏�
 , where the locations of 
𝑥𝑥𝑓𝑓 , 𝑥𝑥𝑤𝑤 , and 𝑥𝑥𝑏𝑏  are shown in Figure 3-3. Obviously, 0 ≤ ∆≤ 1 , and the horizontal distance 
between 𝑥𝑥𝑓𝑓 and 𝑥𝑥𝑤𝑤 is ∆ ∙ 𝛿𝛿𝑥. Since 𝛿𝛿𝑥 = 𝛿𝛿𝑦, the horizontal and vertical distances between 𝑥𝑥𝑓𝑓 and 
𝑥𝑥𝑤𝑤  are the same. As mentioned before, for PDFs after the collision step at time 𝑡𝑡+ , the 
information of 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑏𝑏, 𝑡𝑡+) is needed to implement the streaming process, where 𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓 = 𝑥𝑥𝑏𝑏 +
𝑒𝑒−𝑖𝑖∆𝑡𝑡, 𝑡𝑡 + ∆𝑡𝑡� = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑏𝑏, 𝑡𝑡+). However, 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑏𝑏, 𝑡𝑡+) is unknown to us, so Filippova and Hänel 
proposed a construction scheme for 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑏𝑏, 𝑡𝑡+) as:  
𝑓𝑓−𝑖𝑖(𝑥𝑥𝑏𝑏, 𝑡𝑡+) = (1 − 𝜒)𝑓𝑓𝑖𝑖�𝑥𝑥𝑓𝑓, 𝑡𝑡+� + 𝜒𝑓𝑓𝑖𝑖∗�𝑥𝑥𝑓𝑓 , 𝑡𝑡� + 2𝜔𝑖𝑖𝜌 3𝑐2 𝑒𝑒𝑖𝑖 ∙ 𝑙𝑙𝑤𝑤 3.20 
where 𝑙𝑙𝑤𝑤 is the boundary wall’s velocity, and 𝜒 is the weighting factor (which is unknown and 
needs to be calculated) which controls the linear interpolation between 𝑓𝑓𝑖𝑖�𝑥𝑥𝑓𝑓, 𝑡𝑡+� and 𝑓𝑓𝑖𝑖∗�𝑥𝑥𝑓𝑓, 𝑡𝑡�.  
To solve the FH boundary scheme in equation 3.20, the first step is to construct the 
fictitious equilibrium distribution function 𝑓𝑓𝑖𝑖∗ by the following expression: 
𝑓𝑓𝑖𝑖
∗�𝑥𝑥𝑓𝑓, 𝑡𝑡� = 𝜔𝑖𝑖𝜌�𝑥𝑥𝑓𝑓 , 𝑡𝑡� �1 + 3𝑐2 𝑒𝑒𝑖𝑖 ∙ 𝑙𝑙𝑏𝑏𝑓𝑓 + 92𝑐4 �𝑒𝑒𝑖𝑖 ∙ 𝑙𝑙𝑓𝑓�2 − 32𝑐2 𝑙𝑙𝑓𝑓 ∙ 𝑙𝑙𝑓𝑓� 3.21 
where 𝑙𝑙𝑓𝑓  is the velocity of the fluid adjacent to the boundary wall and 𝑙𝑙𝑏𝑏𝑓𝑓  needs to be 
determined based on the fraction parameter ∆,  fluid velocity 𝑙𝑙𝑓𝑓 and wall velocity 𝑙𝑙𝑤𝑤: 
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𝑙𝑙𝑏𝑏𝑓𝑓 = (∆ − 1) 𝑢𝑓∆ + 𝑢𝑤∆ , and 𝜒 = (2∆−1)𝜏 , when ∆≥ 12 3.22 
𝑙𝑙𝑏𝑏𝑓𝑓 = 𝑙𝑙𝑓𝑓, and 𝜒 = (2∆−1)𝜏−1 , when ∆< 12 . 3.23 
From the above expressions, we know that when the choice of the 𝜏𝜏 value is close to 1, 𝜒 will be 
infinite when ∆< 1
2
.  Thus, the stability behavior of this boundary scheme can be problematic 
when applying the original FH scheme. The stability region figures for classic fluid flows can be 
found in [32]. Due to the flexibility of the construction for the 𝑙𝑙𝑏𝑏𝑓𝑓 in the fictitious equilibrium 
distribution function given in equation 3.21, Mei et al. [32, 33, 64] modified the 𝑙𝑙𝑏𝑏𝑓𝑓  in the 
original FH scheme when ∆< 1
2
 to avoid the numerical instability caused by infinite 𝜒: 
𝑙𝑙𝑏𝑏𝑓𝑓 =  𝑙𝑙𝑓𝑓𝑓𝑓 =  𝑙𝑙𝑓𝑓 �𝑥𝑥𝑓𝑓 + 𝑒𝑒−𝑖𝑖∆𝑡𝑡, 𝑡𝑡�, and 𝜒 = 2∆−1𝜏−2 ,  when  ∆< 12. 3.24 
After the modification of 𝜒 and 𝑙𝑙𝑏𝑏𝑓𝑓 for ∆< 12, the stability region can be highly expanded for 
different ∆ and 𝜏𝜏 [32].  
It should be noted that, for the original FH boundary scheme and the modified FH 
boundary scheme, neither considered specified treatments for the nodes inside the body (the 
green solid circles in Figure 3-3), which have no adjacent connections to the fluid nodes. 
However, to model the particle’s dynamics in the fluid, the lattice nodes inside the solid body 
also need to be treated to keep the whole computational region consistent. Thus, a moving 
boundary scheme is needed to be able to model the particle’s dynamics in the fluid. 
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3.4 BOUNDARY CONDITION FOR A CURVED BOUNDARY WITH A VELOCITY  
To simulate the dynamics of a solid body immersed in a fluid with the LBM, there are two types 
of approaches to describe the moving boundary condition: one is a momentum-exchange 
algorithm [65-67], first proposed by Ladd [28], and the other is an immersed boundary algorithm 
[68-70], first introduced by Peskin [71].  
The scheme Ladd proposed is based on the momentum conservation between the particle 
nodes and fluid nodes during the process of collision. Thus, mass and momentum are conserved 
for the whole region. As shown in Figure 3-8, the map of the boundary nodes for a circular body 
is marked. In Ladd’s method, the boundary nodes are located at the center of the links connecting 
the fluid nodes and solid nodes. Thus, the computational geometry of the body is denoted as the 
red dashed lines. In this boundary treatment, both the nodes inside and outside of the body 
surface are treated as a fluid, where all of the nodes experience collision and streaming. 
Therefore, all of the nodes can be calculated to keep the whole computational domain consistent. 
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 Figure 3-8: Layout of the boundary nodes for a circular body with a diameter of 5 lattice lengths. 
The PDF’s directions are shown with the arrows. The position of the boundary nodes are marked 
as , the solid nodes are marked as , and the fluid nodes marked as . The surface of the 
body used in the calculation is marked as the red dashed line ----. 
 
When the PDFs of a fluid node with 𝑓𝑓𝑖𝑖(𝑥𝑥𝑓𝑓, 𝑡𝑡+) and a solid node with 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑤𝑤, 𝑡𝑡+) come 
from opposite directions into a static boundary node located at 𝑥𝑥𝑏𝑏, neither of the two PDFs can 
stream to the next lattice nodes due to the impermeability of the solid surface, as shown in Figure 
3-9, and will therefore bounce-back after the streaming process with 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑓𝑓, 𝑡𝑡 + 𝛿𝛿𝑡𝑡)  and 
𝑓𝑓𝑖𝑖(𝑥𝑥𝑤𝑤, 𝑡𝑡 + 𝛿𝛿𝑡𝑡), respectively, which can be expressed as: 
𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓 , 𝑡𝑡 + ∆𝑡𝑡� = 𝑓𝑓𝑖𝑖(𝑥𝑥𝑓𝑓 , 𝑡𝑡+) 3.25 
𝑓𝑓𝑖𝑖(𝑥𝑥𝑤𝑤, 𝑡𝑡 + ∆𝑡𝑡) = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑤𝑤, 𝑡𝑡+) 3.26 
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Figure 3-9: Particle distribution function (PDF) before and after streaming at the boundary node 
. 
 For a scenario with boundary nodes with a velocity 𝑙𝑙𝑏𝑏, the PDFs after streaming can be 
calculated based on the momentum exchange with the following scheme [1, 28]: 
𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓, 𝑡𝑡 + ∆𝑡𝑡� = 𝑓𝑓𝑖𝑖�𝑥𝑥𝑓𝑓, 𝑡𝑡+� + 2𝑐𝑠𝑠2 𝜔𝑖𝑖𝜌𝑙𝑙𝑏𝑏 ∙ 𝑒𝑒𝑖𝑖 3.27 
𝑓𝑓𝑖𝑖(𝑥𝑥𝑤𝑤, 𝑡𝑡 + ∆𝑡𝑡) = 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑤𝑤, 𝑡𝑡+) − 2𝑐𝑠𝑠2 𝜔𝑖𝑖𝜌𝑙𝑙𝑏𝑏 ∙ 𝑒𝑒𝑖𝑖 3.28 
where 𝑙𝑙𝑏𝑏  is the velocity of the boundary node. It can be calculated through the following 
expression: 
𝑙𝑙𝑏𝑏 = 𝑈𝑈 + Ω × (𝑥𝑥𝑏𝑏 − 𝑅) 3.29 
where 𝑈𝑈  is the translational velocity of the body, Ω is the rotational velocity of the body, 
𝑥𝑥𝑏𝑏 = 𝑥𝑥𝑓𝑓 + 12 ∆𝑡𝑡 ∙ 𝑒𝑒𝑖𝑖 is the location of the boundary node, and 𝑅 is the center location of the body.  
𝑓𝑓𝑖𝑖(𝑥𝑥𝑤𝑤, 𝑡𝑡 + ∆𝑡𝑡) 
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𝑓𝑓𝑖𝑖(𝑥𝑥𝑓𝑓, 𝑡𝑡+) 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑤𝑤, 𝑡𝑡+) 
𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓 , 𝑡𝑡 + ∆𝑡𝑡� After streaming, at time 𝑡𝑡 + ∆𝑡𝑡 
Before streaming, at time t 
i 
-i 
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3.5 PARTICLE SUSPENSION MODEL 
In order to investigate the particle suspension system, there are two important aspects that need 
to be taken into consideration besides the boundary condition.  
The first aspect is the particle suspension model. Ladd’s shell model [28, 29] and Aidun, 
Lu, and Ding’s (ALD’s) model [34] are two common models for the numerical investigation. 
The main feature of Ladd’s shell model is the lattice nodes both inside the solid surface and 
outside the solid surface are treated as fluid nodes, where the fluid nodes will experience both 
streaming and collision processes. ALD’s model, on the other hand, excludes the interior fluid 
nodes and identifies fluid nodes covered or uncovered at each time step. An impulse force (IMP) 
will be introduced when the solid particle moves to cover or uncover the fluid nodes; however, 
no detailed physical meaning interpretation of the IMP and the use of IMP is clarified [72].  
The second aspect is the force evaluation. Momentum exchange (ME) [29, 72] and stress 
integration (SI) [24] are two common methods applied to calculate the force exerted on the solid 
surfaces. In this dissertation, the ME proposed by Ladd is studied in detail, and more information 
about the method of SI can be found in [62, 73].  
For a boundary node interaction occurring at the surface, the force exerted at the 
boundary nodes 𝑥𝑥𝑏𝑏, as shown in Figure 3-9, can be expressed as: 
𝐹 �𝑥𝑥𝑏𝑏 = 𝑥𝑥𝑓𝑓 + 12 𝑒𝑒𝑖𝑖 , 𝑡𝑡 + 12∆𝑡𝑡� = −(𝑓𝑓𝑖𝑖(𝑥𝑥𝑤𝑤 , 𝑡𝑡 + ∆𝑡𝑡) − 𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓 , 𝑡𝑡 + ∆𝑡𝑡� 
−𝑓𝑓𝑖𝑖�𝑥𝑥𝑓𝑓 , 𝑡𝑡+� + 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑤𝑤 , 𝑡𝑡+)) = 2 �𝑓𝑓𝑖𝑖�𝑥𝑥𝑓𝑓 , 𝑡𝑡+� − 𝑓𝑓−𝑖𝑖(𝑥𝑥𝑤𝑤 , 𝑡𝑡+) − 2𝜔𝑖𝑖𝑐𝑠𝑠2 𝜌𝑙𝑙𝑏𝑏 ∙ 𝑒𝑒𝑖𝑖� 𝑒𝑒𝑖𝑖 . 
3.30 
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Based on the above expression, the force and torque exerted on the whole solid body, 𝐹𝑠𝑠 
and  𝑇𝑠𝑠, can be obtained by summing the forces and torques at each boundary node over the 
entire surface: 
 
𝐹𝑠𝑠 = �𝐹(𝑥𝑥𝑏𝑏)
𝐵𝐵𝑁
 3.31 
 
With the forces and torques exerted on the particle known, updating the particle velocities 
can be solved by Newton’s equations of motion: 
𝑀
𝑑𝑑𝑈𝑈(𝑡𝑡)
𝑑𝑑𝑡𝑡
= 𝐹𝑠𝑠(𝑡𝑡) 3.33 
𝐼
𝑑𝑑Ω(𝑡𝑡)
𝑑𝑑𝑡𝑡
= 𝑇𝑠𝑠(𝑡𝑡) 3.34 
For a 2-D simulation, the particle’s mass and moment of inertia are 𝑀 = 𝜌𝑠𝑠𝜋𝑟2  and 
𝐼 = 𝑀
2
𝑟2, respectively. 
In Ladd’s boundary scheme, both the lattice nodes inside and outside of the solid body 
are treated as a fluid, where instabilities exist in the particle update process [50]. Aidun et al. [50, 
74] subsequently modified Ladd’s scheme by taking into account the momentum exchange 
between the solid nodes flowing to the outside of the surface and the fluid nodes flowing to the 
inside of the surface. However, Aidun’s scheme can result in a violation of the global mass 
conservation when two surfaces become too close [30]. Later, Ladd et al. [30] pointed out that 
instabilities can be eliminated with an appropriate choice of the density ratio between the solid 
and fluid.  
𝑇𝑠𝑠 = �(𝑥𝑥𝑏𝑏 − 𝑅) × 𝐹(𝑥𝑥𝑏𝑏)
𝐵𝐵𝑁
 3.32 
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Based on the previous introduction in this chapter, the interpolation based boundary 
condition, the original FH boundary scheme, and the modified FH scheme can be applied for 
fluid flow with complex surfaces but not for moving solid surfaces due to a lack of treatment of 
the inside lattice nodes, while Ladd’s scheme can be applied for moving boundaries with some 
geometric integrity compensation; thus, to overcome the shortcomings in both of these 
approaches, the research in this dissertation will mainly focus on proposing a more sophisticated 
boundary condition which can be applied for moving boundaries without geometric integrity 
compensation for the particle-fluid system.  
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4.0  DEVELOPMENT OF THE NUMERICAL MODEL 
In the previous chapter, it was shown that the modified FH boundary condition proposed by Mei 
et al. [32] demonstrates strong performance for simulation of complex surfaces. Thus, for the 
development of our model, the modified FH boundary condition will be applied for static 
boundaries, such as a static flat wall boundary and a static curved geometry. Next, building on 
that, Ladd’s boundary condition will be used for modeling the moving curved geometry.  
In this chapter, the rigorous unit transformations between the physical system and lattice 
Boltzmann system that were previously established in this thesis are applied, and the parameters 
in all of our simulation tests are based strictly on this unit transformation. Simulation tests based 
on the modified FH scheme are carried out step by step to develop the particle-fluid system 
model in this dissertation. 
4.1 COUETTE FLOW 
Couette flow, which is one of the most common and simple flow models in fluid mechanics, will 
be used as an example case, as an effective way to help us to validate the development of our 
model. Couette flow is characterized by one stationary boundary wall and one boundary wall 
moving at a constant velocity, as shown in Figure 4-1. 
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The parameters for the simulation test were chosen such that the wall velocity is 
𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡_𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = 0.05, and 𝑙𝑙𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏_𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = 0.00, and the channel width is 𝐿𝐿 = 11 (𝑙𝑙𝑙𝑙). 
 
Figure 4-1: Sketch for the Couette flow. 
Based on the analytical solution of the Couette flow, when there is no pressure gradient, 
the 𝑥𝑥 -velocity along the 𝑦𝑦 -direction has the analytical form [75]: 𝑙𝑙(𝑦𝑦) = �𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡_𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 −
𝑙𝑙𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏_𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤� 𝑦𝐿 , which means that the 𝑥𝑥-direction velocity has a linear relationship with the 
location along the y-direction and is independent with location in the 𝑥𝑥-direction. 
𝐿𝐿 = 11 (𝑙𝑙𝑙𝑙) Channel width  
utop wall=0.05 
ubottom wall=0.00 
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 Figure 4-2: Different locations’ x-direction velocity along the y-axis. 
The Couette flow is modeled to check the FH boundary condition when the boundary is a 
flat wall. From Figure 4-2, it can be seen that the velocities obtained by the LBM agree well with 
the analytical solution at different locations along the 𝑥𝑥-axis even when there are only eleven 
lattice units along the 𝑦𝑦-direction. 
4.2 FLOW OVER A STATIC 2D CYLINDER  
After validating the modified FH boundary condition for the flat wall boundary, we need to 
demonstrate the accuracy of this boundary scheme for handling complex geometries. A uniform 
flow with velocity 𝑈𝑈0 flowing over a column cylinder of radius 𝑎𝑎 as shown in Figure 4-3, at a 
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finite Reynolds number, which is defined by 𝑅𝑒𝑒 = 𝜌𝑈0(2𝑤𝑤)
𝜇
= 𝑈0(2𝑤𝑤)
𝜈
, is investigated in this 
subsection. 
 
Figure 4-3: Sketch of the flow over a static 2D cylinder. 
 The center of the cylinder is located at (10𝑎𝑎, 20𝑎𝑎), and the whole computational domain size is 0a ≤ 𝑦𝑦 ≤ 40𝑎𝑎, 0 ≤ 𝑥𝑥 ≤ 30𝑎𝑎. For the case of 𝑅𝑒𝑒 = 10, the unit transformations are listed in 
Table Table 4-1 and the simulation results are displayed in Figure 4-4 and Figure 4-5.  
 
 
 
 
 
 
 
 
𝑈𝑈0 2𝑎𝑎 (𝑥𝑥0,𝑦𝑦0) = (10𝑎𝑎, 20𝑎𝑎) 
𝑋𝑋 = 30𝑎𝑎 
𝑌𝑌 = 40𝑎𝑎 
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Table 4-1: Unit transformations for curved geometry test. 
Physical system Lattice Boltzmann system 
Length: 𝐿𝐿 = 1.05 (𝑐𝑚), 
Width: 𝑊 = 1.4 (𝑐𝑚), 
Radius of the cylinder: 𝑅 = 0.035 (𝑐𝑚). 
 
 
𝑋𝑋 = 30𝑎𝑎 = 105 𝑙𝑙𝑙𝑙,  𝑌𝑌 = 40𝑎𝑎 = 140 𝑙𝑙𝑙𝑙, 
𝑎𝑎 = 3.5 𝑙𝑙𝑙𝑙, 
∆𝑥𝑥 = ∆𝑦𝑦 = 1(𝑙𝑙𝑙𝑙) = 𝐿𝐿
𝑋𝑋
(𝑚) = 10−4(𝑚), 
∆𝑡𝑡 = 6.67 × 10−4 (𝑠) 
Kinetic viscosity: 𝜈𝑡𝑡 = 10−6(𝑚2 𝑠⁄ ), 𝜈𝑤𝑤𝑏𝑏 = 2𝜏−16 = 2×0.7−16 = 𝜈𝑡𝑡 × ∆𝑡𝑡(∆𝑥)2, since ∆𝑥𝑥 is 
known, we can calculate ∆𝑡𝑡 = 6.67 × 10−4𝑠. 
Reynolds number: 𝑅𝑒𝑒 = 10, 𝑅𝑒𝑒 = 𝑈𝐷𝑙𝑏𝜈𝑙𝑏 = 𝑈×72×0.7−16 = 10,  
Velocity: 𝑈𝑈𝑡𝑡 = 𝑙𝑙𝑤𝑤𝑏𝑏 × ∆𝑥∆𝑡𝑡 = 0.0142 (𝑏𝑏𝑠𝑠 ). 
With the above expression for Reynolds 
number, the velocity can be obtained as:  
𝑈𝑈 = 0.095. 
 
In Figure 4-4, the centerline (𝑦𝑦 = 20𝑎𝑎 ) velocity profiles for both the upstream and 
downstream velocities are shown for the case of 𝑅𝑒𝑒 = 10. In Figure 4-5, the velocity profile 
𝑙𝑙(𝑥𝑥 = 10𝑎𝑎,𝑦𝑦 = 20𝑎𝑎)/𝑈𝑈 for the same case is presented. All of the results are shown in lattice 
Boltzmann system units. The results shown in Figure 4-4 are the 𝑥𝑥 -direction upstream and 
downstream centerline velocities of the cylinder when the Reynolds number is 10. From Figure 
4-5, the variance of the normalized velocity profile at 𝑥𝑥 = 10𝑎𝑎 with the increase of the 𝑦𝑦/𝑎𝑎 is 
shown for the whole computational domain, and the maximum value of  𝑙𝑙/𝑈𝑈 falls into the region 
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of 1.2-1.3, which matches the results of [32], where half of these computational domain results 
are presented.  
    
Figure 4-4: The upstream and downstream centerline (𝑦𝑦 = 20𝑎𝑎) velocity profiles. 
 
Figure 4-5: The normalized velocity profile (𝑙𝑙/𝑈𝑈) at 𝑥𝑥 = 10𝑎𝑎, as a function of y/a for 𝑅𝑒𝑒 = 10. 
The presented distance is 𝐻 = 20𝑎𝑎 = 70 𝑙𝑙𝑙𝑙.  
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To further validate the modified FH scheme’s ability to preserve geometric integrity, a 
series of computational tests are carried out for a cylinder’s radius 𝑅 = 3.0, 3.4, 3.5, 3.6, 3.8, and 
4.0. For the cases of 𝑅 = 3.4, 3.6, and 3.8, the parameters ∆= �𝑥𝑓−𝑥𝑤�
�𝑥𝑓−𝑥𝑏�
, as introduced and defined 
in Section 3.3, are different for these three cases. Thus, to validate this scheme’s capability to 
capture the exact locations of the boundaries, the flow fields for the same Reynolds number 
should be the same when the coordinates are normalized to the cylinder radius 𝑅. The simulation 
results are shown in Figure 4-6, Figure 4-7, and Figure 4-8. As shown in Figure 4-6 and Figure 
4-7, the centerline velocities for all six tests are in excellent agreement with each other for both 
the upstream and downstream regions, and the same results can be found in [32]. Moreover, the 
normalized velocity profile 𝑙𝑙/𝑈𝑈 as a function of 𝑦𝑦/𝑅 at the center location 𝑥𝑥 = 10𝑎𝑎 is compared 
for all six cases. Agreement between the simulations for different radii can be seen from Figure 
4-8, where the same results can be observed in [32].  
 
Figure 4-6: Upstream centerline velocity for 𝑅 = 3.0, 3.4, 3.5, 3.6, 3.8, and 4.0 for 𝑅𝑒𝑒 = 10.  
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 Figure 4-7: Downstream centerline velocity for 𝑅 = 3.0, 3.4, 3.5, 3.6, 3.8, and 4.0 for 𝑅𝑒𝑒 = 10. 
 
Figure 4-8: Normalized velocity profile at 𝑥𝑥 = 10𝑎𝑎, as a function of y/R for 𝑅𝑒𝑒 = 10 for 
 𝑅 = 3.0, 3.4, 3.5, 3.6, 3.8, and 4.0. The presented 𝑦𝑦-direction distance is 𝐻 = 10𝑅. 
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For all of the results shown in this subsection, the modified FH boundary scheme can 
give good results for the whole computational domain and preserve the geometric integrity of a 
complex surface accurately. 
4.3 FORCE EVALUATION FOR THE CYLINDER  
The force exerted on a body immersed in a fluid is of great importance when investigating the 
dynamics of the body. In this section, a force evaluation on an asymmetrically placed cylinder is 
inspected before simulating the dynamics of the solid particle. 
The sketch of the benchmark test is shown in Figure 4-9. 
 
Figure 4-9: Configuration of flow over an asymmetrically placed cylinder in a channel. 
The simulation test parameters are chosen following [76], where all of the parameters are 
in the units of the physical system. Choosing the relaxation time of 𝜏𝜏 = 0.525, the parameters for 
our numerical simulation are transformed to the lattice Boltzmann system in Table 4-2. 
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 Table 4-2: Unit transformations for force validation. 
Physical system Lattice Boltzmann system 
Length: 𝐿𝐿 = 2.2 (𝑚), 
Width: 𝐻 = 0.41 (𝑚), 
Radius of the cylinder: 𝑅 = 0.05 (𝑚). 
 
 
𝑋𝑋 = 440 𝑙𝑙𝑙𝑙,  𝑌𝑌 = 82 𝑙𝑙𝑙𝑙, 
𝑎𝑎 = 10 𝑙𝑙𝑙𝑙, 
∆𝑥𝑥 = ∆𝑦𝑦 = 1(𝑙𝑙𝑙𝑙) = 𝐿𝐿
𝑋𝑋
(𝑚) = 5 × 10−3(𝑚), 
∆𝑡𝑡 = 2.083 × 10−4 (𝑠), 
Kinetic viscosity: 𝜈𝑡𝑡 = 10−3(𝑚2 𝑠⁄ ), 𝜈𝑤𝑤𝑏𝑏 =
2𝜏−1
6
= 2×0.525−1
6
= 𝜈𝑡𝑡 × ∆𝑡𝑡(∆𝑥)2, since ∆𝑥𝑥 
is known, we can calculate 
 ∆𝑡𝑡 = 2.083 × 10−4𝑠, 
Reynolds number: 𝑅𝑒𝑒 = 100, 𝑅𝑒𝑒 = 𝑈�𝐷𝑙𝑏𝜈𝑙𝑏 = 𝑈�×202×0.525−16 = 100,  
Velocity: 𝑈𝑈𝑏𝑏𝑤𝑤𝑥 = 1.5 (𝑏𝑏𝑠𝑠 ), 
𝑈𝑈𝑤𝑤𝑣𝑒𝑟𝑤𝑤𝑔𝑒 = 𝑈𝑈� = 23 × 𝑈𝑈𝑏𝑏𝑤𝑤𝑥 = 1.0 �𝑚𝑠 �. 
With the above expression for Reynolds 
number, the velocity can be obtained as:  
𝑈𝑈� = 0.0417. 
 
Simulation results for the unsteady flow at 𝑅𝑒𝑒 = 100 are presented from Figure 4-10 to 
Figure 4-14. In Figure 4-10, the lift coefficient (𝐶𝐿 = 𝐹𝑦𝜌𝑈�2𝑤𝑤) and drag coefficient (𝐶𝐷 = |𝐹𝑥|𝜌𝑈�2𝑤𝑤) are 
presented. When 𝑅𝑒𝑒 = 100 , the flow becomes unsteady and periodic vortex shedding is 
observed. From Figure 4-10, periodic fluctuations can be found for the lift coefficients and drag 
coefficients with the evolution of time. Moreover, from Figure 4-11, the period of the lift 
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coefficient curve is 𝑇 ≈ 1620 𝑡𝑡𝑠. Thus, the Strouhal number 𝑆𝑡𝑡 = 2𝑤𝑤
𝑈�𝑇
≈ 0.296, which agrees 
well with the 𝑆𝑡𝑡  range of (0.2950 − 0.3050)  presented in [76]. Also, the maximum lift 
coefficient (𝐶𝐿 𝑏𝑏𝑤𝑤𝑥) and drag coefficient (𝐶𝐷 𝑏𝑏𝑤𝑤𝑥) shown in Figure 4-11 and Figure 4-12 fall into 
the range given in [76], where the ranges of 𝐶𝐿 𝑏𝑏𝑤𝑤𝑥 and 𝐶𝐷 𝑏𝑏𝑤𝑤𝑥 are (3.22-3.24) and (0.99-1.01), 
respectively. Based on the correct simulation results of 𝐶𝐿 𝑏𝑏𝑤𝑤𝑥 and 𝐶𝐷 𝑏𝑏𝑤𝑤𝑥, the 𝑥𝑥-velocity and 𝑦𝑦-
direction isolines are shown in Figure 4-13 and Figure 4-14.  
 
Figure 4-10: The variation of the drag and lift coefficients for 𝑅𝑒𝑒 = 100.  
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 Figure 4-11: The variation of the lift coefficients when Reynolds number is 100. 
 
Figure 4-12: The variation of the drag coefficients when Reynolds number is 100. 
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 Figure 4-13: Unsteady flow around a cylinder at 𝑅𝑒𝑒 = 100. Instantaneous isolines of 𝑥𝑥-velocity. 
 
Figure 4-14: Unsteady flow around a cylinder at 𝑅𝑒𝑒 = 100. Instantaneous isolines of 𝑦𝑦-velocity. 
Therefore, from the benchmark investigation to validate the force exerted on the 
asymmetrically placed cylinder, the modified FH boundary condition can be applied to simulate 
various fluid flows involving static complex surfaces, and exhibits good agreement with other 
simulation methods for these simple cases.  
However, due to the consistency issues over the whole computational domain caused by 
the lack of treatments for PDFs inside a solid body, boundary conditions involving inside PDFs 
are in demand for further modeling. Ladd’s boundary condition, which involves a treatment for 
PDFs inside the body and is based on the momentum exchange algorithm, is next applied for 
numerical tests for the particle’s movement when immersed in a fluid. 
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4.4 INVESTIGATION OF A NEUTRALLY BUOYANT CYLINDERIN THE SHEAR 
FLOW 
In order to study the dynamics of a body immersed in a fluid, the trajectories of the body’s 
movement are the primary results of interest, which can be used to validate the results of the 
simulation tests. When solving this problem with the LBM, both the lattice nodes inside and 
outside of the body surface need to be considered to maintain the consistency of the entire 
computational domain. Because the modified FH boundary condition doesn’t update the PDFs 
inside the body surface, Ladd’s boundary condition involving treatment for all the nodes in the 
computational domain is applied for the simulation tests in this chapter. Both the cylinder’s 
movement in a Couette flow and a Poiseuille flow are investigated. 
The motion of a neutrally buoyant particle in a 2D viscous shear flow (which can be 
viewed as a cylinder in a Couette flow) has been studied in references [20, 68, 77, 78]. 
Therefore, the simulation parameters of the particle’s velocity profiles and trajectories can be 
chosen to compare with those reference papers. The geometry of the simulation test is shown in 
Figure 4-15.  
 
Figure 4-15: Sketch of the simulation model: a neutrally buoyant particle in a 2-D shear flow, 
Reynolds number 𝑅𝑒𝑒 = 40. 
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Choosing the relaxation time of 𝜏𝜏 = 0.8  and locating the initial position of the cylinder at 
𝑌𝑌0 = 0.25 𝑌𝑌 = 20 𝑙𝑙𝑙𝑙, all of the other parameters used in the simulation test can be obtained by 
following the unit transformations listed in Table 4-3. 
Table 4-3: Unit transformations for a neutrally buoyant particle.  
Physical system Lattice Boltzmann system 
Length: 𝐿𝐿 = 0.2 (𝑚), 
Width: 𝐻 = 0.008 (𝑚), 
Radius of the cylinder: 𝑅 = 0.001 (𝑚). 
 
 
𝑋𝑋 = 2000 𝑙𝑙𝑙𝑙,  𝑌𝑌 = 80 𝑙𝑙𝑙𝑙, 
𝑎𝑎 = 10 𝑙𝑙𝑙𝑙, 
∆𝑥𝑥 = ∆𝑦𝑦 = 1(𝑙𝑙𝑙𝑙) = 𝐿𝐿
𝑋𝑋
(𝑚) = 1 × 10−4(𝑚), 
∆𝑡𝑡 = 1 × 10−3 (𝑠) 
Kinetic viscosity: 𝜈𝑡𝑡 = 10−6(𝑚2 𝑠⁄ ), 𝜈𝑤𝑤𝑏𝑏 = 2𝜏−16 = 2×0.8−16 = 𝜈𝑡𝑡 × ∆𝑡𝑡(∆𝑥)2, since ∆𝑥𝑥 is 
known, we can calculate ∆𝑡𝑡 = 1 × 10−3𝑠, 
Reynolds number: 𝑅𝑒𝑒 = 𝑈𝑤𝐻
𝜈𝑝
= 40, 𝑅𝑒𝑒 = 𝑈𝑤𝑌
𝜈𝑙𝑏
= 𝑈�×20
0.1 = 40,  
Velocity: 𝑈𝑈𝑤𝑤 = 5 × 10−3 (𝑏𝑏𝑠𝑠 ). 
 
With the above expression for Reynolds 
number, the velocity can be obtained as:  
𝑈𝑈𝑤𝑤 = 120 = 0.05. 
Density: 𝜌𝑓𝑓 = 1 × 103(𝑘𝑔 𝑚3⁄ ), 
Density: 𝜌𝑤𝑤𝑏𝑏 = 𝜌𝑡𝑡 × (∆𝑥)3∆𝑏𝑏 , in most cases, 𝜌𝑤𝑤𝑏𝑏 
is set to be 1.0 , so the lattice mass ∆𝑚  is 
chosen to satisfy that. In this case, choose  
𝜌𝑠𝑠 = 𝜌𝑓𝑓 = 1.0, where 𝜌𝑠𝑠 is the body’s density 
and 𝜌𝑓𝑓 is the fluid’s density. 
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The simulation results of the particle’s movement in Couette flow are shown in Figure 
4-16, Figure 4-17, and Figure 4-18. In Figure 4-16, the normalized 𝑥𝑥-component velocity of the 
cylinder is presented, while Figure 4-17 is the normalized 𝑦𝑦-component velocity of the cylinder. 
From the velocity profiles displayed in Figure 4-16, the maximum value of the normalized x-
component translational velocity is 0.25, and after a period of 100 𝑠 (which is 105 𝑡𝑡𝑠 based on 
the unit transformations) it will go to zero; the same results are found in [69, 77]. In Figure 4-17, 
the peak 
of the normalized y-component translational velocity is around 0.005 and goes to zero with very 
small fluctuations after the same period, which agrees well with the results displayed in [68] . 
Moreover, the lateral migration of a neutrally buoyant particle, as displayed in Figure 4-18, 
shows that the particle will move to the centerline of the channel, which means that the 
centerline of the channel is the stable equilibrium position, as is also stated in [78].  From Figure 
4-17, small stable fluctuations of the 𝑦𝑦-component velocity can be found, where the same small 
fluctuations can be found in [68]. From the numerical results by applying Ladd’s moving 
boundary scheme, we can tell that even though somewhat good results can be obtained when the 
𝑥𝑥-component velocity dominates the dynamics of the particle, a more accurate moving boundary 
condition is still needed.   
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 Figure 4-16: The x-component dimensionless translational velocity of the particle. 
  
Figure 4-17: The y-component dimensionless velocity of the particle. 
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 Figure 4-18: Lateral migration of the particle in the channel. 
4.5 SETTLING OF THE PARTICLE IN A 2D CHANNEL UNDER GRAVITY  
For further investigation of the dynamics of a particle-fluid system, the settling trajectories of a 
particle under gravity [79-81] at different Reynolds numbers are developed to validate the 
extension of the application of Ladd’s boundary condition and force evaluation method. Figure 
4-19 shows the parameters of the simulation test.  
Locating the initial position of the cylinder at 𝑌𝑌0 = 1.6𝑎𝑎, all of the simulation parameters 
can be chosen following the unit transformations in Table 4-3. The Reynolds number used in the 
simulation tests is defined as: 𝑅𝑒𝑒 = 𝑈𝑝𝑑
𝜈
 [81], where 𝑈𝑈𝑡𝑡 is the final velocity of the cylinder and 
𝑑𝑑 = 2𝑎𝑎 is the diameter of the cylinder. Different relaxation time parameters 𝜏𝜏  are chosen to 
simulate different kinematic viscosities 𝜈 for different Reynolds numbers.  
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Figure 4-19: Sketch of the particle settling in a channel under gravity. 
Six cases are investigated for the channel width 𝐻 = 8𝑎𝑎, and trajectories of the cylinder 
are presented in Figure 4-20. From the cylinder’s trajectories presented in Figure 4-20, we can 
conclude that the centerline is the equilibrium state of the cylinder moving in the Poiseuille flow 
when the Reynolds numbers are moderate. For small Reynolds number flows (0.1 < 𝑅𝑒𝑒 < 2), 
the cylinder will move to the centerline of the channel in a monotonic trend due to the inertia. At 
larger Reynolds numbers (3 < 𝑅𝑒𝑒 < 10), the centerline is still an equilibrium position, but the 
cylinder experiences a damped oscillation before moving to the equilibrium position. Moreover, 
with an increasing Reynolds number, the cylinder needs a shorter 𝑥𝑥-direction distance to reach 
the equilibrium position [79].  
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Figure 4-20: Trajectories of particles settling in the channel width 𝐻 = 8𝑎𝑎 at various Reynolds 
numbers. 
Three cases are also investigated for the channel width 𝐻 = 3𝑎𝑎, and trajectories of the 
cylinder are presented in Figure 4-21. From Figure 4-21, we can conclude that the centerline of 
the channel is still the equilibrium position for the cylinder moving in a Poiseuille flow. With a 
decrease in the channel width, stronger oscillations can be observed compared to a wider channel 
width when the Reynolds numbers are the same due to the wall effects [79]. However, from 
Figure 4-21 and Figure 4-22 [79], we know that in the 𝐻 = 3𝑎𝑎 channel case, the cylinder needs 
to travel a longer distance to reach the equilibrium position with applying Ladd’s boundary 
condition. Therefore, it appears that the geometric integrity cannot be preserved precisely by 
applying Ladd’s boundary condition. Since this geometric integrity is of great importance for the 
microscopic investigation of the particle-fluid system, it is clear that further refinements are 
needed. 
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Figure 4-21: Trajectories of particles settling in the channel width 𝐻 = 3𝑎𝑎 at various Reynolds 
numbers (LBM with Ladd’s boundary condition).
Figure 4-22: Trajectories of particles settling in the channel width 𝐻 = 3𝑎𝑎 at various Reynolds 
numbers, as presented in [79]: (a) 𝑅𝑒𝑒 = 0.65, (b) 𝑅𝑒𝑒 = 3.23, (c) 𝑅𝑒𝑒 = 6.28.
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5.0  A NOVEL MOVING BOUNDARY CONDITION 
Based on previous numerical experiments on the development of the fluid-particle model, the FH 
boundary condition can accurately capture the location of the actual boundary of the complex 
surface, while Ladd’s boundary condition can give good results for the moving boundary with 
some compromising of the geometric integrity. Thus, a more accurate boundary condition is still 
needed to preserve the geometrical integrity of a complex surface for fluid-particle flow.  
5.1 THE THEORETICAL FOUNDATION AND MATHEMATICAL DERIVATION 
OF THE NEW MOVING BOUNDARY CONDITION 
A novel boundary condition, which can capture the actual surface of the moving 
boundary precisely, is constructed based on the Chapman-Enskog expansion [51]. For the sake 
of simplicity, the map of the boundary wall and lattice nodes is illustrated in Figure 5-1 for a two 
dimensional flat surface located in the Cartesian lattice space. In the lattice space, 𝛿𝛿𝑥𝑥 = 𝛿𝛿𝑦𝑦 = 1. 
The moving surface is located at 𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤, which is between the solid nodes 𝑥𝑥𝑠𝑠 and the fluid nodes 
𝑥𝑥𝑓𝑓 , with a velocity 𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤.  
The parameter ∆= 𝑥𝑓−𝑥𝑤𝑎𝑙𝑙
𝑥𝑓−𝑥𝑠
 is defined [32] to describe the fraction of an intersected link 
in the fluid region, where 0 ≤ ∆≤ 1. Suppose the particle momentum moving from 𝑥𝑥𝑓𝑓 to 𝑥𝑥𝑠𝑠 is 𝑒𝑒𝑖𝑖 
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and the reversed momentum from 𝑥𝑥𝑠𝑠 to 𝑥𝑥𝑓𝑓 is 𝑒𝑒−𝑖𝑖 = −𝑒𝑒𝑖𝑖. After the collision process, 𝑓𝑓𝑖𝑖+�𝑥𝑥𝑓𝑓� at 
the fluid region is known, but 𝑓𝑓𝑖𝑖+(𝑥𝑥𝑠𝑠, 𝑡𝑡) from the solid nodes is unknown to us. To finish the 
streaming process: 
𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓 = 𝑥𝑥𝑠𝑠 + 𝑒𝑒−𝑖𝑖𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡� = 𝑓𝑓−𝑖𝑖+(𝑥𝑥𝑠𝑠, 𝑡𝑡) 5.1 
It is obvious that 𝑓𝑓−𝑖𝑖+(𝑥𝑥𝑠𝑠, 𝑡𝑡) is unknown to us due to the impermeability of the solid boundary 
wall. Thus, our task becomes to construct 𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓 , 𝑡𝑡 + 𝛿𝛿𝑡𝑡�. 
 
Figure 5-1: Layout of a flat surface mapped on the regular lattices in 2-D space. The open circles 
denote the fluid nodes. The black solid circles denote the solid nodes with connections to the 
fluid nodes. The red solid circles denote the boundary nodes between the solid nodes and fluid 
nodes. 
In the FH boundary scheme, this unknown PDF was constructed based on the linear 
interpolation of the known PDF at neighboring lattice node, a fictitious equilibrium PDF and a 
momentum term [32], while a modified FH boundary scheme was developed to avoid the 
instability caused by the existence of (𝜏𝜏 − 1) as the denominator in the FH boundary scheme 
∆ 
𝑥𝑥𝑓𝑓 
𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 
𝑥𝑥𝑠𝑠 
𝑓𝑓−𝑖𝑖
∗ (𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤) 
𝑓𝑓−𝑖𝑖
𝑡𝑡+1(𝑥𝑥𝑓𝑓) 
𝑓𝑓−𝑖𝑖
𝑡𝑡+1(𝑥𝑥𝑓𝑓 + 𝑒𝑒−𝑖𝑖𝛿𝛿𝑡𝑡) 
𝑒𝑒𝑖𝑖 
𝑒𝑒−𝑖𝑖 
𝑥𝑥𝑓𝑓𝑓𝑓 
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[32, 64]. However, a more accurate and stable boundary treatment is still needed to eliminate the 
approximations, and to capture the exact boundaries for solid-fluid flows. 
In this section, the theoretical foundation of the unknown PDF is based on the Chapman-
Enskog expansion as introduced in [12, 51]. The PDFs at all of the lattice nodes after one time 
step 𝛿𝛿𝑡𝑡 can be expressed as: 
𝑓𝑓𝑖𝑖(𝑥𝑥 + 𝜉𝑖𝑖Δ𝑡𝑡, 𝑡𝑡 + Δ𝑡𝑡) = �𝜖𝜖𝑛𝑛𝑛!∞
𝑛=0
𝐷𝐷𝑡𝑡
𝑛𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) 5.2 
𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) = �𝜖𝜖𝑛∞
𝑛=0
𝑓𝑓𝑖𝑖
(𝑛)(𝑥𝑥, 𝑡𝑡) 5.3 
where the Knudsen number 𝜖𝜖 = 𝛿𝛿𝑡𝑡 = 1.0, 𝐷𝐷𝑡𝑡 = (𝜕𝜕𝑡𝑡 + 𝑒𝑒𝑖𝑖 ∙ ∇), and 𝜕𝜕𝑡𝑡 = ∑ 𝜖𝜖𝑛𝜕𝜕𝑡𝑡𝑛∞𝑛=0 . 
We can rewrite the discretized lattice Boltzman-BGK equation as shown in equation 2.9 
in the following expression: 
𝑓𝑓𝑖𝑖(𝑥𝑥 + 𝜉𝑖𝑖Δ𝑡𝑡, 𝑡𝑡 + Δ𝑡𝑡) − 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) = −1𝜏𝜏 �𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡)� 5.4 
Substituting the expansions of 𝑓𝑓𝑖𝑖(𝑥𝑥 + 𝜉𝑖𝑖Δ𝑡𝑡, 𝑡𝑡 + Δ𝑡𝑡) and 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) as shown in 5.2 and 5.3 into the 
lattice Boltzmann-BGK equation 5.4, we can obtain: 
�
𝜖𝜖00! 𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖11! 𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖22! 𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) + �𝜖𝜖𝑛𝑛𝑛!∞
𝑛=2
𝐷𝐷𝑡𝑡
𝑛𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡)� − 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) 
= − 1
𝜏𝜏
�𝜖𝜖0𝑓𝑓𝑖𝑖
(0)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖1𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖2𝑓𝑓𝑖𝑖(2)(𝑥𝑥, 𝑡𝑡) + �𝜖𝜖𝑛∞
𝑛=2
𝑓𝑓𝑖𝑖
(𝑛)(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡)� 5.5 
Based on the expansion of the operator of 𝜕𝜕𝑡𝑡 = ∑ 𝜖𝜖𝑛𝜕𝜕𝑡𝑡𝑛∞𝑛=0  and 𝐷𝐷𝑡𝑡 = (𝜕𝜕𝑡𝑡 + 𝑒𝑒𝑖𝑖 ∙ ∇), we have: 
�1 + 𝜖𝜖(𝜕𝜕𝑡𝑡0 + 𝜖𝜖1𝜕𝜕𝑡𝑡1 + 𝜖𝜖2𝜕𝜕𝑡𝑡2 + 𝑒𝑒𝑖𝑖 ∙ ∇)𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖22 (𝜕𝜕𝑡𝑡0 + 𝑒𝑒𝑖𝑖 ∙ ∇)2𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡)� − 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) = −1
𝜏
�𝜖𝜖0𝑓𝑓𝑖𝑖
(0)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖1𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖2𝑓𝑓𝑖𝑖(2)(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡)�+𝒪𝒪(𝜖𝜖3) 5.6 
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Then, we can derive the following equation after substituting the expansion of 𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡) into 5.6: 
�
𝜖𝜖(𝜕𝜕𝑡𝑡0 + 𝜖𝜖1𝜕𝜕𝑡𝑡1 + 𝜖𝜖2𝜕𝜕𝑡𝑡2 + 𝑒𝑒𝑖𝑖 ∙ ∇) �𝜖𝜖0𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖1𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖2𝑓𝑓𝑖𝑖(2)(𝑥𝑥, 𝑡𝑡)�+ 𝜖𝜖22 (𝜕𝜕𝑡𝑡0 + 𝑒𝑒𝑖𝑖 ∙ ∇)2 �𝜖𝜖0𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖1𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖2𝑓𝑓𝑖𝑖(2)(𝑥𝑥, 𝑡𝑡)� � = −1
𝜏
�𝜖𝜖0𝑓𝑓𝑖𝑖
(0)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖1𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖2𝑓𝑓𝑖𝑖(2)(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡)�+𝒪𝒪(𝜖𝜖3). 
5.7 
Up to the order of 𝒪𝒪(𝜖𝜖0), collecting the terms of 𝜖𝜖0 on both sides of the equation 5.7, we have: 
0 = − 1
𝜏𝜏
�𝜖𝜖0𝑓𝑓𝑖𝑖
(0)(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡)� 5.8 
and the following expression can be obtained as shown in [51]: 
𝒪𝒪(𝜖𝜖0):𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡) 5.9 
Up to the order of 𝒪𝒪(𝜖𝜖1), collecting the terms of 𝜖𝜖1 on both sides of the equation 5.7:  
�𝜖𝜖(𝜕𝜕𝑡𝑡0 + 𝑒𝑒𝑖𝑖 ∙ ∇) �𝜖𝜖0𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡)�� = −1𝜏𝜏 �𝜖𝜖0𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖1𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) − 𝑓𝑓𝑖𝑖𝑒𝑞(𝑥𝑥, 𝑡𝑡)� 5.10 
Then, rearranging and noting that 𝐷𝐷𝑡𝑡0 = �𝜕𝜕𝑡𝑡0 + 𝑒𝑒𝑖𝑖 ∙ ∇�, we have: 
𝒪𝒪(𝜖𝜖1):𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡) = −1𝜏 𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) 5.11 
Next, going up to the order of 𝓞(𝝐𝟐), collecting all the terms of 𝝐𝟐 on both sides of the equation 
5.7:  
�𝜖𝜖2(𝜕𝜕𝑡𝑡0 + 𝑒𝑒𝑖𝑖 ∙ ∇)𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖2𝜕𝜕𝑡𝑡1𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡) + 𝜖𝜖22 (𝜕𝜕𝑡𝑡0 + 𝑒𝑒𝑖𝑖 ∙ ∇)2 �𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡)�� = −1
𝜏
�𝜖𝜖2𝑓𝑓𝑖𝑖
(2)(𝑥𝑥, 𝑡𝑡)�+𝒪𝒪(𝜖𝜖3) 5.12 
Remembering that  𝜖𝜖 = 1, and 𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡) = −1𝜏 𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡), produces the following equation: 
�(𝜕𝜕𝑡𝑡0 + 𝑒𝑒𝑖𝑖 ∙ ∇)𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡) + 𝜕𝜕𝑡𝑡1𝑓𝑓𝑖𝑖(0)(𝑥𝑥, 𝑡𝑡) − 12𝜏𝜏 (𝜕𝜕𝑡𝑡0 + 𝑒𝑒𝑖𝑖 ∙ ∇) �𝑓𝑓𝑖𝑖(1)(𝑥𝑥, 𝑡𝑡)�� = −1
𝜏
�𝜖𝜖2𝑓𝑓𝑖𝑖
(2)(𝑥𝑥, 𝑡𝑡)�+𝒪𝒪(𝜖𝜖3) 5.13 
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Thus, the equation up to the order of 𝜖𝜖2 can be obtained as: 
𝒪𝒪(𝜖𝜖2):𝜕𝜕𝑡𝑡1𝑓𝑓𝑖𝑖(0) + �2𝜏−12𝜏 � 𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(1) = −1𝜏 𝑓𝑓𝑖𝑖(2) 5.14 
Finally, up to the order of 𝒪𝒪(𝜖𝜖3), all the PDFs on the lattice nodes can be expressed as:  
𝑓𝑓𝑖𝑖(𝑥𝑥, 𝑡𝑡)=∑ 𝜖𝜖𝑛𝑓𝑓𝑖𝑖(𝑛)∞𝑛=0 =𝑓𝑓𝑖𝑖(0)+𝜖𝜖𝑓𝑓𝑖𝑖(1)+𝜖𝜖2𝑓𝑓𝑖𝑖(2)+ 𝒪𝒪(𝜖𝜖3). 5.15 
Based on the above derivation, we can propose to construct the fictitious PDFs at the boundary 
nodes located at 𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  after the collision process like all the lattice nodes mapped on the 
Cartesian coordinates as: 
𝑓𝑓𝑖𝑖
∗(𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤) = 𝑓𝑓𝑖𝑖(0) + 𝑓𝑓𝑖𝑖(1) + 𝒪𝒪(𝜖𝜖2), 5.16 
where 𝑓𝑓𝑖𝑖
(0)  is the PDF at the equilibrium state. From equation 5.11, we know that 𝑓𝑓𝑖𝑖(1) =
−𝜏𝜏𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖
(0) , and thus the fictitious PDFs at the boundary surface can be obtained through 
equations 5.9, 5.11, and 5.16 as:  
𝑓𝑓𝑖𝑖
∗(𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤) = 𝑓𝑓𝑖𝑖(0) − 𝜏𝜏𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(0) = 𝑓𝑓𝑖𝑖(0) − 𝜏𝜏(𝜕𝜕𝑡𝑡 + 𝑒𝑒𝑖𝑖 ∙ 𝛻𝛻) 𝑓𝑓𝑖𝑖(0), 5.17 
and the equilibrium PDF at the boundary wall 𝑓𝑓𝑖𝑖
(0) can be obtained by equation 2.10:  
𝑓𝑓𝑖𝑖
(0)�𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤,  𝑡𝑡� = 𝜌𝜔𝑖𝑖 �1 + 3𝑐𝑠2 (𝑒𝑒𝑖𝑖 ∙ 𝑙𝑙𝑤𝑤) + 92𝑐𝑠4 (𝑒𝑒𝑖𝑖 ∙ 𝑙𝑙𝑤𝑤)2 − 32𝑐𝑠2 𝑙𝑙𝑤𝑤 ∙ 𝑙𝑙𝑤𝑤�. 5.18 
When at the equilibrium state, we know that 𝜕𝜕𝑡𝑡𝑓𝑓𝑖𝑖
(0) = 0; thus, the fictitious PDFs at the wall 
boundary nodes can be expressed as: 
𝑓𝑓𝑖𝑖
∗(𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤) = 𝑓𝑓𝑖𝑖(0) − 𝜏𝜏𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(0) = 𝑓𝑓𝑖𝑖(0) − 𝜏𝜏(𝑒𝑒𝑖𝑖 ∙ 𝛻𝛻)𝑓𝑓𝑖𝑖(0), 5.19 
where the first term can be obtained by equation 5.18 and the second term can be solved by 
space discretization schemes. 
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With it known that the fictitious PDFs at the boundary nodes lie exactly at the wall, the 
unknown PDFs at the fluid nodes attached to the boundary nodes can be obtained by linear or 
quadratic interpolations. The linear and quadratic interpolations can be obtained as: 
𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓, 𝑡𝑡 + 𝛿𝛿𝑡𝑡� = 1(1+∆) 𝑓𝑓−𝑖𝑖∗ (𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤) + ∆(1+∆)𝑓𝑓−𝑖𝑖+�𝑥𝑥𝑓𝑓, 𝑡𝑡�, 5.20 
𝑓𝑓−𝑖𝑖�𝑥𝑥𝑓𝑓, 𝑡𝑡 + 𝛿𝛿𝑡𝑡� = 2(2+∆)(1+∆)𝑓𝑓−𝑖𝑖∗ (𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤) + 2∆(1+∆)𝑓𝑓−𝑖𝑖+�𝑥𝑥𝑓𝑓, 𝑡𝑡� − ∆(2+∆)𝑓𝑓−𝑖𝑖+�𝑥𝑥𝑓𝑓𝑓𝑓, 𝑡𝑡�. 5.21 
Because the location of the lattice nodes 𝑥𝑥𝑓𝑓 in Figure 5-1 in the fluid region always lie 
between the 𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 and 𝑥𝑥𝑓𝑓𝑓𝑓, thus, the PDFs at the fluid nodes 𝑥𝑥𝑓𝑓 attached to the boundary wall can 
always be obtained by an interpolation scheme based on the known PDFs at 𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  and 𝑥𝑥𝑓𝑓𝑓𝑓 . 
Moreover, all of the denominators in the above interpolation scheme are absolutely positive, and 
thus, this boundary scheme can be applied without considering the values of the intersection 
fraction ∆, where as in other boundary schemes, divisions are necessary in the application of the 
intersection fraction, for example for 0 ≤ ∆< 1/2 and 1/2 ≤ ∆≤ 1, respectively, in [31, 32, 64].  
The most important idea in this new moving boundary condition is that the fictitious 
PDFs at the boundary nodes can be constructed based on the Chapman-Enskog expansion as all 
of the lattice nodes located in the Cartesian coordinates in the computational domain, which is 
the most important rigorous theoretical framework for the LBM. Rather than just simply 
substituting with equilibrium PDFs, a correction term (−𝜏𝜏𝐷𝐷𝑡𝑡0𝑓𝑓𝑖𝑖(0)) in equation 5.19 is included 
when constructing the unknown PDF for the lattice nodes in the fluid region. The velocity 𝑙𝑙𝑤𝑤 
used for the calculation for the 𝑓𝑓𝑖𝑖
(0)�𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 ,  𝑡𝑡� is exactly the velocity of the moving wall, which 
ensures the consistency of the location of the boundary wall and the velocity of the wall without 
approximation. Moreover, the unified linear or quadratic interpolation schemes, as shown in 5.20 
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and 5.21, make the new boundary condition much easier to be implemented without, again, 
separate consideration of the value of ∆ as in [32, 63]. 
5.2 NUMERICAL EXPERIMENTS WITH THE NOVEL MOVING BOUNDARY 
CONDITION FOR FLAT BOUNDARIES 
5.2.1 Couette flow  
In order to validate the new moving boundary condition and test the accuracy of the proposed 
boundary scheme, the velocity profile of a Couette flow with two moving plates is studied, as 
shown in Figure 5-2, and the velocity profiles obtained by the new boundary scheme are 
compared with the results obtained in analytical solutions. For a Couette flow, the x-component 
velocity should be distributed as a linear relationship with the location of 𝑦𝑦. In this case, the 
channel width is 𝑁𝑦 − 1 + 2∆ and the analytic solution of the Couette flow can be expressed as: 
𝑙𝑙𝑥(𝑦𝑦) = �𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑙𝑙𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏� 𝑦−1+∆𝑁𝑦−1+2∆ + 𝑙𝑙𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏. 5.22 
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 Figure 5-2: Velocity distribution of the Couette flow in a two-dimensional channel. 
In the numerical tests, the spacing of the lattice nodes is set to be only 𝑁𝑦 = 20 lattice 
units, the velocity of the top plate is 𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 = −1/40 while the velocity of the bottom plate is 
𝑙𝑙𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏 = 1/40 , and the relaxation time parameter 𝜏𝜏  in the calculation is set to be 0.8 .  
Equations 5.18, 5.19, and 5.20 are applied for the 𝑦𝑦 -direction boundary condition and the 
periodic boundary condition is applied for the 𝑥𝑥-direction boundary condition, which is:  
𝑓𝑓𝑖𝑖(𝑥𝑥 = 1, 𝑡𝑡 ) = 𝑓𝑓𝑖𝑖(𝑥𝑥 = 𝑁𝑥 − 1, 𝑡𝑡 ), 5.23 
𝑓𝑓𝑖𝑖(𝑥𝑥 = 𝑁𝑥 , 𝑡𝑡 ) = 𝑓𝑓𝑖𝑖(𝑥𝑥 = 2, 𝑡𝑡 ) 5.24 
In order to test the new boundary scheme’s ability to capture the accurate location of the 
boundary wall, different values of the intersection fraction ∆= 0.1, 0.2, … , 0.9 are chosen for the 
numerical tests. The initial density of the fluid 𝜌 is set to be 1.0, and the velocities 𝑙𝑙 at each 
lattice node are set to be zero for the calculation of the equilibrium 𝑓𝑓𝑖𝑖
𝑒𝑞 as the initial condition. 
Based on the analytical solution, we know that by increasing the value of the intersection fraction 
∆, the distance between the fluid nodes and the boundary nodes are also increasing, and thus the 
velocity of the fluid nodes attached to the boundary wall should be decreasing. Figure 5-3 (a) and 
y 
x 
∆ 
𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡 
𝑈𝑈𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏 
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(b) show the velocity profiles obtained by the new boundary scheme and the analytic solution for 
∆= 0.1 and ∆= 0.8. From the velocity profiles shown in Figure 5-3, we can see the excellent 
agreement  
 
Figure 5-3: Velocity profiles of the Couette flow when intersection fraction is (a) ∆= 0.1 and  
(b) ∆= 0.8. 
between the results obtained by the analytical solution and the LBM with the new moving 
boundary condition.  
To further assess the computational accuracy of the LBM solution of the velocity of the 
new boundary condition, the relative L2- norm error, as defined in [32], is calculated for 
comparison: 
𝐸2 = �∫ �𝑙𝑙𝑤𝑤𝑛𝑤𝑤𝑤𝑤𝑦𝑡𝑡𝑖𝑖𝑐 − 𝑙𝑙𝐿𝐵𝐵𝑀�2𝑑𝑑𝑦𝑦𝐻0 �1/2
�∫ 𝑙𝑙𝑤𝑤𝑛𝑤𝑤𝑤𝑤𝑦𝑡𝑡𝑖𝑖𝑐2𝑑𝑑𝑦𝑦
𝐻
0
�
1/2 . 5.25 
The global relative L2-norm errors calculated for the new proposed moving boundary condition, 
for Ladd’s boundary condition [29], and for Mei et al.’s modification of the Filippova and Hänel 
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boundary condition for a curved moving boundary in [32, 64] are shown in Figure 5-4. For an 
intersection fraction ∆= 0.1 − 0.9, the global relative errors of the new boundary scheme are 
always around the order of 10−13 − 10−14. On the other hand, from the global L2-norm errors in 
Figure 5-4, the modified FH boundary conditions in [32, 64] exhibit as high of a level of accuracy 
as the new boundary condition only when ∆≥ 0.5. When the intersection fraction ∆ is less than 0.5, even with a separate boundary scheme, the errors  are increased to the order of 10−2, which 
is only a small improvement over Ladd’s mid-link boundary condition. The differences between 
the two modified FH boundary condition schemes only include a few parameters adjustment for 
the interpolation scheme when ∆≥ 0.5 , and thus, the error results of the two modified FH 
schemes are almost the same.  
 
Figure 5-4: The global relative L2-norm error for different intersection fraction values. 
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Moreover, for the same Couette tests described above, Ladd’s mid-link based moving 
boundary condition will always locate the wall in the middle of the link connecting the fluid 
nodes and the wall nodes, where the intersection fractions ∆ for all of the cases are 0.5, no matter 
the actual values of the intersection fraction. With the same values of ∆ for all of the test cases, it 
is obvious that the velocity profiles obtained by Ladd’s boundary scheme would be the same as 
when ∆ is varying from 0.1 to 0.9. Thus, Ladd’s moving boundary condition can only work well 
for ∆= 0.5. From the error comparison between the new moving boundary condition with the 
existing boundary conditions in Figure 5-4, we can see that the new moving boundary condition 
can capture the exact location of the moving surface, and thus the numerical accuracy of the 
LBM for simulating the moving surface can be highly improved.  
5.2.2 Poiseuille flow  
To further investigate the novel moving boundary condition, a Poiseuille flow is studied to 
validate the improvement of the numerical accuracy and stability with comparison to the 
analytical solution and the existing boundary conditions [32]. The simulation sketch is shown in 
Figure 5-5. We know that the pressure gradient applied to drive the channel flow can be treated 
as a body force, which can be incorporated into the PDFs [82] after the collision process. Thus, 
all of the PDFs after collision have the form of 𝑓𝑓𝑖𝑖+(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓𝑖𝑖+(𝑥𝑥, 𝑡𝑡) − 𝜔𝑖𝑖 3𝑐2 𝑑𝑡𝑡𝑑𝑥 𝑒𝑒𝚤��⃗ ∙ ?⃗?𝑥.  
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 Figure 5-5: Fully developed Poiseuille flow in a 2-dimensional channel. 
In the Poiseuille flow test, the relaxation parameter 𝜏𝜏 is chosen to be 0.8, and the other 
parameters are listed in Table 5-1. In order to validate the numerical accuracy of the new 
boundary condition, tests for intersection fractions of ∆= 0.1, 0.3, 0.5, and 0.8 are carried out. 
For each case, the actual channel width is 𝐻𝑤𝑤𝑏𝑏 = 11 + 2∆. It is known that the analytical solution 
for a Poiseuille flow is 𝑙𝑙𝑥 = −𝑔𝑥2𝜈𝑝 (𝑦𝑦2 − 𝑦𝑦𝐻), and thus, the velocity profiles obtained by the LBM 
and the analytical solution, which are normalized by 𝑙𝑙𝑥_𝑏𝑏𝑤𝑤𝑥 = 𝑙𝑙𝑥 �𝑦𝑦 = 𝐻2�  and presented in 
Figure 5-6, can be compared and then used to validate the new boundary condition’s numerical 
accuracy. 
 
 
 
 
 
 
 
y 
x 
∆ 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑥𝑥
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Table 5-1: Unit transformations for a Poiseuille flow. 
Physical system Lattice Boltzmann system 
 
Width: 𝐻 = 1.1 × 10−4 (𝑚), 
 
𝑌𝑌 = 11 𝑙𝑙𝑙𝑙, 
∆𝑥𝑥 = ∆𝑦𝑦 = 1(𝑙𝑙𝑙𝑙) = 𝐻
𝑌
(𝑚) = 1 × 10−5(𝑚), 
Water’s kinetic viscosity: 𝜈𝑡𝑡 = 10−6(𝑚2 𝑠⁄ ), 𝜈𝑤𝑤𝑏𝑏 = 2𝜏−16 = 2×0.8−16 = 𝜈𝑡𝑡 × ∆𝑡𝑡(∆𝑥)2, since ∆𝑥𝑥 is 
known, we can calculate ∆𝑡𝑡 = 1.0 × 10−5𝑠, 
Water’s density : 𝜌 = 1 × 103(𝑘𝑔 𝑚3⁄ ), 𝜌𝑤𝑤𝑏𝑏 = 1.0,  
Gravity: 𝑔𝑥 = 9.8(𝑚 𝑠2⁄ ) , 𝑑𝑡𝑡𝑑𝑥 = 𝑔𝑥 × (∆𝑡𝑡)3∆𝑥 = 9.8 × 10−5. 
 
Figure 5-6: Velocity profiles of a Poiseuille flow when the intersection fraction ∆= 0.1, 0.3, 0.5, 
and 0.8. 
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From Figure 5-6, we can see perfect agreement between the velocity profiles simulated 
by LBM with the new boundary condition and the analytical solution, with only 11 lattice nodes 
in the y direction.  Thus the ability of the new boundary condition to capture the exact location of 
the boundaries is further validated. 
In order to investigate the numerical stability of the new boundary condition, a chart is 
made to compare the stability behavior to the existing modified FH boundary condition. 
Simulation parameters are chosen to be the same as presented in [32] in order to compare the 
simulation results under the same flow conditions, where 𝑑𝑡𝑡
𝑑𝑥
= −1.0 × 10−6 , 𝑁𝑥 = 65 , and 
𝑁𝑦 = 35. In order to produce the stability chart, the relaxation time 𝜏𝜏 varies from 0.5 to 2.0, and 
the intersection fraction ∆ is varying from 0.1 to 0.9. Equations 5.18-5.20 are applied for the 𝑦𝑦-
direction boundary condition and the periodic boundary condition, as presented in equations 5.23 
and 5.24, is applied for the 𝑥𝑥-direction boundary condition. 
By applying the new proposed boundary condition, the stability region chart of a fully 
developed Poiseuille flow is shown in Figure 5-7. From the stability region chart of the same 
simulation test presented by Mei et al. with the modified FH boundary condition in [32], by 
increasing the relaxation parameter 𝜏𝜏 from 0.5 to 2.0, there is always a region of instability when 
the intersection fraction ∆ is less than 0.5, even with a separate boundary treatment. However, by 
applying the new boundary scheme, there are no instability regions when the intersection fraction 
is higher than 0.2 under the same calculation conditions. From the stability chart, we can see that 
Mei’s boundary condition is more vulnerable to the intersection fraction ∆, and thus, the new 
proposed boundary condition exhibits better performance in capturing the exact boundaries.  
With the expanded stability region for ∆≥ 0.2 presented in Figure 5-7, we will have more 
freedom in choosing the relaxation parameter 𝜏𝜏, which is directly related to the fluid viscosity 
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𝜈 = �𝜏𝜏 − 1
2
� 𝑐𝑠𝑠
2δ𝑡𝑡, or the Reynolds number 𝑅𝑒𝑒 = 𝑢𝐷
𝜈
, ensuring a broader application of the LBM 
for the simulation of more complex fluid flows. 
 
Figure 5-7: Stability region chart for a fully developed 2-D Poiseuille flow with the proposed 
boundary condition, compared to the modified FH boundary condition. 
 
Based on the above two numerical experiments on the basic fluid flows, we can clearly 
see the highly improved numerical accuracy and stability by applying the new moving boundary 
condition. From the simulation results of the velocity profile, the results obtained by the new 
boundary condition can agree well with the analytical solution when the intersection fraction is 
varying, and show great capability to capture the actual wall boundary. From the relative error 
comparison, the new boundary condition shows great improvement over the most applied Ladd’s 
boundary condition and FH boundary condition. Based on further investigation of the new 
Stable region 
Stable region 
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boundary condition on the flat boundaries, the stability chart of the Poiseuille flow is studied, 
based on which we can see the expansion of the stability region. In order to expand the 
application of the new moving boundary condition for the LBM algorithm, numerical tests on 
complex surfaces will be studied in the next sections. 
5.3 NUMERICAL EXPERIMENTS WITH THE NOVEL MOVING BOUNDARY 
CONDITION FOR COMPLEX BOUNDARIES 
In order to exhibit the capability of the new boundary condition to capture a complex surface, a 
uniform flow with velocity 𝑈𝑈0 flowing over a column cylinder of radius 𝑎𝑎 as shown in Figure 5-8 
at a finite Reynolds number, which is defined by 𝑅𝑒𝑒 = 𝜌𝑈0(2𝑤𝑤)
𝜇
= 𝑈0(2𝑤𝑤)
𝜈
, is investigated. The 
computational domain size is the same as introduced in Section 4.2, the transformations between 
the lattice system and real physical system follows the rules as shown in Table 4-1, and 𝑅𝑒𝑒 = 10.  
One parameter that needs to be addressed is the number of iteration steps in each 
simulation experiment with varying relaxation time 𝜏𝜏. For all of the cases of 𝑅𝑒𝑒 = 𝜌𝑈0(2𝑤𝑤)
𝜇
=
𝑈0(2𝑤𝑤)
𝜈
= 10, where 𝜈 = 2𝜏−1
6
, we know that with the variation of the relaxation time 𝜏𝜏 , the 
viscosity 𝜈 in the lattice Boltzmann system will  change as well.  
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 Figure 5-8: Sketch of the flow over a static 2D cylinder. 
From the transformations between the lattice Boltzmann system and the physical system, 
we know that: 
𝜈𝑤𝑤𝑏𝑏 = 𝜈𝑡𝑡 × ∆𝑡𝑡(∆𝑥)2, 5.26 
Rewriting the above relation in a more straightforward way: 
∆𝑡𝑡 = (∆𝑥𝑥)2
𝜈𝑡𝑡
∙
2𝜏𝜏 − 16 . 5.27 
Thus, in order to maintain the consistency of the viscosity of water between the lattice 
Boltzmann system (𝜈𝑤𝑤𝑏𝑏) and the physical system (𝜈𝑡𝑡), the time step ∆𝑡𝑡 needs to be modified once 
the relaxation time changes. In all of these cases for 𝑅𝑒𝑒 = 10, the time steps in the lattice 
Boltzmann system and number of iteration steps are listed in Table 5-2 for different relaxation 
time parameters 𝜏𝜏. 
 
 
𝑈𝑈0 2𝑎𝑎 
(𝑥𝑥0,𝑦𝑦0) = (10𝑎𝑎, 20𝑎𝑎) 
𝑋𝑋 = 35𝑎𝑎 
𝑌𝑌 = 40𝑎𝑎 
𝑥𝑥 = 10𝑎𝑎 
𝑦𝑦 = 20𝑎𝑎 
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Table 5-2: Time step ∆𝑡𝑡 and total iteration steps 𝑁 with varying 𝜏𝜏. 
Time relaxation time 𝜏𝜏 
Time step ∆𝑡𝑡 
∆𝑡𝑡 = (∆𝑥𝑥)2
𝜈𝑡𝑡
∙
2𝜏𝜏 − 16  
Total time steps for calculation 𝑁 
𝑁 = 2.0
∆𝑡𝑡
 
𝜏𝜏 = 0.505 ∆𝑡𝑡 = 1.667 × 10−5 𝑁 = 1.2 × 105 
𝜏𝜏 = 0.55 ∆𝑡𝑡 = 1.667 × 10−4 𝑁 = 1.2 × 104 
𝜏𝜏 = 0.60 ∆𝑡𝑡 = 3.333 × 10−4 𝑁 = 6.0 × 103 
𝜏𝜏 = 0.65 ∆𝑡𝑡 = 5.000 × 10−4 𝑁 = 4.0 × 103 
𝜏𝜏 = 0.70 ∆𝑡𝑡 = 6.667 × 10−4 𝑁 = 3.0 × 103 
𝜏𝜏 = 0.75 ∆𝑡𝑡 = 8.333 × 10−4 𝑁 = 2.4 × 103 
𝜏𝜏 = 0.80 ∆𝑡𝑡 = 1.000 × 10−3 𝑁 = 2.0 × 103 
 
To validate the accuracy of the new moving boundary condition, a series of numerical 
tests under the same Reynolds number 𝑅𝑒𝑒 = 10 are carried out for relaxation parameter values 
shown in Table 5-2. After the same flow time 𝑡𝑡 = 2.0  seconds, the normalized velocity profiles 
𝑙𝑙/𝑈𝑈0 along the 𝑥𝑥-direction centerline (𝑦𝑦 = 20𝑎𝑎) are shown in Figure 5-9 and the normalized 
velocity profiles 𝑙𝑙/𝑈𝑈0  along the 𝑦𝑦-direction centerline (𝑥𝑥 = 10𝑎𝑎) are shown in Figure 5-10. 
Under the same Reynolds number, which can be used to help predict similar flow patterns for 
different fluid flow situations, we know that the flow pattern should be the same; thus, the 
velocity profiles for different relaxation parameter tests should also be the same. From the 
normalized upstream and downstream velocity profiles for different relaxation parameters in 
Figure 5-9, the velocity profiles 
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 Figure 5-9: The upstream and downstream velocity profiles along the 𝑥𝑥 -direction centerline 
𝑦𝑦 = 20𝑎𝑎. 
 
Figure 5-10: The normalized velocity profiles along the 𝑦𝑦-direction centerline 𝑥𝑥 = 10𝑎𝑎. 
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are identical for all of the studied tests. Similarly, the velocity profiles along the 𝑦𝑦-direction 
centerline for all of the studied cases are also in prefect agreement with each other, as can be 
seen from Figure 5-10. Thus, based on the results shown in Figure 5-9 and Figure 5-10 for the 
same Reynolds number flow, we can see that the new moving boundary condition works well for 
complex surfaces and shows numerical stability for different relaxation parameters. 
 To exhibit the capability of the new moving boundary condition to preserve the 
geometric integrity, a series of computational tests are carried out for a cylinder of radius 𝑟 =3.0, 3.2, 3.4, 3.5, 3.6, 3.8, and 𝑟 = 4.0. In all of these tests, the Reynolds number is still set to 10, and the relaxation parameter is chosen to be 𝜏𝜏 = 0.505. The results for the tests are shown in 
Figure 5-11 to Figure 5-15. For the same Reynolds number flow, with a different cylinder radius 
for each of the numerical tests, the flow patterns for all of the tests should be the same. Thus, the 
velocity profile with normalization to the cylinder radius 𝑟 for each of the test should also be the 
same. In Figure 5-11, the normalized velocity profiles along the 𝑥𝑥-direction centerline 𝑦𝑦 = 20𝑎𝑎 
for different cylinder radii 𝑟 = 3.0, 3.2, 3.4, 3.5, 3.6, 3.8, and 𝑟 = 4.0 are presented. In that 
figure, we can see strong agreement among all of the normalized velocity profiles for the same 
Reynolds number flow. More details of the velocity profiles in the upstream and downstream 
region are presented in Figure 5-12 and Figure 5-13. Similarly, the normalized velocity profiles 
along the 𝑦𝑦-direction centerline 𝑥𝑥 = 10𝑟 for different cylinder radii 𝑟 = 3.0, 3.2, 3.4, 3.5, 3.6, 3.8, and 𝑟 = 4.0 are presented in Figure 5-14, where we can again see agreement among all of 
the normalized velocity profiles for the same Reynolds number flow. More details of the velocity 
profiles in the half symmetry domain are presented in Figure 5-15.  
A group of comparison figures between the normalized velocity profiles along the 𝑥𝑥-
direction centerline for 𝑅𝑒𝑒 = 10 and 𝑅𝑒𝑒 = 40 are presented from Figure 5-16 to Figure 5-18.  
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 Figure 5-11: Normalized velocity profiles along the 𝑥𝑥-direction centerline 𝑦𝑦 = 20𝑎𝑎 for different 
cylinder radii for Reynolds number 𝑅𝑒𝑒 = 10. 
 
Figure 5-12: Normalized upstream velocity profiles along the 𝑥𝑥-direction centerline 𝑦𝑦 = 20𝑎𝑎 for 
different cylinder radii for Reynolds number 𝑅𝑒𝑒 = 10. 
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 Figure 5-13: Normalized downstream velocity profiles along the 𝑥𝑥-direction centerline 𝑦𝑦 = 20𝑎𝑎 
for different cylinder radii for Reynolds number 𝑅𝑒𝑒 = 10. 
 
Figure 5-14: Normalized velocity profiles along the 𝑦𝑦-direction centerline 𝑥𝑥 = 10𝑎𝑎 for different 
cylinder radii for Reynolds number 𝑅𝑒𝑒 = 10. 
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 Figure 5-15: Normalized velocity profiles along the 𝑦𝑦-direction centerline 𝑥𝑥 = 10𝑎𝑎 for different 
cylinder radii for Reynolds number 𝑅𝑒𝑒 = 10.  
 
Figure 5-16: Normalized velocity profiles along the 𝑥𝑥-direction centerline 𝑥𝑥 = 20𝑎𝑎 for 𝑅𝑒𝑒 = 10 
and 𝑅𝑒𝑒 = 40. 
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 Figure 5-17: Upstream normalized velocity profiles along the 𝑥𝑥-direction centerline 𝑥𝑥 = 20𝑎𝑎 for 
𝑅𝑒𝑒 = 10 and 𝑅𝑒𝑒 = 40. 
  
Figure 5-18: Downstream normalized velocity profiles along the 𝑥𝑥-direction centerline 𝑥𝑥 = 20𝑎𝑎 
for 𝑅𝑒𝑒 = 10 and 𝑅𝑒𝑒 = 40. 
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We can see from Figure 5-16 and Figure 5-18 that there is a sharp gradient near the front 
stagnation point, which is because of the separation bubbles when 𝑅𝑒𝑒 = 40. Moreover, from 
Figure 5-18, we can see the maximum of the bubble velocity is around −0.15 and the separation 
bubble length is 𝑥𝑥 𝑟⁄ ≈ 5.0 . The same results can be found by applying the modified FH 
boundary condition for the same simulation tests in [32].  
Form the investigation on the velocity profiles under the same Reynolds number 𝑅𝑒𝑒 with 
different relaxation parameters 𝜏𝜏 and cylinder radii 𝑟, the numerical stability and capability to 
capture the exact boundary surfaces of the new moving boundary condition can be validated. It is 
known that for the same Reynolds number flows, the flow patterns should be the same. From 
Figure 5-9 and Figure 5-10, great agreement for all of the velocity profiles for different 
relaxation parameters 𝜏𝜏  can be seen, which means the flow patterns for all of the tests of  
𝑅𝑒𝑒 = 10  are the same, and thus, and the numerical accuracy of the new moving boundary 
condition can be validated. Moreover, based on the agreement for all of the normalized velocity 
profiles for different cylinder radii from Figure 5-11 to Figure 5-15, we can conclude that the 
exact locations of the cylinder’s surfaces are identified, and thus, the new moving boundary 
condition’s capability to preserve the boundaries’ geometric integrity can be validated. 
Moreover, the new moving boundary condition is easy to be implemented with a unified 
interpolation boundary scheme, without additional consideration for the intersection fraction ∆. 
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5.4 FORCE EVALUATION FOR A CYLINDER WITH THE NOVEL MOVING 
BOUNDARY CONDITION 
To further develop the numerical model of a particle-fluid system, the force exerted on an 
asymmetrically placed cylinder is inspected in this section with the new moving boundary 
condition. The sketch of the benchmark test is shown in Figure 4-9.  After the unit 
transformations, all of the simulation parameters are listed in Table 5-3. From Table 4-2 and 
Table 5-3, we can see the resolution of the numerical test in this section is ∆𝑥𝑥 = 1 × 10−2, 
which is twice as coarse as the resolution for the test with FH modified boundary condition.  
Numerical results for the unsteady flow at 𝑅𝑒𝑒 = 100 are presented from Figure 5-19 to 
Figure 5-23. The non-dimensional drag coefficient, lift coefficient, and Strouhal number are 
presented as results to compare with the results in [31, 76, 83, 84], and are defined as:  
𝐶𝐷 = |𝐹𝑥|𝜌𝑈�2𝑤𝑤, 5.28 
𝐶𝐿 = 𝐹𝑦𝜌𝑈�2𝑤𝑤, 5.29 
𝑆𝑡𝑡 = 2𝑤𝑤
𝑈�𝑇
, 5.30 
where 𝐹𝑥 and 𝐹𝑦 can be obtained by the momentum exchange method in equations 3.30 and 3.31, 
as introduced in Section 3.5.  
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Table 5-3: Unit transformations for force validation. 
Physical system Lattice Boltzmann system 
Length: 𝐿𝐿 = 2.2 (𝑚), 
Width: 𝐻 = 0.41 (𝑚), 
Radius of the cylinder: 𝑅 = 0.05 (𝑚). 
 
 
𝑋𝑋 = 220 𝑙𝑙𝑙𝑙,  𝑌𝑌 = 41 𝑙𝑙𝑙𝑙, 
𝑟 = 5 𝑙𝑙𝑙𝑙, 
∆𝑥𝑥 = ∆𝑦𝑦 = 1(𝑙𝑙𝑙𝑙) = 𝐿
𝑋
(𝑚) = 1 × 10−2(𝑚), 
Kinetic viscosity: 𝜈𝑡𝑡 = 10−3(𝑚2 𝑠⁄ ), 𝜈𝑤𝑤𝑏𝑏 = 2𝜏−16 = 2×0.55−16 = 𝜈𝑡𝑡 × ∆𝑡𝑡(∆𝑥)2 , since ∆𝑥𝑥  is 
known, we can calculate ∆𝑡𝑡 = 1.667 × 10−1𝑠, 
Reynolds number: 𝑅𝑒𝑒 = 100, 𝑅𝑒𝑒 = 𝑈�𝐷𝑙𝑏𝜈𝑙𝑏 = 𝑈�×102×0.55−16 = 100,  
Velocity: 𝑈𝑈𝑏𝑏𝑤𝑤𝑥 = 1.5 (𝑏𝑏𝑠𝑠 ), 
𝑈𝑈𝑤𝑤𝑣𝑒𝑟𝑤𝑤𝑔𝑒 = 𝑈𝑈� = 23 × 𝑈𝑈𝑏𝑏𝑤𝑤𝑥 = 1.0 �𝑚𝑠 �. 
With the above expression for Reynolds number, 
the velocity can be obtained as:  
𝑈𝑈� = 1.667 × 10−1. 
 
When 𝑅𝑒𝑒 = 100, the flow will become unsteady and periodic vortex shedding will be  
observed at the downstream region of the cylinder. Results for 𝐶𝐷, 𝐶𝐿, and 𝑆𝑡𝑡 in the references 
are listed in Table 5-4. 
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Table 5-4: Numerical results for the drag coefficient, lift coefficient, and Strouhal number for the 
unsteady flow when 𝑅𝑒𝑒 = 100. 
𝑅𝑒𝑒 = 100 
𝐶𝐷𝑏𝑏𝑤𝑤𝑥 = |𝐹𝑥|𝜌𝑈𝑈�2𝑎𝑎 𝐶𝐿𝑏𝑏𝑤𝑤𝑥 = 𝐹𝑦𝜌𝑈𝑈�2𝑎𝑎 𝑆𝑡𝑡 = 2𝑎𝑎𝑈𝑈�𝑇 
The new moving BC 3.2964 1.0124 0.2970 
Schäfer, M., et al. [76] [3.22, 3.24] [0.99, 1.01] [0.2950, 0.3050] 
Mei, R. et al. [64] 3.2358 1.0045 0.3033 
Chang, C. et al. [84] 3.292 0.974 0.302 
Chen, D. et al. [83] 3.333 1.0511 0.3003 
  
 
Figure 5-19: The variation of the drag and lift coefficients for 𝑅𝑒𝑒 = 100. 
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 Figure 5-20: The variation of the drag coefficients for 𝑅𝑒𝑒 = 100. 
 
Figure 5-21: The variation of the lift coefficients for 𝑅𝑒𝑒 = 100. 
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By applying the new moving boundary condition, the simulation results in a 𝐶𝐷𝑏𝑏𝑤𝑤𝑥 of 3.2964 , and a 𝐶𝐿𝑏𝑏𝑤𝑤𝑥  of 1.0124 , which agree well with the results presented in the above 
references. From Figure 5-19, we can see the periodic fluctuations clearly with the evolution of 
time. For the variation in the drag coefficient shown in Figure 5-20 and coefficient shown in 
Figure 5-21, the period is 𝑇 ≈ 202 𝑡𝑡𝑠. Thus, the Strouhal number is 𝑆𝑡𝑡 = 2𝑤𝑤
𝑈�𝑇
=≈ 0.2970, which 
also falls into the range [0.2950, 0.3050] given in [76].             
Moreover, two peaks are observed in the drag coefficient during a period, as presented in 
Figure 5-20, which correspond to the same two peaks observed in [64]. This observation is 
explained [64] as the existence of a weaker vortex and a stronger vortex alternately shed at the 
downstream region of the cylinder. 
Based on the above simulation results of 𝐶𝑑𝑑, 𝐶𝑙𝑙 and 𝑆𝑡𝑡, the instantaneous isolines of the 
𝑥𝑥-direction velocity and 𝑦𝑦-direction velocity are presented in Figure 5-22 and Figure 5-23. The 
vortex in the downstream region of the cylinder shown in Figure 5-23 agrees well with the 
observation of the periodic vortex shedding. 
 
Figure 5-22: Instantaneous isolines of 𝑥𝑥-direction velocity at 𝑅𝑒𝑒 = 100.  
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 Figure 5-23: Instantaneous isolines of 𝑦𝑦-direction velocity at 𝑅𝑒𝑒 = 100.  
In summary, by investigating the force exerted on an asymmetrically placed cylinder in 
the unsteady flow, the drag coefficient, lift coefficient, and Strouhal number can be calculated 
and compared with the existing numerical results. Excellent agreement can be seen between the 
results obtained with the new moving boundary condition and other boundary conditions, even 
with a coarser resolution. Thus, the new moving boundary condition can preserve the geometric 
integrity of complex surfaces, and exhibits great numerical accuracy and stability when applied 
to complex boundary surfaces, with a coarser resolution and a unified simpler boundary scheme, 
where potential computational resources can be saved for further large scale simulation. 
5.5 NUMERICAL EXPERIMENTS TO VALIDATE THE GALILEAN INVARIANCE 
OF THE NOVEL MOVING BOUNDARY CONDITION 
The Navier-Stokes equations, which are of Galilean invariance, can be recovered from 
the mesoscopic lattice Boltzmann equation. Thus, the Galilean invariance characteristic should 
be maintained for the LBM. In order to demonstrate the Galilean invariance of the new boundary 
scheme, a circular cylinder moving along the centerline of a channel with velocity 𝑈𝑈 is simulated 
in different frames of reference [34]. In the first case, the position of the cylinder is fixed, with 
the two parallel walls moving with velocity 𝑈𝑈, such that the boundary of the cylinder is also 
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fixed, as shown in Figure 5-24. In the second case, the cylinder is moving with velocity 𝑈𝑈 and 
the wall is fixed, such that the boundary of the cylinder is also moving, as shown in Figure 5-25. 
However, the relative motion between the cylinder and the wall is the same. Thus, the simulation 
results under the two different frames of reference can not only test the accuracy of the proposed 
moving boundary conditions, but also the Galilean invariance of the LBE method [85].  
For the first frame of reference in Figure 5-24, a cylinder of diameter 𝑑𝑑 = 10 lattice units 
is placed in the center (𝑥𝑥0 = 50,𝑦𝑦0 = 32) of a channel of width 𝑊 = 64 and length 𝐿𝐿 = 100. 
The velocity of the wall is 𝑈𝑈 = −0.01, and the particle Reynolds number is set to be 1.0 based 
on the definition 𝑅𝑒𝑒 = 𝑈𝑑
𝜐
, where the viscosity 𝜐 = (2𝜏−1)
6
. Under the second frame of reference 
in Figure 5-25, the initial location of the cylinder is set to be at (𝑥𝑥0 = 0,𝑦𝑦0 = 32) and the 
velocity of the cylinder is 𝑈𝑈 = 0.01. Then after 5000 time steps, the location of the cylinder 
moves to (𝑥𝑥 = 50,𝑦𝑦 = 32).  
 
Figure 5-24: The frame of reference 1, when the location of the cylinder is fixed and the 
boundary walls are moving. 
U 
U 
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Figure 5-25: The frame of reference 2, when the cylinder is moving and boundary walls are at 
rest. 
 
In order to verify the character of Galilean invariance for the new proposed boundary 
scheme, the normalized velocity profiles under each frame of reference after 5000 time steps are 
presented in Figure 5-26 and Figure 5-27. As has been done for the velocity comparison under 
two different frames of reference shown in [34], we also compare the results of the velocity 
profiles along several horizontal lines obtained by the fixed cylinder boundary (the first frame of 
reference) and by the moving cylinder boundary (the second frame of reference), both from 
applying the new proposed boundary condition.  In Figure 5-26, the normalized x-component 
velocities along six different horizontal lines, which are 𝑙𝑙 �𝑥𝑥, 𝑦
𝑊
= 0.5� , 𝑙𝑙 �𝑥𝑥, 𝑦
𝑊
= 0.422� , 
𝑙𝑙 �𝑥𝑥, 𝑦
𝑊
= 0.375�, 𝑙𝑙 �𝑥𝑥, 𝑦
𝑊
= 0.313�, 𝑙𝑙 �𝑥𝑥, 𝑦
𝑊
= 0.156�, and 𝑙𝑙 �𝑥𝑥, 𝑦
𝑊
= 0.078�, agree well with 
each other under the two different frames of reference. Similarly, the x-component velocities 
along the vertical line crossing the center of the cylinder, 𝑙𝑙(𝑥𝑥 = 50,𝑦𝑦), under the two different 
frames of reference also agree perfectly with each other, as shown in Figure 5-27. Based on the 
agreement between the velocity profiles under the two different frames of reference, as shown in 
Figure 5-26 to Figure 5-27, we can see that the characteristic of Galilean invariance is 
maintained by applying the new moving boundary condition. 
 
U 
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 Figure 5-26: X-component of the velocity field along horizontal lines at 𝑡𝑡 = 5000. The open 
circles and crosses are the results obtained by the fixed cylinder boundary and by the moving 
cylinder, respectively. 
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 Figure 5-27: X-component of the velocity field along the vertical line (𝑙𝑙(𝑥𝑥 = 50,𝑦𝑦)) crossing the 
center of the cylinder at 𝑡𝑡 = 5000. The open circles and crosses are the results obtained by the 
fixed cylinder boundary and by the moving cylinder boundary, respectively. 
To assess the accuracy of the new boundary condition for moving boundaries, the relative 
L2-norm error as defined by 𝐸2 = �∫ �𝑢𝑅𝑒𝑓1−𝑢𝑅𝑒𝑓2�2𝑑𝑥𝐿0 �1/2
�∫ 𝑢𝑅𝑒𝑓12𝑑𝑥
𝐿
0 �
1/2  along the six different horizontal lines is 
presented in Figure 5-28, where the 𝑙𝑙𝑅𝑒𝑓𝑓1 denotes the velocity obtained under the first frame of 
reference and 𝑙𝑙𝑅𝑒𝑓𝑓2  denotes the velocity obtained under the second frame of reference. For 
comparison, Ladd’s moving boundary condition as introduced in Section 3.4 is applied for the 
same numerical experiments.  
The relative L2-norm errors along the six horizontal lines under the two different frames 
of reference for both Ladd’s moving boundary condition and the new proposed boundary 
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condition are shown in Figure 5-28. From Figure 5-28, the relative L2-norm error shows that the 
difference between the two frames of reference is quite small and the relative motion is the same 
under these two different frames of reference. Moreover, the numerical errors of the new 
proposed boundary scheme are smaller than Ladd’s moving boundary condition, and thus the 
Galilean invariance character of the new boundary condition can be better maintained. One 
reason for the improvement of the characteristic of Galilean invariance can be also explained by 
the stronger capability to locate the moving boundaries for the new moving boundary condition. 
 
Figure 5-28: Relative L2-norm error along the six different horizontal lines, which are 𝑦𝑦/𝑊 =0.5, 𝑦𝑦/𝑊 = 0.422, 𝑦𝑦/𝑊 = 0.375, 𝑦𝑦/𝑊 = 0.313, 𝑦𝑦/𝑊 = 0.156, and 𝑦𝑦/𝑊 = 0.078. The open 
circles and the solid squares are the errors obtained by the new proposed boundary condition and 
Ladd’s boundary condition, respectively. 
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In this chapter, a rigorous mathematical derivation of the new moving boundary 
condition was introduced in detail, and numerical experiments were carried out by applying the 
new moving boundary condition for flat moving surfaces, static complex surfaces, and moving 
complex surfaces. Improvements in both numerical accuracy and numerical stability can be 
observed by applying the new moving boundary condition for flat surfaces in the numerical tests. 
A strong capacity to preserve the geometric integrity of complex surfaces also can be proven by 
an investigation of the normalized velocity profiles in the upstream and downstream regions for 
static cylinders of different radii. Furthermore, from the benchmark study on the force exerted on 
an asymmetrically placed cylinder in an unsteady flow, great ability to preserve the geometric 
integrity can also be seen to reduce the necessary mesh resolution. The maintained and improved 
characteristic of Galilean invariance of the new moving boundary condition is confirmed by 
probing the velocity profiles under two different frames of reference. Based on all of these 
numerical experiments for modelling a particle-fluid system in this chapter, it can be concluded 
that the new moving boundary condition is a universal improvement over the existing boundary 
conditions used in the field of LBM. 
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6.0  CONCLUSIONS AND FUTURE WORK 
6.1 MAJOR CONTRIBUTIONS  
In this dissertation, several original contributions have been made for the investigation of 
particle-fluid systems by applying the LBM approach. The following is a summary of the 
accomplishments of this work.  
6.1.1 Development of rigorous unit transformations between a physical system and the 
lattice Boltzmann system  
For the numerical modeling process, the values of certain parameters are very important for any 
meaningful simulation results. In most previous work, only the values of simulation parameters, 
such as relaxation parameters 𝜏𝜏, dimensionless lattice velocities 𝑙𝑙, etc., are given, without any 
explanations of the physical meanings or the relationships to the real physical world. In this work, 
rigorous unit transformations between the real physical world system and the lattice Boltzmann 
system are given. The transformation between these two systems are built on the equality of the 
non-dimensional numbers, such as the Reynolds number 𝑅𝑒𝑒, and Mach number 𝑀𝑎𝑎. Based on 
this, the values of the parameters for the LB systems can be obtained by simple calculations, and 
thus, the physical meanings of the parameters chosen for the LBM numerical tests are clear and 
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reasonable. The transformation table, as shown in Table 2-1, provides a reference for choosing 
parameters for the LBM numerical experiments, for both this work and future researchers, so that 
meaningful simulation results can be obtained and explained.     
6.1.2 Comprehensive investigation of the boundary conditions for particle-fluid systems 
The most popular boundary conditions for modeling particle-fluid systems with the LBM are 
introduced and investigated comprehensively, such as the bounce-back boundary condition, the 
bounce-back on the link boundary condition, the interpolation based boundary condition, the FH 
boundary condition, and Ladd’s boundary condition. Each of the above boundary conditions is 
explained in detail, and a thorough analysis of the advantages and disadvantages of each 
boundary condition is given.  
In order to further investigate existing boundary conditions for particle-fluid systems, a 
simple flow case, Couette flow, was first developed. The results from the LBM simulation were 
shown to be in agreement with the analytical solution. Next, we further investigated the velocity 
profiles in the upstream and downstream regions of a cylinder at rest in a channel to check the 
ability to capture a complex boundary by applying a given boundary condition. Following that 
investigation, the force exerted on an asymmetrically placed cylinder was evaluated. The 
momentum exchange method, as introduced in Section 3.5, was used to calculate the drag 
coefficient and lift coefficient obtained by the LBM and compare them to other CFD approaches. 
Finally, simulations of the movement of a cylinder in Couette flow and Poiseuille flow were 
carried out, and the trajectories of the cylinder under different Reynolds numbers plotted and 
explained.  
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6.1.3 Development of a new moving boundary condition based on the Chapman-Enskog 
expansion  
In the investigation of previous boundary conditions and the development of a particle-fluid 
system for the LBM, it was found there were important deficiencies in the existing 
methodologies. To that end, we proposed a moving boundary condition based on a rigorous 
mathematical derivation from the Chapman-Enskog expansion, which is the theoretical 
foundation for the recovery from the lattice Boltzmann equation to the Navier-Stokes equations. 
The process of constructing the new moving boundary condition is explained in detail and 
numerical experiments are carried out by applying the new moving boundary condition for flat 
moving surfaces, static complex surfaces, and moving complex surfaces. Improvements in 
numerical accuracy and numerical stability can be observed by applying the new moving 
boundary condition for flat surfaces. Additionally, a strong capability to preserve the geometric 
integrity of complex surfaces can be proven by investigation of the normalized velocity profiles 
in the upstream and downstream regions of a static cylinder, and by the force evaluation on an 
asymmetrically placed cylinder by reduced mesh resolution. The new boundary condition was 
also shown to maintain and improve the characteristic of Galilean invariance by probing the 
velocity profiles under two different frames of reference. Moreover, the new moving boundary 
condition has a simpler scheme, which can be implemented without consideration of instability 
issues. Finally, the way to build the new moving boundary condition provides a novel concept to 
construct the boundary condition for the LBM without the limitation of being based on the 
information from the already existing lattice nodes. 
In conclusion, then, the particle-fluid boundary interaction of particulate suspension 
systems is successfully modeled by the LBM approach with appropriate boundary schemes. The 
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new moving boundary condition, based on a more rigorous theoretical foundation, highly 
improves the numerical accuracy for flat wall boundaries, preserves numerical accuracy and 
stability with a coarser mesh resolution for complex boundaries, exhibits a stronger capability to 
preserve geometric integrity, and maintains a better Galilean invariance characteristic for 
modeling such particulate suspension systems.  
6.2 FUTURE WORK  
The field of LBM fluid simulation is very versatile and promising, with many potential 
advantages over conventional CFD approaches. As a result, there are a number of exciting 
potential avenues for its future development. A few of the areas specifically related to the work 
presented here are listed below. 
6.2.1 Multiple-particle particulate suspension systems 
The new boundary condition proposed in this work is validated through numerical experiments 
mainly focused on a single particle fluid system. For most of particulate suspension systems in 
real applications, multiple particles will be involved for the numerical modeling, where the 
interaction forces, such as particle-particle and particle-wall, need to be considered in addition to 
the particle-fluid interaction. For most of the previous studies on multi-particle systems, the 
simple bounce-back [86] or bounce-back on the link [87] boundary condition is applied for the 
numerical tests; thus, further applications of the new boundary condition to multi-particle 
systems need to be investigated and validated. Additionally, for multi-phase microchannel flow 
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[88], especially for the most interesting Taylor slug flows, the large area of interfacial interaction 
between the fluid is of the most interest. The formation of Taylor slug flow has already been 
successfully simulated by applying the LBM [89], and with a more accurate boundary condition 
for the multi-phase microchannel flow, the formation mechanism can be further investigated.    
Moreover, when dealing with the inside lattice nodes of the boundary surface in this work, 
in order to keep the computational domain consistent, the lattice nodes inside and outside of the 
boundary surface are treated as fluid nodes, which is known as Ladd’s shell model. Therefore, 
the density ratio in the numerical experiments is chosen based on the constraint 𝜌𝑠
𝜌𝑓
> 1 + 10
𝑟
, 
which is used as a stability criterion for the shell model, and then this constraint limits the 
expansion application of Ladd’s shell model [72]. Therefore, research on the effect of treating 
the lattice nodes inside the boundary surfaces as fluid needs to be furthered and the limitation of 
the density ratio improved.    
6.2.2 Parallel computation 
One of the important features of the LBM is that it is very suitable for parallel computation. The 
collision process is exactly local and the streaming process is almost local, and only needs 
information from the neighboring lattice nodes. Parallel computation with the LBM has been 
successfully applied to simulate multi-particle particulate suspension systems [87, 90]. In the 
process of constructing the new moving boundary condition, only interpolation schemes based 
on already known information from the neighboring lattice nodes need to be implemented, which 
will not affect the applicability of parallel computation. Due to the stronger capability of the new 
moving boundary condition to capture the solid boundary surfaces, the resolution of the mesh 
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can be reduced for the simulation processes. Therefore, parallel computation is also suitable for 
investigation of particulate suspension systems by applying our new moving boundary condition, 
and a great reduction in computational time and resources can be expected.    
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