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a b s t r a c t
Let br(H1,H2) be the bipartite Ramsey number for bipartite graphs
H1 and H2. It is shown that the order of magnitude of br(Kt,n, Kn,n)
is nt+1/(log n)t for t ≥ 1 fixed and n → ∞. Moreover, if H is an
isolate-free bipartite graph of order h having bipartition (A, B) that
satisfies ∆(B) ≤ t , then br(H, Kn,n) can be bounded from above
by (hn/ log n)t(log n)α(t) for large n, where α(1) = α(2) = 1 and
α(t) = 0 for t ≥ 3.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
LetH1 andH2 be graphs. The Ramsey number r(H1,H2) is defined to be the smallest integerN such
that each red–blue edge-coloring of the complete graph KN contains either a red copy of H1 or a blue
copy ofH2.When bothH1 andH2 are bipartite,we define the bipartite Ramsey number br(H1,H2) as the
smallest integerN such that any red–blue edge-coloring of the complete bipartite graph KN,N contains
either a red copy of H1 or a blue copy of H2. The following relation was observed by Parsons[10].
Lemma 1. Let H1 and H2 be bipartite graphs. Then
r(H1,H2) ≤ 2br(H1,H2).
To prove this, it suffices to note the fact that any edge-coloring of K2N induces one of KN,N .
Thomason [11] proved that
br(Kt,n, Kt,n) ≤ 2t(n− 1)+ 1 (1)
for any n ≥ t ≥ 1. It has been shown in [9] that br(Kt,n, Kt,n) = (1 + o(1))2tn for t ≥ 1 fixed and
n→∞. Caro and Rousseau [4] proved that for fixed t ≥ 2,
c1
(
n
log n
)(t+1)/2
< br(Kt,t , Kn,n) < c2
(
n
log n
)t
, (2)
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where ci = ci(t) > 0 are constants, and here and henceforth log signifies the natural logarithmic
function.
Let G(A, B) denote the set of all isolate-free bipartite graphs having bipartition (A, B). Let H ∈
G(A, B), and ∆(B) be the maximum degree of vertices of B in H . In this note, we are concerned with
br(H, Kn,n), where∆(B) is bounded. Our first result aims at a complete H with∆(B) = t .
Theorem 1. Let t ≥ 1 be fixed integer. Then, for all n ≥ 2,
c1
nt+1
(log n)t
≤ br(Kt,n, Kn,n) ≤ c2 n
t+1
(log n)t
,
where ci = ci(t) are positive constants.
The asymptotic forms of the constants in the above results are c1 = 1/(3(2t)t) and c2 = 1/t t . The
same argument shows that the order of magnitude of r(Kt,n, Kn,n) is also nt+1/(log n)t .
Theorem 2. Let H ∈ G(A, B) be a bipartite graph of order h. If ∆(B) ≤ t, where t is fixed, then, for all
sufficiently large n,
br(H, Kn,n) ≤
(
h n
log n
)t
(log n)α(t),
where α(1) = α(2) = 1 and α(t) = 0 for t ≥ 3.
The following corollary generalizes (2) for t ≥ 3.
Corollary 1. Let integers s ≥ t ≥ 2 be fixed. Then, for all n ≥ 2,
c1
(
n
log n
)(st−1)/(s+t−2)
≤ br(Kt,s, Kn,n) ≤ c2
(
n
log n
)t
,
where ci = ci(s, t) are positive constants.
Let us propose a problem as follows.
Problem 1. Determine the order of magnitude of br(Kt,t , Kn,n) for fixed t ≥ 2. Is it (n/ log n)t?
2. Proofs
To obtain the lower bound in Theorem1,we shall use the Chernoff inequality; see [5,2]. A particular
form used by Beck [3] is as follows.
Lemma 2. Let X1, X2, . . . be mutually independent variables, which have the same binomial distribution
Pr(Xi = 1) = p and Pr(Xi = 0) = 1− p
for all i. Set SN =∑Ni=1 Xi. If n ≥ Np, then
Pr(SN ≥ n) ≤
(
Npe
n
)n
.
Proof of the lower bound in Theorem 1. Let N = nt+13(2t log n)t and p = (2t log n)/n. Independently
and at random, color each edge of KN,N red with probability p; otherwise color it blue. Let G be the
(random bipartite) red graph. The probability that t chosen vertices in one class of G are adjacent to
a fixed vertex in another class is pt . So the probability that they have at least n common neighbors
is Pr(S ≥ n), where S is the number of common neighbors of the t chosen vertices, which has the
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binomial distribution with parameters N and pt . Then n > Npt = n/3 and by Lemma 2, we have that
Pr(S ≥ n) ≤
(
Npt e
n
)n
. Thus
Pr(Kt,n ⊆ G) ≤ 2
(
N
t
)(
Npte
n
)n
<
2N t
t!
(
Npte
n
)n
= 2n
t(t+1)
3t(2t log n)t2 t!
( e
3
)n
,
which tends to zero as n→∞. At the same time, by the standard estimates that
(
N
n
)
≤ (Ne/n)n and
1 − p < e−p, we obtain a bound on the probability that the bipartite complement G of G contains a
copy of Kn,n as
Pr(Kn,n ⊆ G) ≤
(
N
n
)2
(1− p)n2 ≤
((
eN
n
)2
e−pn
)n
=
(
e2
9(2t log n)2t
)n
→ 0.
Hence the probability that G contains no copy of Kt,n and G contains no copy of Kn,n is close to 1. Thus
br(Kt,n, Kn,n) > N . 
Define the Zarankiewicz number z(N; s, t) to be themaximumnumber of edges in a bipartite graph
G ⊆ KN,N which does not contain Kt,s. A well known argument of Kövári, Sós, and Turán [7] gives that
z(N; s, t) ≤ (s− 1)1/tN1−1/t(N − t + 1)+ (t − 1)N. (3)
For s ≥ t ≥ 3 andN much larger than s, the abovewas improved by Füredi [6] to (s−t+1)1/tN2−1/t+
tN + tN2−2/t .
Proof of the upper bound in Theorem 1. We shall prove that
br(Kt,n, Kn,n) ≤
(
1
t t
+ o(1)
)
nt+1
(log n)t
.
Set N = ct nt+1
(log n)t , where c > 1/t for t ≥ 1. From the definition of the Zarankiewicz number, to prove
br(Kt,n, Kn,n) ≤ N , it suffices to show that
z(N; n, t)+ z(N; n, n) < N2.
By the inequality (3), we have
z(N; n, t)
N2
<
( n
N
)1/t + t
N
= log n
c n
+ t(log n)
t
ct nt+1
,
and
z(N; n, n)
N2
<
( n
N
)1/n (
1− n− 1
N
)
+ n
N
=
(
log n
c n
)t/n (
1− n− 1
N
)
+ n
N
=
(
1− n− 1
N
)
exp
(
t
n
(log log n− log(cn))
)
+ n
N
=
(
1− n− 1
N
)(
1− t log n
n
+ O
(
log log n
n
))
+ n
N
= 1− t log n
n
+ O
(
log log n
n
)
.
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Therefore (z(N; t, n)+ z(N; n, n)) /N2 is bounded from above by
1−
(
t − 1
c
)
log n
n
+ O
(
log log n
n
)
,
which is less than 1 for large n as required. 
The following lemma is a slight modification of a result of Alon, Krivelevich and Sudakov [1].
Lemma 3. Let H ∈ G(A, B) and G ∈ G(U, V ) be bipartite graphs with |A| = a, |B| = b, and
|U| = |V | = N. Let d = e(G)/N, where e(G) is the number of the edges of G. If ∆(B) ≤ t and
dt
N t−1
−
(
N
t
)(
b− 1
N
)t
> a− 1,
then G contains a copy of H.
Proof of Theorem 2. We shall separate the proof into several cases.
Case 1. t = 1. In this case H is a union of vertex-disjoint stars. Let us first show that
br(K1,s, Kn,n) ≤ sn (4)
for all positive integers s and n by induction on n. As it is trivial for n = 1, we assume that (4) holds
for smaller n and consider a red–blue edge-coloring of Ksn,sn, whose bipartition is U ∪ V . For a vertex
w, let NR(w) and NB(w) be the red neighborhood and blue neighborhood, respectively. Suppose in the
coloring that there is no red K1,s; then we can pick a blue edge uv with u ∈ U and v ∈ V such that
|NR(u)| ≤ s− 1 and |NR(v)| ≤ s− 1. Set U ′ = NB(v) \ {u} and V ′ = NB(u) \ {v}. We have an induced
coloring for edges between U ′ and V ′. Clearly |U ′| ≥ s(n − 1) and |V ′| ≥ s(n − 1), yielding a blue
Kn−1,n−1 by the hypothesis of the induction, which together with the vertices u and v forms a blue
Kn,n. This proves (4).
The truth that the assertion holds for a union of disjoint stars can be seen from the inequality (4)
and the fact that br(H1∪H2,G) ≤ br(H1,G)+br(H2,G), whereH1 andH2 are vertex-disjoint bipartite
graphs.
Case 2. t = 2. Consider any red–blue edge-coloring of KN,N withN = (hn)2log n , where here and henceforth
we omit the ceiling signs as they are not crucial. Let G be the spanning subgraph of the colored KN,N
containing all red edges. If e(G) ≥ h2nN
(log n)1/2
, then the average degree d of G is at least h
2n
(log n)1/2
. Noticing
that h ≥ t = 2, we have
d2
N
−
(
N
2
)(
b− 1
N
)2
≥ d
2
N
−
(
N
2
)(
h− 1
N
)2
≥ h
4n2/ log n
N
− h
2
2
= h
2
2
> a− 1,
implying that G contains a red copy of H by Lemma 3.
We then suppose that e(G) ≤ h2nN
(log n)1/2
. Hence the number of the blue edges is at leastN2− h2nN
(log n)1/2
.
We shall show that there is a blue copy of Kn,n. It suffices to check that
N2 − h
2nN
(log n)1/2
≥ n1/nN2−1/n + nN
from (3). The above is equivalent to
1− (log n)
1/2
n
−
(
log n
h2n
)1/n
− log n
h2n
≥ 0, (5)
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which follows from the facts that h ≥ 2 and(
log n
h2n
)1/n
≤
(
log n
n
)1/n
= exp
(
− log n
n
+ log log n
n
)
= 1− log n
n
+ o
(
log n
n
)
for large n.
Case 3. t ≥ 3. Consider any red–blue edge-coloring of KN,N , where N = ( hnlog n )t . As before, let G be the
red graph. If e(G) ≥ ( nlog n )t−1htN , then the average degree d of G is at least ( nlog n )t−1ht , and it is similar
to what we did in Case 2 to check that the inequality in Lemma 3 holds and hence that G contains a
red copy of H . Therefore we suppose that e(G) ≤ ( nlog n )t−1htN , and thus the number of blue edges is
at least N2 − ( nlog n )t−1htN . We then shall show that there is a blue Kn,n. It suffices to check that
N2 −
(
n
log n
)t−1
htN ≥ n1/nN2−1/n + nN,
which is equivalent to
1− log n
n
−
(
(log n)t
htnt−1
)1/n
− (log n)
t
htnt−1
≥ 0.
This can be seen from the facts that h ≥ t ≥ 3 and(
(log n)t
htnt−1
)1/n
≤
(
(log n)t
nt−1
)1/n
= exp
(
− (t − 1) log n
n
+ t log log n
n
)
= 1− (t − 1) log n
n
+ o
(
log n
n
)
.
for large n. 
The following result is a special case of that in [8].
Lemma 4. Let m ≥ 3 and δ > 0 be fixed. Then there exists a constant c = c(m, δ) > 0 such that, if F is
a graph of order m and G is a graph of order n with e(G) ≥ δn2, then
r(F ,G) ≥ c
(
n
log n
)(e(F)−1)/(m−2)
.
Proof of Corollary 1. The assertion follows from Theorem 2 and Lemma 4 immediately. 
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