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Bellman’s dynamic programming methodology can be applied to a wide range of
computer science optimization problems. Some of these applications are briefly
reviewed here. This work has led to advances in numerous other areas of computer
science, including programming languages, computer simulation, and computer
architecture. In turn, advances in these other areas suggest other applications of
and to dynamic programming. In summary, we survey interrelationships of dis-
parate computer science areas, and how progress in these areas evolved from
Bellman’s work.  2000 Academic Press
1. INTRODUCTION
  Ž .In 1 , Richard Bellman’s contributions to the computer science CS
discipline were surveyed. His body of published work was significant in
itself, but his influence on subsequent research in many specialized areas
of CS was even greater. Some of these areas include computational
algorithms, artificial intelligence, and operating systems.
One reason for this influence is that there is a wealth of optimization
problems in the field, and it is to be expected that dynamic programming
Ž .DP , with all its generality, would be employed as a tool to solve many
such problems. Some examples of applications of DP to CS, such as to data
 structures, virtual memory, and expression evaluation, were given in 1, 2 .
This paper discusses how use of DP to solve a resource allocation
Ž .  optimization problem led to the solution of a decision table DT 3
optimization problem. This led to a study of the use of DTs as a program-
ming language. Among the many DT programs we wrote as a part of this
Ž .study was a DT processor DTP that compiles other DT programs and
 itself 4 . This DTP was later modified to translate a tabularly represented
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Ž .  Petri net PN model of a system 5 to object code that simulates the
system.
PNs are useful for the modeling of parallel systems and are related to a
Ž .  parallel computer architecture based upon dataflow DF 6 principles. A
Ž .conventional ‘‘vonNeumann’’ computer has a control unit that invokes
the execution of data processing elements in some programmed order. In
contrast, in a DF system, data processing elements execute, possibly in
parallel or in a nondeterministic order, whenever data values become
available. Software spreadsheet systems illustrate this idea: formula cells
execute whenever the data cells upon which they depend change values. A
special-purpose spreadsheet computer based upon these concepts can be
Ž .  constructed using field-programmable gate array FPGA 7 chips that can
be reconfigured for different formulas.
A spreadsheet language is of course restrictive, and so a spreadsheet
computer would not be useful for a broad range of applications. However,
a DT language, which is also tabular, is not similarly restrictive; it can be
used for general-purpose programming. Therefore, a FPGA-based DF
architecture that can be used to execute DT programs would have much
Ž .  greater value. A prototype ‘‘functional memory’’ computer FMC 8 was
implemented to demonstrate the feasibility of these concepts.
The availability of the FMC leads of course to the question of whether
existing algorithms can be adapted to run more efficiently on this new
computer architecture. This led to the design of nondeterministic algo-
rithms for solving DP problems. In turn, there are new optimization
problems associated with architectural design, such as for board layout, to
which DP may be applied.
The main objective of this paper is to show how all of the CS areas
mentioned here are intertwined, and in the process illustrate the
widespread influence Bellman’s work has had. This is in keeping with
Bellman’s own efforts to apply DP to problems in broad areas of the
natural and social sciences, business, engineering, and medicine.
2. DYNAMIC PROGRAMMING
DP is a method that has been used to solve many classes of optimization
problems in many application areas, such as the control of continuous
 dynamic systems 9 . For such control systems, implementations of DP
Žalgorithms were inhibited by computational restrictions sometimes re-
.ferred to as the ‘‘curse of dimensionality’’ that made numerical solutions
impractical; this led to the adoption of approximation techniques as an
  Žalternative 10 . Our work on this evolved from earlier work on the
approximation of functions by the solutions of differential equations 11,
 .12 . We will not discuss this work further here since most systems of
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interest to computer scientists are discrete. However, the abundance of
literature related to DP in other contexts suggests that efficiency problems
arising in CS would be good candidates for possible application of DP. In
turn, advances in certain areas of CS, such as programming languages,
compilers, and architectures, may lead to more efficient implementations
of DP algorithms, not just for discrete optimization problems, but also for
continuous control systems problems.
Computer systems, computer programs, and computer data structures
and files are of course discrete and are a rich source of discrete optimiza-
tion problems. Numerous such problems relate to the allocation of re-
sources managed by computer operating systems; examples of computer
system resources include memory and processors. Our first venture into
this line of research concerned optimal demand-paging in virtual memory
   systems 13 and related parallel process scheduling problems 14 .
There have been thousands of journal articles describing numerous
other applications of DP to CS. There are also hundreds of CS books that
describe such applications or at least reference such journal articles. A
relatively recent development is the growing number of CS textbooks that
devote large sections and in some cases chapters to DP. DP is now
commonly presented as a general methodology that has some important
applications in areas of interest to CS. This is especially the case for books
specializing in the design and analysis of algorithms. This is in contrast to
earlier CS books in which the applications were the focus, and DP was
only mentioned as an aside. It is also noteworthy that many of the recent
books that include discussions of DP are introductory ones intended for
 college freshman, e.g., 15, 16 . Furthermore, some books have been
 revised, such as 17 , to more strongly recognize the relevance of DP to CS.
3. DECISION TABLES
 A DT 3 is a tabular representation of a program, a simple example of
which is
C1 TTFF
C2 TFTF
A1 XX
A2 XX
Ž .To execute this DT program on a conventional computer requires
deciding which condition to test first, as part of constructing an optimal
decision tree. We note that if condition C2 is tested first, it is not
necessary to test condition C1 in order to decide whether to execute action
Ž .A1 or A2. There arises the optimization problem of deciding recursively
which condition to test next, or equivalently which test should be at the
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Žroot of a decision tree. For the given simple example, ‘‘if C1 then A1 else
.A2’’ is optimal. The problem may be made more complicated and more
realistic by assuming, for example, that the costs of making tests may differ
Žfor different conditions, and that different ‘‘rules’’ i.e., combinations of
.condition values, as specified in columns of the DT may have different
probabilities.
ŽWe showed that the general DT optimization problem for a conven-
.  tional nonparallel computer can be solved using DP 18 in a fashion
 analogous to that used to find optimal binary search trees 19 . In essence,
both problems require solving a DP functional equation of the form
f S min c S, D  f L  f R , 4Ž . Ž . Ž . Ž .D
Ž .where S is a state, D is a decision, c S, D is the cost of decision D in state
Ž .S, and L and R are the left and right ‘‘next-states’’ reached from S if
binary decision D is made. While the optimal DT problem is similar to the
optimal binary search tree problem, we formulated it as a variation of a
 process scheduling problem 14 . DP can also be used for optimal code
generation in conventional compilers, such as for index register allocation
and arithmetic expression evaluation.
Being able to compile DT computer programs into more efficient
executable code increases the practicality of DT programming. This led us
to investigate and subsequently demonstrate the feasibility of DTs as a
general-purpose programming language. Since they incorporate all the
control elements needed to implement any algorithm, i.e., sequencing,
alternation, and conditional iteration, DTs have no inherent limitations
 20 . For example, a DT program for finding the shortest path in a graph
using DP is
lambda== 01111
i 0 TTTF
j n TFF
d[i,j] + f[j] min TF
f[n]= 0 X
f[i]= min X
t[i]= ptr X
min = MAXINT XX
min = d[i,j] + f[j] X
ptr = n + 1 XX
ptr = j X
i = n- 1 X
i = i- 1 X
j = i + 1 XX
j = j + 1 XX
shpathlength= f[1] X
lambda= 1 X
exit! X
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Ž   .Execution of this DT iterates until an explicit exit is encountered; see 4 .
This then led to a consideration of other questions related to use of DTs
as a programming language, such as whether DTs are amenable to formal
analyses, e.g., for complexity and for testing and correctness.
It has been common to express complex logical algorithms in DT form
in the literature, for pedagogical purposes at the least. Others have
translated a program from a conventional language into DT form in order
 to test 21 or otherwise analyze the program. This led us to conclude that
there is an advantage to programming in a DT language in the first place.
 It was shown in 22 how DT programs facilitate testing. It was shown in
 23 that formal correctness proof methods, based upon use of loop
invariants, were also applicable to DT programs.
Our study of DTs as a tabular programming language later led to an
investigation into whether a tabular structure can be exploited in other
application areas, such as the design of an expert system where the rules
 are represented tabularly 24 . Two specific applications that we discuss
Ž .further in this paper are the simulation of Petri net PN models of
Ž .systems and the design of a dataflow DF computer architecture. A key
feature of the DT representation of an algorithm is that testing which rule
holds may be done concurrently or nondeterministically on a parallel
processing computer.
4. PETRI NETS
 Graph models 25 have proven especially useful in CS since many
applications can be formulated in state-transition terms. A PN is a class of
graphs that has value as a model for parallel processing and as a practical
 design tool for parallel systems 5 . A PN can be represented as a DT each
of whose rules represents an event; the conditions test for firability, and
the actions specify token removal and placement. A simple example of a
DT representation of a PN is
P0  
P1  
P0 
P1 
P2  
ŽHere, P i represents the number of tokens at the ith place; the initial
.marking is not specified. The order in which the transitions, as specified
by the columns of the table, are to be processed is nondeterministic. PNs
of various kinds, including ones with such features as inhibitor arcs,
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disjunctive logic, timed transitions, and colored tokens, can all be repre-
sented by DTs, albeit with additional syntactic rules.
Another example of a DT representation of a PN is
 P(A)
 P(B)
P(C)
 P(AB)
 P(BC)
 P(A)
  P(B)
 P(C)
 P(AB)
P(BC)
 P(ABC)
f(AB)= min(d(A,AB)+ f(B), d(B,AB)+ f(A)) X  
f(BC)= min(d(B,BC)+ f(C), d(C,BC)+ f(B))  X 
f(ABC)= min(d(A,ABC)+ f(BC) ,
d(B,ABC)+ f(A)+ f(C), d(C,ABC)+ f(AB))   X
This DT implements the DP algorithm for constructing an optimal binary
Ž .search tree for a 3-node tree .
Because of the special nature of PN DTs, a special-purpose processor,
which permits PNs or ‘‘dataflow graphs’’ to be input in essentially their
incidence matrix form, can be easily designed. Such matrices can also be
 used for analysis purposes 26 or in a system which combines analysis with
simulation.
5. COMPUTER SIMULATION
Computers have long been used to simulate systems for a variety of
 reasons. Bellman provided a brief introduction to simulation in 27, p. 77 ,
where he emphasized that simulation requires a suitable mathematical
model. For parallel systems, PNs serve as that mathematical model, and a
DT representation facilitates their simulation.
The DTP mentioned earlier can be modified to translate a tabularly
represented PN model of a system to object code that simulates the
system. For example, the first PN in Section 4 can be translated into the
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object code
if (P0 0)
{
P0 = P0- 1;
P0 = P0 + 1;
P1 = P1 + 1;
}
if (P1 0)
{
P1 = P1- 1;
P2 = P2 + 1;
}
or alternatively, using a queue handling package,
if (notempty(P0))
{
dequeue(P0);
enqueue(P0);
enqueue(P1);
}
if (notempty(P1))
{
dequeue(P1);
enqueue(P2);
}
We implemented several PN simulation systems, including one in which
 the object code was the well known simulation language GPSS 28 . This
code generator required that the syntax of the DT representation of the
PN reflect the nature of GPSS. For example, to represent a simple
single-server queueing system, we would use a DT of the form
P0 10,FN$XPDIS G 
T1 9,FN$XPDIS  T
P1 1  Q
 P1 1
P2 1
ŽFor simplicity here, we have omitted certain details such as declarations;
.FN$XPDIS refers to the GPSS random number generator. Our adapted
DTP would input this table and output an equivalent GPSS program. In
addition to this GPSS system, we also implemented one for Simscript.
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6. COMPUTER ARCHITECTURE
Despite its suitability as a general-purpose programming language, there
has been no compelling reason to prefer use of DTs over other languages.
One reason that DTs offer no great advantage is that execution of DT
Ž .programs on conventional vonNeumann computers mitigates against
exploitation of the inherent parallelism inherent in DTs. This led to
research into a computer architecture designed expressly to take advan-
tage of the tabular character of DT programs.
Since DF graphs can be modeled by PNs, they also can be represented
Ž .by DTs. Therefore, processor architectures hardware or software for one
may prove useful for the other. A non-vonNeumann computer architecture
that utilizes a special-purpose control unitin which is placed the condi-
Ž .tion entry upper-right quadrant of a DT, say, as an arrayis one
 possibility 29 . This is one place where use of a reconfigurable control
 unit, as hinted as by Bellman 27, p. 16 , may be appropriate. However,
such a system lacks high-level programming language support.
Another possible computer architecture is based on DF principles, as
Ž .incorporated in spreadsheet SS languages. For example, the following SS
program uses DP to find the shortest path in an acyclic graph:
A B C D
1) = B1 = MIN(C1,C2) = D1 + A2 1
2) = B2 = MIN(C3,C4) = D2 + A3 2
3) = B3 = MIN(C5) = D3 + A3 3
4) 0 = D4 + A4 4
5) = D5 + A4 5
Ž .A parallel processing system that uses a FPGA-based reconfigurable
 coprocessor to execute the formula cells of this SS is feasible 30 . While
an SS language has limited applicability, the basic idea can be extended to
apply to general programs expressed in a DT language.
Ž .  We designed the functional memory computer FMC 8 using reconfig-
urable FPGAs to evaluate concurrently or nondeterministically all the
expressions in a DT program. After variables change value, these expres-
 sions are automatically reevaluated in DF fashion, as for a SS 30 . How
this would be done for the DP example given in Section 3 is discussed in
 8 . The small prototype we implemented demonstrated the concept, but
further research remains before practicality for realistic applications can
be claimed. Research into how parallel nondeterministic algorithms for DP
can be designed to take advantage of this new architecture is also worth
pursuing.
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7. NONDETERMINISTIC DP
Consider the following nondeterministic find-the-minimum algorithm, in
Ž  .which a reset operation mina j takes place whenever an element in an
Ž   .array is found that is less then the minimum-found-so-far a jmin :
{j in 1 . . . n  a[j]min} FT
min = a[j] X
More complex algorithms, such as for DP, can also be formulated as
nondeterministic ones.
A nondeterministic version of the shortest path DP algorithm can be
based upon a SetUp procedure that creates a set of values whose minimum
is to be found, and a FindMinInSet procedure that finds the minimum of
this SetUp set. Specifically, to find the shortest path in an acyclic graph
using DP, we may recursively solve the DP functional equation
fct a min d a, b  fct b , 4Ž . Ž . Ž .b
Ž .with boundary condition fct TGT  0, using FindMinInSet to find the
minimum in the set
 g b  d a, b  fct b , for b 1 . . . n ,Ž . Ž .
as produced by the SetUp procedure.
Extensions to more complex nondeterministic DT and PN algorithms
 have also been made 31 . Tabular representations of programs are well
suited for processing by the FMC, and we expect the FMC to be very
efficient for some specific applications. One promising application area is
 image processing 32 , where we showed use of the FMC for convolution
calculations. Use of the FMC for the simulation of PNs is also worth
investigating. Another application area may well be that of optimal con-
trol, but much research remains if progress towards that goal is to be
made.
The advantage of nondeterministic algorithms, of course, is that they
can be implemented more efficiently on parallel processors such as the
FMC. This may eventually lead to improved implementations of the FMC,
such as by making the layout algorithms required to reconfigure the
FPGAs more efficient or by improving the compilers so as to produce
more efficient object code. Our general goal has been to solve DP
optimization problems using all the means at our disposal, including
Žmathematical analysis and algorithm design, computer software languages
. Ž .and compilers , and computer hardware special-purpose architectures .
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8. CONCLUSION
In this paper, we showed how our early work on applying DP to CS
optimization problems led to progress in numerous seemingly unrelated
areas. In particular, we traced one line of research that started from the
Ž .implementation of DP algorithms using approximation techniques , to
applications of DP to resource allocation, to DT programming, to DT
processing, to PN modeling, to computer simulation, to dataflow computer
architecture, and finally to more efficient parallel processing implementa-
tions of DP algorithms. If DP problems can be solved more efficiently,
then more applications of DP to CS will be developed. In turn, this should
lead to the development of ways to solve DP problems even more effi-
ciently.
In summary, there is every reason to believe that continued investiga-
tions into applications of DP in one area of CS will lead to further
progress in many other areas of CS. We conclude that Richard Bellman’s
influence on CS extends far beyond direct applications of DP to CS
optimization problems. From just our own small sample of work, we would
expect there to be countless indirect influences as well.
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