In this paper we show that restricting the representation-layer of a Recurrent Neural Network (RNN) improves accuracy and reduces the depth of recursive training procedures in partially observable domains. Artificial Neural Networks have been shown to learn useful state representations for high-dimensional visual and continuous control domains. If the the tasks at hand exhibits long depends back in time, these instantaneous feed-forward approaches are augmented with recurrent connections and trained with Back-prop Through Time (BPTT). This unrolled training can become computationally prohibitive if the dependency structure is long, and while recent work on LSTMs and GRUs has improved upon naive training strategies, there is still room for improvements in computational efficiency and parameter sensitivity. In this paper we explore a simple modification to the classic RNN structure: restricting the state to be comprised of multi-step General Value Function predictions. We formulate an architecture called General Value Function Networks (GVFNs), and corresponding objective that generalizes beyond previous approaches. We show that our GVFNs are significantly more robust to train, and facilitate accurate prediction with no gradients needed back-in-time in domains with substantial long-term dependences.
Introduction
Most domains of interest are partially observable, where a part of the state is hidden from or unobserved by the agent. Consider an agent that is unable to localize itself within a room using its sensor readings. By keeping a history of interaction, the agent can obtain state and so overcome this partial observability. Once our limited agent reaches a wall, it can determine its distance from the wall in the future by remembering this interaction. This simple strategy, however, can be problematic if a long history length is needed [17] .
An alternative to history-based approaches is to explicitly build a state, using Recurrent Neural Networks (RNNs) [8, 11] . An RNN provides a recurrent state-update function, where the state is updated as a function of the (learned) state on the previous step and the current observations. These recurrent connections can be unrolled back in time infinitely far, making it possible for the current RNN state to be dependent on observations far back in time. There have been several specialized activation units crafted to improve learning long-term dependencies, including long short term memory units (LSTMs) [7] and gated recurrent units (GRUs) [2] .
One issue with RNNs, however, is that computing gradients back-in-time is costly. Real Time Recurrent Learning (RTRL) [30] is a real-time algorithm, but is prohibitively expensive: quartic in the hidden dimension size n. Back propagation through time (BPTT), on the other hand, requires maintaining the entire trajectory, which is infeasible for many online learning systems we consider here. A truncated form of BPTT (p-BPTT) is often used to reduce the complexity of training, where complexity grows linearly with p: O(pn 2 ). Unfortunately, training can be highly sensitive to the truncation parameters [20] , particularly if the dependencies back-in-time are longer than the chosen p-as we reaffirm in our experiments.
In this paper, we propose a new RNN architecture that is significantly more robust to the truncation parameter in p-BPTT-often achieving better performance with complete truncation (p = 1). The key idea is to constrain the hidden state to be multi-step predictions. Such predictive state approaches have been previously considered [12, 25, 22, 24, 5] . We formulate an architecture and corresponding objective that generalizes beyond previous approaches, enabling these predictions to be general policy-contingent multi-step predictions-called General Value Functions (GVFs) [26] . These GVFs have been shown to represent a wide array of multi-step predictions [19] . We demonstrate though a series of experiments that GVF networks are effective for representing the state and are much more robust to train, allowing even simple gradient updates with no gradients needed back-in-time (i.e., with p = 1). We highlight these properties in three partially observable domains, with long-term dependencies, designed to investigate learning state-update functions in a continual learning setting.
Our work provides additional evidence for the predictive representation hypothesis, that statecomponents restricted to be predictions about the future result in better predictive accuracy and better generalization. Previously Schaul and Ring [23] showed how a collection of optimal GVFs-not learned from while the system was operating-provide a better state representation for a reward maximizing task, than a collection of optimal PSR predictions. A competing but related idea is that the state need not be predictive. However, if additional auxiliary prediction and control tasks are combined with a learned state, then dramatic improvements in reward maximizing tasks are possible [10] -even if these tasks are not related directly to the main task. The auxiliary tasks losses cause the system to learn a state that generalizes better. Our experiments show that predictive state components provide a distinct advantage over an RNNs augmented with auxiliary tasks.
Problem Formulation
We consider a partially observable setting, where the observations are a function of an unknown, unobserved underlying state. We formulate this problem as a partially observable Markov decision process (POMDP), though we will not consider reward and rather only the dynamics. The dynamics of the POMDP are specified by a Markov decision process (MDP), with state space S ∈ R d , actionspace A ∈ R c , and transition probabilities P = S × A × S → [0, ∞). On each time step the agent receives an observation vector o t ∈ O ⊂ R m , as a function o t = o(s t ) of the underlying state s t ∈ S. The agent only observes o t , not s t , and then takes an action a t , producing a sequence of observations and actions: a 0 , o 1 , a 1 , . . ..
The goal for the agent in this partially observable setting is to identify a state representation s t ∈ R n which is a sufficient statistic (summary) of past interaction. More precisely, such a sufficient state would ensure that predictions about future outcomes given this state are independent of history h t = a 0 , o 1 . . . , a t−1 , o t , i.e. for any i > 0 p(o t+i |s t ) = p(o t+i |s t , h t ).
(1) Such a state summarizes the history, removing the need to store the entire (potentially infinite) history.
One strategy for learning a state is with recurrent neural networks (RNNs), which learn a state-update function. Imagine a setting where the agent has a sufficient state s t for this step. To obtain sufficient state for the next step, it simply needs to update s t with the new information in the given observation o t+1 . The goal, therefore, is to learn a state-update function f : R n+m → R n such that s t+1 = f (s t , o t+1 ) (2) provides a sufficient state s t+1 . The update function f is parameterized by a weight vector θ ∈ R k . An example of a simple RNN update function, for θ composed of stacked vectors θ (j) ∈ R n+m for each hidden state j ∈ {1, . . . , n} is, for activation function σ : R → R,
The goal in this work is to develop an efficient algorithm to learn this state-update function that is not dependent on number of steps back-in-time to an important event,. Most RNN algorithms learn this state-update by minimizing prediction error to desired targets y t ∈ R across time step, with an error such as (s t w − y t ) 2 for some weights w ∈ R n and the state s t implicitly a function of parameters θ. We pursue an alternative strategy, inspired by predictive representations, where the state-update function is learned such that each hidden state is an accurate prediction about future outcomes.
θ (1) . . . 
GVF Networks
In this section, we propose a new RNN architecture, where hidden states are constrained to be predictions. In particular, we propose to constrain the hidden layer to predict policy-contingent, multi-step outcomes about the future, called General Value Functions (GVFs). We first describe our GVF Networks (GVFNs) architecture, and then develop the objective function and algorithm to learn GVFNs. There are several related predictive approaches, in particular TD Networks, that we discuss in Section 4, after introducing GVFNs.
The GVFN architecture
A GVFN is an RNN, and so is a state-update function f , but with the additional criteria that each element in s t corresponds to a prediction-to a GVF. To embed GVFs into a recurrent network structure we need to extend the definition of GVFs [26] to the partially observable setting. The first step is to replace state with histories. We define H to be the minimal set of histories, that enables the Markov property for the distribution over next observation
The answer to a GVF question is defined as the value function, V : H → R, which gives the expected, cumulative discounted cumulant from any history h t ∈ H, which can be defined recursively with a Bellman equation as
The sums can be replaced with integrals if A or O are continuous sets. 
t+1 for the ith GVF; this learning target is indicated by the connections with squares. The observation and state on the next step is used to define the target on this step, indicate by the blue arrows.
A GVFN is composed of n GVFs, with each hidden state component s j (h t ) trained such that s j (h t ) ≈ V (j) (h t ) for the jth GVF and history h t . Each hidden state component, therefore, is a prediction about a multi-step policycontingent question. The hidden state is updated recurrently as s(h t )
. This is summarized in Figure 1 .
General value functions provide a rich language for encoding predictive knowledge. In their simplest form, GVFs with constant γ correspond to multi-timescale predictions referred to as Nexting predictions [19] . Allowing γ to change as a function of state or history, GVF predictions can combine finite-horizon prediction with predictions that terminate when specific outcomes are observed [19] . For example, in the Compass World used in our experiments, we might predict the likelihood the agent will observe a red square over the next few steps, if it were to execute a policy that always moves forward under the current heading. This question can be specified simply as a GVF. If the current observation is 'red square', then the cumulant is 1 and γ is 0. If the observation is some other colour, then the cumulant is 0 and γ is 0.9, corresponding to approximately a 10 step prediction horizon. This what-if question asks, if I were to move forward until termination (drive forward is the if), will I see red over the next 10 steps (see red is the what). In addition we can create rich hierarchies of questions by forming compositional predictions-GVFs that make use of the prediction of another GVF as its prediction target [26] . Compositional GVFs can be learned independently, without requiring the agent to actually perform the sequence of actions corresponding the composition of the policies. GVFs are not new to this work and we suggest the reader consult the literature for extensive motivation and additional examples [26, 23, 19, 29] .
The Objective Function for GVFNs
Each state component of a GVFN is a value function prediction, and so is approximating the fixed point to a Bellman equation with history in Equation (4) . Because the GVFs are in a network, the Bellman equations are coupled in two ways: through composition-where one GVF can be the cumulant for another GVF-and through the recurrent state representation. We first consider the Bellman Network operator, which defines the value function recursion jointly for the collection of GVFs including compositions. We show that the Bellman Network operator is a contraction, as long as compositions between GVFs are acyclic. We then explain how the coupling that arises from the recurrent state representation can be handled using a projected operator, and provide the final objective for GVFNs, called the Mean-Squared Projected Bellman Network Error (MSPBNE).
We first define the Bellman Network operator. For the j-th GVF (π j , c j , γ j ), let the expected cumulant value under the policy be
and expected discounted transition be P π j ,γ j (ht, ht+1 = htatot) = πj(at|ht) Pr(ot+1|ht)γj(ht+1) (6) and zero otherwise for inconsistent histories, where h t is not a subset of h t+1 . Let V (j) ∈ R |H| be the vector of values for GVF j. The Bellman Network operator B is
. . .
The Bellman Network operator needs to be treated as a joint operator on all the GVFs because of compositional predictions, where the prediction on the next step of GVF j is the cumulant for GVF i. When iterating the Bellman operator V (j) is not only involved in its own Bellman equation, but also in the Bellman equation for V (i) . Without compositions, the Bellman Network operator would separate into individual Bellman operators, that operate on each V (j) independently.
To use such a Bellman Network operator, we need to ensure that iterating under this operator converges to a fixed point. The result is relatively straightforward, simply requiring that the connections between GVFs be acyclic. For example, GVF i cannot be a cumulant for GVF j, if j is already a cumulant for i. More generally, the connections between GVFs cannot create a cycle, such as 1 → 2 → 3 → 1.
We provide a counterexample to illustrate that this condition is both sufficient and necessary. We provide the proofs for the below results in Appendix A. Theorem 1. Let G be the directed graph where each vertex corresponds to a GVF node and each directed edge (i, j) indicates that j is a cumulant for i. If β j def = P π,γ j < 1 and G is acyclic, iterating V t+1 = BV t converges to a unique fixed point. Proposition 1. There exists an MDP and policy such that, for two GVFs in a cycle, iteration with the Bellman Network operator diverges.
With a valid Bellman Network operator, we can proceed to approximating the fixed point. The above fixed point equation assumes a tabular setting, where the values can be estimated directly for each history. GVFNs, however, have a restricted functional form, where the value estimates must be a parametrized function of the current observation and value predictions from the last time step. Under such a functional form, it is unlikely that we can exactly solve for the fixed point. 2 Rather, we will solve for a projected fixed point, which projects into the space of representable value functions.
Define the space of functions as
θ (ht)],ot+1) for j ∈ {1, ..., n}} (8) and projection operator
where d µ : H → [0, 1] is the stationary distribution over histories, when following the behaviour policy µ : H → [0, 1]. The MSPBNE, for n GVFs and state-update function parameterized by θ, is
where C π j,θ is parameterized by the weights because the cumulant could be related to the value prediction for another GVF. If the cumulants do not include composition, then C π j,θ is simply constant in terms of θ. A variant of the MSPBNE has been previously introduced for TD networks [24] ; the above generalizes that MSPBNE to GVF networks. Because it is a strict generalization, we use the same name.
There are a variety of possible strategies to optimize the MSPBNE for GVFNs, similarly to how there are a variety of strategies to optimize the MSPBE for GVFs. We can compute a gradient of the MSPBNE, using similar approaches to those used for learning nonlinear value function [14] and for the MSPBNE for TD networks [24] . We derive a full gradient strategy, which we call Recurrent GTD (see Equation (20) in the Appendix). Additionally, however, we can propose semi-gradient approximations, including Recurrent TD and even simpler approximations that simply do TD(λ) for this step, without computing gradients back-in-time. We find in our experiments that training GVFNs is robust to these choices, suggesting that constraining the hidden states to be predictions can significantly simplify learning a state-update function.
Connection to other predictive state approaches
The idea that an agent's knowledge might be represented as predictions has a long history in machine learning. The first references to such a predictive approach can be found in the work of Cunningham [4] , Becker [1] , and Drescher [6] who hypothesized that agents would construct their understanding of the world from interaction, rather than human engineering. These ideas inspired work on predictive state representations (PSRs) [12] , as an approach to modeling dynamical systems. Simply put, a PSR can predict all possible interactions between an agent and it's environment by reweighting a minimal collection of core test (sequence of actions and observations) and their predictions without the need for a finite history or dynamics model. Extensions to high-dimensional continuous tasks have demonstrated that the predictive approach to dynamical system modeling is competitive with state-ofthe-art system identification methods [9] . PSRs can be combined options [31] , and preliminary work suggests discovery of the core tests is possible [18] . One important limitation of the PSR formalism including prior combinations of PSRs and RNNs [5, 3] , is that the agent's internal representation of state must be composed exclusively of probabilities of observation sequences.
A TD network [25] is similarly composed of n predictions, and updates using the current observation and previous step predictions like an RNN. TD networks with options [22] condition the predictions on temporally extended actions similar to GVF networks, but do not incorporate several of the recent modernization of GVFs, including state-dependent discounting and convergence off-policy training methods. The key differences, then, between GVF networks and TD networks is in how the question networks are expressed and subsequently how they can be answered. GVF networks are less cumbersome to specify, because they use the language of GVFs. Further, once in this language, it is more straightforward to apply algorithms designed for learning GVFs.
Finally, there has been some work on learning and using a collection of GVFs. Originally GVFs were introduced as part of the Horde architecture [26] , though experiments were limited to learning a dozen non-compositional GVFs. Schaul and Ring [23] showed how a collection of optimal GVFs-not learned from while the system was operating-provide a better state representation for a reward maximizing task, than a collection of optimal PSR predictions. Beyond the original potentially divergent TD networks algorithms, Silver [24] introduced Gradient TD networks (GTDN) and specified a valid gradient-descent update rule for TD networks. The GTDN formulation provides a way to learn a network of predictions, but is restricted to on-policy, and the experiments limited to one-step prediction (γ always zero). GVFNs enable off-policy learning of many what-if predictions about many different policies, independent of the behavior policy used to learn them. Makino and Takagi [16] incrementally discovered TD-networks-building a restricted collection of GVFsdemonstrating effective learning on several benchmark POMDP tasks.
Experiments
We evaluate the performance of GVFNs on three partially observable domains: Cycle World, Ring World, and Compass World. These environments are designed to have long temporal dependencies back in time, and enable systematic investigation of the sensitivity of the truncation level in p-BPTT to this horizon. We compare against RNNs using GRUs, which are designed for long temporal dependencies, like LSTMs. We investigate three questions: 1) can GVFNs learn accurate predictions, 2) how robust are GVFNs to the truncation level in p-BPTT, and 3) does using GVFs explicitly as state provide more benefit than using the same GVFs in an alternative way, as in auxiliary tasks.
Environments
Cycle World is a six-state domain [27] where the agent steps forward through a cycle deterministically. All the states are indistinguishable except state six. The observation vector is simply a two bit binary encoding indicating if the agent is state six or not.The goal is to predict the observation bit on the next time step.
Ring World is a six-state ring, similar to the Cycle World, but the agent can move forward or backwards. The observation vector is again a binary encoding indicating if the agent is state six or not, but contains four bits to encode the previous action. The task is 5-Markov, indicating that history based approaches must store the 5 most recent observations to make accurate predictions. This extension on the Cycle World is used to investigate the effect of off-policy learning. The behaviour policy is to randomly select between actions forward and backward.
Compass World is a gridworld [22] where the agent can only see the colour immediately in front of it. There are four walls, with different colours; the agent observes this colour if it takes the action forward in front of the wall. Otherwise, the agent just sees white. There are five colours in total, with one wall having two colours, making it more difficult to predict. The observation encoding includes two bits for each colour: one to indicate that that bit is active and the other to indicate that some other colour is active. Similar to Ring World, the full observation vector is encoded based on which action was taken, and includes a bias unit. The behaviour policy chooses randomly between moving one-step forward, turning right/left for one step, or moving forward until the wall is reached (leap) or randomly selecting actions for k steps (wander).
Algorithms and Architectures
To specify GVFNs, we need to define a collection of GVFs and specify the connections between compositional predictions as required. For Cycle World and Ring World we arrange the GVFs in a way that is difficult but possible to learn from interaction with the world (as detailed in previous work on these domains [28] ). The architecture used in Compass World is composed of 64 GVFs. We describe the GVFs in more detail, for all three domains, in Appendix D. We additionally added one useful GVF to the Cycle World, to examine the impact of less adversarially defined GVFs. This echo GVF has a constant discount of 0.9 and termination when the observed bit becomes one. This GVF reflects distance to state 6 from every other state, where the bit is one.
The GRUs are trained with truncated BPTT to minimize the mean squared TD error (MSTDE) with different truncation levels. The RNNs are given the exact same number units as the GVFN. We also use train the GRUs with the GVFs as auxiliary tasks in Cycle World and Compass World. This experiment is meant to distinguish the primary impact of learning additional prediction on representation learning. If the the GRU with auxiliary predictions perform as well as the GVFN, then the result lends support to the auxiliary task effect over the predictive representations hypothesis.
Results
We first consider overall performance, across the three domains, shown in Figures 3(a) , 2(a) and 4(a). The most compelling results comparing to GRUs are in Ring World and Compass world, in Figures 3 and 4 . In Ring World, the performance of the GRU is significantly worse that GVFNs. The figure depicts the learning curves for a variety of truncation levels. For all truncation levels, GVFNs converge to near zero error. GRUs, on the other hand, can do almost as well for larger truncation levels, but requires truncation larger than the length of the Ring World and fail for shorter truncation levels. This is even more stark in Compass World, where the GRU truncation level was swept as high as 256, and the prediction performance was poor for all values tested. GVFNs, on the other hand, were robust to this truncation, enabling even learning with just one-step gradient updates! This result highlights that, for appropriately specified GVF questions, GVFNs can learn in partially observable domains with long temporal dependencies, with simple TD-update rules.
To further test GVFNs, with more ill-specified GVFs in the network, we tested a more difficult network configuration in Cycle World, shown in Figure 2 . Again, for a sufficiently large truncation level-the length of the cycle-GRUs can perform well, converging faster than GVFNs. However, for truncation level less than the length of the cycle-a level of five-again GRUs fail. GVFNs, on the other hand, can converge with a truncation level of four, though in this case can no longer converge with just one-step gradient updates (i.e., a truncation level of one), as show in Figure 2 (b). Once we add the echo GVF, GVFNs can converge with less truncation, and though not depicted here, can even converge with one-step updates when using traces (i.e., with TD(λ). This indicates that in some cases GVFNs do need some number of gradients back-in-time, but with a reasonable set of GVFs-particularly those that are not designed to be difficult to predict-GVFNs can use simple one-step updates. Moreover, in either case, GVFNs are more robust to truncation level than GRUs.
We then examined, in more depth, the impact of truncation in Cycle World and Ring World. In Cycle World, as mentioned above, GVFNs are more robust to truncation level, even with a poorly specified network. In Ring World, in Figure 3 GRU with aux tasks p = 4 Figure 4 : Learning curves in Compass World comparing GRUs, GRUs with auxiliary tasks and GVFNs. The GRU truncation level p was swept as high as 256, and the prediction performance did not improve compared with p = 4. The GVFN was able to learn with one-step update, with p = 1.
We additionally tested a scheme for generating random GVFs, from a set of GVF primitives that are not expert defined, to illustrate that an expert GVF network is not necessary for reasonable performance, shown in Appendix E.1.
Interestingly, GVFNs actually perform a bit worse with less truncation, likely because computing gradients further back-in-time makes training less stable.
Finally, we considered if the use of the same GVFs that helped GVFNs could improve training of GRUs, by adding them as auxiliary tasks. In this way, they can use the expert information in terms of useful GVFs for this domain, to better drive representation learning in the GRUs. Across all domains, somewhat surprisingly, we found that the addition of these GVFs as auxiliary tasks had little to no benefit. The learning curves for all the domains have curves corresponding to GRUs with these auxiliary tasks. One might expect that particularly in Ring World and Compass Worldwhere the GVFs are specified well rather unlike the adversarial specification in Cycle World-these auxiliary tasks could promote learning similar to GVFNs. These results suggest that constraining state to be GVF predictions-rather than just incorporating the GVFs in the network in an alternative way-provides a significant gain in trainability.
Conclusions
In this work, we made a case for a new recurrent architecture, called GVF Networks, that can be trained without back-propagation through time. We first derive a sound fixed-point objective for these networks. We then show in experiments that GVFNs can outperform GRUs, without requiring gradients to be compute (far) back in time. We demonstrated that this is particularly true for GVFNs with an expert set of GVF questions, but that good performance could also be obtained with a naive generation strategy for GVFs-still outperforming the best GRU model.
A natural extension is to consider a GVFN that only constrains certain hidden states to be predictions and otherwise allows other states to simply be set to improve prediction accuracy for the targets. It is in fact straightforward to learn GVFNs with this modification, as will become obvious below in developing the algorithm to learn GVFNs. Additionally, GVFNs could even be combined with other RNN types, like LSTMs, by simply concatenating the states learned by the two RNN types. Overall, GVFNs provide a complementary addition to the many other RNN architectures available, particularly for continual learning systems with long temporal dependencies; with this work, we hope to expand interest and investigation further into these promising RNN models.
A Proofs of theorems
Theorem 1 Let G be the directed graph where each vertex corresponds to a GVF node and each directed edge (i, j) indicates that j is a cumulant for i. If β j def = P π,γ j < 1 and G is acyclic, iterating V t+1 = BV t converges to a unique fixed point.
Proof. We cannot rely on the Bellman network operator being a contraction on each step. Rather, we explicitly prove that the sequence converges (Part 1) and that it converges to a unique fixed point (Part 2 and 3) .
Because G is acyclic, we have a linear topological ordering of the vertices, i 1 , . . . , i n , where for each directed edge (i, j), i comes before j in the ordering. Therefore, starting from the last GVF j, we know that the Bellman operator is a contraction with rate β j < 1, and so iterating B for t steps results in the error V
As t → ∞, V (j) t converges to its fixed point. We will use induction for the argument, with the above as the base case. Assume for all j ∈ {i k , . . . , i n } there exists a ball of radius
Consider the next GVF in the ordering, i = i k−1 .
Case 1: If i does not have another GVF j as its cumulant, then iterating with B independently iterates V is already within a very small ball, with radius j (t)/(1 − β i ). As t → ∞, the difference can oscillate between being within this ball, which shrinks to zero, or being iterated with a contraction that also shrinks the difference. In either case, there exists an
Case 3: If i has a weighted sum of GVFs j 1 , . . . , j l as its cumulant, the argument is similar as Case 2, simply with a weighted sum of j1 (t), . . . , j l (t).
Therefore, because we have such an i for all GVFs in the network, we know the sequence V (i) t converges.
Part 2: V * is a fixed point of B.
Because the Bellman network operator is continuous, the limit can be taken inside the operator
Consider an alternative solution V . Then, because of the uniqueness of fixed points under Bellman operators, all those GVFs that have non-compositional cumulants have unique fixed points and so those components in V must be the same as V * . Then, all the GVFs next in the ordering that use those GVFs as cumulants have a unique cumulant, and so must then also converge to a unique value, because their Bellman operators with fixed GVFs as cumulants have a unique fixed point. This argument continues for the remaining GVFs in the ordering.
Proposition 1 There exists an MDP and policy such that, for two GVFs in a cycle, iteration with the Bellman Network operator diverges.
Proof. Define a two state MDP and policy such that P π = 0.9 0.1 0.1 0.9 (11) and γ = 0.95, where the rewards are irrelevant since the GVFs have each other as cumulants. The resulting Bellman iteration is
Since the matrix P π γ 1 1 γ is an expansion, for many initial
B Deriving an Update for GVFNs
We first recast the objective function for GVFNs in a similar form to the nonlinear MSPBE [15] , which will make it more straightforward to take the gradient. The approach for taking the gradient is similar to that for nonlinear MSPBE-since the MSPBNE is a nonlinear objective based on a projected Bellman operator-but becomes slightly more complex due to taking gradient back through time. We highlight at the end two simpler algorithms that could be used to train GVFNs, which we show in our experiments is equally effective in learning the GVFN but significantly simpler. These updates rely on the fact that GVFNs appear to be much more robust to the level of truncation when doing backpropagation-through-time, facilitating the use of updates that do a simple TD update only for this step.
For a given history h ∈ H, for all n GVFs, we take the gradient of their predictions where H is a history immediately following history H.
Proof. The extension is a relatively straightforward modification of the nonlinear MSPBE [13] and the TD-network MSPBNE [24] . The main modification is in the extension to off-policy samplingboth allowing different π j and necessitating the addition of importance sampling ratio-and the extension to transition-based discounting.
Before providing the gradient of the MSPBNE, we introduce one more notation to indicat compositions. Let c be the mapping N × N → R to give a weighted edge between GVFs, where c(i, j) is the weighted edge between (i, j) if j is a cumulant for i, and c(i, j) = 0 if there is no connection.
Using this, we can write
Theorem 2. Assume that V θ (h) is tpwice continuously differentiable as a function of θ for all histories h ∈ H where d µ (h) > 0 and that W (·), defined in Equation (13), is non-singular in a small neighbourhood of θ. Then for w(θ) = W (θ) Proof. For simplicity in notation below, we drop the explicit dependence on the random variable H in the expectations. the GRUs seemed to do quite well towards higher p values, but these trajectories illustrate that while GRUs have faster early learning they have worse ending representations. The GVFNs converge to a good solution for all tried p values.
D GVFN Architecture Details
For Cycle World and Ring World we employ variations on the chained TDN architecture found in [24] . For Cycle World we use an exact replication of the chained network and a variant of adding a GVF which has a question defined by an event termination function with γ = 0 at the event and γ = 0.9 otherwise and a cumulant of the observed bit. In Ring World we use a two chains with persistent policies for each action.
In Compass World we use the GVFN equivalent of the expert network defined by [22] as the hidden representation and the 5 leap questions for the evaluation tasks. The leap question is defined as having a cumulant of 1 in the event of seeing a specific wall (orange, yellow, red, blue, green), and a termination function defined as γ = 0 when the wall is seen and γ = 1 otherwise. For the generation tasks we use the same 5 evaluation questions to measure the usefulness of the generated network. The expert network is defined similarly for the 5 colours: 3 GVFs with a persistent policy (one for each of the 3 available actions), myopic termination, and a cumulant of the colour bit; 1 leap GVF with cumulant of the colour; 2 GVFs with a persistent policy (left, right) with myopic termination and a cumulant of the previous leap GVF's; 2 leap GVFs with cumulants of the previous myopic GVFs; 1 GVf with uniform random policy with gamma = 0 at a wall event and gamma = 0.5 otherwise.
E Additional results

E.1 Generative Question Networks
The above experiments rely on an expert defined network; however, GVF networks can be specified more generally. In this section, we suggest a set of simple GVF primitives, that can be selected from without requiring expert information. These primitives are like the basic functional forms specified for neural networks: the activation functions. They play a similar role, in that the choice of them is likely to have an impact on prediction performance, but they can be generally successful with some experimental validation and without carefully designing specialized activations for each problem. We show that by generating a random set of GVF primitives, we can still get reasonable performance in Compass World, that is significantly better than GRUs and still enables one-step gradient updates.
We suggest an initial list of GVF primitives below, for our experiments. For this first work, we avoid more complex primitives, avoiding both GVFs with optimal policies and compositional GVFs. Composition of primitives is one avenue, though, to generate more useful GVF questions. The termination functions include myopic discounts (γ = 0), horizon discounts (γ ∈ (0, 1)) and termination discounts (the discount is set to a constant everywhere, except for at an event, which consists of a transition (o, a, o )). The cumulants include stimuli cumulants (the cumulant is one Figure 6 : Compass world learning curves, for GRUs and GVFNs. The GRU truncation level p was swept as high as 256, and the prediction performance of 0.3 is quite poor in this domain. This plot includes the generated GVFs as described in E.1 of the observations) and event cumulants (the cumulant is set to 1 at an event which consists of a transition (o, a, o ) ). The policies include random policies (an action is chosen at random) and persistent policies (follows a single action deterministically).
We generated random sets of GVF primitives for Compass World, of sizes 50, 100 and 200, with results in Figure 4 (a). The GVFNs with random GVF primitives outperform the GRUs using TD(λ).
There is a significant gap in performance compared to the expert GVFN, which suggests more can be done to generate and select from these GVF primitives to obtain expressive GVFNs. In preliminary experiments, with re-generation and selection, we have found that we can significantly close this gap; however, we leave further investigation of generating GVF primitives to future work.
F Explicit formulations of Predictive State Approaches as GVFNs
A PSR can be represented as a GVF network by using myopic γ = 0 and compositional predictions. For a test a 1 o 1 , for example, to compute the probability of seeing o 1 , the cumulant is 1 if o 1 is observed and 0 otherwise. To get a longer test, say a 0 o 0 a 1 o 1 , a second GVF can be added which predicts the output of the first GVF (i.e., the probability of seeing o 1 given a 1 is taken), with fixed action a 0 . This equivalence is only for computing probabilities of sequences of observations, given sequences of actions. GVF networks specify the question, not the answer, and so GVF networks do not encompass the discovery methods or other nice mathematical properties of PSRs, such as can be obtained with linear PSRs.
As discussed in Section 4, TD networks are similar to GVF networks, but with different terminology and some differences in expressivity. We provide a few additional details here. TD networks are restricted to asking questions about the outcomes from particular actions, rather than about outcomes from policies. TD networks with options [22] were introduced, to generalize to temporally extended actions. TD networks with options are almost equivalent to GVF networks, but have important differences due to generalizations to return specifications in GVFs. For example, options have terminating conditions, which corresponds to having a fixed discount during execution of the option and a termination discount of 0 at the end of the options. GVFs allow for more general discount functions. Additionally, TD networks, both with and without options, have a condition function. The generalization to policies, to allowing action-values to be learned rather than just value functions and the use of importance sampling corrections, encompasses these functions. There are some algorithmic extensions to TD networks that are not encompassed by GVFs, such as TD networks with traces [28] .
