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The first dedicated search for ultrahigh-energy (UHE) tau neutrinos of astrophysical origin was
performed using the IceCube detector in its 22-string configuration with an instrumented volume of
roughly 0:25 km3. The search also had sensitivity to UHE electron and muon neutrinos. After application
of all selection criteria to approximately 200 live-days of data, we expect a background of 0:60
0:19ðstatÞ þ0:560:58 ðsystÞ events and observe three events, which after inspection, emerge as being compatible
with background but are kept in the final sample. Therefore, we set an upper limit on neutrinos of all
flavors from UHE astrophysical sources at 90% C.L. of E290ðxÞ< 16:3 108 GeV cm2 sr1 s1
over an estimated primary neutrino energy range of 340 TeV to 200 PeV.
DOI: 10.1103/PhysRevD.86.022005 PACS numbers: 95.85.Ry, 14.60.Lm, 95.30.Cq, 95.55.Vj
I. INTRODUCTION
Proposed astrophysical sources of observed ultrahigh-
energy (UHE) cosmic rays are expected to also produce
ultrahigh-energy neutrinos, mainly via charged pion
decay following interactions on ambient matter and
radiation [1,2]. Candidate neutrino sources include active
galactic nuclei, gamma-ray bursts and microquasars [3–5].
Neutrinos are expected to arrive at Earth with a flavor ratio
of e:: ¼ 1:1:1 in the standard neutrino oscillation
scenario [6]. Other neutrino production and propagation
models predict different flux ratios at Earth [7–9]. If there
are many astrophysical point sources of neutrinos, but each
one is too weak to be distinguished individually from
background, then a suitable detection strategy is to perform
a cumulative search for ‘‘diffuse’’ flux of UHE neutrinos
over the full available solid angle.
In previous searches [10–12], diffuse astrophysical UHE
neutrinos were distinguished from atmospheric neutrinos
by requiring the energy of candidate UHE neutrino events
to exceed a certain threshold. In this work, we present
techniques for identifying  interactions and show the
results of the first search for diffuse astrophysical UHE
neutrinos, which specifically selected events consistent
with several  interaction topologies.
At E * 1 PeV, a search for UHE  offers several
advantages over UHE e and  searches. Partially and
fully contained interactions of UHE  in the detector can
produce very distinctive signatures owing to the macro-
scopic  decay length. Each such signature should appear
in proportion to the well-measured  branching ratios [13],
providing a useful cross-check on the positive identification
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of multiple  events. As shown below, the chief sources of
possible background events are unlikely to mimic these
signatures. Also, at these energies, there is negligible in-
trinsic  background in the conventional atmospheric neu-
trino flux [14]. The prompt  flux from charm hadron
decays in cosmic-ray-induced air showers is also expected
to be small [15–17]. The majority of the signal  is ex-
pected to come from thevicinity of the horizon since there is
insufficientmaterial for interactions in the downward-going
direction and  passing through the Earth emerge [18] at
energies too low to create a UHE signature.
The  event topology depends on how much of the
event is contained in the detector, the  energy, and the
composition of the  decay products. In this work, only
nonmuonic  decays were considered. A partially con-
tained UHE  having only the decay vertex of  in the
instrumented volume is denoted a ‘‘lollipop,’’ while one
having only the production vertex of the  in the instru-
mented volume is denoted an ‘‘inverted lollipop.’’ A fully
contained UHE  having both production and decay
vertices well-separated in the instrumented volume is
denoted a ‘‘double bang’’ [19]. Figure 1 shows a simulated
double-bang event in the 22-string configuration of the
IceCube detector (IC22) which had an instrumented
volume of roughly 0:25 km3
Applying criteria to identify lollipop, inverted lollipop
and double-bang signatures produced by  interactions,
we derived limits on the diffuse UHE neutrino flux. We
assumed a flux ratio of e:: ¼ 1:1:1 for this analysis.
We used 282.4 live-days of data collected in 2007–2008 by
IC22. We describe the IC22 detector in Sec. II and the
experimental and simulated data samples in Sec. III. We
present our analysis in Sec. IV and the results in Sec. V.
We discuss systematic errors in Sec. VI and our conclu-
sions in Sec. VII.
II. THE ICECUBE 22-STRING DETECTOR
The 22-string configuration of IC22 was deployed in
early 2007, began taking physics-quality data in May of
that year and ended at the transition to IceCube’s 40-string
configuration in April 2008. Each string consists of 60
digital optical modules (DOMs) buried deep in the icecap
at the South Pole, with regular 17 m vertical spacing
from 1450 to 2450 m below the surface, for a total of
1320 DOMs. The strings are situated on a regular grid
with 125 m horizontal interstring spacing, covering the
area shown in Fig. 2. Each DOM houses a photomultiplier
tube (PMT) to detect the Cherenkov light, electronics for
pulse digitization and other functions and remotely-
controllable calibration light sources. To reduce the impact
of PMT signals due to random noise, only detected signals
with minimum 0.25 single photoelectron (p.e.) PMT pulse
height were digitized by two types of waveform digitizers
in situ: the analog transient waveform digitizer (ATWD)
FIG. 1 (color online). A simulated double-bang event with a
primary  energy of 47 PeV entering the IC22 detector at a
zenith angle of 35. The two bigger circles in gray color
represent the vertices of tau creation (upper left) and decay
(lower right) which are connected by a tau track. Each smaller
circle represents a photomultiplier tube which observed light
produced by the event. The denser PMTs in the upper middle
belong to AMANDA and are not used in this analysis. The
arrival times are indicated by colors which are ordered following
the colors of the rainbow, with red corresponding to earlier times
and violet to later times.
FIG. 2. Top view of the IceCube 22 string detector. Each string
is represented as a dot.
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and a fast analog to digital converter (fADC). The time
resolution of the ATWD (fADC) is about 3.33 ns (25 ns)
with a readout time window of about 450 ns (6:4 s). Thus,
theATWD is used to capture detailedwaveform information
on a short time scale while the fADC records less detailed
information on a longer time scale. The ATWD also
supports three channels with different gains ( 16, 2,
and0:25) to extend its effective dynamic range.
To further remove random noise, the digitized signal in a
DOM was required to be in close temporal coincidence
with a signal in neighboring DOMs. The signals satisfying
such a temporal condition in hardware are called local
coincidence (LC) hits. LC hits were then checked to see
whether or not they satisfied a software-based trigger
which selected for patterns potentially produced by a
charged particle. Groups of hits which satisfied a trigger
condition were packaged into ‘‘events.’’ Higher-level
‘‘filter’’ algorithms were applied to each event, and
those events passing one or more filter conditions were
transmitted over satellite to the northern hemisphere for
higher-level analysis. However, all the data satisfying the
software trigger conditions were stored on tape and shipped
to the northern hemisphere once a year. The software trigger
and filter conditions applied to the data used in this analysis
are described in the section below. For more detail on the
design, construction and performance of IceCube in general,
see Refs. [20–23] and references therein.
III. DATA
A. Experimental data
The DOM signals satisfying the LC condition were
required by the online data acquisition system at the sur-
face computing system in the IceCube Laboratory to sat-
isfy a ‘‘simple majority trigger’’ condition under which
eight or more DOMs reported signals in a 5 s time
window (‘‘SMT8’’). The IC22 trigger rate of 500 to
620 Hz followed the seasonal variation in the cosmic-ray
muon flux. The data acquisition system grouped together
DOM hits satisfying the trigger condition into an event
using a broadened 10 s time window. Triggered events
used in this analysis were accepted if they also satisfied the
extremely high-energy (EHE) filter applied to the data
online at the South Pole to reduce low-energy events
consistent with background. The EHE filter required  80
DOMs registering hits in the event.
We split off about 30% of the full IC22 data set (82.4
live-days, uniformly distributed in time across the data-
taking period) to use in conjunction with simulated data in
the design of our subsequent selection criteria. In keeping
with our procedures for maintaining blindness in the
analysis of data, and thereby reducing human bias in the
analysis of the data, the final result is based on the appli-
cation of these selection criteria, unaltered, to the remain-
ing 70% of the data set (200 live-days).
B. Simulated data
We employed simulated data to develop criteria which
enhanced a possible astrophysical neutrino signal while
diminishing backgrounds from atmospheric neutrinos and
cosmic-ray muons. Exclusive use of simulated data also
permitted us to maintain blindness. For the neutrinos, the
All Neutrino Interaction Simulation package [24] was used
and each neutrino flavor was produced separately. The
neutrinos were generated following an E1 energy spec-
trum to enhance event statistics at higher energy where this
analysis is sensitive. The neutrinos were propagated
through the Earth where the Earth shadow effect [25] of
neutrinos and  regeneration [26,27] were taken into
account in our simulation.
The events were then run through the IceCube detector
simulation. The muon (electron) neutrinos were generated
over all zenith angles in the energy range between 10
(50) GeV to 10 EeV while tau neutrinos were generated
between 1 TeV and 1 EeV.
Cosmic-ray muon backgrounds were simulated by gen-
erating air shower events using the CORSIKA package [28],
then propagating the muons to and through the detector
volumewith the MMC package [29] and finally applying the
detector simulation to the resulting set of particles.
For solitary air showers, a two-component model [30]
was used. In this model, the entire mass spectrum of
cosmic rays is approximated by only proton and iron
components. Compared to Ho¨randel’s polygonato model
[31], the two-component model agrees better with experi-
mental data at higher energy (beyond 100 TeV) where this
analysis is sensitive. The cosmic-ray primaries are sampled
with an E2 spectrum. In this way, wewere able to produce
events more efficiently at the higher primary energies
which contribute most strongly to the background at ultra-
high energies. The cosmic-ray flux was then reweighted to
match the expected spectrum.
The acceptance of IC22 admits the possibility of detecting
muons frommultiple quasisimultaneous air-shower events,
so we also simulated muons from two coincident air-
shower events. (Higher multiplicities occur at a negligible
rate in IC22 and were not simulated.) For coincident air
showers, Ho¨randel’s polygonato model of cosmic rays was
used. Solitary (coincident) atmospheric air showers were
generated with energies between 10(0.6) TeV–100 EeVand
zenith angles between 0–90.
After event generation and detector simulation, the
simulated data were processed in the same way as real
data, i.e., with sequential applications of trigger and filter
conditions, as described earlier.
IV. TAU NEUTRINO IDENTIFICATION
A. Selection criteria
Based on the characteristics of simulated data, we for-
mulated several event selection criteria to exploit the UHE
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 signatures of a track plus one or two showers, in contrast
to conventional pure tracklike or pure showerlike events.
Two such criteria use the reconstructed total number of
photoelectrons (Npe) per DOM. The time associated with
such a multiphotoelectron deposit in each DOM is the time
of the first reconstructed photoelectron it detected.
Looking at the full event time window, Npe for each
DOM is plotted vs time and denoted NDOMpe ðtÞ. Figure 3
showsNDOMpe ðtÞ for a simulated inverted lollipop (top) and a
simulated muon event (bottom). Note that the times of the
hits are with respect to the event trigger time which has an
extended readout time window of10 s in IC22. For this
reason, all the hit times exhibit at least a 10 s offset.
To exploit the power of NDOMpe ðtÞ, we devised a parame-
ter called ‘‘maximum current ratio’’ (IRmax), defined as the
maximum of Iin=Iout where IinðoutÞ ¼ QinðoutÞ=TinðoutÞ.
Here, Qin was the charge, measured in p.e., collected
by the DOMs in a sliding time window of length Tin. The
time window was optimized in this analysis to be 1:2 s
long. The corresponding ‘‘out’’ variables were the charge
and time measured outside the sliding time window (see
Fig. 4). As shown in Fig. 5, IRmax is small for tracklike
events and large for events containing showers, such as
those produced by . Since the IRmax cut is related to
energy, it will be applied to data as the last cut together




FIG. 3. The quantity NDOMpe ðtÞfor a simulated inverted lollipop
(top) and a simulated muon event (bottom), with primary particle
energies of 25.4 PeV and 2.38 PeV, respectively. The peak of the
top plot is at roughly 2500 photoelectrons.
FIG. 4 (color online). The maximum current ratio (IRmax) for
an event is calculated by finding the maximum ratio of charge
inside a sliding time window to the charge outside this window.
This variable is expected to be larger for  events (as in the
example shown here) than for background events due to atmos-
pheric muons.
maxIR10log

















FIG. 5 (color online). The logarithm of the IRmax parameter for
simulated signal (green histogram for lollipop and blue points for
all  events) and background (red points for atmospheric muon)
events and for data (gray histogram) passing the EHE filter. The
distributions have been normalized to unit integrals to highlight
the separation between signal and background. The IRmax dis-
tributions of inverted lollipop and double-bang events are also
well-separated from the background.
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Although IRmax is very effective at distinguishing most
simple tracklike background events from signal events,
highly energetic muons can stochastically deposit large
amounts of energy along their track lengths via brems-
strahlung, pair production or photonuclear interactions,
potentially mimicking  events. Figure 6 shows an
example of simulated muon with such a bremsstrahlung
whose IRmax value could be similar to that of a .
Theoretically,  events are most likely to have a large
NDOMpe ðtÞ at one or both of the temporal edges of the
event. In practice,  events had a large N
DOM
pe ðtÞ in the
earliest third due to the presence of highly scattered pho-
tons which extended the temporal edge of the event to
much later times. We expect future analyses to be able to
devise criteria which reduce the impact of these scattered
photons.
The ‘‘local charge density’’ parameter q, with units of
p.e./ns, was introduced to remove events consistent with a
large energy deposit away from either temporal edge.
Partitioning each event into three equal time windows,
we calculate the per-DOM ratios of charge to time in each
window. These ratios are denoted qðIÞ, qðIIÞ and qðIIIÞ
in the first, second and third time window, respectively.
Events for which qðIÞ< 5 p:e:=ns or qðIIIÞ< 5 p:e:=ns
are rejected as being inconsistent with arising from a 
event, since  are expected to make a significant energy
deposition at the beginning and/or end of its interaction in
the instrumented volume. Events with small qðIIÞ are
consistent with arising from  and are not rejected.
We expect future analyses to be able to devise criteria
that reduce the impact of these scattered photons.
Figure 7 shows NDOMpe vs time and thus illustrates how
q can distinguish  events from muon bremsstrahlung
events. Figure 8 shows how well q separates signal from
background.
Additional selection criteria were applied to further re-
move backgrounds. The flux of downward-going muons
from cosmic-ray air shower events was reduced by imple-
menting a ‘‘veto layer’’ in software, removing any events
in which the average Z position of the first 4 hits ( Zinit) was
in the top 50 m of the detection volume. Downward-going
muons were further removed using the approximate event
velocity VZ (m=ns), constructed from the difference be-
tween the positions Zcog and Zinit, divided by the difference
in their respective times, i.e., Tcog and Tinit, where Zcog
(Tcog) were the Z position (time) of the center of gravity of
µ
FIG. 6. The quantity NDOMpe ðtÞ for a simulated muon event,




FIG. 7. The quantity NDOMpe ðtÞ for a simulated lollipop (top)
and double-bang (bottom) event. The peak number of photo-
electrons in the plots above ranges between roughly 6000 to over
15 000. These should be compared to NDOMpe ðtÞ for a simulated
inverted lollipop in Fig. 3 (top) and for an atmospheric muon
event in Fig. 6. The atmospheric muon, with a bremsstrahlung
energy loss roughly in the middle of its contained track length,
would be rejected by the cut on qdescribed in the text, whereas
the lollipop, inverted lollipop and double bang would not be-
cause the bulk of the detected light occurs sufficiently early in
the event.
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all hit DOMs. The times here are calculated using the
average time of the hits used to calculate the Z positions.
We removed events consistent with a downward direction
by requiring VZ <0:1 m=ns.
Background events arising from muon stochastic
processes at or near the bottom of the detector, events
whose muon tracks may go undetected, are removed by
restricting our sample to events which were reasonably
well-contained in the instrumented detector volume. We
required the average depth position of all DOMs with
signals to satisfy Zcog >330 m (as measured from the
center of the detector).
We also applied a generic topological selection by
calculating the eigenvalues of the tensor of inertia of
pulse amplitudes (instead of conventional mass) [32]
from hit DOMs of each event and keeping only those
events that tended towards sphericity. Perfectly spherical
events will have three equal tensor of inertia eigenvalues,
while perfectly tracklike events will have one eigenvalue
equal to zero. We therefore required that the ratio of
smallest eigenvalue to the sum of all three eigenvalues
was >0:1.
Remaining lower-energy events were further reduced
in number by requiring a minimum IRmax and Npe
for each event. We required IRmax  200 and log10Npe 
4:2, the values of which were based on an optim-
ization which is described in the following section.
Figure 9 shows the distributions of these two selection
criteria for simulated signal, simulated background and
30% of the data, prior to the overall optimization of all
the selection criteria.
The selection criteria described above are summarized
in Table I.
B. Optimization of selection criteria
The final values for IRmax and Npe were optimized by
minimizing the model rejection factor (MRF) [33] before
applying them to the full data set. We varied the values of
IRmax and log10Npe as shown in Fig. 10, finding a shallow
minimum at MRF 0:89. At this MRF, the expected all-
flavor signal and background were 3.52 and 0.81 events,
respectively, using the Waxman-Bahcall (WB) upper
bound for signal, translated to account for what would be
detected following standard neutrino oscillations, of
E2 <
3
2 4:5 108 GeV cm2 sr1 s1 [4] for the
signal neutrino flux normalization with E2 spectrum.
Assuming standard neutrino oscillations, we expect one-
third of this flux to be . The corresponding optimized
values are IRmax  300 and log10Npe  4:0. However, in
order to be conservative in the face of limited simulated
event statistics, we chose instead to use IRmax  200 and
log10Npe  4:2, resulting in an MRF ¼ 0:92 and expected
all-flavor signal and background event counts of 3.18 and
0.60, respectively.
C. Signal selection efficiency
The event rates for the selection criteria described in
Sec. IVA were grouped into sets (EHE, S1–4) for reference
purposes and are summarized in Table II for simulated
signals. It is evident from Table II that this analysis, though
designed to be sensitive primarily to UHE  signals, also had
appreciable sensitivity to UHE e and  signals. The final
limit described below will therefore be applicable to all
neutrino flavors. Figures 11–14 show the distribution of event
rates (Hz) for each cut parameter for simulated signal as well
as background and a sample of IC22 data. All plots show data
after application of the EHE filter (Fig. 11) and sets of
selection criteria S1 (Fig. 12), S2 (Fig. 13), and S3 (Fig. 14).
The efficiency of the event selection criteria for accept-
ing signal can be obtained from Fig. 15 (top). The bottom
plot of that same figure shows the effective area Aeff for
each neutrino flavor after application of the SMT8 trigger
condition and the full suite of selection criteria. Using
simulated signal, Aeff is defined byAeffT ¼ Ndet, where
 is the neutrino flux prior to any propagation or inter-
action effects in the Earth, T is a length of time, and Ndet
is the number of detected events. The Aeff is not used
in the calculation of our limit on UHE neutrino production,
but event rates for a particular theoretical model subject
to the selection criteria in this analysis may be estimated
via the product of the effective area and the model’s
predicted flux. In the energy range pertinent to this analy-
sis, signal events must be either downward-going or hori-
zontal due to Earth absorption of upward-going neutrinos
for E >100 TeV.
 (p.e./ns)qρ10log














FIG. 8 (color online). The logarithm of the local charge
density parameter (q) for signal (green histogram for lollipop
and blue points for all  events) and background (red histogram
for atmospheric muon) events, and for data (gray histogram)
passing the EHE filter. The distributions have been normalized
to unit integrals to highlight the separation between signal
and background. The q distributions of inverted lollipop
and double-bang events are also well-separated from the
background.
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D. Background selection efficiency
The event rates for simulated background and 30% of
the data sample are summarized in Table III. Figures 11–14
show the distribution of event rates for background. The
efficiency of the event selection criteria for rejecting back-
ground can be obtained from Fig. 15 (top), where the
simulated background and 30% of the data sample match
well at each cut level.
peN10log
































































































































































FIG. 9 (color online). Distributions of the quantities IRmax vs log10Npe for 30% of the data (row 1, left), simulated cosmic-ray
background (row 1, right), simulated atmospheric neutrinos (row 2, left), simulated prompt atmospheric neutrinos (row 2, middle),
simulated all-flavor neutrino signal (row 2, right) and  lollipop (row 3, left), inverted lollipop (row 3, middle) and double bang (row
3, right), assuming an E2 spectrum and prior to the final selection criteria optimization. The color code represents the event rate in Hz
except for the data where it represents number of events in 30% of the data sample (82.4 live-days). The region in the upper right of
each plot, indicated by the black lines, designates the region selected by the optimized criteria as described in Sec. IVB.
TABLE I. Summary of the selection criteria used in this analysis.
Selection criterion: Purpose:
NDOM> 80 Selects high-energy events which produce light in many DOMs.
qðIÞ, qðIIIÞ> 5 p:e:=ns Selects events creating light at beginning and/or end of event.
Zinit < 450 m Removes events with initial light depositions high in the detector.
VZ <0:1 m=ns Removes events consistent with downward trajectories.
Zcog >330 m Selects well-contained events and removes cosmic-ray muons
interacting near or below the bottom of the detector.
ToI> 0:1 Favors events with more spherical than tracklike topologies.
IRmax  200 Selects events with large instantaneous light depositions.
log10Npe  4:2 Selects high-energy events which produce a large amount of light.
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Figure 16 shows the distributions of the true zenith angle
(top) and primary neutrino energy (bottom) from the simu-
lation for the events which passed all the selection criteria.
As expected, most  were from near the horizon, with the
angular acceptance peaking at about 100 from vertical.
V. RESULTS
After unblinding the remaining 200 live-days of data and
applying all the selection criteria, three events remained in
the data sample. The predicted background from all simu-
lated sources was 0:60 0:19 events. The remaining data
events are shown in Fig. 17.
From a detailed study of these events, we determined
that one was consistent with light produced by an
AMANDA optical module observed to emit light intermit-
tently (Fig. 17, top). A second event was qualitatively
consistent with background from a nearly horizontal
muon interacting near the bottom of the detector
(Fig. 17, middle). The third event had the characteristics
of a neutrino-induced shower (Fig. 17, bottom), and was
also in the final sample of an independent IC22 analysis
which searched for showerlike signals [34]. However, we
cannot rule out this event as being produced by a cosmic-ray
muon accompanied by a stochastic high-energy bremsstrah-
lung energy-loss process. We have conservatively included
all three events in the final sample in the derivation of the
final result.
VI. SYSTEMATIC AND STATISTICAL ERRORS
The systematic and statistical errors in this analysis were
obtained using signal and background simulations and are
summarized in Table IV. In the following subsections,
systematic errors on signal and background are explained
followed by our result including both errors.
peN10log



















FIG. 10 (color online). We optimized the selection criteria for
IRmax and log10Npeusing the MRF formalism. The plot shows
how the MRF varies as a function of log10Npe for different values
of IRmax. We chose values for these parameters near but not
exactly at the minimum shown for reasons explained in the text.
TABLE II. Predicted signal event rates with statistical error after application of each set of selection criteria. LP, ILP and DB
represent lollipop, inverted lollipop and double-bang, respectively. For signal rates, the flux was normalized to the WB bound. (The
first column provides labels for reference purposes in subsequent tables and figures.)
MC simulation
Set No. Selection Criteria Signal ðE2Þ
LP 109 [Hz] ILP 109 [Hz] DB 109 [Hz]   108 [Hz]   108 [Hz] e  108 [Hz]
EHE NDOM> 80 3:48 0:11 3:54 0:09 4:45 0:16 50:5 0:5 119 2:2 39:9 0:7
S1 qðIÞ, qðIIIÞ> 5 p:e:=ns 3:42 0:11 3:05 0:08 4:30 0:16 24:0 0:3 29:3 0:8 23:9 0:6
S2 Zinit < 450 m, VZ <0:1 m=ns 2:55 0:10 2:91 0:08 3:95 0:16 22:6 0:3 24:9 0:8 22:9 0:5
S3 Zcog >330 m, ToI> 0:1 2:32 0:10 2:29 0:08 3:02 0:14 15:7 0:3 11:8 0:6 17:5 0:5
S4 IRmax  200, log10Npe  4:2 1:72 0:08 1:72 0:06 2:07 0:11 5:63 0:08 3:70 0:15 9:08 0:2
 (p.e./ns)qρ10log







FIG. 11 (color online). Distributions of local charge density
for signal, background (BG), and 30% of the IC22 data just
before application of the ‘‘S1’’ set of selection criteria. The
vertical (horizontal) arrow line represents the cut value (selected
region) of that set.
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A. Systematic errors for signal
The systematic error due to our lack of precise knowl-
edge of the DOM sensitivity to photons was obtained by
simulating the effect of setting it to 90% and 110% of its
nominal value resulting in [ 4:7%, þ7:9%] error. The
systematic error in the event rates reflecting uncertainties
on the optical properties of the ice was obtained by simu-
lating events using different ice models. The ice models
were created from data generated using in situ light
sources. The baseline ice model [35] for this analysis
used optical properties of the ice measured at AMANDA
depths and extrapolated to IceCube depths, while an alter-
native ice model [36] obtained them with a direct fit to the
full range of IceCube light source data. Comparing the
predictions of the two ice models resulted in a þ29:4%
error.
The systematic uncertainty in the neutrino cross section
came from two sources. One was from theoretical uncer-
tainty in the parton distribution function evaluation and
structure function and the other was from errors in the
experimental measurement of the parton distribution func-
tion by HERA [37]. From these two sources, we estimated
 (m)cogZ











FIG. 13 (color online). Distributions of the center of gravity of
the z-position (top) and tensor of inertia (bottom) for signal, BG,
and 30% of the IC22 data just before application of the ‘‘S3’’ set
of selection criteria. The vertical (horizontal) arrow lines repre-
sent the cut values (selected regions) of that set.
 > (m)init< Z






 > (m/ns)z< V






FIG. 12 (color online). Distributions of the average z-position
of initial hits (top) and the average velocity z-component (bot-
tom) for signal, BG, and 30% of the IC22 data just before
application of the ‘‘S2’’ set of selection criteria. The vertical
(horizontal) arrow lines represent the cut values (selected re-
gions) of that set.
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the systematic error in the neutrino cross section as6:4%.
Very high-energy events could saturate PMTs by exceed-
ing the PMT’s dynamic range. This could result in an
incorrect estimation of the original neutrino energy.
Since the observable quantity most closely related to the
energy isNpe, the systematic error associated with the PMT
saturation was obtained by observing the impact of chang-
ing the Npe cut from 90% to 110% of its original value.
This error was found to be [ 5:7%, þ5:0%].
B. Systematic errors for background
The systematic errors due to uncertainties in DOM
sensitivity, ice properties and DOM saturation behavior
were obtained in the same manner as for the signals, as
described in Sec. VIA. They were estimated as [4:7%,
þ7:9%], [62%, þ85%] and [28:9%, þ5:3%],
respectively.
maxIR10log












FIG. 14 (color online). Distributions of the maximum current
ratio (top) and the number of photoelectrons (bottom) for signal,
BG, and 30% of the IC22 data just before application of the
‘‘S4’’ set of selection criteria. The vertical (horizontal) arrow
lines represent the cut values (selected regions) of that set. The
legend for these plots is the same as in Fig. 13.
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FIG. 15 (color online). Top: Event rate (Hz) at each cut level
for simulated signal and background, and 30% of the data
sample. At S4, there were zero events in the data sample, and
so the 90% C.L. upper limit value was plotted as indicated by the
black arrow. Bottom: IC22 effective areas vs neutrino energy for
each neutrino flavor (red: e, blue: , black: ) after applica-
tion of the SMT8 trigger (dashed lines) and after application of
all selection criteria (solid lines).
TABLE III. Predicted background event rates with statistical error after application of each set of selection criteria. For conventional
neutrinos (labeled ‘‘conv’’ in the table), the Bartol model [14] was used. For prompt neutrinos, the Martin’s Golec-Biernat-Wusthoff
(GBW) model [17] was used for  and the Sarcevic standard model [16] was used for  and e.
Set No. MC simulation Data
Background  Background  30% sample
conv  108 [Hz] conve  108 [Hz] prompt  1010 [Hz] prompt  108 [Hz] prompte  108 [Hz] 106 [Hz] 106 [Hz]
EHE 184 14:0 6:88 0:26 33:4 0:4 23:6 0:50 9:95 0:13 830 000 1:37 106  438
S1 8:21 1:80 0:96 0:06 9:74 0:17 2:19 0:12 3:46 0:05 303 246 5:9
S2 8:11 1:80 0:96 0:06 9:62 0:17 2:05 0:12 3:42 0:05 41.2 53:3 2:7
S3 4:16 0:66 0:70 0:06 7:12 0:14 1:26 0:09 2:55 0:04 14.4 20:8 1:7
S4 0:24 0:06 0:04 0:003 0:91 0:03 0:15 0:02 0:43 0:01 0:026 0:01 0
SEARCH FOR ULTRAHIGH ENERGY TAU NEUTRINOS . . . PHYSICAL REVIEW D 86, 022005 (2012)
022005-11
In addition, there are systematic errors which applied
only to the background. The muon event rate is known to
change as a function of the atmospheric temperature above
the South Pole plateau. Since our muon simulation as-
sumed a rate pegged to that seen in October, the seasonal
variation was taken into account as a systematic error and
was estimated as [24%, þ18%] when compared with
IC22 data at EHE filter level. The systematic error due to
cosmic-ray composition was also obtained by switching
constants and slopes between proton and iron in the two-
component model data. At S3, just before the final cut, to
have enough statistics, we obtained24% by this method.
There are alternative models for the prompt neutrino
flux. For this analysis, the base models used for the prompt
neutrino flux are Sarcevic standard flux model for 
and e [16] and Martin’s Golec-Biernat-Wusthoff model
for  [17]. As an alternative, we have also considered the
Sarcevic minimum and maximum flux models [16], from
which we estimate a [59%, þ30%] systematic error on
the prompt neutrino flux.
C. Result including statistical and systematic errors
Since it was computationally feasible to generate a large
amount of simulated signal, the statistical error on the
simulated signal is small (2:3%). By contrast, the con-
siderably larger statistical error on the simulated back-
ground (32%) reflects the aggregate effect of the high
rejection efficiency of our selection criteria and the limi-
tations imposed by finite computational resources. In sum-
mary, the expected signal and background events for 200
live-days with IC22 are 3:18 0:07ðstatÞ þ2:993:08 ðsystÞ and
cos(zenith)

























FIG. 16 (color online). The distribution of the true zenith angle
(top) and the primary neutrino energy (bottom) from the
simulation for the events passing all selection criteria. The
primary neutrino energies in the x-axis were weighted to E2
spectrum. Red, blue and black lines correspond to e,  and ,
respectively.
FIG. 17 (color online). Diagrams of the three events surviving
the final selection criteria applied to the 200 live-days of IC22
data. The radius of each circle is proportional to the number of
photons detected by the PMT.
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0:60 0:19ðstatÞ þ0:560:58 ðsystÞ, respectively. When we un-
blinded 200 live-days of data, we observed 3 events which
were deemed compatible with background. With a pre-
dicted background of 0:60 0:19ðstatÞ þ0:560:58 ðsystÞ events,
the probabilities of observing one, two or three events due
solely to fluctuations in the background are 30%, 13% and
5%, respectively.
We combined the systematic errors in quadrature with
the statistical errors and applied a profile log-likelihood
method [38] to obtain the confidence interval [39]. The
90% C.L. upper limit on signal for 200 live-days was
obtained as s90 ¼ 7:7 events. The 90% C.L. upper limit
on astrophysical all-flavor neutrino flux, 90ðxÞ, was
obtained using the following relation: 90WB
¼ s90NWB where
WB and NWB are the WB bound for all-flavor astrophys-
ical neutrinos and the corresponding number of all-flavor
astrophysical neutrinos for 200 live-days, respectively. The
obtained 90% C.L. upper limit is E290ðxÞ< 16:3
108 GeV cm2 sr1 s1 for the 3 observed events from
the 200 live-days of IC22 data.
This limit applies to the primary neutrino energy range
of 340 TeV< E < 200 PeV, covering the middle 90% of
the accepted simulated signal. Figure 18 shows this limit
together with several theoretical model predictions. The
upper limit on the tau neutrino flux is one-third that of the
all-flavor astrophysical neutrino flux if one assumes a
flavor ratio of e:: ¼ 1:1:1 at Earth.
VII. CONCLUSIONS AND OUTLOOK
A set of selection criteria designed for UHE  detection
were applied to IceCube data. These criteria also had
appreciable efficiency for UHE e and  detection. We
applied these criteria to 200 live-days of data from
IceCube’s 22-string configuration and observed 3 events
in the final sample. We therefore set a 90% C.L. upper limit
on the astrophysical UHE all-flavor neutrino flux of
E290ðxÞ< 16:3 108 GeV cm2 sr1 s1. The analy-
sis improves on the previous limit set by AMANDA
[34,40,41] with comparable integrated exposure. Future
IceCube searches specialized for  will be more sensitive
due to the increased instrumented volume relative to IC22.
The large volume will also warrant the application of
sophisticated  reconstructions, further improving the
sensitivity of these searches.
ACKNOWLEDGMENTS
We acknowledge the support from the following agen-
cies: U.S. National Science Foundation—Office of Polar
Programs, U.S. National Science Foundation—Physics
Division, University of Wisconsin Alumni Research
Foundation, the Grid Laboratory Of Wisconsin (GLOW)
grid infrastructure at the University of Wisconsin—
Madison, the Open Science Grid (OSG) grid infrastructure;
U.S. Department of Energy, and National Energy Research
Scientific Computing Center, the Louisiana Optical
Network Initiative (LONI) grid computing resources;
National Science and Engineering Research Council of
Canada; Swedish Research Council, Swedish Polar
Research Secretariat, Swedish National Infrastructure for
Computing (SNIC), and Knut and Alice Wallenberg
Foundation, Sweden; German Ministry for Education and
Research (BMBF), Deutsche Forschungsgemeinschaft
(DFG), Research Department of Plasmas with Complex
Interactions (Bochum), Germany; Fund for Scientific
 [GeV]ν E10log







































FIG. 18 (color online). The limits on production of UHE
neutrinos. [A]: AMANDA-II cascade all-flavor limit (1001
live-days) [40], [B]: IC22 cascade all-flavor limit (257 live-
days) [34], [C]: Baikal all-flavor limit (1038 live-days) [42],
[D]: AMANDA-II UHE all-flavor limit (457 live-days) [41], [E]:
IC22 UHE all-flavor limit from diffuse sources using the analysis
described in this paper (this work, 200 live-days), [E*]: IC22
UHE all-flavor sensitivity (this work, 200 live-days), [F]:
ANTARES ’07-’09   3 (334 live-days) [43], [G]: IC40  
3 (375.5 live-days) [44], [aa]: Waxman-Bahcall (and )
model 1998 32 [4], [bb]: Stecker AGN (Seyfert) 2005 [45],
[cc]: Waxman-Bahcall Prompt GRB model [4], and [dd]:
Atmospheric neutrino flux (Bartolþ Sarcevic standard model).
TABLE IV. Summary of the systematic and statistical errors
for signal and background events from the simulated data.
Source Signal Background
DOM sensitivity 4:7%, þ7:9% 4:7%, þ7:9%
Ice properties 0%, þ29% 62%, þ85%
 cross section 6:4%, þ6:4%   
PMT saturation 5:7%, þ5:0% 29%, þ5:3%
Cosmic-ray flux    0%, þ16%
Cosmic-ray composition    24%, þ0%
Seasonal variation    24%, þ18%
Prompt  flux model    59%, þ30%
Total Systematic error 7:9%, þ31% 97%, þ94%
Total Statistical error 2:3% 32%
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