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I. Introduction
The topics of economic growth and human development have been examined and debated since the beginning of recorded history. 2 Over the last two decades, the philosophical rhetoric has emphasized the primacy of human development as the ultimate objective of economic pursuits, while empirical work focused on trying to explain why some countries have experienced rapid long-term growth rates in income while others have performed poorly in this regard. The area of economic growth has been described as "the part of macroeconomics that really matters" 3 not least because relatively small differences in growth rates when cumulated over one or more generations can have major consequences for standards of living.
Despite the vast literature of cross-country growth studies following the seminal papers of Barro (1991) and Mankiw et al. (1992) , the mechanics of economic growth and development are still not fully understood. While empirical work trying to explain the dynamics of growth has identified a number of variables that are partially correlated with economic growth, the major problem facing researchers is the lack of an explicit theory about what are the true determinants of growth. From a theoretical standpoint the Solow model admits a vast range of extensions, which are often highly correlated with one another, are not (necessarily) mutually exclusive, and are not ranked in order of importance as possible explanations of growth. Given the multiplicity of possible regressors, a more specific approach to growth determinants would be to investigate how robust empirical relations for economic growth are. This paper contributes to the growth empirics debate by empirically identifying robust determinants of per capita growth rates across the world and Africa. It draws on neoclassical and endogenous growth theories to allow for differences in countries' steady state income levels, and uses Bayesian Model Averaging to address the problem of model uncertainty in the context of growth determinants. The empirical findings can be summarized as follows. First, in both the world as a whole and Africa, various economic factors such as initial conditions and a better macroeconomic environment (including higher investment, lower inflation, lower government consumption, and better fiscal stance), as well as an improved political environment, favorable exogenous terms-of-trade shocks, and fixed geographical factors, are robustly correlated with economic growth. Second, Africa's growth process follows, in principle, that of the rest of the world, although the marginal impacts and mechanisms of transmission of these determinants are very different. In addition, growth in Africa is robustly correlated with better political environment, better institutions, and lower debt service to GDP. The fact that what is good for growth around the world is also good for growth in Africa, suggests that lessons of modern growth economics are, at least in principle, general and not region specific.
The rest of the paper is organized as follows. Section II begins with the model specification, discusses estimation issues and describes the estimator used for the robustness analysis. Section III presents the data and identifies categories of possible growth determinants. Section IV summarizes the results. Section V concludes.
II. Theoretical Considerations

A. Model Specification
Recent cross-country empirical work on growth has been inspired by the neoclassical model extended to include government policies, human capital, and some measure of technology diffusion. Therefore, consistent with the empirical literature on cross-country comparisons of economic growth, we assume the typical specification ln(Y i,t ) − ln(Y i,t−τ ) = β 0 ln(Y i,t−τ ) + β 0 1 Z i,t−τ + u i + ν t + ε i,t
where the growth rate of per capita income of country i in period t is a function of the logarithm of initial per capita income and a set of control variables Z. The terms u i , ν t, and ε i,t represent country-specific, time constant and overall error terms, respectively. The textbook and augmented Solow models are nested in (1) as follows, respectively ln(Y i,t ) = η 0 ln(Y i,t−τ ) + η 1 ln(n i,t + g + δ) + η 2 ln(s i,t ) + u i + ν t + ε i,t
ln(Y i,t ) = η 0 ln(Y i,t−τ ) + η 1 ln(n i,t + g + δ) + η 2 ln(s i,t ) + η 3 ln(h i,t ) + u i + ν t + ε i,t (3)
where n i,t is the population growth rate, g is the labor augmenting technological change, δ is the rate of depreciation, s i,t and h i,t measures physical and human capital accumulation, respectively.
To facilitate the discussion in the next section let γ 0 = β 0 + 1 and rewrite equation ( 
B. Estimation Issues
The study of socioeconomic phenomena is typically plagued by (i) inconsistent empirical estimates and (ii) model uncertainty. The first case of inconsistent empirical estimates typically arises with omitted country specific effects which, if not uncorrelated with other regressors, lead to a misspecification of the underlying dynamic structure, or with endogenous variables which may be incorrectly treated as exogenous. 5 To simultaneously address both omitted variable bias and issues of endogeneity, we use a general method of moments estimator (GMM) panel data estimator proposed by Hansen (1982) . 6 The estimator is 4 The speed of convergence λ, can then be recovered from the estimated elasticities as λ = ln(1+γ 0 ) t . 5 For example, cross-section growth regressions lead to biased estimates because the country specific error term u i is likely to contain unobserved country effects such as differences in the initial level of technology across countries, and thus may be correlated with the lagged dependent variable.
6 Bond et al. (2001) , and Hoeffler (2002) present applications of the systems GMM estimator in the context of growth. Bond et al. (2001) presents a detailed explanation on the construction of both the system and differenced GMM estimators. constructed in two steps: first, consider first differences of the levels equation (4), which eliminates the individual effect
Then, for each equation, potentially endogenous right-hand side variables are instrumented using appropriate lagged values and differences. The levels equation (4) and the difference equation (5) are estimated as a system, forcing the estimated coefficients to be the same across equations. The first step deals with the omitted variable bias, eliminating the need to make any probabilistic assumptions on the country effect. The second step eliminates the inconsistency arising from potential endogeneity of the regressors. This GMM estimator addresses both estimation problems under the assumption that the lagged values of the regressors are valid instruments. 7 The second case of model uncertainty arises because the lack of clear theoretical guidance on the choice of regressors results in a wide set of possible specifications and, often, contradictory conclusions. In practice, researchers usually arbitrarily select one model as the true model generating the data, ignoring model uncertainty altogether and risking overconfident inferences. 8 In theory, accounting for model uncertainty requires some version of a robustness check, essentially an attempt to account for all possible combinations of predictors. Earlier attempts to sort out the underlying empirical model in the context of growth include the work of Levine and Renelt (1992) and of Sala-i-Martin (1997) . 9 A conceptually attractive solution to the problem of model uncertainty is provided by Bayesian Model Averaging (BMA) although difficulties at the implementation stage sometimes render it impractical. 10 In particular, with a large number of regressors, k * , the procedure may be infeasible due to the large number of models to be estimated, 2 k * . Additionally, the researcher is required to specify the prior distributions of all relevant parameters. In practice, most applications of BMA utilize an arbitrary set of priors, without examining the impact of this choice. Standard Bayesian Model Averaging techniques have been used in the context of investigating growth determinants by Brock and Durlauf (2000) , Fernandez et al. (2001), and Sala-i-Martin et al. (2004) . This paper employs a limited information version of the BMA, labeled as LIBMA. 11 The LIBMA estimator incorporates a dynamic panel estimator in the context of GMM and a Bayesian robustness check to explicitly account for model uncertainty in evaluating the results of a universe of models generated by a set of possible regressors. The LIBMA esti-7 Blundell and Bond (1998) provide evidence that the systems GMM estimator that exploits additional moment restrictions has better finite sample properties than the difference GMM estimator.
8 Leamer (1978) , and Raftery (1996) are relevant papers. 9 The first procedure, an extreme bounds analysis based on Leamer (1983) , typically results in few variables being labeled as robust, while the second procedure, a Bayesian approach, suggests that a relatively large number of variables are significant determinants of growth. 10 Hoeting et al. (1999) summarize recent work using BMA. Brock and Durlauf (2000) provide an accessible explanation of criticisms levied at growth empirics and the contribution of Bayesian analysis in dealing with model uncertainty.
11 For a discussion of the LIBMA see Tsangarides (2004) , and for the first practical application of the LIBMA see Ghura et al. (2002) . The technical presentation in Appendix II supplements the overview provided in this section. mator provides certain advantages over the existing literature (such as the Sala-i- Martin et al. (2004) Bayesian Averaging of Classical Estimates (BACE) approach, and the approach of both Brock and Durlauf (2000) and Fernandez et al. (2001) ) by relaxing the otherwise restrictive underlying assumptions in two ways: first, while standard Bayesian Model Averaging is a full information technique where a complete stochastic specification is assumed, LIBMA is a limited information approach which relies on GMM, a limited information technique based on moment restrictions rather than a complete stochastic specification. Second, previous literature implicitly assumes exogenous regressors while the LIBMA can control for endogeneity through the use of GMM. 12
III. Looking at the Data
A. Definitions and Sources
The database constructed for the robustness analysis consists of annual data from the Summers and Heston data set (made available by the Penn World Tables, version 6.1) and data from other sources. Switching from a cross section to panel estimation is made possible by dividing the total period into shorter time spans. Following earlier studies in the literature, we focus on five-year time intervals (τ = 5), so we obtain a total of eight panels : 1965, 1970, 1975, 1980, 1985, 1990, 1995, and 2000. 13 After filtering out countries with less than two observations (in order to enable examination of within-country changes) as well as extreme values, we arrive at an unbalanced, regularly spaced panel set of observations covering 149 countries over the period 1960-2000. For each country, the data set includes observations that are at least five years apart, yielding a maximum of 983 observations. 14 Table A1 in Appendix I contains details for each category, the component variables, and their source.
In order to examine how the growth process varies across regions and/or samples of countries we consider two samples: first, we begin with "World," the most comprehensive data set of all (available) countries in the world covering 149 countries and 983 observations; next, we consider the "Africa" sample (41 countries, 328 observations) in order to compare the growth empirics of the African countries to the rest of the world. 15 
B. Determinants of Growth
This section presents a review of policies, institutional characteristics, and other exogenous factors that stimulate growth. In addition to the four variables suggested by the 12 In addition, the application herein extends the approach of Sala-i-Martin et al. (2004) in four important ways: (i) the use of the systems GMM estimator instead of ordinary least squares; (ii) assigned weights to the different models proportional to an explicitly defined Limited Information Bayesian Information Criterion; (iii) the use of a balanced panel instead of balanced cross-section data, allowing a better analysis of the time-series dimension of the variables; and (iv) the estimation of the full set of models rather than sampling from the universe of models.
13 For example, the saving and population rates at t − τ (say 1965) are non overlapping averages over the five years preceding t (1960) (1961) (1962) (1963) (1964) .
14 For purposes of estimation, differences in data availability across countries and variables translate into further reductions in sample size for different combinations of explanatory variables.
15 Details of the samples and country participation is shown in Appendix Table A2. augmented Solow model, namely, initial income, rates of human and physical capital, and population growth, Durlauf and Quah's (1999) survey of the empirical growth literature identifies 36 different categories of variables and 87 examples. Our sample of growth determinants for the robustness analysis is a subset of the one identified by Durlauf and Quah (1999) . 16 We consider the broad categories below.
Solow determinants and human capital
Empirical studies consistently report a positive role for the investment ratio in explaining international differences in both the standard of living (as measured by GDP per capita) and economic growth rates. A number of studies have also investigated the possibility that the public and private components of investment have different impacts on economic growth, for example Ghura and Hadjimichael (1996) , although both components tend to be growth promoting. Given a conducive environment, the productivity of the labor supplied is an important determinant of their ability to benefit from the enhanced opportunities-a situation that points to important synergies between growth promotion and initial conditions. Recent work in development economics acknowledges that a fundamental reason for the success of some East Asian countries in promoting equitable growth was due not only to the labor-intensive nature of production but also to the relatively large stock of education and skills embodied in the labor force.
The consequences of rapid population growth on the pace of economic development have been debated since Malthus' visions of overcrowding, starvation, and resource exhaustion. During the recent decades views have shifted: high fertility hinders development as families with more children had to spend more on education and health, thus reducing the amount of savings and investment in physical capital. The latest report by the United Nations Population Fund (UNFPA) argues that larger families and rapid population growth obstruct development and perpetuate poverty by slowing growth and diverting consumption away from the poor, which creates a "demographic dividend" of growth.
This paper captures the effect of (i) physical capital through ratios of real investment to GDP; (ii) human capital development through measures of health and educational status (such as life expectancy and school enrollment rates); 17 and (iii) population through population growth rates.
Macroeconomic stability and external environment
Macroeconomic policies affect economic growth directly through their effect on accumulation of capital, or indirectly through their impact on the efficiency with which the factors of production are used. Macroeconomic stability is reflected in (i) sustainable budget deficits and low consumption to GDP ratios; (ii) low and stable rates of inflation and sound financial development; and (iii) outward oriented trade policies. Fischer (1993) shows that growth is negatively associated with inflation, large budget deficits and distorted foreign exchange markets. Keeping all else constant, higher budget deficits crowd out private investment due to higher real interest rates. Government investment can further be used as a proxy for government's involvement in capital accumulation, and an indicator of social infrastructure. Using the government consumption ratio to GDP as a measure of fiscal policy also captures the concern of supply-side theories that higher government spending creates expectations of future tax liabilities and hence, distorts incentives and lowers growth.
Monetary policy could promote a stable financial environment necessary for economic growth by maintaining a low inflation rate. High and variable rates of inflation are expected to lower the monetary authorities' credibility and reduce the returns on private savings and investment; thus high inflation rates are expected to decrease private investment and domestic savings. The literature has shown that financial development is robustly correlated with future rates of economic growth, physical capital accumulation, and economic efficiency improvements. For example, King and Levine (1993) present evidence that various measures of the level of financial development are strongly associated with real per capita GDP growth. Financial deepening lowers the cost of borrowing, increases the rate of domestic saving, and thus stimulates investment. Also, financial sector development may benefit growth by facilitating access to credit and improving risk-sharing and resource allocation.
The proposition that more outward-oriented economies tend to grow faster has been tested extensively in the literature. The majority of the evidence tends to support the idea that openness to international trade accelerates development and growth through increased access to free market and returns from specialization. 18 In addition, it is possible that policies such as trade openness affect human development more favorably in certain circumstances, for example, in a context of wider civil or economic freedom. Perhaps through improved equality of opportunity (either social mobility or degree of structural flexibility), a society characterized by a higher degree of economic freedom may allow its members faster access to the benefits of global competition. Finally, trade restrictions that tend to protect capital-intensive importables reduce the returns to labor, and overvalued exchange rates that reduce the profitability of tradeables, turn the terms of trade against those who are net producers of tradeables. Improvements in terms of trade have been associated with higher growth rates, through improvements in the country's international competitiveness. 19 In summary, a stable macroeconomic environment characterized by low and predictable inflation, sustainable budget deficits, and limited departure of the real exchange rate from its equilibrium level sends important signals to the private sector about the commitment and credibility of a country's authorities to efficiently manage their economy and increase the opportunity set of profitable investments. In this paper, the impact of macroeconomic stability is captured by inflation, the government budget balance and government consumption relative to GDP; the level of financial sector development is measured by the ratio of broad money to GDP as well as the ratio of assets of deposit money banks to total bank assets; and the trade regime/external environment are captured by the degree of openness and the exogenous terms-of-trade changes.
Institutions and governance
The role of democracy in the process of economic growth has been the source of considerable research effort, but still the inquiry, including the line of causality, remains a wide open topic of research. 20 The distribution, across income groups, of the benefits of growth are likely to depend, not just on the sectoral pattern of growth but also on the degree of popular representation at the policy making level and the effectiveness of the governing institutions. Through its likely positive impact on other variables (for example, the rule of law and the rate of investment), it may also be that democracy's main impact on overall income is indirect. 21 Theoretical models on the impact of economic development (and economic growth) on the extent of democracy "are not well developed" (Barro (1996) ); conceptual arguments on the effect of democracy on economic growth support both a positive and a negative effect, emphasizing the role of secure property rights in the first case, and the avoidance of political cycles in the second case; and empirical evidence is mixed, with most empirical efforts failing to establish a significant and stable relationship. 22 Empirically, Alesina et al. (1996) , find that political instability reduces growth, while Easterly and Levine (1997) examine the hypothesis that ethnic divisions influence economic growth. Their rationale is that polarized societies have more difficulties agreeing on the provision of public goods such as infrastructure, education, and growth enhancing policies, simply because polarization impedes agreement between ethnic groups which engage in competitive rent-seeking. In this paper we examine the hypothesis that political freedom is a significant determinant of economic growth using the democracy and autocracy variables measuring the general openness of political institutions and they include considerations such as free and fair elections and decentralized political power.
Geography and fixed factors
The relationship between geography and growth is complex. While the majority of empirical evidence concludes that geographic attributes of countries (such as tropical climate or being landlocked) correlate negatively with recent rates of economic growth, some research finds evidence that geography explains nothing after controlling for institutions.
On one hand of the debate supporting the role of geography as a growth determinant, 20 For a brief review of the relationship between democracy and economic growth, see Chapter 11 in Drazen (2000) ; for more detailed reviews, see Przeworski and Limongi (1993) . On the links between political instability and economic growth, see Brunetti and Weder (1995) , and Knack and Keefer (1995) . For a more encompassing review of the empirical literature of political variables in cross-country growth analysis, see Brunetti (1997) .
21 Kormendi and Meguire (1985) and Scully (1988) do find favorable effects of political freedom on economic growth.
22 Barro (1996) analyzes growth and democracy indexes of political freedom and concludes that when variables like maintenance of the rule of law, free markets, small government consumption, and high human capital, as well as initial income are held constant, the overall effect of democracy on growth is weakly negative. He also finds evidence of a nonlinear relationship in which more democracy enhances growth at low levels of political freedom but depresses growth when a moderate level of freedom has already been attained. Hall and Jones (1997) show that show that latitude closely related to tropical climate is negatively associated with the level of per-capita GDP. Further, Gallup et al. (1999) emphasize that geography continues to matter importantly for economic development, alongside the importance of economic and political institutions. They conclude that tropical regions are hindered in development relative to temperate regions and that coastal regions and regions linked to coasts by ocean-navigable waterways are strongly favored in development relative to the hinterlands, with landlocked economies particularly disadvantaged. On the other hand of the debate, a series of papers by Acemoglu, Johnson and Robinson (2001) and (2002) investigates how "property rights institutions" matter for economic growth through their effect on investment and financial development, and the role of geography through institutions. Work by Acemoglu et al. (2002) , Easterly and Levine (2003) and Rodrik et al. (2002) argues that the geography mechanism works predominantly or entirely through institutions, with little independent effects from geography once institutions are controlled for. In order to examine the extend to which geography matters for growth, we use a variety of geography factors including distance to coastline or sea-navigable river and percentage of land area in geographical tropics.
Foreign aid and external debt
The relationship between foreign aid and economic growth is a complex one, which makes it difficult to measure the causal impact of foreign aid while controlling for other factors that influence growth. Burnside and Dollar (2000) conclude that foreign aid has a larger impact on growth under a good policy management and that aid does not raise growth in countries with poor economic policies. Foreign aid to reforming governments may improve the environment for private investment by creating confidence in the reform program, thus crowding in private investment. In a poor management country foreign aid may crowd out private investment as it may encourage the public sector to undertake projects that would otherwise be undertaken by the private investors.
From the debt overhang theories it follows that larger levels of accumulated debt stocks may lead to lower growth, with the transmission mechanism of debt overhang to growth being primarily through the reduced volumes and efficiency of investment. 23 First, there is a likelihood that the future debt will be larger than the country's repayment ability thus the expected debt service will be increasing compared to the country's output. In addition, large accumulated debt combined with uncertainty about debt repayment by the country's own resources, possible rescheduling, and whether aid would be provided for debt relief may generate expectations that debt service will be financed by distortionary types of taxation, or with cuts in public investment. For example, Krugman (1988) discusses how under debt overhang returns from investing in that country face a higher marginal tax by the external creditors, and new domestic and foreign investment is discouraged. Finally, debt relief, or the granting of progressively more favorable terms for debt relief may also have perverse incentive effects, as countries borrow in anticipation of debt forgiveness and delay policy reforms waiting for the best deal thus delaying reforms necessary for growth. In this paper, we investigate the impact of foreign aid and external debt on growth by using ratios of aid flows, debt service, and debt stock to GDP.
Internal environment and resources
Empirical research has served to highlight how little we still know about the dynamics and causes of changes in income distribution. The current view is that: (i) growth does not consistently affect inequality one way or the other (the Kuznet's hypothesis having essentially been refuted by panel studies), and (ii) the initial level of inequality does appear to negatively impact subsequent growth. For the first proposition, Deiniger and Squire (1998) and Chen and Ravallion (1997) provide key evidence, leading Kanbur and Squire (2001) to conclude that ". . . inequality and income are not systematically related according to some immutable law of development". Also, it is likely that the source of the economic growth-for example dependence on natural resources-matters for inequality, poverty and human development. For instance, Lewis (1954) , attributes the onset of growth to higher income in an enclave sector characterized by higher productivity of labor. Suppose, for example, that the sector initially more productive is either an oil-or mineral-extractive industry. Leite and Weidmann (1999) link economic dependence on oil and mineral resource sectors to the availability of appropriable rents, the higher incidence of corruption, and, subsequently, lower economic growth.
Returns that accrue initially to a wider set of agents, such as the case of a highly productive agricultural sector, may allow for more progress with respect to poverty alleviation. Ravallion and Datt (1996) find that the aggregate time-series data for India indicate that poverty measures have responded far more to rural economic growth than urban economic growth. For East Asia, some of the credit for the growth with equity experience is typically ascribed to the strong performance in the agricultural sector. Intuitively, it is likely that those poor economies with better-functioning credit and land markets, and with a distribution and system of landholding consistent with market incentives, are more likely to perform better in the area of poverty reduction. Given that a majority of poor people are in the agricultural (rural) sector, this paper also measures the impact of the sectoral distribution of growth by the relative productivity performance of the agricultural sector. To investigate the possible links of environmental influences like availability of arable land and inequality on growth, this paper measures inequality with the Gini index of inequality, and agricultural productivity by the ratio of arable land to total area.
IV. Econometric Results
A. Impact of Model Uncertainty
Our investigation for robust growth determinants began by examining how fragile the results of ad hoc cross country growth specifications are. We proceeded in two ways: first, by estimating various ad hoc growth regressions (starting from the Solow model and then extending it), using variables from our data set; and second, by summarizing results from empirical work in the literature. In our investigation of ad hoc growth regressions we discovered how drastically the policy conclusions change with relatively small variations in the set of explanatory variables. 24 Adding variables to, say, the Solow determinants changes 24 These results are not reported here for brevity, but are available from the author. the significance (insignificance) and sometimes the sign of various coefficients. Further, the fragility of parameter estimates and the impact of model uncertainty can be detected by observing Table A3 . There we expand on the list of Durlauf and Quah (1999) to summarize the results of (a selective list of recent) empirical work on growth correlates. The significance of parameter estimates tends to fluctuate a lot across studies and authors which use different subsets of the control variables. 25 Sometimes it is even the case that the same authors present different conclusions in studies of various years and/or when their sets of control variables change.
This investigation confirmed that any lessons one may draw from ad hoc specifications can be problematic. The list of possible regressors can be a linear function of an arbitrary set of control variables and thus it is difficult to assign a statistical significance or make policy recommendations based on a subset of these control variables. This confirms not only the tendency for empirical investigations into socioeconomic phenomena to yield fragile econometric estimates but also underscores the importance of a formal robustness check, which is the purpose of our paper.
B. Robustness Analysis of Growth Determinants Table 1 presents the results of the robust estimation based on estimating a universe of 2 19 (524, 288) regressions for the most comprehensive sample, "World". In order to allow comparison of the growth empirics, we estimate the same universe of models for the "Africa" sample and the results are presented in Table 2 . The 19 potential determinants we focus on are those identified in Section III.B. and we investigate their robustness across samples and model specifications.
The results shown in Tables 1 and 2 assume an initial prior model size of k = 9. This choice of k is essentially arbitrary but Tables 4a and 4b provide evidence that the results in Tables 1 and 2 are not sensitive to the choice of k. The posterior inclusion probability shown in the second column in Tables 1 and 2 reflects how much the data favors the inclusion of a variable in the regression. The conditional mean and variance, shown in the third and fourth columns, reflect only the regressions in which the variable actually occurs. The interpretation for the conditional mean is similar to a standard regression, which does not account for model uncertainty, in that it reflects a prior probability of inclusion equal to one for the particular variable, but equal to k divided by the total number of variables for the rest. The conditional standard deviation does provide one measure of how well a particular variable is estimated, but the ratio of the mean to the standard deviation cannot, strictly speaking, be interpreted as a t-statistic since the posterior density is not a sampling distribution.
The fifth column in Tables 1 and 2 shows the sign certainty probability, a measure of the "sign robustness" of each variable, defined as the probability that a coefficient has the same sign as its (posterior) mean. A sign certainty probability equal to one implies that the variable has the same sign in every single regression in which it is included, a clear indication of a strongly robust relationship. The boxed area in Tables 1 and 2 comprises those variables for which (i) the posterior inclusion probability is high 26 and (ii) the sign certainty probability is at least 95 percent, analogous to performing a one-sided test of significance at the 5 percent level in classical statistics. The chosen cutoff is not strictly grounded in statistical theory and remains, therefore, merely indicative of a set of variables that are well estimated or robust. Thus, we are able to assign a degree of robustness and identify variables as "very strongly robust," "strongly robust," and "mildly robust" based on the following criteria shown. The results from the robustness analysis on the World and Africa samples (Tables 1  and 2 , respectively) are summarized in the sections below.
Evidence of Robustness
Convergence and Solow determinants
• The elasticity of per capita growth rate with respect to initial income (measured by λ = ln(1+γ 0 ) t in equation (4)) is negative and very strongly significant providing further empirical evidence that conditional convergence holds. Across the World sample, the estimated rate of convergence λ is on average between 2 and 2.5 percent; for Africa λ is slightly slower, in the range of 1.5 and 2 percent. 27 This suggests that after controlling for model uncertainty, country sample, and other potential inconsistencies (arising from omitted variable and/or endogeneity biases), the estimated rate of convergence is surprisingly similar to the standard cross-section finding.
• For both the World and Africa samples, the Solow determinants, namely, initial income, investment, population growth, and education enter with a high inclusion probability, indicating that the data favors the inclusion of these variables. However, based on the classification of robustness discussed above, we identify only initial income and investment as "very strongly" robust, while education is "mildly" robust. For population growth, the evidence of robustness is weak in both the World and Africa samples, mainly because the coefficient changes sign rather frequently (i.e. the sign certainty probability is lower than 0.95).
• The findings on the importance of the Solow determinants are similar to the results found in the seminal work of Mankiw et al. (1992) . The mild significance of education 26 We took 0.90 as the posterior probability threshold following Fernandez et al. (2001b) who label a regressor that obtains a posterior probability that is equal to or greater than 0.90 as "highly effective." Sala-i- Martin et al. (2004) set the posterior probability threshold at the prior value for each variable (i.e. at k divided by the total number of variables). 27 These estimates are based on the range of all the elasticities shown in Tables 1, 2 , and 3, allowing k to vary in the specifications.
highlights the importance of incorporating human capital (in addition to physical) when analyzing growth patterns. An additional measure of human development is life expectancy, which, in addition to infant mortality rates and primary school enrolment, is reported be significantly and positively associated with progress on the human development front especially for sub-Saharan Africa. 28 Based on our robustness analysis, we find that although life expectancy has a high inclusion probability, it is only mildly robust, partly because many aspects of poverty (including education and health) are highly correlated.
• The weak significance of population growth echoes the on-going debate regarding its importance as a growth determinant. Empirical research in the 1960s and 1970s favored a neo-Malthusian view suggesting that high fertility hindered development (and growth) since families with more children had to spend more on education and health and thus reducing the amount of savings and investment in physical capital. However, research in the 1980s seemed to discredit these neo-Malthusian ideas, and favored the view that rather than physical capital, human capital and technical change were the engines for growth. Although the negative impacts of rapid population growth were judged to vary considerably by country, it also concluded that population growth had a lesser impact on growth compared to other determinants (such as macroeconomic policies and natural resources). 29 Other determinants
• In addition to investment and initial income which are "very strongly" robust, we can identify five additional variables as "strongly"robust in both the World and Africa samples, for a total of seven "strongly" robust variables common to both samples. These are (i) three policy variables, namely, low inflation, small government size (captured by government consumption), lower fiscal balances (captured by lower taxation and/or higher spending), (ii) an exogenous factor (namely, the change in terms of trade); and (iii) a political environment variable (namely, the change in the political index capturing changes in the degree of autocracy and democracy in the country).
• Focusing on the Africa sample alone, we can identify three additional "strongly" robust variables, two political and institutional variables (the democracy index and the incidence of war in the last ten years) and debt service to GDP. Further, while the geography and the black market premium variables enter as "strongly" robust in the World sample, they are classified at best as "weakly" robust in the Africa sample. In summary, we can identify the following "very strongly" robust variables in the World and Africa samples as follows: • The result on the impact of inflation confirms the result of Fischer (1993) and Easterly and Fischer (2001) as well as recent literature which finds that growth and inflation are negatively related. Bruno and Easterly (1998) establish the growth-inflation relationship in a long-run setting which is more relevant to our analysis, and find that growth falls sharply during high inflation crises and recovers strongly after inflation falls. On the impact of government consumption and budgetary stance, our conclusions agree with those of Fischer (1993) , and Easterly and Rebelo (1993) , confirming the strong association between development and the fiscal structure. The finding on the terms of trade suggests the vulnerability to adverse movements in the price of tradeables (for countries that are net sellers of tradeables) and confirms the results of .
• The importance of institutional/governance variables and geography factors confirms the conclusions of recent literature that underlines the importance of these factors in determining growth. The experience of nations where political environments are weak or with time periods with a high propensity of government collapse has shown that growth is significantly lower than otherwise. Our finding on the importance of the political/institutional variables confirms the results of Alesina et al. (1996) , and Easterly and Levine (1997) who document that economic growth in Sub-Saharan Africa is associated (among others) with political instability and ethnic fragmentation. In addition, in accord with Easterly and Levine (2003) , Rodrik et al. (2002) and Acemoglu et al. (2001) , we find evidence of the "institutions hypothesis" since our robustness analysis has found little direct effect of geography once we control for institutions in the Africa sample. 30 Therefore, it is not surprising that (i) our analysis concludes that these institutional/political variables have a more robust and bigger marginal impact in the Africa sample compared to the World sample; and (ii) the link between geography and growth breaks in the sample in which institutions are weaker (e.g. the Africa sample) and its effect only operates through institutions. Finally, the strong robustness of the debt service to GDP in the Africa sample (and not the World sample) confirms the prediction of the debt overhang theories as larger levels of accumulated debt stocks (and hence service of the debt) lead to lower growth.
• Comparison across the World and Africa sample shows a number of variables entering with as "mildly" robust, including education, trade openness (although openness barely misses the "strongly" robust cutoff in the Africa sample), and aid to GDP. In addition, a number of variables-such as financial development, life expectancy, inequality, and the black market premium-that have been shown in the empirical literature to have an impact on overall economic growth, appear to have (at best) a "weakly" robust association with growth in our robustness analysis. This does not suggest that these determinants are not important in the growth empirics, but that they have a less important role than the ones we identify as "strongly" robust.
Marginal impacts
• Finding certain variables that appear as "strongly"robust in both the World and Africa samples suggests that what is good for growth around the world is also good for growth in Africa and that, at least in principle, lessons of modern growth economics are general and not region-specific. In a sense growth in Africa can be explained in terms of specific variables (i) the identified common robust determinants which are universally important for growth and are low in Africa; and (ii) the three additional political and institutional variables which are also "strongly" robust variables in the Africa sample.
• The marginal impact of the (common) robust variables is between the Africa and World samples are quite different. The estimated elasticities at sample group means shown in Table 3 suggest that targets on increasing investment, lowering inflation, lowering fiscal imbalances, lowering government consumption, and improving political environment have a strong impact on raising per capita incomes. Further, looking at the estimated elasticities in the two samples of World and Africa we can identify how the marginal impact of the "strongly" robust variables. For inflation, and terms of trade the magnitudes are higher for Africa highlighting the adverse effect of these determinants on the poor. Investment turns out to have about the same marginal impact in Africa as in the world, highlighting the importance of investment in raising growth in Africa. For the rest of the robust determinants fiscal balance and government consumption to GDP have less of a marginal impact in Africa compared to the rest of the world.
V. Conclusions
This paper attempts to provide insights on the economic growth and development puzzle by investigating the existence of robust determinants of economic growth. The relevance of the findings of this paper is strengthened by the use of three econometric tools: a dynamic panel estimator, which allows the results to be interpreted both across countries and within a given country; a formal, Bayesian robustness check, which explicitly accounts for model uncertainty; and a wide set of growth determinants.
The empirical findings indicate that once model uncertainty and other potential inconsistencies are accounted for, there exist economic, political, and environmental factors that robustly affect growth. First, we identify certain strongly robust growth determinants that are common for both the world and Africa samples, suggesting that Africa's growth process follows that of the rest of the world. These are: various economic factors such as initial conditions and a better macroeconomic environment (including higher investment, lower inflation, lower government consumption, and better fiscal stance); improved political environment; favorable exogenous terms-of-trade shocks; and fixed geographical factors. Second, although Africa's growth process follows, in principle, that of the rest of the world, the marginal impact and mechanisms of transmission of these determinants is very different; in addition, two political and institutional variables and debt service to GDP appear as robust determinants of growth only in the Africa sample highlighting the importance of these factors in a region plagued by political instability, weak institutions, and excessive debt accumulation.
Although this paper concludes that the mechanism of growth operates more or less the same in Africa as elsewhere with particular emphasis on the role of better institutions and political environment, the methodology herein does not constitute an investigation into how growth and its underlying determinants are explicitly interconnected. Identifying the similarities and some of the differences of the growth processes only begins to tackle the problem, and may, in fact, raise more questions than it answers. For one, we recognize that the links between policies and institutional reform, on one hand, and policy and average per capita incomes, on the other, are complex with many transitions taking place under the surface of a generally favorable impact. In order to derive policy implications about how to improve average incomes in Africa and the world we must first understand why certain channels influence growth differently in Africa than the rest of the world, and second, recognize that the average experience of a large number of countries should not obscure the importance of dealing effectively with country-specific circumstances. 1. Bayesian Model averaging techniques are applied using a panel data systems GMM estimator; the dependent variables in the system are lny t -lny 0 and the first difference of lny t -lny 0 . 2. The results are ranked by the sign certainty probability. The boxed area indicates variables identified as (at least) "strongly robust". 3. The prior mean model size kbar is 9; qualitative conclusions are robust to the choice of kbar (as shown in Tables 4a and 4b ). 4. See Table A2 for details on sample groupings.
Marginal Evidence of Importance in Africa Sample Tables 1 and 2. 3. The prior mean model size kbar is 9. 4. See Table A2 for details on sample groupings. Barro and Sala-i-Martin (1992) Negative (significant) Caselli, Esquivel and Lefort (1996) Negative (significant) Kormendi and Meguire (1985) Negative (significant) Levine and Renelt (1992) Negative (robust) Mankiw, Romer and Weil (1992) Negative (significant) Investment Barro (1991) Positive (significant) Barro (1997) Positive (not significant) Barro and Lee (1994) Positive (significant) Caselli, Esquivel and Lefort (1996) Positive (significant) Levine and Renelt (1992) Positive (robust) Mankiw, Romer and Weil (1992) Positive (significant) Population growth Barro and Lee (1994) Positive (not significant) Kormendi and Meguire (1985) Negative (significant) Levine and Renelt (1992) (-,not robust) Negative (not robust) Mankiw, Romer and Weil (1992) Negative (significant) Macroeconomic stability Inflation (Growth) Kormendi and Meguire (1985) Negative (significant) (Level above 15%) Barro (1997) Negative (significant) (Level) Bruno and Easterly (1995) Negative (significant) (Level) Fischer (1993) Negative (significant) (Level) Levine and Renelt (1992) Negative (not robust) (Variability) Barro (1997) Positive (not significant) (Variability) Fischer (1993) Negative (significant) (Variability) Levine and Renelt (1992) Negative (not robust) Government deficit as share of GDP Easterly and Levine (1997) Negative (significant) Fischer (1993) Negative (significant) Levine and Renelt (1992) Negative (not robust) Government consumption to GDP (Growth) Kormendi and Meguire (1985) Positive (not significant) (Level) Barro (1991) Negative (significant) (Level) Barro (1997) Negative (significant) (Level) Barro and Lee (1994) Negative (significant) (Level) Caselli, Esquivel and Lefort (1996) Positive (significant) (Level) Levine and Renelt (1992) Negative (not robust) Foreign Aid External transfers Easterly, Kremer, Pritchett and Summers (1993) Mixed (not significant) Burnside and Dollar (1998) Positive (significant) Financial development Financial sophistication Easterly and Levine (1997) Positive (significant) King and Levine (1993) Positive (significant) Levine and Zervos (1993) Positive ( Exports plus Imports as share of GDP Frankel and Romer (1996) Positive (significant) Frankel, Romer and Cyrus (1996) Positive (significant) Levine and Renelt (1992) Positive (not robust) Openness (Growth) Harrison (1995) Positive (significant) (Level) Harrison (1995) Positive (significant) (Level) Levine and Renelt (1992) Not robust (Level) Sachs and Warner (1995) Positive (significant) External environment Terms of trade improvement Barro (1997) Positive (significant) Barro and Lee (1994) Positive (not significant) Caselli, Esquivel and Lefort (1996) Positive (significant) Easterly, Kremer, Pritchett and Summers (1993) Positive (significant) Fischer (1993) Positive (significant) Human capital/education proxies Overall level Azariadis and Drazen (1990) Positive (significant) Barro (1991) Positive (significant) Table A2 for details on sample groupings. 2. The average number of periods is the average number of observations of each group in the data set. A period consists of two observations that are, at minimum five years apart. Evaluating the Bayes factor in (8) requires calculating the marginal likelihood which can be a high-dimensional and intractable integral. Various analytic and numerical approximations have been proposed. The BIC approximation is a simple and accurate method to estimate Bayes factors. We focus on approximating the marginal likelihood for a single model, i.e. the RHS of (7). As discussed in Kass and Raftery (1995) , an approximation to the Bayes factor B 21 is the Bayesian Information Criterion (BIC) BIC = 2 log B 21 = 2[log p(D| b θ 2 , M 2 ) − log p(D| b
Now suppose we can divide the parameter space into regions (models). Let ∆ be the quantity of interest. Then Bayesian inference about ∆ is constructed using Bayesian Model Averaging, based on the posterior distribution
This follows by the law of total probability. Thus, the full posterior distribution of ∆ is a weighted average of the posterior distributions under each model (M 1 , ..., M K ), where the weights are the posterior model probabilities p(M k |D).
Using Bayes' theorem, the posterior model probabilities are obtained using
which is essentially (6) extended from 2 to K models. Further, it can be shown that p(D|M k ) ∝ exp(− 1 2 BIC k ) (11) becomes
The expression in (12) uses the "full information" BIC shown in (9). In the framework of our GMM analysis, we modify (12) to incorporate the "limited information" criterion, namely the LIBIC.
Equation (13) defines the LIBMA estimator, an extension of the BMA in the case of a limited information likelihood. The LIBMA incorporates a dynamic panel estimator in the context of GMM and a Bayesian robustness check to explicitly account for model uncertainty in evaluating the results of a universe of models generated by a set of possible regressors. 31 31 The derivation of the LIBIC as well as further details of the LIBMA approach to model uncertainty can be found in Tsangarides (2004) .
Other statistics relevant to the paper are the posterior mean and variance conditional on inclusion. First we calculate the posterior inclusion probability, which is the sum of all posterior probabilities of all the regressions including the specific variable (regressor). Essentially, the posterior inclusion probability is a ranking measure to see how much the data favors the inclusion of a variable in the regression, and it is calculated as posterior inclusion probability = p(θ k 6 = 0|D) =
If p(θ k 6 = 0|D) > p(θ k 6 = 0) = k k * then the variable has high marginal contribution to the goodness of fit of the regression model. Then, the posterior mean and variance conditional on inclusion are the ratios of the posterior mean and variance divided by the posterior inclusion probability, E(θ k |D) P θ k 6 =0 p(M j |D) , and V ar(θ k |D) P θ k 6 =0 p(M j |D) , respectively. Finally, we compute the sign certainty probability. This measures the probability that the coefficient is on the same side of zero as its mean (conditional on inclusion) and is calculated as 
