The paper proposes an adaptive fuzzy predictive control method for industrial processes, which is based on the Generalized predictive control (GPC) 
Introduction
Model predictive control (MPC) is a popular control algorithm that is based on the use of a model of the process to predict the future behavior of the system over a prediction horizon. MPC is widely used in practice due to its high-quality control performance. One of the most popular and powerful MPC method applied in industry has been the Generalized predictive control (GPC) [3] . The GPC has been applied in various plants, and has shown good performance results [4] , [17] . The first proposed MPCs, such as GPC, were based on linear plant models. The reason for this fact is that the quadratic optimization problem involved in these MPCs is easily solved for the linear prediction case. In the first applications of the MPC on nonlinear plants, MPC algorithms based on a linear model were used. This approach was based on the linearisation of the plant model [15] , [24] . However, this approach may perform inaccurate predictions, the operating point may change and the predictor does not remain valid. The results can be improved using an algorithm based on a nonlinear model. Furthermore, a disadvantage of GPC, as commonly in MPCs, is its assumption of the knowledge of an accurate model of the process to be controlled.
This assumption may present problems because many complex plants are difficult to be mathematically modelled using based in physical laws, or have large uncertainties and strong nonlinearities. Several types approaches to modelling nonlinear plants can be considered to be used in MPCs. A suitable option, is the application of models based on fuzzy logic systems. This is theoretically supported by the fact that fuzzy logic systems are universal approximators [22] , [9] . Takagi-Sugeno (T-S) fuzzy models [16] are suitable to model a large class of nonlinear systems and have gained much popularity because of their rule consequent structure which is a mathematical function. When dealing with nonlinear plants, time-varying processes, disturbances or varying operating points and parameters of the model, the fuzzy model should adapt itself to new process conditions in order to maintain the quality of the control. Therefore, an on-line fuzzy identification method should be used to properly adapt the parameters of the T-S fuzzy model. In [1] a real-time comparison of five predictive controllers (EPC, GPC, SPC, m-DMC, and λ-DMC) is presented. The control performance of these controllers are compared using two types of systems: slow and fast reacting. It was found that the controllers that were specifically designed to reduce the system matrix ill-conditionality such as EPC and GPC provided better control performance when compared to other MPC methods. In [19] it was presented an implementation of an auto-tuned MPC controller in a PLC with the objective of embedding a predictive control algorithm in standard industrial hardware. A comparison of the auto-tuned MPC with a commercial PID controller is presented. The authors believe that the MPC can become a real alternative option to conventional PID within low-level control loops, especially where PID is ineffective. However, there are many applications in industry where plant models are nonlinear, and where the nonlinearity of the system reduces the prediction capabilities, thus leading to poor control quality with linear control. [1, 19] , do not consider online auto-adaptation mechanisms to take into account and overcome complex and/or unknown time-varying plant behavior and system disturbances, and in particular to improve performance under such conditions.
In [8] it is described the design of a control algorithm for MISO systems. A hybrid fuzzy model (hybrid systems represented by a hierarchy of discrete and continuous subsystems where the discrete part is atop the hierarchy) is used for the identification. For the control scheme, a feedforward part based on an inverse of a hybrid fuzzy model is used. In [6] , a nonlinear predictive controller for a permanent magnet synchronous motor (PMSM) is proposed. Its objective is high performance tracking of the rotor speed trajectory while maintaining the d-axis component of the armature current at zero. However, all these methods require some knowledge about the model of the process to be controlled, in the form a model close to the real model of the process. Such knowledge can be difficult to extract in complex industrial processes.
In this paper, a new adaptive fuzzy model-based predictive controller is proposed for a class of nonlinear discretetime processes. The proposed controller is based on the GPC algorithm and uses a discrete-time T-S fuzzy model which is adapted on-line. Thus it inherits advantages of both techniques, including adaptive nonlinear modeling capability integrated into a GPC-based control. The stability of the closed-loop control system is studied and proved via the Lyapunov stability theory. It is demonstrated that the tracking error remains bounded. A diagram of the proposed adaptive fuzzy generalized predictive control (AFGPC) approach is presented in Fig. 1 .
As can be seen, the control scheme consists of the plant, the controller, and the adaptive T-S fuzzy model. The proposed controller is composed of a model-based predictive controller whose model parameters are adjusted on-line by an adaptation law based on Lyapunov theory. In the proposed method, human knowledge or a physical model about the plant model are not necessary. Nevertheless, initial human knowledge about the plant can be integrated into the method.
The paper is organized as follows. Section 2 presents a nonlinear systems modelling method using T-S fuzzy model. Section 3 presents a brief overview of GPC, and the convergence of the T-S fuzzy model attained with by the proposed adaptation law is proved and the control stability is analysed and demonstrated. In Section 4, the results of simulations are presented and analysed. Finally, Section 5 makes concluding remarks.
Nonlinear Systems Modelling Using T-S Fuzzy Models
Takagi-Sugeno (T-S) fuzzy models with simplified linear rule consequents are universal approximators capable of approximating any continuous nonlinear system [23] . A large class of nonlinear processes can be represented by the following NARMAX model [10] : (1) where u(·) : N → R and y(·) : N → R are the process input and output, n u ∈ N and n y ∈ N are the orders of input and output respectively, d ∈ N is the time-delay of the system, and ζ(k) ∈ R is a sequence of zero-mean Gaussian white noise. In the discrete-time nonlinear SISO plant (1), f (·) : R ny+nu+d+1 → R represents a nonlinear mapping which is assumed to be unknown. f (·) will be approximated by a T-S fuzzy system. System (1) can be described by a T-S fuzzy model defined by the following fuzzy rules:
where
. . , N ) represents the i-th fuzzy rule,
N is the number of rules,
and u(k) is the control output. x 1 (k), . . . , x n (k) are the input variables of the T-S fuzzy system. A j i are linguistic terms characterized by fuzzy membership functions µ A j i (x i ) which describe the local operating regions of the plant. Thus, from (2) y(k) can be rewritten as
where, for i = 1, . . . , N ,
Assumption 1 [14] There exists an (optimal) model parameter vector Θ * that makes T-S fuzzy model (5) become a perfect representation of the real plant (1).
Taking into account Assumption 1, i.e. assuming there is no modelling error, and using (5), then the real plant (1) can be represented as
It is assumed that the parameters vector Θ * in (12) is unknown. Thus, an approximate model for y(k) is defined aŝ
where Θ(k) is a vector of adjustable parameters which is an estimate of Θ * .
Adaptive Fuzzy Predictive Control Law
The adaptive fuzzy generalized predictive control (AFGPC) developed in this paper is motivated from the GPC strategy [3] . For completeness Subsection 3.1 briefly overviews the GPC and presents the proposed control law. In Subsection 3.2 an adaptation law is proposed to to adapt the T-S fuzzy model (Section 2) that will be used in the predictive control law. In Subsection 3.3 the stability of this Adaptive Predictive Fuzzy Control framework will be studied and proved by Lyapunov theory. It is demonstrated that the tracking error remains bounded.
Predictive Control Law
It is assumed that the plant model is of the form (5), which can be rewritten as follows:
wherē
The GPC control laws is obtained so as to minimize the following cost function
whereŷ(k + p|k) is an p-step ahead prediction of the system on instant k, r(k + p) is the future reference trajectory, ∆ = 1 − z −1 , and q(z 
and substituting (19) and (24) into (22) yields
Thus, the best prediction of y(k + p|k) iŝ 
where e p+1,p = f p,0 . The coefficients of polynomial f p+1 (z −1 ) can be obtained recursively as follows:
wherẽ
Polynomial g p+1 (z −1 ) will be expressed as:
where the coefficients of g p+1 (z −1 ) are given by:
To initialize the iterations, p = d + 1:
because the leading element ofã(z −1 ) is 1. Equation (26) can be rewritten as
. . .
Using (26), (18) can be rewritten as
To minimize J eq (k) the following equation is solved
By minimizing J eq (k) using (43), the following optimum control increment is obtained (see [12] and [18] ):
where I is the identity matrix.
As the control signal sent to the process is the first row of u * (k), the ∆u * (k) is given by:
where K is the first row of matrix (
If we want to reduce computation costs, N u = 1 is chosen, then G will be a vector (see [5] for more details), and in the computation of K, (G T G + λI) −1 will be a scalar, simplifying the inverse.
Considering that ∆û GP C is an approximation of ∆u(k) * , the proposed controller is given as
where e(k) = y(k) − r(k), and α ∈ [0, 1] andḡ are positive constants.
Learning algorithm of the T-S Fuzzy Model
To adapt the model parameters of the T-S Fuzzy Model (14) which will be used on the GPC controller, the following adaptation law is proposed
where γ is the adaptation gain. LetΘ(k) =Θ(k) − Θ * .
Assumption 2 The parameters vectorΘ(k) belongs to the following bounded region Ω Θ , where m Θ is a positive constant:
and the fuzzy approximator error,
the following inequality, where β is a small positive value,
Since T-S fuzzy systems are universal approximators [23] , with a sufficiently large number of rules, equation (50) holds with β as small as required [21] , [20] .
To explicitly enforce Assumption 2, ensuring that Θ(k) is bounded to (49), the following adaptation law is used instead of (48):
Stability analyses Theorem 1 Consider the T-S Fuzzy Model (13) where its parametersΘ are updated with the adaptation law (51). If Assumptions 1-2 hold, then the plant tracking error vector e(k) is bounded above by defined in (66).

Proof
The dynamic of tracking error e(k) = y(k) − r(k) is given by
From [7] , there exists an ideal control input u
Using (53), (52) is rewritten as
Similarly to [7] , [11] , the mean value theorem can be used to rewrite (54) as
For convenience, denote g s (k) = g s (x e (k), u c (k)). Using (47) and (45), (55) is rewritten as
where η = α/ḡ. Consider the candidate Lyapunov function,
where γ is a positive constant. In order to minimize the tracking error e and the parameter errorΘ, equation (58) will be minimized. To decrease V (k) it is necessary ensure that ∆V (k) < 0. ∆V (k) will be analysed and calculated in (67)-(72). Taking the first time difference of (58) and with some manipulations (68) is deduced. Using (57) and defining ρ = g s (k)KFΘ T (k)Ψ(k), (69) can be obtained. By (56), (71) is deduced. Then, with some manipulations (72) is obtained. To minimize V (k), the parameters adaptation law (48) is chosen so that the third term in (72) is zero:
Using (58), equation (72) can be rewritten as
For any matrix A (n × n), let λ i (A) be the i-th eigenvalue of A (i = 1, . . . , n), and λ max (A) = max 
tive definite. Thus, it is non-singular and
is the largest eigenvalue of
in module and
is the smallest eigenvalue of G T G + λI in module.
From [13, eq. (264) ], and since |a
From Assumption 2, and (51) the model parameters, i.e. the components ofΘ, are bounded. Thus, from (7)- (9), (15)- (17), (21), (24), (28)- (36), and (40), all the elements of F and G are bounded; then F and G T are bounded. Therefore, from (62), (63), there exists some constant G M > 0 so that
Consequently, from (60), (64), there exists a positive constant ρ c such that
From (59), (60) and (65), it is concluded that ∆V (k) ≤ 0 outside the ball
7. Go to step 4.
Simulation Results
This section presents simulation results of the application of the proposed method on a laboratory-scale liquidlevel process. In the simulations, to test the reference tracking performance, parameters convergence, and disturbance rejection capacity, the reference input r(k) is changed with time and a load disturbance υ(k) is applied. To reduce computation costs, avoiding operations of inverse of matrices, N u = 1 was used.
4.1 Control of a Laboratory-Scale Liquid-Level Process In this simulation, the following nonlinear model of a laboratory-scale liquid-level process is considered [2] :
where υ(k) is an external disturbance. The following controller parameters were chosen by the user: N p = 5, λ = 50, n u = 2, n y = 2, d = 0, γ = 35,ḡ = 1 and α = 0.05. The reference input was
and the load disturbance was υ(k) = 0.08 for k ≥ 1000, and υ(k) = 0, otherwise. The input variables (6) of the fuzzy rules were chosen as
T , and to save computational cost in each input variable there are 3 membership functions that were designed taking into account the corresponding range, Fig.  2 . The fuzzy rule-base contains rules covering all combinations of membership functions of the 3 input variables, giving a total of 3 3 = 27 rules. All the adjustable model parameters (9) , are initialized to 0.01, to represent the initial absence of knowledge about the plant (73).
Analysis of Results
From the results presented in Figures 3 and 4 , it can be seen that the proposed controller is able to adequately (attain and) control the system output at the desired reference r(k). In terms of initial response of the controller, it can be observed that although there is no initial model knowledge (all parameters initialized to 0.01), the controller quickly reaches the desired reference signal. When the load disturbance υ(k) is applied at k = 1000, there is an overshoot in the system response. As can be seen the controller eliminates this disturbance.
Conclusion
This paper has proposed a new adaptive model-based predictive controller for a class of nonlinear discrete-time process, which it is based on the Generalized predictive control (GPC) algorithm. To provide a good accuracy in identification of unknown model parameters, an online adaptive law was proposed. The stability of closedloop control system was studied and proved via the Lyapunov stability theory. The simulation results have shown that the proposed method is able to adequately control the plant without human knowledge about the plant model, and has good tracking performance and disturbance rejection capacity. To avoid implement several controllers to control a multivariable system, the future work will be improve this paper to multivariable control.
