Abstract. Let F be a totally real field with ring of integers O F , and D be a totally definite quaternion algebra over F . A well-known formula established by Eichler and then extended by Körner computes the class number of any O F -order in D. In this paper we generalize the Eichler class number formula so that it works for arbitrary Z-orders in D. Our motivation is to count the isomorphism classes of supersingular abelian surfaces in a simple isogeny class over a finite prime field Fp. We give explicit formulas for the number of these isomorphism classes for all primes p.
Introduction
Throughout this paper p denotes a prime number. Let D be the quaternion Qalgebra ramified exactly at {p, ∞}. For any supersingular elliptic curve X overF p , its endomorphism algebra End , the main term (p − 1)/12 is the mass for supersingular elliptic curves, which is also equal to ζ Q (−1)(1 − p), where ζ Q (s) is the Riemann zeta function. The remaining terms are the adjustments for the isomorphism classes with extra automorphisms. As the points corresponding to these classes on the moduli space come from the reduction of elliptic fixed points (whose j-invariants are 0 or 1728), the latter sum is also called the elliptic part.
The goal of this paper is to provide an explicit description and concrete formula for the isomorphism classes inside certain isogeny class of supersingular abelian surfaces. The main tools are the Honda-Tate theory and extended methods in Eichler's class number formula.
Suppose that q is a power of the prime number p. An algebraic integer π ∈Q is said to be a q-Weil number if |π| = √ q for all embeddings of Q(π) into C. The Honda-Tate theory [12, 28] establishes a bijection between isogeny classes of simple abelian varieties over F q and conjugacy classes q-Weil numbers. In [31] , Waterhouse developed a theory for studying the isomorphism classes and endomorphism rings of abelian varieties within a fixed simple isogeny class. If π is a q-Weil number, we denote by X π the abelian variety over F q associated to π, unique up to isogeny. For example, it is well known that every supersingular elliptic curve overF p admits a model over F p 2 which lies inside the isogeny class Isog(X π ) corresponding to the p 2 -Weil number π = −p. Then (1.1) may be interpreted as a formula for the number of isomorphism classes in this isogeny class. When q = p is a prime number, Waterhouse has proven the following result [ In general there is no explicit description for R 0 -ideal classes. However, the set of R 0 -ideals is divided into finitely many genera and each genus has h(R) ideal classes for some order R containing R 0 , where h(R) := |Pic(R)| denotes the class number of the order R. It is known that the class number h(R) of R is a multiple of the class number h(F ) of F . As a consequence of Waterhouse's result (Theorem 1.1) the number of F p -isomorphism classes in Isog(X π ) is a multiple of the class number h(F ). Determining this multiple, nevertheless, requires an explicit description of genera of R 0 -ideals.
The above is the general picture when F = Q(π) is not totally real for a pWeil number π. The exceptional case where F is totally real corresponds to the unique conjugacy class of the Weil number π = √ p , for which F = Q( √ p ) is a real quadratic field. It was already known to Tate [28, Section 1, Examples] that X π in this case is a supersingular abelian surface whose endomorphism algebra End 0 Fp (X π ) is isomorphic to the quaternion algebra D ∞1,∞2 over F ramified only at the two real places of F . Different from the classical case of supersingular elliptic curves treated by Deuring, Waterhouse [31, Theorem 6.2] showed that End Fp (X π ) is not always a maximal order in D ∞1,∞2 . A description of endomorphism rings of these abelian surfaces will be given in Section 6.1. Our main result gives explicit formulas for the number of F p -isomorphism classes of this isogeny class. The special value ζ F (−1) of the Dedekind zeta-function ζ F (s) in both (2) and (3) can be calculated by Siegel's formula (6.11) .
To obtain Theorem 1.2, it is necessary to compute the class number of D ∞1,∞2 . Particularly, the number h(D)/h(F ) is always an integer. The above formula for H + (d F ) is obtained by Kitaoka [16] for primes p ≡ 1 (mod 4) and by Ponomarev [24, 25] for all primes p. Inspired by Peters' comment, we chased the literature and discovered that formula (2) of Theorem 1.3 was obtained in [23] .
The calculations for both Theorem 1.2 and 1.3 will be carried out in Section 6.2. The main idea of the proof of Theorem 1.2 is to apply Eichler's class number formula ( [9] , cf. [29, Chapter V, Corollary 2.5, p. 144]) for totally definite quaternion algebras. Eichler proved the class number formula for Eichler O F -orders. Based on Eichler's methods, Körner [17] worked out a similar class number formula for any O F -order. However, the class number formula established in [17] is not readily applicable in our case as the orders arising from the endomorphism rings of supersingular abelian surfaces studied above do not necessarily contain the ring of integers O F ⊂ F . The first half of this paper (Sections 2-5) is then devoted to proving a similar class number formula and mass formula for arbitrary Z-orders. Our generalized Eichler class number formula is the following. 
where the summation is over all the non-isomorphic orders B whose fraction field K is a quadratic extension of F embeddable into D, and (3.6) ; and δ(B) = 1 if B is closed under the complex conjugation ι ∈ Gal(K/F ), and 0 otherwise.
In the course of proving the class number formula we realize a subtle point that the reduced norm of a Z-order may strictly contain its center. This causes some confusion as there are possibly more than one choice for defining Brandt matrices and other terms as well at a few places. Thus one needs to examine all details in the original proof in [9] (also [29, Chapter V, Corollary 2.5, p. 144]) until the final formula goes through. Our definition of Brandt matrices is justified by representation theory (Section 4). We remark that the methods of results here are algebraic, therefore all results in Sections 2-4 make sense and remain valid when F is replaced by an arbitrary global function field, and A by any S-order (whose normalizer is the S-ring of integers), possibly except for Theorems 3.3.3 and 3.3.7 and Corollary 3.3.8 in characteristic 2; also see Remark 4.2.2.
The second main part (Sections 6-9) of this paper is then devoted to proving the explicit formulas given in Theorems 1.2 and 1.3. In Sections 7-9, we classify A-orders B in Theorem 1.5 and compute the invariant w(B) and the class number h(B) for each B. These sections are self-contained and can be read independently. The results obtained there will be used in Section 6 for the proof of Theorems 1.2 and 1.3. Based on our explicit formulas, we used Magma to evaluate the numbers H(p) for p < 10000 and make the tables for values of related terms for p < 200.
At the end of this endeavor, it should be clear that the computation for H(p) also serves as a great exercise for understanding the class number formula (1.7). Concrete proper A-orders B covering all major cases naturally arise in the elliptic term. It is also an interesting problem to compute local optimal embeddings of these orders.
In a sequel paper we study the endomorphism rings of abelian varieties X in the isogeny class Isog(X π ). Through analyzing the action of the Picard group Pic(O F ) on the principal genus in Isog(X π ) (those with maximal endomorphism rings), we obtain a direct proof of the equality (1.6) without computation. Combining the formula for h(D) in this paper, we give a different proof of the results of Kitaoka and Ponomarev as stated in Remark 1.4.
Preliminaries

Notations and definitions. Let F be a number field with ring of integers
Similarly, for any finite field extension K/F , we say an order B ⊆ O K is a proper A-order if B ∩ F = A. An order B is called a quadratic proper A-order if B is a proper A-order and the fraction field K of B is a quadratic extension of F . It does not necessarily mean that B is an A-module generated by 2 elements. In fact, we will be interested only in those quadratic proper A-orders B for which K is a totally imaginary quadratic extension of F in the case that F is totally real.
We will need the adelic language in the subsequent sections. For any place v of F , denote by F v the completion of F at v and O v ⊂ F v the ring of integers if v is a finite place. Let Z := lim ← − Z/nZ = p Z p be the pro-finite completion of Z. Given any Z-module Y , we write
where
We are mostly concerned with the case where Y is a finite-dimensional Q-vector space or a Z-module of finite rank.
and Q = Z ⊗ Z Q is the ring of finite adeles of Q. We also have that Any right O-ideal I is uniquely determined by its completion I ⊂ D, as I = I ∩D. For any g ∈ D × , we set
Then gI is again a right O-ideal and gOg −1 is an order in D. Given an ideal a A, we write A a for the a-adic completion lim ← − A/a n of A, and Y a := Y ⊗ A A a for any finitely generated A-module Y .
If S is a finite set, most of the time we write |S| for the cardinality of S, though sometimes it is more convenient to write it as #S.
Locally principal ideals.
A right O-ideal I is said to be locally principal with respect to A = O ∩ F if I m is a principal O m -ideal for all maximal ideals m of A. Similarly, I is said to be locally principal with respect to Z if I p is a principal O p -ideal for all primes p. However, these two definitions are equivalent. Clearly one has the decomposition O p = m|p O m arising from A p = m|p A m . It follows that the ideal I p is O p -principal if and only if I m is O m -principal for all m|p. Thus, there is no confusion when I is said to be a locally principal right O-ideal.
Any locally principal right O-ideal I is of the form gO for some g ∈ D × . We have
Note that I is a locally principal right O r (I)-ideal if and only if it is a locally principal left O l (I)-ideal. Thus if we say (a lattice) I is locally principal, without any reference to orders, it is understood that I is locally principal for both O l (I) and O r (I). Given two locally principal right O-ideals I and J, we write I ≃ J if they are isomorphic as right O-ideals. This happens if and only if there exist g ∈ D × such that gI = J. Denote by Cl(O) the set of isomorphism classes of locally principal right O-ideals in D. The map g → gO for g ∈ D × induces a natural bijection
The class number of O will be denoted by h = h(O) := |Cl(O)|.
Norms of ideals.
We study some properties of the norms of ideals in the present setting (the ground ring A is not necessarily integrally closed). For any A-lattice I in D, define the norm of I (over A) by
where Nr : D → F denotes the reduced norm map. The formation of reduced norms of lattices commutes with completions. That is, for any ideal a A,
The inclusion ⊆ is obvious as I ⊆ I a . Since Nr A (I) is a finitely generated Amodule, Nr A (I) a = Nr A (I) ⊗ A a is the completion of Nr A (I) with respect to the a-adic topology. In particular, Nr A (I) a is closed in Nr Aa (I a ). Let Nr Set be the set theoretic image under the reduced norm map. Note that Nr is continuous with respect to the a-adic topology, and I is dense in I a . We have
where the overline denotes the closure in the a-adic topology. Since Nr Aa (I a ) is spanned by Nr Set (I a ) over A a , we obtain the other inclusion needed for the verification of (2.3).
Let [29, p. 22] ). We give an example which shows that Nr A (I) Nr A (J) = Nr A (IJ) when the product IJ of I and J is not coherent, even though both I and J are locally principal lattices.
Let F = Q and D be any quaternion Q-algebra with D p = Mat 2 (Q p ). Take any two Z-lattices I and J in D with
In this example the local product I p J p is not coherent and thus the global product IJ is not coherent.
Due to the above example we are content with the multiplicative properties of the reduced norm for the type of products below. Proof. Assume that I is right locally O-principal, where O = O r (I). For any prime p, one has
Thus Nr Ap (I p J p ) = Nr Ap (I p ) Nr Ap (J p ) for all primes p and hence Nr A (IJ) = Nr A (I) Nr A (J). The case that J is locally principal can be proved similarly. 
Since O is an order, u is integral over O F , and S is a finite O F -algebra. Clearly, u ∈ S × if and only if Nr(u) ∈ O × F . Let R = S ∩ O, then u ∈ R and S is integral over the ring R. The proposition follows directly from Lemma 2.7 below.
Lemma 2.7. Let R ⊆ S be an inclusion of commutative rings with S integral over
On the other hand,
where the union is over all the maximal ideals m ⊂ R. Given an element u ∈ S × ∩R, to show that u ∈ R × , it is enough to show that u ∈ m for any maximal ideal m ⊂ R. Since S is integral over R, by the going-up theorem [1, Theorem 5.10], any maximal ideal of R can be obtained by intersecting a maximal ideal of S with R.
Traces of Brandt matrices
In this section we define Brandt matrices for arbitrary orders in a totally definite quaternion algebra and derive a formula for the trace of Brandt matrices. This allows us to obtain the generalized class number formula as stated in Theorem 1.5. We follow closely Eichler's original proof [9] ; also see Vignéras's book [29] . We fix a complete set of representatives I 1 , . . . , I h for the right ideal classes in Cl(O), and define
The number w i only depends on the ideal class of I i . Since
by (2.1). In particular, each O i is a proper Aorder, and if O is closed under the canonical involution of D, then each O i is also closed under the canonical involution. Let Proof. Suppose that A = A, then Nr(x) ∈ A for all x ∈ O. Therefore,
On the other hand, suppose that O is closed under the canonical involution. Then for any x ∈ O, Nr(x) = (Tr(x) − x)x lies in O, and hence Nr(
In general, A is not necessarily equal to A. This is the crucial difference in deriving the trace formula for Brandt matrices over non-Dedekind ground rings. For brevity, we write Nr(I) for Nr A (I). 
Proof. The bijection between (a) and (b) is given by J → J ′ := JI Perhaps it is helpful to indicate why the sets in the proposition above are finite. This is already known if A = O F in Körner [17] . Consider the set in (b). There are finitely many ideals
Definition 3.1.3. Let B ij (n) be the cardinality of any of above finite sets. The Brandt matrix associated to n is defined to be the matrix
It follows from part (d) of Proposition 3.1.2 that
In particular, B ii (n) = 0 only if n is principal and generated by a totally positive element.
3.2. Optimal embeddings. Let K be a quadratic CM extension of F which can be embedded into D over F . Let B be an A-order in K. Denote by Emb(B, O) the set of optimal embeddings from B into O. In other words,
Equivalently, those are the embeddings of A-orders ϕ : B ֒→ O so that O/ϕ(B) has no torsion. One can show that Emb(B, O) is a finite set. Indeed, let x ∈ B be a fixed element generating K over F , then each map ϕ is uniquely determined by the image ϕ(x) in O. As the elements ϕ(x), when ϕ varies, have a fixed norm, these elements land in the intersection of the discrete subset O and a compact set in O ⊗ R, which is a finite set. Note that Emb(B, O) is nonempty only if B is a proper A-order. Moreover, if O is closed under the canonical involution, then Emb(B, O) is nonempty only if B is closed under the complex conjugation ι ∈ Gal(K/F ).
Then one has
.
, which is independent of ϕ. This gives (3.4). As a result, one obtains
The proof is similar to that of [29, Theorem 5.11, p. 92] (also see [32] , Lemma 3.2 and below). We provide this proof for the reader's convenience.
Proof. We fix an embedding ϕ 0 : K → D and let K 0 := ϕ 0 (K) and
Then b must be in E(B, O i ), and the map
gives the inverse map of Φ. This shows
Consider the natural surjective map
The base space
The fiber of a double coset
the map Ψ is in bijection with the double coset space
The assertion (3.7) then follows from (3.8) and (3.10).
3.3.
Traces of Brandt matrices. Suppose that n = Aβ ⊆ A is generated by a totally positive element β ∈ A. Choose a complete set S = {ǫ 1 , . . . , ǫ s } of representatives for the finite group
2 , where A × + denotes the subgroup of totally positive elements in A × . We define two sets:
We define the symbol (3.12)
0 otherwise.
Note that the center of O or O i is equal to A. It follows that
Let P O,n be the set of characteristic polynomials of non-central elements b ∈ C i for some i. This is a finite set in A[X] as for any x ∈ O i , the reduced trace Tr(x) = Nr(x + 1) − Nr(x) − 1 ∈ A. It is convenient to introduce a slightly larger finite set which is independent of O but depends on n. Let P D,n ⊂ A[X] be the set consisting of all irreducible polynomials of the form X 2 − tX + εβ for some ε ∈ S such that t 2 − 4εβ ∈ F 2 v for all the ramified places v of F for D, including all the archimedean ones. The set P D,n is again finite as the elements t are bounded for all the archimedean norms. Clearly P O,n ⊆ P D,n .
For each P ∈ P D,n , write K P := F [X]/(P ) and B P := A[x] ⊂ K P , where x is the image of X in K P , and thus a root of P in K P . If x ′ is the other root of
] but both orders are proper A-orders (Section 9.8). We would like to emphasize that K P is considered not just as an abstract field, but rather a field with the distinguished element x.
Local conditions imposed in the definition of P D,n ensure the existence of an embedding of (K P ) v into D v locally everywhere. Then the local-global principle guarantees the existence of an embedding of K P into D as F -algebras. A priori, one needs to impose a further condition on P D,n so that every order B P is a proper A-order. However, omission of this condition will not cause any trouble since Emb(B, O i ) is empty if B is not a proper A-order. One has the following equality for each 1 ≤ i ≤ h:
as Emb(B, O i ) is nonempty only when P ∈ P O,n .
Lemma 3.3.1. There is a natural bijection
Proof. To each element b ∈ C i − A, one associates a triple (P, B, ϕ) in the right hand side as follows: P is the characteristic polynomial of b, ϕ : K P → D is the F -embedding determined by ϕ(x) = b, where x is the image of X in K P and B := ϕ −1 (O i ), which ensures that ϕ is an optimal embedding. Conversely, to each triple (P, B, ϕ) in the right hand side, one associates the element b := ϕ(x) in C i −A. Clearly, the element b and the triple (P, B, ϕ) determine each other uniquely and this gives a natural bijection between these two sets.
Theorem 3.3.3 (Eichler Trace Formula, first version). We have Tr B(n) = 0 only when the ideal n is a principal and generated by a totally positive element. When n is generated by a totally positive element β, the trace formula for B(n) is given by
where δ n is defined by (3.12) , and
Proof. We have
(by (3.5)).
(3.18)
Summing over i = 1, . . . , h and by Lemma 3.2.1, one obtains (3.16) for the trace of the Brandt matrix B(n).
3.3.4.
We would like to count the right hand side of (3.15) by regrouping the elements according to the orders B. For a fixed 1 ≤ i ≤ h, consider the quadruples (B, P, ϕ, α) consisting of the following objects: (a) a quadratic proper A-order B with fraction field K, which is a totally imaginary quadratic extension of
Clearly, each such quadruple defines a unique element b ∈ C i − A given by b := ϕ(α(x)). Two quadruples (B r , P r , ϕ r , α r ) r=1,2 are identified if P 1 = P 2 and there exists an isomorphism ρ :
Suppose that two quadruples (B r , P r , ϕ r , α r ) r=1,2 give rise to the same b ∈ C i −A. Then necessarily P 1 = P 2 since both are the characteristic polynomial of b. Denote this polynomial by P . An F -embedding K P ֒→ D is uniquely determined by the image of x. So
and B 2 are isomorphic. Without lose of generality, we may assume that B := B 1 = B 2 from the very beginning. Note that ϕ 1 = ϕ 2 implies that α 1 = α 2 and vice versa. Suppose that α 2 = ι • α 1 , where ι ∈ Gal(K/F ) is the unique nontrivial isomorphism (i.e. the complex conjugation). Then ϕ 1 = ϕ 2 • ι, and it follows from (3.19) that ι(B) = B. On the other hand, if (B, P, ϕ, α) satisfies conditions (a)-(d) and ι(B) = B, then (B, P, ϕ • ι, ι • α) again satisfies these conditions, and the two quadruples give rise to the same element in C i − A.
Recall that n = Aβ. For each quadratic proper A-order B, let T B,n ⊂ B be the finite set
and P B,n be the set of characteristic polynomials of elements in T B,n . In general n should be clear from the context, so we drop it from the subscript and write T B and P B instead. We define
Note that if P ∈ P B but P ∈ P O,n , then Emb(B, O i ) = ∅ for all 1 ≤ i ≤ h. The fiber of the projection map C B,i → P B over each P ∈ P B is
The set E B,P,i is equipped with an action of Gal(K/F ) in the following way: if ι(B) = B, then ι acts by sending (ϕ, α) → (ϕ • ι, ι • α); otherwise ι acts trivially. It is clear that this action is independent of P and i. Let Gal(K/F ) act on C B,i fiber-wisely. We have
where the disjoint union is taken over all the non-isomorphic quadratic proper Aorders B. In the next two subsections, we calculate the cardinality of C B,i / Gal(K/F ). There are two cases to consider, depending on whether ι(B) = B or not.
3.3.5. Suppose that ι(B) = B. We have
Note that Hom A (B P , B) = Hom F (K P , K) for all P ∈ P B in this case. Any choice of a fixed element α ∈ Hom F (K P , K) induces an isomorphism
3.3.6. Suppose that ι(B) = B. Let Q B be the set of pairs {(P, α) | P ∈ P B , α ∈ Hom A (B P , B)}. Since Gal(K/F ) acts trivially, we have
We claim that there is a canonical bijection between T B and Q B . Indeed, each pair (P, α) ∈ Q B determines a unique element b := α(x) ∈ T B , where x is the distinguished element in K P . On the other hand, given any element b ∈ T B , we just set P to be the characteristic polynomial of b, and α : B P → B to be the canonical homomorphism sending x to b. Therefore, if ι(B) = B, then
Theorem 3.3.7 (Eichler Trace Formula, second version). Suppose that n = Aβ is generated by a totally positive element β ∈ A. Let |T B,n | be the cardinality of the set T B,n defined in (3.20) . The trace formula for B(n) is given by
Here in the last summation B runs through all (non-isomorphic) quadratic proper
A-orders which can be embedded into D. Note that if O is closed under the canonical involution of D, then A = A by Lemma 3.1.1. In this case, only those quadratic proper A-orders B closed under the complex conjugation need to be considered in the trace formula, as Emb(B, O i ) is empty for all 1 ≤ i ≤ h if δ(B) = 0. This observation applies to the class number formula below as well.
When n = (1) = A, the Brandt matrix B( A) is the identity and Tr B( A) = h(O).
Corollary 3.3.8 (Class number formula).
(3.27)
Here in the last summation B runs through all (non-isomorphic) quadratic proper A-orders with w(B) = [B
where K runs through all (non-isomorphic) totally imaginary quadratic extensions of F embeddable into D, and B runs through all the distinct quadratic proper Aorders in O K with w(B) > 1.
Proof. The first part of (3.27) follows directly from Theorem 3.3.3. For each quadratic proper A-order B, let q = w(B), and B × /A × = {1,x 2 , . . . ,x q }. As the map T B,(1) → {x 2 , . . . ,x q } is surjective and two-to-one, sending ±x →x, one gets #T B,(1) = 2(q − 1). So the second part of (3.27) follows from Theorem 3.3.7. Formula (3.28) is just a more intuitive reformulation of (3.27) . Indeed, if B = ι(B), then both B and ι(B) appears in the right hand side of (3.28), giving us 2h(B)(1 − w(B) −1 ) p m p (B) for the isomorphic class of B.
We call the sum in (3.27) the elliptic part (of the class number formula) and denote it by Ell(O). In other words, 
Thus, one gets
Here (B/p) is the Eichler symbol, defined as follows:
where f(B) ⊆ O F is the conductor of B and (K/p) is the Artin symbol
When O is an Eichler O F -order with arbitrary prime-to-D level N, Hijikata [11, Theorem 2.3, p. 66] computed the numbers of equivalence classes of the local optimal embeddings from B p into O p .
However, the situation is more delicate when (3.9) . It is straightforward to check that the map g → gL p induces a bijection between the set ϕ 0 (
. This proves our claim.
We will need some structural theorems for modules over Bass orders. A standard reference for Bass orders is the original work [2] of Bass. Recall that a Z-order B is a Bass order if B is Gorenstein and any order B ′ containing B is also Gorenstein. Bass orders share the following local property: B is Bass if and only if the completion B p is Bass for all primes p, where the definition of Bass orders for Z p -orders is given similarly. If a Z p -order B p is Bass, then any proper B p -module of rank one is isomorphic to B p . Using this and our claim, we obtain the following lemma. 
Then Γ ⊂ G is a discrete and co-compact subgroup. This allows us to consider Hecke operators on the space L 2 (Γ\G) of functions. The group G operates transitively on the set of right locally principal O-ideals. This gives natural bijections
Therefore, h(O) = dim L 2 (Γ\G/U ). If 1 U denotes the characteristic function of U , then the map R(1 U ) is the identity on L 2 (Γ\G/U ) and Tr R(1 U ) = h(O). Let n ⊆ A be a locally principal integral A-ideal. The finite idele group F × operates on the set of A-ideals. Set
This is an open compact subset in G which is stable under U by left and right action. Using the Cartan decomposition, one easily sees that U \U (n)/U is a finite set. Let g 1 , . . . , g h be a complete set of representatives for for the representing matrix with respect to the basis {χ i }. One has
One computes
Thus,
Each U ij is invariant under right translation of U . For each fixed i with 1 ≤ i ≤ h, the set U (n) is the disjoint union of U ij for j = 1, . . . , h. For g ∈ U ij , one has
If one puts J :=ḡ i gO, then Nr(J) = n Nr(I i ). As a result we get a bijection
Therefore, we get Mass
The mass of O is independent of the choices of representatives for Cl(O). 
The statement then follows from [O
On the other hand, vol(
The lemma now follows from Lemma 5.1. 
, where p is a prime number, and D = D ∞1,∞2 , the totally definite quaternion F -algebra ramified only at the archimedean places 
The order O r ⊂ O 1 is of index r. 
We claim that Nr
(5.11) 6. Supersingular abelian surfaces 6.1. Isomorphism classes. Let π = √ p and X π an abelian variety over F p corresponding to the Weil number π. Let Isog(X π ) denote the set of F p -isomorphism classes of abelian varieties in the isogeny class of X π over F p . It is known that the endomorphism algebra D of X π over F p is isomorphic to the totally definite quaternion algebra D = D ∞1.∞2 over F = Q( √ p ) defined in Section 5.2. We also recall the orders O 1 , O 8 , O 16 introduced there. The endomorphism ring of each member X in Isog(X π ) may be regarded as an order in D, uniquely determined up to a inner automorphism of D. Let O r denote the genus consisting of orders in D which are locally isomorphic to O r at every prime ℓ.
We will need the following result, which is a special case of [33, Theorem 2.2].
Proposition 6.1.1. Let X 0 be an abelian variety over a finite field F q and R := End Fq (X 0 ) the endomorphism ring of X 0 . Then there is a natural bijection from the set Cl(R) to the set of F q -isomorphism classes of abelian varieties X satisfying the following three conditions (a) X is isogenous to X 0 over F q , (b) the Tate module T ℓ (X) is isomorphic to T ℓ (X 0 ) as Gal(F q /F q )-modules for all primes ℓ = p, (c) the Dieudonné module M (X) of X is isomorphic to M (X 0 ). Proof. Part (a) has been proven in [31, Theorem 6.2]. We prove part (b) where p ≡ 1 (mod 4). By Proposition 6.1.1, one is reduced to classify the Tate modules and Dieudonné modules of members X in Isog(X π ). Since the ground field is F p , the Dieudonné module M (X) of X is simply an A p -module in F 2 p . As A p is the maximal order in F p , there is only one such isomorphism class and its endomorphism ring is a maximal order in Mat 2 (F p ). The Tate module T ℓ (X) of X is simply an A ℓ -module. Therefore, when ℓ = 2, there is only one such isomorphism class and its endomorphism ring is again a maximal order in Mat 2 (F ℓ ). Now we consider the case where ℓ = 2. Since 2O F2 ⊂ A 2 ⊂ O F2 , the order A 2 is Bass and hence the classification of A 2 -modules is known; see [2] . It follows that the Tate module T 2 (X) of X is isomorphic to one of the following three A 2 -lattices in F 2 2 : (6.1) 
2] for a direct classification). One easily computes that End
If we let X 1 , X 8 , X 16 be members in Isog(X π ) representing these three classes respectively and let R r := End(X r ), then each R r ∈ O r and the set of members X in Isog(X π ) defined as in Proposition 6.1.1 is isomorphic to Cl(R r ) ≃ Cl(O r ). This proves part (b).
Remark 6.1.3. Let X be a member in Isog(X π ) with End(X) ∈ O 8 . We claim that X does not admit any principal polarization. Suppose otherwise and λ : X ≃ − → X ∨ is a principal polarization, where X ∨ denotes the dual abelian variety. Then λ induces a Rosati involution on End(X) (not just End 0 (X)) by sending φ → φ ′ := λ −1 •φ ∨ •λ for all φ ∈ End(X). The Rosati involution is positive in the sense of [21, Section 21] . By Albert's classification (ibid.), the canonical involution is the unique positive involution for any totally definite quaternion algebra. On the other hand, the orders in O 8 are not closed under the canonical involution by (5.8). We obtain a contradiction, and hence the claim is verified. The mass part Mass(O r ) has already been calculated in Section 5.2. So we focus on the elliptic part
where B runs through all the (non-isomorphic) quadratic proper Z(O r )-orders with
and δ(B) is given by (3.26), i.e. it is 1 if B is closed under the complex conjugation, and 0 otherwise. The detailed classification of all the orders B will be given in the subsequent sections. We only summarize the results below. For this purpose some more notations need to be introduced.
Notations of fields and orders. Let
. It will be shown that
We adopt the convention that B j,k is an order in K j with index k in O Kj . The non-maximal suborders of O Kj that we will consider are: 
1 If we need the 2-adic completion of a number field K, we will have to write K ⊗ Q Q 2 instead of K 2 for the rest of the paper. This is needed only in Section 9.10, so no confusion should arise in general.
On the other hand, if p ≡ 3 (mod 4) and p ≥ 7, the following table gives a complete list of orders B with w(B) > 1 and their class numbers (See Section 7.8 and Section 8):
Therefore, we have
if p ≡ 3 (mod 4) and p ≥ 7.
6.2.3. Class number formula for O 8 and O 16 when p ≡ 1 (mod 4). Since (O r ) ℓ is maximal for all ℓ = 2 and r ∈ {8, 16}, we have (6.10) where δ 3,̟ is the Kronecker δ-symbol.
Special zeta-values.
. By Siegel's formula [35, a, where b ∈ Z and a, c ∈ N >0 .
It remains to calculate the class numbers of O 1 when p = 2, 3, 5. This has already been done in [15] . We list the results here for the sake of completeness. 
Class number of O
Since ζ Q( √ 2 ) (−1) = 1/12 by (6.11) and h(Q( √ 2 )) = 1, 
Using (6.11) again, ζ Q( (6.14)
Proof of Theorem 1.2. By definition, H(p) = |Isog(X π )|, so it follows from Theorem 6.1.2 that
The explicit formulae for h(O 1 ) when p = 2 and p ≡ 3 (mod 4) have already been given above. Suppose that p = 5. We have h(O 1 ) = 1 by Section 6.2.7. The fundamental
], so ̟ = 3. By (6.9) and (6.10) respectively, h(
Suppose that p ≡ 1 (mod 8). Combining (6.4), (6.7) and (6.8), we get
Suppose that p ≡ 5 (mod 8) and p > 5. Note that 2δ 3,̟ /̟ + 1/̟ = 1 for ̟ = 1, 3.
We obtain
by combining (6.4), (6.9) and (6.10). 
which shows that lim p→∞ h(K j )/(h(F )ζ F (−1)) = 0 for all j ∈ {1, 2, 3}.
Totally imaginary quadratic extensions K/F
In this section, we classify all the totally imaginary quadratic extensions of Q( 
Since the free abelian groups
, where ζ 2n is a primitive 2n-th root of unity. Let ι : x → ι(x) be the unique nontrivial element of Gal(K/F ). By [30, Theorem 4.12] , Q K/F is either 1 or 2. This can be seen in the following way. There is a homomorphism φ K whose image contains µ
One easily checks that
We note that (7.2) also implies that
, and
which is a cyclic group of order n generated by the image of ζ 2n . If Q K/F = 2, there is an exact sequence
Let z ∈ O × K be an element satisfying (7.3). Then (7.7)
F is a cyclic group of order 2n generated by the image of z in this case. Either way,
For the rest of this section, we assume that F = Q( √ d ) is a real quadratic field with square free d ∈ N. We will soon specialize further to the case that F = Q( √ p ) with a prime p ∈ N. Recall that
The fundamental unit by definition is the unit 
Proof. Only the first statement needs to be proved, as the second one follows easily. The sufficiency is obvious. We prove the "only if" part. Suppose that
F /µ F can be generated by a totally positive unit, namely N K/F (z). Therefore, ǫ must be totally positive, which happens if and only if N F/Q (ǫ) = 1. Replacing z by 1/z if necessary, we may assume N K/F (z) = ǫ. By (7.6), there exists an odd number 2c + 1 ∈ Z such that z = ι(z)ζ 2c+1 2n . We further replace z by zζ −c 2n , then it satisfies equation (7.9).
Since [K :
Q] = 4, we have ϕ(2n) ≤ 4. The possible n's are 1, 2, 3, 4, 5, 6. Moreover, the cases n = 4, 5, 6 can only happen in the following situations: 
Modulo p on both sides, we see that −1 is a square in Z/pZ, contradicting to the assumption p ≡ 3 (mod 4).
Proposition 7.5. Suppose that p ≡ 3 (mod 4), and ǫ is the fundamental unit of
Proof. It is known that ǫ = 2x 2 for some x ∈ F when p ≡ 3 (mod 4) (cf. [20, Lemma 3, p. 91] or [36, Lemma 3.2(1)]). We have (2x) 2 = 2ǫ ≡ 0 (mod 2O F ). Clearly, 2x ∈ O F but x ∈ O F . On the other hand, 1 + √ p is the only nonzero nilpotent element in O F /2O F . So we must have 2x ≡ 1 + √ p (mod 2O F ), and the second part of the proposition follows.
Proposition 7.6. Suppose that p ≡ 3 (mod 4). Let ǫ be the (totally positive) fundamental unit of
Proof. By Proposition 7.5,
The following proposition determines Q K/F for any totally imaginary quadratic
Proof. By Lemma 7.2 and Lemma 7.4, Q K/F = 1 for all K if p = 2 or p ≡ 1 (mod 4). Assume that p ≡ 3 (mod 4) for the rest of the proof. Combining Lemma 7.2 and Proposition 7.5, we see that Q K/F = 2 if and only if the equation
has a solution in K. By Section 7.3, the possible values of n are 6, 3, 2, 1. If n = 6, then p = 3 and
2 , our claim follows. Therefore, (7.10) has a solution in K and Q K/F = 2 in this case.
Assume that p > 3 for the rest of the proof.
Lastly, suppose that n = 1. Then
. One easily checks that µ K is indeed {±1} so this is also sufficient for Q K/F = 2.
In the case where F = Q( √ d ) is an arbitrary real quadratic field and K is an imaginary bicyclic biquadratic field containing F , the calculation of Q K/F is discussed in [5, Section 2].
The following table gives a complete list of the extensions
It is well known that the class numbers (cf. [30, Theorem 11.1])
Using Magma, one easily calculates that
, and d Ej be the discriminant of E j . Suppose that p is odd, and d F is the discriminant of F = Q( √ p ). Consider the biquadratic field
, which is the compositum of F with E j . If p = 3, we only take K 1 and K 2 . Proposition 7.7 shows the following simple but mysterious criterion:
7.10. Suppose for the moment that F = Q( √ d ) is an arbitrary real quadratic field, and K is the compositum of F with an imaginary quadratic field E. By the work of Herglotz [10] 
where E ′ is the only other imaginary quadratic subfield of K distinct from E. In particular, if
otherwise.
Here we used the facts that h(Q( √ −j )) = 1 for all j ∈ {1, 2, 3} and Q Kj /F is calculated in Proposition 7.7.
7.11. Suppose that p is odd, and 
We claim that
. Indeed, we have
with the isomorphism sending √ −1 →t, which denotes the image of t in the quotient. The isomorphism (7.18) gives rise to an exact sequence
Note that 2 is unramified in L, and
Hence the exact sequence (7.19) splits. More precisely, ,4 , and
under the isomorphism (7.18). In particular, (
L is spanned by the image of 1 and ω p over F 2 . One easily checks that the only other ring intermediate to 
However, it is more convenient to define y p :
O F -orders in K
We keep the notations of Section 7. In particular, F = Q( √ p ) and its ring of integers is denoted by O F . We will classify all the quadratic O F -orders B satisfying the following two conditions: 
. Therefore, K must be one of the fields given in the table of Section 7.8. 
If Q K/F = 2 and w K = 2, then p ≡ 3 (mod 4) and
. Suppose that Q K/F = 1, p is odd and K = Q(ζ 10 ). In other words, we assume one of the following holds:
• p ≡ 1 (mod 4), and K = Q(ζ 10 );
• p ≡ 3 (mod 4), p = 3, and
Then we have K = Q( √ p , √ −j ) with j ∈ {1, 3}, which depends on p. By Section 7.9, the assumption Q K/F = 1 guarantees that the discriminants of Q( √ p ) and Q( √ −j ) are relatively prime. Let ζ = ζ 4 if j = 1 and ζ = ζ 6 if j = 3. Then
The only remaining case to consider is F = Q(
. We note that the discriminants of Q( √ 2 ) and Q( √ −3 ) are again relatively prime. So the same argument as above shows that B = O K .
Lemma 8.2. Suppose that p ≡ 3 (mod 4) and K
Proof. Suppose that p = 3, z = √ ǫζ 12 and 3 | w(B). Then B ∋ z 4 = ǫ 2 ζ 6 and hence
One easily checks that [O K : B 1,3 ] = 3. Hence the only other O F -order containing
For the rest of this section, we study the class numbers h(B) of those nonmaximal orders B with w(B) > 1.
8.4.
For the moment let us assume that K is an arbitrary number field, and B ⊆ O K is an order in K with conductor f. The class number of B is given by [22, Theorem I.12.12]
We leave it as an exercise to show that 
Proof. By Section 7.12, we have
. It has been shown in Sections 7.11 and 7.12 that
On the other hand, [O Note that
Assume that
Throughout this section, we assume that p ≡ 1 (mod 4) and let
We will classify all the quadratic proper A-orders B satisfying the following two conditions:
(i) the fraction field of B is a totally imaginary quadratic extension
First we need some knowledge about the group A × .
Proof. By our assumption on p, 
Here we are in a more complicated situation since both cases may occur, and whether ǫ ∈ A × or not can no longer be determined by a simple congruence condition on p. The list of p ≡ 5 (mod 8) and p < 1000 such that ǫ ∈ A × are given bellow: This is the sequence A130229 in the OEIS [27] . For any p ≡ 1 (mod 4), we define
By Lemma 9.1, ̟ = 1 if p ≡ 1 (mod 8).
Let A
× + ⊂ A × be the subgroup consisting of all the totally positive elements of A × . We claim that
Since ǫ is not totally positive by Lemma 7.4, we have A 
Proof. By Section 7.3, it is enough to show that µ K = {±1}, and K = Q(ζ 10 ) if p = 5. First, if p = 5, the fundamental unit ǫ = (1 + √ 5 )/2 ∈ A, and by Section 9. Recall that 
We have in fact shown that B ∋ √ −1 for all proper A-orders in K 1 with w(B) > 1.
) contains a root of unity which is not in F . In particular, µ K = {±1} and w K > 1. By Section 7.3, we must have
) since all other possibilities have been exhausted.
Suppose that
. By Section 7.12,
is the only other proper A-order that contains B 1,4 . The class numbers of B 1,2 and B 1,4 can be calculated exactly in the same way as in Lemma 8.5. Let B be either
, with the cyclic subgroup of order 3 generated byǭ. Since ǫ ∈ B, we must have B × /A × ∼ = Z/2Z in this case as well. Therefore, We calculate the class number of B 3,4 using (8.2) with a = 2O K . It has already been shown that (B 3,4 /2O K ) × ≃ F × 4 ≃ Z/3Z, and (9.7) Since (ǫζ 6 ) 3 = −ǫ 3 ∈ A, the order B 3,2 is generated as a A-module by the set {1, ǫζ 6 , ǫ 2 ζ 2 6 }. We claim that B 3,2 ⊃ 2O K . A Z-basis of O K is given in (9.5). Clearly, 2 ∈ A and 2ω p ∈ A with ω p = (1 + √ p )/2. Let a = Tr F/Q (ǫ) and recall that N F/Q (ǫ) = −1, we have ǫ 2 = aǫ + 1. Therefore, ǫ 2 ζ 2 6 = (aǫ + 1)(ζ 6 − 1) = aǫζ 6 + ζ 6 − aǫ − 1.
2 Since the isomorphisms O K /p i ≃ F 4 is not canonical, the diagonal of (O K /p 1 ) × (O K /p 2 ) depends on the choice of (O K /p 1 ) ≃ (O K /p 2 ). Here both of them are identified naturally with O L /2O L . In Section 9.8, we have a different diagonal. However, whichever diagonal we choose, the prime field A/2O F ∼ = F 2 embeds canonically in it.
It follows that B 3,2 is also generated over A by {1, ǫζ 6 , ζ 6 − aǫ}. Since 2aǫ ∈ A, we have 2ζ 6 = 2(ζ 6 − aǫ) + 2aǫ ∈ B 3,2 . Lastly, we need to show that 2ω p ζ 6 ∈ B 3,2 .
Since ǫ ∈ A, there exists x ∈ A such that ǫ = x+ ω p . Note that 2xζ 6 ∈ B 3,2 because 2ζ 6 ∈ B 3,2 , so 2ω p ζ 6 = 2(ǫ − x)ζ 6 = 2ǫζ 6 − 2xζ 6 ∈ B 3,2 . This finishes the proof of our claim. Next, we show that B 3,2 and B Table 1 . Table 1 : Class numbers of O 1 for all primes 7 ≤ p < 200. 
