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CHAPTER I 
HISTORICAL SETTING AND PURPOSE 
The student of mathematics must continually attempt to find and 
identify patterns in the mathematics he encounters. Only through this 
assimilation process can he hope to gain a true understanding and full 
appreciation. Courant [5] describes mathematics as an expression of 
the human mind which reflects the active will, the contemplative 
reason, and the desire for aesthetic perfection. Courant also asserts 
that, without doubt, all mathematical development has its psychological 
roots in more or less practical requirements, but that once the pres-
sure of practical applications has eJ!;erted itself mathematics outgrows 
its immediate needs. This trend from the applied to the theoretical 
has appeared ever since ancient history. 
Eves [9] credits man's rapid progress in recent decades in the 
control and understanding of his environment to the mathematical 
developments of the last few centuries. In particular, the ability 
through mathematics to study, in a generalized form, o:i;der abstracted 
from the particular objects and phenomena which exhibit it. The 
modern postulational method in mathematics with the increasing trend 
to more generalization and abstraction can be traced directly to two 
sourc;es of approximately simultaneous origin--the creation of non-
Euclidean geometry by Lobachevsky and Bolyai and the discovery of 
abstrac;t algebraic structure by British mathematicians [9]. This 
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statement justifies, in part at least, an investigation of the algebraic 
structure of any mathematical system under consideration. In this 
dissertation the algebraic structure of the number-theoretic functions 
will be considered. Chapter Five of Eves [9] gives an interesting his-
torical development of the emergence of algebraic structtire in modern 
mathematics. The following brief account borrows freely from that 
development. 
Algebraic Structure 
The first of the British mathematicians to study seriously the 
fundamental principles of algebraic structure was George Peacock who 
in about 1830 made a distinction between what he called 11arithmetical 
algebra" and "symbolical algebrq.." The former was taken to be the 
study which results from the use of symbols to denote ordinary positive 
decimal numbers along with the signs for the operations, like addition 
and subtraction, to which these numbers are subjected. In 11 arithmeti-
cal algebra 11 there can be restrictions on the operations. For example, 
a - b is possible only if a is greater than b. Peacock's "symbolized 
algebra 11 adopted the operations of "arithmetical algebra 11 but ignored 
the restri<!!tions. Peacock's justification of this extension was called 
the principle of the permanence of equivq.lent forms. An example of 
Peacock's use of the principle of the permanence of equivalent forms 
was his assertion that the formula m n m+n . a a = a , which follows 
directly from the definition of am and an for positive integral values 
of m and n, will hold without any restrictions on the base a or on the 
exponents m and n. As a mathematical concept the prinGiple of the 
permanence of equivalent forms is not used today although at one time 
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it was regarded as .a powerful concept, It still serves as a guide to 
mathematicians in the formulci.tion of new more ge·neraLc:I~nitions in 
-r-----~-.::· .... _ 
such a way that certain properties of the old definitions a:i:-e preserved, 
A British contemporary of Peacock, Duncan Farquharson 
Gregory, publ~shed a paper in 1840 which clearly brought out the 
commutative and distributive laws of algebra. Augustus DeMorgan 
published several articles in the 1840 1s that added to the work of the 
British algebraists. Soon the work of the British algebraists was taken 
up elsewhere. The Irish mathematician William Rowan Hamilton and 
the German mathematician Hermann Gunther Grassmann published 
results in 1853 and 1844, respectively, that ~re given as much,cred'.it 
for the liberation of algebra from traditional holds as the discovery of 
non-Euclidean geometry by Lobachevsky and Bolyai is credited for the 
liberation of geon:ietry. Hamilton had his result as early as 1843 but 
did not publish it until ten years later. Hamilton and Grassmann 
independently invented algebraic systems in which the commutative law 
of multiplication did not hold. This was considered a very radical and 
unnatural undertaking. The English mathematician Arthur Cayley in 
1857 discovered a noncommutative algebra different from those of 
Hamilton and Grassmann. Eves credits the German historian of math-
ematics, Hermann Hankel, with a very thorough development of the 
early algebraic concepts in an article published in 1867. 
Number-Theoretic Functions 
LeVegue [13] defines a number-theoretic function (arithmetic 
function) as any function whose domain of definition is the positive 
integers. As will be seen later, it is sometimes advantageous to 
allow the domain o,f arithmetic functions to be the non-negative 
integers, 
The definition of arithmetic function that will be used in this 
dissertation, unless otherwise indicated, is the definition given by 
Gioia [ 11]. 
Def~nition 1. 1. An arithmetic function is a ~unction whose 
domain is the positive integers and whose range is a subset of the set 
of complex numbers C. 
There qre many arithmetic functions. Examples incl'µde 
2 f(n) = 1, f(n) = n, f(n) = n!, f(n) = n , etc. The most interesting arith-
metic functions are those whose value depends on the form of its 
argument, not just on the size of its argument. Some of these include 
cp(n), Euler's qi.,.function; T(n), the number of positive divisors of n; 
CT(n) , the sum of the positive divisors of n; and µ(n), the Mobius 
inversion function. Some of the properties of these and other arith-
metic functions will be seen later in this paper. 
An attempt to document the history and development of arith~ 
metic functions leads to certain difficulties. Dickson [8], the most 
comprehensive history of the theory of numbers prior to 1919, and 
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other references on the subject give historical account$ of the develop-
ment of specific arithmetic functions but fail to give an overall history 
of arithmetic functions. The following account borrows freely from 
the work of Dickson [8], 
Of the four arithmetic functions named above, T(n), the number 
of divisors of n, was the first to be systematically investigated. 
Gordan in 153 7 an,d Michael Stifel iq. 1544 were able to evaluate .,-(n) 
5 
with n the product of k distinct primes. Mersenne in 1644 was able 
to solve equations of the form T(n) = 60. Frans van Schooten in 1657 
extended the work of Mersenne. John Kersey in 1673 was the first to 
discover formula (1) below. John Wallis in 1685 and Pierre Remond de 
Montmort in 1713 duplicated the results of Kersey. 
Shockley [18] presents the formula 
(1) 
where 
ak . 
pk ; Pi, ~ = 1, 2, ... , k distinct primes. 
E. Waring in 1770 proved that if T(n) is odd then n is a 
perfect square. E. Lionnet (1868), T. L. Pujo (1872), and Emil Hain 
(1873) were able to prove the converse of this result. A. P. Minn 
(1883) and G. Fonten'e (1902) obtained results concerning minimal 
solutions to equations of the type Mersenne first investigated. 
where 
Shockley [18] gives the fo:J;"mula 
k 
o-(n) = II 
i= 1 
a.+l 
1 p. -1 
1 
p. -1 
1 
ak 
pk ; pi 1s distinct primes for i= 1, 2, ... , k, 
as the evaluation of the function a-. 
(2) 
Rene De sea rte s in 1638 developed a formula like (2) above with 
n being a power of a prime. Descartes was also aware of the multi-
plicative nature of CT. Finally, in 1658, John Wallis developed formula 
(2). E. Waring in 1782 supplied a proof of formula (2) . In 1901, 
L. Kronecker derived formulas (1) and (2) using infinite series and 
products. 
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Euler's rp-function, <,0(n), is defined to be the number of positive 
integers not exceeding n which are relatively prime to n, with 
<,0(1) = 1. Leonhard Euler in 1760 investigated <,0(n) and derived the 
formula 
(3) 
where 
a 
k I d' • • f Pk ; pi s istinct primes or i=l,2J••••k. 
Euler was also aware of the multiplicative nature of <P. Euler did this 
work without using the notation <,0(n). It was C, F. Gauss who intro-
duced the symbol <p(n) in 1801~ Gauss was also able to prove the 
important result 
:E <,0(d) = n . 
djn 
There are several ~xpre ssions for <,0(n) that are equivalent to 
(3). A. L. Crelle (1832) expressed <,0(n) in the form 
<p ( n) 
where 
= n(l - - 1. )(1 - 2-) 
P1 Pz 
1 (1 --) 
pk 
The Euler <,0-function has been 
investigated very thoroughly. The above results and many other 
results have been obtained in many different ways by many different 
mathematicians since Euler initiated the investigahon. 
A. F. Mobius in 1832 defined the function µ(n) as follows: 
µ(n) = 0 if n > 1 and n is divisible by a square, 
( 4) 
{ 
1 if n = 1 , 
(-l)kif n=p 1p 2 ···pk;pi 1s distinctprimesfor i=l,2, ..• ,k. 
Mobius used his function in the inversion of series. E. Meissel in 
1850 found the frequently stated result 
~ µ(m) I~ 1 = 1 . 
m=l L! ~ 
Three men, R, I)edekind, J. Liouville, and B. Merry, in 1857 were 
able to prove that if 
then 
F(n) ;; ~ f(d) 
djn 
7 
f(n,) n n n = F(n) - ~ F(-.) + ~ F(-b) - ~ F(-b·· ) + .. , , 
a a a c 
(5) 
where each summation extends over all quotients where the factors of 
every denominator is a combination of the distinct prime factors of n 
taken the indicated number of times. 
E. Laguerre in 1863 expressed (5) in the form 
n f(n) = ~ µ( d) F(d) 
djn 
It is interesting to note that the development in Shockley [18] 
proceeds by defining the functions v and µ as follows: 
v(n) = 1 for each positive integer n, 
.. ,i 
µ ;; v with respect to convolution product . 
(6) 
Shockley is then able to show formula (6) valid as well as prove that µ 
"""" is evaluated exactly as M~ius defined it. 
In 1874 F. Mertens was able to prove the familiar result that if 
n > 1 then 
~ µ(d) = 0 . 
djn 
This is a brief account of the history of the development of the 
functions T., CT, cp and µ. • 
Purpose 
The purpose of this dissertation is to investigate some of the 
algebraic structures that can be imposed on the number-theoretic 
8 
functions and to prove that some of the systems obtained are isomorphic. 
Chapter III will investigate the algebraic structures using rather elem-
entary methods, The isomorphisms used in Chapter IV are rather 
ingenuous and the methods considerably more elaborate and compli-
cated. 
Chapter V will investigate the effect of convoluting powers of 
the Mobius function with some of the well known arithmetic: functions. 
Chapters III and V will provide the teacher of an undergraduate course 
in number theory with topics that can be used for enrichment material, 
special projects, or club meetings. Chapter IV could serve the same 
ends with the more capable students. 
CHAPTER II 
PRELIM~NARY CONCEPTS 
The material in this dissertation assumes as a prerequisite an 
abstract algebra course and a beginning course in number theory, both 
on the undergraduate level. This chapter contains, for review and for 
later reference, a listing of some of the definitions and theorems of 
these two areas of mathema~ics that will be frequently used in the later 
chapters, The theory of the convolution product of arithmetic functions 
is included in only a few of the number theory books in use now so most 
of the theorems and results of that section will be proven. The theory 
of unitary product parallels the theory of convolution product, as 
Gautier (10] shows, so her results will merely be summarized here. 
Abstract Algebra 
Definition z. 1. A nonempty set of elements G is a group if and 
only if in G there is defined a binary operation, denoted by • , such 
that: 
(1) a,b E G implies that a· b eG (closure). 
(Z) a, b, c E G imp1ie s that a · (b • c) =(a• b) · c 
(associative). 
(3) There exists an element e E G such that 
a · e =a= e · a for all a ·t; G (identity) . 
9 
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(4) For every a e G there exists an element a-le G 
-1 -1 
such that a · a =a · a= e (inverses). 
Recall that g e G means g is an element of G. The notation 
(G, · ) will be used to denote the set G under the operation • . 
Definition i. 2, A group G is said to be abelian (commutative) 
if for every a, be G, a · b = b • a 
It is common practice, when it can cause no confusion, to write 
ab instead of a· b . 
Definition 2. 3. A groupoid is a set together with a closed 
binary operation. 
Definition 2. 4. A semi-group is an associative groupoid. 
Definition 2. 5, A monoid is a semi-group with identity, 
Definition 2. 6. A ring R is a nonempty set R, together with 
two binary operations · and + such that for all a, b, c e R: 
(1) a+beR. 
(2) a+b = b+a. 
(3) (a+b)+c = a+(b+c) 
(4) There is 0 in R such that a+O = O+a =a. 
(5) There is -a in R such that a+ (-a)= (-a)+ a= 0. 
(6) a·beR. 
(7) a. (b • c) = (a· b) • c , 
(8) a·(b+c) = a·b+a·c and (b+c)·a = b·a+c·a 
(distributive laws). 
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The notation (R, +, ·) will be used to denote the ring R under 
the ope rations + and · , 
Definition 2, 7. A non-:associative ring; is a ring in which 
property (7) above fails. 
Definition 2. 8. A commutative ring is a ring in which, for 
every a, be R, a· b = b ·a . 
Definition 2. 9. A ring ~identity is a ring in which, there 
exists a unique identity element with respect to the operation · . 
Definition 2, 10. If R is a commutative ring then de R, d :/: 0 , 
is said to be a zero-divisor if and only if there exists a be R , b :/: 0 , 
such that d · b = 0 , 
Definition 2. 11. A commut~tive ring with identity is an integral 
domain if and only if it has no zero.divisors, 
Definition 2. 12. A ring is a division ring if and only if its non-
zero elements form a group under · . 
Definition 2. 13. A field is a commutative division ring. 
Convolution Produi;rt of Arithmetic Functions 
In Chapter I an arithmetic function was defined to be any 
function mapping the positive integers into a subset of the complex 
field C. Let A re pre sent the set of all arithmetic functions. The 
operation of convolution product, to be defined below, places an inter-
esting structure upon the set of arithmetic functions. The investigation 
of this structure will constitute a major proportion of this dissertation. 
12 
Very few elementary number theory texts discuss the convolution 
product of arHhmetic functions. Shockley [18] is an exception. Most 
of the development of this sei;:tion is taken from the text by Shockley. 
Definition 2. 14. Let f and g be arithmetic functions. The 
function f o g , the convolution product of f aqd g, is defined by 
(f o g)(n) = E f(d) g(n/d) , 
djn 
Since multiplication and addition are well defined closed opera -
Hons in the field C, f o g is a well defined arithmetic function when-
ever f and g are. Thu~;, convolution product is a closed binary 
operation on A. Several of the basic properties of convolution product 
will now be developed, 
Theorem 2, 1. Convolution product is commutative. 
Proof: Let f, g e A and n a positive integer. As d ranges over the 
divisors of n so does t=n/d, Thus 
(f o g)(n) = E f(d) g(t) = E g(t) f(d) = 
djn djn 
E g(t) f(d) 
t In 
= (g o f)(n) . 
Since n is arbitrary, f o g = g of and convolution product is commuta-
tive. 
The following result will be used repeatedly without reference 
in the work to follow. Its proof is a straightforward manipulation of 
finite sums and is supplied in detail by Shockley [18; 104]. 
Theorem 2. 2, Let f, g EA and m and n be positive integers. 
Then 
13 
I: f(d) g(D) = I: f(d) I: g(D) • 
dim dim Din 
Din 
Theorem Z. 3. Convolution product is associative. 
Proof: Let f, g, h EA and n a positive integer. Consider 
[(f o g) oh] (n) = I: (f o g)(d) h(n/d) = I: c I: f(s) g(d/ s)l h(n/d) 
din din sld J · 
= I: f(s)g(d/s)h(n/d) = I: f(s)g(t)h(n/(st)) (1) 
d In st In 
s Id 
where d =st. Also, 
[f o (g oh)] (n) = I: f(d)(g o h)(n/d) = I: f(d) I: g(m) h(n/(dm)) 
din din mln/d 
= I: f(d) g(tn) h(n/ (dm)) 
din .· 
mln/d 
= I: f(d) g(m) h(n/ (dm)) . 
dmln 
Note that the results in (1) and (2) agree exactly if the 1;1'1bstitutions 
(2) 
d=s and m=t are made. Since n is arbitrary, (fo g)oh=f o (g oh) 
and convolution product is associative. The previous :r;-esults shows 
(A, o) to be at least a commutative semi.group. 
A very important type of a:dthmetic function is the multiplicative 
function. The special property of multiplicative functions makes possi~ 
ble certain m~nipulations with multiplicative functions that are not valid 
in general. 
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Definition Z. 1 S. The arithmetic function f is multiplicative if 
and only if f(mn) = f(m) f(n) whenever (m, n) = 1 . 
Let M represent the set of all multiplicative arithmetic func-
tions. The foUowing result is cited by Cashwell and Everett [4], 
Theorem 2. 4, Let f E M. Then there is a pos~tive integer n 
such that f(n) #. 0 if and only if f( 1) = 1 . 
Proof: If f EM, then f(n) = f( 1 • n) = f( l) · f(n) for each positive integer 
n, since (n, 1) = l. Suppose there is a positive integer n such that 
f(n)-:/. 0, Dividing by !(n) gives f(l) = l. To prove the converse let 
n= 1. 
There are map.y results involving multiplicative functions that 
could be investigated b'l,lt only those pertaining to c;:onv9lution product 
are needed for this paper. Th~ next few results investigate the proper-
ties of convolution product on the set M, The first :resul~ show1:1 M to 
be closed under convolution product, 
Theor~m 2. 5. If f, g EM then fog EM. 
Proof: Let m and n be positive integers such that (m, n) = 1. Let ~ 
and y be integers such that ~ + yn = 1. If d i13 any divisor of mn 
then d=st where slm and tin. Since slm and tin itfollows 
that m =ks and n =jt. Making the obvious substitutions above gives 
xks + yjt = 1. This in turn shows that (s, t) = 1 as well as (k, j) = 1. 
But k = m/ s and j =i n/t, therefore (m/ s, n/t) = 1 . The remainder of 
the proof will follow using the :fact that f and g a:re multiplicative. 
Thus, 
15 
(f og)(mn) = ~ f(d) g(mn/d) 
djr.r:m 
= ~ f(st)g(m~) 
slrn 8 
t In 
= ~ f(s) g(m/s) f(t) g(n/t) = ~ f(s) g(m/s) ~ f(t) g(n/t) 
slrn slm tin 
tin 
= (f o g)(m)(f o g)(n) 
Therefore, f o g E M since it i1:1 multiplicative. 
So far it has been shown that (A, o) and (M, o) are commuta ~ 
tive semi-groups. The syst:ern (A, o) iilso contains an identity and 
\ 
the system (M, o) is a commutative group. To obtain these results it: 
is necessary to define the following function, 
Definition 2. 16. The arithmetic fun<;;tion ~ii:! defined as follows: 
e:(l)=l, and e ( n) = 0 if n > 1 • 
Theorem 2. 6. The function e: is the id.entity for convolution 
product. 
Proof: Let f e A and n a positive integer. Then 
(f o e;)(n) = ~ f(d) e(n/d) = f(n) e( 1) = f(n) . 
djn 
The theorem follows since convolution product in A, is commutative. 
The existence of an identity for convolution product leads to the 
existence of inverses with respect to convolution product. The defini-
tion is standard. 
Definition 2. 17. The arUhmetic functions f and g are inverses 
of each other with respect to convolution product if and only if fog= e. 
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The usual notation of C 1 for the inverse of f will be used. 
The next theorem is important in that it characterizes those 
elements of A for which an inverse with respect to convolution product 
exists. It is also extremely useful in that its proof exhibits a method 
for computing the inverse of a given function when it exists. 
Theorem 2. 7. The arithmetic function f has an inverse if and 
only if f( 1) f. 0 . 
Proof: Suppose by way of contradiction that f has an inverse f- l and 
-1 -1 -1 that f(l)=O. Then l=E(l)=(fof )(l)=f(l)f (l)=O·f (1)=0 since 
C 1 ( l) is an element of the field C , But 1 -:/. 0, therefore f( 1) f. 0 . 
To prove the converse suppose f( 1) f. 0 and define the func:tion 
g inductively by 
g ( 1) and g(n) 1 = - f( 1) • :E g(d) f(n/d) 
djn 
if n > 1 . 
cl<n 
Since convolution product is commutative it suffiqes to show that 
(g of)(n) =e:(n) for each positive integer n. If n = 1, 
(gof)(l)=g(l)f(l)=l=e:(l). If n>l, then 
(go f)(n) = :E g(d) f(n/d) = :E g(d) f(n/d) + g(n) f(l) 
djn djn 
d<n 
= 
1 
:E g(d) f(n/d) + {- f(l) • 
djn 
:E g(d)f(n/d)}f(l)=O=e:(n). 
djn 
d<n d<n 
Thus g is the inverse of f and is so indicated by writing -1 g=f 
(3) 
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The equations given in (;3) above define in a recursive fashion 
the inverse of any arithmetic function f for which f(l) i- 0. Let 
B = {feAjf(l)#O}. The previous results show that (B,o) is a com-
mutative group. Davison [7] gives this result by saying that (B, o) is 
the group of units of (A, o), where f EA is a unit if and only if f- l 
exists. All that remains to verify that (M, o) is a commutative group, 
is to show that the inverse of a multiplicative arithmetic function is 
multiplicative. That is precisely the content of the foUowing theorem. 
Theorem 2. 8. If f EM, f not identically zero, then f- l 
exists and -1 f EM. 
Proof: Since f EM is not identically zero Theorem 2. 4 implies that 
f(l)=l. Thus, byTheorem2.7 1 f-l existsandisgivenby f- 1(1)=1 
and 
f- 1(n)::; - ~ f- 1(d) f(n/d) if n> 1 • 
djn 
d<n 
Now to show that f- l is multiplicative. Proceeding by way of contra-
diction suppose that there exist positive integers a and b with (a, b) = 1 
such that f- 1(ab);tf- 1(a)f- 1(b), Let H={abja,b E positive integers, 
-1 -1 -1 } (a, b)::; 1, and f (ab) ;t f (a) f (b) By assumption H#cp, thus the 
well-ordering principle implies that H contains a smallest element 
mn. Thus if c and d are relatively prime positive integers such that 
cd < mn d -1 -1 then f (cd)::;f (c)f (d). Note that neither of m nor n is 
equal to one for if m::; 1 -1 -1 -1 -1 -1 then f (mn)=f (n)=l·f (n)=f (m)f (n). 
But this is a contradiction to the well-ordering principle. A similar 
statement obviously holds if n::; 1 • Thus 1 < m and 1 < n . 
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Consider the quantity -1 -1 -1 f (m) f (n) - f (m,n) . From (3) in the 
proof of Theorem 2. 7, 
-1 -1 -1 ... 1 ... 1 -1 f (m) f (n) - f (mn) = f (m) f (n) + 2: f (d) f(mn/d) . 
djmn 
d<mn 
As in the proof of Theorem 2, 5 if d lmn then d =st where s Im, t In, 
I -l -1 -1 (s,t)=l, and (m/s,n t)=l. Since d=st<mn,f (st)=f (s)f (t). 
Thus 
-1 -1 -1 -1 -1 f (m) f (n) - f (nrn) = f (m) f (n) + -1 2: f ( s t) f ( ( mn ) I ( s t ) ) 
slm 
t In 
st<mn. 
-1 -1 -1 .1 I 
= f (m)f (n) + 2: f (s)f (t)f(m/s)f(n t). 
slm 
t In 
st<mn 
But f(l) = 1, thus 
-1 -1 -1 f (m) f (n) - f (mn) 
= f- 1(m)f(l)f- 1(n)f(l)+ 2: f- 1(s)f(m/s)C 1(t)f(n/t) 
slm 
. t In 
st<mn 
= 2: C 1(s)f(m/s)C 1(t)f(n/t) 
slm 
t In · 
= 2: f- 1(s)f(m/s) 2: f- 1(t)f(n/t) 
s Im tin 
-1 -1 
= (£ o f) (m) (f of) (n) = e:(m) · e:(n) = 0 . 
The last equality follows since neither of m nor n is equal to one. 
19 
Thus -1 -1 -1 f (mn) = f (m) f (n), which contradicts the choice of 
m and n, that is, the well-ordering principle. Therefore H = cp and 
-1 f e M. This completes the proof of the theorem. 
The next theorem records several of the usual group theory 
type result$. 
Theorem 2. 9. (i) The identity e: is unique. 
(ii) Let f e B. Then £- l is unique. 
(iii) -1 e: = e:. 
(iv) If f e B then ( f- 1 ) - 1 = f. 
( v) If f , g e B then -1 -1 -1 (f 0 g) = f 0 g . 
Proof: (i) Suppose h is another identity with respect to convolution 
product. Then h =hoe: since e: is an identity. But hoe = e since 
h is an identity. Therefore h = E. 
(ii) Let f e B -1 and suppose £ and g are both inverses for 
-1 -1 f. Then f of = e: and f o g = e: which implies f of = f o g. 
Convoluting on the left on both sides with f-l gives e: of- l = e: o g, 
that is -1 f = g and the inverse under convolution product is unique. 
-1 -1 . (iii) Note that e: = e: o e: since e: and e: are inverses. 
Also, -1 -1 E 0 E = E since e: is an identity. -1 The ref ore e: = e: . 
(iv) The proof of this part follows from the chain of equalities 
(£-l)-l = (f-l)-lo e: = (f-l)-lo (f-lo f) = ((f-l)-lo £- 1 ) of= e: of= f. 
(v) If f, g e B then f(l) f 0 and g(l) f 0. Thus (fog)(l) f 0 
-1 
and by Theorem 2, 7 (fog) exists. The proof follows since 
-1 -1 -1 -1 ... 1 -1 -1 -1 
e:= e:oe: = (fof )o(gog )=do(f og)og =fO(gof )og =(fog)o(f og ) 
implies that (fog)-l=f- 1og-l, 
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The MlSbius Inversion Function 
.i•· ..,.;t;; 
A. F. M:?bius in 1832 defined the MO'bius function µ(n) a~ 
follows: 
µ(n) = 0 if n> 1 and n is clivisible by a square, { 
1 if n = 1, 
(-l)k if n=p 1 p 2 ···pk; pi'sdistinceprimesfor i=l 1 2, •.• ,k. 
Mgbius used his function in the inversion of series, that is, given that 
f and g are arithmetic fun,ctions related by the formula 
f(n) = ~ g(d) 
djn 
.;.,: 
for each positive integer n, ~bius was able to invert this series 
expressing g as a function of £, His result, commonly called the 
~bi us inversion form'l,lla, is 
g(n) = ~ f(d) µ(n/d) 
djn 
(or ~ µ(d) f(n/d)) 
djn 
(4) 
(5) 
for each positive integer n. Niven.-Zuckerman [15] gives a thorough 
... ,. 
development of the :M.(ihius function using this approach to the develop-
ment of its properties. The development in this dissertation will follow 
the development of Shockley [18]. With this approach several of ~he 
key results of convolution product developed in the last section will be 
put to good use. The development begins by defining several important 
arithmetic functions. 
Definition 2. 18. The func;tions v, L., and µ are defined as 
follows: 
v(n) = 1 for each positive integer n, 
i(n) = n for each positive integer n, 
µ. = v - l (with respect to convolution product). 
The equation in (4) above can now be expressed by 
f(n) = E g(d) = E g(d) v(n/d) = 
din din 
(go v)(n) 
for each positive integer n. Thus £ = g o v . 
Convolutingonbothsidesby v- 1 =µ gives g:dpµ. Thus 
g(n) c E f(d) µ(n/d) 
din 
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for each positive integeJ:" n. But this is the Mobius inve:uion formula 
given :in (5) above if it can be shown that the function µ. as defined in 
Definition 2. 18 above is indeed the Mobius function. The following 
theorem will provide this result. 
Theorem 2. 10. The value of the function µ. as defin~d in 
,;•·, 
Definition 2. 18 is identical with the Mc5bius function. 
Proof: From equation (3) of Theorem 2. 7 it follow!:) that 
µ(l) = l/v(l) = 1. Since the function v is multiplicative, Theorem 2. 8 
implies that µ., the inverse of v, is also multiplicative. If p is a 
prime, equation (3) shows that 
µ(p) -µ(l) v(p) = -1. 
If n = p 1 Pz • • · pk, pi distinct primes, the multiplicative nature of µ. 
gives 
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If n is divisible by a square then. necessarily there is a prime p such 
ml m+li m m that p n, p in, and m>2. Thus n=p . s where (p , s)= 1. 
Since µ is multiplicative it follows that µ.(n) =µ(pm) µ.(Iii). It suffices 
to show that µ(pm)= 0 if m c 2. Using equation (3) again 
2 2 µ(p) = -{µ.(l)v(p) + µ.(p)v(p)}::; -{1-1} = 0, 
and 
3 3 2 2 µ(p) = -{µ.(l)v(p) + µ.(p)v(p) + j-L(P )v(p)} =-.{1-1+0} = 0. 
Proceeding by induction suppose that for 2 < t < m it is true that 
t µ(p ) = 0 . Then 
µ(pm) = - :2:; µ(d) v(pm /d) 
djpm 
d<pm 
{ m m-1 .2 m-2 m .. 1 } = - µ.(l)v(p ) + µ(p)v(p )+µ(p )v(p )+ .•. +µ.(p )v(p) 
= -{1- l+O+O+ .. ,+O} = O. 
This completes the proof of the theorem. 
Chapter V will investigate some interesting results obtained by 
.. ,; 
convoluting powers of the M~'bius function with several of the well known 
number-theoretic functions. To facilitate the work in Chapter V some 
preliminary results will be developed here. The functions: (f'(n), 
Euler's <p-function; T(n), the number of positive divisors of n; and 
<T(n) , the sum of the positive divisors of n, are studied eJ<:tensively 
in most any ele:rpentary number theory course. Their defin~tion(;i and 
evaluations are reviewed in the following definition and theorem. 
Definition 2, 19. 
(a) If n is a positive integer then qi(n) is the 
number of positive integers less than or equal 
to n that are relatively prime to n,. 
(b) If n is a positive integer then T(n) = 2: 1 . 
djn 
(c) If n is a positive integer then <T(n) = ~ d, 
din 
~3 
Theorem 2. 11. qi(l) = T(l) = <T{l) = 1. If n = 
k s. 
l II p. , where the 
. 1 l i= 
p. 1 s are distinct primes, then 
l 
(a) <p(n) = n ~ (1 - ...!...) , 
i=l pi 
k (b) T(n) =II (s.+l) 
i= 1 l 
k 
(c) <T(n) = II 
i= 1 
s.+l 
l p. - 1 
i 
p. - 1 
l 
It is well known that the functions <p, T, and <T are multiplicative. 
Another result from elementary number theory that will be useful is 
the following theorem. 
Theorem 2. 12. If n is a positive integer then 2: <p(d) = n. 
din 
Other needed results are contained in the following theorems, 
Theorem 2. 13. The following relationships are valid: 
(a) µov=e:f (b) vov=T, and (c) LOv=<T. 
Proof: 
Proof: 
(a) The result is immediate since -1 -1 v o v = e and µ = v 
(b) By definition, for eac;h positive integer n, 
T(n) = E 1 = E 1·1 = E v(d) v(n/d) = (v o v)(n) . 
d/n d/n d/n 
Therefore T = v o v 
(c) By definition, for each positive integer n, 
<T(n) = E d = E d · 1 = E L(d) v(n/d) = (Lov)(n). 
d/n d/n d/n 
Therefore <r =Lo v 
Theorem 2. 14. (a) If n > 1 then E µ(d) = 0, 
d/n 
(b) cp(n) = E dµ(n/d). 
d/n 
(c) <T = cpOT, 
(a) E µ(d) = E µ(d) · 1 = E µ(d) v(n/d) = (µo v)(n) 
d/n d/n djn 
= e:(n) = 0 if n > 1 • 
(b) Since L(n) = n = E cp(d) = E cp(d) · 1 = :E cp(d) v(n/d) 
d/n djn d/n 
for n a positive integer it follows that i.= cp o v. Thus 
-1 
cp = Lo v = L o µ • Hence 
cp(n) = E L(d) µ(n/d) = :E d µ(n/d). 
d/n d/n 
(c) From the proof of (b), cp=Loµ. From Theorem 2.13 
T=vov and <T= LOV. Thus 
cp OT= (Loµ) o (vo v) =Loe o v =Lo v = <T. 
Therefore <T = cp OT. 
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Other special properties of convolution product and of the 
M'~bius function will be developed as they are needed. 
Unitary Product of Arithmetic Functions 
25 
The convolution produch of two arithmetic functions is defined in 
terms of a summation over all of the positive divisors of a given posi-
tive integer. Thus if n is a positive integer the summation is taken 
over all d, and consequently n/d, such that d divides n. The 
unitary product of two arithmetic functions differs from their convolu..., 
tion product in that the summation is taken over only those divisors d 
of n for which d and n/d are relatively prime. These divisors are 
called unitary divisors of n. The theory of the unitary product of 
arithmetic functions is very similar to that of convolution product. 
Gautier [10] in a masters report investigates the properties of unitary 
divisors and the unitary product of arithmetic functions. Seve:r;al of 
Gautier's key results will be stated now for future reference. 
Definition 2. 20. The positive integer d is a unitary divisor of 
a positive integer n 1 written d JI n, if and only if d is a divisor of n 
and ( d , n / d) = 1 • 
Definition 2. 21. Let f and g be arithmetic functions. The 
function f # g, the unitary product of f and g 1 is defined by 
(f # g)(n) = L: f(d) g(n/d). 
d/ln 
Theorem 2. 15. Unitary product is commutative. 
Theorem 2. 16, Unitary product is associative. 
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Definition 2. 22. Define the arithmetic function I(n) by 
I(n) = 1 if n = 1 , and I(n) = 0 if n > 1 . 
Theorem 2. 17. I is the identity for unitary product. 
Definition 2. 23. The arithmetic functions f and g are inverses 
of each other with respect to unitary product if and only if f # g =I. 
The notation f- l is used to denote the inverse of f. 
Theorem 2. 18. If f is an arithmetic function such that C 1 
exists, then it is unique. 
Theorem 2. 19. The arithmetic function f has an inverse if and 
only if f(l) =F 0, 
Theorem 2. 20. If f and g are multiplicative functions, then so 
is f # g . 
Theorem 2. 21. (B, #) is a commutative group. 
Theorem 2. 22. If f E M, f not identically zero, then C 1 
-1 
exists and f E M. 
Theorem 2. 23. (M, #) is a subgroup of (B, #). 
CHAPTER III 
RINGS OF ARITHMETIC FUNCTIONS 
The purpose of this chapter is to consider several of the many 
operations that can be defined on the set of arithmetic functions and to 
investigate the resulting algebraic structures. 
Sum of Arithmetic Functions 
The first operation to be considered on the set of arithmetic 
functions is that of sum. 
Definition 3. 1. Let f and g be arithmetic functions. The 
function f EB 'g, the sum of f and g, is defined by 
(f EB g)(n) = f(n) + g(n) . 
Recall that an arithmetic function maps the positive integers 
(or non-negative integers) into a subset of the complex field C. Addi-
tion is well-defined and closed in the field C making fEBg a well-
defined arithmetic function. A key result is the following theorem. 
Theorem 3. 1. The set A of all arithmetic functions is a 
commutative group under sum. 
Proof: Certainly A is a nonempty set of elements and by the comment 
before the statement of Theorem 3. 1 EB is a closed binary operation. 
That EB is commutative and associative follows directly from the 
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commutativity and associativity of addition in the fielq C. The function 
e defined by 9(n) = 0 for each positive integer n is clearly the 
identity for ® since ® is commutative and for f e A and n a 
positive integer, 
(f ®0)(n) = f(n) + 9(n) = f(n) + 0 = f(n). 
The inverse of a function f is the function g given by 
g(n) = -f(n) for n a positive integer since ® is commutative and 
(f ® g)(n) = f(n) + g(n) = f(n) - f(n) = 0 = 9(n) . 
This completes the proof that (A,®) is a commutative group. This 
result will be used several times in the remainder of this chapter. 
Ordinary Product of Arithmetic Functions 
The ordinary product of two arithmetic functions is defined 
exactly as the words would seem to imply. 
Definition 3. 2. Let f and g be <1-rithmetic functions. The 
fu.nction f * g, the ordinary :erodu<;:t of f and g, is defined by 
(f * g)(n) = f(n) g(n) . 
Theorem 3. 2. The ordinary product of arithmetic functions is 
a well-defined closed binary operation that is commµtative, associative, 
and for which there exists an identity which is unique. That is, (A,*) 
is a commutative monoid. 
Proof: That the ordinary product of arithmetic functions is well-defined, 
closed, commutative, and associative follows directly from the 
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definition of the ordinary product of two functions and the fact that 
multiplication in a field has these properties. The function v dafined 
by v (n) = l for eaeh positive integer n is an identity for A under * 
sinqe >:c is commutat~ve and (f * v)(n) = f(n) v(n) = f{n). 1;: f{n) for each 
£ e A and for each positive intege:i;- n. 
To show v is unique suppose v 1 f: v is another identity with 
respect to >:<. Then there is a positive integer m for which 
v 1 (m) f: 1 = v (m). Let g be any arithmetic function such that g(m) # 0 . 
Then g(m) f: v 1 (m) g(m) = (v 1 * g)(m). But this contradicts the assump-
tion that v 1 is an identity with respect to *. Therefore, v is a unique 
identity for A under * and the theorem is proven. 
Garlitz in [2] and [3] asserts that the algebraic; system based 
upon the ordinary product and the sum of arithmetic fun.ction.s ~s a 
commutative ring that has zero divisors. A elightly stronger result 
will be proven. 
Theorem 3. 3. (A~®,*) is a commutative ;ring with up.ity that. 
has zero divisors. 
Proof: Using the results of Theorems 3. 1 and 3. 2. it is sufficient to 
show that ordinary product distributes over sum and to exhibit a zero 
divisor with respect to *. 
Let £, g, and h be arithmetic; functions and n a positive 
integer. The definitions of * and of ® and the distributive property 
of multiplication over addition in a field give the following string of 
equatitie s: 
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[f * (g ® h)] (n) = f(n) [(g ® h)(n)] = f(n) [g(n) + h(n)] ::; f(n) g(n) + f(n) h(n) 
This shows ordinary produc:t to distribute over sum, Thus (A,®,*) 
is a commutative ring with unHy, 
To see that (A,®,*) has zero divisors consider the following 
two functions: 
f(n) = {: 
if n is odd 
if n is even 
{o if n is odd g(n) = 
1 if n is even 
Let n be any positive integer. Then (f * g)(n) = f(n) g(n) = 0 since one 
of f(n) or g(n) is zero. Thus f * g = 9 (the zero function) but 
neither of f or g is the zero fonction. Therefore, (A,$,*) has zero 
divisors, Hence (A,®,*) is a commutative ring with unity b\lt not an 
integral domain. 
Theorem 3. 4. (A,®,*) iE:J not a division ring. 
Proof: It suffices to show there exists a non-zero arithmetic func;:Hon 
f that has no inverse with respect to >:¢. Let f be defined by 
0 if n = 5 
f(n) = 
1 if n f 5 
Certainly f is a non-zero funqtion, It was shown above that the 
function v(n) = 1, n a positive integer, is the identity with respect to 
>~. By way of contradiction suppose there is a g e A such that 
f * g = v. Then in particular 
{f>.'< g)(S) = £(5) g(S) = 0 • g(S) = 0 
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and 
(f* g)(S) = v(l) = 1. 
But this is an obvious contradiction. Thus, (A,®,*) is not a division 
ring. 
Theorems 3. 3 and 3. 4 prove the following th~orem. 
Theorem 3. 5. (A,®,*) is at most a commutative :ring with 
unity. 
Cauchy Product of 4rithmetic Functions 
In the definition of the Cauchy product of arithmetic functions 
the domain of the arithmetic functions is taken to be the non ... negative 
integers. Note that the definition of the i;;um of two arithmetic functions 
and the statement of Theorem 3. 1 remain meaningful and valid U the 
domain of the arithmetic:: functions is taken to be the non-negative 
integers, 
Definition 3. 3. Let f and g be arithmetic functions. The 
function f & g 1 the Cauchy product of f and g, is defined by 
n 
(f & g)(n) = ~ f(r) g(n - r) 
r=O 
Closure of addition and multiplication in the fteld C make & 
a well-.defined operation. 
Carlitz [Z] indicates the following result. 
Theorem 3. 6. (A,®,&) is an integral domain. 
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Proof: From the results of Theorem 3. l and the statement preceding 
Theorem 3. 6 1 it suffices to show that the Cauchy product is commuta .... 
tive, and associative, distributes over sum, has a unique rnultipliqative 
identity1 and has no zero divisors, 
Cauchy product is commutative since, for n a non ... negative 
integer and f and g arithmetic functions, the field properties of C and 
the definition of Cauchy product imply: 
n 
(f &g)(n) = 2: f(r) g(n-r) 
r=O 
= f(O)g(n)+f(l)g(n .... l) + ... + f(n ... l)g(l)+f(n)g(O) 
= g(O) f(n) + g( 1) f(n-1) + •.. + g(n-1) f( 1) + g(n) f(O) 
n 
= 2: g(r) f(n-r) = (g &f)(n) • 
r=O 
The as sociaUvity of Cauchy product is slightly more difHcult 
but just as mechanical. For n a non-negative integer and f, g, and 
h arithmetic functions: 
[(f&g)&h](n)= ~ (f&g)(r)h(n-r) = ~ [~ f(j)g(r-j)J h(n-r) 
r=O r=O j=O 
= f(O) g(O) h(n) + 
f(O)g(l)h(n-l)+f(l)g(O)h(n-1) + 
f(O) g(2) h(n-2) + f( 1) g( 1) h(n-2) + f(2) g(O) h(n-2) + 
f(O)g(n .... l)h(l)+f(l)g(n-.2)h(l) + .•. + f(n-l)g(O)h(l) + 
f(O)g(n)h(O)+f(l)g(n-l)h(O) + .•. + f(n-l)g(l)h(O)+f(n)g(O)h(O). 
Adding the above array by columns gives 
33 
f(O) [.~ g(j)h(n-jl] +f(l)l~~1 g(j)h(n-l-j0 + •.. +f(n-1)[_; g(j)h(l-j)J 
J=O L=o ~ J=O 
+ f(n) g(O) h(O) 
n n .. r n 
= E f(r) E g(j) h(n-r-j) = E f(r)(g &h)(n-r) 
r=O j=O r=O 
= [f & (g &h)] (n) • 
The distributive property results from the following manipula-
ti on. 
n n 
[f &(g ®h)](n) = E f(r)(g ®h)(n-r) = E f(r) [g(n .. r) + h(n-r)] 
r=O r=O 
n n n 
= E [f(r) g(n .. r) + f(r) h(n-r)] = E f(r) g(n .. r) + E f(r) h(n-r) 
r=O r=O r=O 
= (f &g)(n) + (f &h)(n) = [(f &g) E9 (f &h)] (n) 
A multiplicative identity with respect to & is the function 13 
defined by 13(n) = 1 if n = 0 and 13(n) = 0 if n # 0. Let n be a non-
negative integer and f e A, then: 
n 
(f&13)(n)= E f(r)l3(n-r) 
r=O 
= f(O) 13(n) + ... + f(n) 13(0) 
= a + ..• + 0 + f(n) . 1 
= f(n) . 
Cauchy product was shown above to be commutative, thus 
f & 13 = f = 13 &f and 13 is an identity with respect to &. By way of con-
tradiction, suppose that 13 is not unique, Let 13 1 #13 be an identity 
with respect to &. Let m be the smallest non-negative integer for 
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which 13 1 (m) :/. 13(m). Let v(n):;: 1 for n a non-negative integer. Then 
by assumption 131 &v = v = 13 &v. In particular, 
and 
m 
(13 1 &v)(m) = ~ 13 1 (r) v(m-r) 
r:;:O 
:;: 13 1 (0) · 1 + , •. + 13 1 (m) · 1 = 13 1 (0) + 131 (m), 
m 
(13&v)(m)= ~ 13(r)v(m.:.r) 
r=O 
=l·l+Od+ ... +O·l=l. 
If m = 0 then 13 1(0)#1 and. (13 1 & v)(O) -:f. 1, and this is a contradiction 
since . v(O) = 1. If m > 0 then 131(O)=1, 131 (m) -:f. 0 and again 
(13 1 & v)(m) 4 (13&v)(m) is a contradiction .. Thus 13 is the unique 
identity with respect to & . 
Suppose by way of contradiction that A contains zero divisors 
with respect to & . Then, there exists f 1 g e A such that f-:f. 0 # g 
and f & g = 0 . Let m 1 n be the smallest non-negative integers such 
that f(m) f. 0 and g(n) -:f. O. Cons.ider: 
m+n 
(f &g)(m+n) = ~ f(r) g(m+n-r) 
:i:-=O 
= f(O) g(m+n) + •.. + f(r-1) g(m+n-r+l) + f(m) g(n) 
+ f(m+l) g(n-1) + .. : +f(m+n) g(O) 
= f(m) g(n) , 
since all other terms have a zero factor, Further, neither factor of 
f(m) g(n) is zero, Therefore, f &g -:f. 0, which contradicts the as sump-
tion that A contains zero divisors with respect to &. 'l'liis:completesthe 
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proof of Theorem 3. 6. This proof alsQ 1shows (A,&) to be a commuta~ 
' 
tive monoid with no zero divisors. 
Theorem 3. 7, (A, EB, &) is not a division ring. 
Proof: It suffices to exhibit a function f EA' f-:/. e' for which there does 
not exist a function g e A su<;:h that f &g = f3. Let f be defined by 
f(n) = 0 if n = 0 and f(n) = 5 if n-f. 0. Note that f-:/.0, Recall that 
f3(n) = 1 if n = 0 and [3(n) = 0 if n-:/. 0. Clearly no function g exists 
for which (f &g)(O) = f(O) g(O) = 1 = [3(1). Therefore, (A, EB,&) is not a 
division ring. 
Theorems 3. 6 and 3. 7 show that (A, EE>,&) is at most an 
integral domain. 
Convolution Product of Arithmetic Functions 
The convolution product of arithmetic functions was defined in 
Chapter II and many of the algebraic properties were indicated as well. 
The following result is well known and appears in Shockley [18], 
Garlitz [2] and [3], and Cashwell and Everett [4]. 
Theorem 3. 8. (A, EE>, o) is an integral domain, 
Proof: (A, EE>) is a commutative group by Theorem 3. 1. Convolution 
product is closed, commutative, associative, and has a unique identity 
as was shown in Chapter II. Thus, it suffices to show that convolution 
product distributes over sum and that there are no zero divisors in A 
with respect to c;:onvolution product. 
Let f, g, and h be arithmetic functions and n a positive 
integer. Consider 
[fo(g EEl h)] (n) = L: f(d) (g EB h) (n/d) 
din 
= L: f(d) [g(n/d) +h(n/d)] 
din 
= L: f(d) g(n/d) + L: f(d) h(n/d) 
din · din 
= (f o g) (n) + (f oh) (n) 
=[(fog) EEl (f o h)](n) 
Thus convolution product distributes over sum. 
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Suppose by way of contradl.ction that A contains zero divi1:;ors 
with respect to convolution product. Then there exists f, g e A such 
that ff. a f. g and fog= a. Let m, n be the smallest positive 
integers such that f(m) f. 0 and g(n) f. 0. Let d be a positive divisor 
of mn. If 1 < d < m, then f(d) = 0, and, if m < d ~ mn, 
g(mn/d) = 0. Th~refore, 
(fog) (mn) = L: f(d) g(mn/d) 
<limn 
= f(l)g(mn) + ... + f(m)g(n) + ... + f(mn)g(l) 
= f(m) g(n) , 
since all other terms have a zero factor. Further, neither factor of 
f(m) g(n) is zero. Therefore, fog f. a, which contradicts the as sump-
tion that A contains zero divisors with respect to convolution product. 
This completes the proof of Theorem 3, 8. This proof also shows 
(A, o) to be a commutative monoid with no zero divisors. 
Theorem 3, 9. (A,®, o) is not a division ring. Thus (A, o, EB) 
is at most an integral domain. 
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Proof: The function f(n) = 0 if n = 1 and f(n) = 5 if n f. 1 is a non~ 
zero function in A which by Theorem 2. 7 has no inverse with respect 
to <;:onvolution product. Thus (A,®, o) is not a division ring. 
Unitary Product of Arithmetic Func;tions 
Many of the results of Gautier [10] we re stated in Chapter II. 
The first two results, stated below as Theorem 3.10 and Theorem 3. 11, 
were proven by Gautier. Gautier made no mention of the third result 
although she did develop the theory needed to prove it. 
Recall that # indicates unitary product. 
Theorem 3. 10. (A, EB,#) is a commutative ring with identity. 
Theorem 3. 11. (A,®,#) is not an integral domain. 
Proof: It suffices to exhibit zero divisors with respe~t to #. 
if n f. 2 
Define i f(n) • {: 
if n = 2 
If n = 2, then 
{ o if n is odd g(n) = 
1 if n is even • 
(f# g) (2) = ~ f(d) g(2/d) = f(l) g(2) + f(2) g(l) 
d 112 
= o · 1 + 1 • o = o = a (2) . 
If n f. 2 then (f # g) (n) = ~ f(d) g(n/d). If d is ev~n then n/d must 
d 11 n 
be odd by the definition of unitary divisor. But the definition of g 
implies that all terms with n/d odd will be zero. If d is odd then 
n/d may be odd or even. But if d is odd f(d) = 0 by the definition of 
f so all terms with d odd are also zero. Thus, (f # g) (n) = 0 if n f. 2. 
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Therefore, f and g are zero divisors with respect to # since f # g = 9 
and f =P 9 =P g . 
Theorem 3. 12. (A,®,#) is not a division ring. 
Proof: The function g in the proof of Theorem 3. 11 is such that 
g =f 9 . But g( 1) = 0 -1 so by Theorem 2. 19 g does not exist, There-
fore, (A,®,#) is not a division ring. 
Theorems 3. 10, 3. 11, and 3, 12 prove that (A,®,#) is at most 
a commutative ring with identity. 
Pi Product of Arithmetic; Functions 
All of the products of arithmetic functions investigated up to 
this time have been both commutative and associative. Each of these 
operations when combined with the operation of sum produced at least 
a commutative ring. Numerous examples exist of non-commutative 
rings. One of the easiest to verify is the ring of 2 x 2 matrices over 
the rationals [12; 85]. The purpose of this section is to define a 
product of arithmetic functions that is associative but not commutative 
and to use this product to exhibit a ring of arithmetic functions that is 
not commutative. 
Definition 3. 4. Let f and g be arithmetic functions. The 
function f 1T g, the Ei. product of f and g, is defined by 
(f 1T g) (n) = £(1) g(n) for each positive integer n. 
The corre spending field properties make the pi product of two 
arithmetic functions a well defined arithmetic function. The next three 
theorems exhibit the desired properties of pi product. 
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Theorem 3. 13. Pi product has no identity. 
Proof: Let f(n) = n and g(n) = 1 for each positive integer n. Suppose 
by way of contradiction that I is an identity for 'TT. If (f 'TT I) (1) = f(l) = 1 
then I(l) = 1. Also, if (f 'TT I) (2) = f(2) = 2 and (f 'TT I) (2) = f(l) I(2) = I(2) 
then I(2) = 2. But (g 'TT I) (2) = g(2) = 1 only if I(2) = 1. But this is a 
contradiction to I being a well defined function. 
Theorem 3. 14. Pi product is not commutative, 
Proof: Let f and g be defined as in the proof above and let n = 2, 
Then (f 'TT g) (2) = 1 but (g 'TT f) (2) = 2. Thus 'TT is not commutative. 
Theorem 3. 15, Pi product is associative. 
Proof: Let f, g, and h be arithmetic functions and n a positive 
integer. Then 
[(f 'TT g) 'TT h] (n) = (f 'TT g) (l)h(n) = [f(l) g(l)]h(n) = f(l) [g(l)h(n)] 
= f(l) (g 'TT h) (n) = [f 'TT (g 'TT h)] (n) 
and 'TT is associative. 
The preceding results show (A, 'TT) to be a semi-group. Since 
pi product has no identity in the set of arithmetic functions it is impos -
sible for (A,®, 'TT) to be a division ring or an integral domain and 
since pi product is not commutative (A,®, 'TT) can be at most a ring. 
The next theorem shows this much is indeed true. 
Theorem 3. 16. (A,®, 'TT) is at most a ring. 
Proof: Considering the discussion above and the previous theorems on 
pi product and sum it is sufficient to verify that pi product distributes 
40 
over sum. Let f, g, and h be arithmetic functions and n a positive 
integer. Then 
[f'IT (gEE>h)](n) = f{l)(gEE>h)(n) = f{l)[g(n)+h(n)] 
= f{l) g(n) + f{l) h(n) = (f 'IT g) (h) + {f 'IT h) (n) 
= [(f 'IT g) EB (f 'IT h)](n) 
and the proof is complete, 
The following result is included for completeness. 
Theorem 3. 17. If f and g are multiplicative functions then so 
is f 'IT g. 
Proof: Let m and n be positive integers such that (m, n) = 1 . Recall 
that if f is multiplicative and not identically zero then f( 1) = 1 • Thus 
(f 'IT g) (mn) = f(l) g(mn) = f(l) g(m) f(l) g(n) 
= (f 'IT g) (m) (f 'IT g) (n). 
Of course if f is identically zero so is f 'IT g and a constant function 
is multiplicative, 
Delta Product of Arithmetic Functions 
The usual definition of a ring includes an associative multiplica-
tion, however, it is possible to define a non-associative ring. [12; 84L 
Definition 3. 5. A non-associative ring is a ring in which the 
associative property of the multiplication in the ring fails to hold. 
Shockley [18; 110] defines a binary operation on arithmetic 
functions, called the delta product for convenience, which produces a 
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commutative non-associative ring when combined with the operation of 
sum. 
Definition 3. 6. Let f and g be arithmetic functions. The 
function f 6 g, the delta product of f and g, is defined by 
(f 6 g) (n) = 2: f(d) g(d) . 
djn 
The delta product of two arithmetic functions is a well defined 
arithmetic function since multiplication and addition are well defined 
and closed operationi;; in the field that is the range of the given functions. 
To see that there can be no identity function with respect to delta 
product consider the function f defined by f(n) = 5 for every positive 
integer n. Assume by way of contradiction that the function h is an 
identity with respect to delta product. Then (f 6 h) (1) = f(l) = 5 so 
h(l)=l. Also, (f6h)(2)=f(l)h(l)+f(2)h(2)=f(2)= 5 which implies 
h(2) = 0. But h is clearly not an identity with respect to delta product 
since it fails for the function g( 1) = 0, g(n) = 2 for n > 1 , that is 
(g 6 h) (2) = 0 • 1+2 · 0 = 0 f. 2 = g(2). Since there is no identity for 
delta product the question as the the existence of inverses has no 
meaning. However, as the next theorem will show, delta product is 
commutative. 
Theorem 3. 18. If f and g are arithmetic functions then 
f6g=g6£. 
Proof: Let n be a positive integer. Then 
(f 6 g( (n) = 2: f(d) g(d) = 2: g(d) f(d) 
djn djn 
= (g 6 £) (n) • 
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Although the next result is not needed to prove the main result 
of this section it is an interesting result and is included for complete-
ness. 
Theorem 3. 19. If f and g are multiplicative functi<;ms then so 
lS £ 6 g. 
Proof: Let m and n be positive integers such that (m, n) = 1. If 
d/mn then d=st where s/m, t/n, and (s,t)=l. Thus 
(fog)(mn)= ~ f(st)g(st)= ~ f(s)f(t)g(s)g(t) 
st/mn s/m 
t / n 
= ~ f(s) g(s) ~ f(t) g(t) 
s /m t/n 
= (£ 6 g) (m) (£ 6 g) (n) . 
Theorem 3. 20. Delta product is not associative. 
Proof: Let n = 2, f(n) = g(n) = n for each positive integer n and 
h( 1) = 1 , h(n) = 0 if n > 1 • Consider the following computations. 
[(£ 6 g) 6 h] (2) = ~ [ ~ f(e) g(e)Jh(d) 
d / 2 e /d 
= f(l)g(l)h(l) + [f(l)g(l)+£(2)g(2)]h(2) 
=1+[1+4]·0=1. 
[£ 6 (g 6 h)](2) = ~ f(d)[ ~ g(e)h(e)l 
d/2 e/d J 
= f(l)g(l)h(l)+£(2) [g(l)h(l)+g(2)h(2)] 
=1+2[1+0]=3. 
Thus, delta product is not associative. 
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It is possible to summarize the results so far by stating that 
(A, o) is a commutative groupoid. The next theorem is the major 
result of this section. 
Theorem 3. 21. (A, EB, o) is a commutative non-associative ring. 
Proof: The only property that has not been verified. is the distributive 
property of delta product over sum. Let n be a positive integer and 
f, g, and h arithmetic; functions. Then 
[f o (gEB h)] (n) = ~ f(d) [(g® h) (d)] 
djn 
= ~ f(d) [g(d) + h(d)] = ~ f(d) g(d) + f(d) h(d) 
djn djn 
= ~ f(d) g(d) + ~ f(d) h(d) = (f o g) (n) + (f o h) (n) 
djn djn 
= [(f o g) ® (f o h)] (n) • 
This completes the proof of the theorem. Since delta product has no 
identity (A,®, o) is at most a commutative non-associative ring. 
CHAPTER IV 
OPERATORS ON ALGEBRAS OF 
ARITHMETIC FUNCTIONS 
In Chapter I an arithmetic function was defined to be any 
function mapping the positive integers into a subset of the complex 
numbers C. That the subset of C can aid in the investigation of the 
algebraic properties of a set of arithmetic functions will become 
apparent in this chapter, The techniques used and the results found in 
this chapter are summarized in an article by Rearick [ 16]. 
In the first part of this chapter attention will be focused on the 
algebraic comparison of sets of real-valued functions, that is, taking 
the subset of C referred to above as the real numbers. Throughout 
this chapter let A stand for the set of all real-valued arithmetic 
function, P the set of all f e A such that f(l) > 0, and M the set of 
all f eA such that f is a multiplic;ative function. The operations to be 
considered on these sets are those of sum (EB), convolution product (o), 
and unitary product (#). Let B = {f e A/ f( 1) IO} , The proofs of the 
previous chapters can be used without change to show that (A, EB), (B, o), 
(B, #), (M, o), and (M, #) are all groups. It is easy to show that (P, o) 
and (P, #) are subgroups of (B, o) and (B, #), respectively. 
The algebraic equivalence of the above groups is summarized 
in Theorem 4. 3. Before stating this theorem several definitions and 
results follow, 
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Definition 4. 1. A mapping a from a group G into a group H is 
a homomorphism if and only if for all a, be G, ~(ab)= a(a)a(b). 
Definition 4. Z. The mapping 13: M - N is an onto mapping if 
and only if for each n e N there exists mi; M such that j3(m) = n. 
Definition 4. 3. The mapping -y: M -N is a one-to-one mapping 
if and only if whenever 'Y(x) = -y(y) then x = y. 
Definition 4. 4. The mapping a from a group G to a group H 
is an isomorphism if and only if a is a one-to-one onto homomorphism. 
Definition 4. 5. Two groups G and H are said to be isomorphic 
if and only if the re is an j,som0rphism mapping G to H. 
DeHniti0n 4. 6 •. A nonempty set V is said to be a vector s:eace 
over a field F if and only if (V, +) is an abelian group, and for each 
a e F, v e V, there is an element ave V subject to: 
(1) a(v+w) = av+aw 
(Z) (a+b)v=av+bv 
(3) a(bv) = (ab)v 
(4) lv = v 
for all a, be F, v, we V (where 1 is the unit element of F under 
multiplication). 
Theorem 4. 1. A is a vector space over R, the field of real 
number$. 
Proof: (A, EB) is kn0wn to be an abelian group. The usual definition of 
a scalar times a function shows af to be an element of A whenever 
46 
feA and aeR, that is, (af(n)=af(n) for n a positive integer. The 
remaining properties follow from the definitions. Thu.s, 
a(f elg) (n) = a(f (n) + g(n)) = af(n) + ag(n) = (af $ag) (n) 
(a+ b) f(n) = af(n) + bf(n) = (af ®bf) (n) 
a(bf) (n) = a(bf (n)) = (ab) f(n) ; 
and lf{n) = f(n), for n a positive integer. 
Definition 4. 7. A ring B is called an algebra over a field F if 
and only if B is a vector space over F such that for all a, be B and 
re F, r(ab) = {ra)b = a(rb), An algebra is commutative if the ring is 
commutative. 
Theorem 4. 2. (A, EE>, o) is a commutative algebra over R, 
This result will be indicated by (A, EE>, o, · ) • 
Proof: From the theorem above A is a vector space over R. Also, 
(A, EE>, o) is known to be a commutative ring, To complete the proof 
let f, g e A, re R, n a positive integer, and consider the following 
manipulations. 
Also, 
[ r (fog ) ] ( n) = r [ ( f o g ) ( n ) ] = r E f ( d) g ( n / d) 
djn 
= E rf(d) g(n/d) = E (rf) (d) g(n/d) 
djn djn 
= [(rf)og](n). 
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[r(fog)] (n) = ~ f(d) rg(n/d) = ~ f(d) (rg) (n/d) 
djn djn 
= [fo(rg)](n). 
It is also true that (A,®,#, ·) is a commutative algebra over 
R. The proof of Theorem 4. 2 provides the pattern as (A, EB,#) is a 
commutative ring and the manipulations in the proof can be carried out 
equally well using unitary product instead of convolution product. This 
sets the pattern for the remainder of this chapter as most theorems 
and definitions will be stated 'll,sing convolution product and followed by 
an indication of how similar results hold for unitary product. A key 
result of this chapter is the following theorem. 
Theorem4.3. The gro\,lps (P,o), (M,o), {P,#), (M,#), and 
{A,®) are all isomorphic, 
The proof of this theorem depends upon finding the required 
isomorphisms, One of the isomorphisms turns out to be the logarithm 
operator L defined in the next section. An operator is a mapping 
from a subset of a set into the set. 
The Logarithm Operator L 
Instrumental in the proof of Theorem 4. 3 is the logarithm 
operator L given by the following definition. 
and 
Definition 4. 8. If f E P, let 
Lf(n) = ~ f(d) f- 1(n/d) logd if n > 1, 
djn 
Lf(l) = logf(l). 
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-1 Ob serve that f is the inverse of f with respect to convolution 
product and that L maps the set P into the set A. 
An example illustrating the logarithm operator will follow. Let 
f in Definition 4. 8 be the number of divisors function T. Since Tis 
multiplicative its function values are completely determined by its 
function values on prime powers. A theorem to follow will show 
L f(n) = 0 whenever f is multiplicative and n is not a power of a prime. 
Assuming this to be known for the present, let p be an arbitrary but 
fixed prime. Recall that T(l)::: 1 k and T(p ) = k + l if k > 0. 
Theorem 2. 7 provides the tools needed to compute -1 T 
Adapting the first two equations in the proof of that theorem to the 
present situation the equations become: 
-1 T (1) = l/T(l)::: 1, 
and 
if k > 0 . 
Thus, 
-1 -1 
T (p) - ·-T (1) T(p) ::: -2 , 
-1 2 [ ] T (p ) ::: - l • 3 + ( -2) • 2 = l ~ 
and 
-1 3 [ ] T (p ) ::: - l • 4 + ( -2) • 3 + 1 • 2 ::: 0 . 
Assume T-l(ps) = 0 for 3 < s < k. If s = k then 
k-1 
-1( s) ( k-s) E T p T p 
s=O 
[l(k+ 1) - 2(k) + l(k-1) +O(k-2) +, .. + 0, 2] 
= 0 
Using these re~rnlts the computation of k LT{p ) follows from 
Definition 4. 8. Thus, 
= logT(l) = 0, 
L T(p) -1 -1 =T(l)T (l)logl+T(p)T (l)logp'=2logp, 
2 -1 2 -1 2 LT(p) = O+T(p) T (p)logp+T(p) T (l)logp = 2logp, 
and 
3 . 2 3 LT(p) = 0+2· llogp+3(-2)logp +4· llogp = 2logp 
If k > 3 then 
k [ -1 k-1 2 -1 k-2 2 ] L T(p ) = 0 + T(p) T (p ) log p + T(p ) T (p ) log p + ... 
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k-2 -1 2 k-2 k-1 -1 k-1 k -1 k 
+ T(p )T (p )logp +'T"(p )T (p)logp +T(p )T (l)logp 
= 0 + (k-1) · 1 • (k-2) log p + k( -2) (k-1) log p + (k+ 1) · 1 · k log p 
= 2 log p . 
It should be noticed that the prime p used does not affect the 
manipulations above except that the same prime must be used through-
out. Thus, the pattern above holds for all primes p. 
It will be shown that L is an isomorphism. The next theorem 
shows L to have the logarithmic property which is also, considering 
the operations on P and A, the desired homomorphism property. 
Theorem 4. 4, For all f, g e P, L(fog) = L f®L g . 
The proof of this theorem will be facilitated by an additional 
definition and two supporting lemmas. 
Definition 4, 9. Define the operator A. : A -A by 
A. f(n) = f(n) log n , n a positive integer. 
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Lemma 4. 1. -1 If n > 1 , L f(n) = (f o A. f) (n) for each f eA. 
Proof: If n > 1 , 
-1 I -1 -1 Lf(n) = 4 f(d) f (n d) logd = ~ f (n/d) A.f(d) = (f o A.f) (n). 
din din 
Lemma4.2. If f 1 geA then A.(fog) = goA.f®foA.g. 
Proof: Let n be a positive integer and K = (g oA.f®fo A.g) (n) . Then, 
K = ( g o Af) ( n) + ( f o A.g) ( n) 
= ~ g(d) A.f(n/d) + ~ f(d) A.g(n/d) 
din din 
By Definition 4. 9, 
K = ~ g(d) f(n/d) log (n/d) + ~ f(d) g(n/d) log (n/d) • 
din · din 
Reversing the order of the first sum and algebraic manipulations give 
K = ~ f(d) g(n/d) log d + ~ f(d) g(n/d) log (n/d) 
din din 
= ~ f(d) g(n/d) (log d +log (n/d)) 
din 
= 4 f(d) g(n/ d) log n • 
din 
Using Defj.nition 4. 9 gives the desired result, that is, 
K =(fog) (n)logn = A.(fog) (n). 
Now to prove Theorem 4. 4. Let f and g be elements of P. 
If n = 1 , then 
L(fog)(l) ==log (fog)(l) = logf(l)g(l) = logf(l)+logg(l) 
= Lf(l)+Lg(l) = (LfEBLg)(l). 
Now let n > 1. By Lemma 4. 2, it is true that 
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Taking the convolution product of both sides of this expression with 
-1 -1 f o g , recalling that (A, EB, o) is a commutative ring, the following 
expression is obtained: 
-1 -1 -1 (fog) oA..(fog)=f oA..fEBg oA..g. 
By Lemma 4, 1 this expression reduces to the de sired expression. 
Thus, 
L(fog)(n) = (Lf® Lg)(n) , 
which completes the proof of the theorem. 
The next theorem will show that the operator L is also a 
one-to-one and onto mapping completing the proof that L is an iso-
morphism mapping P onto A. 
Theorem 4. 5. For each h EA there is a unique f e P such 
that h = Lf . 
The following example will serve to illustrate the method of the 
proof. Let he A be such that h = Lf as given in the example 
following Definition 4. 8. Thus h( 1) = 0 , h(2) = 2 log 2 , h(3) = 2 log 3 , 
h(4)=2log2, h(5)=2log5, h(6)=0, h(7)=2log7, h(8)=2log2, 
h(9) = 2 log 3, etc. By the theorem above it should be possible to show 
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that f= T. The following computations show that f and T do agree on 
the first few positive integers. 
Define f(l) =exp (h(l)). Then f(l) = e 0 = 1. Note £(1):::: T(l). 
Compute £- 1(1) = 1/£(1) = 1 = T- 1(1), Now use Definition 4. 8 to compute 
f(2). This is possible since log 1=0 and f- 1(2), although at present 
it is unknown, is some fixed real number. Thus, 
-1 -1 h(2) = 2log2 = Lf(2) = f(l)f (2)log l+f(2)f (l)log2, 
which implies that £(2) = 2 = T(2). It is now possible ta solve for 
-1 -1 -1 -1 f (2). Since O=e:(2)= (fof )(2), the equation O=f(l)f (2)+f(2)f (1) 
-1 -1 
reveals that f (2) = -2 = T (2). 
-1 -1 Similar computations show f(n) = T(n) = 2 and £ (n) = T (n) = -2 
£or n = 3 and £or n = 5 , Let n = 4 . Then 
b(4) = 2log2 = Lf(2) = f(l)r 1(4)log l+f(2)f- 1(2)log2+f(4)C 1(l)log4 
-1 
which shows that £(4) = 3 = T(4). Also, from 0 = e:(4) = (f qf )(4), it 
-1 -1 follows th,at f (4) = 1 = T (4). 
Let n = 6, which is not a power of a prime. Now 
h(6) = 0 = Lf(6) 
= f ( 1) f- l ( 6) log 1 + f (2) f- l ( 3) log 2 + f (3) f- l (2) log 3 + f( 6) £" l ( 1) log 6 
Since log 1 = 0 this equation leads to the de sired conclusion that 
-1 f(6)=4=T(6). Also, 0=c{6)=(fof )(6) shows that 
... 1 -1 -1 -16 f (6)=4=( .. 2)(-2)=T (2)T (3)=T ( ), 
since T being multiplicative implies that T- l is also multiplicative. 
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Certainly this process can be continued to find the value of f(n) 
for any positive integer n. Notice also that the process at each step 
involves solving a linear equation in f(n) with real coefficients~ The 
solutions of such equations are unique. No claim is made that 
f(n) = T(n) for all positive integers n. The process shows how the 
theorem can be proven. 
Proof of 'J;'heorem 4. 5. Let he A. A function f e P is defined 
inductively as follows, For n:::; 1 define f(l) =exp (h(l)). Certainly 
f( l) > 0 so f will be an element of P. Let n > 1 and assume f(k) 
has been defined for all k < n so as to satisfy the conditions pf the 
theorem. -1 Then the values of f (k) may be determined recursively 
for all k < n by solving the system 
~ C 1(d) f(k/d) = e:(k) 
djk 
. -1 for the unknown f (k) for k = 1, 2, •.. , n-1. For k:::; n 1 f(n) is 
defined by solving for f(n) in the equation 
h(n) = ~ f(d)f- 1(n/d)logd 
djn 
This is possible since h(n) is known as are f(d) and f"" 1(n/d) for all 
d and n/d less than n, Although the value -1 of f (n) is not known 
this factor occurs when d = 1 and the term -1 f(l)f (n)logl vanishes 
since log 1 = 0. Hence it is possible to solve for f(n), 
The construction of f from h and the definition of L shows 
that Lf = h. That the £ so c:;onstructed is unique follows from observ-
ing that at the nth step f(n) is determined by a finite number of well 
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defined field operations, that is, solving a linear equation in f(n) for 
f(n). This completes the proof of the the ore~, 
Theorems 4. 4 and 4, 5 show that the mapping L: {P, o) - (A,$} 
defined by L: f - Lf is an isomorphism. Thus, one of the parts of 
Theorem 4. 3 has been proven, namely (P, o) ~{A., EE>). 
The next parts of Theorem 4. 3 that will be proven are to show 
that {M, o) ~(A,$) and (M, o):::::: (P, o). Several lemmas and theorems 
will be needed to accomplish this end. 
Lemma 4. 3. Let f be an arithmetic function. The arithmetic 
function g defined by 
g( 1) ::: 1 
r r I . r+l i g(n) = II f(p ) , where p n and p 1 n, for n > 1 , 
Pin 
is multiplicative, 
Proof: Let m and n be positive integers such that (m, n) = l. If 
k a. 
m = II p. 1 
i= 1 l 
and 
d b. 
l 
n = II q. 
. 1 l i= 
are the canonical factorizations of m and n respectively, then 
p. I- q. for any i, j such that 1 ~ i < k, 1 <j < d. Now 
l J 
r g(mn) = TI f(p ) 
pjmn 
where 
Since {m, n) = 1 this can be written as 
r I r+ 1 i p mn, p 1 mn. 
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s t s I s+ 1 I t I t+ 1 i g(mn) = II f(p ) II f(q ) where p m, p 1 m, q n, q 'I n . 
pjm qjn 
Therefore, g(mn) = g(m) g(n) , showing g to be multiplicative, 
Theorem 4, 6. A function f e P is multiplicative if, and only 
if, Lf(n) = 0 whenever n is not a power of a prime, 
Proof: Let f e P and assume f to be multiplicative. Thus f( 1) = 1, 
so Lf(l) = 0. Let N be any integer greater than one which is not a 
power of a prime. Then N can be written as mn where m > 1, 
n > 1, and (m, n) = 1. To prove the implication, it suffices to show 
that Lf(N) = 0 . It is possible to write: 
-1 I Lf(N) = ~ f(d) f (mn d) log d 
djmn 
where each divisor d of mn has been written uniquely as d = d 1 d 2 , 
d 1 being a divisor of m and d 2 a divisor of n. Note (d 1, d 2 ) = 1 
and (m/d 1,n/d2 )=1 since (m,n)=l. Thus, 
[ -1 -1 I Lf(N) = ~ ~ f(d 1)£ . (m/d 1)logd 1 f(d 2 )f (n d 2 ) 
d 1 Im d2 jn 
+ f(d 2 ) f- 1(n/d 2 ) logd 2 f(d 1) C 1(n/d 1)] 
::: Lf(m) e(n) + e:(m) Lf(n) = 0 , 
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since m, n > 1 implies that e;(n) = e:(m) = 0. 
To prove the <;:onverse, suppose Lf(n) = 0 whenever n is not a 
power of a prime. Then Lf(l)=0 1 so f(l)=l. Define g(l)=l, and 
for n > 1, let 
where r I r+ll p n,p in. 
By Lemma 4. 3, g is multiplicative. It will be shown that g = f. By 
the definition of g, f and g agree on powers of a prime. The functions 
-1 -1 f and g (relative to convolution product) also agree on powers of 
-1 -1 prime, This follows s~nce the values of f and g on powers of a 
prime depend only upon the values of f and g respectively on the 
powers of a prime as determined by the equations e:(pk) = (f of- l )(pk) 
and e(pk) = (go g- l )(pk). From the definition of L it follows that Lf 
and Lg agree on. powers of a prime. Since g is multiplicative, the 
previous half of this theorem shows that Lg(n) = 0 whenever n ·is not 
a power of a prime. But this is also true of Lf by as sum pt ion. 
Therefore, Lf(n) = Lg(n) for all positive integers n. Thus, by 
Theorem 4. 5, f(n) = g(n) for each positive integer n. This completes 
the proof of the theorem. 
Notice that Theorem 4. 6 does not give any information about 
Lg(n) whenever g is multiplicative and n is a power of a prime. For 
example, the function f defined by f( 1) = 1 , f(n) = 0 if n > 1 is a 
multiplicative function (it is really e) such that for positive k and p 
a prime, 
k - 1 k - 1 k-1 k -1 k Lf (p ) = f( 1) f (p ) log 1 + f(p) f (p ) log p + ... + f(p ) f ( 1) log p = 0 
This follows since each term contains a zero factor, either log 1 or 
t f(p), 1 :::_ t < k. In the example used earlier, where f= T, it was 
found that Lf(pk) = 2 log p -::f 0 for k > 0. Thus Lf(n) may or may 
not be zero for f multiplicative and n a power of a prime. 
Definition 4. 10. Let 
D = {heA/h=Lf, fe P, h(n)=O if n is not a prime power}. 
Lemma 4. 4. (D, EEl) is a subgroup of (A, EB) . 
Proof: Observe that D is a subset of A. The set D is not empty 
since D = L(M) and M -::f l,il. Let h, g e D and n a positive integer 
that is not a power of a prime. Then (h EBg)(n) = h(n) + g(n) = 0 + 0 = 0. 
Hence hEBg e D making D closed under sum. If he D then -h eD 
since h(n) = 0 implies -h(n) = 0. Thus -he D and D contains the 
inverse of each of its elements. Therefore, (D, EB) is a subgroup of 
(A,®). 
Theorem 4, 7. (P, o) ~(A, EEl) , 
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The proof of this result was given in the dialogue following the 
proof of Theorem 4. 5. The result is recorded here fur future refer-
ence. 
Theorem 4. 8. (M, o) ~ (D, EEl). 
Proof: It was shown in an earlier chapter that (M, o) is a subgroup 
of (P, o). Consider the restriction L' of L to M, L': M -A. The 
image of M under L' is L' (M). Theorem 4. 6 shows that L' (M) = D. 
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Therefore, {M,o) ~ (D, EE>) since the restriction of an isomorphism is 
an isomorphism of the restricted domain with its image space. 
Recall that the purpose of the present work is to show that 
(M, o) ~ (P, o) and (M, o) ~{A, EE>). Two results have already been 
recorded, namely (P,o) ~(A,EE>) and (M,o) ~(D,EE>). The missing 
link in the chain of isomorphisms is contained in 
Theorem 4. 9. (D, Ef>) ~(A, EB). 
Proof: Consider the mapping y : D -. A defined by y(h) = H where 
H(n) = h(k ) , { k } being the sequence of powers of primes arranged in 
n n 
ascending order, that is, {kn} = {2, 3, 22 , 5, 7, 23 , 3 2 , 11, 13, 24 .,.} . 
Thus H(l)=h(2), H(4)=h(5), and H(7)=h(3 2 ). It suffices to showy 
is an isomorphism. 
Let h, g e D and H, Ge A such that y(h) = H and y(g) = G. 
Also, let k e{k}. 
n n 
Then, 
y (h EB g ) ( k ) = ( H EB G) ( n) = H ( n) + G ( n) 
n 
= yh(k )+yg(k) = (yh®yg)(k) 
n n n 
Therefore, y is a homomorphism. 
Let HeA. Define heA by 
{o if h(m) = 
H(n) 
s 
m f. p (not a power of a prime) 
if m= k 
n 
Claim he D. By Theorem 4. 5 there exists a unique fe P such that 
Lf = h. By definition, h{m) = 0 if m is not a power of a- prime. Thus, 
by Theorem 4. 6, f is multiplicative. Therefore, Lf =he L{M) = D 
and y is an onto mapping . 
.,JD· 
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Suppose H, Ge A such that H = G. Also, suppose h, g e D 
such that yh = H and yg = G. If H(n) = G(n) for each positive integer 
n then h(k ) = g(k ) for each k e {k } , that is h and g agree on 
n n n n 
powers of primes, Now h, ge D = L(M) so h(m) = 0 = g(m) when-
ever m is not a power of a prime. Therefore, h(n) = g(n) for each 
positive integer n and y is seen to be a one-to-one mapping. 
Thus y : D ·-+A is an isomorphism. Consequently, 
(D, ®)~(A,®). 
Theorem 4, 10, (M, o) ~ (A, EEl) . 
Proof: Since being isomorphic to is an equivalence relation, 
(M, o) ~ (D, EEl) and (D, EEl) ~(A, EEl) implies that (M, o) ~(A,®). 
Theorem 4. 11. (M, o) ~ (P, o). 
Proof: Since (M, o) ~(A, EEl) and (P, o):::::; (A, EEl) it follows that 
(M, o) ~ (P, o) . 
Theorems 4. 5, 4, 10, and 4. 11 summarize three of the parts to 
be shown in the proof of Theorem 4. 3. The technique used in this 
section with the logarithm operator L and convolution product can be 
paralleled completely with a slight change in the definition of the loga-
rithm operator and a corresponding change to the unitary product. The 
results are listed below. The proofs are gene rally omitted since the 
proofs of this section will suffice if convolution product ~ 
d/n 
is 
replaced by unitary product 
changed. 
~ 1 and some of the definitions are 
d II n 
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The Logarithm Operator L' 
In this section f-l denotes the inverse of the function f rela-
tive to unitary product. Recall that the function e is the identity with 
respect to both unitary and convolution product. Thus -1 f# f = e . The 
development begins with: 
and 
Definition 4. 11. If f e P, let 
L'f(n) = L: f(d) f- 1 (n/d) logd if n > 1 , 
d II n 
L'f(l) = logf(l). 
By its definition the operator L' maps the set P into the set 
A. One goal is to show that L' is an isomorphism of the groups 
(P, #) and (A,®). It is seen to be a homomorphism by: 
Theorem 4. 12. For all f, g e P, L'(f# g) = L'fEBL'g . 
Definition 4. 12. Define the operator A. 1 : A -.A by 
A. 'f(n) = f(n) log n, n a positive integer. 
Lemma 4. 5. If n > 1, L'f(n) = (f- l# A.'f)(n) for each f eA. 
Lemma 4f 6. If f, g e A then A. 1(f#g) = g#A.' f®f#A.Jg. 
Theorem 4. 13. For each he A there is a unique f e P such 
that h = L'f. 
Lemma 4, 3 need not be changed since it does not involve either 
of the logarithm operators nor does it involve convolution or unitary 
product of arithmetic functions. 
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To fortify the claim that the proofs of the results in this section 
parallel those of the previous section, a proof for the next theorem is 
included. 
Theorem 4. 14. A function f e P is multiplicative if, and only 
if, L'f(n) = 0 whenever n is not a power of a prime. 
Proof: Let fe P and assume f to be multiplicative, Thus f(l)= l, 
so L 'f( 1) = 0. Let N be any integer greater than one which is not a 
power of a prime. Then N can be written as mn where m > l, 
n > 1 , and (m, n) = 1 . To prove the implication, it suffices to show 
that Lf(N) = 0. It is possible to write: 
-1 I L 'f(N) = L: f(d) f (mn d) log d 
dl/mn 
where each unitary divisor d of mn has been written uniquely as 
d = d 1 d 2 , d 1 being a divisor of m and d 2 a divisor of n. Note 
(d 1,d2 )=1 and (m/d 1,n/d2 )=1 since (m,n)=l. Certainly d 1 jjm 
and d 2 jjn since dJlmn. Thus, 
62 
= L'f(m)&(n) + E(m) L'(n) = 0 , 
since m, n > 1 implies that e(n) =i::(m) = 0 . 
To prove the c;onverse, suppose L'f(n) = 0 whenever n is not 
a power of a prime, Then L'f(l) = 0, so f(l) = 1. Define g(l) = 1, 
and for n > 1 , let 
g(n) = II f(pr) 
pjn 
where rj r+d p n,p 'In. 
By Lemma 4. 3, g is multiplicative. It will be shown that g = f. l3y 
the definition of g, f and g agree on powers of a prime. The functions 
-1 -1 f and g (relative to unitary product) also agree on powers of a 
prime. -1 -1 This follows since the values of f and g on powers of a 
prime depend only upon the values of f and g respectively on the 
powers of a prime as determined by the equations E(pk) = (f#f-l)(pk) 
and k -1 k 
€(p ) = (g #g )(p ) . From the definition of L 1 it follows that 
L 1f and L 'g agree on powers of a prime. Since g is multiplicative, 
the previous half of this theorem shows that L 'g(n) = 0 whenever n is 
not a power of a prime, But this is also true of L'f by assumption. 
Therefore, L!f(n) = L'g(n) for all positive integers n. Thus, by 
Theorem 4. 13, f(n) = g(n) for each positive integer n. This completes 
the proof of the theorem. 
Definition 4. 13. Let 
D' = {hE Ajh= L'f, f E P, h(n) = 0 if n is not a power of a prime}. 
Lemma 4. 7. (D', EB) is a subgroup of (A, EB). 
Theorem 4. 15. (P, #)~(A, EB). 
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Theorem 4. 16. (M, #) ~ (D', EB). 
Theorem 4~ 17. (D', EB) ~(A, EB). 
Theorem 4. 18. (M, #)~(A, EB). 
Theorem 4. 19. (M1 #) ~ (P, #). 
The following results which complete the proof of Theorem 4. 3 
easily follow from the previous results and the transitive property of 
the equivalence relation 11 is isomorphic to". 
Corollary 4. 1. (P,o) ~ (P, #). 
Corollary 4. 2. (P, o) ~ (M, #). 
Corollary 4. 3. (M, o) ~ (P, #) , 
Corollary 4. 4, (M, o) ~ (M, #). 
Corollary 4. 1 and Corollary 4. 4 show that it is no longer nece s -
sary to state and prove all results in terms of both the convolution and 
unitary products. Future results will be proven for convolution product 
only. 
It is of interest mathematically to exhibit an isomorphism that 
proves (P,o) ~ (P, #) directly. Let a: (P, o) - (P, #) be defined by 
a: f ~ £1 , for each f e (P, o), where f' is determined by the equation 
Lf= L'f'. Let f be an element of (P,o). The operator L is an iso·· 
morphism mapping (P, o) to (A,®) . Thus, Lf = h is a unique 
element of (A, Ef)). By Theorem 4. 13 there is a unique element 
f' e (P, #) such that h = L 'f) . Also, L' is an isomorphism mapping 
(P, #) to {A, EB) making its inverse mapping an isomorphism from 
{A, Efl) to (P, #). Hence, a, being the composition of two isomor·-
phisms, is also an isomorphism. This completes the direct proof of 
Corollary 4. 1. 
The Exponential Operator E 
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The operator L maps the set P to the set A. Theorem 4. 5 
showed L to be a one-to-one onto mapping. Thus, the inverse mapping 
from A to P exists and is also one-to-one and onto. This inverse 
mapping is given the name E by the 
Definition 4. 14. If he A, let Eh be the unique element f 
of P such that h = Lf . 
All one-to-one onto mappings and their inverses exhibit the 
first two properties of E recorded in the theorem below. The last two 
properties of E follow readily from the definitions and previous 
results. 
Theorem 4. 20. (a) L(Eh) = h for every he A. 
(b) E(Lf) = f for every f e P. 
(c) E(f®g) = EfoEg for every f, g e A. 
(d) E(0) = e where 0(n) = 0 for n a 
positive integer. 
~roof of (c): Let f and g be arbitrary elements of A with f 1 and 
g 1 the corresponding elements of P as determined by Theorem 4. 5, 
that is, f = Lf 1 and g =Lg 1 . Then E(f ®g) = E(Lf1 ©Lg 1) by substi-
tution. Theorem 4, 4 yields E(f©g) = E(L(f1 og 1)), and thus 
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E(fEBg)=f1 og 1 byprope:rty (b). But f 1 =Ef and g 1 =Eg by 
property (b), so E(fEBg) = Ef oEg as was to be shown. 
Proof of (d): Since e:(n) = 1 if n = 1 and is zero otherwise, Le: (n) = 0 
for all n. Thus Le: = 0 which implies, by Theorem 4, 5 and property 
(b) , that E(e) = e: 
General Powers of Arithmetic Functions 
The properties of the operators E and L developed so far show 
the similarity between these operators and the usual exponential and 
logarithm operators. Definition 4. 15 allows for the natural extension 
of these properties as exhibited in Theorem 4. 21. 
Definition 4.15. If fe P, and r is any real number, define 
fr= E(r L f) . 
Theorem 4. 21, For real numbers r and s and arithmetic 
functions f and g the following statements are true: 
and 
{c) r r r (£ 0 g) = f 0 g r 
Proof: Definition 4. 15 gives the result r s r (f ) = E(sLf ) = E(sL(E(rLf))). 
Theorem 4. 20 simplifies this result to r s (£ ) = E(srLf). The commuta-
tivity of multipliGation in the reals and another application of Definition 
4. 15 changes this expression to the desired form proving part (a). 
By Definition 4. 15, fr+s = E((r + s)Lf}. But A is a vector space 
r+s 
over the reals so f = E(rLf © sLf). Theorem 4. 20 and Definition 
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4. 15 can be used to obtain fr+s = E(rLf) o E(sLf) = frofs, proving part 
(b) . 
To prove part (c), Definition 4. 15 is used to obtain 
r (fog) = E(rL(fog)). Using Theorem 4. 4 and a property of vector 
r 
spaces, (fog) = E(r(Lf EE> Lg)) = E(rLf EE> rLg). Theorem 4. 20 and 
Definition 4. 15 reduce this expression to the desired form, that is, 
r r r (fog) = E(rLf) o E(rLg) =fog . 
It is possible to obtain some special results of the above 
theorem by suitable restrictions on the real number r. Two such 
results are recorded in: 
Theorem 4. 22. 
(a) If r is a positive integer and f e A, then 
r f = f ofo ···of, to r factors. 
(b) If -1 -1 r = -1, fof = E, that is, f is the inverse 
of f under convolution product. 
r Proof: If r is a positive integer then, by definition, f = E(rLf). 
Using a vector space property this can be written 
r f = E(Lf EE> Lf EE> •• , EE> Lf), to r addends. An obvious extension of 
Theorem 4. 4 and an application of Theorem 4. 20 completes the proof 
of Part (a), that is, fr= E(L(fofo ... of)) = fofo ... of, to r factors. 
If r = -1 Definition 4. 15 implies that f of- l = E(Lf) o E( -Lf) . 
Theorem 4. 20 completes the proof of part (b), that is, 
-1 fof = E(Lf EEl (-Lf)) ::: E(e) = t. • 
The mapping y : P -+A defined by r '{(f) = f , where r is a non-
zero real nu:r;nber, exhibits several interesting properties. These 
properties and a major result appear in the following the.orem. 
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Theorem 4. 23. If r is a real number and £ e P, then r £ E p • 
Proof: If r = 0 then r £ = € is an element of P since €(1) = 1>0. 
Let r be any non-zero real number. If £ e P then £( 1) > 0. By 
definition, fr= E(rLf) so Lfr = rLf by Theorem 4. 20. By the defini-
r r 
tionof L, log£ (l)=Lf (l)=rLf(l)=rlogf(l). Since £(1)>0, logf(l) 
is a finite real number and the same is true of r log£( 1). Thus 
logfr(l) is also a finite real number making fr(l) > 0. Therefore, 
r £ E p. 
Theorem 4. 24. Let r be a non-zero real number and £ e P. 
The equation 
g=fl/r. 
r g = £ is uniquely solvable for g and the solution is 
Proof: By definition, if £=gr then £ = E(rLg). Hence Lf·= rLg. 
Since r ':f 0 
implies that 
this equation can be written 
E( ..!. Lf) = E(Lg), and finally 
r 
1 
- Lf= Lg. 
r 
£1/r=g. 
of the result is a consequence of Definition 4. 14. 
But this equation 
The uniqueness 
It was proven in Chapter II that the inverse of a multiplicative 
function relative to convolution product is again a multiplicative func-
tion; also, that the convolution product of two multiplicative functions 
is again a multiplicative function. It is not difficult to see from this 
that ~ is multiplicative if £ is multiplicative and k is an integer. 
The next theorem extends this result to all real numbers k. 
Th 4 25 If £ M h f r e M £ 1 b eorem . . e , t en or every rea num er 
r . 
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Proof: By Theorem 4. 6, if f E M then Lf(n) = 0 whenever n is not a 
power of a prime. But rLf(n) = 0 whenever Lf(n) = 0. Now 
rLf= L(E(rLf)), so the function r E(rLf) =f is multipLicative by 
Theorem 4, 6. 
A mapping is called an automorphism if it is an isomorphism 
mapping a group onto itself. One of the pr ope rtie s of the mapping y 
defined prior to Theorem 4. 23 is that y is an automorphism of the 
group (P, o). 
Theorem 4. 26, For each non-zero real number r, the mapping 
y: P-+- P defined by y(f) =fr is an automorphism of the group (P, o) 
which leaves invariant the subgroup (M, o). 
Proof: Theorem 4. 24 shows the mapping y to be one-to-one and onto 
with the proper domain and range while Theorem 4. 25 shows the sub-
group (M, o) to be left invariant by y. It remains to be shown that y 
is a homomorphism. Let f and g be elements of P. The following 
is a straight forward calculation using the properties developed to this 
point. Thus, 
y(fog) r =(fog) = E(rL(fog)) 
= E( r(Lf ®Lg)) = E(rLf ® rLg) 
r r 
= E(rLf) o E(rLg) = f o g 
= y(f) 0 y(g)' 
which shows y to be a homomorphism. This completes the proof of 
the theorem. 
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Trigonometric Operators 
It has been pointed out that the operators L and E have proper-
ties quite similar to usual logarithm and exponential operators. Noting 
that the elementary hyperbolic trigonometric functions of analysis are 
defined in terms of the exponential operator it is natural to investigate 
the properties of the corresponding trigonometric operators defined in 
terms of the operator E. As it turns out, it is possible to prove all 
the identities corresponding to the usual hyperbolic trigonometric 
identities. As a fringe benefit of this investigation two operations will 
be defined on the set A and the resulting groups shown to be isomorphic 
to (A,®). The investigation is initiated by defining the operators S, 
C, and T mapping A into A as fol!ows: 
Definition 4. 16, If f e A, let 
1 . 
Sf= 2 (Ef Q E(-f)), 
Cf= i (Ef ® E( -f)) , and 
Tf=Sfo(Cf)- 1 . 
The symbol Q is interpreted as follows: fQg = f®(-g). For 
f e A, each of Ef, E( -f), -E(f) , and -E(-f) are well defined arith-
metic functions. Thus, Sf and Cf are also well defined arithmetic 
functions. For Tf to be well defined it suffices to show that (Cf)- l 
existsforeach feA. For feA, Cf(l)=t(Ef(l)®E(-f(l))). Since· 
£( l) = f( l). loge = log /0) = L ef( 1), it follows that Ef( 1) = ef( 1) . Like -
wise E(-£(1)) = e-f(l). Thus, Cf(l) = _!_(ef(l)+e-f(l)) = coshf(l) > 0. 
2 
Therefore, Cf e P and hence, (Cf)- l exists. 
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Many of the analogues of the hyperbolic trigonometric identities 
will be proven. Some of these identities will be used to prove the iso-
morphisms to follow. Most of the proofs of the identities follow from 
elementary manipulations. 
Identity 4. 1. Sf= -S(-f), corresponding to sinhx = -sinh (-x). 
Proof: 1 1 -S(-f) = .. z (E(-f) Q E(-(-f))) = 2 (-E(-f) EB E(f) 
= I (E(f) Q E(-f)) = Sf. 
Identity 4. 2. Cf= C(-f), corresponding to coshx = co sh ( -x). 
Proof: 1 l C(-f) = 2 (E(-f) EB E(-,(-f))) = 2 (E(f) EB E(-f)) = Cf. 
Identity 4. 3, Tf = -T(-f) corresponding to tanhx = -tanh (-x) 
[ -1] [ -1] . -1 Proof: -T(-f) = - S(-f)o(C(-f)) =- -Sfo(Cf) = Sfo(Cf) = Tf. 
Instrumental in the proof of many of the identities to follow is to 
recall that (A, EB 1 o) is a commutative ring with identity. In particular, 
o distributes over both EB and Q. 
Identity 4. 4. S(2f) = Z(SfoCf), corresponding to 
sinh 2x = 2 sinhx · coshx . 
Proof: 
2(SfoCf) = 2(CfoSf) = 2 ·I (EfEBE(-f)) o I (EfQE(-£)) 
=-} [EfoEfQE(-f) o E(-£)] = I [E(fEBf) Q E(-fEB-f)] 
= I [E(2f) Q E(-2f)] = S(2f) . 
Identity 4. 5. (Cf) 2 Q (Sf) 2 = e: , corresponding to 
cosh2 x - sinh2 x = 1. 
Proof: (Cf) 2 Q (Sf) 2 = { f [Ef EBE(-£)]} 2 Q { f [Ef QE( -f)]} 2 
1 
= 4 [EfoEfEB2EfoE(-f) EB E(.,f)oE(-f)] 
Qi [EfoEfQ 2EfoE(-f) ® E(-f)oE(.:.f)] 
= E(fEB-f) = E(8) = e:. 
Identity 4. 6, C(2f) == (Cf) 2 EB (Sf) 2 , corresponding to 
co sh (2x) = cosh2 x + sinh2 x. 
Proof: (Cf) 2 EB (Sf) 2 = { f [Ef ®E(-f)]} 2 EB { f [Ef QE( -£) ]}2 
l 
= 4 [EfoEf®2EfoE(-f) EBE(-f)oE(-f)] 
1 EB 4 [EfoEfQ2EfoE(-f) EB E(-f)oE(-f)] 
= f [E(f EBf) EB E( -f EB -f)] = C(2f) • 
Two other identities for C(2f) follow immediately from 
Identities 4. 5 and 4. 6. They are given without proof. 
Identity 4. 7. C(2f) = 2(Sf) 2 EB 0 E , corresponding to 
co sh 2x = 2 sinh2 x + 1 . 
Identity 4, 8. C(2f) = 2(Cf) 2 Q c, corresponding to 
2 
cosh 2x = 2 co sh x - l . 
Identity 4. 9. T(Zf) = 2Tfo(e EB (Tf) 2 )-l, corresponding to 
2 
tanh 2x = 2 tanhx + (1 + tanh x) . 
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Proof: 2Tf o (e® (Tf) 2 )-l = 2Tf o [e® (Sf o(Cf)- 1)2 ]- 1 
= 2Sf o (Cf)- lo { [(Cf) 2 ® (Sf) 2 ] o (Cf)- 2} - l 
= 2Sfo (Cf)-lo [C(2f)]- 1 o (C£) 2 
= 2Sf o Cf o [C(2f)] -l 
= S(2£) o [C(2£)]-l = T(2£) . 
Identity 4.10. Sf® ((Sf) 2 EBe) 1 / 2 = Ef, corresponding to 
sinhx+ (sinh2 x+1) 1 / 2 = expx, 
Proof: The key step in the proof is the use of Identity 4. 5. Thus, 
Sf EB ((Sf) 2 EEle) 112 = Sf EB Cf 
= f [EfQE(-f)] EB f [EfEBE(-f)] 
= Ef. 
Identity 4. 11. S(f ~ g) = Sf o Cg ~Cf o Sg, corresponding to 
sinh (x ± y) = sinh:x ·co shy ± coshx · sinh y . 
Proof: The proof for EB is given. The proof for Q follows in a 
similar manner. 
SfoCgEBCfoSg = f[EfQE(-f)]o i[EgEBE(-g)] 
1 1 EB 2 [EfEBE(-f)] o 2 [EgQE(-g)] 
= i [Efo Eg QE(-f) o Eg ® Ef o E( -g) 
Q E(-f) oE(-g) EB Efo Eg 
Q Efo E( -g) ® E( -f) o Eg Q E(-f) o E(-g)] 
= i [E(f®g) Q E(-(fEBg))] = S(fEBg) . 
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Identity 4. 12. C(f ~ g) = Cf o Cg ~Sh Sg , corresponding to 
co sh (x ± y) = coshx ·co shy± sinhx · sinh y . 
Proof: 
1 1 CfoCg Q SfoSg = z [EfEBE(-f)] oz [EgEBE(-g)] 
1 1 Q z (EfQE(-f)] oz [EgQE(-g)] 
1 
= 4 [EfoEgEB E(-f)o EgEBEfoE(-g)EBE(-f)oE(-g) 
Q EfoEg EBE(-£) oEg EB EfoE(-g) Q E(-f) o E(-g)] 
1 
= z [E(fQg) EB E(-(fQg))] = C(fQg) 
The proof for EB follows in a similar manner. 
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Identity 4. 13. T(f ~ g) = (Tf ~ Tg) o (e: ·~ Tfo Tg)- l , correspond-
ing to tanh (x ± y) = (tanhx ± tanh y) + ( 1 ± tanhx · tanh y) . 
Proof: The proof for EB is given. By the definition of T and Identities 
4. 11 and 4. 12, 
T(fEBg) = S(fEBg) o [C(fEBg)] -l 
= [SfoCgEBCfoSg] o [CfoCgEBSfoSg]-l 
-1 -1 [ -1 -1]-l Convoluting this result with e: = (Cf) o (Cg) o (Cf) o (Cg) 
gives the desired result, 
-1 T{f®g) = (Tf®Tg) o (e:EB TfoTg) • 
The proof for T{fQg) is similar. 
. 1 1 1/2 Identity 4. 14. S( 2 £) = [ 2 (Cf Q:e:)] , corresponding to 
. 1 1 ] 1 /2 
srnh(z-x) = [z-(coshx-1) . 
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1 1 [ 1 1 Proof: 2 (CfQe:) = 2 z (EfEBE(-f))Qe:) = 4 [EfQ2E(0)EBE(-f)] 
l[ 1 1 1 1 1 1 
= 4 E(zf)o E( 2 f)Q2E(zf)oE(-zf)EBE(-zf)oE(-zf)] 
l[ 1 1 1 1 1 1 2 
= 2 E(2f)QE(-2f)]o2 [E( 2 f)QE(-z;-f)] = (S(z;-f)) 
1 1 1/2 Therefore, S(zf) = [z-(CfQe:)] . 
. 1 [ 1 ] 1 /2 Identity 4. 15. C( z;-f) = z-(CfEf) e:) , corresponding to 
1 [l ]1/2 
cosh(z-x) = z-(coshx+ 1) . 
The proof of this identity follows the pattern used to prove Iden-
tity 4. 14, hence, it is omitted. 
Identity 4. 16. 1 -1 -1 T(zf) = (CfQe:)o(Sf) = Sfo(CfEBe:) , c;orres-
ponding to tanh (-}x) = (coshx - 1) + sinhx = sinhx + (coshx+ 1). 
Proof: Since Cf and e: are elements of P it follows that (Cf® e:) is 
-1 
also an element of P. Thus, (Cf® e) exists for each f in A. Since 
Sf(l) = -}[Ef(l)-E(-f(l))] =-} (ef(l)_e-f(l)) = sinhf(l) = 0 if and only if 
f( l) = 0, (Sf)- l exists if and only if f(l) :/- 0. Thus, the middle 
expression of the identity is weLl defined for arithmetic functions f 
such that f( 1) :/- 0 . Assuming this restriction to be satisfied, the 
definition of T implies that T{}f) = S(}f)o (C(tf))-l. Convoluting 
with e: = S(}f)o(S(}f))-l gives the result 
By using identity 4. 4 and Identity 4. 14 the desired result is obtained. 
Thus, 
1 1 1 -1 . -1 T(z;-f) = z-(CfGe:)o(z-Sf) = (CfQe:)o(Sf) , 
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proving the fir st result. The second res ult is proved in a similar 
manner. Using Identity 4. 15, 
1 1 1 [ 1 -2 T ( 2 f) = S ( 2 f) o C ( 2 f) o C ( 2 £) ] 
1 [l ]-1 
= 2Sfo 2(Cf®~) 
-1 
= Sfo(CfEE>i::) . 
Identity 4. 17. 1 1 Sf EE>Sg = 2S( 2(f EE>g) o C( 2 (f Qg)), corresponding 
to sinhx + sinh y = 2 sinh t(x + y) ·co sh }(x - y) 
1 1 l[ 1 1 Proof: 2S( 2 (fEE>g))oc( 2 (fQg)) = 2 · 2 E(2(f®g))QE(-z-(f®g))] 
1 1 1 
o 2[E(2(fQg))®E(-2(fQg))] 
1 
= 2[Ef®EgQE(-g)QE(-f)] 
= l[EfQE(-f)] EB..!_[EgQE(-g)] 2 2 
= Sf®Sg . 
The other three factorization identities can be proven in exactly 
the same manner. For this reason they are stated without proof. 
Identity 4. 18. Sf QSg = 2 C(} (f ®g)) o S(} (f Qg)), corresponding 
to sinhx..,. sinhy = 2 cosh i(x -y) · sinh }(x -y) 
Identity 4. 19. Cf(f)Cg = 2C( ~ (f®g)) oS ( ~ (fQg)), corresponding 
to sinhx - sinhy = 2cosht(x+y)·sinh}(x-y). 
Identity 4. 20. CfQCg = 2S(}(f®g))oS(}(fQg)), corresponding 
to coshx - cosh y = 2 sinh }(x+ y) · sinh }(x - y) 
76 
These twenty identities, although not exhausting the known 
hyperbolic trigonometric identities, illustrate that a complete analogy 
does exist between the operators S, C, and T and the operators 
sinh, cash, and tanh. The discovery of such analogies in mathema-
tics frequently provide insight into the mathematical structure of one 
or both of the areas, In this particular case, some of the identities 
proven above will be instrumental in observing two additional structures 
that can be placed upon the set A of all arithmetic functions. The 
following lemmas will prove a major portion of the theorem de scribing 
the first of these two structures. 
Lemma 4. 8. 2 1/2 2 1/2 S(f®g) = Sfo((Sg) ®£) ®Sgo((Sf) ®e:) . 
Proof: By Identity 4. 11, S(f®g) = SfoCg®CfoSg. Using Identity 4. 5 
it is easily seen that Cg= ((Sf) 2 @e) 1 / 2 and Cf= ((Sf) 2 $e:) 112 , 
Making these substitutions in Identity 4. 11 and commuting about the 
second convolution gives the desired result. 
Lemma 4. 9. If Sf= Sg then f = g . 
Proof: From Identity 4. 10, Sf EB ( ( Sf) 2 ®£) 112 = Ef, Thus, if Sf= Sg, 
then Ef = Eg. Therefore, by Definition 4. 14, f = g, 
Lemma 4.10. Sf=h if f= L(h®(h2 ®e:) 112 ). 
Proof: Let g=h®(h2 ®e:) 1 / 2 . Using the definition of Sand making 
the expected substitutions, 
Sf = -} (Ef QE(-f)) 1 = z(E(Lg) QE(-Lg)) 
1 -1 
= 2 (g Q g ) . 
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This last equality follows from Definition 4. 15 and Theorem 4. 20. Con-
voluting 'with £ = g og- l this result can be written 
1 2 -1 Sf= z(g Q t)og 
Replacing g by the expression involving h above and simplifying the 
resulting expression gives the desires result. Thus, 
1 [ 2 2 1 /2 2 -1 
= z h ®2ho(h ®t) ®h ® tGt] o g 
= h. 
Recall that the operator L maps the set· P to the set A. The 
proof will be completed by showing that for each h in A, 
g = h ®(h2® £) 1 / 2 is itl. P. Suppose h( 1) = r, where r is a real number. 
Then g(l) =:= r+(r2+1) 1 / 2 > r+ lrl > O. Therefore, g is in P. 
Mappings that are isomorphisms are powerful tools in proving 
the equivalence of algebraic structures. The method used previously 
herein has been ~o define a mapping from one group to another group, 
show it to be an isomorphism, and to conclude that the two groups are 
isomorphic. In contrast, if the set G is a group under a given opera-
tion and H is a set and f: G - H is an isomorphism, then H is a 
group under the operation induced by the mapping f and the operation 
on G. 
The next theorem ui;;es a slight alteration of the second use of 
isomorphisms mentioned above. If G is a group under a given opera-
tion and H is a set with an operation defined on it and f: G -H is an 
78 
isomorphism that preserves the given operations on G and H, then H 
is a group under its given operation. 
Theorem 4. 27. Let 0 denote the binary operation on A defined 
by fOg = fo{g2 Ef>e:) 1 / 2 ®go(f2®e:) 1 / 2 for each f,geA. Then the 
system {A, 0) forms a group which is isomorphic to (A,®), 
Proof: Let 13: (A,®) -(A, 0) by 13: f - Sf, If will be shown that 13 is 
an isomorphism that preserves the operations ® and 0. 
By the definition of S, Sf eA whenever f e A. Thus, the 
domain and range of 13 are as they should be. By Lemma 4. 9, 13 is a 
one-to-one mapping while, by Lemma 4. 10, 13 maps A onto A. Let 
f, g e A. By the definition of 13 and Lemma 4. 8, 
2 1 /2 ' 2 1 /2 13(ff>g) = S(f®g) = Sfo((Sg) ®e:) ®Sgo((Sf) ®e:) . 
Now Sf and Sg are elements of A. By the definitions of D and of 13 
this result can be written 
13(f®g) = Sf 0 Sg = 13f 0 13g . 
Thus, 13 is an isomorphism. Noting that each element of A can be 
expressed as Sf where f is also an element of A, it is seen by 
Lemma 4. 8 that the operation 0 is identical with the operation induced 
by13. Therefore, {A,®)~(A,0), and (A,0) is a group. 
It is not difficult to show directly that (A, 0) is a group. Since 
elements of {A, 0) may be represented by Sf, Sg, and Sh, where 
f, g and h are elements of {A,®), Lemma 4. 8 immediately shows 
that 
Sf 0 Sg = S(f® g) . 
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Since f®g EA whenever £, g EA, this equation shows (A, 0) 
to be closed. This same equation and the associativity of EB lead to 
an easy proof of the associativity of D. This same equation can also 
be used to show that Se is the identity for D and -Sf= S(-£) is the 
inverse of Sf in (A, D) . Thus, (A, D) is a group. 
The operator T , like the operator S, leads to the definition of 
an operation 6. on a subset of A. The theorem to follow will show 
this subset V with its operation 6. isomorphic to (A, EB). The lemmas 
preceding the theorem prove a major portion of it. 
Lemma4.ll. -1 If £ e A, then E(2£) = (e: ®Tf) o (e: QT£) . 
Proof: From a property of the operator E and the obvious identity 
Ef = Ef it follows that 
E(2£) OE(-£)= Ef. 
Since CfQSf=E(-£) and Cf®Sf=Ef, the last equation becomes 
E(2£)o(C£QS£) = Cf®Sf. 
Convoluting both sides of this equation with (Cf)- I and the resulting 
equation with 
and 
-1 (e: Q Tf) gives the results: 
-1 -1 E(2£) o (e:QSfo(Cf) ) = e: EE> Sf o(Cf) , 
E(2£) -1 = (e: EE> Tf) o (e: Q Tf) , respectively. 
-1 The existence of (e: Q Tf) must be shown, Since 
Tf(l) = (expf(l)-exp(-f(l)))/(expf(l)+exp(-£(1))) = tanhf(l), and 
-l<tanhf(l)<l for each feA, it follows that (eQTf)eP. Hence, 
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-1 (e: Q Tf) exists, This completes the proof of the lemma. 
Definition 4. 17. Let V = {fe A/-1 < f(l) < l} Let D,. be an 
operation on V defined by f D.. g = (f®g) c (e: ® f og)-l for each 
f,geV. 
To show that D,. is a closed binary operation on V it must be 
shown that (e: ® f o g) e P and that f D.. g e V whenever f, g e V. If 
f, ge V then -1<f(l)<1 and -1<g(l)<1. Since e:(l)= 1 it 
followsthat (e:®fog)(l)>O andthus (e:®fog)eP. Showing fb..geV 
is equivalent to showing /x + y / < / l +xy / for all real numbers x and 
y such that /x/ < 1 and /y/ < 1. There are four cases to consider. 
If x > 0 and y ::::_ 0 , then / x + y / < / l + xy / if and only if 
x +y < 1 +xy. But this is equ~valent to the statement x( 1 - y) + y < 1. 
Since 0 ~ y < 1 and 0 < x < 1, it follows that x(l -y) + y< 1 -y+y = 1. 
This completes the proof if x and y are nonnegative. 
If x < 0 and y < 0 let / x / =a and / y / = b. Then 
/x+y/ < / l+xy/ if and only if a+b < l+ab. The proof follows 
exactly as in the first case. 
If x< 0 and y:::_O, let /x/ =a, and suppose /xi~ /y/. 
Then /x+y/ < /l+xy/ if and only if y-a< 1-ay. Equivalently, 
y+a(y·-1)<1. But y-1<0, so y+a(y-l)~y<l. Theproofof 
the case where / y I ~ / x / is completely similar. 
Since the statement to be proven is symmetric in x and y, the 
case y ~ 0 and x > 0 is included above. Thus, D.. has been shown 
to be a closed binary ope ration on V. It is well defined since the 
operations of sum and convolution product are well defined on A. 
Lemma 4. 12, Tf = h if £ = iL(e: ® h) Q iL(e: 8 h). 
Proof: By the definitions of T, S, and C, and the obvious substitu-
tion for f, 
Tf = Sfo (Cf)-l = i[EfQE(-f)] o { i[Ef®E(-f)]} -l 
1 1 1 1 1 
= z [E { z L(r:: ® h) Q z L(e: 8 h)} g E{ z L(e: Q h) 8 z L(e: EB h)}] 
f 1 1 1 1 1 }-1 
o l_2 [E { z L(e: ® h) 8 z L(e: 8 h)} ® E { 2 L(e: Q h) 8 z L(e: ® h} ] 
Using Theorem 4. 20 and Definition 4. 15, this expression becomes 
1 I 1 1 I Tf = z-[E(z-L(e: ®h))oE(-z-L(e: Qh)) QE{z-L(e: Qh))oE(-z-L(e: ®h))] 
l[ 1 1 1 1 -1 
o {z E(z-L(e: ®h))oE(-z-L(e: Qh)) ®E(z-L(e Qh) oE(-zL(E: ®h))]} 
= i[{e ®h)l/2o(e Qh)-l/2Q (e: 8h)l/2o(e: ®h)-1/2] 
o {i[(e: ®h)l/2o(e: Qh)-1/2 ® (e: 8h)l/2o(e: ®h)-1/2]}-l. 
Convoluting the right side of this expression with 
c = (e ®h) 1 / 2o(e: Qh) 112o(e: ®h)-l/2o(e: Qh)-l/2 , the result is 
Tf = i[(e: EB h) o e 8 (e: 8 h) o e:] o { i[(e: ® h) o e ® (e: Q h) oe]} - l 
= i[2h] o { i[2e:]} - 1 
-1 
= hoe: = h . 
Lemma 4. 13. If Tf= Tg, then f= g. 
Proof: If Tf= Tg, then -1 -1 (e: ®Tf) o (e QTf) = (e ®Tg) o (e: QTg) . 
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Thus, by Lemma 4. 11, E(2£) = E(2g). Definition 4. 14 implies 2£= 2g, 
whence f = g. 
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This section is conGluded with Theorem 4. 28. 
Theorem 4. 28. Let V and ~ be defined as in Definition 4. 17. 
Then the system (V, ~) forms a group which is isomorphic to (A,®). 
Proof: Let '( : A -A by '( : f-+ Tf. It will be shown that '((A) C V 
and that '( is an isomorphism of the group (A,®) and the set V with 
the operation ~ on V being preserved by '(. 
Let fe A. Since Sf(l) = sinhf(l) and Cf(l) = coshf(l), 
Tf( 1) = tanh f( 1). Also, -1 < tanh f( 1) < 1 for each f e A by property 
of tanh. Thus Tf e V whenever f e A. This shows that '({A) C V. 
1 1 For each h in V the function f = z:L(e ® h) Q z:L(e Q h) is an 
element of A which has the property, by Lemma 4. 12, that Tf = h. 
Therefore, '( maps A onto V. By Lemma 4. 13, '( is a one-to-one 
mapping. 
Let f, g e A. By the definition of '( and Identity 4. 13, 
'((f EEl g) -1 = T(f EEl g) = ('ff EEl Tg) a {e ® Tf a Tg) . 
Now Tf and Tg are elements of V. By the definitions of ~ and of 
'( this result can be written 
'((f ® g) = Tf ~ Tg = '((f) ~ '({g) . 
Thus, '( is an isomorphism. Since each element of V can be expre s-
sed as Tf where f is an element of A, it is seen by Identity 4. 13 
that the operation ~ is identical with the operation induced by 't· 
Therefore, (A,®) ~ (V, ~), and (V 1 ~) is a group. 
It is not difficult to show directly that (V, ~) is a group. 
Since elements of (V, ~) may be represented by Tf, Tg, and Th, 
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where f, g, and h are elements of (A, EB), Identity 4. 13 can be used 
to show V closed and associative under L::.. The identity for L::. in V 
is Te, where 0 is the zero function. If Tf is an element of V then 
-Tf = T(-f) is the inverse of Tf in V. 
Extension to Complex Algebras 
Some of the previous results of this chapter can be extended to 
the set of complex valued arithmetic functions. Several sets of arith-
metic functions will be discussed in this section. For reference, they 
are recorded as: 
Definition 4. 18. The sets A', P', M', and A 1 are given by: 
( 1) A' = u If is a complex val...ed arithmetic function} , 
(2) pr = {f e A' If( 1) is real and positive} 
(3) M' = {f e A' If is multiplicative} 
( 4) Al = {feA'if(l) is real} ·. 
By Theorem 3, l, (A',®) is a commutative group. Now 
A 1 CA', and if f(l) and g(l) are real, then certainly -f(l) and 
(fEBg)(l) are also real. Thus, (A 1,EB) is a subgroup of (A',®). 
Hence, (A 1, EB) is a commutative group. 
The systems (P',o), (P',#), (M',o), and (M',#) have been 
shown to be commutative groups. For future reference, these results 
are included in a lemma. 
Lemma 4.14. The systems (A',®), (P',o), (P',#), (M',o), 
(M', #), and (A 1, EB) are commutative groups. 
The primary purpose of this section is to prove the 
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Theorem 4. 29. The groups (P', o), (M', Q), (P', #), (M', #), 
and (A',·©) are. all isomorphic to ec;i.ch other and to each of the groups 
(P, o), (M, o), {P, #), (M, #), (A,®), (A,0), and (V, A). 
The proof of this theorem will consist of baskally two parts. 
The first part will show that the group (A,®) is isomorphic to each of 
the first four groups named in the theorem. The second part of the 
proof will consist of showipg the groups (A',®), (A,®), and (A 1,{f:)) 
to be isomorphic to each other. The methods and the proofs used in 
proving Theorem 4. 3 c;:an be followed to prove the first part. The 
corresponding theorems and definitions needed to show (P', o), (M', o), 
and (A1, EE>) isomorphic will be. stated. 
Theorem 4, 30. A 1 is a vector space over R, the field of :real 
numbers. Also, (Al,®, o) is a commutative algebra over R denoted 
by (A 1, ®, o, •). 
DefinHion 4. 19. If f E P', let 
-1 I L 1 f(n) = ~ f(d) f (n d) log d din 
if n > 1 , 
and 
Observe that for L 1 : P' -A1 , £-l denotes the inverse of f 
with respect to convolution product. 
The proof of this theorem will be facilitated by an additional 
definition and two supporting lemmas. 
Definition 4. 20. Define the operator A: A 1 - A 1 by 
Af(n) = f(n) , log n, n a positive integer, 
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The proofs of the next few lemmas and theorems are analogous 
to those using the logarithm operator L and henc:e are omitted. The 
proof of Theorem 4, 31 is included to fortify the analogy. 
Lemma 4. 15. -1 If n> 1, L 1f{n) = (f oAf)(n) for each fEA 1 . 
Lemma 4. 16. If f, g E A 1 , then A(fog) = g oAf ®fo Ag. 
Now to prove Theorem 4. 31. Let f and g be elements of P 1 • 
If n = 1, then 
L 1{fog)(l) = log(fog)(l) = logf(l)g(l) 
= log f( 1) + log g( 1) 
= L 1f(l) + L 1g(l) = (L 1f®L 1g)(l) 
Now let n > 1. By Lemma 4. 16, it is true that 
A(fog) = goX.f®foAg. 
Taking the convolution product of both sides of this expression with 
-1 -1 f o g , recalling that (A 1, ®, o) is a commutative ring, the follow-
ing expression is obtained: 
-1 -1 -1 (fog) o A(fog) = f OAf®g oAg 
By Lemma 4. 15 this expression reduces to the desired expression. 
Thus, 
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Theorem 4. 32, For each he A 1 there is a unique f e P' such 
that h = L 1 f. 
Theorem 4. 3;3. A function f e P' is multiplicative if, and only 
if, L 1 f(n) = 0 whenever n is not a power of a prime. 
Definition 4. 21. Let 
D 1 ={heA 1 1h=L 1f, feP', h(n)=O if n isnotaprimepower}. 
Lemma4.17. (D 1,®) isasubgroupof (A 1,®). 
Theorem4.34. (P',o)~(A 1 ,EB). 
Theorem 4. 35. (M', o) ~ (D 1, ®). 
Theorem 4. 36, (D 1, If)) ~ (A 1, If>) 
Theorem 4. 37. (M', o) ~ (A 1, ®) 
Theorem 4. 3 8. (M', o) ~ (P', o) , 
The same sequence of theorems, definitions, and lemmas could 
be stated in terms of unitary product instead of convolution product. 
Their proofs would follow in a similar manner with only minor changes. 
Thus; the proof of the first part of Theorem 4. 29 has been outlined. 
The second part of the proof of Theorem 4. 29 will consist of two lem-
mas. 
Lemma 4. 18. (A,®)~ (A',®) . 
Proof: Let a: A ~A' by af(n) = f(2n - 1) + i f(2n), for each £ e A and 
each positive integer n. Notice that af e A' whenever f e A. The 
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function a is certainly well defined since f is well defined and the 
image of f(n) is determined by well defined operations in the complex 
field. To prove the lemma it suffices to show that a is an isomorphism. 
To show a is an onto map let g e: A 1 • Then g(n) =a + i b . , 
n n 
where a and b a;re real numbers, for each positive integer n. 
n n 
Define inductively the function f by: f( 1) =a 1 , f(2) = b 1 , f(3) = a 2 , 
f(4) = b 2 , and in general, f(2n - 1) = a and f(2n) = b , for each n n 
positive integer n. Certainly f e:A, and, by the definition of f, af= g. 
Therefore, a maps A onto A 1 • 
To show a is one-to-one, suppose af 1 = g 1 and af2 = g 2 , 
where f 1 1 f 2 . Then there exists a positive integer n such that 
f 1 (n) 1 f 2 (n). Ii n is odd then there exists a positive integer m such 
that n=2m- l. Hence, Real{g 1(m)} = f 1(2m- l) 1 f 2 (2m- l) = 
Real { g 2 (m)}. !£ n is even then there exists a positive integer k such 
that n = 2k. Hence, Imag {g 1 (k)} = f 1 (2k) 1 f 2 (2k) = !mag {g2 (k)}. 
Therefore, a is a one-to-one mapping. 
To show a is a homomorphism let f and g be elements of A 
and let n be a positive integer, By the definition of a, 
a(f®g)(n) = (f®g)(2n-l) + i (f®g)(2n) 
= f(2n-l) + g(2n~l) + i (f(2n) + g(2n)) 
= (f(2n-l) + if(2n)) + (g(2n-l) + ig(2n)) 
= af(n) +a g(n) 
= (af®ag)(n). 
Thus, a is a homomorphism. Consequently, a is an isomorphism and 
(A,®)~ (A 1 , ®) . 
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Lemma 4. 19. (A,@)~ (A 1, ®) . 
Proof: Let 13:A-A1 by 13f(l)=f(l), and 13f(n)=f(2n-2)+if(2n-l) 
if n > l, for each f eA. Since f(l) is real, 13feA 1 whenever fe A. 
The function 13 is weU defined since f is well defined and the image of 
f(n) is a well defined complex number for eac;:h positive integer n. To 
prove the lemma it suffices to show that 13 is an isomorphism. 
To show 13 is an onto map let g e A 1 . Then g( 1) is a real 
number and g(n) =a + i b , where a and b are real numbers, for 
n n n n 
each positive integer n > 1. Define inductively a function f by: 
f(l) = g(l), f(2) = a 2 , f(3) = b2 , f(4) = a 3 , f(S) = b 3 , and in general, 
f(2n-2) =a and f(2n- l) = b for each positive integer n > 1. 
n n 
Certainly f e A, and by the definition of f, 13 f = g. Therefore, 13 
maps A onto ,A1 . 
To show 13 is one-to-one, suppose 13f1= g 1 and 13f2 = g2 , 
where f 1 :f. f2 . Then there exists a positive integer n such that 
f 1(n):ff2 (n). If n=l, then g 1(l):f.g2 (1). If n> 1 and n is odd 
then there exists a positive integer m, m > 1 , such that n = 2m - 1 . 
n > l and n is even then there exists a positive integer k, k > 1, 
Thereforep 13 is a one-to-one mapping. 
To show 13 is a homomorphism let f and g be elements of A 
and let n be a positive integer. If n = 1 , then 
13(f®g)(l) = (f®g)(l) = f(l)+g(l) 
= 13f(l) + 13g(l) = (13f®l3g)(l) 
If n > 1, then 
~ ( f EE> g ) ( n ) = ( f EEJ g) ( 2 n - 2 ) + i ( f EE> g )( 2 n - 1 ) 
= f(2n-2) + i f(2n- l) + g(2n-2) + i g(2n- l) 
"° ~f(n) + ~ g(n) 
= (~fEEJ~g)(n). 
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Thus, ~ is a homomorphism. Consequently, ~ is an isomorphism and 
(A, EB)~ (A 1, EB). 
Several applications of the transitive property of the equivalence 
relation 11 is isomorphic to 11 completes the proof of Theorem 4. 29. 
CHAPTER V 
CONVOLUTIONS WITH THE MOBIUS 
FUNCTION 
This chapter will concern itself exclusively with the set M of 
multiplicative functions under convolution product. In a previous 
chapter (M, o) was shown to be a commutative group. Many inter-
e sting relationships are known to exist within the group of multiplica-
tive functions. For example, in Chapter II the following relationships 
were established: µov=e:, vov=T, LOv=o-, and Tocp=o-. 
This chapter will focus on some interesting results that are 
obtained by convoluting powers of the Mobius function with some of the 
well known multiplicative functions. For example, µkocp will be 
investigated. Here, if k > 0' 
k µ represents the convolution 
µoµo .•. oµ with k factors; if k k < 0' µ rep re sen ts the convolution 
-1 -1 -1 µ. oµ o ... oµ with lkJ factors; and Since all functions to 
be considered are multiplicative it will suffice to consider the argument 
a to be of the form p , a :::_ 0, p a prime. 
k k k Formulas for µ ocp 1 µ oo-, and µ o L 
The formulas developed in this section are stated in terms of 
the following notation: {pa(l - l/p)n} denotes the expression obtained 
by expanding the binomial term, multiplying formally by a p and 
retaining only the terms having non-negative exponents. Thus, if n:::_O, 
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{ a I n} a fn) a-1 (n) a-2 a(n) p ( 1-1 p) = p - \1 p + 2 p .•. + ( -1) Q! 
where (~) is the binomial coefficient and is zero if i > n. Also, 
Notice that the two expressions agree for n = 0. 
The following lemmas will be needed to prove the first major 
result of this section. 
Lemma 5. i. u o ~ i < k. then (r) + (i~ 1) = (~!O . 
Proof: If k = 1, then i = 0 and (~) + (0 = 1+1 = 2 = (i) . Suppose 
that for 0 < i < k < n the lemma is true. Let k = n. If i = 0, then 
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(g) + (~) = 1 + n = (n;l) Suppose the lemma is true for 0 ~ i < j < n. 
Let i = j . Then 
(j) + (j~ i) n! + n! = • ' ( • ) r (j + 1 ) ! ( n - j - 1 ) ! J· n .. J • 
(j + 1 )n? 
+ 
(n-j)n? 
~ (j+l)! (n-j)? (j+l)! (n-j)? 
(n+ 1 )! (n+l) = (j+l)? (n-j)! = j+l . 
This completes the proof. 
Lemma 5.2. If k'.::_0, 
{ Q! k QI -1 k} Q! k+ 1 p (1-1/p) } - {p (1-1/p) = {p (1-1/p) } 
Proof: Let k > 0. By the definition of the notation, 
and 
Since (n + (i:l) = (i:n by Lemma 5. 1,. grouping like powers of p 
in the difference of the two expressions above yields 
This completes the proof. 
Lemma 5. 3. Let n be any positive integer and k any non-
negative integer. Then 
Proof: The proof is by induction on n. Let n = 1 . The lemma is 
true for k = 0 since Suppose that the lemma is (10-1) -- 1 --· (i+oo) . 
true for n = 1 and for 0 :::_ k < j . Let k = j . Then 
b (n+~-1) = j~. 1 ~n+~-1) + (n+~-1). 
·o i ·o i J 1= l= 
Using the induction hypothesis and then Lemma 5. 1 the manipulation 
becomes 
completing this part of the induction. 
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Suppose that the lemma is true for 1 < n < m and for all 
k > 0. Let n = m. If k = 0 the lemma follows since 
(m0-1) __ 1 __ (m+0o) . Suppose the lemma is true for n = m and 
0 5 k < j . Let k = j . Then 
i~l1+:-1) = :~: (m+:-1) + (m+J-1) 
= (~+} 1-1) + (m+~-1) = (m;j), 
exactly as in the induction above. This completes the proof of the 
lemma. 
Lemma 5. 4. If a and n are non-negative integers, then 
a 
...., { i{l l/ )-n} {pa(l-l'/p)-n-1} • 
""' p - p = 
i=O 
Proof: By definition, 
Thus, 
a ~ {pi ( l - I Ip) - n} 
i=O 
But k (n+i-1) (n+k) i~O i = k by Lemma 5. 3. Hence, 
which completes the proof. 
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The first of three major results of this section is contained in 
the following theorem. 
Theorem 5. 1. Let k be any integer, a any non-negative integer, 
and p a prime, Then 
k Qi Qi k+ 1 (µ ocp)(p ) = {p (1-1/p) } . 
Proof: The proof of the theorem is by induction on k. Since 
(µkocp)(l) = 1 = {(1-1/p)k+l}, the theorem is verified for a=O. The 
consideration of a> 0 is divided into two cases, 
Case I. k > 0. If k = 0, 
0 Qi Qi Qi Qi (µ ocp)(p ) = cp(p ) = p (1-1/p) = {p (1-1/p)} 
Suppose k = 1. Since µ(pi)= 0 if i ::::_ 2, 
a a a-l (µocp)(p ) = cp(p ) - cp(p ) 
a a-l 
= p (1-1/p) - p (1-1/p) 
{ a } a-1 } = p (1-1/p) - {p (1-1/p) 
= {p0!(1-l/p) 2 } ' 
by Lemma 5. 2. This verifies the lemma for k = 0 and k= 1. 
To complete the induction for k non-negative, assume that for 
l~s<k, s a a stl (µ ocp)(p ) = {p (1-1/p) } . If s = k, then 
k Qi [ k-1 ] Q! (µ ocp)(p ) = µo(µ ocp) (p ) 
k-1 a k-1 a-1 
= (µ ocp)(p ) - (µ ocp)(p ) 
= {pa ( 1 - 1 Ip) k} - {pa - 1 ( l - 1 Ip) k} 
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The last two equalities follow from the induction hypothesis and Lemma 
5. 2, respectively. 
Case II, k < 0. Let k = -m where m > 0 . Since -1 µ = v' 
k -m m it follows that µ = µ = v Thus, it suffices to show that 
m a a ~m+l (v ocp)(p ) = {p (1-1/p) } The proof is by induction on m. 
First notice that 
Cl:' Cl:' (v of)(p ) = L: v(p /d) f(d) 
d /pCl:' 
Let m = 1 • Then 
verifying the result for m = 1. 
Suppose that s Cl:' (v ocp)(p ) for l<s<m. 
Let s = m . Then 
m a [ m-1 ] a a m-1 i (v ocp)(p) = vO(v ocp) (p) = L: (v ocp)(p) 
i=O 
= ~ {pi{l-l/p)-m+2} = {pa(l-l/p)-m+l} . 
i=O 
The last two equalities follow from the induction hypothesis and Lemma 
5. 4, respectively. This completes the proof of the theorem. 
The remaining two major results of this section follow easily 
from the first result, Each is preceded by a lemma. 
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Lemma 5. 5. k k-2 If k is an integer then µ o<T = .µ o <P· 
Proof: Since <T = To <P and T = v o v , it follows that 
-2 k 
<T = v ov O<fJ = µ O<fJ. Convoluting both sides with µ gives the desired 
k k-2 
result, that is, µ O<T = µ o <P· 
Corollary 5, 1. Let k be any integer, a any non-negative 
integer, and p a prime. Then 
k Q' { Q' k-1} (µ O<T){p) = p (1-1/p) , 
Proof: The proof follows immediately from Lemma 5. 5 and Theorem 
5. 1. Hence, 
k-2 Q' Q' k-1 
= ( µ o <PH p ) = { p ( l -1 Ip) } • 
Lemma 5. 6. If k is an integer then 
Proof: Since Lo v = <T it follows that L = µ o <T. Convoluting both sides 
k . k k+l 
with µ gives the desired resuLt, that is, µ o L = µ o <T. 
Corollary 5. 2. Let k be any integer, a any non-negative 
integer, and p a prime. Then 
k Q' (µ 0 L)(p ) 
Proof: The proof follows immediately from Lenna 5. 6 and Corollary 
5, 1. Hence, 
k Q' k+ l Q' Q' k (µ OL)(p ) = (µ 0 <T)(p ) = {p (1-1/p) } . 
Since the functions k k k µ O<fJ, µ O<T, and µ o L are multiplicative, 
the formulas displayed in Theorem 5. l and its corollaries define 
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completely the evaluations of these functions. The similarity in these 
formulas seem to suggest that the functions cp, cr, and 1. can be placed 
together in some system of classification. As will be seen in the next 
section, the functions T, e:, and v also behave in a similar manner to 
each other when convoluted with powers of µ, a manner quite different 
from the functions cp, cr 1 and L. 
Formulas for k k k k µ o T , µ o e: , µ o v , and µ 
In this section formulas for the multiplicative functions k µ 0 T, 
k k µ or:, and µ o v will be developed. Since these functions are multi-
plicative it suffices to consider the argument to be a power of a prime. 
As will be seen, the formulas developed will depend only upon the 
value of k and the power to which the prime is raised. The prime 
itself will not appear in the evaluation. 
A by-product of this investigation will be the construction of 
what is sometimes referred to as the negative Pascal triangle. The 
negative Pascal triangle contains the binomial coefficients in the 
expansion of ( 1 ±x) n for n an integer and 2 x < 1. The well known 
Pascal triangle is a subset of the negative Pascal triangle and hence 
will be produced in this section as well. All of this information will be 
contained in a table to appear later in this section, 
The first result is contained in the 
Theorem 5. 2. Let k be any integer, QI any non-negative 
integer, and p a prime, Then 
k QI -- (-k+Qll +QI) ' (µ OT}(p ) if k < 1 and 
k QI QI (k-2) (µ 0 T ){p ) = ( -1) . QI , if k > 2 
Proof: The proof is by induction on k. Two cases are required. 
Case I. k>2. Since vov=T itfollowsthat £ =µ 2o·r. 
Thus, if QI = 0 and k = 2 , 
Also, if Ql>Oand k=2, 
k QI QI (0) QI (k-2) (µ OT){p ) = E(p ) = 0 = l = (-1) QI • 
This verifies the second conclusion of the theorem for k = 2. 
Suppose that the second conclusion of the theorem is valid for 
n such that 2 < n < k and for all QI > 0. Thus, 
(µnoT)(pQI) = (-l)QI (n~2) 
Let n = k . If QI = 0 , then 
k (k-2) = (-1 )QI (k:.2) . (µ 0 T ){ 1) = 1 = Q "' 
Assume that k . . (k 2) (µ 0 T) (pJ) = ( - 1 )J j- for all j such that 
Le t j =QI. Then 
k QI k-1 QI (µ OT)(p ) :;; (µo (µ OT))(p ) 
O~j <QI. 
k-1 QI k-1 Ql-1 
= µ(l)(µ OT)(p ) + µ(p){µ OT){p ) 
= l · (-1r(k~3) + (-l)(-1r- 1(::l). 
by the induction hypothesis. Algebraic manipulation and Lemma 5. I 
change this result to the desired form. Thu.s, 
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(µkoT){pa) = {-lf[(k~3) +(:=i)] 
= (-l)a(k~2), 
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which completes the induction and the proof of the theorem in the case 
where k > 2. 
Case II. k < 1 . Let k = 1 . Since v o v = T it follows that 
v = µOT. Thus, if a::::._ 0, 
k a a (a) (-k+l+a) 
.(µ OT){p ) = v(p ) = 1 = a = a . 
This verifies the first conclusion of the theorem for k = 1. 
Although it is not essential to the induction to follow, the case 
for k = 0 does more clearly illustrate the formula being established 
and for this reason j,t is included. It does make the induction slightly 
easier to state. If k = 0, 
k a a (a+l) (µ OT){p ) = T(p ) = a+ 1 = a 
This verifies the formula for k = 0. 
Assume that for O! > 0 and k = -t, where 0 ~ t < m, 
k a __ ( ... k+ : + a) . (µ OT){p ) '"' 
Let t=m. -m+l Also let f = µ OT. If a= 0, 
(µ-moT)(pa) = (µof)(l) = µ(l)f{l) 
= 1 . ((m-1);1+0) = (~) 
= 1 = (m;l) = (m+~+a) . 
Assumethatfor O~j<a and O~t~m, 
Let j=a. Also, let -t+ 1 g = µ OT. Then 
-t a a (µ oT)(p ) = (v og)(p ) 
= v(l) g(pa) + v(p) g(pa-l) + 
a a i a-i 
= v(l)g(p) + 2:: v(p )g(p ) 
i= 1 
= v(l) g(pa) + ai;l v(pi) g(pa-1-i) 
i=O 
a a-1 
=v(l)g(p)+(vog)(p ) 
= 1 .(t-l:l+a)+ (µ-toT)(pa-1) 
= (t:a) + (t+~~r-1) 
a + v(p ) g(l) 
This completes the induction and the proof of the theorem. 
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The formulas for the other two functions follow easily and are 
contained in the corollaries below. 
Lemma 5. 7. If k is an integer then k k+2 µ 0£ = µ 0 T. 
Proof: Since v o v = T it follows that 2 £ = µ OT. Convoluting both 
'd . h k s1 es wit µ gives k k+2 µ 0£ = µ 0 T, 
Corollary 5. 3. Let k be any integer, a any non-negative 
integer, and p a prime. Then 
k a (-k-:,+a) , (µ oe)(p ) = "' if k< -1, and 
k a a (k) (µ oe)(p) = (-1) a , if k>O, 
Proof: The proof follows from Lemma 5. 7 and Theorem 5. 2. If 
k ~ -1, then 
A 1 so, if k ~ 0 , 
Lemma 5. 8. If k is an integer then k k-1 µ 0 v = µ 0€ 
Proof: Since µ o v = e 1 convoluting both sides with k-1 µ 
de sired result. 
gives the 
Corollary 5. 4. Let k be any integer, a any non-negative 
integer, and p a prime. Then 
k a a(k-1) (µ ov)(p ) = (-1) a , if k > l . 
Proof: The proof follows from Lemma 5. 8 and Corollary 5. 3. If 
k ~ 0, then 
k a . k-1 a __ (-k+l ~ l+a) __ (-k~,a). (µ ov)(p ) = (µ oe)(p ) ._. "' 
Also, if k ~ 1, 
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k O! k -1 O! O! (k .. 1) (µ ov)(p ) = (µ oe)(p ) = (-1) a . 
Since k k µ ot = µ for each integer k, Corollary 5. 3 implies 
Corollary 5. 5. Let k be any integer, a any non-negative 
integer, and p a prime. Then 
k O! O!(k) µ (p ) = ( -1) O! ' if k > 0 • 
Table I contains function values of k O! (µ oe)(p ) for p an arbi-
trary but fixed prime, k an integer, and a a non-negative integer. 
For a given a and k, the entry in the table corresponding to these 
values will be recognized as the (a+l)st coefficient in the expansion 
of k 2 ( 1 - x) , w he re x < 1 . For example, the seventh coefficient in 
-4 ~4 6 the expansion of· (1 -x) is given by (µ o e)(p ) = 84. Also, the 
fourth coefficient in the expansion of (l -x) 6 is given by 
6 3 (µ oe){p ) = -20. 
Lemma 5. 1 suggests an algorithm by which the entire table may 
be produced from the first column and any row, in particular, the row 
corresponding to k= 0. Since (1 -x)O = 1 for each x such that 
2 0 
x < 1, the coefficients for (1 -x) are 1, 0, 0, 0, ... Equivalently, 
the entries in the row corresponding to k=O are 1,0,0, 0, ... 
Also, for any integer k, the first c;oefficient in the expansion of 
k ( 1 - x) is one. Therefore, the column corresponding to a= 0 is 
necessarily an infinite column of ones. 
For convenience, let the entry in the table corresponding to 
k=k' and a=a' bedenotedby (k',a'). Thus, (-3,6)=28 and 
~ 0 1 2 
-8 1 8 36 
-7 1 7 28 
-6 1 6 21 
-5 1 5 15 
-4 1 4 10 
-3 1 3 6 
-2 1 2 3 
-1 l 1 1 
0 1 0 0 
1 1 -1 0 
2 1 -2 1 
3 l -3 3 
4 1 -4 6 
5 1 -5 10 
6 l -6 15 
7 I -7 21 
8 I -8 28 
TABLE I 
A PORTION OF THE NEGATIVE 
PASCAL TRIANGLE 
3 4 5 6 7 8 
120 330 792 1716 3432 6435 
84 210 462 924 1716 3003 
56 126 252 462 792 1287 
35 70 126 210 330 495 
20 35 56 84 120 165 
10 15 21 28 36 45 
4 5 6 7 8 9 
1 1 1 1 1 1 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
-1 0 0 0 0 0 
-4 1 0 0 0 0 
-10 5 - l 0 0 0 
-20 15 -6 1 0 0 
-3 5 35 -21 7 -1 0 
-56 70 -56 28 -8 1 
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9 10 
11440 19448 
5005 8008 
2002 3003 
715 1001 
220 286 
55 66 
10 11 
1 1 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
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(4, 1) = -4. Using this notation, Lemma 5. 1 implies that 
(k-1,a) + (k,a+l) = (k-1,a+l), for k an integer and a a non-negative 
integer. Geometrically within the table this means that, given any 
entry in the table, the sum of that entry and the entry that is diagonally 
below it and to its right is equal to the entry that is immediately to the 
right of the given entry. Since 1 +O = 1, the "1 1 s 11 in the row corres-
ponding to k = -1 are easily generated, Also, since 1+1 = 2, 
2 + 1 = 3 , 3 + 1 = 4, ... , the entries in the row corresponding to 
k = -2 can be generated from the row below it. Continuing in this 
manner the entries in the rows corresponding to k= -3, -4, -5, ... 
can be generated. 
The entries for the rows corresponding to k = 1, 2, 3,... can 
be generated by the same pattern. The problem becomes one of finding 
the missing addend. Since 1 + (-1) = 0, 0 + 0 = 0, 0 + 0 = 0,. . ., the 
entries in the row corresponding to k= 1 are 1, -1, 0, 0, 0, ... 
Also, since l+(-2) = -1, -1+1=0, and O+O = 0, the entries in 
the row corresponding to k = 2 are 1, -2, 1, 0, 0, 0, ... 
manner the rest of the rows can be generated. 
In a similar 
This table will be called the negative Pascal triangle. The 
rows above the row corresponding to k = 0, when taken as a single 
block of numbers and rotated in the clockwise direction through an 
angle of 135 degrees, take on the following configuration: 
1 
1 
1 3 
I 4 
1 5 10 
1 
2 
6 
1 
3 
10 
1 
4 
1 
5 
1 
1 
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The student of high school algebra will recognize this triangular 
array of numbers as the Pascal triangle. The nth row of the Pascal 
triangle contains the binomial coefficients of the expansion of (a+b)n- l, 
for n a positive integer. 
This same property can be attributed to the entries in the upper 
half of Table I. Let k be non-positive and fixed, The entries on the 
diagonal line pas sing through k with a slope of -1 with the horizontal 
are the binomial coefficients in the expansion of (a+b)-k- 2 . For 
example, when k = -6, the coefficients of (a+b) 4 are 1,4,6,4, and 
1. 
A closer look at the bottom half of Table I shows that, with 
concern given to convergence, this same property can be attributed to 
those entries in the bottom half of the table. Thus, the entries on the 
diagonal line pas sing through k with a slope of -1 with the horizontal 
-k-2 2 
are the binomial coefficients in the expansion of ( 1 + x) · , x < 1 . 
For example, when k=2, the coefficients of (1 +x)~4 are 1, -4, 10, 
-20, 35, -56, .... 
These last few paragraphs following Corollary 5. 5 are intended 
to describe the properties of and the relationships to be found in Table I. 
k a A comparison of the evaluation of (µ oe:)(p ) given by Corollary 5. 3 
and the binomial coefficients as displayed on page 370 of the C.R. C. 
Standard Mathematical Tables, Twelfth Edition [6], proves the impli-
cations made here concerning the entries in the table being specific 
coefficients of certain binomial expansions. 
CHAPTER VI 
SUMMARY AND CONCLUSIONS 
A brief history of the development of the theory of algebraic 
structure as well as an account of the discovery of some of the more 
common arithmetic functions was included in the first chapter. The 
second chapter continued with the development of background informa-
tion. The definition of an arithmetic function was formalized as any 
function mapping the positive integers into a subset of the complex 
field C. Essential definitions, a development of basic properties of 
the convolution product and unitary product, and a review of the more 
common arithmetic functions comprised the content of Chapter II. 
Chapter III investigated the algebraic structures obtained by 
defining an addition and several different multiplications on the set A 
of arithmetic functions. It was shown that the system (A, EB), the set 
of arithmetic functions under sum, is a commutative group. The 
system (A,>:<), the set of arithmetic functions under ordinary product, 
was shown to be a commutative mono id. Thus, (A, EB,>:<) is a commu-
tative ring with unity. However, it is not an integral domain nor is it 
a division ring. 
The system (A, &) , the set of arithmetic functions under Cauchy 
product, is a commutative monoid with no zero divisors. Thus, 
(A, EB,&) is an integral domain; however, it is not a division ring. The 
siystem (A, o), the set of arithmetic functions under convolution 
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product 1 is a commutative monoid with no zero divisors. Henc;e, 
(A,®, o) is an integral domain; however, it is not a division ring. The 
system (A,#), the set of arithmetic functions under unitary product, 
is a commutative monoid. This makes (A,®,#) a commutative ring 
with identity. The system is not an integral do:rnain nor is it a division 
ring. 
The pi product (11') and the delta product ( o) of arithmetic 
functions were introduced in order to show examples of rings that are 
"minimal" in some sense. Pi product is an associative, non-commu-
tative operation that has no identity. Thus, the system (A,®, 11') is a 
ring and it is at most a ring. Delta product is a commutative, non-
associative operation that has no identity. Thus, the system (A,®, o) 
is a commutative non-associative ring ancl. at most a commutative non-
as sociative ring. 
In Chapter IV, the set A was defined to be the set of all real-
valued arithmetic functions, M the set of all multiplicative real-valued 
functions, and P the set of all f eA such that f( 1) > 0. Also, A' was 
defined to be the set of alt complex valued arithmetic functions, P' the 
set of all f e A' such that f( 1) is real and positive, and M' the set 
of multiplicative functions in A'. The main conclusion of the chapter 
is proving that ;;tll of the following groups are isomorphic to each other: 
(P', o), (M', o), (P1 1 #), (M', #), (A',®), (P, ~), (M, o), (P, #), (M, #), 
(A, EB), (A, 0), and (V, 6.). The machinery needed to prove these 
results included a logarithm operator L, and exponential operator E, 
and the trigonometric operators S, C, and T. These operators were 
shown to have properties analogous to the logarithm function, the 
exponential function, and the hyperbolic functions sinh, cosh, and 
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tanh, respectively. The logarithm operator L was also shown to pro-
vide the following characterization of a multiplicative function: The 
function f e P is multiplicative if and only if Lf(n) = 0 whenever n is 
not a power of a prime, 
In Chapter V formulas we re developed for each of the multiplica-
ti ve functions k k k k k k k µ ocp , µ o o- , µ o L , µ o T , µ oe , µ o v , and u , for k 
an integer. The fir st three of these functions have evaluations that are 
quite similar to each other. This is also true of the last four functions, 
however, the evaluations of the two sets of functions are quite different. 
The function µk, indeed the last four functions listed above, can be 
used to produce the binomial coefficients. The construction of the 
negative Pascal triangle was an unexpected result of this investigation. 
Other Results 
The search for the results stated and proven in Chapter V led to 
the discovery of several additional interesting results. Most are stated 
in this section without proof in an effort both to diminish the bulk of 
this work as well as to provide the reader with the opportunity to use 
his own means to prove these results should this be to the reader's 
liking. The reader should keep in mind that the theory of Chapter IV, 
and, in particular, the theory associated with the logarithm operator 
L, can be used advantageously in proving some of the results to follow. 
Lemma 6. 1. 
{
l 
-1 a 
cp (p ) = 
1-p 
if a= 0 
if a>l, 
Recall that by Theorem 4. 6 if f is a multiplicative function then 
Lf(n) = 0 whenever n is not a power of a prime. For this reason it 
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suffices to state the following results using the argument n to be a 
power of a prime. In the results to follow, p is an arbitrary but fixed 
prime, k is an integer, and a is a positive integer. Q! If a=O, p =l, 
and Q! f(p ) = 1 whenever f is multiplicative. In this case 
Q! Lf(p ) = logf(l) = 0. 
The following theorem is readily established by induction on a. 
This result holds for a a non~negative integer. 
Theorem 6. 1. a a Lcp ( p ) = ( p - 1 ) 1 o g p . 
The next result was proven in the proof of Theorem 4. 20. It is 
included in this section for completeness. 
Theorem 6. 2. Le: = 8 
Corollary 6. 1. a k(p -1) log p . 
Note for example that -1 a a Lcp (p) = (1-p )logp 
In the case of the next theorem, and the other theorems of this 
type to follow, the reader may find it beneficial to prove the result for 
the case k=l and then use the identity k Lf = kLf for If 
k = 0, Theorem 6. 2 is useful. 
Theorem 6. 3. Lµk(pa) = -klogp. 
Corollary 6. 2. k Q! Lv (p ) = klogp 
Theorem 6. 4. k a a L(µ o cp)(p ) = (p -k-1) logp 
Theorem 6. 5. k Q! L(µ oe:)(p) = -klogp. 
Theorem 6. 6. k a L(µ o v)(p ) = (1-k) logp 
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Theorem 6. 7. k a LT (p ) = 2k log p . 
Corollary 6. 3. k a L(µ oT)(p ) = (2-k) logp 
Theorem 6, 8. k a a L<Y (p )=k(p +l)logp. 
Corollary 6. 4. k a a L(µ O<Y)(p) = (p +1-k)logp. 
Theorem 6. 9. L •k(pa) k a 1 ~ = p og p . 
Corollary 6. 5. k a a L(µ oL)(p ) = (p -k) logp, 
Theorem 6. 10. The infinite set of functions 
k k k k H = {µ , µ o T, µ oe, µ o v I k is an integer} 
is a cyclic group under convolution product. The function µ generates 
H. 
Theorem 6. 11. The infinite sets of functions 
is not closed under convolution product. 
Proof: Since the functions k k µ o cp , µ o <Y , and µ ko L differ only by a 
power of µ ~ it suffices to consider the set K' = {µkoLik is an integer}. 
Let k and j be integers and a a positive integer. From Corollary 
6. 5 it follows that 
k+j-pQ' Since the exponent of µ depends upon a, µ o L cannot be a unique 
element of K 1 for all a. This proves Theorem 6, 11. 
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This proof does show that for a fixed a the convolution product 
of two elements of K' at pa can be found by evaluating another ele-
a 
ment of K' at p . This does show that the set K' (and hence K) is 
"closed" in a manner that is highly dependent upon the choice of a . 
Some interesting patterns can be ovserved when comparing the 
evaluations of the functions in the sets H and K as derived in Chapter 
V and those of the operator L on these functions as stated above. For 
example, (f/o cr)(pa) = {pa(l-1/p)k-l}, while 
L(µkocr)(pa) = (pa -k+l) log p for a> 1. Also, (µkoT)(pa) = (-k+~+a) 
if k 2_ 1, and equals (-l)a(k~Z) if k '.'.'.:. 2, while 
k a L ( µ o T )( p ) = ( 2 - k) 1 o g p if a > 1 . The pattern is found by observing 
the coefficient of log p in each case. 
On the first page of Chapter V several identities were mentioned. 
These included vov=T, Lov=cr, and TOq>=cr. Corollary6.2and 
Theorem 6. 7 verify the first of these. Theorem 6. 9, Corollary 6. 2, 
and Theorem 6. 8 verify the second, The third is verified by Theorems 
6 . 7 , 6 . 1 , and 6 . 8 . 
Ideas for Continued Study 
The well-behaved results of the previous section give hope that 
much more can be said about a comparison of the formulas for eval-
uating functions in M (P seems to be too large a set to start with) and 
their resultant formulas in the image space of the isomorphism L. 
Just this brief exposure assures one that it is much easier to do the 
analysis in the image space. Can one characterize all functions by the 
form of their evaluations in L(M)? Should this be possible then a 
technique needs to be developed for taking a given function in L(M) 
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and determining its pre-image in the set M. That is, given f e L{M) 
what does E(f) look like? The method used in the proof of Theorem 
4. 5 is of no computational value since the function must be recognized 
by its fun~tion values. 
Rearick [ 17], in an article that is a follow-up to the article that 
supplied the basis for Chapter IV, develops power series representa-
tions of arithmetic functions and certain operators. Perhaps this 
approach could help to answer the questions raised above. The article 
seems to be of sufficient length to provide the nucleus of another study. 
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