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ABSTRACT
Our previous method that is PMZSS1 has a rate of convergence of at least
eight. The aim of repeating the steps in PMZSS1 is to yield a better rate
of convergence.The resulting method is called the repeated midpoint zoro
PRMZSS1 where its rate of convergence is at least 7r+1 with r ≥ 1.The
proof of this result is detailed in the convergence analysis of PRMZSS1.
Numerical results and comparison with the existing procedures of PZSS1
and PMZSS1 are included to confirm our theoretical results, where the
rate of convergence of PZSS1 and PMZSS1 are four and eight respectively.
Keywords: Convergence rate, estimating the zeros, simple zeros, simul-
taneous approximation.
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1. Introduction
The establishment of the procedure PRMZSS1 is from the ideas of the
procedures IRSS1 and IMZSS1 in Monsi and Wolfe (1988), Rusli et al. (2011)
and Jamaludin et al. (2014b) respectively. The rate of convergence of IRSS1
is at least (2r + 1) (r ≥ 1),while the rate of convergence of IMZSS1 is at
least eight (Rusli (2011)). In our proposed procedure PRMZSS1, the steps 2-4
in IMZSS1 (Rusli (2011)) are repeated r times. As a result, the convergence
analysis in section 3 shows that the convergence rate of PRMZSS1 is at least
(7r+1) (r ≥ 1). The rapid rate of convergence obtained is very impressive. For
a special case, that is for r = 1, the procedure PRMZSS1 is reduced to PMZSS1
which has a rate of convergence of at least eight (see algorithm PRMZSS1 with
l = 1, algorithm PMZSS1 and Theorem 3.1 below).
Other ideas for upgrading the performances of the convergence of polyno-
mials are by Bakar et al. (2012), Jamaludin et al. (2013a, 2014a,b, 2013b,c,d),
Monsi et al. (2014), Sham et al. (2013a,b,c) and Rusli et al. (2014a,b).Recent
discussions on the rate of convergence can be found in Hanapiah et al. (2015a,b),
Monsi and Hassan (2015), Monsi et al. (2015a,b), Rusli et al. (2015a,b,c), Sham
et al. (2015), and Jamaludin et al. (2015a,b,c).
In this paper we will propose a new method called the repeated midpoint
zoro PRMZSS1 by repeating a few steps of the midpoint zoro PMZSS1 pro-
cedure. Section 2 will cover the current literature survey on the estimation
of polynomial zeros, while Section 3 will be on the convergence of the pro-
posed new procedure. Chapter 4 will illustrate the comparison of results and
conclusion, which will be followed by acknowledgment in Section 5.
2. Estimating The Zeros Simultaneously
Let p : C → C be a polynomial function for the set of real numbers C,
given by
p(x) =
n∑
i=0
aix
i =
n∏
i=1
(x− x∗i ) (n > 1) (1)
where an = 1. This section contains several point iterative procedures for es-
timating a set of simple zeros x∗ ∈ (x∗1, ..., x∗n)T of p simultaneously. Suppose
that from (1)
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p(x) =
n∏
j=1
(x− x∗j ) = 0. (2)
Then, we define
pi(x) =
i−1∏
j=1
(x− x∗j )
n∏
i+1
(x− x∗j ). (3)
By (2), if, for i = 1, ..., n, xi 6= xj(j 6= i), then
x∗i = xi −
p(xi)∏
j 6=i(xi − x∗j )
. (4)
Suppose that, for xj is an approximation of x∗j or xj ≈ x∗j , thus by (4)
x∗i ≈ xi −
p(xi)∏
j 6=i(xi − xj)
(i = 1, ..., n). (5)
This gives rise to the procedure defined by
x
(k+1)
i = x
(k)
i −
p(x
(k)
i )∏
j 6=i(x
(k)
i − x(k)j )
(i = 1, ..., n) (k ≥ 0). (6)
Procedure (6) is then modified by Alefeld and Herzberger (1983) and defined
as follows:
x
(k+1)
i = x
(k)
i −
p(x
(k)
i )∏i−1
j=i(x
(k)
i − x(k+1)j )
∏n
j=i+1(x
(k)
i − x(k)j )
(i = 1, ..., n) (k ≥ 0),
(7)
We will use equation (7) as a basic reference of our new procedure in section
3. The analysis of rate of convergence in Ortega and Rheinboldt (1970) is used
in order to measure of the asymptotic convergence rate of the procedure. The
approaches of analysing the convergence can also be found in Alefeld (1977),
Petkovic (1982), Petkovic and Milosevic (2005), and Alefeld and Herzberger
(1983). The following is the algorithm of PMZSS1 where its rate of conver-
gence is at least eight (Rusli (2011)).
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Algorithm PMZSS1
Step 1: Set k ≥ 0
Step 2: x(k,0)i = x
(k)
i (i = 1, ..., n),
Step 3: x(k,1)i = x
(k)
i − p(x
(k)
i )∏i−1
j=i (x
(k)
i −x(k,1)j )
∏n
j=i+1(x
(k)
i −x(k,0)j )
, (i = 1, ..., n),
Step 4: x(k,2)i = x
(k,1)
i − p(x
(k,1)
i )∏i−1
j=i (x
(k,1)
i −x(k,1)j )
∏n
j=i+1(x
(k,1)
i −x(k,2)j )
, (i = n, ..., 1),
Step 5: x(k,3)i = x
(k,2)
i − p(x
(k,2)
i )∏i−1
j=i (x
(k,2)
i −x(k,3)j )
∏n
j=i+1(x
(k,2)
i −x(k,2)j )
, (i = 1, ..., n),
Step 6; x(k+1)i = x
(k,3)
i (i = n, ..., 1).
Step 7:
∣∣∣x(k+1)i − x∗i ∣∣∣ < ε (i = 1, ..., n) then stop, else go to Step 2 with
k = k + 1, where  is a small number such as 10−12.
The advantages of the above algorithm are:
1. the points x(k,1)i in Step 3 are being used in Step 4 with new function
evaluations p(x(k,1)i ) backwardly,
2. the new points x(k,2)i generated from Step 4 are being used in Step 5 with
new function evaluations p(x(k,2)i ), and
x
(k,1)
i = x
(k)
i −
p(x
(k)
i )∏i−1
j=i(x
(k)
i − x(k,1)j )
∏n
j=i+1(x
(k)
i − x(k,0)j )
(i = 1, ..., n) (8a)
x
(k,2)
i = x
(k)
i −
p(x
(k)
i )∏i−1
j=i(x
(k)
i − x(k,1)j )
∏n
j=i+1(x
(k)
i − x(k,2)j )
(i = n, ..., 1) (8b)
x
(k+1)
i = x
(k+2)
i (i = 1, ..., n) (8c)
Further discussions on the rate of convergence can be found in Petkovic and
Milosevic (2005) and Petkovic (1982).
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3. Higher Order of Convergences Procedures
A new procedure which is called the repeated midpoint zoro symmetric
single-step procedure PRMZSS1 where Steps 2-4 in PMZSS1 are repeated r
times, is defined by:
Algorithm PRMZSS1 Step 1: For l = 1, ..., r, k ≥ 0,
x
(k,3l−3)
i = x
(k)
i (i = 1, ..., n) (9a)
x
(k,3l−2)
i = x
(k,3l−3)
i −
p(x
(k,3l−3)
i )∏i−1
j=i(x
(k,3l−3)
i − x(k,3l−2)j )
∏n
j=i+1(x
(k,3l−3)
i − x(k,3l−3)j )
(i = 1, ..., n) (9b)
x
(k,3l−1)
i = x
(k,3l−2)
i −
p(x
(k,3l−2)
i )∏i−1
j=i(x
(k,3l−2)
i − x(k,3l−2)j )
∏n
j=i+1(x
(k,3l−2)
i − x(k,3l−1)j )
(i = n, ..., 1) (9c)
x
(k,3l)
i = x
(k,3l−1)
i −
p(x
(k,3l−1)
i )∏i−1
j=i(x
(k,3l−1)
i − x(k,3l)j )
∏n
j=i+1(x
(k,3l−1)
i − x(k,3l−1)j )
(i = 1, ..., n) (9d)
Step 2:
x
(k+1)
i = x
(k,3r)
i (i = 1, ..., n) (9e)
k = k + 1 (9f)
Step 3: If|x(k+1)i − x∗i | ≤ ε (i = 1, ..., n), then stop, else go to step 2
This procedure has the following attractive features:
• The terms ∏i−1j=i(x(k,3l−3)i − x(k,3l−2)j ) (i = 2, ..., n) (l ≥ 1)(k ≥ 0) which
are computed in (9b) can be reused in (9c).
• The terms ∏ni+1(x(k,3l−2)i − x(k,3l−1)j ) (i = n − 1, ..., 1) (l ≥ 1)(k ≥ 0)
which are computed in (9c)can be reused in (9d).
The following theorem will show the rate of convergence of our proposed
method.
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Theorem 3.1. If (i) p : C → C defined by (1) with distinct zeros x∗i (i =
1, ..., n); (ii)
∣∣∣x(0)i − x∗i ∣∣∣ ≤ θd2n−1 (i = 1, ..., n) with 0 < θ < 1 and d =
min
∣∣x∗i − x∗j ∣∣ j 6= i, the sequences x(k)i are from (9), then x(k)i → x∗i (k → ∞)
and OR(PRMZSS1, x∗) ≥ 7r + 1 (r ≥ 1).
Proof. Based on q(1,i), q(2,i) and q(3,i) in Monsi et al. (2012), we may define
the following functions as follows. For l = 1, ..., r, let
q3l−2,i(x) =
i−1∏
m=1
(x− x(k,3l−2)m )
n∏
m=i+1
(x− x(k,3l−3)m ), (10)
q3l−1,i(x) =
i−1∏
m=1
(x− x(k,3l−2)m )
n∏
m=i+1
(x− x(k,3l−1)m ), (11)
and
q3l,i(x) =
i−1∏
m=1
(x− x(k,3l)m )
n∏
m=i+1
(x− x(k,3l−1)m ). (12)
Then, by considering functions φ(1,i), φ(2,i) and φ(3,i) in Monsi et al.(2012),
let for i = 1, ..., n; l = 1, ..., r,
φ3l−2,i(x) = q3l−2,i(x) +
i−1∑
j=1
pi(x
(k,3l−3)
j )q3l−2,i(x)
q
′
3l−2,i(x
(k,3l−2)
j )(x− x(k,3l−2)j )
+
n∑
i+1
pi(x
(k,3l−3)
j )q3l−2,i(x)
q
′
3l−2,i(x
(k,3l−3)
j )(x− x(k,3l−3)j )′
(13)
φ3l−1,i(x) = q3l−1,i(x) +
i−1∑
j=1
pi(x
(k,3l−2)
j )q3l−1,i(x)
q
′
3l−1,i(x
(k,3l−2)
j )(x− x(k,3l−2)j )
+
n∑
i+1
pi(x
(k,3l−1)
j )q3l−1,i(x)
q
′
3l−1,i(x
(k,3l−1)
j )(x− x(k,3l−1)j )′
(14)
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and
φ3l,i(x) = q3l,i(x) +
i−1∑
j=1
pi(x
(k,3l)
j )q3l,i(x)
q
′
3l,i(x
(k,3l)
j )(x− x(k,3l)j )
+
n∑
i+1
pi(x
(k,3l)
j )q3l,i(x)
q
′
3l,i(x
(k,3l−1)
j )(x− x(k,3l−1)j )′
(15)
where pi(x) is defined by (3).By Lemma 1 and Lemma 2 of Monsi et al.(2012),with
qi = q3l−2,i, xˇi = x
(k,3l−3)
i , xˆi = x
(k,3l−3)
i , x¯i = x
(k,3l−2)
i , φi = φ3l−2,i (i =
1, ..., n),then for k ≥ 0,
w
(k,3l−2)
i = w
(k,3l−3)
i

i−1∑
j=1
a
(k,3l−2)
ij w
(k,3l−2)
j +
n∑
i+1
a
(k,3l−3)
ij w
(k,3l−3)
j
 , (16)
where
w
(k,s)
i = x
(k,s)
i − x∗i (s = 0, 1, ..., 3r)
a
(k,3l−2)
i,j =
∏
m 6=i,j(x
(k,3l−2)
j − x∗m)
q
′
3l−2,i(x
(k,3l−2)
j )(x
(k,3l−2)
j − x(k,3l−3)i )′
(j = 1, ..., i− 1), (17)
and
a
(k,3l−3)
i,j =
∏
m6=i,j(x
(k,3l−3)
j − x∗m)
q
′
3l−2,i(x
(k,3l−3)
j )(x
(k,3l−3)
j − x(k,3l−3)i )′
(j = i+ 1, ..., n). (18)
Using Lemma 1 and Lemma 2 of Monsi et al. (2012), with qi = q3l−1,i, xˇi =
x
(k,3l−2)
i , xˆi = x
(k,3l−1)
i , x¯i = x
(k,3l−2)
i , φi = φ3l−1,i, we have
w
(k,3l−1)
i = w
(k,3l−3)
i

i−1∑
j=1
β
(k,3l−2)
ij w
(k,3l−2)
j +
n∑
i+1
β
(k,3l−1)
ij w
(k,3l−1)
j
 , (19)
where
β
(k,3l−2)
i,j =
∏
m 6=i,j(x
(k,3l−2)
j − x∗m)
q
′
3l−1,i(x
(k,3l−2)
j )(x
(k,3l−2)
j − x(k,3l−2)i )
(j = 1, ..., i− 1; i = 1, ..., n),
(20)
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and
β
(k,3l−1)
i,j =
∏
m6=i,j(x
(k,3l−1)
j − x∗m)
q
′
3l−1,i(x
(k,3l−1)
j )(x
(k,3l−1)
j − x(k,3l−2)i )
(j = 1, ..., i− 1; i = 1, ..., n),
(21)
By Lemma 1 and Lemma 2 with qi = q3l,i, xˇi = x
(k,3l−1)
i , xˆi = x
(k,3l−1)
i , x¯i =
x
(k,3l)
i , ϕi = ϕ3l,i, then for k ≥ 0,
w
(k,3l)
i = w
(k,3l−1)
i

i−1∑
j=1
γ
(k,3l)
ij w
(k,3l)
j +
n∑
i+1
γ
(k,3l−1)
ij w
(k,3l−1)
j
 , (22)
where
γ
(k,3l)
i,j =
∏
m 6=i,j(x
(k,3l)
j − x∗m)
q
′
3l,i(x
(k,3l)
j )(x
(k,3l)
j − x(k,3l−1)i )
(j = 1, ..., i− 1; i = 1, ..., n), (23)
and
γ
(k,3l−1)
i,j =
∏
m6=i,j(x
(k,3l−1)
j − x∗m)
q
′
3l,i(x
(k,3l−1)
j )(x
(k,3l−1)
j − x(k,3l−1)i )
(j = i+ 1, ..., n; i = 1, ..., n).
(24)
For l = 1, from (16)-(18) and Lemma 3 of Monsi et al.(2012) that |w(0,1)i | ≤
θ|w(0,0)i | (i = 1, ..., n), from (19)-(21) and Lemma 3 that |w(0,2)i | ≤ θ3|w(0,0)i | (i =
1, ..., n),and from (22)-(24)and Lemma 3 that |w(0,3)i | ≤ θ7|w(0,0)i | (i = 1, ..., n).
For l = 2, again by using the same approaches on (16)-(18), (19)-(21), (22)-(23)
and Lemma 3 of Monsi et al. (2012), the following results are obtained. For
i = 1, ..., n,
|w(0,4)i | ≤ θ8|w(0,0)i |; |w(0,5)i | ≤ θ10|w(0,0)i |; |w(0,6)i | ≤ θ14|w(0,0)i |.
Then, by inductive argument on l that
|w(0,3l−2)i | ≤ θ7l−6|w(0,0)i |; |w(0,3l−1)i | ≤ θ7l−4|w(0,0)i |; |w(0,3l)i | ≤ θ7l|w(0,0)i |.
Then, by (9e) that is l = r,|w(1,0)i | = |w(0,3r)i | ≤ θ7r|w(0,0)i |.
Next, by inductive argument on k that
|w(k,0)i | ≤ θ(7r+1)
k−1|w(0,0)i | (i = 1, ..., n),
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where x(k)i → x∗i (i = 1, ..., n) as k →∞. Let
h
(k,s)
i =
(2n− 1)
d
|w(k,s)i | (i = 1, ..., n) (s = 0, 1, ..., 3r). (25)
Then, by (16)-(25),
h
(k,3l−2)
i ≤
1
(n− 1)h
(k,3l−3)
i

i−1∑
j=1
h
(k,3l−2)
j +
n∑
i+1
h
(k,3l−3)
j
 (i = 1, ..., n),
(26)
h
(k,3l−1)
i ≤
1
(n− 1)h
(k,3l−2)
i

i−1∑
j=1
h
(k,3l−2)
j +
n∑
i+1
h
(k,3l−1)
j
 (i = n, ..., 1),
(27)
and
h
(k,3l)
i ≤
1
(n− 1)h
(k,3l−1)
i

i−1∑
j=1
h
(k,3l)
j +
n∑
i+1
h
(k,3l−1)
j
 (i = 1, ..., n). (28)
Let
u
(1,3l−2)
i =
{
7l − 5 (i = 1, ..., n− 1)
7l − 4 (i = n) , (29)
u
(1,3l−1)
i =
7l − 1 (i = 1)7l − 3 (i = 2, ..., n− 1)
7l − 2 (i = n)
, (30)
and
u
(1,3l)
i =

7l + 3 (i = 1)
7l + 1 (i = 2, ..., n− 2)
7l + 2 (i = n− 1)
7l + 6 (i = n)
, (31)
Let for m = 1, ..., 3r,
u
(k+1,m)
i =

(7r + 1)u
(k,m)
i + 2 (i = 1)
(7r + 1)u
(k,m)
i (i = 2, ..., n− 2)
(7r + 1)u
(k,m)
i + 1 (i = n− 1)
(7r + 1)u
(k,m)
i + 5 (i = n)
. (32)
Then, by (29)-(32)for k ≥ 1,
u
(k,3l−2)
i =

(49lr−35r+2)
7r (7r + 1)
k−1 − 27r (i = 1)
(7l − 5)(7r + 1)k−1 (i = 2, ..., n− 2)
(49lr−35r−2)
7r (7r + 1)
k−1 − 27r (i = n− 1)
(49lr−28r+1)
7r (7r + 1)
k−1 − 57r (i = n)
, (33)
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u
(k,3l−1)
i =

(49lr−7r+2)
7r (7r + 1)
k−1 − 27r (i = 1)
(7l − 3)(7r + 1)k−1 (i = 2, ..., n− 2)
(49lr−21r+1)
7r (7r + 1)
k−1 − 17r (i = n− 1)
(49lr−14r+5)
7r (7r + 1)
k−1 − 57r (i = n)
, (34)
and
u
(k,3l)
i =

(49lr+21r+2)
7r (7r + 1)
k−1 − 27r (i = 1)
(7l + 1)(7r + 1)k−1 (i = 2, ..., n− 2)
(49lr+14r+1)
7r (7r + 1)
k−1 − 17r (i = n− 1)
(49lr+42r+5)
7r (7r + 1)
k−1 − 57r (i = n)
,∀k ≥ 0, (35)
Suppose that for i = 1, ..., n,
h
(0,0)
i ≤ h < 1.
By induction on i, k and l, from (25)-(35) we have the following results. For
i = 1, ..., n; k ≥ 0,
h
(k,3l−2)
i ≤ hu
(k+1,3l−2)
i , h
(k,3l−1)
i ≤ hu
(k+1,3l−1)
i , h
(k,3l)
i ≤ hu
(k+1,3l)
i .
where by (35)and (9e),
h
(k+1)
i = h
(k+1,0)
i = h
(k,3r)
i ≤ hu
(k+1,3r)
i (∀k ≥ 0)
h
(k)
i ≤ h(7r+1)
k
i (i = 1, ..., n) (k ≥ 0). (36)
By (25) for s = 3r,
|w(k,3r)i | =
d
(2n− 1)h
(k,3r)
i (i = 1, ..., n).
Then, by (9e)
|w(k+1)i | = |w(k+1,0)i | =
d
(2n− 1)h
(k+1,0)
i =
d
(2n− 1)h
(k+1)
i (i = 1, ..., n).
So, for (i = 1, ..., n) (k ≥ 0),
|w(k)i | =
d
(2n− 1)h
(k)
i . (37)
Let
w(k) = max
1≤i≤n
{|w(k)i |}, (38)
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and
h(k) = max
1≤i≤n
{h(k)i }. (39)
Then, by (26)-(39)
w(k) ≤ d
(2n− 1)h
(7r+1)k (∀k ≥ 0).
So,
R7r+1(w
(k)) = lim
k→∞
sup{(w(k))1/(7r+1)k}
≤ lim
k→∞
sup{ d
(2n− 1)
1/(7r+1)k
h}
h < 1.
Therefore, by Ortega and Rheinboldt (1970), we thereby have
OR(PRMZSS1, x
∗
i ) ≥ (7r + 1) (r ≥ 1).
4. Numerical Result and Conclusion
The above analysis clearly showed the superiority of the PRMZSS1 pro-
cedure with a very high rate of convergence compared to any other proce-
dures of the same class of research area. The idea of using the midpoints in
the procedure PMZSS1 came from the work of Rusli et al.(2011). This mid-
point factor contributes to hasten the rate of convergence of PRMZSS1 to at
least (7r + 1) (r ≥ 1).Table 1 shows the CPU times to run the three algo-
rithms PSS1, PMZSS1 and PRMZSS1 using five test polynomials in Rusli et
al. (2011), with initial points x(0)i being the midpoints of the respective in-
tervals X(0)i in Monsi and Wolfe (1988). The convergence criterion used is
|x(k)i − x∗i | < 10−12 (i = 1, ..., n).
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Table 1: CPU Times and Number of Iterations k and r
Polynomial n PSS1(k) PMZSS1(k) PRMZSS1(k, r)
1 4 0.22152(3) 0.21216(2) 0.14976(2,3)
2 6 0.32136(3) 0.29640(2) 0.23712(1,2)
3 9 0.54600(3) 0.51480(2) 0.48048(1,4)
4 5 0.27144(3) 0.26208(2) 0.19968(1,2)
5 6 0.31200(3) 0.28080(2) 0.24024(1,2)
Figure 1: Comparison of CPU times
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Figure 2: Comparison of Number of Iterations
The results show that the procedure PRMZSS1 is more efficient compared to
PSS1 (Monsi (2012)) and PMZSS1(Rusli et al. (2011)). This can be seen clearly
in Figures 1 and 2. The CPU times and number of iterations for PRMZSS1
reduced very sharply compared to both PSS1 and PMZSS1. Note that the
procedure PRMZSS1 has also its own interval version that is the procedure
IRMZSS1 which has been discussed in Rusli et al. (2011), where their rate of
convergences are the same.
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