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HAMILTONIAN STABILITY FOR WEIGHTED MEASURE AND
GENERALIZED LAGRANGIAN MEAN CURVATURE FLOW
TORU KAJIGAYA AND KEITA KUNIKAWA
Abstract. In this paper, we generalize several results for the Hamiltonian
stability and the mean curvature flow of Lagrangian submanifolds in a Ka¨hler-
Einstein manifold to more general Ka¨hler manifolds including a Fano manifold
equipped with a Ka¨hler form ω ∈ 2pic1(M) by using the methodology pro-
posed by T. Behrndt [5]. Namely, we first consider a weighted measure on a
Lagrangian submanifold L in a Ka¨hler manifold M and investigate the varia-
tional problem of L for the weighted volume functional. We call a stationary
point of the weighted volume functional f -minimal, and define the notion of
Hamiltonian f -stability as a local minimizer under Hamiltonian deformations.
We show such examples naturally appear in a toric Fano manifold. More-
over, we consider the generalized Lagrangian mean curvature flow in a Fano
manifold which is introduced by Behrndt and Smoczyk-Wang. We generalize
the result of H. Li, and show that if the initial Lagrangian submanifold is a
small Hamiltonian deformation of an f -minimal and Hamiltonian f -stable La-
grangian submanifold, then the generalized MCF converges exponentially fast
to an f -minimal Lagrangian submanifold.
1. Introduction
Let (M,ω) be a symplectic manifold of dimRM = 2n, where ω is the symplectic
form. An n-dimensional submanifold L in M is called Lagrangian if ω|L = 0, and
Lagrangian submanifolds are investigated by several geometric motivations. When
M admits a Riemannian metric, variational problems for Lagrangian submanifolds
are of particular interests. For example, Harvey-Lawson introduced the notion of
special Lagrangian submanifolds in Calabi-Yau manifolds [12], which is a submani-
fold with volume-minimizing property with respect to the Ricci-flat Ka¨hler metric.
In the Calabi-Yau setting, the special condition of L is actually equivalent to the
minimality of L, namely, L is a critical point of the volume functional, and the min-
imality is described by vanishing mean curvature. See [13] for further developments
and some construction methods of special Lagrangian submanifold in a Calabi-Yau
manifold.
On the other hand, the situation is different when M admits a Ka¨hler struc-
ture with Ka¨hler metric g of positive Ricci curvature. In fact, Lawson-Simons [20]
proved that, in the complex projective space CPn with the Fubini-Study metric,
a stable submanifold for the volume functional is actually a complex submanifold,
and hence, any minimal Lagrangian submanifold in CPn is never stable in the usual
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sense because the Lagrangian condition implies the tangent space of L does not con-
tain any complex distribution. In such a remarkable situation, Y.-G. Oh studied a
variational problem for Lagrangian submanifold in Ka¨hler-Einstein manifold under
restricted deformations [23, 24, 25]. Namely, he considered Hamiltonian deforma-
tions of L, which is a fundamental concept in symplectic geometry, and proved
that there exist several examples of stable minimal Lagrangian submanifolds under
Hamiltonian deformations. We call such a stable submanifold Hamiltonian-stable
Lagrangian submanifold. See [21] and references therein for more examples of mini-
mal and Hamiltonian-stable Lagrangian submanifold in a Ka¨hler-Einstein manifold.
The mean curvature flow (MCF for short) is a fundamental concept to seek a
minimal submanifold. It is known due to Smoczyk [31] that the MCF of Lagrangian
submanifold L in a Ka¨hler-Einstein manifold preserves the Lagrangian condition,
and hence, we call the flow Lagrangian mean curvature flow (LMCF for short).
Since MCF is a negative L2 gradient flow of the volume functional of a submani-
fold, we naively expect that LMCF converges to a minimal and some kind of stable
Lagrangian. In fact, Thomas-Yau conjectured long-time existence and convergence
of zero-Maslov LMCF in a Calabi-Yau manifold under some stability condition [36].
After that, Joyce gave further studies in Calabi-Yau setting and improved Thomas-
Yau conjecture (see [14], [22] and references therein for the details). Although this
conjecture is still widely open, some relevant results are known under restricted con-
ditions. In [31] and [33], Smoczyk and Smoczyk-Wang proved long-time existence
and convergence results of LMCF in a flat space under some convexity conditions.
More generally, as pointed out by Smoczyk [30], the LMCF in a Ka¨hler-Einstein
manifold generates a Hamiltonian deformation of L whenever the mean curvature
form of the initial Lagrangian L is exact (or zero-Maslov). Thus, it is natural
to ask whether the LMCF of exact Lagrangian exists for all time and converges
to a Hamiltonian-stable minimal Lagrangian submanifold. In this direction, there
are still few convergence results of LMCF in general Ka¨hler-Einstein manifolds
(including Ricci-positive case). For examples, Wang showed a convergence results
for a graph [39], and Li showed some stability results of LMCF, that is, LMCF with
exact mean curvature form converges to a minimal Lagrangian if the initial data is
sufficiently close to a Hamiltonian-stable minimal Lagrangian [17].
So far, many studies of the Hamiltonian-stability of Lagrangian submanifolds and
Lagrangian MCF are in the Ka¨hler-Einstein setting and the volume is measured
by the Ka¨hler metric. However, the Ka¨hler-Einstein condition is very restrictive
despite of the facts that the concepts of Lagrangian submanifolds and Hamiltonian
deformations are purely symplectic. Recently, Smoczyk-Wang [33] introduced the
notion of Einstein connection, and showed that some results can be extended to a
Lagrangian submanifold L in an almost Ka¨hler manifold with Einstein connection
when we consider generalized mean curvature instead of the mean curvature of
L. For example, any cotangent bundle T ∗N of a manifold N admits a canonical
Einstein connection, and Smoczyk-Tsui-Wang [34] proved a convergence result for
generalized mean curvature flow. On the other hand, Lotay-Pacini [19] gave another
general framework based on the results of Oh, in which they extended several results
to totally real submanifolds in an almost Hermitian manifold, and an interesting
notion, the J-volume for totally real submanifold, was studied in [19]. Our results
in the present paper intersect some of these results, however, our formulation is
slightly different from theirs and more suitable for our purpose.
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For a general symplectic manifold, it is not heuristic to measure the volume
by the (almost) Ka¨hler metric, whereas the (almost) Ka¨hler metric is a canonical
choice of metric and it is of course the best choice in a Ka¨hler-Einstein manifold. In
this direction, Behrndt introduced the notion of almost-Einstein Ka¨hler manifold,
that is, the Ricci form ρ satisfies ρ = Cω + nddcf for some constant C ∈ R and
function f ∈ C∞(M) and studied Lagrangian submanifolds in an almost Calabi-Yau
manifold as an extension of the theory of Calabi-Yau manifold [5]. In his studies, he
pointed out that to use a globally conformal Ka¨hler metric or a weighted measure
onM is more suitable to investigate Lagrangian submanifolds in an almost-Einstein
Ka¨hler manifold. Furthermore, the first author showed that it is natural to consider
the weighted metric or measure in order to describe some geometric properties of
Lagrangian submanifold in a Ka¨hler quotient space (see [15]).
Notice that the almost-Einstein manifold is still restrictive and is actually in-
cluded in the more general notion due to Smoczyk-Wang (see [33]). However,
the Ka¨hler condition has an advantage in many situations, and almost-Einstein
Ka¨hler manifolds contain some important classes of Ka¨hler manifolds, namely, an
almost Calabi-Yau manifold and a Fano manifold equipped with a Ka¨hler form
ω ∈ 2πc1(M), where c1(M) is the first Chern class. Moreover, a symplectic mani-
fold (M,ω) with compatible almost complex structure J satisfying ω ∈ λc1(M) for
some positive constant λ is called monotone and specifically studied in symplectic
geometry (See [26]). Besides the work of Behrndt, it is still unclear how the suc-
cessful results in Ka¨hler-Einstein manifolds is extended to Fano manifolds or more
general class of manifolds by using Behrndt’s methodology. One of purpose in the
present paper is to confirm this question and exhibit the extended results.
We briefly summarize our main results in the present paper. Let (M,ω, J) be a
Ka¨hler manifold and L a Lagrangian submanifold in M . We denote the compatible
Ka¨hler metric by g. For a function f ∈ C∞(M), we consider a weighted measure
dvf = e
nfdvL on L, where dvL is the volume form w.r.t. g, and investigate the
variational problem of L for the weighted volume functional Volgf (L) :=
∫
L dvf .
We call a Lagrangian submanifold f -minimal if it is a critical point of Volgf under
any infinitesimal deformations. By the first variational formula, L is f -minimal if
and only if Hf := e
−2f (H −n∇f⊥) = 0, where Hf is the mean curvature vector of
L w.r.t. gf . Instead of using Hf , we define a modified vector
K := H − n∇f⊥.
Following Behrndt [5] and Smoczyk-Wang [33], we call K generalized mean cur-
vature vector of L for the weight function f . By definition, the f -minimality is
equivalent to K = 0. Moreover, an f -minimal Lagrangian submanifold is called
Hamiltonian f -stable if the second variation of Volgf is non-negative under any
Hamiltonian deformations. Obviously, these notions coincides with the usual ones
considered in [23, 24] when f = 0.
If the Ka¨hler form ω of M satisfies ρ = Cω + nddcfω for some function fω ∈
C∞(M), the potential function fω is a reasonable choice of the weight function. In
fact, some fω-minimal Lagrangian submanifolds naturally appears as a generaliza-
tion of minimal Lagrangian submanifolds in a Ka¨hler-Einstein manifold. Moreover,
we show the generalized mean curvature form αK := (iKω)|L of arbitrary La-
grangian submanifold L is a closed form and the de-Rham cohomology class [αK ]
is a Hamiltonian invariant of L, namely, [αK ] is regarded as a generalization of
the classical Maslov class (See Section 2.4). In particular, it turns out that any
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fω-minimal Lagrangian submanifold in M is monotone in the sense of [26]. Fur-
thermore, we give a simple criterion for the Hamiltonian fω-stability of fω-minimal
Lagrangian submanifold as a generalization of the result of Chen-Leung-Nagano [7]
and Oh [23], that is, the Hamiltonian fω-stability is equivalent to
λ1(∆fω ) ≥ C,
where λ1 is the first eigenvalue of the weighted Laplace operator ∆fω acting on
C∞(L) (Theorem 2.11).
For example, we consider a torus orbit in a weighted projective space CPn
a
for
positive integers a := (1, a2, . . . , an+1). Since CP
n
a
is obtained by a weighted S1-
Hamiltonian action on Cn+1, the standard Ka¨hler reduction yields a canonical
Ka¨hler structure (ωa, Ja) on CP
n
a
, and ωa defines a canonical potential function
fa (See Section 3). We prove that the reduced manifold T
n+1/S1 of the Clifford
torus T n+1 in Cn+1 by the weighted S1-action is an fa-minimal and Hamiltonian
fa-stable Lagrangian submanifold in CP
n
a
(Theorem 3.3). This generalizes the
theorem by Oh [23] in which he proved the statement for the Clifford torus in the
complex projective space CPn.
In the latter half of this paper, we consider generalized Lagrangian mean curva-
ture flow (GLMCF for short) in a compact Ka¨hler manifold with ρ = Cω+nddcfω,
namely, a family of immersions F : L× [0, T )→M satisfying
∂F
∂t
(x, t) = K(x, t), F (x, 0) = φ(x),
where φ : L→M is a Lagrangian immersion. This flow is proposed by Behrndt [5]
and he showed that the flow preserves Lagrangian condition (see also [33]). More-
over if the initial Lagrangian is exact, i.e., [αK0 ] = 0, then we prove that GLMCF
preserves exactness of αKt . In particular, GLMCF generates a Hamiltonian defor-
mation of the exact initial data. This is an extension of the results by Smoczyk
in Ka¨hler-Einstein manifolds. These facts lead us to an expectation similar to the
Ka¨hler-Einstein case, that is, the GLMCF may converge to an fω-minimal and
Hamiltonian fω-stable Lagrangian.
In the present paper, we confirm this question under some initial conditions.
More precisely, if an initial Lagrangian L is exact, λ1(∆fω ) > C and has sufficiently
small weighted L2 norm ofK, then the GLMCF with initial data L exists for all time
and converges exponentially fast to an fω-minimal Lagrangian with λ1(∆fω ) > C
(Theorem 6.1). Examples satisfying the initial conditions of this theorem are given
by a small Hamiltonian deformation of some torus orbits constructed above.
On the other hand, there exists an fω-minimal Lagrangian with λ1(∆fω ) = C
and this is not the case of Theorem 6.1. In order to deal with this case, we consider
small Hamiltonian deformation of fω-minimal Lagrangian with λ1(∆fω ) = C as
an initial data of the flow. Then we prove that the GLMCF exists for all time
and converges exponentially fast to an fω-minimal Lagrangian (Theorem 7.4). The
main techniques we used in our proof are generalization of the ones developed by
Li [17] in Ka¨hler-Einstein manifolds.
The paper is organized as follows. In Section 2, we define notions of f -minimality
and Hamiltonian f -stability for Lagrangian submanifold L in a Ka¨hler manifold M
with weighted measure, and derive the first and second variational formula of the
weighted volume functional under Hamiltonian deformations of L. In Section 3, we
give examples of f -minimal and Hamiltonian f -stable Lagrangian torus orbits in the
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weighted projective spaces. In Section 4, we introduce the generalized Lagrangian
mean curvature flow and show some fundamental properties of GLMCF. In Section
5, we give several estimates for GLMCF. Finally, in Section 6 and 7, we prove the
convergence results of GLMCF.
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2. Hamiltonian stabilities for Lagrangian submanifolds
In this section, we introduce notions of f -minimality and Hamiltonian f -stability
of Lagrangian submanifold in a Ka¨hler manifold with weighted measure.
2.1. Hamiltonian minimality and stability for weighted measure. Let (M,ω, J)
be a complex n-dimensional (almost) Ka¨hler manifold, where ω is the symplectic
form and J is the (almost) complex structure. We define the compatible metric g
by ω(·, ·) := g(J ·, ·). Consider a Lagrangian immersion φ : L → M of a manifold
L, that is, φ∗ω = 0 and dimR L = n. Then, we have the following isomorphisms
which we shall use throughout this article:
TpL →˜ T⊥p L →˜ T ∗pL, V 7→ JV 7→ αV := φ∗(iV ω)(1)
for any p ∈ L, where T⊥p L is the normal space of TpL in TpM w.r.t. g and i denotes
the inner product. For a smooth function f ∈ C∞(M), we consider a globally
conformal Ka¨hler metric gf := e
2fg of g. The induced metric φ∗g on L is denoted
by the same symbol g. Also, the pull-back φ∗f is denoted by f ∈ C∞(L) if there
is no confusion from contexts. Denote the volume form on L w.r.t. g and gf by
dµ and dµf , respectively. Note that we have dµf = e
nfdµ. In the following, we
consider a weighted metric measure space (L, g, dµf = e
nfdµ).
We shall consider a variational problem on a weighted metric measure space
(L, g, dµf) w.r.t. a weighted volume functional
Volf (φ) :=
∫
L
dµf =
∫
L
enfdµ.
It is easy to see that the first variational formula is given by
d
ds
∣∣∣
s=0
Volf (φs) = −
∫
L
g(K,V )dµf , where K := H − n(∇f)⊥(2)
for any infinitesimal deformation φs of φ = φ0 and H is the mean curvature vector
of φ w.r.t. g. Note that the mean curvature vector of φ w.r.t. gf is given by
Hf = e
−2f{H − n(∇f)⊥}. In particular, φ is a critical point of the weighted
volume functional if and only if K = 0.
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Moreover, we set
αK : = φ
∗(iKω) = αH − nφ∗dcf.
According to [5] and [33], we call K and αK generalized mean curvature vector and
generalized mean curvature form, respectively.
We shall consider a variational problem for a restricted deformation. A smooth
deformation φs : (−ǫ, ǫ)×L→M of a Lagrangian immersion φ0 = φ : L→ (M,ω)
into a symplectic manifold is called Hamiltonian deformation if the variational
vector field Vs := (d/ds)φs is a Hamiltonian vector field along φs for s ∈ (−ǫ, ǫ),
i.e., there exists us ∈ C∞(L) so that αVs = dus for each s. By Cartan’s formula, it
is easy to see that the Hamiltonian deformation preserves the Lagrangian property.
The following definitions are extensions of the notions in [23] and [24].
Definition 2.1. Let φ : L → M be a Lagrangian immersion into an (almost)
Ka¨hler manifold. We consider a weighted volume functional Volgf for f ∈ C∞(M).
(1) φ is called f -minimal if φ is a critical point of Volgf under any infinitesimal
deformation of φ, i.e., K = Hf ≡ 0, or equivalently, αK = 0.
(2) φ is called Hamiltonian f -minimal if φ is a critical point of Volgf under
any Hamiltonian deformation of φ.
(3) A Hamiltonian f -minimal φ is called Hamiltonian f -stable if the second
variation of Volgf is nonnegative for any Hamiltonian deformation of φ.
We shall derive the Euler-Lagrange equation for the Hamiltonian minimal La-
grangian submanifolds. The following notations are more suitable for the Bakry-
E´mery calculation. Namely, we define a weighted co-differential δfα acting on
Ω1(L) by
δfα := −e−nf div(enfα♯) = δα− ng(df, α), α ∈ Ω1(L),
where α♯ ∈ Γ(TL) is the counterpart of α ∈ Ω1(L) by the canonical isomorphism
via the metric g on L. By the divergence theorem, δf is in fact the co-differential
of d w.r.t. dµf : ∫
L
(δfα)udµf =
∫
L
g(α, du)dµf , u ∈ C∞c (L).
For a smooth function u ∈ C∞(L), we define a weighted Laplacian ∆f acting on
C∞(L) by
∆fu := −δfdu = e−nf div(enf∇u) = ∆u+ ng(∇f,∇u), f ∈ C∞(L),
where ∆ = div∇ = −δd is the Laplace-Beltrami operator, i.e., negative Hodge-de
Rham Laplacian acting on C∞(L) and n = dimR L. By the divergence theorem,
we have the following formula:∫
L
(∆fu1)u2dµf = −
∫
L
g(du1, du2)dµf =
∫
L
u1(∆fu2)dµf ,(3)
for any compactly supported functions u1, u2 ∈ C∞c (L).
Proposition 2.2. A Lagrangian immersion φ : L → M into an almost Ka¨hler
manifold is Hamiltonian f -minimal if and only if
δfαK = 0.
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Proof. Suppose V := (d/ds)|s=0φs is a normal vector field. Since V is a
Hamiltonian vector field along L, there exists a function u ∈ C∞(L) so that
αV = φ
∗(iXω) = du. Then the general first variation formula implies
d
ds
∣∣∣
s=0
Volf (φt) = −
∫
L
gf (Hf , V )dµf = −
∫
L
g(K,V )dµf
= −
∫
L
g(αK , du)dµf = −
∫
L
(δfαK)udµf .
Since u ∈ C∞(L) is arbitrary, the notion of Hamiltonian minimality is equivalent
to δfαK = 0. 
A Hamiltonian minimality for Lagrangian submanifolds in almost Calabi-Yau
manifolds has already been introduced by Yamamoto in [41]. In the almost Calabi-
Yau setting, our definition is equivalent to his definition under a suitable choice of
g.c.K. metric (see below).
The following proposition shows that we obtain a Hamiltonian f -minimal La-
grangian submanifold as a compact orbit of a Lie group action:
Proposition 2.3. Let (M,ω, J) be a Ka¨hler manifold and G a connected com-
pact subgroup of Aut(M,ω, J)0 an identity component of the automorphism group of
(M,ω, J). Suppose the G-action admits a Lagrangian orbit. Then, any compact La-
grangian orbit is Hamiltonian f -minimal for any G-invariant function f ∈ C∞(M).
Proof. Since f is G-invariant, so is gf = e
2fg. Thus the generalized mean
curvature form αK of the Lagrangian orbit O = G · p is an G-invariant 1-form,
and hence, δfαK is an G-invariant function. Since G acts on O transitively, the
function is constant on L. Moreover, by the compactness of L, the divergence
theorem implies ∫
O
δfαKdµf = 0,
and hence, δfαK = 0. This proves (1). 
2.2. Second variation formula. In the following, we always assume (M,ω, J)
is a Ka¨hler manifold. First, we derive a general second variational formula for a
Lagrangian immersion.
Let ∇ and ∇ be Levi-Civita connections on TM and TL w.r.t. g, respectively.
We adopt the following definition for the curvature tensor on TM by
R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
for X,Y, Z ∈ Γ(TM). We also define a (0, 4) curvature tensor by
Rm(Z,W,X, Y ) := g(Z,R(X,Y )W ).
Other curvature tensors will be defined likewise. We denote the Ricci form of M
by ρ.
For a Lagrangian immersion φ : L→M , the second fundamental form is denoted
by B, and the mean curvature vector is given by H := trB.
Proposition 2.4. Let φ : L → M be a Lagrangian immersion into a Ka¨hler
manifold. Then, for any normal deformation {φs} with V = (d/ds)|s=0φs ∈
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Γ(T⊥L), we have
d2
ds2
∣∣∣
s=0
Volf (φs) =
∫
L
{|δfαV |2 − ρf (V, JV )− g(B(JV, JV ),K)− g(∇V V,K) + g(V,K)2}dµf ,
where ρf := ρ− nddcf .
A direct consequence is the following:
Corollary 2.5 (cf. [16]). Suppose furthermore ρf ≤ 0. Then, any f -minimal
Lagrangian submanifold in M is f -stable.
Note that this corollary is in fact a special case of the result by Leˆ [16].
In the following, we give a proof of Proposition 2.4.
Let φ : L → M be a Lagrangian immersion of an n-dimensional manifold L.
Consider a smooth deformation φs : L× (−η, η)→M of the Lagrangian immersion
φ = φ0. We regard L as a Riemannian manifold endowed with the time dependent
induced metric gs = φ
∗
sg. Let {∂i}ni=1 be a normal coordinate frame in TL around
a point p ∈ L w.r.t. g0, that is,
(g0)ij(p) = g0(∂i, ∂j)(p) = δij , ∇∂i∂j(p) = 0.
For simplicity, (gs)ij may be just written as gij . Using this normal coordinate
frame, we obtain a time dependent frame along Ls = φs(L) by
ei := dφs(∂i), 1 ≤ i ≤ n.
Note that this time dependent frame {ei}ni=1 is not orthonormal except at a point
x = φ0(p) ∈ L0. Since {ei}ni=1 is a coordinate frame, they commute with the
variation vector field dφs((d/ds)) = Vs, that is,
[V, ei] = 0, 1 ≤ i ≤ n.
We take a frame in T⊥Ls by {Jei}ni=1, then {e1, · · · en, Je1, · · · , Jen} is a frame in
TM along Ls which is orthonormal only at a point x = φ0(p) ∈ L0. Now, we are
ready to compute the second variation formula. First, we just take a time derivative
of the first variation formula:
d2
ds2
Volf (φs) = − d
ds
∫
Ls
g(K,V )dµf =
∫
Ls
− d
ds
g(K,V ) + g(K,V )2dµf .(4)
We shall compute −(d/ds)g(K,V ). In the frame {ei, Jei}, we set
hkij := g(JB(ei, ej), ek).
It is well-known that hkij is symmetric for all components by the integrability of J .
Moreover, we set
Hk := αH(ek) = g(JH, ek) = g
ijhkij , K
k := αK(ek), and V
k := αV (ek),
where gij denotes the inverse matrix of gij and we use the summation convention for
repeated indices. Note that, for instance, we have JH = gkjHkej in this notation.
Then the first term of the integrand in (4) can be written as
d
ds
g(K,V ) =
d
ds
g(JK, JV ) =
d
ds
(
gijKiV j
)
=
( d
ds
gij
)
KiV j +
( d
ds
Ki
)
V i +Ki
( d
ds
V i
)
(5)
at a point x ∈ L0.
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Lemma 2.6 (Lemma 3.2 in [24]). For a normal deformation φs, we have
d
ds
gij = −2V khkij and
d
ds
gij = 2gip(V ahapq)g
qj .
By using this lemma, the first term in (5) is computed by( d
ds
gij
)
KiV j = 2g(B(JV, JV ),K).(6)
Moreover, the third term becomes
Ki
( d
ds
V i
)
= Ki∇V g(JV, ei) = Kig(∇V JV, ei) +Kig(JV,∇V ei)(7)
= g(∇V V,K)− g(V,B(JK, JV ))
= g(∇V V,K)− g(B(JV, JV ),K)
since ∇V ei = ∇eiV and the symmetry of hkij . For the second term, we use the
following lemma:
Lemma 2.7. Let M be a Ka¨ler manifold, φ = φ0 : L → M a Lagrangian
immersion and Ls = φs(L) a smooth deformation with V = (d/ds)φs. Then the
generalized mean curvature form αKs along Ls satisfies
d
ds
Ki = ∇i(∇jV j + nV j∇jf) + V j(Rf )ji, or equivalently(8)
d
ds
αK = −dδfαV + φ∗s(iV ρf ),(9)
where (Rf )ji := −ρf(Jej , ei) and (d/ds)αK is a 1-form defined by( d
ds
αK
)
(X) :=
d
ds
(αK(X)), X ∈ Γ(TL).
Proof. By a similar computation to mean curvature flow (see [35] and [38]),
we have
d
ds
hkij = ∇i∇jV k − V mhmjlhkli − V mhmklhlij + V mRmikj ,(10)
where ∇i∇jV k = g(∇ei∇ej (JV ), ek), and Rmikj = Rm(Jem, ei, Jek, ej). By the
symmetry of hkij , taking a trace with g
jk in the above equation gives
d
ds
Hi =
d
ds
(gjkhkij)(11)
=
( d
ds
gjk
)
hkij + g
jk
( d
ds
hkij
)
= 2Vmhmjkh
k
ij +∇i∇jV j − V mhmjlhjli − V mhmjlhlij + V mRmikk
= ∇i∇jV j + V mRmi.
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In the forth equality, we have used Rmikk = Rmi which holds on a Lagrangian
submanifold in a Ka¨hler manifold. On the other hand, we have
−n d
ds
∇⊥i f = n
d
ds
g(∇f, Jei)(12)
= ng(∇V∇f, Jei) + ng(∇f,∇V (Jei))
= nHessf (V, Jei) + ng(∇f,∇ei(JV ))
= nHessf (V, Jei) + nei{g(∇f, JV )} − nHessf (JV, ei)
= −nddcf(V, ei) + nei{g(∇f, JV )}.
Thus, by (11) and (12) we obtain
d
ds
Ki = ∇i(∇jV j + nV j∇jf) + V j(Rf )ji(13)
which proves (8). 
By (8), we see ( d
ds
Ki
)
V i = −g(dδfαV , αV ) + ρf (V, JV ).(14)
Substituting (6), (7) and (14) to (4), we prove Proposition 2.4.
If we restrict our attention to Hamiltonian deformations, we obtain the following
formula which generalizes the result in [24]:
Corollary 2.8. Let (M,ω, J) be a Ka¨hler manifold. Suppose φ is Hamiltonian
f -minimal and φs is a Hamiltonian deformation of φ so that αV = du (i.e., JV =
∇u) for some u ∈ C∞(L). Then, we have
d2
ds2
∣∣∣
s=0
Volf (φs) =
∫
L
{|∆fu|2 − ρf (∇u, J∇u)− 2g(B(∇u,∇u),K) + g(J∇u,K)2}dµf .
Proof. Since V is = ∇ius, setting w := (dus/ds)|s=0, the integrant of the third
term in (5) is computed by∫
L
Ki
( d
ds
V i
)
dµf =
∫
L
Ki
(
∇i dus
ds
)
dµf =
∫
L
g(αK , dw)dµf =
∫
L
δfαKwdµf = 0.
Here, we used δfαK = 0 by the assumption and Proposition 2.2. Equivalently, we
obtain ∫
L
g(∇V V,K)dµf =
∫
L
g(B(JV, JV ),K)dµf
by (7). Combining this with Proposition 2.4, we prove the formula. 
2.3. Weight function. Now, we suppose furthermore the Ricci form of (M,ω, J)
satisfies
ρ = Cω + nddcf, or equivalently ρf = Cω(15)
for some constant C ∈ R and f ∈ C∞(M), where ddc = 2√−1∂∂¯ and n = dimCM .
We call the function f a weight function for ω.
Remark 2.9. The condition (15) has been considered in [5] and [33], respec-
tively. A Ka¨hler manifold satisfying (15) is called almost Einstein in [5], and a
metric and complex connection (with torsion) on an almost Ka¨hler manifold so
called the Einstein connection is introduced as a generalization of (15) in [33]. If
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C > 0, then (15) implies ω ∈ C′c1(M) for some positive C′ since the Ricci form ρ
of a Ka¨hler manifold represents 2πc1(M), where c1(M) is the first Chern class of
(M,J). Such a symplectic manifold is called monotone in symplectic geometry (cf.
[3]).
On the other hand, in the Bakry-E´mery theory, the Bakry-E´mery Ricci tensor
on a weighted metric measure space (M, g, e2nfdµ) is defined by
Ricf := Ric− 2nHessf(16)
for some f ∈ C∞(M) . We remark that ρf := ρ − nddcf does not coincide with
Ricf (J, ·, ·) in general. However, if M satisfies an additional assumption, then we
have ρf = Ricf (J ·, ·). See below.
A typical example satisfying (15) is given by Fano manifold, i.e., a compact
complex manifold (M,J) of positive first Chern class c1(M). In fact, we can take
a Ka¨hler form so that ω′ ∈ 2πc1(M), then there exists a real function f satisfying
ρ = ω′+nddcf since ρ represents 2πc1(M). By rescaling ω′ if necessary, we obtain
the desired ω for some positive C. Note that, for fixed J and the Ka¨hler class
[ρ] = 2πc1(M), the compatible symplectic forms in [ρ] consist of an open and
convex set (cf. [2]).
An interesting case is when (M,ω, J) is the Ka¨hler-Ricci soliton (KRS for short),
i.e., there exists a non-trivial holomorphic vector field X so that
ρ = Cω + LXω.(17)
Note that a compact KRS exits only when M is a Fano manifold. Moreover, if M
admits a KRS for non-trivialX , then there are no Ka¨hler-Einstein metric onM (See
[37]). The weight function on the KRS is given as follows (See [4] for details): Since
X is holomorphic and M is simply-connected, there exists a real valued function
f ∈ C∞(M) so that X = ∇f − √−1J∇f , and we easily see LXω = nddcf , i.e.,
f is a weight function. In this case, we have ρf = Ricf (J ·, ·). In fact, since X is
holomorphic, we have L∇fJ = 0, and hence, Hessf (V,W ) = Hessf (JV, JW ) for
any real vector field V,W ∈ Γ(TM). Therefore, we see
ddcf(V,W ) = −Hessf (V, JW ) + Hessf (JV,W ) = 2Hessf (JV,W ).(18)
Thus, ρf = Ricf (J ·, ·) when M is a Ka¨hler-Ricci soliton.
Example 2.10. A complex n-dimensional compact Ka¨hler manifold (M,ω, J)
is called toric if a real n-dimensional torus T n acts on M holomorphically and
in a Hamiltonian way with moment map µ : M → Rn. The well-known Delzant
construction provides a canonical way to construct a toric Ka¨hler manifold (see [1]
and references therein). When (M,ω, J) is a toric Fano manifold, by the result
of Wang-Zhu [40], there exists a unique Ka¨hler-Ricci soliton up to holomorphic
automorphism on M , and the soliton is Ka¨hler-Einstein if and only if the Futaki
invariant vanishes. In particular, we have several examples of toric Fano manifolds
which do not admit any Ka¨hler-Einstein metric (see [40]).
When (M,ω, J) is a compact toric Ka¨hler manifold, any regular T n-orbit is
Lagrangian and just a level set µ−1(c) for some c ∈ Rn. Take any T n-invariant
function f . For example, we can take f as the weight function for ω when M is
Fano. Then, we see T n ⊂ Isom(M, e2fg) since T n ⊂ Aut(M,ω, J, g), and hence,
there exists an orbit O with the maximum volume w.r.t. the metric gf = e2fg
among the regular T n-orbits, and O must be minimal w.r.t. gf , i.e., f -minimal (see
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Proposition 1 and Corollary 3 in [28]). Because any regular T n-orbit is Lagrangian,
O is actually a f -minimal Lagrangian submanifold in M . Note that any regular
T n-orbit is Hamiltonian f -minimal by Proposition 2.3.
An almost Calabi-Yau manifold gives another examples of Ka¨hler manifold satis-
fying (15). A Ka¨hler manifold (M,ω, J) is called almost Calabi-Yau if there exists
a non-vanishing holomorphic volume form Ω in the sense of Joyce [13]. In this case,
we define a weight function f by
e2nf
ωn
n!
= (−1)n(n−1)2
(√−1
2
)n
Ω ∧ Ω.(19)
Then, we have ρ = nddcf , i.e., C = 0. The f -minimal Lagrangian submanifold
L is a calibrated submanifold for the g.c.K. metric gf = e
2fg, i.e., L is volume-
minimizing w.r.t. gf in its homology class (see [5]). In particular, any f -minimal
Lagrangian submanifold is f -stable (See also Corollary 2.5). We refer to [41] for
some examples of Hamiltonian f -minimal Lagrangian submanifold in an almost
Calabi-Yau manifold.
When C > 0, or equivalently, ρf > 0, the (Hamiltonian) f -stability of Lagrangian
submanifold is a non-trivial proprerty. If M satisfies (15) and φ : L → M is f -
minimal (i.e., K = Hf = 0), we have a simple criterion of the Hamiltonian f -
stability for the potential function f . The following is a generalization of the result
in [7] and [23], and the proof is immediate by Proposition 2.8.
Theorem 2.11. Suppose M satisfies ρ = Cω+nddcf for some f ∈ C∞(M), L
is compact and φ : L → M is f -minimal. Then, φ is Hamiltonian f -stable if and
only if the first nonzero eigenvalue λ1(∆f ) of the weighted Laplacian ∆f satisfies
λ1(∆f ) ≥ C.(20)
2.4. The generalized mean curvature form. In this subsection, we adopt the
generalized mean curvature form to the corresponding notions described in [19] and
[33]. Moreover, we shall show that the generalized mean curvature form is related
to a Hamiltonian invariant of Lagrangian submanifold when M satisfies (15).
First, we recall the definition of Maslov form and Maslov index according to
[8], [19] and [26]. Let (M,ω, J) be an almost Ka¨hler manifold and φ : L → M a
Lagrangian immersion. Since φ is Lagrangian, the volume element dµ(p) determines
a unit length element ΩL(p) ∈ K(M) := Λ(n,0)T ∗M for each point p ∈ L which is
unique up to sign. Then, the square of the element defines a unit length section
over L:
Ω2L : L→ K2(M) := K(M)⊗K(M).
Note that, if L is orientable, then the volume form of L defines a unit length section
ΩL of φ
∗K(M) and Ω2L = ΩL ⊗ ΩL.
Let Σ be a compact oriented surface with boundary ∂Σ and w : Σ → M a
smooth map with w(∂Σ) ⊂ L. For simplicity, we assume ∂Σ is connected, that is
∂Σ ≃ S1, and induce the orientation. Then, w∗K(M) is a trivial bundle, and we
have a unit length section Ωw of w
∗K(M). Since w(∂Σ) ⊂ L, there exists a unique
function e
√−1η : ∂Σ→ S1 so that
Ω2L = e
√−1ηΩ2w
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over ∂Σ. Now, we define the Maslov index by minus its winding number
µL(w) :=
−1
2π
∫
∂Σ
dη.
This definition recovers the classical definition of Maslov index (See [8]).
In order to compute the Maslov index, we use a unitary connection ∇˜ on TM .
We consider the induced connection on φ∗K(M). In local, ΩL defines a local
section of φ∗K(M). We define a local 1-form ξ˜∇˜ by the connection 1-form in the
trivialization ΩL:
∇˜ΩL = ξ˜∇˜ ⊗ ΩL.
Since ∇˜ is unitary, one easily verifies that ξ˜∇˜ takes values in ImC (see [19]). Thus,
we define a real 1-form ξ∇˜ ∈ Ω1(L) by ξ˜∇˜ = √−1ξ∇˜. According to [19], we call ξ∇˜
Maslov form for the unitary connection ∇˜. Also, we obtain a global 1-form ζ˜∇˜ on
L defined by
∇˜Ω2L = ζ˜∇˜ ⊗ Ω2L.
By definition, we have ζ˜∇˜ = 2ξ˜∇˜.
The following description gives another definition of the Maslov form: Define a
tensor field on L by
S˜(X,Y, Z) : = g(J(∇˜XY )⊥, Z)(21)
for X,Y, Z ∈ Γ(TL). Since ∇˜ is a unitary connection, one can easily check that
S˜ is symmetric for the last two components. Then, the Maslov 1-form ξ∇˜ satisfies
(see Section 4.2 in [19])
ξ∇˜ =
n∑
i=1
S˜(·, ei, ei),(22)
where {ei}ni=1 is an orthonormal basis of L.
Denote the curvature tensor of ∇˜ by R˜, and define a 2-form on M by
P˜ (X,Y ) :=
1
2
tr{JR˜(X,Y )} = 1
2
2n∑
i=1
g(JR˜(X,Y )ei, ei),
where {ei}2ni=1 is an orthonormal basis of M . As mentioned in Section 4 in [19], P˜
is a closed form and represents 2πc1(M), where c1(M) is the first Chern class of
(M,J). Note that, for a general almost Ka¨hler manifold, P˜ does not coincide with
the usual Ricci form defined by
ρ˜(X,Y ) :=
2n∑
i=1
g(R˜(JX, ei)ei, Y ).
However, we shall call the 2-form P˜ Ricci form for the unitary connection ∇˜. In
fact, when M is Ka¨hler and ∇˜ coincides with the Levi-Civita connection ∇, then
P˜ = ρ˜. The following formula is a generalization of so called Dazord’s formula:
Lemma 2.12 (Proposition 4.3 in [19]). The Maslov form ξ∇˜ satisfies dξ∇˜ =
φ∗P˜ .
The following integral formula is a generalization of the result of [8] and [27].
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Proposition 2.13. Let M be an almost Ka¨hler manifold and φ : L → M be a
Lagrangian immersion. For any unitary connection ∇˜, we have
µL([w]) =
1
π
∫
Σ
w∗P˜ − 1
π
∫
∂Σ
(∂w)∗ξ∇˜.
Proof. The proof is parallel to [8]. Define a 1-form ξ∇˜w on ∂Σ by ∇˜Ω2w =
2
√−1ξ∇˜w ⊗ Ω2w. Since Ω2L = e
√−1ηΩ2w, we see
2ξ∇˜ = 2ξ∇˜w + dη(23)
over ∂Σ. On the other hand, by Lemma 2.12, we have dξ∇˜w = w
∗P˜ and hence, the
Stokes theorem implies ∫
Σ
w∗P˜ =
∫
∂Σ
ξ∇˜w .(24)
Therefore, by (23) and (24), we have
µL([w]) =
−1
2π
∫
∂Σ
dη =
1
π
∫
∂Σ
ξ∇˜w −
1
π
∫
∂Σ
(∂w)∗ξ∇˜ =
1
π
∫
Σ
P˜ − 1
π
∫
∂Σ
(∂w)∗ξ∇˜.
This proves the formula. 
Now, we assumeM is a Ka¨hler manifold. Then, the tensor field S˜ defined by (21)
for the Levi-Civita connection ∇ is all symmetric and has the same information of
the second fundamental form of φ. Moreover, the Maslov form for the Levi-Civita
connection ∇ coincides with a mean curvature form αH . If furthermore the Ricci
form has a weight function f satisfying (15), then
αK = ξ
∇˜
for a unitary connection defined by ∇˜ := ∇+ dcf ⊗ J (See [33]). Moreover, we see
P˜ = ρf = Cω. On the other hand, Dazord’s formula for Lagrangian submanifold
in a Ka¨hler manifold, i.e., dαH = φ
∗ρ implies
dαK = dαH − nφ∗ddcf = φ∗ρ− nφ∗ddcf = Cφ∗ω = 0.
Namely, αK is always a closed form. In particular, αK defines a cohomology class
[αK ] ∈ H1(L,R).
Recall that a Lagrangian submanifold L in a symplectic manifold (M,ω) is called
monotone if L satisfies
µL([w]) = C
′
∫
Σ
w∗ω
for any (w, ∂w) : (Σ, ∂Σ)→ (M,L) and some positive constant C′ which is indepen-
dent on the choice of w (cf. [26]). Note that a monotone Lagrangian submanifold
exists only when M is a monotone symplectic manifold. The following result is a
generalization of the result due to Oh [25], H.Ono [27] and Cieliebak-Goldstein [8]:
Proposition 2.14. Let (M,ω, J) be a Ka¨hler manifold satisfying ρ = Cω +
nddcf and L a Lagrangian submanifold in M . Then, we have the following:
(1) For any Hamiltonian deformation φs of L, [αKs ] gives the same cohomology
class.
(2) Suppose C > 0. Then, [αK ] = 0 if and only if φ is monotone Lagrangian.
In particular, any f -minimal Lagrangian submanifold is monotone.
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Proof. Since ρf = Cω and αVs = dus for us ∈ C∞(L), (9) becomes
d
ds
αKs = −dδfαVs + CαVs = d(∆fus + Cus).
Integrating this equation, we obtain
αKs − αK0 = d
(∫ s
0
(∆fus + Cus)ds
)
.
This proves (1). The second assertion follows from Proposition 2.13. 
3. Examples: A torus orbit in weighted projective spaces
As shown in Example 2.10, there exists a f -minimal Lagrangian torus orbit in a
toric Ka¨hler manifold for any T n-invariant function f . In this section, we specify
the f -minimal Lagrangian torus orbit in weighted projective space for a canonical
potential function f , and prove the Hamiltonian f -stability of the orbits.
3.1. Weighted projective spaces. Let Cn+1 be the complex Euclidean space
with the standard Ka¨hler structure (ωst, Jst). Note that we have
ωst = dd
cF with F (z) :=
1
4
|z|2.(25)
Fix a := (a1, . . . , an+1) ∈ Nn+1, and we assume the highest common divisor of
all aj ’s is equal to 1. Define a weighted action of S
1 := {e
√−1θ ∈ C∗; θ ∈ R} on
Cn+1 by
e
√−1θ · (z1, . . . , zn+1) := (e
√−1a1θz1, . . . , e
√−1an+1θzn+1).(26)
This action is Hamiltonian and a moment map µ : Cn+1 → R is given by
µ(z) := −1
2
n+1∑
i=1
ai|zi|2.
For a regular value c ∈ R, S1 acts on µ−1(c) and the symplectic quotient space
CPn
a
:= µ−1(c)/S1 is so called the weighted projective space. The standard Ka¨hler
structure on Cn+1 induces a canonical Ka¨hler structure (ωc, Jc, gc) on CP
n
a
in the
sense of Theorem 7.2.3 in [10], and CPn
a
becomes a toric Ka¨hler orbifold. The
orbifold structure is described as follows (cf. [2]): For [z] = [z1, . . . , zn+1] ∈ CPn
a
,
the orbifold structure group at [z] is given by Z/mZ, wherem is the highest common
divisor of the set {aj ; j = 1, . . . , n + 1 s.t. zj 6= 0}. In particular, [z] is a smooth
point if and only if m = 1. Thus, if zj 6= 0 for any j = 1, . . . , n + 1, then [z] is a
smooth point since the highest common divisor of all aj is equal to 1. Moreover,
if elements in any subset of {aj}nj=1 are relatively prime (e.g. all aj are prime
numbers), then CPn
a
is a smooth manifold.
According to [15], we compute the Ricci form ρc of CP
n
a
at a smooth point
as follows: Let us denote the inclusion and the natural projection of µ−1(c) by
ιc : µ
−1(c) → Cn+1 and π : µ−1(c) → CPn
a
, respectively. We set µ−1(c)reg :=
{z ∈ µ−1(c); [z] is a smooth point}. Note that µ−1(c)reg is an open and dense
subset of µ−1(c) and S1 acts on µ−1(c)reg freely. The tangent space of µ−1(c) at
z ∈ µ−1(c)reg is decomposed into Tzµ−1(c) = Ez ⊕ gz, where gz denotes the vector
space generated by the S1-action, and Ez is the orthogonal complement of gz in
Tzµ
−1(c). Note that Ez is Jst-invariant subspace and π∗|Ez : Ez → T[z]CPna is an
isomorphism at z ∈ µ−1(c)reg .
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Denote the S1-orbit through z by Oz. Since any orbit Oz through z ∈ µ−1(c)reg
is diffeomorphic to S1, we can identify the orbit Oz with S1. Fix a non-zero element
v ∈ Lie(S1), and set ν := v˜∗ a dual 1-form on Oz ≃ S1 of the fundamental vector
field v˜. Then, the volume of Oz w.r.t. the induced metric from gst is computed by
Volg(Oz) = |ν|g(z)
∫
Oz
ν.(27)
Here, the integral
∫
Oz ν is independent of the choice of the principal orbit Oz.
Moreover, the function |ν|g is S1-invariant, and hence, we define a well-defined
function |νˇ| on CPn
a
= µ−1(c)/S1 so that |ν|g = |νˇ| ◦ π on µ−1(c).
By Proposition 2.3 in [15], the Ricci form ρc of CP
n
a
at a smooth point satisfies
π∗ρc = dγ′c + π
∗ddc log |νˇ|(28)
since Cn+1 is Ricci-flat, where γ′c is a 1-form on µ
−1(c) defined by{
γ′c(X˜) = − 12divCn+1(JstX˜) for X˜ ∈ gz
γ′c(Z) = 0 for Z ∈ Ez,
where divCn+1 is the divergence on C
n+1. In our setting, we compute γ′c as follows:
Lemma 3.1. At the point z ∈ µ−1(c)reg, we have
γ′c =
(
− 1
c
n+1∑
i=1
ai
)
(ι∗cd
cF − π∗dcFˇ ),
where Fˇ is the induced function on CPn
a
from F defined by (25), i.e., ι∗cF = π
∗Fˇ .
Proof. It is sufficient to check for a fundamental vector field X˜. By (26), a
fundamental vector field is given by
X˜z =
∂
∂θ
∣∣∣
z
=
n+1∑
i=1
(
− aiyi ∂
∂xi
+ aix
i ∂
∂yi
)
(29)
where zi = xi +
√−1yi, and hence, we have
JstX˜z =
n+1∑
i=1
(
− aixi ∂
∂xi
− aiyi ∂
∂yi
)
.
Therefore, we see
γ′c(X˜z) = −
1
2
divCn+1(JstX˜z) = −
1
2
n+1∑
i=1
{ ∂
∂xi
(−aixi) + ∂
∂yi
(−aiyi)
}
=
n+1∑
i=1
ai.
On the other hand, we see
dcF (X˜z) = −dF (JstX˜z) = −1
2
n+1∑
i=1
(xidxi + yidyi)
{ n+1∑
i=1
(
− aixi ∂
∂xi
− aiyi ∂
∂yi
)}
=
1
2
n+1∑
i=1
{ai(xi)2 + ai(yi)2} = 1
2
n+1∑
i=1
ai|zi|2 = −µ(z) = −c
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since we suppose z ∈ µ−1(c). Therefore, we obtain
γ′c(X˜z) =
(
− 1
c
n+1∑
i=1
ai
)
dcF (X˜z)
This proves the lemma. 
Moreover, the equation (29) shows that we can take ν so that
|ν|g(z) = |X˜z|g =
( n+1∑
i=1
a2i |zi|2
)1/2
.(30)
By Lemma 3.1, the formula (28) becomes
π∗ρc =
(
− 1
c
n+1∑
i=1
ai
)
(ι∗cdd
cF − π∗ddcFˇ ) + π∗ddc log |νˇ|
= π∗
{(
− 1
c
n+1∑
i=1
ai
)
(ωc − ddcFˇ ) + ddc log |νˇ|
}
Since π is surjective, the Ricci form ρc of CP
n
a
at a smooth point is expressed by
ρc =
(
− 1
c
n+1∑
i=1
ai
)
ωc + ndd
cfa with fa :=
1
n
{(1
c
n+1∑
i=1
ai
)
Fˇ + log |νˇ|
}
.(31)
We call this function fa the canonical weight function for CP
n
a
. Note that fa is
constant on CPn
a
if and only if π∗fa = ι∗c(κF + log |ν|g) is constant on µ−1(c),
where κ = (1/c)
∑n+1
i=1 ai. This is actually the case when a1 = . . . = an+1 and the
S1-action is the standard Hopf action.
3.2. Clifford torus. Let us consider the standard T n+1-action on Cn+1 defined
by
(e
√−1θ1 , . . . , e
√−1θn+1) · (z1, . . . , zn+1) := (e
√−1θ1z1, . . . , e
√−1θn+1zn+1).
and the Clifford torus T n+1r of radius r:
T n+1r := T
n+1 · (r, . . . , r).
T n+1r is Lagrangian in C
n+1 and invariant under the weighted S1-action. Thus,
T n+1r is contained in the level set µ
−1(c) of the S1-action with
c = −r
2
2
n+1∑
i=1
ai.(32)
The orbit space T n
a
:= T n+1r /S
1 is a Lagrangian submanifold without any singu-
lar point in the symplectic quotient space CPn
a
. Denote the mean curvature vector
of φc : T
n
a
→ CPn
a
by Hc, and set βHc := φ
∗
c(iHcωc). Then, we obtain the following:
Proposition 3.2. The mean curvature form of φc : T
n
a
→ CPn
a
is given by
βHc = nφ
∗
cd
cfa.
In particular, T n
a
is fa-minimal in CP
n
a
for the canonical potential function fa
defined by (31).
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Proof. First, we note that the mean curvature vector H of the Clifford torus
T n+1r → Cn+1 is given by
H = − 2
r2
∇F.(33)
Denote the mean curvature vector of the immersion T n+1r → µ−1(c) by H ′. Then,
by Proposition 2.5 in [15], we have
π∗βHc = αH′ + π
∗φ∗c(d
c log |νˇ|)(34)
We shall compute αH′ . The tangent space of T
n+1
r is decomposed into TpT
n+1
r =
Elp ⊕ gp, where Ep = Elp ⊕ JElp. For the natural projection π : T n+1r → T na ,
π∗|Elp : Elp → Tπ(p)T na is an isomorphism. We denote the Levi-Civita connections
on Cn+1, µ−1(c) and the quotient space µ−1(c)/S1 by ∇, ∇′ and ∇c, respectively
(See [15] for a general description).
Take arbitrary Z ∈ Elp. Note that JZ ∈ Ep ⊂ Tpµ−1(c). Thus, by using (33),
we see
αH′ (Z)p = g(JH
′
z, Z)p = −g(H, JZ)p
=
2
r2
g(∇F, JZ)p = 2
r2
g(∇′F, JZ)p
=
2
r2
gc(π∗∇′F, π∗JZ)π(p) =
2
r2
gc(∇cFˇ , Jcπ∗Z)π(p)
= − 2
r2
π∗φ∗cd
cFˇπ(p)(Z).
Moreover, we have αH′(X˜) = −g(H ′, JX˜) = 0 for any X˜ ∈ gp. Therefore, we
obtain αH′ = π
∗φ∗cd
c(− 2r2 Fˇ ).
Recall that fa is given by
fa =
1
n
{(1
c
n+1∑
i=1
ai
)
Fˇ + log |νˇ|
}
=
1
n
(
− 2
r2
Fˇ + log |νˇ|
)
by (31) and (32). Therefore, by (34), we see
π∗βHc = π
∗φ∗cd
c
(
− 2
r2
Fˇ
)
+ π∗φ∗c(d
c log |νˇ|) = nπ∗φ∗cdcfa
Because π is surjective, this proves βHc = nφ
∗
cd
cfa. 
Since T n
a
= T n+1r /S
1 is homogeneous and F and |ν| are T n+1-invariant functions
(see (25) and (30)), the weight function fa is constant on T
n
a
and the weighted
Laplacian ∆fa coincides with the usual Laplacian ∆ w.r.t. the metric φ
∗
cgc. Note
that φ∗cgc coincides with the induced flat metric on the torus T
n
a
from the flat
metric on T n+1r by the construction. Therefore, by Theorem 2.11, (31) and (32),
the Hamiltonian fa-stability of T
n
a
is equivalent to
λ1 ≥ −1
c
n+1∑
i=1
ai =
2
r2
,
where λ1 is the first eigenvalue of the usual Laplacian ∆. In the following, we
restrict our attention to the case when a := (1, a2, . . . , an+1) for simplicity. Then,
we have the following result:
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Theorem 3.3. Let T n
a
= T n+1r /S
1 be the flat torus obtained by the quotient
of the weighted S1-action for a := (1, a2, . . . , an+1) on the Clifford torus T
n+1
r of
radius r. Then, the first eigenvalue of the Laplacian ∆ acting on C∞(T n
a
) w.r.t.
the flat metric on T n
a
satisfies
λ1 ≥ 2
r2
.
Here, the equality holds if and only if at least two components of a = (1, a2, . . . , an+1)
are equal. In particular, T n
a
is fa-minimal and Hamiltonian fa-stable in CP
n
a
for
the canonical weight function fa defined by (31).
The rest of this section is devoted to give a proof of Theorem 3.3.
We identify the flat torus T n+1r with R
n+1/Σ, where
Σ := spanZ
{
t(R, 0, . . . , 0), t(0, R, 0, . . . , 0) · · · , t(0, . . . , 0, R)
}
⊂ Rn+1, R := 2πr
For x = t(x1, . . . , xn+1) ∈ Rn+1, we denote [x] the equivalent class of x in Rn+1/Σ,
namely,
[x] = {x+Rm;m = t(m1, . . . ,mn+1) ∈ Zn+1}.
Then, an S1-orbit O˜[x] through [x] ∈ Rn+1/Σ is given by
O˜[x] = Ox/Σ, Ox :=
{
t(x1 + θ, x2 + a2θ, . . . , x
n+1 + an+1θ); θ ∈ R
}
.
Notice that any orbit intersects to the hypersurface
Π˜a := Πa/Σ, Πa :=
{
t(x1, . . . , xn+1) ∈ Rn+1;x1 +
n+1∑
i=2
aix
i = 0
}
∋ O.
where O is the origin of Rn+1. Denote the intersection point of Ox and Πa by P (x).
More precisely,
P (x) =
−−→
OP (x) = t
(
x1 + θ(x), x2 + a2θ(x), . . . , x
n+1 + an+1θ(x)
)
with(35)
θ(x) :=
1
1 +
∑n+1
i=2 a
2
i
(
− x1 −
n+1∑
i=2
aix
i
)
.
Note that P : Rn+1 → Πa is a linear map.
We set
a1 : = 0,

X0 := 0,
Xs :=
n+1∑
i=n+2−s
ai (for s = 1, . . . , n)
Xn+1 := Xn
, S := 1 +
n+1∑
i=2
a2i ,
Ns : = an+1−s − an+2−s = Xs−1 − 2Xs +Xs+1 (for s = 1, . . . , n).
Moreover, we define vectors in Rn+1 by
ms :=
t(0, . . . , 0︸ ︷︷ ︸
n+1−s
, 1, . . . , 1︸ ︷︷ ︸
s
) (for s = 1, . . . , n),
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and, denote the intersection point of the orbit ORms and Πa by As := P (Rms).
More precisely,
As =
−−→
OAs =
t(x1s, . . . , x
n+1
s ) with

x1s =
R
S (−Xs)
xks =
R
S (−akXs) for k = 2, . . . , n+ 1− s
xls =
R
S (S − alXs) for l = n+ 2− s, . . . , n+ 1
.
(36)
Also, we define a symmetric matrix A by
A := {〈−−→OAs,−−→OAt〉}1≤s,t≤n
Proposition 3.4. The vectors {−−→OAs}1≤s≤n defines a lattice on the hyperplane
Πa:
Γa := spanZ{
−−→
OAs}1≤s≤n
Moreover, the orbit space T n+1
1/
√
n+1
/S1 for the weighted S1-action of a = (1, a2, . . . , an+1)
is given by Πa/Γa.
In order to prove this proposition, we need the following lemma:
Lemma 3.5. The matrix A is invertible and the inverse matrix is given by a
symmetric matrix
A−1 =
1
R2
{Bst}1≤s,t≤n, where
Bst =

2 +N2s (t = s)
−1 +NsNs+1 (t = s+ 1)
NsNt (s+ 2 ≤ t ≤ n)
for s = 1, . . . , n− 1 and(37)
Bnn = 1 +N
2
n.(38)
In particular, {−−→OAs}1≤s≤n gives a basis of Πa, and we have
−−→
OP (x) =
n∑
s=1
1
R
{
Nsx
1 − (xn+1−s − xn+2−s)
}−−→
OAs.(39)
Proof. Suppose 1 ≤ s ≤ t ≤ n. Then, by (36), we compute
Ast : = 〈−−→OAs,−−→OAt〉
= x1sx
1
t +
n+1−t∑
k=2
xksx
k
t +
n+1−s∑
l=n+2−t
xlsx
l
t +
n+1∑
j=n+2−s
xjsx
j
t
=
R2
S2
XsXt +
R2
S2
n+1−t∑
k=2
(−akXs)(−akXt) + R
2
S2
n+1−s∑
l=n+2−t
(−alXs)(S − alXt)
+
R2
S2
n+1∑
j=n+2−s
(S − ajXs)(S − ajXt)
=
R2
S2
{
SXsXt − S
( n+1−s∑
l=n+2−t
al
)
Xs − S
( n+1∑
j=n+2−s
aj
)
Xs − S
( n+1∑
j=n+2−s
aj
)
Xt + sS
2
}
=
R2
S
(−XsXt + sS).
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Note that this expression depends on the ordering s ≤ t.
First, we consider the case when 1 ≤ s ≤ u < n. Then, by (37) and (38), we
have
1
R2
n∑
t=1
AstBtu =
1
R2
{ u−2∑
t=1
AstNtNu +Asu−1(−1 +Nu−1Nu) +Asu(2 +N2u) +Asu+1(−1 +Nu+1Nu)
+
n∑
t=u+2
AstNuNu
}
=
1
R2
{ n∑
t=1
AstNtNu + (−Asu−1 + 2Asu −Asu+1)
}
=
1
S
[ s∑
t=1
(−XsXt + tS)NtNu +
n∑
t=s+1
(−XsXt + sS)NtNu
+ {−(−XsXu−1 + s′S) + 2(−XsXu + sS)− (−XsXu+1 + sS)}
]
=
1
S
[
−XsNu
n∑
t=1
XtNt + SNu
( s∑
t=1
tNt + s
n∑
t=s+1
Nt
)
+XsNu + (s− s′)S
]
,
(40)
where we set
s′ :=
{
s if s < u
u− 1 if s = u .
Here, we compute the coefficient of the first term in (40) as follows:
n∑
t=1
XtNt =
n∑
t=1
Xt(an+1−t − an+2−t)
=
n∑
t=1
{Xtan+1−t − (Xt−1 − an+2−t)an+2−t}
= −X0an+1 +Xna1 −
n∑
t=1
a2n+2−t = 1− S
since Xt = Xt−1+an+2−t and X0 = a1 = 0. Moreover, the coefficient of the second
term in (40) is computed by
s∑
t=1
tNt + s
n∑
t=s+1
Nt = {(s− 1)Xs − 2sXs + sXs+1}+ s(−an+1−s + a1)
= −Xs + san+1−s + s(−an+1−s + a1) = −Xs.
Therefore, (40) becomes
1
R2
n∑
t=1
AstBtu =
1
S
[
−XsNu(1 − S) + SNu(−Xs) +XsNu + (s− s′)S
]
= s− s′ =
{
0 if s < u
1 if s = u
.
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Similarly, when 1 ≤ s < u = n, we see
1
R2
n∑
t=1
AstBtn =
1
R2
{ n−2∑
t=1
AstNtNn +Asn−1(−1 +Nn−1Nn) +Asn(1 +N2n)
}
=
1
R2
{ n∑
t=1
AstNtNn + (−Asn−1 +Asn)
}
=
1
S
[
−XsNn
n∑
t=1
XtNt + SNn
( s∑
t=1
tNt + s
n∑
t=s+1
Nt
)
+Xs(Xn−1 −Xn) + (s− s′)S
]
=
1
S
[
−XsNn(1 − S) + SNn(−Xs) +XsNn + (s− s′)S
]
= s− s′ =
{
0 if s < n
1 if s = n
.
This provesA−1 = 1R2 {Bst}s,t is the inverse matrix of A. In particular, {
−−→
OAs}1≤s≤n
is a basis of the hyperplane Πa.
For any x ∈ Rn+1, we set
−−→
OP (x) :=
n∑
s=1
αs(x)
−−→
OAs.
Then, we have
αs(x) =
1
R2
n∑
t=1
Bst〈−−→OP (x),−−→OAt〉.
Here, by (35) and (36), we compute
〈−−→OP (x),−−→OAt〉 = R
S
[
{x1 + θ(x)}(−Xt) +
n+1−t∑
k=2
{xk + akθ(x)}(−akXt) +
n+1∑
l=n+2−t
{xl + alθ(x)}(S − alXt)
]
=
R
S
[
−Xt
(
x1 +
n+1∑
i=2
aix
i
)
− θ(x)XtS +
n+1∑
l=n+2−t
{xl + alθ(x)}S
]
=
R
S
[
−Xt
(
x1 +
n+1∑
i=2
aix
i
)
+ S
( n+1∑
l=n+2−t
xl
)]
=
R
S
(−XtT + YtS),
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where we set T := x1+
∑n+1
i=2 aix
i and Yt :=
∑n+1
l=n+2−t x
l. Thus, by (37) and (38),
we see
αs(x) =
1
R2
n∑
t=1
Bst
R
S
(−XtT + YtS)
=
1
RS
{ n∑
t=1
NsNt(−XtT + YtS)− (−Xs−1T + Ys−1S) + 2(−XsT + YsS)− (−Xs+1T + Ys+1S)
}
=
1
RS
{
−NsT
n∑
t=1
XtNt +NsS
n∑
t=1
YtNt +NsT − (Ys−1 − 2Ys + Ys+1)S
}
=
1
RS
{
−NsT (1− S) +NsS(x1 − T ) +NsT − (xn+1−s − xn+2−s)S
}
=
1
R
{
Nsx
1 − (xn+1−s − xn+2−s)
}
.
This proves the lemma. 
Now, we give a proof of Proposition 3.4.
Proof of Proposition 3.4. Let us denote the fundamental domain of the lattice Γa
by
D :=
{ n∑
s=1
ts
−−→
OAs; 0 ≤ ts ≤ 1
}
⊂ Πa ⊂ Rn+1.
Take an arbitrary S1-orbit O˜[x] = Ox/Σ through [x] ∈ Rn+1/Σ ≃ T n+11/√n+1.
Since any Ox intersects to Πa at P (x) and Γa defines a lattice on Πa, there exists
xD ∈ D so that OxD/Σ = O˜[x]. We shall show such xD is uniquely determined up
to Γa-action. Then, we obtain a well-defined map O˜[x] 7→ xD ∈ Πa/Γa.
Suppose an element x′D ∈ D satisfies Ox′D/Σ = OxD/Σ = O˜[x]. Then, we may
find x′ ∈ Ox′
D
so that x′ = xD + Rm for some m := t(m1, . . . ,mn+1) ∈ Zn+1.
Moreover, we see
x′D = P (x
′) = P (xD +Rm) = xD + P (Rm)
since P : Rn+1 → Πa is a linear operator. Here, by (39), we have
P (Rm) =
n∑
s=1
{
Msm1 − (mn+1−s −mn+2−s)
}−−→
OAs.
In particular, P (Rm) ∈ Γa since Ms and mi are integers. Therefore, x′D coincides
with xD up to Γa-action.
By construction, the map O˜[x] 7→ xD ∈ Πa/Γa is bijective, and hence, the orbit
space T n+1
1/
√
n+1
/S1 is identified with Πa/Γa. This proves the proposition. 
Let us consider the dual lattice Γ∗
a
defined by
Γ∗
a
:= {y ∈ Πa : 〈y, x〉 ∈ Z ∀x ∈ Γa} = {y ∈ Πa : 〈y,−−→OAi〉 ∈ Z ∀i = 1, . . . , n}.
It is easy to see that Γ∗
a
is spanned by the metric dual {−−→OA∗s}s=1,...,n of {
−−→
OAs}s=1,...,n
on Πa, namely,
−−→
OA∗s is defined by the relation
〈−−→OA∗s ,
−−→
OAt〉 = δst
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for any s, t = 1, . . . , n, or more precisely,
−−→
OA∗s :=
1
R2
n∑
t=1
Bst
−−→
OAt.
In particular, we have
〈−−→OA∗s ,
−−→
OA∗t 〉 =
1
R2
Bst.
It is known that the first eigenvalue of λ1 of the Laplacian ∆ on the flat torus
Πa/Γa is given by
λ1 = 4π
2d2,
where d is the shortest distance between 0 and Γ∗
a
\ {0} (See Lemma 5.5 in [23]).
We shall estimate the shortest distance, namely, we consider
d2 := min{|y|2; y ∈ Γ∗
a
\ {0}}.
Since Γ∗
a
is a lattice, it is sufficient to consider the following element:
y ∈
{ n∑
s=1
δs
−−→
OA∗s ; δs = 0 or ± 1, ∀s = 1, . . . , n
}
\ {0}.
Then, by (37) and (38), we have
|y|2 = 1
R2
n∑
s,t=1
δsδtBst =
1
R2
n−1∑
s=1
(
δ2sBss + 2δsδs+1Bss+1 + 2
n∑
t=s+2
δsδtBst
)
+
δ2n
R2
Bnn
=
1
R2
n−1∑
s=1
{
δ2s (2 +N
2
s ) + 2δsδs+1(−1 +NsNs+1) + 2
n∑
t=s+2
δsδtNsNt
}
+
δ2n
R2
(1 +N2n)
=
2
R2
n−1∑
s=1
(δ2s − δsδs+1) +
δ2n
R2
+
1
R2
( n∑
s=1
δsNs
)2
.
(41)
Since we assume δs = 0 or ±1, we easily see δ2s − δsδs+1 is an non-negative
integer and δ2s − δsδs+1 = 0 iff δs = 0 or δs = δs+1. We divide into three cases for
combinations of δs.
• The case when δ2s − δsδs+1 6= 0 for some s ∈ {1, . . . , n− 1}. Let s = s0 be
such an element. Then, δ2s0 − δs0δs0+1 ≥ 1 and (41) implies
|y|2 ≥ 2
R2
(δ2s0 − δs0δs0+1) ≥
2
R2
.
The equality holds in both inequalities iff
– δn =
∑n
s=1 δsNs = 0, and
– there exists a unique element s0 ∈ {1, . . . , n−1} s.t. δ2s0−δs0δs0+1 = 1
and δ2s − δsδs+1 = 0 for s ∈ {1, . . . , n− 1} \ {s0}.
If this is the case, then there exists a number t0 ≤ s0 so that{
δs = 0 for 1 ≤ s ≤ t0 − 1 and s0 + 1 ≤ s ≤ n,
δs = δs0 6= 0 for t0 ≤ s ≤ s0,
24
and
0 =
n∑
s=1
δsNs = δs0
s0∑
s=t0
(an+1−s − an+2−s) = δs0(−an+2−t0 + an+1−s0),
namely, we obtain an+1−s0 = an+2−t0 . Conversely, if an+1−s0 = an+2−t0
for some t0 ≤ s0, then we have |
∑s0
s=t0
−−→
OA∗s |2 = 2/R2.
• The case when δ2s − δsδs+1 = 0 for all s ∈ {1, . . . , n− 1} and δs = 0 for all
s ∈ {1, . . . , n− 1}. Then δn = ±1 and (41) implies
|y|2 = 1
R2
+
1
R2
N2n =
1
R2
(1 + a22) ≥
2
R2
,
where the equality holds iff a2 = 1.
• The case when δ2s − δrδs+1 = 0 for all s ∈ {1, . . . , n − 1} and δs 6= 0 for
some s ∈ {1, . . . , n− 1}. Let s = s0 be the minimum number s.t. δs0 6= 0.
Then, ±1 = δs0 = δs0+1 = δs0+2 = · · · = δn. In particular, we have
n∑
s=1
δsNs =
n∑
s=s0
δsNs = δs0
n∑
s=s0
(an+1−s − an+2−s) = −δs0an+2−s0 .
Therefore, (41) implies
|y|2 = 1
R2
+
1
R2
a2n+2−s0 ≥
2
R2
,
where the equality holds iff an+2−s0 = 1.
In particular, we see
d2 = min{|y|2; y ∈ Γ∗
a
\ {0}} ≥ 2
R2
,
and the first eigenvalue of the Laplacian on T n
a
= T n+1
1/
√
n+1
/S1 w.r.t. the flat metric
is estimated by
λ1 = 4π
2d2 ≥ 4π2 2
R2
=
2
r2
.
By the above argument, we see that the equality holds if and only if at least two
components of (1, a2, . . . , an) are equal. This completes the proof of Theorem 3.3.
Remark 3.6. By Proposition 2.14, T n
a
is a (unique) monotone Lagrangian torus
orbit in (CPn
a
, ωc). It was proved in [3], T
n
a
is Hamiltonian non-displaceable in CPn
a
as well as the Clifford torus in CPn.
4. Generalized Lagrangian mean curvature flow
In the following, we always assume (M,ω, J) is a compact Ka¨hler manifold sat-
isfying ρ = Cω + nddcf for some f ∈ C∞(M). In this section, we introduce the
generalized Lagrangian mean curvature flow in M and show some fundamental
properties of the flow.
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4.1. Generalized Lagrangian mean curvature flow. Let φ : Ln → M2n be a
Lagrangian immersion of a compact manifold L and consider a smooth deformation
Ft : L × [0, T )→ M of the immersion φ. In [5], Behrndt introduced the following
initial value problem:
d
dt
Ft = K = H − n(∇f)⊥, t ∈ [0, T ),
F0 = φ.
(42)
Since this flow differs from usual mean curvature flow only by the lower oder term
−n(∇f)⊥, short time existence and uniqueness of the solution are valid if L is com-
pact. Moreover, Behrndt showed that if the initial immersion F0 = φ is Lagrangian,
then Ft is also Lagrangian for each t ∈ [0, T ) as long as the solution exists. On
the other hand, the vector K coincides with the mean curvature vector H when
M is a Ka¨hler–Einstein manifold. Thus, (42) is a generalization of the Lagrangian
mean curvature flow in Ka¨hler–Einstein manifolds introduced by Smoczyk in [29]
and [31]. From these facts, we call the flow (42) Generalized Lagrangian mean cur-
vature flow (GLMCF for short). By definition, stationary points of GLMCF are
f -minimal Lagrangians immersions.
4.2. Exact Lagrangian immersion. In Subsection 2.4, we show the generalized
mean curvature form αK of a Lagrangian immersion is always a closed form. There-
fore, there exists a function θ at least locally so that
αK = dθ.
If αK is an exact form, then we take θ as a global smooth function on L, and we call
φ : L → M exact Lagrangian immersion. Moreover, the function θ will be called
Lagrangian angle of φ.
Remark 4.1. WhenM is an almost Calabi-Yau manifold, the Lagrangian angle
θ : L→ S1 for a Lagrangian immersion φ : L→M is defined by
φ∗Ω = e−
√−1θ+nfdµ = e−
√−1θdµf ,
where Ω is the 1-form defined by (19) (Note that our definition differs from [5] up to
sign). This definition recovers our definition of Lagrangian angle (See Proposition
5.4 in [5]), and the condition of exactness of αK is called zero-Maslov.
By Proposition 2.14, the exactness of the mean curvature form is preserved under
a Hamiltonian deformation φs of φ = φ0. Namely, we find a family of smooth
functions {θs}s on L such that αKs = dθs along a Hamiltonian deformation.
Lemma 4.2. Suppose Ls = φs(L) is a Hamiltonian deformation with αVs = dus,
and αK0 is exact. Then the Lagrangian angle θs satisfies
d
ds
θs = ∆fus + Cus.(43)
Proof. Since αK = dθ is written by K
i = ∇iθ in the normal coordinate frame.
Similarly, αV = du can be written as V
i = ∇iu. Combining these with the evolution
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equation (8), we have
∇i
( d
ds
θ
)
=
d
ds
Ki
= ∇i(∇jV j + nV j∇jf) + CV i
= ∇i(∆u+ n∇ju∇jf) + C∇iu
= ∇i(∆fu+ Cu).
This proves the formula. 
Let us consider GLMCF. By using Lemma 2.7, we compute the following evolu-
tion equation for the generalized mean curvature form αK along GLMCF:
d
dt
αK = −dδfαK + CαK , t ∈ [0, T ).(44)
Moreover, setting βt := e
−CtαKt , we see βt is also a closed form, and the evolution
equation (44) becomes
d
dt
βt = −dδfβt, t ∈ [0, T ).(45)
By a similar argument of the proof of Proposition 2.14, we obtain the following as
an extension of the result in [30]:
Proposition 4.3. The cohomology class [βt] does not change under the GLMCF.
In particular, the exactness of αK0 is preserved under GLMCF, that is, if αK0 is
exact, then αKt is also exact for each t ∈ [0, T ).
We call a solution preserving the exactness of Ft an exact solution of GLMCF.
Note that an exact solution to GLMCF generates a Hamiltonian deformation, al-
though it is not true in general. Therefore, it is natural to ask whether the GLMCF
of exact Lagrangian immersion converges to a f -minimal and Hamiltonian f -stable
Lagrangian immersion. In the following sections, we shall consider this problem.
At the end of this section, we give an evolutional equation of the Lagrangian
angle for an exact solution:
Corollary 4.4. For an exact solution to GLMCF, there exists a Lagrangian
angle θt ∈ C∞(Lt) and it satisfies
dθt
dt
= ∆fθt + Cθt, t ∈ [0, T ).(46)
Proof. This is a direct consequence of Lemma 4.2 and Lemma 4.3. 
5. Estimates under GLMCF
This section is a preliminary to show the long-time existence and convergence
results. We compute some evolution equations for fundamental quantities along
the flow.
5.1. Weighted L2 estimate. First, we derive the evolution equation for
∫
Lt
|K|2dµf
under GLMCF. This is actually the (negative) second variation formula of Volf (Ft)
with the variation direction of V = K since, by the first variation formula, we know
d
dt
Volf (Ft) = −
∫
Lt
|K|2dµf .
27
Lemma 5.1. If Lt is an exact solution to GLMCF with αKt = dθt for θt ∈
C∞(Lt), then we have
d
dt
∫
Lt
|K|2dµf =
∫
Lt
{− 2|∆fθ|2 + 2C|K|2 + 2g(B(JK, JK),K)− |K|4}dµf
≤ 2
(
C +max
Lt
|B||K| − λ1(t)
) ∫
Lt
|K|2dµf .(47)
In particular, it follows∫
Lt
|K|2dµf ≤ e
∫
t
0
2(C+maxLs(|K||B|)−λ1(s))ds
∫
L0
|K|2dµf .(48)
Proof. The first equality in (47) follows from (4), (5), (6) and (14) using K as
the variation vector field.
As for the inequality in (47), we use the relation
|∆fθ|2 ≥ λ1|∇θ|2 = λ1|K|2,
since exactness is equivalent to ∇θ = JK. 
5.2. First eigenvalue estimates. From the estimate (48) for the weighted L2
norm
∫
Lt
|K|2dµf , we expect that the flow converges exponentially fast to an f -
minimal if we have a good control of |B|, |K| and λ1(t) to keep
C +max
Lt
(|K||B|)− λ1(t)
negative along the flow. Thus, we derive the first eigenvalue estimate here. Let
ϕ(x, t) ∈ C∞(Lt) be an eigenfunction which satisfies
∆fϕ+ λ1(t)ϕ = 0,
∫
Lt
ϕ2dµf = 1.(49)
Lemma 5.2. Along GLMCF, the first eigenvalue λ1(t) of the weighted Laplacian
∆f satisfies
d
dt
λ1(t) =
∫
Lt
(
2g(B(∇ϕ,∇ϕ),K)− |K|2(|∇ϕ|2 + ϕ(∆fϕ)))dµf
≥ −c(n)max
Lt
(|B||K|+ |K|2)λ1(t),(50)
for some dimensional constant c(n) > 0. In particular, we have
λ1(t) ≥ e−E(t)λ1(0),(51)
where E(t) := c(n)
∫ t
0
maxLs(|B||K|+ |K|2)ds > 0. Note that E(t) may vary up to
the dimensional constant c(n).
In the following, we prove Lemma 5.2. First, taking time derivative of (49), we
have ∫
Lt
(
2ϕ
dϕ
dt
− ϕ2|K|2
)
dµf = 0.(52)
By (49), it is clear that the first eigenvalue satisfies
λ1(t) =
∫
Lt
|∇ϕ|2dµf .(53)
In order to compute the time derivative of the eigenvalue, we need the following
commutation formula for the weighed Laplacian:
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Claim 5.3. Along GLMCF, we have
d
dt
(
∆fϕ
)
−∆f
(dϕ
dt
)
= −δfX −∇i|K|2∇iϕ,(54)
where Xi = 2K
mhmij∇jϕ is a 1-form on L.
Proof. We compute in the normal coordinate frame. For a time dependent
function ϕ(t) ∈ C∞(Lt), we know the following commutation formula under the
generalized Lagrangian mean curvature flow:
d
dt
(
∆ϕ
)
−∆
( d
dt
ϕ
)
=
( d
dt
gij
)
∇i∇jϕ− gij
( d
dt
Γkij
)
∇kϕ
(55)
= 2Kmhmij∇i∇jϕ+ 2∇i(Kmhmik)∇kϕ−∇k(KmHm)∇kϕ.
Recall the definition of the weighted Laplacian ∆fϕ = ∆ϕ + ng(∇f,∇ϕ) and
take the time derivative of it. Then, by the commutation formula (55) for usual
Laplacian ∆, we have
d
dt
(
∆fϕ
)
=
d
dt
(
∆ϕ+ ng(∇f,∇ϕ))
= ∆
(dϕ
dt
)
+ 2Kmhmij∇i∇jϕ+ 2∇i(Kmhmik)∇kϕ−∇i(KmHm)∇iϕ(56)
+ 2nKmhmij∇if∇jϕ+ n∇i
(df
dt
)
∇iϕ+ n∇if∇i
(dϕ
dt
)
Observe that ∆f (dϕ/dt) comes from the first and the last term in (56). Combining
the second, third and fifth terms in (56), we obtain −δfXi. Note that the time
derivative of f becomes
n
df
dt
= ndf(K) = ng(∇f,K) = g((∇f)⊥,K).
Then the fourth and sixth terms become −∇i|K|2∇iϕ. This proves (54). 
Now, we are ready to compute the time derivative of the first eigenvalue. Using
the commutation formula (54) and (3), we see
d
dt
λ1(t) = − d
dt
∫
Lt
ϕ(∆fϕ)dµf
=
∫
Lt
{
− dϕ
dt
(∆fϕ)− ϕ∆f
(dϕ
dt
)
+ ϕ(δfX) +∇i|K|2ϕ∇iϕ+ ϕ(∆fϕ)|K|2
}
dµf
=
∫
Lt
{
− 2dϕ
dt
(∆fϕ) + ϕ(δfX) +
1
2
∇i|K|2∇iϕ2 + ϕ(∆fϕ)|K|2
}
dµf
=
∫
Lt
{
λ1
(
2ϕ
dϕ
dt
− ϕ2|K|2
)
+ ϕ(δfX) +
1
2
∇i|K|2∇iϕ2
}
dµf
=
∫
Lt
{
ϕ(δfX)− 1
2
|K|2(∆fϕ2)
}
dµf .
We have used the relation (52) for the last equality. Note that for the weighted
Laplacian we see
∆f (ϕ
2) = 2ϕ(∆fϕ) + 2|∇ϕ|2.
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s On the other hand, for the weighted co-differential δf , we have
δf (ϕX) = ϕδfX − g(dϕ,X) = ϕ(δfX)− 2Kmhmij∇iϕ∇jϕ.
Therefore, again by Lemma 3, we obtain the equality in (50). The inequality part
is easily follows from the relations (49) and (53), then we complete the proof of
Lemma 5.2.
5.3. Zero and Higher order estimates. In the following, we need pointwise
estimates to show the convergence of GLMCF. Generalizing Li’s computation in
[17], we list some estimates. Results in Section 3.3 and 3.4 of [17] for LMCF in
Ka¨hler-Einstein manifolds remain true in our case with slight modifications by a
function f ∈ C∞(M).
First, we consider the higher order estimates for the second fundamental form
B. In order to do so, we need the evolution equation of |B|2. Using the ∗-notation,
a similar computation to [38] (see also [35]) shows
d
dt
B = ∆B +B ∗B ∗B +B ∗B ∗ ∇f(57)
+ Rm ∗B +Rm ∗∇f +∇3f +∇2f ∗B +∇f ∗ ∇B +∇Rm .
More generally, by induction, we have the following general result (see [11], [32] and
[35] for the proof):
Lemma 5.4. Let Lt = Ft(L) be a compact GLMCF. Then along the flow, we
have
d
dt
(∇mB) = ∆(∇mB) +
∑
i+j+k=m
∇iB ∗ ∇jB ∗ ∇kB
+
m∑
j=0
∑
i1+···+ir+k=m+1−j
∇j Rm ∗∇i1−1B ∗ · · · ∗ ∇ir−1B ∗ ∇kf
+
m+2∑
k=0
∑
i1+···+ir=m+2−k
∇i1−1B ∗ · · · ∗ ∇ir−1B ∗ ∇k+1f
+∇m+1Rm .
Moreover,
d
dt
|∇mB|2 ≤ ∆|∇mB|2 − |∇m+1B|2 + c
∑
i+j+k=m
|∇iB||∇jB||∇kB||∇mB|(58)
+ cm+1,m+3
m+2∑
j=0
∑
i1+···+ir=m+2−j
i1,··· ,ir<m+2
|∇i1−1B| · · · |∇ir−1B||∇mB|,
where c is a constant, and ck,r is a constant depending only on
Rk :=
k∑
i=0
sup
M
|∇iRm |, fr := ||f ||C7(M) =
r∑
i=0
sup
M
|∇if |.
Now, we are ready to show the higher order estimate for the second fundamental
form B.
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Lemma 5.5. Assume Lt = Ft(L) is compact and evolves under GLMCF. If
max
Lt
|B|2 ≤ Λ <∞, t ∈ [0, T ], T > 0,
then for each m ≥ 1, there exist constants cm = cm(n,Λ, Rm+1, fm+3, T ) such that
max
Lt
|∇mB|2 ≤ cm
tm
, t ∈ (0, T ].
As a direct consequence, we also have
max
Lt
|∇mH |2 ≤ cm
tm
, max
Lt
|∇mK|2 ≤ cm
tm
, t ∈ (0, T ].
For the proof, see [11] in the case of MCF. Although GLMCF case has to deal
with the weight function f , a similar technique to [11] also work well. Thus, we
omit the proof.
In [18] and [35], by using the higher order estimate of B and standard application
of the maximum principle, they showed the extension result for GLMCF.
Proposition 5.6. If the second fundamental form of Lt = Ft(L) is uniformly
bounded under GLMCF for t ∈ [0, T ), then the solution can be extended beyond T .
Next, we show that initial data do not change so much at least for a short time
under GLMCF.
Lemma 5.7. If L0 satisfies
|B|(0) ≤ Λ, |K|(0) ≤ ǫ, λ1(0) ≥ C + δ,
then there exists T = T (n,Λ, R1, f3) so that GLMCF satisfies
|B|(t) ≤ 2Λ, |K|(t) ≤ 2ǫ, λ1(t) ≥ C + 2
3
δ, t ∈ [0, T ].
Proof. First, we show the Lemma for |B|2. From (58) in Lemma 5.4, we have
d
dt
|B|2 ≤ ∆|B|2 + c1|B|4 + c2|B|3 + c3|B|2 + c4|B|
≤ ∆|B|2 + c5|B|4 + c6.
Note that we have used Young’s inequality in the last line. Set
t0 := sup{s > 0 | |B|2(t) ≤ 4Λ, t ∈ [0, s)}.
Then, for t ∈ [0, t0), we have
d
dt
|B|2 ≤ ∆|B|2 + (16Λ4 + 1)c
for some constant c > 0. Applying the maximum principle, we obtain
|B|2(t) ≤ max
L0
|B|2(0) + (16Λ4 + 1)ct ≤ 2Λ2, 0 ≤ t ≤ Λ
2
(16Λ4 + 1)c
.
Therefore t0 satisfies
t0 ≥ Λ
2
(16Λ4 + 1)c
.
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Next, we prove the Lemma for |K|. A similar computation to (8) shows
d
dt
Ki =
d
dt
(Hi − n(∇if)⊥)
= ∆Ki +Kjhjklh
i
kl −HjKkhijk +KjRiljl
− n(∇i∇jf)Kj + n∇iKj∇jf − nhkijKj∇kf,
and then it follows
d
dt
|K|2 ≤ ∆|K|2 + c|B||K|3 + c|H ||B||K|2 + c(R0)|K|2 + c|B|2|K|2
+ 2ng(∇f,∇JK(JK)) + c(f1)|B||K|2.
Note that
2ng(∇f,∇JK(JK)) = ng(∇f,∇|K|2),
|K| ≤ |H |+ n|∇f | ≤ √n|B|+ c(f1).
Therefore, for t ≤ t0, we have
d
dt
|K|2 ≤ ∆|K|2 + ng(∇f,∇|K|2) + (16Λ2 + 4Λ+ 1)c|K|2.
Thus, we can apply the maximum principle to obtain
|K|2(t) ≤ |K|2(0)e(16Λ2+4Λ+1)ct ≤ 4ǫ2, t ∈
[
0,min
{
t0,
log 4
(16Λ2 + 4Λ + 1)c
}]
.
Then, the Lemma for |B| and |K| follows if we choose t1 as
t1 = min
{
Λ2
(16Λ4 + 1)c
,
log 4
(16Λ2 + 4Λ + 1)c
}
.
Finally, we show the lemma for λ1. Recall the estimate (51) for λ1 in [0, t1], then
we have
λ1(t) ≥ e−
∫ t1
0 2max(|B||K|+|K|2)dtλ1(0)
≥ e−(8Λǫ+8ǫ2)t1 .
Hence we obtain
λ1(t) ≥ C + 2
3
δ, t ∈ [0, T ],
for sufficiently small T ≤ t1. 
Here, we consider the volume ratio on Ln. Let B(x, s) ⊂ Ln be a geodesic ball
centered at x ∈ L with radius s > 0. Since L is compact, its injectivity radius
inj(L) is bounded from below (See Proposition 14 in [9]). Then there exist some
positive constants κ = κ(n, inj(L)) and r = r(n, inj(L)) so that
Vol(B(x, s))
sn
≥ κ, ∀x ∈ L, 0 < s ≤ r.(59)
This volume ratio condition is called κ-noncollapsed on the scale r. In order to
see the control of the volume ratio condition, we need to check the change of the
injectivity radius of L.
32
Lemma 5.8. Assume that GLMCF Lt satisfies
|B|(t) ≤ Λ <∞, t ∈ [0, T ],
then the injectivity radius of Lt is uniformly bounded from below:
inj(Lt) ≥ ι > 0, t ∈ (0, T ](60)
by some positive constant ι = ι(n,Λ, R0, inj(M)) > 0. Moreover there exist time-
independent constants κ, r > 0 such that Lt is κ-noncollapsed on the scale r along
GLMCF in t ∈ (0, T ].
Proof. Combining Lemma 5.5 above and Proposition 2.2 in [6], we first obtain
the uniform bound for inj(Lt) ≥ ι > 0 in (0, T ]. If we choose r > 0 small enough
such that 0 < r ≤ 12 ι, then we can apply Proposition 14 in [9] to conclude that Lt
is κ-noncollapsed on the scale r for some constant κ > 0 in (0, T ]. 
The following Lemma tells us the change of the volume ratio condition from the
initial data.
Lemma 5.9. Suppose that L0 is κ-noncollapsed on the scale r. Then along
GLMCF, it follows
Vol(Bt(x, s))
sn
≥ κe−E(t),
where E(t) > 0 is the function given in Lemma 5.2, namely,
E(t) = c(n)
∫ t
0
max
Ls
(|B||K|+ |K|2)ds > 0.
Next result lead us to get a C0 estimate from an L2 estimate.
Lemma 5.10. Suppose L ⊂ M is compact and κ-noncollapsed on the scale r.
For any tensor S on L, if
|∇S| ≤ Λ and
∫
L
|S|2dµf ≤ ǫ ≤ rn+2,
then it follows
max
L
|S| ≤
( 1√
κ ·minM enf
+ Λ
)
ǫ
1
n+2 = cǫ
1
n+2 ,
where c = c(n,Λ, f0, inj(M)) > 0 is a constant.
The proofs for the above two Lemmas can be found in Lemma 3.4 and Lemma
3.5 in [17].
6. Convergence result I
In this section, we prove the main results by generalizing Li’s argument in [17]
with the weight f . Our main result is the following:
Theorem 6.1. Let (M,ω, J) be a compact Ka¨hler manifold satisfying ρ =
Cω + nddcf . Suppose L is a compact and exact Lagrangian submanifold which
is smoothly immersed into M . For any V0,Λ0 and δ0 > 0, there exists ǫ0 =
ǫ0(n, V0,Λ0, δ0, C,R5, f7, inj(M)) such that if L satisfies
Volf (L) ≤ V0, |B| ≤ Λ0, λ1(∆f ) ≥ C + δ0,
∫
L
|K|2dµf ≤ ǫ0,
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then the generalized mean curvature flow with initial data L converge exponentially
fast to an f -minimal Lagrangian in M .
Proof. First, we note that L is κ1-noncollapsed on the scale r1 for some κ1 > 0
and r1 > 0 since L is compact. From Lemma 5.7, there exists T0 > 0 so that
|B|(t) ≤ 2Λ0, λ1(t) ≥ C + 2
3
δ0, t ∈ [0, T0],(61)
and by Lemma 5.8, there exist constants κ2, r2 > 0 such that Lt is κ2-noncollapsed
on the scale r2 in (0, T0] along GLMCF with initial data L0 = L. Set κ0 =
min{κ1, κ2} > 0 and r0 = min{r1, r2} > 0. Then Lt is κ0-noncollapsed on the scale
r0 for t ∈ [0, T0].
By the estimate (48), there exists c = c(n,Λ0, δ0, C) > 0 so that∫
Lt
|K|2dµf ≤ ect
∫
L0
|K|2dµf ≤ ectǫ0, t ∈ [0, T0].(62)
Therefore if we choose t0 < T0 small enough, it follows∫
Lt
|K|2dµf ≤ 2ǫ0, t ∈ [0, t0].(63)
Using Lemma 5.5 to obtain
|∇B|(t) ≤ c, t ∈
[
1
2
t0, t0
]
,(64)
where c = c(n,Λ0, R2, f4) > 0 is a uniform constant. By Lemma 5.10, there exists
c = c(n,Λ0, R2, f4, κ0, r0) > 0 so that
|K|(t) ≤ cǫ
1
n+2
0 , t ∈
[
1
2
t0, t0
]
,(65)
for 2ǫ0 ≤ rn+20 . Now, regard t = 12 t0 as the initial time of GLMCF. Then, without
loss of generality, we may assume L0 is κ0-noncollapsed on the scale r0 and
Volf (L0) ≤ V0, |B|(0) ≤ Λ, λ1(0) ≥ C + δ, |K|(0) ≤ ǫ,(66)
where Λ := 2Λ0, δ :=
2
3δ0 and ǫ := cǫ
1
n+2
0 .
In the following, we consider GLMCF with initial data (66). Again by Lemma
5.7, Lemma 5.8 and Lemma 5.9, if we choose T > 0 and ǫ < 1 small enough, then
Lt is
1
3κ0-noncollapsed on the scale r0 and satisfies
(∗) |B|(t) ≤ 6Λ, λ1(t) ≥ C + 1
3
δ, |K|(t) ≤ 2ǫ 1n+2 ,
for t ∈ [0, T ]. To show the long-time existence of GLMCF by contradiction, assume
that [0, T∗), T∗ <∞ be the maximal time interval in which Lt is 13κ0-noncollapsed
on the scale r0 and satisfies (∗).
Claim 6.2. There exists ǫ = ǫ(n, κ, r0, δ,Λ, V0, C,R5, f7, V0) > 0 so that if Lt
is 13κ0-noncollapsed on the scale r0 and satisfies (∗), then it follows that Lt is
2
3κ0-noncollapsed on the scale r0 and satisfies
(∗∗) |B|(t) ≤ 3Λ, λ1(t) ≥ C + 2
3
δ, |K|(t) ≤ ǫ 1n+2 ,
for t ∈ [0, T∗).
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Then, however, by Lemma 5.7, Lemma 5.8 and Lemma 5.9 there exists T+ > 0
such that Lt is again
1
3κ0-noncollapsed on the scale r0 and satisfies (∗) for t ∈
[0, T∗ + T+]. This contradicts the maximality of T∗ <∞, so that T∗ =∞, and the
long-time existence of GLMCF follows immediately.
Now, we give a proof of Claim 6.2. First, we show the claim about |K|(t). By
the assumption (∗), the first eigenvalue satisfies λ1(t) ≥ C+δ/3. Thus, if we choose
ǫ > 0 small enough, it follows
λ1(t) ≥ C + δ
4
+ 6Λ · 2ǫ 1n+2 , t ∈ [0, T∗).
Therefore, by the L2 estimate (48), the initial condition (66) and (∗), we have∫
Lt
|K|2dµf ≤ e−
δ0
2 t
∫
L0
|K|2dµf ≤ c(n, f0)V0ǫ2e−
δ0
2 t, t ∈ [0, T∗).(67)
Now, using Lemma 5.7, there exists small 0 < τ < T∗ such that
|K|(t) ≤ 2ǫ ≤ ǫ 1n+2 , t ∈ [0, τ ],(68)
for ǫ ≤ 12 . On the other hand, by the assumption (∗), we have the bound |B|(t) ≤ 6Λ
in [0, T∗). Thus, Lemma 5.5 with τ > 0 implies the uniform bound
|∇B|(t) ≤ c(n,Λ, R2, f4), t ∈ [τ, T∗).
It then follows |∇K|(t) ≤ c for t ∈ [τ, T∗). Combining this with (67), by Lemma
5.10, we obtain
|K|(t) ≤ c(n, κ, r0,Λ, R2, f4, V0)ǫ 2n+2 e−
δ0
2(n+2)
t, t ∈ [τ, T∗).
Moreover, we can choose ǫ small such that
c(n, κ, r0,Λ, R2, f4, V0)ǫ
1
n+2 ≤ 1,
then we have
|K|(t) ≤ ǫ 1n+2 e−
δ0
2(n+2)
t ≤ ǫ 1n+2 , t ∈ [τ, T∗).(69)
Combining (68) and (69), we obtain the estimate |K|(t) ≤ ǫ 1n+2 in [0, T∗).
Next we prove the claim about |B|(t). As in the proof for (69), by Lemma 5.5,
there exists cm = cm(n,Λ, Rm+1, fm+3) such that
|∇mB| ≤ cm, t ∈ [τ, T∗),
thus, it also follows |∇mK| ≤ cm for t ∈ [τ, T∗). Combining this with the (usual)
divergence theorem and (69), we have∫
Lt
|∇2K|2dµ ≤
∫
Lt
|K||∇4K|dµ ≤ c(n,Λ, R5, f7, V0)ǫ 1n+2 e−
δ0
2(n+2)
t.
for t ∈ [τ, T∗). Hence, we can apply Lemma 5.10 (without density) to ∇2K, then
it follows
|∇2K| ≤ c(n, κ, r0,Λ, R5, f7, V0)ǫ
1
(n+2)2 e
− δ0
2(n+2)2
t
, t ∈ [τ, T∗).(70)
By (10), we have
d
dt
|B| ≤ |∇2K|+ c|B|2|K|+ c(R0)|K|.(71)
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Inserting (70) into (71) and integrating it w.r.t. t from τ to t, by (69), we have
|B|(t) ≤ |B|(τ) +
∫ t
τ
|∇2K|+ (c+ |B|2)|K|ds
≤ 2Λ + cǫ 1(n+2)2 2(n+ 2)
2
δ0
+ ǫ
1
n+2
2(n+ 2)
δ0
.
Therefore, if we choose ǫ > 0 small enough, then we have
|B|(t) ≤ 3Λ, t ∈ [0, T∗).(72)
Then, we will show the estimate for λ1(t). Since λ1(0) ≥ C + δ, using Lemma
5.7, we have
λ1(t) ≥ C + 2
3
δ, t ∈ [0, τ ](73)
for small 0 < τ < T∗. On the other hand, the property (69), (72) and the estimate
(51) implies
λ1(t) ≥ e−c(n,Λ0,δ0)
(
ǫτ+ǫ2τ+ǫ
1
n+2+ǫ
2
n+2
)
λ1(τ), t ∈ [τ, T∗).(74)
Combining (73) and (74), if ǫ > 0 is sufficiently small, we obtain
λ1(t) ≥ C + δ0
2
, t ∈ [0, T∗).
As for the estimate of κ-noncollapsing, we use the same method as the estimate
for λ1(t). By Lemma 5.8 and Lemma 5.9 combining the properties (69) and (72),
we obtain desired estimate if we choose ǫ > 0 small enough. This proves Claim 6.2.
Finally, we show the convergence of GLMCF to an f -minimal Lagrangian. But
this is immediately follows from the property (69) in the proof of Claim 6.2:
|K|(t) ≤ ǫ 1n+1 e−c(n,δ)t, t ∈ [τ,∞).
This completes the proof of Theorem 6.1. 
7. Convergence result II
The assumption λ1 ≥ C + δ0 for some δ0 > 0 in the previous Theorem is
satisfied for an initial Lagrangian which is sufficiently close to a Hamiltonian f -
stable Lagrangian with λ1 > C. For example, a small Hamiltonian deformation of
some examples given in Theorem 3.3 satisfies assumptions of Theorem 6.1. However,
Theorem 3.3 shows that there exist an example of f -minimal and Hamiltonian f -
stable Lagrangian with λ1 = C, and we cannot apply Theorem 6.1 to an initial
Lagrangian which is sufficiently close to such an example. In the last section, we
consider this latter case following the technique by [17] again.
Let (M,ω, J) be a Ka¨hler manifold satisfying ρ = Cω + nddcf for some f ∈
C∞(M). Suppose that M is compact and C > 0 as before.
In the following, we assume φ0 : L → M is a compact f -minimal Lagrangian,
and X is a Hamiltonian variation vector field along L0 = φ0(L), that is JX = ∇u0.
Let φs : L→M be a Hamiltonian deformation of L0 satisfying (d/ds)|s=0φs = X .
We write Ls = φs(L0). Since φ0 is f -minimal, φs is an exact Lagrangian immersion
for any s by Proposition 2.14. Therefore, it is natural to ask whether the GLMCF
Ft with initial data F0 = φs converges to a f -minimal and Hamiltonian f -stable
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Lagrangian. In order to describe a precise statement, we assume the Hamiltonian
deformation φs satisfies
d2
ds2
∣∣∣
s=0
Volf (φs) > 0,(75)
otherwise, φs may be a volume preserving deformation of φ0 and it does not move
under the flow. We call the deformation φs satisfying (75) an essential Hamiltonian
deformation. By the same way as Li [17], the essential Hamiltonian deformation is
characterized as follows:
Lemma 7.1. φs is an essential Hamiltonian deformation of L0 if and only if the
Hamiltonian function u0 of the variation vector field X along L0 satisfies u0 6∈ Eλ1 ,
where Eλ1 is the first eigenspace of ∆f on L0.
In order to apply the technique by Li [17] to our convergence result, we need
the following compactness result. The proposition is originally proved by Chen-
He [6] for MCF in the Euclidean space. Li [17] pointed out that the compactness
result is also valid in general compact ambient manifolds since the manifold is
isometrically embedded into some Euclidean space by the embedding theorem, and
the corresponding second fundamental forms are still uniformly bounded.
Proposition 7.2 (cf. [6], [17]). Let φk(t) : L → M be a sequence of general-
ized Lagrangian mean curvature flow from a compact submanifold L into a compact
Ka¨hler manifold satisfying ρ = Cω + nddcf with uniformly bounded second funda-
mental forms
|Bk|(t) ≤ C, ∀t ∈ [0, T ].
Then there exists a subsequence of φk(t) which smoothly converges to a generalized
Lagrangian mean curvature flow φ∞(t) for each t ∈ (0, T ) in the geometric sense,
and L∞ = φ∞(t)(L) is a smooth Riemannian manifold.
Proof. Similar to the usual MCF, we have uniform bounds of all the higher
order derivatives of the second fundamental forms for GLMCF as in subsection
5.3 because |Bk|(t) ≤ C. Likewise, since each φk(t) satisfies GLMCF, all the time
derivatives are also uniformly bounded. Then the proposition follows from the same
argument in [6] and [17]. 
Finally, we consider GLMCF starting from φs(L0), where L0 ⊂ M is an f -
minimal Lagrangian with λ1 = C, and φs is a small Hamiltonian deformation
of L0. We denote by Ls,t = φs,t(L0), (t ∈ [0, T ]) the GLMCF with initial data
Ls = φs(L0). Since L0 is f -minimal, αKs,0 of Ls,0 is exact by Proposition 2.14.
Also by Lemma 4.3, αKs,t on Ls,t is exact, and we denote the Lagrangian angle by
θs,t. Suppose that the Hamiltonian deformation φs is sufficiently close to φ0 in the
following sense:
||φs − φ0||C3 ≤ ǫ0(76)
for small ǫ0 > 0 which will be determined later. Then we have the following:
Lemma 7.3. Let L0 be an f -minimal Lagrangian with λ1 = C, and X be an
essential Hamiltonian variation along L0 with JX = ∇u0. For any Λ > 0, there
exists ǫ0 = ǫ0(L0, X,M) > 0 and δ0 > 0 such that if Ls,t satisfies
|Bs|(t) ≤ Λ, |Ks|(t) ≤ ǫ0, ∀t ∈ [0, T ],(77)
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then the Lagrangian angle θs,t of Ls,t satisfies∫
Ls,t
|∆fθs,t|2dµf ≥ (C + δ0)
∫
Ls,t
|∇θs,t|2dµf , ∀t ∈ [0, T ].(78)
Moreover, we have
d
dt
∫
Ls,t
|Ks,t|2dµf ≤ −2(δ0 − Λǫ0)
∫
Ls,t
|Ks,t|2dµf , ∀t ∈ [0, T ].(79)
Proof. We generalize the proof of Lemma 6.6 in [17]. The only thing we have
to do is to translate the argument in [17] into our case by using Proposition 2.4,
variation formulas (43), (46) for the Lagrangian angle, Lemma 7.1 and Proposition
7.2. 
Finally, we obtain the following long-time existence and convergence result start-
ing from the initial data sufficiently close to an f -stable Lagrangian. This extend
the result by [17].
Theorem 7.4. Let (M,ω, J) be a compact Ka¨hler manifold satisfying ρ = Cω+
nddcf with C > 0. Suppose that φ : L → M is a compact f -minimal Lagrangian
submanifold with λ1 = C, and φs is an essential Hamiltonian variation of L0 =
φ(L) with X as the variation vector field. Then there exists ǫ0 = ǫ0(X,L0,M) > 0
such that if Ls = φs(L) ⊂M satisfies
||φs − φ0||C3 ≤ ǫ0,
then GLMCF with the initial Lagrangian Ls will converge exponentially fast to an
f -minimal Lagrangian in M .
Proof. Thanks to the Lemma 7.3, the same argument as the proof of Theorem
6.1 is also valid for this case. See also the proof of Theorem 1.4 in [17] (Section
6). 
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