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In this dissertation, we introduce coarse proximities, explore some of their applications
(e.g., proximity at infinity), and study the relationships between three different structures
capturing large-scale properties of spaces: coarse proximities, asymptotic resemblances, and
coarse space structures.
After a short introduction to coarse topology and small-scale proximities, we recall
basic definitions and theorems related to coarse spaces, asymptotic resemblance spaces, and
bornologies. Then we investigate metric coarse proximities and introduce a general definition
of coarse proximities. After exploring a few of their basic properties, we introduce coarse
neighborhoods and use them to give an alternative definition of coarse proximities. We then
proceed to show that coarse proximities induce weak asymptotic resemblances, and we use
this fact to investigate coarse proximity maps to build a category of coarse proximity spaces
whose morphisms are closeness classes of coarse proximity maps.
Next we restrict our attention to the metric case and we construct a natural small-scale
proximity structure on the set of unbounded subsets of a metric space. We also show how
this structure naturally induces a small-scale proximity on the equivalence classes of the weak
asymptotic resemblance induced by the metric. We call this space the “proximity space at
infinity.” We then proceed to show that the construction is functorial, making up a functor
from the category of unbounded metric spaces whose morphisms are closeness classes of
coarse proximity maps (equivalently, coarse maps or asymptotic resemblance maps) to the
category of proximity spaces whose morphisms are proximity maps.
Finally, we investigate the relationships between coarse proximities, (weak) asymptotic
resemblances, and coarse spaces structures. We also explore coarse and asymptotic normality
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and we show that under mild conditions, both normal coarse spaces and normal asymptotic




1.1 General Comments Regarding this Dissertation . . . . . . . . . . . . . . . . 1
1.2 What Is Coarse Topology? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 What Is Proximity? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Motivation for this Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Coarse Structures 8
2.1 Coarse Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Asymptotic Resemblance Spaces . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Bornologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Coarse Proximity 18
3.1 Metric Coarse Proximity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Coarse Proximity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Coarse Neighborhoods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4 Alternative Definition of Coarse Proximities . . . . . . . . . . . . . . . . . . 31
3.5 Equivalence Relation Induced by Coarse Proximities . . . . . . . . . . . . . . 32
3.6 Coarse Proximity Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.7 Closeness Relation of Coarse Proximity Maps . . . . . . . . . . . . . . . . . 40
3.8 Category of Coarse Proximity Spaces . . . . . . . . . . . . . . . . . . . . . . 41
3.9 Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Proximity at Infinity 46
vii
4.1 Coarse Neighborhoods of Radius f . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Hyperspace at Infinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Proximity at Infinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4 Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5 Relationships between Coarse Structures 65
5.1 Coarse Spaces =⇒ Asymptotic Resemblance Spaces . . . . . . . . . . . . . 65
5.2 Asymptotic Resemblance Spaces =⇒ Coarse Spaces . . . . . . . . . . . . . 67
5.3 Asymptotic Resemblance Spaces ⇐⇒ Coarse Spaces . . . . . . . . . . . . . . 69
5.4 Coarse Normality of Coarse Spaces . . . . . . . . . . . . . . . . . . . . . . . 71
5.5 Connected Normal Coarse Spaces =⇒ Coarse Proximity Spaces . . . . . . . 77
5.6 Connected Normal Asymptotic Resemblance Spaces =⇒ Coarse Proximity
Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.7 Summary of Relationships between Coarse Structures . . . . . . . . . . . . . 81
5.8 Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6 Concluding Remarks 85
6.1 Discussion on Asymptotic Resemblance . . . . . . . . . . . . . . . . . . . . . 85





dxe the smallest integer greater than or equal to x
(λ,B) asymptotic resemblance with the induced bornology
(E ,B) coarse space structure with the induced bornology
(f × f)(E) {(f(a), f(b)) | (a, b) ∈ E}
(X,λ) asymptotic resemblance space
(X,B,b) proximity space
(X, E) coarse space
(X, d) metric space
(b,B) coarse proximity with the associated bornology
[f ] proximal equivalence class of f
Ā topological closure of A






=⇒ implies or induces
∈ in or is an element of
λ asymptotic resemblance
⇐⇒ if and only if or induces and is induced by




E coarse space structure
H∞(X) Hyperspace at Infinity of X
φ weak asymptotic resemblance
≺ coarse neighborhood relation induced by a coarse space structure or by an
asymptotic resemblance structure
∼ is equivalent to
⊆ is a proper subset of or equal to
4 {(x, x) ∈ X ×X | x ∈ X}
A B B is a coarse neighborhood of A
A×B Cartesian product of A and B
Ab̄B the relation AbB does not hold
Aδ̄B the relation AδB does not hold
Aλ̄B the relation AλB does not hold
x
A \B relative complement of A in B
Cb the category of coarse proximity spaces
Cd the category of unbounded metric spaces
d metric
d(A,B) inf{d(x, y) | x ∈ A, y ∈ B}
dH(A,B) Hausdorff distance between A and B
E ◦ F {(x, y) ∈ X ×X | ∃ z ∈ X such that (x, z) ∈ E, (z, y) ∈ F}
E−1 E−1 := {(x, y) | (y, x) ∈ E}
f(A) image of A under f
f : A→ B f is a function from A to B
f−1(A) inverse image of A under f
g ◦ f composite function of f and g





1.1 General Comments Regarding this Dissertation
The main focus of this dissertation are coarse proximities. Many of the results in this
dissertation come from [7] and [8], which are published papers written by the author and
his fellow graduate student Jeremy Siegert. This dissertation consists of 6 main chapters
(Introduction, Coarse Structures, Coarse Proximity, Proximity at Infinity, Relationships
between Coarse Structures, and Concluding Remarks) divided into sections. Chapters 3, 4,
and 5 end with the “Questions” section. In the “Questions” sections, the reader can find
a selection of chapter-related questions whose answers are not known to the author at the
time of the writing of this dissertation. The author hopes to answer these questions in his
future research. Also, he hopes that these questions will serve as a starting point for other
students/mathematicians for their own research on this fascinating subject.
The author took great care to give credit to other researchers when the results in this
dissertation were not due to the author. Thus, when the result can be found in other works,
the reader is always referred to the original source. Consequently, whenever the proof is
given, this implies that according to the knowledge of the author, the result is due to the
author (or the author and the co-author of his papers, Jeremy Siegert).
Finally, the author attempted to make this dissertation as self-contained as possible.
Therefore, almost all the results used in this dissertation are included in this document.
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The only exceptions are proofs of theorems attributed to other authors, as described in the
paragraph above.
1.2 What Is Coarse Topology?
Coarse topology (i.e., large scale geometry) is a branch of mathematics investigating large-
scale properties of spaces. However, what does “large-scale” really mean? In classical
topology, one is concerned with “small-scale” properties of spaces, i.e., properties that capture
what happens as we “zoom in” at the object of interest. A good example of such a property
is openness of a set. The definition of a set being open roughly says the following: “for any
point in the set, we can find an open set small enough such that that open set contains the
point and is itself contained in the original set.” In other words, if we have the metric case
in mind, we have to “zoom in” at the point in question to see if we can find a small enough
open set with the desired properties.
On the other hand, coarse topology is concerned with large-scale properties of spaces.
As an example, take Z and R. When equipped with metric topology, these two spaces are
clearly not homeomorphic. However (being as informal as possible), as we “zoom out” and
look at Z from the great distance, Z will closely resemble R, and the further we “zoom out”,
the more alike the two spaces will seem. Therefore, Z and R are “coarsely equivalent,” i.e.,
they are “large-scale homeomorphic.”
Another method to explore large-scale properties of spaces is to study the behavior of
spaces “at infinity,” i.e., the behavior that stays “consistent” outside of bounded sets. For
example, one could investigate slowly oscillating functions: functions from metric spaces to
R that do not change rapidly outside of large enough bounded sets.
Finally, to explore large-scale properties of spaces, coarse topologists study the relation-
ships between the small-scale and the large-scale world. Quite often a link between the two
worlds is a useful tool that can be used to investigate large-scale behavior of spaces. Namely,
such a connection often allows to investigate large-scale properties of spaces by using an
extensive, well-developed, and very well-understood machinery from (small-scale) classical
topology.
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1.3 What Is Proximity?
Most of this dissertation will be concerned with coarse proximities - the large-scale
counterpart of small-scale proximities. To be able to introduce and understand coarse
proximities, let us review basic definitions and examples of proximities from [12].
Definition 1.3.1. Let X be a set. A proximity on a set X is a relation δ on the power set
of X satisfying the following axioms for all A,B,C ⊆ X :
1. AδB implies BδA,
2. AδB implies A 6= ∅ and B 6= ∅,
3. A ∩B 6= ∅ implies AδB,
4. (A ∪B)δC if and only if AδC or BδC,
5. Aδ̄B implies that there exists a subset E such that Aδ̄E and (X \ E)δ̄B,
where Aδ̄B means “AδB is not true.” If AδB, then we say that A is close to (or near) B.
Axiom 4 is called the union axiom and axiom 5 is called the strong axiom. A pair (X, δ),
where X is a set and δ is a proximity on X, is called a proximity space.
In this document, “small-scale” proximity and proximity mean the same thing. The
adjective “small-scale” is usually added to remind the reader that the proximity in question
is NOT the coarse proximity.
Here are a few examples of proximities:
Example 1.3.2. If (X, d) is a metric space, then the proximity relation defined by
AδB if and only if d(A,B) = 0,
where d(A,B) := inf{d(x, y) | x ∈ A, y ∈ B}, is called the metric proximity.
Example 1.3.3. If (X, T ) is a topological space, then the proximity relation defined by
AδB if and only if Ā ∩ B̄ 6= ∅,
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where Ā and B̄ denote the topological closures of A and B, is called the topological
proximity.
Example 1.3.4. If (X, d) is a metric space, then the proximity relation defined by
AδB if and only if A ∩B 6= ∅
is called the discrete proximity.
Example 1.3.5. If (X, d) is a metric space, then the proximity relation defined by
AδB if and only if A,B 6= ∅
is called the indiscrete proximity.
Exercise 1.3.6. Show that the above relations are indeed proximities.
To be able to properly “coarsen” the notion of proximities, we also need to review their
basic properties. Recall the following from [12]:
Definition 1.3.7. Given a proximity space (X, δ) and subsets A,B ⊆ X, we say that B is
a proximal neighborhood of A, denoted A B, if Aδ̄(X \B).
Definition 1.3.8. Given a proximity space (X, δ), the induced topology on X is defined
by the closure operator cl(A) = {x ∈ X | {x}δA}.
The induced topology is always completely regular. For the proof, see Theorem 3.14 in
[12].
Definition 1.3.9. A function f : (X, δ1) → (Y, δ2) is called a proximity map if for all
A,B ⊆ X,
Aδ1B implies f(A)δ2f(B).
Exercise 1.3.10. Show that all proximity maps are continuous with respect to the induced
topologies on the domain and codomain.
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Definition 1.3.11. Given a set X and two proximities δ1, δ2 on X, we say that δ1 is finer
than δ2 (or δ2 is coarser than δ1), denoted δ1 > δ2, if Aδ1B implies Aδ2B.
In this dissertation, we will utilize a few more complex proximity theorems. The following
result is from [12]:
Proposition 1.3.12. Given a function f : X → (Y, δ2), the coarsest proximity δ0 on X for
which f is a proximity map is defined by
Aδ̄0B if and only if there is a C ⊆ Y such that f(A)δ̄2(Y \ C) and f−1(C) ⊆ (X \B)
Proof. See Theorem 4.5 of [12].
As the reader will see in Chapter 4, the proximity on the proximity space at infinity
will be obtained by inducing a proximity through a surjective function, as in the following
definition from [12]:
Definition 1.3.13. Let f be a surjective function from a proximity space (X, δ) onto a set
Y . The quotient proximity is the finest proximity on Y for which f is a proximity map.
In [6], it is shown that such a proximity always exists. For a detailed description of
quotient proximities we refer the reader to [6]. An important property of quotient proximities
that will be used in Chapter 4 is the following:
Proposition 1.3.14. Let (X, δ1) be a proximity, f : X → Y a surjective function, and
g : Y → (Z, δ3) a function. If δ2 is the quotient proximity on Y induced by f, then g ◦ f is a






Proof. It is clear that if g is a proximity map, then so is g ◦f . To prove the converse, assume
that g◦f is a proximity map. Consider the proximity δg induced on the set Y by g as defined
in Proposition 1.3.12. We will show that π : (X, δ1) → (Y, δg) is a proximity mapping. Let
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A,B ⊆ Y be such that Aδ̄gB. Then there is a C ⊆ Z such that g(A)δ̄3(Z \ C). By the
strong axiom there is then a D ⊆ Z such that g(A)δ̄3D and (Z \D)δ̄3(Z \C). As proven in
[12], the set E = g−1(D) is a set such that Aδ̄gE and (Y \ E)δ̄gB. If π−1(A)δ1π−1(E), then
we have
(g ◦ π)(π−1(A))δ3(g ◦ π)(π−1(E)).
However, note that
(g ◦ π)(π−1(A)) = g(A) and (g ◦ π)(π−1(E)) = g(E) = D,
which would imply that g(A)δ3D, which is a contradiction. Then, because π−1(B) ⊆ π−1(E)
we have that π−1(A)δ̄1π−1(B), which establishes that π is a proximity map when Y is
equipped with the proximity δg. By the definition of the quotient proximity we must then
have that δ2 is finer than δg. Now assume towards a contradiction that g : (Y, δ2)→ (Z, δ3) is
not a proximity mapping. Then there are subsets A,B ⊆ Y such that Aδ2B and g(A)δ̄3g(B).
However, because δ2 is finer than δg we have that AδgB and because g is a proximity mapping
when Y is equipped with δg we have that g(A)δ3g(B), which is a contradiction. Thus, we
must have that g is a proximity mapping.
Even though the above property of quotient proximities seems very natural, the author
could not find a proof of it in the literature.
1.4 Motivation for this Dissertation
As mentioned in section 1.2, coarse topology is often interested in the interplay between
the large-scale and the small-scale world. In particular, the idea of “translating” a small-
scale world to its large-scale counterpart has been extensively explored by coarse topologists.
Uniform spaces and surroundings introduced by Weil [15] and Bourbaki [3] were translated
to the large-scale world by Roe [13] in terms of coarse structures and controlled sets. Tukey
[14] presented a covering definition of a uniform space which inspired Dydak and Hoffland
[4] to introduce large scale structures - a covering approach to coarse spaces. Recently
6
there have been other attempts to translate results from the small-scale world to its large-
scale counterpart, including “coarsening” the notion of proximity and neighborhoods (see for
example [11] or [9]).
In [9], Hartmann defines a binary relation on the power set of a metric space as the
negation of asymptotic disjointness. This “closeness” relation is used to construct a uniform
space on a set of equivalence classes of certain unbounded subsets of a metric space. However,
this relation is defined only for metric spaces. In [11], asymptotic resemblance relations are
defined, which generalize the notion of the Hausdorff distance between two subsets of a metric
space being finite. As shown in [11], asymptotic resemblances “coarsen” many foundational
results of proximity structures; however, there are several significant differences between
the two notions. For example, asymptotic equivalences are equivalence relations, whereas
small-scale proximity relations are not. In other words, an asymptotic resemblance on a
set captures when two subsets are “the same at infinity” instead of capturing their coarse
closeness.
Consequently, the author (together with Jeremy Siegert) realized the importance of
defining a coarse analog of proximity spaces which stems from a more direct translation
of small-scale proximities into the coarse context (see Chapter 3). Additionally, the author
wanted to relate this newly-defined coarse proximity to the work done in papers of similar
flavor, such as [11] and [2]. It was also important to the author to find the connection between
the small-scale and the large-scale proximities that could provide a useful application of
coarse proximities (see Chapter 4). Finally, the author wanted to investigate the relationships





In this chapter, we will introduce basic coarse structures, i.e., structures that capture large-
scale properties of spaces. In Section 2.1 we investigate coarse space structures in the sense
of Roe and in Section 2.2 we explore asymptotic resemblance structures. Section 2.1 is based
on [13] and section 2.2 is based on [11].
In his monogram (see [13]), John Roe introduced the concept of a coarse structure, which
is a large-scale equivalent of a uniform structure (for the introduction to the theory of uniform
spaces, the reader is referred to [16] and [10]). Since then, mathematicians introduced other
structures capturing large-scale properties of spaces (e.g., asymptotic resemblance, balleans,
large-scale spaces). In this dissertation, by a “coarse structure” we mean any structure that
captures large-scale properties of spaces. Coarse structures in the sense of Roe ([13]) will be
called “coarse space structures.”
2.1 Coarse Spaces
In this section, we introduce coarse space structures and several definitions related to coarse
spaces.
Definition 2.1.1. A coarse space structure on a set X is is a collection E of subsets of
X ×X, called controlled sets or entourages, such that the following are satisfied:
1. 4 ∈ E , where 4 := {(x, x) | x ∈ X},
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2. if E ∈ E and B ⊆ E, then B ∈ E ,
3. if E ∈ E , then E−1 ∈ E , where E−1 := {(x, y) | (y, x) ∈ E},
4. if E ∈ E and F ∈ E , then E ∪ F ∈ E ,
5. if E ∈ E and F ∈ E , then E◦F ∈ E , where E◦F := {(x, y) | ∃ z ∈ X such that (x, z) ∈
E, (z, y) ∈ F}.
A pair (X, E), where X is a set and E is a coarse space structure on X, is called a coarse
space.
The prime example of a coarse space comes from the metric case, where controlled sets
are subsets of “metric tubes.”
Example 2.1.2. Let (X, d) be a metric space. For each r ∈ R+, define
Er = {(x, y) ∈ X ×X | d(x, y) < r}.
Let E be the collection of all the subsets of such sets Er. Then E is a coarse space structure,
called the metric coarse structure.
For more examples of coarse space structures, the reader is referred to [13].
Exercise 2.1.3. Show that the metric coarse structure is indeed a coarse space structure.
Definition 2.1.4. Let E1 and E2 be two coarse structures on the same set X. We say that
E1 is finer than E2 (or that E2 is coarser than E1) if E1 ⊆ E2.
Notice that the above definition uses the opposite inclusion than the small-scale definition
for “finer” and “coarser” for topologies.
The following two definitions introduce the concept of connectedness and boundedness
in the coarse space.
Definition 2.1.5. A coarse space (X, E) is coarsely connected if each point of X × X
belongs to some controlled set.
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Exercise 2.1.6. Show that the metric coarse structure is coarsely connected.
Definition 2.1.7. If (X, E) is a coarse space and A a subset of X, we say that A is coarsely
bounded if A× A is a controlled set.
Recall that if (X, d) is a metric space, then a set A ⊆ X is called bounded if there exists
x ∈ X and r > 0 such that for all a ∈ A, we have d(x, a) < r.
Exercise 2.1.8. Show that if (X, d) is a metric space endowed with a metric coarse structure,
then A ⊆ X is bounded if and only if it is coarsely bounded.
In [13], coarsely connected coarse spaces are simply called “connected” and coarsely
bounded sets are simply called “bounded.” However, since we are going to encounter several
notions of connectedness and boundedness, in this dissertation “connected” coarse spaces
in the sense of Roe are called coarsely connected and “bounded” sets in the sense of Roe
are called coarsely bounded. Only when the context makes the meaning clear, to simplify
notation we are going to use “connected” and “bounded” in the sense of “coarsely connected”
and “coarsely bounded.”
The following proposition introduces equivalent conditions for coarse boundedness.
Proposition 2.1.9. Let (X, E) be a coarse space. Let A ⊆ X. Then the following are
equivalent:
1. A× A is controlled,
2. x× A is controlled for some x ∈ X.
Proof. See Proposition 2.16 in [13].
There are other equivalent definitions for a subset of a coarse space being bounded. The
reader is referred to Proposition 2.16 in [13] for such equivalent definitions.
Now we introduce a basic definition and proposition that we are going to use in future
sections.
Definition 2.1.10. If (X, E) is a coarse space, A a subset of X, and E a controlled set, then
we define
E[A] = {x ∈ X | ∃ a ∈ A such that (x, a) ∈ E}.
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Proposition 2.1.11. Let (X, E) be a coarse space, A ⊆ X, and E ∈ E . If A is bounded,
then so is E[A].
Proof. See Proposition 2.19 in [13].
Now we will introduce maps between coarse spaces.
Definition 2.1.12. Let (X, E1) and (Y, E2) be two coarse spaces. Let f : X → Y be a map.
Then
1. f is called proper if the inverse image (under f) of any bounded set in Y is bounded
in X,
2. f is called (uniformly) bornologous if for each E ∈ E1, we have that (f×f)(E) ∈ E2,
where (f × f)(E) := {(f(a), f(b)) | (a, b) ∈ E},
3. f is called coarse if it is proper and bornologous.
If X and Y are metric spaces, then after endowing X and Y with the metric coarse
structure, we can translate the above definitions to the following:
Definition 2.1.13. Let (X, d1) and (Y, d2) be metric spaces. Let f : X → Y be a map.
Then
1. f is called proper if the inverse images (under f) of any bounded set in Y is bounded
in X,
2. f is called (uniformly) bornologous if uniformly bounded families of sets are sent
to uniformly bounded families, i.e., for all R > 0 there exists S > 0 such that
d1(x1, x2) < R =⇒ d2(f(x1), f(x2)) < S,
3. f is called coarse if it is proper and bornologous.
Notice that in Definition 2.1.12 “bounded” means “coarsely bounded,” whereas “bounded”
in Definition 2.1.13 means “bounded” in the metric sense.
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Exercise 2.1.14. Show that Definition 2.1.13 is a special case of Definition 2.1.12 when
(X, d1) and (Y, d2) are endowed with the respective metric coarse structures.
Let us now introduce the concept of “closeness” of coarse maps.
Definition 2.1.15. Let X be a set and (Y, E) a coarse space. Two functions f, g : X → Y
are coarsely close if the set {(f(x), g(x)) | x ∈ X} is controlled.
Definition 2.1.16. Let X be a set and (Y, d) a metric space. Two functions f, g : X → Y
are coarsely close if there exists C > 0 such that for all x ∈ X,
d(f(x), g(x)) < C.
Exercise 2.1.17. Show that Definition 2.1.16 is a special case of Definition 2.1.15 when
(Y, d) is endowed with the metric coarse structure.
Definition 2.1.18. Let (X, E1) and (Y, E2) be coarse spaces. We call a coarse map f : X →
Y a coarse equivalence if there exists a coarse map g : Y → X such that g ◦ f is coarsely
close to the identity map idX and f ◦g is coarsely close to the identity map idY . We say that
(X, E1) and (Y, E2) are coarsely equivalent if there exists a coarse equivalence f : X → Y.
2.2 Asymptotic Resemblance Spaces
In this section, we introduce asymptotic resemblance structures and several definitions
related to asymptotic resemblance spaces.
Definition 2.2.1. Let X be a set. Let λ be an equivalence relation on the power set of X.
Then λ is called an asymptotic resemblance on X if it satisfies the following properties:
1. A1λB1, A2λB2 implies (A1 ∪ A2)λ(B1 ∪B2),
2. (B1 ∪ B2)λA and B1, B2 6= ∅ implies that there are nonempty A1, A2 ⊆ A such that
A = A1 ∪ A2, B1λA1, and B2λA2.
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A pair (X,λ), where X is a set and λ is an asymptotic resemblance on X, is called an
asymptotic resemblance space. When AλB, we say that A and B are λ related or are
asymptotically alike.
The prime example of an asymptotic resemblance space also comes from the metric case,
where two sets are λ related when their Hausdorff distance is finite.
Definition 2.2.2. Let (X, d) be a metric space. Let A and B be subsets of X. Then the
Hausdorff distance between A and B is defined by
dH(A,B) = inf{r ≥ 0 | A ⊆ B(B, r) and B ⊆ B(A, r)},
where B(A, r) is the open ball of radius r about A (i.e., B(A, r) =
⋃
x∈AB(x, r)) and B(B, r)
is the open ball of radius r about B.
Notice that if (X, d) is a metric space, then by definition dH(∅, ∅) = 0 and dH(∅, A) =∞
for any nonempty A ⊆ X.
Example 2.2.3. Let (X, d) be a metric space. Define a relation λ on the power set of X by
AλB if and only if dH(A,B) <∞,
which is equivalent to
AλB if and only if there exists r > 0 such that A ⊆ B(B, r) and B ⊆ B(A, r).
Then λ is an asymptotic resemblance, called the metric asymptotic resemblance or
asymptotic resemblance induced by the metric d.
For more examples of asymptotic resemblance relations, the reader is referred to [11].
Exercise 2.2.4. Show that the metric asymptotic resemblance is indeed an asymptotic
resemblance.
Definition 2.2.5. Let λ1 and λ2 be two asymptotic resemblance structures on the same set
X. We say that λ1 is finer than λ2 (or that λ2 is coarser than λ1) if λ1 ⊆ λ2.
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Definition 2.2.6. An asymptotic resemblance space (X,λ) is asymptotically connected
if xλy for all x, y ∈ X.
To be completely precise, in the above definition we should have written {x}λ{y} instead
of xλy. However, for simplicity reasons, this abuse of notation will be utilized throughout
the paper.
Exercise 2.2.7. Show that the metric asymptotic resemblance is asymptotically connected.
Definition 2.2.8. Let (X,λ) be an asymptotic resemblance space. Then A ⊆ X is called
asymptotically bounded if A is empty or there exists x ∈ X such that Aλx. If A is not
asymptotically bounded, then we say that A is asymptotically unbounded.
Definition 2.2.9. Two subsets A,C of an asymptotic resemblance space (X,λ) are called
asymptotically disjoint if for all asymptotically unbounded subsets A′ ⊆ A and C ′ ⊆ C,
one has A′λ̄C ′.
By Proposition 2.11 of [11], all subsets of asymptotically bounded sets are asymptotically
bounded. Therefore, all asymptotically bounded subsets are vacuously asymptotically
disjoint from any set.
Definition 2.2.10. An asymptotic resemblance space (X,λ) is asymptotically normal if
for all asymptotically disjoint subsets A1, A2 ⊆ X, there are subsets X1, X2 ⊆ X such that
X = X1 ∪X2, A1 is asymptotically disjoint from X1, and A2 is asymptotically disjoint from
X2.
Remark 2.2.11. The metric asymptotic resemblance space is asymptotically normal. For the
proof, see Proposition 4.5 in [11].
As it was the case with coarse spaces, when the context makes the meaning clear, to
simplify notation we are going to use “connected,” “bounded,” “disjoint,” and “normal” in the
sense of “asymptotically connected,” “asymptotically bounded,” “asymptotically disjoint,”
and “asymptotically normal,” respectively.
At this point, the reader may be wondering if there exists a notion of “normality” of coarse
spaces. Indeed, we are going to introduce “coarse normality” of coarse spaces in Chapter 5.
Now we will introduce maps between asymptotic resemblance spaces.
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Definition 2.2.12. Let (X,λ1) and (X,λ2) be two asymptotic resemblance spaces. Let
f : X → Y be a function. Then f is an asymptotic resemblance map if
1. f−1(B) is bounded in X for each bounded subset B of Y ,
2. Aλ1B implies f(A)λ2f(B) for all subsets A and B of X.
Theorem 2.2.13. Let (X, d1) and (X, d2) be metric spaces. Let f : X → Y be a function.
Let λ1 and λ2 be induced asymptotic resemblance relations, respectively. Then f is a coarse
map if and only if it is an asymptotic resemblance map.
Proof. See Theorem 2.3 in [11].
Let us now introduce the concept of “closeness” of asymptotic resemblance maps.
Definition 2.2.14. Let X be a set and (Y, λ) an asymptotic resemblance space. Two
functions f, g : X → Y are asymptotically close if for all A ⊆ X,
f(A)λg(A).
Definition 2.2.15. Let X be a set and (Y, d) a metric space. Two functions f, g : X → Y
are asymptotically close if for all A ⊆ X, there exists r > 0 such that
A ⊆ B(B, r) and B ⊆ B(A, r).
Exercise 2.2.16. Show that the Definition 2.2.15 is a special case of Definition 2.2.14 when
(Y, d) is endowed with the metric asymptotic resemblance.
The following propositions shows that in the case of metric spaces, the coarse closeness
classes coincide with the asymptotic closeness classes.
Proposition 2.2.17. Let X be a set, (Y, d) a metric space, and f, g : X → Y two functions.
Then f and g are asymptotically close if and only if they are coarsely close.
Proof. See Proposition 2.16 of [11].
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Definition 2.2.18. Let (X,λ1) and (Y, λ2) be asymptotic resemblance spaces. We call
an asymptotic resemblance map f : X → Y an asymptotic equivalence if there exists
an asymptotic resemblance map g : Y → X such that g ◦ f is asymptotically close to the
identity map idX and f◦g is asymptotically close to the identity map idY .We say that (X,λ1)
and (Y, λ2) are asymptotically equivalent if there exists a proximal coarse equivalence
f : X → Y.
2.3 Bornologies
To be able to talk about large-scale properties of spaces, one needs to have a notion of a
set being “bounded,” i.e., a set which in the large-scale context is “small” or “insignificant.”
As we have seen in Section 2.1 and Section 2.2, the notion of a set being “bounded” is
defined for both coarse spaces and asymptotic resemblance spaces. In this section, we
formalize the notion of “boundedness.” Namely, we introduce bornologies and show that,
under mild conditions, both coarse spaces and asymptotic resemblance spaces induce natural
bornologies. For the introduction to the theory of bornologies, we refer the reader to [1].
Definition 2.3.1. A bornology B on a set X is a family of subsets of X satisfying:
1. {x} ∈ B for all x ∈ X,
2. A ∈ B and B ⊆ A implies B ∈ B,
3. If A,B ∈ B, then A ∪B ∈ B.
Elements of B are called bounded and subsets of X not in B are called unbounded. If
X /∈ B, then we call the bornology proper.
Now we state that both coarsely connected coarse spaces and asymptotically connected
asymptotic resemblance spaces induce natural bornologies.
Proposition 2.3.2. Let (X, E) be a connected coarse space. Then the following are true:
1. {x} is bounded for any x ∈ X,
2. if A ⊆ X is bounded and B ⊆ A, then B is bounded,
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3. if A ⊆ X and B ⊆ X are bounded, then A ∪B is bounded.
Proof. 1 follows from axiom 1 and 2 of a coarse space structure, 2 follows from axiom 2, and
3 follows from Proposition 2.19 of [13].
Definition 2.3.3. If (X, E) is a connected coarse space, then the collection of coarsely
bounded sets forms a bornology on X, which we call the bornology induced by E .
Proposition 2.3.4. Let (X,λ) be a connected asymptotic resemblance space. Then the
following are true:
1. {x} is bounded for any x ∈ X,
2. if A ⊆ X is bounded and B ⊆ A, then B is bounded,
3. if A ⊆ X and B ⊆ X are bounded, then A ∪B is bounded.
Proof. Since (X,λ) is connected, xλx for all x ∈ X, i.e., {x} is bounded for all x ∈ X. By
Proposition 2.11 of [11], all subsets of bounded sets are bounded. Finally, let A,B ∈ B. If
either A or B is empty, then it is clear that A ∪ B is bounded, so let us assume that A
and B are nonempty. Then there exists x, y ∈ X such that Aλx and Bλy. By axiom (1)
of Definition 2.2.1, (A ∪ B)λ{x, y}. Since (X,λ) is asymptotically connected, we also know
that xλy and yλy. Again by axiom (1) of Definition 2.2.1 this gives us {x, y}λy. Since λ is
an equivalence relation, we get (A ∪B)λy, i.e., (A ∪B) is bouded.
The reader may be wondering if in the above proof we have used axiom 2 of the definition
of asymptotic resemblance. Indeed, Proposition 2.11 of [11] used in the above proof utilizes
axiom 2.
Definition 2.3.5. Let (X,λ) be a connected asymptotic resemblance space. Then the
collection of all asymptotically bounded sets forms a bornology on X, which we call the
bornology induced by λ.




In this chapter, we introduce coarse proximities, which stem from a natural translation of
small-scale proximities into the coarse context and capture the intuitive notion of two sets
being “close at infinity.” After introducing metric coarse proximities in Section 3.1, we define
general coarse proximities in Section 3.2. Section 3.3 is devoted to coarse neighborhoods,
and Section 3.4 introduces an alternative definition of coarse proximities. In Section 3.5 we
show that coarse proximities naturally induce an equivalence relation on the power set of a
coarse proximity space. Finally, in Section 3.6, Section 3.7, and Section 3.8 we investigate
coarse proximity maps and build a category of coarse proximity spaces whose morphisms are
closeness classes of coarse proximity maps.
3.1 Metric Coarse Proximity
Before introducing general coarse proximities, we focus our attention on the metric case. In
this section, we define a relation on the power set of a metric space. This relation captures
the “closeness at infinity” of subsets of a metric space. We also prove several properties of
this relation. Recall the following:
Definition 3.1.1. Let (X, d) be a metric space. Let A and B be subsets of X. Then the
distance between A and B is defined by
d(A,B) := inf{d(x, y) | x ∈ A, y ∈ B},
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Recall that by convention the infimum of the empty set is ∞. Thus, if either A or B is
the empty set, then d(A,B) =∞.
Definition 3.1.2. Let (X, d) be a metric space. A set A ⊆ X is called bounded if it is
contained in a ball of finite radius, i.e. there exists x ∈ X and r > 0 such that for all a ∈ A,
we have d(x, a) < r.
Exercise 3.1.3. Show that the collection of bounded sets of a metric space forms a
bornology.
Now we introduce the notion capturing the intuitive notion of two sets being “close at
infinity.”
Definition 3.1.4. Let (X, d) be a metric space. Let A and B be subsets of X. We say that
A and B are coarsely close, denoted AbB, if there exists ε <∞ such that for all bounded
sets D, d(A \D,B \D) < ε.
Exercise 3.1.5. Show that if (X, d) is a metric space and A is a bounded subset of X, then
A is not coarsely close to any subset of X. Consequently, if X is bounded, the relation is
empty.
Now we introduce equivalent definitions of two subsets of a metric space being coarsely
close.
Proposition 3.1.6. Let (X, d) be a metric space. Let A and B be subsets of X. Then the
following are equivalent:
1. there exists ε <∞ such that for all bounded sets D, d(A \D,B \D) < ε,
2. there exists ε < ∞ such that for all bounded sets D, there exists a ∈ (A \ D) and
b ∈ (B \D) such that d(a, b) < ε,
3. there exist unbounded sets A1 ⊆ A, B1 ⊆ B such that dH(A1, B1) <∞.
Proof. Exercise.
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For the remainder of this dissertation, all of the equivalent conditions for coarse closeness
in a metric space will be used interchangeably without explicit mention. The reader is
encouraged to compare the equivalent conditions from the above proposition with the notion
of asymptotic disjointness given in Definition 2.2.9 which first appeared in [2].
The following theorem proves crucial properties of the coarse closeness relation in the
metric space.
Theorem 3.1.7. Let (X, d) be a metric space. Let A,B and C be subsets of X. Then the
following are true:
1. AbB implies BbA,
2. AbB implies A is unbounded and B is unbounded,
3. A ∩B not bounded implies AbB,
4. (A ∪B)bC if and only if AbC or BbC,
5. Ab̄B implies that there exists a set E such that Ab̄E and (X \ E)b̄B.
where Ab̄B means “AbB” is not true.
Proof. Properties 1,2, and 3 are clear. We will show 4 and 5.
The backward direction of 4 is trivial. To show the forward direction, assume (A∪B)bC
and for contradiction assume that Ab̄C and Bb̄C. Since (A∪B)bC, there exists ε <∞ such
that for all bounded sets D,
d((A ∪B) \D,C \D) < ε.
Since Ab̄C and Bb̄C, there exist bounded sets D1 and D2 such that
d(A \D1, C \D1) > ε and d(B \D2, C \D2) > ε.
Let D := D1 ∪D2. Then notice that D is bounded and
d(A \D,C \D) > ε and d(B \D,C \D) > ε,
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which implies that
d((A ∪B) \D,C \D) > ε,
a contradiction.
To prove 5, notice that if A is bounded, then the set E := (X \ A) has the desired
properties. If B is bounded, then E := B has the desired properties. Thus, assume that
both A and B are unbounded and Ab̄B. Then for every n ∈ N there is a bounded set
Dn ⊆ X such that d(A \ Dn, B \ Dn) > n2. Fix some x0 ∈ X. Since any bounded set is
contained in some large ball centered at x0, without loss of generality assume that each Dn
is a ball centered at x0 with radius rn, i.e., Dn = B(x0, rn). Additionally, one can assume
that the radii are strictly increasing as n → ∞ and that they take integer values. We can
even assume that for each n, we have rn − rn−1 > n+ 1.
For each n, define
E0 := B,





Notice that this definition implies that d(X \Dn, Dn−1) > n for all n > 1. Notice that E is
unbounded, since B ⊆ E. We will show that that Ab̄E and (X \ E)b̄B.
Figure 3.1: Construction of E
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First assume that AbE. Then there exists ε < ∞ such that for all n ∈ N, there exists




(n− 1)2 > n+ ε.
Notice that the above inequalities are satisfied for any k ≥ n. Let k be the largest integer
such that xn /∈ Dk. Clearly k ≥ n and xn ∈ Dk+1. Consequently, xn ∈ Dm for all m ≥
k + 1. This implies that xn /∈ Em for all m ≥ k + 1. Therefore, since xn ∈ E, there
exists b ∈ B such that d(b, xn) < k. Notice that this also implies that b /∈ Dk−1 (because
xn ∈ (X \ Dk) and d(X \ Dk, Dk−1) > k). Similarly, d(xn, an) < ε implies that an /∈ Dk−1
(because d(X \Dk, Dk−1) > k > ε). Thus we have an ∈ (A \Dk−1), b ∈ (B \Dk−1), and
d(b, an) ≤ d(b, xn) + d(xn, an) < k + ε < (k − 1)2.
contradicting d(A \Dk−1, B \Dk−1) > (k − 1)2. Thus, it has to be that Ab̄E.
To show that (X \ E)b̄B, for contradiction assume that (X \ E)bB. Then there exists
ε <∞ such that for all n ∈ N, there exists xn ∈ (X\E)\B(x0, rn) and bn ∈ B\B(x0, rn) such
that d(xn, bn) < ε. Choose n large so that ε < n. Then xn /∈ B(x0, rn) and d(xn, bn) < ε < n.
In other words, xn ∈ En, contradiciting the fact that xn /∈ E. Therefore, it has to be that
(X \ E)b̄B.
The specific construction of E in the above proof will be utilized in Chapter 4. However,
to prove the strong axiom, one could choose E := {x ∈ X | d(x,B) ≤ d(x,A)} 1. We leave
the verification of this fact as an exercise for the reader.
Exercise 3.1.8. Show that when B is unbounded, then the set E from property 5 has to
be unbounded as well.
1The author is grateful to Thomas Weighill for suggesting this alternative construction.
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Notice that, unlike asymptotic resemblance, the relation in Definition 3.1.4 is not an
equivalence relation. To see that, let X = R2, A the positive x-axis, B the first quadrant,
and C the positive y-axis. Then AbB, BbC, but Ab̄C.
3.2 Coarse Proximity
In this section, we generalize the coarse proximity relation from section 3.1 to an arbitrary
set X. We also explore several properties of this relation.
Definition 3.2.1. Let X be a set equipped with a bornology B. A coarse proximity
on a set X is a relation b on the power set of X satisfying the following axioms for all
A,B,C ⊆ X :
1. AbB implies BbA,
2. AbB implies A /∈ B and B /∈ B,
3. A ∩B /∈ B implies AbB,
4. (A ∪B)bC if and only if AbC or BbC,
5. Ab̄B implies that there exists a subset E such that Ab̄E and (X \ E)b̄B,
where Ab̄B means “AbB is not true.” If AbB, then we say that A is coarsely close to
(or coarsely near) B. Axiom 4 will be called the union axiom and axiom 5 will be called
the strong axiom. A triple (X,B,b) where X is a set, B is a bornology on X, and b is a
coarse proximity relation on X, is called a coarse proximity space.
The reader is encouraged to compare the above axioms with the axioms of a (small-scale)
proximity given in definition 1.3.1. For the remainder of the paper, the use of axiom 1 is not
going to be explicitly mentioned.
Example 3.2.2. Let (X, d) be a metric space, Bd the collection of all bounded sets of X
with respect to the metric d, and bd the relation defined in 3.1.4. Then by theorem 3.1.7,
this relation is a coarse proximity on X. We call this relation the metric coarse proximity
and the associated space (X,Bd,bd) the metric coarse proximity space.
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Example 3.2.3. Let X be a set with any bornology B. For any subsets A and B of X,
define
AbB if A ∩B /∈ B.
Then this relation is a coarse proximity on X, called the discrete coarse proximity.
Proof. All the axioms are clear besides axiom 5. To show axiom 5, set E = B.
Example 3.2.4. Let X be a set with any bornology B. For any subsets A and B of X,
define
AbB if A,B /∈ B.
Then this relation is a coarse proximity on X, called the indiscrete coarse proximity.
Proof. All the axioms are clear besides axiom 5. To show axiom 5, assume Ab̄B. If A ∈ B,
let E = X \ A. If B ∈ B, let E = B.
The reader is encouraged to compare the above examples with similar examples of small-
scale proximities, given in Section 1.3.
Notice that if B is not a proper bornology on a set X (i.e. there are no unbounded sets),
then the coarse proximity relation is empty. Also, one can show that the set E from the
strong axiom contains B up to some bounded set. Since this fact is used later on, we state
it as a proposition.
Proposition 3.2.5. Let (X,B,b) be a coarse proximity space and let A,B ⊆ X. If there
exists E ⊆ X such that Ab̄E and (X \ E)b̄B, then E contains B up to some bounded set,
i.e. B \ E ∈ B. In particular, if B /∈ B, then E has to be unbounded.
Proof. If the conclusion of the proposition is false, then B ∩ (X \E) /∈ B, which by axiom 2
implies that (X \ E)bB, a contradiction to the definition of E.
Notice that in the above proof we have not used the fact that Ab̄E. Thus, the above
proof actually shows the following:
Proposition 3.2.6. Let (X,B,b) be a coarse proximity space and let B ⊆ X. If there exists
E ⊆ X such that (X \ E)b̄B, then E contains B up to some bounded set, i.e. B \ E ∈ B.
In particular, if B /∈ B, then E has to be unbounded. 
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Now we are going to show several basic properties of coarse proximities.
Proposition 3.2.7. Let (X,B,b) be a coarse proximity space. Let A,B,C, and D be subsets
of X. If A ⊆ C,B ⊆ D, and AbB, then CbD. In particular, X is coarsely near every
unbounded subset.
Proof. Notice that A ∪ C = C. Thus, by axiom 4, CbB. Since B ∪D = D, axiom 4 implies
that CbD.
Remark 3.2.8. The above lemma implies that if A ⊆ C,B ⊆ D, and Cb̄D, then Ab̄B.
Proposition 3.2.9. Let (X,B,b) be a coarse proximity space. Let A and B be subsets of
X. Then AbB if and only if for all D1, D2 ∈ B, (A \D1)b(B \D2).
Proof. The converse direction follows from Proposition 3.2.7. To prove the forward direction,
assume AbB and let D1, D2 ∈ B be arbitrary. For contradiction, assume (A \D1)b̄(B \D2),
Then notice that since D1 is bounded, D1b̄(B \D2), so by axiom 4, Ab̄(B \D2). Similarly,
Ab̄D2, which again by axiom 4 gives us Ab̄B, a contradiction. Thus, (A\D1)b̄(B \D2).
Notice that the property from proposition 3.2.9 is a large scale equivalent of the trivial
property of a small scale proximity, namely
AδB if and only if (B \ ∅)δ(A \ ∅).
Proposition 3.2.10. Let (X,B,b) be a coarse proximity space. Let A and B be subsets of
X. Then the converse of the strong axiom holds, i.e., if there exists E ⊆ X such that Ab̄E
and (X \ E)b̄B, then Ab̄B.
Proof. Assume that there exists E ⊆ X such that Ab̄E and (X \ E)b̄B. By Proposition
3.2.5, there exists a bounded set D such that (B \ D) ⊆ E. By Remark 3.2.8, this implies
that Ab̄(B \D). Also, by axiom 2 we have that Ab̄D, and thus by axiom 4, Ab̄B.
3.3 Coarse Neighborhoods
In this section, we introduce the definition of a coarse neighborhood and explore several
of its basic properties. We show that if X is a metric space, then coarse neighborhoods
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coincide with asymptotic neighborhoods defined in [2] and that coarse maps copreserve
coarse neighborhoods.
Definition 3.3.1. Let (X,B,b) be a coarse proximity space. Given subsets A,B ⊆ X, we
say that B is a b-coarse neighborhood (or just coarse neighborhood if the proximity
relation is clear) of A, denoted A B, if Ab̄(X \B).
Theorem 3.3.2. Given a coarse proximity space (X,B,b), the relation  satisfies the
following properties:
1. X  (X \D) for all D ∈ B,
2. A  B implies that A ⊆ B up to some bounded set D, i.e., there exists D ∈ B such
that A \D ⊆ B,
3. A ⊆ B  C ⊆ D implies A D,
4. A B1 and A B2 if and only if A (B1 ∩B2),
5. A B if and only if (X \B) (X \ A),
6. A B implies that there exists C ⊆ X such that A C  B.
Proof. Axiom 2 of a proximity space implies that bounded sets are not related to any sets.
Thus, Xb̄D for any D ∈ B. This is the same as saying Xb̄(X \ (X \D)) for any D ∈ B, or
equivalently X  (X \D) for any D ∈ B, which is the statement of 1. To show 2, notice that
if A∩ (X \B) /∈ B, then Ab(X \B), a contradiction to A B. To show 3, for contradiction
assume that A 6 D, i.e., Ab(X \D). The union axiom implies then that Bb(X \D). Since
(X \D) ⊆ (X \C), again by the union axiom we get Bb(X \C), a contradiction to B  C.
To show 4, notice that by the union axiom
A B1 and A B2 ⇐⇒ Ab̄(X \B1) and Ab̄(X \B2)
⇐⇒ Ab̄((X \B1) ∪ (X \B2))
⇐⇒ Ab̄(X \ (B1 ∩B2))
⇐⇒ A (B1 ∩B2).
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To show 5, notice that
A B ⇐⇒ Ab̄(X \B)
⇐⇒ (X \B)b̄A
⇐⇒ (X \B)b̄(X \ (X \ A))
⇐⇒ (X \B) (X \ A).
To show 6, assume A B, i.e., Ab̄(X \ B). Strong axiom implies that there exists E ⊆ X
such that Ab̄E and (X \ E)b̄(X \ B). In other words, we have that Ab̄(X \ (X \ E)) and
(X \E)b̄(X \B), i.e., A (X \E) B. Setting C = (X \E) gives the desired result.
Notice that property 4 can be extended to finite intersections in an obvious way. The
reader is encouraged to compare the above theorem with the similar theorem for the small-
scale proximity (see for example Theorem 3.9 in [12]). In fact, due to the similarity of
definitions of coarse proximities and proximities, the proof of the above theorem closely
resembles the proof of its small-scale counterpart. In particular, the proofs of properties 3
through 6 of Theorem 3.3.2 only use axioms 1,4, and 5 of coarse proximities. Since these
axioms are exactly the same for small-scale proximities, small-scale proximities satisfy the
same properties.
The above theorem demonstrates the usefulness of the resemblance of definitions of coarse
proximity and proximity. Despite capturing completely different notions, the similarity
of definitions allowed us to adjust the proof from the small-scale world to its large-scale
counterpart.
Let us now explore a few more basic properties of coarse neighborhoods. The reason
why we split these properties in 2 theorems is quite simple: the upcoming properties can be
derived from properties in Theorem 3.3.2. This will become more clear in Section 3.4.
Proposition 3.3.3. Let (X,B,b) be a coarse proximity space. Let A,B, and C be subsets
of X. Then the following are true:
1. if A ∈ B, then A E for any E ⊆ X,
2. if (A \B) ∈ B and B  C, then A C,
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3. if A B and B  C, then A C,
4. if A B and A (X \B), then A ∈ B,
Proof. Property 1 is trivial. Property 2 follows from Propostion 3.2.9. To see 3, notice that
A B and property 2 of Theorem 3.3.2 imply (A\B) ∈ B. Thus, property 2 shows A C.
To see 4, notice that A B and A (X \ B) imply (A \ B) ∈ B, and (A \ (X \ B)) ∈ B,
respectively. Thus, A = (A \B) ∪ (A \ (X \B)) ∈ B.
Notice that 2 in Proposition 3.3.2 implies that if A is unbounded, then so is its coarse
neighborhood. Also, property 2 implies that if A B and D is bounded, then (A∪D) B.
Finally, notice that by using coarse neighborhoods, the strong axiom can be translated to
(assuming axiom 1): Ab̄B implies that there exists a subset E such that A (X \ E) and
B  E.
The following proposition characterizes the strong axiom in terms of coarse neighbor-
hoods.
Proposition 3.3.4. Let (X,B) be a set with a bornology, and let b be a relation on 2X
satisfying axioms 1 through 4 of a coarse proximity. Define, for subsets A,B ⊆ X, A 
B ⇐⇒ Ab̄(X \B). Then for subsets A,B ⊆ X, the following are equivalent:
1. Ab̄B implies that there exists a subset E such that Ab̄E and (X \ E)b̄B,
2. A B implies that there exists C ⊆ X such that A C  B.
Proof. (1 =⇒ 2) It is clear that b is a coarse proximity on X. Thus, the result follows from
property 6 of Theorem 3.3.2.
(2 =⇒ 1) Assume Ab̄B. This can be written as Ab̄(X\(X\B)), i.e., A (X\B). Therefore,
there exists C ⊆ X such that A C  (X \B), i.e. Ab̄(X \C) and Cb̄(X \ (X \B)). Let
E = X \ C. Then Ab̄E and (X \ E)b̄B.
Now we will investigate the relationship between coarse neighborhoods, asymptotic
neighborhoods, and asymptotic disjointness. In particular, we will show that in the case
of metric spaces, coarse neighborhoods and asymptotic neighborhoods coincide. Recall the
following definitions from [2]:
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Definition 3.3.5. In a metric space (X, d), a subset B ⊆ X is an asymptotic
neighborhood of a set A ⊆ X if there exists x0 ∈ X such that
lim
r→∞
d(A \B(x0, r), X \B) =∞.
Definition 3.3.6. In a metric space (X, d), two subsets A,B ⊆ X are said to be
asymptotically disjoint if for some (and hence every) point x0 ∈ X one has
lim
r→∞
d(A \B(x0, r), B \B(x0, r)) =∞.
Notice that the above definition of asymptotic disjointness seems to differ from the general
definition of asymptotic disjointness given in 2.2.9. However, it is shown in Proposition 4.4
of [11] that the two definitions agree.
The following result follows directly from definitions.
Proposition 3.3.7. Let (X, d) be a metric space with the corresponding metric coarse
proximity bd. Then A and B are asymptotically disjoint in the sense of Definition 3.3.6
if and only if Ab̄B.
To compare asymptotic neighborhoods and coarse neighborhoods, we need the following
lemma:
Lemma 3.3.8. Let (X, d) be a metric space and let A,B ⊆ X. Then A and B are
asymptotically disjoint if and only if for every n ∈ N there is a bounded set C such that
d(A \ C,B) > n.
Proof. If either A or B is bounded, then the result is trivial. Thus, assume that A and B
are unbounded. The reverse direction is trivial. Assume that A and B are asymptotically
disjoint and assume towards a contradiction that n ∈ N is such that for all bounded C ⊆ X,
d(A \ C,B) ≤ n. Thus, for every such bounded set C there is a pair (xC , yC) ∈ A × B
such that xC /∈ C and d(xC , yC) ≤ n. Since A and B are asymptotically disjoint, there is a
bounded set D such that d(A\D,B \D) > n. Without loss of generality we can assume that
D = B(x0, r) for some x0 ∈ X and some radius r. Thus, for any r′ > r, if C = B(x0, r′), then
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xC /∈ C and yC ∈ D. In particular, if r′ > r + n, then we have xC /∈ B(x0, r′), yC ∈ B(x0, r)
and d(xC , yC) ≤ n, a contradiction.
Proposition 3.3.9. Given a metric space (X, d) and subsets A,B ⊆ X, B is an asymptotic
neighborhood of A if and only if B is a coarse neighborhood of A with respect to the metric
coarse proximity bd.
Proof. Assume that B is an asymptotic neighborhood of A. Then there exists x0 ∈ X such
that limr→∞ d(A \ B(x0, r), X \ B) = ∞. For contradiction, assume that Ab(X \ B). Then
there exists ε <∞ such that for any r we can find x ∈ A\B(x0, r) and y ∈ (X \B)\B(x0, r)
with the property that d(x, y) < ε. In particular, we can find x ∈ A\B(x0, r) and y ∈ (X \B)
such that d(x, y) < ε, contradicting the fact that limr→∞ d(A \ B(x0, r), X \ B) = ∞. The
converse follows from Proposition 3.3.7 and Lemma 3.3.8.
The following proposition shows that in the case of metric spaces, coarse maps copreserve
asymptotic neighborhoods.
Proposition 3.3.10. Let (X, d1), (Y, d2) be metric spaces and h : X → Y a coarse map. If
A,B ⊆ Y such that A  B with respect to the metric coarse proximity structure induced
by d2, then h−1(A)  h−1(B) with respect to the metric coarse proximity structure on X
induced by d1.
Proof. If A is bounded, then since h is a coarse map, h−1(A) is bounded. By Proposition
3.3.2, this implies that any set is a coarse neighborhood of A. In particular, h−1(A) h−1(B).
So let us assume that A is unbounded. Let x0 ∈ X. If h−1(A) 6 h−1(B) then there is an ε >
0 such that for all n ∈ N there exists xn ∈ h−1(A)\B(x0, n) and yn ∈ (X \h−1(B))\B(x0, n)
such that d(xn, yn) < ε. The sets A′ := {xn}n∈N and B′ := {yn}n∈N are unbounded sets
such that A′bd1B′, which by the coarseness of h implies that h(A′)bd2h(B′). Therefore, by
Proposition 3.2.7, Abd2(Y \B), a contradiction. Thus, h−1(A) h−1(B).
Notice that if A,B ⊆ X, then A  B, does not imply h(A)  h(B). To see that, let
X = R, Y = R2, A = B = X, and let f : X → Y be defined by f(x) = (x, 0). Then f is a
coarse map, A B, but it is not true that h(A) h(B).
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3.4 Alternative Definition of Coarse Proximities
In this section, we introduce a definition of a coarse proximity in terms of coarse
neighborhoods. This alternative definition will be extensively used in Chapter 5.
Theorem 3.4.1. Let X be a set with bornology B. If  is a binary relation on the power
set of X satisfying 1 through 6 of Theorem 3.3.2 and b is a relation on the power set of X
defined by
Ab̄B if and only if A (X \B),
then b is a coarse proximity on X. Also, B is a b-coarse neighborhood of A if and only if
A B.
Proof. To show axiom 1 of a proximity, assume Ab̄B. Then A  (X \ B), which by 5 of
Theorem 3.3.2 implies that B  (X \A), i.e., Bb̄A. To show axiom 2, notice that 1 and 3 of
Theorem 3.3.2 imply that A (X \B) for all B ∈ B, i.e., Ab̄B for all B ∈ B. By symmetry
proven in axiom 1, this implies axiom 2. To show axiom 3, assume Ab̄B, i.e., A (X \B).
By 2 of Theorem 3.3.2, this means that there exists D ∈ B such that (A \ D) ⊆ (X \ B),
which is the the same as saying that (A \ D) ∩ B = ∅. Thus, A ∩ B ⊆ D, showing that
A ∩ B ∈ B. To show axiom 4, first assume (A ∪ B)b̄C, i.e., (A ∪ B)  (X \ C). Property
3 of Theorem 3.3.2 implies that A  (X \ C) and B  (X \ C), i.e., Ab̄C and Bb̄C. To
prove the forward direction, assume (A ∪ B)bC, which by symmetry gives us Cb(A ∪ B),
i.e., C 6 X \ (A ∪ B). This is the same as saying C 6 ((X \ A) ∩ (X \ B)) which by
4 of Theorem 3.3.2 implies that C 6 (X \ A) or C 6 (X \ B), i.e. CbA or CbB. This
again by symmetry implies that AbC or BbC, proving axiom 4. To show the strong axiom,
assume Ab̄B, i.e., A (X \B). Therefore, by 6 of Theorem 3.3.2, there exists C ⊆ X such
that A  C  (X \ B), or equivalently A  (X \ (X \ C))  (X \ B). This implies that
Ab̄(X \ C) and Cb̄B. Let E = X \ C. Then Ab̄E and (X \ E)b̄B. Finally, notice that
B is a b-coarse neighborhood of A⇐⇒ Ab̄(X \B)
⇐⇒ A (X \ (X \B))
⇐⇒ A B.
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The reader is encouraged to compare the above theorem with the similar theorem for the
small-scale proximity (see for example Theorem 3.11 in [12]). In fact, due to the similarity
of definitions of coarse proximities and proximities, the proof of the above theorem closely
resembles the proof of its small-scale counterpart.
Definition 3.4.2. In the setting of the above theorem, we say that the relation induces
a coarse proximity on the pair (X,B).
3.5 Equivalence Relation Induced by Coarse Proximities
Our goal for the remainder of this chapter is to construct an appropriate category of coarse
proximity spaces. Thus, we have to introduce maps between coarse proximity spaces that
preserve the coarse proximity structure. We are going to do that in Section 3.6, where
we call such maps “coarse proximity maps.” However, as it is usual for coarse topology,
the morphisms in the category of coarse proximity spaces should not simply be coarse
proximity maps, but instead certain equivalence classes (i.e., “closeness classes”) of such
maps. Otherwise, the isomorphisms in this category would require the existence of two
coarse proximity maps f and g such that f ◦ g = id. However, “large-scale isomorphism”
should not require the two spaces to be in the bijective correspondence (take for example N
and R; they are not in bijective correspondence, but they are coarsely equivalent).
How should one define the “closeness classes” of coarse proximity maps? The natural thing
to do would be to imitate the asymptotic closeness definition of two asymptotic resemblance
maps. Namely, one could define two coarse proximity maps f, g : X → (Y,B,b) to be “close”
if and only if for all A ⊆ X, f(A)bg(A). However, this immediately raises a question: is this
an equivalence relation? This is not clear. Thus, to properly define “closeness classes” of
coarse proximity maps, we need to first find an equivalence relation on the power set of a
coarse proximity space. Such an equivalence relation needs to be naturally induced by coarse
proximities and hopefully have a nice description in the metric case.
In this section, we show that every coarse proximity space induces a weak asymptotic
resemblance. We also show that in the case of metric coarse proximity spaces, the
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weak asymptotic resemblance coincides with the metric asymptotic resemblance when one
considers nonempty sets.
Definition 3.5.1. LetX be a set and φ an equivalence relation on 2X satisfying the following
property:
AφB, CφD implies (A ∪ C)φ(B ∪D).
Then we call φ a weak asymptotic resemblance. If AφB, then we say that A and B are
φ related. By Aφ̄B we mean “AφB is not true.”
In other words, a weak asymptotic resemblance does not need to satisfy condition 2
of the definition of asymptotic resemblance (for the definition, see 2.2.1). Also, all the
definitions related to asymptotic resemblances (e.g., asymptotic connectedness, asymptotic
boundedness) can be easily extended to weak asymptotic resemblances.
Now we are going to show that every coarse proximity space induces a weak asymptotic
resemblance.
Theorem 3.5.2. Let (X,B,b) be a coarse proximity space. Let φ be the relation on the
power set of X defined in the following way: AφB if and only if the following hold:
(i) for every unbounded B′ ⊆ B we have AbB′,
(ii) for every unbounded A′ ⊆ A we have A′bB.
Then φ is a weak asymptotic resemblance that we call the weak asymptotic resemblance
(on X) induced by the coarse proximity b. If the coarse proximity is induced by a
metric d, then we call φ the weak asymptotic resemblance (on X) induced by d.
To prove the above theorem, we need the following remarks and lemmas.
Remark 3.5.3. If φ is the relation defined in Theorem 3.5.2 and A and B are bounded, then
they are always φ related. If A is bounded and B unbounded, then they are not φ related.
Remark 3.5.4. If φ is the relation defined in Theorem 3.5.2, then notice that AφA for all
subsets A of X. Also, for all A,B ⊆ X we have AφB if and only if BφA.
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Notice that Remark 3.5.3 implies that if φ is the relation defined in Theorem 3.5.2, then
φ is not an asymptotic resemblance. It is because in asymptotic resemblance spaces the
empty set is only related to itself, whereas the induced φ relation forces the empty set to be
φ related to other bounded sets.
Lemma 3.5.5. Let (X,B,b) be a coarse proximity space. Then the relation φ defined in
Theorem 3.5.2 is transitive.
Proof. Let A,B, and C be subsets of X such that AφB and BφC. Then either all of them
are bounded or all of them are unbounded. If all of them are bounded, then by remark 3.5.3
we have AφC. So let us assume that all of them are unbounded. For contradiction, assume
Aφ̄C. Then, without loss of generality there exists an unbounded set A′ ⊆ A such that A′b̄C
(the other case will follow similarly by symmetry). Thus, there exists an unbounded set E
such that A′b̄E and (X \E)b̄C. If there exists an unbounded B′ ⊆ B such that B′ ⊆ (X \E),
then (X \ E)b̄C and remark 3.2.8 imply that B′b̄C, a contradiction to BφC. Thus, it has
to be that B ⊆ E up to some bounded set D, i.e., (B \ D) ⊆ E. Thus, since A′b̄E, by
remark 3.2.8 we must have that A′b̄(B \D), which by proposition 3.2.9 implies that A′b̄B,
a contradiction to AφB. Therefore, it has to be that AφC.
Lemma 3.5.6. Let (X,B,b) be a coarse proximity space and let φ be the relation on the
power set of X as defined in Theorem 3.5.2. If AφB, then for any bounded sets D1 and D2,
we have (A ∪D1)φ(B ∪D2).
Proof. If A and B are both bounded, then the result also follows from Remark 3.5.3. So
let us assume that A and B are unbounded. Let E ⊆ A ∪ D1 be unbounded. Then there
exists unbounded E ′ ⊆ E such that E ′ ⊆ A. Thus, since AφB, we have E ′φB, which by
Proposition 3.2.7 implies that Eφ(B ∪D2.) The other condition follows similarly.
Finally we are ready to prove Theorem 3.5.2.
Proof of Theorem 3.5.2. The fact that φ is an equivalence relation follows from remark 3.5.4
and Lemma 3.5.5. To see that φ satisfies the property from Definition 3.5.1, let A,B,C,D ⊆
X be such that AφB and CφD. If either pair (A and B or C and D) is bounded, then the
result follows from lemma 3.5.6. Therefore, we will assume that all of them are unbounded.
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Now let E ⊆ A ∪ C be an unbounded set. Then either E ′ ∩ A or E ′ ∩ C is unbounded. Let
us call that unbounded set E ′. Then we have either E ′bB or E ′bD, which by Proposition
3.2.7 implies that Eb(B∪D). Similarly in the reverse direction. Thus (A∪C)φ(B∪D).
The following proposition shows that the φ relation preserves boundedness.
Proposition 3.5.7. Let (X,B,b) be a coarse proximity space and let φ be the relation on
the power set of X as defined in Theorem 3.5.2. Then A ⊆ X is bounded if and only if A is
asymptotically bounded.
Proof. The statement is clear when A is empty, so assume that A 6= ∅. Assume that A ∈ B.
Let a ∈ A. Since B is a bornology, a ∈ B. Thus, by Remark 3.5.3 we have that Aφa. i.e., A
is asymptotically bounded. Conversely, let A be asymptotically bounded, i.e., there exists
x ∈ X such that Aφx. Since x is bounded, again by Remark 3.5.3, we have that A ∈ B.
Notice that the above proposition also shows that despite not having condition 2 of an
asymptotic resemblance space, bounded sets of an induced weak asymptotic resemblance
space form a bornology.
Proposition 3.5.8. Let (X,B,b) be a coarse proximity space and let φ be the relation on the
power set of X as defined in Theorem 3.5.2. Then the induced weak asymptotic resemblance
space is connected.
Proof. This follows immediately from the fact that singletons are bounded and that bounded
sets are always φ related.
Next proposition implies that in the case of metric spaces, the induced weak asymptotic
resemblance and the induced asymptotic resemblance coincide when one considers nonempty
subsets.
Proposition 3.5.9. Let (X, d) be a metric space and let φ be the weak asymptotic
resemblance induced by the metric d. Then given nonempty A,B ⊆ X, we have that AφB if
and only if A and B have finite Hausdorff distance.
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Proof. To prove the forward direction, assume that AφB and assume towards a contradiction
that dH(A,B) =∞. Then for each n ∈ N there exists xn ∈ A such that d(xn, B) > n or there
exists yn ∈ B such that d(yn, A) > n. Define A′ to be the collection of all such xn and B′ to
be the collection of all such yn.Without loss of generality we may assume that A′ is not finite.
Notice that A′ has to be unbounded (if A′ is bounded, then d(ai, aj) < M for all ai, aj ∈ A′.
Let ak ∈ A′. Then d(ak, B) ≤ N for some N, and consequently d(ai, B) ≤ M + N for all
ai ∈ A′, a contradiction to the construction of A′). Because AφB we have that A′bB, which
implies that there are unbounded subsets A′′ ⊆ A′ and B′′ ⊆ B such that dH(A′′, B′′) ≤ n
for some n < ∞. Therefore, for all a ∈ A′′ there exists b ∈ B′′ such that d(a, b) < n, a
contradiction to the construction of A′.
To prove the converse direction, assume that dH(A,B) = m < ∞. If A and B are
bounded, then AφB trivially. If A and B are unbounded and A′ ⊆ A is an unbounded
set, then we know that A′ ⊆ B(B,m). Therefore, for all a ∈ A′ we can find ba ∈ B
such that d(a, ba) < m. Let B′ = {ba}a∈A′ . Then by construction of B′ we have that
dH(A
′, B′) ≤ m < ∞. which implies that A′bB. Running through the same argument
replacing A’s with B’s yields AφB.
The above proposition also implies that in the case of a metric space (X, d), the underlying
coarse proximity relation induces the relation φ that agrees with the asymptotic resemblance
λ induced by d on nonempty sets. The only difference between these two relations is the
fact that ∅φA for all bounded set sets A ⊆ X, whereas ∅λ̄A for all such A’s (besides the
empty set, since ∅λ∅ for any asymptotic resemblance relation). Since “at infinity” the empty
set resembles bounded sets, φ seems to better capture the nature of the empty set. For the
remainder of this paper, we are often going to use the fact that in the case of metric spaces,
these two relations coincide for nonempty sets. The fact that they do not agree on the empty
set is usually not going to interfere with utilizing the full strength of Hausdorff distance. For
the discussion regarding this difference between asymptotic resemblances and the relation φ,
the reader is referred to Section 6.1.
Now we are going to show a few basic properties related to weak asymptotic resemblance
relations. The following proposition shows that in any coarse proximity space two subsets
are φ related if and only if they share all coarse neighborhoods.
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Proposition 3.5.10. Let (X,B,b) be a coarse proximity space and φ the weak asymptotic
resemblance induced by the coarse proximity b. Then for all A,B ⊆ X, the following are
equivalent:
(i) For all C ⊆ X A C if and only if B  C,
(ii) AφB.
Proof. ((ii) =⇒ (i)) Assume AφB and let C be such that A  C. Theorem 3.3.2 implies
the existence of E such that A  E  C. Notice that B ⊆ E up to a bounded set D, i.e.,
(B \D) ⊆ E. For if that is not the case, then D is an unbounded subset of X \E such that
DbA (because D ⊆ B and AφB), and therefore implying that (X \ E)bA, a contradiction
to A  E. Thus, we know that (B \D) ⊆ E and since E  C (i.e., Eb̄(X \ C)), we have
that (B \D)b̄(X \ C), which by Proposition 3.2.9 shows that Bb̄(X \ C), i.e. B  C. The
other implication follows by symmetry.
((i) =⇒ (ii)) Let B′ ⊆ B be an unbounded subset and assume towards a contradiction
that Ab̄B′. Then by the strong axiom there is an E ⊆ X such that A  (X \ E) and
B′  E. However, by assumption we have that B  (X \ E). In particular, this implies
that B′  (X \ E). So we have that B′  E and B′  (X \ E), which by Theorem 3.3.2
implies that B′ is bounded, a contradiction. Therefore AbB′ for every unbounded B′ ⊆ B.
Similarly one can show that A′bB for every unbounded A′ ⊆ A. Thus AφB.
One could expect that AφB implies that for all C ⊆ X C  A if and only if C  B.
However, that is not the case.
Example 3.5.11. Consider R2. Let A = {(x, y) | y = |x|}, B = {(x + 1, y) | (x, y) ∈ A},
and C = {(x, y) | (x, y) ∈ A and x ≤ 0}. Let X = A ∪B with the metric inherited from R2.
Then AφB and C  A, but it is not true that C  B (in fact, C is unbounded and disjoint
from B).
The following corollary is a direct consequence of Proposition 3.5.10 and will be used in
the next section.
37
Corollary 3.5.12. Let (X,B,b) be a coarse proximity space and φ the corresponding
equivalence relation on 2X . Let A,B,C, and D be subsets of X such that AφC and BφD.
Then AbB if and only if CbD.
Proof. Assume Ab̄B. Then there exists E ⊆ X such that Eb̄A and (X \E)b̄B. This can be
translated to A (X \E) and B  E. By Proposition 3.5.10, this implies that C  (X \E)
and D  E, i.e. Eb̄C and (X \ E)b̄D. By the converse of the strong axiom, this implies
that Cb̄D. The converse direction follows by symmetry.
3.6 Coarse Proximity Maps
In this section, we introduce functions preserving coarse proximity relations, called coarse
proximity maps, and we investigate their basic properties. We show that in the case of metric
spaces, these maps coincide with coarse maps and asymptotic resemblance maps.
Definition 3.6.1. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. Let f : X → Y
be a function and A and B subsets of X. Then f is a coarse proximity map provided that
the following are satisfied:
(i) B ∈ B1 implies f(B) ∈ B2,
(ii) Ab1B implies f(A)b2f(B).
Proposition 3.6.2. Coarse proximity maps send unbounded sets to unbounded sets.
Consequently, preimages of bounded sets are bounded.
Proof. Assume B /∈ B1. Then Bb1B. Thus, f(B)b2f(B), implying that f(B) /∈ B2.
Exercise 3.6.3. Show the composition of two coarse proximity maps is a coarse proximity
map.
The following proposition shows that in the case of metric spaces, coarse maps and coarse
proximity maps coincide.
Proposition 3.6.4. Let (X, d1) and (Y, d2) be metric spaces and (X,Bd1 ,b1) and (Y,Bd2 ,b2)
be induced metric coarse proximity spaces. Let f : X → Y be a function. Then f is a coarse
map if and only if f is a coarse proximity map.
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Proof. To prove the forward direction, assume that f is a coarse map. Since f is (uniformly)
bornologous, it sends bounded sets to bounded sets. Now assume A,B ⊆ X are such that
Ab1B, and for contradiction assume that f(A)b̄2f(B). Then there exists a set E ⊆ Y such
that f(A)b̄2E and (Y \ E)b̄2f(B), i.e.,
f(A) (Y \ E) and f(B) E.
Since coarse maps copreserve coarse neighborhoods (see Proposition 3.3.10), this implies that
A ⊆ f−1(f(A)) f−1(Y \ E) = (X \ f−1(E)) and B ⊆ f−1(f(B)) f−1(E),
i.e., Ab̄f−1(E) and Bb̄(X \ f−1(E)). By Proposition 3.2.10, this shows that Ab̄B, a
contradiction. Thus, it has to be that f(A)bf(B), completing the proof that f is a coarse
proximity map.
To prove the converse, let f be a coarse proximity map and λ1 and λ2 be asymptotic
resemblance relations induced by the metrics d1 and d2 respectively. By Proposition 3.5.9 we
have that for nonempty sets these relations are precisely the φ1 and φ2 relations constructed
from the respective coarse proximity structures as in Proposition 3.5.2 (i.e., they are weak
asymptotic resemblances induced by d1 and d2, respectively). We will show that f is an
asymptotic resemblance map. Let A,B ⊆ X be such that Aλ1B. It is trivial to show that
f(A)λ2f(B) (the implication AφB =⇒ f(A)φf(B) is actually true for any coarse proximity
map. For the proof, see Proposition 3.8.3). Thus, f is an asymptotic resemblance map. Since
Proposition 3.6.2 implies that f is also proper, by Theorem 2.2.13, f must also be a coarse
mapping between the metric spaces (X, d1) and (Y, d2).
Corollary 3.6.5. Let X and Y be metric spaces and let f : X → Y be a function. Then f
is a coarse map if and only if f is a coarse proximity map if and only if f is an asymptotic
resemblance map.
Proof. This follows from Proposition 3.6.4 and Theorem 2.2.13.
The following corollary shows that if X is a metric space, then any coarse proximity map
(equivalently, asymptotic resemblance map) copreserves coarse neighborhoods.
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Corollary 3.6.6. Let (X, d1), (Y, d2) be metric spaces and h : X → Y a coarse proximity
map (equivalently, asymptotic resemblance map). If A,B ⊆ Y such that A B with respect
to the metric coarse proximity structure induced by d2, then h−1(A)  h−1(B) with respect
to the metric coarse proximity structure on X induced by d1.
Proof. This is an immediate consequence of Proposition 3.6.4 and Proposition 3.3.10.
3.7 Closeness Relation of Coarse Proximity Maps
As is usual for coarse topology, the morphisms in the category of coarse proximity spaces will
not simply be coarse proximity maps, but instead equivalence classes of such maps. In this
section, we define the proximal closeness of two maps whose codomain is a coarse proximity
space. We also show that in the case of metric spaces, this closeness relation coincides
with coarse closeness (see Definition 2.1.16) and asymptotic closeness (see Definition 2.2.14).
We take our definition of proximal closeness to be aesthetically similar to the definition of
asymptotic closeness for maps whose codomain in an asymptotic resemblance space, as in
Definition 2.2.14.
Definition 3.7.1. Let X be a set and (Y,B,b) a coarse proximity space. Two functions
f, g : X → Y are proximally close, denoted f ∼ g, if for all A ⊆ X
f(A)φg(A),
where φ is the weak asymptotic resemblance relation on Y induced by the coarse proximity
structure b.
Notice that since φ is an equivalence relation, the closeness relation from Definition 3.7.1
is an equivalence relation. We will denote the equivalence class of a function f by [f ].
As we mentioned before, there are at least 3 ways to define closeness relation on maps
from X to Y. If Y is a coarse proximity space, we can define the closeness relation with
respect to that relation, as in Definition 3.7.1. If Y is a coarse space, then we can define
the closeness relation with respect to that relation, as in Definition 2.1.15. Finally, if Y is
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an asymptotic resemblance space, we can define the closeness relation with respect to that
relation, as in Definition 2.2.14. The following proposition shows that in the case of metric
spaces, all of these definitions of closeness coincide.
Proposition 3.7.2. Let X be a set, (Y, d) a metric space, and f, g : X → Y two functions.
Then the following are equivalent:
1. f and g are are proximally close,
2. f and g are are asymptotically close,
3. f and g are coarsely close.
Proof. Since in the case of metric spaces asymptotic resemblance induced by the metric and
the φ relation coincide for nonempty sets (see Proposition 3.5.9), the closeness relation from
Definition 3.7.1 (i.e., the definition of proximally close) coincides with the closeness relation
defined in 2.2.14 (i.e., the definition of asymptotically close). This shows the equivalence of
1 and 2. The equivalence of 2 and 3 is the statement of Proposition 2.2.17.
Thanks to the above proposition, whenever we deal with metric spaces, the sentence
“closeness class of a function f ” is unambiguous.
Corollary 3.7.3. Let f, g : (X, d1) → (Y, d2) be maps between metric spaces. Then the
following are equivalent:
1. f and g are coarse proximity maps and are proximally close,
2. f and g are asymptotic resemblance maps maps and are asymptotically close,
3. f and g are coarse maps maps and are coarsely close.
Proof. This follows immediately from Proposition 3.7.2 and Proposition 3.6.5.
3.8 Category of Coarse Proximity Spaces
In this section, we show that the collections of coarse proximity spaces and proximal closeness
classes of coarse proximity maps make up a category.
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Definition 3.8.1. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. We call a
coarse proximity map f : X → Y a proximal coarse equivalence if there exists a coarse
proximity map g : Y → X such that g◦f ∼ idX and f ◦g ∼ idY .We say that (X,B1,b1) and
(Y,B2,b2) are proximally coarse equivalent if there exists a proximal coarse equivalence
f : X → Y.
Proposition 3.8.2. Let f(X, d1) → (Y, d2) be a map between metric spaces. Then the
following are equivalent:
1. f is a proximal coarse equivalence,
2. f is an asymptotic equivalence,
3. f is a coarse equivalence.
Proof. This follows immediately from Proposition 3.6.5 and Proposition 3.7.2.
To define a reasonable definition of composition of two closeness classes of coarse
proximity maps, we need to know that coarse proximity functions preserve the φ relation.
Proposition 3.8.3. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces and let f :
X → Y be a coarse proximity map. Let φ1 and φ2 be weak asymptotic resemblance relations
induced by b1 and b2, respectively. Then for any A,B ⊆ X, we have
Aφ1B =⇒ f(A)φ2f(B).
Proof. Let A,B, and f be as in the statement of the proposition. If A and B are bounded,
then the result is trivial. So assume that A and B are unbounded. For contradiction assume
that f(A)φ̄2f(B). Then there exists A′ ⊆ f(A) such that A′ is unbounded and A′b̄2f(B).
Then A′′ := f−1(A′)∩A is unbounded, A′′ ⊆ A and A′′b̄1B (because otherwise f(A′′)b2f(B),
and since f(A′′) ⊆ f(A), f(A)b2f(B)), a contradiction to Aφ1B.
The following proposition implies that if f ∼ g, then f is a coarse proximity
map/equivalence if and only if g is.
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Proposition 3.8.4. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. Let f : X →
Y and g : X → Y be two proximally close functions. If f is a coarse proximity map, then so
is g. If f is a proximal coarse equivalence, then so is g.
Proof. Let φ1 and φ2 be weak asymptotic resemblance relations induced by b1 and b2,
respectively. Let us first assume that f is a coarse proximity map. Let B ⊆ X be bounded.
Since f is a coarse proximity map, f(B) is bounded. Since f(B)φ2g(B), Remark 3.5.3 implies
that g(B) is bounded. Now let A,C ⊆ X and assume Ab1C. Since f is a coarse proximity
map, f(A)b2f(C). Since f ∼ g, we have that f(A)φ2g(A) and f(C)φ2g(C). Then Corollary
3.5.12 implies that g(A)b2g(C). Thus, g is a coarse proximity map.
Now assume that f is a proximal coarse equivalence, i.e., there exists a coarse proximity
map f1 : Y → X such that f1 ◦f ∼ idX and f ◦f1 ∼ idY . We will show that f1 ◦g ∼ idX and
g◦f1 ∼ idY . To see that f1◦g ∼ idX , let A ⊆ X. Then since g ∼ f, we have that g(A)φ2f(A).
Since f1 is a coarse proximity map, Proposition 3.8.3 implies that (f1(g(A))φ1(f1(f(A)). Since
A was arbitrary, this implies that
(f1 ◦ g) ∼ (f1 ◦ f) ∼ idX .
To see that g ◦ f1 ∼ idY , let C ⊆ Y. Since g is close to f, we have g(f1(C))φ2f(f1(C)). Since
C was arbitrary, this implies that
(g ◦ f1) ∼ (f1 ◦ f1) ∼ idY .
Notice that the proof of the above proposition actually shows that if f ∼ g and f1 is
an “inverse” of f (as in the definition of a proximal coarse equivalence), then f1 is also an
“inverse” of g.
Now we will define the composition of two proximal classes of coarse proximity maps.
Proposition 3.8.5. Let (X,B1,b1), (Y,B2,b2), and (Z,B3,b3) be coarse proximity spaces.
Let f : X → Y and g : Y → Z be coarse proximity functions and let [f ] and [g] be respective
proximal closeness classes. Then the operation [f ] ◦ [g] := [f ◦ g] is well-defined.
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Proof. Let f and g be as in the statement of the proposition. Let φ2 and φ3 be weak
asymptotic resemblance relations induced by b2 and b3, respectively. Let f ′ ∈ [f ] and
g′ ∈ [g]. By Remark 3.6.3, g ◦ f and g′ ◦ f ′ are coarse proximity maps from X to Z. Let us
show that g ◦ f and g′ ◦ f ′ are close, which will show that [g ◦ f ] = [g′ ◦ f ′]. Let A be a set.













where the first equivalence follows from Proposition 3.8.3 and the second equivalence follows
from g ∼ g′. Since φ3 is an equivalence relation, this completes the proof that [g ◦ f ] =
[g′ ◦ f ′].
Definition 3.8.6. The collection of coarse proximity spaces and closeness classes of coarse
proximity maps (with the composition of morphisms defined as in Proposition 3.8.5) makes
up the category Cb of coarse proximity spaces.
Associativity of morphisms in the above definition follows from the associativity of
composition of functions. The identity morphism is the equivalence class of the identity map.
Also, notice that if (X,B1,b1) and (Y,B2,b2) are coarse proximity spaces and f : X → Y is
a proximal coarse equivalence, then [f ] is an equivalence in the category of coarse proximity
spaces.
As we will see in Section 4, sometimes it is useful to restrict one’s attention to the metric
case. Thus, we introduce the following definition.
Definition 3.8.7. The collection of unbounded metric spaces and closeness classes of coarse
proximity maps (with the composition of morphisms defined as in Proposition 3.8.5) makes
up the category Cd of unbounded metric spaces.
Notice that thanks to Corollary 3.7.3, the words “coarse proximity maps” in the above
definition could be replaced with “coarse maps” or “asymptotic resemblance maps,” without
any change in meaning.
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3.9 Questions
Question 3.9.1. Let (X,B,b) be a coarse proximity space. Let φ be the weak asymptotic
resemblance induced by the coarse proximity b, as in Theorem 3.5.2. If one restricts oneself
to nonempty sets, is φ an asymptotic resemblance relation? Conjecture: false.
Question 3.9.2. If the answer to the above question in no, what are the conditions under
which coarse proximity spaces naturally induce asymptotic resemblance relations?
Question 3.9.3. Besides the examples provided in this dissertation, what are other examples
of coarse proximity spaces?
Question 3.9.4. When are coarse proximity spaces metrizable? In other words, given a
coarse proximity space, when can we find a metric on that space that induces the given
coarse proximity structure?
Question 3.9.5. In Chapter 4, we will introduce one application of coarse proximities, called
the proximity space at infinity. What are other applications of coarse proximities?
Question 3.9.6. Let X be a set, (Y,B,b) a coarse proximity space, and f, g : X → Y two
functions. Define
f ∼ g if and only if f(A)bg(A) for all A ⊆ X.
Is this an equivalence relation? Conjecture: false.
Question 3.9.7. One of the greatests strengths of coarse proximities is that despite
capturing entirely different notions than small-scale proximities, the definitions of coarse
proximities and proximities are strikingly similar. Thus, what other small-scale proximity




In this chapter, we construct a natural small-scale proximity structure on the set of
unbounded subsets of a metric space. We also show how this structure naturally induces a
small-scale proximity on the equivalence classes of the weak asymptotic resemblance induced
by the metric. We call this space the “proximity space at infinity.” We then proceed to show
that the construction is functorial, making up a functor from the category of unbounded
metric spaces whose morphisms are closeness classes of coarse proximity maps (equivalently,
coarse maps or asymptotic resemblance maps) to the category of proximity spaces whose
morphisms are proximity maps.
The idea of defining topological structures on equivalence classes of unbounded sets has
been utilized previously. In [9], a functor from metric spaces to totally bounded metric
spaces, called “spaces of ends”, is constructed. For a variety of unbounded metric spaces the
space of ends is empty. As we will see, the proximity space at infinity for every unbounded
metric space is always nonempty. Our construction was inspired by considering the Vietoris
topology on the hyperspace of the Higson corona of a proper metric space.
4.1 Coarse Neighborhoods of Radius f
To be able to construct small-scale proximity on the set of unbounded subsets of a metric
space, we have to have to find a way to construct coarse neighborhoods in a controlled way.
In this section, we introduce such construction and we show several of its properties.
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Definition 4.1.1. A sequence f : N→ R is called adequate if it is positive and
f(n)− f(n− 1) > n+ 1 for all n > 1.
Notice that if f and g are adequate sequences, then so is h := max {f, g}.
Definition 4.1.2. Let (X, d) be a metric space and let x0 be a point in X. If A ⊆ X is a
set and f : N → R is an adequate sequence, then we define the coarse neighborhood of
A of radius f relative to x0, denoted Ux0(A, f) ⊆ X, in the following way:
Af0 := A,





To simplify notation, when the base point is clear from the context we will denote
B(x0, f(n)) by Bf(n) and Ux0(A, f) by U(A, f). In this notation, the definition of U(A, f)
becomes
Af0 := A,





The reader is encouraged to compare the above definition to the construction of the
coarse neighborhood in section 3.1. As expected, we will show that a coarse neighborhood
of A of radius f relative to x0 is really a coarse neighborhood.
Proposition 4.1.3. Given a metric space (X, d), a point x0 ∈ X, and a set A ⊆ X, we have
A U(A, f) for every adequate sequence f .
Proof. For contradiction assume that Ab(X\U(A, f)). Then there exists ε <∞ such that for
all n ∈ N, there exists an ∈ A \Bf(n) and xn ∈ (X \U(A, f)) \Bf(n) such that d(an, xn) < ε.
Choose n large such that ε < n. Then xn /∈ Bf(n) and d(an, xn) < ε < n. Thus, xn ∈ Afn,
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contradicting the fact that xn /∈ U(A, f). Therefore, by contradiction, Ab̄(X \U(A, f)), i.e.,
A U(A, f).
The following definition and proposition justify why it is reasonable to restrict ourselves
to considering only coarse neighborhoods of the form U(A, f).
Definition 4.1.4. Given a coarse proximity space (X,B,b) and a set A ⊆ X, we say that
a collection A ⊆ 2X of coarse neighborhoods of A is a coarse neighborhood base at A if
for every coarse neighborhood D ⊆ X of A there is E ∈ A such that
A E  D.
The following proposition shows that for any set B, all U(B, f) form a coarse
neighborhood base at B.
Proposition 4.1.5. Let (X, d) be a metric space and x0 ∈ X a point. For each set B ⊆ X,
define Cx0(B) to be the set of all coarse neighborhoods of the form U(B, f), where f is an
adequate sequence. Then Cx0(B) is a coarse neighborhood base at B.
Proof. The statement is trivial if B is bounded, so assume that B is unbounded. Let B ⊆ X
be an unbounded set and D ⊆ X a coarse neighborhood of B. Then Bb̄(X \ D). Set
A = (X \D). Then the set E from Theorem 3.1.7 is the desired coarse neighborhood such
that E ∈ Cx0(B) and B  E  D.
Let us explore a few basic properties of coarse neighborhoods of the form U(A, f).
Proposition 4.1.6. Let (X, d) be a metric space, x0 ∈ X a point, f and g adequate
sequences, and A and B unbounded subsets of X. Then the following are true:
1. A ⊆ U(A, f),
2. if A is bounded, then so is U(A, f),
3. if B ⊆ A, then U(B, f) ⊆ U(A, f),
4. if f ≤ g, then U(A, g) ⊆ U(A, f),
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5. U(A, f) ∪ U(B, f) = U(A ∪B, f),
6. if A B, then there exists a bounded set D such that U(A, f) \D ⊆ U(B, f).
Proof. The first four properties are direct consequences of definitions. Property 5 follows
from the fact that B(A, n) ∪ B(B, n) = B(A ∪ B, n). To show property 6, let A  B.
Then there exists a bounded set D′ such that (A \ D′) ⊆ B. Thus, by property 3, we
have U((A \ D′), f) ⊆ U(B, f). Thus, by property 5, U(A, f) ⊆ U(B, f) ∪ U(D′, f). Let
D = U(D′, f). Then by property 2, D is bounded, and we get that U(A, f)\D ⊆ U(B, f).
One could expect that if A,B are subsets of a metric space such that A  B, then for
every adequate sequence f one has U(A, f) U(B, f). However, this is not the case.
Example 4.1.7. Consider R2. Let A = B = {(0, y) | y > 0}. Let x0 be the origin and
let f and g be two adequate sequences such that f(n) < g(n) for all n ∈ N. Let X =
(R2 \ U(A, g)) ∪ A. Then A  B (Since (X \ B) = (X \ U(A, g))), but it is not true that
U(A, f) U(B, f) (since U(A, f) = U(B, f) and U(A, f) is unbounded in X \ U(A, g)).
One could also expect that if A,B are subsets of a metric space such that AφB, then for
every adequate sequence f one has:
1. U(A, f)φU(B, f),
2. C  U(A, f) if and only if C  U(B, f) for any C ⊆ X.
However, the following example shows that neither of these statements is true.
Example 4.1.8. Let 1 > ε > 0, A = {(0, t) ∈ R2 | t ≥ 0}, B = {(−1, t) ∈ R2 | t ≥ 0}
and x0 = (0, 0). Notice that A and B have finite Hausdorff distance. Define f : N → N by
f(n) = n3. Then f is an adequate sequence. For each n ∈ N, define xn = ((n− ε), f(n) + ε).
Let C = {xn}n∈N. Let X = A ∪ B ∪ C with the subspace metric inherited from R2. Then
C ⊆ U(A, f) and C∩U(B, f) = ∅. Notice that by this specific construction there are bounded
sets D1 and D2 such that X = U(A, g) ∪ D1 and B ∪ A = U(B, g) ∪ D2. Consequently,
since X and A ∪ B do not have finite Hausdorff distance, neither do U(A, g) and U(B, g).
Also, notice that C  U(A, f) (since (X \U(A, f) is a bounded set), but it is not true that
C  U(B, f) (since C ∩ (X \ U(B, f)) = C, which is unbounded).
49
To be able to prove the “star-refinement” property of coarse neighborhoods (the meaning
of “star-refinement” will be made clear in Definition 4.1.13), we need the following lemmas:
Lemma 4.1.9. Let (X, d) be a metric space, A an unbounded subset of X, x0 a point in X,
f : N→ R an adequate sequence, and n ∈ N such that n > 1. Then
d
(
(X \ U(A, f)) \Bf(n), A \Bf(n)
)
> n− 1.
Proof. For contradiction, assume that there exists x ∈ (X \U(A, f))\Bf(n) and a ∈ A\Bf(n)
such that d(x, a) < n. Then we have that x /∈ Bf(n) and x ∈ B(A, n). Thus, x ∈ Afn, a
contradiction to x /∈ U(A, f).
For the remainder of this dissertation, we will use the following notation: for each n,
define
Cn := Bf(n) \Bf(n−1).
Lemma 4.1.10. Let (X, d) be a metric space, A an unbounded subset of X, x0 a point in
X, f : N→ R an adequate sequence, and n ∈ N such that n > 1. If x ∈ Cn and y ∈ X such
that d(x, y) < n, then y can only belong to Cn−1, Cn, or Cn+1. In particular, y ∈ Bf(n+1) and
y /∈ Bf(n−2).
Proof. The fact that y /∈ Ck for k ≤ n− 2 follows from the fact that Bf(k) ⊆ Bf(n−2) for all
k ≤ n− 2 and the fact that for n > 1 the difference in radii between Bf(n−2) and Bf(n−1) is
bigger than n. The fact that y /∈ Ck for k ≥ n+ 2 follows from the fact that Bf(n+2) ⊆ Bf(k)
for all k ≥ n+ 2 and the fact that the difference in radii between Bf(n+1) and Bf(n) is bigger
than n+ 2 for n > 1.
Lemma 4.1.11. Let (X, d) be a metric space, A an unbounded subset of X, x0 a point in X,
f : N→ R an adequate sequence, and n ∈ N such that n > 1. If x ∈ U(A, f) and x ∈ Bf(n),
then there exists a ∈ A such that d(x, a) < n.
Proof. Since x ∈ U(A, f), we know that x ∈ Afm for some m. Thus, there exists a ∈ A such
that d(x, a) < m. Also, since x ∈ Afm, x /∈ Bf(m). Since x ∈ Bf(n), it has to be that m < n.
Thus d(x, a) < m < n.
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Proposition 4.1.12. Let (X, d) be a metric space and x0 ∈ X. Then given an adequate
sequence f : N→ R, there is another adequate sequence g such that for all unbounded A ⊆ X
we have that
U(U(A, g), g) U(A, f).
Proof. Let f be as in the statement of the proposition. Define
g(n) = f(n2).
Since f is adequate, so is g. Let A ⊆ X be an arbitrary unbounded subset. To simplify
notation, we will define the following:
D := U(U(A, g), g),
E := U(A, g),
F := U(A, f).
We wish to show that Db̄(X \ F ), where b is the coarse proximity relation induced by
the metric d. For contradiction assume that Db(X \ F ). Then there is an ε <∞ such that
for every natural number n there exists xn ∈ ((X \F )\Bf(n)) and yn ∈ (D \Bf(n)) such that
d(xn, yn) < ε.
Since F is a coarse neighborhood of A of radius f, by Lemma 4.1.9 we have that for any
n > 4
d((X \ F ) \Bf(n−3), A \Bf(n−3)) > n− 4.
Find n so large that it satisfies the following inequalities:
n > 4,
n− 4 > ε+ 2
√








Notice that the above inequalities are satisfied for any k ≥ n. Let k be the largest number
such that xn /∈ Bf(k). Then xn ∈ Bf(k+1). Clearly k ≥ n. Since d(xn, yn) < ε < n ≤ k, by
Lemma 4.1.10, yn can be in Ck+2, Ck+1, or Ck. In particular, yn ∈ Bf(k+2). Therefore yn has
to be in Bg(d√k+2e). Because if it is not, then
yn /∈ Bg(d√k+2e) = Bf(d√k+2e2) ⊇ Bf(k+2),
a contradiction. Thus, since yn ∈ D and yn ∈ Bg(d√k+2e), by Lemma 4.1.11 there exists
z ∈ E, such that
d(yn, z) < d
√
k + 2e.
Since yn ∈ Bg(d√k+2e) and d(yn, z) < d
√
k + 2e, by the proof of the Lemma 4.1.10 we have
that z ∈ Bg(d√k+2e+1). Thus, since z ∈ E, and z ∈ Bg(d√k+2e+1), again by Lemma 4.1.11 there
exists a ∈ A such that
d(z, a) < d
√
k + 2e+ 1.
Let us now examine how close a is to x0. We do it step by step. We know that yn can be in
Ck+2, Ck+1, or Ck. In particular, yn /∈ Bf(k−1). Since d(yn, z) < d
√
k + 2e < k we have that
z /∈ Bf(k−2). Since d(z, a) < d
√
k + 2e + 1 < k − 1, we have that a /∈ Bf(k−3). So, we have
xn ∈ ((X \ F ) \Bf(k−3)), a ∈ (A \Bf(k−3)), and
d(xn, a) ≤ d(xn, yn) + d(yn, z) + d(z, a)
≤ ε+ d
√
k + 2e+ d
√
k + 2e+ 1
≤ ε+
√
k + 2 + 1 +
√
k + 2 + 1 + 1
= ε+ 2
√
k + 2 + 3
< k − 4,
a contradiction to
d((X \ F ) \Bf(k−3), A \Bf(k−3)) > k − 4.
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Definition 4.1.13. Given a metric space (X, d), a point x0 ∈ X, and two adequate sequences
f and g such that g satisfies the relation in Proposition 4.1.12, the sequence g is said to be
a coarse star refinement of f with respect to x0.
Corollary 4.1.14. Let (X, d) be a metric space and x0 ∈ X. Then given two adequate
sequences f, g : N→ R, there is another such sequence h such that for all unbounded A ⊆ X,
we have that
U(A, h) U(A, f) and U(A, h) U(A, g).
Proof. By Proposition 4.1.12, there exist adequate sequences f1 and g1 such that
U(U(A, f1), f1) U(A, f) and U(U(A, g1), g1) U(A, g).
In particular, we have that
U(A, f1) U(A, f) and U(A, g1) U(A, g).
Define h(n) = max{f(n), g(n)}. Notice that h is an adequate sequence and by Proposition
4.1.6,
U(A, h) U(A, f) and U(A, h) U(A, g).
4.2 Hyperspace at Infinity
In this section, we will construct the small-scale proximity on the set of unbounded subsets
of a metric space.
Definition 4.2.1. Given a coarse proximity space (X,B,b), the hyperspace at infinity
of X, denoted H∞(X), is the set {A ⊆ X | A /∈ B}.
Notice that unbounded subsets of a metric space become “points” in the hyperspace at
infinity. The following theorem defines a proximity on the hyperspace at infinity of a metric
space.
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Theorem 4.2.2. Given a metric space (X, d), a point x0 ∈ X, and its corresponding
hyperspace at infinity H∞(X), define a relation δ on the powerset of H∞(X) in the following
way:
AδC if and only if for every adequate sequence f there exist A ∈ A and C ∈ C such that
A U(C, f) and C  U(A, f).
Then δ is a proximity on H∞(X).
Remark 4.2.3. Notice that the statement Aδ̄C is equivalent to the existence of an adequate
sequence f such that for all A ∈ A and C ∈ C, either A 6 U(C, f) or C 6 U(A, f). Such a
sequence f will be called a witnessing (adequate) sequence for Aδ̄C.
Proof of theorem 4.2.2. The only axioms of a proximity that are not immediate from the
definition of δ are the union and strong axioms. We will show these here:
Union axiom: Assume that A, C,D ⊆ H∞(X) and (C ∪ D)δA. Assume towards a
contradiction that Cδ̄A and Dδ̄A. Then there are witnessing adequate sequences f1 and
f2, respectively. By Corollary 4.1.14 there exists an adequate sequence g such that for all
unbounded sets A ⊆ X we have
U(A, g) U(A, f1) and U(A, g) U(A, f2).
Because (C ∪D)δA, there is some C ∈ (C ∪D) and some A ∈ A such that C  U(A, g) and
A U(C, g). If C ∈ C, then we have
C  U(A, g) U(A, f1) and A U(C, g) U(C, f1),
a contradiction to f1 being a witnessing cover for Aδ̄C. If C ∈ D, then we have
C  U(A, g) U(A, f2) and A U(C, g) U(C, f2),
a contradiction to f2 being a witnessing cover for Aδ̄D. The converse direction of the union
axiom is trivial.
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Strong Axiom: Let A, C ⊆ H∞(X) be such that Aδ̄C. Then there exists a witnessing
adequate sequence f such that for all A ∈ A and all C ∈ C one either has A 6 U(C, f) or
C 6 U(A, f). Let g be an adequate sequence such that for all A ∈ H∞(X) we have
U(U(A, g), g) U(A, f).
Define
E = {K ∈ H∞(X) | ∃C ∈ C, C  U(K, g) U(C, f)}.
We claim that Aδ̄E and (H∞(X) \ E)δ̄C. If AδE , then there is some A ∈ A and some K ∈ E
such that A  U(K, g) and K  U(A, g). Let C be a member of C that witnesses K
being a member of E . Then U(K, g)  U(C, f), which implies A  U(C, f). Also, by 6 of
Proposition 4.1.6, we have that K  U(A, g) implies that there is a bounded set D such that
U(K, g)\D ⊆ U(U(A, g), g) U(A, f). Thus, U(K, g) U(A, f), and hence C  U(A, f).
Therefore, we have A  U(C, f) and C  U(A, f), which is a contradiction to f being a
witnessing sequence. Therefore Aδ̄E .
Now assume towards a contradiction that (H∞(X) \ E)δC. Then let K ∈ (H∞(X)) \ E
and C ∈ C be such that K  U(C, g) and C  U(K, g). The first of these implies that
there is a bounded set D such that U(K, g) \D ⊆ U(U(C, g), g)  U(C, f), which in turn
implies that U(K, g) U(C, f). However this implies that K ∈ E , which is a contradiction.
Therefore (H∞(X) \ E)δ̄C which established the strong axiom for δ.
Note that the coarse neighborhoods U(A, f) and hence the proximity δ are defined with
respect to a particular point x0 within our metric space X. Proposition 4.1.5 showed that
regardless of the choice of point x0, the resulting coarse neighborhoods of the form U(A, f)
will make up a coarse neighborhood base at any subset A of X. Now we will show that the
proximity on the hyperspace also does not depend on the choice of the base point. For the
sake of clarity, we will return to our previous notation involving the basepoint, i.e., Ux0(A, f).
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Lemma 4.2.4. Let (X, d) be a metric space and x0, x1 distinct points of X. Then for any
adequate sequence f, there exists an adequate sequence g such that for all subsets C ⊆ X,
Ux0(C, g) Ux1(C, f).
Proof. Let f be an adequate sequence. Without loss of generality we can assume that f
takes integer values. We define an adequate sequence g in the following way: for each n ∈ N,
there is a least natural number T (n) such that B(x1, f(n)) ⊆ B(x0, T (n)). Define g : N→ R
by setting g(1) = T (1) and then inductively by
g(n) := max{T (n2), g(n− 1) + n+ 2}.
Notice that the second condition implies that g is an adequate sequence. We then claim that
for all subsets C ⊆ X we have
Ux0(C, g) Ux1(C, f).
Denote the set on the left hand side by D and the set on the right hand side by E. Assume
towards a contradiction that Db(X \ E), where b is the coarse proximity induced by the
metric. Then there is an ε <∞ such that for every n ∈ N there is
xn ∈ (X \ E) \B(x0, g(n)) and yn ∈ D \B(x0, g(n))
such that d(xn, yn) < ε. Let kn be the greatest natural number such that xn /∈ B(x0, g(kn)).
Then xn ∈ B(x0, g(kn+1)). By Lemma 4.1.10 we have that for any n > ε, yn /∈ B(x0, g(kn−
1)) and yn ∈ B(x0, g(kn + 2)). Then, by Lemma 4.1.11 we have that there must be a cn ∈ C
such that d(yn, cn) < kn+2. Notice that since yn /∈ B(x0, g(kn−1)) and d(yn, cn) < kn+2, g
being is an adequate sequence implies cn /∈ B(x0, g(kn− 3)). Also, by the triangle inequality
we have that for all n > ε,
d(xn, cn) < ε+ kn + 2.
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However, for all n > ε we also have that
xn, cn /∈ B(x0, g(kn − 3)) ⊇ B(x0, T ((kn − 3)2)) ⊇ B(x1, f((kn − 3)2)).
Thus, by Lemma 4.1.9 we have that d(xn, cn) > (kn−3)2 for all n > ε. But for large enough n,
this contradicts d(xn, cn) < ε+kn+2. Therefore, it has to be that Ux0(C, g) Ux1(C, f).
Theorem 4.2.5. Let (X, d) be a metric space and x0, x1 distinct points of X. If δ0 and δ1
are the respective proximities on H∞(X) constructed using x0 and x1 as in Theorem 4.2.2,
then the proximity relations δ0 and δ1 are equal.
Proof. Assume A, C ⊆ H∞(X) be such that Aδ0C. Let f be an arbitrary adequate sequence.
Then by Lemma 4.2.4, there exists an adequate sequence g such that for all subsets C ⊆ X,
Ux0(C, g) Ux1(C, f).
Since Aδ0C, there exists A ∈ A and a C ∈ C such that
A Ux0(C, g) and C  Ux0(A, g),
which by the property of g gives us
A Ux0(C, g) Ux1(C, f) and C  Ux0(A, g) Ux1(A, f).
Thus, we have Aδ1C. Similarly one can show that Aδ1C implies Aδ0C. Therefore δ0 = δ1.
4.3 Proximity at Infinity
The goal of this section is to construct a functor from the category Cd, i.e., the category of
unbounded metric spaces whose morphisms are closeness classes of coarse proximity maps
(equivalently, coarse maps or asymptotic resemblance maps), to the category of proximity
spaces whose morphisms are proximity maps. The natural thing to try would be to assign
to each unbounded metric space its hyperspace at infinity with the induced small-scale
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proximity, and to each closeness class of coarse proximity maps the induced map on the
hyperspace, as in the following diagram:
(X, d0) (Y, d1)
(H∞(X), δ0) (H∞(Y ), δ1)
[h]
h
where the dashed arrow means the assignment of a hyperspace at infinity to the given
metric space. However, the question immediately arises: is that functor well-defined? In
other words, if we choose some other g ∈ [h], is it true that h(A) = g(A) for any A ∈ H∞(X)?
One can immediately see that this does not have to be the case (since h and g are not the
same, but only proximally close). Thus, to create a well-defined functor, when given two
proximally close functions h and g, we have to make sure that h(A) and g(A) are identified
for all unbounded A. How can one do it? Since h and g are proximally close, we know that
h(A)φg(A) for any A ∈ H∞(X). Since in the metric case φ relation is equivalent to the
relation of having finite Hausdorff distance for nonempty sets, we are going to identify all
sets that have finite Hausdorff distance. We are going to denote that space by BX. We are
also going to induce a proximity δ on that new space. The resulting space will be called the
“proximity space at infinity.” Consequently, we are going to get the following diagram
(X, d0) (Y, d1)
(H∞(X), δ0) (H∞(Y ), δ1)




where π is a surjective projection. This diagram is going to help us build the desired
functor.
Definition 4.3.1. Let (X, d) be a metric space and (H∞(X), δ0) the corresponding proximity
space (constructed with respect to some point x0 ∈ X). Define the set BX to be the set of
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all φ equivalence classes of unbounded sets in X, where φ is the weak asymptotic resemblance
induced by the coarse proximity induced by d. By Proposition 3.5.9 this relation is equivalent
to the relation of having finite Hausdorff distance. Endow BX with quotient proximity δ
induced by the projection π : (H∞(X), δ0) → BX, as in Definition 1.3.13. The quotient
proximity space (BX, δ) is called the proximity space at infinity of X.
If A is a subset of X, then φ equivalence class of A (i.e. a point in BX) will be denoted
by [A]. Also notice that since proximities induce completely regular topologies, the proximity
space at infinity is a completely regular topological space.
Theorem 4.3.2. Let (X, d0), (Y, d1) be unbounded metric spaces, h : X → Y a coarse
proximity map, and (BX, δ0), (BY, δ1) the corresponding proximity spaces at infinity. Then
the map Bh : BX → BY defined by
Bh([A]) = [h(A)]
is a well-defined proximity map. Moreover, if l : X → Y is a coarse proximity map that
is close to h, then Bh = Bl.
Proof. The well-definedness of Bh follows from Proposition 3.8.3. The equality of Bh and
Bl for close coarse proximity maps h and l follows from the definition of closeness of coarse
proximity maps. Let us show that Bh is a proximity map. Let x0 ∈ X and y0 = h(x0). Let
δ0 be the proximity on H∞(X) constructed using the basepoint x0 and let δ1 be proximity on
H∞(Y ) constructed using the point y0 = h(x0). We then consider the following commutative
diagram:
(H∞(X), δ0) (H∞(Y ), δ1)





where h is the obvious induced map on the hyperspaces. Notice that since the diagram
is commutative, the map Bh ◦ π is well-defined. By Proposition 1.3.14 the function Bh
is a proximity map if and only if the function Bh ◦ π is a proximity map. To show that
59
Bh ◦ π is a proximity map, it is enough to show that h is a proximity map (Bh ◦ π is then
a composition of two proximity maps, and therefore a proximity map). Let A, C ⊆ H∞(X)
be such that Aδ0C. We will show that h(A)δ1h(C), which will complete our proof. Let f1 be
an adequate sequence and f2 an adequate sequence that coarse star refines f1. Since h is a
coarse proximity map, it is proper. Thus, for every n ∈ N there is a least k ∈ N such that
h−1(B(y0, f2(n))) ⊆ B(x0, k).
We will denote this natural number by T (n). Likewise, h is bornologous, so for every n ∈ N
there is a greatest natural number m (possibly also ∞ for the first few n’s) such that
d(x, y) ≤ m =⇒ d(h(x), h(y)) < n.
We will denote this number by ρ(n) (if ρ(n) = ∞ for some n, then set ρ(n) = 1 instead).
Since X and Y are unbounded anf f is a coarse proximity map, the functions ρ and T as
sequences must be nondecreasing and divergent. We can choose a sequence (nk) of natural
numbers such that for any k ∈ N, the following conditions hold:
(i) k < T (nk),
(ii) k + 1 < ρ(nk),
(iii) max{T (nk), ρ(nk)} −max{T (nk−1), ρ(nk−1)} > k + 1.
We then define an adequate sequence g by
g(k) = max{T (nk), ρ(nk)}.
Because Aδ0C we have that there is an A ∈ A and a C ∈ C such that A  Ux0(C, g) and
C  Ux0(A, g). We then claim the following:
h(A) Uy0(h(C), f1) and h(C) Uy0(h(A), f1)]
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We will show the first of these. The second is shown similarly. Let x ∈ A  Ux0(C, g).
Then there is a greatest integer k such that x /∈ B(x0, g(k)). Then x ∈ B(x0, g(k+ 1)). This
implies that there is a c ∈ C such that d(x, c) < k + 1. Since x /∈ B(x0, g(k)), we have that
x /∈ B(x0, T (nk)) ∪ B(x0, ρ(nk)). This implies that h(x) /∈ B(y0, f2(nk)). Likewise, because
k + 1 < ρ(nk) we have that d(h(x), h(c)) < nk. Therefore we have that h(x) ∈ h(C)f2nk and
hence, up to a bounded set, h(A) ⊆ Uy0(h(C), f2). Then, because f2 coarse star refines f1
we have h(A)  Uy0(h(C), f1). Similarly h(C)  Uy0(h(A), f1). Thus, h(A)δ1h(C), which
establishes that h : (H∞(X), δ0) → (H∞(Y ), δ1) is a proximity map, which consequently
implies that Bh is a proximity map.
Corollary 4.3.3. The assignment of the proximity space (BX, δ) to an unbounded metric
space (X, d) and the assignment of Bf : BX → BY to a closeness equivalence class of
coarse proximity maps [f ] : X → Y between unbounded metric spaces makes up a functor B
from the category of unbounded metric spaces whose morphisms are close equivalence classes
of coarse proximity maps to the category of proximity spaces whose morphisms are proximity
maps. 
The existence of the functor B shows that the proximity at infinity is a coarse invariant,
as in the following corollary.
Corollary 4.3.4. If (X, d1) and (Y, d2) are unbounded proximally coarse equivalent metric
spaces (or to say the same thing, coarse equivalent or asymptotically equivalent), then their
corresponding proximity spaces at infinity are proximally isomorphic. In particular, they are
homeomorphic. 
Let us now consider a few examples of proximity spaces at infinity.
Example 4.3.5. Let X = {n2 | n ∈ N} ∪ {0} be equipped with its usual metric. Then if
A,B ⊆ X are unbounded subsets we have that the Hausdorff distance between A and B is
finite if and only if A and B differ by a bounded set. Likewise, there is an adequate sequence
g such that for all unbounded sets A one has that U0(A, g) \ A is bounded (one could take
g(n) = n3 for example). Then if H∞(X) is given the proximity δ constructed using the
basepoint 0, we have that two subsets A,B ⊆ H∞(X) are close if any only if there is an
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A ∈ A and a B ∈ B such that the Hausdorff distance between A and B is finite. Thus the
proximity δ̂ on BX defined by πX(A)δ̂πX(B) if and only if πX(A)∩πX(B) 6= ∅ is a proximity
on BX for which the projection πX : X → BX is a proximity map. The proximity δ̂ is the
finest possible proximity on BX, and hence the finest proximity on BX for which πX is a
proximity map. Thus, δ̂ is the quotient proximity and (BX, δ̂) is the proximity at infinity
of X. The topology on BX is discrete.
Proposition 4.3.6. Let Z have its natural metric structure and corresponding coarse
proximity structure. Then BZ is not connected and has at least 3 connected components.
Proof. Consider the following subsets of H∞(Z)
A := {A ∈ H∞(Z) | ∃z ∈ Z∀x ∈ Az ≤ x},
C := {C ∈ H∞(Z) | ∃z ∈ Z∀x ∈ C z ≥ x},
D := H∞(Z) \ (A ∪ C),
i.e., A is the set of unbounded subsets of Z that have a lower bound, C is the set of
unbounded subsets of Z that have an upper bound, and D is the set of unbounded subsets
of Z that have neither a lower bound nor an upper bound. Clearly A, C, and D are mutually
disjoint. These three sets are trivially closed under the relation of having finite Hausdorff
distance, i.e., if A,B ∈ H∞(Z) and dH(A,B) < ∞, then both A and B are in A, both A
and B are in C, or both A and B are in D. If f is any adequate sequence, then given A ∈ A,
there is no C ∈ C or D ∈ D such that D  U(A, f) or C  U(A, f), regardless of the
choice of a basepoint. Similarly, if f is any adequate sequence, then given C ∈ C, there
is no A ∈ A or D ∈ D such that D  U(C, f) or A  U(C, f), regardless of the choice
of a basepoint. Consequently, no two of A, C, or D are close in the hyperspace at infinity.
We then let 3 = {a, c, d} be the discrete proximity space on 3 elements. The function
h : (H∞(Z), δ) → 3 defined by h(A) = a, h(C) = c, and h(D) = d is a proximity mapping
that is constant on the fibers of the projection π : H∞(Z) → BZ. Thus there is a unique
proximity map g : BZ→ 3 such that g ◦ π = h. Thus BZ is not connected and has at least
3 connected components.
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Proposition 4.3.7. Let N have its natural metric structure and corresponding coarse
proximity structure. Then the proximity on BN is not discrete.
Proof. Let A ⊆ H∞(N) be the set of all unbounded subsets of N that have asymptotic
dimension 0. Let C ⊆ H∞(N) be the set of all unbounded subsets of N that have asymptotic
dimension 1. It is clear that A and C are closed under the relation of having finite Hausdorff
distance. It is also clear that A and C are disjoint. We will show that AδC, which will imply
that π(A)δπ(C), showing that the proximity on BN is not discrete.
We will use 1 as a basepoint. Let f be an adequate sequence. Let us first construct an
unbounded set A of asymptotic dimension 0 in the following way: define
g(n) = df(100n)e,
and define A1 to be the integral interval [1, g(1)]. Then, for every natural number n > 1 let
ηn = max(An−1), and define
An = {m ∈ N | ∃k ∈ N ∪ {0}, m = ηn + kn, m ≤ g(n)}
Finally define A =
⋃
An. This set is clearly unbounded and has asymptotic dimension 0
because for each real number r ≥ 0 the set of r-components is uniformly bounded. Also,
by construction of A we have that U1(A, f) = N, and consequently U1(A, f) is a coarse
neighborhood of every subset of N. Thus, setting C = N, we have that A ∈ A, C ∈ C, A
U1(C, f), and C  U1(A, f). Since f was arbitrary, this shows that AδC, which consequently
implies that π(A)δπ(C), as desired.
Remark 4.3.8. The above proof shows that as an element of the hyperspace at infinity of N,
the singleton N is close to the set consisting of asymptotic dimension 0 sets.
Corollary 4.3.9. If (X, d) is an unbounded metric space into which N coarsely embeds, then
BX is not discrete.
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4.4 Questions
Question 4.4.1. Can the construction of the proximity space at infinity be generalized to
arbitrary coarse proximity spaces?
Question 4.4.2. What is the relationship between the asymptotic dimension of the
unbounded metric space and the topological dimension of its proximity space at infinity?
Question 4.4.3. The proximity on H∞(X) is constructed, whereas the proximity on BX
is induced. Can one obtain the proximity on BX in a more constructive way?
Question 4.4.4. What are other examples of proximity spaces at infinity?
Question 4.4.5. Is the proximity (and therefore topology) on the proximity space at infinity
Hausdorff?
Question 4.4.6. Besides being a coarse invariant of unbounded metric spaces, what are
other applications of proximity spaces at infinity?
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Chapter 5
Relationships between Coarse Structures
In this dissertation, we have talked about 3 different coarse structures: coarse space
structures, asymptotic resemblance structures, and coarse proximity structures. We have
also showed (see Section 3.5) that coarse proximity structures induce weak asymptotic
resemblances (and in the metric case, asymptotic resemblances for nonempty sets). In this
chapter, we explore other relationships between coarse structures.
5.1 Coarse Spaces =⇒ Asymptotic Resemblance Spaces
In this section, we show that coarse space structures induce asymptotic resemblance
structures. The following definition comes from [11].
Definition 5.1.1 (coarse space structure =⇒ asymptotic resemblance). Let (X, E) be a
coarse structure. For any two subsets A and B of X, define
AλEB if and only if A ⊂ E[B] and B ⊂ E[A] for some E ∈ E .
Then the relation λE is an asymptotic resemblance on X. We call λE the asymptotic
resemblance induced by the coarse structure E .
Exercise 5.1.2. Show that that asymptotic resemblance induced by the coarse structure is
indeed an asymptotic resemblance.
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Without loss of generality we can always assume that the set E from Definition 5.1.1 is
symmetric and contains the diagonal. Also, when it is clear that the asymptotic resemblance
was induced by the coarse structure E , for the simplicity of notation we will denote λE by
λ. Finally, whenever we say “coarse structure induces asymptotic resemblance structure,” we
always mean “induces” in the sense of Definition 5.1.1.
Now we are going to show that the induced asymptotic resemblance preserves connect-
edness and boundedness.
Proposition 5.1.3. Let (X, E) be a coarse space and λ the asymptotic resemblance induced
by the coarse structure E . Then (X, E) is coarsely connected if and only if (X,λ) is
asymptotically connected.
Proof. First assume that (X, E) is coarsely connected. Let x, y ∈ X be arbitrary. Since
(X, E) is coarsely connected, {x} × {y} is controlled. Let E := ({x} × {y}) ∪ ({y} × {x}).
Then E ∈ E and we have that {x} ⊂ E[y] and {y} ⊂ E[x]. Thus, xλy. Since x and y
were arbitrary, this shows that if (X,λ) is asymptotically connected. Conversely, assume
that (X,λ) is asymptotically connected. Let x, y ∈ X be arbitrary. Then xλy implies the
existence of E ∈ E such that {x} ⊂ E[y] and {y} ⊂ E[x]. Thus, (x, y) ∈ E, showing that
(X, E) is coarsely connected.
Proposition 5.1.4. Let (X, E) be a coarse space, λ the asymptotic resemblance induced
by the coarse structure E , and A ⊆ X. Then A is coarsely bounded if and only if it is
asymptotically bounded.
Proof. The statement is true when A is empty, so let us assume A 6= ∅. Assume that A is
coarsely bounded, i.e., E := A×A is controlled. Since A is nonempty, let x ∈ A be arbitrary.
Then A ⊂ E[x] and {x} ⊂ E[A], i.e., Aλx. Thus, A is asymptotically disjoint. Conversely,
assume that A is asymptotically bounded, i.e., there exists x ∈ X such that Aλx. Thus,
there exists E ∈ E such that A ⊂ E[x] and {x} ⊂ E[A]. Since A ⊂ E[x], we have that
({x} × A) ⊆ E. Thus, ({x} × A) ∈ E , which by Proposition 2.1.9 shows that A is coarsely
bounded.
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Proposition 5.1.5. Let E1 and E2 be two coarse space structures on the same set X. Let λ1
and λ2 be the respective induced asymptotic resemblance structures. Then E1 being coarser
than E2 implies that λ1 is coarser that λ2.
Proof. Assume that E1 is coarser than E2, i.e., E2 ⊆ E1. Let A,B ⊆ X be such that Aλ2B.
Then there exists E ∈ E2 such that A ⊂ E[B] and B ⊂ E[A]. Since E2 ⊆ E1, this also shows
that Aλ1B. Thus, λ2 ⊆ λ1.
At this point, the reader may be wondering if the assignment of asymptotic resemblance
spaces to coarse spaces is injective. As it was shown in [11], such assignment is usually not
one-to-one, i.e., two different coarse spaces may induce the same asymptotic resemblance.
The reader is referred to Example 3.1 of [11] for an explicit example.
5.2 Asymptotic Resemblance Spaces =⇒ Coarse Spaces
Now we focus on the opposite induction than in the previous section, i.e., we investigate
how asymptotic resemblances induce coarse space structures. The following definition comes
from [7] (whose proof was based on Proposition 3.2 of [11]).
Definition 5.2.1 ((weak) asymptotic resemblance =⇒ coarse space structure). Let X be
a set and λ a (weak) asymptotic resemblance on X. Then the collection Eλ of all subsets
E ⊆ X ×X such that π1(F )λπ2(F ) for all F ⊆ E (where π1 and π2 denote projection maps
onto the first and second factor, respectively) is a coarse structure on X, called the coarse
space structure induced by the (weak) asymptotic resemblance λ.
From now on, whenever we say “(weak) asymptotic resemblance structure induces coarse
space structure,” we always mean “induces” in the sense of Definition 5.2.1.
Proposition 5.2.2. Let (X,λ) be a (weak) asymptotic resemblance space and E the
coarse space structure induced by the (weak) asymptotic resemblance λ. Then (X,λ) is
asymptotically connected if and only if (X, E) is coarsely connected.
Proof. First assume that (X,λ) is asymptotically connected. Let x, y ∈ X be arbitrary. Then
xλy. Let E consist of a singleton (x, y). Then for any F ⊆ E, we have that π1(F )λπ2(F ).
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Thus, E ∈ E and consequently (X, E) is coarsely connected. Conversely, let x, y ∈ X
be arbitrary. Since (X, E) is coarsely connected, the singleton E := {(x, y)} ∈ E . Thus,
x = π1(E)λπ2(E) = y, showing that (X,λ) is asymptotically connected.
Proposition 5.2.3. Let (X,λ) be an asymptotic resemblance space, E the coarse space
structure induced by the asymptotic resemblance λ, and A ⊆ X. Then A is asymptotically
bounded if and only if A is coarsely bounded.
Proof. The statement is true when A is empty, so let us assume A 6= ∅. To prove the forward
direction, assume that A is asymptotically bounded, i.e., there exists x ∈ X such that Aλx.
Consider A × {x}. We know that Bλx for all B ⊆ A (see Proposition 2.11 of [11]). Thus,
for all F ⊆ E we have that π1(F )λπ2(F ), i.e., E ∈ E . Thus, by Proposition 2.1.9, A is
coarsely bounded. Conversely, let A be coarsely bounded. Thus, there exists x ∈ X such
that E =: A × {x} ∈ E . Thus, A = π1(E)λπ2(E) = x. Consequently, A is asymptotically
bounded.
Notice that in the above proof the condition that (X,λ) was an asymptotic resemblance
space and not only a weak asymptotic resemblance space was crucial. Namely, we have used
the fact that subsets of asymptotically bounded sets are asymptotically bounded. The proof
of that fact utilizes condition 2 of asymptotic resemblance.
Proposition 5.2.4. Let λ1 and λ2 be two (weak) asymptotic resemblance structures on the
same set X. Let E1 and E2 be the respective induced coarse structures. Then λ1 being coarser
than λ2 implies that E1 is coarser that E2.
Proof. Assume that λ1 is coarser than λ2 i.e., λ2 ⊆ λ1. Let E ∈ E2. Then for all F ⊆ E, we
have that π1(F )λ2π2(F ). Since λ2 ⊆ λ1, we have that π1(F )λ1π2(F ) for all F ⊆ E, showing
E ∈ E1. Thus, E2 ⊆ E1, i.e., E1 is coarser that E2.
At this point, the reader may be wondering if the assignment of coarse spaces to
asymptotic resemblance spaces is injective. At the time of this dissertation, this is not
known.
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5.3 Asymptotic Resemblance Spaces ⇐⇒ Coarse Spaces
In [11], it is actually shown that if the given asymptotic resemblance structure was induced
by a coarse space structure, then the coarse space structure induced by that asymptotic
resemblance is the coarsest coarse space structure inducing that asymptotic resemblance.
We are going to state this fact as a proposition:
Proposition 5.3.1. Let X be a set. Let E1 be a coarse structure on X. Induce the following





Then λ1 = λ2 and E1 ⊆ E2. 
Now we focus on the case when we start with the (weak) asymptotic resemblance.
We know that every (weak) asymptotic resemblance induces a coarse structure, and every
coarse structure induces an asymptotic resemblance. The following result show shows that
composition of these two operations does not enlarge the collection of related sets.
Proposition 5.3.2. Let X be a set. Let λ1 be a (weak) asymptotic resemblance on X. Induce
the following coarse structures as in the following diagram (where =⇒ means “induces”):





Then E1 = E2 and λ2 ⊆ λ1.
Proof. Let us first show that λ2 ⊆ λ1. Let A,B ⊆ X such that Aλ2B. Then there exists a
symmetric E ∈ E1 such that A ⊆ E[B], B ⊆ E[A], i.e., the following are satisfied:
1. for all a ∈ A, there exists b ∈ B such that (a, b) ∈ E,
2. for all b ∈ B, there exists a ∈ A such that (b, a) ∈ E.
Since E is symmetric, these are equivalent to the following:
1. for all a ∈ A, there exists b ∈ B such that (a, b) ∈ E,
2. for all b ∈ B, there exists a ∈ A such that (a, b) ∈ E.
Let F be a subset of E that consists of the union of the points (a, b) described in conditions
1 and 2. Then clearly π1(F ) = A and π2(F ) = B, which by the definition of the coarse
structure induced by λ1 implies that Aλ1B. Thus, λ2 ⊆ λ1.
To show E1 = E2, first notice that E1 ⊆ E2 by Proposition 5.3.1. Since λ1 is coarser
than λ2, it follows from Proposition 5.2.4 than E1 is coarser than E2, i.e., E2 ⊆ E1. Thus,
E1 = E2.
The reader is encouraged to compare Proposition 5.3.1 with Proposition 5.3.2, especially
the difference in inclusions in the conclusions of both propositions.
Corollary 5.3.3. Let X be a set. Let E1 be a coarse structure on X. Induce the following
coarse structures as in the following diagram:
E1 =⇒ λ1 =⇒ E2 =⇒ λ2 =⇒ E3 =⇒ λ3 =⇒ · · · .
Then the following hold:
1. λ1 = λi for all i ≥ 1,
2. E1 ⊆ E2 = Ei for all i ≥ 2,
3. if one of the given coarse structures is connected, then they are all connected,
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4. if A ⊆ X is bounded with respect to any of the given coarse structures, then A is
bounded with respect to all of the given coarse structures.
Proof. Properties 1 and 2 are immediate consequences of Proposition 5.3.1 and Proposition
5.3.2. Property 3 is an immediate consequence of Proposition 5.1.3 and Proposition 5.2.2.
Property 4 is an immediate consequence of Proposition 5.1.4 and Proposition 5.2.3
Corollary 5.3.4. Let X be a set. Let λ1 be a (weak) asymptotic resemblance structure on
X. Induce the following coarse structures as in the following diagram (where λi denotes an
asymptotic resemblance):
λ1 =⇒ E1 =⇒ λ2 =⇒ E2 =⇒ λ3 =⇒ E3 =⇒ · · · .
Then the following hold:
1. E1 = Ei for all i ≥ 1,
2. λ1 ⊇ λ2 = λi for all i ≥ 2,
3. if one of the given coarse structures is connected, then they are all connected,
4. if A ⊆ X is bounded with respect to any of the given coarse structures, then A is
bounded with respect to all of the given coarse structures.
Proof. Properties 1 and 2 are immediate consequences of Proposition 5.3.1 and Proposition
5.3.2. Property 3 is an immediate consequence of Proposition 5.1.3 and Proposition 5.2.2.
Property 4 is an immediate consequence of Proposition 5.1.4 and Proposition 5.2.3
5.4 Coarse Normality of Coarse Spaces
As we have seen in Section 2.2, we have a notion of an asymptotic resemblance space being
“normal.” In this section, we introduce a similar concept for coarse spaces. Such normality
condition for coarse spaces is quite important, since (as we are going to see in the next
section) every “normal” coarse space induces a coarse proximity structure.
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According to the knowledge of the author, the first attempt to define large-scale normality
was made in [11], where asymptotically normal asymptotic resemblance spaces are defined.
Next, Dydak and Weighill introduced a normality condition for large-scale spaces, simply
called large scale normality (see [5]). In this section, we present “coarse normality” - a
normality condition for coarse spaces. The definition of coarse normality was obtained
after translating and slightly modifying large scale normality from large scale structures to
coarse space structures (for introduction to large scale structures, see [4]). As we will see in
this section, in some sense all these normality conditions (asymptotic normality, large scale
normality, coarse normality) coincide.
Definition 5.4.1. Let (X, E) be a coarse space and let A,B ⊆ X be any two subsets. Define
A ≺ B, if for every entourage E ∈ E , we have that E[A] ⊆ B ∪ K for some bounded set
K ⊆ X.
Remark 5.4.2. The above definition implies that A ⊆ B up to some bounded set K, i.e.,
(A \K) ⊆ B.
The following proposition introduces equivalent definitions of ≺ .
Proposition 5.4.3. Let (X, E) be a coarse space, λ the asymptotic resemblance induced by E ,
B the collection of coarsely bounded sets, and A,B ⊆ X any two subsets. Then the following
are equivalent:
1. A ≺ B,
2. A and X \B are asymptotically disjoint,
3. For all E ∈ E , there exists D ∈ B such that
(
(A \D)× ((X \B) \D)
)
∩ E = ∅.
Proof. (1 =⇒ 2). Assume A ≺ B. For contradiction, assume that A′ ⊆ A and C ′ ⊆ (X \B)
are unbounded subsets such that A′λC ′, i.e., there exists E ⊆ E such that A′ ⊆ E[C ′] and
C ′ ⊆ E[A′]. Since A ≺ B, we have that E ′[A] ⊆ B ∪K for some bounded set K ⊆ X. Since
A′ ⊆ A, we have that
C ′ ⊆ E[A′] ⊆ E[A] ⊆ B ∪K.
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Thus, (C ′ \K) ⊆ B. Since C ′ is unbounded and K is bounded, (C ′ \K) is nonempty. But
this is a contradiction, since (C ′ \K) ⊆ (X \B), by the definition of C ′.
(2 =⇒ 1). For contradiction, assume that A 6≺ B, i.e., there exists E ∈ E such that
E[A] 6⊆ B ∪ K for any bounded K ⊆ X. In other words, E[A] ∩ (X \ B) is unbounded.
Without loss of generality we can assume that E is symmetric. Set C ′ = E[A]∩ (X \B). For
each c ∈ C ′ there exists a ∈ A such that (c, a) ∈ E. Let A′ be the collection of all such a’s.
Notice that A′ is unbounded, since if it is bounded, then so is E[A′]. But E[A′] contains C ′,
so it has to be unbounded. So we have an unbounded A′ ⊆ A, an unbounded C ′ ⊆ (X \B),
and E ∈ E such that
C ′ ⊆ E[A′] and A′ ⊆ E[C ′],
a contradiction to A′λ̄C ′.
(1 =⇒ 3) Let E ∈ E be arbitrary. Without loss of generality we can assume that E
contains the diagonal. Since A ≺ B, there exists K ∈ B such that (E[A] \K) ⊆ B. Let D
be all those elements of A such that E[D] ⊆ K. Since K is bounded, so is E[D]. Since E
contains the diagonal, D is bounded as well. Thus, by the construction of D we have that
E[A \D] ⊆ B. In other words, if there exists x ∈ X and a ∈ (A \D) such that (x, a) ∈ E,
then x cannot be in (X \B). In particular, it cannot be in ((X \B) \D), which shows (3).
(3 =⇒ 1) For contradiction, assume that A 6≺ B, i.e., there exists E ∈ E such that
E[A]∩(X\B) is unbounded. LetD ∈ B be arbitrary. Then C := (E[A]∩(X\B))\(E∪4)[D]
is nonempty. Let c ∈ C. Then there exists a ∈ A such that (c, a) ∈ E. What is more, a /∈ D.
For if a ∈ D, then c ∈ E[D], a contradiction. So we have c ∈ ((X \B) \D), a ∈ (A \D) and
(a, c) ∈ E. Since D was an arbitrary unbounded subset, this contradicts (3).
Notice that if (X, E) is a connected coarse space, then the collection of bounded sets
forms a bornology.
Now we are ready to introduce coarse normality.
Definition 5.4.4. A coarse space (X, E) is called coarsely normal if for every pair of
subsets A,B ⊆ X such that A ≺ B, there is a subset C ⊆ X satisfying A ≺ C ≺ B.
The reader familiar with [5] will spot an immediate resemblance to large scale normality
defined for large scale structures. Indeed, after translating from large scale structures to
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coarse structures, the two notions coincide for coarse spaces, as the following lemma and
proposition show:
Lemma 5.4.5. Let (X, E) be a connected coarse structure, B the bornology induced by E ,
and D1, D2 ∈ B. If A and B are two subsets of X such that A ≺ B, then the following hold:
1. A ∪D1 ≺ B \D2,
2. A \D1 ≺ B ∪D2.
Proof. Exercise. Use the fact that in a connected coarse structure the union of two bounded
sets is bounded.
For the reader unfamiliar with large scale structures, we present a definition of large scale
normality given in [5] translated from large scale structures to coarse space structures.
Definition 5.4.6. Let (X, E) be a coarse structure. For any A,B ⊆ X, define A ≺∗ B if
A ⊆ B and A ≺ B. If A ≺∗ B implies that there exists a set C ⊆ X satisfying A ≺∗ C ≺∗ B,
then (X, E) is called large scale normal.
Proposition 5.4.7. Let (X, E) be a connected coarse structure. Then the following are
equivalent:
1. (X, E) is coarsely normal,
2. (X, E) is large scale normal
Proof. To show (1) =⇒ (2), assume A ≺∗ B, i.e., A ⊆ B and A ≺ B. By coarse normality,
this implies the existence of C ′ ⊆ X such that A ≺ C ′ ≺ B. In particular, this shows that
there exist bounded sets D1 and D2 such that A ⊆ C ′ ∪ D1 and C ′ ⊆ B ∪ D2. We can
assume that D1 ⊆ A and D2 ⊆ (X \ B). Set C = (C ′ ∪D1) \D2. By repeated application
of Lemma 5.4.5, we have that A ≺ C ≺ B. Also, A ⊆ C ⊆ B, which follows from the fact
that D2 ∩ A = ∅ (which in particular shows that D2 ∩ D1 = ∅). To show (2) =⇒ (1),
assume A ≺ B. In particular, this means that 4[A] = A ⊆ B ∪ D for some bounded set
D. By Lemma 5.4.5, this means that A \ D ≺∗ B, and thus there exists C ⊆ X such that
A \D ≺∗ C ≺∗ B. In particular, this means that A \D ≺ C ≺ B, and by Lemma 5.4.5, we
have A ≺ C ≺ B.
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Now we will show that in the case of coarse spaces, coarse normality is also equivalent to
asymptotic normality (for the definition, see Definition 2.2.10).
Proposition 5.4.8. Let (X, E) be a coarse space and λ the asymptotic resemblance induced
by E . Then the following are equivalent:
1. (X, E) is coarsely normal,
2. (X,λ) is asymptotically normal.
Proof. (1 =⇒ 2) Assume A1, A2 ⊆ X such that A1 and A2 are asymptotically disjoint,
i.e., A1 ≺ (X \ A2). Thus, there exists C such that A1 ≺ C ≺ (X \ A2). Set X1 = (X \ C)
and X2 = C. Then clearly X = X1 ∪ X2, A1 is asymptotically disjoint from X1, and A2 is
asymptotically disjoint from X2.
(2 =⇒ 1) Assume A,B ⊆ X such that A ≺ B, i.e., A and (X \ B) are asymptotically
disjoint. Thus, there exists X1, X2 ⊆ X such that X = X1∪X2, A is asymptotically disjoint
from X1, and (X \ B) is asymptotically disjoint from X2. Let C = X2. Then the following
hold:
1. A is asymptotically disjoint from X1 = (X \X2) = (X \ C),
2. (X \B) is asymptotically disjoint from X2 = C,
which is the same as saying A ≺ C ≺ B.
Thanks to the above proposition, it follows from [11] that the class of coarsely normal
coarse spaces in nonempty. In particular, all metric spaces (with the metric coarse structure)
are coarsely normal. Also, notice that the above proposition shows that the assignment of
asymptotic resemblance spaces to coarse spaces preserves normality. Finally, notice that in
the above proof we used the definition of the≺ relation that involved asymptotic resemblance.
In particular, the fact that λ was induced by a coarse structure was not used. Therefore,
the same proof will show the following proposition:
Proposition 5.4.9. Let (X,λ) be an asymptotic resemblance space. For any A,B ⊆ X,
define A ≺λ B if and only if A and X \ B are asymptotically disjoint. Then the following
are equivalent:
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(i) A ≺λ B implies there exists C ⊆ X such that A ≺λ C ≺λ B,
(ii) (X,λ) is asymptotically normal.
Proposition 5.4.10. Let (X, E) be a connected coarse structure and λ the asymptotic
resemblance induced by E . Then the following are equivalent:
1. (X, E) is coarsely normal,
2. (X, E) is large scale normal,
3. (X,λ) is asymptotically normal
Proof. This follows immediately from Proposition 5.4.7 and Proposition 5.4.8.
Thanks to the above proposition, the expression “(X, E) is a connected normal coarse
structure” is unambiguous.
At this point the reader may be wondering if there exist coarse spaces that are not coarsely
normal. Indeed, in [5] it is shown that there exist such coarse spaces. The following example
is taken from Corollary 11.4 in that paper (translated to the setting of coarse spaces):
Example 5.4.11. Let X = R+ and let E ′ be the collection of subsets of R+×R+ that consist
of finitely many half-lines starting at the y or x axis and parallel to the diagonal. Let E be
the collection of all the subsets of elements of E ′. Then it is easy to see that E is a coarse
structure whose bounded sets are the subsets of R+ of finite cardinality. Let A = (0, 1) and
let B = R+ \ N. It is clear that A ≺ B. Also, notice that any C ⊆ X such that A ≺ C
needs to contain a set of the form R+ \ D, where D is a sequence of points diverging to
infinity (it is because for any x ∈ R+ we can always find E ∈ E such that (0, x) ⊆ E[A]).
However, since we can always draw a half-line parallel to the diagonal that misses countably
many points (more precisely, misses all the points in D ×D), there exists E ∈ E such that
E[C] ⊇ E[R+ \D] = R+, i.e., E[C] = R+. But this means that C 6≺ B for any C such that
A ≺ C, i.e., (X, E) is not coarsely normal.
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5.5 Connected Normal Coarse Spaces =⇒ Coarse
Proximity Spaces
Finally, we are ready to prove that ≺ relation on a connected normal coarse space induces a
coarse proximity.
Theorem 5.5.1. Let (X, E) be a connected coarse space and B the bornology induced by E.
The relation ≺ induces a coarse proximity on the pair (X,B) if and only if (X, E) is coarsely
normal.
Proof. If ≺ induces a coarse proximity on the pair (X,B), then (X, E) is coarsely normal
by 6 of Theorem 3.3.2. To prove the converse, assume that (X, E) is coarsely normal. To
show that ≺ induces a coarse proximity, it is enough to show that the relation ≺ satisfies 1
through 6 of Theorem 3.3.2. First, notice that for any E ∈ E , we have that E[X] ⊆ X. In
particular, for any D ∈ B, we have that for any E ∈ E , it is true that E[X] ⊆ (X \D) ∪D,
i.e., X ≺ (X \ D), which shows 1. To show 2, assume A ≺ B. Thus, there has to exist a
bounded set D such that 4[A] ⊆ B ∪ D. However, 4[A] = A, and therefore we have that
(A \D) ⊆ B. To show 3, assume that A ⊆ B ≺ C ⊆ D. Then for any E ∈ E , there exists
K ∈ B such that
E[A] ⊆ E[B] ⊆ C ∪K ⊆ D ∪K,
i.e., A ≺ D. To show 4, Let E ∈ E be arbitrary. Notice that A ≺ B1 and A ≺ B2 implies
that there exists K1, K2 ∈ B such that
E[A] ⊆ B1 ∪K1 and E[A] ⊆ B2 ∪K2,
which in turn implies that
E[A] ⊆ (B1 ∪K1) ∩ (B2 ∪K2) = (B1 ∩B2) ∪ (B1 ∩K2) ∪ (K1 ∩B2) ∪ (K1 ∩K2).
77
Since the last three unions are bounded sets, we have that A ≺ (B1 ∩ B2). Conversely, let
A ≺ (B1∩B2). Let E ∈ E be arbitrary. Then there exists K ∈ B such that for any i ∈ {1, 2},
E[A] ⊆ (B1 ∩B2) ∪K ⊆ Bi ∪K,
showing that A ≺ B1 and A ≺ B2. To show 5, assume A ≺ B and for contradiction assume
that (X \B) 6≺ (X \A). Thus, there exists E ∈ E such that E[X \B] 6⊆ (X \A)∪K for any
bounded K, i.e., A′ := E[X \B]∩A is unbounded. Without loss of generality we can assume
that E is symmetric. For each a ∈ A′ there exists c ∈ (X \ B) such that (a, c) ∈ E. Let C ′
be the collection of all such c’s. Notice that C ′ is unbounded, since if it is bounded, then
so is E[C ′]. But E[C ′] contains A′, so it has to be unbounded. So we have an unbounded
A′ ⊆ A, an unbounded C ′ ⊆ (X \B), and E ∈ E such that
A′ ⊆ E[C ′] and C ′ ⊆ E[A′],
a contradiction to A′λ̄C ′ (which should hold by Proposition 5.4.3). The converse direction
of 5 follows by symmetry. Finally, 6 is the coarse normality.
Corollary 5.5.2. Let (X, E) be a connected coarsely normal coarse space, λ the asymptotic
resemblance induced by E , B the bornology induced by E , and A,B ⊆ X any two subsets.
Define the relation b on the power set of X by any of the following equivalent conditions:
1. AbB if and only if there exists E ∈ E such that E[A] ∩B is unbounded,
2. AbB if and only if there exists an unbounded A′ ⊆ A and an unbounded B′ ⊆ B such
that A′λB′,
3. AbB if and only if there exists E ∈ E such that for all D ∈ B,
(
(A \D)× (B \D)
)
∩ E 6= ∅.
Then b is a coarse proximity.
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Proof. This is a direct consequence of Theorem 5.5.1, Proposition 5.4.3, and Theorem 3.4.1.
Notice that 3 of the above corollary is in line with the definition of the metric coarse
proximity given in [7] (or in Proposition 3.1.6), where two subsets A and B of a metric space
(X, d) are coarsely close if and only if there exists ε < ∞ such that for all bounded sets D,
there exists a ∈ (A \D) and b ∈ (B \D) such that d(a, b) < ε.
5.6 Connected Normal Asymptotic Resemblance Spaces
=⇒ Coarse Proximity Spaces
The following relation will allow us to induce a coarse proximity on an asymptotic
resemblance space.
Definition 5.6.1. For any A,B ⊆ X, define A ≺λ B if and only if A and X \ B are
asymptotically disjoint.
When the meaning is clear, to simplify notation we will use ≺ instead of ≺λ . Notice that
we have already used the notation ≺ in the previous section. However, this should not cause
much confusion, especially that the relation ≺ on a coarse space equals ≺λ, where λ is the
asymptotic resemblance induced by the given coarse structure.
Proposition 5.6.2. Let (X,λ) be an asymptotic resemblance space. Then the following are
equivalent:
(i) A ≺ B implies there exists C ⊆ X such that A ≺ C ≺ B,
(ii) (X,λ) is asymptotically normal.
Proof. This is the exact statement of Proposition 5.4.9.
Theorem 5.6.3. Let (X,λ) be a connected asymptotic resemblance space and B the bornology
induced by λ. Then the relation ≺ from Definition 5.6.1 induces a coarse proximity if and
only if (X,λ) is asymptotically normal.
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Proof. If ≺ induces a coarse proximity on the pair (X,B), then (X, E) is asymptotically
normal by 6 of Theorem 3.3.2. To prove the converse, assume that (X, E) is asymptotically
normal. To show that ≺ induces a coarse proximity, it is enough to show that the relation
≺ satisfies 1 through 6 of Theorem 3.3.2. To show 1, let D ∈ B be arbitrary. Since
subsets of bounded sets are bounded, there is not such D′ ⊆ D such that D′ is unbounded.
Therefore, Xλ̄D is satisfied vacuously, i.e., X ≺ (X \ D). To show 2, assume A ≺ B. For
contradiction, assume that C := A ∩ (X \ B) is unbounded. Then C ⊆ A, C ⊆ (X \ B),
and C is unbounded. By Proposition 2.22 of [11], we have that CλC, which contradicts the
fact that A is asymptotically disjoint from (X \ B). Thus, it has to be that A ∩ (X \ B)
is bounded, i.e., A is contained in B up to some bounded set. To show 3, assume that
A ⊆ B ≺ C ⊆ D. If A 6≺ D, then there exist unbounded A′ ⊆ A ⊆ B and unbounded
D′ ⊆ (X \ D) ⊆ (X \ C) such that A′λD′, a contradiction to B ≺ C. So it has to be that
A ≺ D. To show 4, assume A ≺ B1 and A ≺ B2, i.e., A is asymptotically disjoint from
(X \ B1) and (X \ B2). For contradiction, assume that A 6≺ (B1 ∩ B2), i.e., there exists
unbounded A′ ⊆ A and unbounded C ′ ⊆ X \ (B1 ∩ B2), such that A′λC ′. However, notice
that X \ (B1 ∩ B2) = (X \ B1) ∪ (X \ B2). Thus, there has to exist unbounded C ′′ ⊆ C ′
such that C ′′ ⊆ (X \ B1) or C ′′ ⊆ (X \ B2) (otherwise C ′ would be bounded, being the
union of two bounded sets). Without loss of generality assume that C ′′ ⊆ (X \ B1). Notice
that since A′λC ′, by Proposition 2.6 of [11], there exists A′′ ⊆ A′ such that A′′λC ′′. Notice
that A′′ has to be unbounded (for if it is bounded, then there exists x ∈ X such that
xλA′′λC ′′, contradicting the fact that C ′′ is unbounded). So we have unbounded A′′ ⊆ A,
and unbounded C ′′ ⊆ (X \ B1) such that A′′λC ′′, a contradiction to A ≺ B1. So it has
to be the case that A ≺ (B1 ∩ B2). To show the converse, assume A ≺ (B1 ∩ B2). If
without loss of generality A 6≺ B1, then there exist unbounded A′ ⊆ A and unbounded
C ′ ⊆ (X \ (B1)) ⊆ (X \ (B1 ∩ B2)) such that A′λC ′, a contradiction to A ≺ (B1 ∩ B2). To
show 5, assume A ≺ B and for contradiction assume that (X \ B) 6≺ (X \ A). Then there
exist unbounded B′ ⊆ (X \ B) and unbounded A′ ⊆ (X \ (X \ A)) = A such that B′λA′,
which contradicts A ≺ B. The converse is shown similarly. Finally, 6 is the asymptotic
normality.
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Corollary 5.6.4. Let (X,λ) be a connected normal asymptotic resemblance space, B the
bornology induced by λ, and A,B ⊆ X any two subsets. Define the relation b on the power
set of X by
AbB if and only if there exists an unbounded A′ ⊆ A and an unbounded B′ ⊆ B such
that A′λB′,
i.e., A and B are not asymptotically disjoint. Then b is a coarse proximity.
Proof. This is a direct consequence of Theorem 5.6.3, Definition 5.6.1 and Theorem 3.4.1.
Recall that when given a coarse space (X, E), the relation ≺ is equivalent to the relation
≺λ when X is equipped with the asymptotic resemblance λ induced by E . Consequently, the
proof of Theorem 5.6.3 could be used to show Theorem 5.5.1.
5.7 Summary of Relationships between Coarse Struc-
tures
In this section, we summarize all the results regarding the relationships between coarse
structures in the form of the diagrams. In all of the diagrams below, we use the following
notation:
=⇒ induces
⇐⇒ induces and is induced by
E coarse space structure
λ asymptotic resemblance
φ weak asymptotic resemblance
b coarse proximity
B bornology
(E ,B) coarse space structure with the induced bornology
(λ,B) asymptotic resemblance with the induced bornology
(b,B) coarse proximity and the associated bornology
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Claims neither about the injectivity or surjectivity of such inductions nor about the
commutativity of the following diagrams are made, unless otherwise stated. In fact, in
this dissertation we have shown that certain inductions are not injective. Each diagram is
preceeded by a short description/discussion. We will focus on general inductions, as well as
on the preservability of connectedness, boundedness, and normality.
The following diagrams show the relationships between asymptotic resemblances and
coarse spaces. It is known that E =⇒ λ is not injective. The diagram on the right implies
that the boundedness is preserved.
E λ (E ,B) (λ,B)
The following diagrams show that connectedness is also preserved. It is not known if
λ =⇒ E preserves normality.
connected E connected λ normal E normal λ
The following diagrams show the relationships between connected normal coarse spaces,
connected normal asymptotic resemblance spaces, and coarse proximity spaces. It also shows
that boundedness is preserved. The following diagram is commutative.
connected normal (E ,B) connected normal (λ,B)
(b,B)
Since coarse proximities do not induce asymptotic resemblance spaces, but instead they
induce weak asymptotic resemblance spaces, for the rest of this section we are going to
restrict ourselves to weak asymptotic resemblances. The following diagram shows that coarse




Since weak asymptotic resemblance spaces do not induce a bornology (more precisely,
it does not have to be true that subsets of bounded sets are bounded), the question
of preserving bornology is not very meaningful. However, it is worth noting that when
coarse proximities induce weak asymptotic resemblances, the boundedness is preserved. In
particular, asymptotically bounded sets form a bornology.
The following diagram shows that connectedness is preserved.
connected E connected φ
b
It is not known if coarse proximities induce normal weak asymptotic resemblance spaces.
5.8 Questions
Question 5.8.1. Let E1 and E2 be two coarse space structures on the same set X. Let λ1 and
λ2 be the respective induced asymptotic resemblance structures. Thanks to Proposition 5.1.5
we know that E1 being coarser than E2 implies that λ1 is coarser that λ2. Is the converse true?
In other words, does λ1 being coarser that λ2 implies that E1 is coarser than E2? Conjecture:
false.
Question 5.8.2. Let λ1 and λ2 be two (weak) asymptotic resemblance structures on the
same set X. Let E1 and E2 be the respective induced coarse space structures. Thanks to
Proposition 5.2.4 we know that λ1 being coarser than λ2 implies that E1 is coarser that E2.
Is the converse true? In other words, does E1 being coarser that E2 implies that λ1 is coarser
than λ2? Conjecture: false.
Question 5.8.3. Is the assignment of coarse spaces to asymptotic resemblance spaces
injective? In other words, do there exist 2 different asymptotic resemblance spaces that
induce the same coarse structure?
Question 5.8.4. Do normal asymptotic resemblance spaces induce normal coarse spaces?
In other words, does λ =⇒ E preserve normality?
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Question 5.8.5. We know that coarse proximities induce connected weak asymptotic
resemblance spaces. However, is the induced weak asymptotic resemblance space normal?
Question 5.8.6. We know that coarse proximities induce weak asymptotic resemblance
spaces, and weak asymptotic resemblance spaces induce coarse space structures. Conse-
quently, coarse proximities induce coarse space structures. Can one find an easy description
of such induction? Also, is there an other way to directly induce coarse structures from
coarse proximities?
Question 5.8.7. Can one claim that any of the inductions from Section 5.7 are either





6.1 Discussion on Asymptotic Resemblance
Recall the definition of an asymptotic resemblance.
Definition 6.1.1. Let X be a set. Let λ be an equivalence relation on the power set of X.
Then λ is called an asymptotic resemblance on X if it satisfies the following properties:
1. A1λB1, A2λB2 implies (A1 ∪ A2)λ(B1 ∪B2),
2. (B1 ∪ B2)λA and B1, B2 6= ∅ implies that there are nonempty A1, A2 ⊆ A such that
A = A1 ∪ A2, B1λA1, and B2λA2.
A pair (X,λ), where X is a set and λ is an asymptotic resemblance on X, is called an
asymptotic resemblance space. When AλB, we say that A and B are λ related or are
asymptotically alike.
Notice that condition 2 in the above definition does not require A to be nonempty.
Consequently, in any asymptotic resemblance space, the empty set is related only to itself.
However, such requirement is necessary if we want certain obvious candidates for asymptotic
resemblance spaces to work. For example, one could define two sets to be related when
their symmetric difference is finite (Example 2.9 in [11]). According to this definition, the
empty set is related to any finite set. Thus, condition 2 without the requirement of A being
nonempty is not satisfied. Additionally, intuitively the empty set and bounded sets should
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be “the same at infinity” or “asymptotically alike,” since they do not intersect the Higson
corona. Consequently, it seems that one should consider allowing the empty set to be related
to some sets besides itself.
To allow the empty set to be related to other sets besides itself, we could change condition
2 to the following:
“(B1 ∪ B2)λA and A,B1, B2 6= ∅ implies that there are nonempty A1, A2 ⊆ A such that
A = A1 ∪ A2, B1λA1, and B2λA2”
Doing so allows the empty set to be related to other sets. It also makes the Example
2.9 from [11] an asymptotic resemblance. Since the new condition 2 is only slightly more
restrictive than the original one (it only affects the relations of the empty set with other
sets), all of the theorems and results from [11] regarding asymptotic resemblance should still
hold.
However, such change affects a few results in this dissertation. If we replace the original
condition 2 with the proposed one, the following hold true:
1. The relation φ induced by a coarse proximity b as in Theorem 3.5.2 can still possibly be
an asymptotic resemblance (with the original condition 2 it is known that the induced
φ relation is not an asymptotic resemblance, since under the induced φ relation the
empty set is φ related to all bounded sets)
2. The assignment of coarse spaces to asymptotic resemblance spaces is not injective, as
the following example shows:
Example 6.1.2. Let X be a set consisting of a single point x. Define λ1 by
xλ1x, ∅λ1∅,
and define λ2 by
xλ2x, ∅λ2x, xλ2∅, ∅λ2∅.
Clearly both λ1 and λ2 are asymptotic resemblance relations. It is also clear that both
of them induce a coarse structure E = {(x, x), ∅}.
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However, the above example is not that satisfactory, since we “added” relations
involving the empty set. It is not known if one can find an example that does not
use this technique.
In other words, the proposed condition 2 allows one to capture the intuitive notion of
bounded sets and the empty set being similar “at infinity,” and it gives hope for showing
that coarse proximities induce asymptotic resemblances. On the other hand, the proposed
condition 2 allows one to “add” relations involving the empty set. This can give rise to trivial
counterexamples, such as Example 6.1.2. Consequently, the need for technical statements,
such as “up to the empty set relations...” may arise. The author leaves it to the reader to
decide which condition 2 seems more appropriate.
6.2 Note to an Interested Reader
The author is very interested in answering the questions listed at the end of the chapters
of this dissertation. If the reader knows the answer to any of the questions or would like to
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