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Abstract
We use the IRS (Independent Random Set) method to combine both aleatory and epistemic uncertainties in the prediction, by
means of an analytical model, of CO2 plume extension during geological storage. While some model parameters can be handled
within a classical probability framework, due to the availability of data, other parameters are dealt with using possibility theory, 
due to the imprecise/incomplete nature of the available information. Results of calculated CO2 plume extension are presented in 
terms of distributions of the upper and lower probability that plume migration distance lies below a certain value. In a decision-
making framework, these results could be combined into a single distribution, referred to here as a “confidence index”, such as a 
weighted average of upper (optimistic) and lower (pessimistic) probabilities that migration distance is below a certain value. The 
selected weight reflects the decision-maker’s degree of “risk aversion”.
© 2008 Elsevier Ltd. All rights reserved
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1. Introduction
Geological storage of CO2 is emerging as an important climate change mitigation technology (Celia et al. [1]).
While the technology appears technically feasible, risk assessment is required in order to identify possible
consequences in terms of environmental and/or health impacts. An important issue in this context is the potential for 
leakage of injected CO2 from the target formation via permeable features such as fractures and faults but also man-
made features such as unplugged or ill-plugged wells. A first step in the analysis is to estimate the risk that the
injected CO2 plume could intercept such permeable features. Model calculations of CO2 plume extension during
injection are affected by model parameter uncertainties that arise from various sources: they can be related to
variability resulting from natural heterogeneity (stochastic uncertainty) or they can be due to a partial lack of
information (imprecision as epistemic uncertainty). It is a common shortcoming in risk analysis to confuse these two 
types of uncertainty (Ferson and Ginzburg [2]). As shown by previous authors (Ferson [3]; Guyonnet et al. [4];
Baudrit and Dubois [5]), assuming random variability in the face of imprecision may seriously bias the results of
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risk analyses by underestimating the likelihood of possible outcomes and may hence have a non-conservative effect 
on the estimation of risk. 
If information is available with respect to natural variability, uncertainty can be treated in a classical probabilistic 
framework, using probability distribution functions (PDFs) or e.g. geostatistical methods in the case of spatial
variability. However, if such information is not available and one is faced with incomplete and/or imprecise
information, other information theories can be used such as possibility theory (Dubois & Prade [7]) initiated by
Zadeh [5]). Because in practice we are typically confronted with both types of uncertainties, methods are needed to 
propagate them jointly in the analysis of risk. In this paper we apply the so-called Independent Random Set (IRS)
method (Baudrit and Dubois [5]) when estimating the extent of CO2 plume migration during geological storage in a 
saline aquifer. 
2. Methodology
2.1. An approach to the representation of epistemic uncertainties
While the tools for representing stochastic uncertainties are well known, this section summarizes some basic
information concerning the representation of epistemic uncertainties. A practical way of representing such
uncertainties, e.g. those arising from expert information, is to use possibility distributions (Dubois [8]). A possibility 
distribution denoted π is a fuzzy set assigning a membership function (Shaffer [9]) representing the more or less
possible values of a parameter. In practice, we use fuzzy intervals, that is, possibility distributions on the real line in 
the shape of a trapezoid (see figure 1). It is a function from the real line to [0, 1] whose α-cuts{x, π(x) = α} are
closed intervals. When π(x) = 0, it means that the value x is considered impossible; when π(x) = 1 it means that the 
value x is totally unsurprising. Possibility theory and fuzzy interval analysis have been applied to various subfields
of engineering (Klir [10]) and in particular, risk assessment, decision analysis, engineering design, groundwater
simulation (Dou et al. [11]; Baudrit et al. [12]; Freissinet et al. [13]).
Figure 1 : Example of a possibility distribution representing brine residual saturation 
Trapezoidal possibility distributions can be defined by specifying four values: two values delimiting the interval 
containing values considered most plausible (this is the “core” of the fuzzy set) and two values delimiting the
interval outside which values are considered impossible (this is the “support” of the fuzzy set). Intermediate
membership grades can be obtained by linear interpolation, but concave/convex shapes can also be used, so as to
express the fact that values outside the core are more or less likely compared to the linear case. 
An example of a trapezoidal possibility distribution is shown in Figure 1 for the case of brine residual saturation. 
The residual saturation of a fluid is the minimum fluid saturation reached when it is displaced from a porous
medium by another fluid with which it is immiscible. The representation of Figure 1 can be thought of as a set of
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nested intervals (the α-cuts); the degree of certainty that the unknown value lies in an α-cut is at least 1−α; that it
lies outside the α-cut is at most α. Intervals are particularly well suited for representing expert knowledge, because
this knowledge is often incomplete. The possibility distribution accounts for the idea that the more precise is the
suggested interval, the less likely it is. Also shown in Figure 1 is the relation between a possibility distribution and a 
pair of cumulative probability distributions: each possibility distribution can model defines a “family” of probability 
distributions (see Walley [14], Dubois [8]), limited by an upper and a lower distribution.
2.2. Joint propagation of stochastic and epistemic uncertainties
In this study, the Independent Random Set (IRS) method (Baudrit and Dubois [5]) has been used. As shown by
Baudrit et al. [15], the IRS method is a systematically conservative counterpart of classical Monte Carlo analysis
performed under the hypothesis of parameter independence. The main steps of this method are summarized below.
We consider a model of CO2 plume migration in an aquifer, which is a function of a number of parameters, some of 
which can be represented by unique PDFs while others are represented by possibility distributions due to lack of
precise information:
E = f (P1, …,Pn ; F1 ,…,Fm) (1)
where: E = CO2 plume extension at the top of the aquifer; 
P1,…,Pn = n independent model parameters represented by probability distribution functions (PDFs); 
F1,…,Fm = m independent model parameters represented by fuzzy sets. 
The calculation proceeds as follows:
1. Step 1: generate n+m random numbers (χ1,…,?χn+m) from a uniform distribution and sample the n PDF’s to
obtain a realization of the n random variable; p1,…,pn and the m possibility distributions to obtain m intervals 
: I1,…,Im.
2. Step 2: calculate the Inf(smallest) and Sup(largest) values of E considering values p1,…,pn and all values
located within intervals I1,…,Im.
3. Return to Step 1 to generate a new realization of the random variables and the possibility distributions
(repeat w time).
4. Obtain the final upper (Pl) and lower (Bel) probability bounds (see below) of E from the w calculated
intervals of CO2 plume extension.
A family of w intervals of CO2 extension (a random interval) is thus obtained. This random interval is
summarized in the form of a pair of upper and lower cumulative probability distributions (Baudrit et al. [12]) using 
the Plausibility and Belief functions of the theory of evidence (Shafer [8]). This theory assigns probability weights
(noted p) to intervals (called focal sets; Ai) instead of just point values (the limiting case of a classical probability
distribution). Considering the proposal (noted B) “CO2 plume extension is less than a certain distance”, the
probability that this proposal is true is comprised between the degree of Plausibility (an upper bound on probability) 
and the degree of Belief (a lower bound on probability) defined by Shafer [8] as:
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Bel(B) is thus the sum of the weights of all subsets Ai such that Ai is completely included within prescribed set B,
while Pl(B) is the sum of the weights of all subsets Ai such that the intersection of Ai and B is non-empty. In other 
words, Bel(B) gathers the imprecise evidence that asserts B while Pl(B) gathers the imprecise evidence that does not 
contradict B. The interval [Bel(B), Pl(B)] contains all potential probability values induced by the mass function p.
3. Application
3.1. Presentation of the analytical model
The analytical model used in this study was developed by Nordbotten and Celia (Nordbotten et al [16],
Nordbotten et al. [17], Nordbotten and Celia [18]). It is based on the standard multiphase extension of Darcy’s law
G. Bellenfant et al. / Energy Procedia 1 (2009) 2447–2454 2449
4 Author name / Energy Procedia 00 (2008) 000–000
and allows the computation of the supercritical CO2 front thickness as a function of time and radial distance from
the injection point (Figure 2). Behind the front there is a mixture of invading CO2 and brine at residual saturation.
The solution was derived based on minimum energy principles for the case where buoyancy acts to segregate the
fluids but does not otherwise play a significant role. It accounts for CO2 and brine solubilities and is limited to
systems of relatively high injection rates compared to aquifer permeability. 
Figure 2: Schematic diagram showing a typical plume of injected fluid of thickness h(r,t) (Nordbotten and Celia [18]); h(r,t): thickness of the CO2
invading front (m); i(r,t): thickness of CO2 drying front (m); t: time (yrs); r: radial distance from injection well (m); H: thickness of the formation 
(m); Qwell: CO2 injection flow (m3/s)
The injection is assumed to take place through a fully penetrating well, with rates and aquifer slopes such that the 
aquifer can be approximated as horizontal for the injection period. As the horizontal length scale of the problem is
far greater than the vertical scale, it is assumed that flow is essentially horizontal. The brine-CO2 interface h is
considered as sharp; i.e. capillary pressure effects are ignored. The saturation points of CO2 in brine and brine in
CO2 are held constant throughout the system.
The CO2 thickness is given by: (3)
with: ,
Equation (3) is valid if the gravity number: (4)
We focus on the CO2 plume maximum extension, i.e. where h(r,t) = 0, hence:
(5)
The resolution of this equation requires knowledge of aquifer hydrogeological characteristics and fluid parameters
that are listed in Table 1.
3.2. Application : injection into the Dogger reservoir of the Paris Basin (France)
3.2.1. Reservoir description
The Dogger reservoir of the Paris Basin has been studied quite extensively for oil and geothermal energy
exploration, since the early 1950’s. Hundreds of wells provide information regarding its structure and other
characteristics. According to the data collected from existing geothermal wells and from geophysical campaigns, the 
stratigraphic sequence in the area of interest includes a 150 to 200 meter-thick limestone layer. The layer of primary 
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interest for CO2 injection belongs to the oolitic formations, with a mean thickness of 25 m (between 10 and 40 m,
with 5 to up to 20 sub-layers). The reservoir presents the following characteristics: a mean depth of 1730 m bgl
(depth is between 1000 and 2000 m bgl in the area of interest), a salinity of 5-20 g/l, a pressure of 130-200 bar, a
temperature of 50-80 °C, a mean porosity of 15 % (between 5 and 25 %). The Dogger reservoir is a relatively
homogeneous aquifer, with a quasi-hydrostatic behavior and a very slow regional aquifer flow.
3.2.2. Model parameters description
In this analysis, the location of the injection well and the injection rate were set to fixed values. Due to data
scarcity and considering the scale of the considered domain (4200 km2), it was chosen to represent porosity and
permeability using fuzzy sets. Temperature and pressure were taken as functions of aquifer depth, with a geothermal 
gradient of 4.1°C per 100 meter, calculated based on 110 borehole measurements. Values of aquifer depth were
sampled randomly from a digital elevation model (DEM) of the Dogger formation, while values of aquifer salinity
were randomly sampled from a map of salinity spatial distribution established based on measurements in boreholes. 
Since there was no available information concerning brine residual saturation in the Dogger formation, this
parameter was represented by a possibility distribution based on literature data (cf. Bachu and Bennion [19]).
According to Bachu and Bennion [19], there is a relation between brine irreducible saturation and CO2 relative
permeability, the latter decreasing as the former increases. To account for this anti-correlation, the following
equation is introduced: KrCO2 = (1-Srb)²(1-Srb²) (6)
Where: KrCO2 = CO2 relative permeability (-) and Srb = brine residual saturation (-).
We used the analytical model proposed by Spycher and Pruess [20] for the estimation of solubility in the H2O-
CO2-NaCl system. This non-iterative approach allows the computation of mutual solubility of CO2 and H2O with
variable pressure, temperature and chloride concentration. Table 1 summarizes model parameters and highlights
their modes of representation as well as some parameter dependencies.
Table 1: CO2 plume extension model parameters and modes of representation
Model parameters Reference Type of uncertainty representation or dependency
Sre Brine residual saturation (-) Bachu and Bennion [19]
Possibility distribution: support =[0.2-0.5], core =[0.3-0.4])
cf. Figure 1
kr CO2 end point relative permeability (-) Bachu and Bennion [19] Brine residual saturation
ρc/μc CO2 density and viscosity (kg/m3, mPa.s) Duan et al. [21] Temperature and pressure
ρw Brine density (kg/m3) Phillips et al. [22] Temperature and pressure / Salinity
μw Brine viscosity (mPa.s) Batzle and Wang [23] Temperature / Salinity
β1/β2 CO2/ Brine solubilities (%) Spycher and Pruess [20] Temperature and pressure
k Aquifer permeability (D) Rojas et al. [24] Possibility distribution: support =[0.2-0.5], core =[0.3-0.4])
n Aquifer porosity (%) Rojas et al. [24] Possibility distribution: support =[0.085-20], core =[1-1.4])
Temperature and pressure Aquifer depth
Salinity Map of Dogger salinity Random cartographic coordinate sampling from salinity map
Aquifer depth Dogger DEM Random cartographic coordinate sampling
Note: DEM = Digital Elevation Model
4. Results
Figure 3 shows the two areas where supercritical CO2 injections are simulated: the north area where CO2 is
injected at a depth of 1800 m bsl and the south area, where injection takes place at a depth of 1380 m bsl. Five
hundred random X-Y coordinates and associated aquifer depths were generated for each injection area.
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Figure 3 : Digital terrain model of the Dogger formation depth (m bsl) and localisation of simulated injection areas
Figure 4 : Probability bounds for the proposal “CO2 plume extension is below a given distance”
Figure 4 presents the upper (Plausibility) and lower (Belief) probability bounds for the proposal “Calculated CO2
plume extension is below a given distance”, for both scenarios (injection in the north and south areas). For example 
Figure 4 suggests that for the injection in the north area, the plume extension is less than 11 km, with a probability
comprised between 25% (Belief) and 1 (Plausibility). The figure also suggests that given all considered uncertainties 
(epistemic and stochastic), after 30 years of injection the CO2 plume may have extended between 4 and 17 km from
the injection point. The distance between the probability bounds (Belief and Plausibility) is a consequence of the
imprecise knowledge regarding certain model parameters (e.g. permeability; Table 1). The “actual” probability
distribution, reflecting pure variability (stochastic uncertainty), lies somewhere between the Plausibility and Belief
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distributions, but we do not know precisely where, due to imprecise information. In the next section we will discuss 
the implications of such information in a decision-making framework. 
5. Discussion and conclusions
One shortcoming of the proposed approach is that it results in an imprecise probability that the plume extension
lies below a certain value. In a decision-making framework, such a probability interval is difficult to use: taking the 
lower (optimistic) probability bound would be judged unconservative, while the upper (pessimistic) probability
bound would be overly conservative. 
It is proposed here to adopt the approach of Jaffray ([25], [26]) in order to obtain a “reasonably conservative”
estimation of risk to be used in a decision-making framework. This approach, based on earlier work by Hurwicz
[27], proposes to compute a single indicator as a weighted average of focal element bounds. The proposed
probability measure (called Confidence Index) is (Jaffray [25]),
Pα = α em + (1-α) eM (7)
where em and eM are the minimum and maximum bounds of the focal elements. 
The choice of weight α is subjective and reflects the attitude of the decision-maker with respect to risk. Using a 
weight of 1/3 yields the curve in Figure 5. A weight of 1/3 is applied to the optimistic distribution (Plausibility that 
plume extension lies below a certain value) and therefore a weight of 1-1/3 = 2/3 is applied to the pessimistic
distribution (Belief). In a context of aversion to risk, it would seem natural to privilege the pessimistic bound, but
without completely neglecting the optimistic one. According to Figure 5, the extension of the CO2 plume would be
less than 11 km from the injection well, with a confidence index of 95%. 
Figure 5 : Probability bounds and Confidence Index for the proposal “CO2 plume extension is below a given distance”
This approach introduces a strong component of subjectivity, but only at a decision-making stage, instead of in
the analysis stage such as with the so-called “Bayesian” approach. With the latter, unique subjective PDFs would
have been selected in the face of imprecise/incomplete information, thus introducing confusion between stochastic
and epistemic uncertainty. The strength of the Bayesian approach lies in the iterative use of Bayes’ conditional
probability theorem, which allows an updating of subjective “a priori” distributions as new data become available.
But in a context where no new data will become available over the course of the analysis, the prior distributions are 
used as posterior distributions, thus introducing an illusion of precision with respect to available information and to 
calculated outcome.
While the calculations presented herein refer to the extent of CO2 plume migration, further work is needed to
assess the potential for leakage of migrated CO2 through permeable features, such as abandoned wells for example. 
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In the case of the Dogger Reservoir, such efforts have been hampered to-date by the extent of the uncertainty
regarding key parameters such as for example abandoned well permeability.
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