Abstract-Few pursuer-evader (PE) game algorithms allow for real-time applications for (1) multi-pursuer-multi-evader situations, (2) noisy environments, and (3) evaders with superior control resources such as higher speeds. This paper introduces a real-time decentralized approach for such games. A sufficient condition for capturing a superior evader is proposed. A particle filter is applied to the complex non-Gaussian multi-model noise. Simulations confirm the efficiency of this approach.
INTRODUCTION
Many efforts have been devoted to pursuer-evader games for a variety of applications including military battlefields, criminal pursuing situations, collision avoiding designs in transportation systems, space debris tracking and collection, and other related areas. In such games, pursuer(s) wish to capture evader(s), while evader(s) try to avoid capture. For a pursuer-evader pair, if at some point in time the distance between the pursuer and evader is less than some unit distance, the pursuer captures the evader. If the evader avoids this range forever, the evader wins. In this paper, an evader whose speed is similar to or higher than the corresponding pursuer is said to be "superior to that pursuer." If an evader is superior to all pursuers in the game, it is called a "superior evader."
The starting point of PE games is the one-pursuer oneevader case, which is a two-player, zero-sum game that can be solved via Hamilton-Jacobi-Isaacs (HJI) equations [1] . Different varieties of this problem such as the lion-man 1 1 1-4244-0525-4/07/$20.00 ©2007 IEEE. 2 IEEEAC paper #1420, Version 4, Updated on Dec. 15, 2006 problem [2] in which a pursuer tries to catch a same-speed evader in a bounded space, pursuit-evasion in polygonal environments, and pursuit-evasion in polygonal environments with a door [3] are studied. In real-world applications, algorithms such as randomized search [4] and level sets [5] are used to calculate applicable numerical control strategies for one or both players. In addition, techniques such as statistical reasoning strategies are developed so that learning about the patterns of players movement is possible [7] .
Since the practical application of one-pursuer one-evader game's areas are somewhat limited, there has been increasing interests in multi-player pursuit-evasion situations. However, there are fundamental problems with extending the solutions of one-pursuer one-evader games to multi-players. First, the final state of the game cannot be easily specified. . Second, the value function of the game is extremely difficult to calculate, and the reasonability of the calculation approaches needs further investigation. However, obtaining a value function is the basis of solving HJI-like equations. Third, if there are evaders with superior control resources such as higher speed, the problem will be even more complex because sufficient conditions for capturing superior evaders are difficult to identify. Finally, for possible centralized algorithms, the computation required will be prohibitive even for a very small-scale game such as a two-pursuer three-evader case [8] .
To mitigate such difficulties, researchers have studied two kinds of sub-problems: one-pursuer multi-evader and multipursuer one-evader. Zemskov and Pashkov [9] studied the problem of one pursuer and two evaders, assuming one of the evaders must disappear at some time. However, which evader will disappear and when it will disappear are not known at the beginning of the game. Pashkov and Sinitsyn [10] studied a three-pursuer one-evader game with fixed game time.
The above research has greatly enhanced PE studies that might lead to a future optimal algorithm for multi-pursuer multi-evader situations. However, a practical algorithm is needed so that fast solutions with acceptable sub-optimality can be obtained for such complex situations. In most cases "acceptable sub-optimality" should include: 1) Acceptable computation time, typically within seconds. 2) Results should not change, which means if theoretically an evader can be caught when pursuers following optimal strategies, the sub-optimality strategies should also be able to ensure pursuers to catch it. Based on [23] , a sub-optimal decentralized multi-pursuer multi-evader approach which can deal with multi-mode non-Gaussian noise with particle filtering [20] is studied. This approach can handle different objective priorities (to capture more or to capture higher value) and can deal with multiple superior evaders simultaneously in noisy environments. Both logical analysis and simulations confirm its performance and its acceptable computational complexity.
The paper is organized as follows. Section 2 describes the technical details of this decentralized approach, including the problem formulation, the strategy for capturing inferior evaders, and the strategy for capturing multiple superior evaders. Section 3 is devoted to simulations. Section 4 contains conclusions.
TECHNICAL APPROACH

Problem Formulation
There are N pursuers, identified as 1 
, which is an n -dimensional column vector. i p 's location is also a n -dimensional column vector denoted as
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In the paper we focus on pursuit-evasion strategies thus do not consider problems such as fuel usage or stealth of aircrafts. Assume that all pursuers and evaders have constant speeds. However, the direction can be arbitrary, and the constant speeds can be different for different pursuers or evaders.
where p j c and e j c are constants. There might exist one or more
The discrete time dynamics of the system is The purpose of pursuers is to capture evaders, and the purpose of evaders is to escape. Individual goals might be different according to different priorities, such as capturing as many evaders as possible, or maximizing captured value (discussed later) so that high-value evaders will be first considered as targets of pursuers. Different applications will choose different priorities. If the distance between the j th evader and the i th pursuer is less than one unit at timestep k , the j th evader is captured by i th pursuer. One evader may be captured by multiple pursuers simultaneously. Note also that one pursuer may capture multiple evaders simultaneously.
Decentralization
It is usually difficult to obtain an optimal solution for multiplayer PE games. Some situations accept sub-optimal solutions; however, the computation of a centralized algorithm is often prohibitive for real-world applications. It takes about 14 hours (2.0G CPU, 512M memory, Windows XP, Matlab 7) to calculate 300 timesteps for a two-pursuer three-evader case. In this paper we will use a decentralized algorithm requiring much less computation time to find suboptimal solutions so that real-time applications are possible.
To obtain a decentralized algorithm, the first step is to decompose a multi-pursuer multi-evader game into onepursuer one-evader problems and multi-pursuer one-evader problems. Based on this decomposition, many results for one-pursuer one-evader problems can be applied.
Note that the decentralized algorithm proposed in this paper is different from ordinary decentralization approaches. Ordinary decentralization approaches tend to do the assignment at one time (the beginning of the game). That is, assign each pursuer a sequence of evaders so that when the pursuer finishes capturing the current evader it directly continues to chase the next evader arranged in its sequence. In this way, the problem can be stated as a problem similar to the Mixed Integer Linear Programming (MILP) problem [8, [11] [12] [13] [14] , assuming all evaders can be captured and the game value function can be obtained for multi-pursuer multi-evader situations. However, the value function required is extremely difficult to calculate due to both theoretical and practical difficulties, especially for situations with multiple superior evaders. The second problem is that since there are time sequences, even if we exploit some approximate value functions (which might still be computation-scaring, due to simulation results [8] ), the search space is still daunting when the number of platforms increases.
Our approach is to divide the game into stages. The division between two stages is the timestep that one or more evaders are captured. At the start of each stage a coordination will be implemented whereby each pursuer will be assigned to exactly one non-captured evader. More than one pursuer might chase the same superior evader so that it's free space can be squeezed. Each pursuer (or evader) is numbered at the beginning of the game, and it knows the numbers of all pursuers and evaders. The numbers will be fixed during the entire game. At each coordination stage divider, each pursuer and evader will independently do all the calculations according to the same assignment algorithm. As a result of the numbering mechanism, all the results will be the same and each pursuer or evader will know its role. In this way, team coordination in decentralized mode is ensured with minimal communication. For the cases where each platform (pursuer or evader) has only partial information of the battlefield, additional communication operations will be required so that all team members have the same level of information.
To reduce the communications to a level low enough, synchronous methods such as the Ring Algorithm for decentralized networks can be applied [15] [16] [17] [18] .
The number of coordination stages in our approach is more than the MILP algorithm (which has only one main coordination stage at the beginning of the game). However, compared to the ordinary MILP approach, the computation time required is much less for most situations. It is anticipated that this decentralized approach is more suitable for real-time applications. The focus of our decomposition is the assignment problem involving superior evaders. For a superior evader, the capture is not guaranteed. However, a necessary condition can be determined for multi-pursuer single-evader cases [8] , although it is still very complex and difficult to use in actual algorithms. 
Clearly, if the evader chooses any
holds, the pursuer can always find an α so that in this time interval there exists an intersection, which means capture. However, if the evader chooses a β such that
holds, the pursuer can not find an α such that (5) holds, which implies that the capture is not guaranteed. It might be more illustrative to think that the pursuer only "controls the fan with the angle * 2β ", where ( )
. If all possible moving directions of the evader lie in a fan controlled by some pursuer(s) (such as AeC ∠ , AeD ∠ , and DeB ∠ in Fig.  1 ) , the evader cannot escape if such evaders cooperate to squeeze the free space of the evader. Based on this, a necessary condition for the multi-pursuer single-evader situation can be specified. Theorem 2.1. If the evader is guaranteed to be captured at time T , then at any time t , 0 t T ≤ ≤ , there exists one pursuer such that the angle β with respect to that pursuer satisfies (5) [8] .
Proof. It is easy to explain and prove this necessary condition by contradiction: suppose there is a "gap" between the control fans. The evader can definitely escape through the gap via a straight-line route.

Note that Theorem 2.1 can be accordingly extended to higher dimensional space. This theorem can be directly used in a centralized way, which requires coordination at each timestep. However, such a centralized approach often implies intractable computation and excessive communication. It is still an open question to find an applicable criterion for the general case so that the decentralized algorithm can easily be applied.
To specify a sufficient condition for capturing superior evader(s) is expected to be much more complicated due to the position, dynamics, and control strategies of platforms. For special cases in which the pursuers have the same speed as the evader (close to the lion-man problem), we propose a sufficient condition as stated in Theorem 2.2.
Theorem 2.2. Assume in an n -dimensional open space
there is one evader and 1 n + pursuers, and all the pursuers have the same speed as the evader. Assume the 1 n + pursuers construct ( 1) n + -vertex convex objects. Suppose the evader and pursuers move alternatively. If the evader initially lies in the inner side of the ( 1) n + -vertex object (not including the boundaries except the vertexes), the evader is guaranteed to be captured within a finite number of steps. The maximum timestep needed is bounded by
where i d is the distance between the i th pursuer and the evader. ij θ is the angle Proof. The proof logic is somewhat related to the approach for solving the once long-lasted lion-man problem.
The one-dimensional case ( 1 n = ) is trivial, because the two pursuers and the evader can only move along a straight line and the "2-vertex object" will be a straight-line segment. If the evader is on this line segment, for sure the two pursuers at the two ends can capture it. We prove the twodimensional situation, and the proof can be accordingly extended to higher dimensional situations. For the two-dimensional ( 2 n = ) situation, it is illustrative to consider the ( 1) n + -vertex convex object constructed by the pursuers as a triangle, with the evader lying in the triangle. When the evader moves, the pursuers can take the following motions. Each of the two pursuers whose inner angle i j p ep π ∠ < can hold the direction of motion of the evader goes along the direction that has similar angle deviating from the line connecting the pursuer and the evader. If there is more than one direction satisfying this requirement, the pursuer chooses the direction that results in a closer distance between itself and the evader. All other pursuers move along directions parallel to the moving direction of the evader. In this way, after this round no angles between any pursuers and evader will change, and all later analyses for this step can be applied to all later steps in a similar way.
Denote the speed of all platforms as v . We consider two possible situations. 
' ' 2 cos( / 2)
This claim is proved by contradiction. Suppose both do not hold, the following two inequalities, (9) and (10), will hold simultaneously.
cos cos( / 2) ij β θ
Adding (9) to (10) For both situations, there is at least one of the distances which are between the evader and pursuers reducing by no less than 2 cos( /2) ij v t θ Δ . Since the number of pursuers and the initial distances are finite, after a finite number of steps there must be at least one pursuer whose distance from the evader is less than or equal to one step unit, thus the evader is guaranteed to be captured. Considering the worst case in which at each timestep only the distance between the evader and a different pursuer reduces, the upper bound (of the
will be natural and self-explanatory.

Theorem 2.1 and Theorem 2.2 are used as instructions for chasing superior evaders. Simulations confirm that integrating such instructions into a greedy algorithm [19] is reasonable for a large range of situations. If none of the left superior evaders satisfies any of the conditions, the algorithm will give up capturing such "no-hope" evaders and assign extra pursuers to inferior evaders. Here an inferior evader is an evader that is slower than at least one pursuer.
State Estimation Using Particle Filter
For players in real-world PE games, to chase or escape successfully, estimating the locations of the platforms is very important. Traditionally, to simplify the problem, researchers tend to assume the noise is approximately Gaussian. Based on this, many filters such as Kalman Filters (KF) and Extended Kalman Filters (EKF) are widely applied. However, in many recent applications the fact that the Gaussian assumption does not hold accurately forces people to study filters which do not require the Gaussian assumption. The Particle Filter (PF) [20] , which is based on Bayesian reasoning, is one of such filters, popularly used in non-Gaussian non-linear tracking applications.
The key idea of PF is to use a set of random samples that advance according to the system dynamics, and a set of associated weights, to represent the required posterior probability density function (pdf). The weights are updated recursively via new observation(s) k z and Bayesian reasoning. Here we summarize the basic formation of PF. For details, see [21] . Let 
Note that the weights are determined via using the principle of Importance Sampling [22] . The basic idea of Importance Sampling is to use a "relay" to sample from a difficult pdf.
is a sample set generated from an importance density, which is usually chosen to factorize such that 0: 1: 0: 1 1:
Then a weighted approximation to ( ) p x will be 
It can be shown that if
As s N → ∞ , the approximation approaches the true pdf.
To make the approach proposed in this paper effective in the presence of any kinds of noise, such as non-Gaussian and perhaps multi-model noise, PF is chosen as the estimation tool. All variables used in assignment should take values filtered via this PF. Note that simulations show that in many cases it seems easier to filter traditional Gaussian noise than to filter multi-mode noise.
SIMULATIONS
To verify the benefits of the proposed decentralized approach, the simulations focus on the efficiency in the presence of complex non-Gaussian noise. The scenario has four pursuers and five evaders, among whom there are two superior evaders. " Pi " stands for the i th pursuer, and " Ej " stands for the j th evader. The arrows are illustrations for initial moving directions of different platforms. The initial positions of all platforms are the same for all figures. A pursuer's waypoint is denoted as a circle, and an evader's waypoint is a triangle. Only 1 E and 5 E are superior evaders. Both 1 E and 5 E satisfy the conditions specified by Theorem 2.1. If an evader is captured, it will not move any more. However, the pursuer who captures it can continue to chase other evader(s). 3a records the procedure of the 4-pursuer 5-evader game in which "capturing most evaders" holds the highest priority in the pursuers' goals. There is no noise added. Initially the algorithm assigns 1 P , 3 P , and 2 P , which are the "fan-controlling" pursuers (see Fig. 1 ), to chase 1 E first. After 1 E is captured, the pursuers are assigned to new tasks. Note that 5 E escapes. This is because chasing 1 E needs most pursuers (three out of four) and there are not enough pursuers to chase 5 E . At the time pursuers chase 1 E , 5 E smartly goes to a place which does not satisfy Theorem 2.1 or Theorem 2.2. Consequently, when the pursuers finish capturing 1 E , they lose the chance to capture 5 E . After capturing the other three inferior evaders the pursuers must stop the chasing game. Fig. 3b records the computation time at each timestep, corresponding to Fig. 3a . The horizontal axes are for timesteps. The vertical axes are for the calculation time at each timestep. Clearly, the peaks correspond to the coordination stages. Fig. 4a and Fig. 4b describe the chasing procedure with traditional Gaussian noise. Fig. 4a is for noisy locations, and Fig. 4b is for true locations. Due to noise, the chasing procedure will be different each time. In this recorded case, the initial hesitations caused by estimation errors benefits the pursuers: all five evaders are captured. For complex noisy situations, we used a noise constructed as follows 1 2 w w w = + Fig. 5a and Fig. 5b record the chasing procedure with complex non-Gaussian double-mode noise stated in (18) (19) (20) (21) . Similarly, Fig. 5a is for the noisy locations, and Fig. 5b is for true locations. This time the estimation error benefits the evader 1 E and does harm to 5 E , compared with the perfect information case. At the end of the chasing game, only 1 E escapes capture. (Fig. 6a) and the time plot for the double-mode noise case (Fig. 6b) . A numerical comparison of total calculation time is stated in Table 1 . It confirms that decentralized approaches require much less computation time than the centralized approach. 
CONCLUSIONS
A decentralized approach to multi-player Pursuer-Evader Games with multiple superior evaders is studied. The focus of this research is to deal with multiple superior evaders via a mechanism for real-time applications in complex noisy environments. A sufficient condition for capturing superior evaders is proposed. Particle filtering is applied. Simulation results confirm the advantages of the decentralized approach. AUVs competition where they were first in the world to automatically control a helicopter. Since that time, Dr. Blasch has foused on Automatic Target Recognition, Targeting Tracking, and Information Fusion research compiling 160+ scientific papers and book chapters. He is active in IEEE and SPIE including regional activities, conference boards, journal reviews and scholarship committees.
