Abstract-In this paper, we propose an accurate and real-time anomaly detection and localization in crowded scenes, and two descriptors for representing anomalous behavior in video are proposed. We consider a video as being a set of cubic patches. Based on the low likelihood of an anomaly occurrence, and the redundancy of structures in normal patches in videos, two (global and local) views are considered for modeling the video. Our algorithm has two components, for (1) representing the patches using local and global descriptors, and for (2) modeling the training patches using a new representation. We have two Gaussian models for all training patches respect to global and local descriptors. The local and global features are based on structure similarity between adjacent patches and the features that are learned in an unsupervised way. We propose a fusion strategy to combine the two descriptors as the output of our system. Experimental results show that our algorithm performs like a state-of-the-art method on several standard datasets, but even is more time-efficient.
I. INTRODUCTION
A NOMALY behavior detection in crowd scenes is one of the challenging problem in computer vision field. There are different definitions of an anomaly that appears in a video, depending on contexts. An event is an anomaly if it has a low likelihood of occurrence [6] . To describe unusual events in complex scenes, a high-dimensional model must be applied and enormous of training samples must be provided. In realworld anomaly problems, the number of training samples are limited, Therefore, this might face the so-called "curse of dimensionality", in which the predictive power of the trained model reduces, as the dimensionality of the feature descriptors increases. Generally, developing a reliable model to be trained with high-dimensional without enormous of training samples is quite challenging.
In recent work, the reference(One or a set of) normal model is learned from training videos and then applied for detecting the anomaly event in a test phase. They consider a test video as being an anomaly if it does not belong to the learned models, generated to represent the video and to create a reference model from it what the researchers defined based on some A shorter conference paper version of this paper is presented at CVPR2015, GROW workshop. features. In general, these features can be divided into two groups which are used for representing the (1) trajectory or (2) spatial-temporal changes. The works reported in [8] , [19] , [25] - [31] focus on the trajectories of objects in videos; authors labeled each object as anomaly that does not follow the learned normal trajectory; these method cannot handle the occlusion problem, and are also computationally very expensive for crowded scenes.
To overcome these weaknesses, researchers proposed some methods using low-level features such as optical flow or gradients. Their methods are based on learning the shape and spatial-temporal relations using low-level features distributions. [13] fits a Gaussian mixture model to features. [1] uses an exponential distribution. Clustering of test data using lowlevel features is exploited in [16] . In [2] , [9] , [10] , [22] , the normal patterns are fitted to a Markov random field, and [14] , [18] apply latent Dirichlet allocations. [11] introduces a joint detector of temporal and spatial anomalies; the authors use a Mixture of Dynamic Textures (MDT) model. Yun and et al. in [35] introduces an informative Structural Context Descriptor (SCD) to represent the crowd individual, in their work, SCD variation(spatial-temporal) of the crowd, is analyzed to localize the anomaly region.
In [34] a method based on spatial-temporal oriented energy filtering is proposed. Boiman and Irani [33] use a reconstruction method for anomaly detection, they label a new observation as an anomaly, if it cannot be reconstructed using previous observations, a similar framework is proposed in [6] based on the learning a dictionary including main basis of normal events.
Today, sparse representations of events [6] , [7] , [12] in videos can be considered as the state of the art. References [6] , [7] , [11] , [12] , [14] , [15] , [32] achieved a good performance in anomaly detection, but their accuracy in anomaly localization is low, and most of them (except few number of them) are not capable to run in real-time on real-world anomaly problems. In [24] a context-aware anomaly detection algorithm is proposed, in which the authors represent the video using motions and context of videos.
In our previous work [23] , we analyze the video using a patch-based method, and the video patches are represented in two levels: (1) Local, (2) Global. if a patch is considered as an anomaly in both levels, it is considered as being as anomaly. Similar to [23] , in this paper, to overcome the weaknesses of previous work and to meet high performance, videos are represented with two different views (thus two partially independent feature sets). We propose an approach for integrating these views in a testing step to improve anomaly detection and localization. Unlike most previous methods, instead of using low-level features, we learn a set of representative features, based on auto-encoders [17] .
Briefly, the main differences between this paper and our previous work [23] are as follow: 1) In both global and local views, the patches are considered to be anomaly(or normal) in two levels: (1)strongly and (2)partly. 2) The fusion strategy for integrating the results of two descriptors is improved. 3) Unlike our previous work which non-overlapping patches are exploited, we consider the patches whit overlapping. 4) We analyze the performance of our method in more details. The rest of the paper is organized as follows. We first explain our contributions briefly in Section II. The proposed approach is introduced in Section III in the following order: The overall schema, global descriptor, local descriptor, anomaly classifier, and anomaly detection using feature learning. Experimental results, comparisons, and an analysis are presented in Section IV. Section V concludes the paper.
II. OUR CONTRIBUTIONS
In this paper, we present a real-time anomaly detection method, with high true-positive and low false-positive rates. The main contributions are as follows: 1) Applying feature learning into video anomaly localization. This method is time-consuming for training, but the learned features are very discriminative to model the normal patches. 2) Introducing a descriptor-based similarity between patches and their adjacent patches for detecting sudden changes in spatial-temporal domains. 3) Representing video patches with two views. The local and global feature sets are used for each view. In the final decision, these views support each other 4) Modeling all normal patches with Gaussian distributions. For a test video, the Mahalanobis distance is used to figure out its relevance for the normal patches. 5) Introducing a new measure for evaluating the anomaly localization performance. 6) Being real-time. The overall scheme of our algorithm is shown in Fig. 2 .
III. PROPOSED SYSTEM

A. Overall Scheme
We convert the video into cubic patches; a sketch of this video representation is shown in Figure 1 .
Generally, every video has dominant events. Thus, the normal patches must have the same relation with their adjacent patches and a high likelihood of occurrence in the video. With considering these criteria, the anomaly patches satisfy three conditions:
1) The similarity between anomaly patches with their adjacent (i.e. defined by spatial changes) patches which do not follow the same pattern as from normal patches to their adjacent patches. 2) Temporal changes of an anomaly patch do not follow the pattern of temporal changes of normal patches.
3) The occurrence likelihood of an anomaly patch is less than that of normal patches. Conditions (1) and (2) are related to local features, and Condition (3) is related to a global one. In other words, Conditions (1) and (2) consider the relation between a patch and its adjacent ones, and Condition (3) describes the overall appearance of patches in the video. Because Conditions (1) and (2) are related to spatial-temporal changes, and Condition (3) differs from it, we model a combination of (1) and (2) as local views, and (3) as a global view. To avoid the "curse of dimensionality", we model the views separately.
To achieve a good performance regarding the true-positive and false-positive rates, we include initially in the models that we have large numbers of false-positives as well as many high true-positives. In a final decision, if both view strongly(or one strongly and another weakly) reject a patch, it is considered to be an anomaly.(The verification results are categorized in three level: Strongly accept, Weakly(accept/reject), strongly reject). Since, the sets of samples do not coincide that are initially classified as being false-positive in the first or in the second model, thus the number of final false-positives decreases (i.e. is equal to the number of samples being false-positive in both models), but the number of final true-positives is equal or smaller than the minimum number of true-positives in both models. An anomaly patch must satisfy Conditions (1), (2) , and (3). Thus, by combining both models we expect to achieve a good performance regarding true-positives. This procedure is explained in more details in section III-D .
The input data are represented by two different views. Then, these representations are fitted to Gaussian distributions to compute the decision boundary of each of them. Finally, we use the decision table (based on global and local results) for anomaly patch detection. The two sets of features (global and local) will be introduced in the next section.
B. Global descriptor.
The global descriptor is the feature set that can describe the normal video patches. In [21] it is argued that classical handcrafted low-level features, such as HOG and HOF, may not be universally suitable and discriminative enough for every type of video. So, unlike previous work that uses low-level features, we use an unsupervised feature learning method based on an auto-encoder. The structure of the auto-encoder is shown in Fig. 3 . The auto-encoder learns sparse features based on gradient descent as a neural networks. Suppose that we have m normal patches with (w, h, t) dimensions x i ∈ R
D=w×h×t
(the raw data) for learning features from them; the autoencoder attempts to minimize Equ. (1) by reconstruction the raw data:
where s is the number of nodes in the auto-encoder's hidden layer, W 1 ∈ R s×D and W 2 ∈ R D×s are the weight matrices, which map the input layer nodes to hidden layer nodes, and hidden layer nodes to the output layer nodes, respectively. W ji is the weight between the j th hidden layer node and the i th output layer node, and δ is equal to the sigmoid function. Furthermore, b 1 and b 2 , are the bias of the output layer and the hidden layer, respectively. KL(ρ ρ j ) is a regularization function and is set to enforce the activation of the hidden layer to be sparse. KL is based on the similarity between a Bernoulli distribution with ρ as parameter, and the active node distribution. The parameter β is the weight of the penalty term (in the sparse auto-encoder objective). We can efficiently optimize the above objective with respect to W 1 via the stochastic gradient descent approach.
C. Local descriptor
We introduce a descriptor based on local features. The aim of local descriptor is modeling the relation each patches with neighboring patches. So, to construct this descriptor, the similarity between each patch with its neighbors is considered. We use structural similarity(SSIM) for computing the similarity between two patches; SSIM is one of the imagequality assessment methods [4] , [36] and the main version of it, can be used to calculate the structural similarity between two images.
The SSIM is based on three components which are related to contrast, illumination and structure of two images. if X and (1), (2), (3), (4), and (5) are needed; the aim is to reconstruct the input paths with adjusting W 1 and W 2 using gradient descent. Middle: Auto-encoder structure. Right: Representing the y patch using the W 1 weights (y × W 1 ); (1), (2), and (3) are just used; this is a multiplication of two matrixes, so it is very fast Y be two images, the similarity between X and Y images is calculated based on Equ. (9) .
Where µ x , µ y , σ x and σ y are the mean of X, the mean of Y, the variance of X and the variance of Y, respectively. C 1 and C 2 are small constants. The σ xy can be calculate based on Equ. (3).
Where N is the size of images(X and Y must be the same size as N). We extend the SSIM for computing the similarity between two patches. Suppose we divided the video into patches with (w, h, t) dimensions, t is depth of each patches(number of frames which are used). For calculating the similarity between the X and Y patches the Equ. (4) is used.
where X i and Y i are the equivalent 2D patch from the i th frame of X and Y patches as which are considered as an image. Figure 4 shows the calculating the similarity between two patches. Figure 5 shows spatial and temporal features. The local descriptor is a combination of these features
D. Anomaly Classifier
Two Gaussian classifiers C 1 and C 2 learn normal classes. For classifying x patches, we use two partially independent feature sets (global and local). We compute the Mahalanobis distance f (y). If f (y) is larger than the threshold then it is considered to specify an abnormal patch, where y equals W 1 × x in the global classifier, and y equals
in the local classifier. To be more accurate we classify the patches into three classes:(1)Strongly normal, (2)Partly normal or anomaly, (3) Strongly anomaly. To avoid numerical instabilities, density estimates are avoided. The C 1 and C 2 classifiers are defined as follows:
Partly (normal, anomaly) otherwise
Where µ and Σ are mean and covariance matrix, respectively. Selecting a "good" threshold is important for the performance; it can be selected based on training patches. We select the thresholds(θ and α) based on training patches using Equ. (7) and Equ. (8) .
arg min
Where # 1 and # 2 are related to the number of patches which are detected in respect to local and global descriptors, respectively. The ζ ∈ [0.6 1] is a regularization parameter which is used for adjusting the boundary of three classes. ζ × 100 percent of anomaly and normal samples where have low likelihood (and can make error) are classified as partly(normal or abnormal) class. For more details see Figure 6 .
In this paper, two aspects will be considered for both thresholds: (1) Selecting overall threshold which is used for all scenes in a video, this means by changing the context of video the threshold does not change and will be constant. (2) Selecting local threshold as it will change from a scene to another scene(or different interval time), in other word, the threshold will be updated based on the context. Respect to generality and complexity term the overall threshold has a better performance rather than local threshold, but in comparison with accuracy term it is worse. As we mentioned in Figure 3 , patch representation based on global descriptor is very fast, but local representing is more time consuming. For reducing the complexity and being realtime, Unlike the representing and checking all patches from global aspect, if a patch from local aspect is considered as being anomaly, then the equivalent neighboring patches in t next frames will be considered as being anomaly from local aspect. Skipping some patches and generalizing the result of centroid patch to neighboring patches is based on this idea:
If an anomaly event appears in video, locally(based on local aspect). It doesn't disappear suddenly, so we expect to see it, for at least in the next few frames. We define the Φ(.) function as the value of the C 1 and C 2 outputs. This function is described in the Equ. (9) .
x = Strongly anomaly 0.5 x = Partly (normal, anomaly)
As mentioned before, if both C 1 and C 2 classifiers, label a patch as being an anomaly(both strongly or at least one be strongly, and other be weakly), it is considered to be an anomaly, but if either one or both of them consider the patch as being a normal(strongly), or if both of them consider a patch as being a normal(or anomaly) weakly, the algorithm classifies it as being a normal patch. A summary of these criteria is shown as F function in the following equation:
As a conclusion to this section, the anomaly detection can be presented as following steps:
• Modeling the training samples using two (global and local) descriptors and finding the optimum parameters.
• Labeling the test patches with respect to both Gaussian model. The algorithm 1 (Preprocessing: Creating Model) and 2 (Anomaly Event Detection) show (1) and (2) steps as a summery of the proposed systems.
Algorithm 1 Preprocessing: Creating Model.
Input: N training patches:
E. Anomaly detection using feature learning
We learn the features from raw training data, and classify the video patches as specified in the previous section(III-D). But 
where
0.5 otherwise 6: Detect Anomaly:
based on the idea in [3] , using small patches and large patches leads to increases in the false-positive rate and decreases in the true-positive rate, respectively. Also, when the patches become larger, the input dimension of the auto-encoder increases, so the number of weights in the network, which need to be learned, will also increase. Under the condition of limited training examples, learning of features from large patches is impractical (for example 40×40×5). In addition to these weaknesses, the features which are learned using auto-encoder are not invariant to spatial changing. So, to overcome these challenges(and have a trade off between true positive and false positive performance), we learn the features from (small) 10×10×5 patches. To create a model using these features, in the test phase the large patches (40×40×5) are considered. Because the learned classifier is adapted for 10×10×5 patch representations, we convolve the learned feature (W 1 ) in 40×40×5 patches, without overlapping, and pool the 16 extracted feature vectors from the 40×40×5 patches. So, we use mean pooling to achieve a representation of 40×40×10 patches that can be checked with the learned classifier using 10×10×5 patches. This procedure is shown in Figure 7 . In a summary the benefits of this procedure(convolving and pooling) are as follows:
1) The learned feature are invariant in respect to spatial changing.
2) The capability of representing the large patches using small patch representation.
IV. EXPERIMENTAL RESULTS AND COMPARISONS
We compare our algorithm with state of the art methods on UCSD 1 and UMN 2 benchmarks. We empirically demonstrate that our approach can be used in surveillance system.
A. System setting
Feature learning is done with 10×10×5 patches. Training and testing phases in anomaly detection is done with 10×10×5 and 40×40×5 patch sizes, respectively. In anomaly detection, the size 40×40×5 is exploited. Feature learning is done with an auto-encoder with 0.05 sparsity. Each 10×10×5 patch is represented by a 1000-dimensional feature vector(1000 are selected, experimentally). Before feature learning, normalization is performed to set the mean and variance to 0 and 1, respectively. The ζ set to be equal 0.9, as it lead to the optimum α and θ regarding to the best performance in true positive and false positive. All experiments are done using a PC with 3.5 GHz CPU and 8G RAM in MATLAB 2012a.
B. UCSD datasets
This dataset includes two subsets, Ped1 and Ped2, that are related two different outdoor scenes. Both of them are recorded with a static camera and 10 fps. The dominant mobile objects in this scene are walkers where the crowd density varies from low to high crowded An object such as a car, skateboarder, wheelchair, or bicycle is considered as being an anomaly. All training frames in this dataset (i. e. Ped1 and Ped2) are normal 1 www.svcl.ucsd.edu/projects/anomaly/dataset.html 2 mha.cs.umn.edu/Movies/Crowd-Activity-All.avi and contain pedestrians, only. We evaluate our algorithm on both Ped1 and Ped2.
• Ped1:There are 34 normal video samples for training and 36 abnormal video sequences for testing. There aren't available frame-level ground truth for all video sequence in Ped1. Each sequence, includes about 200 frames with the 158×238 resolution, The total number of anomalies frames and normal frames are ≈ 3400 and ≈ 5000, respectively.
• Ped2: Ped2 includes 12 and 16 video sequences for testing and training resolution 320 ×240. To evaluate the localization, the ground truth of all test frames is available. The total number of anomalies and normal frames are ≈2384 and ≈2566, respectively
C. Evaluation Methodology
We compare our results with state-of-the-art methods using a ROC curve and EER, similar to [13] . For a better understanding of ROC, True Positive Rate(TPR) and False Positive Rate(FPR) terms should be introduced because ROC reflects the relationship of them. They are defined as:
T rue positive T rue positive + F alse negative F P R = F alse positive F alse positive + T rue negative (10) We use two measures, at frame level and at pixel level. In addition to these measures, we define a new measure for the accuracy of anomaly localization, called dual pixel level. The measures that we use are as follows: 1) Frame level: In this measure, if one pixel detects an anomaly then it is considered as being an anomaly. 2) Pixel level: If at least 40 percent of anomaly ground truth pixels are covered by pixels that are detected by the algorithm, then the frame is considered to be an anomaly.
3) Dual pixel level: In this measure, a frame is considered as being an anomaly if (1) it satisfies the anomaly condition at pixel level and (2) at least β percent (for example, 10 percent) of pixels detected as anomaly are covered by the anomaly ground truth. If, in addition to the anomaly region, irrelevant regions are also considered as being an anomaly, then this measure does not identify the frame as being positive.
Suppose that the algorithm detects some region as being an anomaly, and just one of these regions has an overlap with anomaly ground truth; the number of false regions is not considered in the frame and pixel level measures. Such a region is called a "lucky guess". For considering the "lucky guess" region, we introduce the dual pixel level. This measure is sensitive to a "lucky guess". 1) The Influence of patch size and patch overlapping: As mentioned in previous sections, we consider the video as being a set of cubic patches. The size of patches and the level of overlapping patches are two important parameters which are related to video representing. As the final performance of system depends on these parameters, we run some experiments for concluding the optimum values. We run our algorithm with different patch sizes:20, 25, 30, 35,40. Table I shows the influence of patch size on the frame level accuracy and the algorithm's running time. Non-overlapping patches are exploited in this experiment. The accuracy is calculated using Equ ( 11) . This experiment is done on 4 t h video subsequence of Ped2. Decreasing the patch size and improving accuracy are in a direct relation, but it has inverse relation with running time performance. Accuracy = T rue positive + T rue negative All Samples
We evaluate the global descriptor performance in respect to: 0, 5, 10, 15 and 20 pixels overlapping. Figure 9 shows the effect of overlapping on frame level measure. This experiment is done on all video sequences in Ped2, and are based on global descriptor, only(i. e. One Gaussian classifier with two classes(normal and abnormal) are applied).
2) Comparison with other methods: Depending on experiments, the patches dimension are considered equal to (40 × 40 × 5) with 20 pixels overlapping. Some frame results on UCSD Ped1 dataset are shown in Figure 10 (The abnormal events are localized with green borders). Figure 10 confirms that the proposed method is able to detect and localize anomaly events as well. Also, Figure 11 shows a qualitative comparison with other methods on UCSD Ped2, in which the 1 th and 2 rows is generated by temporal MDT and spatial MDT, the 3 t th, 4 th and 5 th rows are given by MPPCA, social force and optical flow, respectively. The two bottom rows (6 th and 7 th ) are the results of our methods, based on the global descriptor and jointly(local and global) descriptors. In all three scenes, other methods miss the anomaly events or they detect some irrelevant regions as anomaly. The Figure 11 indicates that our algorithm has the best performance(either in anomaly detection or anomaly localization) in the set of considered algorithms.
Statistical results for comparisons are provided in this section.
Our results in comparison with the other proposed methods on Ped1 are available in Table II . The methods which are presented by Yuan et al. [35] and Xiao et al. [39] have the best results in frame level measure. Our method is, outperform(by 0.6% and 1.6%) both of them. The pixel level EER of presented method is also better than the considered approach(except [39] ). Our method's EER is 16.7% where the best result is 16%. We are the worse by 0.7%.
In Figure 12 (left), the frame-level ROC of our method(with local and overall threshold) is compared with other methods on the Ped2 dataset. It shows that our method is comparable to other methods. However, the ROC of the proposed method with local threshold is superior to overall threshold case. But, our algorithm with overall threshold work like state-of-theart method, even better in time consuming. As we tune and set the overall threshold(α and θ) once, so it is faster in training and testing steps than local threshold. The 12 different subsequences on Ped2 do not have the same thresholds, but as we attempt to have a high true positive in each models, the minimum value of thresholds, which are calculated based on Equ. (7) and Equ. (8) are considered.(i. e. as a preprocessing the two thresholds for all 12 sequences are computed and the minimum of them is applied for all ). The EER of frame level for different methods on Ped2 is shown in Table III . This confirms that our method has a good performance compared with the others. The methods which are reported by Tan Xiao et al. [39] and iHOT [38] have a close result to our's.(We are [34] 29% 41% -MDT [13] 25% 58% -Reddy et al. [37] 22.5% 32% -SRC [7] 19% 54% -Bertini et al. [3] 31% 70% -Saligrama et al. [16] 16% -Dan Xua [20] 22% --Li et al [11] 17.8% 25.5% -OADC-S [35] 9% 26% -Tan Xiao et al. [39] 10% 16% -iHOT et al. [38] 19 [34] 17% 30% -MDT [13] 24% 54% -Reddy et al. [37] 20% --Bertini et al. [3] 30% --Saligrama et al. [16] 18% -Dan Xua [20] 20% 42% -Li et al [11] 18.5% 29.9% -Tan Xiao et al. [39] 10% 17% -Sabokrou [23] 19% 24% 27.5% iHOT et al. [38] 8.59% --Ours 7.5% 16% 25.8 % 2.5% and 1.09% better, respectively) Figure 12 (Right) is related to pixel-level ROC on Ped2. Our methods is superior compared with the other methods as well as frame-level measure. In Table III(2 th column), we compare the pixel level EER of our approach to that of other approaches. Our method's EER is 16% where the next best result is 17% reported for the Tan Xiao et al. [39] method. Our method is 1% better than the otherwise best result. The results show (ROC and EER) that our algorithm outperforms the other methods for the pixel-level measure.
We also use a dual-pixel level measure to analyse the accuracy of anomaly localization. Figure 13 shows the effect of β on our algorithm. The algorithm has a good performance, even better than a state of the art, in pixel level with β=5% and 0% percent. Table II and III(3 t h column) show the dualpixel level measure as the β is considered equal to 0.05. The dual-pixel EER of our method on Ped1 and Ped2 are 26.2% and 25.8% where, it can be compared with the pixel-level of the other methods. Fig. 13 illustrates comparisons at frame level and dual pixel level(with β equal to 0, 5%, 10%) of our approach; in contrast to the best performance algorithms of reported algorithms, the pixel level measure is very close to frame level measure in our algorithm. In 5 first rows, the anomaly event pixels are colored red, In 6 th and 7 th rows the anomaly are localized with green and red borders, respectively.
3) Run time comparison:
We compare the average time to process one frame in Table IV . If the patches of a frame are extracted with 20% overlapping, the performance is like state of the art, and except [39] we are superior all methods. Extraction patches without overlapping leads to a faster approach as it is shown in latest row of Table IV . So, with encountering a bit error(≈5% EER ) and optimizing the code, our approach is highly efficient. We reach up to 25 fps(i. e. 0.04 second for each frame). 
E. Performance on UMN datasets
The UMN dataset has three different scenes. In each scene, a group of people walks in an area, suddenly all people run away (escape); the escape is considered to be the anomaly. Figure 14 shows examples of normal and abnormal frames of this dataset. This dataset has some limitations. There are only three anomaly scenes in the dataset, and the temporal-spatial changes between normal and abnormal frames are very high. The UMN has no pixel-level ground truth. Based on this limitations, to evaluate our method, the EER and AUC in frame-level are used. The EER and AUC results are shown in Table 3 . Because this dataset is simple, and anomaly localization is not important, only the global detector is used. Previous methods performed perfectly on this dataset. The AUC of our method is comparable with the otherwise best result, and the EER of our approach is better (by 0.3 percent) than the one of the best previous method.
V. CONCLUSIONS
In this work, we presented a patch-based anomaly detection and localization method based on representing a video using Comparison between dual pixel localization with β equal to 0 (pixellevel measure), 5%, 10%, and frame-level(This figure is borrowed from [23] where the patches are considered without overlapping) global and local descriptors. The relation of a patch with all other patches which are seen in video are considered a global descriptor, also the structural similarity a patch with neighboring patches are named:local descriptor. Two Gaussian classifiers are proposed based on these two forms of representations. However, each of the two classifiers has a good performance for anomaly detection(This is especially shown on the UMN data set where the global descriptor achieves state-of-the-art results.), but to be more accurate, a simple strategy is applied to fusion the results of two descriptors as the final output of the system . We introduced a new metric for region level anomaly detection for suspicious regions. The performance of our approach on the UCSD data set is better compared with the recent approaches and has also a lower computational complexity.
APPENDIX A PROOF OF THE FIRST ZONKLAR EQUATION
Appendix one text goes here.
APPENDIX B
Appendix two text goes here.
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