Abstract. The Johnson-Lindenstrauss lemma shows that any n points in Euclidean space (i.e., R n with distances measured under the 2 norm) may be mapped down to O((log n)/ε 2 ) dimensions such that no pairwise distance is distorted by more than a (1 + ε) factor. Determining whether such dimension reduction is possible in 1 has been an intriguing open question. We show strong lower bounds for general dimension reduction in 1 . We give an explicit family of n points in 1 such that any embedding with constant distortion D requires n (1/D 2 ) dimensions. This proves that there is no analog of the Johnson-Lindenstrauss lemma for 1 ; in fact, embedding with any constant distortion requires n (1) dimensions. Further, embedding the points into 1 with (1 + ε) distortion requires n
Introduction
Dimension reduction refers to mapping points in a high-dimensional space to a space with low dimensionality while approximately preserving some property of the original points. We will be interested in dimension reduction techniques that map d p to d p and approximately preserve pairwise distances of points. Given metric spaces M 1 = (X 1 , 1 ) and M 2 = (X 2 , 2 ), a mapping f : X 1 → X 2 is said to be an embedding of M 1 into M 2 with distortion D if ∃r > 0 such that ∀u, v ∈ X 1 , r D 1 (u, v) ≤ 2 ( f (u), f (v)) ≤ r 1 (u, v) .
In general, the factor r is intended to allow the embedding to scale distances by some arbitrary fixed factor. (See Matoušek [2002] for details.) In this article, however, we will usually assume that r = 1 because we deal only with normed spaces, and these may already be scaled arbitrarily. The fundamental result in this area is the Johnson-Lindenstrauss lemma [1984] , which shows that any set of n points in Euclidean space can be mapped down to O((log n)/ε 2 ) dimensions such that all distances are distorted by at most (1 + ε). Moreover, such a mapping can be computed with high probability by simply projecting the set of points onto randomly chosen unit vectors.
1
Metric embeddings have traditionally been studied by functional analysts, and have recently attracted a lot of attention in the theoretical computer science community due to connections to approximation algorithms and the design of efficient algorithms. Dimension reduction techniques using the Johnson-Lindenstrauss lemma and closely related methods have recently found numerous algorithmic applications: for example, approximate searching for nearest neighbors [Indyk and Motwani 1998; Kushilevitz et al. 2000; Indyk 2000a ], clustering of highdimensional point sets [Arora and Kannan 2001; Dasgupta 1999; Ostrovsky and Rabani 2000] , streaming computation [Alon et al. 1999; Indyk 2000b ] and so on. (See the recent survey by Indyk [2001] .)
The Johnson-Lindenstrauss lemma has proved to be a particularly useful tool since the 2 norm is a commonly used norm in various settings. A natural question to ask is whether there exists an analogue of the Johnson-Lindenstrauss lemma for other p norms. Surprisingly little is known about this question. In particular, the dimension reduction question for the 1 norm stands out and has attracted attention in several recent surveys on the subject of metric embeddings. This question is interesting both because of its inherent theoretical appeal as well as its potential algorithmic applications. Indyk [2001] , in his tutorial on algorithmic applications of embeddings from FOCS, asks: "Is there an analog of JL lemma for other norms, especially 1 ? This would give a powerful technique for designing approximation algorithms for 1 norms . . . " Linial [2002] , in his article on finite metric spaces at the International Congress of Mathematicians, says the following about the "mysterious 1 ": "We know much less about metric embeddings into 1 , and the attempts to understand them give rise to many intriguing open problems · · · What is the smallest k = k(n, ε) so that every n-point metric in 1 can be embedded into k 1 with distortion < 1 + ε? We know very little at the moment, namely (log n) ≤ k ≤ O(n log n) for constant ε > 0. The lower bound is trivial and the upper bound is from Schechtman [1987] and Talagrand [1990] ."
Known Results on Dimension Reduction. Ball [1990] studied upper and lower bounds on the minimum dimension required for isometric embeddings in p , proving linear lower bounds and quadratic upper bounds. The book by Deza and Laurent [1997] gives a very good overview of the results in this area, particularly for isometric embeddings into 1 and 2 . It is known that dimension reduction is not possible in the ∞ norm. In general, we need (n) dimensions to represent a set of n points in ∞ with any distortion less than 3 [de Reyna and Rodriguez-Piazza 1992; Matoušek 1996] .
The only known dimension reduction theorem for 1 is due to Indyk [2000b] . He showed that there is an embedding from
O(1/ε) such that distances do not increase by more than a factor (1 + ε) with probability ε and distances do not decrease by more than a factor (1 − ε) with probability 1 − δ. Note, however, that with probability 1 − ε, any distance can increase arbitrarily. This result holds for any p norm with p ∈ [1, 2]. Kushilevitz et al. [2000] showed a dimension reduction result for the Hamming cube of a different flavor: they give low dimensional embeddings that can distinguish between two specified distance thresholds.
In a recent paper, Charikar and Sahai [2002] showed that one cannot hope to use linear embeddings for obtaining dimension reduction in 1 . In particular they exhibited a set of O(n) points in n 1 such that any linear embedding into
They also constructed low dimensional low distortion embeddings for special classes of 1 embeddable metrics, including tree metrics and shortest path metrics of outer-planar graphs. This work introduced and used the notion of a stretch-limited embedding in proving lower bounds. We employ and make significant refinements to this proof technique in order to obtain our new results.
Our Results. We show strong lower bounds for general dimension reduction in 1 . We give an explicit family of n points in 1 such that any embedding with distortion D requires n (1/D 2 ) dimensions. This proves that there is no analog of the Johnson-Lindenstrauss lemma for 1 ; in fact, embedding with any constant distortion requires n (1) dimensions. Further, embedding our set of points into 1 with (1 + ε) distortion requires n 1 2 −O(ε log( 1 ε )) dimensions. Our proof establishes this lower bound for series-parallel graphs, indicating that the low distortion low dimensional embeddings constructed in Charikar and Sahai [2002] cannot be extended to this class. Subsequent to our work, Lee and Naor [2004] have provided a more elementary proof of our result.
Organization. We first introduce, in Section 1.1, the notion of stretch as a proxy for 1 dimensionality. We then give an overview of our proof technique in Section 1.2. In Section 2, we introduce a family of series-parallel graphs and establish lower bounds on the number of dimensions required to embed them into 1 with a specified distortion. In Section 3, we show how the lower bound for the graph family implies a lower bound for dimension reduction in 1 . We conclude in Section 4 with a discussion of open problems and directions for future work.
1.1. STRETCH-LIMITED EMBEDDINGS AS A PROXY FOR DIMENSION. We first describe stretch-limited embeddings which were introduced in Charikar and Sahai [2002] , though our presentation is somewhat different.
, which consists of a mapping f σ : X → R t along with a distance function σ . We will denote the ith dimension of u under f σ as f σ (u) i , and we can view each f σ (·) i as a mapping onto the real line. Weights {w 1 , w 2 , . . . , w t } are assigned to each line embedding f σ (·) i such that t i=1 w i = 1, and σ is defined to be the weighted average of distances under the f σ (·) i :
The distortion of this embedding is defined to be D = inf D such that
If for all points u and v in the original metric space, and ∀i ∈ {1, . . . , t},
the embedding is said to be stretch s limited.
2
The f σ (·) i are simply mappings onto the real line. When the resulting points on the real line are equipped with the normal definition of distance, (u, v) = |u − v|, we call the metric a "line metric." A stretch-s embedding is a convex combination of line metrics where distances in any line metric cannot be more than a factor s larger than distances in the original metric. We will assume, without loss of generality, that r = 1, implying that a stretch-limited embedding is always a contraction. Scaling a stretch-limited embedding affects neither the distortion nor the stretch incurred. . Then:
Since distances are identical under σ and g, their distortions must be equal. PROOF. Consider a stretch-s embedding σ = ( f σ , σ ) as a probability distribution on line metrics, where each line metric f σ (·) i has probability w i . For each of the m dimensions we will take a random line metric f σ (·) l from this distribution, and let the value of x in this dimension be f σ (x) l /m.
Consider the distance of a particular pair of points u and v in a random f σ (·) i where i is picked with probability w i . For convenience of notation we will call this distribution I, and I denotes a random index chosen from this distribution. The expected distance is exactly the distance between u and v in the stretch-limited embedding, which, in turn, is in the range [ (u, v)/D, (u, v) ]. The stretch condition imposes a bound on the value of
Now we can use standard Chernoff-Hoeffding bounds:
s (u,v) and
s (u,v) , where the I j are i.i.d. random variables chosen from I. Noticing that
For this choice of m the probability that, for a particular pairwise distance, the average over m samples is not within (1 ± ε) of its expectation is at most 1/n 2 (for ε > 0 small enough). Since there are Note that stretch-s embeddings are more general than 1 embeddings with s dimensions: Not only will we allow them to have arbitrary dimension, but we allow them to use any convex combination of line metrics, not simply an average. By the results above, stretch is a good proxy for dimension in 1 embeddings.
PROOF OVERVIEW.
A technique commonly used to prove lower bounds on the distortion for embedding a metric M 1 = (X 1 , 1 ) into M 2 = (X 2 , 2 ) is to consider two (non-negative) linear combinations of distances: α 1 = α ij 1 (i, j) and β 1 = β ij 1 (i, j) where α ij , β ij ≥ 0 (see Matoušek [2002] ). The goal is to pick distances for α and β such that in embedding M 1 into M 2 , distances in α tend to expand while distances in β tend to contract. Letting
, we will then try to prove that
(for some D > 1) for all embeddings f : X 1 → X 2 . This will establish a lower bound of D on the distortion of embedding M 1 into M 2 .
In order to prove lower bounds for dimension reduction in 1 , we adapt this technique. First, low-dimensional embeddings seem tricky to reason about. Instead, we focus on low-stretch embeddings, exploiting the connection between stretchlimited embeddings and embeddings in low dimensions. Our goal will be to prove a lower bound on the stretch s needed to achieve a given distortion D.
Recall that a stretch-limited embedding can be assumed to be nonexpansive without loss of generality. As a result, a stretch-limited embedding with distortion D must satisfy the property that no distance expands and also no distance contracts by more than a factor D. Let us write down these constraints as we would give them for an optimization problem:
Now consider linear combination of these constraints of the form
This is a class of linear constraints, and if all of the NE uv and LD uv are satisfied, so is any linear inequality L of this form. Recall that a stretch-limited embedding is a convex combination of line metrics. From the convexity of stretch-limited embeddings, we can see that:
Observation 1.2 If L is satisfied by some stretch-limited embedding σ , then L must be satisfied by at least one of the line embeddings f σ (·) i .
Our task now is to, given some family of series-parallel graph metrics, derive a single inequality L by finding values for the γ uv and λ uv . The intuition is that this L should be hard to satisfy, and we pick the γ uv and λ uv to get the best bound possible. We will then show that any dimension that satisfies L incurs high stretch, and therefore that no stretch-limited embedding with low stretch exists. Charikar and Sahai [2002] used this technique to prove lower bounds for linear embeddings (though our exposition is a little different). In that case, the restriction to linear embeddings and a careful choice of the inequality on pairwise distances made it possible to prove a lower bound on the stretch s required. How can one prove lower bounds on the stretch for arbitrary (i.e., nonlinear) line embeddings? Our innovation is to express the problem of minimizing stretch so as to satisfy the inequality L as a linear program. In general, finding such an LP formulation might be very difficult. However, we are able to obtain an LP that minimizes stretch for a carefully chosen family of points in 1 and a particular set of linear inequalities on pairwise distances. Having obtained the LP formulation, we consider the dual LP and exhibit a dual feasible solution. This establishes a lower bound on the stretch. Our dual solution was in fact extrapolated from embeddings generated by the CPLEX LP solver for large instances of our LP. This allowed us to discover combinatorial structure in our problem that we could leverage for our proof.
We will temporarily ignore the problem of how to derive the "correct" values of γ uv and λ uv . This is, however, crucial to obtaining a good lower bound on stretch, and we will discuss our solution to this problem in Appendix A. Again, optimization techniques and LP duality come to the rescue. For now, we will present our proof by directly obtaining the single "hard" constraint L.
Series-Parallel Graphs Require High 1 Dimension
In order to prove our results, we will focus on one particular family of seriesparallel graphs, which we call the recursive diamond graphs. These are the graphs that Newman and Rabinovich [2002] previously used to establish an ( √ log n) lower bound for embedding planar graphs into 2 . The order 0 recursive diamond graph is a single edge, with length one. In order to make the order k graph from the order k − 1 graph, replace each edge of length 1/2 k−1 with a four-edge diamond, with edges of length 1/2 k (see Figure 1 ). This is a family of series-parallel graphs with 4 k edges and
vertices. Furthermore, the work of Gupta et al. [2004] shows that this graph can be embedded into 1 with constant distortion 4 (with many dimensions).
We will need some terminology in order to talk about the graph (see Figure 2 ). We will use n to refer to the number of vertices in a given diamond graph, and k to refer to the order (number of levels) of the graph. Each vertex has some k such that it is present in the order k graph, but not in the order k − 1 graph. We will refer to any vertex as a level k vertex if it first appears in the order k graph. When an edge is replaced with a diamond, the two new vertices that are created will be called siblings, and we will refer to the pair of siblings as the diagonal 5 of this diamond. 4 The recursive diamond graph is in fact a series-parallel "bundle." Gupta et al. [2004] show that such graphs can be embedded into 1 with distortion 2. We present an elementary distortion 2 embedding of the recursive diamond graph in Section 3.1. We will say that it is a level k diagonal if the vertices concerned are level k vertices. Finally, there is a natural parent-child relationship between diamonds of different levels: A diamond is a child of the diamond whose edge it replaces. An ancestor of a diamond is defined in the obvious way, and the ancestors of an edge are the diamonds of each order in which the edge participates. Every edge in the graph is labeled by a string in {0, 1, 2, 3} k . A particular diamond has four edges, which we will number 0, 1, 2 and 3 (again, see Figure 2 ). The label for the ith edge of a diamond is obtained by concatenating i to the label of its parent edge. We label diamonds with the label of the parent edge. Also, we use this same label to label the diagonal edge. For a label x, edge(x) denotes the edge labeled by x and diag(x) denotes the diagonal whose label is x. This leaves the original edge of the graph unlabeled. We will treat it as being "diagonal like" and refer to it as diag * . We will return to the matter of exactly specifying the labeling in a later section: For now it is sufficient to notice that the 0 edge is always opposite the 2 edge and the 1 edge is always opposite the 3 edge.
We may now state our first result. THEOREM 2.1. A recursive diamond graph on n vertices requires n
dimensions to embed in 1 with distortion at most a constant D.
2.1. PROOF. We focus on the n-vertex diamond graph (which has k levels). Consider E, the set of all edges in the graph, and D, the set of all diagonals. We will bound D by showing that the edges tend to expand while the diagonals tend to contract (refer back to the proof overview).
2.1.1. The D-Distortion Constraint. We first develop our key constraint on edge and diagonal lengths imposed by D. Recall that we have labeled the edges and diagonals. We refer to the length of the image of edge(x) as e x and the length of the image of diag(y) as d y . 6 We assumed without loss of generality that our embedding σ is nonexpansive and has distortion at most D. The nonexpansive property of σ implies that
There are 4 k edges of length 1 2 k , so this says that the average length of an edge must be at most
At a level i, there are 4 i diagonals of length 2 i . This bound gives a weighted average of the diagonal lengths such that the total contribution of each level to the average is the same, and says that this weighted average cannot be more than a factor D smaller in the embedding than for the original metric. We combine these constraints to get a single constraint (referred to as the distortion constraint) that should be hard to satisfy:
We will eventually optimize γ in order to make this bound as strong as possible. If this is true for a convex combination of line metrics, then it must be true for at least one of those line metrics. We will show a lower bound on the stretch s which must be incurred by a line metric which satisfies this constraint given values of n, k and D.
Let ρ be a line metric from σ which might satisfy this constraint. In order to simplify notation, let us re-interpret the meaning of e x to be the length of edge(x) in ρ and d x to be the length of diag(x) in ρ. From this point on we will work only in the candidate line ρ, and all distances are in ρ unless otherwise noted.
Constraints on Edges and Diagonals.
Before we can write down our LP, we will need a few more constraints. There is a very strong relationship between the length of an edge and the lengths of the diagonals of the edge's ancestor diamonds, and this will give us a second set of constraints.
We first precisely specify the labeling scheme for the edges of the recursive diamond graph. The labeling scheme we choose will depend on the particular ρ we are considering, but we will describe how to choose a labeling that satisfies our needs for any given ρ.
For each edge(x), we will designate one end point as the head and the other as the tail (denoted by head(edge(x)) and tail(edge(x)), respectively). Similarly, the end points of diag(x) are labeled as the top end point (denoted by top(diag(x))) and the bottom end point (denoted by bot(diag(x))). This labeling is done such that ρ(top(diag(x))) ≥ ρ(bot(diag(x))) (ties are broken arbitrarily). 8 We will now derive, for every edge(x) in the graph, an expression for ρ(head(edge(x)))−ρ(tail(edge(x))) in terms of the lengths of edge(x)'s parent diagonals.
The edges of the diamond connect the end points of the parent edge(x) to the end points of diag(x) (see Figure 3) . The edge connecting head(edge(x)) to top(diag(x)) is called the 0-edge. The edge connecting top(diag(x)) to tail(edge(x)) is called the 1-edge. The edge connecting bot(diag(x)) to tail(edge(x)) is called the 2-edge. The edge connecting head(edge(x)) to bot(diag(x)) is called the 3-edge. Further, head(edge(x)) is considered the head for the 0-edge and the 3-edge; for each of these edges, the end point of diag(x) incident on it is considered the tail. tail(edge(x)) is considered the tail for the 1-edge and the 2-edge; for each of these edges, the end point of diag(x) incident on it is considered the head.
We define the following:
Note that these definitions correspond exactly to our earlier definitions: |e x | = e x is the length of edge(x) (we allow e x to be negative when head(edge(x)) < tail(edge(x))) in ρ and d x is the length of diag(x) in ρ. We refer to o x as the offset of the diamond labeled x in ρ. Now, we can calculate e x0 , e x1 , e x2 and e x3 in terms of e x , d x and o x as follows: LEMMA 2.2
PROOF. We will show the calculation for e x0 only.
The proofs for e x1 , e x2 and e x3 are similar.
Using this, one can obtain an expression for e x in terms of the diagonal lengths and the offsets of the diamonds that are ancestors of edge(x). We use y x to denote that y is a prefix of x, and the empty string is a prefix of every string. We also use |x| to denote the length of the string x.
PROOF. We prove this by induction on |x|.
Base Case. Consider |x| = 0. In this case, e x = d * and the statement is true.
Inductive
Step. Suppose the statement is true for all x such that |x| = i. Now consider e x0 , where |x| = i. From Lemma 2.1.2, e x0 = − o x . Using the expression we have for e x from the inductive hypothesis, we get:
Thus, the statement holds for e x0 as well. Similarly, we can show that the statement holds for e x1 , e x2 and e x3 . By induction, the statement of the lemma is true.
GROUPING EDGES AND DIAGONALS.
Before we continue, we would like to remove the dependence on o y . We noticed in experiments that optimal embeddings had all the o y set to zero, so we expect removing the o y should not hurt our bounds much. In fact, we will place our edges and diagonals into groups, and write our constraints in terms of the average distances in these groups. The careful choice of our labeling will cause the o y terms to cancel out.
In particular, we group edges into 2 k groups of 2 k edges each. Groups are identified with labels in {0, 1} k . For a group labeled by z ∈ {0, 1} k , edge(x) belongs to the group z if x(mod 2) = z. Here x(mod 2) refers to the label obtained by performing a coordinate-wise mod 2 operation. Similarly, diagonals of level i are grouped into 2 i groups, identified with labels in {0, 1} i .
In other words, e z and d z are the average lengths of their constituent edges and diagonals. We can immediately rewrite our distortion constraint in terms of e z and d z without changing anything
PROOF. Using Lemma 2.3, the value of the left-hand side is as follows:
where
We now simplify the two expressions E 1 (z) and E 2 (z). Note that x, y ∈ {0, 1, 2, 3} j for some j while y , z ∈ {0, 1} j .
The last equality follows from the fact that T (i) + T (2 + i) = 0 for i ∈ {0, 1}.
Substituting the values of E 1 (z) and E 2 (z) in the expression we derived earlier proves the claim.
LEMMA 2.4. For a group label z ∈ {0, 1} k ,
Using Claim 3, we get the first inequality we need to prove. Also,
Again, using Claim 3 gives the second inequality. These inequalities result when we replace the e x in Claim 3 with the |e x | from the definition of e z .
Linear Program for Minimizing Stretch.
We have already derived three of the four constraints that we will use in our linear program. All that remains is to provide a lower bound for stretch.
Consider the stretch incurred by edge(x) in the line ρ. For every edge(
where is understood to be the distance function for the original metric space. Since max {x:x(mod 2)=z} |e x | ≥ e z , we conclude that ∀z ∈ {0, 1} k s ≥ 2 k e z . Now we are ready to give our linear program (see Table I ). Note that we will optimize γ later, but that it is constant with respect to the variables of the LP. We provide the names of the dual variables in brackets for reference. We have carefully derived our constraints so that we can see that the solution to our LP is no larger than the minimum stretch needed to embed the recursive diamond graph into 1 . 
Dual Linear Program for the Lower Bound on Stretch. We have formulated an LP minimization problem whose optimum value is a lower bound on the minimum stretch for a D-distortion embedding. In order to prove our lower bound we give the dual of this LP and a feasible solution. We construct the dual in the normal way (see Table II ).
Next, we give our solution for this LP. In fact, our solution is very simple. Every variable is just a constant multiple of µ:
We will specify the values of these constants, and then maximize µ subject to the constraints of the dual in order to get our bound. For these purposes, we can rewrite the dual LP (see Table III ). 
Since the ranges where α * x and β * x are positive do not overlap, this proves that the e z constraint is satisfied. Now let us skip to the d y constraint. In order to prove this, we will use the following lemma:
Applying Lemma 2.5, we conclude that
Hence, the d y constraints are all satisfied: In fact, they are all tight. The case for the d * constraint is even simpler because the sign for α * z is always positive and the sign for β * z is always negative. For every x with
pair x with y such that (x xor y) = 111 · · · 1 (in other words, y is the bitwise NOT of x). Note that
and that
This accounts for all x except where x 1 = k/2. In this case α * is 0, so we see that the d * constraint is satisfied.
Finally, we return to the s constraint. Recall that our lower bound will be (1 + D)µ. This constraint is the only one which limits µ, and we will try to make µ as big as we can. Hence, µ = 2 k / z p * z . Let us now bound p * z :
which implies that
It is simple to check that
), we can see that
.
Using Stirling's approximation, we get a lower bound of
Note that the number of points n = (2 2k ). For large constant D, this bound becomes n
where ε is small, the bound becomes (1/ε) ) . This concludes the proof of Theorem 2.1.
We should note that our bounds are presented to make clear that constant distortion embeddings require polynomial dimension. Once D ≈ √ log(n) our bound does not say anything interesting. On the other hand, our estimate for
is a strict overestimate, so our bound does indeed hold for any D. We can deduce a few simple corollaries from this. In other words, super-logarithmic dimension is needed even when almost √ log(n) distortion is allowed. On the other hand, the result of Rao [1999] implies a distortion D = O( √ log(n)) embedding with dimension O(log(n)) for any planar graph. This, in turn, implies that the dependence on 1/D 2 in the exponent cannot be improved (say to 1/D) for planar graphs. This is easy to see because any bound of this form would imply that embedding planar graphs with distortion √ log(n) would require 2 (log(n) δ/2 ) dimensions, which is super-logarithmic for any constant δ > 0.
Some 1 Metrics Require High Dimension
So far, we have proved that some series-parallel graphs do not admit low distortion, low dimension embeddings. This is in contrast to Gupta et al. [2004] who prove that series-parallel graphs can be embedded into 1 with constant distortion (with high dimension). We can go one step further and provide a family of point sets native to 1 , which have the same properties as the recursive diamond graph. This gives our final theorem: THEOREM 3.1. There are n point metrics in
, which require n
dimensions if only D distortion is allowed.
PROOF. We build our point set with a construction analogous to the construction of the recursive diamond graph (see Figure 4) . Let the original edge have end points at 0 and 1. Our "vertices" will be points in {0, 1} i (i.e., vertices of the hammingcube). To go from level i to level i + 1, first double the number of dimensions. The vertices of the parent edge are at the points u and v. Replace them with the points uu (u concatenated with u) and vv. The children will be the points uv and vu. The level-k recursive diamond graph corresponds to a set of (4 k ) points in 2 k dimensions.
CLAIM 5. Every "edge" in a level k point set has length 1.
PROOF. We prove this by induction on the level of the point set.
Base Case. The original edge in the point set is between 0 and 1.
Inductive
Step. By the inductive hypothesis, the end points u and v of an edge at level i has length 1. The four child edges at level i + 1 are (uu, uv) , (uu, vu) , (vv, uv) and (vv, vu) .
CLAIM 6. Each diagonal at level i has length 2 k−i in the level k point set.
PROOF. Again, we proceed by induction on the level of the point set.
Base Case. The level 0 diagonal in the level 1 point set is from 01 to 10, which has length 2. Inductive
Step. In the level j graph a level i < j diagonal between points u and v has length 2 j−i . In the level j + 1 graph, these points are replaced with uu and vv. uu − vv 1 = 2 u − v 1 = 2 j+1−i . The new diagonals in the level j + 1 graph are at level j. A given new diagonal with parents u and v has end points uv and vu, and uv − vu 1 = 2 u − v 1 = 2 = 2 j+1− j by Claim 5.
If we divide all distances by 2 k , this point set has exactly the same "edge lengths" and "diagonal lengths" as the recursive diamond graph. Since our LP constraints only depend on these distances, our lower bound for the recursive diamond graph immediately applies to this point set.
As we noted at the end of Section 2, any distortion D = (1 + ε) (for ε small enough) requires n 1 2 −O(ε log(1/ε)) . This is in stark contrast to the case of the JohnsonLindenstrauss Lemma, where the dependence on ε is only O(1/ε 2 ).
3.1. THE POINT SET AS AN EMBEDDING OF THE DIAMOND GRAPH. As a brief aside, we would like to observe that the point set above is in fact an embedding of the diamond graph into 1 with distortion at most 2 and dimension ( √ n). We implicitly defined a mapping from points of the diamond graph into points of the Hamming cube by defining the construction of our 1 point set in analogy to the construction of the diamond graph. PROOF. Consider every shortest path from the original top vertex (corresponding to (0, 0, . . . , 0) ) to the original bottom vertex (now (1, 1, . . . , 1) ). By Claim 5, we see that at each step exactly one coordinate switches from 0 to 1 (or vice-versa). Since there are k dimensions and each shortest path from the top to bottom is length exactly k, this implies that at each step along the path exactly one "0" is switched to a "1," and then it is never switched back. This means the length of any path which lies wholly on a single shortest path from the top to the bottom is preserved exactly.
Let ♦ x denote the diamond with label x. If u and v do not lie on the same shortest path, there must be some ♦ x such that u descends (without loss of generality) from the left side of ♦ x and v from the right. positions (by Claim 7), and from each other in p positions (by Claim 6). Assume (without loss of generality) that u and v are both on the top(♦ x ) side of diag(x). Consider any shortest path from left(♦ x ) to right(♦ x ) that passes through both u and v. Then, at each step from left(♦ x ) to top(♦ x ) we switch a 1 to a 0, and at each step from top(♦ x ) to right(♦ x ), we switch a 0 to a 1. But the positions where the 1 to 0 switches occur must be disjoint from the 0 to 1 switches, otherwise, there would be a path from left(♦ x ) to right(♦ x ) shorter than p. PROOF. In this case,
). Now assume (without loss of generality) that u is below left(♦ x ) and v is above right(♦ x ). u must have 1s at any position where left(♦ x ) has 1s, and v must have 0s at any position where right(♦ x ) has 0s (by Claim 7). Also note that left(♦ x ) and right(♦ x ) have the same number of 1s and 0s. This means there are
positions where left(♦ x ) has 1s and right(♦ x ) has 0s. Since these positions cannot change for u and
We conclude that this is indeed a distortion 2 embedding for the recursive diamond graph of k levels with dimension
n where n is the number of vertices.
Conclusions
We have given the first proof that some point sets in 1 require a polynomial number of dimensions if only constant distortion is allowed. Our results show the following lower bounds on the dimension-distortion tradeoff for 1 : (1) for any distortion D, the number of dimensions d = n (1/D 2 ) , and (2) for D = (1 + ε),
) . For distortion (1 + ε), the best upper bound on the number of dimensions is O(n log n) [Schechtman 1987; Talagrand 1990] . Our lower bound for very small ε may be weak because the set of n points that we use embeds isometrically into O( √ n) dimensions. It may be possible to improve this aspect of the lower bound using a different construction.
A more interesting question is whether our lower bound n (1/D 2 ) can be improved, say to n (1/D) . This is connected to the following question: How much distortion is required to embed n points in 1 into 2 ? The current upper bound is O(log n) (by Bourgain [1985] ), while the best lower bound is ( √ log n) (e.g., the Hamming cube with log n dimensions). It is known (see Linial et al. [1995] ) that n points in 2 can be embedded into O(log n) 1 with distortion (1 + ε). If n points in 1 can be embedded . We know that the recursive diamond graphs, and in fact all planar graphs, embed in 2 with distortion O( √ log n) by the result of Rao [1999] . If we wish to significantly improve the n (1/D 2 ) lower bound, we will need to study nonplanar graphs.
It would be very interesting to devise dimension reduction schemes for 1 that require d = n f (D) dimensions in order to guarantee distortion at most D for broader classes of metrics. Currently, we know of no nontrivial dimension-distortion tradeoffs for series-parallel graphs, planar graphs, or general finite metric spaces. Our research suggests one possible avenue for progress in this direction. Our lower bounds came from the dual solutions of certain LPs: The primal solutions to these LPs give stretch limited embeddings for the recursive diamond graph. Studying these embeddings may lead to dimension-distortion tradeoffs for series-parallel graphs in 1 . whether the bound on stretch obtained by this LP is a valid lower bound on the stretch for a D distortion embedding. This is because our argument of the validity of the previous LP used the fact that we had a single combined constraint. This allowed us to conclude that there exists a single stretch-limited line embedding that satisfies this constraint. Nevertheless, we will prove that the bound produced by this new LP can be obtained from the previous LP by setting the weights appropriately.
(The use of λ, λ 0 , . . . , λ k−1 , γ for weights in Primal1 as well as dual variables for the constraints in Primal2 is deliberate.) Consider now the dual to Primal2, given in Table VII . We look at any feasible solution to Dual2 and prove that this is a valid lower bound on the value of Primal1. In order to do this, we look at the values of the dual variables λ, λ 0 , . . . , λ k−1 , γ and use them as the values of the weights in Primal1.
Consider the dual to Primal1, given in Table VIII . Note that λ, λ 0 , . . . , λ k−1 , γ are constants whose values are the same as the values of the corresponding variables in a specific feasible solution to Dual2. We claim that there exists a solution to Dual1 whose value is equal to the feasible solution to Dual2. In order to see this, we simply set µ = 1 and use the same values for the rest of the variables as in the feasible solution to Dual2. It is easy to see that all the feasibility constraints are satisfied and the value of the two solutions is identical. This implies that Dual2 actually gives a lower bound on Primal1 for an appropriate setting of weights λ, λ 0 , . . . , λ k−1 , γ ; moreover these weights are simply the values of dual variables in Dual2. This is, in fact, how we determined the weights used in the LP we presented in the main text.
