We establish the existence, uniqueness and approximation of the strong solutions for the stochastic 3D LANS-α model driven by a non-Gaussian Lévy noise. Moreover, we also study the stability of solutions. In particular, we prove that under some conditions on the forcing terms, the strong solution converges exponentially in the mean square and almost surely exponentially to the stationary solution.
Introduction
The purpose of this paper is the study of the stochastic 3D Lagrangian averaged Navier-Stokes alpha (LANS-α) model driven by a non-Gaussian Lévy noise. More precisely, let D be a connected and bounded open subset of R 3 , with a C 2 boundary ∂D. Let T > 0 a final time. We denote by A the Stokes operator, and consider the system 
where u = (u 1 , u 2 , u 3 ) and p are unknown random fields on [0, T ]×D, representing respectively, the large scale (or averaged) velocity and the pressure in each point of [0, T ] × D, of an incompressible viscous fluid with constant density filling the domain D. The constants ν > 0 and α > 0 are given, and represent, respectively, the kinematic viscosity of the fluid, and the square of the spatial scale at which fluid motion is filtered. u 0 is a given initial velocity field, and the terms F (t, u) and Z σ(t, u(t−), z) N (dt, dz) represent random external forces depending eventually on u, where N is a compensated Poisson measure on a measure space (Z, Z) endowed with a σ-finite measure µ. Precise assumptions on the data of the problem are given below. The notation v * in the system (1) denotes the transpose of a vector v. The deterministic counterpart of (1), also called viscous Camassa-Holm equations, or the Navier-Stokes alpha model, has been the object of intensive investigation both for its physical importance and as a nonlinear partial differential equation (see e.g. [24] , [16] , [29] , [41] and the references therein). The initial motivation was to find a closure model for the 3D turbulence averaged Reynolds model; for more details, we refer to [24] and the references therein. A key interest in the model is the fact that it serves as a good approximation of the 3D Navier-Stokes equations. It is readily seen that when α = 0, the problem reduces to the usual 3D NavierStokes equations. Many important results have been obtained in the deterministic case. More precisely, the global well-posedness of weak solutions for the Lagrangian averaged Navier-Stokes alpha model on bounded domains has been established in [16] and [41] amongst others, and the global attractor was constructed in [16] . Similar results have been proved by Foias et al. in [24] in the case of periodic boundary conditions. of solutions of approximated equations and obtain a priori estimates for those approximated solutions. Then we show that the limit of those approximated solutions solves the original equation by using the techniques of stopping times (see Lemma 2) . To prove the existence of the pressure of problem (1), we apply the result in [36] , see Remark 4.3. For this purpose, we need to estimate the fourth order moment of the stochastic integral with respect to a compensated Poisson measure. This is achieved by using the result in ( [26] , Corollary 3.1, Remark 3.6 or [40] , Lemma 3.1) concerning the maximal inequality for stochastic integral with respect to a compensated Poisson measure. In Theorem 2, we prove that the whole sequence of the Galerkin approximation converges in mean square to the strong solution of the stochastic 3D LANS-α model. Moreover, we also investigate the stability of solutions. In particular, we prove that under some conditions on the forcing terms, the strong solution converges exponentially in the mean square and almost surely exponentially to the stationary solutions (see Theorem 3) . The proof follows the approach in [13, 14, 45] . This article is therefore a generalization of the papers [11, 13] to the case of nonGaussian Lévy noise.
The paper is structured as follows. In Section 2, we will recall some preliminaries on stochastic integral with respect to a compensated Poisson measure. In Section 3, we recall some results concerning the nonlinear term in (1) and state the first main results. In Section 4, we rewrite our problem as an abstract evolution problem. In Section 5, we introduce the Galerkin approximation of our problem and derive a priori estimates for its solution. Then we prove the existence and approximation of strong solution for the stochastic 3D LANS-α model. In the last section, we analyze the stability of stationary solutions.
Stochastic preliminaries
Let (Ω, F, P) be a complete probability space equipped with a filtration F = {F t } t∈[0,T ] satisfying the usual conditions. We denote by E the expectation with respect to P. Let (Z, Z, µ) be a measure space, where µ is a σ-finite measure. Let p = (p(t), t ∈ D(p)) be a stationary F t -Poisson point process on Z with characteristic measure µ, where D(p) is a countable subset of [0, ∞) (see [30, 53] for the details on Poisson point processes). Denote by N (dt, dz) the Poisson counting measure associated with p and N (dt, dz) := N (dt, dz) − µ(dz)dt be the compensated Poisson measure associated to N (dt, dz). Let P be a predictable σ-field, i.e., the σ-field generated by left continuous and F-adapted real valued processes on [0, T ] × Ω. We shall denote by BF the σ-field of the progressively measurable
Consider a real separable Hilbert space E. Let M integrable local martingale and for every stopping time τ ≤ T , we have
3 Some results about the nonlinear term and the first main results
Notations and properties of the nonlinear term
Following [11] , we recall some properties regarding the nonlinear term (u.∇)(u−α∆u)−α(∇u) * .∆u appearing in (1). We denote by (., .) and |.|, respectively, the scalar product and associated norm in (L 2 (D)) 3 . We consider the scalar product in (
where its associated norm . is, in fact, equivalent to the usual gradient norm. We denote by H the closure in (L 2 (D)) 3 of the set V = {v ∈ (D(D)) 3 : ∇v = 0 in D}, and by V the closure of V in (H 1 0 (D)) 3 . H is a Hilbert space equipped with the inner product of (L 2 (D)) 3 , and V is a Hilbert subspace of (H 1 0 (D)) 3 . Denote by A the Stokes operator, with domain
where P is the projection operator from (L 2 (D)) 3 onto H. Recall that ∂D is C 2 , |Aw| defines in D(A) a norm which is equivalent to the (H 2 (D)) 3 -norm, i.e. there exists a constant c 1 (D) > 0, depending only on D, such that
So, D(A) is a Hilbert space with respect to the scalar product
For u ∈ D(A) and v ∈ (L 2 (D)) 3 , we define (u.∇)v as the element of (H −1 (D)) 3 given by
Here ., . is the duality product between (H −1 (D)) 3 and (H 1 0 (D)) 3 (respectively between H −1 (D) and H 1 0 (D). There exists a constant c 2 (D) > 0 depending only on D, such that
It follows that there exists a constant c 3 (D) > 0, depending only on D, such that
We have the following result (see [11] )
Consider now the bilinear form defined by
and consequently
Moreover, there exists a constant c(D) > 0, depending only on D such that
In particular,
The first main results
We assume that
Furthermore suppose that F and σ satisfy the following assumptions P-a.s.:
Finally, we assume that u 0 ∈ L 2 (Ω, F 0 , P; V ). Now, we are going to define a solution of our problem (1)
2) the following equality holds P-a.s.:
Remark 2. Equation (21) is derived from (1) by multiplying the first equation in (1) by w ∈ D(A), taking into account the definition of the scalar product ((., .)), the expression of b # and the equality (11).
Our first main results are the following. 
2) Moreover, associated to the variational solution u, there exists a unique p ∈ L 2 (Ω, F t , P; H −1 (0, t; H −1 (D))), for all t ∈ [0, T ], such that P-a.s.
Theorem 2. Suppose that the hypotheses of Theorem 1 hold. Let (u n ) n∈N the unique solution of the Galerkin approximation of problem (1) (see (28) below) and u the unique solution of problem (1) . We have the following convergence results: (2)-Note that if a process u(t), t ∈ [0, T ] is adapted and càdlàg, then the left-limit process u(t−) is left continuous and adapted . Hence the process u(t−), t ∈ [0, T ] is predictable. In such case, Definition 1 is reasonable since the integrand in the stochastic integral is predictable.
Abstract formulation of the problem
Following [11] , we are going to rewrite our model as an abstract problem. We identify V with its topological dual V and we consider D(A) as a subspace of V . We then have the Gelfand triple
Recall that the scalar product in V is ((u, v)) = (u, v) + α(∇u, ∇v) and its associated norm is denoted by . .
We denote by ., . the duality product between D(A) and D(A). Define the operator A by
and, if we denote by µ k and w k , k ≥ 1, the eigenvalues and their corresponding eigenvectors associated to A, then
Taking α = 2να, we have (see the details of the proof in [13] )
There exists a orthonormal basis {v k , k ≥ 1} ⊂ D(A) of V and an increasing sequence
where
Then it is straightforward to check that if we take
then we obtain
Let I denote the identity operator in H, and define σ(t, u, z) as
. See the proof in [13] . Consequently, taking
In the sequel, we denote
Consequently, in this abstract framework, a variational solution of problem (1) is equivalently a stochastic process u which is càdlàg and adapted to the filtration F such that
and such that the equation
We then state an equivalent formulation of problem (1).
the following equality holds in D(A) , P-a.s.
for all t ∈ [0, T ].
Proof of Theorem 1 and Theorem 2
Before starting the proof of our main results, we state the following version of the Gronwall Lemma whose proof can be found in [15] . Lemma 1. Let X, Y , I and Φ be non-negative processes and Z be a non-negative integrable random variable. Assume that I is non-decreasing and that there exist non-negative constants C,α, β, γ, δ and T satisfying firstly
and secondly for all t ∈ [0, T ], there exists a constant C > 0, such that
Proof of Theorem 1
The proof of Theorem 1 uses the Galerkin approximation. Using the results from [1] , we prove the existence, uniqueness and certain uniform estimates for the sequence (u n ) n of the approximation. Then, as in [10, 11] , we use the properties of stopping times and some basic convergence principles from functional analysis to prove the existence of the solution. We will split the proof into seven steps.
Step1: Construction of an approximating sequence We take the orthonormal basis (23) . For each integer n ≥ 1, we denote by H n the vector space spanned by {v 1 , ..., v n } and Π n the projection of
The restriction of Π n on V is the orthogonal projection of V onto H n . We consider the finite dimensional problem on H n given by
Using the result in [1] , Theorem 3.1, the system (28) has a unique adapted H n -valued càdlàg local strong solution u n since G is locally Lipschitz and σ n := Π n σ is globally Lipschitz. The estimates below extend the solution to any time interval [0, T ].
Step 2: A priori estimates for the approximating sequence The proposition below gives some estimates of the sequence (u n ) n∈N .
Proposition 4.
Let the assumptions be as in Theorem 1. Then there exists positive constants C and C such that,
3) sup
Proof. By Itô's formula ( [30] ) and property (b1) of B, we obtain for all t ∈ [0, T ],
Using relation (a2), condition (c3) and the fact that x 2 − y 2 + x − y 2 = 2((x − y, x)) for x, y ∈ V , we rewrite (32) as follows
We proceed as done in [15] and use Lemma 1. Therefore, we set for t ∈ [0, T ]
We will handle the two summands in I(t) separately. Let us denote
Since V n (t) is a local martingale, so one can always choose an increasing sequence of stopping times {τ N n } N such that τ N n → ∞ as N → ∞ and V n (t ∧ .) is a martingale. Hence, on the basis of Fatou's Lemma, it's enough to assume that V n (t) is a martingale. By applying first the Burkholder-Davis-Gundy's inequality (see [30] ), condition (d3), then the Hölder's inequality, and finally the Young's inequality, we get
where > 0. Next, we will deal with the second term in I(t). Taking into account that the process
has only positive jumps, we obtain
where we also used condition (d3). By combining the last two inequalities, it follows that for t ∈ [0, T ],
Thus the processes X, Y and I satisfy the conditions of Lemma 1. Hence there exists a constant
that is
which completes the proof of 1) . By Applying the finite dimensional Itô's formula (see [30] ) to the function .
2p
V , for p = 2 and the process u n , we obtain
Again using the properties (b1) of B, the coercivity (a2) of A and condition (c3), we obtain
Taking the supremum over [0, t] on both sides of the above equality yields
Applying the Burkholder-Davis-Gundy's inequality, condition (d3), Young's inequality and the inequality |x| 2p−2 ≤ 1 + |x| 2p , for p ≥ 2, we obtain
By virtue of the Taylor formula, we have
Combining (34) and conditions (d3)-(d4), we find
Therefore, for I 1 (t) + I 2 (t), we have
Now, if we put in Lemma 1,
and choose sufficiently small, we get
The constant C depends on p, K 0 , K, L 0 but is independent of n. This completes the proof of 2). It remains to prove 3). Taking the square on both sides of (33), we have
We are going to estimate the expectation of the last two terms on the right-hand side of (35) . By Burkholder-Davis-Gundy's inequality, condition (d3), Young's inequality, and finally (30) we
On the other hand, using (7), condition (d4) and (30) we have
Taking expectation in (35) and using the estimates (36), (37), we obtain
which ends the proof of Proposition 4.
Step 3: Passage to the limit in the finite dimensional equations Proposition 5. There exists a subsequence of {u n , n ∈ N}(still denoted by the same symbol) and random processes
and weakly star in
Moreover u is an V-valued càdlàg and F-adapted process and for every t ∈ [0, T ], we have
Proof. From Proposition 4, we have
We can then find a function
such that the assertions 1) and 2) hold. From relation (b2) on B and Proposition 4, we have
The existence of Φ in claim 4) follows from the inequality
To prove claim 5), we observe that
Therefore, there exists an element G ∈ M 2 T (P ⊗ Z, dt × P × µ; V ) such that claim 5) holds. Define a D(A) -valued process X by
From the convergence results (38)- (43) , it is easy to see that X is a D(A) -valued modification of the V -valued process u ∈ L 2 ([0, T ] × Ω; dt × P; D(A)) and X(T ) = u(T ), P-a.s.. It then follows from [25] that u is an V -valued càdlàg (F t ) t∈[0,T ] -adapted process, that is u ∈ D([0, T ]; V ) and satisfies P-a.s.
for all t ∈ [0, T ]. This ends the proof of Proposition 5.
In the fourth step, we will show that
and G(s, z) = σ(s, u(s−), z), dt × P × µ − a.e..
Step4: To prove that B(t) = B(u(t), u(t)), Φ(t) = F (t, u(t)) and G(t, z) = σ(t, u(t−), z).
We follow the approach in [10, 11] . For each n ≥ 1, denote
where Π n ∈ L(V, V n ) is the orthogonal projection of V onto H n . From the properties of Π n , we have
From the property (a2) of A, we also have
By the Lebesgue dominated convergence theorem, it follows that
We then have
To achieve our goal in Step 4, it suffices to prove that the sequence (u n ) n converges to u up to a stopping time. It is the object of the following lemma.
For any integer M ≥ 1, consider the sequence of stopping times {τ M , M ≥ 1} defined by
We have τ M → T, a.s..
Lemma 2. one has
Proof. Using the strong convergence results (48) , it suffices to prove that
The process u n − Π n u satisfies
with n 1 and n 2 are positive constants to be fixed later. Applying Itô's formula to the process ρ(t) u n (t) − Π n u(t) 2 , we obtain
Now, observe that from the properties (b1), (b3) of B, and relation (45), we have for
Also from the property (c2) of F
On the other hand,
and from the properties of σ, we have
Taking the expectation in (51) with the estimates (52)- (55), we arrive at
where property (a2) of A has been used. The expectation of the stochastic integral with respect to the compensated Poisson measure vanishes.
Taking
F + L σ ), we rewrite (56) as follows
From (48), we have
On the other hand
From (52) and (48), we have
as n → ∞. Moreover, we have
and
Also, from relations (b2), (44) and (45), we have
Therefore, by Lebesgue dominated convergence and (61), we obtain
Now, combining (58)- (65) and (57), we obtain
As the sequence {τ M ; M ≥ 1} is converging to T , we obtain from (68) that
Also, observe that (48) and (67) imply
which ends the proof of Lemma 2.
We are now ready to finish Step 4. Indeed for any
Therefore, by (69)
Taking into account (41) , it follows from (71) that
We can also prove that
Consequently u is a solution of (27).
Step 5: Proof of the estimate (22) . The proof of the estimate (22) follows from the estimates (30) , (31) of Proposition 4 and the weak convergence
Step 6: Existence of the pressure. The proof follows the same line as in [11] . But we need to estimate the fourth order moment of the stochastic integral with respect to the compensated Poisson measure. This is achieved by using the result in ( [26] , Corollary 3.1, Remark 3.6 or [40] , Lemma 3.1) concerning the maximal inequality for stochastic integral with respect to the compensated Poisson measure. By (9) , (10), as u ∈ L 4 (Ω; L 2 (0, T ; D(A))) and is F t -progressively measurable , then
) and is F t -progressively measurable, then it follows that
For the stochastic integral, using the result in ( [26] , Corollary 3.1, Remark 3.6 or [40] , Lemma 3.1), we have the estimate
Arguing as in [36] , Remark 4.3, one can prove the existence and uniqueness of the pressure p.
Step 7: Uniqueness. Let u 1 and u 2 be two solutions of problem (1) . Letū = u 1 − u 2 . Let η to be fixed later and define
Applying Itô's formula to the real process π(t) ū(t) 2 , we have
Using relation (a2), conditions (b1), (b3), (c2) and (75), we obtain
By Young's inequality, we have
Taking the expectation in (76) and taking into account of (77), condition (d2), we arrive at
Choosing η = 2c 2 1 α , we rewrite (78) as follows
The Gronwall's lemma yields
This completes the proof of the uniqueness and ends the proof of Theorem 1.
Proof of Theorem 2
The proof of Theorem 2 uses the following result ( see [10] ).
Lemma 3. Let {Q n ; n ≥ 1} ⊂ L 2 (0, T ; R) be a sequence of real processes and let {σ M ; M ≥ 1} be a sequence of
Proof. Apply Lemma 3 to
and σ M = τ M . Using the estimates (22), (31) , the convergence (69) and the uniqueness of u, we conclude that the whole sequence (u n ) n of the Galerkin approximation (28) 
Using the estimates (22) , (30) , the convergence (66) and the uniqueness of u , we deduce that the whole sequence (u n ) n of the Galerkin approximation (28) satisfies
for all t ∈ [0, T ], which ends the proof of Theorem 2.
Exponential stability of solutions
In this section, we analyse the stability properties of the stationary solutions to problem (1) . For this reason, we suppose that F (t, v) = F (v) is independent of ω and t. We associate to (26) the deterministic equation
Definition 3. An element u * ∈ D(A) is said to be a stationary solution of (79) if
In [13] , we have the following result concerning the existence and uniqueness of the stationary solution of (79). Now, we study the stability of the stationary solutions. In particular, we prove that any solution of problem (1) converges to the stationary solution u * exponentially in the mean square and almost surely exponentially (see the definition in [14, 50] ). It is third result of this paper and generalizes the result in ( [13] , Theorem 3.3) to the case of non-Gaussian Lévy noise.
Theorem 3. Let u * ∈ D(A) be a stationary solution of (79). We assume that σ satisfies for a.e.
for all u, v ∈ V , where ζ > 0 is a constant and γ(t), δ(t) are nonnegative integrable functions such that there exist real numbers ρ > 0,
Also suppose that
Then, 1) any solution u(t) of problem (1) converges to u * exponentially in the mean square. More precisely, there exists real numbers η ∈ (0, ρ),
2) any solution u(t) of problem (1) converges to the stationary solution u * almost surely exponentially.
Proof. 1) Let u(t) be a solution of problem (1). Since α > 2c 1 u * + 2L Applying the Itô's formula to the processes u(t) − u * 2 and e ηt u(t) − u * 2 , we have 
Using the fact that 
We also know that u * satisfies 
where the Young's inequality has been used and η 2 is a positive constant. Taking 
where we have used the condition (81), relation (a2), relations (b1), (b2) of B and condition (c2) of F . Now, using (93), it follows that
Since γ(t) ≤ M γ e −ρt , δ(t) ≤ M δ e −ρt , η ∈ (0, ρ), M γ ≥ 1, M δ ≥ 1, we deduce from (84), that there exists
and the proof of 2) follows from the Borel-Cantelli lemma as in [14] . This ends the proof of Theorem 3.
