Abstract. We derive optimal estimates for the Bergman kernel and the Bergman metric for certain model domains in C 2 near boundary points that are of infinite type. Being unbounded models, these domains obey certain geometric constraints -some of them necessary for a nontrivial Bergman space. However, these are mild constraints: unlike most earlier works on this subject, we are able to make estimates for non-convex pseudoconvex models as well. In fact, the domains we can analyse range from being mildly infinite-type to very flat at infinite-type boundary points.
Introduction
Let Ω ⊂ C 2 be a pseudoconvex domain (not necessarily bounded) having a C ∞ -smooth boundary. Let p ∈ ∂Ω be a point of infinite type: i.e., for each N ∈ Z + , there exists a germ of a 1-dimensional complex-analytic variety through p whose order of contact with ∂Ω at p is at least N . If ∂Ω is not Levi-flat around p, then there exist local holomorphic coordinates (z, w; U p ) centered at p such that Ω ∩ U p = {(z, w) ∈ U p : Imw > F (z) + R(z, Rew)},
where F is a smooth, subharmonic, non-harmonic function defined in a neighbourhood of z = 0 that vanishes to infinite order at z = 0; R(· , 0) ≡ 0; and R is O(|z||Rew|, |Rew| 2 ). Given the infinite order of vanishing of F at z = 0, many of the insights and techniques for estimating the growth the Bergman kernel and its partial derivatives -evaluated on the diagonal -as one approaches a finite-type boundary point are no longer helpful. One of the insights alluded to can be useful (about which we shall touch upon briefly) if the function F introduced in (1.1) is the restriction of a global subharmonic, non-harmonic function. Such a function gives us a model pseudoconvex domain Ω F := {(z, w) ∈ C 2 : Imw > F (z)}, (1.2) which approximates ∂Ω to infinite order along the complex-tangential directions at p. This paper studies the growth the Bergman kernel (evaluated on the diagonal) and the Bergman metric on Ω F as one approaches (0, 0) ∈ C 2 , with certain reasonable conditions on F so that:
• the Bergman space for Ω F -which we denote by A 2 (Ω F ) := L 2 (Ω F , C) ∩ O(Ω F ) -is non-trivial; and • the problem just described is tractable despite the difficulties arising from F vanishing to infinite order at z = 0.
The model domains defined by (1.2) are reminiscent the domains studied in [2] but, in fact, we shall study a much wider class of model domains than those introduced in [2] . To elaborate: the domains studied in the latter paper satisfied a condition ( * ) -refer to [2, page 2] -which involved a technical inequality that turns out to be unnecessary. Instead, this inequality is replaced by a much milder condition (whose relevance we shall discuss presently). Specifically, for the domains Ω F that we shall sudy, F will satisfy the following condition: (•) F is a radial function, i.e. F (z) = F (|z|) ∀z ∈ C, and lim r→∞ F (r) = +∞.
While the condition (•) limits the sorts of domains of the form (1.2) that we wish to study, there are two reasons for restricting our attention to the case where F is radial:
(1) A recurring technique for obtaining the kind of estimates that we seek is the use of scaling: information on, say, the Bergman kernel at the unit scale is classical, while an understanding of K Ω (z, w) as Ω ∋ (z, w) → (0, 0) (where (0, 0) ∈ ∂Ω) is obtained by rescaling appropriately to unit scale. Understanding what is "appropriate" works well if (0, 0) is of finite type: see, for instance, [5] by Diederich et al. , [14] and [15] by Nagel et al., [13] by McNeal. These methods do not seem to yield optimal estimates, even just for model domains of the form (1.2), if the function F vanishes to infinite order at z = 0 and F behaves differently along different real directions in C. The work of Kim-Lee [8] -who examine a class of convex domains that form a proper subclass of the class of domains we shall study -suggests strongly that our problem is more tractable if F is radial. (2) Once we assume that F is radial and ∂Ω F is not Levi-flat, it follows that F (z) > 0 ∀z ∈ C \ {0}: see part (a) of Theorem 1.2 below. Then (provided one has a localisation theorem for the Bergman kernel for Ω F ) the arguments of Boas et al. in [3] imply that information on the growth of the Bergman kernel or the Bergman metric for Ω F yields analogous information for Ω as one approaches p through Ω∩U p , where U p is as introduced by (1.1) and the pair (Ω, p) satisfies the assumptions stated prior to (1.2).
The function K Ω introduced above is defined as follows: if, for a domain Ω ⊂ C 2 , B Ω : Ω×Ω −→ C denotes the Bergman kernel for Ω, then K Ω (z, w) := B Ω (z, w), (z, w) . We will abbreviate
As for the condition lim r→∞ F (r) = +∞: it is not hard to see that this is a necessary condition for A 2 (Ω F ) to be non-trivial (see Section 3). I.e., the latter is the minimal condition that we must impose. What enables us to so significantly weaken the condition ( * ) in [2, page 2] to (•) above, and yet expect non-trivial results, is a localisation principle for the Bergman kernel and the Bergman metric by Chen et al. [4] : see Section 3 for details. Do we, after these clarification, have all the ingredients that will translate into optimal estimates; estimates on, say, K F (z, w) from below, in particular? We must clarify what is meant by "optimal". To do so, we summarise some of the content of of our theorems: (i) We shall derive upper bounds on K F and on the Bergman metric for Ω F that hold in a family of approach regions for (0, 0) ∈ ∂Ω F comprising regions with arbitrarily high orders of contact with ∂Ω F at (0, 0), our bounds being independent of the approach region. (ii) We shall show that the bounds mentioned in (i) are optimal in the following sense: there exists an Ω F -open neighbourhood ω of (0, 0) such that the expression that bounds K F from above also serves -modulo a constant multiple -as a lower bound and holds true on ω ∩ Ω F . The expression that bounds the Bergman metric for Ω F from above serves also as a lower bound in an analogous sense -on the approach regions mentioned.
It is well known that, even if F is radial, K F (z, w) (z, w) −2 is the best that one expects (for non-tangential approach) without any additional information on F . For instance: with the additional information that (0, 0) ∈ ∂Ω F is of finite type, we get optimal estimates because, in this case, we can find constants C, r > 0, and M ∈ Z + such that
Here, we can make precise estimates by exploiting the simplicity of the prototypal function z −→ |z| 2M . Unfortunately, when F vanishes to infinite order at 0, there is no obvious notion of a prototype for F . However, we do have enough control to obtain optimal estimates if the infinite-type F satisfies the condition (1.3) spelt out below. The condition (1.3) is motivated by the fact that it encompasses a very large class of domains, ranging from the "mildly infinitetype" to the very flat at (0, 0): see the examples in Section 2. To state this condition, we need the following: Definition 1.
1. An increasing function g : [0, R] −→ R is said to satisfy a doubling condition if g(0) = 0 and there exists a constant α > 1 such that
We shall also need the following notation. Let f : [0, ∞) −→ R be a strictly increasing function and let f (0) = 0. We define the function Λ f as
With these words, we can present our first theorem. 
Assume that F satisfies the following condition: there exist constants C, R > 0, and a strictly increasing function χ ∈ C([0, R]; R) that satisfies a doubling condition, such that
(1.3)
Then:
(b) There exists a constant C 1 > 0 and, for each α > 0 and N ∈ Z + , there exists a constant r(α, N ) > 0 such that
where A α, N denotes the approach region
(c) Furthermore, there exists a constant r 0 > 0 (independent of all the parameters above) such that lower bound in (1.4) holds for all (z, w) ∈ Ω F ∩ {(z, w) : Imw < r 0 }.
A further piece of notation: we shall abbreviate ds 2 Ω F (p; ξ, ξ) -i.e., the Bergman metric for Ω F at (p, ξ) (which gives the square of the Bergman norm of ξ ∈ T 1,0
p Ω F -as ds 2 F (p; ξ). Our next theorem provides estimates for the Bergman metric of Ω F as one approaches (0, 0) ∈ Ω F . The statements (i) and (ii) above summarise the nature of our estimates.
there exists a constant C 2 > 0 and, for each α > 0 and N ∈ Z + , there exists a constant τ (α, N ) > 0 such that
We emphasise: what makes estimates with the features summarised by (i) and (ii) above in the infinite-type case -even with the simplifying assumption (•) -challenging is that there is no obvious prototype that describes the behaviour of the function F at 0 ∈ C. In the finite-type case, the "right" prototype for the F in (1.1) (and how this prototype changes as the point p varies) is dictated by Taylor's theorem: this is the basis of the very diverse estimates derived in the papers cited above. In contrast, due to the challenge just mentioned, there are very few works in the infinite-type case: see, for instance, [8, 2, 12] . The set-up in [8, 2] is the closest to that of Theorems 1.2 and 1.3. We have already discussed some of the ways in which the latter theorems improve upon the result in [2] . In addition: the doubling condition behind the inequality (1.3) is simpler and more general than the control on Λ f required in [2] . In [8] , the domains Ω F are required to satisfy the following conditions (with f , as in Theorem
• f ′′ (x) > 0 ∀x > 0; and • Λ f extends smoothly to x = 0 and vanishes to finite order at 0. The second condition does not allow Kim-Lee to study in [8] such Ω F that are either "mildly infinite-type" or very flat at (0, 0). However, the conditions spelt out in Theorem 1.2 do allow us -as alluded to above -to analyse model domains of the latter kind: an assertion that will become clearer through the examples presented in Section 2.
Let us recall what is meant by vanishing to infinite order at 0. In the context of the domains Ω F , we mean that the function f is of class C ∞ ([0, ∞)), and f (n) (0) = 0, lim n→0 + f (x)/x n = 0 for every n ∈ N.
A few analytic and geometric preliminaries are needed before the proofs of our main theorems can be given. It might be helpful to get a sense of the key ideas of our proof. A discussion of our method, plus the role of the localisation principle in [4] mentioned above, are presented in Section 3. Section 4 is devoted to essential quantitative lemmas. The proofs of the main results will be presented in Sections 5 and 6.
Examples
This section is devoted to presenting examples of domains of the form Ω F that satisfy the conditions of Theorems 1.2 and 1.3. These examples are such that the point (0, 0) ∈ ∂Ω F is a point of infinite type, but ∂Ω F will -as we shall see -be flat to varying degrees in these examples. In particular, these examples will illustrate the phrases "mildly infinite-type" and "very flat" used above in regard to the infinite-type point (0, 0) ∈ ∂Ω F .
Let F and f be as in Theorem 1.2. Since F is assumed to be radial and subharmonic, it is useful to recall the expression for the Laplacian on C in polar coordinates:
where we write z = re iθ . In view of the assumption F (re iθ ) = f (r) ∀r > 0 and ∀θ ∈ R, we immediately have the following:
then F is subharmonic on C.
Our first example features the familiar functions f (x) = e −1/x p , x > 0 (where p > 0), which vanish to infinite order at x = 0. (a) Fixing a constant p > 0,
is of class C ∞ and strictly increasing, the function
is subharmonic on C, and lim x→∞ f (x) = +∞. We shall soon see why it is possible to satisfy all of the conditions listed in (b). But first: notice that if p ∈ Z + , then Λ f does not extend smoothly to x = 0 -which places Example 2.1 outside the realm considered by Kim-Lee in [8] . We shall see that the conditions of Theorems 1.2 and 1.3 are satisfied for p arbitrarily close to 0. With f as above, when p ≪ 1 we say that ∂Ω F is mildly infinite-type at (0, 0).
Let us write φ p (x) := e −1/x p ∀x ∈ (0, 1).
We compute:
It is well-known (we shall skip calculating further higher-order derivatives) that φ p extends to [0, 1) to belong to C ∞ ([0, 1)) and vanishes to infinite order at 0. In view of (2.1) and the Fact stated above, we conclude that the function Φ p (z) := φ p (|z|) is subharmonic on the open unit disc.
It is easy to extend φ p | (0,1/2] to a C ∞ function on (0, ∞) by matching the n-th derivative at 1/2, of some smooth function on [1/2, ∞), with φ p (n) (1/2), n ∈ N. If we call this extension f and let F be as given by (b), then, as △Φ p is strictly positive on the circle {z ∈ C : |z| = 1/2} (see (2.1) above), we can also arrange for △F > 0 on {z ∈ C : |z| ≥ 1/2} and, indeed, for f to have all the properties stated in (b) above.
To complete the discussion of Example 2.1, we must show that Λ f satisfies the condition (1.3) for a suitable function χ.
Thus we can just take χ = Λ f | [0,1/2] , using which the condition (1.3) is satisfied. Hence, Ω F satisfies the conditions of Theorems 1.2 and 1.3. ◭ Our next example is an illustration of a domain Ω F where ∂Ω F may be described to be extremely flat at (0, 0). There are some commonalities in the methods used in [8] and in this paper, which we shall elaborate on in Section 3. However, the key difference between the two approaches is that Kim-Lee rely on scaling methods in [8] to complete their proofs. Although we seek slightly different conclusions from those in [8] , if we were to rely on scaling methods, then we would need a non-trivial Taylor approximation of Λ f (x) around x = 0 -exactly as is the case in [8] . This is simply not available for the Λ f in Example 2.2 ! However, the methods used in this paper are able to glean optimal estimates for such an example. We will use ψ as the abbreviation for the following function:
Now consider the function f : [0, ∞) −→ [0, ∞) described by the following conditions: (a ′ ) With ψ as above,
is subharmonic on C, and lim x→∞ f (x) = +∞. As in the discussion of Example 2.1, let us write
We shall omit the essentially elementary calculations showing that φ extends to [0, 1) to belong to C ∞ ([0, 1)) and vanishes to infinite order at 0. Just to indicate the calculations needed: the last statement follows from the Faá di Bruno formula for the higher derivatives of the composition of two univariate functions (see [10, Chapter 1] , for instance) and the fact that
for every n ∈ Z + . However, it is useful to calculate couple of derivatives:
By (2.2) and the Fact above, we deduce that Φ(z) := φ(|z|) (with Φ(0) := 0) is subharmonic on the open unit disc. By arguments analogous to those for Example 2.1, it is easy to extend φ| (0,1/2] to a C ∞ function f defined on (0, ∞) so that f has all the properties listed in (b ′ ).
To complete the discussion of Example 2.2, we must show that Λ f satisfies the condition (1.3) for a suitable function χ.
Then, whenever 0 < αx ≤ 1/2, we have
which implies that 2ψ(x) ≤ ψ(αx) whenever 0 < αx ≤ 1/2. Thus, if we just take 
Preliminaries
This section is devoted to introducing the key ideas underlying the proofs in this paper. To this end, we begin by introducing some of the notation that we shall frequently use.
3.1. Common notations. We fix the following notation.
(1) D will denote the open unit disc in C with centre at 0, while D(a, r) will denote the open disc in C with radius r > 0 and centre a. (2) For ξ ∈ C 2 (or, in general, in C n ), ξ will denote the Euclidean norm. Given points z, w ∈ C n , we shall commit a mild abuse of notation by not distinguishing between points and tangent vectors, and denote the Euclidean distance between them as z − w .
. This identification will be in effect throughout this paper.
3.2.
On the lower bounds presented in Theorems 1.2 and 1.3. We now present an overview of how we shall derive the lower bounds given by Theorems 1.2 and 1.3, which are the non-trivial parts of these results. Implicit in both these theorems is the fact that the Bergman space A 2 (Ω F ) is non-trivial. This, and a lot else, follows from the following localisation result: 
This localisation result allows us to obtain lower bounds for the quantities of interest by finding lower bounds for the respective quantities associated to Ω F ∩ ∆, where ∆ is a wellchosen bidisc centered at (0, 0) ∈ ∂Ω F . We shall obtain the latter lower bounds by appealing to certain extremal problems -sometimes referred to as the Bergman-Fuchs formulas -that give the values of the Bergman kernel (evaluated on the diagonal), and of the Bergman metric, for bounded domains: see [1] by Bergman (also see [6] by Fuchs) .
In what follows, ∆ will denote a suitable bidisc centered at (0, 0) ∈ ∂Ω F . One of the Bergman-Fuchs formulas (stated for the domain Ω F ∩ ∆) is:
A related formula is known for ds 2 Ω F ∩∆ . To see this, we need the following auxiliary quantity
The Bergman-Fuchs formula for ds 2 Ω F ∩∆ is
These formulas play a role in [8] (which studies a problem similar to ours) as well. In [8] , Kim-Lee study the asymptotics of the Bergman kernel (evaluated on the diagonal), and of the Bergman metric, along special paths in Ω F that approach (0, 0) ∈ ∂Ω F . The asymptotics presented by them do not hold along all possible approach-paths: the paths considered in [8] are those that facilitate a scaling argument, wherein the reference points of each scaling travel along the approach-paths considered. The latter scaling argument -even when adapted to obtain the inequalities of our interest -relies on having a non-trivial Taylor approximation of Λ f (x) (where Λ f is as introduced in Section 1) around x = 0. We adopt a different technique, which enables us to avoid the latter constraint on the pair (F, f ). The technique we instead use -together with the Bergman-Fuchs formulas -for lower bounds is summarised as follows:
• Step 1: We choose a suitable bidisc ∆ centered at (0, 0) (determined by the parameter R in (1.3) ). To obtain a lower bound for K Ω F ∩∆ (z, s + it), we just need to find a suitable function
has an upper bound that induces the lower bound in (1.4).
• Step 2: The latter task reduces to estimating an integral over a region in R 4 whose boundaries are determined by the function f . The condition (1.3) is used to break up this region of integration into sub-domains on which the relevant integral is easier to estimate and admits the desired upper bound.
• Step 3:
In view of (3.4), we must to find a suitable function ϕ t belonging, this time, to the class ϕ ∈ A 2 (Ω F ∩ ∆) : ϕ(z, w) = 0 and ∂ z ϕ(z, w)ξ 1 + ∂ w ϕ(z, w)ξ 2 = 1 in order to deduce a lower bound for ds 2 Ω F ∩∆ (z, s+it; ξ). In view of (3.5), we need to obtain an upper bound of a specific form for ϕ t 2 L 2 (Ω F ∩∆) . A procedure analogous to that described in Step 2 applies in computing the latter upper bound. The final estimates hinted at by the above summary lead to the lower bounds that we wanti.e., for the domain Ω F -by the use of Result 3.1.
To conclude this section, we elaborate upon some comments made in Section 1 about the condition (•).
3.3.
Concerning the condition lim r→∞ F (r) = +∞. We claim that this is a necessary condition for A 2 (Ω F ) to be non-trivial. To this end, assume that F (r) → +∞ as r → ∞ and that there exists a function φ ∈ A 2 (Ω F ) such that φ ≡ 0. Recall, f is as in the statement of Theorem 1.2. We leave it to the reader to check -by examining the proof of part (a) of Theorem 1.2 -that pseudoconvexity of Ω F implies that f is monotone increasing. Thus, as F (r) → +∞ as r → ∞, there exists a number α > 0 such that
Write Φ := φ| H ; by assumption, Φ is a non-constant function in A 2 (H). In particular
Thus, by Tonelli's theorem (and the identity principle) there exists a w 0 ∈ C with Im(w 0 ) > α such that Φ(·, w 0 ) ≡ 0 and Φ(·, w 0 ) ∈ A 2 (C). But the latter is impossible, whence our assumption about F must be false.
Technical lemmas
We now present a couple of lemmas that play a supporting role in the proofs of Theorems 1.2 and 1.3.
We first introduce a term that we will use in our proofs. Recall, from Definition 1.1, the notion of an increasing function g : [0, R] −→ R satisfying a doubling condition. The constant α > 1 given in Definition 1.1 is called a doubling constant of g. f . There exist constants T, C ′ > 0 such that
Proof. Let χ : [0, R] −→ R and C > 0 be as in the statement of Theorem 1.2. Let us define:
By hypothesis, 
where τ (β) := g a/α ⌈log 2 (β)⌉ . To see this, observe that, by the doubling condition:
, in the last inequality to get
from which the claim follows.
From (4.1), we get:
Note that
Combining this with the last inequality, we have
Since χ, by hypothesis, satisfies a doubling condition with doubling constant α > 1, we can apply our claim above to the difference κ 1 (2C 2 ·) − κ 1 in (4.2). We must take g = Cχ and β = 2C 2 in this claim. This gives us, writing
the inequalities:
Here, the second inequality is a consequence of (4.1). Finally, since
f , the conclusion of this lemma follows from (4.3).
The aim of our next lemma is to estimate the norms of certain functions in A 2 (Ω F ∩ ∆), where ∆ is an appropriately chosen bidisc, from which we shall build candidates for such functions as can be used in the argument sketched in Steps 1-3 in Section 3. There exist constants C * , r 0 > 0 such that, for any n ∈ {0, 1}, α, t > 0, β > 1 and z ∈ C, if we write ψ(ζ, w; α, β, n, t, z) :
Proof. Let us write w = u + iv and abbreviate ψ(· ; α, β, n, t, z) as ψ. We leave it to the reader to verify that we can apply Fubini's theorem wherever necessary in the following computation:
where C > 0 is a universal constant.
In the remainder of this argument, B > 0 will denote a constant whose value is independent of the variables involved, whose actual value is not of interest, and which may change from line to line. For any y > 0, set
f . By definition, we get
We now break up the interval of integration of the integral in (4.5). For simplicity of notation, we shall initially consider all t such that 0 < t < f (a) 2 , to get:
(4.7)
In the above calculation, the third inequality follows from the fact that, by definition, a ≤ 1, while the estimate for the middle integral draws upon (4.6).
We shall now apply Lemma 4.1 to the expression in brackets in (4.7). Let T > 0 and C ′ > 0 be defined as given by that lemma. At this stage, let us fix t to be in (0, min{f (a) 2 , e −1/T }). By Lemma 4.1 and (4.7):
By the hypothesis that f (x) vanishes to infinite order at x = 0, it follows that for any powers p, q > 0,
Thus, there is a constant c > 0 such that
Set r 0 := min{f (a) 2 , e −1/T , c}. Then, from the above inequality, (4.8) and (4.5), we get
2n+2 ∀t ∈ (0, r 0 ) and n = 0, 1.
Recall that if (z, it) ∈ Ω F , then t > F (z) = f (|z|). From this and the previous inequality (we set C * := C · B), the lemma follows.
The proof of Theorem 1.2
The proof of part (a) is, essentially, the proof of [2, Lemma 3.1]. We reproduce it here with the aim of providing, for clarity, a few details that were tacit in [2] . Suppose there exist r 1 < r 2 , r 1 , r 2 ∈ [0, ∞), such that f (r 1 ) ≥ f (r 2 ). As f is continuous, f | [0,r 2 ] attains its maximum in [0, r 2 ] but, owing to our assumption, there exists a point r * ∈ [0, r 2 ) such that
Then, as F is a radial function,
Since F is subharmonic, the Maximum Principle implies that F | D(0,r 2 ) ≡ 0. But this means that the portion ∂Ω F in D(0, r 2 ) × D(0, r 2 ) is Levi-flat, which is a contradiction. Hence f is strictly increasing. Fix α > 0 and N ∈ Z + . We shall first find a constant r(α, N ) > 0 such that the upper bound in (1.4) holds on A α, N ∩ {(z, w) : Imw < r(α, N )}. By part (a), f −1 is well-defined. Then, with G f as in Lemma 4.1, we have the expression
(which we have tacitly used in the proof of Lemma 4.2). Let ρ > 0 be so small that
Let C ′ and T be as given by Lemma 4.1. By this lemma -shrinking ρ > 0 if necessary so that 1/ log(1/t) ∈ (0, T ) whenever t ∈ (0, ρ) -we get
Write c := (C ′ + 1) −1 . Since f (x) vanishes to infinite order at x = 0, there exists a constant r(α, N ) > 0 such that r(α, N ) ≤ ρ and
From (5.2) and (5.3), we see that
whence the bidisc
Observe that that translations T s : (z, w) −→ (z, s + w), s ∈ R, are all automorphisms of Ω F . Thus, by the transformation rule for the Bergman kernel, and by monotonicity, we get
The last equality follows from the fact that △(z, t) is a Reinhardt domain centered at (z, t). Hence, we have found a C 1 > 0, which is independent of the choice of α and N , such that
(here C 1 = 16/c 2 π 2 ), which establishes one portion of part (b).
We shall now deduce the desired lower bound. Set a := min{f −1 (1), 1}. In the remainder of this proof, ∆ will denote the bidisc D(0, a) × D. Once again, we draw upon the fact that the translations T s : (z, w) −→ (z, s + w), s ∈ R, are automorphisms of Ω F , whence:
The second inequality is a consequence of Result 3.1 applied to Ω F , taking U = ∆ and V = 1 2 ∆. The condition lim r→∞ F (r) = +∞, which is a part of the condition (•), enables the use of Result 3.1. Now, consider the functions
where t > 0. In the notation of Lemma 4.2, φ t = −4ψ(· ; 0, 2, 0, t, 1). Let r 0 > 0 be as given by Lemma 4.2. By construction, φ t (ζ, it) = 1 ∀t > 0. Thus, by the Bergman-Fuchs identity (3.3) and the estimate (4.4) applied to φ t ( = −4ψ(· ; 0, 2, 0, t, 1), as explained), we have
Lowering the value of r 0 , if necessary, we may assume that
∆ . Then, from (5.5), (5.6) and (5.7), we get Part (a) of Theorem 1.2 is relevant to this proof as well. It establishes that f is invertible. Also relevant is the argument in the second paragraph of the proof of Theorem 1.2. The conclusion of this argument is summarised by the following:
Fact. There exists a constant c > 0 and, for each α > 0 and N ∈ Z + , there exists a constant r(α, N ) > 0 such that whenever (z, it) ∈ A α, N ∩ {(z, w) : Imw < r(α, N )}, the bidisc
By an argument analogous to the one in the proof of Theorem 1.2 -involving the fact that T s : (z, w) −→ (z, s + w) is an automorphism of Ω F for any s ∈ R -we have
From this, from the Fact stated above, and by the monotonicity property of the Bergman metric, we get
Hence, we have found a C 2 > 0, which is independent of the choice of α and N , such that
which establishes one half of the estimate (1.5).
We shall now deduce the desired lower bound. As in the proof of Theorem 1.2, we set a := min{f −1 (1), 1} and ∆ := D(0, a) × D. Also, for reasons analogous to those in the proof of Theorem 1.2 (or in the previous paragraph), we have:
The second inequality follows from Result 3.1 applied to Ω F , taking U = ∆ and V = 1 2 ∆ -the applicability of this result being, as before, due to the condition lim r→∞ F (r) = +∞. Now, fix a point (z, it) ∈ Ω F ∩ ∆, and let ξ ∈ C 2 \ {(0, 0)}. In view of (6.3), we need to find a lower bound for ds 2 Ω F ∩∆ (z, it; ξ). This quest for a lower bound splits into two cases. In the argument below, B > 0 will denote a constant whose value is independent of the variables involved, whose actual value is not of interest, and which may change from line to line.
It is easy to check that φ t, ξ belongs to the set occurring on the right-hand side of the equation that defines J Ω F ∩∆ (z, it; ξ). Note that, in terms of the notation of Lemma 4.2, Let r 0 , C * > 0 be the constants given by Lemma 4.2. Let us now consider (z, it) ∈ Ω F ∩ ∆ such that 0 < t < r 0 . Then, in view of (6.4), Lemma 4.2 gives us
In view of (4.9) and the above estimate, we conclude that there is a constant B > 0 such that
provided 0 < t < r 0 . Therefore, by the definition of J Ω F ∩∆ (z, it; ξ) in (3.4), clearly
J Ω F ∩∆ (z, it; ξ) ≤ B |ξ 2 | 2 t where r(α, N ) is as given by the Fact stated at the beginning of this proof. Now, the latter parameter is precisely the one provided by the proof of Theorem 1.2 and which is introduced just before the estimate (1.4). Therefore, we have, by (1.4):
≥ (1/C 1 )t 2 f −1 (t) 2 ∀(z, it) ∈ A α, N ∩ {(z, w) : Imw < r(α, N )}.
From the latter inequality, (6.5), the Bergman-Fuchs identity (3.5), and by monotonicity of the Bergman kernel, we get Case 2. ξ ∈ C 2 \ {(0, 0)} such that ξ 1 = 0. Consider the function ϕ z, t, ξ (ζ, w) := − 4(ζ − z)t 2 ξ 1 (w + it) 2 ∀(ζ, w) ∈ Ω F ∩ ∆. It is easy to verify that ϕ z, t, ξ belongs to the set occurring on the right-hand side of the equation that defines J Ω F ∩∆ (z, it; ξ). In this case, in terms of the notation of Lemma 4.2, |ϕ z, t, ξ | 2 ≤ 32 |ξ 1 | 2 |ψ(· ; 0, 2, 1, t, 1)| 2 + 32 |ξ 1 | 2 |ψ(· ; 1, 2, 0, t, z)| 2 . (6.8)
As before, let us first restrict (z, it) to Ω F ∩ ∆ such that 0 < t < r 0 , where r 0 is as given by Lemma 4.2. Given (6.8), this lemma implies:
for some constant B > 0. Therefore, by the definition of J Ω F ∩∆ (z, it; ξ) in (3.4),
J Ω F ∩∆ (z, it; ξ) ≤ B |ξ 1 | 2 t To complete the proof, we first note that for each relevant (z, it), (6.7) and (6.10) give two different lower bounds for ds 2 Ω F ∩∆ (z, it; ·) on the set {ξ ∈ T This establishes the other half of the estimate (1.5). Raising the value of the constant C 2 > 0 introduced just prior to (6.1), if necessary, (1.5) now follows from (6.1) and (6.12). ✷
