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AF LABELED GRAPH C∗-ALGEBRAS
JA A JEONG†, EUN JI KANG†, AND SUN HO KIM‡
Abstract. It is known that a graph C∗-algebra C∗(E) is approximately finite
dimensional (AF) if and only if the graph E has no loops. In this paper we
consider the question of when a labeled graph C∗-algebra C∗(E,L,B) is AF. A
notion of loop in a labeled space (E,L,B) is defined when B is the smallest one
among the accommodating sets that are closed under relative complements and it
is proved that if a labeled graph C∗-algebra is AF, the labeled space has no loops.
A sufficient condition for a labeled space to be associated to AF algebra is also
given. For graph C∗-algebras C∗(E), this sufficient condition is also a necessary
one. Besides, we discuss other equivalent conditions for a graph C∗-algebra to
be AF in the setting of labeled graphs and prove that these conditions are not
always equivalent by invoking various examples.
1. Introduction
The class of graph C∗-algebras was introduced in [15, 16] as a generalization
of the Cuntz-Krieger algebras of finite {0, 1} matrices [6]. The main benefit of
working with graph algebras lies in the fact that many complex properties and
structures of graph C∗-algebras can be explained in terms of conditions of graphs
(see [2, 3, 13, 15, 16] among many others). For example, it is now well known [15]
that a directed graph E has no loops if and only if its graph C∗-algebra C∗(E) is
approximately finite dimensional (AF). Moreover the class contains all AF algebras
up to Morita equivalence [7].
Besides the graph C∗-algebras, there have been various generalizations of Cuntz-
Krieger algebras. The ultragraph algebras [17] and the Exel-Laca algebras [9] are
those generalizations which also include the C∗-algebras of row-finite graphs with
no sinks. In [14], conditions for an AF algebra to be realized as a graph C∗-algebra,
an Exel-Laca algebra, and an ultragraph algebra are given, and then in [8] it is
proved that if a higher-rank graph algebra C∗(Λ) is AF, the higher-rank graph Λ
does not have an appropriate analogue of loop. The higher-rank graph algebras are
of course another generalization of the Cuntz-Krieger algebras.
Recently a class of C∗-algebras C∗(E,L,B) associated with labeled graphs (E,L),
more explicitly labeled spaces (E,L,B), has been introduced in [4] to provide a com-
mon framework for working with some of the generalized Cuntz-Krieger algebras,
and studied in [1, 5, 11, 12]. We investigate in this paper the question of when a
labeled graph C∗-algebra C∗(E,L, E0) is AF, where (E,L, E0) is a labeled space
such that the accommodating set E0, consisting of certain vertex subsets, is the
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smallest one that is closed under relative complements. To explore the question, we
first find several conditions on a directed graph E that are equivalent to the exis-
tence of a loop in E (Proposition 3.1), and then extending one of these conditions
we define a notion of loop for a labeled space (Definition 3.2). Each of the other
equivalent conditions can also be restated in terms of labeled spaces, but it is not
clear whether all these conditions, (a)-(d) stated below, are still equivalent to each
other, especially to C∗(E,L, E0) being AF:
(a) For every finite set {A1, . . . , AN} of E0 and every K ≥ 1, there exists an
m0 ≥ 1 such that Ai1E
≤KAi2 · · ·E
≤KAin = ∅ for all n > m0 and Aij ∈
{A1, . . . , AN}.
(b) (E,L, E0) has no repeatable paths.
(c) C∗(E,L, E0) is an AF algebra.
(d) (E,L, E0) has no loops (in the sense of Definition 3.2).
In (a), Ai1E
≤KAi2 · · ·E
≤KAin denotes the set of all paths x = x1 · · · xn−1 consisting
of subpaths xk, from Aik to Aik+1 in E, with length |xk| ≤ K for 1 ≤ k ≤ n− 1. A
path α is repeatable if αn appears in the (labeled) graph for all n ≥ 1.
The conditions (a)-(d) above are all equivalent for graph C∗-algebras C∗(E) ∼=
C∗(E,Lid, E0) (Proposition 3.1) as already mentioned, where Lid is the trivial la-
beling. The purpose of this paper is to understand the relations of these conditions.
Both of the implications (a) ⇒ (b) and (b) ⇒ (d) are immediate, but it will turn
out in this paper that not all of them are equivalent. This shows an interesting
contrast between the labeled graph C∗-algebras and the usual graph C∗-algebras.
The main results obtained in the paper are as follows.
Theorem 1.1. (Theorem 4.2) Let (E,L) be a labeled graph. If C∗(E,L, E0) is an
AF algebra, the labeled space (E,L, E0) has no loops.
Theorem 1.2. (Theorem 4.8) Let (E,L, E0) be a labeled space such that for every
finite subset {A1, . . . , AN} of E0 and every K ≥ 1, there exists an m0 ≥ 1 for which
Ai1E
≤KAi2E
≤KAi3 · · ·E
≤KAin = ∅
for all n > m0 and 1 ≤ ij ≤ N . Then C
∗(E,L, E0) is an AF algebra.
Theorem 1.3. (Theorem 4.11) Let C∗(E,L, E0) = C∗(sa, pA) be the C
∗-algebra of
a labeled graph (E,L) with no sinks or sources. Let C∗(E,L, E0) have a repeatable
path α ∈ L∗(E). If pr(αm) does not belong to the ideal generated by a projection
pr(αm)\r(αm+1) for some m ≥ 1, C
∗(E,L, E0) is not AF.
Theorem 4.2 and Theorem 4.8 show that (c) ⇒ (d) and (a) ⇒ (c) hold true, re-
spectively, and Theorem 4.11 can be regarded as a partial result for (c) ⇒ (b). The
converse of Theorem 4.2 may not be true (Example 4.3(iii)); (d) ; (c), in gen-
eral. For other implications, we show in Example 4.9 that there is a labeled space
(E,L, E0) with no repeatable paths whose C∗-algebra C∗(E,L, E0) is not AF. For
this, we use the fact that the Morse sequence does not contain a block of the form
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ααα′ for a path α and its initial path α′; thus (b) ; (c), in general. Furthermore
the labeled space of Example 4.9 does not satisfy the condition (a); thus (b) ; (a).
To prove Theorem 4.2, we need a notion of exit of a loop in a labeled space. There
are, unlike in graph case, three possible types of exits of a loop (Definition 3.2). We
show in Proposition 3.5 that if (E,L, E0) has a loop α with an exit of any type,
its associated C∗-algebra C∗(E,L, E0) has an infinite projection, which extends
the same result for graph C∗-algebras [15]. After the proofs of our main results
are completed, we finally discuss relations between disagreeable labeled spaces and
labeled spaces satisfying some of the conditions (a)-(d) to make the conditions to
be understood more clearly.
The paper is organized as follows. In Section 2, we give necessary background on
graph and labeled graph C∗-algebras. Then we begin Section 3 with characteriza-
tions of existence of a loop in a directed graph so that they can be directly extended
to labeled spaces. From this, we define a notion of loop for labeled space. The main
results on AF labeled graph C∗-algebras are obtained in Section 4.
2. Preliminaries
2.1. Directed graphs and labeled spaces. We use notational conventions of
[15] for graphs and graph C∗-algebras and of [5] for labeled spaces and their C∗-
algebras. By a directed graph we mean a quadruple E = (E0, E1, rE , sE) consisting
of a countable set of vertices E0, a countable set of edges E1, and the range, source
maps rE , sE : E
1 → E0 (we often write r and s for rE and sE, respectively). If
a vertex v ∈ E0 emits (receives, respectively) no edges, v is called a sink (source,
respectively). E0sink denotes the set of all sinks of E and E
n denotes the set of all
finite paths λ = λ1 · · ·λn of length n (|λ| = n), (λi ∈ E
1, r(λi) = s(λi+1), 1 ≤ i ≤
n− 1). We write E≤n and E≥n for the sets ∪ni=1E
i and ∪∞i=nE
i, respectively. The
maps r and s naturally extend to E≥0, where r(v) = s(v) = v for v ∈ E0.
For a vertex subset A ⊂ E0, Asink denotes the sinks A ∩ E
0
sink in A, and for
B ⊂ 2E0 we simply denote the set {Asink : A ∈ B} by Bsink. Also with abuse of
notation, for B ⊂ 2E0 and A ⊂ E0, we write
B ∩A := {B ∈ B : B ⊂ A}.
A labeled graph (E,L) over a countable alphabet A consists of a directed graph
E and a labeling map L : E1 → A. We assume that L(E1) = A. Let A∗ and A∞
be the sets of all finite sequences (of length greater than or equal to 1) and infinite
sequences with terms in A, respectively. Then L(λ) := L(λ1) · · · L(λn) ∈ A
∗ for
λ = λ1 · · ·λn ∈ E
n, and L(δ) := L(δ1)L(δ2) · · · ∈ L(E
∞) ⊂ A∞ for δ = δ1δ2 · · · ∈
E∞. We use notation L∗(E) := L(E≥1). For α = α1α2 · · ·α|α| ∈ L
∗(E), we denote
the subsegment αi · · ·αj of α by α[i,j] for 1 ≤ i ≤ j ≤ |α|. A subsegment of the
form α[1,j] is called an initial path of α. The range r(α) and source s(α) of a labeled
path α ∈ L∗(E) are subsets of E0 defined by
r(α) = {r(λ) : λ ∈ E≥1, L(λ) = α},
s(α) = {s(λ) : λ ∈ E≥1, L(λ) = α}.
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The relative range of α ∈ L∗(E) with respect to A ⊂ 2E
0
is defined to be
r(A,α) = {r(λ) : λ ∈ E≥1, L(λ) = α, s(λ) ∈ A}.
If B ⊂ 2E
0
is a collection of subsets of E0 such that r(A,α) ∈ B whenever A ∈ B
and α ∈ L∗(E), B is said to be closed under relative ranges for (E,L). We call B an
accommodating set for (E,L) if it is closed under relative ranges, finite intersections
and unions and contains r(α) for all α ∈ L∗(E). A set A ∈ B is called minimal (in
B) if A does not have any proper subset in B.
If B is accommodating for (E,L), the triple (E,L,B) is called a labeled space.
For A,B ∈ 2E
0
and n ≥ 1, let
AEn = {λ ∈ En : s(λ) ∈ A}, EnB = {λ ∈ En : r(λ) ∈ B},
and AEnB = AEn ∩ EnB. We write Env for En{v} and vEn for {v}En, and will
use notation like AE≥k and vE∞ which should have their obvious meaning. For
convenience we also take conventions like AE0 = A and L(A) = A for A ∈ B, etc.
Notation 2.1. For Ai ∈ B, 1 ≤ i ≤ n, and K ≥ 1, we will use the following notation
A1E
≤KA2 · · ·E
≤KAn+1
for the set {x1 · · · xn ∈ E
≥1 : xi ∈ AiE
≤KAi+1, 1 ≤ i ≤ n } of paths in E
∗. To
stress the fact that a path x = x1 · · · xn belongs to A1E
≤KA2 · · ·E
≤KAn+1, we may
write A1x1A2 · · · xnAn+1 for x.
A labeled space (E,L,B) is said to be set-finite (receiver set-finite, respectively)
if for every A ∈ B and l ≥ 1 the set L(AEl) (L(ElA), respectively) is finite. A
labeled space (E,L,B) is weakly left-resolving if
r(A,α) ∩ r(B,α) = r(A ∩B,α)
holds for all A,B ∈ B and α ∈ L∗(E). A labeled space (E,L) is left-resolving if the
map L : r−1(v) → A is injective for each v ∈ E0, and label-finite if |L−1(a)| < ∞
for each a ∈ A. If (E,L) is left-resolving, then it is label-finite if and only if r(a) is
finite for all a ∈ A.
By Ω0(E) we denote the set of all vertices of E that are not sources. For v,w ∈
Ω0(E) ⊂ E
0, we write v ∼l w if L(E
≤lv) = L(E≤lw) as in [5]. Then ∼l is an
equivalence relation on the set Ω0(E). The equivalence class [v]l of v is called a
generalized vertex. Let Ωl(E) := Ω0(E)/∼l for l ≥ 1. If k > l, [v]k ⊂ [v]l is obvious
and [v]l = ∪
m
i=1[vi]l+1 for some vertices v1, . . . , vm ∈ [v]l ([5, Proposition 2.4]).
Assumptions. We assume that a labeled space (E,L,B) considered in this paper
always satisfies the following:
(i) (E,L,B) is weakly left-resolving.
(ii) (E,L,B) is set-finite and receiver set-finite.
Also we assume that if v ∈ E0 is a sink, it is not a source. A labeled space (E,L,B)
is said to be finite if there are only finitely many generalized vertices [v]l for each
l ≥ 1, or equivalently there are only finitely many labels.
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We denote by E0 the smallest accommodating set for (E,L) (cf. [4, p.108]);
E0 = {∪mk=1 ∩
n
i=1 r(βi,k) : βi,k ∈ L
∗(E)},
and by E0,− the smallest accommodating set containing {r(α) : α ∈ L∗(E)} and
{{v} : v is a sink or a source}.
If E has no sinks or sources, E0,− = E0 and every set in E0 can be expressed as
a finite union of generalized vertices ([5, Remark 2.1 and Proposition 2.4.(ii)]);
E0 ⊆ {∪ni=1[vi]l : vi ∈ Ω0(E), n, l ≥ 1}.
Generalized vertices [v]l are not always members of the accommodating set E
0 but
always the relative complements of sets in E0, namely [v]l = Xl(v) \ r(Yl(v)), where
Xl(v), Yl(v) are given by
Xl(v) := ∩α∈L(E≤lv)r(α) and Yl(v) := ∪w∈Xl(v)L(E
≤lw) \ L(E≤lv)
so that Xl(v), r(Yl(v)) ∈ E
0 ([5, Proposition 2.4]). One can easily check that the
expression [v]l = Xl(v) \ r(Yl(v)) is valid even for a sink v and [v]l ∩ r(Yl(v)) = ∅.
The accommodating set E0 is not necessarily closed under relative complements.
On the other hand, in the construction of the C∗-algebra C∗(E,L,B) ([4, 5]) of a
labeled space (E,L,B), to each nonempty set A ∈ B there is associated a nonzero
projection pA in C
∗(E,L,B) in such a manner that pA ≤ pB whenever A ⊂ B.
Hence pB − pA belongs to C
∗(E,L,B) and it seems reasonable to write pB\A for
pB − pA, which leads us to consider accommodating sets that are closed under
relative complements.
Notation 2.2. Let (E,L) be a labeled graph.
(i) For a labeled space (E,L,B), we denote by B the smallest accommodating
set that contains B ∪ Bsink and is closed under relative complements. The
existence of B clearly follows from considering the intersection of all those
accommodating sets. E0 will thus denote the smallest accommodating set
that is closed under relative complements and contains the sets in E0sink =
{Asink : A ∈ E0}.
(ii) As in [1], L#(E) will denote the union of all labeled paths L∗(E) and empty
word ǫ, where ǫ is a symbol such that r(ǫ) = E0, r(A, ǫ) = A for all A ⊂ E0.
(iii) If L is the identity map id : E1 → E1, it is called the trivial labeling and
will be denote by Lid. For a labeled graph (E,Lid), the accommodating set
E0 is equal to the collection of all finite subsets of E0.
Proposition 2.3. Let (E,L) be a labeled graph and A ∈ E0. Then A is of the form
A =
(
∪n1i=1 [vi]l
)
∪
(
∪n2j=1 ([uj ]l)sink
)
∪
(
∪n3k=1 [wk]l \ ([wk]l)sink
)
for some vi, uj , wk ∈ Ω0(E) and l ≥ 1, n1, n2, n3 ≥ 0.
Proof. Let B be the set of all such A’s. Then B ⊂ E0 is obvious since E0 contains all
generalized vertices. Now it suffices to show that B is an accommodating set that
is closed under relative complements. By the proof of [5, Proposition 2.4], r(α) ∈ B
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for all labeled paths α ∈ L∗(E). It is easy to see that B is closed under finite unions,
finite intersections and relative complements.
In order to show that B is closed under relative ranges, it suffices to see that
r([v]l, α) ∈ B for v ∈ Ω0(E) and α ∈ L
∗(E). Since r([v]l, α) ∩ r(r(Yl(v)), α) =
r([v]l ∩ r(Yl(v)), α) = r(∅, α) = ∅, we have
r([v]l, α) = r
(
Xl(v) \ r(Yl(v)), α
)
= r(Xl(v), α) \ r
(
r(Yl(v)), α
)
which belongs to B since r(Xl(v), α), r(r(Yl(v)), α) ∈ E
0 ⊂ B and B is closed under
relative complements. 
2.2. Labeled graph C∗-algebras.
Definition 2.4. (cf. [4, Definition 4.1] and [5, Remark 3.2]) Let (E,L,B) be a
labeled space such that E0 ⊂ B. A representation of (E,L,B) consists of projections
{pA : A ∈ B} and partial isometries {sa : a ∈ A} such that for A,B ∈ B and
a, b ∈ A,
(i) p∅ = 0, pApB = pA∩B, and pA∪B = pA + pB − pA∩B,
(ii) pAsa = sapr(A,a),
(iii) s∗asa = pr(a) and s
∗
asb = 0 unless a = b,
(iv) for each A ∈ B,
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a + pAsink .
Remark 2.5. Let (E,L,B) be a labeled space such that E0 ⊂ B.
(i) The proof of [4, Theorem 4.5] shows that there exists a C∗-algebra C∗(E,L,B)
generated by a universal representation {sa, pA} of (E,L,B); we need to
modify the proof slightly, namely we should mod out the ∗-algebra k(E,L,B)
by the ideal J generated by the elements qA∪B − qA − qB + qA∩B and
qA −
∑
a∈L(AE1) saqr(A,a)s
∗
a − qAsink for A, B ∈ B. If {sa, pA} is a universal
representation of (E,L,B), we simply write C∗(E,L,B) = C∗(sa, pA) and
call C∗(E,L,B) the labeled graph C∗-algebra of a labeled space (E,L,B).
Note that sa 6= 0 and pA 6= 0 for a ∈ A and A ∈ B, A 6= ∅, and that
sαpAs
∗
β 6= 0 if and only if A ∩ r(α) ∩ r(β) 6= ∅. By Definition 2.4(iv) and [4,
Lemma 4.4] saying that with sα := pα for α ∈ B,
(sαpAs
∗
β)(sγpBs
∗
δ) =


sαγ′pr(A,γ′)∩Bs
∗
δ , if γ = βγ
′
sαpA∩r(B,β′)s
∗
δβ′ , if β = γβ
′
sαpA∩Bs
∗
δ , if β = γ
0, otherwise,
for α, β, γ, δ ∈ L#(E) and A,B ∈ B, it follows that
C∗(E,L,B) = span{sαpAs
∗
β : α, β ∈ L
#(E), A ∈ B}, (1)
where sǫ denotes the unit of the multiplier algebra of C
∗(E,L,B) [1]. It is
observed in [12] that if E has no sinks nor sources, then
C∗(E,L, E0,−) ∼= C∗(E,L, E0).
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(We wrote E for E0 in the paper [12].)
(ii) Universal property of C∗(E,L,B) = C∗(sa, pA) defines a strongly continuous
action γ : T→ Aut(C∗(E,L,B)), called the gauge action, such that
γz(sa) = zsa and γz(pA) = pA
for a ∈ L(E1) and A ∈ B.
(iii) From Definition 2.4(iv), we have for each n ≥ 1,
pA =
∑
α∈L(AEn)
sαpr(A,α)s
∗
α +
∑
γ∈L(AE≤n−1)
sγpr(A,γ)sinks
∗
γ ,
where
∑
γ∈L(AE0) sγpr(A,γ)sinks
∗
γ := pAsink . In fact,
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a + pAsink
=
∑
a∈L(AE1)
sa
( ∑
b∈L(r(A,a)E1)
sbpr(A,ab)s
∗
b + pr(A,a)sink
)
s∗a + pAsink
=
∑
γ∈L(AE2)
sγpr(A,γ)s
∗
γ +
∑
a∈L(AE1)
sapr(A,a)sinks
∗
a + pAsink
=
∑
γ∈L(AE2)
sγ
(∑
c
scpr(A,γc)s
∗
c + pr(A,γ)sink
)
s∗γ
+
∑
a∈L(AE1)
sapr(A,a)sinks
∗
a + pAsink
=
∑
α∈L(AE3)
sαpr(A,α)s
∗
α +
∑
γ∈L(AE2)
sγpr(A,γ)sinks
∗
γ
+
∑
a∈L(AE1)
sapr(A,a)sinks
∗
a + pAsink
= · · ·
=
∑
α∈L(AEn)
sαpr(A,α)s
∗
α +
∑
γ∈L(AE≤n−1)
sγpr(A,γ)sinks
∗
γ .
(iv) For B ∈ E0, one can easily show that the ideal IB of C
∗(E,L, E0) =
C∗(sa, pA) generated by the projection pB is equal to
IB = span{sαpAs
∗
β : α, β ∈ L
#(E), A ∈ E0 ∩ r(L(BE≥0)) }, (2)
where r(L(BE0)) := B.
3. Loops in labeled spaces
3.1. Loops in directed graphs. Recall that a path x ∈ E≥1 in a directed graph
E is called a loop (or a directed cycle) if s(x) = r(x), that is, if it comes back to
its source vertex. It is well known [15, Theorem 2.4] that for a graph C∗-algebra
C∗(E) to be AF it is a sufficient and necessary condition that E has no loops.
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Since the accommodating set E0 of a labled graph (E,Lid) with the trivial labeling
Lid contains all the single vertex sets {v}, v ∈ E
0, the following are equivalent for
a path x = x1 · · · xm ∈ E
≥1(= L∗id(E)):
(i) x is a loop in E,
(ii) {r(x)} = r({r(x)}, x),
(iii) x is repeatable, that is, xn ∈ E≥1 for all n ≥ 1,
(iv) (A1x1A2x2 · · ·Amxm)
n(A1x1A2x2 · · ·Aixi) ∈ L
∗
id(E) for all n ≥ 1 and 1 ≤
i ≤ m, where Ai = {s(xi)} ∈ E0. (See Notation 2.1 for the meaning of
A1x1A2x2 · · ·Amxm.)
From this we can obtain several equivalent conditions for a graph C∗-algebra C∗(E)
to be AF as follows.
Proposition 3.1. Let (E,Lid, E0) be a labeled space with the trivial labeling Lid so
that C∗(E,Lid, E0) ∼= C
∗(E). Then the following are equivalent:
(i) C∗(E,Lid, E0) is AF,
(ii) E has no loops,
(iii) A 6⊂ r(A, x) for all A ∈ E0 and x ∈ L∗id(E),
(iv) there are no repeatable paths in L∗id(E),
(v) if {A1, . . . , Am} is a finite collection of sets from E0 and K ≥ 1, there is an
m0 ≥ 1 such that Ai1E
≤KAi2 · · ·E
≤KAin+1 = ∅ for all n > m0.
Proof. We only prove that (ii) and (v) are equivalent since the equivalence of (i) and
(ii) is well known and the other implications are rather obvious. Suppose x is a loop
in E, then with A = {s(x)} ∈ E0 and K := |x| ≥ 1, it is immediate that (v) does
not hold. For the converse, suppose that (v) dose not hold and so there are finitely
many sets A1, . . . , Am in E0 and K ≥ 1 such that Ai1E
≤KAi2 · · ·E
≤KAin+1 6= ∅
for all n ≥ 1. Since every set in E0 is finite, the number of vertices in ∪mi=1Ai
is also finite. Choose an integer N with | ∪mi=1 Ai| < N . Then for any path in
Ai1E
≤KAi2 · · ·E
≤KAiN+1(6= ∅), there is a vertex in ∪
m
i=1Ai the path passes through
at least two times, which proves the existence of a loop (at that vertex) in E. 
3.2. Loops in labeled spaces. If (E,Lid, E0) is a labeled space with the trivial
labeling, by Proposition 3.1, the condition that there is a set A ∈ E0 satisfying
A ⊂ r(A, x) for a path x (in fact, A = {s(x)} = {r(x)}) is equivalent to the
existence of a loop in E. This equivalent condition can be extended to a labeled
space as follows.
Definition 3.2. Let (E,L,B) be a labeled space and α ∈ L∗(E) be a labeled path.
(a) α is called a generalized loop at A ∈ B if α ∈ L(AE≥1A).
(b) α is called a loop at A ∈ B if it is a generalized loop such that A ⊂ r(A,α).
(c) A loop α at A ∈ B has an exit if one of the following holds:
(i) {α[1,k] : 1 ≤ k ≤ |α|} ( L(AE
≤|α|),
(ii) r(A,α[1,i])sink 6= ∅ for some i = 1, . . . , |α|,
(iii) A ( r(A,α).
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Note that every loop α is repeatable, that is, αn ∈ L∗(E) for all n ≥ 1 ([5, Defini-
tion 6.6]), and every repeatable path is a generalized loop at its range. Not every
repeatable path is a loop as we can see in Example 4.3(iii).
Remark 3.3. Let (E,L,B) be a labeled space and A ∈ B.
(i) A generalized loop α at a minimal set A ∈ B is always a loop because
A ⊂ r(A,α) follows from the minimality of A since ∅ 6= A ∩ r(A,α) ⊂ A. A
labeled graph (E,L) might have a loop α even when the graph E itself has
no loops at all as we will see in Example 4.3(i) and (ii).
(ii) If α is a loop at A, then evidently pA ≤ pr(A,α).
Example 3.4. We give examples of labeled graphs with a loop that has an exit.
(i) The loop α := b1b2 at A := {v} ∈ E0 has an exit of type (i) of Defini-
tion 3.2(c) because {α[1,k] : 1 ≤ k ≤ 2} = {b1, b1b2} while L(AE
≤|α|) =
{b1, b1b2, b1c}.
· · · • • • • •dd// // // // · · ·
a b1 c dv
b2
(ii) Let A := {v,w}. Since A = r(A, b), b is a loop at A and has an exit of type
(ii) of Definition 3.2(c); r(A, b)sink = {w} 6= ∅.
· · · • • •// //^^
a bv
b
w
(iii) The loop α := bc at A := {v} ∈ E0 has an exit of type (iii) of Definition 3.2(c)
because A ( r(A,α).
· · · • • • • •dd// // // // · · ·
a b c dv
c
The following proposition is an extended version of the fact that if a directed
graph E has a loop with an exit, its graph C∗-algebra has an infinite projection.
Proposition 3.5. Let (E,L) be a labeled graph and α be a loop at A ∈ E0 with an
exit. Then pA is an infinite projection in C
∗(E,L, E0).
Proof. If A ( r(A,α), the projection pr(A,α) is infinite because
pr(A,α) > pA ≥ sαpr(A,α)s
∗
α ∼ pr(A,α).
10 J. A. JEONG, E. J. KANG, AND S. H. KIM
If either L(AE≤|α|) ) {α[1,k] : 1 ≤ k ≤ |α|} or r(A,α[1,i])sink 6= ∅ for some i,
1 ≤ i  |α|, by Remark 2.5(iii) we have
pA =
∑
β∈L(AE|α|)
sβpr(A,β)s
∗
β +
∑
|γ|≤|α|−1
sγpr(A,γ)sinks
∗
γ  sαpr(A,α)s
∗
α.
Thus pA > sαpr(A,α)s
∗
α ∼ pr(A,α) ≥ pA and we see that the projection pr(A,α) (hence
pA) is infinite. Now it remains to prove the assertion in case r(A,α)sink 6= ∅ and
A = r(A,α). The set A0 := A \ Asink (6= ∅) then satisfies A0 ( A = r(A,α) =
r(A0, α), and by the first argument of the proof pA0 is infinite. Hence pA( pA0) is
infinite. 
Remark 3.6. A generalized version of Proposition 3.5 is also true: Let (E,L) be a
labeled graph and α1, . . . , αn be distinct labeled paths with the same length, say
l ≥ 1, such that A ⊆ ∪ni=1r(A,αi). Then pA is an infinite projection in C
∗(E,L, E0)
if one of the following holds:
(i) ∪ni=1{α
′
i : α
′
i is an initial path of αi} ( L(AE
≤l)
(ii) r(A,α′i)sink 6= ∅ for some i and an initial path α
′
i of αi
(iii) A ( ∪ni=1r(A,αi).
To prove this, first assume the case (iii) and set A1 := r(A,α1) and Ai := r(A,αi) \
∪i−1j=1r(A,αj), i = 2, . . . , n, so that ∪
n
i=1r(A,αi) = ∪
n
i=1Ai is the union of disjoint
sets Ai’s. Then we have
pA ≥
n∑
i=1
sαipr(A,αi)s
∗
αi
≥
n∑
i=1
sαipAis
∗
αi
∼
n∑
i=1
pAi = p∪Ai = p∪ni=1r(A,αi)  pA
and so the projection pA is infinite, where the equivalence is given by the partial
isometry u :=
∑n
i=1 sαipAi . It is not hard to see that the same argument in the
proof of Proposition 3.5 shows the assertion for the rest cases.
Proposition 3.7. Let (E,L, E0) be a labeled space such that C∗(E,L, E0) has no
infinite projections. Let A ∈ E0 admit a loop. Then there exists a loop α at A such
that A = r(A,α) and L(AE≥1) = {αkα′ : k ≥ 0, α′ is an initial path of α}.
Proof. Choose a loop α at A with the smallest length; |α| ≤ |γ| for all loops γ
at A. Since C∗(E,L, E0) has no infinite projections, α does not have an exit by
Proposition 3.5, hence A = r(A,α) and
L(AE≤|α|) = {α[1,k] : 1 ≤ k ≤ |α|}. (3)
Now let β ∈ L(AE≥1) be a path with |β| > |α|. Then by (3), L(AE|α|) = {α}
and so we can write β = αβ′ for a path β′. But then from A = r(A,α), β′ must
be either an initial path of α or of the form αβ′′ for some path β′′. Applying the
argument repeatedly, we finally end up with β = αkα′ for some k ≥ 1 and an initial
path α′ of α. 
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4. AF labeled graph C∗-algebras
Remark 4.1. We will consider the following properties (a)-(d) of a labeled space
(E,L, E0) and its C∗-algebra C∗(E,L, E0). These properties are equivalent if L is
the trivial labeling Lid as we have seen in Proposition 3.1.
(a) For every finite set {A1, . . . , AN} of E0 and every K ≥ 1, there exists an
m0 ≥ 1 such that Ai1E
≤KAi2 · · ·E
≤KAin = ∅ for all n > m0 and Aij ∈
{A1, . . . , AN}.
(b) (E,L, E0) has no repeatable paths.
(c) C∗(E,L, E0) is an AF algebra.
(d) (E,L, E0) has no loops (in the sense of Definition 3.2).
Note that (a) ⇒ (b) follows from a simple observation that if α is a repeatable
path, then with A := r(α) one has Ai1E
|α|Ai2 · · ·E
|α|Ain 6= ∅ for all n ≥ 1, where
Aij = A, j = 1, . . . , n. The implication (b) ⇒ (d) is obvious.
For the other implications, we shall see (b) ; (a) and (b) ; (c), in general
throughout Example 4.9. Consequently (d) ; (c) follows although it can also be
seen from Example 4.3(iii). We will show that (c) ⇒ (d) and (a) ⇒ (c) hold true
in Theorem 4.2 and Theorem 4.8, respectively.
It would be interesting to know whether the remaining implication (c) ⇒ (b) is
true, that is, whether C∗(E,L, E0) will never be AF whenever (E,L, E0) contains a
repeatable path. In Theorem 4.11, we obtain a partial affirmative answer.
Theorem 4.2. Let (E,L) be a labeled graph. If C∗(E,L, E0) is an AF algebra, the
labeled space (E,L, E0) has no loops.
Proof. Suppose, for contradiction, that (E,L, E0) has a loop α at A ∈ E0. By
Proposition 3.5, A = r(A,α) and so pAsα = sαpr(A,α) = sαpA. Then U := sαpA
satisfies
pA = U
∗U ∼ UU∗ = sαpAs
∗
α = sαpr(A,α)s
∗
α ≤ pA.
Since pA is a finite projection, it follows that U is a unitary of the unital heredi-
tary subalgebra pAC
∗(E,L, E0)pA. Since γz(pA) = pA for any z ∈ T, the algebra
pAC
∗(E,L, E0)pA admits an action of T which is the restriction of the gauge action
γ on C∗(E,L, E0). Then the fact that γz(U) = γz(sα)pA = z
|α|U shows that U is
not in the unitary path connected component of the unit pA ([8, Proposition 3.9]),
which is a contradiction to the assumption that C∗(E,L, E0) (hence any nonzero
hereditary subalgebra) is an AF algebra. 
In Example 4.3(iii) below, we see that the converse of Theorem 4.2 may not be
true, in general.
Example 4.3. (i) For the following labeled graph (E,L)
· · · · · · ,• • • • •// // // //
a a a a
v0 v1v−1v−2 v2
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we have E0 = {r(a)} = {E0} and the path a is a loop at r(a). By Theorem 4.2,
C∗(E,L, E0) := C∗(sa, pA) is not AF. Actually C
∗(E,L, E0) ∼= C(T) is the universal
C∗-algebra generated by the unitary sa.
(ii) E0 of the following labeled graph consists of three sets r(a) = E0, r(a)sink = {v0},
and A := r(a) \ r(a)sink = {v−1, v−2, . . . }.
· · · • • • • •// // // //
a a a a
v−3 v−2v−4 v−1 v0
Since A ( r(A, a), the loop a at A has an exit and C∗(E,L, E0) contains an infinite
projection by Proposition 3.5.
(iii) If (E,L) is as follows
· · · ,• • • • •// // // //
a a a a
v3 v4v2v1v0
it is not hard to see that E0 consists of all finite sets F with v0 /∈ F and all sets of
the form F ∪ {vk, vk+1, . . . } for some k ≥ 1. It is also easy to see that every A ∈ E0
containing at least two vertices always admits a generalized loop. But there does not
exist a loop at any A ∈ E0. Nevertheless we shall see that C∗(E,L, E0) contains an
infinite projection and so the C∗-algebra is not AF. Let C∗(E,L, E0) = C∗(pA, sa).
Then for B := r(a), we have r(B, a) ( B, and a similar argument as in (ii) shows
that the projection pB is infinite; pr(a) = sapr(r(a),a)s
∗
a = sapr(a2)s
∗
a ∼ pr(a2) < pr(a).
The C∗-algebra C∗(pA, sa) is unital with the unit sas
∗
a; (sas
∗
a)pA = sapr(A,a)s
∗
a =
pA for all A ∈ E0 and (sas
∗
a)sa = sa = sapr(a) = sapr(a)(sas
∗
a) = sa(sas
∗
a). Also
we have sas
∗
a  pr(a) = s
∗
asa since sas
∗
a ≥ sap{v1}s
∗
a(6= 0) and (sap{v1}s
∗
a)pA =
sap{v1}pr(A,a)s
∗
a = sap{v1}∩r(A,a)s
∗
a = 0 because {v1} ∩ r(A, a) = ∅ for all A ∈ E
0.
Moreover every projection pA belongs to the ∗-algebra generated by sa. Therefore
C∗(E,L, E0) is the universal C∗-algebra generated by a proper coisometry sa, and
thus C∗(E,L, E0) is the Toeplitz algebra. The ideal I{v1} generated by the projec-
tion p{v1} is in fact isomorphic to the the C
∗-algebra of compact operators on an
infinite dimensional separable Hilbert space as I{v1} = span{s
m
a p{vi}(s
∗
a)
n : m,n ≥
0 and i ≥ 1} (see (2)). The quotient algebra C∗(E,L, E0)/I{v1} is isomorphic to
C(T).
For a labeled graph (E,LE), v ∼ w if and only if v ∼l w for all l ≥ 1 defines
an equivalence relation on E0. We denote the equivalence class of v ∈ E0 by [v]∞.
If (E,LE) has no sinks or sources, there exists a labeled graph (F,LF ) called the
merged labeled graph of (E,LE) with vertices F
0 := {[v]∞ : v ∈ E
0} and edges
F 1 := {eλ : λ ∈ E
1}, where eλ is a path with sF (eλ) = [s(λ)]∞, rF (eλ) = [r(λ)]∞,
and LF (eλ) = LE(λ). The range of a ∈ LF (F
1) is defined by rF (a) = {rF (eλ) :
LF (eλ) = a}. Here we use notation rF to denote both the range map of paths
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in F ∗ and of labeled paths in L∗F (F ). It is known in [12, Theorem 6.10] that if
[v]∞ ∈ E0 for all v ∈ E
0, then {[v]∞} ∈ F0 for all [v]∞ ∈ F
0 and moreover
C∗(E,LE , E0) ∼= C
∗(F,LF ,F0). Even when (E,LE) has sinks or sources, we can
obtain C∗(E,LE , E0) ∼= C
∗(F,LF ,F0) whenever [v]∞ ∈ E0 for all v ∈ E
0 without
significant modification of the proof of [12, Theorem 6.10].
The following proposition is a slightly generalized version of the result well known
for graph C∗-algebras. Actually in case L is the trivial labeling, C∗(E,L, E0) =
C∗(E) and the minimal sets in E0 are the single vertex sets {v}, v ∈ E0.
Proposition 4.4. Let (E,L) be a row-finite labeled graph with no sinks or sources
such that every generalized vertex is a finite union of minimal sets in E0. Then
C∗(E,L, E0) is AF if and only if no minimal set of E0 admits a loop.
Proof. Let (F,LF ) be the merged labeled graph of (E,L). We first show that
C∗(E,L, E0) is isomorphic to the graph C∗-algebra C∗(F ).
Our assumption implies [v]∞ ∈ E0 for all v ∈ E
0, so {[v]∞} ∈ F0 for all v ∈ E
0
and C∗(E,L, E0) is isomorphic to C∗(F,LF ,F0) ([12, Theorem 6.10]). For each
a ∈ L(E1), its range r(a) can be written as the union r(a) = ∪ni=1[wi]li of finitely
many minimal sets [wi]li by the assumption, but minimality of each [wi]li implies
that [wi]li = [wi]∞ for 1 ≤ i ≤ n. Hence rF (a) = [r(a)]∞ := {[w]∞ : w ∈
r(a)} = {[w1]∞, . . . , [wn]∞} is finite for each a ∈ A. But from the construction
([12, Definition 6.1]), the merged labeled graph (F,LF ) is left-resolving. Thus the
finiteness of each range set rF (a) implies that (F,LF ) is label-finite. Then by [4,
Theorem 6.6], we have C∗(F,LF ,F0) ∼= C
∗(F ).
Suppose that there is no loop at any minimal set [v]∞ in E0. Since LE([v]∞E
kv′) =
LF ([v]∞F
k[v]∞) for all v
′ ∈ [v]∞ and k ≥ 1 ([12, Lemma 6.7]), if F has a loop α
at a vertex [v]∞ ∈ F
0, α ∈ LE([v]∞E
kv′) for all v′ ∈ [v]∞. This means that
[v]∞(∈ E0) satisfies [v]∞ ⊂ r([v]∞, α), a contradiction. Hence F has no loops and
the C∗-algebra C∗(F ) is AF. The converse was proved in Theorem 4.2. 
Example 4.5. In the following labeled graph (E,L)
· · · • • • • • • •
· · · • • • • • • • · · ·
· · · • • • • • • • · · ·
...
...
...
...
...
...
...














// // // // // // · · · ,a a a a a a
v0 v1
u0 u1 u2u−1u−2u−3
v−1v−2v−3 v2 v3
b
b
b
b
b
b
c
c
c
c
c
c
the path α := a2 is a loop at {v2k : k ∈ Z} and also at {v2k+1 : k ∈ Z}. By Theo-
rem 4.2, the C∗-algebra C∗(E,L, E0) is not AF. In fact, C∗(E,L, E0) is isomorphic
to the graph algebra C∗(F ), where F is the underlying graph of the merged labeled
graph (F,LF ) of (E,L) by Proposition 4.4;
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• • • •>> dd
// oo
##
bbb c
a
a
b c
[u0]∞
[v0]∞ [v1]∞
[u1]∞
F :
Example 4.6. The following labeled graph (E,L) does not have any infinite paths,
but it has a repeatable path a.
• •
• • •
• • • •
...
...
...
...
. . .
//
// //
// // //
a
a
a
a
a a
u1 v11
u2 v21 v22
u3 v31 v32 v33
Note that each finite path an is not a loop at any A ∈ E0 but it is a generalized
loop at r(ak) for all k ≥ 1. (E,L, E0) has the generalized vertices as follows:
[vij ]k =
{
r(ak), if 1 ≤ k ≤ j
r(aj) \ r(aj+1), if 1 ≤ j < k
([vij ]k)sink =
{
{vmm : m ≥ k }, if 1 ≤ k ≤ j
{vjj}, if 1 ≤ j < k
[vij ]k \ ([vij ]k)sink =
{
{vmn : m > n ≥ k }, if 1 ≤ k ≤ j
{vmj : m ≥ j }, if 1 ≤ j < k,
and every A ∈ E0 is a finite union of these sets.
Let J be the ideal of C∗(E,L, E0) = C∗(pA, sa) generated by the projection p[v11]2 .
Then (2) shows that
J = span{sma pBs
∗
a
n : B ∈ [vkk]k+1 ∩ E0, m, n ≥ 0, k ≥ 1}.
From pr(a) − pr(a2) = pr(a)\r(a2) = p[v11]2 ∈ J , we have
sa + J = sapr(a) + J = pr(a)sa + J.
Thus sapr(a)+J is a unitary of the unital hereditary subalgebra (with unit pr(a)+J)
of the quotient algebra C∗(E,L, E0)/J . The ideal J is obviously invariant under the
gauge action γ : T → Aut(C∗(E,L, E0)). Hence there exists an induced action γ :
T→ Aut(C∗(E,L, E0)/J) such that γz(sapr(a)+J) = z(sapr(a)+J) for z ∈ T. Thus
the unitary sapr(a) +K does not belong to the unitary path connected component
of the unit of the hereditary subalgebra of C∗(E,L, E0)/J , which implies as in the
proof of Theorem 4.2 that C∗(E,L, E0)/J and hence C∗(E,L, E0) is not AF.
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Notation 4.7. If xi ∈ AiE
≤KAi+1 is a path with αi = L(xi) for i = 1, . . . , n such
that x1 · · · xn ∈ A1E
≤K · · ·E≤KAn+1, then we set
r¯(A1α1A2) := r(A1, α1) ∩A2
r¯(A1α1A2α2A3) := r(r¯(A1α1A2), α2) ∩A3 = r(r(A1, α1) ∩A2, α2) ∩A3,
and so on, thus for 3 ≤ i ≤ n+ 1,
r¯(A1α1A2 · · ·αi−1Ai) := r(r¯(A1α1A2 · · ·Ai−1), αi−1) ∩Ai.
Note that r¯(A1α1A2 · · ·αi−1Ai) belongs to E0 whenever Aj ∈ E0 for 1 ≤ j ≤ i. The
notation r¯(A1E
≤KA2 · · ·E
≤KAn+1) will then be used for the collection of all sets
r¯(A1α1A2 · · ·αn−1An+1) for α1 · · ·αn ∈ L(A1E
≤KA2 · · ·E
≤KAn+1).
Theorem 4.8. Let (E,L, E0) be a labeled space such that for every finite subset
{A1, . . . , AN} of E0 and every K ≥ 1, there exists an m0 ≥ 1 for which
Ai1E
≤KAi2E
≤KAi3 · · ·E
≤KAin = ∅
for all n > m0 and 1 ≤ ij ≤ N . Then C
∗(E,L, E0) is an AF algebra.
Proof. Let F := {sαipAis
∗
βi
: Ai ⊂ r(αi) ∩ r(βi), i = 1, . . . , N} be a finite set in
the C∗-algebra C∗(E,L, E0) = C∗(sa, pA) with F = F
∗. We shall show that F
generates a finite dimensional C∗-algebra. Set K := max{|αi|, |βi| : i = 1, . . . N}.
By Remark 2.5(i), we have
(sαipAis
∗
βi
)(sαjpAjs
∗
βj
) =


sαiγ′pr(Ai,γ′)∩Ajs
∗
βj
, if αj = βiγ
′
sαipAi∩r(Aj ,β′)s
∗
βjβ′
, if βi = αjβ
′
sαipAi∩Ajs
∗
βj
, if βi = αj
0, otherwise,
and so if, for example, αj = βiγ
′ and αk = βjγ
′′, we get
(sαipAis
∗
βi
)(sαjpAjs
∗
βj
)(sαkpAks
∗
βk
) = (sαiγ′pr(Ai,γ′)∩Ajs
∗
βj
)(sαkpAks
∗
βk
)
= sαiγ′γ′′pr(r(Ai,γ′)∩Aj ,γ′′)∩Aks
∗
βk
.
Here note that γ′γ′′ belongs to L(AiE
|γ′|AjE
|γ′′|Ak) and the set r(r(Ai, γ
′)∩Aj , γ
′′)∩
Ak is equal to r¯(Aiγ
′Ajγ
′′Ak). Continuing a similar computation once more, for
example with βk = αlβ
′, we have
(sαipAis
∗
βi
)(sαjpAjs
∗
βj
)(sαkpAks
∗
βk
)(sαlpAls
∗
βl
)
= (sαiγ′γ′′pr(r(Ai,γ′)∩Aj ,γ′′)∩Aks
∗
βk
)(sαlpAls
∗
βl
)
= sαiγ′γ′′pr(r(Ai,γ′)∩Aj ,γ′′)∩Ak∩r(Al,β′)s
∗
βlβ
′
which is nonzero only when γ′γ′′ ∈ L(AiE
|γ′|AjE
|γ′′|Ak) and β
′ ∈ L(AlE
|β′|Ak). If
this is the case, we have
sαiγ′γ′′pr(r(Ai,γ′)∩Aj ,γ′′)∩Ak∩r(Al,β′)s
∗
βlβ
′ = sαiγ′γ′′pr¯(Aiγ′Ajγ′′Ak)∩r¯(Alβ′Ak)s
∗
βlβ
′
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as before. Repeating the process of multiplying any finite elements from the set F
actually produces an element of the form sαiµpAs
∗
βjν
, where A is a finite intersection
of sets in
A(F ) := ∪ n≥1
1≤ij≤N
r¯
(
Ai1E
≤KAi2 · · ·E
≤KAin
)
and µ and ν are paths in
L(F ) := ∪ n≥1
1≤ij≤N
L(Ai1E
≤KAi2 · · ·E
≤KAin).
By our assumption, we find an m0 ≥ 1 such that L(Ai1E
≤KAi2 · · ·E
≤KAin) = ∅
for all n > m0, so that L(F ) turns out to be a finite set since our labeled space is
always assumed receiver set-finite. Then the finiteness of the set A(F ) is immediate,
and so we conclude that F generates the finite dimensional ∗-algebra;
span
{
sαiµpAs
∗
βjν
: A = ∩Bk, Bk ∈ A(F ), µ, ν ∈ L(F ), 1 ≤ i, j ≤ N
}
.

In the following example, we see that the condition that (E,L, E0) has no repeat-
able paths is not a sufficient condition for C∗(E,L, E0) to be AF.
Example 4.9. Consider the following labeled graph (E,L):
· · · · · · ,• • • • • • • • •// // // // // // // //0 1 1 0
x0 = 0 x1 = 1 1 0
v0 v1v−1v−2v−3v−4 v2 v3 v4
where the {0, 1} sequence is the Morse sequence
x = · · · x−2x−1x0x1x2 · · ·
given by x0 = 0, x1 = 0¯ := 1 (1¯ := 0), x[0,3] := x0x1x¯0x¯1 = 0110, x[0,7] :=
x0x1x2x3x¯0x¯1x¯2x¯3 = 01101001 and so on, and then x−i := xi−1 for i ≥ 1. It
is known that x contains no block (no finite subsequence) of the form βββ1 for
β = β1 · · · β|β| ∈ L
∗(E). (See [10] for the Morse sequence.) Thus (E,L, E0) has no
repeatable paths satisfying (b) in Remark 4.1. But, the set A := r(0), with K := 2,
satisfies
Ai1E
≤2Ai2 · · ·E
≤2Ain 6= ∅
for all n ≥ 1, where Aij = A, j ≥ 1. This is because the block 111 does not appear
in the sequence x. Thus (E,L, E0) does not meet the condition (a) in Remark 4.1.
To see that C∗(E,L, E0) (equivalently, M2⊗C
∗(E,L, E0)) is not AF, it is enough to
show that M2 ⊗ C
∗(E,L, E0) contains a unitary U such that (idM2 ⊗ γ)z(U) = zU
for all z ∈ T, where γ is the gauge action of T on C∗(E,L, E0) = C∗(si, pA) ([8,
Proposition 3.9]). Actually one can easily check that the unitary U = (uij), with
entries uij = δij s0 + (1− δij)s1, is a desired one.
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Now we prove a partial result about the implication (c) ⇒ (b) of Remark 4.1.
For a C∗-algebra C∗(E,L, E0) = C∗(sa, pA) and a set A ∈ E0, we denote by IA the
ideal of C∗(E,L, E0) generated by the projection pA as before.
Lemma 4.10. Let C∗(E,L, E0) = C∗(sa, pA) be the C
∗-algebra of a labeled graph
(E,L) with no sinks or sources. For A,B ∈ E0, we have pA ∈ IB if and only if
there exist an N ≥ 1 and finitely many paths {µi}
n
i=1 in L(BE
≥0) such that
∪|β|=N r(A, β) ⊂ ∪
n
i=1r(B,µi).
Proof. If pA ∈ IB , we can approximate pA, within a small enough ε > 0, by an
element
∑n
i=1 cisβipBi∩r(B,µi)s
∗
γi
of IB , where ci ∈ C, βi, γi ∈ L(AE
≥0), Bi ∈ E0, and
µi ∈ L(BE
≥0) for 1 ≤ i ≤ n (see (2)). We assume (βi, µi, γi) 6= (βj , µj , γj) if i 6= j.
Considering the image of X := pA −
∑n
i=1 cisβipBi∩r(B,µi)s
∗
γi
under the conditional
expectation onto the AF core (the fixed point algebra of the gauge action), we may
assume that |βi| = |γi|, 1 ≤ i ≤ n, since pA is in the core. Moreover, since (E,L)
has no sinks, we can also assume that |βi| = |β1| for all i. Put N := |βi|, 1 ≤ i ≤ n.
From pA =
∑
|β|=N sβpr(A,β)s
∗
β, we have
‖X‖ =
∥∥ ∑
|β|=N
sβpr(A,β)s
∗
β −
n∑
i=1
cisβipBi∩r(B,µi)s
∗
γi
∥∥ < ε.
If r(A, β) 6⊂ ∪ni=1r(B,µi) for some β ∈ L(AE
N ), that is, A′ := r(A, β)\∪ni=1r(B,µi) 6=
∅, one obtains a contradiction, ε > ‖pA′(s
∗
βXsβ)pA′‖ = ‖pA′‖ = 1.
For the reverse inclusion, it is enough to note that p∪ni=1r(B,µi) ∈ IB (see [12,
Lemma 3.5]). 
If α is a repeatable path in a directed graph E, then α is a loop with the range
r(α) consisting of a single vertex and every repetition αn also has the same range
as α, r(αm) = r(α), m ≥ 1. The projection pr(α)\r(αm) is then equal to 0 in
the C∗-algebra C∗(E,Lid, E0), and so the (zero) ideal generated by the projection
pr(α)\r(αm) can not have the nonzero projection pr(α). In this case, we already know
that C∗(E) = C∗(E,Lid, E0) is not AF.
Theorem 4.11. Let C∗(E,L, E0) = C∗(sa, pA) be the C
∗-algebra of a labeled graph
(E,L) with no sinks or sources. Let C∗(E,L, E0) have a repeatable path α ∈ L∗(E).
If pr(αm) does not belong to the ideal generated by a projection pr(αm)\r(αm+1) for
some m ≥ 1, C∗(E,L, E0) is not AF.
Proof. Let Am := r(α
m) \ r(αm+1). Then {IAm}
∞
m=1 is a decreasing sequence of
ideals because the generator pr(αm+1)\r(αm+2) of IAm+1 belongs to IAm;
pr(αm+1)\r(αm+2) = s
∗
αsα pr(r(αm)\r(αm+1),α) = s
∗
αpr(αm)\r(αm+1)sα ∈ IAm .
We first show the following claim.
Claim: If pr(α) does not belong to the ideal generated by pr(α)\r(α2), then the
C∗-algebra C∗(E,L, E0) is not AF.
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To prove the claim, it is enough to show that the quotient algebra C∗(E,L, E0)/IA1
is not AF. Note that pr(α)+IA1 = pr(α2)+IA1 is a nonzero projection in the quotient
algebra C∗(E,L, E0)/IA1 and that
IA1 = span
{
sβpBs
∗
γ : β, γ ∈ L(E
≥0) and B ∈ r(L(A1E
≥0)) ∩ E0
}
by (2). If s∗αsα + IA1 = sαs
∗
α + IA1 , the hereditary subalgebra of C
∗(E,L, E0)/IA1
with the unit projection pr(α) + IA1 is not AF since it contains a unitary sα + IA1
satisfying γz(sα + IA1) = z
|α|(sα + IA1) for each z ∈ C. Thus the hereditary
subalgebra (hence C∗(E,L, E0)) is not an AF algebra. (The fact that sα + IA1
belongs to the hereditary subalgebra follows from pr(α)sα + IA1 = sαpr(α2) + IA1 =
sαpr(α)+IA1 = sα+IA1 .) If s
∗
αsα+IA1 6= sαs
∗
α+IA1 , then s
∗
αsα+IA1 = pr(α)+IA1 ≥
sαpr(α2)s
∗
α + IA1 = sαpr(α)s
∗
α + IA1 = sαs
∗
α + IA1 and this shows that s
∗
αsα + IA1 
sαs
∗
α + IA1 . Thus the projection s
∗
αsα + IA1 is infinite, and the quotient algebra is
not AF as claimed.
Now suppose that pr(αm) /∈ IAm for some m ≥ 2. Since δ := α
m is a repeatable
path, by the above claim, we only need to show that pr(δ) does not belong to
the ideal, say J , generated by the projection pr(δ)\r(δ2) = pr(αm)\r(α2m). For this,
assuming pr(δ) ∈ J we have from Lemma 4.10 that there exist an N ≥ 1 and paths
{µj}
n
j=1 such that
r(r(δ), β) ⊂ ∪ni=1r
(
r(αm) \ r(α2m), µi
)
for all β ∈ L(r(δ)EN ). Since each set r(r(αm) \ r(α2m), µi) coincides with
∪m−1j=0 r
(
r(αm+j) \ r(αm+j+1), µi
)
= ∪m−1j=0 r
(
r(αm) \ r(αm+1), αjµi
)
,
we can write the set ∪ni=1r
(
r(αm) \ r(α2m), µi
)
as ∪n
′
j=1r
(
r(αm) \ r(αm+1), µ′j) for
some finitely many paths µ′j which is of the form α
lµi. This means that pr(αm) =
pr(δ) ∈ IAm again by Lemma 4.10, which is a contradiction. 
Assume that E is a graph with no sinks or sources. Recall from [4, Definition
5.1] and [12, Proposition 3.9] that a labeled space (E,L, E0) is disagreeable if [v]l is
disagreeable for all v ∈ E0 and l ≥ 1; a generalized vertex [v]l is not disagreeable
if and only if there is an N > 0 such that every path α ∈ L([v]lE
≥N ) is agreeable,
namely is of the form α = βkβ′ for some k ≥ 0 and some paths β, β′ ∈ L(E≤l),
where β′ is an initial path of β. In case of trivial labeling, (E,Lid, E0) is disagreeable
exactly when the graph E satisfies condition (L) [4, Lemma 5.3]. Condition (L)
meaning that every loop has an exit was introduced as an essential hypothesis for the
Cuntz-Krieger uniqueness theorem for graph C∗-algebras in [15]. More generally,
in [4, Theorem 5.5] it is known that if (E,L, E0) is disagreeable, Cuntz-Krieger
uniqueness Theorem holds, that is, if {Sa, PA} is a representation of a labeled space
(E,L, E0) such that Sa 6= 0 and PA 6= 0 for all a ∈ A and A ∈ E0, the C
∗-algebra
C∗(Sa, PA) generated by {Sa, PA} is isomorphic to C
∗(E,L, E0).
As pointed out in [5], a disagreeable labeled space (E,L, E0) contains lots of
aperiodic paths and in fact, as can be seen in the following proposition, (E,L, E0)
is disagreeable whenever it has no repeatable paths.
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Proposition 4.12. Let E be a directed graph with no sinks or sources. If the labeled
space (E,L, E0) has no repeatable paths, it is always disagreeable.
Proof. Assuming that (E,L, E0) is not disagreeable, one can pick a generalized
vertex [v]l that is not disagreeable. Then there is an N > 0 such that every α in
L([v]lE
≥N ) is agreeable and of the form α = βkβ′ for some β ∈ L([v]lE
≤l) and
its initial path β′. On the other hand, there are only finitely many labeled paths
in L([v]lE
≤l) while L([v]lE
≥N ) has infinitely many labeled paths. This shows that
there should exist a path β in L([v]lE
≤l) such that its repetitions βn appear in
L([v]lE
≥N ) for all sufficiently large n. 
One might expect that a labeled space to be disagreeable if it has no loops, but
this is not necessarily true; see the following example.
Example 4.13. Consider the following labeled graph (E,L):
· · · · · · ,• • • • • • •// // // // // //−3 −2 −1 0 0 0
v0 v1v−1v−2v−3 v2 v3
Then E0 is the collection of all finite sets F of E0 and sets of the form F ∪
{vn, vn+1, . . . }, n ≥ 1. For the generalized vertex {v0} = [v0]1, every path α ∈
L(v0E
≥N ) is agreeable since it must be equal to am for some m ≥ N , so the la-
beled space (E,L, E0) is not disagreeable, whereas it is obvious that(E,L, E0) has
no loops.
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