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THE STRUCTURE OF THE CONJUGATE LOCUS OF
A GENERAL POINT ON ELLIPSOIDS AND CERTAIN
LIOUVILLE MANIFOLDS
JIN-ICHI ITOH AND KAZUYOSHI KIYOHARA
Abstract. It is well known since Jacobi that the geodesic flow
of the ellipsoid is “completely integrable”, which means that the
geodesic orbits are described in a certain explicit way. However, it
does not directly indicate that any global behavior of the geodesics
becomes easy to see. In fact, it happened quite recently that a proof
for the statement “The conjugate locus of a general point in two-
dimensional ellipsoid has just four cusps” in Jacobi’s Vorlesungen
u¨ber dynamik appeared in the literature.
In this paper, we consider Liouville manifolds, a certain class
of Riemannian manifolds which contains ellipsoids. We solve the
geodesic equations; investigate the behavior of the Jacobi fields,
especially the positions of the zeros; and clarify the structure of
the conjugate locus of a general point. In particular, we show
that the singularities arising in the conjugate loci are only cuspidal
edges and D+4 Lagrangian singularities, which would be the higher
dimensional counterpart of Jacobi’s statement.
1. Introduction
Let M be a Riemannian manifold (dimM = n) and let γ(t) be
a geodesic with γ(0) = p ∈ M . Then γ(t1) (t1 > 0) is called the
first conjugate point of p along γ(t) if t = t1 is the largest value such
that γ|[0,t] is the shortest one among the curves which join γ(0) and
γ(t) and which are “infinitesimally close to γ|[0,t]”. More precisely and
more generally, the point γ(T ) (T > 0) is called a conjugate point of
p along the geodesic γ(t) if there is a non-zero Jacobi field Y (t) along
γ(t) such that Y (0) = 0, Y (T ) = 0. Conjugate points of p along γ(t)
are discrete in t; γ(t1), γ(t2), . . . (0 < t1 ≤ t2 ≤ . . . ), called the first
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conjugate point, the second conjugate point, etc.. The multiplicity is
less than or equal to n− 1.
The i-th conjugate locus of p ∈ M is the set of all i-th conjugate
point of p along the geodesics emanating from p. The term “conjugate
locus” is usually used with the meaning of the first conjugate locus.
For the generality of conjugate points and conjugate loci, one can refer
to [9],[10]. The simplest example of the conjugate locus is that of the
sphere of constant curvature Sn. In this case the first conjugate point
of each x ∈ Sn along any geodesic is the antipodal point −x and its
multiplicity is n − 1; thus the i-th conjugate locus (1 ≤ i ≤ n − 1) of
x is equal to {−x}, whereas the j-th conjugate locus (n ≤ j ≤ 2n− 2)
is equal to {x}.
To understand the global behavior of the geodesics, it is crucial to
know the structure of conjugate loci and cut loci of points. In gen-
eral, however, it is quite difficult to determine conjugate loci and cut
loci explicitly, except for symmetric spaces and other few examples
(see [4, Introduction]). In the previous papers [3] and [5] we deter-
mined the structure of conjugate loci and cut loci of points for the
tri-axial ellipsoid and certain Liouville surfaces. Also we determined
in [4] the structure of cut loci of points for the ellipsoid and certain
Liouville manifolds of dimension greater than two. In this paper we
clarify the structure of the conjugate locus of a general point on the
ellipsoid and certain Liouville manifolds of dimension greater than two.
In particular, we give a detailed description for the singular points on
the conjugate locus. This would be a higher-dimensional counterpart
of “the last geometric statement of Jacobi”, which says that the conju-
gate locus of a non-umbilic point of the two-dimensional ellipsoid has
exactly four cusps ([6], [7]; see also [3], [5], [11], [12]).
Now, let us illustrate our results in detail by taking the ellipsoid
M :
∑n
i=0 u
2
i /ai = 1 (0 < an < · · · < a0) as an example. The elliptic
coordinate system (λ1, . . . , λn) on M (λn ≤ · · · ≤ λ1) is defined by the
following identity in λ:
n∑
i=0
u2i
ai − λ − 1 =
λ
∏n
k=1(λk − λ)∏
i(ai − λ)
.
For a fixed u ∈M , λk are determined by n “confocal quadrics” passing
through u. From λk’s, ui are explicitly described as
u2i =
ai
∏n
k=1(λk − ai)∏
j 6=i(aj − ai)
,
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and the range of λk is ak ≤ λk ≤ ak−1. Also the metric g is described
as
(1.1) g =
n∑
i=1
(−1)nλi
∏
l 6=i(λl − λi)
4
∏n
j=0(λi − aj)
dλ2i
Let Nk be the ellipsoid of codimension one in M defined by
Nk = {u = (u0, . . . , un) ∈M | uk = 0 } (0 ≤ k ≤ n) ,
which is a totally geodesic submanifold of M . By the elliptic coordi-
nates the submanifold Nk is expressed as
Nk = {λk = ak or λk+1 = ak }.
We shall say that p ∈M is a general point if p 6∈ Nk for any k.
Now, let p ∈ M be a general point. Each element v of the tangent
space TpM at p is expressed as:
v =
n∑
i=1
vi
∂
∂λi
.
Then, putting
v˜i =
√
(−1)n−i λi
∏
l 6=i(λl − λi)
(−1)i 4∏nj=0(λi − aj) vi ,
we have an Euclidean coordinate system (v˜1, . . . , v˜n) on TpM , i.e.,
g(v, v) = 1 if and only if
n∑
i=1
v˜2i = 1 .
We now define an elliptic coordinate system (µ1, . . . , µn−1) on the unit
tangent space UpM ⊂ TpM by the following identity in µ:
n∑
i=1
v˜2i
µ− λi(p) =
∏n−1
k=1(µ− µk)∏n
j=1(µ− λj(p))
, λi+1(p) ≤ µi ≤ λi(p) .
Then
v˜2i =
∏n−1
k=1(λi(p)− µk)∏
j 6=i(λi(p)− λj(p))
,
n∑
i=1
v˜2i = 1 .
Define the submanifolds (with boundary) C±i (1 ≤ i ≤ n− 1) of UpM
by
C−i = {v ∈ UpM |µi(v) = λi+1(p)}, C+i = {v ∈ UpM |µi(v) = λi(p)} .
It is seen that C−i−1 ∪ C+i is equal to the great sphere v˜i = 0 and they
are diffeomorphic to
C−i ≃ Si−1 × D¯n−1−i, C+i ≃ D¯i−1 × Sn−1−i ,
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where Sk and D¯k stand for the k-sphere and the closed k-disk (S0 and
D¯0 stand for the set of two points and that of one point) respectively.
Also for the boundary ∂C±i of C
±
i ,
∂C+i = ∂C
−
i−1 = C
+
i ∩ C−i−1 ≃ Si−2 × Sn−1−i (2 ≤ i ≤ n− 1) ,
∂C−n−1 = ∅ = ∂C+1 .
Put Vi = ±(∂/∂µi)/‖∂/∂µi‖ (1 ≤ i ≤ n − 1). One can see that at
each point v ∈ UpM − ∂C±i , the vector field Vi is smoothly defined
on a neighborhood of the point by taking the appropriate sign. Let
γv(t) be the geodesic on M with the initial vector γ˙v(0) = v ∈ UpM
and let Yi(t, v) (1 ≤ i ≤ n − 1) be the Jacobi field along the geodesic
γv(t) defined by the initial data Yi(0, v) = 0, Y
′
i (0, v) = Vi(v) (“prime”
represents the covariant derivative in t). Assume first that v 6∈ ∂C±j for
any j. Then, as was already shown in [4, Proposition 5.1], the Jacobi
field Yi(t, v) is of the form
Yi(t, v) = yi(t, v)V˜i(t, v),
where yi(t, v) is a function and V˜i(t, v) is the parallel vector field along
the geodesic γv(t) such that V˜i(0, v) = Vi(v). (Actually, we may say
V˜i(t, v) = Vi(γ˙v(t)).) Let t = ri(v) be the first zero of the function
t 7→ yi(t, v) for t > 0. It turns out that the function ri(v) can be
continuously extended to all over UpM and is of C
∞ outside ∂C±i .
Then our first result is the following
A (Proposition 6.1). (1) rn−1(v) ≤ rn−2(v) ≤ · · · ≤ r1(v) for any
v ∈ UpM .
(2) ri−1(v) = ri(v) if and only if v ∈ ∂C−i−1 = ∂C+i (2 ≤ i ≤ n−1)
Put
K˜i(p) = {ri(v)v | v ∈ UpM}, Ki(p) = {γv(ri(v)) | v ∈ UpM} .
As a consequence of the above proposition, we have
B (Theorem 6.2). (1) Kn−1(p) is the (first) conjugate locus of p.
(2) If M is close to the round sphere in an appropriate sense, then
Kn−i(p) is the i-th conjugate locus of p for 2 ≤ i ≤ n− 1.
In this case, K˜n−1(p) is called the tangential conjugate locus of p, and
under the situation of (2) K˜n−i(p) is called the i-th tangential conjugate
locus. The assumption in (2) of the above theorem is actually given as
follows: “if the second zero, say r2n−1(v), of yn−1(t, v) is greater than
r1(v) for any v ∈ UpM”.
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Next, let us explain our results on the “singular points” of the con-
jugate locus. Define the map Φ : UpM →M by
Φ(v) = Expp(rn−1(v)v) = γv(rn−1(v)) ,
whose image is the conjugate locus Kn−1(p) of p. Then we have
C (Theorem 6.7). (1) Φ is an immersion outside C−n−1 ∪ C+n−1.
(2) The germ of Φ is a cuspidal edge at each point of C−n−1 and each
interior point of C+n−1; the restriction of Φ to (the interior of)
C±n−1 are immersions to the edges of the vertices.
We note that, as was shown in [4, Theorem 7.1], the restriction of Φ
to C−n−1 is actually an embedding and the image bounds the cut locus
of p.
As for the singularities arising on the boundary ∂C+n−1, we need to
treat them as the singularities of the map Expp : TpM → M , since
the map Φ is not differentiable at points on ∂C+n−1 (and the tangential
conjugate locus K˜n−1(p) is not smooth at rn−1(v)v, v ∈ ∂C+n−1). How-
ever, it should be noted that the function rn−1 restricted to ∂C
+
n−1 is
smooth. Thus S˜ = {rn−1(v)v | v ∈ ∂C+n−1} is a submanifold of TpM
diffeomorphic to Sn−3 × S0.
D (Corollary 7.13). The germ of the map Expp : TpM → M at each
point w ∈ S˜ is a D+4 Lagrangian singularity.
The notion of D+4 Lagrangian singularity first appeared in the work
of Arnold [1], where he classified the “simple Lagrangian singularities”
(see also [2]). We shall give its precise description in §7. Here we
only note one consequence of the above result: The singularity at each
point of S˜ ⊂ K˜n−1(p) is a cone-edge, i.e., there is a coordinate system
(w1, . . . , wn) on TpM around the point (represented by the origin) such
that K˜n−1(p) and S˜ are described as
K˜n−1(p) : w
2
1 + w
2
2 = w
2
3, w3 ≤ 0 ,
S˜ : w1 = w2 = w3 = 0 .
and this cone-edge is connected to K˜n−2(p) as
K˜n−2(p) : w
2
1 + w
2
2 = w
2
3, w3 ≥ 0 .
This illustrates the zeros of the smooth function det d(Expp) near
rn−1(v)v, where v ∈ ∂C+n−1.
Under the situation of the statement B (2), we have the similar result
for Kn−i(p).
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E (Theorem 6.7, Corollary 7.14). Suppose r2n−1(v) is greater than r1(v)
for any v ∈ UpM . Then, defining the map Φn−i : UpM →M by
Φn−i(v) = Expp(rn−i(v)v) ,
we have:
(1) Φn−i is an immersion outside C
−
n−i ∪ C+n−i.
(2) The germ of Φn−i is a cuspidal edge at each interior point of
C−n−i and C
+
n−i; the restriction of Φn−i to the interior of C
±
n−i is
immersions to the edges of the vertices.
(3) The germ of the map Expp : TpM →M at each point rn−i(v)v,
v ∈ ∂C±n−i, is a D+4 Lagrangian singularity and the restriction
Expp|∂C±n−i is an immersion to the edge of vertices.
The present paper is partly a continuation of our previous paper [4],
where we studied the cut loci of points on certain Liouville manifolds
diffeomorphic to the sphere. Each Liouville manifold which is consid-
ered here is, as in [4], defined with n+1 constants a0 > · · · > an > 0 and
a positive function A(λ) on [an, a0] (A(λ) =
√
λ in the case of the ellip-
soid). This function A(λ) is assumed to satisfy a certain monotonicity
condition, which is a bit stronger than the condition (4.1) posed in
[4]. We shall explain this condition in §4. In §2 and §3 we give a brief
summary of Liouville manifolds and the behavior of geodesics on them.
Since they are almost the same as those in [4], we omit the proofs there.
Under the condition given in §4, we shall investigate the positions
of zeros of Jacobi fields in detail in §5 and describe the structure of
the conjugate locus of a general point in §6. In particular, we shall
show in this section that the major part of the singularities of the
conjugate locus of a general point are cuspidal edges. In §7 we shall
investigate the remaining singularities, which appear as the end points
of the cuspidal edges and which are also points of double conjugacy.
We shall show that those are D+4 Lagrangian singularities. Also, as
an application of the results obtained in §5, we shall illustrate there
an interesting asymptotic nature of the distribution of zeros of Jacobi
fields.
The authors are grateful to Shuichi Izumiya and Kentaro Saji for
their helpful comments on the D+4 Lagrangian singularity.
Preliminary remarks and notations. In this paper the geodesics
will be described in the Hamiltonian formalism. Therefore the geodesic
flow is described in the cotangent bundle. Let M be a Riemannian
manifold and g its Riemannian metric. By ♭ : TM → T ∗M we denote
the bundle isomorphism determined by g (Legendre transformation).
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We also use the symbol ♯ = ♭−1. The canonical 1-form on the cotangent
bundle T ∗M is denoted by α. For a canonical coordinate system (x, ξ)
on T ∗M (x being a coordinate system onM), α is expressed as
∑
i ξidxi.
Then the 2-form dα represents the standard symplectic structure on
T ∗M .
Let E be the function on T ∗M defined by
E(λ) =
1
2
g(♯(λ), ♯(λ)) =
1
2
∑
i,j
gij(x)ξiξj, λ = (x, ξ) ∈ T ∗M .
We call it the (kinetic) energy function of M . For a function F,H on
T ∗M , the Hamiltonian vector field XF and the Poisson bracket {F,H}
are defined by
XF =
∑
i
(
∂F
∂ξi
∂
∂xi
− ∂F
∂xi
∂
∂ξi
)
, {F,H} = XFH .
Then XE generates the geodesic flow {ζt}t∈R, i.e., each curve γ(t) =
π(ζtλ) (λ ∈ T ∗M) is a geodesic of the Riemannian manifold M , where
π : T ∗M →M is the bundle projection. In this case we have ♭(γ˙(t)) =
ζtλ.
2. Liouville manifolds
Liouville manifold is, roughly speaking, a class of Riemannian mani-
fold whose geodesic equations are “integrated in the same way as those
of ellipsoids”. The precise definition is as follows. Let M be a Rie-
mannian manifold of dimension n and let F be an n-dimensional vec-
tor space of functions on the cotangent bundle T ∗M . Then the pair
(M,F) is called a Liouville manifold if: i) each F ∈ F is fiberwise a
homogeneous quadratic polynomial; ii) those quadratic forms are si-
multaneously normalizable on each fiber; iii) F is commutative with
respect to the Poisson bracket; iv) F contains the energy function E
(the Hamiltonian of the geodesic flow); and v) {F |T ∗pM |F ∈ F} is
n-dimensional at some point p ∈ M . For the generality of Liouville
manifolds, we refer to [8].
As in [4], we treat in this paper a subclass of “compact Liouville
manifolds of rank one and type (A) (cf. [8])”. An explanation of this
subclass and the geodesic equations on it were already given in [4]. We
shall briefly illustrate it in this and the next sections (without proof)
for the sake of convenience.
Each Liouville manifold treated here is constructed from n + 1 con-
stants a0 > · · · > an > 0 and a positive C∞ function A(λ) on the closed
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interval an ≤ λ ≤ a0. Let α1, . . . , αn be positive numbers defined by
αi = 2
∫ ai−1
ai
A(λ) dλ√
(−1)i∏nj=0(λ− aj) (i = 1, . . . , n) .
Define the C∞ function fi on the circle R/αiZ = {xi} (1 ≤ i ≤ n) by
the conditions: (
dfi
dxi
)2
=
(−1)i4∏nj=0(fi − aj)
A(fi)2
(2.1)
fi(0) = ai, fi(
αi
4
) = ai−1, fi(−xi) = fi(xi) = fi(αi
2
− xi) .(2.2)
Then the range of fi is [ai, ai−1], and fi actually has the period αi/2.
Put
R =
n∏
i=1
(R/αiZ) .
Let τi (1 ≤ i ≤ n− 1) be the involutions on the torus R defined by
τi(x1, . . . , xn) = (x1, . . . , xi−1,−xi, αi+1
2
− xi+1, xi+2, . . . , xn) ,
and let G (≃ (Z/2Z)n−1) be the group of transformations generated by
τ1, . . . , τn−1. Then the quotient space M = R/G is homeomorphic to
the n-sphere, and moreover, M has a unique differentiable structure so
that the quotient map R → M is of C∞ and the symmetric 2-form g
given by
(2.3) g =
∑
i
(−1)n−i
(∏
l 6=i
(fl(xl)− fi(xi))
)
dx2i
represents a C∞ Riemannian metric on M . We regard M as a Rie-
mannian manifold with this metric g. As a result, M is diffeomorphic
to the n-sphere Sn.
Now, put
bij(xi) =
{
(−1)i∏1≤k≤n−1
k 6=j
(fi(xi)− ak) (1 ≤ j ≤ n− 1)
(−1)i+1∏n−1k=1(fi(xi)− ak) (j = n) ,
and define functions F1, . . . , Fn−1, Fn = 2E on the cotangent bundle
by
(2.4)
n∑
j=1
bij(xi)Fj(x, ξ) = ξ
2
i (1 ≤ i ≤ n),
where ξi are the fiber coordinates with respect to the base coordinates
(x1, . . . , xn). Then Fi represent well-defined C
∞ functions on T ∗M .
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Computing the inverse matrix of (bij) explicitly, we have
2E =
n∑
i=1
(−1)n−iξ2i∏
1≤l≤n
l 6=i
(fl(xl)− fi(xi))
Fj =
1∏
1≤k≤n−1
k 6=j
(ak − aj)
n∑
i=1
(−1)n−i∏1≤l≤n
l 6=i
(fl(xl)− aj)∏
1≤l≤n
l 6=i
(fl(xl)− fi(xi)) ξ
2
i
(1 ≤ j ≤ n− 1) .
Therefore E is the energy function, i.e., the Hamiltonian of the asso-
ciated geodesic flow of M . From the formula (2.4) one can easily see
that
{Fi, Fj} = 0 (1 ≤ i, j ≤ n) ,
where {, } denotes the Poisson bracket (see [8, Prop. 1.1.3]). Thus,
denoted by F the vector space spanned by F1, . . . , Fn, the pair (M,F)
becomes a Liouville manifold.
The following proposition is obvious.
Proposition 2.1. For each i, the map
x 7→ (. . . , xi−1,−xi, xi+1, . . . ) or x 7→ (. . . , xi, αi+1
2
−xi+1, xi+2, . . . )
defines an isometry of M which preserves Fj for any j. This map is
the symmetry with respect to Ni.
As examples, if A(λ) is a constant function, then M is the sphere of
constant curvature. This case is explained in detail in [8, pp.71–74]. If
A(λ) =
√
λ, then M is isometric to the ellipsoid
∑n
i=0 u
2
i /ai = 1. In
this case, the system of functions (f1(x1), . . . , fn(xn)) is nothing but
the elliptic coordinate system (see [4, p.261]).
The manifold M has some special submanifolds: Put
Nk = {x ∈M | fk(xk) = ak or fk+1(xk+1) = ak} (0 ≤ k ≤ n),
Jk = {x ∈M | fk(xk) = fk+1(xk+1) = ak} (1 ≤ k ≤ n− 1).
Then we have, putting (Fk)p = Fk|T ∗pM ,
Proposition 2.2. (1) Jk = {p ∈M | (Fk)p = 0}.
(2) Nk = {p ∈M | rank (Fk)p ≤ 1} (1 ≤ k ≤ n− 1).
(3)
⋃
k Jk is identical with the branch locus of the covering R →
M = R/G.
(4) Nk is a totally geodesic submanifold of codimension one (0 ≤
k ≤ n).
(5) Jk ⊂ Nk, and Jk is diffeomorphic to Sk−1 × Sn−k−1.
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In the case of the ellipsoid, Nk is equal to the intersection with the
cartesian hyperplane uk = 0, and the set
⋃
k Jk is identical with the
locus where some principal curvature has multiplicity two.
3. Geodesic equations
Suppose that c = (c1, . . . , cn−1, 1) is a regular value of the map
F = (F1, . . . , Fn−1, 2E) : T
∗M → Rn ,
then its inverse image is a disjoint union of tori, and the vector fields
XFj , XE on it are mutually commutative and linearly independent
everywhere. Here Xf denotes the Hamiltonian vector field determined
by a function f ;
Xf =
∑
i
(
∂f
∂ξi
∂
∂xi
− ∂f
∂xi
∂
∂ξi
)
.
Let ωj (1 ≤ j ≤ n) be the dual 1-forms of {π∗XFj}, where π :
T ∗M → M is the bundle projection. Then, by (2.4) we have
ωl =
∑
i
bil
2ξi
dxi (1 ≤ l ≤ n).
They are closed 1-forms, and the geodesic orbits are determined by
(3.1) ωl = 0 (1 ≤ l ≤ n− 1),
and the length parameter t on an orbit is given by
(3.2) dt = 2ωn.
Thus the geodesics are described with the integration of closed 1-forms
which contains ci’s as parameters.
To observe the behavior of geodesics it is more convenient to use the
constants b1, . . . , bn−1 defined below than using ci’s as parameters: Put
Θ(λ) =
n−1∑
j=1

 ∏
1≤k≤n−1
k 6=j
(λ− ak)

 cj −
n−1∏
k=1
(λ− ak) .
If a unit covector (x, ξ) ∈ U∗M with every ξi 6= 0 lies on F−1(c), then
we have, by (2.4),
(−1)iΘ(fi(xi)) = ξ2i > 0 .
Therefore the algebraic equation Θ(λ) = 0 has n− 1 real roots in this
case. It thus follows by continuity that for each c ∈ F (U∗M) there are
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constants b1 ≥ · · · ≥ bn−1 such that
Θ(λ) = −
n−1∏
i=1
(λ− bi) ,
fi(xi) ≥ bi ≥ fi+1(xi+1) (1 ≤ i ≤ n− 1) .
Note that the range of bi’s are given by
(3.3) ai+1 ≤ bi ≤ ai−1 , bi+1 ≤ bi .
In fact, it can be verified that for each bi’s satisfying (3.3) there is a
unit covector µ ∈ U∗M such that Fi(µ) = ci (1 ≤ i ≤ n− 1), where
(3.4) ci =
−∏n−1l=1 (ai − bl)∏
1≤k≤n−1
k 6=i
(ai − ak) (1 ≤ i ≤ n− 1) .
Note also that if b1, . . . , bn−1 satisfy
(3.5) ai+1 < bi < ai−1 , bi 6= ai, bi+1 < bi for any i
then the corresponding c = (c1, . . . , cn−1, 1) is a regular value of F .
Now, put
a+i = max{ai, bi} (1 ≤ i ≤ n− 1), a+n = an
a−i = min{ai, bi} (1 ≤ i ≤ n− 1), a−0 = a0 .
If b1, . . . , bn−1 satisfy the condition (3.5), then the π-image of a con-
nected component of F −1(c) (a Lagrange torus) is of the form
L1 × · · · × Ln ⊂M ,
where each Li is a connected component of the inverse image of [a
+
i , a
−
i−1]
by the map
fi : R/αiZ→ [ai, ai−1] .
(Precisely speaking, L1×· · ·×Ln ⊂ R; but it is injectively mapped into
M by the branched covering R→M .) Along a corresponding geodesic,
the coordinate function xi(t) moves on Li and fi(xi(t)) ∈ [a+i , a−i−1].
After all, the equations of geodesic orbits
ωl = 0 (1 ≤ l ≤ n− 1)
are described as
n∑
i=1
ǫi(−1)i
∏
1≤k≤n−1
k 6=l
(fi(xi)− ak) dxi√
(−1)i−1∏n−1k=1(fi(xi)− bk) = 0 (1 ≤ l ≤ n− 1) ,
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where ǫi = sign (ξi) = sign (dxi/dt). This system of equations is equiv-
alent to
(3.6)
n∑
i=1
ǫi(−1)iG(fi) dxi√
(−1)i−1∏n−1k=1(fi − bk) = 0
for any polynomial G(λ) of degree ≤ n− 2. Thus by (3.6) we have
(3.7)
n∑
i=1
∫ t
s
(−1)iG(fi)√
(−1)i−1∏n−1k=1(fi − bk)
∣∣∣∣dxi(t)dt
∣∣∣∣ dt = 0
for any period [s, t], where fi = fi(xi(t)). By (2.1) those equations are
also described as
(3.8)
n∑
i=1
∫ t
s
(−1)iG(fi)A(fi)√
−∏n−1k=1(fi − bk) ·∏nk=0(fi − ak)
∣∣∣∣dfi(xi(t))dt
∣∣∣∣ dt = 0 .
Also, integrating dt = 2ωn =
∑
i(bin/ξi)dxi, we have
(3.9)
n∑
i=1
∫ t
s
(−1)i+1 G˜(fi)√
(−1)i−1∏n−1k=1(fi − bk)
∣∣∣∣dxi(t)dt
∣∣∣∣ dt = t− s ,
where G˜(λ) is any monic polynomial in λ of degree n− 1.
Finally, let us illustrate the behavior of each coordinate function xi(t)
along a geodesic γ(t) = (x1(t), . . . , xn(t)). Since
(3.10) x′i(t) =
∂E
∂ξi
=
±
√
(−1)i−1∏n−1k=1(fi(xi)− bk)
(−1)n−i∏l 6=i(fl(xl)− fi(xi)) ,
and since
fi − bi+1 ≥ fi − fi+1 ≥ 0, bi−2 − fi ≥ fi−1 − fi ≥ 0,
we have
|x′i(t)| ≥ c
√
(fi(xi))− bi)(bi−1 − fi(xi))
for some constant c > 0 (at least, outside the branch locus of the
covering R → M). Therefore, if a+i < fi(xi(t)) < a−i−1, then it reaches
the boundary at a finite time t = t0. And if fi(xi(t0)) is equal to
bi( 6= ai) or bi−1( 6= ai−1), then x′i(t0) = 0, x′′i (t0) 6= 0, and if fi(xi(t0)) is
equal to ai( 6= bi) or ai−1( 6= bi−1), then x′i(t0) 6= 0; and (d/dt)fi(xi(t))
changes the sign when t passes t0 in each case. Thus, if a
−
i < a
+
i <
a−i−1 < a
+
i−1, then xi(t) oscillates on Li if Li is an interval, or xi(t)
moves monotonously if Li is the whole circle, and the function fi(xi(t))
oscillates on the interval [a+i , a
−
i−1].
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If a+i+1 < a
−
i = a
+
i < a
−
i−1 and if xi(t) and xi+1(t) satisfy
a+i+1 < fi+1(xi+1(t)) < a
−
i = a
+
i < fi(xi(t)) < a
−
i−1,
d
dt
fi(xi(t)) < 0
at some t, then xi(t) reaches the boundary point ∈ f−1i (a+i ) at a finite
time t0 by the same reason as above. Moreover, at that time,
fi+1(xi+1(t0)) = a
−
i = a
+
i = fi(xi(t0)) ,
and this point γ(t0) is a branch point of the covering R→M . In fact,
observe the formula (3.8) for G(λ) =
∏
k 6=i(λ− bk) and take the limit
t→ t0−0 there. Since the i-th summand tends to∞, if other bj and ak
are all distinct, then the (i+1)-st summand must tend to ∞ and thus
fi+1(xi+1(t0)) = a
±
i . In this case the geodesic passes through a point on
Ji and intersects Ni transversally at the point. For the general case we
take a sequence of geodesics satisfying the above condition and obtain
the same result. Since γ(t0) is a branch point, there are two possible
ways of description for xi(t) after passing the time t0; but anyway, the
function fi(xi(t)) turns the direction at t = t0 and (d/dt)(fi(xi(t)) > 0
for t > t0 near t0.
If a+i = a
−
i−1, then there are several possible cases. If ai < bi =
bi−1 < ai−1, then xi(t) is constant along the geodesic. This case will
be investigated in detail in §7. If ai = bi−1 (resp. if bi = ai−1), then
the function xi(t) is again constant, but in this case the geodesic is
totally contained in the totally geodesic submanifold Ni (resp. Ni−1),
and such type of geodesic is not considered in this paper.
4. A monotonicity condition for Liouville manifolds
In this section we first introduce a monotonicity condition on the
positive function A(λ), under which the structures of the conjugate
loci on the corresponding Liouville manifolds become simple:
(4.1)
The function A˜(λ) = (λ− an)A(λ) satisfies
(−1)kA˜(k)(λ) > 0 on [an, a0] (2 ≤ k ≤ n),
where A˜(k)(λ) denotes the k-th derivative of A˜(λ) in λ. The following
proposition indicates that this condition is stronger than the condition
(4.1) in [4], which is:
(4.2) (−1)kA(k)(λ) < 0 on [an, a0] (1 ≤ k ≤ n− 1) .
Proposition 4.1. If a positive function A(λ) on [an, a0] satisfies the
condition (4.1), then it also satisfies the condition (4.2).
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Proof. Since A(λ) is described in the form
A(λ) =
A˜(λ)− A˜(an)
λ− an =
∫ 1
0
A˜′(tλ+ (1− t)an) dt ,
we have
A(k)(λ) =
∫ 1
0
tk A˜(k+1)(tλ+ (1− t)an) dt (1 ≤ k ≤ n− 1) .
The lemma immediately follows from this formula. 
Remark. If a positive function A(λ) satisfies the condition (4.1), then
A˜′(λ) is positive on [an, a0]. In fact, A˜
′(λ) = A(λ) + (λ− an)A′(λ) and
A′(λ) > 0 by Proposition 4.1.
It is easily seen that A(λ) =
√
λ, i.e., the case of the ellipsoid∑
i u
2
i /ai = 1, satisfies the condition (4.1). From now on, we shall
always assume that the condition (4.1) is satisfied. Added to Proposi-
tion 4.1 in [4], we shall prove a similar proposition below. To do so, we
need two lemmas; the first one being the same as [4, Lemmas 4.2], we
shall omit the proof. For the two lemmas we assume b1, . . . , bn−1 and
a0, . . . , an are all distinct.
Lemma 4.2.
n∑
i=1
∫ a−i−1
a+i
(−1)iG(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) = 0
for any polynomial G(λ) of degree ≤ n− 2.
Lemma 4.3. Let J be any subset of {1, . . . , n − 1}, and let B(λ) be
the function defined by
(4.3)
A(λ)(λ− an)∏
j∈J(λ− bj)
=
∑
j∈J
ej
λ− bj +B(λ), ej =
A(bj)(bj − an)∏
l∈J
l 6=j
(bj − bl) .
Then:
(4.4)
B(λ) =
∫
Dk
A˜(k)
((
1−
k∑
l=1
sl
)
λ+ skbik + · · ·+ s1bi1
)
ds1 . . . dsk ,
where J = {i1, . . . , ik} and
Dk = {(s1, . . . , sk) ∈ Rk | si ≥ 0 (1 ≤ i ≤ k),
k∑
i=1
si ≤ 1} .
In particular, B(λ) satisfies (−1)#JB(λ) > 0 for an ≤ λ ≤ a0 if
#J ≥ 2.
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Proof. We prove this by induction in k = #J . When k = 0, the
assertion is trivial. Let k ≥ 0 and assume that the assertion is true for
J with #J ≤ k. Suppose J = {i1, . . . , ik+1} and put J0 = J − {ik+1}.
Define B0(λ) as the function B(λ) in the formula (4.3) for J0. By the
induction assumption we have the formula (4.4) for B0.
By the defining formula (4.3), the functions B(λ) for J and B0(λ)
for J0 are related as
B(λ) =
B0(λ)− B0(bik+1)
λ− bik+1
=
∫ 1
0
B′0(tλ + (1− t)bik+1) dt .
By the induction assumption the right-hand side is equal to
∫ 1
0
∫
Dk
(1−
∑k
l=1 sl)A˜(k+1)((1−
∑k
l=1 sl)(tλ+(1−t)bik+1 )+
∑k
l=1 slbil) ds1...dskdt
Therefore, changing the variable t → sk+1 = (1 −
∑k
l=1 sl)(1 − t), we
obtain the formula (4.4) for J . 
Proposition 4.4. If b1, . . . , bn−1 and a0, . . . , an are all distinct, then
the following inequalities hold:
(1)
n∑
l=1
∫ a−
l−1
a+
l
(−1)n−l+#IA(λ) (λ− an)
∏
j∈I(λ− bj)√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) dλ > 0,
where I is any (possibly empty) subset of {1, . . . , n − 1} such
that #I ≤ n− 3;
(2)
∂
∂bi
n∑
l=1
∫ a−
l−1
a+
l
(−1)lA(λ) (λ− an)G(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
is negative for G(λ) =
∏
k 6=i(λ − bk) and is positive for G =∏
k 6=i,j(λ− bk), (j 6= i) .
(3)
∂2
∂b2i
n∑
l=1
∫ a−
l−1
a+
l
(−1)lA(λ) (λ− an)G(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
is positive for G(λ) =
∏
k 6=i(λ− bk) .
Proof. Put J = {1, . . . , n − 1} − I, A˜(λ) = (λ − an)A(λ) and define
B(λ) by
(4.5)
A˜(λ)∏
j∈J(λ− bj)
=
∑
j∈J
1
λ− bj
A˜(bj)∏
k∈J
k 6=j
(bj − bk) +B(λ) .
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Then by Lemma 4.3 we have (−1)#JB(λ) > 0 on the interval [an, a0].
Since the sum in (1) is equal to
(4.6)
n∑
l=1
∫ a−
l−1
a+
l
(−1)l−1+#JB(λ)∏n−1k=1(λ− bk)√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) dλ
by Lemma 4.2, and since (−1)l−1∏n−1k=1(λ − bk) is positive on every
interval (a+l , a
−
l−1), we have the inequality (1).
To prove (2) for G(λ) =
∏
k 6=i,j(λ − bk), we use the formula (4.5)
with J = {i, j}. In this case,
B(λ) =
∫ 1
0
∫ 1−t
0
A˜′′((1− t− s)λ+ tbi + sbj) dsdt ,
and the formula in (2) is written as
(4.7)
∂
∂bi
n∑
l=1
∫ a−
l−1
a+
l
(−1)lB(λ) ∏n−1k=1(λ− bk)√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) dλ .
Then, in the same way as the proof of Proposition 4.1 (2) in [4], we see
that the above formula is equal to
(4.8)
1
2
n∑
l=1
∫ a−
l−1
a+
l
(−1)l
(
∂
∂bi
B(λ)
)∏n−1
k=1(λ− bk)√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) dλ ,
which is positive, since ∂
∂bi
B(λ) < 0.
In the case where G(λ) =
∏
k 6=i(λ − bk), we also have the same
formula as above with
(4.9) B(λ) =
∫ 1
0
A˜′(tλ+ (1− t)bi)dt
Since ∂
∂bi
B(λ) > 0 in this case, the assertion follows.
(3) Differentiating the formula (4.8) by bi under the equality (4.9),
we have
(4.10)
1
2
n∑
l=1
∫ a−
l−1
a+
l
(−1)l
(
∂2
∂b2i
B(λ)
)∏n−1
k=1(λ− bk)√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) dλ
−1
4
n∑
l=1
∫ a−
l−1
a+
l
(−1)l
(
∂
∂bi
B(λ)
)∏
k 6=i(λ− bk)√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) dλ .
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By Lemma 4.2 in [4] the second line of this formula is equal to
(4.11) − 1
4
n∑
l=1
∫ a−
l−1
a+
l
(−1)lB˜(λ)∏n−1k=1(λ− bk)√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) dλ ,
where
B˜(λ) =
∂
∂bi
B(λ)− 1
2
A˜′′(bi)
λ− bi =
1
2
∂2
∂b2i
B(λ) .
Note that (∂/∂bi)B(λ)|λ=bi = (1/2)A˜′′(bi).
Therefore the formula (4.10) is equal to
(4.12)
3
8
n∑
l=1
∫ a−
l−1
a+
l
(−1)l
(
∂2
∂b2i
B(λ)
)∏n−1
k=1(λ− bk)√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) dλ .
Since
(4.13)
∂2
∂b2i
B(λ) =
∫ 1
0
(1− t)2A˜′′′(tλ+ (1− t)bi)dt
is negative, the assertion follows. 
In the later applications we also need certain limit cases of the above
proposition, which may be stated as follows.
Proposition 4.5. Let bk = (bk1, . . . , b
k
n−1) (k = 1, 2, . . . ) be a sequence
such that
ai+1 < b
k
i < ai−1, b
k
i 6= ai, bki < bki−1 for any k, i,
and such that the ordering of ai and b
k
i does not change when k varies
for each i. Suppose that bk converges to b∞ = (b1, . . . , bn−1) as k →∞.
Then, when k → ∞, each formula in (1), (2), (3) in Proposition 4.4
for bk converges to a nonzero value. Namely, those inequalities are still
valid in the limit case.
Proof. We first consider the case (1) in Proposition 4.4. Let us observe
the formula (4.6) for bk and take the limit k →∞. We regard the sum
of the integrals as the integral over [an, a0] of the single function E
k(λ),
where
Ek(λ) =


(−1)l−1+#JB(λ)
∏n−1
i=1 (λ−b
k
i )√
−
∏n−1
i=1 (λ−b
k
i
)·
∏n
i=0(λ−ai)
(λ ∈ [a+l , a−l−1])
0 (λ 6∈ ∪ni=1[a+i , a−i−1])
.
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In view of the formula (4.4) we see that there is a constant c which
does not depend on k such that
|Ek(λ)| ≤ c√∏n
i=0 |λ− ai|
(an ≤ λ ≤ a0)
for any k. Therefore, by Lebesgue’s convergence theorem, we have
lim
k→∞
∫ a0
an
Ek(λ)dλ =
∫ a0
an
E∞(λ)dλ. E∞(λ) = lim
k→∞
Ek(λ),
Since there is at least one index i such that a+i = ai and a
−
i−1 = ai−1
for each k and since this index i does not depend on k by the assump-
tion, it follows that a+i = ai and a
−
i−1 = ai−1 for k = ∞. Therefore
E∞(λ) is positive on the open interval (ai, ai−1) and nonnegative on
the whole interval [an, a0]. Thus the assertion follows.
For (2) and (3) we use (4.8) and (4.12) instead of (4.6). Since the
proof goes in completely the same way as above, we omit the detail. 
5. Zeros of Jacobi fields
Let γ(t) = (x1(t), . . . , xn(t)) be a geodesic which is not totally con-
tained in the totally geodesic submanifolds Ni (1 ≤ i ≤ n− 1). Let us
denote by σi(t) the total variation of fi(xi(t)):
σi(t) =
∫ t
0
∣∣∣∣dfi(xi(s))ds
∣∣∣∣ ds (1 ≤ i ≤ n) .
When a+i < a
−
i−1, this function is strictly increasing (cf. §3), and we
then define the time t = ti by the equality
(5.1) σi(ti) = 2(a
−
i−1 − a+i ) ,
which represents a half of the period in some sense. Note that tn is the
same one as t0 defined in [4, §6]. Note also that, in view of (2.1), the
following equalities hold:
(5.2)
∫ ti
0
(−1)iG(fi)√
(−1)i−1∏n−1k=1(fi − bk)
∣∣∣∣dxi(t)dt
∣∣∣∣ dt
=
1
2
∫ ti
0
(−1)iG(fi)A(fi)√
−∏n−1k=1(fi − bk) ·∏nk=0(fi − ak)
∣∣∣∣dfi(xi(t))dt
∣∣∣∣ dt
=
∫ a−i−1
a+i
(−1)iG(λ)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) .
Those equalities will be frequently used below.
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In the rest of this section we shall assume that the corresponding
n − 1 constants bi and the n + 1 constants aj are all distinct unless
otherwise stated. We have already seen in [4, Proposition 6.5] that
tn < ti for any i ≤ n− 1. Here one can obtain a stronger result.
Proposition 5.1. tn < tn−1 < · · · < t1.
Proof. Fix k such that 2 ≤ k ≤ n− 1 and assume that ti ≤ tk for some
i ≤ k − 1. Put
I = {i | 1 ≤ i ≤ n, ti ≤ tk, i 6= k} .
Let J be the set of j such that 1 ≤ j ≤ n − 1 and either j ∈ I and
j + 1 ∈ I, or j 6∈ I and j + 1 6∈ I. Since there is some i ∈ I such
that i < k by the assumption, and since n ∈ I as remarked above and
k 6∈ I, it follows that #J ≤ n− 3.
We then consider the equality (the geodesic equation)
(5.3)
n∑
l=1
∫ tk
tl
(−1)lG(fl)√
(−1)l−1∏n−1k=1(fl − bk)
∣∣∣∣dxl(t)dt
∣∣∣∣ dt
+
n∑
l=1
∫ a−
l−1
a+
l
(−1)lG(λ)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) = 0 ,
where G(λ) = (λ− an)
∏
j∈J(λ− bj) . Since the sign of (−1)lG(fl) are
the same for any l ∈ I, and since n ∈ I, it follows that
(−1)n−#J+lG(fl)
{
≥ 0 (l ∈ I)
≤ 0 (l 6∈ I) .
Also, we have
tk ≥ tl (l ∈ I), tk ≤ tl (l 6∈ I) .
Therefore the sign of the first line of the formula (5.3) is (−1)n−#J .
On the other hand, the second line of (5.3) is nonzero and its sign is,
by Proposition 4.4 (1), equal to (−1)n−#J , which is a contradiction.
Therefore we have tk < ti for any 1 ≤ i ≤ k − 1, and the proposition
thus follows. 
Let Hi (1 ≤ i ≤ n − 1) denote the first integral of the geodesic
flow whose value is expressed by bi, i.e., Hi are functions on the unit
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cotangent bundle U∗M defined by the following identity in λ;
n−1∑
j=1

 ∏
1≤k≤n−1
k 6=j
(λ− ak)

 Fj(µ)−
n−1∏
k=1
(λ− ak) = −
n−1∏
i=1
(λ−Hi(µ)) ,
H1(µ) ≥ H2(µ) ≥ · · · ≥ Hn−1(µ) , µ ∈ U∗M.
We extend Hi to T
∗M − {0-section} as a function of degree 0, i.e.,
Hi(tλ) = Hi(λ), t > 0, λ ∈ T ∗M,λ 6= 0 .
Then the π∗-image of the vector XHi at ♭(γ˙(t)) is perpendicular to γ˙(t).
In [4, Proposition 5.1] we proved that the Jacobi fields on the mani-
folds we are considering possess a remarkable property, which may be
stated as follows.
Proposition 5.2. There are smooth vector fields Vi(t) (1 ≤ i ≤ n− 1)
along the geodesic γ(t) satisfying
π∗
(
(XHi)♭(γ˙(t))
)
= hi(t)Vi(t) , |Vi(t)| = 1
for some functions hi(t) and they have the following properties:
(1) Each Vi(t) is parallel along γ(t).
(2) V1(t), . . . , Vn−1(t) are mutually orthogonal for any t ∈ R.
(3) Any Jacobi field Z(t) satisfying Z(0), Z ′(0) ∈ RVi(0) is of the
form z(t)Vi(t) with some function z(t) for any t ∈ R and any i.
We prove here the following proposition, which will be necessary in
later sections.
Proposition 5.3. The one-form
ω˜i =
n∑
k=1
ǫk(−1)kGi(fk) dxk√
(−1)k−1∏n−1l=1 (fk − bl) , Gi(λ) =
∏
1≤l≤n−1
l 6=i
(λ− bl),
satisfies
ω˜i(Vk(t)) = 0 (k 6= i), ω˜(γ˙(t)) = 0
at γ(t) for any t ∈ R such that (fi+1(xi+1(t)) − bi)(fi(xi(t)) − bi) 6= 0
(1 ≤ i ≤ n − 1). Here ǫk = sign of ξk = sign of x′k(t). At t ∈ R with
fi+1(xi+1(t)) = bi (resp. fi(xi(t)) = bi) the one-form dxi+1 (resp. dxi)
has the same property.
Proof. By the identity
(5.4)
n−1∏
l=1
(fk(xk)−Hl) · 2E = (−1)k+1ξ2k
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one obtains
n−1∑
i=1
∏
l 6=i
(fk − bl) · π∗(XHi)− 2
n−1∏
l=1
(fk − bl) · π∗(XE) = (−1)k2ξk ∂
∂xk
for (x, ξ) ∈ U∗M at which Hl = bl (and 2E = 1). Then, taking the
dual one-forms η1, . . . , ηn of π∗(XH1), . . . , π∗(XHn−1), π∗(XE), we have
ηi =
n∑
k=1
(−1)k∏l 6=i(fk − bl)
2ξk
dxk (1 ≤ i ≤ n− 1) .
Then, taking (5.4) into account, we have the proposition for the points
where π∗(XHi) 6= 0 for any i. For the point where π∗(XHi) = 0, i.e.,
fi+1(xi+1) = bi or fi(xi) = bi, we can take the limit:
lim
fi+1(xi+1)→bi
ǫi+1
√
bi − fi+1(xi+1) ω˜i =
√
Gi(fi+1) dxi+1 ,
lim
fi(xi)→bi
ǫi
√
fi(xi)− bi ω˜i =
√
Gi(fi) dxi .
Thus the proposition follows. 
Let us define the Jacobi field Yi(t) by the initial condition:
Yi(0) = 0, Y
′
i (0) = Vi(0) (1 ≤ i ≤ n− 1).
Then Yi(t) is of the form yi(t)Vi(t) for some function yi(t). Let t = ri
be the first zero of Yi(t) for t > 0. We have already seen that ri ≥ tn
for any i ([4, Proposition 5.3]). Moreover, let Si be the discrete subset
of R such that
t ∈ Si ⇐⇒
{
fi(xi(t)) = bi if bi = a
+
i
fi+1(xi+1(t)) = bi if bi = a
−
i
as given in [4, §5]. Let s1i and s2i be the first and the second positive time
in Si respectively. We then have, by the definition and Proposition 5.1
in [4],
s1i < ri, ti < s
2
i (bi = a
+
i ) , s
1
i < ri, ti+1 < s
2
i (bi = a
−
i ) if 0 6∈ Si
(5.5)
ri = s
1
i = ti (bi = a
+
i ) , ri = s
1
i = ti+1 (bi = a
−
i ) if 0 ∈ Si .
(5.6)
Now we prove the following proposition about the ordering of ri and
tj.
Proposition 5.4. If 0 6∈ Sj, then tj+1 < rj < tj for each 1 ≤ j ≤ n−1.
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Proof. We shall first prove that rj < t1 for any j. Suppose that rj ≥ t1
for some j. Let G(λ) =
∏
k 6=j(λ−bk) and observe the following formula
(a part of geodesic equations):
(5.7)
t =
n∑
l=1
∫ t
tl
(−1)lG(fl) (fl − an)√
(−1)l−1∏n−1k=1(fl − bk)
∣∣∣∣dxl(t)dt
∣∣∣∣ dt
+
n∑
l=1
∫ a−
l−1
a+
l
(−1)lG(λ) (λ− an)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) .
We differentiate the above formula in terms of the deformation parame-
ter defining the Jacobi field cYj, c being ± (the norm of ∂/∂bj at γ(0)),
and put t = rj. Then, we claim that the resulting formula is:
(5.8)
1
2
n∑
l=1
∫ rj
tl
(−1)lG(fl) (fl − an)
(fl − bj)
√
(−1)l−1∏n−1k=1(fl − bk)
∣∣∣∣dxl(t)dt
∣∣∣∣ dt
+
∂
∂bj
n∑
l=1
∫ a−
l−1
a+
l
(−1)lG(λ) (λ− an)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) = 0 .
To prove this we first assume that bj = a
+
j . Let
γ(t, u) = (x1(t, u), . . . , xn(t, u)) (|u| < ǫ)
be a variation of the geodesic γ(t) = γ(t, 0) such that
∂γ
∂u
(t, 0) = cYj(t),
and that the value of each first integral Hk (k 6= j) for the geodesics
t→ γ(t, u) remains to be bk (constant) for any u. (In this case, bj is a
function of u such that dbj/du = 1 at u = 0.) For l 6= j and for t > tl
satisfying
fl(xl(t, 0)) 6= a+l , a−l−1 ,
we define times t∗ and tˆ such that tl < t
∗ ≤ tˆ < t and that
fl(xl(t
∗, u)), fl(xl(tˆ, u)) = a
+
l or a
−
l−1 ,
a+l < fl(xl(s, u)) < a
−
l−1 for s ∈ [ tl, t∗) ∪ (tˆ, t ] .
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Then one obtains the following expression for sufficiently small |u|:∫ t
tl
(−1)lG(fl) (fl − an)√
(−1)l−1∏n−1k=1(fl − bk)
∣∣∣∣∂xl(s, u)∂s
∣∣∣∣ ds
=
ǫ
2
∫ fl(xl(t∗,u))
fl(xl(tl,u))
(−1)lG(λ) (λ− an)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
+
k
2
∫ a−
l−1
a+
l
(−1)lG(λ) (λ− an)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
+
ǫ′
2
∫ fl(xl(t,u))
fl(xl(tˆ,u))
(−1)lG(λ) (λ− an)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) ,
where ǫ, ǫ′ (= ±1) are the sign of ∂fj(xl(s, u))/∂s at s = tl and s = t
respectively and k is a certain nonnegative integer.
We differentiate the above formula in u and put u = 0. Since
fl(xl(tl, u)), fl(xl(t
∗, u)), and fl(xl(tˆ, u)) do not depend on u, the right-
hand side becomes
(5.9)
ǫ
4
∫ fl(xl(t∗,u))
fl(xl(tl,u))
(−1)lG(λ) (λ− an)A(λ) dλ
(λ− bj)
√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
+
k
4
∫ a−
l−1
a+
l
(−1)lG(λ) (λ− an)A(λ) dλ
(λ− bj)
√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
+
ǫ′
4
∫ fl(xl(t,u))
fl(xl(tˆ,u))
(−1)lG(λ) (λ− an)A(λ) dλ
(λ− bj)
√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
+
ǫ′
2
(−1)lG(fl) (fl − an)A(fl)√
−∏n−1k=1(fl − bk) ·∏nk=0(fl − ak) f
′
l (xl) dxl(cYj(t)) .
In the same way, it turns out that the sum of the first three lines of
the formula (5.9) is equal to
(5.10)
1
2
∫ t
tl
(−1)lG(fl) (fl − an)
(fl − bj)
√
(−1)l−1∏n−1k=1(fl − bk)
∣∣∣∣dxl(t)dt
∣∣∣∣ dt .
Thus, if fl(xl(rj)) 6= a+l , a−l−1, then putting t = rj in (5.9), we have the
desired formula for l. If fl(xl(rj)) = a
+
l , a
−
l−1, then taking t < rj and
taking the limit t→ rj, one obtains the same formula.
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In case there are no such times t∗ and tˆ, i.e., if
a+l < fl(xl(s, u)) < a
−
l−1 for any s ∈ [ tl, t ] ,
then instead of (5.9) one has,
(5.11)
ǫ
4
∫ fl(xl(t,u))
fl(xl(tl,u))
(−1)lG(λ) (λ− an)A(λ) dλ
(λ− bj)
√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
+
ǫ′
2
(−1)lG(fl) (fl − an)A(fl)√
−∏n−1k=1(fl − bk) ·∏nk=0(λ− ak) f
′
l (xl) dxl(cYj(t)) ,
the first line of which is again equal to (5.10). Thus we have the same
result in this case.
Next, we consider the remaining term in (5.7):
(5.12)
∫ t
tj
(−1)jG(fj) (fj − an)√
(−1)j−1∏n−1k=1(fj − bk)
∣∣∣∣∂xj(t, u)∂t
∣∣∣∣ dt .
Let us differentiate (5.12) in u at u = 0 and put t = rj . When t is close
to rj , the inequalities (5.5) imply that fj(xj(s)) − bj does not vanish
on the interval tj ≤ s ≤ t. Thus the derivative of (5.12) in u at u = 0
is described as (5.9) with k = 0 or as (5.11). Therefore, putting t = rj,
one obtains
1
2
∫ rj
tj
(−1)jG(fj) (fj − an)
(fj − bj)
√
(−1)j−1∏n−1k=1(fj − bk)
∣∣∣∣dxj(t)dt
∣∣∣∣ dt .
Hence the formula (5.8) follows when bj = a
+
j . The case where bj = a
−
j
is similar and we omit the detail.
Let us come back to the situation before the claim. Since rj ≥ t1 ≥ tl,
the first line of the formula (5.8) is nonpositive. However, since the
second line is negative by Proposition 4.4 (2), it is a contradiction.
Thus rj < t1 for any j.
Now, we have proved that tn < rj < t1. Assume that tm+1 ≤ rj ≤ tm
for some m 6= j and put G(λ) = ∏l 6=m,j(λ− bl). Then, differentiating
the formula
(5.13)
n∑
l=1
∫ t
tl
(−1)lG(fl) (fl − an)√
(−)l−1∏n−1k=1(fl − bk)
∣∣∣∣dxl(t)dt
∣∣∣∣ dt
+
n∑
l=1
∫ a−
l−1
a+
l
(−1)lG(λ) (λ− an)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) = 0
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by cYj as above and putting t = rj , we have the same formula as
(5.8) with G(λ) =
∏
l 6=m,j(λ − bl). In this case, each summand of the
first line of (5.8) is nonnegative, whereas the second line is positive by
Proposition 4.4; again a contradiction. Thus we have tj+1 < rj < tj for
any j. 
As an application of Proposition 5.4, we shall show that the dis-
tribution of conjugate points have some curious asymptotic property.
Let γ(t) = (x1(t), . . . , xn(t)) be a geodesic such that the corresponding
n− 1 values bi of the first integrals Hi and the n + 1 constants aj are
all distinct. Let L ⊂M be the π-image of the Lagrange torus in T ∗M
determined by ∩iH−1i (bi) and containing the geodesic orbit {♭(γ˙(t))},
where π : T ∗M → M is the bundle projection. As stated in §3, L is
diffeomorphic to the product L1×· · ·×Ln, where each Lj is either the
whole circle R/αjZ or an arc in it. Let t = r
k
i be the k-th zero of the
Jacobi field Yi(t) (1 ≤ i ≤ n− 1); 0 < r1i < r2i < · · · .
Theorem 5.5. The sequence {γ(rki )}k∈N of conjugate points of γ(0)
approaches the boundary ∂L of L when k → ∞, i.e., for any ǫ > 0,
there is N > 0 such that the distance of γ(rki ) from ∂L is less than ǫ,
if k ≥ N .
Proof. We shall consider the case where bi = a
+
i . The case where
bi = a
−
i will be similar. Let {ski }, 0 < s1i < s2i < · · · , be the set of times
such that fi(xi(s
k
i )) = bi. Then, by Corollary 5.2 in [4] and Proposition
5.4, we have ski < r
k
i < s
k+1
i < r
k+1
i and
|xi(rki )− xi(ski )| > |xi(rk+1i )− xi(sk+1i )| .
Note that γ(ski ) ∈ L1 × · · · × ∂Li × · · · × Ln ⊂ ∂L.
We shall show that
lim
k→∞
|xi(rki )− xi(ski )| = 0 ,
which will indicate the theorem. Assume that this is not the case.
Then, there is a subsequence r
k(l)
i (l = 1, 2, . . . ) such that
lim
l→∞
xi(r
k(l)
i ) = a, fi(a) > bi, lim
l→∞
γ(r
k(l)
i ) = p ∈ L .
Then, taking a subsequence if necessary, the sequence of geodesics
γ(t + r
k(l)
i ) converges to a geodesic γ˜(t) = (x˜1(t), . . . , x˜n(t)) and the
Jacobi fields Yi(t + r
k(l)
i ) converges to a Jacobi filed Y˜i(t) such that
Y˜i(0) = 0 and Y˜
′
i (0) is a multiple of ♭(∂/∂Hi). Let t = T > 0 be the
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first zero of Y˜i(t). Then x˜i(T ) = liml→∞ xi(r
k(l)+1
i ) and
lim
l→∞
∣∣xi(rk(l)i )− xi(sk(l)i )∣∣ = lim
l→∞
∣∣xi(rk(l)+1i )− xi(sk(l)+1i )∣∣ ,
|fi(x˜i(0))− bi| = |fi(x˜i(T ))− bi|
Therefore we have∫ T
0
∣∣∣∣dfi(x˜i(t))dt
∣∣∣∣ = 2(a−i−1 − a+i ) ,
which contradicts Proposition 5.4. 
6. Conjugate locus
Let p0 = (x1,0, . . . , xn,0) ∈M be a general point, i.e., a point which is
not contained in any hypersurfaces Ni (0 ≤ i ≤ n). We shall determine
the shape of the conjugate locus of p0. In view of Proposition 2.1
we may assume 0 < xi,0 < αi/4 for any i without loss of generality.
Although the first conjugate locus is our primary concern, we shall
also consider the k-th conjugate locus for 1 ≤ k ≤ n − 1 as well (see
Introduction). The reason of doing so is that the first n− 1 conjugate
loci can be viewed as a scattered image of the first conjugate locus
of a point of the sphere of constant curvature, which is a one point
with multiplicity n−1, provided M is sufficiently close to the standard
sphere in some sense.
We shall parametrize the unit cotangent space U∗p0M by (n−1)-torus
as follows: Putting fi,0 = fi(xi,0),
ξi = ǫi
√√√√(−1)i−1 n−1∏
k=1
(fi,0 − bk(uk)) ,
bk(uk) = fk+1,0(cosuk)
2 + fk,0(sin uk)
2 ,
u = (u1, . . . , un−1) ∈ (R/2πZ)n−1, where the sign ǫi is chosen to be
equal to that of cos ui sin ui−1 if 2 ≤ i ≤ n−1, that of cosu1 if i = 1, and
that of sin un−1 if i = n. We denote by [u] ∈ U∗p0M the corresponding
covector. Observe that (b1, . . . , bn−1) is, in the case of the ellipsoid,
essentially the same as the elliptic coordinates (µ1, . . . , µn−1) on UpM
described in Introduction. Accordingly, we define submanifolds (with
boundary) C±k (1 ≤ k ≤ n− 1) of U∗p0M by
C−k = {[u] | uk = 0, π}, C+k = {[u] | uk = ±
π
2
} .
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Then C−k−1 ∪ C+k is equal to the great sphere ξk = 0, they are diffeo-
morphic to
C−k ≃ Sk−1 × D¯n−1−k, C+k ≃ D¯k−1 × Sn−1−k ,
and the boundaries ∂C±k satisfy
∂C+k = ∂C
−
k−1 = C
+
k ∩ C−k−1 ≃ Sk−2 × Sn−1−k (2 ≤ k ≤ n− 1) ,
∂C−n−1 = ∅ = ∂C+1 .
We shall denote by
t 7→ γ(t, u) = (x1(t, u), . . . , xn(t, u))
the geodesic such that γ(0, u) = p0 and ♭((∂γ/∂t)(0, u)) = [u] ∈ U∗p0M .
Put
Yi(t, u) =
∂γ
∂ui
(t, u) (1 ≤ i ≤ n− 1)
and let t = ri(u) be the first zero of the Jacobi field t 7→ Yi(t, u) for
t > 0. Note that the Jacobi fields Yi are identical with constant multiple
of the ones defined in the previous section. When [u] ∈ C−i−1 ∩ C+i ,
Yi−1(t, u) and Yi(t, u) vanish identically. So, in this case, we use the
Jacobi fields Zi−1(t) and Zi(t) defined in [4, §5] (see also §7.2 in this
paper), and define t = rk(u) as the first zero of Zk(t) for t > 0 (k = i, i−
1). Actually, Zi−1(t) and Zi(t) are also defined for [u] near the points
in C−i−1∩C+i and they are linear combinations of Yi−1(t, u) and Yi(t, u)
there. Thus the functions ri(t) are continuous at any [u] ∈ U∗p0M .
In view of Proposition 5.4 and [4, Proposition 5.5] we obtain the
following proposition.
Proposition 6.1. ri(u) ≤ ri−1(u) for any u ∈ (R/2πZ)n−1, and the
equality holds if and only if [u] ∈ C−i−1 ∩ C+i , i.e., bi(ui) = bi−1(ui−1).
Proof. Let ti = ti(u) be the value defined by the formula (5.1) for the
geodesic γ(t, u). We proved in Proposition 5.4 and remarked in (5.6)
that
ri(u) ≤ ti(u) ≤ ri−1(u);
and ri(u) = ti(u) if and only if ui = ±π/2 and ri−1(u) = ti(u) if
and only if ui−1 = 0, π, provided b1(u1), . . . , bn−1(un−1) and a0, . . . , an
are all distinct. We shall prove that ri(u) 6= ti(u) if ui 6= ±π/2 and
ri−1(u) 6= ti(u) if ui−1 6= 0, π, not necessarily assuming b1, . . . , bn−1 and
a1, . . . , an are distinct, which will indicate the proposition.
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Let us observe the formula (5.8) for j being replaced by i:
(6.1)
1
2
n∑
l=1
∫ ri
tl
(−1)lG(fl) (fl − an)
(fl − bi)
√
(−1)l−1∏n−1m=1(fl − bm)
∣∣∣∣∂xl(t, u)∂t
∣∣∣∣ dt
+
∂
∂bi
n∑
l=1
∫ a−
l−1
a+
l
(−1)lG(λ) (λ− an)A(λ) dλ√
−∏n−1m=1(λ− bm) ·∏nm=0(λ− am) = 0 ,
where G(λ) =
∏
m6=i,i−1(λ − bm) and bm = bm(um). This formula is
effective for u such that b1(u1), . . . , bn−1(un−1) and a1, . . . , an are all
distinct. We now take any u ∈ (R/2πZ)n−1 such that ui 6= ±π/2 (i.e.,
bi(ui) < fi,0) and take a sequence u
k = (uk1, . . . , u
k
n−1) ∈ (R/2πZ)n−1
such that uk → u as k → ∞ and such that b1(uk1), . . . , bn−1(ukn−1)
and a1, . . . , an are all distinct for any k. We also assume that the
ordering of aj and bj(u
k
j ) does not change when k varies for each j.
By Proposition 4.5 we see that the second line of the formula (6.1) for
(bm) = (bm(u
k
m)) has a limit value as k → ∞ and the value is still
positive. Also, each summand in the first line of the formula (6.1) is
positive if l 6= i and is negative if l = i for any k by Proposition 4.4.
Therefore, there is a constant c > 0 such that
(6.2)
∫ ti(uk)
ri(uk)
(−1)iG(fi) (fi − an)
(fi − bki )
√
(−1)i−1∏n−1m=1(fi − bkm)
∣∣∣∣∂xi(t, uk)∂t
∣∣∣∣ dt ≥ c
for sufficiently large k, where bkm = bm(u
k
m). We note that
fi(xi(ti(u
k), uk)) = fi,0, b
k
i < fi,0, ai < fi,0 < ai−1 .
We now consider the following two cases separately: fi,0 < bi−1(ui−1);
and fi,0 = bi−1(ui−1). Let us first assume that fi,0 < bi−1(ui−1). By the
formula (3.10) we see that there are (sufficiently small) constant δ > 0
and positive constants c1, c2 not depending on k such that
(6.3) c1 ≤
∣∣∣∣∂xi(t, uk)∂t
∣∣∣∣ ≤ c2 if |fi(xi(t, uk))− fi,0)| ≤ δ
for any (sufficiently large) k. Since |dfi/dxi| is bounded both above and
below if (ai − fi)(fi − ai−1) is bounded away from 0 in view of (2.1),
we also have
(6.4) c′1 ≤
∣∣∣∣∂fi(xi(t, uk))∂t
∣∣∣∣ ≤ c′2 if |fi(xi(t, uk))− fi,0)| ≤ δ ,
for some positive constants c′1 and c
′
2 not depending on k. Thus the
map t 7→ fi(xi(t, uk)) and its inverse are “equicontinuous” in k on a
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neighborhood of t = ti(u). Now, suppose that ri(u) = ti(u). Then for
large k we have
|fi(xi(t, uk))− fi,0)| ≤ δ for any t ∈ [ri(uk), ti(uk)]
and by (6.2),
(6.5) c′(ti(u
k)− ri(uk)) ≥ c
for some constant c′ > 0 not depending on k. Thus, taking a limit
k →∞, we have a contradiction.
Next, suppose that fi,0 = bi−1(ui−1). In this case bi−1(ui−1) is not
equal to bi−2(ui−2), because
bi−1(ui−1) = fi,0 < ai−1 ≤ bi−2(ui−2) .
Therefore we may assume that uk are chosen so that uki−1 = ui−1 for
any k. Then t = ti(u
k) is the turning point of the functions xi(t, u
k)
and fi(xi(t, u
k)) (including the case k = ∞), and by the same reason
as in the previous case, the functions
|∂xi(t, uk)/∂t|√
bi−1(ui−1)− fi(xi(t, uk))
,
|∂fi(xi(t, uk))/∂t|√
bi−1(ui−1)− fi(xi(t, uk))
are bounded both above and below by positive constants not depending
on k if
(6.6) |fi(xi(t, uk))− fi,0)| ≤ δ,
where δ is a constant not depending on k. Thus, as in the previous
case, we see that there is a constant δ′ > 0 not depending on k such
that the inequality (6.6) holds for t with
(6.7) |t− ti(uk)| ≤ δ′
for any (sufficiently large) k. Therefore, if we assume ri(u) = ti(u), then
we again have the inequality (6.5) for large k, which is a contradiction.
We have thus proved that ri(u) < ti(u) if ui 6= ±π/2. The implica-
tion of ti(u) < ri−1(u) for u with ui−1 6= 0, π is similar to the above,
and we omit the detail. 
Theorem 6.2. (1) t = rn−1(u) represents the first conjugate point
of p0 along the geodesic γ(t, u).
(2) If the Riemannian manifold M is close to the round sphere so
that the second zero t = r2n−1(u) of the Jacobi field Yn−1(t, u)
is greater than r1(u), then t = ri(u) represents the (n − i)-th
conjugate point of p0 along the geodesic γ(t, u) for 2 ≤ i ≤ n−1.
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Proof. The assertions are immediate from Proposition 6.1. For (2), we
remark that for the round sphere the first zeros of Yi(t, u) (1 ≤ i ≤
n− 1) coincide, and the second zero of Yn−1(t, u) is greater than them.
Therefore, if M is “close to the round sphere”, then the second zero of
Yn−1(t, u) appears after the first zero of Y1(t, u). 
We put
K˜i(p0) = {ri(u)♯[u] ∈ Tp0M | u ∈ (R/2πZ)n−1}
Ki(p0) = {γ(ri(u), u) | u ∈ (R/2πZ)n−1} .
Then Kn−1(p0) (K˜n−1(p0)) represents the first (tangential) conjugate
locus of p0, and if M is close to the round sphere, then Kn−j(p0)
(K˜n−j(p0)) represents the j-th (tangential) conjugate locus of p0 for
2 ≤ j ≤ n − 1. For the smoothness of the functions ri(u) we have the
following
Lemma 6.3. u 7→ ri(u) is of C∞ for [u] 6∈ ∂C±i , i.e., for u with
bi(ui) 6= bi−1(ui−1) and bi(ui) 6= bi+1(ui+1).
Proof. Under the given assumption, Yi(t, u) is written as yi(t, u)Vi(t, u),
as described in the previous section. Since (∂/∂t)yi(t, u) 6= 0 at t =
ri(u), the lemma follows from the implicit function theorem. 
Proposition 6.4. (1)
∂
∂ui
ri(u) 6= 0 if [u] 6∈ C±i .
(2)
∂
∂ui
ri(u) = 0 and
∂2
∂u2i
ri(u) 6= 0 for [u] ∈ C±i , [u] 6∈ ∂C±i .
Proof. (1) First we assume that b1(u), . . . , bn−1(u) and a0, . . . , an are all
distinct. Differentiating the formula (5.8) (j being i here) in the proof
of Proposition 5.4 in terms of the deformation parameter defining cYj
once again, we have
(6.8)
3
4
n∑
l=1
∫ ri
tl
(−1)lG(fl)
(fl − bi)2
√
(−1)l−1∏n−1k=1(fl − bk)
∣∣∣∣∂xl(t, u)∂t
∣∣∣∣ dt
+ 2
∂2
∂b2i
n∑
l=1
∫ a−
l−1
a+
l
(−1)lG(λ)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
+
c
2
∂ri
∂ui
n∑
l=1
(−1)lG(fl)
(fl − bi)
√
(−1)l−1∏n−1k=1(fl − bk)
∣∣∣∣∂xl(t, u)∂t
∣∣∣∣
t=ri(u)
= 0 ,
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where G(λ) = (λ− an)
∏
k 6=i(λ− bk),
c =
(
dbi
dui
)−1
=
1
2 sin ui cosui(fi,0 − fi+1,0) ,
and fl in the third line is equal to fl(xl(ri(u), u)). Since ri < tl, fl −
bi > 0 for l ≤ i, and ri > tl, fl < bi for l ≥ i + 1, the first line of
the above formula is positive; while the second line is also positive by
Proposition 4.4 (3). Therefore it follows that ∂ri/∂ui 6= 0.
Next we consider the general case. As before, we take a sequence
uk ∈ (R/2πZ)n−1 such that uk → u as k → ∞ and that bj(ukj ) (1 ≤
j ≤ n−1) and al (0 ≤ l ≤ n) are all distinct for each k. Let us consider
the formula (6.8) for uk and take a limit k →∞. The second line then
converges to a positive value by Proposition 4.5 and the first line is
positive for each k. For the third line, we note that
fl(xl(ri(u), u)) 6= bi(ui) (l = i, i+ 1)
by the proof of Proposition 6.1 and
√√√√n−1∏
m=1
|fl(xl(ri(uk), uk))− bm(ukm)|
∣∣∣∣∂xl∂t (ri(uk), uk)
∣∣∣∣ ≤ 1 ,
since √√√√ ∏
1≤m≤n
m6=l
|fm − fl|
∣∣∣∣∂xl∂t (ri(uk), uk)
∣∣∣∣ ≤ 1
by the expression of the metric (2.3) (fm = fm(xm(ri(u
k), uk))) and
|fl − bm| ≤
{
|fl − fm| (1 ≤ m ≤ l − 1)
|fl − fm+1| (l ≤ m ≤ n− 1)
.
Therefore the integral in the third line of (6.8) for uk remains finite as
k →∞. Those facts indicate that (∂ri/∂ui)(u) does not vanish.
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(2) Let us consider the case where ui = 0 (ui+1 6= ±π/2). We
describe (5.8) for u with ui < 0 and ui being close to 0 in the form:
(6.9)
1
2
∑
1≤l≤n
l 6=i+1
∫ ri
tl
(−1)lG(fl)
(fl − bi)
√
(−)l−1∏n−1k=1(fl − bk)
∣∣∣∣dxl(t)dt
∣∣∣∣ dt
+
1
4
∫ fi+1(xi+1,0)
fi+1(xi+1(ri(u),u))
(−1)i+1G(λ)A(λ) dλ
(λ− bi)
√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak)
+
∂
∂bi
n∑
l=1
∫ a−
l−1
a+
l
(−1)lG(λ)A(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) = 0 ,
where G = (λ−an)
∏
k 6=i,i+1(λ− bk). Note that this formula is effective
for general u, i.e., for u not necessarily satisfying that bl(ul) (1 ≤ l ≤
n−1) and am (0 ≤ m ≤ n) are all distinct. In fact, since the second and
the third line have definite values at such u, so is the first line. Note also
that in this case bi = a
−
i . Since we are assuming 0 < xi+1,0 < αi+1/4,
we have
f ′i+1(xi+1(ti+1(u), u)) = f
′
i+1(xi+1,0) > 0 ,
and since ui < 0 and ui is close to 0, we also have
ti+1(u) < ri(u),
∂xi+1
∂t
(t, u) < 0 .
Therefore,
fi+1(xi+1(ri(u), u)) < fi+1(xi+1,0) < bi(ui)
when ui < 0, and they all coincide when ui = 0, by (5.5), (5.6), and
Proposition 5.4.
We denote by Φ(λ) the integrand of the second line in the formula
(6.9):
Φ(λ) =
(−1)i+1G(λ)A(λ)
(λ− bi)
√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) .
When λ is in the interval of the integration;
fi+1(xi+1(ri(u), u)) ≤ λ ≤ fi+1(xi+1,0) ,
then Φ(λ) < 0 and
−Φ(λ) ≤ c (bi(ui)− fi+1(xi+1,0))−
3
2 =
c′
| sin ui|3
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for some positive constants c, c′. Thus one obtains
(6.10) 0 < −
∫ fi+1(xi+1,0)
fi+1(xi+1(ri(u),u))
Φ(λ) dλ ≤ c |xi+1,0 − xi+1(ri(u), u)|| sinui|3 .
for some (another) constant c > 0.
Now we need the following lemma, which is essentially the same as
[5, Lemma 8.2].
Lemma 6.5. Regarded as a function of ui (other uj’s being fixed),
xi+1(ri(u), u)− xi+1,0 = c u3i +O(u4i ) ,
c =
1
3
(
∂2xi+1
∂t∂ui
(ri(u), u)
∂2ri
∂u2i
(u)
)∣∣∣∣
ui=0
.
Proof. We have
∂
∂ui
xi+1(ri(u), u) =
∂xi+1
∂t
(ri(u), u)
∂ri
∂ui
(u) .
Since (∂ri/∂ui)(u) = (∂xi+1/∂t)(ri(u), u) = 0 when ui = 0, it therefore
follows that
(6.11)
∂3
∂u3i
xi+1(ri(u), u)
∣∣
ui=0
= 2
∂2xi+1
∂t∂ui
(ri(u), u)
∂2ri
∂u2i
(u)
∣∣
ui=0
,
which indicates the lemma. 
We continue the proof of Proposition 6.4. Assume that
∂2ri
∂u2i
(u)
∣∣
ui=0
= 0 .
Then by (6.10) and Lemma 6.5 the second line of the formula (6.9)
tends to 0 when ui → 0. However, the first line of the formula (6.9) is
nonnegative and the third line us positive by Proposition 4.4 (2) and
Proposition 4.5, which is a contradiction. Thus we have
∂2ri
∂u2i
(u)
∣∣
ui=0
6= 0
in this case. The case where ui = π is similar.
For the cases where ui = ±π/2, bi = a+i and one should consider
the integral concerning the variable xi in the formula (6.9) instead
of that concerning the variable xi+1 as above. Then the argument is
parallel as above and we shall omit the detail. This finishes th proof of
Proposition 6.4. 
We remark that in the above proof we have actually proved the
following fact.
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Corollary 6.6. The constant c which appeared in Lemma 6.5 does not
vanish.
Thus, as a consequence of Proposition 6.4 and Corollary 6.6, we have
the following theorem.
Theorem 6.7. The following statements hold for each i (1 ≤ i ≤
n − 1). For i 6= n − 1, we assume that the second zero t = r2n−1(u) of
the Jacobi field Yn−1(t, u) is greater than r1(u) for any u ∈ (R/2πZ)n−1.
(1) The map u 7→ γ(ri(u), u) is an immersion at [u] with [u] 6∈
C±i . In particular, Ki(p0) is a smooth hypersurface around such
points γ(ri(u), u).
(2) For each p = γ(ri(u), u) with [u] ∈ C±i , [u] 6∈ ∂C±i , there is a
neighborhood U of p and a function x, y on U such that dx∧dy 6=
0 and U ∩ Ki(p0) is given by x3 = y2 and such that the edge
of vertices x = y = 0 corresponds to {γ(ri(u), u) | [u] ∈ C±i }.
Namely, Ki(p0) is diffeomorphic to a cuspidal edge around p.
Proof. (1) By the assumption, we see that n− 1 vectors
∂
∂ui
γ(ri(u), u) =
∂γ
∂t
(ri(u), u)
∂ri
∂ui
(u)
and
∂
∂uk
γ(ri(u), u) =
∂γ
∂t
(ri(u), u)
∂ri
∂uk
(u) +
∂γ
∂uk
(ri(u), u) (k 6= i)
are linearly independent. Therefore the map u → γ(ri(u), u) is an
immersion.
(2) We fix u0 = (u1,0, . . . , un−1,0) such that [u0] ∈ C±i , [u0] 6∈ ∂C±i .
We consider the case where ui,0 = 0. Other cases (ui,0 = π,±π/2) will
be similar. From the assumption the n− 1 vectors
∂γ
∂t
(ri(u), u),
∂γ
∂uk
(ri(u), u) (k 6= i)
are linearly independent at u = u0 and, by Proposition 5.3, their
dxi+1-components vanish. Therefore, we can take a coordinate system
(z1, . . . , zn) around the point p = γ(ri(u0), u0) such that
z1 = xi+1, dz2
(
∂γ
∂t
(ri(u0), u0)
)
6= 0, zk(p) = 0 for any k,
and the Jacobian of the map
u 7→ (z3, . . . , zn, ui)
given by zk = zk(γ(ri(u), u)) does not vanish at u = u0. Then, putting
u′ = (u1, . . . , ui−1, ui+1, . . . , un−1),
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we have
z1(γ(ri(u), u)) = c1(ui, u
′)u3i , z2(γ(ri(u), u)) = c2(ui, u
′)u2i ,
where c1 and c2 are functions of u = (ui, u
′) which do not vanish at
u0 = (0, u
′
0). We may assume that c2 is positive at u0. Thus, we can
replace the coordinate function ui with
vi =
√
c2(ui, u′)ui
so that (vi, u
′) is the new coordinate system on U∗p0M , and we have,
putting zk(vi, u
′) = zk(γ(ri(u), u)),
z1(vi, u
′) = c3(vi, u
′)v3i , z2(vi, u
′) = v2i
and c3(0, u
′
0) 6= 0.
Since the map
(vi, u
′) 7→ (z3(vi, u′), . . . , zn(vi, u′), vi)
is a local diffeomorphism around the point (vi, u
′) = (0, u′0), we can
take the inverse function so that (vi, u
′) is a function of (z3, . . . , zn, vi).
Therefore, the map u 7→ γ(ri(u), u) is described as a map
(z3, . . . , zn, vi) 7→ (z1, . . . , zn)
such that
z1 = c4(z3, . . . , zn, vi)v
3
i , z2 = v
2
i .
and c4(0, . . . , 0) 6= 0.
We put z′ = (z3, . . . , zn) and
c4,±(z
′, vi) =
1
2
(c4(z
′, vi)± c4(z′,−vi)) .
Then, since c4,+ is a even function in vi, there is a C
∞ function c5 such
that
c4,+(z
′, vi) = c5(z
′, v2i ).
Similarly, we have
c4,−(z
′, vi) = vi c6(z
′, v2i )
for some C∞ function c6. Thus we have
z1 = (c5(z
′, v2i ) + vi c6(z
′, v2i )) v
3
i
= c5(z
′, z2) v
3
i + c6(z
′, z2) z
2
2
Therefore, replacing the coordinate function z1 with
z¯1 =
z1 − c6(z′, z2) z22
c5(z′, z2)
,
we see that the map u 7→ γ(ri(u), u) is expressed as the map
(z′, vi) 7→ (z¯1, z2, z′)
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such that
z¯1 = v
3
i , z2 = v
2
i .
Thus the theorem has been proved. 
7. Singularities arising at points with double conjugacy
7.1. Definition of D+4 Lagrangian singularity. We first review the
notion of Lagrangian singularity and that of generating family which
describes a Lagrangian submanifold. After that, we state the definition
of D+4 Lagrangian singularity. For the statements of this subsection we
refer to [2] for Lagrangian singularities and [13] for versal deformations.
Lagrangian singularity. Let N be a manifold and let L be a Lagrangian
submanifold of T ∗N . A Lagrangian singularity is a singularity of the
map π ◦ i : L → N , where i and π denote the inclusion L → T ∗N
and the bundle projection T ∗N → N respectively. More precisely,
for points λ0 ∈ L and q0 = π(λ0) ∈ N , we consider the “Lagrangian
equivalence class” of the map-germ (π◦i) : (L, λ0)→ (N, q0). Two such
map-germs (L, λ0)→ (N, q0) and (π′ ◦ i′) : (L′, λ′0)→ (N ′, q′0) are said
to be Lagrangian equivalent if there is a diffeomorphism φ : (N, q0)→
(N ′, q′0) and a symplectic diffeomorphism Φ : (T
∗N, λ0) → (T ∗N ′, λ′0)
such that the diagram
(T ∗N, λ0)
Φ−−−→ (T ∗N ′, λ′0)
π
y yπ′
(N, q0) −−−→
φ
(N ′, q′0)
is commutative and such that Φ(L, λ0) = (L
′, λ′0). Actually, Φ is de-
scribed as
Φ(λ) = (φ∗)−1(λ) + dhφ(π(λ)) , λ ∈ T ∗N
for some function h on N ′ in this case.
Generating family. Let (L, λ0) ⊂ T ∗N and (N, q0) be as above. Let x =
(x1, . . . , xn) be a coordinate system on N so that q0 corresponds to a =
(a1, . . . , an) (n = dimN). A function F (u, x) = F (u1, . . . , uk, x1, . . . , xn)
defined on a neighborhood of (b, a) ∈ Rk × Rn is called a “generating
family” for L around the reference point λ0 ∈ L if it satisfies
(1) 0 ∈ Rk is a regular value of the map
duF : (u, x) 7→ (∂F/∂u1, . . . , ∂F/∂uk)
and duF (b, a) = 0. Thus C = (duF )
−1(0) is a n-dimensional
manifold and (b, a) ∈ C.
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(2) The map
dxF : C ∋ (u, x) 7→
n∑
l=1
(∂F/∂xl)(u, x) dxl ∈ T ∗xN ⊂ T ∗N
gives an embedding of C into T ∗N whose image is L (a neigh-
borhood of λ0) and dxF (b, a) = λ0.
It can be seen that
k ≥ dimker ((π ◦ i)∗ : Tλ0L→ Tq0N) .
If the equality holds, then the generating family is called minimal. A
way of obtaining a minimal generating family is as follows: Let (x, ξ) be
the canonical coordinate system of T ∗N associated with a coordinate
system x = (x1, . . . , xn) on N . One can choose x so that
(π ◦ i)∗(dxj) = 0 at λ0 (1 ≤ j ≤ k),
where k = dimker((π ◦ i)∗)λ0 . Then (ξ1, . . . , ξk, xk+1, . . . , xn) form a
coordinate system of L around λ0 and
−
k∑
i=1
xidξi +
n∑
j=k+1
ξjdxj =
n∑
i=1
ξidxi − d
(
k∑
i=1
ξixi
)
is a closed form on L. Thus there is a function
Fˆ = Fˆ (ξ1, . . . , ξk, xk+1, . . . , xn)
on L so that
∂Fˆ /∂ξi = −xi|L , ∂Fˆ /∂xj = ξj|L (1 ≤ i ≤ k, k + 1 ≤ j ≤ n) .
Then
F (ξ1, . . . , ξk, x1, . . . , xn) =
k∑
i=1
ξixi + Fˆ (ξ1, . . . , ξk, xk+1, . . . , xn)
is the desired minimal generating family.
Let G(v1, . . . , vk′, y1, . . . , yn) with the base point (b
′, a′) be another
minimal generating family for a Lagrangian submanifold (L˜, λ˜0) ⊂
T ∗N˜ . Then those two minimal generating families are said to be R+-
equivalent if k′ = k and there is a diffeomorphism Ψ : Rk × Rn →
R
k × Rn ((b, a) 7→ (b′, a′)) of the form
Ψ(u, x) = (ψ(u, x), φ(x))
and a function h(x) so that F (u, x) = G(Ψ(u, x))+h(x). The following
criterion is crucial (see the theorem in [2, p.304] and its proof).
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Theorem 7.1. Two minimal generating families F (u, x) and G(v, y)
are R+-equivalent if and only if the corresponding Lagrangian subman-
ifolds (L, λ0) ⊂ T ∗N and (L˜, λ˜0) ⊂ T ∗N˜ are Lagrangian equivalent.
Versal deformation of a function germ. Let F (u, x) be a function germ
on Rk × Rn at (b, a) and put
f(u) = f(u1, . . . , uk) = F (u, a).
Such F is called a deformation (or an unfolding) of the function germ
(f(u), b). We are interested in the case where F (u, x) is a versal de-
formation of f . We do not explain the original definition of versality
here; the following characterization by Mather is enough for our pur-
pose (see [13, §3] for the proof of the next two theorems and a detailed
explanation on the theory of versal deformations).
Theorem 7.2. The function germ (F (u, x), (b, a)) is a versal defor-
mation of the function germ (f(u), b) if and only if the quotient space
Ek
/( ∂f
∂u1
, . . . ,
∂f
∂uk
)
is spanned by elements represented by constant functions and
∂F
∂xj
(u, a) (1 ≤ j ≤ n)
as a vector space.
Here Ek denotes the algebra of function germs in (u1, . . . , uk) at u = b
and (. . . , ∂f/∂xj , . . . ) stands for its ideal generated by ∂f/∂xj (1 ≤ j ≤
k).
Theorem 7.3. Let (F (u, x), (b, a)) and (H(v, y), (b′, a′)) be two de-
formation germs on Rk × Rn of f(u) = F (u, a) and h(v) = H(v, a′)
respectively. Suppose F and H are versal deformations. Then the
two deformation germs F and H are R+-equivalent if and only if the
function germs (f(u), b) and (h(v), b′) are equivalent, i.e., there is a
diffeomorphism germ φ : (Rk, b) → (Rk, b′) and a constant c ∈ R such
that f = h ◦ φ+ c.
TheR+-equivalence in the above theorem is the same as that for gen-
erating families. If (F (u, x), (b, a)) is a versal deformation of (f(u), b),
then it is known that the function germ f(u) is finitely determined, i.e.,
there is a positive integer l such that any function germ (h(u), b) whose
l-jet is equal to the l-jet of f(u) at b is equivalent to (f(u), b). (In this
case (f(u), b) is said to be l-determined. ) Therefore we have the fol-
lowing criterion for Lagrangian equivalence of Lagrangian singularities.
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Theorem 7.4. Let (F (u, x), (b, a)), a function germ on Rk × Rn, be
a minimal generating family for a Lagrangian submanifold (L, λ0) ⊂
T ∗N . Suppose F is a versal deformation of f(u) = F (u, a) at b and
f(u) is l-determined. Let H(v, y), (b′, a′)) be another function germ on
R
k×Rn and is a minimal generating family of a Lagrangian submanifold
(L′, λ′0) ⊂ T ∗N ′. Suppose also that H is a versal deformation o h(v) =
H(v, a′) at b′. Then the Lagrangian singularity π ◦ i : (L, λ0)→ (N, q0)
is Lagrangian equivalent to π′ ◦ i : (L′, λ′0) → (N ′, q′0) if and only if
there is a diffeomorphism germ φ : (Rk, b) → (Rk, b′) and a constant
c ∈ R such that the l-jets of h(φ(u)) + c and f(u) at b coincide.
D+4 singularity. The equivalence class of the function germ f(u1, u2) =
u31+u1u
2
2 at 0 ∈ R2 is called the D+4 singularity. It is 3-determined and
the quotient space
E2
/( ∂f
∂u1
,
∂f
∂u2
)
is spanned by 1, u1, u2, and u
2
2. Put
F (u1, u2, x1, . . . , xn) = u
3
1 + u1u
2
2 + x1u1 + x2u2 + x3u
2
2 +
n∑
j=4
cjxj ,
where c4, . . . , cn ∈ R. Then (F (u, x), (0, 0)) is a versal deformation of
(f(u), 0). Putting
C = {(u, x) | ∂F/∂u1 = ∂F/∂u2 = 0},
we define a germ of a Lagrangian submanifold (L, λ0) ⊂ T ∗Rn as the
image of the map
C ∋ (u, x) 7→
n∑
j=1
∂F
∂xj
(u, x)dxj ∈ T ∗Rn , λ0 =
n∑
j=1
∂F
∂xj
(0, 0)dxj .
Namely, L ⊂ T ∗Rn = {(x, ξ)} is parametrized by (u1, u2, x3. . . . , xn) as
x1 = −(3u21 + u22), x2 = −2(u1 + x3)u2, ξ = (u1, u2, u22, c4, . . . , cn) .
The Lagrangian equivalence class represented by
π ◦ i : (L, λ0)→ (Rn, 0)
is called the D+4 Lagrangian singularity.
7.2. Singularities at points with double conjugacy. We now come
back to the situation at §6. Let p0 = x0 = (x1,0, . . . , xn,0) ∈M be a gen-
eral point and let λ0 = (x0, ξ0) ∈ U∗p0M be a covector where bj = bj−1
for a fixed j (2 ≤ j ≤ n− 1), i.e., λ0 ∈ C+j ∩C−j−1. We shall denote by
bk,0 the value of bk at λ0 (1 ≤ k ≤ n−1). Since the coordinate functions
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uj−1 and uj on U
∗
p0
M in the previous section are not appropriate at λ0,
we introduce the following functions ν1, ν2 instead:
2ν1 = bj + bj−1 − 2fj,0, ν2 = ǫ
√
(bj−1 − fj,0)(fj,0 − bj) ,
where fj,0 = fj(xj,0) and ǫ = ±1 is chosen so that it is the sign of ξj.
Thus ν1 and ν2 are smooth functions on U
∗
p0
M around λ0, dν1∧dν2 6= 0,
and
ξj = ν2
√
(−1)j
∏
k 6=j,j−1
(fj,0 − bk) ,
ξi = ǫi
√
(−1)i−1
∏
k 6=j,j−1
(fi,0 − bk)
×
√
(fi,0 − fj,0)2 − 2(fi,0 − fj,0)ν1 − ν22 (i 6= j) ,
where ǫi is the same one as in §6 and fi,0 = fi(xi,0).
Also we take coordinate functions (w˜1, . . . , w˜n−3) instead of bk’s (k 6=
j, j − 1) so that the product structure
{dν1 = dν2 = 0} × {dw˜k = 0, 1 ≤ k ≤ n− 3}
coincides with that of
{dbj = dbj−1 = 0} × {dbk = 0, 1 ≤ k ≤ n− 1, k 6= j, j − 1} .
(One can take them as uk’s (k 6= j, j − 1) if λ0 is not contained in any
∂C±k other than ∂C
+
j = ∂C
−
j−1.) We put
S˜ = {λ ∈ W ⊂ U∗p0M | ν1(λ) = ν2(λ) = 0} ,
whereW is a neighborhood of λ0 in U
∗
p0
M . We shall use the abbreviated
notations
ν = (ν1, ν2), w˜ = (w˜1, . . . , w˜n−3), λ = (ν, w˜) ∈ U∗p0M .
We take w˜ so that λ0 = (0, 0).
Let γ(t) = γ(t, ν, w˜) = (x1(t, ν, w˜), . . . , xn(t, ν, w˜)) be the geodesic
such that γ(0) = p0 and ♭(γ˙(0)) = (ν, w˜). Let Zj−1(t) and Zj(t) be the
Jacobi fields along the geodesic γ(t) defined by the initial conditions
Zj−1(0) = 0, Zj(0) = 0, Z
′
j−1(0) =
1
2
♯
(
∂
∂ν1
)
, Z ′j(0) =
1
2
♯
(
∂
∂ν2
)
.
They are equal with the Jacobi fields Zj−1,0(t) and Zj,0(t) given in p.271
of our previous paper [4, §5]. There we proved the following proposition
([4, p.272]), which we also need here. Let t = τ1 > 0 be the first zero
of Zj(t) along the geodesic γ(t, 0, 0).
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Proposition 7.5. (1) Zj−1(τ1) = Zj(τ1) = 0 .
(2) Zj−1(t) and Zj(t) are linearly independent for any 0 < t < τ1.
We now assume that the following condition is satisfied:
(7.1)
There is no Jacobi field Y (t) 6≡ 0 with Y (0) = 0, Y (τ1) = 0
along the geodesic γ(t, 0, 0) other than linear combinations
of Zj(t) and Zj−1(t).
This condition is automatically satisfied when j = n − 1 by Proposi-
tion 6.1. Put
L˜ = {tλ | |t− τ1| < ǫ, λ ∈ W ⊂ U∗p0M} ⊂ T ∗p0M
for a small constant ǫ > 0 and let φ : L˜→ T ∗M by
φ(tλ) = ζ1(tλ) = tζt(λ) ,
where {ζt} denotes the geodesic flow on T ∗M . Put
L = φ(L˜), λ1 = φ(τ1λ0) .
Then L is a Lagrangian submanifold of T ∗M , and we have the following
Theorem 7.6. The map-germ π|L : (L, λ1) → (M, p1) is a D+4 La-
grangian singularity.
To prove this theorem we shall prepare good coordinate functions
y0, y1, y2, and wk (1 ≤ k ≤ n−3) around the point p1 = γ(τ1, 0, 0) ∈M
so that the criterion in Theorem 7.4 will be easily applicable. First, we
define y0, y1 and y2. If the condition
(7.2) fl(xl(τ1, 0, 0)) 6= bk,0 for any k 6= j − 1, j and 1 ≤ l ≤ n
is satisfied, then we put:
y0 =A1(fj,0)(fj(xj)− fj,0)
yα =
∑
1≤i≤n
i6=j
∫ xi
xi,1
ǫi
√
(−1)i−1
∏
k 6=j−1,j
(fi(xi)− bk,0) (fi(xi)− fj,0)
α
|fi(xi)− fj,0| dxi
(α = 1, 2) ,
where xi,1 = xi(τ1, 0, 0), ǫi is the sign of (∂xi/∂t)(τ1, 0, 0), and
(7.3) A1(λ) =
√
(−1)j∏k 6=j,j−1(λ− bk)A(λ)
2
√
(−1)j∏nl=0(λ− al) .
If (7.2) is not satisfied for some k, then we put
I = {i | 1 ≤ i ≤ n, i 6= j, fi(xi,1) 6= bl,0 for any l 6= j, j − 1}
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and
yα =
∑
i∈I
∫ xi
xi,1
ǫi
√
(−1)i−1
∏
k 6=j−1,j
(fi(xi)− bk,0) (fi(xi)− fj,0)
α
|fi(xi)− fj,0| dxi
(α = 1, 2) .
Next, we shall define (w1, . . . , wn−3). First we define them on the sub-
manifold
S = {γ(t, 0, w˜) | (0, w˜) ∈ S˜ ⊂ U∗p0M, |t− τ1| < ǫ}
by wk(γ(t, 0, w˜)) = w˜k (1 ≤ k ≤ n − 3). Note that S is really a
submanifold due to the assumption (7.1). Along S we define mutually
orthogonal unit vector fields V1 and V2 which are normal to S. Then
we extend wk’s to a neighborhood of p1 in M so that they satisfy
dwk(Vi) = 0 (1 ≤ k ≤ n− 3, i = 1, 2)
at each point on S.
Lemma 7.7. dy0 ∧ dy1 6= 0 at p1, dy0 = dy1 = 0 on Tp1S, and
d
dt
y2(γ(t, 0, 0)) 6= 0 .
In particular, (y0, y1, y2, w1, . . . , wn−3) form a coordinate system of M
around p1.
Proof. dy0 ∧ dy1 6= 0 is obvious, since y1 does not contain the variable
xj . Since fj(xj) remains constant (= fj,0) on the geodesic γ(t, 0, w˜),
we have dy0|TS = 0 and dy0 6= 0 at each point on S. For y1, we observe
Proposition 5.3, which is effective for λ ∈ U∗p1M such that b1, . . . , bn−1
and a1, . . . , an are all distinct. We then have
lim
λ→λ1
(ω˜j + ω˜j−1) = 2dy1 ,
and it therefore follows that dy1 = 0 on TS. Also, for y2, we observe
the formula (3.9). Taking a limit as above, we have
d
dt
y2(γ(t, 0, 0)) 6= 0 .

Let (η0, η1, η2, v1, . . . , vn−3) be the canonical fiber coordinates of T
∗M
associated with the coordinate system (y0, y1, y2, w1, . . . , wn−3) of M .
Using the coordinate system (t, ν, w˜) on L˜, we put
yα ◦ φ(t, ν, w˜) = yα(t, ν, w˜) (0 ≤ α ≤ 2),
wk ◦ φ(t, ν, w˜) = wk(t, ν, w˜) (1 ≤ k ≤ n− 3),
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and we also define ηα(t, ν, w˜) and vk(t, ν, w˜) in the same way. Note that
π ◦ φ(t, ν, w˜) = γ(t, ν, w˜).
Therefore we have yα(t, ν, w˜) = yα(γ(t, ν, w˜)), etc.. For those functions
we have the following proposition; the proof will be given in the next
subsection.
Proposition 7.8. There are nonzero constants c and c′ such that:
y0(t, ν, 0) = 2cν1ν2 + c
′ν2(t− τ1) +O((|ν|+ |t− τ1|)3)
y1(t, ν, 0) = c(3ν
2
1 + ν
2
2) + c
′ν1(t− τ1) +O((|ν|+ |t− τ1|)3)
y2(t, ν, 0) = t− τ1 +O((|ν|+ |t− τ1|)3)
wk(t, ν, 0) =O((|ν|+ |t− τ1|)3) .
By this proposition we have the following lemmas.
Lemma 7.9. (1) dim ker(π|L)∗ = 2 at λ1.
(2) The system of functions (η0, η1, y2, w1, . . . , wn−3) becomes a co-
ordinate system of L around the point λ1.
Proof. Proposition 7.8 and the fact that ∂wk/∂w˜l = δkl at p1 imply
that (π|L)∗(dy0) = (π|L)∗(dy1) = 0 at λ1 and
(π|L)∗(dy2 ∧ dw1 ∧ · · · ∧ dwn−3) 6= 0 at λ1 .
Since L is a Lagrangian submanifold, the lemma follows from those
facts. 
Lemma 7.10.
η0(τ1, ν, 0) =η0(τ1, 0, 0) + eν2 +O(|ν|2) ,
η1(τ1, ν, 0) =η1(τ1, 0, 0) + eν1 +O(|ν|2)
for some nonzero constant e.
Proof. Since L is Lagrangian, it follows that
φ∗
(
2∑
α=0
dηα ∧ dyα +
n−3∑
k=1
dvk ∧ dwk
)
= 0 .
Taking the coefficients of dν1 ∧ dν2 of the left-hand side, one therefore
obtains, by Proposition 7.8,
a01(2cν1 + c
′(t− τ1))− a02 · 2cν2 + a11 · 2cν2
−a12(6cν1 + c′(t− τ1)) +O((|ν|+ |t− τ1|)2) = 0 ,
where aαi = ∂ηα(t, ν, 0)/∂νi. This implies that
a01 = 3a
1
2, a
0
2 = a
1
1, a
0
1 = a
1
2 at ν = 0, t = τ1.
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Therefore a01 = a
1
2 = 0 there and we obtain the desired formula. Since
dη0 6= 0 at λ1, we also have e 6= 0. 
We now define the function Fˆ (η0, η1, y2, w1, . . . , wn−3) on L as an
integral of the closed form
−y0dη0 − y1dη1 + ηˆ2dy2 +
n−3∑
k=1
vˆkdwk = α− d(η0y0 + η1y1)− dh ,
where α denotes the canonical 1-form,
ηˆα = ηα − ηα(τ1, 0, 0), vˆk = vk − vk(τ1, 0, 0)
for 0 ≤ α ≤ 2 and 1 ≤ k ≤ n− 3, and
h = h(y2, w1, . . . , wn−3) = η2(τ1, 0, 0)y2 +
n−3∑
k=1
vk(τ1, 0, 0)wk .
We may take Fˆ so that Fˆ = 0 at λ1 ∈ L. Then, as stated in the
previous subsection,
F (η0, η1, y0, y1, y2, w1, . . . , wn−3) = η0y0 + η1y1 + Fˆ + h
becomes a generating family for L. (Note that F contains (y0, y1) as
independent variables, while Fˆ does not.)
Lemma 7.11. F (η0, η1, 0, . . . , 0) = −ce−2(ηˆ20 ηˆ1 + ηˆ31) +O(|ηˆ|4) .
Proof. It is enough to show that Fˆ (η0, η1, 0, . . . , 0) is equal to the right-
hand side. First we have, by Proposition 7.8 and Lemma 7.10,
φ∗dFˆ (τ1, ν, 0) = −ce(2ν1ν2dν2 + (3ν21 + ν22)dν1) +O(|ν|3)dν ,
and therefore
φ∗Fˆ (τ1, ν, 0) = −ce(ν31 + ν1ν22) +O(|ν|4) .
We then need to evaluate the difference
Fˆ (η0, η1, y2, w1, . . . , wn−3)− Fˆ (η0, η1, 0, . . . , 0),
which is equal to Ay2 +
∑n−3
k=1 Bkwk, where
A = A(η0, η1, y2, w1, . . . , wn−3) =
∫ 1
0
ηˆ2(η0, η1, sy2, sw1, . . . , swn−3)ds,
Bk = Bk(η0, η1, y2, w1, . . . , wn−3) =
∫ 1
0
vˆk(η0, η1, sy2, sw1, . . . , swn−3)ds.
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Let us pull back this formula by φ at (τ1, ν, 0). Since y2(τ1, 0, 0) =
wk(τ1, 0, 0) = 0, we have φ
∗A(τ1, 0, 0) = φ
∗Bk(τ1, 0, 0) = 0. Therefore
it follows that
φ∗(Ay2 +
n−3∑
k=1
Bkwk)(τ1, ν, 0) +O(|ν|4) = 0
and thus
φ∗(Fˆ (η0, η1, 0, . . . , 0))(τ1, ν, 0) = −ce(ν31 + ν1ν22) +O(|ν|4) .
The lemma then follows from Lemma 7.10. 
Lemma 7.12. The function ηˆ2, restricted to the submanifold L
′:
L′ = {(η0, η1, y2, w) ∈ L | y2 = w = 0}
is described as
ηˆ2|L′ = c1(ηˆ20 + ηˆ21) + c2ηˆ0ηˆ1 + c3(ηˆ20 + 3ηˆ21) +O(|ηˆ|3) ,
where c1, c2, c3 are constants and c1 6= 0.
Proof. We compute the coefficients of dνi ∧ dt in the 2-form
φ∗
(
2∑
α=0
dηα ∧ dyα +
n−3∑
k=1
dvk ∧ dwk
)
= 0 .
at the points (τ1, ν, 0). By Proposition 7.8 and Lemma 7.10, we have
−2cν2∂η0
∂t
− 6cν1∂η1
∂t
+ ec′ν1 +
∂η2
∂ν1
+O(|ν|2) = 0
as the coefficients of dν1 ∧ dt, and
−2cν1∂η0
∂t
− 2cν2∂η1
∂t
+ ec′ν2 +
∂η2
∂ν2
+O(|ν|2) = 0
as the coefficients of dν2 ∧ dt. Therefore we obtain
ηˆ2(τ1, ν, 0) = −ec
′
2
(ν21 + ν
2
2) + 2cν1ν2
∂η0
∂t
+ c(3ν21 + ν
2
2)
∂η1
∂t
+O(|ν|3) .
We note that ec′ 6= 0.
Here we need, as in the previous lemma, to observe the difference
ηˆ2|L − ηˆ2|L′ . Since it is described in the form
Ay2 +
n−3∑
k=1
Bkwk
for certain functions A and Bk, as in the proof of the previous lemma,
it follows that
φ∗(ηˆ2|L − ηˆ2|L′)(τ1, ν, 0) = O(|ν|3) .
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Therefore we have
φ∗(ηˆ2|L′)(τ1, ν, 0) = −ec
′
2
(ν21+ν
2
2)+2cν1ν2
∂η0
∂t
+c(3ν21+ν
2
2)
∂η1
∂t
+O(|ν|3) .
Thus the lemma follows by Lemma 7.10. 
We now prove Theorem 7.6. By Lemma 7.11 the function germ
f = F (η0, η1, 0, . . . , 0) is equivalent to the D
+
4 function germ, since the
latter is 3-determined. Also, since ∂F/∂y2 = ηˆ2, we see by Lemma 7.12
that F is a versal deformation of f . Therefore, applying the criterion
of Theorem 7.4 to the generating family F for (L, λ1), we see that
the map-germ π|L : (L, λ1) → (M, p1) is a D+4 Lagrangian singular-
ity. This completes the proof of Theorem 7.6 under the assumption of
Proposition 7.8. 
As direct consequences of Theorem 7.6, we have the following corol-
laries.
Corollary 7.13. The germ of the map π ◦ ζ1 : T ∗p0M → M at λ ∈
♭(K˜n−1) is a D
+
4 Lagrangian singularity if λ/|λ| ∈ ∂C+n−1.
Corollary 7.14. Suppose that the second zero t = r2n−1(u) of the Jacobi
field Yn−1(t, u) is greater than r1(u) for any [u] ∈ U∗p0M . Then the
germ of the map π ◦ ζ1 : T ∗p0M → M at λ ∈ ♭(K˜i) is a D+4 Lagrangian
singularity if λ/|λ| ∈ ∂C+i ∪ ∂C−i (1 ≤ i ≤ n− 2).
7.3. Proof of Proposition 7.8. In this subsection we shall always
assume w˜ = 0, so we shall shortly write (t, ν) instead of writing (t, ν, 0).
Also, the value of bk (k 6= j, j − 1) will be fixed to be bk,0 throughout
this subsection.
First, we would like to define a function θ(t, ν) satisfying
(7.4) fj(xj(t, ν))− fj,0 = ν1(1− cos θ(t, ν)) + ν2 sin θ(t, ν) .
Lemma 7.15. There is a unique C∞ function θ(t, ν) for small |ν| and
t ∈ R satisfying (7.4) and the initial condition θ(0, ν) = 0. Moreover,
it satisfies
∂θ
∂t
(t, ν) > 0 for any (t, ν) .
Proof. The formula (7.4) is equivalent to
fj(xj(t, ν)) = bj−1 (cos((θ + α)/2))
2 + bj (sin((θ + α)/2))
2 ,
where θ = θ(t, ν) and α is defined by
−(ν1, ν2) =
√
ν21 + ν
2
2 (cosα, sinα) .
THE STRUCTURE OF THE CONJUGATE LOCUS 47
If ν2 6= 0, then bj−1 > fj(xj(0, ν)) > bj and the function t 7→ fj(xj(t, ν))
oscillates between bj and bj−1 and the second derivaties do not vanish
at the turning points. Therefore the assertion easily follows in this
case, and we have ∂θ/∂t 6= 0 for any t. Since
d
dt
fj(xj(t, ν))|t=0 = ν2∂θ
∂t
(0, ν) ,
and since
sign of ν2 = sign of ξj = sign of dfj(xj)/dt at t = 0 ,
it follows that ∂θ/∂t > 0 at t = 0 and so for any t. (Note that
∂fj/∂xj > 0 by the assumption posed at the beginning of §6.)
Now let us verify that the function θ(t, ν) thus obtained for ν2 6=
0 is smoothly extended to points where ν2 = 0. Putting G(λ) =∏
k 6=j,j−1(λ− bk) in the formula (3.7), we have
n∑
i=1
Ui(t, ν) = 0 ,
where Ui(t, ν) is given by∫ t
0
(−1)i∏k 6=j,j−1(fi − bk) |∂xi(t, ν)/∂t| dt√
(−1)i−1∏k 6=j,j−1(fi − bk) ((fi − fj,0)2 − 2ν1(fi − fj,0)− ν22) .
When ν2 6= 0, Uj is rewritten as
Uj(t, ν) =
∫ θ(t,ν)
0
A1(fj) dθ ,
where fj = fj,0 + ν1(1− cos θ) + ν2 sin θ and A1(λ) is as in (7.3). This
formula redefine θ(t, ν), which is effective for the case ν2 = 0 and is of
C∞ anywhere. Here, we again have ∂θ/∂t > 0, since
(−1)i
∏
k 6=j,j−1
(fi(xi(t, ν))− bk) |∂xi(t, ν)/∂t| ≤ 0
for any i 6= j, j−1 and is strictly negative for i with Li being the whole
circle. 
It should be noted that when ν = 0 the function fj(xj(t, ν)) is iden-
tically equal to fj,0 (constant), but the function θ(t, 0) is strictly in-
creasing in t.
Lemma 7.16. θ(τ1, 0) = 2π.
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Proof. When ν 6= 0, we have
2(bj−1 − bj) = σj(tj) =
∫ tj
0
∣∣∣∣dfj(xj(s, ν))ds
∣∣∣∣ ds .
The right-hand side is equal to∫ tj
0
|ν1 sin θ(s, ν) + ν2 cos θ(s, ν)| ∂θ
∂s
ds
=
√
ν21 + ν
2
2
∫ θ(t,ν)
0
| sin(θ + α)|dθ ,
where α is the same one as in the proof of Lemma 7.15. Since bj−1−bj =
2
√
ν21 + ν
2
2 , it therefore follows that θ(tj , ν) = 2π.
On the other hand, by Propositions 5.4 and 6.1, we have rj ≤ tj ≤
rj−1 when ν 6= 0, and rj−1, rj tend to τ1 when ν tends to 0. Therefore
we have θ(τ1, 0) = 2π by continuity. 
We now consider the geodesic equations (3.7) and (3.9) for the fol-
lowing polynomials G(λ):
G(λ) =
∏
k 6=j,j−1
(λ− bk) · (λ− fj,0)α (α = 0, 1, 2) .
Let us put, for each α = 0, 1, 2:
uαi (xi, ν) =
−
√
(−1)i−1∏k 6=j,j−1(fi − bk) (fi − fj.0)α√
(fi − fj,0)2 − 2ν1(fi − fj,0)− ν22
(i 6= j) ,
uαj (θ, ν) = A1(fj) (fj − fj,0)α ,
and
Uαi (t, ν) =
∫ t
0
uαi (xi(t, ν), ν)
∣∣∣∣∂xi∂t (t, ν)
∣∣∣∣ dt (i 6= j) ,
Uαj (t, ν) =
∫ θ(t,ν)
0
uαj (θ, ν) dθ ,
where fi = fi(xi) (i 6= j) and
fj = fj,0 + ν1(1− cos θ) + ν2 sin θ .
We then have
(7.5)
∑
1≤i≤n
i6=j
Uαi (t, ν) + U
α
j (t, ν) =
{
0 (α = 0, 1)
t (α = 2)
.
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The functions y0, y1, and y2 clearly have the following relations with
the above functions:
y0 =A1(fj,0)(fj(xj)− fj,0) ,(7.6)
dyα =
∑
i∈I
ǫiu
α
i (xi, 0)dxi (α = 1, 2) .(7.7)
Therefore for the proof of the proposition it is necessary to calculate
the first and second derivatives of the above functions at (t, ν) = (τ1, 0).
Let us start with the derivatives in t:
∂Uαi
∂t
(t, ν) =ǫiu
α
i (xi(t, ν), ν)
∂xi
∂t
(i 6= j)(7.8)
∂Uαj
∂t
(t, ν) =
∂θ
∂t
(t, ν) uαj (θ(t, ν), ν) .(7.9)
Taking the fact
(7.10) Uαj (t, 0) = 0 for any t ∈ R and α = 1, 2
into account, we have
∑
i 6=j
∂Uαi
∂t
(t, 0) =
{
0 (α = 1)
1 (α = 2)
.
Since uαi (xi,1, 0) = (∂xi/∂t)(τ1, 0) = 0 if fi(xi,1) = bk for some k 6=
j, j − 1, it therefore follows that
(7.11)
∂yα
∂t
(τ1, 0) =
{
0 (α = 1)
1 (α = 2)
,
∂2yα
∂t2
(τ1, 0) = 0 (α = 1, 2) .
We also have
(7.12) y0(t, 0) = 0 for any t ∈ R .
Next, let us consider the derivatives ∂Uαi /∂t∂νk. We have from (7.8)
and (7.9):
∂Uαi
∂t∂νk
(t, ν) = ǫi
∂uαi
∂xi
(xi(t, ν), ν)
∂xi
∂νk
∂xi
∂t
+ǫi
∂uαi
∂νk
(xi(t, ν), ν)
∂xi
∂t
+ ǫiu
α
i (xi(t, ν), ν)
∂2xi
∂t∂νk
and
∂Uαj
∂t∂νk
(t, ν) =
∂2θ
∂t∂νk
(t, ν) uαj (θ, , ν) +
∂θ
∂t
∂θ
∂νk
∂uαj
∂θ
(θ, ν)
+
∂θ
∂t
∂uαj
∂νk
(θ, ν) .
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Since ∂xi/∂νk (k = 1, 2) is the coefficient of ∂/∂xi in the Jacobi field
Zj or Zj−1, it vanishes at (t, ν) = (τ1, 0). Also, we have
uαj (2π, 0) =
∂uαj
∂θ
(2π, 0) =
∂uαj
∂νk
(2π, 0) = 0
for α = 1, 2. Therefore we have
(7.13)
∑
i 6=j
ǫi
∂uαi
∂νk
(xi,1, 0)
∂xi
∂t
(τ1, 0) +
∑
i 6=j
ǫiu
α
i (xi,1, 0)
∂2xi
∂t∂νk
(τ1, 0) = 0
for α = 1, 2. Note that the second sum in the left-hand side of the
above equality is equal to (∂yα/∂t∂νk)(τ1, 0) and
∂uαi
∂νk
(xi,1, 0) =
{
uα−1i (xi,1, 0) (k = 1)
0 (k = 2)
.
Therefore,
(7.14)
∂2yα
∂t∂ν2
(τ1, 0) = 0 (α = 1, 2)
and
(7.15)
∂2yα
∂t∂ν1
(τ1, 0) = −
∑
i 6=j
uα−1i (xi,1, 0)
∂xi
∂t
(τ1, 0) = −
∑
i 6=j
∂Uα−1i
∂t
(τ1, 0)
=
∂Uα−1j
∂t
(τ1, 0) =
{
A1(fj,0)
∂θ
∂t
(τ1, 0) (α = 1)
0 (α = 2)
.
For y0, we have
∂y0
∂t
(t, ν) = A1(fj,0)(ν1 sin θ + ν2 cos θ)
∂θ
∂t
.
Thus,
(7.16)
∂2y0
∂t∂νk
(τ1, 0) =
{
0 (k = 1)
A1(fj,0)
∂θ
∂t
(τ1, 0) (k = 2)
.
Next, we shall consider the derivatives in ν1 and ν2. For the first
derivatives we have:
Lemma 7.17. ∂yα
∂νk
(τ1, 0) = 0 for any α = 0, 1, 2 and k = 1, 2.
Proof. For the case α = 0 the assertion follows from the fact that
∂fj/∂νk = 0 when θ = 2π. For α = 1, 2, we have
∂yα
∂νk
(τ1, 0) =
∑
i∈I
ǫiu
α
i (xi,1, 0)
∂xi
∂νk
(τ1, 0) .
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Since ∂xi/∂νk is a component of the Jacobi fields Zj , Zj−1, it vanishes
at (τ1, 0). Thus the assertion follows. 
To compute the second derivatives in ν1, ν2, we begin with the fol-
lowing lemma.
Lemma 7.18. For each α = 0, 1, 2 and k = 1, 2,
∂Uαi
∂νk
(t, ν) = ǫiu
α
i (xi(t, ν), ν)
∂xi
∂νk
+
∫ t
0
∂uαi
∂νk
∣∣∣∣∂xi∂t
∣∣∣∣ dt .
Proof. We have
∂Uαi
∂νk
(t, ν) =
∫ t
0
ǫi(t, ν)
[(
∂uαi
∂xi
∂xi
∂νk
+
∂uαi
∂νk
)
∂xi
∂t
+ uαi
∂2xi
∂t∂νk
]
dt .
Here ǫi(t, ν) (= ±1) stands for the sign of (∂xi/∂t)(t, ν), which is
locally constant in t for each fixed ν outside the turning point, i.e., the
point t where (∂xi/∂t)(t, ν) = 0.
Observe that the integrand is equal to
ǫi
∂
∂t
(
∂xi
∂νk
uαi
)
+
∂uαi
∂νk
∣∣∣∣∂xi∂t
∣∣∣∣ .
Since uαi (xi(t, ν), ν) vanishes at each turning point and (∂xi/∂νk)(t, ν)
vanishes at t = 0, we therefore obtain∫ t
0
ǫi(t, ν)
∂
∂t
(
∂xi
∂νk
uαi
)
dt = ǫi
∂xi
∂νk
(t, ν)uαi (xi(t, ν), ν) .
Thus the lemma follows. 
Lemma 7.19.
∂θ
∂ν1
(τ1, 0) = −A1(fj,0)−1C, ∂θ
∂ν2
(τ1, 0) = 0 ,
where
C =
∑
i 6=j
∫ τ1
0
u0i (xi(t, 0), 0)
fi(xi(t, 0))− fj,0
∣∣∣∣∂xi∂t (t, 0)
∣∣∣∣ dt+ 2πA′1(fj,0) .
Proof. We use the formula∑
i 6=j
∂U0i
∂νk
(τ1, 0) +
∂U0j
∂νk
(τ1, 0) = 0 .
By Lemma 7.18 we have
∂U0i
∂νk
(τ1, 0) =
{∫ τ1
0
u0i (xi(t,0),0)
fi(xi(t,0))−fj,0
∣∣∂xi
∂t
∣∣ dt (k = 1)
0 (k = 2)
.
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Also, we have
∂U0j
∂νk
(τ1, 0) =
∂θ
∂νk
(τ1, 0)A1(fj,0) +
∫ 2π
0
A′1(fj,0)
∂fj
∂νk
dθ
and
∂fj
∂νk
=
{
1− cos θ (k = 1)
sin θ (k = 2)
.
Therefore the lemma follows. 
Corollary 7.20.
∂2y0
∂ν21
(τ1, 0) =
∂2y0
∂ν22
(τ1, 0) = 0,
∂2y0
∂ν1∂ν2
(τ1, 0) = −C .
Proof. Since
y0(t, ν) = A1(fj,0)(ν1(1− cos θ(t, ν)) + ν2 sin θ(t, ν)) ,
the assertion easily follows from the previous lemma. 
Finally, we shall consider the second derivatives of y1 and y2.
Lemma 7.21.
∂2Uαi
∂νk∂νl
(τ1, 0) = ǫi
∂2xi
∂νk∂νl
(τ1, 0) u
α
i (xi,1, 0)
+
∫ τ1
0
∂2uαi
∂νk∂νl
(xi(t, 0), 0)
∣∣∣∣∂xi∂t
∣∣∣∣ dt
for k, l = 1, 2, α = 1, 2, and i 6= j.
Proof. We differentiate the formula in Lemma 7.18 by νl and put (t, ν) =
(τ1, 0). Then the first term in the right-hand side becomes the first term
of the right-hand side of the above formula, since ∂xi/∂νk vanishes at
(τ1, 0). Also the second term becomes∫ τ1
0
∂
∂νl
[
∂uαi
∂νk
(xi(t, ν), ν)
∣∣∣∣∂xi∂t (t, ν)
∣∣∣∣
]
ν=0
dt .
This integrand is equal to
∂2uαi
∂νk∂νl
(xi(t, 0), 0)
∣∣∣∣∂xi∂t
∣∣∣∣ + ǫi(t, ν) ∂∂t
[
∂uαi
∂νk
∂xi
∂νl
]
ν=0
By the same reason as in the proof of Lemma 7.18, we have∫ τ1
0
ǫi(t, ν)
∂
∂t
[
∂uαi
∂νk
∂xi
∂νl
]
ν=0
dt =
∂uαi
∂νk
(xi,10)
∣∣∣∣∂xi∂νl (τ1, 0)
∣∣∣∣ = 0 .
Thus the lemma follows. 
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Lemma 7.22.
∂2Uαj
∂ν21
(τ1, 0) =
{
6πA′1(jj,0) (α = 1)
6πA1(fj,0) (α = 2)
∂2Uαj
∂ν22
(τ1, 0) =
{
2πA′1(jj,0) (α = 1)
2πA1(fj,0) (α = 2)
∂2Uαj
∂ν1∂ν2
(τ1, 0) = 0 (α = 1, 2)
Proof. A direct computation yields
∂2Uαi
∂νk∂νl
(t, ν) =
∂2θ
∂νk∂νl
(t, ν) uαj (θ, ν) +
∂θ
∂νk
(t, ν)
(
∂uαj
∂νl
+
∂uαj
∂θ
∂θ
∂νl
)
+
∂θ
∂νl
(t, ν)
∂uαj
∂νk
(θ, ν) +
∫ θ(t,ν)
0
∂2uαj
∂νk∂νl
(θ, ν) dθ .
Since
uαj (θ, ν) = A1(fj)(fj − fj,0)α, fj = fj,0 + ν1(1− cos θ) + ν2 sin θ,
it is easily seen that, for α = 1, 2, the functions
uαj ,
∂uαj
∂νk
,
∂uαj
∂νl
,
∂uαj
∂θ
vanish at (θ, ν) = (2π, 0). Since θ(τ1, 0) = 2π, we therefore obtain
∂2Uαj
∂νk∂νl
(τ1, 0) =
∫ 2π
0
∂2uαj
∂νk∂νl
(θ, 0) dθ .
From this formula the lemma follows immediately. 
Lemma 7.23.
∂2yα
∂νk∂νl
(τ1, 0) =
∑
i 6=j
ǫi
∂2xαi
∂νk∂νl
(τ1, 0) u
α
i (xi,1, 0) (α = 1, 2)
Proof. First, note that the sum in the right-hand side is equal to the
sum in such i that i ∈ I, since for i 6= j with i 6∈ I the value fi(xi,1)
is equal to some bk (k 6= j, j − 1) and uαi (xi,1, 0) = 0 in this case. By
(7.7) we have
∂yα
∂νk
(t, ν) =
∑
i∈I
ǫi
∂xαi
∂νk
(t, ν) uαi (xi(t, ν), 0)
Noting the fact that ∂xi/∂νk vanishes at (τ1, 0), we obtain the lemma
by differentiating this formula with νl. 
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From the above lemmas and the formula∑
i 6=j
∂2Uαi
∂νk∂νl
(τ1, 0) +
∂2Uαj
∂νk∂νl
(τ1, 0) = 0 ,
we have
(7.17)
∂2yα
∂νk∂νl
(τ1, 0) = −
∑
i 6=j
∫ τ1
0
∂2uαi
∂νk∂νl
(xi(t, 0), 0)
∣∣∣∣∂xi∂t
∣∣∣∣ dt− ∂2Uαj∂νk∂νl (τ1, 0) .
Thus we need to compute the integrals in the right-hand side of the
above formula. The following lemma is straightforward.
Lemma 7.24.
∂2uαi
∂ν21
(xi, 0) =
3uαi (xi, 0)
(fi − fj,0)2 ,
∂2uαi
∂ν22
(xi, 0) =
uαi (xi, 0)
(fi − fj,0)2 ,
∂2uαi
∂ν1∂ν2
(xi, 0) = 0 (α = 1, 2) .
Corollary 7.25.
∂2y1
∂ν21
(τ1, 0) = −3C, ∂
2y1
∂ν22
(τ1, 0) = −C,
∂2y1
∂ν1∂ν2
(τ1, 0) = 0,
∂2y2
∂νk∂νl
(τ1, 0) = 0 (k, l = 1, 2) ,
where C is the constant given in Lemma 7.19.
Proof. First we consider the case where α = 2 and k = l. By (7.17)
and Lemmas 7.22 and 7.24, we have
∂2y2
∂ν2k
(τ1, 0) = −e
[∑
i 6=j
U0i (τ1, 0) + U
0
j (τ1, 0)
]
= 0 ,
where e = 3 or 1 according as k = 1 or 2 respectively. Similarly, for
the case where α = 1, we have
∂2y1
∂ν2k
(τ1, 0) =− e
[∑
i 6=j
∫ τ1
0
u0i (xi(t, 0), 0)
fi(xi(t, 0))− fj,0
∣∣∣∣∂xi∂t
∣∣∣∣ dt+ 2πA′1(fj,0)
]
=− eC ,
Also, for the case where k 6= l, we have
∂yα
∂uk∂ul
(τ1, 0) = 0 (α = 1, 2) .
Thus the corollary follows. 
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By the formulas (7.11), (7.12), (7.14), (7.15), (7.16), and by Lemma 7.17,
Corollary 7.20, Corollary 7.25, we obtain the formulas in Proposi-
tion 7.8 by putting
c = −C
2
, c′ = A1(fj,0)
∂θ
∂t
(τ1, 0) .
It is clear that c′ 6= 0. Therefore, to complete the proof of the propo-
sition, it is enough to show the following lemma.
Lemma 7.26. C > 0.
Proof. We put
Wi(t, ν) = U
1
i (t, ν) + (fj,0 − an)U0i (t, ν) .
Then we have
n∑
i=1
Wi(t, ν) = 0 ,
Wi(t, ν) =
∫ t
0
−(fi − an)
√
(−1)i−1∏k 6=j,j−1(fi − bk) |∂xi(t,ν)∂t | dt√
(fi − fj,0)2 − 2ν1(fi − fj,0)− ν22
for i 6= j and
Wj(t, ν) =
∫ θ(t,ν)
0
A1(fj)(fj − an)dθ .
We now take the derivative in ν1 and put ν = 0, t = τ1: Since
∂Wj
∂ν1
(τ1, 0) = 2π
∂
∂λ
(A1(λ)(λ− an)) |λ=fj,0+
∂θ
∂ν1
(τ1, 0)A1(fj,0)(fj,0−an) ,
and since
∂θ
∂ν1
(τ1, 0)A1(fj,0) = −C ,
we have
(7.18) C(fj,0 − an) =
∑
i 6=j
∂Wi
∂ν1
(τ1, 0) + 2π
∂
∂λ
(A1(λ)(λ− an)) |λ=fj,0 .
On the other hand, in view of the formula (5.2) we have
∂Wi
∂ν1
(ti, 0) =
∫ ti
0
−(fi − an)
√
(−1)i−1∏k 6=j,j−1(fi − bk) |∂xi(t,ν)∂t | dt
|fi − fj,0|(fi − fj,0)
(7.19)
= lim
bj ,bj−1→fj,0
∂
∂bj
∫ a−i−1
a+i
(−1)lA(λ) (λ− an)G(λ) dλ√
−∏n−1k=1(λ− bk) ·∏nk=0(λ− ak) (i 6= j) ,
(7.20)
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where G(λ) =
∏
k 6=j,j−1(λ− bk) and ti is the time defined in §5. Also,
when ν 6= 0 (bj 6= bj−1), we have
Wj(tj, ν) =
∫ bj−1
bj
A(λ)(λ− an)
√
(−1)j∏k 6=j,j−1(λ− bk) dλ√
(−1)j∏nl=0(λ− al)√(bj−1 − λ)(λ− bj)
=2
∫ π
0
A1(fj)(fj − an) dθ ,
where fj = fj,0 + ν1(1− cos θ) + ν2 sin θ. Therefore,
(7.21)
2π
∂
∂λ
(A1(λ)(λ− an)) |λ=fj,0 =
∂Wj
∂ν1
(tj , 0) =
lim
bj→fj,0−0
∂
∂bj
∫ bj−1
bj
A(λ)(λ− an)
√
(−1)j∏k 6=j,j−1(λ− bk) dλ√
(−1)j∏nl=0(λ− al)√(bj−1 − λ)(λ− bj)
∣∣∣∣∣∣
bj−1=fj,0
.
Then, taking the limit bj−1 = fj,0, bj → fj,0 − 0 (or ν2 = 0, ν1 → −0)
in the inequality of Proposition 4.4 (2), we have by Proposition 4.5
(7.22)
∑
i 6=j
∂Wi
∂ν1
(ti, 0) +
∂Wj
∂ν1
(tj , 0) > 0 .
Since t = τ1 is the first zero of the Jacobi field Zj(t) (and Zj−1(t)),
it follows that tj = τ1, ti ≤ τ1 for i > j, and ti ≥ τ1 for i < j by
Proposition 5.4. From the formula (7.19) it can be easily seen that the
integrand of that formula is positive when i > j and is negative when
i < j. Therefore we have
∂Wi
∂ν1
(τ1, 0) ≥ ∂Wi
∂ν1
(ti, 0) (i 6= j) .
Thus the assertion follows from (7.18) and (7.22). 
This finishes the proof of Proposition 7.8.
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