A summation test is proposed to determine admissible types of gap penalties for logarithmic growth of the local alignment score. We also define a converging sequence of log moment generating functions that provide the constants associated with the large deviation rate and logarithmic strong law of the local alignment score and the asymptotic number of matches in the optimal local alignment.
1. Introduction. In protein and DNA sequence matching, two sequences of length m and n are aligned to determine if they have a segment each that is significantly matched. A local alignment score is assigned according to the quality of the matches in the alignment subtracted by penalties for gaps present within the alignment. The gap penalty is of the form ∆ + γ(k) [with γ(1) = 0], for a gap of length k. The choice of ∆, also known as the gap initialization penalty, reflects our belief in the frequency of segment insertion/deletion in the evolutionary process; while the choice of γ reflects our belief in the distribution of the length of the segment that is inserted into or deleted from DNA or protein sequences.
The affine gap penalty function corresponds to γ(k) = δ(k − 1) for some δ > 0 and is currently the most popular in sequence alignment programs (cf. BLAST; [2] ). Part of its popularity can be attributed to the recursive Smith-Waterman algorithm (cf. [17] ) that allows the local alignment score to be computed in O(mn) time (cf. [11] ). Much research has been done to understand the asymptotic behavior of the local alignment score for affine gap penalties. In [3] , it was shown that the gap penalties can be essentially divided into two types; according to whether the local alignment score grows at a logarithmic rate or linear rate. Logarithmic rate of growth is statistically 2. A summation test for gap penalties. Let A be a finite alphabet which can be used to represent either the twenty amino-acids in protein sequences or the four nucleotide bases in DNA sequences. Let K : A × A → R be a similarity score matrix satisfying K(a, b) = K(b, a) for all a, b ∈ A and let g : {0, 1, . . . } → [0, ∞) with g(0) = 0 be a nondecreasing, concave [i.e., g(k
Let Z be the class of all nonempty candidate alignments z = {(i(t), j(t)) : 1 ≤ t ≤ u}, where i(1) < · · · < i(u) and j(1) < · · · < j(u) are positive integers. We shall use the notation z(u) to signify a candidate alignment with u pairs or matches. Throughout the text, | · | shall denote the number of elements in a finite set and, in particular, |z(u)| = u. Given sequences x m = x 1 · · · x m and y n = y 1 · · · y n , where x i , y j ∈ A for all i and j, we define
Under the null hypothesis of no relation between x m and y n , we assume that x 1 , x 2 , . . . and y 1 , y 2 , . . . are independent and identically distributed with probability measure µ satisfying µ(a) > 0 for all a ∈ A. Define µ(
The local alignment score for gapless alignments, denoted by H ∞ , can be expressed in the form (2.1)-(2.2) by setting g(k) = ∞ for all k ≥ 1. Its asymptotic behavior was studied in [7, 8] . Let θ * be the unique positive solution to the equation E exp[θK(x 1 , y 1 )] = 1. It was shown that under (2.3), H ∞ (x n , y n ) has an asymptotic Gumbel distribution and
G is known as the global alignment score and differs from the local alignment score H in that unaligned letters both before and after the alignment z are penalized. If g is chosen such that β := lim n→∞ E[G(x n , y n )/n] > 0, then H(x n , y n )/n → β in probability and the gap penalty is said to lie in the linear domain. Conversely, for β < 0, there exists τ 2 > τ 1 > 0 such that lim n→∞ P {τ 2 > H(x n , y n )/ log n > τ 1 } = 1 and the gap penalty is said to lie in the logarithmic domain (cf. [3] , Lemmas 2 and 3).
In some sequence alignment software, for example, XPARAL (cf. [13] ), the user is required to specify gap penalties of the form g(k) = ∆ + γ(k) for k ≥ 1, where γ(k) = δ log k, γ(k) = δ(k − 1) 1/2 or γ(k) = δ(k − 1) for some δ > 0. By Arratia and Waterman [3] , it follows that if γ(k) = δ(k − 1), then g lies in the logarithmic region if the gap penalty is chosen large enough. However, it is unclear for the cases γ(k) = δ log k and γ(k) = δ(k − 1) 1/2 that logarithmic growth of H is possible. Note that for these choices of γ, the constant β is always nonnegative. This can be seen by considering an alignment with exactly one match. In Theorem 1, we provide a summation test that will allow us to determine the types of γ for which logarithmic growth occurs when ∆ is large. It formalizes a statement in [16] , where a rough heuristic is used to suggest that gap penalties satisfying
To prove Theorem 1, we need to consider only κ = 1, but the strong law results of Theorems 2 and 3 use the convergence of ψ κ (θ)/κ as κ → ∞. We preface the proof of Theorem 1 with Lemma 1, which uses an importance sampling scheme to achieve a change of measure. For κ = 1 and g(k) = ∆ + δ(k − 1), a modified version of this scheme was implemented in [6] for efficient simulation of P {H(x m , y n ) ≥ c}. Lemma 1. Let θ κ be a positive root of ψ κ (θ) = 0 (if it exists). Then
Proof. Let us simulate (x m , y n ) in the following manner: 1. Initialization step. Simulate (i * , j * ) uniformly from {1, . . . , m}×{1, . . . , n} and let x i , y j ∼ µ for all i < i * and j < j * . Initialize partial sum S = 0.
2. Repetition steps.
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(a) Simulation. Simulate (v r , w s ) from the measure ν on the domain
Note that both r and s are random here, taking values in {κ, κ + 1, . . . }. Moreover, ν is a probability measure because ψ κ (θ κ ) = 0.
(b) Check that segment generated is not too long. If i * + r − 1 > m or j * + s − 1 > n, go to step 3. Otherwise, proceed to (c).
(c) Updating. Let
3. Conclusion step. Simulate x i , y j ∼ µ for all i ≥ i * and j ≥ j * .
Let Q denote the probability measure of (x m , y n ) simulated in this manner and let P (x m , y n ) = µ(x m )µ(y n ). Equation (2.9) clearly holds when c ≤ (κ − 1)K max so we may assume without loss of generality that c > (
follows that z has at least κ matches and can be expressed in the form z = {(i(t), j(t)) : 1 ≤ t ≤ λκ + q} for some λ ≥ 1 and 0 ≤ q < κ. Let ζ = {(i(t), j(t)) : 1 ≤ t ≤ λκ}, which is z without the last q matches. Since q ≤ (κ − 1) and S z (x m , y n ) ≥ c, it follows that
is broken up into λ segments w (1) , . . . , w (λ) where w (1) = y j(1) · · · y j(κ+1)−1 , w (2) = y j(κ+1) · · · y j(2κ+1)−1 , . . . and for the last segment w (λ) = y j((λ−1)κ+1) · · · y j(λκ) . (x m , y n ) can be generated from the simulation scheme above if (i(1), j(1)) is simulated in step 1 [as (i * , j * )] and (v (η) , w (η) ) are generated on the ηth iteration of step 2(a). Since
, it follows by (2.10) and (2.11) that
This holds for all (x m , y n ) ∈ A and, hence, (2.9) follows from the identity 
Since H ≥ H ∞ , the gapless local alignment score, it follows from (2.4) that lim n→∞ P {H(x n , y n ) ≥ log n/θ * } = 1 and, hence, (a) follows from (2.14). The first part of (c) also follows from (a) by choosing θ ∈ (δ −1 , θ * ).
We shall next show the second part of (c). Let g(k) = ∆ + δ log k for some δ < θ −1 * . Let v (η) = x r(η−1)+1 · · · x rη and w (η) = y r(η−1)+1 · · · y rη for 1 ≤ η ≤ λ, where λ and r are positive integers to be specified later. Then
and, hence, it follows from (2.4) that for any ε > 0, there exists r large enough such that
Since δ < θ −1 * , it follows from (2.15) that there exists ε small enough and λ, r large enough such that E[G(x rλ , y rλ )] > 0 and, hence, g lies in the linear domain.
To show (b), pick δ ∈ ( θ −1 , θ −1 * ). Since
it follows that γ(k) ≤ δ log k for infinitely many k. Then for any ε > 0, (2.15) holds for infinitely many r and (b) follows by choosing λ, r large enough and ε small enough.
3. Large deviations and the strong law of large numbers. In this section we extend the large deviations and strong law results of Arratia and Waterman [3] and Zhang [20] to gap penalties satisfying lim k→∞ g(k)/k = 0, by-passing the Azuma-Hoeffding inequality that was central to their proofs for the case lim k→∞ g(k)/k > 0. Theorem 2. Let g(k) = ∆+γ(k) for k ≥ 1, where γ(1) = 0 and lim k→∞ γ(k)/ log k = ∞. Then ψ(θ) = lim κ→∞ ψ κ (θ)/κ is well defined, convex and finite for all θ > 0. Moreover, for all large ∆, ψ(θ) = 0 has a unique positive root θ. 
Proof. Let κ, η be positive integers and consider x m , y n with m, n ≥ κ + η. Let
with p, r ≥ κ and q, s ≥ η}.
In other words, v
(1)
r = y 1 · · · y r and w (2) s = y r+1 · · · y n . For notational simplicity, we shall henceforth omit superscripts (1), (2) when describing members of Π(x m , y n ). Since
holds because there exists a term on the right-hand side of (3.4) that is equal to the left-hand side. Noting that (xm,yn) : m,n≥κ+η Π(x m , y n ) = {(v p , v q , w r , w s ) : p, r ≥ κ and q, s ≥ η} (3.5) and that the left-hand side of (3.5) is a disjoint union, we can conclude from (3.4) that, for all θ > 0, 
The subadditive property (3.6) then ensures that ψ(θ) = lim κ→∞ ψ κ (θ)/κ is well defined and finite. Since ψ κ (θ) is convex for all κ (see Section A.1), it follows that ψ is convex and continuous.
Pick an arbitrary positive θ < θ * , where θ * is the unique positive root of the equation E exp[θK(x, y)] = 1. By (2.13), ψ 1 ( θ) < 0 for all large ∆ and, hence, ψ( θ) ≤ ψ 1 ( θ) < 0. By (2.3) and (3.7), lim θ→∞ ψ(θ) = ∞ and, hence, a positive solution θ (> θ) of the equation ψ(θ) = 0 exists. To show that θ is unique, it suffices from the convexity of ψ to show that lim θ→0 ψ(θ) = 0. Since
(a) It follows from (3.1) that there exists θ κ → θ such that ψ κ (θ κ ) = 0 for all large κ. By Lemma 1 and as c −1 log(mn) → 0, it follows that lim inf
To get the opposite inequality, define
Clearly, G κ+η (x r+s , y r+s ) ≥ G κ (x r , y s ) + G η (x r+1 · · · x r+s , y r+1 · · · y r+s ) and, hence,
By taking supremum over r and s, the superadditive property
and, hence, there exists θ κ → θ such that
for all large κ. Let κ satisfy (3.12). It follows from (3.8) that E exp[θG κ (x r , y r )] → 0 as r → ∞, and, hence, for all θ > 0, the supremum in (3.10) is attained at some r ≥ κ. By (3.12), it follows that
for some r (= r κ ). (3.13)
Let v η = G κ (x (r−1)η+1 · · · x rη , y (r−1)η+1 · · · y rη ) and let Q be the measure under which v 1 , v 2 , . . . are independent with Q{v η = k} = exp( θ κ k)P {v η = k}. By (3.13), Q is a probability measure. Let T c = inf{ℓ :
for any positive integer λ. Pick λ = ⌊min{m, n}/r⌋, where ⌊·⌋ denotes the greatest integer function. Since min{m, n}/c → ∞, it follows that λ/c → ∞. By the law of large numbers and as E Q v 1 > 0, we can conclude that Q{T c ≤ λ} → 1. By (3.14) and as
(a) then follows from (3.9) and (3.15) by letting κ → ∞.
(b) Let ε > 0 and select κ large enough such that ψ κ (θ) = 0 has a positive solution θ κ . Select a subsequence n k = ⌊k 2/ε ⌋ + 1. Then by Lemma 1,
By the Borel-Cantelli lemma, it follows that lim sup k→∞ H(x n k , y n k )/ log n k ≤ (2 + ε)/θ κ a.s. Since log n k+1 / log n k → 1 and H(x n , y n ) is nondecreasing in n, it follows by choosing ε arbitrarily small that lim sup n→∞ H(x n , y n )/ log n ≤ 2/θ κ a.s. (3.16) Let κ satisfy (3.12) and define a score matrix
be the gapless local alignment score which treats x (η) , y (η) as letters of B and uses K as the score matrix. By (3.13), it follows that (2.4) holds with H ∞ in place of H ∞ and θ κ in place of θ * . Hence, 4. Asymptotic number of matches in the optimal local alignment. For given sequences x n , y n , let z be a candidate alignment satisfying S z (x n , y n ) = H(x n , y n ). The alignment z is not unique in general, but to be specific, we shall assume that there exists an ordering of the candidate alignments in Z and only the smallest alignment z with respect to this ordering that satisfies (4.1) shall be designated as the optimal local alignment and denoted by z * . Properties of the optimal local alignment are less stable than the local alignment score because a slight perturbation of the sequences, for example, changing one of the letters x i or y j , can result in a very different optimal local alignment.
In this section our objective is to study |z * |, the number of matches in the optimal alignment z * . We shall show in Theorem 3 that under the assumptions of Theorem 2, |z * | ∼ 2 log n/ θψ ′ ( θ) as n → ∞ whenever the derivative ψ ′ ( θ) exists. Since H(x n , y n ) ∼ 2 log n/ θ by Theorem 2(b), this gives rise to the interpretation of ψ ′ ( θ) as the asymptotic score per match of the optimal alignment. The convexity of ψ ensures that ψ ′ (θ) exists with the exception of countably many θ. A more detailed discussion of the existence of ψ ′ ( θ), involving measure theoretic issues, is dealt with in Section A.3.
Theorem 3. Let lim k→∞ g(k)/ log k = ∞ and assume (3.1) holds. If ψ ′ ( θ) is well defined, then |z * |/ log n → 2/ θψ ′ ( θ) a.s.
Proof. Let K λ be a score matrix satisfying K λ (a, b) = K(a, b) + λ for all a, b ∈ A. A superscript λ in any notation defined previously will now be
