Evaluación y uso del estado emocional en entornos educativos interactivos by Marco Giménez, Luis
i
i












Informática y Matemática Computacional
Marzo 2017
Doctorando: D. Luis Marco Giménez
Director: Dr. D. Miguel Arevalillo Herráez
i
i


















L9;#=#5?#L#>+>L 8A8;0L 8;*(*50L !#L	* # **(&* A*?B0!L 
$#)*# * *
!"* **"!*#"$ * ""$ * )L=*!7L ;#1+F!L -8L4+L "+;# *J5L EL
=B9#;D+>+J6L ELL4+L.B+ *7L;#K5#L07>L;#:B*=,?8=L9;L=BL0#?C;LEL8?#5 +J5L!#0L(;!7L"#L8?7;L




















Your intellect may be confused, but your emotions will never lie to you
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En la actualidad, la enseñanza tradicional está convergiendo progresivamente
hacia entornos educativos interactivos semi-presenciales o a distancia, encontrándo-
se una oferta cada vez mayor, de formación on-line. En este sentido, los sistemas de
tutorización inteligente (STI) aportan un valor añadido a la educación interactiva.
Su objetivo principal es proporcionar al alumno las ayudas necesarias para la
consecución de los objetivos pedagógicos propuestos, tomando en consideración
las capacidades intrínsecas del estudiante y el contexto particular en el que se
desarrolla la actividad formativa.
Existen estudios donde se reportan sólidas evidencias de que no sólo las capa-
cidades cognitivas del alumno y su contexto tienen un impacto en su rendimiento,
sino que también el estado emocional del estudiante puede suponer un efecto
significativo en su motivación y, por tanto, en su rendimiento. A pesar de estas
evidencias, la mayoría de los STI no toman en consideración este hecho.
Asumiendo la conveniencia de incluir en los sistemas de aprendizaje interactivos
métodos para la detección del estado afectivo del estudiante con el propósito de
mejorar su aprendizaje, satisfacción y compromiso con los objetivos didácticos
propuestos, en esta tesis se aborda el problema de la detección emocional desde
diferentes perspectivas. Por un lado, mediante el empleo de técnicas de visión
por computador sobre vídeos o imágenes estáticas. Por otro, a través del análisis
de señales fisiológicas. Por último, con una aproximación de tipo sensor-free
fundamentada en el análisis de patrones de comportamiento de los estudiantes
durante su interacción con un STI para el aprendizaje la aritmética y el álgebra
lineal.
Para cada una de estas perspectivas, en esta tesis doctoral se han realizado
diferentes aportaciones relativas a la detección emocional: 1) una extensión a
una base de datos de vídeos anotados con información afectiva (FEEDB); 2)
el desarrollo de una aproximación holística novedosa para el reconocimiento de
expresiones faciales, denominada Eigenexpressions, fundamentada en la técnica
de Eigenfaces; y 3) el análisis de la información que las señales procedentes de
electroencefalografía pueden aportar en la detección emocional del usuario.
Desde el punto de vista de las aportaciones en la mejora instruccional, se
diseñó un estudio experimental mediante el uso de STI para la enseñanza de la
aritmética y el álgebra lineal, con el propósito de recabar información sobre el











interacción con el STI para, posteriormente, desarrollar un sistema de aprendizaje
automático con capacidad para valorar el estado emocional del usuario sobre las
dimensiones de la Dominancia, la Activación y la Valencia. De este modo, fue
posible incorporar al STI capacidad para la evaluación del estado afectivo del
estudiante con el objetivo de mantener al usuario en un estado que favoreciera
su interés por el aprendizaje, determinando para ello el nivel de ayuda a proveer













Lista de Figuras xiii
Lista de Tablas xvii
Abreviaturas y Acrónimos xxii
I Fundamentos teóricos 1
1 Introducción 3
1.1. Motivación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3. Estructura de la tesis . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Estado del arte 9
2.1. Aplicaciones en educación . . . . . . . . . . . . . . . . . . . . . . . 10
2.2. Detección emocional . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1. Visión por computador . . . . . . . . . . . . . . . . . . . . 13
2.2.2. Señales fisiológicas . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3. Patrones de comportamiento . . . . . . . . . . . . . . . . . 21
2.3. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 Aprendizaje automático 25
3.1. Clasificación y métodos . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1.1. Vecino más próximo . . . . . . . . . . . . . . . . . . . . . . 26
3.1.2. Árboles de decisión . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.3. Perceptrón multicapa . . . . . . . . . . . . . . . . . . . . . 29
3.1.4. Máquinas de soporte vectorial . . . . . . . . . . . . . . . . . 30
3.2. Regresión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3. Reducción de la dimensionalidad sobre imágenes . . . . . . . . . . 34











3.5. Evaluación del rendimiento de los clasificadores . . . . . . . . . . . 37
3.5.1. Validación cruzada . . . . . . . . . . . . . . . . . . . . . . . 37
3.5.2. Medidas de evaluación . . . . . . . . . . . . . . . . . . . . . 37
3.5.3. Matrices de confusión . . . . . . . . . . . . . . . . . . . . . 38
3.5.4. Exactitud . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5.5. Precisión . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.6. Cobertura . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.7. Valor-F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.8. Curvas ROC . . . . . . . . . . . . . . . . . . . . . . . . . . 40
II Aportaciones en la detección emocional 41
4 Extensión de una base de datos de vídeos: FEEDB 43
4.1. Descripción de FEEDB . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2. Extracción de datos . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3. Aproximación propuesta para la detección de estados afectivos
sobre FEEDB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4. Clasificación de las muestras y limitaciones . . . . . . . . . . . . . 54
4.5. Extensión de FEEDB . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.6. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5 Detección emocional sobre imágenes estáticas: Eigenexpressions 65
5.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2. Aproximación propuesta: Eigenexpressions . . . . . . . . . . . . . . 67
5.2.1. Diseño de la fase de entrenamiento . . . . . . . . . . . . . . 67
5.2.2. Diseño de la fase de reconocimiento . . . . . . . . . . . . . 68
5.3. Configuración de Eigenexpressions . . . . . . . . . . . . . . . . . . 69
5.3.1. Base de datos empleada . . . . . . . . . . . . . . . . . . . . 70
5.3.2. Configuración experimental . . . . . . . . . . . . . . . . . . 71
5.4. Evaluación de Eigenexpressions . . . . . . . . . . . . . . . . . . . . 72
5.5. Extensión de Eigenexpressions mediante máscaras de expresiones
faciales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.5.1. Formulación y creación de las máscaras . . . . . . . . . . . 76
5.5.2. Entrenamiento mediante máscaras . . . . . . . . . . . . . . 77
5.5.3. Reconocimiento mediante máscaras . . . . . . . . . . . . . . 78
5.6. Evaluación de la extensión mediante máscaras . . . . . . . . . . . . 78
5.7. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6 Detección emocional sobre señales fisiológicas: Análisis de MAHNOB-
HCI 85
6.1. Análisis de la base de datos MAHNOB-HCI . . . . . . . . . . . . . 86
6.2. Selección y extracción de características EEG . . . . . . . . . . . . 88
6.3. Clasificación y análisis de resultados . . . . . . . . . . . . . . . . . 91
6.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
i
i







IIIAportaciones en la mejora instruccional 99
7 Incorporación de soporte afectivo a un STI 101
7.1. Fundamentos de HBPS . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.2. Diseño del núcleo afectivo del STI . . . . . . . . . . . . . . . . . . 105
7.3. Construcción del núcleo afectivo del STI . . . . . . . . . . . . . . . 107
7.4. Implementación y análisis de los clasificadores afectivos . . . . . . 115
7.5. Experimentación . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.6. Análisis de resultados . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.7. Conclusiones y Discusión . . . . . . . . . . . . . . . . . . . . . . . 121
IVConclusiones y trabajos futuros 123
8 Conclusiones y trabajos futuros 125
8.1. Visión por computador . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.2. Señales fisiológicas . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.3. Patrones de comportamiento . . . . . . . . . . . . . . . . . . . . . 128
8.4. Detección emocional en entornos de e-learning . . . . . . . . . . . 129
8.5. Líneas de investigación futura . . . . . . . . . . . . . . . . . . . . . 130



















2.1. Componentes conceptuales habitualmente presentes en un STI tradicional 12
2.2. Rostro de Paul Ekman con indicaciones de los músculos faciales
que intervienen en la composición de las AU1, 2, 4, 6 y 7 (fuente
www.paulekman.com) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1. Diagrama genérico del proceso de clasificación . . . . . . . . . . . . . . 26
3.2. Ejemplo de la clasificación de una muestra mediante el algoritmo del
vecino más próximo con K = 3 . . . . . . . . . . . . . . . . . . . . . . 27
3.3. Ejemplo de clasificación de un vehículo entre sus posibles categorías
mediante un árbol de decisión . . . . . . . . . . . . . . . . . . . . . . . 28
3.4. Estructura típica de un perceptrón . . . . . . . . . . . . . . . . . . . . 29
3.5. Estructura genérica de un perceptrón multicapa . . . . . . . . . . . . . 30
3.6. Ejemplo del hiperplano óptimo definido para la separación de dos clases
distribuidas en un espacio bidimensional . . . . . . . . . . . . . . . . . 31
3.7. Ejemplos de regresión lineal . . . . . . . . . . . . . . . . . . . . . . . . 33
3.8. Ejemplo de regresion no lineal . . . . . . . . . . . . . . . . . . . . . . . 33
3.9. Ejemplo de curvas ROC para tres diferentes sistemas de aprendizaje . 40
4.1. Ejemplo de una captura de un vídeo contenido en la primera versión
de FEEDB y algunas de sus expresiones faciales . . . . . . . . . . . . 45
4.2. Algunos de los puntos en el plano 2D proporcionados por Microsoft
Face Tracking SDK . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3. Información angular de la posición de la cabeza para pitch, roll y yaw
(fuente msdn.microsoft.com) . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4. Modelo de AU detectadas por el Face Tracking SDK de Kinect y su
equivalencia con el modelo Candide-3 (fuente msdn.microsoft.com) . . 48
4.5. Proceso de la extracción de datos de los vídeos XED de FEEDB en
dos etapas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.6. Herramienta gráfica usada en la visualización y conversión de los datos
binarios obtenidos de las grabaciones originales en formato XED de
FEEDB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.7. Espacio de la cámara del sensor Kinect medido en metros y represen-










xiv Lista de Figuras
4.8. Visualización de los datos de FEEDB extraídos con Kinect en Math-
works MATLAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.9. Comparativa de las secuencias de movimientos de las AU para dos
estados diferentes (placer y bostezo) y distintos sujetos . . . . . . . . . 55
4.10. Comparativa de las secuencias individuales de movimientos de cada
AU para dos estados diferentes (placer y bostezo) y distintos sujetos . 56
4.11. Comparativa de las secuencias de movimientos de las AU para un
mismo estado (placer) y distintos sujetos . . . . . . . . . . . . . . . . . 57
4.12. Comparativa de las secuencias individuales de movimientos de cada
AU para un mismo estado (placer) y distintos sujetos . . . . . . . . . 58
5.1. Fronteras de separación entre clases . . . . . . . . . . . . . . . . . . . 68
5.2. Primera etapa de entrenamiento en Eigenexpressions . . . . . . . . . . 69
5.3. Ejemplo de Eigenfaces obtenidas y reducidas mediante PCA para cada
una de las seis emociones básicas . . . . . . . . . . . . . . . . . . . . . 70
5.4. Segunda etapa de entrenamiento en Eigenexpressions . . . . . . . . . . 71
5.5. Etapa de reconocimiento en Eigenexpressions . . . . . . . . . . . . . . 72
5.6. Comparativa de los valores de cobertura por clase entre Eigenfaces y
Eigenexpressions para un tamaño de entrenamiento w = 9 . . . . . . . 74
5.7. Comparativa de los valores de cobertura por clase entre Eigenfaces y
Eigenexpressions para un tamaño de entrenamiento w = 14 . . . . . . 75
5.8. Comparativa de los valores de cobertura por clase entre Eigenfaces y
Eigenexpressions para un tamaño de entrenamiento w = 17 . . . . . . 76
5.9. Ejemplo de las máscaras obtenidas con Eigenfaces para cada una de
las seis emociones básicas . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.10. Comparativa de los valores de cobertura por clase entre Eigenfaces,
Eigenexpressions y la aproximación basada en máscaras, para un
tamaño de entrenamiento con w = 9 . . . . . . . . . . . . . . . . . . . 80
5.11. Comparativa de los valores de cobertura por clase entre Eigenfaces,
Eigenexpressions y la aproximación basada en máscaras, para un
tamaño de entrenamiento con w = 14 . . . . . . . . . . . . . . . . . . 81
5.12. Comparativa de los valores de cobertura por clase entre Eigenfaces,
Eigenexpressions y la aproximación basada en máscaras, para un
tamaño de entrenamiento con w = 17 . . . . . . . . . . . . . . . . . . 82
6.1. Posicionamiento de los 32 electrodos en el casco BIOSEMI según el
estándar internacional 10-20 . . . . . . . . . . . . . . . . . . . . . . . . 89
6.2. Ejemplo de una muestra de las señales correspondientes a los 32 elec-
trodos del EEG procesados con MATLAB y EEGLAB . . . . . . . . . 90
6.3. Ejemplo de visualización de la actividad de cada uno de los 32 electrodos
del EEG como valores del logaritmo de la potencia espectral y de la
frecuencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.4. Representación de las 24 emociones recogidas en el proyecto GRID
sobre las dimensiones de la Valencia y la Activación (fuente Johnny
Fontaine 2013 ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
i
i






Lista de Figuras xv
6.5. Distribución de las muestras EEG de MAHNOB-HCI cuantificadas
con los valores del proyecto GRID y clasificadas mediante SVR . . . . 97
7.1. Interfaz gráfico de HBPS . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2. Test SAM utilizado para capturar los estados afectivos de los estudiantes108
7.3. Área ROC (0,694) obtenida para el clasificador que aproxima f 0M1
(Dominancia) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.4. Área ROC (0,746) obtenida para el clasificador que aproxima f 0M2
(Valencia y Activación) . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
i
i















2.1. Relación entre las seis emociones básicas y las AU relevantes que
intervienen en la formación de sus correspondientes expresiones faciales
según EMFACS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1. Ejemplo de una matriz de confusión para la clasificación de dos posibles
clases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2. Distribución de aciertos y fallos para la clasificaicón de dos posibles
clases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3. Ejemplo de una matriz de confusión con resultados sesgados hacia una
clase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1. Resumen de características de las dos versiones de FEEDB . . . . . . 45
4.2. Interpretación de los valores de las AU reportadas por el Face Tracking
SDK de Kinect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3. Enumeración y descripción de las SU detectadas por el Face Tracking
SDK de Kinect y su equivalencia con las SU definidas en el modelo
Candide-3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4. Lista de ficheros y elementos de información generados para cada
grabación XED de FEEDB . . . . . . . . . . . . . . . . . . . . . . . . 53
4.5. Grabaciones y estados afectivos / expresiones sobre las que se ha
extendido la información existente en FEEDB . . . . . . . . . . . . . . 61
4.6. Emociones y estados afectivos de FEEDB agrupados en categorías . . 63
4.7. Emociones y estados de FEEDB clasificados en clases de Valencia . . 63
4.8. Emociones y estados de FEEDB clasificados en clases de Activación . 63
5.1. Comparativa de la exactitud global (accuracy) entre diversos esquemas
de clasificación en Eigenexpressions para diferentes tamaños de w . . . 73
5.2. Comparativa del área ROC entre diversos esquemas de clasificación en
Eigenexpressions para diferentes tamaños de w . . . . . . . . . . . . . 73
5.3. Comparativa de la exactitud global (accuracy) de Eigenfaces frente
a Eigenexpressions en el reconocimiento de expresiones faciales para
diferentes tamaños de w . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4. Comparativa de la exactitud global (accuracy) del método de múltiples
subespacios frente a Eigenexpresssions para diferentes tamaños de










xviii Lista de Tablas
5.5. Comparativa de la exactitud global (accuracy) de la aproximación
basada en máscaras frente al método Eigenexpressions para diferentes
tamaños de entrenamiento w . . . . . . . . . . . . . . . . . . . . . . . 79
5.6. Comparativa de la exactitud global (accuracy) de la aproximación
basada en máscaras frente al método estándar de Eigenfaces para
diferentes tamaños de entrenamiento w . . . . . . . . . . . . . . . . . 79
5.7. Comparativa de la exactitud global (accuracy) de la aproximación
basada en máscaras frente al método estándar de Eigenfaces mediante
múltiples subespacios para diferentes tamaños de entrenamiento w . . 79
6.1. Emociones y estados recogidos en MAHNOB-HCI . . . . . . . . . . . 88
6.2. Estructura de los datos fisiológicos contenidos en los ficheros BDF de
MAHNOB-HCI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.3. Resultados obtenidos mediante diferentes estrategias de clasificación
para las 9 emociones recogidas en MAHNOB-HCI . . . . . . . . . . . 92
6.4. Cobertura media obtenida (valor-F entre paréntesis) en la clasificación
de las emociones Neutral, Alegría y Diversión para MAHNOB-HCI . . 92
6.5. Resultados en la clasificación de las 9 emociones recogidas en MAHNOB-
HCI tras realizar una selección de características mediante un test
ANOVA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.6. Distribución de las 9 emociones de MAHNOB-HCI en tres clases de
Activación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.7. Distribución de las 9 emociones de MAHNOB-HCI en tres clases de
Valencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.8. Resultados de la cobertura media en la clasificación de las 9 emociones
de MAHNOB-HCI sobre las dimensiones de Activación y Valencia . . 94
6.9. Resultados de la cobertura media en la clasificación de las 9 emociones
de MAHNOB-HCI sobre las dimensiones afectivas de Activación y
Valencia tras realizar una selección de características mediante un test
ANOVA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.10. Valores medios obtenidos mediante análisis factorial con rotación VA-
RIMAX en las dimensiones de Valencia y Activación y adaptación para
las 9 emociones recogidas en MAHNOB-HCI . . . . . . . . . . . . . . 95
7.1. Variables que definen el contexto para un estudiante particular eq 2 E
en la resolución de un problema concreto pr 2 P . . . . . . . . . . . . 109
7.2. Nivel de consecución de las estrategias descritas para un estudiante
particular eq 2 E en la resolución de un problema concreto pr 2 P . . 110
7.3. Entradas del clasificador para la estrategia M1 (Dominancia) durante
la fase de entrenamiento . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.4. Entradas del clasificador para la estrategia M2 (Valencia y Activación)
durante la fase de entrenamiento . . . . . . . . . . . . . . . . . . . . . 113
7.5. Entradas de los clasificadores durante la fase de predicción . . . . . . . 114
7.6. Rendimiento obtenido por los diferentes métodos de clasificación eva-
luados para la construcción de los clasificadores afectivos de HBPS, en
términos de cobertura media y área ROC . . . . . . . . . . . . . . . . 115
i
i






Lista de Tablas xix
7.7. Optimización de los clasificadores afectivos: Dominancia (f 0M1), Valen-
cia y Activación (f 0M2) . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.8. Matriz de confusión obtenida en la aproximación de f 0M1 (Dominancia) 117
7.9. Matriz de confusión obtenida en la aproximación de f 0M2 (Valencia y
Activación) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.10. Aplicación de las estrategias de maximización para cada grupo de
estudiantes y conjunto de problemas . . . . . . . . . . . . . . . . . . . 118
7.11. Variaciones reportadas en la Dominancia ( D = Deq,pr   Deq,pr 1)
para cada una de las estrategias empleadas durante la resolución de
los problemas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.12. Variaciones reportadas en la Valencia ( V = Veq,pr   Veq,pr 1) y en la
Activación ( A = Aeq,pr  Aeq,pr 1) para cada una de las estrategias
empleadas durante la resolución de los problemas . . . . . . . . . . . . 119
i
i
















AgCl Cloruro de plata
ANOVA Análisis de la varianza (ANalysis Of VAriance)
AU Unidades de acción (Action Units)
BDF Formato de datos Biosemi (Biosemi Data Format)
DTW Alineamiento Temporal Dinámico (Dynamic Time Warping)
ECG Electrocardiograma
EEG Electroencefalograma
EMFACS Sistema emocional de codificación de acciones faciales
(Emotional Facial Action Coding System)
EMG Electromiograma
EOG Electrooculograma
FACS Sistema de codificación de acciones faciales
(Facial Action Coding System)
FACSAID Diccionario para la interpretación afectiva de FACS
(FACS Aﬀect Interpretation Dictionary)
GSR Respuesta galvánica de la piel (Galvanic Skin Response)
GUI Interfaz gráfico de usuario (Graphical User Interface)
HCI Interacción computador-máquina
(Human-Computer Interface)
HBPS Solucionador de Problemas Basado en Hipergrafos
(Hypergraph Based Problem Solver)
HMM Modelos ocultos de Markov (Hidden Markov Models)
HR Ritmo cardíaco (Heart Rate)
HRV Variabilidad del ritmo cardíaco (Heart Rate Variability)
Hz Hercio (Hertz )
ID3 Iterative Dichotomiser 3
kHz Kilohercio (Kilo Hertz )
KPCA Análisis de componentes principales basados en Kernel
(Kernel Principal Components Analysis)










xxii Abreviaturas y Acrónimos
Abreviatura Descripción
LMT Árboles de regresión logística (Logistic Model Trees)
MKS Microsoft Kinect Studio
PAD Pleasure-Arousal-Dominance
PCA Análisis de componentes principales
(Principal Component Analysis)
RBF Función de base radial (Radial Basis Function)
RMSE Raíz del error cuadrático medio (Root Mean Square Error)
ROC Característica operativa del receptor
(Receiver Operating Characteristic)
SAM Self-Assessment Manikin
SDK Kit de desarrollo software (Software Development Kit)
SEM Error estándar de la media (Standard Error of the Mean)
SSD Disco de estado sólido (Solid State Disk)
SSE Suma de los cuadrados del error residual
(Sum of Squares Error)
STI Sistema de tutorización inteligente
(Intelligent Tutoring System)
SU Unidades de forma y dimensión de partes del rostro
(Shape Units)
SVM Máquina de soporte vectorial (Support Vector Machine)
SVR Regresión de vector de soporte (Support Vector Regression)
TSS Suma de los cuadrados totales (Total Sum of Squares)
i
i




























En este capítulo se introduce la motivación que dio lugar a
este trabajo de tesis y los objetivos perseguidos en el mismo.
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1.3. Estructura de la tesis . . . . . . . . . . . . . . . . . . . . . . 5
Los sistemas educativos interactivos y, en particular, los tutorizados de forma
inteligente (STI), son concebidos como herramientas de apoyo a la enseñanza que
permiten adaptarse a las necesidades específicas del estudiante en un dominio
particular de conocimiento y en un contexto de aprendizaje determinado, mediante
la provisión de ayudas específicas para la consecución de los objetivos pedagógicos
propuestos. Estos sistemas se diseñan con la intención de simular el comportamiento
de un profesor o tutor tradicional, ofreciendo de forma personalizada al alumno
las pautas, recomendaciones y ayudas más adecuadas a su nivel de conocimiento
y de aprendizaje y al contexto educativo en el que se encuentra incurso, creando y
evaluando en todo momento un modelo del estudiante típicamente fundamentado
en su nivel de conocimiento y en su forma de aprendizaje.
1.1. Motivación
De modo similar a un entorno presencial, donde el profesor o tutor dispone de
la capacidad para valorar aspectos adicionales a los exclusivamente cognitivos que











pensar que dotar a los sistemas educativos interactivos de estas capacidades
podría suponer una mejora en su rendimiento. Estudios previos han reportado
sólidas evidencias de que el estado emocional del estudiante puede tener un
impacto significativo en su motivación y, en consecuencia, en el rendimiento de su
aprendizaje [3].
Por este motivo, se consideró importante evaluar el impacto de las estrategias
instruccionales implementadas en un STI sobre las variaciones del estado afectivo
de sus estudiantes, especialmente en entornos educativos interactivos realistas,
donde es esencial que los dispositivos necesarios para la captura de la información
que pueda dilucidar el estado emotivo sean poco intrusivos. En este sentido, la
información que puede resultar relevante para determinar el estado afectivo del
estudiante puede ser de naturaleza física, fisiológica o de comportamiento.
Desde la perspectiva de los aspectos físicos que pueden tener una relación con el
estado afectivo del estudiante, se encuentran la caracterización de las expresiones
faciales y el uso de técnicas de visión por computador para su reconocimiento
y análisis. Estas técnicas suelen consistir, entre otras, en la detección de ciertas
regiones faciales (ojos, boca, pómulos, etc.) y su análisis geométrico, en el segui-
miento de los ojos para determinar en qué puntos el usuario fija su atención o
en el análisis de la cara de forma completa para la comparación con expresiones
faciales prototípicas. En general, estos enfoques suelen ser poco intrusivos y econó-
micos, aspectos que los hacen plenamente viables para su aplicación en entornos
educativos interactivos.
Desde el punto de vista de los factores fisiológicos que pueden influir en el estado
emocional del usuario, las técnicas habitualmente empleadas en su análisis suelen
comprender mediciones de señales corporales mediante electroencefalogramas,
electrocardiogramas, temperatura, conductividad de la piel, patrones de respiración,
etc. El problema que estas señales presentan es que los dispositivos necesarios
para su medición suelen ser altamente intrusivos, además de costosos y complejos
de calibrar adecuadamente.
Por último, desde el punto de vista del comportamiento, la detección de deter-
minados patrones de comportamiento también puede aportar valiosa información
relacionada con el estado afectivo del usuario. Información como la tasa de aciertos
o errores cometidos durante la resolución de una determinada tarea o proble-
ma, el número de ayudas solicitadas en cada paso para alcanzar la resolución
a un problema determinado o la latencia entre respuestas, son parámetros que
se pueden recabar de forma sencilla y transparente para el estudiante mediante
aproximaciones de tipo sensor-free, tales como el uso de datos de bitácora (ficheros
log) y cuestionarios [53, 41, 155, 74, 45, 141, 140].
Entre las ventajas que suponen las aproximaciones de tipo sensor-free para
la detección automática del estado afectivo del estudiante frente a soluciones
basadas en sensores físicos se encuentran: 1) menor coste económico que el que
puede suponer una aproximación basada en sensores; 2) menor intrusividad; 3) en
ocasiones, los sensores no proporcionan la precisión requerida o resulta compleja
su correcta ubicación y calibración; 4) el uso de sensores físicos pueden distraer a
los usuarios y afectar al rendimiento de sus tareas; 5) no siempre es posible el uso
de sensores en el aula o en entornos reales durante largos períodos de tiempo.
i
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1.2. Objetivos
El objetivo principal de esta tesis es la evaluación del estado emocional del
usuario sobre diferentes dimensiones afectivas y su aplicación en entornos edu-
cativos interactivos. En particular, se propone la implementación mediante una
aproximación de tipo sensor-free y técnicas de aprendizaje automático (machine
learning), de un sistema para la evaluación del estado afectivo del estudiante
y su integración en un STI específicamente diseñado para el aprendizaje de la
aritmética y el álgebra lineal mediante la aplicación del método cartesiano.
Las dimensiones afectivas a considerar son aquellas que pueden ser fácilmente
recogidas mediante la auto evaluación del estado emocional del usuario a través de
formularios SAM (Self-Assessment Manikin) [27]. Estas dimensiones corresponden
a la Valencia (actitud positiva o negativa), la Activación (estados de relajación o
de excitación) y la Dominancia (sentimiento de autonomía o de dependencia en la
realización de las actividades propuestas).
El propósito final perseguido en este trabajo es alcanzar un compromiso a
través del cual se puedan regular las dimensiones afectivas anteriormente definidas
mediante técnicas de aprendizaje automático, con el objetivo de proporcionar
a los estudiantes un modo más efectivo para la superación de las dificultades
con las que éstos suelen encontrarse durante el aprendizaje, consiguiendo que su
implicación con el programa educativo y la satisfacción en la consecución de los
objetivos pedagógicos sean mejorados frente a sistemas educativos interactivos
que no toman en consideración el estado afectivo del estudiante.
1.3. Estructura de la tesis
La tesis se ha organizado en cuatro partes diferenciadas, formadas por un total
de ocho capítulos.
En la parte I, denominada Fundamentos teóricos, se recogen los fundamentos
que permiten la contextualización y comprensión de las aportaciones realizadas en
este trabajo de investigación. En particular, este bloque consta de tres capítulos:
El presente capítulo proporciona una visión global del conjunto de la tesis.
En él se exponen la motivación y los objetivos generales que han conducido
a la elaboración del trabajo de investigación en el ámbito de la evaluación
del estado afectivo de un usuario y su aplicación en entornos educativos
interactivos.
En el capítulo 2 se realiza una revisión del estado actual de los principales
métodos y técnicas empleados en la detección emocional de un usuario
desde dos vertientes diferenciadas: por un lado desde el área de la detección
emocional; por otro, desde el de sus aplicaciones en el ámbito educativo. En
la primera parte del capítulo se analiza el impacto que las emociones pueden
suponer en el aprendizaje desde el punto de vista de los sistemas adaptativos
basados en la tutorización inteligente. En la segunda parte se examinan los
trabajos más relevantes relacionados con la detección emocional, desde tres
i
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áreas no excluyentes: a) visión por computador; b) señales fisiológicas (EEG,
ECG, temperatura corporal, etc.); y c) patrones de comportamiento que
pueden dilucidar el estado afectivo del usuario.
En el capítulo 3 se describen las técnicas de aprendizaje automático habi-
tualmente empleadas en cualquier problema de reconocimiento de patrones,
detallando especialmente las utilizadas en las aportaciones realizadas en esta
tesis doctoral.
La parte II, denominada Aportaciones en la detección emocional, contiene los
trabajos y las contribuciones realizadas en esta tesis en lo relativo a la detección
del estado afectivo del usuario. Esta parte consta de tres capítulos:
El capítulo 4 describe el análisis, evaluación y extensión de la base de
datos multimodal FEEDB (Facial Expression and Emotion Database) [175,
176], donde la principal aportación es la extensión realizada al corpus con
información adicional extraída de los ficheros en formato XED contenidos
en la base de datos.
En el capítulo 5 se describe una aproximación original desarrollada como
un método de detección del estado afectivo del usuario mediante técnicas
holísticas basadas en la apariencia de la cara, fundamentadas en la técnica
estándar de Eigenfaces, sobre un conjunto de imágenes contenidas en la base
de datos Cohn-Kanade+ (The Extended Cohn-Kanade Dataset) [115].
En el capítulo 6 se expone el análisis llevado a cabo sobre las señales proce-
dentes de electroencefalografía contenidas en la base de datos multimodal
MAHNOB-HCI [169], con la intención de explorar las posibilidades que este
tipo de información puede aportar en la detección del estado emocional del
usuario.
En la parte III, denominada Aportaciones en la mejora instruccional, se detallan
las contribuciones realizadas mediante la evaluación del estado afectivo del usuario
y su aplicación en sistemas de tutorización inteligente (STI). Esta parte se compone
exclusivamente de un único capítulo:
En el capítulo 7 se exponen los fundamentos de un STI para la resolución
de problemas algebraicos y aritméticos denominado HBPS (acrónimo de
solucionador de problemas basado en hipergrafos o Hypergraph Based Pro-
blem Solver en inglés), utilizado para la recopilación de los datos necesarios
para la implementación, mediante técnicas de aprendizaje automático, de
un núcleo de soporte afectivo que permita al STI regular el estado anímico
y emocional del alumno mediante el análisis de su modelo de aprendizaje,
la información del contexto pedagógico y la valoración de sus dimensiones
afectivas sobre la Dominancia, la Valencia y la Activación.
i
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Por último, la parte IV denominada Conclusiones y trabajos futuros consta de
un único capítulo:
En el capítulo 8 se exponen las conclusiones finales alcanzadas tras la
realización del estudio presentado y se resume globalmente el trabajo de
investigación llevado a cabo. Asimismo, considerando que en cualquier
investigación realizada siempre quedan horizontes por explorar, se establecen
las posibles líneas de investigación futuras que podrían dar continuidad a
este trabajo de tesis.
i
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En este capítulo se realiza una revisión de la literatura relacio-
nada con las principales técnicas propuestas en el campo de
la computación afectiva para el reconocimiento automático de
emociones mediante computador y se analiza su empleo en el
ámbito de las aplicaciones educativas. En la primera parte se
revisa, en el ámbito de la enseñanza, cómo el estado afectivo
del estudiante puede afectar a su rendimiento, examinando
algunas de las técnicas comúnmente empleadas en este con-
texto. En la segunda parte se analizan los métodos habituales
utilizados en la detección del estado afectivo del usuario que
podrían resultar de aplicación en diversos ámbitos.
                         
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Desde que el término Aﬀective Computing fuera introducido en el campo de
la computación por Rosalind Picard en su estudio sobre sistemas capaces de
reconocer, interpretar, procesar y simular emociones humanas [143], el creciente
interés del reconocimiento automático del estado afectivo humano ha supuesto en
la última década un auge de la computación afectiva.
Posiblemente, uno de los ámbitos con más interés en el reconocimiento del esta-
do afectivo y emocional de un usuario se encuentre en la interacción computador-
humano (HCI), con el desarrollo de sistemas “empáticos” que puedan ser capaces
de responder adecuadamente en función del estado del usuario, creando un entorno
de interacción más amigable y, en definitiva, haciendo que las tareas sean más
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marketing, la salud o la educación, entre muchos otros, podrían verse beneficiados
por sistemas que incorporen capacidades de reconocimiento afectivo.
No obstante, aunque en los últimos años los progresos en este área han sido
significativos, el reto de la detección emocional humana y su respuesta sigue siendo
una tarea compleja, no exenta de imprecisiones y limitada cuando se compara
con la percepción emocional realizada por nuestro principal rival en este área:
el cerebro humano. Esta dificultad es inherente a la propia naturaleza de las
emociones, frágil y elusiva, donde además diferentes estados emotivos pueden
compartir fronteras de definición, ser dependientes del contexto e incluso existir
notables variaciones entre individuos.
En este capítulo se abordará la detección afectiva y emocional de un usuario
desde dos perspectivas diferenciadas. Por un lado, desde el ámbito educativo
se examinará el impacto que las emociones y sentimientos de un estudiante
pueden suponer en su rendimiento y aprendizaje; por otro lado, se examinarán y
discutirán las técnicas habitualmente empleadas en la detección del estado afectivo
y emocional del usuario.
2.1. Aplicaciones en educación
Aunque no existe una teoría fundamentada sobre cómo las emociones influyen
en el aprendizaje, es razonable pensar que el rendimiento de un estudiante, y por
consiguiente su aprendizaje, puede verse afectado por sus emociones y sentimientos
[29].
En [83] se exploran las razones por las que un estudiante de secundaria
o bachillerato es capaz de resolver un problema de matemáticas, por ejemplo.
Entre ellas se encuentra la autorrecompensa por haber alcanzado la solución, la
posibilidad de obtener una buena calificación, evitar un castigo o, simplemente,
complacer a sus padres o a su profesor.
De modo similar, aunque desde la perspectiva de las emociones y sentimientos
negativos, cuando un estudiante percibe que no es capaz de resolver correctamente
un ejercicio o un examen, éste tiende a cuestionar su capacidad o incluso a
sentirse inútil para los objetivos que se le plantean [100]. Es decir, afloran estados
emocionales y mentales con una connotación negativa que puede influir del mismo
modo en su continuidad y motivación con el aprendizaje.
En [84] se demuestra que con tan sólo unos leves cambios positivos en el
estado anímico de una persona se generan pensamientos más creativos, flexibles,
detallados y eficientes en la resolución de un problema.
Por todo ello, independientemente del motivo perseguido por un alumno
que resuelve satisfactoriamente un problema o del alumno que ve mermada su
incapacidad ante la imposibilidad de resolver una prueba, es evidente que existe un
componente emocional que relaciona sensaciones (placenteras o negativas) con su
rendimiento y motivación y, por tanto, con su aprendizaje. Es por esta relación por
la que diferentes escenarios educativos consideran la integración de la dimensión
cognitiva del estudiante con su dimensión afectiva, con el propósito de alcanzar
i
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un aprendizaje adaptativo y personalizado como respuesta combinada a ambas
dimensiones.
No obstante, la detección del estado emocional en entornos educativos es
una tarea no exenta de complejidad principalmente por dos razones [160]: 1)
el estado afectivo del alumno no sufre grandes cambios durante su aprendizaje;
2) los cambios producidos suelen presentar una intensidad menor que en otros
contextos. Estos retos, inherentes a los escenarios educativos, suponen un handicap
en la identificación de estados afectivos relevantes [124]. Adicionalmente, este
tipo de aplicaciones se encuentra limitado a aquellas situaciones en las que el
uso de sensores es factible, lo que ha motivado recientes aproximaciones de tipo
sensor-free, tales como el uso de datos de bitácora (típicamente ficheros log) o
cuestionarios [53, 41, 155, 74, 141, 140].
A pesar de las dificultades asociadas a los entornos educativos, existe un
creciente interés en el desarrollo de sistemas de aprendizaje que tomen en consi-
deración el estado afectivo del estudiante. Una revisión reciente de la literatura
sobre sistemas educativos de carácter afectivo basados en e-learning, donde se
discuten los objetivos perseguidos en cada uno de los 26 trabajos analizados, se
realiza en [160].
En este sentido, de modo similar a las estrategias seguidas por un profesor
en clase donde adapta su dinámica formativa en función del estado del auditorio
para minimizar situaciones de aburrimiento, frustración o abandono, y más especí-
ficamente en el caso de la tutorización individualizada (alumno-profesor) donde la
adaptación se realiza completamente personalizada al perfil cognitivo del alumno
y a su estado afectivo o emocional [107], los sistemas de tutorización inteligente
que incorporan soporte afectivo imitan el comportamiento del tutor analizando no
sólo el perfil cognitivo del estudiante tutorizado, sino también su estado afectivo
para intentar maximizar su experiencia en el aprendizaje a través de la aplicación
de diferentes estrategias instruccionales como, por ejemplo, la adaptación del nivel
de dificultad del problema, la provisión de ayudas, de mensajes explicativos o
motivacionales, etc.
Los STI son programas basados en computador desarrollados para la enseñanza
de contenidos relativos a áreas tan diversas como lo es el aprendizaje de la
aritmética o el álgebra, los idiomas o la física, con el propósito de proporcionar las
ayudas instruccionales necesarias para que el alumno pueda conseguir los objetivos
pedagógicos propuestos, creando en su interacción con el estudiante un modelo que
refleje la forma en que éste aprende, sus dificultades y habilidades. Este modelado
del alumno, junto con un modelo que refleje el dominio de conocimiento objetivo
del aprendizaje, un modelo didáctico que defina las estrategias instruccionales a
emplear y un interfaz de usuario con el que estudiante y sistema interactuarán
mutuamente, es lo que habitualmente define a un STI tradicional. En la figura 2.1
se muestra una representación de los componentes que lo conforman. Sin embargo,
no todos los sistemas de tutorización inteligente presentan estos cuatro bloques
o componentes conceptuales. Un sistema considerado como STI debe disponer,
como mínimo, de un modelo del alumno para ser usado con el fin de adaptar las
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Figura 2.1: Componentes conceptuales habitualmente presentes en un STI tradi-
cional
Es en el modelado del alumno donde, además de definir su conocimiento
y su modo de aprendizaje, es factible recoger información de carácter afectivo
como pueden ser sus sensaciones, percepciones y reacciones, de modo que el STI
pueda disponer de información procedente de otras dimensiones diferentes a las
propiamente cognitivas para adaptar su respuesta de forma individualizada al
alumno.
En el diseño de cualquier STI que incorpore soporte afectivo es fundamental
definir claramente qué se entiende como estado afectivo, cómo debe ser modelado
internamente y cómo responder adecuadamente según el estado del estudiante.
Es decir, no es lo mismo que el STI intente determinar un conjunto de estados
concretos como la frustración, el aburrimiento o la felicidad, o que se limite a
establecer valores para las dimensiones de Valencia, Activación y Dominancia. Las
estrategias instruccionales del STI como respuesta a las acciones y el estado del
alumno podrán tener mayor o menor granularidad dependiendo de los estados
afectivos definidos por el STI.
En el mismo nivel de importancia se encuentra cómo el STI recaba la in-
formación afectiva del usuario. Su estado puede ser inferido mediante el uso de
diferentes técnicas: análisis de la expresión facial, seguimiento de ojos, tamaño
de las pupilas [92, 26, 188], movimientos corporales [131, 92], señales fisiológicas
[51], patrones de comportamiento [45, 93] o autoevaluaciones procedentes de los
usuarios [161, 51]. Cualquiera de ellas o la combinación de varias, podrá servir para
que el STI disponga de información para predecir el estado afectivo del estudiante
en cada momento. No obstante, todas las técnicas presentan sus limitaciones: las
autoevaluaciones podrían no reflejar el verdadero estado emocional del estudiante
por miedo a no cumplir las expectativas, mientras que las señales fisiológicas
pueden presentar grandes variaciones entre diferentes personas o incluso ser ma-
linterpretadas [172]; las técnicas basadas en visión pueden ser imprecisas, verse
afectadas por la iluminación, por el fondo, por rotaciones de la cabeza u oclusiones;
los patrones de comportamiento podrían no ser suficientes por sí mismos para la
i
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determinación del estado emocional del estudiante.
2.2. Detección emocional
Diferentes aproximaciones se han propuesto para la detección del estado emo-
cional por computador, como el reconocimiento de expresiones faciales mediante
técnicas de visión artificial sobre imágenes estáticas o vídeos [89, 135, 102, 52,
181, 58, 30, 120], identificación de emociones a través del análisis del tamaño
de la pupila [28, 104, 11], del análisis de la voz [154, 20, 58, 190], del lenguaje
corporal [131, 35, 50], de señales fisiológicas mediante el análisis de electroencefa-
logramas (EEG) [5, 114, 169] u otras señales del sistema nervioso periférico como
los electrocardiogramas (ECG), la temperatura corporal, la conductividad de la
piel (GSR), los patrones sobre la respiración o la variabilidad del ritmo cardíaco
(HRV) [95, 186, 169, 177].
Los sistemas que intentan detectar el estado afectivo de un usuario basándose
en una única fuente de información, como la imagen o el audio, son considerados
sistemas unimodales. Sin embargo, en un entorno cotidiano las personas expresan
y comunican sus emociones y estados afectivos al resto de interlocutores a tra-
vés de varios canales simultáneamente, como por ejemplo mediante información
procedente de la cara (expresiones faciales), del habla tanto con información
explícita o lingüística (el mensaje) como implícita o paralingüística (características
prosódicas como el tono de la voz, la intensidad, la velocidad o el ritmo) y del
cuerpo (gestos de las manos y posturas o movimientos del cuerpo). Los sistemas
que consideran varias fuentes sincronizadas de información para la determinación
del estado afectivo del usuario, combinando varias de las estrategias anteriormente
citadas, son denominados sistemas afectivos multimodales. Algunos ejemplos de
ellos se describen en [136, 165, 76, 12, 58, 54, 169].
2.2.1. Visión por computador
Dado que el rostro es el principal componente expresivo de los seres humanos,
es comprensible que gran parte de los sistemas de detección emocional concentren
sus esfuerzos en el análisis de la cara y de sus expresiones faciales [163].
Uno de los grandes problemas que presentan la mayoría de los sistemas de
detección emocional mediante visión por computador es que básicamente trabajan
sobre emociones prototípicas, exageradas y no espontáneas [115, 180], circunstancia
que no se adecua a entornos de interacción realistas entre personas. Otros retos
habituales con los que tiene que tratar el análisis de expresiones faciales mediante
técnicas de visión y que pueden tener un gran impacto en el reconocimiento final son:
1) las variaciones lumínicas a las que puede estar expuesto el sujeto y que pueden
arrojar sombras en ciertas partes del rostro que hacen compleja la detección de sus
rasgos faciales. En este caso, las condiciones lumínicas de un laboratorio o estudio
se encuentran habitualmente controladas, a diferencia de lo que suele suceder con
luz natural donde el ángulo de iluminación puede afectar dramáticamente a la
imagen (y de modo similar el fondo de la imagen capturada); 2) las variaciones en
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la posición de la cabeza o movimientos espontáneos asociados a ciertas emociones
pueden dificultar el reconocimiento de los componentes individuales de la cara; 3)
las oclusiones debidas a giros de la cabeza, a accesorios como gafas o pañuelos
o, incluso, a otras partes del cuerpo como puede ser una mano cubriendo total
o parcialmente la boca o parte del cabello sobre el rostro (pelo o barba); 4) las
diferencias individuales entre sujetos como la forma de la cara, el color o la textura
de la piel, rasgos étnicos o la edad.
Sin embargo, una de las grandes ventajas de las técnicas de reconocimiento de
expresiones faciales basadas en visión es que son muy poco intrusivas al emplear
cámaras que no precisan de una fuerte interacción con el usuario. Además, son
dispositivos razonablemente económicos. De hecho, la mayoría de las computadoras
actuales disponen de una pequeña cámara incorporada en el monitor con suficiente
resolución y calidad, que puede servir como herramienta para la adquisición
y monitorización de los movimientos faciales del usuario mientras realiza otras
tareas. Todos estos motivos han contribuido a que numerosas investigaciones hayan
dirigido sus esfuerzos hacia la detección de las expresiones faciales y posterior
determinación de las emociones mediante técnicas de visión.
Muchos de los sistemas desarrollados se centran en la detección de las seis
emociones consideradas básicas [62]: Alegría, Asco, Ira, Miedo, Sorpresa y Tristeza,
al ser consideradas éstas innatas, universales y no como un producto social de
aprendizaje cultural. Estas emociones pueden ser descritas mediante la expresión
facial representada por el sujeto en un período de tiempo normalmente breve, por
lo que el reconocimiento de la expresión puede contribuir en la predicción de la
emoción experimentada.
No obstante, en situaciones cotidianas reales estas seis emociones prototípicas
no suelen aparecer de forma natural y habitual, ni con tanta frecuencia como
otros estados afectivos como puede ser la fatiga, o estados mentales como la
concentración, el aburrimiento, la confusión o la frustración, entre otros. Razones
como éstas hacen que cada vez surjan más trabajos basados en el reconocimiento
de emociones más allá de las seis emociones básicas [75, 91, 64, 92, 191, 87].
Las expresiones faciales mostradas como respuesta a cada emoción particular
consisten en una combinación de movimientos de los músculos faciales configurados
de una forma determinada para cada expresión. En esta línea, Ekman y Friesen
desarrollaron en 1978 un sistema de codificación facial para medir los movimientos
visibles de los músculos de la cara en términos anatómicos denominado FACS
(Facial Action Coding System) [60, 78], basado en la definición de 44 unidades
de acción independientes denominados AU o, en inglés, Action Units, a través de
las cuales podían codificar los movimientos de los diferentes músculos faciales y,
en consecuencia, caracterizar cualquier expresión facial que una persona puede
realizar mediante la descomposición de la expresión en un conjunto de AU bien
definido.
Mediante este sistema de codificación facial, Ekman y Friesen realizaron una
categorización taxonómica de los movimientos faciales en función de las AU
intervinientes en cada uno de ellos, así como las combinaciones de éstas. La
mayoría de las AU descritas en FACS se relaciona con un solo músculo facial,
como, por ejemplo, el caso de las AU1–AU4 que corresponden a los músculos que
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intervienen en el movimiento de las cejas. En la figura 2.2 se muestra, a modo
ilustrativo, el rostro de Paul Ekman con indicaciones de los músculos faciales que
intervienen en la composición de las AU1, 2, 4, 6 y 7.
Figura 2.2: Rostro de Paul Ekman con indicaciones de los músculos faciales que
intervienen en la composición de las AU1, 2, 4, 6 y 7 (fuente www.paulekman.com)
FACS es meramente descriptivo, es decir describe con precisión las expresiones
faciales en términos de los movimientos visibles de las AU implicadas, pero no
las relaciona con sus correspondientes emociones. Las relaciones entre expresiones
y emociones se describen en sistemas como EMFACS (Emotional Facial Action
Coding System) [72] o FACSAID (Facial Action Coding System Aﬀect Interpre-
tation Dictionary) [61]. En la tabla 2.1 se muestran las seis emociones básicas
y la combinación de las AU más relevantes que intervienen en la formación de
sus correspondientes expresiones faciales según se describe en EMFACS. En esta
tabla, la emoción Felicidad se expresa como la deformación de la AU12 (AU12:
estiramiento de los extremos de los labios o “ lip corner puller ” según el nombre
descriptivo dado en FACS); la combinación de las AU6 y AU12 (AU6: elevación
de las mejillas o “cheek raiser ”); o la combinación de las AU7 y AU12 (AU7:
fruncimiento de los párpados o “Lid Tightener ”).
Emoción AU relevantes en la formación de la expresión
Felicidad 12 6+12 7+12
Tristeza 1 1+4




Tabla 2.1: Relación entre las seis emociones básicas y las AU relevantes que
intervienen en la formación de sus correspondientes expresiones faciales según
EMFACS
Tanto FACS como los esquemas que relacionan expresiones y emociones son
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los métodos más utilizados en el reconocimiento de expresiones faciales mediante
sistemas de visión por computador [110, 56, 109, 138, 18].
Aunque una amplia variedad de los trabajos se han centrado en el análisis de
expresiones exageradas y prototípicas [115, 180], debido principalmente a que las
primeras bases de datos anotadas que recopilaban un número suficiente de imágenes
o vídeos sobre expresiones faciales eran mayoritariamente posadas como en Cohn-
Kanade [90], JAFFE (The Japanese Female Facial Expression) [117] y GENEVA
[14] o con una combinación de imágenes y vídeos posados y espontáneos como en
MMI [139], otros muchos estudios han dirigido sus líneas de investigación hacia el
reconocimiento de expresiones faciales espontáneas. En este sentido, Zen et al. [192]
realizan una amplia revisión de los métodos para el reconocimiento de expresiones
espontáneas, aunque cada vez surgen más estudios que orientan sus líneas de
investigación en esta dirección [19, 40, 16, 17, 183, 116, 166, 57, 126, 169, 97].
Un aspecto importante que debe considerarse en cualquier sistema que pretenda
analizar el estado afectivo de un usuario, es que el espacio de la cara sobre el
que analizar las expresiones faciales suele tener una dimensionalidad muy alta.
Por este motivo, es habitual en los algoritmos de detección emocional procesen
previamente las imágenes de las caras mediante técnicas lineales de reducción de
la dimensionalidad como PCA (Principal Component Analysis) y LDA (Linear
Discriminant Analysis) o de reducción no lineal como KPCA (Kernel Principal
Components Analysis). Estás técnicas reducen la dimensionalidad de la imagen
capturando la variabilidad de los datos, transformándolos a un subespacio de menor
dimensionalidad que el inicial, disminuyendo de esta forma su almacenamiento
en disco y memoria, el tiempo de procesado en los algoritmos de clasificación y
aprendizaje automático, así como su eficiencia al reducir el impacto de la maldición
de la dimensionalidad [82].
En lo relativo a los métodos habitualmente utilizados para la extracción y
procesado de las características faciales como etapa previa al reconocimiento
de la expresión facial y estimación de la emoción, éstos se pueden categorizar
principalmente en dos grupos [180]
1. Modelos basados en características geométricas, en los que los diferentes
componentes de la cara, como los ojos, las cejas, la nariz o la boca, son
representados mediante vectores de parámetros geométricos con la definición
de sus coordenadas, longitudes y ángulos, definiendo de esta forma las formas
geométricas que los representan y, en consecuencia, la geometría de la cara
[36, 137, 183, 102].
2. Modelos basados en la apariencia, donde se da más importancia a los valores
de los píxeles que a la distancia relativa o forma entre componentes faciales.
Parámetros como la intensidad de los píxeles que componen la cara o el
histograma de la imagen son considerados por estos modelos, donde pueden
ser aplicables diversos filtros sobre la imagen, como por ejemplo los wavelets
de Gabor [19, 16, 17] o métodos basados en la apariencia activa (AAM)
[59, 37, 116, 46].
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A su vez, estos dos grupos se pueden dividir atendiendo a su ámbito de
actuación en: 1) holísticos, los cuales consideran la imagen en su totalidad, en
este caso la cara del individuo de forma completa; 2) locales, en los que se
utilizan características o áreas concretas del rostro en las que se suelen producir
deformaciones como consecuencia de una expresión facial, como la apertura de la
boca, la contracción de los pómulos, la elevación de las mejillas, el arqueo de las
cejas, la caída de la mandíbula, la apertura de los ojos o el estiramiento de las
comisuras de los labios, entre otras.
Aproximaciones híbridas entre los dos modelos anteriormente descritos, es
decir entre aquellos que usan características geométricas junto a modelos basados
en la apariencia, pueden constituir alternativas con buenos resultados en el reco-
nocimiento de expresiones faciales. En esta línea, diversos estudios han reportado
mejoras en la combinación de modelos y técnicas [56, 179, 180]. Por otro lado,
una extensa revisión actualizada y un análisis de los principales sistemas afectivos
multimodales implementados hasta la fecha ha sido realizada por D’Mello y Kory
[55]. Si bien esta revisión no se circunscribe en exclusiva a sistemas basados en el
análisis de expresiones faciales, en ella se asevera que aunque los sistemas multi-
modales suelen obtener un rendimiento mayor que sus equivalentes unimodales en
el reconocimiento de estados afectivos no espontáneos, estas mejoras no resultan
tan evidentes cuando el análisis se realiza sobre expresiones espontáneas donde
las mejoras son simplemente “modestas”.
Aunque no son exclusivos de los sistemas afectivos basados en técnicas de
visión artificial, sino que son aplicables a cualquier tipo de sistema que tenga
que tomar una decisión, básicamente existen tres métodos para la fusión de
información proveniente de diferentes fuentes, dependiendo del momento en el
que se combine la información: 1) Fusión de datos, cuando la información de cada
fuente es combinada directamente (raw data). Este tipo de fusión únicamente es
aplicable a señales con la misma resolución temporal y su uso no es frecuente por
los posibles problemas de sincronización que puede surgir entre dispositivos; 2)
Fusión de características. En este caso la combinación se realiza sobre el conjunto
de características obtenidas para cada señal de forma independiente. Su uso se
encuentra más extendido por su simplicidad; 3) Fusión en el clasificador. Con
este método las diferentes salidas de los clasificadores de cada señal individual se
combinan para obtener la decisión final. Este método de fusión es el más utilizado
en sistemas afectivos multimodales.
La mayoría de los modelos de reconocimiento de expresiones faciales han
concentrado sus esfuerzos en la extracción de características en un espacio de
representación bidimensional [15, 111, 109, 33], donde el análisis de la cara se
realiza desde una perspectiva frontal o con poca variación en cuanto a rotación de
la misma, mayoritariamente debido a que estos modelos 2D suelen fallar cuando
el rostro no se encuentra frontalmente orientado.
La limitación de los modelos bidimensionales para la representación de la cara
y el análisis de expresiones faciales es evidente, principalmente porque en entornos
reales los cambios de expresión suelen venir también acompañados de movimientos
y rotaciones en la posición de la cabeza. En este sentido, los modelos basados en
una representación de la cara en 3D pueden resultar de utilidad especialmente en
i
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sistemas de análisis de expresiones espontáneas donde, además de proveer mayor
robustez frente a variaciones en la iluminación, suelen ser invariables a cambios
en la pose [39, 187, 38, 166, 178].
Por último, es importante destacar el efecto de las micro-expresiones en
el reconocimiento del estado afectivo del usuario [63], es decir de expresiones
faciales de cortísima duración en el tiempo, habitualmente en el rango 1/12 –
1/20 segundos). Estas micro-expresiones, a diferencia de las faciales comunes,
son difícilmente inhibidas de forma voluntaria por el sujeto, pudiendo revelar
emociones ocultas. A este respecto, pocos estudios han analizado sus efectos
[168, 167, 144, 189], principalmente debido a que son expresiones no verbales
difícilmente visibles a simple vista incluso para un observador humano, unido a la
falta de bases de datos especializadas en micro-expresiones, aunque en este sentido
se ha elaborado recientemente SMIC (Spontaneous Micro-expression Database)
[108] como base de datos anotada de micro-expresiones espontáneas que puede
resultar de gran utilidad en la promoción del análisis de este tipo de expresiones
faciales.
2.2.2. Señales fisiológicas
Es razonable pensar que una experiencia emocional puede suponer un cambio
en el estado del cuerpo y, en consecuencia, de sus variables fisiológicas. Es fácil
comprobar cómo una emoción como el Miedo puede afectar al cuerpo produciendo
en algunos casos temblores musculares, así como un estado de nerviosismo puede
afectar al habla o a la sudoración corporal. En [86] se asevera que los cambios
producidos en el sistema fisiológico se encuentran estrechamente relacionados con
la experiencia emocional percibida por el sujeto. Es por ello por lo que el análisis
de estos cambios puede contribuir en la detección del estado emocional, analizando
las correspondencias y los posibles patrones existentes entre los cambios fisiológicos
y la emoción percibida por el mismo.
Existen estudios que afirman que la actividad fisiológica del sujeto representa un
componente importante de su estado afectivo [159]. Diversos trabajos [106, 148, 123,
125, 186, 95, 94] han demostrado que existen correlaciones entre el estado emocional
y las mediciones y características extraídas de señales como la variabilidad del pulso
cardíaco (HRV o Heart Rate Variability), la respuesta galvánica de la piel (GSR o
Galvanic Skin Response), la temperatura corporal, los patrones de respiración o
las bandas de las señales procedentes de electroencefalografía (EEG).
Desde el punto de vista de la predicción del estado afectivo del usuario, una
de las principales ventajas que aporta el estudio de señales fisiológicas frente al
análisis de expresiones faciales es que pueden proporcionar información directa
del sujeto difícilmente falsificable, en contraposición a las expresiones fingidas
que pueden mostrar un estado afectivo diferente del percibido por el sujeto o
incluso inhibirlo. Medidas del sistema nervioso central como las ondas cerebrales
procedentes de un EEG o del sistema nervioso periférico como el pulso cardíaco,
GSR o la temperatura de la piel, son difícilmente controlables por una persona
deliberadamente y, sin embargo, todas pueden aportar información valiosa sobre
su estado afectivo [164].
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Por el contrario, el principal inconveniente que presenta el estudio de este tipo de
señales es que su obtención resulta más invasiva que la procedente de otras fuentes
de información, aspecto que dificulta su aplicación en entornos de interacción
reales, aunque la aparición de dispositivos inalámbricos con micro y nano sensores
integrados en wereables [132], en e-textiles [69], en dispositivos de entrada como el
ratón o incluso en la silla, pueden minimizar el impacto. Otros inconvenientes que
suelen presentar estas señales son: 1) su tratamiento suele ser computacionalmente
más complejo y costoso, especialmente en el caso de señales procedentes de EEG
por su alta resolución; 2) son sistemas completamente dependientes de un único
usuario, lo que impide el tratamiento de señales procedentes de varios sujetos
simultáneamente; 3) son susceptibles de verse afectadas por ruidos generados por
los elementos electrónicos que capturan las señales, por movimientos involuntarios
del usuario como consecuencia de la reacción a una emoción o simplemente por
una mala colocación de los sensores; 4) el análisis de la información contenida en
este tipo de señales suele requerir una cantidad de información relativamente larga
en el tiempo para poder tomar decisiones sobre el estado afectivo del usuario.
En lo referente a las señales fisiológicas adquiridas a través de la actividad
electrodermal, la respuesta galvánica de la piel (GSR) se define como los cambios
en las propiedades eléctricas de la piel como consecuencia de la sudoración. Suele
representar un indicador del nivel de excitación sufrido como consecuencia de
un estímulo externo [125, 133]. Por otro lado, las variaciones en la temperatura
corporal se encuentran correlacionadas con cambios en el flujo sanguíneo como
consecuencia de la resistencia arterial a la presión sanguínea modulada por la
tensión muscular. Estos cambios de temperatura pueden también reflejar variacio-
nes en el estado emocional del sujeto, especialmente los cambios de temperatura
producidos en las manos, de modo que una emoción positiva suele estar asociada
a aumentos de temperatura, mientras que una negativa a descensos de la misma
[151].
La electromiografía (EMG) mide la actividad muscular del sujeto (contrac-
ciones) y se encuentra relacionada con estados afectivos negativos como Miedo
o Estrés [129, 133], mientras que los electrooculogramas (EOG) consisten en
la medición del movimiento de los ojos y de sus efectos, como por ejemplo los
producidos por el parpadeo, mediante la colocación de pequeños electrodos en los
alrededores de los músculos oculares. No obstante, aunque el análisis de patrones
EOG puede resultar de interés en diversas áreas, en el campo de la computación
afectiva no ha sido extensivamente utilizado, aunque suele resultar de utilidad
para la eliminación de posibles interferencias producidas por los movimientos
oculares durante la adquisición de señales procedentes de EEG [25].
En [85] se reporta cómo afectan los cambios emocionales en las variaciones
de la presión sanguínea, independientemente de la postura o ubicación del sujeto
durante su medición, afirmando que estados afectivos asociados a la excitación (Ira,
Ansiedad y Felicidad) producen incrementos significativos en la presión sistólica
y diastólica. En dicho estudio se concluye que la presión sanguínea es mayor en
estados los afectivos asociados a la Ira o la Ansiedad en comparación con los
estados asociados a la Felicidad.
El análisis de los patrones respiratorios del sujeto puede también aportar
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información sobre su estado afectivo [148]. Una respiración lenta se encuentra
relacionada con estados de relajación, mientras que una respiración irregular con
variaciones rápidas. Las arritmias respiratorias pueden estar relacionadas con
emociones como la Ira o el Miedo [97].
Las señales procedentes de electrocardiogramas (ECG) han sido extensivamente
utilizadas en el estudio del estado afectivo del usuario [95, 94, 97]. Con ellas se
obtienen diferentes parámetros de la actividad cardíaca como el ritmo cardíaco
(HR), para diferenciar entre emociones positivas y negativas [106] o la variabilidad
del ritmo cardíaco (HRV), como indicación del esfuerzo mental y el estrés [94].
Además, las señales cardíacas presentan una fuerte correlación con los patrones
de respiración en la manifestación de un estado afectivo [148].
El estudio de señales del sistema nervioso central procedentes de EEG y su
asociación con estados afectivos es una tarea compleja. Zheng et al. [194] realizan
una interesante y completa revisión de los trabajos más recientes relacionados
con el análisis de señales EEG y sus emociones. La complejidad de la correlación
entre este tipo de señales y las emociones subyacentes se debe principalmente a
las variaciones en los patrones EEG inter-sujetos como respuesta a una misma
emoción, aspecto que dificulta la definición de patrones emocionales estables en el
tiempo, necesarios para su aplicación en entornos reales, aunque en este sentido
se están realizado progresos [103, 193, 194]. Adicionalmente, este tipo de señales
presenta el problema de su alta resolución y, por consiguiente, la cantidad de
información disponible por unidad de tiempo para su posterior procesamiento
(considérese, por ejemplo, un sistema de 32 electrodos que capturan información a
razón de 256 Hz durante unos minutos). Por este motivo, en el análisis de señales
EEG es habitual extraer y analizar las diferentes bandas que las componen en
función de la frecuencia de la onda:   para frecuencias inferiores a 4 Hz; ✓ en el
rango 4-7 Hz; ↵ entre 8-13 Hz;   entre 14-30 Hz; y   para frecuencias superiores
a 31 Hz. Por otra parte, debido a que existen evidencias de que la lateralización
entre hemisferios puede estar asociado con las emociones [47], también es frecuente
obtener características de las señales EEG entre pares de electrodos simétricos
a ambos lados del cerebro, con el propósito de estudiar las posibles asimetrías
existentes entre ambos hemisferios [169, 97].
Para la implementación y entrenamiento de sistemas afectivos basados en
señales de carácter fisiológico es necesario contar con bases de datos anotadas
y de acceso público. A este respecto, entre los diferentes corpus que contienen
información fisiológica, específicamente señales procedentes de EEG, destacan
MAHNOB-HCI [169], DEAP (Database for Emotion Analysis using Physiological
Signals) [97], EMDB (Emotional Movie Database) [34] y DECAF (Multimodal
Dataset for Decoding Aﬀective Physiological Responses) [1]. Por otro lado, en lo
referente al estudio exclusivo de señales EEG obtenidas de sujetos en diferentes
sesiones se encuentra SEED (SJTU Emotion EEG Dataset) [193]. En esta base
de datos cada participante fue grabado tres veces en intervalos de una semana y
puede resultar de interés para analizar la correspondencia entre patrones EEG
estables en el tiempo y sus correspondientes emociones.
Como se expuso anteriormente, emociones y estados afectivos de relajación
o excitación producen cambios significativos en las respuestas fisiológicas de las
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personas. Estos cambios se manifiestan con variaciones en la presión sanguínea, en
el ritmo cardíaco, en los patrones respiratorios o en la temperatura o sudoración
de la piel. En este sentido, cuando una emoción emerge en una persona, por
ejemplo Ira, ésta suele venir acompañada de una expresión facial determinada
junto con unos cambios fisiológicos como el incremento del pulso cardíaco. Con
estas evidencias es natural pensar que es posible determinar con mayor precisión
el estado afectivo de un sujeto combinando diferentes observaciones [113], es decir
empleando un enfoque multimodal en contraposición a los enfoques unimodales
basados en una única fuente de información. En lo referente a la combinación
o fusión de características fisiológicas, Calvo y D’Mello [32] resumen algunos de
los principales estudios donde han sido combinadas diferentes señales para la
determinación del estado emocional del usuario, tales como ECG, EMG, GSR,
temperatura de la piel, patrones de respiración o EEG.
Por último, es destacable la extensa y actualizada revisión que realizan D’Mello
y Kory [55] sobre sistemas afectivos multimodales no circunscrita exclusivamente
al ámbito de señales fisiológicas, evaluando, adicionalmente, las mejoras de los
sistemas multimodales frente a los unimodales.
2.2.3. Patrones de comportamiento
Es evidente que existe una relación entre el comportamiento de un usuario
cuando interactúa con un sistema y su estado afectivo y mental subyacente. Por
este motivo, la identificación de patrones de comportamiento asociados a emocio-
nes concretas puede ayudar en el diseño de sistemas inteligentes y adaptativos
que ayuden al usuario a maximizar su experiencia de usuario anticipándose o
adaptándose a sus necesidades, de modo que pueda interactuar con el sistema de
un modo más satisfactorio y eficaz en función de su estado afectivo.
Las técnicas basadas en patrones de comportamiento son ampliamente utili-
zadas en sistemas basados en entornos inteligentes (ambient intelligent) [10]. En
estos contextos la información es recabada mediante diferentes sensores con el
objetivo de aprender los hábitos y las preferencias de los usuarios, con la intención
de prestarle proactivamente servicios personalizados.
Entre los métodos para la recolección de la información sobre cómo interactúa
un usuario con el sistema para poder determinar, a posteriori, si existen patrones
de comportamiento asociados a un estado afectivo concreto, se encuentran los
basados en técnicas de visión, análisis de la voz, señales fisiológicas, registros de
interacción usuario-software basados en los movimientos, velocidad y pulsaciones
del ratón, del teclado o de ambos [195, 88, 185, 65, 99, 23, 157], registros de tiempos
de respuesta, tiempo consumido en la resolución de una tarea, tasas de errores y
aciertos cometidos, número y tipo de ayudas solicitadas, así como cuestionarios
y auto-evaluaciones para reportar sus percepciones y sentimientos durante su
interacción con el sistema como, por ejemplo, mediante formularios SAM [27] que
recojan su percepción en términos de Valencia, Activación y Dominancia [7, 162].
Los test SAM son formularios exclusivamente pictóricos para que el usuario
puntúe en una escala de cinco valores, nueve considerando las posibles puntuaciones
entre valores intermedios, su estado emocional como respuesta a la reacción
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de un estímulo. La auto-evaluación se realiza sobre las dimensiones afectivas
correspondientes a Valencia, Activación y Dominancia. Debido a su diseño no
verbal, este tipo de test es idóneo para su utilización en cualquier ámbito, edad
del usuario o entorno cultural.
Independientemente del método de recolección de la información, ésta tendrá
que ser analizada para poder crear sistemas que sean capaces de tomar decisiones
en función de los patrones de comportamiento descubiertos sobre la información
recogida. Si dicha información proviene de varias fuentes independientes, éstas
necesitarán ser previamente preprocesadas, sincronizadas y, en su caso, combinadas
convenientemente. Las técnicas de aprendizaje automático (machine learning) son
las más utilizadas para el análisis de patrones, aunque el uso de estereotipos se ha
sugerido en algunos estudios como una herramienta para acelerar el proceso de
aprendizaje inicial [98].
En lo referente a la disponibilidad de bases de datos públicas para el el diseño
y entrenamiento de sistemas afectivos basados en patrones de comportamiento, no
se han encontrado referencias a corpus de este tipo debido, principalmente, a que
estos sistemas son altamente dependientes del dominio y del contexto en el que se
ejecutan y, por tanto, difícilmente extrapolables a otras aplicaciones diferentes
para las que fueron diseñadas.
2.3. Conclusiones
La detección automática del estado emocional de un usuario es un área de
interés creciente en diversidad de entornos como el publicitario, el de la salud,
los videojuegos o la educación, entre otros. El objetivo principal de los sistemas
que implementan métodos de reconocimiento afectivo es adaptar la respuesta del
sistema para que la percepción del usuario en su interacción sea más amigable,
efectiva, precisa y productiva.
No obstante, como se ha podido extraer de lo expuesto en este capítulo, su
detección, análisis y respuesta es una tarea compleja, no exenta de imprecisiones
y limitada cuando se compara con la percepción realizada por un humano.
En la primera parte de este capítulo se ha analizado el impacto que las
emociones pueden suponer en el aprendizaje desde el punto de vista de los
sistemas adaptativos basados en la tutorización inteligente.
Un STI que incorpore soporte afectivo podría inferir en cada momento de
la resolución de un problema el estado afectivo del estudiante y adaptar su
funcionamiento al mismo. Esta información puede ser combinada con el modelo
cognitivo del usuario que el STI haya ido conformando durante su interacción,
junto con información histórica proveniente de otros alumnos (ficheros de log), la
dificultad media del problema que se está realizando, autoevaluaciones del usuario
sobre su estado afectivo tras la resolución de un problema así como con cualquier
otra variable que pudiera resultar de utilidad, con el objetivo final de aplicar
las estrategias instruccionales que permitan regular las dimensiones afectivas del
estudiante, minimizando situaciones de aburrimiento, frustración o abandono y,
por tanto, mejorar su aprendizaje.
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En la segunda parte se ha realizado una revisión de las técnicas y métodos
habitualmente utilizados en la detección automática del estado emocional del
usuario desde tres perspectivas diferenciadas y no excluyentes: mediante visión
por computador; a través del análisis de las señales fisiológicas del sujeto; y por
último, la menos extendida pero no así menos interesante, mediante el análisis y la
relación entre posibles patrones de comportamiento asociados a estados afectivos.
Las técnicas basadas en visión suelen centrar su atención en el análisis del rostro
mediante modelos de representación de la cara en 2D o 3D. Han sido ampliamente
implementadas en sistemas de reconocimiento afectivo, principalmente por dos
motivos: por imitación humana y por su baja intrusividad. No obstante, presentan
varios problemas que dificultan el reconocimiento de la emoción mediante estas
técnicas, como son los posibles cambios en la iluminación, rotaciones de cabeza,
oclusiones o diferencias entre sujetos (cambios en la textura de la piel, rasgos
étnicos o de la edad).
Los métodos basados en el análisis de señales fisiológicas se encargan de
analizar variables biométricas como el ritmo cardíaco, la temperatura corporal,
la conductividad de la piel, EEG, etc. Presentan el problema de que son más
intrusivos que los basados en visión, requieren un instrumental más complejo y
preciso, así como un tratamiento computacionalmente más costoso. Como ventaja
aportan que pueden proporcionar información directa del sujeto difícilmente
falsificable por el mismo.
Por último, los patrones de comportamiento intentan dar respuesta al modo de
interacción de un usuario con el sistema, aprendiendo sus hábitos y preferencias
para poder prestarle proactivamente ayudas o servicios personalizados. Su principal
problema es que sus aplicaciones son altamente dependientes del dominio y, por
tanto, difícilmente extrapolables a otros contextos.
No obstante, todas estas técnicas y métodos son susceptibles de ser integrados
mediante diversas estrategias de fusión dando lugar a sistemas de análisis mul-






















En este capítulo se describen las principales técnicas y mé-
todos de aprendizaje automático empleados en los trabajos
y aportaciones desarrolladas a lo largo de esta tesis para la
detección del estado emocional de un usuario, así como los
procedimientos para la evaluación de su rendimiento.
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El aprendizaje automático (machine learning) es una disciplina perteneciente
a las ciencias de la computación y a la inteligencia artificial, cuyo objetivo es la
creación de sistemas con capacidad para aprender y actuar en una tarea o conjunto
de tareas determinadas sin la necesidad de una programación explícita sobre el
conocimiento con el que operan (basado éste exclusivamente en su experiencia),
de modo similar a como lo haría un humano.
El proceso de aprendizaje puede ser supervisado o no supervisado. Se considera
supervisado cuando las muestras utilizadas tanto en la fase de entrenamiento como
en la fase de test o evaluación se encuentran previamente etiquetadas en clases.
El aprendizaje no supervisado, por el contrario, no dispone de un etiquetado
de las muestras. En este caso, se cuenta con un conjunto de muestras con unas
características determinadas que pueden ser agrupadas en clases atendiendo a
ciertos criterios de similitud de características (técnicas de clustering).
En este contexto, cuando se plantea la necesidad de desarrollar un sistema
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independientemente del número de emociones, estados afectivos o de expresiones
faciales que se pretendan reconocer, es necesario implementar un procedimiento
que asigne cada una de las muestras de entrada a una clase, emoción o estado
afectivo determinado de salida. Este proceso de categorización en clases es lo
que se conoce habitualmente como clasificación. En la figura 3.1 se muestra un
diagrama del proceso de clasificación para N posibles clases.
Figura 3.1: Diagrama genérico del proceso de clasificación
En los siguientes apartados se introducirán los fundamentos teóricos de los
métodos y algoritmos de aprendizaje automático empleados en los trabajos que
se desarrollarán en la Parte II (Aportaciones en la detección emocional) y Parte
III (Aportaciones en la mejora instruccional) de este documento. En concreto, se
describirán algunas de las técnicas habituales de reducción de la dimensionalidad
de una imagen como proceso previo a la clasificación, como lo es PCA (Análisis
de componentes principales) y LDA (Análisis discriminante lineal), algunos de los
algoritmos de clasificación clásicos como el vecino más próximo (K-NN), árboles
de decisión C4.5 o LMT (Árboles de regresión logística), así como algunos de los
métodos tradicionales para la identificación de patrones complejos como son las
máquinas de soporte vectorial (SVM).
3.1. Clasificación y métodos
3.1.1. Vecino más próximo
El algoritmo del vecino más próximo o K-NN (K Nearest Neighbor en inglés)
[44] es un método de clasificación local no paramétrico (no tiene en cuenta la
distribución de las muestras) basado en el cálculo de la distancia mínima.
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Este método permite inferir la categoría de una nueva muestra atendiendo al
grado de similitud o proximidad mediante la comparación con las K muestras más
próximas (vecinos), seleccionando, de entre ellas, la clase con mayor número de
muestras. La medida comúnmente empleada en el cálculo de la proximidad a los
vecinos es la distancia euclídea, aunque cualquier otra medida puede ser aplicada.
Es decir, dada una muestra x a clasificar entre sus k vecinos más próximos
y1, y2, . . . , yk, la clase c(x) escogida con mayor número de muestras será determi-






donde c(yi) es la clase de pertenencia del vecino yi y   la función de distancia
empleada para el cálculo de la proximidad.
En la figura 3.2 se muestra un ejemplo para la clasificación de una nueva
muestra x mediante el algoritmo K-NN para un valor K = 3. En este caso la
nueva muestra x será clasificada como un ejemplo de clase A.
Figura 3.2: Ejemplo de la clasificación de una muestra mediante el algoritmo del
vecino más próximo con K = 3
3.1.2. Árboles de decisión
En aprendizaje automático supervisado, los árboles de decisión son utilizados
como modelos predictivos en los que a partir de un conjunto de muestras u
observaciones (conjunto de entrenamiento) se construye, mediante una serie de
i
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grafos dirigidos, un conjunto de nodos que inducen las categorías a las que
pertenecen las muestras en función de sus características.
Los árboles de decisión se componen de nodos y aristas. Los nodos intermedios
o de decisión representan los diferentes atributos de la muestra, mientras que los
nodos finales u hojas las posibles categorías. Las aristas relacionan los nodos con
los posibles valores que éstos pueden tomar. Un ejemplo de un árbol de decisión
para la clasificación de un vehículo entre sus posibles categorías se muestra en la
figura 3.3.
Figura 3.3: Ejemplo de clasificación de un vehículo entre sus posibles categorías
mediante un árbol de decisión
Uno de los algoritmos más populares en la generación de árboles de decisión
es ID3 (Iterative Dichotomiser 3 en inglés), definido por Quinlan [146]. Este
algoritmo construye el árbol seleccionando iterativamente cada atributo en función
de la entropía de los datos tras la selección, escogiendo aquel cuya entropía es la
menor y reduciendo el problema a subárboles de menor complejidad mediante una
estrategia descendente de tipo “divide y vencerás”.
Entre las ventajas que aporta el algoritmo ID3 se encuentran: 1) la construcción
y evaluación del árbol es simple y rápida; 2) los árboles construidos suelen ser
poco profundos; 3) el proceso de clasificación se detiene al llegar a un nodo final
(categoría), aspecto que limita el número de iteraciones y, por tanto, el tiempo de
cálculo. Por otro lado, el algoritmo presenta una serie de limitaciones: 1) durante
el proceso de clasificación y recorrido del árbol únicamente se comprueba un
atributo en cada uno de los pasos. Esto puede provocar que se alcance un mínimo
local al no disponer de mecanismos de retroceso; 2) incapacidad para trabajar con
datos incompletos; 3) la clasificación de datos continuos puede resultar costosa por
la cantidad de subárboles a crear: 4) puede presentar problemas de sobreajuste
(overfitting en inglés).
Para salvar las limitaciones de ID3 Quinlan creó una variante a su algoritmo
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original denominada C4.5 (o J48 en algunos paquetes de minería de datos) [147].
Este algoritmo incorpora: 1) capacidad para tratar con atributos con valores
continuos mediante la definición de un umbral y la división de las muestras en
función del umbral; 2) un mecanismo de poda mediante el cual se permite la
sustitución de una parte del árbol construido por un nodo terminal que reduzca el
error del subárbol sobre el conjunto de prueba, resolviendo de esta manera posibles
problemas de sobreajuste; 3) posibilidad de tratar con valores incompletos; 4)
asignación de pesos a los atributos.
Por otro lado, los árboles LMT o de regresión logística (Logistic Model Trees
en inglés) son árboles de inducción cuyas nodos terminales contienen funciones
de regresión logística. Es decir, combinan dos métodos de aprendizaje comple-
mentarios: los árboles de inducción y la regresión logística. Estos árboles han
demostrado, en general, una precisión mayor que los implementados mediante el
algoritmo C4.5 [105].
3.1.3. Perceptrón multicapa
El perceptrón multicapa [152] es un tipo de red de neuronas artificiales usado
con frecuencia en problemas de aprendizaje supervisado por su simplicidad y por
su habilidad como aproximador universal. Este modelo se encuentra basado en
otro menos complejo denominado, simplemente, perceptrón.
La arquitectura del perceptrón se fundamenta en una capa de neuronas ar-
tificiales con pesos sinápticos wi que ponderan las entradas xi y un umbral u,
ambos parámetros ajustables. En la figura 3.4 se muestra una representación de
la estructura típica de un perceptrón.
Figura 3.4: Estructura típica de un perceptrón
La salida y o función de transferencia del perceptrón se puede formular como
y = f(x1, x2, x3, . . . , xn) =
⇢
1 si wx1 + wx2 + wx3 + . . .+ wxm   u
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donde la función de activación se ha definido como la función de Heaviside, una
de las más comúnmente utilizadas. Otras funciones de activación habituales son
la sigmoidal y la tangente hiperbólica.
De modo general, el proceso de aprendizaje del perceptrón consiste en un
método de error y corrección mediante el cual se realiza un ajuste en los pesos wi
y en el umbral u mediante un proceso adaptativo que compara, iterativamente,
la salida del perceptrón con el resultado esperado, ajustando sus parámetros en
función del error obtenido.
El perceptrón multicapa es una extensión del perceptrón simple, desarrollado
por las limitaciones que presentaba este último para resolución de problemas
no lineales [130]. A diferencia del perceptrón simple, el perceptrón multicapa se
compone de un número arbitrario l de capas de neuronas artificiales ocultas. La
figura 3.5 muestra una representación genérica de la arquitectura típica de un
perceptrón multicapa.
Figura 3.5: Estructura genérica de un perceptrón multicapa
El flujo de información de entrada al perceptrón multicapa se propaga hacia
delante, desde su capa de entrada, pasando por las capas ocultas, hasta la salida.
El mecanismo de aprendizaje usado en el perceptrón es de retropropagación del
error (o regla delta). En esta fase de aprendizaje, de modo similar a como lo hace
el perceptrón, la red ajusta los pesos y umbrales de las neuronas para minimizar
el error en la predicción.
3.1.4. Máquinas de soporte vectorial
Las máquinas de soporte vectorial [43] (SVM o Support Vector Machines en
inglés) constituyen un método de aprendizaje de clasificación lineal, cuyo propósito
es la categorización de las muestras realizando una separación del espacio muestral
mediante un hiperplano que maximice la distancia mínima entre la proyección
ortogonal de las muestras y el hiperplano. Esta región de distancias mínimas,
comúnmente denominada margen geométrico o margen máximo, es la que define el
hiperplano óptimo entre los infinitos hiperplanos de separación que pueden existir.
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El conjunto de muestras de entrenamiento de cada clase que se encuentran en la
frontera de los márgenes geométricos se denominan vectores soporte.
En la figura 3.6 se muestra un ejemplo del hiperplano óptimo obtenido para la
separación lineal de unas muestras pertenecientes a dos posibles clases distribuidas
en un espacio bidimensional, el margen geométrico y los vectores soporte situados
en las fronteras del margen.
Figura 3.6: Ejemplo del hiperplano óptimo definido para la separación de dos
clases distribuidas en un espacio bidimensional
Cuando las muestras se distribuyen de forma que no es posible realizar una
separación lineal, la solución consiste en la aplicación de una transformación
no lineal a un espacio de características de mayor dimensionalidad linealmente
separable. Estas transformaciones son realizadas a través de funciones denominadas
kernel, así como del ajuste de los parámetros que las definen. Algunas funciones
kernel comúnmente empleadas son: lineal, polinómica, gaussiana (RBF) o sigmoide.
No obstante, es frecuente encontrar situaciones en las que no es posible aplicar
sobre los datos una transformación no lineal que permita realizar una separación
lineal. En estos casos la estrategia adoptada consiste en la asunción de que no
será posible separar correctamente todas las muestras de entrenamiento y que,
por tanto, existirán algunos errores en la clasificación. Estos errores pueden ser
controlados mediante un parámetro de coste C que permitirá determinar en qué
medida influirá el impacto de los ejemplos no separables en la definición del
hiperplano. Valores elevados para el parámetro C implica muestras ampliamente
separables con riesgo a realizar un sobreajuste (o memorización del problema) en
el clasificador sobre las muestras de entrenamiento, mientras que valores pequeños
supone admitir la existencia de un número elevado de muestras de entrenamiento
no separables. En este sentido, la elección de un valor adecuado de C supone un
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compromiso entre el riesgo de sobreajuste y el número de muestras no separables.
Su estimación suele realizarse heurísticamente durante el entrenamiento de la
SVM o mediante técnicas de búsqueda exhaustiva de tipo Grid Search.
Las SVM se pueden generalizar para realizar la clasificación de las muestras
mediante regresión (lineal o no lineal), con fundamentos similares a los descritos
para las SVM. Estos sistemas son conocidos como SVR (Support Vector Regression
machines en inglés).
3.2. Regresión
La regresión es una generalización del método de clasificación en el que la salida
del sistema de aprendizaje consiste en un valor o conjunto de valores continuos,
en contraposición a una salida categórica y discreta.
El método de regresión consiste en la aproximación de una función f(X) = Yˆ
que mejor describa el comportamiento de una variable Y en función de sus entradas
X. La regresión será lineal si la función de ajuste empleada sobre los datos es
lineal. Por el contrario, la regresión será no lineal si la función de ajuste que la
aproxima tampoco lo es.
De forma genérica, un modelo de regresión lineal Yˆ que aproxima la relación
entre la variable dependiente Y con las k variables independientes X se define
como
Yˆ =  ˆ0 +
kX
i=1
 ˆiXi + ✏ (3.3)
donde  ˆi representa los coeficientes de regresión estimados que definen la influencia
de cada variable independiente y ✏ el error de la aproximación.
La regresión lineal definirá la función de regresión mediante una recta en
el caso de una regresión lineal simple (interviene únicamente una sola variable
independiente) o un plano o un hiperplano si la regresión lineal es múltiple (dos o
más variables independientes, respectivamente).
En la figura 3.7(a) se muestra un ejemplo en el que se aproxima el compor-
tamiento de una variable dependiente con respecto otra independiente a través
de una recta obtenida mediante regresión lineal simple, mientras que en la figura
3.7(b) se muestra otro ejemplo con dos variables independientes y el plano obtenido
mediante regresión lineal múltiple.
Es posible que la regresión lineal no sea capaz de modelar adecuadamente
la relación entre la variable dependiente y las independientes. En estos casos, la
regresión no lineal puede proporcionar una solución mediante la aproximación de
una función no lineal (polinómica de grado n, logarítmica, exponencial, etc.). En
la figura 3.8 se muestra un ejemplo de aproximación mediante regresión no lineal.
Dado que la regresión representa una aproximación al comportamiento de un
sistema, es posible medir la bondad del ajuste del modelo regresivo con respecto al
sistema real modelado mediante medidas de dispersión del error entre el modelo y
los datos. En este sentido, las mediciones comúnmente empleadas son el coeficiente
i
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(a) Regresión lineal simple (b) Regresión lineal múltiple
Figura 3.7: Ejemplos de regresión lineal
Figura 3.8: Ejemplo de regresion no lineal
de determinación R2 y la raíz del error cuadrático medio RMSE (Root Mean
Square Error en inglés).
El coeficiente de determinación R2 mide la capacidad explicativa de un modelo
de regresión lineal como la proporción de variación total de la variable dependiente
Y respecto a su media, con valores acotados por 0  R2  1. Un valor de R2
próximo a la unidad indica que el ajuste del modelo es ideal, es decir que la
variación total del sistema es explicada por el modelo regresivo, mientras que un
valor próximo a cero indica lo contrario, que el modelo regresivo no representa al
sistema real que intenta modelar.
El coeficiente de determinación R2 se define como
R2 = 1  SSE
TSS
(3.4)
siendo SSE la suma de los cuadrados del error residual (Sum of Squares Error en
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(yi   yˆi)2 (3.5)





(yi   y)2 (3.6)
donde y representa la media de las observaciones yi.
No obstante, R2 puede proporcionar una visión poco precisa del ajuste del
modelo regresivo al no tomar en cuenta el tamaño de la muestra. En este sentido,
el coeficiente de determinación ajustado R¯2, o simplemente R2 ajustado, toma en
consideración el tamaño muestral debido, principalmente, a que R2 y el número
de datos suelen ser inversamente proporcionales, de modo que un número reducido
de observaciones podría proporcionar un valor próximo a la unidad para R2 sin
que necesariamente exista una alta relación lineal entre las variables.
El coeficiente de determinación ajustado R¯2 se define como
R¯2 = 1  N   1
N   k   1(1 R
2) (3.7)
siendo N el tamaño de la muestra y k el número de variables.
Por otro lado, el RMSE se define como la desviación estándar del error en las







(yi   yˆi)2 (3.8)
A diferencia del coeficiente de determinación R2 cuyos valores se encuentran
restringidos al rango [0–1], los valores de RMSE no se encuentran limitados
a ningún rango determinado. Por esto, aunque pueda parecer que R2 es más
fácilmente interpretable, RMSE, sin embargo, es una medida capaz de explicitar
mejor la desviación de las predicciones.
Por último, la regresión logística es un tipo particular de regresión utilizado
en sistemas de aprendizaje cuyo propósito es predecir un conjunto de variables
categóricas, en contraposición a la regresión clásica cuya salida consiste en un
valor o conjunto de valores continuos.
3.3. Reducción de la dimensionalidad sobre
imágenes
Cualquier imagen bidimensional de m⇥ p = n píxeles puede ser representada
como un único punto en un espacio de características n-dimensional, simplemente
i
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mediante la concatenación de sus m filas o p columnas.
Consideremos un conjunto de s clases C = {c1, c2, . . . , cs}, donde cada ci
representa una expresión facial; y por otro lado un conjunto compuesto de las
muestras etiquetadas X = {(x1, l1), (x2, l2), . . . , (xp, lp)}, siendo xi una imagen
en el espacio de alta dimensionalidad (el conjunto de entrenamiento), y li 2 C
una etiqueta que representa su expresión facial. Asumamos otro conjunto de q
imágenes sin etiquetar E = {e1, e2, . . . , eq}, siendo ei una imagen en el espacio de
alta dimensionalidad (conjunto de test).
Con este planteamiento, la clasificación puede ser concebida como un mé-
todo supervisado para la identificación de una expresión facial en el espacio
n-dimensional para cada muestra de E.
No obstante, es previsible que tras proyección de las imágenes éstas no se
encuentren distribuidas de forma aleatoria en este espacio de alta dimensiona-
lidad, sino que, por el contrario, existan regularidades estadísticas que hagan
posible construir un subespacio de imágenes de caras con una dimensionalidad
significativamente menor.
En esta línea, un método no supervisado habitualmente empleado por su
simplicidad para reducir la alta dimensionalidad de este espacio es PCA [73, 81]. El
método se usa con el objetivo de encontrar fuertes correlaciones entre los datos que
permitan reducir su dimensionalidad y establecer los vectores que mejor se ajustan a
la distribución de los elementos X en el espacio original de la imagen (componentes
principales). Estos vectores corresponden a las direcciones de varianza máxima
en el espacio original de la imagen, definiendo, mediante un conjunto de vectores
propios o eigenvectores, un subespacio con una dimensionalidad inferior al espacio
original, pero reteniendo gran parte de la información.





(xk   x¯)(xk   x¯)T (3.9)
donde x¯ representa la media de todas las muestras. A partir de ella, PCA calcula
la transformación lineal WT que maximiza la distribución de la proyección de
las muestras WTSW . Esta matriz de transformación permite la proyección de
cualquier muestra en el espacio original de características n-dimensional en un
vector en el nuevo espacio m-dimensional. Con este nuevo espacio, la clasificación
de una nueva muestra se llevará a cabo en el espacio proyectado utilizando, por
ejemplo, un clasificador basado en una estrategia de tipo “vecino más próximo”
usando para ello las etiquetas del conjunto de entrenamiento en X.
Este enfoque de reducción de la dimensionalidad mediante PCA fue aplicado
con éxito en un método para el reconocimiento de rostros denominado Eigenfaces
[182]. Para reducir este espacio, el método Eigenfaces obtiene mediante PCA una
transformación lineal desde el espacio de características n-dimensional de la imagen
de la cara a un espacio de características m-dimensional, con m⌧ n, denominado
como “face space”. Este método es susceptible de ser extendido mediante múltiples
subespacios para el reconocimiento de expresiones faciales.
i
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Otro método comúnmente utilizado para problemas en los que se desea reducir
la dimensionalidad de un conjunto de datos es el Análisis Discriminante Lineal
(LDA) [68]. Este método, de modo equivalente a PCA, se fundamenta en una
transformación lineal de los datos para la reducción de la dimensionalidad, con la
particularidad de que mientras PCA obtiene los vectores correspondientes a las
direcciones de los vectores de varianza máxima en el espacio original de los datos
sin tener en cuenta las etiquetas de las muestras, LDA calcula las direcciones que
maximizan (discriminan) la separación entre clases. Es decir, mientras que PCA
es un método de reducción no supervisado, LDA es considerado como supervisado.
3.4. Análisis de series temporales: DTW
Un método comúnmente empleado en el análisis de secuencias de valores a lo
largo de un eje temporal es DTW (Alineamiento Temporal Dinámico o Dynamic
Time Warping en inglés)[158]. Este algoritmo, originalmente concebido para el
análisis y reconocimiento de la voz [156], permite encontrar el alineamiento óptimo
entre dos series temporales de distinta longitud mediante técnicas no lineales de
estiramiento o compresión de una de las series. El alineamiento permite obtener
una medida de la distancia entre ambas, representando esta distancia el grado de
similitud entre las series.
Con este planteamiento es factible comparar la similitud entre las diferentes
secuencias de los movimientos de los músculos del rostro para diferentes estados
afectivos, caracterizados éstos por el conjunto de expresiones faciales que los
definen, esperando que las secuencias correspondientes a un mismo estado afectivo
presenten mayores similitudes entre ellas y, por tanto, menores distancias que las
obtenidas en comparación con secuencias de otros estados afectivos.
Para definir formalmente el funcionamiento de DTW, considérense dos series
de valores X e Y correspondientes a dos secuencias temporales de valores con
longitudes p y q, respectivamente:
X = x1, x2, . . . , xi, . . . , xp ; Y = y1, y2, . . . , yj , . . . , Yq (3.10)
La función de alineamiento W para ambas series de valores se define como:
W = w1, w2, . . . , ws ; max(p, q)  s < p+ q (3.11)
donde wi = (j, k) es un par de elementos a comparar, correspondiendo j y k a
índices en la series X e Y , respectivamente.
Para cada par de elementos wk se obtiene una función de coste como una
medida de distancia entre ambos:
d(wi) =  (wij , wik) (3.12)
Esta distancia proporcionará el grado de similitud entre los elementos com-
parados. La función   habitualmente empleada es la distancia euclídea, aunque
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La función de alineamientoD óptima entre ambas series es aquella que minimiza





3.5. Evaluación del rendimiento de los
clasificadores
3.5.1. Validación cruzada
Una de las aproximaciones habitualmente empleadas en la evaluación del rendi-
miento de un sistema de aprendizaje consiste en la partición aleatoria del espacio
total de muestras disponibles en dos conjuntos independientes: entrenamiento
y test. El conjunto de muestras de entrenamiento se utiliza durante la fase de
construcción del modelo de aprendizaje, mientras que el conjunto de test se emplea
en la fase de evaluación del modelo.
El problema que plantea esta aproximación es que si el espacio total de muestras
es relativamente pequeño, es posible que los conjuntos de entrenamiento y test no
dispongan de suficientes muestras significativas para la construcción y evaluación
del modelo. En estos casos, una alternativa es el empleo del método de validación
cruzada (cross-validation en inglés). Este método divide aleatoriamente el espacio
total de muestras N en K conjuntos con el mismo tamaño muestral, construyendo
K modelos y empleando, en cada uno de los modelos, K   1 particiones como
conjunto de entrenamiento, utilizando la partición restante para la validación del
modelo (test).
Una variación al método de validación cruzada descrito anteriormente, consiste
en la creación de N modelos, tomando como conjunto de entrenamiento en cada
iteración N 1 muestras y dejando tan sólo una de ellas para la fase de test. A este
procedimiento se le denomina validación cruzada dejando uno fuera (leave-one-out
cross-validation en inglés).
El uso de técnicas de validación cruzada hace necesario promediar las medidas
utilizadas en la evaluación del modelo en función del número de iteraciones o
particiones realizadas.
3.5.2. Medidas de evaluación
Las herramientas habitualmente empleadas para medir la calidad predictiva
de un sistema de aprendizaje supervisado son: las matrices de confusión junto con
la valoración de medidas estadísticas como la exactitud, la precisión, la cobertura,
el valor-F o las curvas ROC.
i
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3.5.3. Matrices de confusión
Una herramienta que resulta de utilidad para la comprobación visual del
rendimiento de un sistema, así como para el cálculo de las medidas de su calidad
de predicción, es la matriz de confusión. Estas matrices se suelen representar en
formato tabular, situando en las filas de la tabla las instancias reales de las clases
(las observaciones) y en las columnas las predicciones obtenidas para cada clase,
siendo las predicciones correctas aquellas que se encuentran en la diagonal de la
matriz. Un ejemplo de una matriz de confusión para dos clases se muestra en la
tabla 3.1, en la que las predicciones correctas se han marcado en color verde y las
incorrectas en rojo.
Observaciones PrediccionesClase A Clase B
Clase A 114 5
Clase B 4 108
Tabla 3.1: Ejemplo de una matriz de confusión para la clasificación de dos posibles
clases
Tomando el ejemplo de la matriz de confusión mostrada en la tabla anterior,
considerando que la clase A es equivalente a una categoría positiva y que la clase
B lo es a una negativa, los términos verdadero positivo (VP) y verdadero negativo
(VN) se refieren a las predicciones correctas para las clases A y B, respectivamente,
el término falso positivo (FP) se define como el resultado de la predicción de una
observación de Clase B como Clase A, mientras que un falso negativo (FN) se
define como la predicción de una observación de Clase A como Clase B. En la
tabla 3.2 se muestra la relación entre estas variables.
Observaciones PrediccionesClase A Clase B
Clase A VP FN
Clase B FP VN
Tabla 3.2: Distribución de aciertos y fallos para la clasificaicón de dos posibles
clases
3.5.4. Exactitud
La exactitud (accuracy en inglés) de un sistema binario con N muestras totales,
se define como la proporción de clasificaciones realizadas correctamente frente al
total.
Exactitud =
V P + V N
N
=
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Aunque la exactitud es una medida comúnmente utilizada para medir el
rendimiento de un sistema de aprendizaje automático supervisado, es necesario
ser cauto con su interpretación debido a que, en algunas circunstancias, su valor
puede no ser representativo. Tomemos en consideración una matriz de confusión
como la que se muestra en la tabla 3.3. En ella se observa que la distribución de
muestras entre ambas clases se encuentra sesgada hacia la clase A. En estos casos
los clasificadores suelen optar por clasificar prácticamente todas las muestras como
la clase dominante (la de mayor número de muestras). En este ejemplo, la exactitud
es de un 98,55%, aunque es evidente que se están clasificando incorrectamente
las muestras para la clase B y, por lo tanto, el sistema es completamente inútil
desde el punto de vista de la predicción. Circunstancias como la descrita hacen
necesario definir medidas alternativas para la evaluación de la bondad del sistema
de aprendizaje, como son la precisión y la cobertura.
Observaciones PrediccionesClase A Clase B
Clase A 818 2
Clase B 10 0
Tabla 3.3: Ejemplo de una matriz de confusión con resultados sesgados hacia una
clase
3.5.5. Precisión
La precisión se define como la proporción de predicciones realizadas correcta-
mente. La precisión para la clase A se puede definir formalmente como
Precisio´n(A) =
V P
V P + FP
=
predicciones correctas para A
total de predicciones como A
(3.15)
3.5.6. Cobertura
La cobertura (recall en ingles), también conocida como sensibilidad o exhaus-
tividad, se define como el porcentaje de aciertos frente al total. La cobertura para
la clase A se define como
Cobertura(A) =
V P
V P + FN
=




Un clasificador ideal presentaría una precisión y una cobertura igual a 1. Esta
situación es conocida como utilidad teórica, difícilmente alcanzable en entornos
reales. Una medida que relaciona ambas variables es el valor-F (también conocido
como medida-F). El valor-F para una clase A se define formalmente como
i
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Las curvas ROC, también denominadas como característica operativa del
receptor (Receiver Operating Characteristic en inglés) [173], consisten en una
representación gráfica del equilibrio del sistema de clasificación binaria mediante
la comparación de la relación existente entre la tasa de predicciones correctamente
realizadas (sensibilidad) y la de falsos positivos (1-especificidad).
Una medida del rendimiento del sistema de aprendizaje la proporciona el área
bajo la curva ROC. Esta medida representa un indicador de la calidad predictiva
del sistema, con una mayor precisión cuanto más próxima se encuentre la curva
del borde superior izquierdo de la gráfica (mayor tasa de aciertos y menores falsos
positivos) y, por el contrario, más impreciso cuanto más próximo se encuentre
a la diagonal de 45 grados (se reduce la relación de aciertos frente a los falsos
positivos). En general, valores del área bajo la curva ROC por encima de 0,70
representan un buen rendimiento del sistema de predicción, aunque este umbral
dependerá del contexto de aplicación del sistema evaluado. La figura 3.9 muestra
las curvas para tres clasificadores diferentes con diferente calidad predictiva.
Figura 3.9: Ejemplo de curvas ROC para tres diferentes sistemas de aprendizaje
i
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Aportaciones en la detección
emocional
En la última década la investigación en el área de la computación afectiva ha
sido considerablemente activa, centrándose principalmente en la producción de
aplicaciones que detectan y toman en consideración el estado afectivo del usuario
como parte de un modelo de interacción. Los métodos que reconocen o predicen
el estado afectivo del sujeto pueden usar diferentes fuentes de información, como
vídeo, audio, dispositivos de entrada estándar, señales fisiológicas o información
de profundidad.
Diversos son los enfoques habitualmente empleados en la detección del estado
afectivo por computador. Entre ellos se encuentran los basados en técnicas de
visión artificial, mediante aproximaciones holísticas o centrados en características
locales; y las técnicas basadas en el estudio de señales fisiológicas, donde mediante
estrategias de aprendizaje automático se intentan descubrir patrones que iden-
tifiquen los diferentes procesos emocionales del usuario. Las señales fisiológicas
analizadas con más frecuencia son las correspondientes a EEG, ECG, conduc-
tividad de la piel, temperatura corporal, patrones respiratorios o EMG, entre
otras.
En los capítulos que componen esta parte se introducen las aportaciones reali-
zadas en el contexto de la detección emocional desde dos vertientes diferenciadas:
visión por computador y el análisis de señales fisiológicas.
En el capítulo 4 se detalla el procedimiento llevado a cabo para el análisis y
extracción de características faciales sobre los vídeos almacenados en la base de
datos FEEDB (Facial Expression and Emotion Database) [175, 176], mediante el
uso de dispositivos de bajo coste y poco intrusivos, como lo es el sensor Kinect de
Microsoft. En el capítulo 5 se expone el análisis y la detección emocional realizada
mediante la implementación de un enfoque holístico basado en la apariencia de
la cara sobre un conjunto de imágenes estáticas contenidas en la base de datos
CK+ (The Extended Cohn-Kanade Dataset) [115], fundamentado en la técnica de
Eigenfaces [182], denominado en esta tesis como Eigenexpressions [120].
En el capítulo 6 se describe el análisis llevado a cabo sobre el conjunto de
señales EEG contenidas en la base de datos MAHNOB-HCI [169] para la predicción
de las emociones subyacentes, con el objeto de evaluar experimentalmente las



















Extensión de una base de
datos de vídeos: FEEDB
                     
Resumen
En este capítulo se describirá la primera de las aportaciones
realizadas en la detección emocional mediante visión por
computador. En él se explorarán las posibilidades que pueden
ofrecer los dispositivos de bajo coste y poco intrusivos, como
el sensor Kinect de Microsoft, en la extracción de información
facial relacionada con el estado afectivo del usuario mediante
la obtención de información adicional como las Unidades de
Animación faciales, la posición y los ángulos de rotación de la
cabeza, entre otras, sobre la base de datos afectiva FEEDB.
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La cara, sus expresiones y las deformaciones de los elementos faciales constitu-
yen una valiosa fuente de información para la detección del estado emocional de las
personas. Las emociones se transmiten mediante la manifestación de cambios en los
elementos que componen la cara, como el levantamiento de las cejas y la apertura
de la boca para denotar una situación de sorpresa, aunque en ocasiones dichos











mediante micro-expresiones como, por ejemplo, a través de un ligero fruncimiento
de las cejas para denotar un sentimiento de desaprobación o desagrado.
Un planteamiento natural para el reconocimiento del estado afectivo del usuario
es el análisis de su rostro mediante la extracción de características faciales que
puedan sugerir su estado emocional, a través de la comparación de patrones y
cambios en las estructuras faciales, de modo similar al proceso realizado por un
observador humano cuando intenta juzgar el estado afectivo de su interlocutor.
Un requerimiento para el desarrollo de sistemas que sean capaces de detectar
el estado afectivo del sujeto, es la disponibilidad de un corpus que pueda ser usado
para entrenar y evaluar el rendimiento de los sistemas. Aunque existen bases
de datos que integran diversas fuentes de información de carácter afectivo, no
existe un corpus estándar que reúna todas las necesidades de un desarrollador de
sistemas afectivos.
En este sentido, se consideró el empleo de una base de datos que contuvie-
ra suficientes secuencias de vídeo con sus correspondientes expresiones faciales
etiquetadas con su estado emocional y afectivo subyacente, que aportara la posibi-
lidad de obtener información adicional como la distancia del sujeto a la cámara
(profundidad), información angular de la cabeza, posibilidad de extraer unidades
de acción facial o equivalentes (AU), la geometría de la cara, etc. Entre varias
alternativas evaluadas, se escogió FEEDB (Facial Expression and Emotion Da-
tabase) [175, 176] como base de datos multimodal que proporcionaba todas las
características anteriormente enumeradas.
Con el propósito de evaluar alternativas que se aproximen hacia el objetivo
propuesto en esta tesis acerca de la evaluación del estado afectivo del usuario y
su aplicación en entornos educativos interactivos, con la intención de explorar
las posibilidades que pueden ofrecer los métodos y dispositivos de bajo coste y
poco intrusivos para el estudiante, en este capítulo se describirá la primera de
las aportaciones realizadas mediante técnicas de visión por computador. Con este
fin, como dispositivo de bajo coste y reducida intrusividad, se empleó un sensor
Microsoft Kinect para la extracción de información relacionada con el estado
afectivo del usuario sobre los archivos de vídeo proporcionados en la base de
datos afectiva FEEDB, con el objetivo de construir un conjunto de datos que
pudieran resultar relevantes para la predicción del estado afectivo del usuario.
Este corpus distribuye sus grabaciones en ficheros almacenados en formato XED,
cuya especificación fue definida por Microsoft para los archivos grabados mediante
Kinect, ofreciendo la posibilidad de ser tratados con un conjunto de herramientas
ofrecidas gratuitamente por Microsoft, un sensor Kinect y su SDK (kit de desarrollo
o Software Development Kit en inglés).
Para facilitar investigaciones posteriores, la información adicional extraída de
los ficheros XED almacenados en FEEDB ha sido distribuida como extensión a
la base de datos en formato texto, con el propósito de que estos nuevos datos
puedan ser procesados de forma sencilla y con independencia de la plataforma por
cualquier investigador con interés en el reconocimiento de expresiones faciales y
de sus correspondientes emociones.
Antes de proceder con el detalle del procesado de los vídeos y extracción de
los datos, se describirán las características de la base de datos empleada (FEEDB)
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para la extracción y construcción del conjunto de datos que pudieran resultar
relevantes para un sistema de predicción del estado afectivo de un usuario.
4.1. Descripción de FEEDB
FEEDB se encuentra disponible en dos posibles versiones. La primera ver-
sión [175] contiene 1650 grabaciones de 50 personas posando con 33 diferentes
expresiones faciales. Estas grabaciones fueron recogidas íntegramente mediante un
sensor Microsoft Kinect y se ofrece a la comunidad investigadora como un reposi-
torio abierto. Cada grabación está compuesta por varios canales independientes
y sincronizados de color y profundidad. Las grabaciones se proporcionan en el
formato propietario entregado por Kinect: ficheros binarios con extensión XED.
Un ejemplo de una secuencia de vídeo y algunas de las expresiones recogidas en la
base de datos se muestra en la figura 4.1.
Figura 4.1: Ejemplo de una captura de un vídeo contenido en la primera versión
de FEEDB y algunas de sus expresiones faciales
En la segunda versión de FEEDB [176], el conjunto de expresiones y el formato
de las grabaciones fueron modificados. Esta nueva base de datos contiene 1550
grabaciones de 50 personas posando con 31 expresiones faciales. Adicionalmente,
un conjunto de 10 emociones fueron expresadas de forma espontánea por 25
participantes, dando un total de 250 grabaciones adicionales. En esta segunda
versión, el vídeo y la información sobre la profundidad fueron almacenados en
formato AVI junto con algunos metadatos relacionados con la grabación.
En la tabla 4.1 se resumen las características de ambas versiones.
FEEDB
Versión 1 Versión 2
Participantes 50 50
Emociones 33 31
Grabaciones 1650 1800 (1550+250)
Formato XED AVI
Tabla 4.1: Resumen de características de las dos versiones de FEEDB
i
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Para las experimentaciones llevadas a cabo en el ámbito de esta tesis se decidió
utilizar exclusivamente la primera versión de FEEDB y procesar los ficheros XED.
Entre los motivos que condujeron a la elección de esta versión y formato de
datos se encuentran: 1) Los archivos XED proporcionan más información para el
proceso de reconocimiento de la expresión facial que los vídeos en formato AVI
facilitados en la segunda versión de la base de datos; 2) mediante el uso del SDK
de Kinect para Windows es posible recuperar toda la información que el sensor
capturó durante la grabación de las secuencias de vídeos, en concreto un total de
100 características faciales por fotograma, la posición de la cabeza del sujeto, sus
ángulos de rotación, distancia del sujeto al sensor, además de 6 AU (Animation
Units) y 11 SU (Shape Units) basadas el modelo Candide-3 [2] implementado por
Kinect. Las AU son unidades de animación asociadas a diferentes elementos de
la cara, mientras que las SU estiman la posición, forma y dimensiones de ciertas
partes del rostro del usuario, como son la boca, las cejas, ojos, etc. Todos estos
datos representan, a priori, una gran cantidad de información disponible para el
análisis del estado afectivo de un usuario.
4.2. Extracción de datos
Los archivos XED incluidos en FEEDB pueden ser fácilmente procesados
usando el software Microsoft Kinect Studio (MKS)1, junto con el kit de desarrollo
Kinect for Windows Software Development Kit (SDK)2. MKS puede usarse para
remplazar el sensor Kinect como dispositivo de entrada, utilizando para ello una
grabación en formato XED, mientras que el SDK para Kinect proporciona herra-
mientas para la detección y seguimiento de la cara, así como múltiple información
sobre sus características faciales. Sin embargo, el kit de desarrollo requiere un
PC con Microsoft Windows instalado, junto con un sensor Kinect conectado que
funcione, en este caso, como una licencia de uso.
Adicionalmente, Microsoft distribuye de forma gratuita otro SDK denominado
Microsoft Face Tracking SDK 3 para el seguimiento de la cara y sus características
faciales, que permite la creación de software de seguimiento facial en tiempo real.
Este SDK es capaz de realizar el seguimiento de 100 puntos en un plano 2D,
algunos de los cuales se muestran en la figura 4.2. La limitación de este kit de
desarrollo radica en que únicamente puede ser usado en presencia de un sensor
Kinect.
El SDK para el seguimiento facial devuelve la posición de la cabeza del usuario
usando un sistema de coordenadas con sentido basado en la regla de la mano
derecha con el origen en el sensor Kinect, el eje Z apuntando hacia el usuario y el
eje Y hacia arriba. Proporciona, además, información angular de la posición de
la cabeza en un espacio 3D, en concreto información sobre pitch, roll y yaw, con
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Figura 4.2: Algunos de los puntos en el plano 2D proporcionados por Microsoft
Face Tracking SDK
Figura 4.3: Información angular de la posición de la cabeza para pitch, roll y yaw
(fuente msdn.microsoft.com)
Junto a la posición angular de la cabeza, se facilita información de los valores
numéricos de 6 AU y de 11 SU según el modelo facial descrito en Candide-3 [2].
Este modelo consta de una máscara parametrizada de una cara humana estándar,
con una descripción de su geometría en forma de polígonos (aproximadamente 100)
controlados por AU (Action Units) globales y locales. Las AU globales corresponden
a rotaciones de estos polígonos sobre el eje de un espacio tridimensional, mientras
que las locales controlan sus deformaciones.
Las AU del modelo de Kinect son unidades de animación asociadas a diferentes
elementos de la cara. Son deltas calculados desde una cara neutral expresados
como valores numéricos en el rango [-1, 1]. En la figura 4.4 se muestran las seis
AU obtenidas por Kinect y en la tabla 4.2 la interpretación de sus valores.
Las SU estiman la posición, forma y dimensiones de ciertas partes de la cara
i
i






48 4.2. EXTRACCIÓN DE DATOS
(a) AU0 - Levantamiento
de la parte superior
del labio (AU10 en
Candide-3)
(b) AU1 - Apertura de la
mandíbula (AU26/27
en Candide-3)
(c) AU2 - Fruncimiento
de labios (AU20 en
Candide-3)
(d) AU3 - Ceñimiento de
las cejas (AU4 en
Candide-3)
(e) AU4 - Caída de los
extremos de la boca
(AU13/15 en
Candide-3)
(f) AU5 - Levantamiento
de la parte exterior de
las cejas (AU2 en
Candide-3)
Figura 4.4: Modelo de AU detectadas por el Face Tracking SDK de Kinect y su
equivalencia con el modelo Candide-3 (fuente msdn.microsoft.com)
del usuario en referencia a una cara estándar, mediante la definición de sus vértices
{x, y, z}. En la tabla 4.3 se relacionan las once SU entregadas por Kinect y se
muestra su equivalencia con las definidas en el modelo Candide-3.
Con las herramientas ofrecidas por Microsoft y sus SDK se procesó cada uno
de los vídeos en formato XED de FEEDB, extrayéndose información adicional que
fue almacenada en formato texto para que pudiera ser procesada posteriormente
de forma sencilla y con independencia de la plataforma. Este procesado se realizó
en dos etapas, las cuales se ilustran en la figura 4.5.
En la primera etapa se hizo uso del Microsoft Face Tracking SDK para el
desarrollo en Visual C++ de una herramienta de línea de comandos que procesaba
en tiempo real las grabaciones XED y las transformaba en un fichero binario con
la información original de color y de profundidad para cada fotograma, junto con
la información de seguimiento facial descrita anteriormente. Esta herramienta
se diseñó con el objetivo de eliminar la necesidad del uso de un sensor Kinect
en el procesado posterior de las grabaciones incluidas en la base de datos. No
obstante, para el procesamiento de los ficheros XED en esta etapa, se necesitó
disponer de un sensor Kinect conectado a un equipo Microsoft Windows para la
reproducción de las grabaciones, a la vez que la herramienta de línea de comandos
se iniciaba para la conversión de los datos. La razón por la que se decidió usar un
i
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ID Descripción de la AU Interpretación de los valores
AU0 Levantamiento de la partesuperior del labio 0: Neutral (cubriendo dientes)
1: Completamente levantado
-1: Completamente bajado
AU1 Apertura de la mandíbula 0: Cerrada
1: Completamente abierta
-1: Cerrada (como 0)
AU2 Fruncimiento de labios 0: Neutral
1: Completamente estirados
-0.5: Redondeados
-1: Completamente redondeados (beso)
AU3 Ceñimiento de las cejas 0: Neutral
-1: Completamente elevadas
1: Completamente bajadas
AU4 Caída de los extremos de laboca 0: Neutral
-1: Sonrisa muy feliz
1: Muestra de tristeza
AU5 Levantamiento de la parteexterior de las cejas 0: Neutral
-1: Completamente bajados (tristeza)
1: Elevados (sorpresa)
Tabla 4.2: Interpretación de los valores de las AU reportadas por el Face Tracking
SDK de Kinect
formato binario en la conversión de las grabaciones fue para reducir el impacto
en el rendimiento y los requerimientos de procesado. Aún así esta operación fue
costosa en términos de almacenamiento, lo que requirió el uso de un disco SSD
(de estado sólido o Solid State Disk en inglés) para poder leer y grabar los datos
en tiempo real a una velocidad de 30 fotogramas por segundo.
En la segunda etapa los ficheros resultantes fueron procesados con una he-
rramienta gráfica desarrollada en Java capaz de leer los binarios producidos por
la herramienta de línea de comandos de la etapa anterior, creando estructuras
de datos en formato texto apropiadas a su contenido, sin el requerimiento de
disponer de un sensor Kinect ni de ningún otro hardware adicional. Este software
fue específicamente desarrollado para dar soporte a la visualización y conversión
de los datos contenidos en las grabaciones en formato XED de FEEDB. En la
figura 4.6 se muestra una captura de pantalla del programa.
i
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ID Descripción de la SU ID en Candide-3
SU0 Altura de la cabeza 0
SU1 Posición vertical de las cejas 1
SU2 Posición vertical de los ojos 2
SU3 Anchura de los ojos 3
SU4 Altura de los ojos 4
SU5 Separación de los ojos 5
SU6 Posición vertical de la nariz 8
SU7 Posición vertical de la boca 10
SU8 Anchura de la boca 11
SU9 Distancia vertical entre ambos ojos -
SU10 Anchura de la barbilla -
Tabla 4.3: Enumeración y descripción de las SU detectadas por el Face Tracking
SDK de Kinect y su equivalencia con las SU definidas en el modelo Candide-3
Figura 4.5: Proceso de la extracción de datos de los vídeos XED de FEEDB en
dos etapas
La herramienta gráfica proporciona facilidades para la exportación de los datos
a ficheros de texto independientes, conteniendo cada uno de ellos información
sobre los ángulos de rotación de la cabeza (etiquetado en la imagen como ROT),
de translación (TRA), AUs, SUs, etc., para cada uno de los fotogramas de la
grabación de vídeo original, y en particular:
ISTRACKING: Reporta información sobre si el seguimiento de la cara está
i
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Figura 4.6: Herramienta gráfica usada en la visualización y conversión de los datos
binarios obtenidos de las grabaciones originales en formato XED de FEEDB
activo (valor 1) o si, por el contrario, el sensor no ha sido capaz de realizarlo
(valor 0), en cuyo caso el resto de la información deja de ser válida al no
existir seguimiento facial.
TRANSLATION. Indica la posición de la cabeza del usuario en el espacio de
la cámara, tal y como se define en la figura 4.7. Las unidades se encuentran
expresadas en metros, tomándose como punto de referencia al sensor Kinect.
ROTATION. Contiene información sobre los ángulos de rotación de la cabeza
para pitch, roll y yaw (rotaciones sobre los ejes X, Z e Y , respectivamente),
en este mismo orden.
i
i






52 4.2. EXTRACCIÓN DE DATOS
BOX. Las coordenadas X e Y del rectángulo que define la cara. En concreto
las coordenadas de la esquina superior izquierda y de la esquina inferior
derecha del rectángulo que contiene la cara detectada. Estos valores se
proporcionan en píxeles según el espacio de vídeo definido en la figura 4.7.
FEATURES. Las coordenadas X e Y en el espacio de vídeo para cada uno
de los 100 puntos de seguimiento detectados en la cara.
AU. Definen 6 valores en coma flotante en el rango [-1, 1], correspondientes
a los niveles de activación de las 6 AU proporcionadas por el SDK.
SU. Definen 11 valores en coma flotante correspondientes a la estimación de
la geometría de la cara del usuario: altura de la cabeza, posición vertical de
las cejas, posición vertical de los ojos, anchura, altura y separación de los
ojos, posición vertical de la nariz, posición vertical de la boca, anchura de la
boca, distancia vertical entre ambos ojos y anchura de la barbilla.
Figura 4.7: Espacio de la cámara del sensor Kinect medido en metros y represen-
tación en un espacio de vídeo estándar de 640x480 píxeles de resolución
Todos los ficheros de texto producidos por la herramienta gráfica siguen la
misma estructura: cada una de sus filas representa un fotograma; y la información
contenida en cada fila se encuentra separada por espacios. Esta estructura permite
fácilmente la carga y el tratamiento de los datos en otras aplicaciones como
Mathworks MATLAB4, Microsoft Excel o cualquier otra aplicación estándar de
análisis de datos. Por ejemplo, en Excel los datos pueden ser cargados en una
hoja mediante la utilidad de importación de ficheros de texto que el programa
proporciona. En el caso específico de MATLAB los ficheros pueden ser cargados
mediante las utilidades de importación que incorpora la propia herramienta. En
la figura 4.8 se muestra un ejemplo de un gráfico generado en MATLAB para la
información sobre las 6 AU y para el desplazamiento de la cabeza a lo largo de los
ejes X, Y y Z.
El número de elementos de información obtenidos para cada fotograma y para
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Figura 4.8: Visualización de los datos de FEEDB extraídos con Kinect en Math-
works MATLAB








Tabla 4.4: Lista de ficheros y elementos de información generados para cada
grabación XED de FEEDB
4.3. Aproximación propuesta para la detección
de estados afectivos sobre FEEDB
Del conjunto de estados afectivos incluidos en FEEDB, se consideraron aquellos
que podían resultar relevantes en un entorno educativo, en concreto: Sorpresa
(neutral), Sorpresa (moderadamente positiva), Sorpresa (muy positiva), Sorpresa
(negativa), Sonrisa (positiva), Sonrisa (débilmente positiva), Sonrisa (negativa),
i
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Placer, Excitación, Tristeza, Bostezo, Duda, Aburrimiento, Frustración, Ira, Con-
centración y Atención.
Una vez seleccionado el conjunto de vídeos correspondientes a esta selección
de estados afectivos, se propuso una aproximación basada en el análisis de la
secuencia de movimientos de las AU entre fotogramas para cada individuo y
expresión, como elementos diferenciadores entre las distintas expresiones faciales.
Un algoritmo habitualmente empleado en el análisis de secuencias de valores a
lo largo de un eje temporal es DTW (alineamiento temporal dinámico o Dynamic
Time Warping en inglés)[156, 158]. En la aproximación propuesta en este capítulo,
se utilizará DTW como método para analizar la similitud entre diferentes secuencias
de expresiones faciales, con el objetivo de clasificarlas atendiendo al criterio de
la menor distancia entre ellas. Para ello se asumirá que dos expresiones faciales
correspondientes a un mismo estado afectivo deberían presentar mayor similitud
y, en consecuencia, una menor distancia entre ellas, que las correspondientes a
secuencias de expresiones faciales de diferentes estados afectivos.
4.4. Clasificación de las muestras y limitaciones
A partir de la secuencia de movimientos de las seis AU extraídas para cada
sujeto y emoción mediante la implementación software descrita en el apartado 4.2,
se calcularon los desplazamientos con respecto al fotograma anterior para cada
uno de los fotogramas de la secuencia completa de vídeo, con el objetivo de poder
aplicar posteriormente el algoritmo DTW y obtener una matriz con el cómputo
de las distancias de los desplazamientos entre sujetos y emociones.
Para el cálculo de las distancias se desarrolló una implementación estándar del
algoritmo DTW, utilizando para el cómputo de las distancias entre muestras la
distancia euclídea y obteniendo como resultado una matriz simétrica de distancias
para cada par de la combinación sujeto–emoción.
Con la asunción de que el conjunto de expresiones faciales correspondientes a
un estado afectivo concreto deberían tener una secuencia similar de deformaciones
de los músculos faciales, caracterizadas éstas por los movimientos de sus AU,
y que diferentes expresiones deberían presentar secuencias con poca similitud,
calculada ésta a partir de la matriz de distancias obtenida mediante DTW, se
intentó predecir la emoción de cada secuencia mediante la selección del estado
afectivo que presentaba la menor distancia.
En la figura 4.9 y de forma individualizada por cada AU en la figura 4.10, se
muestra la secuencia de movimientos de las seis AU para dos estados diferentes
(placer y bostezo) y distintos sujetos, observándose que existen diferencias siginifi-
cativas en las formas de las señales que indican que las expresiones faciales son
muy diferentes entre sí.
Por otro lado, en la figura 4.11 se muestra la secuencia de movimientos de las
seis AU para dos sujetos diferentes y un mismo estado (placer), donde se puede
observar que tampoco existe una alta similitud en la secuencia de movimientos
entre ambas. Con un nivel mayor de detalle, en la figura 4.12 se comparan de
forma individual cada una de las seis AU. Para este ejemplo concreto, se puede
i
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Figura 4.9: Comparativa de las secuencias de movimientos de las AU para dos
estados diferentes (placer y bostezo) y distintos sujetos
observar que mientras en algunas secuencias la señal presenta similitudes (AU3 y
AU5), en otras presentan diferencias considerables (AU0, AU1, AU2 y AU4). Estas
amplias diferencias en las señales, entre otras razones, hicieron que el sistema no
pudiera determinar la expresión correcta en la mayoría de los casos.
Además de las amplias diferencias entre señales para un mismo estado, las
razones por las que las muestras no pudieron ser clasificadas correctamente
mediante la aproximación propuesta fueron varias. En primer lugar, por las
limitaciones físicas que impone el sensor. Kinect es capaz de trabajar en dos
modos: default y near. En el modo default se obtiene una mayor precisión en
las mediciones para objetos situados a una distancia entre 80 centímetros y 4
metros de la cámara del sensor. En el modo near para objetos situados entre 40
centímetros y 3 metros. Debido a que las operaciones de seguimiento descansan
sobre la información capturada por el sensor, éstas no funcionan para sujetos
situados a distancias menores de 40 centímetros al encontrarse fuera de la distancia
mínima soportada por Kinect. Por otro lado, el seguimiento de la cara únicamente
se consigue cuando la inclinación de la cabeza del usuario se encuentra dentro de
unos límites; en concreto por debajo de 20, 90 y 45 grados para pitch, roll y yaw,
respectivamente, aunque el seguimiento es más preciso con valores por debajo de
10, 45 y 30 grados, respectivamente.
Debido a estas limitaciones, el conjunto de muestras de las que se pudo extraer
i
i






56 4.4. CLASIFICACIÓN DE LAS MUESTRAS Y LIMITACIONES
(a) AU0 (b) AU1
(c) AU2 (d) AU3
(e) AU4 (f) AU5
Figura 4.10: Comparativa de las secuencias individuales de movimientos de cada
AU para dos estados diferentes (placer y bostezo) y distintos sujetos
información con Kinect fue relativamente reducido, principalmente porque gran
parte de los sujetos grabados en FEEDB se situaron muy próximos al sensor, a
una distancia cercana a los 40 centímetros, lo que provocó que Kinect no fuera
capaz de realizar el seguimiento de la cabeza del usuario, dando lugar, incluso, a
situaciones en las que el sistema alternaba constantemente entre fases de detección
y no detección produciendo datos no válidos para su procesado. Esta limitación
i
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Figura 4.11: Comparativa de las secuencias de movimientos de las AU para un
mismo estado (placer) y distintos sujetos
supuso que para el subconjunto de 17 expresiones previamente seleccionadas
únicamente se pudiera procesar la mayoría de las emociones para tan solo 5
participantes (entre 10 o más expresiones). En el resto de los casos únicamente se
pudo extraer información de 1 a 7 expresiones por individuo, con una media de
cinco muestras por expresión. Además, las secuencias que recogen la expresión son
muy cortas, principalmente por el tiempo que tarda Kinect en detectar el rostro y,
en consecuencia, en proporcionar información sobre las AU, información, por otro
lado, poco precisa por la imposibilidad de obtener información sobre las SU que
componen la cara.
Por otro lado, debido a que la mayoría de las grabaciones fueron capturadas
con sus usuarios situados enfrente de la cámara, los valores registrados para los mo-
vimientos de pitch, roll y yaw ofrecieron escasa información para el reconocimiento
del estado afectivo del sujeto.
Por último, el Face Tracking SDK también es capaz de calcular un conjunto
de 11 SU como parte del modelo Candide-3. Estas SU son usadas para adaptar
la forma de la cara detectada a un modelo estándar de cara en 3D. Cada SU
está relacionada con un aspecto particular de la cara humana, como la anchura y
altura de los ojos, la posición vertical de la nariz y de la boca o la distancia entre
los ojos. El problema encontrado al analizar las secuencias de vídeo de FEEDB
es que debido a que el sensor tarda aproximadamente 2 minutos en converger, es
i
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(a) AU0 (b) AU1
(c) AU2 (d) AU3
(e) AU4 (f) AU5
Figura 4.12: Comparativa de las secuencias individuales de movimientos de cada
AU para un mismo estado (placer) y distintos sujetos
decir en detectar y ajustar las SU para un usuario dado, no fue posible obtener
esta información de los vídeos contenidos en la base de datos.
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4.5. Extensión de FEEDB
Tras evaluar la información contenida en FEEDB y realizar la extracción de
los datos a partir de ficheros XED con Kinect, se decidió que los datos obtenidos
en el ámbito de esta tesis podrían resultar de utilidad a otros investigadores, por
lo que se llegó a un acuerdo con el responsable del corpus para incluirlos en una
nueva versión de FEEDB, realizando, de este modo, una extensión de la base de
datos con la inclusión de nuevos datos en un formato fácilmente procesable para
cada una de las grabaciones.
La principal motivación para la extensión de FEEDB fue el formato de las
grabaciones. La primera versión usa el formato propietario XED, mientras que la
segunda utiliza el formato AVI. Aunque este último es un formato accesible, el
procesamiento de los fotogramas de vídeo para él análisis de la cara es costoso, así
como la dificultad para encontrar herramientas robustas para su análisis, como
por ejemplo librerías de reconocimiento facial. Por otro lado, los archivos XED
proporcionan mayor información sobre el rostro y, por ende, sobre la expresión
facial a analizar.
Aún así aunque los archivos XED pueden ser fácilmente procesados usando las
herramientas de desarrollo software para Kinect proporcionadas por Microsoft, su
SDK requiere un PC con Microsoft Windows instalado junto con un sensor Kinect
conectado que funcione como una licencia de uso.
Con el propósito de evitar la necesidad de usar un sensor Kinect en cualquier
investigación o proyecto futuro que desee trabajar con FEEDB, se decidió facilitar
los datos obtenidos a partir del procesado de los archivos XED en un formato más
simple (formato texto), extendiendo de este modo las posibilidades ofrecidas en la
primera versión de FEEDB [119].
Todos los ficheros de texto producidos por la herramienta gráfica (ISTRAC-
KING, FEATURES, TRANSLATION, ROTATION, BOX, AUX y SUS) siguen la
misma estructura: cada una de sus filas representa un fotograma; y la información
contenida para el fotograma se encuentra definida con valores en coma flotante
separados, cada uno de ellos, por espacios. De este modo, todos los ficheros genera-
dos para una secuencia de vídeo compuesta por 300 fotogramas correspondientes
a 10 segundos de grabación, a razón de 30 fotogramas por segundo, contendrán
300 filas con la siguiente información.
Fichero _ISTRACKING_.TXT : Este fichero únicamente contendrá una
columna con dos posibles valores {1, 0} para cada una de las filas correspon-
dientes a cada fotogramas de la secuencia de vídeo, con información sobre
la validez del seguimiento de la cara. Un valor 1 indica que el seguimiento
se encuentra activo para el fotograma, mientras que un valor 0 indica que
el seguimiento no ha sido posible realizarlo, en cuyo caso la información
contenida en el resto de ficheros generados, para ese fotograma concreto,
dejará de ser válida al no existir seguimiento facial. Es importante destacar
que en los casos en los que el sensor alterna entre fases de detección y no
detección, aparecerán, alternativamente, filas con valores 1 y 0, validando o
i
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invalidando los datos de sus correspondientes fotogramas en el resto de los
archivos generados.
Fichero _BOX_.TXT : Define las coordenadas X e Y en píxeles del rectán-
gulo que define la cara detectada por Kinect. Contiene dos pares de valores:
un par para la definición de las coordenadas correspondientes a la esquina
superior izquierda del rectángulo que contiene el rostro; y un segundo par
para las coordenadas de la esquina inferior derecha del mismo.
Fichero _TRANSLATION_.TXT : Contiene las coordenadas X,Y y Z de
la cabeza del usuario en el espacio de la cámara. Las unidades se encuentran
expresadas en metros, tomándose como punto de referencia al sensor Kinect.
Fichero _ROTATION_.TXT : En este archivo se almacena información
angular de la cabeza para los movimientos de pitch, roll y yaw, representando
los ángulos de rotación sobre los ejes X, Z e Y , respectivamente. Cada fila
contiene una terna de valores en el rango [-90, 90] con la expresión del ángulo
de inclinación para cada uno de las tres posibles rotaciones de cabeza.
Fichero _FEATURES_.TXT : En cada fila se proporcionan 100 pares de
coordenadas X e Y sobre el espacio de vídeo de Kinect para cada uno de
los puntos de seguimiento detectados en la cara.
Fichero _AUS_.TXT : Para cada fotograma se facilitan 6 valores en el rango
[-1, 1] correspondientes a los niveles de activación de las 6 AU proporcionadas
por el SDK, según la interpretación de los valores reportados por el Face
Tracking SDK de Kinect descritos en la tabla 4.2.
Fichero _SUS_.TXT : En este archivo se definen los 11 valores correspon-
dientes a la estimación de la geometría de la cara del usuario: altura de la
cabeza, posición vertical de las cejas, posición vertical de los ojos, anchura,
altura y separación de los ojos, posición vertical de la nariz, posición vertical
de la boca, anchura de la boca, distancia vertical entre ambos ojos y anchura
de la barbilla. Debido al tiempo que el sensor Kinect tarda en obtener
esta información (aproximadamente 2 minutos) y la escasa duración de los
vídeos contenidos en FEEDB (inferior a 2 minutos), no fue posible obtener
información de los SU, motivo por el que la mayoría de estos archivos no
contienen información útil.
Con esta extensión se pretendió obtener dos beneficios: en primer lugar es
posible procesar la información contenida originalmente en ficheros XED con
cualquier tipo de plataforma software y hardware; en segundo lugar es posible
emplear sobre estos nuevos datos cualquier técnica de clasificación existente,
focalizando los esfuerzos únicamente en la extracción de conocimiento sin la
necesidad de tener que trabajar con formatos o dispositivos propietarios y, en
ocasiones, con limitada accesibilidad.
La extensión de la base de datos consistió en la producción de información
adicional para una combinación total de 88 sujetos y estados afectivos. Esta
i
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información, detallada en la tabla 4.5, es la que fue propuesta para su inclusión
en una versión extendida de FEEDB con el propósito de proporcionar datos
adicionales que puedan ser usados para evaluar la compleja y esquiva naturaleza
















































































































































































Muestras 4 5 5 5 7 2 3 4 6 5 6 7 4 7 7 6 5 88
Tabla 4.5: Grabaciones y estados afectivos / expresiones sobre las que se ha
extendido la información existente en FEEDB
4.6. Conclusiones
La detección y evaluación del estado afectivo de una persona es una tarea
compleja. Bases de datos como FEEDB proporcionan información valiosa a la
comunidad de investigadores y constituyen una base experimental de utilidad
para sistemas basados en el análisis de datos sobre emociones y estados afectivos,
especialmente para aquellas implementaciones basadas en dispositivos de bajo
coste y poco intrusivos, como es el caso del sensor Kinect.
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Con la información obtenida a partir del procesado de los archivos XED
originales y con la idea de que todas las secuencias correspondientes a un estado
afectivo concreto deberían presentar similares sucesiones en las deformaciones
de los músculos faciales, se construyó un conjunto de datos etiquetados con
su correspondiente estado afectivo y con información sobre la expresión facial
detectada. Esta información se concretó en un conjunto de ficheros de texto con
datos sobre la posición de la cabeza, ángulos de rotación, características faciales y
AU, principalmente.
Sobre este conjunto de datos se propuso una aproximación basada en el
algoritmo DTW para el reconocimiento de expresiones a partir de la secuencia de
movimientos de las AU entre fotogramas, utilizando como medida de similitud
el cómputo de la distancia entre secuencias. La aproximación basada en DTW
y el cálculo de la distancia entre secuencias no fue capaz de arrojar resultados
concluyentes en la clasificación de expresiones faciales, principalmente por el
escaso número de muestras por emoción obtenidas para la clasificación y su
corta duración temporal. Entre los motivos que incidieron en la consecución del
reducido conjunto de muestras se encuentran las limitaciones físicas impuestas
por Kinect, en especial su dificultad para detectar rostros a distancias inferiores a
los 40 centímetros, aspecto que hizo que muchas de las grabaciones contenidas en
FEEDB no resultaran de utilidad para el análisis de expresiones faciales o que,
incluso, aquellas que pudieron procesarse alternaran entre secuencias de detección
y no detección del rostro. Estas circunstancias, unidas al tiempo que tarda Kinect
en converger las SU y la breve duración de las grabaciones recogidas en el corpus,
aspectos que, colateralmente, también afectaron al número de AU disponibles
para la predicción de la emoción subyacente, no hicieron factible la posibilidad de
obtener predicciones fiables sobre las secuencias de vídeo grabadas.
No obstante, se consideró que los datos extraídos y almacenados en un formato
fácilmente legible y procesable, características que presenta el formato escogido
(ficheros de texto), podrían resultar de utilidad a posibles investigadores interesados
en la computación afectiva. Por este motivo, el conjunto de información obtenido
en este trabajo a partir de los ficheros en formato XED almacenados en FEEDB
se distribuyó como extensión al corpus con el propósito de que estos nuevos datos
pudieran ser procesados de forma sencilla, con independencia de la plataforma
y sin necesidad de disponer de un sensor Kinect, en cualquier sistema típico de
clasificación, por ejemplo simplemente agrupando por su similitud las diferentes
expresiones y estados afectivos. En la tabla 4.6 se describe el número de muestras
y sujetos por categoría cuando las emociones se encuentran agrupadas según un
criterio de similitud.
Otra estrategia de clasificación alternativa y ampliamente utilizada consiste en
la distribución de las emociones y estados afectivos en las dimensiones de Valencia
y Activación para cada una de las emociones consideradas. Esta aproximación se
ha utilizado en [169]. Con este enfoque, las ocho emociones de la tabla 4.6 pueden
ser asignadas en tres clases para cada dimensión, como se describe en las tablas
4.7 y 4.8.
El objetivo principal del trabajo fue la evaluación de un método de bajo
coste y poco intrusivo como Kinect para la detección de expresiones faciales y
i
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Emoción / Estado Estados FEEDB Muestras Sujetos
Sorpresa (01+01b+01c+01d) 19 7
Felicidad (02+02a+02c+04) 16 8
Excitación (05) 6 6
Tristeza (07) 5 5
Aburrimiento (13+15) 10 6
Frustración (14+17) 14 8
Ira (18) 7 7
Concentración (19+21) 11 8
TOTAL 88 55
Tabla 4.6: Emociones y estados afectivos de FEEDB agrupados en categorías
Clases de
Valencia Emociones / Estados
Número de
muestras
Negativa Tristeza, Aburrimiento, Frustración, Ira 36
Neutral Sorpresa, Concentración 30
Positiva Felicidad, Excitación 22
TOTAL 88
Tabla 4.7: Emociones y estados de FEEDB clasificados en clases de Valencia
Clases de
Activación Emociones / Estados
Número de
muestras
Relajación Tristeza, Aburrimiento 15
Media Felicidad 16
Excitación Sorpresa, Excitación, Frustración 57
Ira, Concentración
TOTAL 88
Tabla 4.8: Emociones y estados de FEEDB clasificados en clases de Activación
la predicción del estado afectivo subyacente, siendo su principal aportación la
extracción y recopilación de características faciales a partir de las grabaciones
originales almacenadas en el formato propietario XED de Microsoft, en concreto
de 100 características faciales, la posición de la cabeza del usuario, sus diferentes
ángulos de inclinación y seis unidades de animación facial (AU). La información
relativa a la geometría de la cara, caracterizada por las unidades de forma facial
(SU), no pudieron obtenerse por el tiempo que tarda Kinect en converger y ajustar
dichas unidades (aproximadamente 2 minutos), así como por la escasa duración
de las grabaciones contenidas en FEEDB.
La información de extensión extraída fue almacenada en ficheros de texto
independientes fácilmente procesables para una combinación total de 88 sujetos-
emociones, con el objetivo de que pueda ser utilizada por cualquier investigador
sin la complejidad de conocer la estructura de datos del formato XED, evitando
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la necesidad de disponer de un sensor Kinect conectado al ordenador en el que
se desee utilizar los datos proporcionados por FEEDB, con independencia de la
plataforma hardware o software utilizada.
Por otro lado, la aproximación seguida en este proyecto podría servir de base
a otros investigadores en la extracción de datos obtenidos con un sensor Microsoft
Kinect, así como el conocimiento sobre las limitaciones detectadas en el estudio
en lo referente a la distancia entre el sujeto y el sensor o el tiempo necesario en la
grabación para que el sistema pueda converger y calcular las SU, pueden resultar
de utilidad en futuros proyectos realizados con Kinect.
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En este capítulo se describirá la segunda aportación realizada
en el área de la detección emocional mediante técnicas de
visión artificial. En este caso se adoptó un enfoque holístico y
una aproximación específica desarrollada en el ámbito de esta
tesis, denominada Eigenexpressions, para el reconocimiento
de expresiones faciales sobre imágenes estáticas.
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En el capítulo anterior se empleó una aproximación basada en la identificación
de determinadas características y regiones faciales específicas sobre las AU detec-
tadas por Microsoft Kinect para la detección del estado afectivo del usuario. Un
modo alternativo de abordar el problema de la detección de la expresión facial











En este capítulo se describe la implementación y evaluación de un sistema de
aprendizaje supervisado en dos etapas, basado en la técnica holística de Eigenfaces
[182] y denominado en este trabajo como Eigenexpressions [120].
5.1. Introducción
Muchas de las técnicas holísticas de clasificación basadas en la apariencia
[21] han sido probadas con éxito en el área del reconocimiento facial, aunque
el problema con el que se suelen encontrar estos métodos de reconocimiento
de patrones que usan una representación de la cara mediante píxeles es la alta
dimensionalidad de los datos. Esto es así porque en una simple imagen de 512 x
512 píxeles la dimensionalidad es de 262.144 unidades de información.
No obstante, en los problemas de reconocimiento facial la intrínseca dimensiona-
lidad del espacio de la cara es mucho menor que la del espacio de la imagen debido
a que las caras son similares en apariencia y contienen significantes regularidades
estadísticas [49]. El método Eigenfaces [182] ha sido ampliamente utilizado para
reducir la dimensionalidad del espacio de entrada de la cara. Este método se basa
en el Análisis de Componentes Principales (PCA), realizando un análisis holístico
de la cara y proyectándola sobre un espacio dimensional reducido sobre el que es
realizado el reconocimiento facial.
Relacionado con el reconocimiento facial se encuentra el reconocimiento de
expresiones en rostros humanos y la detección de la emoción subyacente. En este
área, son muchos los métodos que basan el reconocimiento de la expresión en
ciertas características geométricas de la cara que representan la forma, posición
relativa o las deformaciones de los elementos representativos de ella, tales como la
boca, la nariz o las cejas. En muchas ocasiones [56, 138, 109] esta información se
utiliza para identificar las unidades de acción facial (AU) definidas en el sistema de
codificación de acciones faciales de Ekman (Facial Action Coding System, FACS)
[60], en el que se asocian ciertas combinaciones de AU con alguna de las seis
emociones primarias: Alegría, Ira, Miedo, Asco, Sorpresa y Tristeza.
Aunque en general las aproximaciones basadas en la apariencia han recibido
considerablemente una menor atención en el campo del reconocimiento de las
expresiones que en el del reconocimiento facial, entre los diversos trabajos realiza-
dos en el ámbito de esta tesis, se desarrolló una aproximación holística basada
en la apariencia para el reconocimiento de expresiones faciales sobre imágenes
estáticas. La solución se fundamentó en el método estándar de Eigenfaces para
el reconocimiento facial, pero usando en este caso múltiples “Eigen-espacios”, es
decir, uno por cada expresión (clase) en lugar de un único espacio como se suele
realizar en el reconocimiento facial. A este método se le denominó Eigenexpressions
para indicar que sus fundamentos son similares al método de Eigenfaces, pero
con diferencias relevantes; en particular, la construcción de múltiples subespacios
durante la fase de entrenamiento, denominados “face spaces”, y la integración
de un clasificador para procesar los errores obtenidos en la reconstrucción de la
expresión en cada uno de los subespacios.
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5.2. Aproximación propuesta: Eigenexpressions
Una manera sencilla de aplicar el método Eigenfaces al problema del reconoci-
miento de expresiones, consiste en reemplazar las etiquetas de identificación del
sujeto en el conjunto de entrenamiento X por otras que representen la expresión
facial del sujeto.
Desafortunadamente, este método adolece de un problema de superposición de
información. Hay que considerar el hecho de que las distancias en el “face space”
no son exclusivas a la expresión, sino que tanto la similitud de la cara como la
de la expresión facial pueden contribuir en la función del cálculo de la distancia.
Una solución a este problema consiste en la substracción de la expresión neutral a
todas las muestras de los conjuntos de entrenamiento y de test con el objetivo de
eliminar dependencias entre sujetos. Sin embargo, esta estrategia sólo es posible si
el sujeto ha sido previamente identificado y se dispone de su expresión neutral.
Una extensión más natural y general al método original de Eigenfaces para el
reconocimiento de expresiones faciales consiste en el uso de múltiples “Eigenspaces”.
En primer lugar, el conjunto de entrenamiento X se divide en s conjuntos disjuntos
X1, X2, . . . , Xs (uno por clase). A continuación PCA se aplica de forma separada
a cada subconjunto Xi con el fin de computar s subespacios diferentes con
sus correspondientes matrices de proyección W1,W2, . . . ,Ws. A continuación, la
clasificación de una nueva muestra se realiza mediante el cálculo de la distancia
euclídea de la muestra a cada uno de los subespacios, escogiendo el subespacio cuya
distancia es la menor y asignando la etiqueta correspondiente a la nueva muestra.
Esta aproximación ha sido aplicada con éxito en problemas de reconocimiento
facial en [4], con mejoras de un 20% en la precisión sobre el método tradicional
de Eigenfaces.
El criterio de la distancia mínima expuesto anteriormente asume una separación
lineal entre las clases, con fronteras lineales definidas por distancias iguales a los
subespacios. Este enfoque es mostrado en la figura 5.1(a), usando en este caso por
simplicidad un espacio bidimensional.
No obstante, es posible tomar decisiones más robustas si las distancias a
todos los subespacios son evaluadas de forma simultánea por un clasificador para
determinar una frontera no lineal. Este enfoque es mostrado en la figura 5.1(b),
mediante la definición de una frontera más compleja que la lineal. El método
propuesto en Eigenexpressions toma esta aproximación en consideración.
En los dos siguientes subapartados se describirá el diseño de las fases de
entrenamiento y reconocimiento implementadas en Eigenexpressions.
5.2.1. Diseño de la fase de entrenamiento
En Eigenexpressions el entrenamiento se realiza en dos etapas. La primera de
ellas reproduce la extensión natural sobre el método estándar de Eigenfaces para el
reconocimiento de expresiones faciales descrita en la aproximación propuesta. En
este caso, el conjunto de entrenamiento X = {(xi, li)|i = 1, . . . , p} se utilizó para el
cálculo de los subespacios y sus respectivas matrices de proyección. Se consideraron
seis subespacios (s = 6), uno para cada una de las seis emociones básicas: Alegría,
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(a) Separación lineal entre clases (b) Separación no lineal entre clases
Figura 5.1: Fronteras de separación entre clases
Miedo, Tristeza, Asco, Ira y Sorpresa. Para calcular las proyecciones en cada uno
de los subespacios (W1,W2 . . .Ws), cada clase fue considerada de forma separada.
Para cada clase cj se calculó la matriz de proyección Wj usando exclusivamente
PCA sobre las muestras del conjunto X de entrenamiento que pertenecen a la
case cj . Este proceso se exhibe en la figura 5.2.
En la imagen 5.3 se muestran, a título ilustrativo, seis ejemplos de unas
Eigenfaces calculadas y reducidas mediante PCA para cada una de las emociones
básicas, en escala de grises y con una resolución de 250 x 250 píxeles.
En la segunda etapa de la fase de entrenamiento se implementó y se entrenó un
clasificador con las mismas muestras usadas en la primera etapa. Para cada muestra
xi 2 X, se construyó un vector de características di con la distancia euclídea de
xi a cada uno de los s subespacios, representado como di = {di,j |j = 1, 2, . . . , s},
siendo di,j el error cuadrático medio de la reconstrucción de la imagen xi en el
subespacio j. Esta segunda etapa de entrenamiento se muestra en la figura 5.4.
Asumiendo que la media de todas las imágenes es substraída de todos los
vectores xi durante el proceso de normalización, este error puede ser formalmente
definido como di,j = ||xi   xiWTj Wj ||.
Por último, las etiquetas de cada imagen se usaron para la construcción del
conjunto de resultados {(di, li)|i = 1, . . . , p}, el cual sirvió de entrada en la etapa
de entrenamiento del clasificador implementado en Eigenexpressions.
5.2.2. Diseño de la fase de reconocimiento
En la figura 5.5 se ilustra el proceso de reconocimiento de expresiones. En esta
etapa, dada una nueva imagen de entrada se calculan los s vectores de distancia di
de la imagen a cada uno de los subespacios. Estos vectores constituyen la entrada
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Figura 5.2: Primera etapa de entrenamiento en Eigenexpressions
5.3. Configuración de Eigenexpressions
En los dos subsiguientes subapartados se detallará la configuración de Eige-
nexpressions para poder llevar a cabo la experimentación y evaluación del método
para la detección de expresiones faciales. En primer lugar, se describirá la base
de datos empleada para la construcción de los clasificadores. A continuación,
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(a) Ira (b) Asco (c) Miedo
(d) Alegría (e) Tristeza (f) Sorpresa
Figura 5.3: Ejemplo de Eigenfaces obtenidas y reducidas mediante PCA para cada
una de las seis emociones básicas
se finalizará con el detalle de la configuración experimental empleada para la
posterior evaluación el método.
5.3.1. Base de datos empleada
Eigenexpressions fue construido y evaluado utilizando la base de datos Cohn-
Kanade+ (The Extended Cohn-Kanade Dataset) [115]. Esta base de datos incluye
593 secuencias de imágenes de 123 sujetos. Cada secuencia contiene entre 10 y
60 imágenes en una sucesión de fotogramas, comenzando la secuencia desde su
expresión neutral hasta el clímax de la expresión correspondiente a una de las seis
emociones básicas. Para una gran parte de las secuencias de imágenes, aunque
no para la totalidad de las incluidas en la base de datos, se incluye también una
etiqueta validada de la emoción representada por el sujeto. Únicamente la última
imagen de cada secuencia validada, correspondiente al clímax de la expresión, se
consideró para la construcción y evaluación de Eigenexpressions, lo que dio lugar
a un conjunto de 123 sujetos con entre 1 a 6 imágenes por individuo, cada una
representando una expresión diferente.
Sobre esta selección de imágenes se aplicó una implementación estándar del
algoritmo Viola-Jones [184] para detectar y recortar la cara del sujeto con el
objetivo de que todas las imágenes fueran lo más homogéneas posibles. Por último,
para hacer que el sistema fuera invariante a la intensidad de la iluminación del
sujeto, los histogramas de las imágenes recortadas fueron ecualizados.
i
i






CAPÍTULO 5. DETECCIÓN EMOCIONAL SOBRE IMÁGENES ESTÁTICAS:
EIGENEXPRESSIONS 71
Figura 5.4: Segunda etapa de entrenamiento en Eigenexpressions
5.3.2. Configuración experimental
Para evaluar el rendimiento de Eigenexpressions y compararlo con el reconoci-
miento de expresiones mediante el método estándar de Eigenfaces se crearon dos
implementaciones diferentes, realizándose sobre cada una de ellas una experimen-
tación típica de tipo entrenamiento / test. En primer lugar, ambos sistemas se
entrenaron con el mismo conjunto de muestras de entrenamiento. Seguidamente
se ejecutaron ambos clasificadores sobre el mismo conjunto de test, realizando
un estudio comparativo de sus resultados. En cada ejecución del experimento
el número de muestras de entrenamiento por expresión (w) fueron inicialmente
fijadas, analizándose diferentes valores para el parámetro w (w = 9, . . . , 17). Con
el fin de mantener la consistencia entre las medidas de los errores de reconstruc-
ción entre diferentes subespacios, se empleó el mismo número de muestras de
entrenamiento para cada una de las seis expresiones faciales. Por último, para
aumentar la fiabilidad de los resultados, todos los experimentos se ejecutaron
cuatro veces y sus resultados promediados.
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Figura 5.5: Etapa de reconocimiento en Eigenexpressions
5.4. Evaluación de Eigenexpressions
Para la determinación del método de clasificación utilizado en la segunda
etapa de entrenamiento de Eigenexpressions se evaluaron diferentes estrategias de
clasificación. Aunque el uso de diferentes esquemas de clasificación no representaron
un impacto significativo en los experimentos, el modelo LMT [105] mostró un
mayor rendimiento en los resultados frente a otras estrategias, motivo por el que se
decidió usar este modelo sobre la base de datos Cohn-Kanade+. En las tablas 5.1
y 5.2 se muestra un resumen de los tres esquemas de clasificación que demostraron
un comportamiento mejor en el proceso de reconocimiento de expresiones faciales,
en términos de exactitud media alcanzada y área media bajo la curva ROC
(característica operativa del receptor o Receiver Operating Characteristic). En
las tablas se aprecia que el esquema LMT mostró un rendimiento superior al
perceptrón multicapa y a la SVM para cualquier tamaño de w. Los resultados para
otros valores intermedios de w no se tomaron en consideración por ser consistentes
con los mostrados en la tabla.
En la tabla 5.3 se muestra una comparativa de la exactitud global de Ei-
genexpressions frente al método estándar de Eigenfaces para varios tamaños
representativos de conjuntos de entrenamiento, con tamaños para w = 9, 14 y 17.
De modo equivalente al análisis de los esquemas de clasificación evaluados, los
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w LMT Perceptrón multicapa SVM
9 76,3% 68,6% 68,4%
14 79,1% 73,2% 69,9%
17 79,6% 72,5% 72,7%
Tabla 5.1: Comparativa de la exactitud global (accuracy) entre diversos esquemas
de clasificación en Eigenexpressions para diferentes tamaños de w
w LMT Perceptrón multicapa SVM
9 0,9393 0,9293 0,8920
14 0,9440 0,9343 0,9037
17 0,9607 0,9557 0,9263
Tabla 5.2: Comparativa del área ROC entre diversos esquemas de clasificación en
Eigenexpressions para diferentes tamaños de w
resultados para otros valores intermedios de w no se tomaron en consideración
por ser consistentes con la información mostrada en la tabla. A la vista de los
resultados, se puede concluir que, en promedio, el método de Eigenfaces falla en
la clasificación una por cada tres muestras, mientras que Eigenexpressions falla
una por cada cinco, obteniéndose una ganancia media de un 16,9% para w = 14
con respecto a Eigenfaces.
w Eigenfaces Eigenexpressions Ganancia
9 66,3% 76,3% 15,1%
14 69,4% 81,1% 16,9%
17 69,9% 79,5% 13,7%
Tabla 5.3: Comparativa de la exactitud global (accuracy) de Eigenfaces frente
a Eigenexpressions en el reconocimiento de expresiones faciales para diferentes
tamaños de w
Los resultados en términos de los valores de cobertura por clase entre ambos
métodos se analizan en las figuras 5.6, 5.7 y 5.8 para distintos tamaños de w. En
ellas se observa que Eigenexpressions supera de forma consistente y considerable
al método estándar de reconocimiento mediante Eigenfaces para las emociones
Sorpresa, Alegría y Asco. Respecto a la emoción Miedo, Eigenfaces obtiene mejores
resultados, excepto para w = 14 donde existe un empate entre ambos enfoques.
En cuanto al rendimiento de las dos clases restantes, Ira y Tristeza, éste dependió
de los distintos valores de w, no mostrando ninguno de los dos métodos presen-
tados una ganancia significativamente mayor frente al otro. La consistencia en
cuanto a rendimiento de ambos métodos en las clases correspondientes a Sorpresa,
Alegría, Asco y Miedo, sugiere que ambos métodos podrían ser combinados en
aproximaciones híbridas.
Por último, merece la pena destacar otro resultado obtenido y relacionado con
la contribución de la etapa final de clasificación en Eigenexpressions, la cual es
i
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Figura 5.6: Comparativa de los valores de cobertura por clase entre Eigenfaces y
Eigenexpressions para un tamaño de entrenamiento w = 9
usada con el objetivo de incrementar la robustez del método al permitir disponer
de fronteras no lineales entre las clases. Para evaluar esta contribución, se ejecutó
el método descrito en el apartado 5.2, para el reconocimiento de expresiones
faciales mediante Eigenfaces con múltiples subespacios, sobre el mismo conjunto
de entrenamiento y test. La exactitud global (accuracy) de esta aproximación
comparada con Eigenexpressions se muestra en la tabla 5.4. En ella se observan
pequeñas ganancias en el rango 1–4% en favor de Eigenexpressions para diferentes
tamaños en los conjuntos de entrenamiento.
w Múltiples subespacios Eigenexpressions Ganancia
9 73,4% 76,3% 4,0%
14 79,9% 81,1% 1,5%
17 78,7% 79,5% 1,0%
Tabla 5.4: Comparativa de la exactitud global (accuracy) del método de múltiples
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Figura 5.7: Comparativa de los valores de cobertura por clase entre Eigenfaces y
Eigenexpressions para un tamaño de entrenamiento w = 14
5.5. Extensión de Eigenexpressions mediante
máscaras de expresiones faciales
Fundamentado en la idea de que no todas las áreas, puntos o píxeles que definen
una cara contienen información relevante para la detección de una determinada
expresión facial y que en cada expresión ciertas zonas o píxeles relevantes pueden
diferir, es factible un planteamiento a través del cual sea posible crear una máscara
que elimine o asigne menor importancia a aquellos píxeles que presentan una
alta variabilidad y que no contribuyen en la formación de la expresión facial.
Desde esta perspectiva, las máscaras de expresiones faciales excluirán o darán
menor importancia a las partes de la cara que no contribuyen a la expresión facial,
mientras que, por el contrario, a las zonas más relevantes les asignará un mayor
peso en el proceso de la clasificación.
En los siguientes subapartados se describirá la creación de las máscaras para
el conjunto de las seis expresiones faciales consideradas, el entrenamiento del











5.5. EXTENSIÓN DE EIGENEXPRESSIONS MEDIANTE MÁSCARAS DE
EXPRESIONES FACIALES
Figura 5.8: Comparativa de los valores de cobertura por clase entre Eigenfaces y
Eigenexpressions para un tamaño de entrenamiento w = 17
5.5.1. Formulación y creación de las máscaras
De modo similar al estudio realizado en [71] en el que se utiliza una aproxima-
ción de máscaras faciales basadas en el método de Eigenfaces para la detección de
dos expresiones faciales (neutral y enfado), utilizando el método Eigenexpressions
descrito en los apartados anteriores, se ha creado una máscara para cada una
de las seis posibles expresiones faciales con el propósito de caracterizar las zonas
más relevantes de la expresión. Cada máscara es generada a partir del “face space”
correspondiente a una expresión cj determinada, proyectando sobre el subespacio
de la expresión, por un lado, el conjunto Q = {x1, . . . , xq} de todas aquellas
imágenes de X que corresponden a la expresión facial del “face space” y, por otro,
el conjunto R = {x1, . . . , xr} del resto de imágenes xm 2 X que no corresponden
a la expresión del subespacio. El objetivo de las proyecciones es poder computar
los errores medios de reconstrucción de las imágenes de la clase cj , así como del
resto de las imágenes que no pertenecen a dicha clase. El cálculo de los errores
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donde dQj representa el error cuadrático medio de reconstrucción sobre el “face
space” Wj de todas las imágenes xk del conjunto de entrenamiento Q (subconjunto
de imágenes de X que pertenecen a la clase cj), mientras que dRj constituye
el error cuadrático medio de reconstrucción de R (resto de las imágenes que no
pertenecen a la clase cj). La suma de las muestras q y r constituyen el total de
las imágenes del conjunto de entrenamiento X.
Para el cálculo de la máscara Mj para cada clase cj , el conjunto de muestras
de entrenamiento se divide en dos grupos disjuntos: 1) las imágenes xk que
pertenecen a la clase cj (grupo Q); 2) el resto de imágenes xm que no pertenecen
a la clase cj (grupo R). Sobre cada uno de estos conjuntos se obtienen los errores
cuadráticos medios de reconstrucción dRj y dQj como resultado de su proyección
y reconstrucción sobre el “face space” j, obteniéndose la máscara para la clase
cj como la diferencia entre el error medio de reconstrucción de las imágenes que
corresponden a la clase y el error medio de las que no corresponden a la misma,
dividida por el error cuadrático medio dj de la proyección del conjunto total de
imágenes de X sobre el subespacio j. En las ecuaciones 5.3 y 5.4 se expresan
formalmente los cálculos anteriormente descritos. Por último, los valores negativos











En la figura 5.9 se muestran seis ejemplos de máscaras para cada una de las
expresiones faciales consideradas. Los píxeles negros de las máscaras representan
las zonas de la cara con alta variabilidad y que no contribuyen a la expresión facial,
es decir son partes del rostro innecesarias para la clasificación de la expresión. Por
el contrario, las zonas más claras indican rasgos comunes entre sujetos para una
misma expresión facial y, por lo tanto, relevantes para su reconocimiento.
5.5.2. Entrenamiento mediante máscaras
En este caso, de modo similar al método descrito en la aproximación propuesta
para Eigenexpressions, el entrenamiento se realiza en tres etapas: 1) separación del
conjunto de las muestras de entrenamiento en diferentes clases para cada expresión
facial considerada y creación de los “face spaces”; 2) construcción de las máscaras
Mj , una por cada subespacio y expresión facial; 3) proyección de las imágenes
sobre todos los subespacios, aplicación de las máscaras y cálculo de los vectores
de características di con la distancia euclídea a cada uno de los subespacios tras
la aplicación de la máscara y construcción del clasificador.
Es decir, al proceso de entrenamiento propuesto en Eigenexpressions se le
ha añadido una etapa adicional consistente en la creación de una máscara Mj
para cada expresión facial considerada. Estas máscaras son aplicadas en la última
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Figura 5.9: Ejemplo de las máscaras obtenidas con Eigenfaces para cada una de
las seis emociones básicas
5.5.3. Reconocimiento mediante máscaras
Dada una nueva cara xi con una expresión facial determinada, el proceso de
reconocimiento se realizará proyectando la imagen sobre cada uno de los “face
spaces” Wj creados durante la fase de entrenamiento. Seguidamente se le aplicará
la máscara correspondiente a cada subespacio con el objetivo de potenciar las
zonas comunes a la expresión y minimizando o eliminando aquellas que presentaron
una alta variabilidad en la creación de la máscara y que pudieran no ser relevantes
en la detección de la expresión facial, actuando la máscara como si de un filtro se
tratara. Tras este “filtrado” se obtendrá el vector de distancias dj a cada subespacio
como una medida normalizada del error de reconstrucción, información que será
pasada al clasificador para la predicción de la expresión facial apropiada.
5.6. Evaluación de la extensión mediante
máscaras
En la tabla 5.5 se muestra una comparativa de la exactitud global (accuracy)
de la aproximación basada en máscaras frente al método de Eigenexpressions
descrito en los apartados anteriores, para diferentes tamaños representativos
para el conjunto de entrenamiento (w = 9, 14 y 17). De modo similar al análisis
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comparativo realizado entre Eigenexpressions y Eigenfaces, los resultados para
valores intermedios de w no se reflejan en las tablas por ser consistentes con
los obtenidos para los valores de w mostrados. En esta tabla se observa que la
aproximación basada en máscaras presenta un rendimiento medio inferior cercano
al 4% con respecto a los resultados obtenidos con Eigenexpressions.
w Eigenexpressions Máscaras Ganancia
9 76,3% 73,5% -3,7%
14 81,1% 76,3% -5,9%
17 79,5% 76,7% -3,5%
Tabla 5.5: Comparativa de la exactitud global (accuracy) de la aproximación
basada en máscaras frente al método Eigenexpressions para diferentes tamaños de
entrenamiento w
Por el contrario, en la tabla 5.6 se aprecia una ganancia significativa de la
aproximación basada en máscaras para el reconocimiento de expresiones faciales
frente al método estándar de Eigenfaces, con valores medios de mejora cercanos
al 10% para diferentes tamaños de entrenamiento, aunque sigue presentando
un rendimiento inferior a Eigenexpressions, donde las mejoras de esta última
aproximación frente al método estándar de Eigenfaces se sitúan entre el 14% y el
17%, según los datos mostrados previamente en tabla 5.3.
w Eigenfaces Máscaras Ganancia
9 66,3% 73,5% 10,9%
14 69,4% 76,3% 9,9%
17 69,9% 76,7% 9,7%
Tabla 5.6: Comparativa de la exactitud global (accuracy) de la aproximación
basada en máscaras frente al método estándar de Eigenfaces para diferentes
tamaños de entrenamiento w
Por último, como se muestra en la tabla 5.7, tampoco se obtuvieron mejoras
con la aproximación basada en máscaras frente al método estándar de Eigenfaces
mediante el uso de múltiples subespacios.
w Múltiples subespacios Máscaras Ganancia
9 73,4% 73,5% 0,1%
14 79,9% 76,3% -4,5%
17 78,7% 76,7% -2,5%
Tabla 5.7: Comparativa de la exactitud global (accuracy) de la aproximación
basada en máscaras frente al método estándar de Eigenfaces mediante múltiples
subespacios para diferentes tamaños de entrenamiento w
i
i
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Figura 5.10: Comparativa de los valores de cobertura por clase entre Eigenfaces,
Eigenexpressions y la aproximación basada en máscaras, para un tamaño de
entrenamiento con w = 9
Los resultados en términos de valores de cobertura por clases entre los tres
métodos evaluados, Eigenfaces, Eigenexpressions y máscaras, se comparan en las
figuras 5.10, 5.11 y 5.12 para diferentes tamaños de w.
De modo similar al método propuesto por Eigenexpressions, donde éste su-
peraba de forma consistente y considerable al método estándar de Eigenfaces
en el reconocimiento de las emociones correspondientes a la Sorpresa, la Alegría
y el Asco, la aproximación mediante máscaras superó, en general, al método
estándar de Eigenfaces en el reconocimiento de la Sorpresa, el Asco y la Ira. Del
conjunto de estas cuatro expresiones detectadas con mayor precisión por ambos
métodos, Eigenexpressions presentó una tasa de aciertos superior con respecto a
la aproximación mediante máscaras en las expresiones de Sorpresa, con un 98%
de media en Eigenexpressions frente al 86% con máscaras; y al Asco con un
79% en Eigenexpressions de media frente al 71% con máscaras. Sin embargo, la
emoción Ira fue detectada, en todos los casos, con mayor precisión y de forma
más consistente con el método basado en máscaras, con una media de un 62%
frente a un 55–56% en Eigenexpressions y Eigenfaces.
Sobre el resto de emociones, los resultados no aportaron evidencias que demos-
traran que un método funcionara mejor con respecto a los otros dos. El Miedo
presentó unos resultados más estables en la aproximación basada en Eigenfaces
entre diferentes tamaños de entrenamiento w. Sin embargo la Tristeza mostró
grandes variaciones entre métodos y tamaños de entrenamiento, no pudiéndose
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Figura 5.11: Comparativa de los valores de cobertura por clase entre Eigenfaces,
Eigenexpressions y la aproximación basada en máscaras, para un tamaño de
entrenamiento con w = 14
concluir que uno de los métodos fuera más adecuado que el resto en la detección
de esta emoción.
Estos resultados sugieren, de nuevo, que una aproximación híbrida en el que
se empleen diversos métodos podría ofrecer tasas de acierto más elevadas que el
uso de aproximaciones individuales.
5.7. Conclusiones
El método propuesto y desarrollado en Eigenexpressions como aproximación
holística basada en la apariencia para el reconocimiento de expresiones faciales,
así como la extensión propuesta para la detección mediante máscaras faciales por
expresión, fueron evaluados sobre el elenco de imágenes contenidas en la base
de datos Cohn-Kanade+ y, en consecuencia, el reconocimiento de la expresión
facial fue realizado sobre el conjunto de las seis emociones básicas contenidas
en la misma. No obstante, a pesar de que Eigenexpressions fue entrenado y
evaluado únicamente con estas seis emociones primarias, el sistema es fácilmente
extensible a cualquier conjunto de expresiones simplemente incluyendo en el
conjunto de etiquetas los nuevos descriptores para cada nueva emoción, aunque
el rendimiento del sistema tras la extensión de nuevas expresiones debería ser
analizado en cada contexto específico, debido a que diferentes condiciones podrían
presentar un potencial impacto en su rendimiento, como podría ser la distancia
entre los diferentes subespacios, al fundamentarse, tanto Eigenexpressions como
i
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Figura 5.12: Comparativa de los valores de cobertura por clase entre Eigenfaces,
Eigenexpressions y la aproximación basada en máscaras, para un tamaño de
entrenamiento con w = 17
su extensión mediante máscaras, en la construcción de un subespacio (eigenspace)
por expresión y en el uso de un clasificador cuya salida se basa en la distancia de
la muestra a cada uno de estos subespacios.
Con Eigenexpressions, así como con su extensión basada en máscaras faciales
por expresión, se logró una mejora substancial con respecto al método estándar
Eigenfaces para el reconocimiento de expresiones faciales, usando para ello el
cálculo de la distancia euclídea a cada subespacio. No obstante, el uso de funciones
alternativas para el cálculo de las distancias y su evaluación son objetivos a abordar
en el futuro.
Por otro lado, un mayor número de muestras disponibles en la fase de entrena-
miento podría aportar, previsiblemente, potenciales beneficios adicionales. Este es-
cenario permitiría dividir el conjunto de entrenamiento X = {(xi, li)|i = 1, . . . , p}
en dos conjuntos disjuntos X1 = {(xi, li)|i = 1, . . . , g} y X2 = {(xi, li)|i =
g + 1, . . . , p}, usando cada uno de ellos en cada una de las dos etapas del proceso
de entrenamiento, minimizando, de esta forma, el problema de superposición de
información, ya que, de modo similar a como sucede con el método de Eigenfaces,
es necesario considerar el hecho de que las distancias en los “face spaces” no son
exclusivas a la expresión, sino que tanto la similitud de la cara como la de la
expresión facial pueden contribuir en la función del cálculo de la distancia. Una
solución a este problema consistiría en la substracción de la expresión neutral a
todas las muestras de los conjuntos de entrenamiento y de test con el objetivo de
eliminar dependencias entre sujetos. Sin embargo, esta estrategia sólo es posible si
i
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el sujeto ha sido previamente identificado y se dispone de su expresión neutral, lo
que no siempre es factible.
Aunque la base de datos empleada en la evaluación de Eigenexpressions, así
como su extensión mediante máscaras, contiene imágenes tomadas bajo similares
condiciones lumínicas, es importante considerar que los métodos de reducción
basados en PCA, como el utilizado en Eigenexpressions y en su extensión median-
te máscaras, son altamente sensibles a cambios en la iluminación de la escena,
circunstancia que podría reducir drásticamente el rendimiento global del sistema
de reconocimiento. Aunque, en este sentido, se ha intentado reducir el impacto
de la variación lumínica mediante la ecualización del histograma, otras posibles
soluciones alternativas podrían explorarse en el futuro. En cualquier caso, es
previsible que el uso de otros conjuntos de entrenamiento tomados bajo diferentes
condiciones lumínicas tenga un efecto similar al método de construcción de subes-
pacios lineales tridimensionales, como se describe en [22]; esto podría reducir la
sensibilidad del método, como por ejemplo frente a cambios en la dirección de la
luz.
A pesar de los resultados positivos obtenidos con las aproximaciones propuestas
en este capítulo, el reconocimiento de expresiones faciales en humanos sigue siendo
una tara compleja y no exenta de imprecisiones. Por ello, es factible considerar
que su precisión podría ser mejorada si para el análisis se hubiera podido disponer
de varias fuentes de información simultáneas, como por ejemplo características
geométricas faciales, seguimiento de ojos, análisis de la voz, de la postura o
de señales fisiológicas. En esta dirección, algunos sistemas de detección afectiva
multimodal analizan simultáneamente tres o más fuentes de información [32].
En resumen, la simplicidad del método expuesto en Eigenexpressions y, por
analogía, en su extensión mediante máscaras de expresión facial, hace que el
sistema sea adecuado tanto para su aplicación de forma aislada como clasificador
de expresiones, como en aproximaciones multimodales donde podrían aportar
información sobre la expresión facial detectada y ser usados como fuentes de
información complementarias junto a otros métodos basados en características
diferentes [31, 32]. Adicionalmente, las substanciales diferencias existentes entre los
resultados obtenidos por el método estándar de Eigenfaces, por Eigenexpressions
y por su extensión mediante máscaras, sugieren que los tres métodos podrían
ser considerados como fuentes de información quasi independientes, aspecto que
abre la posibilidad a la combinación de estas aproximaciones para que, de forma
























En este último capítulo sobre aportaciones en el área de la
detección emocional, se describirá el análisis de información
de carácter fisiológico realizado a través de la selección y
extracción de características sobre el conjunto de señales
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Diversos estudios aseveran que la actividad fisiológica del sujeto puede tener
un impacto significativo en su estado afectivo [159]. Mediciones y características
extraídas de señales biológicas como la variabilidad del pulso cardíaco (HRV),
la respuesta galvánica de la piel (GSR), la temperatura corporal, los patrones
de respiración o las bandas de las señales EEG, han demostrado que existen
correlaciones con el estado emocional [106, 148, 123, 125, 186, 95, 94].
En contraposición a los métodos y fuentes de información empleados en los
capítulos anteriores para la detección de la expresión facial del usuario y predicción
del correspondiente estado afectivo, con el propósito de explorar las posibilidades
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estado afectivo subyacente, en este capítulo se describirá el análisis realizado sobre
un conjunto de señales fisiológicas procedentes de electroencefalografía (EEG) con
el mismo objetivo: la predicción del estado afectivo del usuario.
No obstante, es importante destacar que mientras las aproximaciones basadas
en técnicas de visión artificial, como las empleadas los capítulos 4 y 5 son poco
intrusivas para el usuario y razonablemente económicas, las técnicas basadas
en la captura y análisis de señales fisiológicas suelen ser lo contrario: altamente
intrusivas y dependientes de instrumental costoso y de precisión.
Como sucede en cualquier proyecto o sistema que desee evaluar el estado
afectivo de un usuario, un requisito indispensable es disponer de un corpus para
poder entrenar y evaluar el rendimiento de la implementación llevada a cabo. En el
ámbito de las bases de datos públicas que incorporan señales fisiológicas anotadas
con su correspondiente estado afectivo destacan MAHNOB-HCI [169], DEAP
(Database for Emotion Analysis using Physiological Signals) [97], EMDB (Emotio-
nal Movie Database) [34] y, más recientemente, DECAF (Multimodal Dataset for
Decoding Aﬀective Physiological Responses) [1]. Se escogió MAHNOB-HCI por
ser, en la fecha de realización de este estudio (2011), una de las que aportaba un
mayor número de canales de información así como de sujetos participantes.
De forma previa a la descripción del trabajo realizado para la selección y
extracción de características fisiológicas basadas en señales procedentes de EEG,
su clasificación y posterior evaluación de los resultados, se procederá con la
descripción de la base de datos empleada para la extracción y construcción del
conjunto de datos que pudieran resultar relevantes para un sistema de predicción
del estado afectivo de un usuario: MAHNOB-HCI.
6.1. Análisis de la base de datos MAHNOB-HCI
MAHNOB-HCI [169] es una base de datos multimodal que contiene los registros
de la respuesta afectiva y espontánea de sujetos expuestos a diferentes estímulos
de carácter emocional a través de fragmentos de películas y grabaciones de vídeo,
convenientemente etiquetados por sus participantes tras la visualización del estí-
mulo. La base de datos, disponible de forma gratuita para la comunidad académica
interesada en áreas de investigación como puede ser la relativa a la computación
afectiva, la psicológica o la publicitaria, entre otras, proporciona información de
cinco fuentes plenamente sincronizadas: vídeos de la cara y del cuerpo tomados
desde diferentes ángulos, señales de audio, datos sobre el seguimiento de los ojos
y señales fisiológicas del sistema nervioso periférico y central.
El corpus reúne datos de 27 participantes, de los cuales 11 son hombres y
16 mujeres. Los estados afectivos recogidos son: Neutral, Ansiedad, Diversión,
Tristeza, Alegría, Asco, Ira, Sorpresa y Miedo. En la tabla 6.1 se detallan las
emociones reportadas por los sujetos participantes a través de la visualización de
20 fragmentos de vídeo reproducidos de modo aleatorio y el número de muestras
disponibles en cada una de estas categorías.
Las señales grabadas y entregadas en MAHNOB-HCI son:
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1. Grabaciones de las expresiones faciales y las posturas corporales adoptadas,
tomadas con 6 cámaras a una velocidad de 60 fotogramas por segundo y a
una resolución de 780 x 580 píxeles. Únicamente la cara frontal fue grabada
con una cámara en color. Las cinco restantes fueron recogidas en blanco y
negro. Las tomas fueron realizadas desde distintos ángulos: frontal, parte
superior de la pantalla, lateral inferior izquierdo, lateral inferior derecho,
perfil y con un objetivo angular desde la parte superior de la pantalla para
la captura de la cara, el torso y los brazos.
2. Información del seguimiento ocular de los usuarios mientras visionaban los
vídeos. En concreto 24 características sobre las coordenadas de los ojos,
tomadas a una velocidad de 60 Hz proyectadas sobre una matriz de resolución
1280 x 800 píxeles; 6 características sobre el diámetro de la pupila; 4 sobre
la distancia de los ojos al sensor y 4 sobre el parpadeo.
3. Grabaciones de audio, compuestas principalmente de interjecciones o risas
espontáneas de los participantes como respuesta a los estímulos visuales,
pero de poca utilidad por la escasa información capturada. Los ficheros de
audio se componen de dos canales capturados a 44.1 kHz: el primero (o canal
izquierdo en una señal interpretada como estereofónica) contiene la señal de
audio de los posibles ruidos ambientales y del sonido del vídeo usado como
estímulo; el segundo canal (o canal derecho) contiene el audio generado por
el usuario participante capturado a través de un micrófono acoplado a su
cabeza.
4. Señales fisiológicas del sistema nervioso central, compuestas por 32 canales
de EEG capturados con el casco Biosemi active II system1 a una velocidad
de 256 Hz, registradas mediante electrodos activos AgCl ubicados de acuerdo
al sistema internacional 10-20 [24]. La disposición de los 32 electrodos a lo
largo del casco se muestra en la figura 6.1.
5. Señales fisiológicas del sistema nervioso periférico: ECG, GSR, amplitud
de la respiración y temperatura de la piel, capturadas con un dispositivo
Biosemi active II system a una velocidad 1.024 Hz y muestreadas a 256 Hz.
La información del ECG fue capturada mediante tres sensores colocados
en el pecho del participante. Los datos sobre GSR fueron tomados con dos
electrodos colocados en la falange distal de los dedos índice y corazón. La
amplitud de la respiración mediante un cinturón de respiración colocado
en el abdomen del participante. Por último, la temperatura de la piel se
registró con la colocación de un sensor de temperatura en el dedo meñique.
Las señales fisiológicas se proporcionan de forma conjunta en 47 canales en el
formato proporcionado por el dispositivo Biosemi (formato BDF, Biosemi Data
Format en inglés), que es fácilmente legible con herramientas como MATLAB y




























Tabla 6.1: Emociones y estados recogidos en MAHNOB-HCI
descrito en la tabla 6.2. En las figuras 6.2 y 6.3 se muestran dos capturas de
pantalla de las posibilidades para el tratamiento de las señales EEG ofrecidas por
MATLAB y EEGLAB conjuntamente.
Todas las señales registradas en los ficheros BDF incluyen 30 segundos antes y
30 después de la visualización del estímulo y, según lo establecido por la metodología
de grabación de Biosemi, no fueron grabadas tomando con referencia un electrodo
concreto, por lo que para su tratamiento fue necesario realizar una referencia
previa de las señales, como por ejemplo una referencia a la media.
Canal Descripción de la señal Unidad física
1-32 Señales capturadas por los 32 electrodos delEEG microvoltios
33-35 Información del ECG microvoltios
36-40 Sin uso -
41 Información GSR ohmios
42-44 Sin uso -
45 Información de la amplitud de la respiración microvoltios
46 Información de la temperatura de la piel grados centígrados
47 Información de estado valores enteros
Tabla 6.2: Estructura de los datos fisiológicos contenidos en los ficheros BDF de
MAHNOB-HCI
6.2. Selección y extracción de características
EEG
A los sujetos participantes en la creación del corpus se les pidió que tras la
visualización del vídeo estímulo lo etiquetaran de acuerdo a su propia percepción.
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Figura 6.1: Posicionamiento de los 32 electrodos en el casco BIOSEMI según el
estándar internacional 10-20
En concreto se les solicitó respuesta a cinco preguntas: etiqueta emocional y valores
para la Activación, Valencia, Dominancia y predictibilidad.
Las posibles etiquetas emocionales podían pertenecer a una de las siguientes
clases: Neutral, Ansiedad, Diversión, Tristeza, Alegría, Asco, Ira, Sorpresa y Miedo,
codificadas mediante un valor entero.
Las otras cuatro preguntas se valoraron mediante una escala de valores enteros
en el rango 1-9, correspondiendo para la Activación el valor 1 para una percepción
de calma o pasividad y el valor 9 para una sensación de actividad máxima o
excitación; para la Valencia un valor 1 para una percepción no placentera y un
valor 9 para una completamente placentera; para la Dominancia un valor 1 para
una sensación en la que no se tiene el control y un valor 9 para una sensación
de pleno control; para la predictibilidad un valor 1 para la percepción de que la
secuencia de eventos visionados fue impredecible o sorprendente y un valor 9 si
fue completamente predecible.
Esta información reportada por los participantes se encuentra almacenada en
ficheros XML para cada una de las sesiones grabadas. Para la selección de los datos
a considerar se examinaron los ficheros session.xml, seleccionándose únicamente
aquellos sujetos que tenían todos sus atributos afectivos completos y que, además,
i
i






90 6.2. SELECCIÓN Y EXTRACCIÓN DE CARACTERÍSTICAS EEG
Figura 6.2: Ejemplo de una muestra de las señales correspondientes a los 32
electrodos del EEG procesados con MATLAB y EEGLAB
pertenecían al experimento de tipo “emotion elicitation”.
Para el tratamiento y posterior clasificación de las señales EEG, debido a la
gran cantidad de información que una muestra obtenida a una velocidad de 256
Hz contiene, aspecto que haría intratable su posterior procesado, se procedió a la
obtención de unas características basadas en la energía que describieran los datos
consistentemente. Para ello se obtuvo el cálculo de los logaritmos de la potencia
espectral para las bandas de frecuencia ✓ (entre 4 y 8 Hz), ↵ (entre 8 y 12 Hz),
↵ lenta (entre 8 y 10 Hz),   (entre 12 y 30 Hz) y   (superiores a 30 Hz), para
cada uno de los 32 electrodos. Las ondas  , con rango de frecuencia inferior a los
4 Hz no se consideraron por estar relacionadas con estados de sueño profundo no
relevantes para el estudio.
De modo similar, también se obtuvieron características basadas en la diferencia
de potencia espectral para cada una de las 14 parejas simétricas de electrodos
ubicados en cada hemisferio en las bandas ✓, ↵,   y  , con el objetivo de medir
posibles simetrías o asimetrías en la actividad cerebral durante la percepción de
los diferentes estímulos [174, 48].
En total se obtuvieron 216 características basadas en la potencia espectral de
las señales EEG. Estas características son algunas de las habitualmente empleadas
en el análisis de señales EEG [169, 112, 101, 194].
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Figura 6.3: Ejemplo de visualización de la actividad de cada uno de los 32 electrodos
del EEG como valores del logaritmo de la potencia espectral y de la frecuencia
6.3. Clasificación y análisis de resultados
A partir del conjunto de muestras y emociones detallado en la tabla 6.1 y de las
características obtenidas para las señales EEG descritas en el apartado anterior, en
una primera aproximación se evaluaron diferentes esquemas de clasificación para
las 9 clases de emociones disponibles en la base de datos. Para ello, con el objetivo
de reducir posibles diferencias entre sujetos, las características de cada muestra
fueron normalizadas en el rango de valores [0, 1], substrayendo el valor mínimo
del conjunto de valores de una característica dada para un sujeto determinado y
dividiéndola por la diferencia de sus valores máximo y mínimo.
No se obtuvieron resultados relevantes en los métodos de clasificación aplicados:
SVM, K-NN, LMT, C4.5 o perceptrón multicapa, entre otros, debido a que mientras
algunas de las 9 emociones eran clasificadas con gran precisión, otras presentaban
un rendimiento inferior al de un clasificador simplemente aleatorio. En la tabla
6.3 se muestra un resumen de algunos de los algoritmos de clasificación aplicados
y la cobertura media alcanzada en el reconocimiento de las 9 emociones recogidas
en MAHNOB-HCI. En ella se observa que el algoritmo que presentó una tasa
de acierto mayor fue LMT, con una cobertura media de un 22,95% (valor-F =
0,19), que supone una tasa de acierto del doble que la obtenida con un clasificador
completamente aleatorio. Adicionalmente, de las matrices de confusión obtenidas
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por cada uno de los clasificadores, las emociones que mejor ratio de clasificación
media presentaron fueron las correspondientes a las emociones Neutral, Alegría y
Diversión, que coinciden con las clases que mayor número de muestras disponen.
Las tasas de de acierto para estas tres emociones frente al resto (valor-F entre
paréntesis) se muestran en la tabla 6.4.
El entrenamiento y la evaluación de los clasificadores se realizó mediante la
aplicación de una estrategia de validación cruzada sobre el conjunto total de
536 muestras, utilizando en cada una de las 536 iteraciones de entrenamiento
/ validación una única muestra como test y el resto como conjunto de entrena-
miento (estrategia leave-one-out cross-validation), obteniendo la precisión de la
clasificación como la media aritmética de cada una de las iteraciones.





Perceptrón multicapa 17,54% 0,17
Aleatorio 11,11% 0,11
Tabla 6.3: Resultados obtenidos mediante diferentes estrategias de clasificación
para las 9 emociones recogidas en MAHNOB-HCI
Clasificador Neutral Alegría Diversión
SVM 64,90% (F=0,37) 20,50% (F=0,23) 28,00% (F=0,23)
K-NN 47,70% (F=0,34) 20,50% (F=0,20) 21,00% (F=0,22)
LMT 58,60% (F=0,39) 22,70% (F=0,22) 27,00% (F=0,24)
C4.5 39,60% (F=0,28) 11,40% (F=0,27) 15,00% (F=0,18)
Perceptrón
multicapa 26,70% (F=0,32) 16,10% (F=0,13) 23,10% (F=0,18)
Tabla 6.4: Cobertura media obtenida (valor-F entre paréntesis) en la clasificación
de las emociones Neutral, Alegría y Diversión para MAHNOB-HCI
Alternativamente, se realizó una selección de características mediante un test
ANOVA simple tomando como variable independiente la clase y descartando las
no significativas con p > 0, 05, quedando como resultado del test únicamente
16 características. Sobre estas características se aplicaron los mismos algoritmos
de clasificación para la detección de las 9 emociones que en el caso anterior con
similares resultados. En la tabla 6.5 se muestran los resultados de la clasificación
sobre la selección de características anteriormente descritas. En este caso, el
clasificador que presentó un rendimiento ligeramente superior fue el Perceptrón
multicapa, con una cobertura media de un 24,30% (valor-F = 0,19). En cuanto
a las emociones clasificadas con mayor tasa de acierto, al igual que en el caso
anterior, Neutral, Alegría y Diversión fueron las emociones que destacaron frente
a las seis restantes.
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Perceptrón multicapa 24,30% 0,19
Aleatorio 11,11% 0,11
Tabla 6.5: Resultados en la clasificación de las 9 emociones recogidas en MAHNOB-
HCI tras realizar una selección de características mediante un test ANOVA
A la vista de los resultados mostrados en las tablas 6.3, y 6.5 y de modo
equivalente a como se realizó en la experimentación llevada a cabo por los creadores
de MAHNOB-HCI [169], se decidió agrupar las 9 emociones sobre dos dimensiones
afectivas: Activación y Valencia, con el objetivo de evaluar diferentes esquemas
de clasificación. La distribución de las emociones en cada una de estas clases se





Relajación Neutral, Asco, Tristeza 236
Media Alegría, Diversión 188
Excitación Ira, Miedo, Sorpresa, Ansiedad 112
TOTAL 536






Negativa Ira, Asco, Miedo, Tristeza, Ansiedad 211
Neutral Neutral, Sorpresa 137
Positiva Alegría, Diversión 188
TOTAL 536
Tabla 6.7: Distribución de las 9 emociones de MAHNOB-HCI en tres clases de
Valencia
Para la clasificación de las muestras en las tres clases de Activación (Relajación,
Media y Excitación) y las tres de Valencia (Negativa, Neutral y Positiva) se
aplicaron los mismos esquemas de clasificación que los empleados anteriormente
en la predicción del conjunto total de emociones: SVM, K-NN, LMT, C4.5 y
perceptrón multicapa. En la tabla 6.8 se muestra el rendimiento de cada clasificador
para ambas dimensiones afectivas. Todas las experimentaciones fueron realizadas
siguiendo una estrategia de tipo test leave-one out cross-validation. En este caso,
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los dos métodos de clasificación que reportaron mejores resultados fueron SVM y
LMT, con tasas de aciertos medias del 48% para la Activación y del 47% para la
Valencia.
Clasificador Activación Valencia
SVM 48,13% (F=0,46) 47,20% (F=0,47)
K-NN 45,15% (F=0,40) 39,40% (F=0,39)
LMT 47,95% (F=0,47) 47,01% (F=0,46)
C4.5 40,70% (F=0,40) 41,04% (F=0,40)
Perceptrón multicapa 41,04% (F=0,40) 38,00% (F=0,38)
Aleatorio 33,33% (F=0,33) 33,33% (F=0,33)
Tabla 6.8: Resultados de la cobertura media en la clasificación de las 9 emociones
de MAHNOB-HCI sobre las dimensiones de Activación y Valencia
Del mismo modo a como se procedió anteriormente, sobre las muestras agru-
padas en las dos dimensiones afectivas se realizó una selección de características
mediante un test ANOVA simple, tomando como variable independiente la clase
y descartando las no significativas con p > 0, 05, quedando como resultado del
test únicamente 27 características para la Activación y 21 para la Valencia. Sobre
estas características se aplicaron los mismos algoritmos de clasificación con los
resultados que se muestran en la tabla 6.9. En ella se observa que las coberturas
medias alcanzadas son similares a las obtenidas previamente sin ningún tipo de
selección de características, lo que contrasta con los resultados obtenidos por los
creadores de la base de datos [169], donde se reportan tasas medias de aciertos
de un 52,4% (F=0.42) y de un 57,0% (F=0,56) para la Activación y la Valencia,
respectivamente.
Clasificador Activación Valencia
SVM 46,30% (F=0,43) 47,40% (F=0,46)
K-NN 45,15% (F=0,45) 42,53% (F=0,41)
LMT 48,32% (F=0,43) 47,40% (F=0,45)
C4.5 41,05% (F=0,40) 42,53% (F=0,40)
Perceptrón multicapa 45,52% (F=0,42) 43,10% (F=0,37)
Aleatorio 33,33% (F=0,33) 33,33% (F=0,33)
Tabla 6.9: Resultados de la cobertura media en la clasificación de las 9 emociones
de MAHNOB-HCI sobre las dimensiones afectivas de Activación y Valencia tras
realizar una selección de características mediante un test ANOVA
Como alternativa, se buscó un enfoque de clasificación diferente basado en la
cuantificación de las emociones sobre las dimensiones de Valencia y Activación,
similar al trabajo realizado por Johnny Fontaine [70]. Este estudio, enmarcado
dentro del proyecto GRID3 de investigación internacional en el ámbito de las
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total de 24 emociones. El modelo describe 4 dimensiones (Valencia, Potencia,
Activación y Novedad) y se fundamenta en un total de 142 características emotivas
basadas, a su vez, en 5 componentes emocionales que preparan al organismo a
reaccionar adaptativamente ante un evento. Estos componentes son: 1) Estimación
de las emociones: 2) Reacciones corporales; 3) Expresiones (vocales, faciales y
gestuales); 4) Tendencias de acción; y 5) Sentimientos. Las características fueron
valoradas mediante cuestionarios GRID traducidos a más de 20 idiomas, mediante
los cuales se les solicitó a los sujetos participantes que asignaran en una escala de
1 a 9 en qué medida cada característica emotiva podría ajustarse a una emoción
particular en su contexto lingüístico y cultural. La escala de valores usados en el
cuestionario fue: a) Completamente improbable: 1-3; b) Ni improbable, ni probable:
4-7; c) Altamente probable: 8-9.
A través de los datos recogidos mediante los cuestionarios GRID y mediante
técnicas de análisis factorial con rotación VARIMAX, se establecieron las relaciones
entre las dimensiones de Valencia, Potencia, Activación y Novedad, cuantificándose
numéricamente las emociones sobre cada una de estas dimensiones [70]. En la
figura 6.4 se presenta la relación entre la dimensión de la Valencia y la Activación,
mientras que en la tabla 6.10 se relacionan los valores medios en ambas dimensiones
para las 9 emociones recogidas en MAHNOB-HCI. A la tabla original de valores
medios se le ha añadido la expresión Neutral y se ha asimilado la emoción Diversión








Placer (Diversión) 1,53 0,05
Tristeza -0,51 -1,46
Sorpresa 0,18 0,55
Tabla 6.10: Valores medios obtenidos mediante análisis factorial con rotación
VARIMAX en las dimensiones de Valencia y Activación y adaptación para las 9
emociones recogidas en MAHNOB-HCI
Con el conjunto de valores medios definidos para cada emoción y dimensión
y después de evaluar el rendimiento de diversos esquemas de clasificación valo-
rando aquellos que minimizaban la raíz del error cuadrático medio (RMSE),
se implementaron dos clasificadores de tipo SVR con kernel radial (RBF con
parámetros C = 10 y G = 0, 01 y error RMSE = 0, 96) para intentar clasificar las
señales EEG en las dimensiones de Valencia y Activación. El propósito de estos
clasificadores fue predecir el valor numérico de la emoción sobre cada dimensión
afectiva (valores del eje de abscisas para la Valencia y del eje de ordenadas para la
Activación de la figura 6.4), para posteriormente combinar sus resultados de modo
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Figura 6.4: Representación de las 24 emociones recogidas en el proyecto GRID
sobre las dimensiones de la Valencia y la Activación (fuente Johnny Fontaine
2013 )
que se pudiera predecir la emoción real en función de los valores proporcionados
por el proyecto GRID detallados anteriormente en la tabla 6.10.
Los clasificadores implementados (SVM, K-NN, LMT, J48 y Percetrón multi-
capa) no pudieron determinar con precisión las emociones subyacentes a partir de
las señales EEG contenidas en MAHNOB-HCI. En la figura 6.5 se visualizan las
536 muestras EEG por emoción tras la predicción realizada con la SVR sobre los
valores GRID de cada muestra sobre las dimensiones de Valencia y Activación. En
el gráfico se observa que la mayor parte de las muestras se encontraban concentra-
das en torno al eje de coordenadas (emoción Neutral). El resto de las muestras
que aparecen dispersas por el gráfico se encuentran entremezcladas, motivo por el
que no posible clasificar las señales EEG mediante la aproximación basada en la
cuantificación de las emociones sobre las dimensiones de Valencia y Activación,
según los datos proporcionados por el proyecto GRID.
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Figura 6.5: Distribución de las muestras EEG de MAHNOB-HCI cuantificadas
con los valores del proyecto GRID y clasificadas mediante SVR
6.4. Conclusiones
Las señales fisiológicas, así como la combinación de varias de ellas, pueden
aportar valiosa información sobre el estado afectivo del sujeto. Sin embargo, la
alta variación de estas señales entre individuos hace que resulten complejas de
analizar y clasificar mediante patrones que puedan definir de forma precisa el
estado afectivo de la persona. Tomando en consideración que los datos incluidos
en MAHNOB-HCI fueron recogidos en un entorno controlado de laboratorio y
que las diferentes estrategias de clasificación probadas sobre las señales EEG no
fueron capaces de obtener una alta precisión, es de esperar que en un entorno no
controlado, donde probablemente la información capturada sea de peor calidad, la
detección de patrones afectivos se torne más compleja e imprecisa.
Por otro lado, la obtención de gran parte de las señales fisiológicas analizadas
en este apartado requiere para su captura dispositivos costosos, precisos y de
difícil calibración, pero sobre todo altamente intrusivos para el usuario, lo que
supone que en ciertos entornos no resulte posible ni adecuado su uso. No obstante,
recientemente están emergiendo prendas y objetos de uso cotidiano (wearables en
inglés) capaces de monitorizar algunos parámetros de la actividad fisiológica de
una persona de un modo muy poco intrusivo. Objetos como pulseras o relojes
que miden el pulso cardíaco, la temperatura o la presión sanguínea o camisetas
que incorporan sensores en su cuerpo y que se integran de forma inalámbrica con
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teléfonos inteligentes u ordenadores personales, pueden abrir nuevos horizontes
en el campo de la computación afectiva mediante el análisis de características
fisiológicas de larga duración que permitan la detección de patrones y, por ende,
de ciertos estados afectivos del sujeto que los viste.
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Aportaciones en la mejora
instruccional
Los STI son ampliamente usados en contextos educativos [77, 66]. Uno de sus
retos se encuentra relacionado con el nivel de ayuda más adecuado que debe ser
proporcionado al estudiante, no sólo para conseguir sus metas, sino también para
mantenerlo en un estado afectivo que le permita mejorar su aprendizaje según los
objetivos propuestos por el STI [52].
En este contexto, en el siguiente capítulo se detallará la aportación realizada
en el ámbito de la computación afectiva al dotar a un STI con la capacidad para
la valoración del estado afectivo del usuario, con el objetivo de proporcionar al
sistema información adicional para la decisión del nivel de ayuda más adecuado a
proveer al alumno durante su interacción con el mismo.
El objetivo es demostrar la hipótesis de que es posible intervenir en el estado
afectivo del usuario mediante la aplicación de técnicas instruccionales que tomen
en consideración las valoraciones del estudiante sobre las dimensiones de la Domi-
nancia, la Valencia y la Activación, ajustando la respuesta del STI de modo que
ésta influya en su estado afectivo y, previsiblemente, en su rendimiento final.
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afectivo a un STI
               
Resumen
En este capítulo se describirá el método seguido para dotar de
soporte afectivo a un STI para el aprendizaje de la aritmética
y el álgebra lineal, denominado HBPS, mediante una apro-
ximación de tipo sensor-free, con el propósito de ajustar la
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Uno de los grandes retos de los STI se encuentra relacionado con el nivel de
ayuda más adecuado que puede ser proporcionado al estudiante con el objetivo de
mejorar su motivación y, en consecuencia, su aprendizaje final [52]. En este sentido,
existe diversidad de criterios a favor y en contra de las técnicas instruccionales
utilizadas para guiar al alumno de forma progresiva hacia la mejora del aprendizaje
[79, 13].
Sin embargo, aunque en diversos estudios se reportan sólidas evidencias de
que el estado emocional del estudiante puede tener un impacto significativo en











existentes no han tomado en consideración este hecho, concentrando sus esfuerzos
exclusivamente en la maximización del conocimiento adquirido por el estudiante,
sin valorar el impacto que pueden suponer las decisiones de carácter instruccional
en las variables afectivas del usuario. No obstante, en los últimos años ha habido un
interés creciente en esta dirección con la incorporación de mecanismos de soporte
afectivo de baja intrusividad [192, 32, 9, 55], analizando señales procedentes de
la voz [122, 80], la postura [50, 74] o de expresiones faciales [170, 42] o, incluso,
mediante otros mecanismos más intrusivos que utilizan información fisiológica
procedente de señales EEG [170, 6, 96].
Con el objetivo de poder demostrar la hipótesis de que es posible ajustar la
respuesta del STI para que ésta influya en el estado afectivo del usuario, a lo largo
de este capítulo se presentará la extensión realizada sobre HBPS (solucionador de
problemas basado en hipergrafos o Hypergraph Based Problem Solver en inglés)
[7] mediante el diseño e implementación de un módulo para la valoración del
estado afectivo del estudiante en función del nivel de ayuda proporcionado por
el sistema. Con esta extensión se pretende dotar al STI de capacidad para la
determinación del nivel más apropiado de ayuda a proveer al estudiante según su
modelo cognitivo, el contexto formativo y su estado afectivo subyacente.
Para la valoración del estado afectivo del usuario, se consideraron las variables
afectivas correspondientes a las dimensiones del modelo emocional propuesto por
Russell y Mehrabian [153, 127]. Este modelo, conocido comúnmente como modelo
PAD (acrónimo del inglés Pleasure-Arousal-Dominance), ha sido extensivamente
utilizado en la literatura relacionada con la detección del estado afectivo de un
usuario [97, 134]. El modelo sitúa todas las posibles emociones en un espacio
tridimensional definido por la Valencia, la Activación y la Dominancia. Los valores
de cada dimensión pueden ser medidos mediante la Escala Diferencial Semántica
(Semantic Diﬀerential Scale en inglés) [128] o con el uso de test SAM (Self-
Assessment Manikin en inglés) [27]. La Escala Semántica requiere realizar 18
valoraciones diferentes en una escala de 9 puntos, relacionadas con el modelo PAD
mediante un análisis de factores. Por el contrario, los test SAM tan solo requieren
tres valoraciones, también en una escala de 9 puntos, que pueden ser directamente
relacionadas con las tres dimensiones definidas en el modelo PAD, aspecto que
hace su uso más práctico.
El objetivo perseguido es intentar mantener al usuario en un estado afectivo
que favorezca su interés en los contenidos pedagógicos propuestos, determinando
para ello el nivel de ayuda más adecuado a proporcionar en cada momento, con
el propósito de influir en su estado afectivo y, de este modo, poder mejorar su
rendimiento.
El módulo se entrenó y se validó con la información recogida mediante experi-
mentaciones previas realizadas en entornos educativos reales con HBPS, recabando
información del estado afectivo del usuario en las dimensiones de Dominancia,
Activación y Valencia mediante el uso de test SAM.
En los siguientes apartados se introducirá, en primer lugar, los fundamentos
de HBPS para, posteriormente, formular y detallar la aproximación seguida para
dotar al STI de soporte afectivo para la determinación de las ayudas instruccionales
a proporcionar al estudiante durante su interacción con el sistema.
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7.1. Fundamentos de HBPS
HBPS [7] es un STI especialmente diseñado para paliar las dificultades con
las que frecuentemente suelen encontrarse los estudiantes cuando se inician en
el aprendizaje de problemas matemáticos descritos mediante enunciados y que,
básicamente, consisten en su traslación a una notación simbólica y su resolución
final.
El núcleo de HBPS se basa en la implementación de un motor de inferencia
y un mecanismo de representación del conocimiento, ambos fundamentados en
un lenguaje descriptivo basado en hipergrafos, así como en la idea del uso de
esquemas conceptuales para representar el conocimiento del estudiante. Su modelo
de usuario alberga información sobre el nivel de competencia en el uso de varios
esquemas conceptuales [121, 150], así como en la aplicación del método cartesiano
[145]. Esta información es usada por el STI para la adaptación de los mensajes de
ayuda instruccional facilitados en su interacción con el sistema en función de su
estado actual de conocimiento y del problema que se está resolviendo.
El enfoque de tutorización adoptado en HBPS se basa en una aproximación no
guiada, proporcionando al estudiante una mayor autonomía al permitirle definir
las cantidades que necesite en cada momento del desarrollo de la solución al
problema planteado, sin la imposición de ningún tipo de restricción en la búsqueda
del camino de resolución.
El propósito instruccional de HBPS es ayudar al estudiante durante la re-
solución de problemas matemáticos propuestos mediante enunciados verbales,
siguiendo un enfoque algebraico o aritmético (modo de trabajo configurable en
el STI), tomando como modelo de referencia resolutivo el método cartesiano
[67, 145]. De este modo, el problema puede ser descrito por una secuencia de
acciones ordenadas: 1) la asignación de n letras para la representación de las n
cantidades desconocidas; 2) la definición del resto de cantidades desconocidas
usando expresiones algebraicas o aritméticas cuando la estructura del problema lo
permite; 3) el establecimiento de un conjunto de n ecuaciones, partiendo de la
base de que las n cantidades pueden ser expresadas de formas diferentes; y 4) la
resolución del conjunto de las n ecuaciones.
HBPS permite al estudiante completa libertad en cuanto a la definición del
número de variables a definir, así como el camino de resolución escogido. No
obstante, el diseño de su interfaz gráfico de usuario (GUI o Graphical User
Interface en inglés) impone tres restricciones basadas en la aplicación del método
cartesiano en lo que se refiere a las posibles acciones que el usuario puede realizar:
1) asignar una variable a una cantidad; 2) expresar una cantidad desconocida
en términos de otras previamente definidas; y 3) definir ecuaciones relacionando
varias cantidades previamente definidas. Estas acciones son estratégicamente
secuenciadas en HBPS para fomentar una sistemática, estructurada y organizada
resolución del problema utilizando el método cartesiano.
Otras restricciones básicas que impone HBPS son: la necesidad de definir las
cantidades desconocidas antes de que puedan ser usadas en expresiones matemáti-
cas; y que las expresiones se limiten a relaciones ternarias, es decir a relaciones de
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sumas o productos de términos, permitiendo al estudiante simplificar relaciones
complejas en otras más triviales.
El diseño del GUI refleja estas intenciones metodológicas. En la figura 7.1 se
muestra una captura del interfaz gráfico de HBPS en un momento concreto de la
resolución de un problema. La parte inferior de esta pantalla se encuentra dividida
en dos secciones diferenciadas. La sección de la izquierda es la destinada a la
definición de nuevas cantidades mediante la introducción de una nueva letra o de
una expresión relacionada con cantidades anteriormente definidas. En el caso de
que el estudiante defina la nueva cantidad mediante la asignación de una letra,
también deberá asignar a dicha letra el significado de la variable, seleccionando
éste entre una lista de posibles valores. Estas posibles descripciones son extraídas
de una base de conocimiento, permitiendo al componente de dominio asignar
unívocamente la letra de la variable con la cantidad correcta.
Como se observa en la figura 7.1, el estudiante va construyendo las expresiones
usando un componente gráfico similar al de una calculadora, con botones para
cada uno de los posibles operadores aritméticos a utilizar, así como otros botones
para cada una de las cantidades previamente definidas por el mismo. En el caso
de que la expresión definida sea correcta, se infiere la cantidad que la representa y
se asigna automáticamente una descripción textual a la expresión.
Figura 7.1: Interfaz gráfico de HBPS
La sección de la derecha de la pantalla es donde el alumno puede construir
ecuaciones mediante el uso de un sistema de botones similar, también en este
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caso, al de una calculadora. Sus botones contienen los mismos elementos que los
del panel de la izquierda, a excepción de la incorporación del botón de igualdad
utilizado, en este bloque, para la asignación de cantidades o expresiones.
Con el fin de ayudar a identificar visualmente las cantidades definidas éstas
se muestran en el interior de una tabla situada en la parte superior del interfaz.
En ella se incluye el nombre asignado y su descripción asociada. De modo similar,
cada vez que el alumno define una nueva cantidad, ésta se añade a la tabla y se
crea un nuevo botón en ambos paneles que le permitirá usar la nueva variable
para definir otras adicionales o para usarla en la construcción de una ecuación
como parte del camino de resolución del problema. Adicionalmente, como medio
de ayuda al estudiante, se visualiza un mensaje emergente con la descripción de
la cantidad cada vez que el puntero del ratón se posiciona sobre el botón que la
identifica.
Las ayudas instruccionales adaptativas provistas por el HBPS se basan en
la información que se tiene de la competencia del estudiante en el uso de algún
esquema conceptual fundamental [121, 150]. Estos esquemas fundamentales se
sustentan en la comprensión de ciertos tipos de relaciones entre cantidades. En
general, los enunciados de los problemas raramente revelan estas relaciones de
forma explícita, sino que, por el contrario, deben inferirse desde los esquemas
conceptuales subyacentes en la situación descrita en el enunciado. Investigaciones
consolidadas sugieren que el éxito en la resolución de un problema se apoya
fuertemente en los esquemas conceptuales a los que una persona puede recurrir.
Por este motivo, la capacidad del estudiante en el uso de cada esquema conceptual
proporciona un gran nivel de conocimiento que puede ser explotado con el objetivo
de proveer ayudas personalizadas.
7.2. Diseño del núcleo afectivo del STI
A diferencia de otros trabajos [45, 53, 41, 155, 141, 140], el diseño del núcleo
para la valoración del estado afectivo del estudiante no se orientó a la construcción
de un detector emocional. La intención fue la creación de un módulo para la
valoración del estado afectivo del usuario en función de la ayuda provista al alumno
sobre las dimensiones afectivas de la Dominancia, la Valencia y la Activación, para
ser integrado en HBPS y prestarle soporte en la decisión de la ayuda instruccional
más adecuada a proporcionar al estudiante durante el proceso de resolución de
un problema, de acuerdo a la dimensión afectiva que en cada momento se desee
mejorar.
Dado que HBPS proporciona ayudas instruccionales personalizadas cada vez
que el sistema detecta que una intervención es requerida, ya sea de forma explícita
por el usuario o por un error cometido durante la resolución de un problema, no
se consideró conveniente evaluar el impacto de un nivel concreto de ayuda con
información basada exclusivamente en la siguiente interacción del usuario con el
sistema, debido, principalmente, a los limitados efectos que una decisión tendría
sobre una acción individual. Por este motivo, el STI se configuró para que el nivel
de ayuda a proporcionar al alumno según su modelo de usuario, la dificultad del
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problema a resolver y su estado afectivo, se fijara al inicio de la carga del problema
y se mantuviera constante durante todo el proceso de resolución. De esta forma
resultaría posible evaluar el impacto del nivel de ayuda proporcionado mediante
la comparación de su estado previo antes de iniciar el problema y su estado final
tras la resolución del mismo.
El módulo de valoración del nivel de ayuda óptimo se creó con el propósito
de mejorar las dimensiones afectivas del alumno mediante la aplicación de dos
estrategias de maximización Mi diferenciadas: Dominancia (M1); Valencia y
Activación conjuntamente (M2).
La elección de estas estrategias no fue arbitraria; ambas se encuentran rela-
cionadas con potenciales ganancias en el aprendizaje. Por un lado, los resultados
reportados en [27] demuestran que la dimensión de la Dominancia explica la mayor
parte de la varianza del par “guiado-autónomo” de la Escala Diferencial Semántica.
Esto significa que una estrategia que persiga la maximización de la Dominancia
contribuirá al incremento de la autonomía del estudiante. Por otro lado, el in-
cremento individual de la Valencia (el placer) o la Activación (la excitación) no
necesariamente conduce a ganancias en el aprendizaje, mientras que su incremento
simultáneo se asocia con un mayor interés, motivación y compromiso.
A continuación, se formulará el problema de la determinación del nivel de
ayuda más adecuado a proporcionar al estudiante para una determinada ayuda y
contexto específico.
Para ello, consideremos un conjunto A de todas las posibles acciones instruc-
cionales en un contexto concreto y una estrategia de maximización específica M .
El nivel de consecución LM tras la realización de la ayuda instruccional a 2 A
puede expresarse como
LM = fM (a, contexto) (7.1)
donde fM es la función que se debe aprender y contexto el conjunto completo
de hechos que pueden afectar al valor de LM a posteriori, como puede ser la
dificultad del problema a resolver, el modelo de conocimiento del usuario, su
estado afectivo, etc. En la práctica el contexto suele modelarse como un vector
d -dimensional {c1, c2, . . . , cd}, convenientemente escogido para alcanzar un balance
entre la dimensionalidad de los datos y la suficiente precisión para la representación
de los hechos más relevantes. En este sentido, LM se aproximará como
LM ⇡ f 0M (a, c1, c2, . . . , cd) (7.2)
Una forma para conseguir aprender la función fM es mediante el uso de
técnicas de aprendizaje automático, utilizando, para ello, un número de muestras
de ejemplo convenientemente etiquetadas de la forma {a, c1, c2, . . . , cd} ! fM ,
que relacionan los parámetros de la función {a, c1, c2, . . . , cd} con una etiqueta o
valor que representa el nivel de consecución LM tras la aplicación de la estrategia
de maximización M . Estas muestras etiquetadas pueden obtenerse mediante el
desarrollo de sesiones experimentales diseñadas con el objetivo de la recopilación
de datos de entrenamiento. De este modo, el problema de estimar la función f 0M a
partir de las muestras de entrenamiento puede ser realizado mediante métodos
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tradicionales de clasificación o de regresión, dependiendo de si el objetivo de la
variable LM es categórico o continuo, respectivamente.
Una vez la función f 0M ha sido entrenada, la ayuda a que maximiza el nivel de




fM (a, c1, c2, . . . , cd) (7.3)
7.3. Construcción del núcleo afectivo del STI
Para la construcción del núcleo afectivo del STI e implementación de los
clasificadores que permitieran maximizar cada una de las estrategias Mi definidas
anteriormente, se llevó a cabo una experimentación previa con el propósito de
recabar un conjunto suficiente de datos que sirvieran para crear un sistema de
aprendizaje automático que proporcionara la información afectiva necesaria para
cada estrategia de maximización.
Para la experimentación se contó con una muestra de 48 estudiantes de quinto
curso de educación Primaria, con edades comprendidas entre los 10 y los 11 años.
Para su ejecución se diseñaron 10 problemas aritméticos con diferente grado de
dificultad. Estos problemas se plantearon secuencialmente y en el mismo orden
a todos los estudiantes. Para esta experimentación, HBPS se configuró para
operar con problemas aritméticos y para que estableciera un nivel de ayuda inicial
aleatorio para cada uno de los 10 problemas propuestos y para cada estudiante.
Se definieron 4 niveles de ayuda con diferente nivel de detalle, siendo el nivel 1 la
ayuda mínima facilitada para la acción en la que se encuentra incurso el alumno
y el nivel 4 la más descriptiva. No obstante, el estudiante dispuso de completa
libertad para solicitar al STI una nueva ayuda con un mayor nivel de detalle,
hasta alcanzar la ayuda máxima que proporciona una completa descripción de la
acción.
Este escenario experimental se puede describir de un modo más formal. Para
ello, consideremos un conjunto E = {e1, e2, . . . , e48} compuesto por los 48 estu-
diantes de la muestra; y una secuencia P = {p1, p2, . . . , p10} de 10 problemas que
tienen que resolver mediante HBPS. Cada vez que un estudiante eq 2 E completa
un problema pr 2 P , se almacena información de carácter afectivo sobre su estado
relativo a la Valencia, la Activación y la Dominancia {Veq,pr , Aeq,pr , Deq,pr}, así
como información sobre su rendimiento en la resolución del problema propuesto
(Seq , pr). La información afectiva se recogió a través de la autoevaluación del
alumno mediante formularios SAM tras la finalización de cada problema. En la
figura 7.2 se muestra el formulario utilizado para tal fin. El rendimiento del usuario
se estimó a partir de la proporción de acciones correctas que no requirieron ningún
tipo de ayuda durante la resolución del problema pr propuesto, ya que una acción
incorrecta suponía la provisión automática de una ayuda al estudiante.
La información recabada en la experimentación se empleó para la creación de
dos clasificadores diferentes para la evaluación de cada una de las estrategias de
maximizaciónMi descritas anteriormente, con el objetivo de entrenar las funciones
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Figura 7.2: Test SAM utilizado para capturar los estados afectivos de los estudiantes
f 0M1 y f
0
M2
que permitan al STI decidir el nivel de ayuda instruccional más
adecuado a proporcionar al estudiante en función de la estrategia de maximización
Mi establecida. Para ello, la información recolectada se usó para la construcción
de un conjunto de muestras de entrenamiento con la forma {a, c1, c2, c3}! LM ,
para cada posible combinación de estudiante y problema.
La ayuda a representa el nivel de concreción de la asistencia provista en un
rango de valores enteros entre 1 y 4, correspondiendo el valor 1 al mínimo nivel de
detalle a proporcionar al estudiante y el valor 4 al que mayor nivel de descripción
ofrece. Las variables c1, c2 y c3 representan la información de contexto de la
situación instruccional que puede influir en la selección del nivel óptimo de ayuda
a proveer. Estas variables contextuales se relacionan con la dificultad del problema
que el alumno está resolviendo en un momento dado y con su nivel actual de
competencia en la resolución de problemas aritméticos. En la tabla 7.1 se definen
estas tres variables.
La dificultad del problema actual, c1, se calcula como el rendimiento medio de
todos los participantes, estimando el rendimiento individual de cada estudiante
como la proporción de pasos de un problema resueltos sin ningún tipo de ayuda
instruccional. Por otro lado, con el objetivo de paliar posibles diferencias entre
la dificultad de los problemas, la competencia del estudiante se representa como
una combinación de las variables contextuales c2 y c3. La primera de ellas, c2,
representa su rendimiento en la resolución del problema anterior. La segunda, c3,
la dificultad media del problema anterior, basada ésta en el rendimiento medio de
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Competencia del usuario resolviendo problemas aritméticos









Tabla 7.1: Variables que definen el contexto para un estudiante particular eq 2 E
en la resolución de un problema concreto pr 2 P
todos los estudiantes.
El nivel de consecución LMi de una estrategia de maximizaciónMi se aproximó
mediante las reglas definidas en la tabla 7.2, donde D representa los valores de
Dominancia, V de Valencia y A de Activación. De este modo resultó posible medir
el efecto de la aplicación de una estrategia de maximización concreta a través de
la comparación de las valoraciones reportadas por el usuario en el test SAM antes
y después de resolver el problema.
Para tratar de minimizar las posibles diferencias de sensibilidad de los usuarios
en la valoración de las variaciones percibidas en su estado afectivo, éstas fueron
convertidas a un valor discreto dentro del conjunto {+1, 0, 1}, correspondiendo
el valor +1 a una variación positiva de la dimensión emocional evaluada en el test
SAM (Dominancia, Activación o Valencia),  1 a una variación negativa y 0 a
una neutral o desconocida. No obstante, únicamente las muestras que causaron
variaciones en el estado afectivo (valores +1 o  1) fueron consideradas para el
conjunto de entrenamiento, excluyéndose aquellas que no mostraron variación
alguna (valor 0). Esta selección de muestras hizo que la aproximación de la función
del nivel de consecución LMi se redujera a un problema de aprendizaje binario,
resuelto, en este caso, mediante máquinas de soporte vectorial (SVM) con kernel
radial y decisión probabilística, de forma que la salida de la SVM obtiene, en lugar
de una predicción basada en una única clase, una probabilidad de pertenencia a
cada una de las dos posibles clases {+1, 1}.
Es importante destacar que tanto las fórmulas definidas en la tabla 7.1 como
las reglas de la tabla 7.2 utilizan en sus cálculos valores y valoraciones relativas al
problema anterior (Deq,pr 1 , Veq,pr 1 y Aeq,pr 1). Esto supone que la información
del primer problema no será considerado para la formación del conjunto de
entrenamiento al no disponer de información previa. De modo similar, las muestras
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Estrategia Nivel de consecución de la estrategia de maximización
LM1 =
8>>>>>><>>>>>>:
+1 if Deq,pr > Deq,pr 1
 1 if Deq,pr < Deq,pr 1




+1 Si Veq,pr > Veq,pr 1 y
Aeq,pr > Aeq,pr 1
 1 Si Veq,pr < Veq,pr 1 y
Aeq,pr < Aeq,pr 1
0 en cualquier otro caso
M2
Tabla 7.2: Nivel de consecución de las estrategias descritas para un estudiante
particular eq 2 E en la resolución de un problema concreto pr 2 P
en las que no se prestó ningún tipo de ayuda instruccional al alumno tampoco
fueron consideradas debido a que el nivel de ayuda fijado para el problema resultó
irrelevante en estos casos. Estas consideraciones hicieron que el conjunto total de
muestras de entrenamiento disponibles se vieran reducidas a 234 para el caso de




Por otro lado, como se pudo apreciar en la tabla 7.1, la información relativa al
estado afectivo del usuario no forma parte del contexto. Esto supone que, una vez




un entorno de producción se podrá prescindir de los test SAM de autoevaluación,
debido a que las valoraciones afectivas del usuario únicamente se emplean en la
estimación de las funciones LM1 y LM2 que se pretenden predecir. Una vez que las
funciones f 0M1 y f
0
M2
han sido aproximadas mediante aprendizaje, la estimación
de las funciones LM1 y LM2 sólo necesitan la información de contexto {c1, c2, c3},
sin dependencia alguna sobre las variables afectivas consideradas.
Con todo ello, se crearon dos clasificadores para la evaluación del nivel de
consecución LMi para cada estrategia de maximización Mi. El clasificador para
la estrategia de maximización M1 (Dominancia) se entrenó con los datos de
entrada definidos en la tabla 7.3, mientras que el clasificador para M2 (Valencia y
Activación) lo hizo con los datos de la tabla 7.4.
La información de entrada necesaria en la fase de predicción se muestra en
la tabla 7.5. La salida de cada clasificador corresponde a la probabilidad de
pertenencia a cada una de las dos posibles clases {+1, 1} sobre la dimensión
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afectiva para la que se diseñó (Dominancia o Valencia y Activación) y para cada
posible nivel de ayuda a susceptible a proveer al alumno para el problema propuesto
por el STI. De este modo, la valoración del impacto afectivo que el establecimiento
de un determinado nivel de ayuda a puede suponer se realizará mediante la
ejecución del clasificador tantas veces como niveles de ayuda existan, variando
en cada ejecución el nivel de ayuda propuesto (variable proposed_help_level) y





















































a help_level Nivel de ayuda facilitado al usuario
c2
previous_skill Nivel de conocimiento adquirido por el usuario en el pro-
blema anterior, con valores en el intervalo [0,1]
previous_p_help_requests_per_step Porcentaje de ayudas solicitadas por paso en el problema
anterior
previous_p_steps_with_help Porcentaje de pasos con solicitud de ayuda realizadas en el
problema anterior
c3
avg_skill_previous_problem Nivel de conocimiento medio adquirido por todos los usua-
rios para el problema anterior
avg_p_help_requests_per_step_previous_problem Porcentaje medio de ayudas solicitadas en cada paso por
todos los usuarios para el problema anterior
avg_p_steps_with_help_previous_problem Porcentaje medio de pasos con solicitud de ayuda realizadas
por todos los usuarios para el problema anterior
c1
avg_skill_current_problem Nivel de conocimiento medio adquirido por todos los usua-
rios para el problema actual
avg_p_help_requests_per_step_current_problem Porcentaje medio de ayudas solicitadas en cada paso por
todos los usuarios para el problema actual
avg_p_steps_with_help_current_problem Porcentaje medio de pasos con solicitud de ayuda realizadas
por todos los usuarios para el problema actual
Etiqueta autonomy_change_binarized Cambio en la Dominancia reportada por el usuario tras la
realización del problema, con valores {-1, +1}




























































a help_level Nivel de ayuda facilitado al usuario
c2
previous_skill Nivel de conocimiento adquirido por el usuario en el pro-
blema anterior, con valores en el intervalo [0,1]
previous_p_help_requests_per_step Porcentaje de ayudas solicitadas por paso en el problema
anterior
previous_p_steps_with_help Porcentaje de pasos con solicitud de ayuda realizadas en el
problema anterior
c3
avg_skill_previous_problem Nivel de conocimiento medio adquirido por todos los usua-
rios para el problema anterior
avg_p_help_requests_per_step_previous_problem Porcentaje medio de ayudas solicitadas en cada paso por
todos los usuarios para el problema anterior
avg_p_steps_with_help_previous_problem Porcentaje medio de pasos con solicitud de ayuda realizadas
por todos los usuarios para el problema anterior
c1
avg_skill_current_problem Nivel de conocimiento medio adquirido por todos los usua-
rios para el problema actual
avg_p_help_requests_per_step_current_problem Porcentaje medio de ayudas solicitadas en cada paso por
todos los usuarios para el problema actual
avg_p_steps_with_help_current_problem Porcentaje medio de pasos con solicitud de ayuda realizadas
por todos los usuarios para el problema actual
Etiqueta valence_and_activation_change_binarized Cambios en la Valencia y en la Activación reportados por
el usuario tras la realización del problema, con valores {-1,
+1}





















































a proposed_help_level Nivel de ayuda evaluado por el STI
c2
previous_skill Nivel de conocimiento adquirido por el usuario en el pro-
blema anterior, con valores en el intervalo [0,1]
previous_p_help_requests_per_step Porcentaje de ayudas solicitadas por paso en el problema
anterior
previous_p_steps_with_help Porcentaje de pasos con solicitud de ayuda realizadas en el
problema anterior
c3
avg_skill_previous_problem Nivel de conocimiento medio adquirido por todos los usua-
rios para el problema anterior
avg_p_help_requests_per_step_previous_problem Porcentaje medio de ayudas solicitadas en cada paso por
todos los usuarios para el problema anterior
avg_p_steps_with_help_previous_problem Porcentaje medio de pasos con solicitud de ayuda realizadas
por todos los usuarios para el problema anterior
c1
avg_skill_current_problem Nivel de conocimiento medio adquirido por todos los usua-
rios para el problema actual
avg_p_help_requests_per_step_current_problem Porcentaje medio de ayudas solicitadas en cada paso por
todos los usuarios para el problema actual
avg_p_steps_with_help_current_problem Porcentaje medio de pasos con solicitud de ayuda realizadas
por todos los usuarios para el problema actual
Tabla 7.5: Entradas de los clasificadores durante la fase de predicción
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7.4. Implementación y análisis de los
clasificadores afectivos
Evaluados diferentes métodos de clasificación, entre ellos vecino más próximo,
perceptrón multicapa, árboles de decisión y máquinas de soporte vectorial, con
los resultados en términos de cobertura y área ROC bajo la curva mostrados
en la tabla 7.6, se optó por una implementación basada en máquinas de soporte
vectorial con kernel radial mediante la librería LibSVM para la construcción de
los clasificadores afectivos descritos en el apartado anterior. Los parámetros para
la SVM con kernel RBF, optimizados mediante una estrategia de búsqueda Grid
Search, y la precisión obtenida mediante un entrenamiento de tipo leave-one-out
cross-validation para cada uno de los clasificadores, se detallan en la tabla 7.7.
Método Cobertura media y área ROC




SVM 64,50% (0,694) 67,90% (0,746)
K-NN 63,70% (0,625) 66,70% (0,649)
LMT 64,10% (0,668) 66,70% (0,717)
C4.5 65,40% (0,629) 65,50% (0,465)
Perceptrón multicapa 65,00% (0,677) 61,90% (0,591)
Tabla 7.6: Rendimiento obtenido por los diferentes métodos de clasificación eva-
luados para la construcción de los clasificadores afectivos de HBPS, en términos
de cobertura media y área ROC
Clasificador SVM C G Precisión ROC
DOMINANCIA (f 0M1) 10 0,01 64,53% 0,694
VALENCIA y ACTIVACIÓN (f 0M2) 10 0,01 67,86% 0,746
Tabla 7.7: Optimización de los clasificadores afectivos: Dominancia (f 0M1), Valencia
y Activación (f 0M2)
En las figuras 7.3 y 7.4 se muestran las áreas ROC obtenidas para los clasifica-




para el área bajo la curva de 0,694 y 0,746, respectivamente. Estos resultados
mantienen la hipótesis de que el conjunto {a, c1, c2, c3} puede utilizarse como
predictor para las variables LM1 y LM2 y, por tanto, para determinar el nivel de
ayuda a más apropiado para una situación descrita por su información contextual
{c1, c2, c3}.
Las matrices de confusión obtenidas durante la evaluación de los clasificadores
para f 0M1 y f
0
M2
se muestran en las tablas 7.8 y 7.9, respectivamente.
Por último, las medidas-F, cuyos valores representan el rendimiento de los
clasificadores implementados mediante la relación entre precisión y cobertura,
alcanzaron valores para f 0M1 = 0, 65 y f
0
M2
= 0, 68. Estos valores indican que las
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Figura 7.3: Área ROC (0,694) obtenida para el clasificador que aproxima f 0M1
(Dominancia)
Figura 7.4: Área ROC (0,746) obtenida para el clasificador que aproxima f 0M2
(Valencia y Activación)
funciones aprendidas son capaces de predecir correctamente la variación de las
observaciones en dos de cada tres intentos, en promedio.
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Predicciones
Clase -1 Clase +1 Cobertura
Clase -1 (n = 111) 73 38 65,8%
Clase +1 (n = 123) 45 78 63,4%
Verdaderos positivos 65,8% 63,4% 67,9%
Falsos positivos 34,2% 36,6% 32,2%
Tabla 7.8: Matriz de confusión obtenida en la aproximación de f 0M1 (Dominancia)
Predicciones
Clase -1 Clase +1 Cobertura
Clase -1 (n = 44) 30 14 68,2%
Clase +1 (n = 40) 13 27 67,5%
Verdaderos positivos 68,2% 67,5% 64,5%
Falsos positivos 31,8% 32,5% 35,5%
Tabla 7.9: Matriz de confusión obtenida en la aproximación de f 0M2 (Valencia y
Activación)
7.5. Experimentación
Los resultados expuestos en al apartado anterior proporcionan evidencias de que
el nivel de ayuda proporcionado por el STI durante la resolución de un problema
tiene consecuencias en el estado afectivo del estudiante, valorado éste sobre las
dimensiones de la Dominancia, la Valencia y la Activación, y que la variación de
estas variables puede ser predicha con una precisión razonable mediante el uso de
información acerca del contexto del usuario y del problema que está resolviendo.
En este sentido, con el propósito de poder validar la hipótesis de que el nivel de
ayuda supone un efecto sobre el estado afectivo del estudiante, se llevó a cabo una
nueva experimentación con 46 estudiantes de quinto curso de educación Primaria,
con edades comprendidas entre los 10 y 11 años, que no habían participado en la
experimentación previa diseñada para la recolección de datos.
Para llevar a cabo esta experimentación, se creó una nueva versión de HBPS
para la resolución de los mismos 10 problemas aritméticos diseñados y empleados
en la experimentación anterior. En esta nueva versión, el nivel de ayuda para el
primer problema se estableció con el valor 1 (mínimo nivel de detalle de la ayuda).
Los 9 problemas restantes fueron divididos en 3 conjuntos de 3 problemas cada
uno. A cada uno de estos conjuntos se le aplicó una estrategia diferente en la
decisión del nivel de ayuda a proporcionar por el STI: 1) en uno de ellos el nivel
de ayuda se estableció de forma aleatoria (Maleatoria); 2) a cada uno de los dos
conjuntos restantes se le aplicó una de las dos estrategias de maximización Mi, de
modo que el nivel de ayuda se decidió mediante el uso de las funciones entrenadas
f 0M1 y f
0
M2
. En todos los casos, el nivel de ayuda escogido se mantuvo constante
para todo el problema.
Dado que en esta experimentación se emplearon los mismos 10 problemas
i
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aritméticos utilizados para la creación del núcleo afectivo, resultó posible pre-
calcular las dificultades asociadas para cada uno de ellos (parámetros c1 y c3).
Por otro lado, el parámetro c2, al estar basado exclusivamente en información
relacionada con el rendimiento del estudiante en el último problema completado,
se calculó en tiempo real.
Los test de autoevaluación SAM no fueron eliminados del STI para poder
analizar el efecto de las decisiones tomadas por el núcleo afectivo sobre los niveles
afectivos de los estudiantes.
Los 46 estudiantes fueron divididos en 6 grupos de similar tamaño. Sobre cada
uno de estos grupos se aplicaron las tres estrategias descritas anteriormente (M1,
M2 o Maleatoria), pero en distinto orden, de modo que a cada grupo se le aplicó
una estrategia diferente para la decisión de la ayuda instruccional a proporcionar
durante la resolución de cada conjunto de 3 problemas. La distribución de los
estudiantes en grupos y la secuencia de aplicación de las tres estrategias de
maximización para la provisión de las ayudas instruccionales se describen en la
tabla 7.10. A modo de ejemplo, al grupo número 2 se le aplicó la estrategia que
persiguió maximizar la Dominancia (f 0M1) durante la resolución de los problemas 2,
3 y 4; a los siguientes tres problemas se les aplicó una estrategia aleatoria (faleatoria)
para la selección del nivel de ayuda a proveer; a los últimos tres problemas se les
aplicó la estrategia para la maximización de la Valencia y la Activación conjunta
(f 0M2).
Id. del Número de Problemas Problemas Problemas
grupo estudiantes 2, 3 y 4 5, 6 y 7 8, 9 y 10




2 8 f 0M1 faleatoria f
0
M2




4 8 f 0M2 faleatoria f
0
M1
5 8 faleatoria f 0M1 f
0
M2
6 7 faleatoria f 0M2 f
0
M1
Tabla 7.10: Aplicación de las estrategias de maximización para cada grupo de
estudiantes y conjunto de problemas
Para llevar a cabo la experimentación fueron creadas ad-hoc seis imágenes
live de GNU/Linux basadas en la distribución Ubuntu 14.04 LTS de 64 bits,
con escritorio XFCE1 y con soporte para la persistencia de datos. Las imágenes
fueron grabadas en unidades de memoria USB 3.0 de 16 GB y se configuraron
para la ejecución automática de la versión adaptada de HBPS que integraba los
clasificadores afectivos implementados. Cada una de estas imágenes se configuró
para la aplicación de las estrategias de maximización en la secuencia descrita en
la tabla 7.10. Se reservó un 40% de su capacidad total para el almacenamiento de
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7.6. Análisis de resultados
Los datos recogidos durante la experimentación y almacenados en las memorias
USB, se recopilaron y analizaron con el propósito de comparar el efecto de la
aplicación de cada estrategia Mi sobre las dimensiones afectivas consideradas:
Dominancia; Valencia y Activación.
En la tabla 7.11 se muestra el impacto de la aplicación de las funciones
aprendidas f 0M1 y f
0
M2
y la aplicación de una estrategia aleatoria faleatoria, sobre
los valores de Dominancia reportados por los estudiantes en los test SAM. En este
caso, la función f 0M1 para la maximización de la Dominancia (M1) se aplicó en
116 ocasiones con la intención de incrementar el nivel de autonomía del estudiante.
Los resultados mostraron que en un 43,10% se consiguió un aumento en los niveles
de autonomía, mientras que en un 31,04% no hubo ningún cambio significativo
y en un 25,86% se obtuvo un resultado contrario a lo esperado. Esto contrasta
con los resultados obtenidos en la aplicación de las funciones f 0M2 y faleatoria. En
estos casos el número de ocasiones en las que se empleó fue similar, pero el efecto
sobre la autonomía reportada por los estudiantes estuvo más balanceado, sin que
se apreciara un efecto en la aplicación de estas estrategias cuando la intención es
actuar sobre la Dominancia.
Estrategia  D > 0  D = 0  D < 0 Número de
aplicada (LM1 = +1) (LM1 = 0) (LM1 =  1) muestras
f 0M1 43,10% 31, 04% 25, 86% 116
f 0M2 30, 97% 32, 75% 36, 28% 113
faleatoria 31, 36% 32, 20% 36, 44% 118
Tabla 7.11: Variaciones reportadas en la Dominancia ( D = Deq,pr  Deq,pr 1)
para cada una de las estrategias empleadas durante la resolución de los problemas
Por otro lado, los resultados referentes al efecto de la aplicación de la estrategia
para la maximización conjunta de la Valencia y la Activación (M2) se muestran en
la tabla 7.12. En ella se observa que la función f 0M2 que persigue la maximización
de ambas variables afectivas tiene un rendimiento superior en comparación con el
resto de funciones, además de presentar el doble de casos positivos que negativos.
Las otras dos estrategias, sin embargo, presentaron más casos negativos que
positivos.
Estrategia  (V,A) > 0 Otros  (V,A) < 0 Número de
aplicada (LM2 = +1) (LM2 = 0) (LM2 =  1) muestras
f 0M1 12, 07% 71, 55% 16, 38% 116
f 0M2 19,47% 71, 68% 8, 85% 113
faleatoria 9.32% 72, 88% 17, 80% 118
Tabla 7.12: Variaciones reportadas en la Valencia ( V = Veq,pr   Veq,pr 1) y en la
Activación ( A = Aeq,pr  Aeq,pr 1) para cada una de las estrategias empleadas
durante la resolución de los problemas
i
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La información de las tablas 7.11 y 7.12 también revelan que el uso de una
función fMi no supone un impacto en los resultados de la estrategia alternativa
en comparación con el uso de una estrategia simplemente aleatoria. En particular,
los resultados para f 0M2 y faleatoria son muy similares respecto a la variación de
la Dominancia, así como f 0M1 y faleatoria presentan resultados muy próximos con
respecto a las variaciones de Valencia y Activación simultáneas.
Con el propósito valorar la significación estadística de los resultados obtenidos
y evaluar su generalidad, para cada estudiante se calculó la variación media del
nivel de cumplimento de las estrategias M1 y M2 bajo tres condiciones diferentes:
fM1 , fM2 y faleatoria.
Respecto al nivel de consecución de LM1 (variaciones de Dominancia), un
análisis ANOVA de medidas repetidas determinó que las diferencias entre las tres
condiciones eran estadísticamente significativas (F (2, 88) = 3, 17; p < 0, 05). El
test de Shapiro Wilk (normalidad) y la prueba de Levene (homocedasticidad) de-
terminaron que las condiciones para la aplicación del análisis ANOVA se cumplían.
Adicionalmente, se verificó mediante la prueba de Mauchly que la asunción de
esfericidad no se violaba ( 2(2) = 0, 90; p = 0, 1029).
Seguidamente se realizó un análisis post hoc para comparar las relaciones
entre las condiciones fM1 , fM2 y faleatoria, encontrándose una diferencia estadísti-
camente significativa en LM1 entre las condiciones fM1(M = 0, 18;  = 0, 05) y
faleatoria(M =  0, 02;  = 0, 08), con valores para la prueba t(44) =  2, 48; p <
0, 05 y tamaño del efecto r = 0, 35. De modo similar, también se encontra-
ron diferencias estadísticamente significativas para LM1 entre las condiciones
fM1(M = 0, 18;  = 0, 05) y fM2(M =  0, 02;  = 0, 06), con valores para la
prueba t(44) =  2, 28; p < 0, 05 y tamaño del efecto r = 0, 32. Por último, no
se encontraron diferencias estadísticamente significativas para LM1 entre las con-
diciones fM2 y faleatoria, con valores para la prueba t(44) =  0, 04; p < 0, 972 y
tamaño del efecto r = 0, 005.
Respecto al nivel de consecución de LM2 (variaciones simultáneas de Valen-
cia y Activación), otro análisis ANOVA de medidas repetidas determinó que
las diferencias entre las tres condiciones eran estadísticamente significativas
(F (2, 88) = 5, 33; p < 0, 01). De nuevo, el test de Shapiro Wilk y la prueba
de Levene determinaron que las condiciones para la aplicación de ANOVA se
cumplían, así como la prueba de Mauchly corroboró que la asunción de esfericidad
no se violaba ( 2(2) = 0, 90; p = 0, 1054).
De modo equivalente al análisis realizado para la Dominancia, se realizó
un análisis post hoc para comparar las relaciones entre las tres condiciones
con respecto a la Valencia y la Activación. Un primer contraste determinó que
existían diferencias estadísticamente significativas para LM2 entre las condiciones
fM2(M = 0, 09;  = 0, 04) y faleatoria(M =  0, 07;  = 0, 04), con valores para
la prueba t(44) =  2, 93; p < 0, 01 y tamaño del efecto r = 0, 40. También se
encontraron diferencias estadísticamente significativas en LM2 entre las condiciones
fM2(M = 0, 09;  = 0, 04) y fM1(M =  0, 09;  = 0, 05), con valores para la
prueba t(44) =  2, 52; p < 0, 05 y tamaño del efecto r = 0, 36. Por último,
no se encontraron diferencias estadísticamente significativas para LM2 entre las
condiciones fM1 y faleatoria, con valores para la prueba t(44) = 0, 14; p < 0, 888 y
i
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tamaño del efecto r = 0, 02.
7.7. Conclusiones y Discusión
En esta última aportación se ha presentado una aproximación de tipo sensor-
free, basada en el análisis de patrones de comportamiento de los estudiantes
durante su interacción con HBPS y en las valoraciones sobre su estado emocional
en las dimensiones de Dominancia, Valencia y Activación, con el propósito de
determinar el nivel de ayuda instruccional más adecuado a proveer durante la
resolución de los problemas propuestos por el STI, para mejorar las dimensiones
afectivas del estudiante mediante dos estrategias de maximización previamente
establecidas, dotando, de este modo, a HBPS de capacidades de decisión de
carácter afectivo.
Los resultados analizados sugieren que es posible intervenir en el estado afectivo
del usuario mediante la aplicación de estrategias específicas que permitan ajustar
la respuesta del STI, persiguiendo la mejora de sus variables afectivas.
Aunque el núcleo afectivo incorporado a HBPS se diseñó con el objetivo de
maximizar la Dominancia y la Valencia y la Activación conjuntamente, mediante
la definición de dos estrategias de maximización específicas, la aproximación
presentada no se limita exclusivamente a la aplicación de estas dos intenciones,
pudiéndose adaptar a otros propósitos siempre y cuando el nivel de consecución
perseguido pueda ser modelado mediante un valor numérico o una etiqueta.
Una limitación del trabajo presentado es la asunción de que la intención
o estrategia de maximización a perseguir se encuentra explícita. Sin embargo,
la elección y definición de estas estrategias en escenarios educativos reales es
una tarea no exenta de complejidad. Incluso en entornos presenciales, en los
que el profesor o tutor también toma en consideración las variables afectivas
de sus alumnos con el propósito de seleccionar acciones y explicaciones que
proporcionen un balance entre el aprendizaje y su impacto emocional. Además,
estas estrategias pueden variar en el tiempo, dependiendo de la situación y el
contexto específico de aprendizaje. Aún así, el método propuesto proporciona
la flexibilidad para modificar su comportamiento mediante la adaptación de las
funciones de aprendizaje f 0Mi .
Otra limitación de la aproximación propuesta se relaciona con el hecho de
que cada ayuda instruccional proporcionada al estudiante ha sido considerada de
forma aislada. Posiblemente se podrían alcanzar mejoras superiores mediante la
consideración de secuencias o combinaciones de ayudas instruccionales, aspecto
que podría ser objeto de investigaciones futuras.
Por último, dos aspectos que podrían afectar al rendimiento de la aproximación
propuesta es la selección del método de clasificación o regresión a emplear, así como
las variables a considerar como parte del contexto. Estos aspectos se encuentran
presentes en cualquier sistema de reconocimiento de patrones, pudiéndose aplicar
las mismas reglas y métodos descritos en [149]. Cuanto mayor sea el número de
variables a considerar más información de la situación se dispondrá a costa de
incrementar la dimensionalidad del problema de clasificación a resolver. Determinar
i
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las variables más adecuadas puede ser considerado como un problema de selección
de características que debería ser estudiado en cada caso particular.
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En este último capítulo se resume el trabajo de investigación
llevado a cabo y se exponen las conclusiones finales alcan-
zadas tras la realización del estudio presentado. Asimismo,
considerando que en cualquier investigación realizada siempre
quedan horizontes por explorar, se establecen las posibles
líneas de investigación futuras que podrían dar continuidad a
este trabajo de tesis.
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La detección y evaluación del estado afectivo de un usuario constituye una ten-
dencia de interés creciente en diversidad de entornos como el publicitario, el de
la salud, los videojuegos o la educación, entre otros. No obstante, su detección,
análisis y respuesta es una tarea compleja, no exenta de imprecisiones y limitada
cuando se compara con la percepción realizada por un ser humano.
En este trabajo de tesis se ha realizado una revisión de la literatura más rele-
vante sobre la detección y el análisis automático del estado afectivo de un usuario
desde dos perspectivas diferenciadas: la detección emocional y sus aplicaciones
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inteligente. En esta revisión se han analizado las técnicas habitualmente empleadas
en el reconocimiento emocional del usuario: visión por computador; análisis de
señales fisiológicas; y reconocimiento de patrones de comportamiento asociados y
sus relaciones con posibles estados afectivos subyacentes.
Por otro lado, para cada una de estas perspectivas, se han desarrollado dife-
rentes aportaciones en la detección emocional y en la mejora instruccional.
8.1. Visión por computador
Los métodos de detección emocional basados en técnicas de visión por compu-
tador han sido tradicionalmente usados en sistemas de reconocimiento afectivo
básicamente por dos razones: por imitación humana y por su baja intrusividad.
Sus técnicas suelen basarse en modelos de representación facial 2D o 3D. Entre
sus ventajas se encuentra la relativa facilidad para la validación de los métodos
empleados. Por el contrario, entre sus inconvenientes se encuentra la susceptibi-
lidad a las variaciones lumínicas, rotaciones de cabeza, oclusiones o, incluso, a
diferencias entre sujetos tales como cambios en la textura de la piel, rasgos étnicos
o de la edad.
Un requerimiento para el desarrollo de sistemas que sean capaces de detectar
el estado afectivo del sujeto, es la disponibilidad de un corpus que pueda ser
usado para entrenar y evaluar el rendimiento de los sistemas basados en el análisis
de datos sobre emociones y estados afectivos. En este sentido se exploró la base
de datos multimodal de expresiones faciales y emociones FEEDB. Este corpus
contiene grabaciones de sujetos interpretando diferentes expresiones faciales. Las
grabaciones fueron recogidas con un sensor Microsoft Kinect y es ofrecida a
la comunidad investigadora como un repositorio abierto. Cada grabación está
compuesta de canales independientes y sincronizados de color y profundidad y se
proporcionan en el formato propietario entregado por Kinect: ficheros binarios
XED. Aunque la base de datos incorpora un conjunto extenso de grabaciones
y de emociones, su formato supone un handicap para cualquier desarrollador
de sistemas afectivos que desee utilizarla para entrenar y evaluar una solución.
Esto es así porque aunque los archivos XED pueden ser fácilmente procesados
mediante diversas utilidades proporcionadas por Microsoft, es necesario para su
uso disponer de un dispositivo hardware Microsoft Kinect como licencia de uso.
Por este motivo, con el propósito de evitar la necesidad de disponer de un sensor
Kinect, se desarrolló un sistema capaz de procesar las grabaciones en formato
XED y de extraer la información relevante para la clasificación de emociones en
formato texto, extendiendo, de este modo, las posibilidades ofrecidas en FEEDB.
La principal aportación realizada en este estudio de tesis sobre FEEDB ha sido
la extracción de características faciales a partir de las grabaciones originales en el
formato propietario XED de Microsoft, en concreto 100 características faciales,
la posición de la cabeza y sus ángulos de inclinación, junto con 6 AU y 11 SU,
según el modelo Candide-3 en el que se basa, y su almacenamiento en ficheros de
texto independientes para una combinación total de 88 sujetos-emociones, con el
propósito de que pueda ser utilizada por cualquier investigador sin la complejidad
i
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de conocer la estructura de datos del formato XED y la necesidad de disponer de un
sensor Kinect, con independencia de la plataforma hardware o software utilizada
para el desarrollo de un sistema de detección afectiva y de forma sencilla al tener
que procesar únicamente ficheros de texto. Esta aportación en modo de extensión
abre nuevas posibilidades a la aplicación de toda la amplia variedad de técnicas de
clasificación disponibles sin modificaciones (o con sencillas adaptaciones), lo que
significa que se podrán concentrar los esfuerzos sobre los datos y sobre la extracción
de conocimiento en lugar de buscar o adaptar algoritmos para que trabajen con
estrictos formatos propietarios y, en ocasiones, con limitada accesibilidad.
Siguiendo la línea de investigación en la detección emocional mediante sistemas
de visión artificial, en esta tesis se ha propuesto y desarrollado un método denomi-
nado Eigenexpressions como una solución holística basada en la apariencia para
el reconocimiento de expresiones faciales, fundamentado en el método estándar de
Eigenfaces y evaluado sobre la base de datos Cohn-Kanade+ para la detección
de las seis emociones primarias, así como una extensión al propio método de
Eigenexpressions basada en la creación de máscaras de expresiones faciales para
la clasificación de expresiones.
Aunque con Eigenexpressions y con la extensión basada en máscaras se ob-
tuvieron mejoras substanciales con respecto al método estándar Eigenfaces para
el reconocimiento de expresiones faciales, al estar éstos basados en métodos de
reducción basados en PCA es de prever que su rendimiento se vea mermado
sobre un conjunto de rostros diferentes al conjunto de entrenamiento y evaluación
utilizado y, de modo equivalente, en un entorno de interacción real donde las
condiciones lumínicas pueden presentar grandes variaciones, así como rotaciones
de cabeza que podrían afectar drásticamente a su rendimiento. No obstante, un
elevado número de muestras disponibles en la fase de entrenamiento con diferentes
condiciones lumínicas y posiciones de cabeza, unido al empleo de técnicas para
reducir las variaciones de luz o corregir la posición de la cabeza, podría suponer
que el sistema respondiera con mayor precisión incluso en entornos diferentes a
los típicamente controlados en laboratorio. De modo similar, es factible considerar
que la precisión de Eigenexpressions podría ser mejorada si para el análisis se
hubiera podido disponer de varias fuentes de información simultánea. En este
sentido, la solución desarrollada en este trabajo de tesis podría constituir un buen
candidato para ser incorporado en aproximaciones multimodales, donde podría
aportar información sobre la expresión facial detectada, pudiéndose utilizar como
fuente de información complementaria junto a métodos basados en otros tipos de
características.
8.2. Señales fisiológicas
Los métodos basados en el análisis de señales fisiológicas se encargan de
analizar variables biométricas como el ritmo cardíaco, temperatura corporal,
conductividad de la piel, EEG, etc. Su principal ventaja se encuentra en que
permiten obtener información directa del sujeto difícilmente falsificable por el
mismo. Adicionalmente, la combinación de varias de ellas puede aportar valiosa
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información sobre el estado afectivo del sujeto como, por ejemplo, la evaluación
del ritmo cardíaco junto con mediciones de la conductividad de la piel. Entre sus
inconvenientes se encuentra que son técnicas más intrusivas que las basadas en
visión –aspecto minimizado por la reciente aparición de prendas y objetos de uso
cotidiano (wereables) capaces de monitorizar algunos parámetros de la actividad
fisiológica de la persona que los viste–, requieren un instrumental más complejo
y preciso, un tratamiento computacional más costoso, además de que pueden
presentar una gran variación entre individuos, aspecto que las hacen complejas de
analizar y clasificar mediante patrones que definan el estado afectivo del sujeto.
En lo que se refiere al estudio de este tipo de señales, la información proveniente
de señales EEG incluida en la base de datos MAHNOB-HCI fue analizada con
el objetivo de encontrar posibles patrones que pudieran identificar emociones
subyacentes. Diferentes técnicas de clasificación sobre el conjunto de emociones
recogidas en la base de datos, así como sobre su agrupación bajo las dimensiones
de Activación y Valencia, fueron aplicadas a los datos EEG sin conseguir una
precisión superior a la obtenida por los autores del corpus.
La conclusión más relevante a la que se llegó tras la experimentación llevada
a cabo sobre las señales EEG contenidas en MAHNOB-HCI es que, teniendo
en cuenta que la información recabada en la base de datos fue recogida en un
entorno controlado de laboratorio, el tratamiento de este tipo de señales resulta
complejo al presentar una alta variabilidad entre sujetos, aspecto que dificulta
el reconocimiento del estado emocional del usuario. Este problema puede verse
agravado en un entorno real, donde es de prever que la información capturada sea
de peor calidad que la obtenida en un entorno controlado. Probablemente señales
con menor complejidad y variabilidad entre sujetos, como pueden ser las recogidas
mediante electrocardiogramas o las relativas a los patrones de respiración del
usuario, entre otras, puedan ser combinadas junto con otras fuentes de información
y aportar información relevante sobre estados emocionales como estrés, ansiedad
o aburrimiento.
8.3. Patrones de comportamiento
Es evidente que existe una relación entre el comportamiento de un usuario
cuando interactúa con un sistema y su estado afectivo y mental subyacente. En
este sentido los patrones de comportamiento pueden dar respuesta al modo de
interacción de un usuario con el sistema y a su estado afectivo, aprendiendo de
sus hábitos y preferencias para poder prestarle proactivamente ayudas o servicios
personalizados. Su principal problema es que sus aplicaciones son altamente
dependientes del dominio y, por tanto, difícilmente extrapolables a otros contextos.
Desde el punto de vista de las técnicas comúnmente utilizadas para analizar
posibles patrones de comportamiento, este método no se puede considerar por sí
mismo como intrínsecamente autónomo, sino que se sirve de otras técnicas para
poder recolectar información para analizar a posteriori la existencia de patrones
de comportamiento asociados a estados afectivos concretos. Entre estas técnicas
se encuentran las basadas en visión artificial, análisis de la voz, movimientos
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corporales, señales fisiológicas, registros de interacción usuario-software como
movimientos, velocidad y pulsaciones del ratón, del teclado o de ambos, registros
de tiempos de respuesta, tiempo consumido en la resolución de una tarea, tasas
de errores y aciertos cometidos, número y tipo de ayudas solicitadas, así como
cuestionarios y auto-evaluaciones para reportar las percepciones y sentimientos
durante su interacción con el sistema, como por ejemplo mediante formularios
SAM que recojan la percepción del usuario sobre la Valencia, la Activación y la
Dominancia.
Las técnicas de aprendizaje automático son ampliamente utilizadas en el
análisis de patrones. En esta tesis se implementó un conjunto de clasificadores
basados en máquinas de soporte vectorial para predecir la probabilidad asociada
al estado afectivo del usuario sobre las dimensiones de Dominancia, Activación
y Valencia. Estos clasificadores fueron incorporados posteriormente a un STI
para el aprendizaje de la aritmética y el álgebra lineal, con el objetivo de poder
regular el nivel de ayuda instruccional a proporcionar al alumno para mejorar su
estado afectivo. Los resultados obtenidos en la experimentación llevada a cabo
demostraron que es posible modificar las variables afectivas mediante el ajuste de
la respuesta del STI. En este sentido, es factible aseverar que aunque el análisis
de patrones de comportamiento es altamente dependiente del contexto, puede
considerarse como una valiosa herramienta de ayuda para la predicción del estado
afectivo del usuario que interactúa con el sistema.
8.4. Detección emocional en entornos de
e-learning
Tras el estudio realizado en este trabajo de tesis acerca de los diferentes métodos
y técnicas utilizados habitualmente en el análisis y reconocimiento de expresiones
faciales, emociones y estados afectivos, se procedió a analizar el impacto que
las emociones pueden suponer en el aprendizaje desde el punto de vista de los
sistemas adaptativos basados en la tutorización inteligente. De este modo, un STI
que incorpore soporte afectivo podría inferir en cada momento el estado afectivo
del estudiante y adaptar su funcionamiento al mismo, con el propósito de aplicar
un conjunto de estrategias instruccionales que minimicen posibles situaciones de
aburrimiento, frustración o abandono y, por tanto, mejorar su rendimiento.
Para tal fin se diseñó un estudio experimental mediante el uso de un STI para
el aprendizaje de la aritmética y el álgebra lineal denominado HBPS, basado en
la provisión de diferentes tipos y niveles de ayuda como estrategia de soporte
instruccional al alumno.
Una primera experimentación en un entorno educativo real sirvió para la
recolección de información de comportamiento, así como de las valoraciones
afectivas reportadas por los propios estudiantes mediante formularios SAM. Con
esta información se entrenó un sistema de aprendizaje automático con el fin de
prestar colaboración a HBPS en las decisiones del nivel de ayuda instruccional
más adecuado a proveer al estudiante, tomando en consideración su modelo de
conocimiento, el contexto formativo y su estado afectivo, con la intención de
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que el STI pudiera intervenir en el estado afectivo del alumno a través de las
ayudas provistas al mismo, sobre dos posibles dimensiones afectivas: por un lado
la Dominancia; por otro la Valencia y la Activación conjuntamente.
El sistema de aprendizaje implementado fue incorporado a HBPS para dotar
al STI de la capacidad para determinar en cada momento el nivel de ayuda
instruccional más apropiado a facilitar al alumno en función de la dimensión
afectiva que se deseara maximizar. La versión de HBPS con soporte afectivo fue
evaluado en un entorno real mediante la aplicación de diferentes estrategias de
intervención para cada conjunto de los problemas propuestos. Estas estrategias
demostraron resultar efectivas desde el punto de vista de la regulación del estado
afectivo del alumno.
La conclusión más relevante que se ha podido obtener en este trabajo, es que
es posible intervenir en el estado afectivo del estudiante mediante la aplicación
de diferentes estrategias instruccionales dirigidas a maximizar sus dimensiones
afectivas. Es decir, analizando su modelo cognitivo, el contexto formativo y su
estado afectivo, es posible proporcionar ayudas individualizadas que permitan al
alumno no sólo alcanzar la solución al problema planteado, sino también intervenir
en su estado afectivo, aspecto que podría influir en su aprendizaje final. Esto puede
tener un potencial impacto en escenarios diferentes al educativo, como por ejemplo
en el ámbito del marketing, donde se podría intervenir en el estado emocional de
un usuario consumidor mediante la aplicación de diferentes estrategias orientadas a
la modificación de su estado afectivo y, de este modo, condicionar sus preferencias
hacia una línea determinada de bienes o servicios.
8.5. Líneas de investigación futura
El soporte afectivo incorporado a HBPS se ha centrado en la maximización de
las dimensiones afectivas relativas a la Dominancia, la Valencia y la Activación,
evaluando los cambios positivos o negativos producidos sobre estas variables.
Desde esta perspectiva, podría resultar interesante aumentar la granularidad de
las variaciones del estado afectivo de los usuarios, de modo que no sólo puedan
valorarse y aplicarse estrategias de maximización sobre la dirección de los cambios
en las variables afectivas, sino que se pudiera valorar cuantitativamente cada una
de ellas con el objetivo de aportar un mayor nivel de detalle en las decisiones
consideradas por el STI.
De modo similar, la identificación de patrones de comportamiento asociados
a estados afectivos concretos y particulares en escenarios educativos, como el
aburrimiento, la distracción o la frustración, podrían resultar de utilidad en
la aplicación de estrategias de ayuda instruccional específicas en entornos de
e-learning. De este modo, la intervención podría ser regulada combinando la
identificación de estos otros estados afectivos con su correspondiente dimensión
afectiva en términos de Dominancia, Valencia y Activación.
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8.6. Publicaciones resultantes
Gran parte de los resultados de la investigación llevada a cabo descrita en esta
tesis doctoral ha dado lugar a publicaciones en revistas y congresos internacionales
en áreas relacionadas con la computación afectiva, el reconocimiento de patrones
y la educación.
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