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Pulsars radiate
and I receive
a steady signal
which I believe
to be the heartbeat of a star
eager to stay alive
By viewing it and taping it
it will survive
10 Stellingen
1. De ‘Modified Coherence Function’ is geschikt om effecten van het inter-
stellaire medium op radiosignalen waar te nemen.
2. Het radiosignaal van pulsars bestaat uit twee modes van orthogonale
polarisaties.
3. De twee modes van orthogonale polarisatie hebben in het algemeen een
verschillend spectrum.
4. Pulsar B0031−07 zendt radiostraling uit in drie verschillende modes van
drift, modes A, B en C, waarbij de straling van mode B uit een gebied
komt dat dichter bij de magnetische as ligt, dan de straling van mode A.
5. De emissie van pulsar B0031−07 vindt niet ver van het steroppervlakte
plaats.
6. Persistence of Vision Ray-Tracer (POV-Ray) is een zeer geschikt pro-
gramma om pulsars grafisch weer te geven.
7. Mobiele telefoons zijn niet geschikt als radiotelescoop.
8. Laat f(N) het aantal manieren zijn waarop niemand zijn eigen lootje
trekt, wanneer N mensen lootjes trekken met hun eigen namen er op.
Dan is f(N)/N ! de kans dat niemand zijn eigen lootje trekt, waarbij
f(N) = [f(N − 1) + f(N − 2)] ∗ (N − 1) voor N > 3 en f(1) = 0;
f(2) = 1.
9. lim
N→∞
f(N)/N ! = 1/e
10. De wachtruimte van een klein station is een geschikte lokatie voor een
kerstborrel.
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Chapter 1
Introduction
1.1 A brief introduction to pulsars
Radio pulsars are weak point-like radio-sources, scattered all over the sky,with periodic signals which are remarkably stable (the periods range from
1.5ms to 8.5 s [1]). In fact, the regularity of the pulsation is sometimes as ac-
curate as what can be achieved by an atomic clock [2]. After their discovery
in 1967 [3] the idea that pulsars originate from extra terrestial intelligence
briefly came to mind. In 1968 T. Gold [4] proposed that pulsars are rotating
magnetised neutron stars, objects which up to then were predicted to exist
on theoretical grounds as the remnants of super-novae [5, 6]. Fig. 1.1 shows a
schematic picture of such a neutron star with a dipolar magnetic field. Charged
particles are accelerated and are moving away from the star above the polar
caps1, somehow producing a conal beam of radio emission. Because the rota-
tion axis does not coincide with the magnetic axis, the direction of the beam
is constantly changing. This is called the ’lighthouse’ model and causes the
observed pulsating behaviour of the emission from the pulsar. From the ob-
served emission profiles it is inferred that the radiation is emitted tangentially
1The polar caps are defined as the two regions above the stellar surface where the field
lines are open, which means that they extend outside a fiducial light cylinder, with radius
rlc ≡ c/Ω?, and eventually spiral outwards.
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to (part of) the polar field lines.
Neutron stars are now thought to be created when a heavy star − with
a mass of about 8 to 15 solar masses − implodes at the end of the chain of
nuclear fusion that powers the star. The extreme gravity in such an implosion
causes the electrons and nuclei of the iron core to form a spherical remnant
with a radius of about 10 kilometres 2 and a mass around 1.35±0.04 solar
masses [8], consisting of mostly neutrons. The magnetic field of the initial star
is compressed and amplified by a dynamo effect, and results in a magnetic field
strength which can become as high as 1011Tesla (or even higher for a magne-
tar). Conservation of angular momentum dictates a large increase of rotation
speed of the neutron star. In the case of millisecond pulsars the increase in
rotation speed is believed to originate in a previous phase of accretion from a
companion.
2The true radius of the neutron star is determined by its equation of state, which is
unknown. The radius can therefore be anything within the range of 4.5 and 15 km [7].
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Figure 1.1: Schematic view of a pulsar. The sphere in the centre represents the neutron star,
the curves indicate magnetic field lines (which are often assumed to be dipolar)
and the protruding cones represent the emission zones. The polar caps are
located at the magnetic poles above the surface of the star where the field lines
meet each other. The pulsar rotates around the vertical axis in the direction
indicated by the arrow.
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1.2 Coherence
Even though we do have a reasonable understanding of the physical processes
that take place around pulsars, we do not know what the exact mechanism is
that causes the radio emission. The mystery lies in the extremely high value
for the brightness temperature, given by Tb ≡ c2Sν(2kBν2Ω)−1, where Sν is
the measured flux at frequency ν, Ω is the opening angle of the source as
seen from the Earth and c and kB are the speed of light and the Boltzmann’s
constant, respectively. The measured values for Tb can be as high as 10
39K [9]
which can only be achieved if the emission is of a coherent nature, in which
the electromagnetic waves are amplified by bunches of electrons / positrons
clumped either in phase space (maser) or in ordinary space (antenna process).
An electromagnetic signal is said to be coherent when the wave fields satisfy
a well-defined and smooth amplitude-phase relationship. Coherent signals can
be combined to produce a pattern of constructive and destructive interference.
Any two waves with a clear phase relationship with each other are coherent.
In particular, two monochromatic plane waves with the same frequency are
always coherent and produce beats. When multiple coherent signals are added
together with the same phase (see left panel of Fig. 1.2), the amplitude in-
creases linearly with the number of signals added together and the intensity,
given by the square of the amplitude, increases quadratically with the number
of signals. The middle panel of Fig. 1.2 shows coherent signals being added
together with random phase. The amplitude then grows with the square root
of the number of signals, and the intensity linearly.
One way in which the coherent pulsar emission can be achieved is when the
charged particles, responsible for the emission, are grouped in a bunch with
a dimension smaller then one wavelength, causing the emitted radio radiation
to be added in phase. This is known as an antenna process. Alternatively the
emission mechanism can be a form of a maser when the radiating particles are
grouped in phase space. In that case it is the process of stimulated emission
that causes the emitted radio radiation to be added in phase. The resulting
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emission from either of these processes should have a measurable coherence
time, which is defined as the reciprocal of the frequency width of the signal.
The coherence time expresses the time length over which the signal produces
a visible interference pattern, when combined with a copy of itself. So far
however, no undisputed coherence time has been found for any pulsar radio
emission (see chapter 2). It thus seems that even though the emission is co-
herent at the level of the emission process, this coherence is at least partially
destroyed on a larger scale, possibly by the addition of many elementary co-
herent signals, with random phase. This is shown in the right panel of Fig. 1.2.
If part of the coherent nature of the pulsar emission is preserved and can
be measured, it will provide direct information on the emission mechanism.
Thus, it is important to search for it in the observations. Chapter 2 presents
such a study.
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Figure 1.2: Three examples of adding a series of coherent waves. The top four signals
represent the coherent waves and the bottom signal is the sum of these waves.
The left panel shows the addition of waves with the same frequency and the same
phase, allowing the amplitude of the sum of the signals to increase linearly with
the number of waves. The middle panel shows the addition of waves with the
same frequency but with random phase, allowing the amplitude of the sum of
the signals to increase with the square root of the number of waves. The right
panel shows the addition of waves with different frequency and with random
phase, destroying the coherence.
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Figure 1.3: Illustration of the change of the average profile with observing frequency due
to the correlation of frequency with emission height. The top three images are
3D views of different sections of the emission zone of a pulsar. The “horns”
represent part of the emission zone. The dark narrow cone corresponds to the
region where the tangents to the field lines are pointing towards the observer.
The lower figure illustrates what profile the observer would see when observing
at different frequencies. Dark blue represents high frequency emission and light
blue represents low frequency emission. See text for further explanation.
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1.3 Multi-frequency observation
As mentioned above, pulsars emit radio emission over a wide range of frequen-
cies. By observing pulsars at different frequencies we may obtain information
about the geometry of the emitting regions. The most prominent feature of a
multi-frequency observation is the change in pulse width of the average profile,
which decreases with increasing frequency for almost all pulsars. The decrease
of pulse width is explained by a decrease of emission height. This is called
radius-to-frequency mapping and is illustrated in Fig. 1.3. As the frequency
decreases the solid angle occupied by open field lines increases. The top three
images are 3D views of different sections of the emission zone of a pulsar, in
which we assume that the frequency of emission decreases with increasing dis-
tance from the pulsar surface. The small sphere is the star and the displayed
part of the hollow surface or “horn” represents part of the emission zone, where
a blue colour represents high frequency emission and light blue represents low
frequency emission. The dark narrow cone corresponds to the region where
the tangents to the field lines are pointing towards the observer. The three
different images represent three pulsar phases where for simplicity the pulsar
is standing still and the observer is rotating around the pulsar. Only part of
the emission zone is shown in order to reveal the range of frequencies that
the observer can see at different pulsar phases, which is given by the intersec-
tion of the dark narrow cone with the horn. The lower figure illustrates what
profile the observer would see when observing at different frequencies. The
centre of the circle represents the axis of the magnetic field. The spokes are
the projection of the dipolar field lines onto the plane perpendicular to the
magnetic axis. (This is what the magnetic field lines would look like, if one
were to look straight onto the magnetic poles of Fig. 1.1.) The curved arrow
corresponds to a top view of the dark narrow cone sweeping through the emis-
sion zone. The colours indicate the frequency range of the emission that can
be seen at different pulsar phases. Dark blue indicates a range with mainly
high frequency emission and light blue indicates a range with mainly low fre-
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quency emission. In between lies a region with both high and low frequency
emission. The graph below the image shows the average intensity profile at
both low and high observation frequencies, where the phases (a), (b) and (c)
correspond to the phases of the three top images. The low frequency profile
can now be seen to be wider than the high frequency profile due to the fact
that the low frequency emission can be observed over a wide range of pulsar
phases, whereas the high frequency emission can only be observed over a small
range of pulsar phases.
Fig. 1.3 also shows another feature of radius-to-frequency mapping in case
the emission is confined to a thin shell of magnetic field lines: the shape of
the average intensity profile changes with frequency. This is due to the line of
sight missing the low frequency emission in the centre of the profile, causing
the average profile of the low frequency observation to flatten out or even
reveal a double component.
Once it has been established that the emission originates from different
heights, two geometrical effects become important that both cause the emission
at different heights to be observed at different pulsar phases. One of them is
simply due to retardation, the time delay between the electromagnetic waves
emitted at different heights. The pulsar phase shift due to this time delay is
given by ∆φret = −Ω?r/c. The other pulsar phase shift is due to aberration
because of rotation of the emission region with the pulsar. Since the emitting
particles follow the magnetic field lines which are anchored in the star, and
radiate tangentially to the field lines, the emission will not be entirely radial,
but will also have a tangential component. The angle will be larger at larger
emission heights, causing this emission to be observed at an earlier pulsar
phase. This phase difference is also given by ∆φabb = −Ω?r/c. Both effects
need to be kept in mind when comparing observations at different frequencies.
The richness of information about the pulsar magnetosphere that is re-
vealed when comparing average profiles at different frequencies can be seen
in Chapter 3. However, the information from average profiles (even multi-
frequency profiles) only gives information on the average properties of the
10 Introduction
magnetosphere. Therefore, to obtain the most out of pulsar observations,
multiple telescopes should be utilised to observe single pulses of the same
pulsar at the same time at multiple frequencies.
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1.4 Polarisation
Other characteristics of the pulsar radio emission can be found in its polarisa-
tion. One can even get a glimpse of the magnetic field surrounding the pulsar
when looking at the direction of polarisation, given by the position angle (PA).
The PA is defined as the angle of the electric field vector of the observed elec-
tromagnetic wave with a reference direction on the sky, where an increase in
PA corresponds to a counterclockwise rotation of the wave 3. Often a typical
S-curve in the PA is observed for pulsars. This is easily explained if the elec-
tromagnetic waves from a pulsar are polarised in the plane of the magnetic
field lines (or perpendicular to it) [11]. This means that at each pulsar phase,
the orientation of the plane of the magnetic field line from which the observed
wave originates, is shown by the PA. Thus, as the conal beam of emission
sweeps past our line of sight the PA gives an impression of the structure of the
magnetic field (see Fig. 1.4). Since the line of sight can intersect the field line
in many ways, this gives rise to the variety of PA sweeps observed.
Unfortunately, the PA can become more complex due to additional effects.
Two of these effects are retardation and aberration, mentioned in Section 1.3.
But there is a more significant effect that sometimes causes the PA to jump
by 90◦ within a very small change of pulsar phase. It is believed that this
jump results from a change of dominance between two modes of polarisation
that are orthogonal to each other. These orthogonally polarised modes (OPM)
are thought to reflect two of the eigenmodes of the plasma that fills the open
magnetic field lines above the polar cap. They are the ordinary mode (O-
mode), polarised in the plane of the magnetic field, and the extraordinary
mode (X-mode), polarised in the plane perpendicular to that [12, 13]. The
polarisation of the observed electromagnetic wave results from an incoherent
addition of the O-mode and the X-mode. The position angle will then always
show the polarisation of the mode that is strongest in intensity. When both
3However, in some cases the PA is chosen to increase with clockwise rotation of the electric
field [10].
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Figure 1.4: Illustration of the origin of the characteristic position angle sweep in the Ro-
tating Vector Model (RVM) [11]. Again, the centre of the circle represents the
axis of the magnetic field, the spokes are the projections of the dipolar field lines
onto the plane perpendicular to the magnetic axis and the curve illustrates how
the line of sight intersects the field lines as the pulsar rotates. The graph below
shows how the PA changes with pulsar phase.
modes are equally strong, the wave will be unpolarised and the position angle
will only show noise. It can occur that the intensity of the modes differ at
different pulsar phases, sometimes causing a change in dominance, which then
results in a 90◦ jump in the PA.
In Chapter 3 a study is presented in which the average profiles of each of
the OPM are determined from the average polarisation profiles by assuming
that each of the modes is 100% polarised. As mentioned, this study is based
on average profiles observed at multiple frequencies.
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1.5 Drifting sub-pulses
The single pulses emitted by a pulsar, are often composed of several smaller
units of emission called sub-pulses. Fig 1.5 shows a sequence of single pulses
consisting of such sub-pulses. The entire time series is divided into pulse
periods and part of each period is plotted (stacked) above the previous one, so
as to best illustrate the recurring behaviour of the sub-pulses. For this pulsar,
however, they do not recur at exactly the same phase, but rather at an earlier
phase. This behaviour is known as drifting. The average profile (see top panel)
carries no information about the smaller units of emission.
It is believed that this phenomenon carries information about the mech-
anism leading to the coherent radio emission. For example, Ruderman &
Sutherland [14] suggested that the sub-pulses correspond to beams of particles
produced by a vacuum gap over the polar cap. This is illustrated in Fig. 1.6.
In the bottom part is the surface of the pulsar from which dipolar field lines
emerge. The rotating magnetic field introduces an electric field between the
surface and a boundary that pulls beams of charged particles from the star.
Only in the region between the last open field lines can these particles escape
from the surroundings of the star, preventing the electric field from breaking
down. As the particles move upwards along the field lines, they emit coherent
radio emission. Due to the perpendicular component of the electric field to
the magnetic field, the beams drift around the magnetic axis, in the frame
rotating with the star. This is called the E×B drift 4. A nice property is that
the drift speed depends on the strength of the electric field. In particular, if
the rotation speed of the sub-pulses is seen to change, then we might be seeing
changes in the electric field.
4It has been pointed out by Fung et al. [15] that the drift speed is not only determined
by the electric field, but by the motion of the escaping beams across the magnetic self-field.
The motion of the escaping particles in he strong pulsar magnetic field is actually governed
by the force-free condition E+ v×B = 0, where now both v and B have an azimuthal and
a poloidal component.
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Figure 1.5: Sequence of single pulses from PSR B0031-07, observed with the WSRT at
325MHz. The single pulses are stacked on top of each other, with exactly one
pulsar period in between. The sequence shows that the emission of this pulsar is
composed of sub-pulses. One can also see that, for this pulsar, these sub-pulses
always emerge at an earlier phase than in the previous pulse. The top panel
shows the average profile from these 20 pulses.
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Figure 1.6: Schematic view of the vacuum gap model at the polar cap of a pulsar, according
to Ruderman & Sutherland [14]. See text for explanation.
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1.6 PSR B0031−07
There is one remarkable pulsar for which we have done a thorough multi-
frequency study. This is PSR B0031−07, which shows very clearly drift-
ing sub-pulses in three distinct modes of drift, called mode A, mode B and
mode C. These modes are characterised by the vertical spacing between their
drift bands, which is denoted P3. Their values are 13, 7 and 4 times the ro-
tation period of the pulsar for mode A, B and C, respectively. Fig. 1.7 shows
a sequence of pulses in a gray scale plot, clearly revealing the different drift
bands with different values of P3 for two of these drift modes. It also illustrates
the definition of P2 and P3, as the horizontal and vertical spacing between drift
bands. Note that the value of P2 is the same for both drift modes.
Another characteristic of this pulsar is its presence of OPM. This becomes
visible in the average PA by a 90◦ jump at a specific longitude, depending on
the frequency of observation. A final characteristic is its nulling behaviour.
After a sequence of pulses, the pulsar seems to suddenly turn off and no radio
emission can be observed for a few to a hundred pulsar periods. After a null,
the pulsar continues to emit pulses in one of the three drift modes.
In the past, PSR B0031−07 has often been studied at low frequencies, but
not as often at frequencies above 1GHz, nor at multiple frequencies simul-
taneously. In Chapter 4 the single pulses of PSR 0031−07 are studied from
two simultaneous observations at both a low and a high frequency. The re-
sults in that chapter have led to new observations of PSR B0031−07, utilising
three different telescopes to produce up to 5 frequencies simultaneously. The
analysis of these new observations are presented in Chapter 5.
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P3
P2
Figure 1.7: Sequence of single pulses of PSR B0031−07 in a gray scale plot, observed with
the WSRT at 325MHz. Dark regions resemble high intensity. The pulses are
stacked on top of each other with exactly one pulsar period in between. The
straight lines are drawn along the drift bands. The horizontal spacing between
these drift bands is denoted P2, the vertical spacing between the drift bands is
denoted P3. The plot shows drift modes A and B, with values for P3 of about
13 and 7 times the rotation period of the pulsar, respectively.
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1.7 The geometry of pulsars
Observation of single pulses and of their polarisation properties at multiple
frequencies allow the construction of a theoretical model of the emission re-
gion. In Chapter 5, such a model is presented describing the geometry of the
emission regions of PSR B0031−07. This model can reproduce a great number
of characteristics of this pulsar, such as the disappearance of one of the drift
modes at high frequencies. The model is based on a number of observational
features that limit the emission geometry. Some of them are seen in almost all
pulsars and there are a number of ways to use this information to find what
the geometry of these pulsars are roughly like.
First of all, the average intensity profile can be interpreted as a line of
sight cut through one or multiple conal emission zones (sometimes including
a core emission zone) as suggested by Rankin [16]. The profile changes at
different observation frequencies reveal how the different emission zones are
intersected by the line of sight at different altitudes. Also, the width of the
profile indicates what part of the cut penetrates the emission zone. This can
be used to limit how far the emission extends from the magnetic axis as well
as to limit the possible values for the angle between the rotation axis and the
magnetic axis (α) and the angle between the magnetic axis and the observer
(β). More accurate values for α and β can be obtained from the exact shape
of the position angle sweep, as mentioned in Section 1.4, which is described by
the unperturbed Rotating Vector Model from Radhakrishnan and Cooke [11]:
tanψ =
sinα sinΦ
sin(α+ β) cos(α)− cos(α+ β) sinα cosΦ (1.1)
where ψ is the position angle and Φ is the pulsar phase with 0 corresponding
to the closest approach to the magnetic axis. Values for α and β can directly
be obtained by fitting this formula to the observed position angle sweep. How-
ever, one should keep in mind that the observed position angle can be distorted
by orthogonal mode jumps, aberration, retardation and deviations of the mag-
netic field from a perfect dipole. Although they make estimates of α and β
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more difficult, aberration and retardation themselves can be used to estimate
emission heights, as has been done for example by Blaskiewicz et al. [17], Gan-
gadhara and Gupta [18] and Mitra and Li [19]. Additional information about
the emission height is often obtained from the change of the widths of the av-
erage intensity profiles over frequency, which depends on altitude as explained
in Section 1.3. Different assumptions about the emission mechanism will lead
to relationships between frequency and emission height. Also, such methods
assume that the streams of particles that are responsible for the emission, fol-
low the field lines of a magnetic dipole and have to make assumptions about
the intensity distribution at given height. Finally, when the pulsar emission
shows drifting sub-pulses, the value of P2 at different frequencies can be used
to estimate the change of emission height between these frequencies. Fig. 1.8
shows a sketch of how P2 changes with different emission heights. Point B is
a top view of the magnetic axis. The circles represent slices of the sub-beams
at two different heights that give rise to the drifting sub-pulses, as observed at
two different frequencies. The sub-beams move along the curve drawn through
them. η is the angle between the projected centres of two sub-beams and the
magnetic axis. Note that η remains constant for different emission heights.
The thick horizontal line is the line of sight intersection. For small values of
α this line becomes curved. The values of P2, as they will be observed at
each frequency, are proportional to the distance between the points where the
sub-beams overlap with the line of sight intersection. In the figure, P2 will in-
crease linearly with the distance from the centre of the circles to point B. As a
function of distance to the stellar centre r, the sub-beams move away from the
magnetic axis with r1
1
2 , while the distance from the line of sight intersection
with the magnetic axis increases linearly with r. Thus, relative to the line of
sight intersection (as is shown in Fig. 1.8), the sub-beams move outward as
r
1
2 . This means that for large values of α, P2 changes with emission height as
r
1
2 . For small values of α the change in P2 will be less. In the extreme case
when α is 0, the line of sight intersection will be curved along with the path
of the sub-beams and P2 will not change at all for different emission heights.
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Figure 1.8: Schematic view of the change of P2 with emission height. At increasing heights,
both the sub-beams and the line of sight intersection move away from the mag-
netic axis. However, to keep the figure simple, the line of sight intersection is
kept at a constant distance from the magnetic axis and only the relative shift
with the sub-beams is shown. See text for further explanation.
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1.8 EPN
The final part of this thesis is spent on the documentation of software which
was developed in C with the purpose of handling the EPN format for data-
analysis programs used in this thesis. EPN stands for European Pulsar Net-
work, which is an association of European astrophysical research institutes
that co-operate in the subject of pulsar research. Their need to have a com-
mon standard format for pulsar data led D.R. Lorimer et al. [20] to develop
the EPN format. The format has some generic similarities to the widely used
FITS format [21], but has been designed to meet the specific needs of the EPN.
Chapter 2
On the Search for Coherent
Radiation from Radio Pulsars
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(Published in A&A)
Abstract. We have examined data from pulsars B0950+08 and B0329+54
for evidence of temporally coherent radiation using the modified coherence
function (MCF) technique of Jenet et al. [22]. We consider the influence of
both instrumental bandpass and interstellar propagation effects. Even after
removal of the effects due to the instrumental bandpass, we detect a signature
in the MCF of our PSR B0329+54 data which is consistent with the definition
of a coherent signal. However, we model the effects due to interstellar scintil-
lation for this pulsar and show that it reproduces the observed signature. In
particular, the temporal coherence time is close to the reciprocal of the decor-
relation bandwidth due to diffractive scintillation. Furthermore, comparison
of the coherence times of three pulsars reported by Jenet et al. [22] with their
expected diffractive decorrelation bandwidths suggests that the detection of
coherence in these pulsars is also likely a result of interstellar scintillation, and
is not intrinsic to the pulsars.
23
24 On the Search for Coherent Radiation from Radio Pulsars
2.1 Introduction
Only a few months after the discovery of the first pulsars in 1967 [3] itwas realised they were in fact neutron stars [4, 23]. However, the emis-
sion process, responsible for the radio-frequency radiation in pulsars, remains
uncertain. One characteristic of the pulsar radiation is a very high brightness
temperature which can reach 1030K [24], which implies that it is generated by
a coherent mechanism. It is therefore important to identify characteristics of
coherent emission in pulsar radiation. Rickett [25] suggested that the observed
radiation is well described by amplitude modulated Gaussian noise, which con-
tains no information about the coherent nature of the radiation. Cordes [26]
later generalised this to non-Gaussian shot noise. Hankins et al. [27] have
seen individual shot nano-pulses in the giant pulses from the Crab pulsar,
suggesting that the intrinsic structure is less than 2 ns.
Jenet et al. [22] (hereafter JAP) claim to have detected the existence of
coherent non-Gaussian radiation on 100 ns time scales for pulsars B0823+26,
B0950+08 and B1133+16 in observations made at the Arecibo observatory.
They used their “modified coherence function” (MCF), defined in Eq. (2.1)
below, to find statistics inconsistent with amplitude-modulated Gaussian noise
in the voltage time series from observations of these three pulsars. They
show that a coherent model for pulsar radiation can account for the observed
statistics. However, if the MCF of a time series of pulsar radiation shows
statistics of a non-Gaussian nature, it does not yet prove that the pulsar
radiation itself contains non-Gaussian statistics. We have to consider the effect
of the ISM on pulsar radiation and the instrumental effects on the signal after
detection. JAP assert that scintillation does not influence the statistics of the
signal measured by the MCF. In particular, they state that if the statistics of
the intensity fluctuations are well described by Gaussian noise, the MCF ought
not to exceed zero as a result of propagation effects. Scintillation, however,
can give rise to a quasi-periodic fluctuation in the frequency power spectrum
(see Fig. 2.3b). Such fluctuations in the frequency domain can be expected to
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influence the autocorrelations from which the MCF is constructed.
We consider here an independent data set for pulsars B0950+08 and B0329+54
to try to confirm the detection of coherence. In Sect. 2.2 we describe our obser-
vations and the construction of the MCF. In Sect. 2.3 we present an analysis
of our data and investigate whether scintillation and instrumental effects do
influence the MCF. Here, we also present a numerical experiment that shows
that scintillation quantitatively explains the coherent features observed by
JAP and compare their values of the coherence time with the inverse of the
diffractive decorrelation bandwidth for each pulsar. In Sect. 2.4 we discuss our
results and present our conclusions.
2.2 Observations and analysis
For our analysis, we use data from pulsars B0329+54 and B0950+08. These
are bright pulsars and it is therefore possible to detect single pulses with
the high signal-to-noise ratio required to find a clear signature of coherent
radiation.
These data were taken using the Westerbork Synthesis Radio Telescopes
(WSRT) with its pulsar backend, PuMa [28]. In its tied array mode the
WSRT is equivalent to a single dish with a diameter of 94m and has a gain of
1.2K/Jy. PSR B0950+08 was observed on 28 April 1999 at a centre frequency
of 382MHz, with a bandwidth of 10MHz. PSR B0329+54 was observed on
13 August and 11 September 1999 at a centre frequency of 328MHz, with
a bandwidth of 5MHz. In both observations a 10MHz band was Nyquist-
sampled in 2 linear polarisation channels. For PSR B0329+54 the 5MHz band
was formed by digitally filtering the data using a finite impulse response filter.
After sampling, the data were 2 bit digitised. The high time resolution of 50 ns
and 100 ns for pulsars B0950+08 and B0329+54, respectively, is necessary to
study radiation which is expected to contain features with a coherence time
of a few hundred nanoseconds [22].
We remove the effects of interstellar dispersion by means of coherent dedis-
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Table 2.1: Pulsar Characteristics and Analysis Parameters
Pulsar B0950+08 B0329+54
Period 0.2531 s 0.7145 s
Period derivative 8.6× 10−17 2.04959× 10−15
Dispersion measure 2.9702 pc cm−3 26.7765 pc cm−3
Centre frequency 382MHz 328MHz
Bandwidth 10MHz 5MHz
Number of Pulses 2 320 5 200
Size of window 102.4µs 204.8µs
Number of windows 16 16
Time-resolution 50 ns 100 ns
persion [29]. Finally, for both pulsars, we take two sets of small successive time
windows for each individual pulse. One set contains small windows centred on
the peak of the average pulse profile, the other set contains a region outside the
pulse, which is used for system plus sky noise corrections. The size, number of
windows, and other parameters can be found in Table 2.1. To make sure that
the periodicity of microstructure does not show up in our results as coherence,
we chose a window smaller than the typical microstructure time-scale for both
pulsars, which is 0.17ms for PSR B0950+08 [30] and 0.6 − 1.5ms for PSR
B0329+54 [31].
From these windows we calculate the MCF for real voltages. The MCF
tests the fourth moment of the signal against the square of the second moment
and is given by
MS(∆φ) ≡ 〈CIS (∆φ)〉〈CIS (0)〉
− 1
3
(
2
[〈CS(∆φ)〉
〈CS(0)〉
]2
+ 1
)
, (2.1)
where S is the time series of real voltages, IS = S · S is the intensity, while
CS(∆φ) and CIS (∆φ) are the autocorrelations of S and IS , respectively. The
angular brackets denote averaging over different windows and different pulses.
In the analysis of JAP, S is a time series of complex voltages. Although
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the MCF for complex voltages is different from the MCF for real voltages,
physically, they are the same.
(a) (b)
Figure 2.1: Our results for the MCF as a function of phase delay calculated for pulsars
B0950+08 (a) and B0329+54 (b) before bandpass correction, obtained from
2 320 and 5 200 time series of real data obtained with WSRT, respectively. The
time resolution is 50 ns for PSR B0950+08 and 100 ns for PSR B0329+54.
Note that the peak at zero phase delay has been set to zero.
The MCF is sensitive to phase relationships between measurement points
separated in time, called temporal coherence. The two polarisations are also
separated and treated as different pulses. We thus obtain 32 time series from
each pulse.
2.2.1 Calculating the MCF
The MCF is sensitive to coherent features present in any time series. For pulsar
radiation, such features could result when the radiation is emitted in bunches
of coherently radiating particles [14]. However, if there is extensive incoherent
addition of these bunches, the resulting radiation will contain only Gaussian
statistics [26]. Because of the way the MCF is constructed (see Eq. (2.1)), it
has a value of zero for Gaussian noise (if applied to complex data) and falls
below zero with increasing delay for amplitude modulated Gaussian noise.
Therefore, if the MCF of a time series becomes larger than zero, it contains
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statistics of a non-Gaussian nature, which might give information on bunching
of coherently radiating particles. To find such statistics, we wish to calculate
the MCF for a noise-subtracted pulsar signal.
In order to calculate the second term of the MCF we note that the recorded
on-pulse voltage time series V (t) contains both the pulsar signal and system
plus sky noise. It can therefore be expressed as
V (t) = S(t) +N(t), (2.2)
where S(t) is the pulsar signal and N(t) is the system plus sky noise, which is
contained in the off-pulse signal. Using the voltage time series of the on- and
off-pulse, the average autocorrelation (AAC) of the pulsar signal and the AAC
of the intensity of the pulsar signal are calculated as follows. First, one win-
dow containing one polarisation of the on-pulse of the pulsar profile is Fourier
transformed to the frequency domain. The value at each frequency is multi-
plied by its complex conjugate and inverse Fourier transformed back into the
time domain (correlation theorem). This results in the temporal autocorrela-
tion of one window of on-pulse signal. The autocorrelations of all the windows
in the total time series of on-pulse signal (containing both polarisations) are
then averaged together to give the AAC of the on-pulse, 〈CV (∆φ)〉. The same
calculation is made for the off-pulse signal to give 〈CN (∆φ)〉. The AAC of the
pulsar signal without the system and sky noise, is given by
〈CS(∆φ)〉 = 〈CV (∆φ)〉 − 〈CN (∆φ)〉. (2.3)
This AAC is divided by the average pulsar intensity of the total time series,
which is simply the average intensity of the on-pulse minus the average inten-
sity of the off-pulse,
〈IS〉 = 〈IV 〉 − 〈IN 〉. (2.4)
Squaring the result, we obtain the second term of the MCF, 〈CS(∆φ)〉2/〈CS(0)〉2,
where 〈CS(0)〉 = 〈IS〉.
To obtain the first term, we calculate the AAC’s of the intensity of the
voltage time series of on-pulse signal and off-pulse signal. The AAC of the
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intensity of the noise-subtracted pulsar signal is given by
〈CIS (∆φ)〉= 〈CIV (∆φ)〉 − 〈CIN (∆φ)〉
−2 [〈CV (0)〉 − 〈CN (0)〉] · 〈CN (0)〉
−4 [〈CV (∆φ)〉 − 〈CN (∆φ)〉] · 〈CN (∆φ)〉. (2.5)
The first term in the MCF results by dividing this AAC by the average of the
square of the intensity of the total time series, which is given by
〈CIS (0)〉= 〈CIV (0)〉 − 〈CIN (0)〉
−6 [〈CV (0)〉 − 〈CN (0)〉] · 〈CN (0)〉. (2.6)
The MCF is then calculated according to Eq. (2.1).
2.3 Results
Our MCF for PSR B0950+08 is shown in Fig. 2.1a. The MCF starts at a value
of zero and falls with increasing ∆φ, which is due to the non-zero slope of the
average pulse profile of the pulsar. Our MCF for PSR B0329+54 is shown in
Fig. 2.1b. It shows that there is a broad excess reaching a ∆φ of 35µs. There
is also a large peak extending over the second and third bins.
The peak in PSR 0329+54 is at a ∆φ that is the reciprocal of the band-
width. This makes us suspect that the frequency-dependent gain of the system,
the bandpass, can influence the MCF. We can understand the presence of a
peak in the MCF due to the bandpass as follows1. Define S˜(ν) as the Fourier
transform of the voltage signal S(t) and define the bandpass as S˜(ν)S˜∗(ν). The
bandpass contains modulation with a width equal to the width of the band-
pass, ∆νbp and also modulation with a width of about one third the width of
the bandpass (see Figs. 2.3c and d). This implies that S(t) and S(t)2 contain
a peak with a width on the order of 3/∆νbp. The autocorrelation of the signal
1To make a clear distinction between time and frequency, we use time (t) instead of phase
(φ).
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CS(∆t) and the autocorrelation of the intensity CIS (∆t) will then contain a
peak at ∆t = 0 and decorrelate on a timescale on the order of 3/∆νbp. The
MCF contains the peak from the autocorrelation of the intensity minus 2/3
the square of the peak of the autocorrelation of the signal itself. This last con-
tribution works as a partial bandpass correction, but not as a full bandpass
correction, as the two contributions are not necessarily equal.
2.3.1 Correcting for the bandpass
The noise power is dominated by the sky background radiation at the frequen-
cies used in this work. We therefore take the shape of the power spectrum of
the signal in the off-pulse as an estimate of the bandpass. The WSRT band-
pass contains modulation with a width on the order of 2 MHz and interference
peaks [32]. Fig. 2.3 shows the bandpass of on-pulse and off-pulse emission
for one polarisation state of pulsars B0950+08 and B0329+54, averaged over
2,000 pulses.
To correct for the bandpass, we calculate and apply a bandpass correction
as follows. First, we estimate the average bandpass as the power of the off-
pulse signal as a function of frequency averaged over all pulses. We then
normalise by dividing each frequency value by the average of the bandpass.
Before the calculation of the MCF, we Fourier transform the signal inside
each window into the frequency domain, divide the value at each frequency
by the square root of the corresponding value of the bandpass and Fourier
transform back into the time domain. This process does not correct for a
possible frequency dependent phase shift introduced by the system. We carry
out the procedure described above separately for both polarisations. High-level
interference peaks are replaced in the frequency domain by the average of their
left and right neighbours. Adjacent peaks are considered as one. Remaining
interference peaks should only have a small influence on the MCF and only
on long timescales.
In Fig 2.2 we see the corrected MCF for PSR B0329+54. The peak at low
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Figure 2.2: Our results of the MCF calculated for PSR B0329+54 after bandpass correction.
See Fig. 2.1 for explanation.
∆φ has gone down slightly, but remains present. Looking at Fig. 2.3b, we see
that there is strong modulation in the on-pulse bandpass of PSR B0329+54
which is absent in the off-pulse bandpass. This reduces the effectiveness of the
bandpass correction, as this modulation makes the on-pulse bandpass different
from the off-pulse bandpass. We did not do a bandpass correction for PSR
B0950+08, as there is no sign of coherence present in our data from this pulsar.
2.3.2 Effect of scintillation on the MCF
Having established that variations in the bandpass shape can theoretically
influence the MCF, we now consider the additional influence of interstellar
scintillation (ISS). Diffractive ISS introduces structure in the instantaneous
spectrum of a pulsar and can therefore, in principle, influence the MCF. In
particular, we argue that ISS induces a signal in the MCF that is likely to
masquerade as a false detection of temporally coherent pulsar radiation.
Diffractive interstellar scintillation is observed in pulsars, including B0950+08
and B0329+54, at centimetre wavelengths and lower. It imposes large (>
100%) temporal and spectral modulations in the intensity of the radiation.
The decorrelation timescale and bandwidth of the fluctuations are chiefly de-
termined by two parameters: the diffractive scale rdiff , and the Fresnel scale
rF. It is often convenient to consider the phase fluctuations imposed by the
scattering medium confined to a thin phase screen of distance L from the
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observer. Then the diffractive scale is the distance on the phase screen over
which the root mean square phase difference is one radian, and the Fresnel
scale is set by the distance to the screen and the wavelength rF =
√
λL/2pi.
Diffractive scintillation imposes random spectral variations of characteris-
tic bandwidth
∆νdc = ν
(
rdiff
rF
)2
(2.7)
across the pulsar signal, and this spectrum changes on a time scale ∼ rdiff/v,
where v is the velocity of the scintillation pattern across the Earth. The ex-
pected decorrelation bandwidth for observations of B0329+54 and B0950+08
at their observing frequency are 29 kHz [33] and 0.22GHz [34], respectively.
These values were scaled from a frequency of 1GHz and 51MHz, respectively,
assuming ∆νdc ∝ ν4.4 [35].
Let us consider the effect of diffractive spectral variations on the quantity
CI(∆t). The instantaneous power spectrum of the pulsar signal contains large
variations with a characteristic bandwidth ∆νdc. Thus, since the amplitudes
of the Fourier transformed voltages contain ripples, the observed voltages are
broadened. In the case of scintillation, the broadening can be described by the
pulse broadening function (PBF) [36]. The instantaneous PBF is expected to
have wiggles on a time scale set by the reciprocal of the decorrelation band-
width, ∆t ≈ 1/∆νdc. This implies that the intensity also contains variations on
the same characteristic time scale. Neglecting any intrinsic temporal coherence
due to the pulsar, the intensity autocorrelation function CI(∆t) is expected
to peak at ∆t = 0 and decorrelate on a timescale set by the inverse of the
scintillation decorrelation bandwidth. The average intensity autocorrelation
function, obtained by combining the autocorrelations from many individual
pulses and even over many diffractive timescales, is expected to exhibit the
same decorrelation timescale. This is because every set of data is expected to
exhibit spectral structure with a similar decorrelation bandwidth.
The second contribution to the MCF comes from the autocorrelation of the
signal voltages, CS(∆t). The autocorrelation function of the pulsar voltages,
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S(t), and the on-pulse bandpass, S˜(ν)S˜(ν)∗ are related by a Fourier transform:
CS(∆t)­ 〈S˜(ν)S˜∗(ν)〉, (2.8)
where the angular brackets denote an average over many scintles in either/both
the temporal and spectral domains. Thus the autocorrelation CS(∆t) is the
inverse Fourier transform of the mean bandpass. However, the mean bandpass
contains little structure due to the stochastic scintillation. Observations over
many scintillation time scales wash out the frequency dependent structure due
to scintillation, so that the mean on-pulse bandpass reflects mainly the instru-
mental response to the intrinsic spectrum of the pulsar. Thus scintillation has
little effect on CS(∆t).
2.3.3 The Modi£ed Coherence Function due to Scintillation
A set of synthetic observations from data generated by a scattering simulation
is constructed in order to demonstrate the effect of scintillation on the MCF
suggested by the preceeding arguments.
The simulations are conducted by constructing a set of phase fluctuations
as a function of position and wavelength, φ(r,λ), frozen onto a thin phase-
changing screen located a distance L from the observer’s plane. We take a
plane wave of unit amplitude incident on the phase screen, so that the phase of
the wave upon exiting the screen is φ(r). The phase fluctuations are generated
according to a von Karman power spectrum [37]
Qφ(q) = Q0
(
|q|2 + q2min
)−β/2
exp(−|q|/qmax), (2.9)
where Q0 is the amplitude of the power spectrum and sets the diffractive
scale length, rdiff . The Kolmogorov value of β = 11/3 is assumed for the
power law index [38], and qmax and qmin are the upper and lower cutoffs of the
power spectrum respectively. Each specific realisation of the scattering screen
is generated by randomly choosing the phase associated with each spectral
mode [37], so that the Fourier transform of the phase fluctuations, φ(x), is
34 On the Search for Coherent Radiation from Radio Pulsars
(a) (b)
(c) (d)
Figure 2.3: Bandpass of one polarisation of WSRT for (a) On-pulse of B0950+08, (b) On-
pulse of B0329+54, (c) Off-pulse of B0950+08, (d) Off-pulse of B0329+54, all
averaged over 2,000 pulses. The peaks are caused by interference. The on-pulse
of B0329+54 shows scintillation with a width of approximately 30 kHz (or 25
bins).
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given by
φ˜(q) = Qφ(q)
1/2 exp[i|q| ·X], (2.10)
with X ∈ (0, 2pi]. The wave field at the observer’s plane is the inverse Fourier
transform of the Fourier transform of the wave field at the exit plane of the
phase screen, exp[iφ(r)] multiplied by the Fourier transform of the propagator
exp[−i(2pirF)2q2/2].
Temporal fluctuations in the wave field are obtained by moving the phase
screen relative to the observer, however, due to the limited number of grid
points short time scale variations could not be simulated. Spectral variations
are obtained by scaling the phase fluctuations according to
φ(r,λ) =
λ
λ0
φ(r,λ0), (2.11)
and by altering the Fresnel scale in a similar manner, rF(λ) =
√
λ/λ0rF(λ0)
where λ is a wavelength within the observation bandwidth and λ0 is an ar-
bitrary, but fixed wavelength. Synthetic pulsar observations are generated by
shifting the wave field due to the scintillation pattern in time and frequency
in this manner, and by choosing the length scales rdiff and rF appropriate
to the scattering conditions. The MCF is computed directly from the wave
field, where the wave numbers, kmin and kmax, were chosen to match a 5MHz
bandwidth around 328MHz and the upper and lower cut-offs of the power
spectrum, qmin and qmax, were set at values corresponding to a physical size
much larger than the scale of the phase screen and much smaller than the size
of one discrete point, respectively. Table 2.2 shows the values of the other
scintillation parameters with a brief explanation. The distance of the scin-
tillation screen, D, was chosen to be in the middle between the pulsar and
the observer. By tuning Q0, we tried to create scintillation similar to that in
our data from PSR B0329+54. The simulation results for PSR B0329+54 are
shown in Fig. 2.4 and clearly show an excess similar to that in our MCF of
PSR B0329+54. This simulation does not reproduce the peak in the first bins.
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However, in order to see the effects of the short time scale variations of the
scintillation pattern, we have simulated a growing scintillation pattern similar
to that visible in Fig. 2.3b on top of a flat bandpass. Note that the individual
modulations in the bandpass of our data from PSR B0329+54 often overlap
each other. This simulation did result in a peak in the first bins of the MCF.
Furthermore, we split up our data from PSR B0329+54 into smaller sets of
data, calculated the MCF of each dataset and averaged them together. We
did this for datasets ten to hundred times shorter than the total length of our
data and saw that the peak in the first bins of the MCF decreases when the
dataset becomes smaller.
Figure 2.4: The MCF of simulated scintillation at a frequency of 328MHz and a bandwidth
of 5MHz. The input parameters are set to generate scintillation similar to that
in our data from B0329+54
2.4 Discussion and Conclusions
We find that frequency modulation due to scintillation and possibly the shape
of the WSRT bandpass have an effect on the MCF at small delay values. This
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Table 2.2: List of scintillation parameters and values used in the simulation
Input Description
parameters
kmin = 6.807m
−1 Minimum wavenumber
kmax = 6.912m
−1 Maximum wavenumber
(kmin and kmax are the edges of
the observed frequency range)
D = 0.7 kpc Distance between scintillation
screen and observer
Q0 = 1.1× 10−41m−17/3 Amplitude of the power spectrum
of the phase fluctuations
N = 128 Number of discrete points across
the wave field (Total number of
grid points = N2)
Measured
parameters
rF = 1.7× 109m Fresnel scale (=
√
D/k)
rdiff = 3× 107m Diffraction length scale
rref = 1.7× 1011m Refraction length scale
(= rF
2/rdiff)
∆νdc = 0.02MHz Diffractive decorrelation
bandwidth
may be problematic in determining a coherence time. For PSR B0950+08 we
find no signature of coherence. For PSR B0329+54 we find two features at
small delay values: a peak in the first two bins and a broad excess reaching
up to 35µs. We have shown that the shape of the bandpass can theoretically
cause a peak in the first bins of the MCF. The bandpass correction, which
uses the off-pulse, might not be effective in the case of PSR B0329+54 due
to the frequency modulation present in the on-pulse. By comparing Fig. 2.4
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Table 2.3: Diffractive decorrelation bandwidth and coherence time of pulsars B0329+54,
B0823+26, B0950+08, B1133+16 and B1937+21.
Pulsar Frequency Time resolution 1/∆νdc Measured coherence
(MHz) (ns) (µs) time (µs)
B0329+54 328 100 34 [33] 35 [1]
B0823+26 430 100 1.2 [33] 1.5 [2]
B0950+08 382 50 4.5×10−3 [34] none [1]
B0950+08 430 100 2.9×10−3 [34] 0.4 [2]
B1133+16 430 100 0.67 [33] 1.1 [2]
B1937+21 430 100 238 [39] none [2]
[1] Our data
[2] Data from JAP
with Fig. 2.1b, we see that scintillation reproduces the broad rise observed
in the MCF of PSR B0329+54. Furthermore, a simulation of an increasing
scintillation pattern on top of a flat bandpass, where the modulation due to the
scintillation was overlapping, has shown that small changes in the scintillation
pattern can cause a peak in the first bins of the MCF. This is similar to a time
dependent variation in the bandpass itself. Moreover, when smaller timescales
are used to calculate the MCF the peak is seen to decrease also indicating that
scintillation may play a role here.
From the above, we conclude that scintillation can be responsible for both
the broad excess as well as the peak in the first two bins of the MCF of PSR
B0329+54.
We now discuss whether the excess found in the MCF of three pulsars by
JAP could also be due to scintillation. In Table 2.3 we show the similarity
between the diffractive decorrelation bandwidth of the different pulsars and
their coherence time, defined as the point where the MCF becomes zero. The
values for ∆νdc were scaled from a frequency of 51MHz for PSR B0950+08 and
from 1GHz for the other pulsars, assuming ∆νdc ∝ ν4.4 [35]. No errors were
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quoted in Cordes [33], however it is known that ∆νdc can vary significantly
with time, in some cases as much as a factor of 2−3 [40]. Assuming that
the rise in the MCF is due to scintillation, we estimate the MCF to become
zero when ∆φ is on the order of 1/∆νdc. Looking at Table 2.3, we see that
the values of the reciprocal of the diffractive decorrelation bandwidth and the
measured coherence time (fourth and fifth column, respectively) are indeed
similar. For our result of PSR B0950+08 there is no measured coherence
time, while JAP find a coherence time for this pulsar of 0.4µs. Assuming
the diffractive decorrelation bandwidth from [34] the time resolution of our
data and that of JAP are too large to see the scintillation. The observed
feature in the MCF for PSR B0950+08 of JAP (see their Fig. 1) might then
result from a time variation in the bandpass of their data. There is, however,
some controversy as to what the diffractive decorrelation bandwidth for PSR
B0950+08 is. According to [33] ∆νdc is 4.0MHz at an observing frequency
of 430MHz. This gives a value for 1/∆νdc of 0.25µs, which is in the order
of size of the coherence time of 0.4µs, measured by JAP. Assuming the value
given by [33], it would appear that the signal-to-noise ratio in our data is
insufficient to see the scintillation, as we see no excess in the MCF. For PSR
B1937+21, JAP also found no coherence time. Although this pulsar is known
to scintillate, the value for 1/∆νdc is so large that we can expect the excess
in the MCF due to scintillation to be smeared out over such a large range of
delays as to make it unmeasurable with the sensitivity of their observation.
We conclude that scintillation and possibly the shape of the bandpass
causes the excess in the MCF of our data from PSR B0329+54. Furthermore,
we conclude that the coherent features, found by JAP, also appear to be the
result of scintillation. We therefore cannot confirm that the MCF is clearly
showing us the presence of coherence in these pulsars.
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Abstract. We have carried out a study of the orthogonal polarisation mode
behaviour as a function of frequency of 18 pulsars, using average pulsar data
from the European Pulsar Network (EPN). Assuming that the radiation con-
sists of two 100% polarised completely orthogonal superposed modes we sepa-
rated these modes, resulting in average pulse profiles of each mode at multiple
frequencies for each pulsar. Furthermore, we studied the frequency depen-
dence of the relative intensity of these modes. We found in many pulsars that
the average pulse profiles of the two modes differ in their dependence on fre-
quency. In particular, we found that pulse components that are dominated by
one mode tend to increase in intensity with increasing frequency with respect
to the rest of the profile.
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3.1 Introduction
Single pulse studies of the position angle (PA) of linearly polarised radi-ation from a number of pulsars show that it is built up of two modes
of polarisation, which are separated in angle by 90◦ [41, 42]. It is believed
that these orthogonally polarised modes (OPM) reflect the eigenmodes of the
magneto-active plasma in the open magnetic field-lines above the pulsar polar
cap. Three modes of wave propagation are allowed in this region, one of which
is the ordinary sub-luminous mode, which cannot escape the pulsar magneto-
sphere due to Landau damping and is thus of no interest to the present work.
The remaining two modes are the ordinary super-luminous mode (O-mode)
which is polarised in the local plane defined by the external magnetic field and
the wave-vector, and the extraordinary mode (X-mode), which is polarised
perpendicular to this plane [12, 13]. According to Barnard & Arons [43] re-
fraction can separate the X- and O-modes beams, which have different indexes
of refraction, by many beam-widths. The tendency for average profiles to have
constant widths above a critical frequency is then explained by this separation
occurring above a critical height [44]. Two conditions are required for this:
(1) the radio emission mechanism has to be broadband in frequency over a
narrow range of heights above the stellar surface and (2) the gradient in the
plasma density has a transverse component to the radial direction [45]. The
independent propagation of the two modes in the open flux zone can produce
the abrupt orthogonal transitions in polarisation position angle that are com-
monly observed in studies of individual pulse polarisation [41]. The merging
of the beams might also account for depolarisation of pulse average profiles
with increasing radio frequency [45, 46]. Alternatively, the OPM transitions
might not be due to refraction, but due to switching between significant and
insignificant conversion of O-mode into X-mode [13].
One of the most important questions about OPM is whether the polarisa-
tion modes are disjoint or superposed. For disjoint modes the polarisation of
the observed radiation is given by either one of the two modes at each point
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in time. Superposed modes occur simultaneously and the polarisation of the
observed electromagnetic radiation is given by the vectorial addition of the
Stokes parameters Q, U and V of both modes. Cordes et al. [47], who first
posed this question based on the polarisation from PSR B2020+28, assumed
the modes to be disjoint and stated three arguments for this assumption: (1)
the degree of polarisation is fairly steady from one pulse to the next, (2) if
the modes are superposed, one might expect occasional sign changes in the
complex value Q+ iU when the linear polarisation is low, due to random fluc-
tuations in the relative strength of the two modes and (3) the instantaneous
mode of polarisation seems correlated with the total intensity, which is con-
sistent with disjoint occurrence of the modes. However, Stinebring et al. [42]
found that the modes appear to be superposed by studying sensitive polarisa-
tion observations of a number of pulsars. It was found that average values of
the fractional linear polarisation were small at longitudes where both polari-
sation modes occurred with nearly equal frequency. The same effect was later
found in the instantaneous values of the fractional linear polarisation in single
pulse observations of PSR B2020+28 [48]. This phenomenon is present on
timescales of hundreds of microseconds to hours, which is what one would ex-
pect for superposed OPM. For disjoint modes one would expect the fractional
polarisation to be either high or low, depending on the fractional polarisation
of the active mode.
There have been a number of attempts to separate both polarisation modes
by utilising position angle information of single pulses. This method, which
assumes that the modes are disjoint, was first used by Rankin et al. [49]
and Rankin [50] who applied it to PSR B1604-00 and B1737+13. Later the
method was improved to be independent of the complexity of the position
angle curve, the relative intensities of the modes and the angular separation
of the modes and has been applied to 1404-MHz observations of a number
of pulsars, including B0525+21, B0834+06, B0950+08, B1237+25, B1944+17
and B2020+28 [51,52].
Assuming that the polarisation modes are superposed, that they are com-
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pletely polarised and completely orthogonal, the average intensity of the indi-
vidual polarisation modes as a function of longitude can be determined from
the Stokes parameters of the average pulsar signal [53]. In this paper we make
these assumptions and determine the individual polarisation profiles of 18 pul-
sars as a function of both longitude and frequency (using data from the EPN
database). In section 3.2 we give a description of our analysis, the results of
which are shown in section 3.3. In section 3.4 we discuss the results and finally
we give our conclusions in section 3.5.
3.2 Method
McKinnon and Stinebring have developed a method to separate the modes of
electromagnetic radiation that is built up out of two 100% polarised completely
orthogonal modes that are superposed [53]. This method is illustrated by
means of vectors in Fig. 3.1. Each pulse longitude will have a value for Stokes
Q, U and V , which can be expressed by a polarisation vector in Q-U -V -
space (Poincare´ space). The intensity corresponds to the radius of the sphere.
Polarisation vectors lying on the sphere indicate full polarisation, whereas
vectors lying within the sphere indicate partial polarisation. The fraction of
polarisation is given by the length of the polarisation vector divided by the
radius of the sphere (the intensity). Furthermore, two vectors with orthogonal
polarisation will be antiparallel. The method first fixes the orientation of the
polarisation vectors to lie in the Q-V plane, shown in Fig. 3.1, by rotating the
vector around the V axis. In this figure, the average intensity of the observed
radiation is given by the circle with radius Ie, the observed polarisation vector
is given by Pe and the underlying polarisation of the orthogonal modes are
given by P1 and P2. There are now two relationships between the observed
intensity and polarisation vector (Ie and Pe) and the polarisation vectors of the
orthogonal modes (P1 and P2). First, Ie is equal to the sum of the lengths of P1
and P2 and second, Pe is equal to the vectorial sum of P1 and P2. With these
relationships the two orthogonal polarisation vectors can easily be determined
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from the Stokes parameters.
V
Q
Pe
P
Ie
P2
1
Figure 3.1: Poincare´ circle that illustrates the method used to determine the intensity and
polarisation of two orthogonally polarised modes from the observed radiation. P1
and P2 represent the antiparallel polarisation vectors of both modes. The radius
of the circle, Ie, represents the total intensity of the radiation, which is equal to
the sum of the lengths of vectors P1 and P2, because the polarisation modes are
superposed incoherently. Pe represents the polarisation of the electromagnetic
radiation which is equal to the vectorial sum of P1 and P2. Note that the
polarisation vector of the observed radiation has been rotated around the V axis
to lie in the Q-V plane.
We apply this method to 18 pulsars for which polarimetric average pulse
profiles are available in the EPN database. Given the assumptions that the
radiation is built out of two superposed orthogonal modes that are 100% po-
larised, the separation is completely correct. Because the superposition is
linear, separation of the average polarisation profile at each longitude will re-
sult in the means of the individual modes at that longitude. Because of this,
we do not see the polarimetric behaviour of single pulses, nor any polarimetric
behaviour on small timescales. If, for example, the separation from the average
polarisation profile at a fixed longitude would reveal both modes to be of equal
strength, then one solution might be that at this longitude all single pulses are
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built out of the superposition of two modes with equal strength. Yet it might
also be the case that at this longitude one half of the single pulses would be
built out of just one of the orthogonal modes and the rest of the single pulses
would be built out of just the other mode. The data from the EPN database
consists of time-averaged data at multiple frequencies. Of these pulsars, 11
are known from previous studies to show OPM. It should be noted that this
method gives separated intensities corresponding to both modes at each lon-
gitude, but there is no direct knowledge as to determine which value belongs
to which mode. We therefore have to be cautious when making a longitude
plot of the intensity of both modes as there are always two possibilities when
connecting intensity points from one longitude to the next. Generally, it is safe
to assign values with the highest intensity to one mode and values with the
lowest intensity to the other. When these values lie very close to each other,
the assignment of value to modes is made on the basis of visual inspection for
changes in modal dominance as evidenced by sharp jumps of nearly 90◦ in the
PA. In some cases the intensity points are connected by finding a smooth line
through the values. We have defined the polarisation mode with the highest
integrated intensity at the lowest available frequency as the strongest mode.
We thus produce the intensity of the separated modes, as well as the PA and
ellipticity angle (12atan(V/
√
Q2 + U2) as a function of frequency.
Furthermore, we have calculated the ratio of the longitude-averaged in-
tensity of both modes at each frequency. For pulsars with two pulse compo-
nents this has been done for both components separately and for both com-
ponents added together. The error on the average intensity was calculated
as σI =
√
N · σ, where N is the number of bins of the profile and σ is the
noise level, given by the standard deviation of the noise as estimated from
data in the off-pulse region of the profile. For 14 pulsars, the pulse profiles
at all frequencies were aligned by visual comparison of the profiles with the
corresponding plots from Kuzmin et al. [54]. When a profile at a particu-
lar frequency had no direct comparison, the alignment was estimated from
the frequency development from the plots from Kuzmin et al. [54]. Pulsars
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B0144+59, B1039−19, B1800−21 and B1944+17 were not listed in this paper
and were aligned by comparing pulse components and characteristics in the
polarisation from frequency to frequency. We can therefore not guarantee that
these pulsars are aligned correctly.
3.3 Results
If we assume that emission altitude is inversely related to the frequency of
emission (radius to frequency mapping) and that the magnetic field-lines are
dipolar shaped at the emission height, observing at different frequencies has
two implications: (1) radiation at high frequency arises lower in the pulsar
magnetosphere than radiation at low frequency and (2) radiation observed at
high frequency is emitted at field-lines that intersect the surface further away
from the magnetic axis than radiation observed at the same pulsar phase at
low frequency (see Fig. 3.2). When studying the average profiles at multiple
frequencies, this should be kept in mind.
Figures 3.4 through 3.21 show the results of the mode separation at all
frequencies for all pulsars. The left columns show the average total intensity
(solid line) and the average intensity of both modes (dotted and dashed lines),
the middle columns show the PA of the average Stokes parameters and the
right columns show the ellipticity angle at all frequencies. The PA and ellip-
ticity angle at pulse longitudes where the polarised intensity is less than twice
the RMS noise are not shown. Figures 3.22 through 3.24 show the frequency
development of the ratio of the average intensities of both modes, plotted on
a log-log scale, for all pulsars. The straight line through the points was de-
termined by the least squares fitting technique. Whenever these points show
little deviation from the straight line fit, the related power law index is shown
in Table 3.1. As there is no preferred mode, the values are always taken to be
positive. The point-style indicates the reference corresponding to the source
of the data in the EPN, which is listed below Fig. 3.24. The polarisation of
the 1.41GHz data from von Hoensbroech & Xilouris [46] was frequently found
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Figure 3.2: Schematics of two field lines from which radio waves of two different frequencies
are observed. L is the line that connects the locations where the dipolar field
lines are directed towards the observer. Due to radius-to-frequency mapping,
low frequency radio waves are emitted higher in the magnetosphere than high
frequency radio waves. As the image shows, the low frequency radio waves that
can be observed are emitted on field lines that intersect the surface closer to the
magnetic axis than the field lines that emit the observed high frequency radio
waves.
to differ from other 1.41GHz EPN data and from the development of the po-
larisation as a function of frequency. Thus these data were not included in the
analysis.
Let us now consider each pulsar in detail. For some pulsars we will refer to
the classification by von Hoensbroech et al. [55], who have classified a number
of pulsars into four groups, named after one of the pulsars in that group. The
first group of pulsars is exemplified by type 0355+54, for which one component
is highly polarised, whereas the rest of the profile has little polarisation. The
component that is highly polarised has a flatter spectral behaviour than the
rest of the profile and therefore dominates at higher frequency. The second
group consists of 0525+21-like pulsars, which, in the classification system from
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Rankin [16], are all examples of conal doubles. They have two moderately lin-
early polarised components, the PA follows the rotating vector model (RVM)
of Radhakrishnan [11] nearly perfectly and there is usually a core-type bridge
between the components. The third group consists of 1800−21-like pulsars,
which are young, have a very high spin down power, E˙, a relatively flat radio
spectrum behaviour, detectable X-ray emission and radio emission over a wide
fraction of the pulse period. They’re also nearly fully polarised, linearly and
circularly and do not show the commonly observed effect of depolarisation to-
wards high frequencies. The final group consists of 0144+59-like pulsars, which
show an unusual polarisation behaviour. Their degree of circular polarisation
increases strongly with frequency.
B0144+59
Pulsar B0144+59 defines the class of 0144+59-like pulsars, as described above.
Figure 3.4 shows that at all frequencies except 4.85GHz there is a mode-
switch around −2◦, which is associated with a jump in the PA. At 0.4GHz
the first component can be associated with one mode, whereas the second and
third components seem to be associated with the other mode. Although the
intensity fluctuations around 2◦, which suggest a second and third component,
are not significant and might be just one component. The association of the
modes with components is also valid at higher frequencies, even when the
first component becomes weaker and almost disappears at 4.85GHz. At this
frequency the remaining component is almost completely dominated by one
mode. Also, the slope of the position angle traverse increases. This pulsar
shows an example of a component (left component) being dominated by a
single mode and slowly disappearing with increasing frequency. It would be
interesting to see whether this trend continues towards even lower frequencies.
Unfortunately, such data was not at our disposal. The frequency development
of these modes is nicely fit by a power law.
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B0355+54
Pulsar B0355+54 defines the class of 0355+54-like pulsars, as mentioned above.
Figure 3.5 shows that the leading component consists of mainly one mode (the
stronger mode) and the second component is dominated by the other mode.
At all frequencies, except perhaps for 10.55GHz, the PA jumps and the el-
lipticity angle switches sign at the same longitude where the modes change
dominance. At low frequency the dominance of the weaker mode is only a few
degrees in longitude, but becomes broader with increasing frequency. This
mode can be associated with the second component, but the stronger mode is
present there as well. The first component rises in intensity at higher frequen-
cies, relative to the intensity of the first component, which contains only one
mode. This behavior has already been noted by von Hoensbroech et al. [55].
The PA sweep of the left component is straight and has a small slope, which
slightly increases with increasing frequency. The right component shows the
90◦ jump, after which the sweep remains straight for a few degrees (the number
of degrees depending on frequency) and then has a smaller jump, followed by
a curved sweep. The second jump in the PA can be associated with a second
change in dominance of the two modes. However, at high frequencies this is
not clear. It is also not clear whether the curve at the trailing edge of the PA
is the natural PA sweep of one of the modes, or that the curve is the result of
a (non-orthogonal) superposition of both modes. The frequency development
of the modes is nicely fit by a power law, except for a jump at 1.642GHz.
B0450+55
Pulsar B0450+55 falls into the same group of pulsars as B0355+54 [55]. Fig-
ure 3.6 shows that at a frequency of 0.910GHz the PA jumps 90◦ twice around
0◦ longitude, indicating a brief mode-change which is visible in the average pro-
file of the modes. The first jump shows a gradual change. The ellipticity angle
switches sign at the same longitude in accordance with the mode-change. At
lower frequencies the PA also jumps twice at the same longitudes, but this does
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not show up in the average profile of the modes. These jumps are less than
90◦ and also show a gradual change. It is interesting that at 0.404GHz the
first jump is upwards while at 0.610GHz the first jump is downwards, while
the rest of the PA sweep is very alike. The first component of the average
intensity is strongly dominated by one mode and the intensity of this com-
ponent increases with frequency relative to the second component, in which
both modes are present and nearly equally strong. Because it is dominated by
one mode, Fig. 3.22 does not show the frequency development of the modes in
the left component. For both the right component and the entire profile, the
frequency development of the modes do not seem to be fit by a power law.
B0525+21
Pulsar B0525+21 defines the class of B0525+21-like pulsars, as described
above. Figure 3.7 shows that both modes are active in both components.
At high frequency, there is strong depolarisation in both components, which is
represented by the weaker mode becoming stronger at higher frequency. The
modes in both components behave very similarly, although the ratio between
integrated intensity of the stronger and weaker mode is higher in the right
component. The intensity of this component increases with frequency, rela-
tive to the left component. The PA sweep at 4.85GHz shows a 90◦ phase
jump, suggesting a mode-switch somewhere in the bridge between the two
components. However, the frequency development of the PA sweep clarifies
that this jump is actually the result of the normal RVM. The ellipticity angle
gives little information about mode-switching, because of the low circular po-
larisation. This leaves us with no indication of mode-switching in this pulsar.
The frequency development of the modes are nicely fit by a power law in both
components.
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B0809+74
The polarisation of pulsar B0809+74 has been well studied in the past. Re-
cently, Rankin et al. [56] has shown that the two orthogonal modes of polari-
sation are the primary reason for a variation in the longitudinal separation be-
tween the drifting sub-pulses of pulsar B0809+74. Furthermore, Edwards [57]
has confirmed that the polarisation fluctuations are the result of two orthogo-
nally polarised modes, although an apparantly randomly polarised component
needs to be superposed. The pulsar has two components. The first compo-
nent arises with increasing frequency and becomes visible around 0.925GHz
and higher and is almost completely dominated by the stronger mode (see
Fig. 3.8). In the second component both modes are almost equally strong. At
frequencies of 0.606 and 1.408GHz, the PA jumps by approximately 60◦ and
80◦, respectively. This does not seem to be associated with a mode-change.
There is no clear frequency development of the modes.
B0823+26
Pulsar B0823+26 has only one component, in which both modes are active
(see Fig. 3.9). Both the profile and the relative intensity of the modes do not
change very much over frequency. Around the middle of the profile there is a
small jump in the PA sweep, which increases in size with increasing frequency.
At the same longitude as this jump the modes are almost of equal strength.
Also, the weaker mode becomes stronger with respect to the stronger mode at
higher frequency. The frequency development of the modes are nicely fit by a
power law.
B0834+06
Pulsar B0834+06 consists of two components with a high bridge connecting
them. From studies of individual-pulse polarisation observations it has been
concluded that both modes are equally strong in the two components, but only
one mode dominates across the bridge [42]. However, Fig. 3.10 shows that the
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difference in average intensity between the modes is small across the bridge as
well. The PA sweep at 0.408GHz and 1.408 GHz are very similar, however,
the PA sweep at 0.610GHz has a drop in the center of the profile. Except for
one point with a large error, the frequency development of the modes can be
fit by a power law. But since there are only four points in total, this is not
very significant.
B0919+06
The average profile of pulsar B0919+06 changes greatly over frequency. At low
frequency there seem to be two components visible, as well as a slope at the
leading edge. With increasing frequency the two components merge into one
and the slope becomes smaller and even disappears at 4.85GHz. The profile
is dominated by one mode, with the exception of the slope and part of the left
component, in which both modes are almost equally strong (see Fig. 3.11). The
weaker mode moves to the right with respect to the stronger mode, at rising
frequency. This results in the extra component at low frequency (0.408GHz),
associated with the weaker mode, to disappear towards higher frequencies.
There is no indication of mode-switching. The frequency development of the
modes seem to be fit well by a power law, with the exception of the datapoint
at 4.85GHz.
B0950+08
Pulsar B0950+08 is remarkably similar to pulsar B0919+06. They both have
one dominant component a weak second component at low frequencies and a
slope at the leading edge. However, the polarisation modes of pulsar B0950+08
are almost equally strong over the entire frequency range and do not show any
drift (see Fig. 3.12). There is no evidence of a mode-switch in the average
profile. The PA does rise and fall where the modes have nearly equal power,
but only by 70◦. The rise in the PA becomes broader with increasing frequency
and at 1.642 and 4.850GHz, the PA has changed significantly. At 1.642GHz
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it is clear that the PA drops instead of rises and by a smaller amount than
at lower frequency. The ellipticity angle falls and rises at the same longitude
at which the PA changes. This dip also becomes broader towards higher
frequency. There does not seem to be a clear frequency development of the
modes.
B1039−19
Pulsar B1039−19 is B0525+21-like. Figure 3.13 shows that both modes are
active in both components and that the PA does indeed follow the RVM. At
higher frequency, the weaker mode becomes stronger. At low frequency the
PA sweep shows a typical RVM curve, but towards higher frequency the sweep
starts with a rise and then drops in a straight line. For the first components,
the frequency development of the modes seems to be fit by a power law. For
the second component the fit is not so good, but the same trend is visible.
B1133+16
This pulsar has two components. In the left component both modes are al-
most equally strong (see Fig. 3.14). The right component is dominated by one
mode at low frequencies, but the modes become almost equally strong at higher
frequencies. This behavior is the opposite of what would be expected by com-
paring the results on the polarisation of B1133+16 from Backer & Rankin [58]
(hereafter BR) with the results from Stinebring et al. [42] (hereafter SCRWB).
It can be seen there, that at low frequency the right component shows OPM
(Fig. 9 in BR), which becomes less visible at higher frequency (Fig. 17 in
SCRWB). However, OPM are expected to occur when both modes are about
equal in strength which, according to our results, is at high frequency rather
than at low frequency. This could indicate that the method for separating the
modes is not succesful in this case. However, we must keep in mind that we
are only showing average profiles. If the (refracted) path of one of the polari-
sation modes in the magnetoactive plasma can vary in time, then the strength
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of the polarisation modes can briefly change, possibly making OPM visible in
single pulse studies. At 1.408GHz the PA jumps upward by 90◦ and jumps
downward again one degree later, which results in a mode-change, as can be
seen in the plot of the average intensity of the modes. At 1.642GHz this jump
is still present, but has become more gradual, is less than 90◦ and does not
result in a mode-change. At 1.71 and 4.85GHz these jumps are also present,
but are first downward, then upward. At 4.85GHz the average intensity pro-
file of the modes show a brief mode-change. The modes in the left component
seems to have a clear frequency development, whereas the modes in the right
component do not.
B1237+25
Pulsar B1237+25 is known for its profile “mode-switching” (which means that
it has two different average profiles, called “modes”, which are not to be con-
fused with the orthogonal polarisation modes) [59]. By comparing the EPN
profiles of pulsar B1237+25 with those in [59], we conclude that the abnormal
mode can only be faintly present in the average pulse profiles. There are many
components in this pulsar, which are all dominated by the stronger mode (see
Fig. 3.15). While the weak component at a longitude of -3◦ can be associated
almost completely with the stronger mode, the weak component at a longi-
tude of 1.5◦ can be associated with the weaker mode. These associations are
strongest at low frequencies. At higher frequency, the weaker mode becomes
stronger with respect to the stronger mode. According to BR, this pulsar
shows OPM in the two main components at a frequency of 0.430GHz, which,
as in the right component of pulsar B1133+16, is not consistent with the result
of one dominant mode. At almost all frequencies, the position angle rises and
falls along the bridge between the two dominant components. At this same
longitude, there is a lot of circular polarisation. This discontinuity in the PA
is not associated with OPM [42], but it does occur at a longitude where the
weaker mode becomes stronger with respect to the stronger mode. Both the
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frequency development of the intensity of the modes in the left and right half
of the profile follows a power law, but the modes in the right half have a very
low power law index.
B1737−30
Pulsar B1737−30 has only one component and falls into the same group of
pulsars as B0144+59 [55]. At a frequency of 1.408GHz and higher, the com-
ponent is almost completely dominated by one polarisation mode. At the
trailing edge of the component the amount of circular polarisation increases.
This behaviour is intrinsic to the modes themselves, as there is mainly one
mode active throughout the profiles. The frequency development of the inten-
sity of the modes seem to follow a power law.
B1800−21
Pulsar B1800−21 defines the class of 1800−21-like pulsars, as described above.
At low frequency this pulsar has up to 4 components, but at high frequency
this pulsar has only two components, both dominated by the stronger mode
(see Fig. 3.17). The first component arises at a frequency of 1.408 GHz. At
1.408, 1.56, 1.642 and 4.852GHz there is a gap in the PA due to the low
signal in the bridge between the two main components. The PA at 4.85GHz
shows the PA sweep over this bridge and clarifies that the stronger mode is
dominant in both components. There is, however, a brief mode-switch in the
bridge between the two main components at 1.408GHz and another one at
the trailing tail of the second component. At frequencies below 4.85GHz the
peak of the weaker mode is separated by approximately 15◦ (≈ 5.6ms) from
the peak of the stronger mode. At a frequency of 4.85GHz, the weaker mode
has almost completely disappeared. There is no clear frequency development
of the intensity of the modes, but it is clear that the weaker mode becomes
weaker with increasing frequency.
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B1929+10
The profile of pulsar B1929+10 changes greatly over frequency, but at all
frequencies there is only one dominant mode (see Fig. 3.18). There is OPM
at the trailing part of the main component [42], which coincides with the rise
of the weaker component. At 4.85GHz the position angle suggests that there
is a mode-switch in the leading edge of the profile. Due to the low intensity
it is difficult to confirm this with the intensity plots. It is interesting that
the weaker mode retains its shape and position, whereas the components of
the stronger mode change greatly in shape and position. This is especially
evident at 4.85GHz where one might naively expect the two components in
the average intensity profile to lie at the same longitude as the second and
third components of the 1.71-GHz profile, rather than to coincide with the
first and second components. However, using the alignment from Kuzmin et
al. [54] the weaker mode does not change in longitude over frequency, which
suggests the alignment to be correct. There is no clear frequency development
of the intensity of the modes, but it seems that the weaker mode becomes
stronger with increasing frequency.
B1944+17
Pulsar B1944+17 switches modes at the leading and trailing edge of the pulse
at 0.610 and 1.408GHz (see Fig. 3.19). Overall, the weaker mode has different
intensity at different frequencies. It is roughly 1/4 of the dominant mode
at frequencies of 0.410 and 0.925GHz and about 1/2 of the strength of the
dominant mode at frequencies of 0.61, 1.408 and 4.85GHz. However, there is
no clear frequency development of the intensity of the modes.
B2016+28
The profile of pulsar B2016+28 has two components, which become less dis-
tinct towards higher frequency (see also [60]). Fig. 3.20 shows that these com-
ponents can be associated with the two different modes. At low frequency, the
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weaker mode consists of two components and of only one component at higher
frequency. The peak of the modes move towards each other with increasing
frequency and become of almost equal strength. At frequencies higher than
1.408GHz, the shapes of the two modes are almost similar. Due to this be-
havior, the left part of the profile is dominated by one mode at low frequencies
while it is composed of two equally strong modes at high frequency. This pul-
sar is known for its mode-changing [42,12]. This can be seen at a frequency of
0.408GHz, where the modes switch dominance. At the same longitude the PA
jumps by approximately 90◦, however the PA at 1.408GHz has a similar be-
havior and does not seem to be associated with a mode-change. This suggests
that the jump in the PA at 0.408GHz and 1.408GHz are due to the RVM
and respresent the PA sweep of the dominant mode. Moreover, at 0.610 and
0.925GHz the PA jumps downwards and does not seem to be associated with
a mode-change. It therefore remains unclear what the true PA sweep of this
pulsar is. There does not seem to be a frequency development of the intensity
of the modes.
B2020+28
Pulsar B2020+28 is known for its abrupt mode-change [47,42,12]. This can be
seen in the PA at all frequencies (see Fig. 3.21). This pulsar also shows a large
drift of the modes with respect to each other. Fig 3.3 shows the difference
in longitude between the peaks of the two modes as a function of frequency.
(The large errors are because of the uncertainty in the position of the peak of
each mode.) The line through the points is a fit of the function a log(f) + b of
the points, where f is the frequency in GHz and a and b are fit parameters.
The values of these fit parameters are a = 0.56◦± 0.11◦ and b = 8.54◦± 0.13◦.
There does not seem to be a frequency development of the intensity of the
modes.
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Figure 3.3: Separation in longitude between the peaks of the average intensity of the two
orthogonally polarised modes of PSR B2020+28 as a function of frequency.
The dashed line is the best straight line fit through the points.
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Table 3.1: List of characteristics of the orthogonally polarised modes of analysed pulsars.
Pulsar 0144+59 0355+54 0450+55 0525+21 0809+74 0823+26 0834+06 0919+06 0950+08
Mode-changing
√ √ √ − − − − − −
Modes drift − − − − − − − √ −
Power law index 0.502 0.315 0.316 0.137 0.115 0.198
of ratio of modes ±0.02 ±0.004 − ±0.005 − ±0.003 ±0.011 ±0.010 −
Are modes associated
with components
√ √ √ − √ − − √ −
Jump in the PA but
no mode-switch − − √ − √ √ − − √
Period (s) 0.20 0.16 0.34 3.75 1.29 0.53 1.27 0.43 0.25
Type T St T D Sd St D T Sd
α (◦) − 51 32 21 9 84 30 48 12
β (◦) − +4.4 +3.3 +0.6 +4.5 +1.9 +3.4 +4.8 +8.5
w50 (mP) 35 25 24 48 32 13 18 23 42
w10 (mP) 51 69 82 56 72 28 25 55 86
S400 (mJy) 6 55 60 60 80 65 85 60 400
S1400 (mJy) 2 25 13 9 10 10 4 4 85
logE˙(ergs/s) 33.1 34.7 33.4 31.5 30.5 32.7 32.1 33.8 32.7
3
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Table 3.2: Table 3.1 continued.
Pulsar 0144+59 0355+54 0450+55 0525+21 0809+74 0823+26 0834+06 0919+06 0950+08
Mode-changing − √ − − √ − √ √ √
Modes drift − − − − − − − − √
Power law index 0.32 0.234 ± 0.248 ± 2.82
of ratio of modes ±0.03 0.002 [1] 0.006 [1] ±0.05 − − − − −
Are modes associated
with components − − √ √ √ √ − √ √
Jump in the PA but
no mode-switch − √ √ − − − − − −
Period (s) 1.39 1.19 1.38 0.61 0.13 0.23 0.44 0.56 0.34
Type M D M St M T Tc Sd T
α (◦) 31 46 53 − − 88 19 39 72
β (◦) +1.7 +4.1 0 − − − +6.1 +7.2 +3.6
w50 (mP) 43 23 36 9 97 27 40 25 37
w10 (mP) 50 31 41 21 321 66 102 37 49
S400 (mJy) 13 300 110 16.7 20 250 35 320 110
S1400 (mJy) 4 30 10 6 15 40 10 30 38
logE˙(ergs/s) 31.1 31.9 31.2 34.9 36.3 33.6 31.1 31.5 33.3
[1]Left component only
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3.4 Discussion
Data from the EPN is very suitable to apply the mode-separation technique
for superposed modes, as prescribed by McKinnon & Stinebring [53]. This
makes a frequency analysis of OPM possible. Applying this technique to EPN
data has three drawbacks (1) the pulse-profiles at different frequencies are not
aligned, (2) the information on the observed pulsar flux is seldom available and
(3) the data only show average profiles, which might not represent the behavior
of single pulses. Still, the results described here, give a clear picture of how
the average properties of the two modes behave as a function of frequency.
In Table 3.1 we summarise the results of the analysis of the orthogonally
polarised modes of the 18 pulsars, as well as some of the known parameters.
w50 and w10 are the pulse widths at 50% and 10% of the peak flux, respec-
tively, S400 and S1400 are the flux densities at 0.4 and 1.4GHz respectively
and E˙ is the spin-down luminosity, given by −IΩΩ˙, where I is the pulsar’s
moment of inertia for which we take 1045 g cm2 and Ω and Ω˙ are the rota-
tion frequency and the time derivative of the rotation frequency of the pulsar,
respectively. Values for the period, pulse widths and flux densities are from
Taylor et al. [61]. Type and α and β parameters are from Rankin [62], except
for pulsars B0144+59 and B1800−21 for which we have determined the type
ourselves from the polarisation characteristics. The types are based on the
classification system from Rankin [16] which assumes a core radiation zone,
surrounded by a conal radiation zone. They have the following meaning. Sd is
a single component profile; the line of sight grazes the outer cone of the polar
cap. D is a double component profile; the line of sight cuts through the outer
cone twice, but misses the core component. T is a triple component profile;
the line of sight cuts through the outer cone twice as well as the core. St is
a single component profile; in this case the outer cone is missing and the line
of sight only cuts through the core. Finally there are two types that, in this
view, can only be explained by two conal radiation zones around the core com-
ponent; they are M, which is a multiple component profile (containing usually
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5 components) and Tc, which is a triple component profile, which consist of
three conal components.
Let us now consider some of the observed phenomena.
Mode-changing
In almost half of the pulsars, there is a jump of 90◦ in the PA, which can always
be associated with a change in the dominance of the modes. (See first row
of Table 3.1). This can be during a fraction of the pulse period, as in pulsar
B1133+16, or for most of the remaining profile, as in pulsar B0144+59. In the
interpretation of the two orthogonal modes corresponding to the ordinary and
extraordinary modes [43,13], mode-changing is likely to be a result of the spa-
tial separation of these modes due to refraction. Figures 3.4 through 3.21 show
that mode-changing can occur at any frequency. A comparison between our
intensity profiles of the polarisarion modes of pulsars B1133+16 and B1237+25
with the results from a single pulse study [58] suggests that OPM can become
visible in single pulse studies even when there is one dominant mode though-
out the average profile. Figures 3.4 through 3.21 show that in many pulsars
there is a great change in the average profile of the two polarisation modes
over frequency, suggesting in contrast to common belief, that refraction can
take place at all heights of emission.
Mode-drifting
In two cases, the longitudinal position of one of the modes relative to the other
can be seen to change as a function of frequency (see Table 3.1). For pulsar
B2020+28, the longitudinal separation between the modes as a function of
frequency is shown (see Fig. 3.3). Assuming radius to frequency mapping, this
drift of one of the modes can be interpreted as a change of refraction with
emission altitude. For pulsar B0919+06 the mode drift is less pronounced
and whereas the drifting mode of pulsar B2020+28 moves away from the cen-
ter with increasing frequency, the drifting mode of pulsar B0919+06 moves
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towards the center with increasing frequency. The relative drift of the two
modes might be correlated to other observable features, which have to be
common features of both pulsars. Table 3.1 shows the common features of
these two pulsars. They both have a period close to 0.4 s, are of type T and
have a similar spin-down luminosity (logE˙) of 33.8 and 33.3 for B0919+06 and
B2020+18, respectively.
Spectral behavior of the ratio of the modes
Because most data does not contain any information on the observed pul-
sar flux, the spectral index of the modes could only be determined relatively.
Nonetheless, Figs. 3.22 through 3.24 show that in many cases there is a clear
trend in the ratio of the average intensity of the two modes. The suggested
power laws are listed in Table 3.1. These trends imply that the spectral indices
of the two polarisation modes often differ from each other. Possible explana-
tions are that the conversion of ordinary modes into extraordinary modes is
frequency dependent (or in the case of radius to frequency mapping, height
dependent), the two modes are damped differently, or one of the modes is
moving out of the field of view.
Association of modes with components
Assuming that the different modes follow different paths in the magnetosphere,
each mode can be responsible for several components in the total intensity
profile. In many pulsars a mode can, at some frequencies, indeed be associ-
ated with one or more components of the average intensity (see Table 3.1).
Figures 3.4 through 3.21 show that this can occur at any frequency. This
association of polarisation modes with components suggests that the method
used to separate the two polarisation modes is successful.
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Jump in the PA
In several pulsars, such as B0950+08 (see Table 3.1), the PA jumps (sometimes
gradual) 60◦ through 90◦, while at the same longitudes the ellipticity angle
does not change sign and the intensity plots of the two modes do not allow
for a smooth change in dominance, suggesting that there is no mode-change.
Yet this behaviour does seem to be associated with mode-changing, because
the ellipticity angle usually shows a similar (but smaller) jump and the modes
are of equal strength during such a jump. A partial (less than 90◦) or gradual
jump in the PA cannot be explained with two completely orthogonal modes,
since the PA is completely determined by the strongest mode and can therefore
only jump by 90◦. In the view of the ordinary and extraordinary modes being
100% polarised and responsible for all the polarising characteristics of pulsar
emission, the partial or gradual jump in the PA can be explained when the two
polarisation modes are not always completely orthogonal [57]. An assumption
that the modes are not 100% polarised would not explain these jumps.
Correlation with type
It is interesting that only one of the observed features, mode drifting, is corre-
lated with the pulsar’s type. And even this one case involves only two pulsars.
Also, the many pulsars we find containing one component, dominated by one
mode at low frequency, and increasing in intensity with increasing frequency,
are of all types. This suggests that the mechanism behind the frequency behav-
ior of the polarisation of pulsars is similar in both the core as in the (multiple)
conal components.
3.5 Conclusions
We have determined the average pulse profiles of two polarisation modes for
18 pulsars at multiple frequencies, assuming that the modes are completely
orthogonal and 100% polarised. We find many cases where each polarisation
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mode can be wholly associated with one component in the average intensity
and cases where a 90◦ phase jump in the PA is associated with the two polar-
isation modes changing dominance. This suggests that the two polarisation
modes are successfully determined in these cases. In other cases where there
is a (gradual) jump in the PA of less than 90◦ it would appear that one of
the assumptions enabling the determination of the modes is not always valid.
The spectra of the ratio of the integrated intensity of the polarisation modes
show that in many cases there is a trend for one of the modes to become
stronger with increasing frequency. This can be both the mode which we have
defined as strongest, as well as the weakest mode. We also find that the aver-
age profiles of the modes often differ from each other at different frequencies.
In particular, we find that when a component is dominated by one mode at
low frequency it tends to increase in intensity with increasing frequency with
respect to the rest of the profile. Furthermore, out of 18 pulsars there are
2 pulsars that clearly show one polarisation mode changing its longitudinal
position with frequency. From our results we cannot determine whether the
longitudinal transitions of one polarisation mode into the other at a fixed fre-
quency are the result of the X- and O-modes beams being separated due to
refraction [43], or due to switching between significant and insignificant con-
version of O-mode into X-mode [13]. Both explanations can also account for
some of the complex changes that occur in the average profiles of the polari-
sation modes over frequency, since plasma waves with different frequency will
traverse different paths through the pulsar magnetosphere. In the model of
Petrova [13] complex changes in the average profile of the polarisation modes
over frequency implies that there are differences between the plasma number
densities in polarisation limiting regions corresponding to emission at different
frequencies. Following the technique as described in Petrova [63] and assuming
radius to frequency mapping, calculation of the plasma density distributions
from polarisation profiles at different frequencies will then yield changes in the
plasma density both as a function of longitude as well as altitude.
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Figure 3.4: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0144+59. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.5: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0355+54. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.6: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0450+55. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.7: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0525+21. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.8: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0809+74. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
3.5 Conclusions 73
Figure 3.9: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0823+26. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.10: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0834+06. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.11: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0919+06. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.12: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B0950+08. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.13: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B1039−19. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.14: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B1133+16. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.15: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B1237+25. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.16: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B1737−30. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.17: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B1800−21. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.18: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B1929+10. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.19: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B1944+17. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.20: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B2016+28. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.21: Total Intensity, intensity of orthogonal modes, position angle and ellipticity
angle as a function of frequency of PSR B2020+28. The error bars represent
the noiselevel, given by the rms of the off-pulse region of the profile.
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Figure 3.22: The ratio of the average intensity of two orthogonally polarised modes as a
function of frequency, plotted on a log-log scale, for all pulsars. The error is
calculated as σI =
√
N · σ, where N is the number of bins of the profile and σ
is the noise level of the average intensity profile. The line through the points
is the best straight line fit. Note that the scales on the vertical axis are chosen
to be the same as to allow for comparison of the slopes.
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Figure 3.23: See Fig. 3.22 for explanation. Note that for PSR B1737−30 the vertical axis
is shifted with respect to the other plots. This does not affect the slope.
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Figure 3.24: See Fig. 3.22 for explanation. Note that for PSR B1929+10 the vertical axis
is shifted with respect to the other plots. This does not affect the slope.
Chapter 4
Frequency dependence of the
drifting sub-pulses of
PSR B0031−07
J.M. Smits, D. Mitra and J. Kuijpers
(Published in A&A)
Abstract.The well known drifter PSR B0031−07 is known to exhibit drifting
sub-pulses where the spacing between the drift bands (P3) shows three distinct
modes A, B and C corresponding to 12, 6 and 4 seconds, respectively. We have
investigated periodicities and polarisation properties of PSR B0031−07 for a
sequence of 2700 single pulses taken simultaneously at 328MHz and 4.85GHz.
We found that mode A occurs simultaneously at these frequencies, while modes
B and C only occur at 328MHz. However, when the pulsar is emitting in
mode B at the lower frequency there is still emission at the higher frequency,
hinting towards the presence of mode B emission at a weaker level. Further,
we have established that modes A and B are associated with two orthogonal
modes of polarisation, respectively. Based on these observations, we suggest
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a geometrical model where modes A and B at a given frequency are emitted
in two concentric rings around the magnetic axis with mode B being nested
inside mode A. Further, it is evident that this nested configuration is preserved
across frequency with the higher frequency arising closer to the stellar surface
compared to the lower one, consistent with the well known radius-to-frequency
mapping operating in pulsars.
4.1 Introduction
The single pulses of a pulsar are known to be composed of several smallerunits of emission called sub-pulses. These sub-pulses are often seen to
drift in phase across a sequence of single pulses giving rise to the well-known
phenomenon of ‘drifting sub-pulses’, discovered in 1968 [68]. The drift pat-
tern is seen to repeat itself after a given time which is usually denoted by
P3. The phenomenon has since been detected in many pulsars [69] and the
process is believed to carry information on the mechanism leading to coherent
radio emission from pulsars. For example, Ruderman & Sutherland [14] have
suggested a vacuum gap model in which the sub-pulses correspond to beams
of particles (or sparks) produced in the vacuum gap over the polar cap and are
thought to rotate around the magnetic axis due to the perpendicular compo-
nent of the electric field and the magnetic field (E×B drift). Measurements of
the speed of rotation of sub-pulses might therefore give direct information on
the electric field in the vacuum gap. Recently, Deshpande & Rankin [70] have
shown that drifting sub-pulses observed in PSR B0943+10 can be interpreted
as 20 sparks rotating around the magnetic axis at a uniform speed.
Some pulsars show clear changes in the vertical spacing between drift bands
(P3): for example PSR B0809+74 shows a changing P3 after it goes through a
null [71]. PSR B0031−07 is particularly interesting because it shows three dis-
tinct drift-modes with different P3, which are all very stable. They are named
mode A, B and C and correspond to a P3 of 12, 6 and 4 seconds (or 13, 7 and
4P1), respectively. These values are approximations and from 40,000 pulses
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observed at 327MHz Vivekanand & Joshi [72] found that they may not be har-
monically related. They also found that at 327MHz the relative occurrence
rate of these modes are 15.6%, 81.8% and 2.6%, respectively. Furthermore,
the pulses occur in clusters containing 30 to 100 pulses which follow each other
with intervals ranging from fifty to several hundred pulse periods. These clus-
ters are constituted in one of three ways: a series of A bands followed by B
bands, only B bands, or a series of B bands followed by C bands [73,74]. This
pulsar also shows a clear presence of Orthogonally Polarised Modes (OPM)
in the integrated position angle sweep [41]. Table 4.1 lists some of the known
parameters of PSR B0031−07. The values for α and β were found by fitting
the single vector model from Radhakrishnan & Cooke [75] to the position an-
gle of the dominant polarisation mode. The α and β values from the position
angle of the remaining polarisation mode are the same within errors.
PSR B0031−07 has been thoroughly studied at low observing frequen-
cies [73, 76, 77, 78, 72, 79, 80], but only rarely at an observing frequency above
1GHz [74, 81, 60]. Wright & Fowler [74] have observed PSR B0031−07 at
1.62GHz and have found the same drift-modes as seen at lower frequencies.
Kuzmin et al. [81] have studied the integrated pulse profiles of PSR B0031−07
at 102.7MHz, 4.6GHz and 10.7GHz. Izvekova et al. [60] have studied the
sub-pulse characteristics of PSR B0031−07 at 62, 102, 406 and 1 412MHz.
They found that the switching between the three drift-modes and the nulls
occur simultaneously at all frequencies.1 In this paper we study the behaviour
of the different modes of drift in PSR B0031−07 in radio observations at both
low and high observing frequencies simultaneously. In Section 4.2 we explain
how the observations have been obtained, how the different modes of drift
have been determined, and what further analyses have been carried out. In
Section 4.3 we present our results. The discussion follows in Section 4.4. In
this last section we present a geometrical model which describes many of the
observed characteristics of this pulsar.
1However, it is not clear from their paper whether they have sufficient signal to noise at
1414MHz to see single pulses.
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Table 4.1: List of known parameters of PSR B0031−07.
Parameter Value Reference
P1 0.94295 s [61]
P˙ 4.083 · 10−16 ”
DM 10.89 pc cm−3 ”
S400 95mJy ”
S1400 11mJy ”
Bsurf 6.31 · 1011G ”
E˙ 1.9 · 1031 erg/s ”
α 4.5±1.0◦
β +4.8±1.0◦
4.1.1 De£nitions
To describe the observational drift of sub-pulses we use three parameters,
which are defined as follows: P3 is the spacing at the same pulse phase between
drift bands in units of pulsar periods (P1); this is the “vertical” spacing when
the individual radio profiles obtained during one stellar rotation are stacked
as in Fig. 4.1. P2 is the interval between successive sub-pulses within the same
pulse, given in degrees. ∆φ, the sub-pulse phase drift, is the time interval over
which a sub-pulse drifts, given in ◦/P1. Note that P2 = P3 ×∆φ.
4.2 Data analysis
The observations of PSR B0031−07, were obtained on 3 February 2002 with
both the Westerbork Synthesis Radio Telescope (WSRT) and the Effelsberg
Radio Telescope simultaneously. These observations were obtained as part of
the MFO2 program. The WSRT observations were made at a frequency of
328MHz and a bandwidth of 10MHz. The Effelsberg observations were made
2The MFO collaboration undertakes simultaneous multi-frequency observations with up
to seven telescopes at any one time.
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Figure 4.1: Gray scale plot of individual pulse profiles from the observation at 328MHz
(left) and 4.85GHz (right) (pulse phase is plotted horizontally and pulse number
vertically). These pulses show an example of a rapid mode change. The drift
goes from mode A to mode B within a few pulses. It can also be seen that there
is only a hint of mode-B drift in the 4.85-GHz observation.
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at a frequency of 4.85GHz and a bandwidth of 500MHz. The time resolutions
are 204.8µs and 500µs for the 328MHz and 4.85MHz observations, respec-
tively. The 328-MHz observations have been corrected for Faraday rotation,
dispersion and for an instrumental polarisation effect using a procedure de-
scribed in the Appendix of [82]. Also, a 50-Hz signal present in the 4.85-GHz
observation has been removed by Fourier transforming the entire sequence,
removing the 50Hz peak and Fourier transforming back. By correlating se-
quences of single pulses between the 328-MHz and 4.85-GHz observations that
contained prominent sub-pulse drift the pulses could be aligned to within an
accuracy of 2◦ of pulse longitude, which confirms the broadband nature of the
pulsar signal. This alignment is sufficient for the studies presented here.
We have also used an observation of PSR B0031−07, obtained on 9 August
1999 with the Effelsberg Radio Telescope at a frequency of 1.41GHz and a
bandwidth of 40MHz. The time resolution is 250µs.
4.2.1 Calculation of P3
To search for periodicities, we considered sequences of pulses from the ob-
servations. For each pulse in a sequence, we took the flux at a fixed pulse
phase, and calculated the absolute values of the Fourier transform of this flux
distribution. This was done for each phase of the pulsar window. The result-
ing transforms were then averaged over phase, giving a phase-averaged power
spectrum (PAPS) from 0 up to 0.5 cycles per rotation period (hereafter cP−11 ),
with a frequency resolution given by the reciprocal of the total length of the
sequence.
Initially, all pulses from the observations were divided into sequences of
100 pulses, which were searched for peaks in the PAPS. When a peak was
found, the beginning and end of the sequence was adjusted to get the highest
signal-to-noise ratio for the peak. The signal-to-noise ratio was calculated as
the peak value of the PAPS divided by the rms of the rest of the PAPS. This
result was checked by visual inspection of the sequences to see whether they
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did indeed match the beginning and ending of a drift band. P3 was then
calculated as the reciprocal of the centre of the peak in the PAPS. When a
peak would spread over multiple bins, a cubic spline interpolation was used
to determine the location of the peak. The frequency resolution, given by the
number of pulses in the sequence, was taken as the error on the position of
the peak.
Furthermore, we have calculated the PAPS of all pulses of the 1.41- and of
the 4.85-GHz observations in order to find signs of 6 second periodicity. For
comparison, we also calculated the PAPS of the 328-MHz observation.
4.2.2 Values for P2
Along with values for P3, we also calculated the phase drift for each sequence of
pulses. This was done by cross-correlating consecutive pulses. The fluxes in an
interval around the peak of the cross-correlation were fitted with a Gaussian,
from which the mean was taken as the phase drift. The error of the fit was
taken as the error on the phase drift. P2 was then determined by multiplying
P3 by the phase drift.
4.2.3 Average pro£les and polarisation properties
To further study these distinct periodicities, we looked at the average-pulse
profiles for the individual sequences of pulses that show mode-A and mode-B
drift, respectively. Since the pulses at 4.85GHz do not show a mode-B drift,
we averaged pulses that showed mode-B drift in the 328-MHz observation
to produce the mode-B profile at 4.85GHz. In the same way, we calculated
the average linear polarisation, circular polarisation and position angle as a
function of pulse phase. We also measured the widths of the average total
intensity at 10% and 50% of the peak values. These analysis were done only
for the 328-MHz and 4.85-GHz observations.
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4.3 Results
The values of P3 for each sequence and for both frequencies are shown in
Fig. 4.6. Even though mode B does not seem to occur at 4.85GHz, it should
be noted that whenever mode B is active at 328MHz there is always radiation
present at 4.85GHz. The same is true for mode C, but there is only one case
of a mode C drift. Fig. 4.6 suggests that the transition between modes can
happen within one or a few pulses. An example of how fast the drift-rate can
change is shown in Fig. 4.1. In this figure the pulses are plotted from bottom
to top. Mode A is present in the first five drift-bands. Then, within one or
two pulses, the drift switches to mode B. In this example, it appears that the
transition simply involves the appearance of a drift-band in a different mode,
rather than the speeding up of the current drift-band. However, it should also
be mentioned that this particular transition happens to occur exactly when
a new drift-band would be expected to arise. In our observations there are
only a few cases when there is a transition from one drift mode into the other
without a null separating the two drift-bands. None of these transitions show
a clear change of mode within one drift-band.
The values for P3 from the observation at 1.41GHz, are shown in Fig. 4.7.
We found various examples of mode-A drift, but no mode-B drift. In this
respect the 1.41-GHz observation resembles the 4.85-GHz observation. There
are no drift-bands showing mode-C drift.
The PAPS of all three observations, are shown in Fig. 4.2. At low frequen-
cies a signal is present due to the nulling. To make the figure clearer we have
set this to zero. We see here that the 6-second periodicity is clearly present
at 328-MHz and is just visible in the 1.41-GHz observation. At 4.85GHz
the PAPS does not show the 6-second periodicity. Thus, the mode-B drift
gets weaker with increasing observing frequency. However, we did find small
sequences in the 4.85-GHz observation where there is a weak 6-second period-
icity. Fig. 4.3 shows the power spectrum of the flux as a function of pulse phase
as well as the PAPS of a sequence of 20 pulses from the 4.85-GHz observation
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Figure 4.2: Phase averaged power spectra of three observations at frequencies of 4.85GHz,
1.41GHz and 328MHz. There are clear signs of 6-seconds periodicity in the
1.41-GHz and 328-MHz observations. The dotted line is placed at 1/6.3 s
containing 6-second periodicity. The PAPS peaks at 6.6 seconds. We did not
classify this as a mode-B drift, because the drift-bands are not clearly visible
and the cross-correlation between consecutive pulses suggests the drift to be in
the opposite direction of all the other drifts. It would be most difficult to ex-
plain a mode-B drift-band at high frequency that has a drift-direction different
from the drift-direction of the same mode-B drift-band at low frequency. The
present sequence is not significant enough to establish that this has occurred.
Table 4.2 shows the average values for P3, phase drift and P2 for each
drift-mode at three frequencies.
Fig. 4.8 shows the average-polarisation properties of pulses which show the
same modes of drift: the top panels for mode-A drift, the middle panels for
mode-B drift and the lower panels for all pulses. Each panel shows the total
intensity (solid line), linear polarisation (dashed line), circular polarisation
(dotted line) and position angle (lower half of each panel). The left panels
show the 328-MHz profiles, the right panels show the 4.85-GHz profiles. There
is a clear 90◦ jump in the position angles of all pulses in both the 328-MHz and
4.85-GHz profiles at a phase of 24◦. This jump can also be seen in the pulses
that only show a mode-B drift. The widths of the average-intensity profiles
are listed in Table 4.3.
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Figure 4.3: Contour plot of the power spectrum of the flux at 4.85GHz as a function of
pulse phase during a sequence with 6-second periodicity. The left panel shows
the power spectrum integrated over longitude. The upper panel shows the power
integrated over frequency. The 0Hz peak has been put to 0.
Table 4.2: List of average values for P3 and P2 for different drift-modes at three frequencies.
The 328MHz and 4.85GHz observations were taken simultaneously. The values
of P2 have been derived from those of P3 and ∆φ.
Frequency Drift-mode Number of P3 (P1) ∆φ (
◦/P1) P2 (
◦)
Sequences
328MHz A (P3 ≈ 12 s) 3 13.1 ± 1.1 1.3 ± 0.3 17.3 ± 1.8
328MHz B (P3 ≈ 6 s) 26 6.8 ± 0.4 2.4 ± 0.3 16.6 ± 1.4
328MHz C (P3 ≈ 4 s) 1 3.9 ± 0.5 3.54 ± 0.02 14 ± 1.5
1.41GHz A (P3 ≈ 12 s) 7 11.9 ± 1.0 0.84 ± 0.11 10.0 ± 1.6
4.85GHz A (P3 ≈ 12 s) 3 13.1 ± 0.5 0.46 ± 0.10 6.0 ± 1.1
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Table 4.3: Widths of the average intensity profiles for different selections of pulses from the
328-MHz, 1.41-GHz and 4.85-GHz observations. The 1.41GHz observation was
not simultaneous with the other observations.
Frequency Which pulses 10% width (deg) 50% width (deg)
328MHz Pulses in mode A (P3 ≈ 12 s) 37 ± 2 22.6 ± 1.1
328MHz Pulses in mode B (P3 ≈ 6 s) 42.2 ± 1.1 22.7 ± 0.4
328MHz All pulses 39.8 ± 1.1 24.0 ± 0.5
1.41GHz Pulses in mode A (P3 ≈ 12 s) 21.3 ± 1.8 8.8 ± 0.3
1.41GHz All pulses 29.9 ± 1.3 12.1 ± 0.5
4.85GHz Pulses in mode A (P3 ≈ 12 s) 24.6 ± 0.8 11.2 ± 0.3
4.85GHz Pulses in mode B (P3 ≈ 6 s) 33.5 ± 1.6 19.2 ± 0.5
4.85GHz All pulses 32.9 ± 0.9 16.1 ± 0.4
4.4 Discussion
We have analysed periodicities in two observations with 2700 pulses of PSR
B0031−07 which were taken simultaneous at 328MHz and 4.85GHz. At low
frequency we found that 61.8% of the time the pulsar was in one of the three
drift-modes. The occurrence rate was 17.8% for mode A, 80.1% for mode B
and 2.1% for mode C. This is consistent with previous results of Vivekanand &
Joshi [72]. We have shown that whenever the mode-A drift is active, it is visible
at both frequencies. Also, when the mode-B drift is active, it is clearly visible
at 328MHz, but not at 1.41 or 4.85GHz (see Figs. 4.6 and 4.7). However,
there is 6 second periodicity in the pulses at 1.41GHz and a hint of 6 second
periodicity in the pulses at 4.85GHz, the latter of which is possibly drifting in
the opposite direction of the drift observed at 328MHz. This would suggest
that towards higher frequency we are seeing less of the drifting sub-pulses and
begin to see a diffuse component that is also subject to the drift. It is difficult
to explain a change in the direction of drift towards higher frequency while
P3 remains almost constant. It might indicate that the observed drift-rate is
in fact an alias of the true drift-rate. Establishing and further investigating
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the possibility of a mode-B drift at 4.85GHz with a drift direction opposite
to that at 328MHz might help determine the actual drift-rate and direction
of the sub-pulses of this pulsar. The result that only one drift-mode is visible
around 1.41GHz differs from the results in Wright & Fowler [74] and possibly
differs from Izvekova et al. [60].
In our observations we see that the drift-rate can change within one or
two pulses, however we do not see any instance of a mode change within a
drift-band. It should be noted that in most cases there is at least one null
between two drift-bands with different drift-rates.
Table 4.2 shows that the P2 of drift-modes A and B at 328MHz is almost
the same and that drift-mode C has a slightly smaller P2 at this frequency.
Within errors, however, our values agree with a constant P2 for each drift-
mode, unlike the behaviour predicted by Vivekanand & Joshi [72], who claim
that P2 increases monotonically with ∆φ. With increasing frequency, the value
of P2 for polarisation mode A decreases, which can be explained by the decrease
of the opening angle towards higher frequency, assuming radius-to-frequency
mapping.
Fig. 4.8 shows that there is a distinct difference between the average profile
of pulses with a 12-second periodicity (A-profile) and with a 6-second periodic-
ity (B-profile). At 328MHz, the A-profile seems to have two components. This
can correspond to the line of sight cutting the edge of the sub-pulses in the
centre of the profile, thereby bifurcating the average profile. It is interesting
that the right component in the A-profile at 328MHz seems to correspond to
the single component of the A-profile at 4.85GHz. Thus it appears as though
the first component in the A-profile at 328MHz disappears towards higher fre-
quency. The profiles at 328MHz also show that the intensity of the pulses in
drift-mode A is on average lower than the intensity of the pulses in drift-mode
B. A difference in average profile of the three modes has been reported before
by Wright & Fowler [74] and Vivekanand & Joshi [72]. The former authors
have observed the pulsar at 1.62GHz and found that the A-profile is more
narrow than the B-profile, which is in turn more narrow than the C-profile.
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We cannot directly compare this result with our observation at 4.85GHz as
we do not see a mode-B drift at this frequency. But if we define the B-profile
as the pulses at 4.85GHz that show a mode-B drift at 328MHz, then we
find that at 4.85GHz, the A-profile is indeed more narrow than the B-profile.
Wright & Fowler [74] do not note a difference in amplitude, nor an offset which
are first noted by Vivekanand & Joshi [72], who have observed the pulsar at
326.5MHz. They show that at this frequency pulses in drift-mode B have on
average more intensity than pulses in drift-mode A and C, which are of equal
intensity. They also state that drift-mode A arrives earlier than drift-mode B,
which in turn arrives earlier than drift-mode C. Both findings are confirmed
by our results from the 328MHz observation. However, they do not report a
double component in the A-profile, which is indeed not present in their plot.
This might be due to the fact that only a single linear polarisation was used in
their observation. Table 4.3 shows that the widths from the average intensity
profiles decreases from 328MHz to 1.41GHz and increases again from 1.41
to 4.85GHz. This behaviour is not consistent with radius-to-frequency map-
ping. However, we should note that the signal-to-noise ratio of the edges of
the profiles might not be high enough to detect the entire width of the pulse,
which makes it difficult to draw any conclusions from these values. Further-
more, when we compare the change in 50%-width from the A-profile with the
change in P2 between 328MHz and 4.85GHz, we find that the value for P2
decreases roughly by 65% while the width of the A-profile only decreases by
50%. Both should reflect the change in the size of the radioactive region due
to radius-to-frequency mapping. To explain this discrepancy we suggest that
at each frequency the drift-path of the sub-beams is surrounded by an area
of weak radio-emission which becomes relatively smaller with decreasing fre-
quency. To support this claim we have constructed average intensity profiles
with contributions from the mode-A drift-bands only. This was achieved by
adding up the spectral power in the fluctuation spectrum in the domain be-
tween 0.07 and 0.1 Hz at each pulse phase. We then compared the 50%-widths
of these profiles at 328MHz and 4.85GHz. We found that these widths were
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approximately 22◦ and 7◦, respectively, which is consistent with the change of
P2 between these frequencies.
Fig. 4.8 also shows that the average polarisation of all pulses from the 328-
MHz observation has two components and a clear minimum around a pulse
phase of 24◦. From the average polarisation of pulses at 328MHz in drift-mode
A and of those in drift-mode B, it is apparent that the pulses in drift-mode A
contribute only to the component on the left and the pulses in drift-mode B
contribute only to the component on the right. The average position angle of
all pulses shows a 90◦ jump at both frequencies at a pulse phase of 24◦. This
can be interpreted as two orthogonally polarised modes changing dominance
at this pulse phase. A straight line fit to the position angles of both modes has
shown that these polarisation modes are indeed 90◦ apart. This jump is also
visible in the average position angle of pulses that are in mode-B drift. We
have searched for this jump in the average position angle of short sequences
containing 20 to 50 pulses in a particular drift-mode and did not find a clear
change in polarisation mode. It only manifests itself in the average of many
sequences. Furthermore, the pulses in mode-A drift do not show any sign of
a jump in position angle. They only show some degree of linear polarisation
in the left part of the profile, just before the mode jump occurs in the average
position angle of all pulses. Thus the left part of the A-profile is dominated by
one of the two orthogonal polarisation modes, while the lack of polarisation
in the right part of the A-profile suggests that here both polarisation modes
are of equal strength. The lack of polarisation in the left part of the B-profile
suggests that here both polarisation modes are also of equal strength, while
the right part of the B-profile is dominated by the other polarisation mode.
This means that there is a strong relationship between the drift-modes A and
B and the two orthogonal modes of polarisation.
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Figure 4.4: (a) Schematic overview of the proposed geometrical model to explain the ab-
sence of one mode at high frequency. The two large discs are centred around the
magnetic axis and represent the emission regions at two different frequencies,
corresponding to two different altitudes above the pulsar surface. The smaller
circles in the emission region represent the positions of the drifting sub-pulses,
which rotate around the magnetic axis. The true number of sub-pulses is un-
known. The different drift-modes are illustrated by different colours. Note that
only one drift-mode is assumed to be active at a time. (b) Schematics of two
field lines from which radio waves of two different frequencies are observed. L
is the line that connects the locations where the field lines are directed towards
the observer. Due to radius-to-frequency mapping, low-frequency radio waves
are emitted from inner field lines with respect to those where the high-frequency
radiation is emitted for the same line of sight. This picture also illustrates that
radio waves observed from outer field lines are emitted closer to the magnetic
axis than radio waves from inner field lines. Thus, the width of the emission
profile decreases with increasing frequency.
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4.4.1 Modelling the observations
Since the limited length of our observations does not enable us to study mode
C, we shall only attempt to model the behaviour of modes A and B, which
are the most prominent drift-modes. We have found that of these two drift-
modes only mode A is visible at high frequency, while at low frequency both
modes are visible and are seen to have different orthogonal polarisation. At
low frequency, the pulses in mode A have less intensity than the pulses in
mode B, while at high frequency the pulses show the opposite behaviour.
Furthermore, even though the mode B drift is not clearly visible at 4.85GHz,
we do see a hint of 6 seconds periodicity at this frequency. In the context
of the potential gap model, the different rates of drift seem to suggest that
the potential gap can take on different stable values. Each stable value can
be associated with a particular drift rate and a particular magnetic surface of
emission if we assume that the radiation is emitted tangential to the magnetic
field lines. An increase in the value of the potential gap is expected to give rise
to a faster drift and emission (pair production) from magnetic field-lines closer
to the magnetic axis. This leads to the picture of an emission region with two
concentric radiating rings. At high frequency, the line of sight intersects with
magnetic field lines which are further away from the magnetic axis than at low
frequency. Therefore, the drifting component of the inner ring is not seen at
high frequency. This is graphically illustrated in Fig. 4.4.
It is also possible to construct a model wherein the emission of both modes
comes from the same magnetic flux surface, but from different heights. Such
a model is given in van Leeuwen et al. [83]. The difference between the two
models is graphically illustrated in Fig. 4.5. Here, L1, L2 and L3 are the loca-
tions where the field lines are directed towards the observer for three different
lines of sight: L1 when the line of sight is closest to the magnetic axis, L2
when the line of sight just touches the emission region when observing at high
frequency, and L3 shows when the line of sight just touches the emission region
when observing at low frequency. In case of a dipole magnetic field, the lines
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Figure 4.5: Schematic overview of two models explaining the observed behaviour of two of
the drift-modes of PSR B0031−07 at two frequencies f1, f2 (f1<f2). The left
panel illustrates our present model. The right panel illustrates the model of van
Leeuwen et al. [83]. As the pulsar rotates the line of sight passes from L3 over
L2 to L1 and back. Emission at low frequency corresponds to altitudes P1, P2
(and P1’, P2’) whereas emission at high frequency comes from altitudes P3, P4
(and P3’, P4’).
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L1 - L3 are straight. Note that these lines do not lie in a plane as might be
suggested by Fig. 4.5. Therefore, one must consider these images as lying in
the plane through one of the three lines and the magnetic axis. At points on
L1, L2 or L3 further away from the pulsar surface the curvature of the field
lines decreases and the frequency of emission is believed to be lower.
In our model (left image) a mode change is caused by a shift of the emission
to inner field-lines. At high frequency, the observer can only see emission
coming from a region between points P3 and P4. As the mode changes from
A to B, the observer will no longer see emission. At low frequency the observer
can only see emission coming from a region between the points P1 and P2,
and is thus able to see both modes. Note that when the line of sight is closest
to the magnetic axis, mode A is not visible, thus causing a dip in the centre
of the A-profile at low frequency.
In the model of van Leeuwen et al. [83] (right image) the emission always
comes from the same field-lines. Now however, the emission altitude at a
fixed frequency decreases when the mode changes from A to B. This causes
the observer to see emission from a point lower in the pulsar magnetosphere
(indicated by an open dot and an apostrophe). At high frequency, the observer
will only see emission coming from a region between P3 and P4 if the pulsar is
emitting in mode A but none in mode B since the region between P3’ and P4’
is not part of the ’active’ (radiating) flux tube. Thus the observer will only
see emission in mode A. At low frequency the observer will only see emission
coming from a region between P1 and P2 if the pulsar is emitting in mode
A and will only see emission in a region between P1’ and P2’ if the pulsar is
emitting in mode B. Thus the observer will be able to see emission from both
modes. Note that also in this model mode A is not visible at low frequency
when the line of sight is closest to the magnetic axis.
In the case of PSR B0031−07 both models can explain the observed char-
acteristics. It is therefore difficult to distinguish between them observationally,
especially if observing at only one frequency. However, if we were to observe
this pulsar at a large range of frequencies (preferably simultaneous) it should
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be possible to make quantitative statements as to favour one of the models.
On theoretical grounds, we find a possible inconsistency in the model of van
Leeuwen et al. [83] when applied to our observations. In their model, which
follows the work of Ruderman & Sutherland [14] and Melikidze et al. [84], the
transition from mode A to B occurs by a decrease in height of the voltage
gap. As a result the altitude of emission decreases. However, the electric field
also decreases and with it the speed of the E × B drift, contrary to what is
observed. Of course, a possible explanation for this inconsistency could be
that we are not seeing the actual drift-speed, but an alias. It should be noted
that variation of drift speed can also happen due to temperature variation on
the polar cap as suggested by Gil et al. [85].
4.5 Conclusions
From an analysis of 2700 pulses from PSR B0031−07 taken simultaneously at
328MHz and 4.85GHz we found that from the three known drift-modes A, B
and C of PSR B0031−07 only mode A is visible at high frequencies. We have
constructed a geometrical model that explains how one drift-mode can dis-
appear at high frequency while another drift-mode remains visible. Further,
we have shown that the two most prominent drift-modes A and B are asso-
ciated with two orthogonal modes of polarisation, respectively. To continue
the study presented here, one would require more multi-frequency single pulse
observations from this pulsar containing full Stokes parameters.
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Figure 4.6: Sequences which show a periodicity of magnitude P3 at fixed pulse phase (the
gray areas). The lower panel shows the 328MHz observation, while the upper
panel shows the 4.85GHz observation. The black band indicate pulses which
show a null at both frequencies.
110 Frequency dependence of the drifting sub-pulses of PSR B0031−07
Figure 4.7: Sequences from the observation at 1.41GHz which show a periodicity of mag-
nitude P3 at fixed longitude. The 1.41GHz observation was not simultaneous
with the other observations.
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Figure 4.8: Average intensity and polarisation of pulses in mode A (top panels), pulses in
mode B (middle panels) and all pulses (lower panels). The profiles have been
normalised to set the peak in the average intensity of all pulses to 1. The left
panels show the average of pulses at 328MHz, the right panels show the average
of the same pulses at 4.85GHz. Since the pulses at 4.85GHz do not show a
mode-B drift, the right middle panel contains the average of pulses at 4.85GHz
that show a mode-B drift at 328MHz. The solid, dashed and dotted lines in each
panel represent the total intensity, linear polarisation and circular polarisation,
respectively. The lower part of the panels show the polarisation position angle.
The 328MHz profiles have been re-binned to 500µs per bin, to make the profiles
comparable.
Chapter 5
The geometry of PSR B0031−07
J.M. Smits, D. Mitra, B. Stappers, J. Kuijpers, P. Weltevrede, A. Jessner and
Y. Gupta
Abstract. Here we present the results from an analysis of a multi-frequency
simultaneous observation of PSR B0031−07. This radio pulsar is well known to
exhibit three different modes of drifting sub-pulses (mode A, B and C). Smits
et al. [86] have shown that in a multi-frequency observation, consisting of 2 700
pulses, all drift modes were visible at low frequencies, while at 4.85GHz only
mode A was detected. Contrary to what was expected, we found multiple
detections of mode-B drift in new observations at 4.85GHz. This number
of detections is still much lower than the number of mode-B detections at
lower frequencies. We have constructed a geometrical model, based on an
empirical relationship between height and frequency of emission, where modes
A and B are emitted in sub-beams, rotating at a fixed distance from the
magnetic axis, with the mode-B sub-beams being closer to the magnetic axis
than the mode-A sub-beams. This causes the mode-B drift to become harder
to detect towards higher frequency, while the mode-A drift remains detectable
at all frequencies. To account for both the observed drifting and non-drifting
emission, the model includes diffuse emission surrounding the sub-beams. It
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also reproduces the position angle sweep and the frequency dependence of the
width of the average intensity profile and P2 for drift modes A and B. The
model suggests that the emission heights of PSR B0031−07 range from a few
kilometres to a little over 10 kilometres above the pulsar surface. We also
found that the relationships between height and frequency of emission that
follow from curvature radiation and from plasma-frequency emission could
not be used to reproduce the observed frequency dependence of the width of
the average intensity profiles.
5.1 Introduction
Pulsar B0031−07 is well known for its three modes of drifting sub-pulses.They are called mode A, B and C and are characterised by their values
for P3 of 12, 7 and 4 times the pulsar period, respectively. Recently, Smits
et al. [86] analysed simultaneous multi-frequency observations from both the
Westerbork Synthesis Radio Telescope and the Effelsberg Radio Telescope and
detected all three drift modes at 325MHz, but only detected drift mode A at
4.85GHz. The pulses that were classified as mode B or C at low frequency
only showed non-drifting emission at high frequency. On the basis of their
findings, they suggest a geometrical model where modes A and B at a given
frequency are emitted in two concentric rings around the magnetic axis with
mode B being nested inside mode A. This nested configuration is preserved
across frequency with the higher frequency arising closer to the stellar surface
compared to the lower one, consistent with the well known radius-to-frequency
mapping operating in pulsars. Due to the rare occurrence of mode C, they did
not attempt to include this drift mode in their model.
Here we analyse new multi-frequency observations of PSR B0031−07, ob-
tained with the Giant Metrewave Radio Telescope, the Westerbork Synthesis
Radio Telescope and the Effelsberg Radio Telescope simultaneously. In to-
tal, the observations contain 136 000 pulses spread over 7 different frequencies.
From these observations we attempt to restrict the geometry of this pulsar and
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Table 5.1: List of known parameters of PSR B0031−07. All values are from Taylor et
al. [61].
Parameter Value
P1 0.94295 s
P˙ 4.083 · 10−16
DM 10.89 pc cm−3
S400 95mJy
S1400 11mJy
Bsurf 6.31 · 1011G
E˙ 1.9 · 1031 erg/s
create a model that reproduces a great number of its observed characteristics.
In Section 5.2 we explain how the observations have been obtained, how
the different modes of drift have been determined, and which further analyses
have been carried out. In Section 5.3 we present our results. The discussion
and conclusions follow in Sections 5.5 and 5.6, respectively.
5.2 Method
5.2.1 De£nitions
To describe the observational drift of sub-pulses we use three parameters,
which are defined as follows: P3 is the spacing, at the same pulse phase, be-
tween drift bands in units of pulsar periods (P1); this is the “vertical” spacing
when the individual radio profiles obtained during one stellar rotation are
plotted one above the other (stacked). P2 is the interval between successive
sub-pulses within the same pulse, given in degrees, and ∆φ, the sub-pulse
phase drift, is the time interval over which a sub-pulse drifts, given in ◦/P1.
Note that P2 = P3 ×∆φ.
These parameters are often thought to be associated with beams of emis-
sion (sub-beams), rotating at a fixed distance around the magnetic axis. When
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each sub-pulse that is seen to be drifting in consecutive pulses (which is ob-
served as a drift band) is due to emission from an individual sub-beam, then
P3 is the rotation time of this configuration divided by the number of sub-
beams. However, when the sub-beams rotate fast enough, it becomes possible
that multiple sub-beams contribute to one drift band. This is called aliasing
and is hard to detect. The observed P3 is then no longer the rotation time
divided by the number of sub-beams, but depends on the alias.
5.2.2 Observations
Here we present observations of PSR B0031−07, which were obtained with the
Giant Metrewave Radio Telescope (GMRT), the Westerbork Synthesis Radio
Telescope (WSRT) and the Effelsberg Radio Telescope (EFF). They comprise
7 different frequencies. A great part of the observations are simultaneous at
different frequencies and contain 4 hours in which radiation at 5 frequencies
is recorded simultaneously.
The 150, 243, 325, 610 and 1167 MHz observations were conducted using
the Giant Metrewave Radio Telescope (GMRT) located in Pune, India. The
GMRT is a multi-element aperture synthesis telescope [87] consisting of 30
antennas distributed over a 25-km diameter area which can be configured as a
single dish [88]. The antennas each have a sensitivity of 0.3K/Jy. The system
temperature for the different frequencies are T 157sys = 482K, T
243
sys = 177K,
T 325sys = 108K, T
607
sys = 92K and T
1167
sys = 76K. At any frequency right-hand
and left-hand circularly polarised complex voltages arrive at the sampler from
each of the antennas. The voltage signals are subsequently sampled at the
Nyquist rate and processed through a digital receiver system consisting of a
correlator, the GMRT array combiner (GAC) and a pulsar back-end for GAC.
The signals selected by the user are added in phase and fed to the pulsar
backend. The pulsar back-end computes both the auto- and cross-polarised
power, which was then recorded at a sampling rate of 0.512ms. We have done
simultaneous observation at 243, 607 and 1167MHz by splitting the whole
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antennas in 3 different sub-arrays. We have used a scheme wherein the digital
sub-array combiner, which does the incoherent addition of the multi-channel
baseband data from different antennas, is programmed to blank the data for
a selected set of frequency channels for antennas from a given sub-array. This
is akin to setting non-overlapping filter banks for each sub-array and allows
the 16MHz bandwidth to be divided between the different radio frequency
bands of observations, without any overlap between signals from the different
bands, while still preserving the time alignment of the data from the different
frequency bands.
The WSRT observations were made at a frequency of 840MHz and a band-
width of 80MHz. The signals from 14 telescopes were added with appropriate
delays to create the equivalence of a single dish with a diameter of 94m and
a sensitivity of 1.2K/Jy. The system temperature at this frequency is around
Tsys=150K. The Effelsberg observations were made at a frequency of 4.85GHz
and a bandwidth of 500MHz. The sensitivity is 1.5K/Jy and the system tem-
perature at this frequency is Tsys=27K. The WSRT observations have been
corrected for Faraday rotation, dispersion and for an instrumental polarisation
effect using a procedure described in the Appendix of [82]. Also, a 50-Hz signal
present in the Effelsberg observation has been removed by Fourier transform-
ing the entire sequence, removing the 50Hz peak and Fourier transforming
back. Table 5.2 lists the details of all the observations. All the observations
were aligned by correlating long sequences of pulses with pulses from the obser-
vation at 607MHz that were obtained simultaneously. Neglecting retardation
and aberration, the accuracy of this alignment is within 1ms. For this study,
retardation and aberration only result in a significant deviation of arrival time
between two frequencies when the change in altitude is of the order of a few
hundred kilometres. We will show that for PSR B0031−07 the change in alti-
tude between the highest and lowest frequencies of the present observations is
far less.
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Table 5.2: Details of the observations of PSR B0031−07
Date Start time (UT) Telescope Freq. Time res. Number of
(s after midnight) (MHz) (ms) Pulses
02-09-2004 62616 GMRT 325 0.512 2678
03-09-2004 69092 GMRT 243 0.512 14607
03-09-2004 69092 GMRT 607 0.512 14607
03-09-2004 72150 WSRT 840 0.8192 16140
03-09-2004 75847 EFF 4 850 0.9206 31042
03-09-2004 80087 GMRT 1167 1.024 10145
04-09-2004 00554 GMRT 243 1.024 4409
04-09-2004 00554 GMRT 607 1.024 4409
07-09-2004 69522 GMRT 607 0.512 4718
07-09-2004 71441 WSRT 840 0.8192 16781
07-09-2004 73690 GMRT 243 0.512 14394
24-08-2005 43212 GMRT 157 0.512 2229
5.2.3 Finding the drift sequences
Smits et al. [86] have shown that at least for one of the drift modes the value
for P3 is the same for both high and low frequency observations. This is consis-
tent with the concept that the emission of pulsars originates from sub-beams
of particles that rotate around the magnetic axis due to the force-free motion
of the particles in the strong magnetic field. Here, we have investigated the
values of P3 for both mode A and mode B over a larger frequency range, us-
ing the same method as described by Smits et al. [86] to calculate P3. From
the observations we chose 1 500 consecutive pulses for which the sub-pulses
were visible in at least 4 frequencies. We then tested for each drift sequence
whether the value of P3 was the same at each frequency. We can confirm
that in these 1 500 pulses, within errors, P3 remains constant for mode A over
the frequencies 243, 607, 840MHz and 4.85GHz. Furthermore, we unexpect-
edly found multiple detections of mode-B drift at 4.85GHz, whereas Smits et
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al. [86] found no mode-B drift in 2 700 pulses at 4.85GHz, nor in 5 350 pulses
at an even lower frequency of 1.41GHz. Still, we could not accurately measure
P3 at 4.85GHz when the pulsar was in mode B. We did confirm that in this
mode P3 remains constant over the frequencies 243, 607 and 840 MHz. We
then made the assumption that there is indeed one fundamental period associ-
ated with the vertical spacing between drift bands, such as the rotation speed
of sub-beams around the magnetic axis, that is the same at each frequency
at each pulsar phase. With this assumption, we determined the drift mode of
each pulse for all of the observations. This was achieved by visually finding
drift sequences at the frequency that showed this drift most clearly. When-
ever possible, these sequences were then inspected at the remaining available
frequencies to improve the exact beginning and end of the sequences. Finally,
P3 was calculated for each sequence and classified as either mode A, B, or C.
Even though the time span of the observations is about 10 hours, we only de-
tected 4 short drift sequences with a mode-C drift, none of them were detected
at 4.85GHz. Because of the low number of pulses which were in a mode-C
drift, we limited the analysis to sequences of pulses which were in mode-A and
mode-B drift.
5.2.4 Average polarisation pro£les
Once the drift class of all the sequences was known, all pulses in a drift class
were averaged together for each frequency separately. This resulted in av-
erage mode-A and B polarisation profiles and position angle sweeps at each
frequency. We also measured the widths of each of these profiles at 10% of the
peak values.
5.2.5 Frequency dependence of the fractional drift intensity
Smits et al. [86] have suggested that the mode-A and mode-B emission orig-
inate from different regions of the magnetosphere. This means that the line
of sight intersection with the sub-beams is different for both drift modes (see
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their figure 4 and 5). In particular, this causes the line of sight to miss the cen-
tre of the ring of mode-B sub-beams at high frequency and only cuts through
a diffuse component surrounding the sub-beams. As a result we do not see any
drift bands at high frequency whenever the low-frequency emission reveals a
mode-B drift. If the line of sight intersection with the sub-beams indeed de-
termines how clearly a drift pattern can be observed, then the drift pattern
can provide information about the geometry of the sub-beams. To measure
how far the line of sight intersection is away from the centre of the sub-beams
in a drift sequence, we calculated the fractional drift intensity as follows. First
we took the amplitude at each pulse phase of each pulse in the sequence and
stacked them on top of each other to produce a 2D time series of the same
type as shown in Fig. 5.5. We then calculated the absolute values of the
Fourier transform at each pulse phase of this 2D time series. The resulting
longitude-resolved fluctuation spectrum was then averaged over a pulsar phase
window containing the pulsar on pulse, giving a Longitude-Averaged Fluctua-
tion Spectrum (LAFS) (see the left panel in Fig. 4.3 of Chapter 4). A sketch of
this procedure is shown in Fig. 5.1. The drift intensity was then calculated by
integrating the LAFS over a small frequency range containing the reciprocal of
the P3 value of the sequence and then subtracting the integration of the LAFS
over a small frequency range containing no periodicities. By dividing the drift
intensity by the total intensity in the LAFS of the pulsar signal we obtained
the fractional drift intensity. This f ractional drift intensity was calculated for
all sequences of drift at each observed frequency.
5.2.6 Width of average drift pro£les
The geometrical model that will be constructed to describe the single pulse
emission from PSR B0031−07 consists of both drifting and non-drifting emis-
sion. From the model we can calculate at each frequency and for each drift
mode the width of the average profile resulting from the drifting emission only.
In order to use this width to test how well the model describes the observed
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Figure 5.1: Sketch of the calculation of the longitude-averaged fluctuation spectrum. The
leftmost image shows the single pulses stacked on top of each other. The
longitude-resolved fluctuation spectrum (middle image) is created by Fourier
transforming the amplitude of the single pulses at each pulse phase. Finally,
the longitude-averaged fluctuation spectrum (right image) is calculated by aver-
aging the fluctuation spectrum over pulsar phase.
emission, we needed to determine the width of the average profiles resulting
from the drifting emission only in the observations. This was done for each
frequency as follows. For each drift sequence, we determined the average drift
profile by calculating the power in a small frequency range of the longitude-
resolved fluctuation spectrum containing the reciprocal of the P3 value of the
sequence at each pulse phase. For each drift mode these profiles were averaged
together and their widths were measured.
5.2.7 Frequency dependence of P2
The change of P2 with observation frequency reflects the change of the size of
the emission zone with respect to the total path of the line of sight intersection
at different heights above the pulsar surface. It therefore limits the radius-
to-frequency mapping that can be used for any model. Conventionally, P2
is calculated by averaging autocorrelations of single pulses, containing more
than one sub-pulse. For PSR B0031−07 this method fails at high frequencies
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where there are no pulses containing more than one sub-pulse. We therefore
calculated P2, for each drift sequence, as the product of P3 and the sub-
pulse phase drift (∆φ) of that sequence. The phase drift was measured by
cross-correlating consecutive pulses of each drift sequence and averaging the
resulting cross-correlations. The peaks of the average cross-correlations were
fitted with a quadratic polynomial, of which the phase shift of the maximum
was taken as the phase drift. For each drift mode and observation frequency
the values for P2 were averaged to obtain the frequency dependence of P2 for
each drift mode. The values for P2 do not depend on a possible aliasing.
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Table 5.3: The 10%-widths of the average profiles from all pulses and from the drift modes
A and B from the observations of PSR B0031−07 at 7 different frequencies.
Frequency width (deg) width mode A width mode B
(MHz) (deg) (deg)
157 45.7 ± 1.8 44 ± 5 46.3 ± 1.4
243 42.3 ± 0.6 39.5 ± 1.5 42.3 ± 0.6
325 40.66 ± 0.15 39.4 ± 0.3 40.30 ± 0.12
607 39.8 ± 1.1 32 ± 4 39.3 ± 0.9
840 40.9 ± 0.6 32.2 ± 0.8 43.0 ± 0.9
1167 36 ± 3 25 ± 6 38 ± 5
4850 33.7 ± 0.8 23.6 ± 0.6 32.8 ± 0.9
5.3 Results
The (polarisation) profiles of PSR B0031−07 for 7 frequencies are shown in
fig 5.2. No polarisation was recorded for the 157, 325 and 1167MHz obser-
vations. The 157 and 325MHz observations were not simultaneous with the
other observations and were aligned to have the centre of the profiles at the
same pulsar phase as the centre of the 243 and 607MHz profiles, respectively.
The widths at 10% of the maximum were measured for all the intensity profiles.
They are shown in Table 5.3.
Fig. 5.3 shows the fractional drift intensity in drift sequences for 5 different
frequencies over a duration of 4 hours and 15 minutes. Due to interference
the drift intensity could not be determined in some parts of the observations.
These parts and parts where no pulses were observed are marked in Fig. 5.3 as
hatched areas. The average fractional drift intensities of drift modes A and B
for four of the frequencies are listed in Table 5.4. The errors were obtained by
varying the frequency range of the LAFS that contained the reciprocal of the
P3 value and the frequency range containing no periodicities. The deviations
in the resulting values for the fractional drift intensity were taken as the er-
rors. The 1167MHz observation is not listed because this observation does not
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Figure 5.2: Average polarisation profiles from all the observations. From left to right are
the profiles of all pulses, of pulses that are in mode A and of pulses that are
in mode B, respectively. The solid line is the intensity. The dashed and dotted
lines are the linear and circular polarisation, respectively. Only the 243, 607,
840, 1167 and 4850MHz profiles were obtained simultaneously. All profiles are
binned to the lowest time resolution of 1.024ms.
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Table 5.4: Average fractional drift intensity of drift mode A and B for four different fre-
quencies.
Frequency Fractional Fractional
(MHz) drift intensity drift intensity
in mode A in mode B
243 0.14 ± 0.05 0.20 ± 0.05
607 0.07 ± 0.02 0.11 ± 0.03
840 0.07 ± 0.02 0.04 ± 0.02
4850 0.07 ± 0.02 0.02 ± 0.01
Table 5.5: The 10%-widths of the average drift profiles for drift mode A and B for 7 different
frequencies. A ‘−’ indicates that there was not enough signal to measure a width.
Frequency 10%-width of 10% width of
(MHz) mode A (deg) mode B (deg)
157 28 ± 2 35.0 ± 1.5
243 27 ± 5 35.2 ± 0.9
325 33.4 ± 0.4 35.6 ± 0.4
607 27 ± 3 30 ± 4
840 12.2 ± 0.9 10 ± 4
1167 9 ± 3 3.1 ± 1.1
4850 16.4 ± 0.9 −
contain enough drift sequences to give a reliable average value. The widths of
the average drift profiles for each drift mode at each frequency are shown in
Table 5.5. At 4.85GHz there was not enough signal in the mode-B profile to
measure a width. Table 5.6 lists the average values of P2 for drift modes A
and B for 7 different observation frequencies. Note that the observations at
157 and 325MHz were not part of the simultaneous observations.
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Figure 5.3: Fractional drift intensity in drift sequences at 5 different frequencies. The gray
columns represent sequences of pulses for which a drift intensity could be de-
tected. Light-gray indicates mode-A drift, whereas dark-gray indicates mode-B
drift. The hatched areas indicate regions during which no pulses were observed,
or the quality of the observation was not good enough to determine the drift
intensity. The lower graph is the continuation of the upper graph. The total
duration is 4 hours and 15 minutes.
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Table 5.6: The average values of P2 for drift modes A and B for 7 different frequencies. A
‘−’ indicates that there was not enough signal to measure P2.
Frequency P2 of mode A P2 of mode B
(MHz) (deg) (deg)
157 18.9 ± 1.2 19.2 ± 0.7
243 24 ± 4 18.7 ± 1.6
325 19.8 ± 1.0 18.7 ± 0.6
607 21 ± 3 18.7 ± 0.6
840 10 ± 3 14.0 ± 1.9
1167 14 ± 5 12 ± 3
4850 14 ± 2 −
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5.4 Modelling the geometry
Here, we set out to find a geometry that can reproduce a great number of
the observed features of this pulsar, which includes the position angle sweep
(without the orthogonal mode jumps) and the frequency dependences of the
width of the average intensity profile, the width of the average drift profile,
the fractional drift intensity and P2, for drift modes A and B.
We first try to limit the geometrical possibilities by fitting the widths
of the observed average profiles to three different models that restrict the
relationship between height and frequency of emission. All models assume
that the intensity of the radio emission decreases with the distance from the
maximally emitting ring of field lines as a Gaussian given by
I = exp
(
−1
2
(
χ− χ0
χw
)2)
, (5.1)
where I is the intensity, χ is the angle between the magnetic axis and the foot
point on the surface of the star of the field line from which emission can be
observed (see Fig. 5.4), χ0 is the angle between the magnetic axis and the foot
point on the surface of the star of the maximally emitting field line and χw is
the angle between the foot points on the surface of the star of the two field
lines for which the intensity has dropped to e−
1
2 times the maximum intensity.
In the first model, the curvature radiation model, we assume that the
frequency of emission is equal to the characteristic frequency for curvature
radiation, given by (Jackson [89], Eq. 14.81)
ω =
3
2
γ3
(
c
rcr
)
, (5.2)
where γ is the Lorentz factor of the secondary plasma, c is the speed of light and
rcr is the radius of curvature at the emission point. Following the derivation
from Gangadhara [90], the dipolar geometry of the magnetic field dictates how
the radius of curvature is related to the distance between the emission point
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Figure 5.4: Sketch of a field line as a function of distance along the magnetic axis (z) and
distance from the magnetic axis (R) near the pulsar, to show the definition of
the angle χ. Point P on an emitting field line is defined by it’s polar coordinates
r and θ. χ is defined as the angle between the magnetic axis and the foot point
of the field line on the surface of the star.
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and the centre of the star, r, and the polar angle to the magnetic axis, θ, as
rcr =
r
sin θ
[5 + 3 cos(2θ)]
3
2
3
√
2[3 + cos(2θ)]
(5.3)
For angles smaller than 10◦ this can be linearised within an error of 1.5% to
give
rcr =
4
3
r/θ. (5.4)
In the second model, the plasma-frequency model, we assume that the
radiation is emitted at the local relativistic plasma frequency, given by [91]
ω2rp = 〈γ〉−
1
2
e2n
²0me
, (5.5)
where n is the sum of electron and positron density and e and me are the
electron charge and mass. We further assume that there is a distinct region
around the magnetic axis where shots of particles can create a secondary pair
plasma with a fixed particle density which only depends on altitude. The
frequency of occurrence of these shots has a maximum on field lines defined
by a specific distance from the magnetic axis to the foot points of these field
lines on the surface of the star. This frequency of occurrence is assumed to
decrease as a Gaussian with increasing distance from the maximum intensity
field lines. Note that, the intensity of the emission falls off with distance from
the maximally emitting field lines, while the particle density of the shots and
the frequency of emission remains constant at constant emission height. Since,
along the open field lines, the density of relativistically moving secondary pair
plasma falls off approximately with the cube of the distance to the centre of
the star, in a dipolar field on account of flux conservation, the frequency drops
with distance to the power 32 . This leads to the following relationship between
the altitude and frequency of emission [14]:
r =
(
ω
ω0
)− 2
3
(5.6)
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Finally, we try a version of an empirical relationship, as given by Thorsett [92]:
r = h0
(
1 +
(
ω
ω0
)− 2
3
)
, (5.7)
which is similar to the plasma-frequency model, but has an extra distance
parameter h0 that allows for a minimum emission height. For all three models
we simulated the intensity profile at 7 different frequencies, corresponding to
the 7 frequencies of the observations, for different values of the parameters of
the models. These parameters are listed in Table 5.7. We then calculated the
widths at 10% of the maximum. From these widths and the widths from the
mode-A and mode-B intensity profiles from the observations we calculated the
reduced chi-square for each set of parameters for each drift mode. We then
minimised these chi-squares to fit the values for the parameters. Initial values
for α and β were found by fitting the rotating vector model from Radhakrish-
nan & Cooke [11] to the position angle from the observations.
Once initial values for these parameters were found, we proceeded to in-
clude both diffuse emission and emission from rotating sub-beams to produce
single pulses in two different drift modes for a number of frequencies. The pa-
rameters of this model were then fitted to reproduce the position angle sweep
and the frequency dependences of the width of the average intensity profile,
the width of the average drift profile, the fractional drift intensity and P2, for
drift modes A and B. Also, we used the result from Smits et al. [86] that for
drift mode A at low frequencies, the line of sight intersection just penetrates
the maximally emitting field lines, causing the observed double component in
the upper-left panel of their Figure 8.
5.4.1 Results of the Modelling
As can be seen in the panels of Fig. 5.2, the position-angle sweep is very
straight, apart from orthogonal mode jumps which causes differences in the
position-angle sweep at different frequencies. After correcting for these jumps,
the sweep can be reproduced with the rotating vector model from Radhakr-
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ishnan & Cooke, when α and β are kept approximately the same and in the
range of 0.1◦ to 6◦. We then varied all the parameters of the three different
models within the limits listed in Table 5.7, but kept α and β the same. γ and
ω0 were varied logarithmically, the other parameters linearly.
For both the curvature-radiation model and the plasma-frequency model
we did not find any sets of values for the parameters to describe the frequency
dependence of the profile widths correctly. The best set of parameters gave a
reduced chi-square above 300 and above 15 for the curvature-radiation and the
plasma-frequency model, respectively. In contrast, we found that the empirical
model, which includes an extra parameter, described the data with a reduced
chi-square ranging from 0.7 to 3 for many different values for the parameters.
Characteristic to these sets of parameters were low values for h0 and ω0, sug-
gesting a minimum emission height ranging from 1 to 50 km above the stellar
surface and a maximum emission height ranging from 10 to 100 km above the
stellar surface, where the lowest values for the chi-square always correspond
to the lowest emission heights. For comparison, we tried to obtain emission
heights by modelling the emission for different values of the parameters α, χ0
and χw (β was kept equal to α) and making no assumptions about the rela-
tionship between height and frequency of emission. For each frequency, the
emission height was changed in such a way that the width of the profile from
the observation would be equal to the width of the profile from the model.
This always resulted in small emission height differences between frequencies,
varying from a few kilometres to a few tens of kilometres. Also, for each set
of parameters it was possible to choose values for h0 and ω0 for which the em-
pirical model would fit well to the obtained relationship between height and
frequency of emission. Based on these results we proceeded to make a more
complex model, including two drift modes of sub-pulse emission superposed on
low-intensity diffuse emission, assuming the empirical model for obtaining the
emission height for each frequency. The parameters of this model are listed
in Table 5.8, where R? is the radius of the pulsar, Dw is the angle between
the foot points on the surface of the star of the two field lines for which the
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Table 5.7: Parameters and their ranges of variation used to fit the curvature-radiation model
(top), the plasma-frequency model (middle) and the empirical model (bottom).
Parameters for the lower limit upper limit
curvature radiation
model
α 0.1◦ 6◦
β 0.1◦ 6◦
γ 10 2000
χ0 0.005 rad 0.016 rad
χw 0.001 rad 0.010 rad
Parameters for the lower limit upper limit
plasma-frequency
model
α 0.1◦ 6◦
β 0.1◦ 6◦
ω0 0.01GHz 1 000GHz
χ0 0.005 rad 0.016 rad
χw 0.001 rad 0.010 rad
Parameters for the lower limit upper limit
empirical model
α 0.1◦ 6◦
β 0.1◦ 6◦
h0 10 km 150 km
ω0 0.01GHz 1 000GHz
χ0 0.005 rad 0.016 rad
χw 0.001 rad 0.010 rad
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intensity from the diffuse emission has dropped to 60% of the maximum inten-
sity, DI is the intensity of the diffuse emission divided by the intensity of the
sub-pulse emission at the centre field line, Nsub is the number of sub-pulses
and P3 is the rotation time of the carousel divided by Nsub. The superscripts
A and B refer to the value for that parameter in drift mode A or B. Note that
we only changed the values of χ0 and P3 to describe a change in drift mode.
The rotation time of the carousel and the number of sub-beams were derived
from the observed vertical spacing between drift bands, assuming that the
observed sub-pulses are not aliased. If we are in fact observing an alias, then
the rotation time of the carousel as well as the number of sub-pulses become
less. Table 5.8 also lists the values of these parameters that were obtained
after fitting them to describe the aforementioned features of the observations.
The values for h0 and ω0 in Table 5.8 lead to emission heights ranging from
2.3 km, at 4.85GHz, to 13.6 km at 0.157GHz above the stellar surface. Re-
gardless of the relationship between height and frequency of emission, these
low emission heights are needed to obtain the frequency dependence of P2,
which depends on the fractional change of emission height. The value for χA0
corresponds to the last open field line, which for a small value of α is given by
χlof =
√
R?2pi/P1c.
Fig. 5.5 shows a gray scale plot of the single pulses from the observations
on the left and of the single pulses from the model on the right, for both the
smallest and largest frequencies of the simultaneous observations. It demon-
strates that the model can indeed reproduce both mode A and mode B drifts
and also that the mode B drift disappears at high frequency. It also shows
the change in profile width. We further calculated the widths of the average
intensity profiles and the values for P2 from the model for both drift modes at
all frequencies. For each frequency, the signal-to-noise ratio was adjusted to
be the same as the signal-to-noise ratio of the data. The widths of both the
average intensity profiles and the average drift profiles from both the model
and from the observations for drift mode A and B at each frequency are shown
in Fig. 5.6. The average fractional drift intensity from both the model and the
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Table 5.8: Optimised parameter values in a full geometrical model for the emission of
PSR B0031−07, describing two modes of drifting sub-pulses superposed on low-
intensity diffuse emission, assuming a radius-to-frequency mapping based on the
empirical model.
Parameter Value Parameter Value
P1 0.9429 s χ
A
0 0.0149 rad
R? 10 km χ
B
0 0.0142 rad
α 1.83◦ χw 0.0022 rad
β 1.83◦ Dw 0.0039 rad
h0 11 km DI 0.001
ω0 1.206GHz Nsub 9
PA3 13 s
PB3 7 s
observations for drift mode A and B at each frequency are shown in Fig. 5.7.
Fig. 5.8 shows the values of P2 from both the model and from the observations
at each frequency. The values of P2 for drift mode A and drift mode B were
averaged together. Images of the model can be seen in Fig 5.9 and Fig. 5.10.
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Figure 5.5: Gray scale plots of single pulses at two frequencies from the simultaneous obser-
vations (left panels) and from the model (right panels). The upper plots are at
243MHz and the bottom plots are at 4.85GHz. The first 50 pulses are in drift
mode A, the following 5 pulses are nulls and the remaining pulses are in drift
mode B. To align the single pulses from the model with the single pulses from
the observation, we assumed that the line of sight is closest to the magnetic
axis at a pulse phase that corresponds to the centre of the profile at 243MHz.
This results in the offset between single pulses from the observation and from
the model at 4.85GHz. There is some interference visible in the pulses 60 to
68 of the observation at 4.85GHz.
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Figure 5.6: Widths of the average intensity profiles (upper plots) and average drift intensi-
ties (lower plots) from the observations (solid line) and from the model (dashed
line), for drift modes A (left plots) and B (right plots) at each frequency.
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Figure 5.7: Average fractional drift intensity from the observations (solid line) and from
the model (dashed line), for drift modes A (left plot) and B (right plot).
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Figure 5.8: Value of P2 from the observations (solid) and from the model (dashed) at each
frequency. Note that the presence of non-drifting emission affects to method
used to measure P2. (See discussion for more details.)
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5.5 Discussion
Fig. 5.2 shows that there is only one polarisation-mode present whenever the
pulsar is in drift mode A, whereas drift mode B shows two orthogonal modes
of polarisation, as has been reported by Smits et al. [86]. They also report
that in their 325MHz observations the mode-A profile shows a double com-
ponent, indicating that the geometry of the emission region during this drift
mode is such that over a few degrees of pulsar phase, one sees emission from
a region between the magnetic axis and the maximally emitting field lines.
This is confirmed by the average intensity profiles from Izvekova et al. [60],
where a double component becomes visible at 62MHz. However, our current
observations only show a hint of a double component in the mode-A profiles.
An explanation for this might be that the mode-A emission during the present
observations lie slightly closer to the magnetic axis than the mode-A emission
during the observations from Smits et al. [86]. This makes it possible that
no emission was detected from the region between the magnetic axis and the
maximally emitting field line in the low frequency observations presented here.
Further, Fig. 5.2 shows that the average intensity profiles of PSR B0031−07
shift to earlier phase with increasing frequency. This can also be seen in the
average profiles from Izvekova et al. [60]. They suggest that the shift can
be removed by the adoption of a higher value of dispersion measure. Since
Izvekova et al. have determined the dispersion measure by aligning the sub-
pulses in the centre of the profile, which is similar to the method of alignment
used for the present observations, we briefly check if both the shift in their
observations and the shift in the current observations could be due to twisted
magnetic field lines (see Fig. 5.11). Since the sub-beams follow the magnetic
field lines, the drift phase of the sub-pulses will differ between frequencies.
Thus by “artificially” aligning the sub-pulses between frequencies, a shift will
be introduced between the average intensity profiles. To obtain the observed
shift, the magnetic field lines need to be twisted around the magnetic axis by
approximately 20◦ between the emission altitudes observed at 157MHz and
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Figure 5.9: Image of the model of the emission zone of PSR B0031−07. The vertical line is
the rotation axis of the pulsar. The 7 circles indicate the line of sight trajectories
corresponding to the 7 observed frequencies. The emission zone consists of 9
sub-beams surrounded by diffuse emission, shown as semi-transparent. Both the
sub-beams and the diffuse emission follow the magnetic field lines. The image
is to scale and shows the location of the sub-beams during mode-A drift.
5.5 Discussion 141
Figure 5.10: Two close ups of the model of the emission zone of PSR B0031−07. The
vertical line is the rotation axis of the pulsar. The 7 circles indicate the line
of sight trajectories corresponding to the 7 observed frequencies. The emission
zone consists of 9 sub-beams surrounded by diffuse emission, shown as semi-
transparent. Both images are to scale. The top image shows the location of
the sub-beams during mode-A drift. The bottom image shows the location of
the sub-beams during mode-B drift, which lie slightly closer to the magnetic
axis.
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4.85GHz. For the present model, this implies a twist of 2◦ per kilometre alti-
tude. We can estimate the twist of the field lines due to a current of charged
particles with a density equal to the Goldreich-Julian density, streaming away
from the pulsar surface at the speed of light and filling the entire polar cap.
The pulsar phase shift ∆φ over a height difference ∆h is then estimated as
∆φ
∆h
=
Bφ
RpcBz
=
2pi
P1c
, (5.8)
where Bφ and Bz are the φ and z components of the magnetic field, Rpc is the
radius of the polar cap and P1 is the rotation period of the pulsar. For this
pulsar this leads to a twist of only 0.0013◦ per kilometre altitude. To overcome
this difference of a factor of 1 000, one needs to assume either unrealistically
large current densities or much greater emission height differences.
From Fig. 5.3 it becomes evident that the mode-B drift can be seen less
frequently towards higher frequencies. Interestingly, even though the occur-
rence decreases with increasing frequency, the fractional drift intensity itself
of this drift mode does not drop until 4.85GHz and even at this frequency
it can still be seen occasionally. This is in contrast with the results from
Smits et al. [86] who did not see any mode-B drift sequences in 2 700 pulses at
4.85GHz, which were observed simultaneously at 325MHz, nor in 5 350 pulses
at 1.41GHz, which were not observed simultaneously at any other frequency.
Of course, in the absence of a simultaneous observation at low frequency, a
mode-B drift at high frequency might remain undetected. Also, due to the in-
frequent occurrence of the mode-B drift at 4.85GHz, it is possible that Smits
et al. did not detect this drift mode at 4.85GHz because it did not occur
during their observation. Alternatively, the location of the mode-B emission
during the present observation might differ from the location of the mode-B
emission during the observations from Smits et al. [86]. The fact that a frac-
tional drift intensity can only be detected sporadically for mode B at 4.85GHz,
does suggest that the location of the mode-B emission can slightly change on
timescales of a few minutes. Despite these changes over small timescales, the
average fractional drift intensities that are shown in Table 5.4 represent how
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the line of sight intersection with the emission region changes over frequency.
However, it should be noted that residual interference and variations in the
sub-pulse intensity within a drift sequence can affect these values. These ef-
fects result in the large errors listed in Table 5.4. Still, the values in Table 5.4
are consistent with the suggestion that at all frequencies a clear mode-A drift
can be detected, whereas the mode-B drift becomes harder to detect towards
higher frequencies. This can also be seen in Table 5.5, where the widths of the
average mode-B drift profiles decrease with increasing frequency. The widths
of the average mode-A drift profiles can also be seen to decrease with increasing
frequency, but even at the highest frequency, the profile is still broad enough
to allow detection.
Fig. 5.5 shows that the model can reproduce the single pulses of both
drift mode A and B, except for the shift in arrival time between the single
pulses at low and high frequencies. This shift can also be seen in the average
profiles of Fig. 5.2. The change of the width of the average intensity profiles
with frequency can be seen in Fig. 5.6. It is clear that the widths from the
model has a much steeper spectrum than the widths from the observations.
This steep spectrum is a consequence of the change in height by a factor of
2, which is required to obtain an observable change in P2. At 4.85GHz, the
width from the model becomes broader again due to the increased intensity
of the broad non-drifting emission with respect to the emission associated
with the drifting sub-pulses. Fig. 5.7 reveals that the average fractional drift
intensity from the model is overall much higher than the average fractional drift
intensity from the observations. This is as expected, since the model does not
include interference nor pulse to pulse intensity fluctuations, which will lower
the fractional drift intensity. The model does reproduce the disappearing of
drift mode B at 4.85GHz, as was already seen in Fig. 5.5. Fig. 5.8 shows the
change of P2 over frequency from the observations and from the model. At
low frequency the change of P2 from the observation and from the model are
similar. However at high frequencies, the values of P2 from the observations are
significantly lower than the values of P2 from the model. A steeper spectrum
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of P2 in the model can be obtained by making the emission height difference
between the high and low frequencies larger. However, this would result in a
steeper spectrum for the width of the average intensity profiles, which does not
match the observations. A possible explanation might be that the method used
to measure P2 is influenced by the non-drifting emission, which we suggest is
present along with the drifting sub-pulses. The value of P2 is linearly related to
the sub-pulse phase drift, which is measured by cross-correlating consecutive
pulses. In the presence of non-drifting emission, this cross-correlation not only
peaks at the sub-pulse phase drift, but it will also have a broad peak at zero
phase shift. When the intensity of the non-drifting emission becomes strong
with respect to the intensity of the drifting emission, which happens at high
frequencies, both peaks in the average cross-correlation will merge into one
peak. This results in a lower value for the sub-pulse phase drift and thus also
for P2. At low frequencies we do not expect the value for P2 to be influenced by
the non-drifting emission as it is very weak compared to the drifting emission.
And indeed, our present values of P2 at low frequencies are similar to those
from Izvekova et al. [60], or those from Fig. 9 from Bartel et al. [93], who
used auto-correlation functions to directly measure P2. Finally, Fig 5.9 and
Fig. 5.10 show the actual geometry and emission heights of the emission zone
of PSR B0031−07. The lowest and highest circles lie at heights of 2.3 km
and 13.6 km from the surface of the star, respectively. In Fig. 5.9 it can be
seen that the line of sight moves inward with respect to the emission zone
with increasing heights. Fig. 5.10 shows that the change in the location of the
sub-beams between mode-A and mode-B drift is very small.
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Figure 5.11: Schematic of 5 sub-beams following twisted magnetic field lines (not visible).
The vertical line is the rotation axis of the pulsar. The two circles represent
the line of sight at two different frequencies. Aligning the sub-pulses from two
simultaneous observations at different frequencies will results in a shift in the
average intensity profiles.
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5.6 Conclusions
We have shown the results from an analysis of a multi-frequency simultaneous
observation of PSR B0031−07. We have included two non-simultaneous ob-
servations to obtain a total of 7 different frequencies. From these observations
we first determined the drift mode of each drift sequence at each frequency.
Contrary to what was expected, we found multiple detections of mode-B drift
at 4.85GHz. We then determined the position angle sweep, the width of the
average intensity profile, the width of the average drift profile and P2 for each
drift mode at each frequency. We then tried to fit three emission models to
the widths of the average intensity profiles to ultimately find a model that de-
scribes all the observed features. We found that the models based on curvature
radiation and plasma-frequency emission could not reproduce the frequency
dependence of the widths. However, the model based on an empirical relation-
ship between the height and frequency of emission, which includes an extra
parameter, could reproduce the frequency dependence of the widths for many
different values of the parameters. We therefore improved the latter model to
reproduce two drift modes of the single pulse emission.
We can summarise the features of the geometrical model of PSR B0031−07
that is presented here as follows.
• The model reproduces to great extent the position angle sweep (without
the orthogonal mode jumps) and the frequency dependences of the width
of the average intensity profiles, the width of the average drift profiles,
the fractional drift intensity and P2, for drift modes A and B of the
single pulses of PSR B0031−07. The largest deviations are found in the
average intensity profiles.
• The emission heights are very low. The high frequency emission comes
from a region just above the surface of the star. The low frequency
emission comes from a region about 10 kilometres higher than the high
frequency emission.
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• The parameters α and β are approximately the same and depending on
the actual emission height, around 2◦ to 4◦.
• The emission is centred around, or close to the last open field lines.
• The emission from drift mode B comes from a region just slightly closer
to the magnetic axis than the emission from drift mode A.
• Along with the drifting sub-pulses there is non-drifting emission in the
single pulses that becomes more significant towards higher frequencies.
• Assuming that the observed drift speeds of the sub-pulses are not aliased,
the number of sub-beams is around 9.
The model results in very low emission altitudes, ranging from 2.3 to
13.6 km above the surface of the star. This is in strong contrast with other
emission heights that have been measured for pulsars, which are typically some
10 to 1000 km (e.g. [94], [18], [95], [19]). Also, in the frame of the emitting
particle, the wavelengths become a factor γ larger and the emission altitude
a factor γ smaller. For the 157-MHz emission this means that the emission
altitude is just less than one wavelength. However, by improving the model,
the emission heights can become higher. The model might be improved by
assuming a more realistic particle-density distribution near the polar cap, re-
sulting in variable emission heights at a fixed emission frequency. This can
also improve the plasma-frequency model. Also, the emission altitude of mode
A and mode B need not be the same, as has been assumed here.
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Chapter 6
EPN Software
J.M. Smits
Abstract. This chapter contains the documentation of software which was
developed in C with the purpose of handling the EPN format for data-analysis
programs used in this thesis. The software consists of a series of programs that
use EPN data and a series of subroutines, which can be used for developing
new EPN software. All the software is freely available and can be downloaded
from http://www.astron.nl/∼stappers/wiki/doku.php, under Software /
EPN.
6.1 The EPN format
EPN stands for European Pulsar Network, which is an association of Eu-ropean astrophysical research institutes that co-operate in the subject of
pulsar research. Their need to have a common standard format for pulsar
data led D.R. Lorimer et al. [20] to develop the EPN format. The format
has some generic similarities to the widely used FITS format [21], but has
been designed to meet the specific needs of the EPN. It therefore meets the
following requirements:
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• Operating system independence: All data is stored as ASCII.
• Completeness: All information required for analysis is present.
• Compactness: Each measured value is given as four-character hexadeci-
mal numbers.
• Versatility: The format is designed to handle multiple types of observa-
tions and there is also room for future expansions.
• Simplicity and ease of access: The format has a standardised fixed-length
header, fully describing the structure of the data.
Fig. 6.1 shows the layout of the EPN format. The EPN file consists of
any number of data blocks, each starting with a (main) header of 480 char-
acters. After this header, a data block contains any number of data streams,
all preceded by a sub header of 160 characters. A data stream can be (part
of) a single pulsar pulse, or an average intensity profile of a pulsar at a par-
ticular frequency. Instead of intensity, a data stream can be any output of
polarisation channels.
As well as being used for data interchange between EPN members, the
common format forms the basis of a pulse profile archive presently being main-
tained at the Max-Planck-Institut fu¨r Radioastronomie in Bonn 1.
Along with the development of the EPN format D.R. Lorimer et al. [20]
also developed Fortran-77 subroutines for reading and writing data in EPN
format. These routines can easily be incorporated within any Fortran-77 pro-
gram. However, it is difficult and un-practical to incorporate these routines
in a C program. Since the software for this thesis was written in C, a set of
routines for handling the EPN format needed to be developed in C as well.
These subroutines as well as some of the tools for EPN data that utilise these
subroutines, are described in the following sections.
1http://www.mpifr-bonn.mpg.de/div/pulsar/data
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Figure 6.1: Layout of the EPN format. See text for explanation.
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6.2 Documentation on the subroutines
All subroutines in this section are compiled and put together in a library
called libepn.a. The subroutines themselves are placed in three files, named
read epn.c, write epn.c and subs epn.c. The next four subsections will
explain the content of all three files from the viewpoint of a developer, wanting
to incorporate these routines in his or her program.
6.2.1 EPN data-structure
In order to store all the variables and data from an EPN file, a structure has
been created called EPN. When libepn.h is included in a program (needed
when linking with libepn.a) this structure is available. The following is a list
of all the elements of this structure with a brief description.
Type Name[size] Description
char* version[9] This variable should contain the text “EPN”
followed by the current version of the EPN format
int counter Number of lines (of 80 bytes) contained in a
data block
char* history[67] Some notes about the data
char* jname[14] Name of pulsar derived from its J2000 coordinates
char* cname[14] Common name of pulsar (either B- or J-name)
double pbar Barycentric period of pulsar (s) (present epoch)
double dm Dispersion measure (pc/cc)
double rm Rotation measure of pulsar (rad m2)
char* catref[7] Tag showing which catalogue in use
char* bibref[9] Bibliographic reference for data
char* expansionl2[9] Expansion slot
int raj h J2000 right ascension of source (hours)
int raj m J2000 right ascension of source (minutes)
float raj s J2000 right ascension of source (seconds)
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char dsign Sign of J2000 declination of source (’+’ or ’-’)
int dec d J2000 declination (degrees)
int dec m J2000 declination (minutes)
float dec s J2000 declination (seconds)
char* telname[9] Name of the telescope
float epoch Modified Julian date of observation
float opos Position angle of feed (degrees)
char paflag “A” signifies absolute PA, else undefined
char timflag “U” signifies UTC time, “B” barycentric UTC
char* expansionl3[32] Expansion slot
double xtel Topocentric X rectangular position of telescope [m]
double ytel Topocentric Y rectangular position of telescope [m]
double ztel Topocentric Z rectangular position of telescope [m]
char* expansionl4[30] Expansion slot
int day Creation/modification day of data set (1-31)
int month Creation/modification month of data set (1-12)
int year Creation/modification year of data set (e.g. 2005)
int scanno Sequence number of the observation
int subscan Sub-sequence number of the observation
int npol Number of polarisations observed
int nfreq Number of frequency bands per polarisation
int nbins Number of phase bins per frequency
double tbin Sampling interval (us)
double tres Temporal resolution (us)
int nint Number of integrated pulses per data block
int ncal Bin number of start of cal signal
int lcal Number of bins in the cal signal
char fluxflag “F” signifies flux (mJy) calibrated data
char* expansionl5[15] Expansion slot
char* idfield[9] Description of data stream: I, Q, U, V, etc.
int nband Ordinal number of data stream
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int navg Number of streams averaged into this one
double f0 Effective centre sky frequency of this stream
char uf[9] Unit of f0 [default is GHz]
double df Effective bandwidth of this stream
char ud[9] Unit of df [default is MHz]
double tstart Time of first phase bin with respect to epoch [µs]
char plflag “D” signifies defined parallactic angle
float* plval[7] Parallactic angle
float scale Scale factor for the data
float offset Offset to be added to the data
float rms Rms of the data
double papp Apparent period at time of first phase bin (µs)
char* expansions2[29] Expansion slot
unsigned int* iprofile Contains the scaled data
6.2.2 read_epn.c
The file read epn.c contains 5 subroutines, which enable the developer to
read part of an EPN file. Only the main subroutine should be called when
reading a specific part of an EPN file 2. This is:
void read epn (FILE *fptr, EPN *epn, int IOSwitch),
which needs three arguments. The first is a FILE pointer to the EPN file itself,
which needs to be open for reading and pointing to the right position. After
calling the subroutine, the FILE pointer will be at the point where the routine
stopped reading. The second is a pointer to an EPN structure that will be
used to store the read header information and / or data. Depending on the
value of the third argument the routine can read in the following 6 different
ways.
2When reading an entire EPN file, it is easier to use read entire epn.
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Value of IOSwitch read epn will read
-3 only 1 main header
-2 only 1 sub header
-1 1 main header and 1 sub header
0 1 main header, 1 sub header and 1 data stream
1 1 sub header and 1 data stream
2 nothing, but skip 1 data block
When reading data (IOSwitch is 0 or 1), the element nbins of the EPN
structure needs to be set to its correct value prior to calling this routine. Also,
sufficient memory needs to be allocated to the element iprofile to hold all
the data. The subroutine allocate epn data (see section 6.2.4) can be used
to achieve this. In the case when IOSwitch is 2, the element counter needs
to be set to its correct value. This case will affect only the FILE pointer.
The remaining four subroutines exist only for the purpose of read epn and
should not be used by the developer.
6.2.3 write_epn.c
The file write epn.c was originally developed by Ramach Ramachandran and
Joeri van Leeuwen and has been altered for compatibility with EPN version
6.3. This program has also been the basis for the development of read epn. It
contains two subroutines, which enable the developer to write part of an EPN
file. Only the main subroutine should be called when writing a specific part
of an EPN file 3. This is:
void write epn (FILE *fptr, EPN epn, int IOSwitch),
which needs three arguments that are similar to the arguments of read epn.
The first is a pointer to the EPN file itself, which needs to be open for writing
and pointing to the right position. After calling the subroutine, the FILE
pointer will be at the point where the routine stopped writing. The second
3When writing an entire EPN file, it is easier to use write entire epn.
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is a pointer to an EPN structure from which the header information and / or
data will be written. Therefore, this structure needs to contain all the EPN
information that will be written. When the third argument is 0 the subroutine
will write 1 main header, 1 sub header and 1 data stream. For any other value
of IOSwitch, the subroutine will write 1 sub header and 1 data stream.
The remaining subroutine exists only for the purpose of write epn and
should not be used by the developer.
6.2.4 subs_epn.c
The file subs epn.c contains 15 subroutines which are useful for developing
software that reads or writes an EPN file. They are listed below with a brief
explanation.
void Testepnfilename (char *filename)
Requires the filename of an EPN file. This subroutine will test whether the
file can be opened for reading. If this is not the case, the entire program will
stop and a message will be displayed.
void CpLargeHeader (EPN sourceEPN, EPN* targetEPN)
void CpSmallHeader (EPN sourceEPN, EPN* targetEPN)
void CpData (EPN sourceEPN, EPN* targetEPN)
void cpepnhdr (EPN sourceEPN, EPN* targetEPN, int IOSwitch)
These four subroutines enable easy copying of the content of EPN structures.
Only cpepnhdr should be used. The three arguments are the source EPN
structure, a pointer to the target EPN structure and IOSwitch, which de-
termines what part of the structure will be copied according to the following
list.
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Value of IOSwitch cpepnhdr will copy part of the structure concerning
1 the main header
2 the sub header
3 the data stream
4 the main header and the sub header
5 the main header the sub header and the data stream
6 the sub header and the data stream
long GetFileSize (char *filename)
int getnpulses epn (char *filename)
Of these two subroutines only getnpulses should be used. It needs an EPN
filename as the argument. The routine will then determine the number of
pulses 4 in the EPN file, by looking at the file size and assuming that all data
streams are of equal length. If this is not the case this routine will return the
value -1, otherwise it will return the number of pulses. Note that there is a
slight chance that the return value is not -1, while the data streams are not of
equal length. This can only occur when the file size happens to be an integer
number of times the size of the first data-block, while the data-blocks are not
of equal size. To avoid this and other problems it is best to always use a fixed
size for the data stream when creating an EPN file.
EPN* allocate epn (int NPulses, int NStreams, int NBins)
EPN* allocate epn hdr (int NPulses, int NStreams)
void allocate epn data (EPN* epn, int NPulses, int NBins)
These three subroutines are for allocating memory for arrays of EPN struc-
tures. The dimension of an array of EPN structures is given by the number
of data streams in a data block multiplied by the number of pulses. Thus for
each data stream an entire EPN structure will be available. allocate epn
requires the number of pulses, the number of data streams in one data block
4This explanation assumes that the data streams consist of individual pulses. When they
consist of average profiles, please regard one average profile as if it were one pulse.
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and the number of bins of the data streams as arguments. It will then re-
turn a pointer to a memory address from where the exact amount of memory
for the array of EPN structures has been allocated. This includes memory
for iprofile. allocate epn hdr requires only the number of pulses and the
number of data streams in one data block as arguments. It will then return
a pointer to a memory address from where the exact amount of memory for
an array of EPN structures has been allocated. No memory will have been
allocated for iprofile. allocate epn data requires a pointer to an already
existing array of EPN structures, the number of pulses and the number of bins
of the data streams as arguments. It will allocate the memory for iprofile
for each EPN structure of the array.
void free epn (EPN* epn, int NPulses)
This subroutine will free an entire array of EPN structures, including the
element iprofile of each structure. It requires a pointer to an array of EPN
structures and the number of pulses as arguments. Furthermore, the elements
nfreq and npol of the first EPN structure (epn[0]) need to be set to the correct
value. This will and can not be checked for.
void ReadEPNHeader (char *filename, EPN *epn)
EPN* read entire epn (char *filename, int *NPulses)
void write entire epn (char *filename, EPN *epn, int NPulses)
Of these three subroutines, only read entire epn and write entire epn
should be used. read entire epn requires a filename and a pointer to an
integer as arguments. It will test whether the EPN file can be read and will
then allocate an array of EPN structures in which all the headers and data
from the EPN file will be placed. A pointer to this array will be returned.
It will also determine the number of pulses in the EPN file and place this
number at the address pointed to by NPulses. write entire epn requires a
filename, a pointer to an array of EPN structures and the number of pulses as
arguments. It will open the file, write all the data blocks to it and close the file
again. Note that this subroutine assumes that the number of frequencies and
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polarisations are the same for all data blocks and are given by the elements
nfreq and npol of the first EPN structure of the array (epn[0]).
void Add Zeros (EPN *epn, int NPulses, int NZeros,
int Location, int ChangeTstart)
This subroutine can be used to insert a null signal at any phase of the pulsar
pulse. It requires an array of EPN structures, the number of pulses, the number
of bins (which will become zero) that need to be added, the bin number after
which to add the new bins and a boolean indicating whether or not to change
the timestamps. Changing the timestamps (when ChangeTstart is non-zero)
corresponds to shifting the data before Location to earlier time. Otherwise
(when ChangeTstart is zero) all the bins after Location will be shifted to
later times.
6.3 Documentation on the programs
This section will describe the programs related to EPN data that were created
for much of the research mentioned in this thesis. Apart from being useful
tools, these programs are also good examples on how to use the subroutines
listed in the previous section.
6.3.1 alignepn
Usage: alignepn <filename1> <filename2>
This program requires two names of EPN files as arguments. It makes a plot of
the average profiles and from the timestamps and Julian Date it will find the
overlapping pulses. It then writes out two files containing only the overlapping
pulses of the input files. The output files will have the same name as the input
files with the extension .aligned added to them. The program will also print
the remaining phase difference between the output files. If no pulses overlap
between the input files, the program will just print a message.
Co-author: Ben Stappers.
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6.3.2 altalignepn
Usage: altalignepn <filename1> <filename2>
This program requires two names of EPN files that have the same number
of pulses as arguments. If this is not the case, the program prints a message
and stops. Otherwise, the program re-bins the EPN data with the highest
time-resolution to match the time-resolution of the other EPN data. The data
with the most bins per pulse is cut off at the end of each pulse to make the
pulses from both data sets the same number of bins. Each pair of pulses from
the resulting two series of pulses are cross-correlated and the average of these
cross-correlations is plot. The time-shift corresponding to the maximum in
this plot, is an estimate of the actual time-shift between the pulse phases at
the beginning of the EPN files.
This method of alignment is not very accurate when aligning two EPN files
containing two observations at different frequencies, mostly due to the effects
from aberration and retardation. Still it provides an alternative for when the
timestamps only allow an alignment just accurate enough to match the single
pulses in both EPN files.
6.3.3 ccepn
Usage: ccepn <filename1> <epn filename2>
This program requires two names of EPN files as arguments. It will re-bin
the EPN data with the highest time-resolution to match the time-resolution
of the other EPN data. The data with the least bins per pulse is lengthened
by the addition of zeros at the end of each pulse to make the pulses from both
data sets the same number of bins. The program then treats all the pulses
in the EPN files as two long time-series and cross-correlates these time-series.
This cross-correlation is written as ASCII to a file named cc.dat, from where
it can be analysed using a program such as gnuplot. The program also writes
out the two time-series as ASCII to the files 1.dat and 2.dat.
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This program provides a way of aligning two EPN files for which no arrival
time information is known. However, like altalignepn its accuracy is limited
due to the effects from aberration and retardation.
6.3.4 epn2ssb
Usage: epn2ssb <filename>
This program requires the name of an EPN file as argument. The user is
also required to have the file de200.bin at the location given in the program
during compilation. The program will then read the EPN file and from the
timflag determine whether the timestamps need to be converted to the solar
system barycentre. If the timflag is not equal to ’B’ it will do the conversion,
otherwise the program will print a message and stop. The converted times-
tamps are written to a new EPN file with the same name as the input file with
the extension .ssb added to it. Note that in order for the conversion to work
properly, the following variables need to be set to their correct value.
• The number of bins (nbins).
• The number of streams (npol and nfreq).
• The modified Julian date (epoch).
• The topographic coordinates of the telescope (xtel, ytel and ztel).
• The Right Ascension and Declination (raj h, raj m, raj s, dec d, dec m
and dec s).
• The dispersion measure (dm).
• The timestamps (tstart, need to correspond to the arrival time of the
first bin of each stream at the telescope in UTC).
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6.3.5 handleepn
Usage: handleepn <options> <epn filename>
This program requires the name of an EPN file and (multiple) options as
argument. It was created because of the need to be able to ’handle’ all kinds
of tasks one might want to do with EPN files. In general the program will
read an EPN file and write out a new EPN file with the same name as the
input file with the extension .new added to it. Below is a list of the options
and a brief description.
• -a <filename> : Will add this EPN file after the EPN file given as the
last argument.
• -b "<int> <int>" : Sets the average off pulse noise (baseband) to zero.
The integers will be interpreted as the left- and rightmost bins containing
the off pulse.
• -c "<parameter> <newvalue> ..." : Will set the given parameter to
the new value, throughout the entire EPN file. Any number of parame-
ters can be changed.
• -e <filename> : This is a special option that can be used to include
Effelsberg timestamp from a file.
• -f "<int> ... <float>" : This will add a fake (empty) pulse with a
baseband level given by the float, after pulse numbers given by a list of
integers.
• -g "<int> <int>" : This will gate the data between and including the
bins given by the integers.
• -i <int> : Invert the data in one stream. The stream-number is given
by the integer.
• -I : Invert the scaling for iprofile of each stream.
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• -k "<int> ... <float>" : Set (or kill) pulse numbers, given by the
list of integers to the value given by the float.
• -l "<int> <int> <int> <int>" : This will fit a straight line to two
regions of off pulse noise, given by the four integers. This line will be
subtracted from the entire profile.
• -o : This option will cause the program to overwrite the input EPN file,
rather than creating a new EPN file. For safety, this option is disabled
when gating or reducing the number of pulses.
• -p "<int> <int> ..." : Only save the pulses between and including
the pulse numbers given by the list of an even number of integers.
• -r <float> : Re-bin the data to a lower time-resolution by a factor
given by the float. The factor should be larger than 1.
• -s <int> : Shift the data by an integer number of bins forward in time.
The empty space in the first pulse will be filled with the first value of
the original first pulse.
• -t <double> : Set the timestamps in seconds after midnight in UTC,
starting with the given double.
• -v : Verify that the difference between the timestamps is about 1 pulse
period.
Note that the integer arguments always start counting at zero and are
always inclusive. For example, the following command will gate and copy the
first 50 bins of the first 100 pulses of obs1.epn to obs1.epn.new:
handleepn -g "0 49" -p "0 99" obs1.epn
The order in which different options are executed is as follows:
-a -v -t -e -c -i -I -k -f -b -l -g -p -s -r.
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6.3.6 makeEPN_GMRT
Usage: makeEPN GMRT <filenameIn> <filenameOut>
This program requires a text file as input file and an EPN filename as ar-
guments. The text file needs to contain an even number of lines, with on
every first line the filename of a de-dispersed GMRT datafile, followed by the
Stokes parameter contained in the data (either I, Q, U, or V) and on each
seconds line the name of the header file that holds all the information about
the observation. The program will then convert the data to a version 6.3 EPN
file.
MakeEPN GMRT is a good example on how to use libepn.a to create an
EPN file from scratch.
6.3.7 p3
Usage: p3 <filename>
This program requires the name of an EPN file as argument. It will then
provide an environment in which the data contained in the EPN file can be
analysed for periodicities. The program will look for two files that may contain
options for the analysis. These files are given by the name of the EPN file with
the extension .info or .ranges added to it. The .info file can provide the
following options.
• A boolean indicating whether or not to remove a particular frequency
range. This can be used to get rid of a 50Hz signal.
• A boolean indicating whether the frequency range that needs to be re-
moved is given on the next line (boolean is 0), or whether the user wants
to select the frequency range manually (boolean is 1). In the latter case
a Fourier transform of the entire time-series will be displayed in which
the user can select a frequency range. This range will be printed to the
screen for possible input on the next line.
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• Two floats indicating the frequency range that needs to be removed.
This range will only be of effect when the first option is true and the
second option is false.
• Two integers indicating the bins that contain a possible calibration sig-
nal. This is only for use with data taken by the Effelsberg Radio Tele-
scope. In that case the calibration signal will be put to the level of the
off pulse noise. This option can be turned off by setting the first integer
to -1.
• Two integers indicating the bins that contain the off pulse noise. This
will be used to set the level of the off pulse noise to zero.
• A float that is used to set the initial scaling of the data in the scaled
plot option of this program.
• A boolean indicating whether or not the last bin of each pulse should
be removed from the analysis. This option was created to eliminate
problems with rare cases when the last bin of each stream has an extreme
high or low value.
• A float that is used to set the initial ceiling for the gray scale plot option
of this program. All values above this ceiling will be displayed as white.
This option can be turned off by setting the float to 0.
• A boolean indicating whether or not all the ranges given in the .ranges
file are treated as consecutive pulses. Setting this boolean to 1 might
lead to misleading results. It can however be useful to create average
profiles or find traces of sub-pulse drift for a particular pulsar mode. If
the boolean is set to 0, the ranges will be treated separately throughout
the program.
• A float that is used to shift the labelling of the x-axis. This can be useful
when producing plots.
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• A boolean indicating whether the unit for time should be seconds (boolean
is 0) or P1 (boolean is 1).
• A float indicating the factor for re-binning. The bin-size used in the
program will be this factor times the bin-size given in the EPN file. This
option can be turned off by setting the float to 0.
The .ranges file can contain pairs of integers, indicating the ranges of pulses
that are read from the EPN file. If either one of the .info and .ranges file
do not exist, it will be created.
The program p3 contains a number of analysis tools. The main goal of
this program is to allow the user to find a value for P3 in (part of) a data
set. The centre of the main screen therefore shows a contour plot of the power
spectrum of the entire data set for each pulsar phase. The left plot shows
the power spectrum averaged over the selected phase regime. The top plot
shows the total power for each pulsar phase in the selected frequency regime.
A pulsar phase or frequency regime can be selected by clicking with the left
mouse button in one of the two top squares in the top left of the screen and
then clicking twice with the left mouse button in either the top plot or left
plot, marking the regime. The window will then be refreshed, displaying the
new regime. To go to the original regime, the user needs to click with the left
mouse button in the appropriate lower square in the top left of the screen.
Next to these mouse driven options, the program can perform a number of
operations by pressing the appropriate key. The following is a list of these
operations with a description.
• 2: Autocorrelate each pulse and plot the average autocorrelation. The
phase of the second peak in this plot corresponds to the separation be-
tween drifting sub-pulses, P2.
• d: Cross-correlate each pulse with the consecutive pulse and plot the
average cross-correlation. The phase of the first peak corresponds to the
phase drift, ∆Φ.
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• a: Plot the average profile.
• b: Change the units of pulsar phase from bins to degrees, or vice versa.
• i: Plot the average intensity of each pulse. This can be used to see pulse
to pulse changes in intensity.
• h: Print the options.
• g: Produce a gray-scale plot of the data. Pulses in this plot are stacked
on top of each other with a maximum of 100 pulses. Light gray indicates
high intensity. Dark gray indicates low intensity. The next pulses can
be plot by pressing any key that has no special functions (e.g. the space
bar). The previous pulses can be plot by pressing p. The limits (ceiling
and floor) can be increased / decreased by 1% of the total range by
pressing - / + or [ / ]. Holding the shift key makes the steps 10% of
the total range.
• n: Plot histogram of average intensities. The number of bins in the
histogram can be increased / decreased by 1 by pressing - / +. Holding
the shift key makes the steps 10.
• p: Write the current main screen to a postscript file named pgplot.ps.
• q: Quit the program.
• r: Consecutively produce the plots as on the main screen for each range.
• s: Plot the pulses stacked on top of each other with a maximum of 30
pulses. The scale factor for the data can be increased / decreased by
a multiplication factor of 1.1 by pressing - / +. Holding the shift key
makes the multiplication factor 2.
• t: Plot the timestamps of the start of each pulse. This can be used to
check whether the timestamps are continues.
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Each option that produces a plot does this for each range separately. Any
key that has no special functions (e.g. the space bar) will switch to the next
range, or go to the main screen when the last range was displayed. To go to
the previous range press p. To quit the present plot and return to the main
screen press q. Except for the main window, any plot can be written to a
postscript file named pgplot.ps by pressing s.
6.3.8 printepn
Usage: printepn <filename> [<n-th pulse> <n-th stream>]
This program requires the name of an EPN file and optionally a pulse number
and stream number as arguments. It will print the content of the large and
small headers of the pulse and stream given by the last two arguments. If only
the filename is given, it will print the content of the large and small headers
of the first pulse and first stream of the EPN file.
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Summary
This thesis consists of a number of studies on the radio emission of pulsars.The central topics are polarisation and multi frequency observations,
which both lead to important information on the geometry of the emission.
The first chapter introduces different aspects of pulsars that are related
to the research that has been done in this thesis. In particular it deals with
different aspects concerning the geometry of pulsar emission.
Chapter 2 is about the nature of the radio emission. It shows the result of
an attempt to confirm and expand on work that has been published by Jenet
et al. [22] on the detection of coherence in pulsar radiation. From an analysis
of high time resolution observations of two different pulsars, we found that the
detection of coherence is consistent with the effects of interstellar scintillation.
A comparison of the coherence times of three pulsars, as found by Jenet et
al. [22], with their expected diffractive decorrelation bandwidths, suggests that
the detection of coherence in these pulsars is also likely a result of interstellar
scintillation.
In chapter 3 a study is carried out on the orthogonal polarisation mode
behaviour as a function of frequency of 18 pulsars. The study utilises average
pulsar data from the European Pulsar Network. By making the assumption
that the radiation consists of two 100% polarised completely orthogonal su-
perposed modes, both modes could be separated. This resulted in average
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pulse profiles from each mode at multiple frequencies for each pulsar. We then
studied the frequency dependence of the relative intensity of these modes. We
found in many pulsars that the average pulse profiles of the two modes differ in
their dependence on frequency. In particular, we found that pulse components
that are dominated by one mode tend to increase in intensity with increasing
frequency with respect to the rest of the profile.
In chapter 4 PSR B0031−07 is studied at two frequencies using two ob-
servations that were carried out simultaneously. It is shown that from the
three known drift modes, only one drift mode is seen at high frequency. Based
on this result we suggest a geometrical model in which different modes are
emitted in concentric rings around the magnetic axis, with each mode hav-
ing a different radius. Further, we show that each drift mode has different
polarisation characteristics.
The fifth chapter follows the suggestions made in chapter 4 to create a
geometrical model of PSR B0031−07 for two of the drift modes. From the
frequency evolution of the widths of the average intensity profiles, we find
that neither the curvature-radiation model nor the plasma-frequency model
produce a proper relationship between height and frequency of emission. We
therefore use an empirical relationship between height and frequency of emis-
sion to make the model that includes both drifting and non-drifting emission.
This model reproduces a great number of the observed features of this pulsar.
The results can be used to limit the possible geometries of PSR B0031−07.
The final chapter consists of documentation of software that was written
in C and utilised for this thesis for handling and analysing data files in the
EPN format. It also contains a library with a number of routines that can
be used to develop new software in C that can handle the EPN format. The
documentation is preceded by a summary of the EPN format itself.
Samenvatting
Dit proefschrift bestaat uit een aantal studies naar de radio-emissie vanpulsars. Hierbij ligt de nadruk op het in kaart brengen van de gebieden
waar de emissie gecree¨erd wordt, wat inzicht geeft in de werking van het proces
waardoor de radio-emissie tot stand komt.
A.1 Wat is een pulsar?
Figuur A.1 geeft een schematische weergave van een pulsar met een mag-
neetveld. Het kleine bolletje in het midden stelt een ster voor die bijna
geheel uit neutronen bestaat en wordt daarom ook neutronenster genoemd.
De gekromde lijnen om deze ster heen geven magnetische veldlijnen aan. De
bundels die aan de magnetische polen van deze ster ontspringen komen overeen
met de gebieden waar radiostraling wordt uitgezonden. Deze radiogolven zijn
alleen waar te nemen wanneer een van de twee bundels precies naar de Aarde
wijst. Het geheel draait rond de vertikale as, zodat een waarnemer op Aarde
slechts e´e´n korte radiopuls waarneemt per steromwenteling. Dit verschijnsel is
vergelijkbaar met het zien van een korte lichtflits van een vuurtoren. Pulsars
komen hoogst waarschijnlijk overal in het universum voor, maar op dit moment
zijn er nog maar ‘slechts’ zo’n 2 500 ontdekt, de meeste in ons Melkwegstelsel.
Dit komt enerzijds doordat de kans klein is dat de kegel van radiogolven van
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Figuur A.1: Schematische weergave van een pulsar.
een pulsar te Aarde treft. Anderzijds hebben de radiogolven van een pulsar
wanneer ze op Aarde aankomen een heel lage intensiteit. Alleen de grootste
radiotelescopen ter wereld kunnen de radiostraling van pulsars waarnemen.
In de bijna 40 jaren dat pulsars zijn waargenomen is onze kennis van allerlei
fundamentele processen met grote sprongen voortgeschreden. Dit komt omdat
pulsars uitstekende ‘laboratoria’ blijken te zijn voor extreme fysica die niet in
een Aards laboratorium kan worden bestudeerd.
• De rotatieperiodes van sommige pulsars zijn zo stabiel dat ze gebruikt
kunnen worden als een klok die nauwkeuriger is dan een atoomklok.
• Sommige pulsars zijn via zwaartekracht gebonden aan een tweede neu-
tronenster, waarbij allerlei effecten optreden die voorspeld worden door
de Algemene Relativiteitstheorie van Einstein. Omdat de klok van een
pulsar zo stabiel is, kunnen deze effecten nauwkeurig worden getest.
Voorbeelden hiervan zijn de uitzending van zwaartekrachtsgolven, grav-
itationele roodverschuiving en invloed van gekromde ruimten op banen
van licht en dubbelsterren.
• De doorsnede van een pulsar is ongeveer 20 kilometer, maar de massa
is 1,4 maal de massa van onze zon! Dit houdt in dat een vingerhoedje
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gevuld met het spul waar pulsars van gemaakt zijn evenveel weegt als de
gehele mensheid. Via pulsars kan men materie van nucleaire dichtheid
bestuderen.
• Het magneetveld van een pulsar kan wel 1011Tesla (100 miljard Tesla)
bedragen. Ter vergelijking, in het High Field Magnet Laboratory van
de Radboud Universiteit Nijmegen kan men een constant magneetveld
cree¨ren van maximaal 33Tesla.
• Iedere pulsar is uniek. Door vele pulsen van een pulsar waar te nemen
en te middelen, wordt een uniek profiel zichtbaar dat een soort ‘vinger-
afdruk’ is. Deze vingerafdruk vertelt ons iets over de elektrische stromen
in de pulsaratmosfeer.
• Pulsars zenden radiogolven uit via een laserachtig proces dat na bijna
40 jaar pulsaronderzoek nog steeds ondoorgrond is.
A.2 Coherente radiogolven
Figuur A.2: Een voorbeeld van coherente golven.
De radiogolven van pulsars hebben een aantal eigenschappen die informatie
geven over de oorsprong van de golven. Zo kan men uit de intensiteit van de
radiogolven een helderheidstemperatuur afleiden. Dit is een fictieve temper-
atuur die aangeeft hoe heet een gas zou moeten zijn om radiostraling van
die intensiteit uit te zenden. Voor de radiogolven die van een pulsar afkomen
kan deze helderheidstemperatuur oplopen tot 1039 ◦C (duizend triljoen triljoen
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graden Celcius). Deze temperaturen zijn vele malen te hoog om in werkeli-
jkheid in een gas te kunnen worden gerealiseerd. Vandaar dat men weet dat
het proces waardoor de radiogolven tot stand komen, een zogenoemd coherent
proces is waarbij de golven ‘coherent’ worden opgewekt, zoals op Aarde in een
laser. Dit betekent dat de verschillende golven een nette faserelatie hebben
zoals weergegeven in Figuur A.2. In Hoofdstuk 2 wordt een onderzoek gep-
resenteerd naar een methode waarvan werd beweerd dat die het bestaan van
coherentie in de radiogolven van pulsars direct aan zou kunnen tonen. Tijdens
ons onderzoek bleek echter dat bij deze methode de gevolgen van de coherente
opwekking en de gevolgen die de radiogolven ondervinden van het medium
tussen de pulsar en de Aarde niet van elkaar te onderscheiden zijn. Het onder-
zoek naar coherentie werd daarmee (voorlopig) afgesloten en de Hoofdstukken
3, 4 en 5 hebben dan ook betrekking op andere belangrijke informatie in de
radiogolven, namelijk de geometrie waarin de straling is opgewekt.
A.3 Polarisatie
Een tweede bron van informatie over de oorsprong van de pulsar-radiogolven
kan gehaald worden uit de orie¨ntatie van het elektrisch veld van de golven ten
opzichte van de richting waarin ze zich voortbewegen. Deze orie¨ntatie wordt
polarisatie genoemd. Polarisatie tijdens een korte pulsarflits blijkt afhankelijk
te zijn van de geometrie van het magneetveld rond de pulsar. Omdat de stand
van het magneetveld periodiek terugkeert, kunnen de radioflitsen van vele pul-
sarrotaties opgeteld worden tot een gemiddeld polarisatieprofiel. Hoofdstuk 3
bevat een uitgebreid onderzoek naar zulke polarisatieprofielen voor 18 ver-
schillende pulsars, gemeten op verschillende frequenties. Omdat golven van
verschillende frequenties afkomstig zijn van verschillende hoogten in de pul-
saratmosfeer, geven de profielen uit Hoofdstuk 3 een indruk van de geometrie
van de emissie op verschillende hoogtes.
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Figuur A.3: Opeenstapeling van achtereenvolgende pulsarflitsen van pulsar B0031−07. De
kleine pulsjes zijn schuivende subpulsen. Bovenaan staat het gemiddelde pul-
sprofiel waarvan de breedte (hier gemeten in graden; 360◦ komt overeen met
een pulsarrotatie) overeenkomt met de breedte van de emissiebundel.
A.4 Schuivende subpulsen
Een ander verschijnsel dat bij de helft van de bekende pulsars voorkomt wordt
zichtbaar wanneer men opeenvolgende pulsarflitsen boven elkaar zet zoals in
Figuur A.3. Daar is te zien dat voor deze pulsar de radiogolven in kleine
pulsjes aankomen die steeds iets eerder zichtbaar zijn. Deze pulsjes worden
schuivende subpulsen genoemd (in het Engels drifting sub-pulses). Uit het
gedrag van deze subpulsen kan men afleiden dat de bundel radiogolven die
een pulsar uitzendt, bestaat uit kleinere bundels die om het centrum van de
grote bundel heen draaien. In de Hoofdstukken 4 en 5 worden deze schuivende
subpulsen van e´e´n pulsar (pulsar B0031−07) bestudeerd op verschillende fre-
quencies (en dus op verschillende hoogtes). Deze analyses zijn gebaseerd op
simultane waarnemingen met drie verschillende radiotelescopen, namelijk de
Indische Giant Metrewave Radio Telescope (GMRT), de Nederlandse Wester-
bork Synthesis Radio Telescope (WSRT) en de Duitse Effelsberg Radio Tele-
scope. Dit onderzoek leidde uiteindelijk tot een model voor de precieze lokaties
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waar de radiogolven worden uitgezonden. De Figuren 5.9 en 5.10 in Hoofdstuk
5 tonen dit model op schaal.
A.5 EPN Software
Tot slot is in Hoofdstuk 6 van dit proefschrift de documentatie te vinden van
de software die ten behoeve van dit proefschrift geschreven is voor analyses
van pulsardata in het zogenaamde EPN dataformaat. EPN staat voor Eu-
ropean Pulsar Network, dat een samenwerkingsverband is tussen Europese
astronomische onderzoeksinstituten op het gebied van pulsaronderzoek.
Curriculum Vitae
The author of this thesis was born on 6 February 1976 in St. RadboudHospital in Nijmegen and grew up in a small village, called Haps. In 1993
he obtained his HAVO diploma, followed by his VWO diploma two years later.
He then started to study Physics at the University of Nijmegen (which later
changed its name to Radboud University). He graduated in September 2000
after spending an extra year of studying Mathematics at the same university.
Directly after graduating he was offered a PhD position by Jan Kuijpers at
the Department of Astrophysics, also at the University of Nijmegen, which
resulted in the present thesis. Throughout his years at the University of Nij-
megen, he spent a lot of time teaching all kinds of subjects to people ranging
in age from 8 to 80 years. The topics included proper usage of computers,
computer languages, physics, astrophysics and mathematics. He also became
interested in writing stories and poems, many of which have been published
at the Internet and in print. His hobbies have always been tennis and com-
puters. Lately his focus has been shifted towards Linux and maintaining a
popular website, http://024.startpagina.nl, together with Micha Strep-
pel. He recently became active in a new sport, Alpinism.
187
Acknowledgements
In September 2000, when I started my PhD at the Department of Astro-physics of the Radboud University, I knew little about astrophysics. Thus,
producing this thesis has not been without the help of many people who de-
serve my gratitude. First and most importantly, I would like to thank my
promoter Jan Kuijpers for all his effort in making this PhD position possible
and a success, for guiding me through its theoretical challenges and for his
aid in writing down my findings in clear and correct English. Concerning the
observational part of my thesis, I owe many thanks to my co-promoter Ben
Stappers, who introduced me to the workings of the Westerbork Synthesis
Radio Telescope, from receiver to reduction, and who has been a patient guide
on my path to become an astronomer. The many days I spend in Amsterdam
have all been well worth the journey. Both my travelling and my knowledge
of telescopes diversified after meeting Dipanjan Mitra halfway my PhD. He
introduced me to the Effelsberg Radio Telescope in Germany and to the Giant
Metrewave Radio Telescope in India. I am particularly grateful for all the
deep discussions we’ve had about pulsar physics and life in general. Beside
these three people who have been a direct guide, I’ve had help from many oth-
ers during my entire PhD. This includes all the other members of the Dutch
pulsar community from which I’ve gained much knowledge during the many
pulsar meetings in Nijmegen, Amsterdam, Utrecht, Dwingeloo and Gronin-
189
190 Acknowledgements
gen. In particular Ramach Ramachandran, Russel Edwards, Pui-Kei Fung
and Patrick Weltevrede have made great contributions to my understanding
of pulsars. Here I should also include Joanna Rankin, Geoff Wright, Axel Jess-
ner, Janusz Gil and George Melikidze for their efforts in the many discussions
I’ve had, every time I had a chance to meet with them. Beyond the world of
pulsars, I’ve been fortunate to be friends with Else van den Besselaar, Martin
van den Akker, Marion van Scheepstal, Iris Loeb, Carla Schelfhout, Micha
Streppel, Hanneke van der Made and Yona Roelofsen. They have all enriched
my life in many ways and left me a special meaning to each of them. Martin
van den Akker has also provided me with the thesis layout. I also like to thank
Chris Dams for sharing his knowledge on Linux, C, Latex, theoretical physics
and Go. Furthermore, all the members of the Astronomy Department of the
Radboud University have contributed to making the regular working days a
pleasant experience. Finally, a special thanks to my parents and my brother
for creating the safe and healthy environment I grew up in and for offering
support whenever I needed it.
This thesis contains images that are created with the Persistence of Vision
(TM) Ray-tracer, which can be obtained freely from:
http://www.povray.org/download.
191
LGM
Living on the remnants of dead stars
emitting radio waves in a beam
are little green men
laughing at us
