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Abstract
We give an algorithm that takes as input a graph G with weights on the vertices and outputs a
maximum weight independent set of G. If G does not contain any cycle on k or more vertices as an
induced subgraph (G is a C≥k-free graph), the algorithm runs in time n
O(k3 log5 n), and therefore for
fixed k is a quasi-polynomial time algorithm. C≥4-free graphs (also known as chordal graphs) have a
well known polynomial time algorithm. A subexponetial time algorithm for C≥5-free graphs (also known
as long-hole-free graphs) was found in 2019 [Chudnovsky et al., Arxiv’19] followed by a polynomial time
algorithm for C≥5-free graphs in 2020 [Abrishami et al., Arxiv’20]. For k > 5 only a quasi-polynomial
time approximation scheme [Chudnovsky et al., SODA’20] was known. Our work is the first to exhibit
conclusive evidence that Independent Set on C≥k-free graphs is not NP-complete for any integer k.
This also generalizes previous work of ours [Gartland and Lokshtanov, FOCS’20], with an additional
factor of log2(n) in the exponent, where we provided a quasi-polynomial time algorithm for graphs that
exclude a path on k vertices as an induced subgraph.
∗University of California, Santa Barbara, USA. Emails: petergartland@ucsb.edu, daniello@ucsb.edu
1 Introduction
An independent set (also known as a stable set) in a graph G is a vertex set S such that no pair of distinct
vertices in S are adjacent in G. In the Independent Set problem the input is a graph G on n vertices and
integer k, the task is to determine whether G contains an independent set S of size at least k. Independent
Set is a well-studied and fundamental graph problem which is NP-complete [GJ79,Kar72] and intractable
within most frameworks for coping with NP-hardness. Indeed, Independent Set was one of the very
first problems to be shown to be NP-hard to approximate [FGLaMS96, Zuc07], one of the first intractable
problems from the perspective of parameterized complexity [DF99], one of the first problems to be shown
not to have a 2o(n) time algorithm assuming the Exponential Time Hypothesis (ETH) [IPZ01], and one
of the very first problems whose hardness of parameterized approximation, assuming the Gap-ETH, was
established [CCK+17].
Here and throughout this paper a graph G is called Pk-free if it contains no induced paths on k vertices,
and a graph G is called C≥k-free if it contains no induced cycles on k or more vertices. In a previous
paper [GL20], we provided a nO(k
2 log3 n) time algorithm for the independent set problem for Pk-free graphs,
so for every fixed k our algorithm runs in quasi-polynomial time. For a more complete introduction to the
independent set problem and why the case for Pk-free graphs is of particular interest we reference that paper.
Recently, there has been interest in efficient algorithms for a more general class of graphs, C≥k-free graphs.
In particular, Chudnovksy et al. [CPPT19] gave a subexponential time algorithm for C≥5-free graphs (also
known as long-hole-free graphs) followed by Abrishami et al. [ACP+20] giving a polynomial time algorithm
for C≥5-free graphs. Chudnovsky et al. [CPPT20] also gave a quasi-polynomial time approximate scheme for
C≥k-free graphs for any fixed k. Here we extend the techniques from our quasi-polynomial time algorithm
for Pk-free graphs to give a quasi-polynomial time algorithm for C≥k-free graphs In particular we will prove
the following.
Theorem 1. There exists an algorithm that given a graph G and weight function w : V (G)→ N outputs the
weight of a maximum weight independent set of G. If G is C≥k-free then the algorithm runs in n
O(k3 log5 n)
time.
Theorem 1 implies that unless NP ⊆ QP, Independent Set on C≥k-free graphs is not NP-complete for
any k. This is the first conclusive evidence against NP-completeness for any k ≥ 6.
As noted before the methods used to prove Theorem 1 are similar to those used in [GL20], although there
is now an added layer of complexity in the algorithm needed to handle C≥k-free graphs as opposed to just
Pk-free graphs. Readers may reference [GL20] for an in-depth heuristic description of the methods used for
that paper (and therefore for this paper as well). Those that have read [GL20] will find the format of that
paper and some of the lemmas proved there to be similar to what is found in this paper. Proofs of lemmas
that are marked with ∗ are particularly similar to proofs in [GL20] and have been moved to the appendix.
2 Preliminaries
All graphs in this paper are assumed to be simple, undirected graphs. We denote the edge set of a graph
G by E(G) and the vertex set of a graph by V (G). If v ∈ V (G), then we use NG[v] to denote the closed
neighborhood of v in the graph G, i.e. the set of all neighbors v has in G together with v itself. We use
NG(v) to denote the set NG[v]−{v}. If X ⊆ V (G), then NG[X ] =
⋃
x∈X NG[x] and NG(X) = NG[X ]−X .
When the graph G is clear from the context, we will use N [v], N(v), N [X ], and N(X). We use CC(G) to
denote the set of connected components of G. The length of a path is the number of vertices in the path and
we denote by Pk the path of length k. If a path P = {v1, v2, . . . , vk} then we call v1 and vk the endpoints
of P , and all other vertices of P are call internal vertices. A graph G is called C≥k-free if it contains no
induced cycles of length k or more, where the length of a cycle is the number of vertices it contains.
Given a weight function w : V (G)→ N the weight of a vertex set S is defined as w(S) =
∑
v∈S w(v). An
independent set in G is a vertex set S such that no pair of vertices in S have an edge between them. We
define mwis(G) to be the weight of the maximum weight independent set in G. If X ⊆ V (G) then we will
use G(X) to denote the the graph induced by the vertex set X , and if it is clear from the context we will
use G−X to denote the graph G(V (G)−X).
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Given a positive number c and a graph G we call a set S ⊂ V (G) a c-balanced separator if no connected
component of G− S has over c vertices. Given a fraction ab > 0, a graph G, and a weight function w on the
vertices of G, we call S ⊂ V (G) a weighted ab -balanced separator if no component of G−S has weight over
a
b |w(G)|. Lastly, given a fraction
a
b > 0, we call a set S ⊂ V (G) an
a
b -component balanced separator with
respect to C if no component of G− S contains over ab |NG(C)| of the vertices of NG(C)
A vertex multi-family F is a collection of vertex sets that allows for multiple instances of its vertex sets. If
F = {SF0 , S
F
1 , . . . , S
F
n }, then |F| denotes the size of F , which is n+1 in this case. If F = {S
F
0 , S
F
1 , . . . , S
F
n }
and X is a set of vertices, then F −X is the vertex multi-family {SF0 −X,S
F
1 −X, . . . , S
F
n −X}. If F =
{SF0 , S
F
1 , . . . , S
F
n } and X is a set of vertices, then F ∪X is the vertex multi-family {S
F
0 , S
F
1 , . . . , S
F
n , X}. If
the vertex multi-family F ′ is attained from F −X it will be useful to associate set sets in F ′ with the sets
they come from in F , so we will use a super-script versions of the vertex-multi family, in this case F and F ′,
to label the sets it contains as well as integer subscripts starting at 0 that order the vertex sets (which will be
by when the algorithm adds the set to the vertex-multi family), so if we have F = {SF0 , S
F
1 , . . . , S
F
n }, then F
′
= F −X = {SF
′
0 , S
F ′
1 , . . . , S
F ′
n }, where S
F ′
i = S
F
i −X . Similarly if F
′ = F ∪X and F = {SF0 , S
F
1 , . . . , S
F
n }
then the sets of F ′ will be called {SF
′
0 , S
F ′
1 , . . . , S
F ′
n , S
F ′
n+1}, where S
F ′
i = S
F
i for 0 ≤ i ≤ n, and S
F ′
n+1 = X .
When preforming the union operation with a vertex multi-family, F , and a vertex set, we will typically name
the vertex set being added to the family SF|F| for clarity. Also if F = {S
F
0 , S
F
1 , . . . , S
F
n } then we may refer
to the set SFn = S
F
|F|−1 as the last set added to F
We will use log(x) to denote the function ⌈log2(x)⌉ throughout this paper.
3 Quasi-Polynomial Time Algorithm for C≥k-Free Graphs
In this section we prove Theorem 1. We will make use of the following weighted balanced separator lemma
from Chudnovsky et al. [CPPT20]. When we analyze run time we assume that arithmetic (addition, sub-
traction, comparisons) on weights of vertices and vertex sets is constant time.
Lemma 1. [CPPT20] There exists an algorithm that given a graph G and a weight function w on the
vertices of G, runs in polynomial time and outputs an induced path P in G such that N [P ] is a weighted
(34 )-balanced separator in G, and if G is C≥k-free, then the length of P is at most k.
This next obvious corollary follows from taking every vertex of the graph to have weight 1. It is stated
here for clarity.
Corollary 1. There exists an algorithm that given a graph G and a weight function w on the vertices of G,
runs in polynomial time and outputs an induced path P in G such that N [P ] is a (3|V (G)|4 )-balanced separator
in G, and if G is C≥k-free, then the length of P is at most k.
We will need a slight strengthening of Lemma 1.
Lemma 2 (*). There exists an algorithm that takes as input a graph G, a weight function w on the vertices
of G, and a positive integer i such that (43 )
i ≤ |V (G)|, runs in polynomial time and outputs a set X such
that N [X ] is a weighted (34 )
i-balanced separator in G. Furthermore, if G is C≥k-free then |X | ≤ 2i+1 · k.
We will need to use the following corollary as a subroutine for our main algorithm.
Corollary 2. Given a graph G, a positive integer N , and a vertex set S, there exists a polynomial time
algorithm that returns a set NG[X ] such that NG[X ] is a
1
4 -component balanced separator in G with respect to
every connected component of G−S with at least N10 vertices. If G is C≥k-free and N ≥ G, then |X | ≤ 640 ·k.
Proof. For each connected component C of G − S with at least N/10 vertices, apply Lemma 2 with i = 5
and a weight function w such that for v ∈ V (G), w(v) = 1 if v ∈ NG(C) and 0 otherwise. This will return
a 14 -component balanced separator XC for C. Then return the closed neighborhood of the union of the XC
over all connected components C of G− S with at least N/10 vertices and the result follows from Lemma 2
and the fact that there are at most 10 components of G− S with at least N/10 vertices.
To describe the algorithm of Theorem 1 we first need to define the notion of level sets relative to a vertex
multi-family F .
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Definition 1. Given a graph G and a vertex multi-family F consisting of vertex sets of G, for positive
integers i, the ith level relative to F is denoted by L(F , i) and defined as follows
L(F , i) = {v ∈ V (G) : |{S ∈ F : v ∈ S}| ≥ i}
In other words L(F , i) is a vertex set containing all vertices of G that are contained in at least i sets in
F . Our algorithm will also make use of a number N , this number will be approximately equal to the number
of vertices in the input graph G.
Definition 2. The ith branch threshold is denoted by ∆i and is defined as ∆i = N/2
i. Given a vertex
multi-family F , a vertex v ∈ V (G) is a branchable vertex with respect to F if there exists an i ≥ 1 such that
|N [v] ∩ L(F , i)| ≥ ∆i.
In the following G is always a graph, w is a weight function w : V (G) → N, N is an integer, and F1
and F2 are vertex multi-families of subsets of V (G). We now describe the main subroutine, ALG, in the
algorithm of Theorem 1. The algorithm takes as input G, w, N , F1, and F2 and (as we will prove) outputs
the weight of a maximum weight independent set in G. The algorithm of Theorem 1 will call ALG with
parameters G, N = |V (G)|, w, F1 = ∅, and F2 = ∅. ALG is a recursive branching algorithm with five
rules. First, if G has at most one vertex, then return V (G). Second, if the largest component of G has at
most |N |/2 vertices then solve the problem recursively on each component and return the sum. Third, if
there exists a branchable vertex v with respect to F1 or with respect to F2, then branch on v (i.e solve the
problem with v forced in to the independent set, and again with v forced out). Forth, if the last separator
added to F1, S
F1
|F1|−1
, is not an N10 -balanced separator, then add a new
1
4 -component balanced separator in
G with respect to all connected component of G− SF1|F1|−1 of size at least
N
10 (obtained by taking the closed
neighborhood of the set returned by the algorithm of Corollary 2) to F2. In other words, make a recursive
call on the instance (G,w,N,F1,F2 ∪ S
F2
|F2|
) (the subscript of SF2|F2| lets us know the order the separators
were added to F2). Finally, if none of the previous rules apply then add a new separator S
F1
|F1|
to F1(obtained
by the neighborhood of a path returned by Lemma 1. The size of the connected components of G − SF1|F1|
become reduced even further by the third and forth rules). In other words, make a recursive call on the
instance (G,w,N,F1 ∪ S
F1
|F1|
,F2). Rules three and four will ensure that all sets added to F1 eventually
become N10 -balanced separators.
ALG
1: Input: G, w, N , F1, F2.
2: Output: mwis(G).
3: if |V (G)| ≤ 1 then
4: return w(V (G))
5: else if (maxC∈CC(G) |V (C)|) ≤
3N
4 then
6: return
∑
C∈CC(G)ALG(C,w, |V (C)|, ∅, ∅)
7: else if exists branchable vertex v with respect to F1 or with respect to F2 then
8: return max (ALG(G− v, w,N,F1 − {v},F2 − {v}),ALG(G−N [v], w,N,F1 −N [v],F2 −N [v]) + w(v))
9: else if SF1|F1|−1 (the last separator added to F1) is not an
N
10 -balanced separator for G then
10: obtain a 14 -component balanced separator, S
F2
|F2|
, with respect to all components of G-SF1|F1|−1 with at
least N/10 vertices by Corollary 2
11: return ALG(G,w,N,F1,F2 ∪ S
F2
|F2|
)
12: obtain a path P of G such that N [P ] is a 3|V (G)|4 -balanced separator by Lemma 1
13: set SF1|F1| ← N [P ]
14: return ALG(G,w,N,F1 ∪ S
F1
|F1|
, ∅)
We will distinguish between the four different kinds of recursive calls that ALG can make. If the else if
condition on line 5 holds, then the algorithm makes the recursive calls on line 6. In this case we say that
ALG recurses on connected components. If the else if condition on line 7 holds, then the algorithm makes
the recursive calls on line 8. In this case we say that ALG branches on a branchable vertex. If the else if
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condition of line 9 holds then the algorithm makes the recursive call on line 11. In this case we say ALG
adds a separator of the second type. Otherwise the algorithm makes the recursive call on line 14. In this case
we say that ALG adds a separator of the first type. We will frequently need to refer to parts of the execution
of the algorithm. For disambiguation, we collect the terminology here.
An instance is a five-tuple (G,w,N,F1,F2). A run ALG(G,w,N,F1,F2) of the algorithm refers to the
entire execution of the algorithm on the instance (G,w,N,F1,F2). A call ALG(G,w,N,F1,F2) refers to
the computation done in the root node of the recursion tree of the run ALG(G,w,N,F1,F2). We remark
that parameters G,w,N , F1, and F2 never change during the call ALG(G,w,N,F1,F2). When a run
or a call ALG(G,w,N,F1,F2) recursively calls ALG on the instance (G′, w,N ′,F ′1,F
′
2) we say the run
or the call executes a run or a call on (G′, w,N ′,F ′1,F
′
2). This will sometimes be referred to as makes a
recursive call ALG(G′, w,N ′,F ′1,F
′
2). A run of ALG(G,w,N,F1,F2) is called a k-fair run if G is C≥k-free,
N = |V (G)|, F1 = ∅, F2 = ∅, and w is a weight function. A call ALG(G,w,N,F1,F2) is called a k-fair call
if it is executed during the course of a k-fair run. An instance (G,w,N,F1,F2) is called a k-fair instance
if ALG(G,w,N,F1,F2) is a k-fair call. We remark that N ≥ |V (G)| in every k-fair instance, the next
observation then follows from this.
Lemma 3 (*). The run ALG(G,w,N,F1,F2) terminates on every input.
Lemma 4 (*). A run ALG(G,w,N,F1,F2) always returns the weight of a maximum weight independent
set of G under the weight function w.
We have now proved that ALG always terminates and that it always outputs the correct answer. The
remainder of the section is devoted to the run time analysis. We will now prove some lemmas to help us
bound the run time of ALG on k-fair runs. First, in Observation 1 we will prove that F1 remains a vertex
multi-family of balanced separators of G throughout the execution of the algorithm. In Observations 2 and
3 we will show that no vertex appears in many (more than log(N)) sets in F1 or F2. This will ensure that
F1 and F2 can never grow too large, because, as we will show in Lemma 5 and 7, a connected Ck-free graph
can not contain a large fractional packing of balanced separators of the first type or of the second type.
Observation 1 (*). Let (G, w, N , F1, F2) be a k-fair instance. Then every set S
F1
i ∈ F1 is a
N
10 -balanced
separator of G, except for possibly the last set added to F1. If F1 is non-empty, then the last set added to
F1 is a
3N
4 -balanced separator.
Proof. Consider a k-fair instance (G,w,N,F1,F2). If F1 = ∅ then the result is trivially true, so assume F1 6=
∅. It follows ALG executes ALG(G,w,N,F1,F2) during a k-fair call ALG(G′, w,N,F ′1,F
′
2) by branching
on a branchable vertex, adding a separator of the first type, or by adding a separator of the second type. In
the first case, if the last set added to F ′1 is a
3N
4 -balanced separtor for G
′ and the rest of the sets of F ′1 are
N
10 -balanced separators for G
′, then since G = G′ −X for some vertex set X , and F1 = F ′1 − X , the last
set added to F1 is a
3N
4 -balanced separator for G and the rest of the sets of F1 are
N
10 -balanced separators
for G. In the second case, ALG(G′, w,N,F ′1,F
′
2) only adds a separator of the first type, S
F ′1
|F ′1|
, if the last
set added to F ′1 is a
N
10 -balanced separator of G
′ = G. So if all other set of F ′1 are
N
10 -balanced separator of
G′ = G, then all sets of F1 = F ′1 ∪ S
F ′1
|F ′1|
are N10 -balanced separator of G
′ = G except for possibly SF1|F1|−1 =
S
F ′1
|F ′1|
which must be a 3|V (G)|4 -balanced separator for G and therefore a
3N
4 -balanced separator for G since
N ≥ |V (G)| in k-fair runs. In the last case, where the algorithm adds a separator of the second type, we
have that G′ = G and F ′1 = F1. So, if the last set added to F
′
1 is a
3N
4 -balanced separator for G
′ and the rest
of the set of F ′1 are
N
10 -balanced separators for G
′ then the observation holds. The observation now follows
by induction on the depth of the call ALG(G,w,N,F1,F2) in the recursion tree.
Observation 2 (*). For every k-fair instance (G,w,N,F1,F2), we have that L(F1, log(N) + 1) = ∅.
Observation 3 (*). For every k-fair instance (G,w,N,F1,F2), we have that L(F2, log(N) + 1) = ∅.
Observation 4. Let (G,w,N,F1,F2) be a k-fair instance. Then for no S
F1
i ∈ F1 does there exists an
induced path of length k in G with endpoints in S and all internal vertices disjoint from S.
4
Proof. Let (G,w,N,F1,F2) be a k-fair instance, and let S
F1
i ∈ F1. Assume for a contradiction that there
exists an induced path P of length k in G with endpoints a, b ∈ SF1i and all internal vertices disjoint from
SF1i . By how separators of the first type are generated, there exists a k-fair call ALG(G
′, w,N,F ′1,F
′
2) that
adds a separator of the first type, S
F ′1
|F ′1|
, such that there is some path P ′ in G′ where S
F ′1
|F ′1|
= NG′ [P
′], G is
an induced subgraph of G′, and SF1i = V (G) ∩ S
F ′1
|F ′1|
. The path P together with the appropriate subpath
of P ′ form an induced cycle of length at least k in G′ since NG′ [P
′] ∩ V (G) = SF1i . This contradicts that
ALG(G′, w,N,F ′1,F
′
2) is a k-fair call and the result follows.
Lemma 5. For every k-fair instance (G,w,N,F1,F2) it holds that |F1| ≤ 10k · log(N).
Proof. Consider a k-fair instance (G,w,N,F1,F2). We will prove the result by induction on the depth
of the call ALG(G,w,N,F1,F2) in the recursion tree of a run ALG(G∗, w, |V (G∗)|, ∅, ∅) which executes
ALG(G,w,N,F1,F2).
In the base case F1 = ∅ and the claim of the lemma holds trivially. We may assume then that F1 6= ∅ since
this case is trivial. Thus the call ALG(G,w,N,F1,F2) is executed by a k-fair call ALG(G′, w,N ′,F ′1,F
′
2). By
the induction hypothesis |F ′1| ≤ 10k · log(N) (N = N
′ since N 6= N ′ only if ALG(G′, w,N ′,F ′1,F
′
2) recursed
on connected components, but since F1 6= ∅ this did not happen). Thus, unless ALG(G′, w,N ′,F ′1,F
′
2)
recurses by adding a separator of the first type we have that |F1| ≤ 10k · log(N). So assume that
ALG(G′, w,N ′,F ′1,F
′
2) adds a separator of the first type, S
F ′1
|F ′1|
, and that therefore G′ = G, N ′ = N ,
F1 = F ′1∪S
F ′1
|F ′1|
, and F2 = F ′2. We prove that |F
′
1| < 10k ·log(N), then the result follows since |F1| = |F
′
1|+1.
Suppose for contradiction that |F ′1| ≥ 10k · log(N), we will use this to produce a contradiction with
Observation 4. The call ALG(G′, w,N ′,F ′1,F
′
2) = ALG(G,w,N,F
′
1,F2) added a separator of the first type,
and so the size of the largest connected component, C, in G is greater than 3N4 . This, together with
Observation 1 then gives that every set S
F ′1
i ∈ F
′
1, except for possibly the last set added to F
′
1, is a
|V (C)|
5 -
balanced separator for C. Consider the following random process. Uniformly at random, select without
replacement vertices x ∈ C, y ∈ C − {x}, and z ∈ C − {x, y} (We can assume |C| > 2 since if |C| ≤ 2
then because C is the largest connected component of G′ and ALG(G′, w,N ′,F ′1,F
′
2) did not recurse on
connected components or return the weight of the graph, we conclude N = 2 and therefore |V (G′)| ≤ 2.
But then since |F ′1| ≥ 10k · log(N) it must be that L(F1, log(N) + 1) 6= ∅ violating Observation 2). For all
S
F ′1
i ∈ F
′
1 except for the last set added to F
′
1, let XSF
′
1
i
denote the random variable that is 1 if no two of x,
y, and z are in the same connected component of C − S
F ′1
i and 0 otherwise. Since S
F ′1
i is a
|V (C)|
5 -balanced
separator for C, unless S
F ′1
i is the last set added to F
′
1, the probability that no two of x, y, and z are in
the same connected component of C − S
F ′1
i is at least
4
5 ·
3
5 =
12
25 . Thus XSF
′
1
i
= 1 with probability at least
12
25 . We denote by Fx,y,z all sets S
F ′1
i ∈ F
′
1 such that no two of x, y, and z are in the same component of
C − S
F ′1
i , including multiplicity. By linearity of expectation we have that
E[|Fx,y,z|] =
∑
S
F′1
i
∈F ′1
E[X
S
F′1
i
] ≥ (|F ′1| − 1) ·
12
25
> 4k · log(N).
It follows there exists vertices x, y, and z in C such that |Fx,y,z| > 4k · log(N), so fix such a triple. Let
P1 be a shortest path connecting x and y in C, and let P2 be a shortest path from z to P1 in C (a shortest
possible path that starts at z and ends at some vertex in P1). Since P2 is a shortest path from z to P1,
V (P1) ∩ V (P2) is a single vertex, w. It is possible that z = w, w = x, or w = y. Let P1,x be the subpath of
P1 from x to w, similarly let P1,y be the subpath of P1 from y to w, and let P2,z be the subpath of P2 from
z to w. There must be at least one vertex from each set in Fx,y,z that lies on P1, or else there would exists a
set in Fx,y,z that does not separate x from y. So, counting the multiplicity of the sets in Fx,y,z, at least half
must contain some vertex that appears on either P1,x or P1,y. So without loss of generality, we will assume
that at least 2k · log(N) of the sets in Fx,y,z contain at least one vertex on the path P1,x, and let F1,x denote
this subset of Fx,y,z. Now for each path P1,x, P1,y, and P2,z, take the subpath of ⌈k/2⌉ + 1 vertices that
contains w as one endpoint of the path, (if any of the paths P1,x, P1,y, or P2,z has length less than ⌈k/2⌉ +
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1 then take the entire path) and let x′, y′ and z′ be the other endpoints for these subpaths for P1,x, P1,y,
and P2,z respectively, and denote these subpaths as Px′,w, Py′,w, Pz′,w respectively. By Observation 2, each
vertex of Px′,w, Py′,w, and Pz′,w is contained in at most log(N) sets in F1,x, therefore there exists at least
one S ∈ F1,x that does not contain any vertex from Px′,w, Py′,w, or Pz′,w. It follows that since S separates
y from z, some vertex of S must appear on either P1,y or P2,z . Since P1 is a shortest path from x to y and
P2 is a shortest path from z to P1, N(V (P2)− {w}) ∩ V (P1 − w) is either empty, is a single vertex, {c}, or
is a set of two vertices {c1, c2} and the only neighbor of c, or c1, c2, in P2−{w} is the unique neighbor of w,
call it w′, in P2. Furthermore, the distance between c and w in P1 ∪P2 can be at most two and the distance
between any two vertices of c1, c2, w, in P1 ∪ P2 can be at most two (else the assumption that P1 and P2
are shortest paths would be violated). This along with the facts that S ∈ F1,x, S has a vertex in P1,y or
P2,z, and S has no vertex in Px′,w, Py′,w, and Pz′,w then implies there are vertices a, b ∈ S such that there
is an induced path, L, of length at least k in between a and b, such that no internal vertex of L belongs to
S which contradicts Observation 4.
Lemma 6. Let (G,w,N,F1,F2) and (G
′, w,N ′,F ′1,F
′
2) be two k-fair instances with |F2|+5k·log(N) = |F
′
2|,
|F1| = |F ′1|, and N = N
′. Then either the largest connected component in G′ is at most 3N
′
4 or
[max
C∈CC(G−S
F1
|F1|−1
) : |C|≥N/10
|NG(C)|] > [2 ·max
C∈CC(G′−S
F′
1
|F′1|−1
) : |C|≥N ′/10
|NG′(C)|]
Proof. Let (G,w,N,F1,F2) and (G′, w,N ′,F ′1,F
′
2) be two k-fair instances with |F2| + 5k · log(N) = |F
′
2|,
|F1| = |F ′1|, and N = N
′. Since N = N ′ we will use N in place of N ′ through the rest of this proof. Assume
for contradiction that
[max
C∈CC(G−S
F1
|F1|−1
) : |C|≥N/10
|NG(C)|] ≤ [2 ·max
C′∈CC(G′−S
F′1
|F′1|−1
) : |C′|≥N/10
|NG′(C
′)|]
Let C′ denote the connected component of G′−S
F ′1
|F ′1|−1
such that |N(C′)| is maximum, and let C be the
component of G− SF1|F1|−1 that contains C
′ (such a component exists since N is the same in both instances
and |F ′1| = |F1|, and therefore G
′ = G − X for some vertex set X and S
F ′1
|F ′1|−1
= SF1|F1|−1 − X). Then by
our assumption it follows |NG[C]| ≤ 2|NG′[C′]|, and so all S
F ′2
i ∈ F
′
2 with i ≥ |F2| must be
1
2 -component
balanced separators for C′.
We will produce a path of length k with endpoint in S
F ′1
|F ′1|−1
and with internal vertices all contained in C′,
yielding a contradiction with Observation 4. To generate this path we consider the following random process.
Uniformly at random select x ∈ N(C′) then uniformly at random select y ∈ N(C′)− {x} (We may assume
there are at least two vertices in N(C′) since if N(C′) = ∅ then since S
F ′1
|F ′1|−1
is a 3N4 -balanced separator by
Observation 1, the size of the largest connected component of G′ can be at most 3N4 and we are done, and
if N(C′) = {x}, then since all S
F ′2
i ∈ F
′
2 with i ≥ |F2| must be
1
2 -component balanced separators for C
′, x
would belong to all S
F ′2
i ∈ F
′
2 with i ≥ |F2|, implying L(F2, log(N) + 1) 6= ∅, contradicting Observation 3).
For each S
F ′2
i ∈ F
′
2 with i ≥ |F2|, let XSF
′
2
i
denote the random variable that is 1 if x and y are not in the
same connected component of G′ − S
F ′2
i and 0 otherwise. Since S
F ′2
i is a
1
2 -component balanced separator
for C′, the probability that x and y are in the same connected component of G′ − S
F ′2
i is at most
1
2 . Thus
X
S
F′
2
i
= 1 with probability at least 12 . We denote by Fx,y all sets S
F ′2
i ∈ F
′
2, i ≥ |F2|, such that x and y are
not in the same component of G′ − S
F ′2
i , again including multiplicity. By linearity of expectation we have
that
E[|Fx,y|] =
∑
S
F2
i ∈F
′
2,i≥|F2|
E[X
S
F2
i
] > 2k · log(N)
It follows that there exists two vertices x, y in N(C′) such that at least 2k · log(N) separators of F ′2
separate x and y, hence |Fx.y| ≥ 2k · log(N). Since x and y both belong to N(C′), there exists an induced
6
path P with x and y as its endpoint and all internal vertices of P are contained in C′. Every separator in
Fx,y must contain at least one vertex in P , and since by Observation 3 no vertex belongs to more than log(N)
of the sets in Fx,y, counting multiplicity, it follows the length of P must be over k. This is a contradiction
with Observation 4 since N(C′) ⊂ S
F ′1
|F ′1|−1
.
Lemma 7. For every k-fair instance (G,w,N,F1,F2) it holds that |F2| ≤ 10k · log
2(N).
Proof. Consider a k-fair instance (G,w,N,F1,F2). We will prove the result by induction on the depth
of the call ALG(G,w,N,F1,F2) in the recursion tree of a run ALG(G∗, w, |V (G∗)|, ∅, ∅) which executes
ALG(G,w,N,F1,F2).
In the base caseF2 = ∅, and the claim of the lemma holds trivially. We assume F2 6= ∅ the the claim is triv-
ially true in this case. Thus the call ALG(G,w,N,F1,F2) is executed by a k-fair call ALG(G′, w,N ′,F ′1,F
′
2).
By the induction hypothesis |F ′2| ≤ 10k·log
2(N) (N = N ′ since F2 6= ∅). Thus, unless ALG(G′, w,N ′,F ′1,F
′
2)
recurses by adding a separator of the second type we have that |F2| ≤ 10k · log
2(N). So assume that
ALG(G′, w,N ′,F ′1,F
′
2) adds a separator of the second type, S
F ′2
|F ′2|
, and that therefore G′ = G, N ′ = N ,
F1 = F ′1, and F2 = F
′
2∪S
F ′2
|F ′2|
. We prove that |F ′2| < 10k·log
2(N), then the result follows since |F2| = |F ′2|+1.
Supposed for a contradiction that |F ′2| = 10k · log
2(N). Consider the run ALG(G∗, w, |V (G∗)|, ∅, ∅) that
executes the call ALG(G′, w,N ′,F ′1,F
′
2). There is then a sequence of calls this run executes,
ALG(G0, w,N,F01 ,F
0
2 ), ALG(G
1, w,N,F11 ,F
1
2 ), . . . , ALG1(G
2k log(N)−1, w,N,F
2k log(N)−1
1 ,F
2k log(N)−1
2 )
Such that |F i1| = |F
j
1 |, |F
i
2| = 5i · log(N), and the instance (G
2k log(N)−1, w,N,F
2k log(N)−1
1 ,F
2k log(N)−1
2 )
= (G′, w,N ′,F ′1,F
′
2) and all of these calls recurse by branching on a branchable vertices or by adding a
separator of the second type (and not by recursing on connected components or adding a separator of the
first type). We can then conclude that the largest component of Gi is greater than 3N4 since otherwise the
call would have recursed on connected components. But since
max
C∈CC(G0−S
F01
|F01 |−1
) : |C|>N/10
|N(C)| ≤ |G0| ≤ N
Recall that (G2k log(N)−1, w,N,F
2k log(N)−1
1 ,F
2k log(N)−1
2 ) = (G
′, w,N ′,F ′1,F
′
2). We apply Lemma 6 2 ·
log(N) times to get
max
C∈CC(G′−S
F′1
|F′1|−1
) : |C|>N/10
|N(C)| = 0
It then follows that the size of the largest connected component of G′ is 3N4 since by Corollary 1 S
F ′1
|F ′1|−1
is a 3N4 -balanced separator. Therefore, ALG(G
′, w,N ′,F ′1,F
′
2) would recurse on connected components and
not add a balanced separator of the second type, which gives a contradiction.
The following two observations shows that the level sets do not grow a lot in each successive recursive call,
and that they therefore never get very large. Note in particular that the size of level set i drops exponentially
with i.
Observation 5 (*). For every k-fair call ALG(G,w,N,F1,F2) that adds a separator, S
F1
|F1|
, of the first type
and every i,
|L(F1 ∪ S
F1
|F1|
, i)| ≤ ∆i−1 · k + |L(F1, i)|
Furthermore, for every k-fair instance (G′, w,N ′,F ′1,F
′
2),
|L(F ′1, i)| ≤ ∆i−1 · k · |F
′
1|
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Observation 6 (*). For every k-fair call ALG(G,w,N,F1,F2) that adds a separator, S
F2
|F2|
, of the second
type and every i,
|L(F2 ∪ S
F2
|F2|
, i)| ≤ ∆i−1 · 640k+ |L(F2, i)|
Furthermore, for every k-fair instance (G′, w,N ′,F ′1,F
′
2),
|L(F ′2, i)| ≤ ∆i−1 · 640k · |F
′
2|
Definition 3. For k-fair instances (G,w,N,F1,F2) we define a measure:
µk(G,w,N,F1,F2) = 800000k
3 · log4(N) · (N + |V (G)|) +
∑
i
(
|L(F1, i)| ·
N
∆i−1
)
+
∑
i
(
|L(F2, i)| ·
N
∆i−1
)
+ 20000k2 ·N · log3(N) · (10k · log(N)− |F1|) + 1000k ·N · log(N) · (10k · log
2(N)− |F2|)
If (G,w,N,F1,F2) is not a k-fair instance, then µk(G,w,N,F1,F2) is undefined. Note that µk(G,w,N,F1,F2)
must always be an integer, and that it is independent of the weight function w. We will say that two instances
(G,w,N,F1,F2) and (G′, w′, N ′,F ′1,F
′
2) are essentially different if G
′ 6= G, N ′ 6= N , F ′1 6= F1, or F
′
2 6= F2.
Lemma 8 (*). For every positive integer µ, the number of essentially different k-fair instances (G,w,N,F1,F2)
such that µk(G,w,N,F1,F2) = µ is finite. In addition, for every k-fair instance it holds that µk(G,w,N,F1,F2) ≥
0.
Lemma 9 (*). For every k-fair instance (G,w,N,F1,F2) it holds that µk(G,w,N,F1,F2) ≤ 2000000k3 ·
N · log4(N)
We define Tk(G,w,N,F1,F2) to be the running time of a k-fair run of ALG starting with the inputs
(G,w,N,F1,F2). We also define
Tk(µ) = maxG,N,F1,F2 : µk(G,w,N,F1,F2)≤µTk(G,w,N,F1,F2).
When we analyze run time we assume that arithmetic (addition, subtraction, comparisons) on weights
of vertices and vertex sets is constant time. Thus, both the running time of ALG and the measure of an
instance (G,w,N,F1,F2) are independent of the weight function w. If N = 1 then the runtime of the call
(G,w,N,F1,F2) is constant, so we will also assume that N > 1 to ensure log(µ) > 0. By Lemma 8, Tk(µ)
is well defined.
Lemma 10 (*). Tk(µ) satisfies the following recurrence:
Tk(µ) ≤ µ
O(1) +max


µTk(.99µ)
Tk(µ− 1) + Tk(µ[1 − 1/(4000000k3 · log
4(µ))])
Tk(µ[1− 1/(200k · log(µ))])
Tk(µ[1− 1/(10000k2 · log
3(µ))])
Since Tk(µ) is a non negative, non decreasing function, by adding the four possibilities in the max of
Lemma 10 we immediately obtain the following simplified recurrence.
Corollary 3. Tk(µ) ≤ µO(1) + µTk(.99µ) + Tk(µ− 1) + Tk(µ[1−
1
4000000k3·log4(µ)
]) + Tk(µ[1−
1
200k·log(µ) ]) +
Tk(µ[1 −
1
200k2·log3(µ)
]) < Tk(µ− 1) + µO(1) + 4µ · Tk(µ[1−
1
4000000k3·log4(µ)
])
Lemma 11 (*). Tk(µ) = µ
O(k3·log5(µ))
We are now ready to prove Theorem 1.
Proof of Theorem 1. The algorithm returns the answer of ALG(G, |V (G)|, w, ∅, ∅). By Lemma 3 ALG termi-
nates, by Lemma 4 ALG returns return the weight of a maximum weighted independent set. For the running
time, observe that (G,w,N, ∅, ∅) is a k-fair instance for some k ≤ |V (G)|, and let µ = µk(G,w,N, ∅, ∅). By
Lemma 9 we have that µ < 2000000k3 ·N · log4(N) = nO(1) for n = |V (G)|. Hence, by Lemma 11 it follows
that T (G,w,N, ∅, ∅) ≤ T (µ) = µO(k
3·log5(µ)) = nO(k
3·log5(n)).
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4 Appendix
Lemma 2 (*). There exists an algorithm that takes as input a graph G, a weight function w on the vertices
of G, and a positive integer i such that (43 )
i ≤ |V (G)|, runs in polynomial time and outputs a set X such
that N [X ] is a weighted (34 )
i-balanced separator in G. Furthermore, if G is C≥k-free then |X | ≤ 2i+1 · k.
Proof. Let G, w, and and i be as in the statement of the lemma, the proof is by induction on i. For i = 1
the algorithm calls the algorithm of Lemma 1 and obtains a path P . It then returns X = V (P ). Lemma 1
guarantees that in this case X satisfies the statement of this lemma. For i > 1 the algorithm first calls
itself recursively on the input (G, i− 1) and obtains a set X ′ such that N [X ′] is a weighted (34 )
i−1-balanced
separator in G, and furthermore, if G is C≥k-free then |X ′| ≤ 2i · k. For each connected component Cj of
G −N [X ′] such that w(V (Cj)) ≥ (
3
4 )
i · w(G) the algorithm calls itself recursively on (Cj , 1) and obtains a
set Xj such that N [Xj] is a weighted
3
4 -balanced separator of Cj . If G is C≥k-free it holds that |Xj | ≤ k
by Lemma 1. The algorithm sets X as X = X ′ ∪ (
⋃
j Xj) where the union is taken over j such that
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w(V (Cj)) ≥ (
3
4 )
i · w(G). This construction of X ensures that N [X ] is a (34 )
i-balanced separator of G.
Furthermore if G is C≥k-free then |X | ≤ |X ′| + t · k where t is the number of connected components of
G − X ′ whose size is at least (34 )
i. Since these components are disjoint we have that t ≤ (43 )
i. Therefore
|X | ≤ 2i · k + (43 )
i · k ≤ 2i+1 · k as claimed.
To see that the run time is polynomial it suffices to show the number of times the algorithm makes a
call to the algorithm of Lemma 1 is polynomial. To see this polynomial bound, note that on input (G, i)
the algorithm makes at most (43 )
i calls to the algorithm of Lemma 1 plus the number calls it makes to the
algorithm of Lemma 1 on input (G, i − 1). Since (43 )
i ≤ |V (G)| = n, the recurrence shows the algorithm
makes at most Σ
O(log(n))
j=0 n · (
3
4 )
j = O(n) calls to the algorithm of Lemma 1.
Lemma 3 (*). The run ALG(G,w,N,F1,F2) terminates on every input.
Proof. Consider a run ALG(G,w,N, F1, F2). Whenever the algorithmmakes a recursive call ALG(G′, w,N ′,F ′1,F
′
2)
we have that |V (G′)| ≤ |V (G)| and N ′ ≤ N . Furthermore, whenever the algorithm recurses on con-
nected components or branches on a branchable vertex, then it executes ALG(G′, w,N ′,F ′1,F
′
2) with either
|V (G′)| < |V (G)| or N ′ < N . Finally, ALG cannot add a separator of the first type or of the second
type for over 2 · |V (G)| · log(N) successive recursive calls since then either a call ALG(G,w,N,F ′′1 ,F
′′
2 )
with F ′′1 = |V (G)| · log(N) would add a separator of the first type or a call ALG(G,w,N,F
′′
1 ,F
′′
2 ) with
F ′′2 = |V (G)| · log(N) would add a separator of the second type. However, when ALG adds a new separator
of the first type or of the second type that separator will always be non-empty, so we have that in the first
case L(F ′′1 , log(N)) 6= ∅, and so the call ALG(G,w,N,F
′′
1 ,F
′′
2 ) would branch on a branchable vertex, and
in the second case L(F ′′2 , log(N)) 6= ∅, and so the call ALG(G,w,N,F
′′
1 ,F
′′
2 ) would branch on a branchable
vertex. This contradicts that the call added a separator of the first type or of the second type, and proves
that ALG cannot add a balanced separator of the first type or of the second type for over 2 · |V (G)| · log(N)
successive recursive calls. It follows by induction on |V (G)| +N that ALG always terminates.
Lemma 4 (*). A run ALG(G,w,N,F1,F2) always returns the weight of a maximum weight independent
set of G under the weight function w.
Proof. Consider a run of ALG with initial input (G,w,N, F1, F2). It is clear from the algorithm that if
each run ALG(G′, w,N ′,F1, F2) that is executed by the call ALG(G,w,N,F1, F2) returns the weight of
a maximum weight independent set of G′ with weight function w, then so would the run ALG(G,w,N,
F1, F2). By Lemma 3 the height of the recursion tree is bounded, and the result is trivially true for the
base case of |V (G)| ≤ 1, so the result follows by induction on the height of the recursion tree of the run
ALG(G,w,N,F1, F2).
Observation 2 (*). For every k-fair instance (G,w,N,F1,F2), we have that L(F1, log(N) + 1) = ∅.
Proof. Consider a k-fair call ALG(G,w,N,F1,F2). We will prove the statement by induction on the
depth the call ALG(G,w,N,F1,F2) in the recursion tree of a run ALG(G∗, w, |V (G∗)|, ∅, ∅) which executes
ALG(G,w,N,F1,F2).
If F1 = ∅ then the result is trivially true. Suppose now that F1 6= ∅, it follows ALG executes
ALG(G,w,N,F1,F2) during a k-fair call ALG(G′, w,N,F ′1,F
′
2) by branching on a branchable vertex, adding
a balanced separator of the first type, S
F ′1
|F ′1|
, or by adding a balanced separator of the second type, S
F ′2
|F ′2|
. In
the first case F1 = F ′1 −X for some vertex set X . By the induction hypothesis L(F
′
1, log(N) + 1) = ∅ and
hence L(F1, log(N) + 1) = ∅. In the second case, ALG(G,w,N,F ′1,F
′
2) does not branch on a branchable
vertex, so we have that L(F ′1, log(N)) = ∅ since every vertex in L(F
′
1, log(N)) is branchable. It follows
that L(F1, log(N) + 1) = L(F ′1 ∪ S
F ′1
|F ′1|
, log(N) + 1) = ∅. In the third case F ′1 = F1, so by induction
L(F1, log(N) + 1) = ∅.
Observation 3 (*). For every k-fair instance (G,w,N,F1,F2), we have that L(F2, log(N) + 1) = ∅.
Proof. Consider a k-fair call ALG(G,w,N,F1,F2). We will prove the statement by induction on the
depth the call ALG(G,w,N,F1,F2) in the recursion tree of a run ALG(G∗, w, |V (G∗)|, ∅, ∅) which executes
ALG(G,w,N,F1,F2).
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If F2 = ∅ then the result is trivially true. Suppose now that F2 6= ∅, it follows ALG executes
ALG(G,w,N,F1,F2) during a k-fair call ALG(G′, w,N,F ′1,F
′
2) by branching on a branchable vertex, adding
a balanced separator of the first type, S
F ′1
|F ′1|
, or by adding a balanced separator of the second type, S
F ′2
|F ′2|
. In
the first case F2 = F ′2−X for some vertex setX . By the induction hypothesis L(F
′
2, log(N)+1) = ∅ and hence
L(F2, log(N)+1) = ∅. In the second case, F2 = F ′2 so by induction L(F2, log(N)+1) = ∅. In the third case,
since ALG(G′, w,N,F ′1,F
′
2) does not branch on a branchable vertex, we have that L(F
′
2, log(N)) = ∅ since
every vertex in L(F ′2, log(N)) is branchable. It follows that L(F2, log(N) + 1) = L(F
′
2 ∪ S
F ′2
|F ′2|
, log(N) + 1) =
∅.
Observation 5 (*). For every k-fair call ALG(G,w,N,F1,F2) that adds a separator, S
F1
|F1|
, of the first type
and every i,
|L(F1 ∪ S
F1
|F1|
, i)| ≤ ∆i−1 · k + |L(F1, i)|
Furthermore, for every k-fair instance (G′, w,N ′,F ′1,F
′
2),
|L(F ′1, i)| ≤ ∆i−1 · k · |F
′
1|
Proof. Consider a k-fair call ALG(G,w,N,F1,F2) that adds a separator of the first type, S
F1
|F1|
. Let Xj
denote the set of vertices in L(F1, j)∩S
F1
|F1|
, then we can see that |L(F1∪S
F1
|F1|
, j)| ≤ L(F1, j)+ |Xj−1|. Since
the call ALG(G,w,N,F1,F2) adds a balanced separator of the first type there are no branchable vertices. So,
we have that for all v ∈ G, |N [v]∩L(F1, j)| ≤ ∆j . Furthermore, since S
F1
|F1|
is generated as the neighborhood
of a path of length at most k, we have |Xj−1| ≤ ∆j−1 ·k and the result |L(F1∪S
F1
|F1|
, i)| ≤ ∆i−1 ·k+ |L(F1, i)|
follows.
The second statement follows by combining induction, the first part of this observation, and the fact
that if the call ALG(G,w,N,F1,F2) executes ALG(G′, w,N ′,F ′1,F
′
2), then |F1| < |F
′
1| if and only if the call
ALG(G,w,N,F1,F2) adds a separator of the first type.
Observation 6 (*). For every k-fair call ALG(G,w,N,F1,F2) that adds a separator, S
F2
|F2|
, of the second
type and every i,
|L(F2 ∪ S
F2
|F2|
, i)| ≤ ∆i−1 · 640k+ |L(F2, i)|
Furthermore, for every k-fair instance (G′, w,N ′,F ′1,F
′
2),
|L(F ′2, i)| ≤ ∆i−1 · 640k · |F
′
2|
Proof. Consider a k-fair call ALG(G,w,N,F1,F2) that adds a balanced separator, S
F2
|F2|
, of the second type.
Let Xj denote the set of vertices in L(F2, j)∩S
F2
|F2|
, then we can see that |L(F2∪S
F2
|F2|
, j)| ≤ L(F2, j)+|Xj−1|.
Since the call ALG(G,w,N,F1,F2) adds a separator of the second type, S
F2
|F2|
, there are no branchable
vertices. So, we have that for all v ∈ G, |N [v] ∩ L(F2, j)| ≤ ∆j . Furthermore, by Corollary 2, since S
F2
|F2|
is generated as the neighborhood of at most 640k vertices, we have |Xj−1| ≤ ∆j−1 · 640k and the result
|L(F2 ∪ S
F2
|F2|
, i)| ≤ ∆i−1 · 640k + |L(F2, i)| follows.
The second statement follows by combining induction, the first part of this observation, and the fact
that if the call ALG(G,w,N,F1,F2) executes ALG(G′, w,N ′,F ′1,F
′
2), then |F2| < |F
′
2| if and only if the call
ALG(G,w,N,F1,F2) adds a separator of the second type.
Lemma 8 (*). For every positive integer µ, the number of essentially different k-fair instances (G,w,N,F1,F2)
such that µk(G,w,N,F1,F2) = µ is finite. In addition, for every k-fair instance it holds that µk(G,w,N,F1,F2) ≥
0.
Proof. Consider a k-fair instance (G,w,N,F1,F2) with µk(G,w,N,F1,F2) = µ. Clearly, there are only a
finite number of such instances with N = 1. We will show that if N ≥ 2 then |V (G)| ≤ µ. If |V (G)| ≤ µ
then |G|, |N |, |F1|, and |F2| are all bounded in terms of µ, and the first part of the lemma follows.
By Lemma 5 we have that |F1| is at most 10k · log(N), and by Lemma 7 we have that |F2| is at most
10k · log2(N). It follows that the terms 800000k3 · log4(N) · (N + |V (G)|), Σi(|L(F1, i)| ·
N
∆i−1
), Σi(|L(F2, i)| ·
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N
∆i−1
), 20000k2 ·N · log3(N) · (10k · log(N)− |F1|), and 1000k ·N · log(N) · (10k · log
2(N)− |F2|) are all non
negative. Hence µk(G,w,N,F1,F2) ≥ |V (G)|. This also proves that µk(G,w,N,F1,F2) ≥ 0.
Lemma 9 (*). For every k-fair instance (G,w,N,F1,F2) it holds that µk(G,w,N,F1,F2) ≤ 2000000k3 ·
N · log4(N)
Proof. Consider a k-fair instance (G,w,N,F1,F2). By Observation 5 and Lemma 5, we have that |L(F1, i)| ·
N
∆i−1
≤ N · k · |F1| ≤ 10k2 · N · log(N). By Observation 2 we have L(F1, log(N) + 1) = ∅, therefore
Σi(|L(F1, i)|·
N
∆i−1
)≤ 10k2·N ·log2(N). By Observation 6 and Lemma 7, we have that |L(F2, i)|·
N
∆i−1
≤ 640k·
N ·|F2| ≤ 6400k2 ·N ·log
2(N). By Observation 3 we have L(F2, log(N)+1) = ∅, therefore Σi(|L(F2, i)|·
N
∆i−1
)
≤ 6400k2 ·N · log3(N). Also, since N ≥ |V (G)|, we can see that
µk(G,w,N,F1,F2) = 800000k
3 · log4(N) · (N + |V (G)|) + Σi(|L(F1, i)| ·
N
∆i−1
) + Σi(|L(F2, i)| ·
N
∆i−1
)
+ 20000k2 ·N · log3(N) · (10k · log(N)− |F1|) + 1000k ·N · log(N) · (10k · log
2(N)− |F2|)
< 1600000k3 ·N · log4(N) + 10k2 ·N · log(N) + 6400k2 ·N · log3(N)
+ 200000k3 ·N log4(N) + 10000k2 ·N · log3(N)
< 2000000k3 ·N · log4(N)
Lemma 10 (*). Tk(µ) satisfies the following recurrence:
Tk(µ) ≤ µ
O(1) +max


µTk(.99µ)
Tk(µ− 1) + Tk(µ[1 − 1/(4000000k
3 · log4(µ))])
Tk(µ[1− 1/(200k · log(µ))])
Tk(µ[1− 1/(10000k2 · log
3(µ))])
Proof. Let (G,w,N,F1,F2) be a k-fair instance such that µk(G,w,N, ∅, ∅) = µ and Tk(µ) is the run time of
ALG(G,w,N,F1,F2). If the call ALG(G,w,N,F1,F2) recurses on connected components, then it makes at
most |V (G)| recursive calls on instances of the form (G′, w,N ′, ∅, ∅), where |V (G′)| ≤ |V (G)| and N ′ ≤ 3N4 .
It follows that for each of these recursive calls we have
µk(G
′, w,N ′, ∅, ∅) = 800000k3 · log4(N ′) · (N ′ + |V (G′)|) + 200000k3 ·N ′ · log4(N ′) + 10000k2 ·N ′ · log3
≤ 800000k3 · log4(N) · (
3N
4
+ |V (G)|) + 160000k3 ·N · log4(N)
≤ 800000k3 · log4(N) · (N + |V (G)|)− 40000k3 ·N · log4(N)
≤ µ− 40000k3 ·N · log4(N)
≤ .99µ (by Lemma 9)
Therefore, if the instance ALG(G,w,N,F1,F2) recurses on connected components, ALG(G,w,N,F1,F2)
only does |V (G)|O(1) = µO(1) work in any given call we must have that Tk(µ) ≤ µ
O(1) + |V (G)| · Tk(.99µ) ≤
µ · Tk(.99µ).
If the call ALG(G,w,N,F1,F2) branches on a branchable vertex, v, then it makes two recursive calls, one
execution ALG(G−{v}, w,N,F1−{v},F2−{v}), where the instance (G−{v}, w,N,F1−{v},F2−{c}) has
measure µk(G−{v}, w,N,F1−{v},F2−{v}) ≤ µ− 1, and the other execution is ALG(G−N [v], w,N,F1−
N [v],F2 −N [v]). Note that for a branchable vertex, v, with respect to F1 we have that
∑
i
(|L(F1 −N [v], i)| ·
N
∆i−1
≤
∑
i
(|L(F1, i)| ·
N
∆i−1
)−
N
2
,
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since for at least one level i we have that |N [v]∩L(F1, i)| ≥ ∆i, and for a branchable vertex, v, with respect
to F2 we have an identical bound
∑
i
(|L(F2 −N [v], i)| ·
N
∆i−1
≤
∑
i
(|L(F2, i)| ·
N
∆i−1
)−
N
2
,
It follows that
µk(G−N [v], w,N,F1 −N [v],F2 −N [v])
= 800000k3 · log4(N) · (N + |V (G)−N [v]|) +
∑
i
(
|L(F1 −N [v], i)| ·
N
∆i−1
)
+
∑
i
(
|L(F2 −N [v], i)| ·
N
∆i−1
)
+ 20000k2 ·N · log3(N) · (10k · log(N)− |F1|) + 1000k ·N · log(N) · (10k · log
2(N)− |F2|)
≤ 800000k3 log4(N) · (N + |V (G)|) +
∑
i
(
|L(F1, i)| ·
N
∆i−1
)
+
∑
i
(
|L(F2, i)| ·
N
∆i−1
)
+ 20000k2 ·N · log3(N) · (10k · log(N)− |F1|) + 1000k ·N · log(N) · (10k · log
2(N)− |F2|)−
N
2
≤ µ−
N
2
≤ µ
(
1−
1
4000000k3 · log4(N)
)
(by Lemma 9)
≤ µ
(
1−
1
4000000k3 · log4(µ)
)
Therefore, if the call ALG(G,w,N,F1,F2) branches on a branchable vertex, then we have that Tk(µ) ≤
µO(1) + Tk(µ− 1) + Tk(µ[1−
1
4000000k3·log4(µ)
]).
If the call ALG(G,w,N,F1,F2) adds a separator of the first type, X , then it makes a single recursive
call ALG(G,w,N,F1 ∪X,F2). By Observation 5 and Lemma 9 we obtain the following.
µk(G,w,N,F1 ∪X,F2) < µ+N · k · log(N)− 20000k
2 ·N · log3(N) < µ
(
[1−
1
200k · log(µ)
]
)
Therefore, if the call ALG(G,w,N,F1,F2) adds a separator of the first type, then Tk(µ) ≤ µO(1) +
Tk(µ[1 −
1
200k·log(µ) ]).
Finally, if the call ALG(G,w,N,F1,F2) adds a separator of the second type, X , then it makes a single
recursive call ALG(G,w,N,F1,F2 ∪X). By Observation 6 and Lemma 9 we obtain the following.
µk(G,w,N,F1 ∪X,F2) < µ+ 640k ·N · log(n)− 1000k ·N · log(N) < µ
(
[1−
1
10000k2 · log3(µ)
]
)
Therefore, if the call ALG(G,w,N,F1,F2) adds a balanced separator of the second type, then Tk(µ) ≤
µO(1) + Tk(µ[1−
1
10000k2·log3(µ)
]).
The result now follows from the observation that ALG(G,w,N,F1,F2) only does |V (G)|O(1) = µO(1)
work in any given call and always recurses on connected components, branches on a branchable vertex, adds
a balanced separator of the first or second type, or returns without making further recursive calls.
Lemma 11 (*). Tk(µ) = µ
O(k3·log5(µ))
Proof. The proof is by induction on µ. The base case is established by Lemma 8. By Corollary 3 we have the
inequality Tk(µ) ≤ Tk(µ−1)+µO(1)+4µTk(µ[1−
1
4000000k3·log4(µ)
]) and repeatedly applying the inequality to
the first term on the right hand side, gives Tk(µ) ≤ µO(1)+4µ2 ·Tk(µ[1−
1
4000000k3·log4(µ)
]). By the inductive
hypothesis then, there is some c such that
13
Tk(µ) ≤ µ
O(1) + 4µ2 · (µ[1−
1
4000000k3 · log3(µ)
])ck
3·log5(µ)
= µO(1) + 4µ2 · µck
3·log5(µ) · [1−
1
4000000k3 · log4(µ)
]ck
3·log5(µ)
≤ µO(1) + 4µ2 · µck
3·log5(µ) · e
− ck
3·log5(µ)
4000000k3 ·log4(µ) ( since 1− x ≤ e−x )
≤ µO(1) + 4µ2 · µck
3·log5(µ) · e−
c log(µ)
4000000
≤ µck
3·log5(µ) ( for sufficiently large c )
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