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ABSTRACT 
A Receiver Operating Characteristic (ROC) analysis is appropriate to a situation 
where a unit may be classified into one of two non-overlapping groups. The ROC 
curve is a plot of the false positive probability against the true positive probability. 
The area under the ROC curve measures the extent to which the variable under 
consideration can distinguish between the two groups. This thesis considers both the 
total area and partial area indices. 
The estimates of total and partial area are based on the observed data. Thus, 
when the variable being considered is measured with error, the added variability 
introduced by the measurement error causes bias in the estimates of total and partial 
area. This thesis considers the effects of nonsampling errors on the total and partial 
area indices, and develops bias-corrected estimates of total and partial area. The 
bias-corrected estimates provide a better measure of the ability of the underlying 
variable to distinguish between the two groups. 
The main focus of this thesis is on nonparametric methods of ROC analysis, but 
some common parametric models are considered also. 
1 
CHAPTER 1. INTRODUCTION 
1.1 The ROC curve 
In many statistical applications, we are interested in classifying a unit into one 
of two groups. In the area of medical diagnostic testing, the two groups might be 
people with a particular disease or medical condition (cases) and people without the 
disease or condition (controls). In signal processing, the two groups might be signal 
and noise. Following the usage of medical diagnostic testing, we will call the two 
groups cases and controls. As a result of a diagnostic test, a separator variable is 
measured on each unit. Without loss of generality, we will assume that higher values 
of the separator variable are in general associated with cases. (If this happens not to 
be true, we can simply re-scale the separator variable to make it so.) 
To separate the two groups, we must choose some cut-off value of the separator 
variable. Usually, the separation will not be perfect. That is, we may observe units 
in the control group which have higher values of the separator variable than some of 
the case units. So, on the basis of our decision, each individual will be in one of four 
categories: 
2 
True State 
Disease No disease 
Case True positive False positive 
Decision: 
Control False negative True negative 
Thus,the chosen cut-off value will have associated with it a probability of false positive 
(PFP) and a probability of true positive (PTP). In medical terms, the sensitivity of 
the test is PTP, and the specificity is 1 - PFP. 
The Receiver Operating Characteristic (ROC) curve is a plot of the PTP against 
the PFP for all possible cut-off points of the separator variable. In decision-theory 
terms, the PFP is the significance level (o) of the decision, and the PTP is the power 
of the test. In general, a test should have high power for a small value of a, which 
means that the left-hand part of the curve will rise sharply. 
The ROC curve can be used in a number of different ways. For example, one 
can find the point on the curve closest to the (0,1) point, and use this to determine 
the "optimal" cut-off value. In practice, this is not generally done. The cut-off value 
is chosen under a variety of constraints. In particular, it is desirable to take into 
consideration the relative risks of false-positive and false-negative classification. If the 
relative losses for misclassification are known, one can rescale the ROC curve to reflect 
the ratio of losses for these two cases. Schafer [1989] proposed a method for choosing 
a cut-off point for a test, so that the test would yield a desired sensitivity and/or 
specificity at a pre-determined confidence level, assuming the data were binormal. 
More frequently, however, ROC curves are used to compare one diagnostic test 
3 
to another. If a cut-off value has been chosen in advance, it is simple to choose the 
test that gives the larger sensitivity at that cut-off point. In the case of curves that 
cross, the choice of test will depend on the cut-off value chosen, so that a test can 
only be locally optimal. In case of several diagnostic tests, for the given specificity, 
one can select the test that has maximum sensitivity. 
Two tests can also be compared globally by calculating the area under the ROC 
curve for each one. Better diagnostic tests have greater sensitivities and specificities. 
Hence, better tests have ROC curves which arch more sharply towards the ideal 
point, (0,1). The area under an ROC curve is often used to summarize the intrinsic 
capability of a diagnostic test, and the test with the larger area is, in this global sense, 
the preferred test. Bamber [1975] showed that the area under the "theoretical" or 
"population" ROC curve for a particular diagnostic test is simply P{Y > A'), where 
Y is the value of the separator variable measured on a randomly chosen case, and X 
is the value of the separator variable measured on a randomly chosen control. We 
will use 0 to denote the area under the ROC curve. 
1.2 The total area index 
The total area under the ROC curve can be estimated in a number of ways. If X 
is distributed according to Fx and V is distributed according to Gy, then the total 
area can be written as 
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In particular, when the separator variable is normal, X  ~ N { n x , c r x ) ,  and Y  ~  ,  crj-), 
the total area can be written as 
We can estimate the total area by estimating the unknown means and variances of 
the two groups. 
When the observed values of A' and Y are ratings, it may be assumed that they 
are generated by an underlying normal variable Z. Dorfman and A If [1969] assumed 
a set of boundary values VV'i,..., Wn' • Then the observed ratings are given by 
and similarly for Yj. 
In this case, the quantities to be estimated are and the boundary 
values. Maximum likelihood estimates can be obtained iteratively, and the authors 
present a program for calculating such estimates. 
Parametric estimates of 0 generally assume the data come from normal popu­
lations. Goddard and Hinberg [1990] performed a study of this assumption. They 
gathered data on test kits used to diagnose prostate cancer in men. The data ap­
peared not to be normally distributed. The authors estimated 6 assuming normal 
data, and concluded that the normal approximation is not nearly robust enough to 
provide suitable estimates. The authors suggested that in cases where the data ap­
( R i  \ i Z  <  VKi 
Xi — < Rk+\ if VVfc < Z < IKfe+i 
. Rji'+l \î Z > Wn' 
1.3 Nonparametric estimation of 0 
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pear to be non-normal, or where the distributional properties cannot be assessed, 
nonparametric estimates of 0 are more appropriate. 
The usual nonparametric estimator is 
1 n m 
^ =—T.Zi'iYi - X,), 
j=l i=i 
where 
r 1 if t > 0 
ipit) = ^ 
i 0 if t < 0. 
In the case of rating data (which may contain tied observations), we use as an alter­
native estimator, 
1 ^ 
«  =  — E E W - - V . ) ,  j=i i=i 
where 
1 if t > 0 
I if t = 0 
I 0 if t < 0. 
Now, (1.3) and (1.3) are also the usual Wilcoxon-Mann-Whitney statistic for the 
two-sample problem, for non-tied and tied observations respectively. The statisti­
cal properties of 6 are well-known, so that confidence intervals may be found and 
hypothesis tests performed for 6. (See Chapter 2 of Randies and Wolfe, [1979]). 
A nonparametric estimate of the ROC curve was suggested by Jarahedi and 
Herrin [1988], who proposed a functional form for the ROC curve and then developed 
two approaces to extimating the parameters of the curve using nonlinear regression. 
In many cases, m and n are not known in advance, but are observed as part of 
the study. Sukhatme [1992] proposed a model for this situation, showed that 9 is 
6 
biased, and found that 
/V -I n m 
where N = m + n, is an approximately unbiased estimator for 0. The asymptotic 
properties of 0 were also considered. 
If we wish to compare several separator variables measured on the same individ­
uals. the corresponding ROC curves will be correlated, and the usual test statistic for 
: 0\ = 62 will not be appropriate. DeLong, DeLong and Clarke-Pearson [1988] ex­
ploited the statistical properties of the Wilcoxon-Mann-Whitney statistic to obtain 
the correct variances and covariances to perform a multiple comparison of several 
ROC curves. 
In some cases, the ability of the diagnostic test to detect disease may depend on 
external factors other than the presence or absence of the disease, as these factors can 
influence the distributions of the separator variables. When this is the case, the usual 
estimate of the area under the ROC curve will not be appropriate. Sukhatme and 
Beam [1992] investigated how stratification of cases and/or controls can be used in 
nonparametric ROC studies, and developed statistical methods using stratification. 
1.4 The partial area index 
The total area index may sometimes be too global, in that it takes into account 
cut-off values that would never be used in practice. Thus, a particular separator may 
look good even though it performs relatively poorly in the area of interest - that is, 
for fairly small cut-off values. Thompson and Zucchini [1989] proposed considering 
the partial area, which would include all the cut-off values of practical significance. 
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That is, èc = area under the ROC curve where 0 < PFP < c. We will examine both 
the partial area and the total area as indices of the separator variable. 
1.5 Measurement errors 
Many researchers have pointed out that in practical applications, the separator 
variable will be measured with error. Measurement errors and biases can be intro­
duced by the measurement equipment and/or by the observer. Berbaum, Dorfman 
and Franken [1989] suggested using multiple observers to increase the sensitivity of 
the test, especially when the condition to be detected is subtle, but pointed out that 
the bias of the observers will add variability to the observations. Begg and Greenes 
[1983] considered two types of selection bias in diagnostic testing; referral bias, where 
some physicians use more conservative criteria for referring patients for testing than 
others; and verification bias, where only those patients whose initial test indicates a 
problem have a confirmatory test (such as a biopsy) perfomed. Both these biases lead 
to incorrect estimates of sensitivity. The authors used Bayes' Theorem to improve 
the estimate of sensitivity, assuming the conditional probabilities involved are known 
or can be estimated. Begg and McNeil [1988] considered these sources of bias, as 
well as other sources such as heterogeneous populations and inter-observer variation, 
and their effect on the estimate of sensitivity. Healy [1989] considered several kinds 
of nonsampling errors, such as measurement error, observer bias, and variation be­
tween batches. He took an ANOVA approach to estimating these errors, but did not 
consider their effect on the area index. 
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1.6 Nonparametric estimation of the total area 
Chapter 2 of this thesis examines the effects of -pure measurement error on the 
total area index. That is, we assume the measurement errors are independent and 
identically distributed with mean 0 and common variance cr^. The usual nonparamet­
ric estimate of 0 will be shown to be biased in the presence of measurement errors. 
An approximate expression for the bias will be derived. 
We will look at an example where the separator variable is the Intelligence Quo­
tient (IQ) measured on two groups of children. It is well known that IQ scores are 
measured with error, but this fact is usually ignored. What effect will nonsampling 
errors such as measurement error and observer bias have on the area calculation? 
The methods developed in Chapter 2 will be used to correct for the measurement 
error present in IQ tests. 
1.7 Other sources of bias 
Many instances of nonsampling errors of more complicated forms are docu­
mented. These nonsampling errors arise in the medical context for a variety of 
reasons: the observations may be taken by different observers with different biases 
(observer bias); the observations may be taken in different batches (inter-batch vari­
ation). In any case, the nonsampling error will consist of two parts: a constant (but 
unknown) bias, and a random measurement error. To obtain a correct estimate of 
9, both the bias and the measurement error must be corrected. Chapter 3 develops 
methods for obtaining bias-corrected estimates under these conditions. 
If the measurements are made with error, the individual biases of the observers 
9 
are not estimable from the data. If estimates of the observers' biases are available, 
the estimates may be used to obtain a bias-corrected estimate of 0. If such estimates 
are not available, one can stratify the sample, and obtain a separate bias-corrected 
estimate from each stratum. These estimates are then combined to form the stratified 
bias-corrected estimate of 9. 
1.8 The partial area index 
Chapters 2 and 3 considered the total area index as a measure of the ability of a 
separator variable to distinguish between cases and controls. Thompson and Zucchini 
[1989] recommended using the partial area index instead. This index estimates P(Y 
> X) for a range of values where 0 < PFP < c, and c is some small value such as 0.1 
or 0.25. The rationale is that in practice one is only interested in the performance of 
the separator for relatively small values of the false positive probablity. Thompson 
and Zucchini gave formulas for estimating the partial area 9c under the assumption of 
binormal data. Chapter 4 examines estimating 9c nonparametrically. Nonparametric 
estimates are complicated by the fact that not only P(Y > X), but also the cut-off 
value, must be estimated from the data. If c is chosen to be small, we must estimate 
a large quantile of X. Extreme order statistics will be used, and these are known to 
be unstable. 
The partial area is calculated via numeric integration for two parametric models 
(one skewed, one symmetric), a range of parameter values, and a range of values of 
c. The bias in estimating 9c nonparametrically is shown to be considerable. A value 
of c is found for which 9c can be estimated with little or no bias, regardless of the 
model or parameter values. 
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1.9 Parametric estimation of 9 
These problems, bias and measurement error, arise in the usual parametric esti­
mation of 9 also. Chapter 5 looks at the effects of measurement errors when estimat­
ing 9 for normal and exponential models. The usual estimates of 9 and 9c are shown 
to be biased, and bias-corrected estimators are found. Monte Carlo simulation is 
used to show that the bias-corrected estimators have MSB's approximately the same 
as the naive estimators. 
11 
CHAPTER 2. MEASUREMENT ERRORS AND THE TOTAL AREA 
INDEX 
2.1 Introduction 
A receiver operating characteristic (ROC) curve is a plot of the probability of a 
true positive (PTP) against the probability of a false positive (PFP) for all possible 
values of the cut-off point. If Y' is the value of the separator variable measured on a 
randomly chosen case and X is the value of the same separator variable measured on 
a randomly chosen control, the total area is an estimate of P{Y > X), and as such, is 
a global measure of how well the separator variable distinguishes between cases and 
controls. 
Suppose we have m controls and n cases and measure the continuous separator 
variable on each of them. Then we have observations 
- \  I ,  I —  1 , . . . ,  ÏTI' and Vj', J — 1, . . . ,  7% 
where Xi is the value of the separator variable measured on the i"' control and Yj is 
the value of the separator variable measured on the case. Then the usual unbiased 
nonparametric estimator of the total area 6 is 
12 
where 
fi if t > 0 
î/>(i) = < (2.1) 
I 0 if t < 0. 
It is well-documented in the medical literature that diagnostic indicators may be 
subject to errors of measurement. See, for example, Begg and Greenes [1985], Begg 
and McNeil [1988], Berbaum, Dorfman and Franken [1989]. Healy [1989] suggests 
several models for nonsampling errors such as measurement errors, observer bias and 
inter-batch variation. We will consider first the case where the nonsampling error is 
a pure measurement error; that is, it has mean value zero. In actual practice, the 
nonsampling error may not be of this simple form; more complicated models will be 
considered in later chapters. It is shown in Section 2 that under these conditions 
the usual nonparametric estimate of 0, obtained from the data, will be biased. An 
expression to approximate the bias is developed in Section 3. Section 4 contains a 
discussion of resampling methods, and shows that they are generally inappropriate 
for correcting the biases caused by nonsampling errors. In addition, a method for 
obtaining a bias-corrected estimator is found. 
Bias correction introduces added variablility to the estimator. This leads to 
the possibility that the MSB of the bias-corrected estimator may be inflated. The 
bias-corrected estimator found here has no easily derived expression for MSE, so a 
Monte Carlo study is performed to compare the MSE of the naive and bias-corrected 
estimators. The results of this study, given in Section 5, indicate that the bias-
corrected estimator has an extremely small bias and a smaller MSE than the naive 
estimator. 
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Section 6 examines the use of repeated measurements to reduce the bias when 
the error variance is unknown. Section 7 applies the methods given here to a set of 
data on children with PKU, from Clayton, MoncriefF and Roberts [1967]. 
2.2 The model with measurement errors 
Consider the simplest model, where pure measurement error is the only nonsam-
pling error present. That is, the nonsampling error is a random variable e, where 
E(e) = 0, and E(e'^) = cr^ < oo. Then we observe Zi,Z2,... and !/i, P2, • • •, !/n: 
which are related to the true (but unobserved) values by 
Xi = Xi + ei, i = l,...,7n (controls) 
i j j  =  Yj  +  ej ,  j = 1,..., n (cases) 
Here, Y) is the true value of the separator variable measured on the jth case, Xi is 
the true value of the separator variable measured on the ith control, and e is the 
random measurement error. 
2.2.1 Assumptions 
We assume the measurement errors are independent and identically distributed 
with mean 0 and known variance < oo. We will use e ~ iid (0,cr^) to denote this. 
We also assume X ~ iid Fx(-), Y ~ iid GY{-), e ~ iid flr('), and that X, Y and e 
are all independent of each other. Furthermore, we will assume X, Y, and e all have 
densities, /%(-), gri-) and /((-) respectively. 
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2.3 An expression for the bias 
From the data, we could obtain the naive estimator 
1 ^ ^ 
=  — ( 2 - 2 )  
j=i ,=i 
where é { t )  is defined as in (2.1). 0 '  is an unbiased estimator of P { y  > z). First, we 
will show that 0' is a biased estimator of P[Y > X). Then we will find an expression 
for the bias, and lastly consider estimation of the bias. 
Note that 
1 n  VI  
^ ( ^ ' )  =  — Z Z p iy j  >  ^ i )  j=i i=i 
1 n  m 
=  —  E E  +  
j = l i=l 
1 n m 
j= i  i= i  
where % - e, — c j .  Recall that the e s  are all iid(0, cr^), so E(5,j) = 0, Var(^:j) = '2cr^. 
and the distribution of 6ij is symmetric about 0. Let fs{-) be the density function of 
the distribution of êjj. Then 
1 " ^ 
e m  = — i : e p i y > x + s )  
j= i  ,= i  
= J P { Y  > X  +  t ) f e { t ) d t  
= J J >  x  +  t ) f s { t ) f x { x ) d x d t  
=  j  j [ ^  -  G Y { X +  t ) ] f s { t ) f x { X ) d x d t  (2.3) 
This integral cannot be evaluated directly, because of the term involving both 
X and t. We will separate this term into two parts, using a Taylor series expansion. 
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The standard Taylor series expansion of G y ( x  +  t )  about i = 0 is: 
G Y ( X  +  i) =  G Y { X )  + G 'Y{x) I  + + G Y \ X  + a)— (2.4) 
where a  6 (0, i). See, for example, Rudin [1976]. Then substituting (2.4) into (2.3) 
and using the symmetry of the distribution of Sij, we have 
E(»') = I 
f x { x ) f s { t ) d x d t  
= J J[l -  G Y i x ) ] f x i x ) f s { t ) d x d t  
~  J I  G 'Y{ x ) t f x { x ) f s { l ) d x d t  
- J J GY{x)^—fx{x)fs[t)dxdt 
- 1 J  gy \x )—fx{x ) f5{ t )dxd t  
—G y \^ + a) — 
" /  j  +  ( ^ ) ^ f x { x ) f s i t ) d x d t  
P { Y  > A') - ^ E.v[Gf(A')| 
- / / G y \ x  +  a ) ^ — J x { x ) f s { i ) d x d t  
Now, we can estimate the bias by -^~E.Y[G"y-(A')], provided the last term in the 
above expression is small enough to ignore. Note that this term has no dependence 
on n. so there is no question of looking for asymptotic results in the usual sense. 
Rather, we will look for conditions on Gy(') that will ensure the last term is small. 
The last term will be small enough to disregard if the distribution of Y' is adequately 
approximated by its third-order Taylor polynomial - that is, if the density of Y is 
approximately quadratic. To quantify this, suppose that E{e'^) = < oo, so that 
E { 6 ' )  =  E [ ( 6 . - 6 , n  
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= E[e;'- 4e?ej + 6e-ej - 4e, e5 + 
= 2z/2 + 6cr^ 
Also, suppose I Gy'(a;) |< M for all x G R, i.e. that for some small r] > 0, + 3cr'^ < 
W -  So 
IE («') - P(y > %) + 
< '/• 
So if Tj is small enough to disregard, 
E (g') - f (y > X) - B, 
so 
Û  =  P ( Y  >  X )  ~  E { è ' )  +  B  
and the bias  i n  u s i n g Ô' to estimate P{Y > X) is approximately 
— 5 ~ — (7^Ex[^y(X)] = —(J^C{fx,gY) (2.5) 
where we use C{fxiOY) to denote Ex[gy(.V)], a constant that depends on the un­
derlying densities fx{-) and gvi-). It follows that 
Ô  =  è '  +  B  
is an approximately unbiased estimator of 0 .  
Thus, unless Y has the uniform distribution, B is not zero. It follows that 0 '  is 
a biased estimator of 6. To estimate the bias B, we must have estimates of cr^ and 
the densities of X and F. 
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2.4 Estimating the bias caused by measurement errors 
We have shown that the naive estimator B' is biased when there are measurement 
errors. We will now consider methods for correcting that bias. 
2.4.1 Resampling methods to estimate the bias 
Typically, resampling methods such as the jackknifeor bootstrap are used to cor­
rect the biases of estimators. The jackknife, in particular, was originally designed for 
correcting biases of order n"^ See Quenouille [1956]. We will show that resampling 
methods are not appropriate when biases are caused by nonsampling errors. 
All resampling methods rely on using the data to construct an estimate of the 
distribution function. Generally some form of the empirical distribution function is 
used. The success of resampling depends on the result that as the sample size in­
creases, the empirical distribution function approaches the true distribution function. 
When nonsampling errors are present, this will not be the case: we do not observe 
data from the underlying distribution functions F.v(-) and Gr(-). Instead, we ob­
serve data from Fj.{-) and G'y(-). We could use the data to estimate the distribution 
functions of x and T/, but this will not, in itself, address the question of bias. 
In fact, it can be seen in (2.5) above that the bias due to measurement errors 
does not even depend upon the sample size. Intuitively, this makes sense: even if the 
entire population of x's and y's were observed, each observation would be made with 
e r r o r ,  a n d  0  w o u l d  s t i l l  b e  a  b i a s e d  e s t i m a t e  o f  6 .  
It can easily be shown (see Appendix B) that the bootstrap estimate of bias will 
in the case of the Mann-Whitney statistic be 0. Also, the Mann-Whitney statistic, 
0', is a function of pairs of observations: it is a quadratic functional. Efron [Theorem 
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5.1,1982] shows that for any quadratic functional, 
BIASqoOT = a — 1 _-BIASjack 
n 
Thus, the bootstrap estimate of the bias of 6' will also be 0. 
Clearly, some other method of bias-correction will have to be found. We will 
look at estimating the term B directly from the data. 
To obtain a direct estimate of B, we need estimates of g'yl-) and /%(-). No direct 
method of estimating a density can be used, since we observe not Y but y, and not 
X  b u t  X .  H o w e v e r ,  z , -  =  A ' , -  +  e , - ,  a n d  Y J  =  Y j  +  E J ,  s o  i f  w e  h a d  a n  e s t i m a t e  o f  G Y { - )  
and if we knew or had an estimate of fd-)-, then gy could possibly be estimated by 
d e c o n v o l v i n g  t h e  t w o  d e n s i t i e s ,  a n d  s i m i l a r l y  f o r  f x -
We will use kernel density estimation to estimate the densities of x  and y .  
2.4.2 Overview of kernel esimation 
What follows is a summary of the practical concerns encountered in kernel esti­
mation. See Silverman [1986] and Scott [1992] for detailed treatments of the subject. 
Kernel estimation is a powerful nonparametric method of estimating densities. 
Given a sample of points zg,..., from some unknown density /i(-), we can 
estimate /,(•) by 
where the constant h is called the window width or smoothing parameter, and A'(-) is 
the kernel function. 
(2.6) 
19 
Assumptions K must have the property that 
r°° 
( A . l )  /  K { t ) d t  =  1. 
J —OO 
Optionally, we may also assume 
{ A . 2 )  K { t )  >  0, —oo <  t  <  o o  
(A.l) and (A.2) together imply that A'(-) is a density, and ensure that (2.6) will also 
be a proper density. "Higher order'' kernel functions (not satisfying (A.2)) some­
times have superior convergence properties, but may also result in improper density 
estimates. 
Choosing the kernel function Kernel estimates of densities were first pro­
posed by Rosenblatt [1956] and Parzen [1962]. Choosing an optimal kernel function 
has historically been a question of great interest. 
The optimal kernel function is defined to be the one that minimizes the mean 
integrated squared error (MISE) of the estimator: 
M I S E = E ( y  { / ( ( ) - / ( ( ) } ' ( / < )  
Now, the MISE will depend on the sample size, the window width, the true underlying 
density, and the form of the kernel function itself. Parzen [1962] showed that kernel 
density estimates are generally biased; choosing the window width of the order 
simultaneously minimizes the bias and the variance of the estimator. Thus, a window 
width of this order is considered "optimal". 
For the optimal choice of /i, the MISE can be written as 
MISE = c { n ) A ( f ) B { f )  
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where c is a function only of the sample size, A is a function only of the kernel 
function, and B is a function only of the true underlying density. Thus, for any true 
underlying density f, the MISE will be minimized if A is made as small as possi­
ble. The Epanechnikov kernel (Epanechnikov [1969]) has been shown to minimize A 
(Silverman [1986]). The efficiency of a particular kernel function k is defined to be 
a{k)ia{kç)^ where kg is the Epanechnikov kernel. Actually, most kernel functions 
have very comparable efficiencies (see Table 3.1, p. 43 of Silverman), so that the 
efficiency of a particular kernel function will not noticeably affect the MISE until the 
sample size becomes extrememly large. Silverman [1986] and Scott [1992] suggest 
that the question has been over-emphasized, since the efficiencies of commonly used 
kernel functions are all within about 5% of each other. Both authors suggest choos­
ing a kernel function with appropriate smoothness properties and convenience to the 
app l i ca t ion .  no rmal  ke rne l  wi l l  be  used  he re ,  t o  s impl i fy  the  ca lcu la t ion  o f  b .  
Choosing the window width The correct choice of window width is some­
what more important than the choice of kernel function. Using an h too large will 
cause the density estimate to be over-smoothed; modes of the density will be ob­
scured. If h is too small, the density will be undersmoothed: spurious modes will 
appear, particularly in the tails of the distribition, where only a few points will make 
a sizable contribution to the height of the density function. Undersmoothing is a 
particular concern if one wishes to take derivatives. Hall [1983] suggests that den­
sity estimates should be oversmoothed slightly if derivatives are to be found. If one 
attempts to compromise and choose an h of medium size, both problems will occur; 
the estimate will be oversmoothed in the middle and undersmoothed in the tails. 
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We will follow the suggestion of Silverman and use a variable window width. 
Ideally, the window width should be small in areas of the density where data are 
plentiful, because this will allow for sufficient detail in the density. We would also 
like the window width to be large in the areas where data are sparse, to avoid spurious 
detail in the density. Silverman suggests making the window width for each data point 
proportional to the distance from that point to its r"' nearest neighbor, where r is 
some small integer. This changes the estimate to 
2.4.3 The kernel estimates of fx and Qy 
It is a direct result of (2.6) that the kernel estimate will have derivatives whenever 
the kernel function does. Thus, since we need to find we must choose a kernel 
function that has at least a first derivative defined everywhere. We use the standard 
normal density as the kernel. 
Thus, our estimate of the density of y  will be; 
Where /;,• is defined by 
h {  —  
ho is a constant, and di is the distance from z, to its nearest neighbor. Silverman 
suggests using ho = 1.06cr,^:~5, where cr. is the standard deviation of Z. 
(2.7) 
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where aj = hyoct^, hyo = l.OôSyn""^^^, Sy is the sample standard deviation of the 
observed y's, and d'j is the distance from % to its nearest neighbor. Similarly, 
where cr,- = h^odi, h^o = Sx is the sample standard deviation of the 
observed x's, and f/,- is the distance from x,- to its nearest neighbor. 
2.4.4 Estimating fx  and gy 
Recall that 
y j  = y j  + 
so that the observed value is a convolution of the true (but unobserved) value with the 
measurement error. Furthermore, we have assumed that Y and e are independent. 
Then, by the convolution formula (Chung [1974] p. 144), it follows that 
9 y { s )  =  J 9 v { t ) M s  -  t ) d t  (2.9) 
So the true density of Y is a solution to the integral equation (2.9). The density 
of Y could be estimated by finding a function gvi') that solves the related integral 
equation 
9 y { s )  =  J Ù Y { i ) M s  -  t ) d t  (2.10) 
This is a Fredholm equation of the first type, for which solutions are not readily 
available. (See Corduneanu [1991] for a discussion of such equations.) See Appendix 
C for a proof that, in general, there is no density function that is a solution to (2.10). 
Instead, we will consider modifying the estimate of gy{-) to obtain an estimate of 
qy i - )  
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In light of the previous discussion of kernel estimation (see Section 2.4.2), it 
appears that the critical feature of a successful density estimate is choosing the right 
window width. Thus, it seems likely that we could estimate the density of the under­
lying variable Y from observations {yi,... ,?/„} were it not for the fact that the yj^s, 
because they contain measurement errors, are more dispersed than the Vj's. Thus, 
we need a way to correct for the added variability in the y/s. 
Observe that 
so that <7y, which is the correct quantity to use in calculating the window width, can 
be estimated by 
ày  =  Sy — 
where 5^ is the sample variance of the y/s. 
Thus we can approximate the density of Y by 
Var(?/j) = Varfi'} + Cj) = cry + cr^ 
where rj = 1.06^5^ — cr^ •  d j .  Similarly we can approximate the density of X 
by 
where r; = — cr^ m • cf,, and is the sample variance of the Xj's. Fur­
thermore, we will use as an estimate of gy((), 
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2.4.5 Estimating the bias 
B. 
B  
Now that we have estimates of f x { - )  and gry(-), we can estimate the bias term 
' / 9 'y{^ ) f x { s )d i  
J —CO 
^2 roo n 1 
/ 2^n  j -oo  ^  
1 
1 ( v j  —  S  
r— t - '  J =1 j  
exp 
,VSm g T, 
f i e x p .  
1 / X i  —  s  
t i  
1 ( v j - s  
ds 
27rmn ^ 
X exp 
+  y ]  ^ .3^ - 2sxi  + xf  ^ f s '  
' 0 r-2 '  ds 
t2 n 
27rmn ^  ^  tJ 
f ° °  f V j - s  
X /: 2 ( r 2  +  r ; : )  _  +  z . - T / ' )  _.2_2  •OO \  Tj  y 
n m 2 2 
exp 
1 
•  ds  
1 1 
27717111 —, —I r-
.f >•?] 
,=11=1  27r77 in  ^  ^ t]  
fT;/(T;:' + Tn 
4 _ [(%/jT,^ + 
> ds  
( r (»4i)exp -i 
J-oo \ Tj ) - Tjnl^{Tj'' +rf) 
/ 
;^ Z,TT^)/(T;^ + T,^)r 
T;V/(T;' + T?) 
2'Kmn 
X exp -
n m 1 
E E - '  j=i t=i ~i 
+ T.n + ^ r f j r f  + Tf ) - (2/jTf + 
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X \/^ TjTi  
\/2^ m n  EE ^rf + r? V +r; 
Z/jT? - _ [ 1 
»2 ,  _2 I 1 m T^ + T? 
(T' EE (2.11) 
' •J7rw.n \  pj j  j  I  ^  \  Pa 
where p i j  = y j r ' l  + rj^. Also, recall that r,- = l.OG^s^ — and tJ  = 
1.06^5^ — (t2 di  is the distance from Xi to its nearest neighbor, and dj  
is the distance from yj to its nearest neighbor. Thus, we have an expression for 
B that depends only on cr^ and the data. We can reduce the bias in estimat­
ing 0 = P{Y > A') by using as an estimator 6 = §' + È, where Ô' is given in 
(2.2). 
One could derive the same estimator by defining 9  =  P  { X  < Y ) ,  and, proceeding 
as before, show that E ~ P (X < Y) 4- [F'x (V)]. By defining B' = 
cr-Ey [F'x (V')], substituting gv (•) and finding /x (•) as in 2.4.4, it is a straightforward 
although tedious calculation to show that B' = —B, so that the two bias-corrected 
estimates will be the same. 
It is desirable to to compare the MSE(0) to MSE(0'). An analytical expression 
for MSE(^?) will be difficult to find, since 0 is a non-linear function of the data. 
2.5 Monte Carlo study 
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Table 2.1: 10,000 Monte Carlo simulations, % ~ A^(8,2), V  ~ ^V(12,2), 
e~ 7V(0,1). 0 = 0.9772499. 
bias % bias MSE 
m n 0 0 e e 0 e 
10 10 -0.029 -0.002 0.029 0.002 0.003 0.003 
20 20 -0.028 -0.002 0.029 0.002 0.002 0.001 
30 30 -0.028 -0.001 0.029 0.001 0.002 0.001 
Table 2.2: 10,000 Monte Carlo simulations. A' ~ vV(8,2), Y  ~ vV(10,2), 
e ~ :V(0,1). 0 = 0.8413447 
bias % bias MSE 
m n 0 0 e 0 9 9 
10 10 -0.049 -0.013 0.059 0.015 0.013 0.017 
20 20 -0.049 -0.011 0.058 0.013 0.007 0.009 
30 30 -0.047 -0.008 0.056 0.009 0.006 0.006 
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Table 2.1 contains the results of a Monte Carlo study to compare the MSB's of 
9 and 6'. 10,000 random samples of sizes m = n = 10,20,30 were generated from 
normal distribtions with ax = cry = 2, = 8, and fxy = 12. Random errors were 
also generated from N(0,1) distribution. For each sample, 9 and 6' are calculated. 
The biases of 9 and 9' are also calculated. Finally, the MSB's of 9 and 9' are estimated 
from the simulation. 
The results of this simulation are as follows: the bias of 9' is approximately 3% 
of the area being estimated, while the bias of 9 is less than 0.3%. Furthermore, the 
MSB of 9 is uniformly smaller than the MSB of 9'. 
A second Monte Carlo simulation has also been performed. The results are 
shown in Table 2.2. The data were generated in the same way, except that nx = S 
and hy = 10. In this case, the same pattern is evident, although not as dramatically. 
The bias of 9' is almost 6% in this case, while the bias of 6 is 1.5% or less. Again, 9 
has slightly larger, but quite comparable MSB to 9. 
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Table 2.3: 10,000 Monte Carlo simulations, x  ~ GAM(2,1), y ~ 3 + GAM(2,1), 
7V(0,1). e = 0.9378457. 
bias % bias MSE 
m n 0  è  d  9  à  6  
10 10 -0.041 -0.011 4.39 1.22 0.007 0.006 
20 20 -0.041 -0.009 4.35 0.92 0.004 0.003 
30 30 -0.040 -0.008 4.27 0.81 0.003 0.002 
Table 2.4: 10,000 Monte Carlo simulations, % ~ GAM(2,1), Y ~ 2 + GAM(2,1), 
e ~ iV(0,l). 0 = 0.8647443. 
bias % bias MSE 
m n 0 0 e e e 0 
10 10 -0.059 -0.030 6.85 3.41 0.014 0.013 
20 20 -0.059 -0.027 6.84 3.13 0.008 0.007 
30 30 -0.058 -0.026 6.76 3.03 0.007 0.005 
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The Monte Carlo simulations above were performed on normally distributed 
data. It is possible that the favorable results would not carry over to other distribu­
tions. To explore this possibility, two further Monte Carlo studies were performed. 
The results are in Tables 2.3 and 2.4. 
Table 2.3 is the result of a Monte Carlo study where X has a gamma distribution 
with shape parameter = 2, scale parameter = 1. That is, 
/A'(0 = GAM(2, l ) { t )  =  t t - \  t  >  0. 
Y is also gamma with shape parameter=2 and scale parameter=l, but displaced by 
3 units. That is, V — 3 ~ GAM(2.1). The data were generated as in the studies 
described above, with measurement errors from a N(0,1) population. The results are 
similar to those for normal variates: the bias is reduced from more than 4% to about 
1%, and the MSE is not increased. 
Table 2.4 is a the results of a similar study. Again, x  ~ GAM(2,1), but the 
displacement has been decreased from 3 to 2, so that y — 2 ~ GAM(2,1). This 
will give more "overlap" in the distributions of X and Y. The results here are also 
comparable: The bias is decreased from almost 7% to about 3.5%, and the M S Es of 
the bias corrected estimators are uniformly smaller. 
2.6 Multiple observations 
The bias term B does not depend upon n, and the bias will not go to 0 as n —» oo. 
However, 5 —> 0 as the number of repeated observations on a single unit —+ oo. To 
see this, suppose we take r observations (repeated measures) on each unit. Then our 
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data consist of 
and 
Let 
^ ik  — ^  2  — 1 ,  .  .  .  ,  771  
Vji = ^' + (jf, / = 1,..., r, i = 1,..., n 
- _ If 
= A',- + - ]^ Cifc 
= A',- + ê; 
for ? = 1,..., m, and 
V j  —  4 "  ë j  
for j = 1,.... ??.. Then the repeated-measures estimate of 6 is 
1 " m 
= (y; - ' 
j=i t=i 
and the bias in using 0" to estimate 0 is 
2 
-6 — —c{ fx ,9y )  
r  
Thus, by increasing r, one can reduce the bias in 0'. This may be a practicable 
method, provided cr^ is not so large that a large number of replicates will be needed. 
2.7 Application: Analysis of PKU data 
We will demonstrate a practical application of these calculations to a set of data 
taken on children with Phenylketonuria (PKU). PKU is a rare inherited condition in 
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which the body, because it is lacking an essential amino acid, cannot digest certain 
proteins properly. As a result, a substance called phenylalanine is present in the 
blood of the affected person. Phenylalanine causes certain developmental problems 
to young children, most notably mental retardation. The dataset we examine is of 
largely historical interest: owing to this and similar research, newborns are routinely 
tested for PKU in all developed countries, and the cases are treated with a diet low in 
phenalalanine. Treatment continues throughout the developmental period, and may 
b e  d i s c o n t i n u e d  w h e n  t h e  c h i l d  i s  p h y s i c a l l y  g r o w n .  H o w e v e r ,  a  w o m a n  w i t h  P K U  
must resume the diet during pregnancy, so that the phenalalanine in her blood will 
not cause developmental problems in the fetus. Phenalalanine is present in many 
common foods, notable diet soft drinks, which now contain a warning label to that 
effect. 
These data appeared in Clayton, Moncrieff and Roberts [1967], and are repro­
duced in Appendix A. A longitudinal study was performed of 57 children diagnosed 
with PKU, to assess the affects of the standard dietetic treatment on the children's 
development. The data were gathered at the Hospital for Sick Children in London 
from 1955 to 1965. Variables recorded were: age (in weeks) at detection of condition, 
results of the initial IQ test, duration of treatment (in weeks), quality of treatment 
(as assessed by hospital personnel), last recorded IQ results, education placement, 
and whether or not the child developed infantile epilepsy. 
Infantile epilepsy was considered by the doctors a predictor of future poor de­
velopment. We will use an ROC analysis to examine this, and correct for the mea­
surement errors inherent in IQ measurements. 
For the purposes of our analysis, Y = Last IQ of a PKU child without epilepsy. 
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and X = Last IQ of a PKU child with epilepsy. This definition is necessary since 
we hypothesize £(>'') > E(A'). We will estimate P{Y > to see if the two groups 
(with epilepsy and without) differ in their IQ's. 
The observed values of IQ are of course measured with error. We will take the 
measurement errors to be normally distributed with a standard deviation of 5, as is 
usually assumed. 
For this data, the naive estimator is 
Ô' = 0.896 
while the bias-corrected estimator is 
9  =  0.902 
And we see that in this case, the bias-correction is small, because the measurement 
errors have a small variance. 
This analysis assumes that the measurement errors are normally distributed, but 
makes no assumptions about the distributions of X and V. The density estimates 
that result from the kernel estimation are given in Figure 2.1. These are graphs of 
the functions given in (2.9) and (2.10). Note that the densities of both groups appear 
to be nonnormal, so that an analysis based on normal theory would be inappropriate. 
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Figure 2.1: Kernel estimates of /A' ( - )  a n d  g r i ' )  
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CHAPTER 3. OBSERVER BIASES AND THE TOTAL AREA 
INDEX 
3.1 Introduction 
In the previous chapter, we considered the case where the nonsampling errors 
were "pure measurement errors." That is, the errors were independent (both of 
each other and of the true values) and identically distributed, with mean 0 and 
common variance cr^. Medical laboratory research has documented the fact that 
errors with non-zero mean frequently occur. Begg and McNeil [1988] documented 
bias in radiologic testing. Berbaum et. al. [1989] documented observer bias in ROC 
analysis. Healy [1989] discussed several sources of bias, including observer bias and 
inter-batch variation. We now consider a model where the nonsampling error includes 
a bias term, which might represent the bias of the human observer, the bias of the 
machine making measurements, or some other source of bias. For convenience, this 
will be called "observer bias." 
Section 3.2 considers the simplest case, a single observer with constant bias. In 
this case, it can easily be shown that the observer's bias has no effect on the estimation 
of 0. Section 3.3 considers the case of several observers and one observation made 
on each unit. An expression for the bias in estimating 9 is derived for this case, 
assuming estimates of the observers' biases are available. Section 3.4 looks at the most 
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general case, where there are several observers, and possibly multiple observations on 
the units. Section 3.5 shows how to stratify the samples to obtain a bias-corrected 
estimate of 9 when estimates of the observers' biases are not available. 
3.2 One observer with constant bias 
Suppose all the cases and controls are observed by a single observer, and that 
the bias of his observation is constant. Let ^ denote this constant bias. Then the 
nonsampling error introduced by this observer is composed of two parts: a constant 
bias and a random measurement error. That is, the observation error is of the form; 
/? + e where /? is a fixed but unknown number and e ~ iid (0,cr^) as before. 
3.2.1 The model with a single observer 
Then we observe 
.I'i — -Y; + + Éi, / = 1,..., m (controls) 
Hi = + Cj, j = 1 n (cases) 
3.2.2 Estimating 0  for this model 
Following the same procedure as in Chapter 2, consider the naive estimator 
1 m n 
i=i j=i 
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It seems likely that 0 \  will be a biased estimator of 0 .  To evaluate this bias, we must 
find E (Ôi). 
1 m n 
i=i j=i 
^  '  n .  So, to find E  , we must first find P{yj > z,) for z = 1,..., m, j = 1,..., 
P{yj > ^i) — P{^'j + /3 + Cj>Xi + /3 + e,-) 
=  P ( Y j  >  X i  +  ( e , -  —  C j ) )  
=  P { Y j > X i  +  S i j )  ( 3 . 1 )  
where (5,j = 6, — Cj. Now, (3.1) is the same as (2.3), so the bias will be 
Fx). 
.As before (see (2.11)), the bias can be estimated by 
where 
P i j  =  
Ti = — cr2 m • d{ 
T J  = 1.06^0-2 — n • d'-
d {  is the distance from Xi to its nearest neighbor and d ' ^  is the distance from yj to its 
nearest neighbor. The presence of a constant bias does not change the estimate of B 
since both x and y are observed with the same bias, and the yS's cancel. 
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3.3 Several observers 
More frequently, there will be several observers, each with a different (fixed) bias. 
Let k denote the number of observers. Then for the Z"' observer, / = 1,..., ^ , the 
nonsampling error will be jSt+e where 01 is constant (but unknown) and e ~ iid (0, cr^). 
For simplicity, we will assume one measurement is taken on each unit. 
3.3.1 The model with several observers 
Now we observe vectors ^'1 and where z, = I if the observation is taken 
"«J L J  
by the /''' observer. / = 1 , k .  Also, each observation can be written as: 
X i  =  X {  + + 6,, 2 = i,..., m (controls) 
U j  =  y j  +  ( 3 z j + e j ,  j f  =  1 , . . . ,  n  ( c a s e s )  
The naive estimator of 0 would be 
j = i  i = \  
We will attempt to find the bias of Oi in the same manner as before. 
3.3.2 Estimating the bias of 9i 
As before, in order to find the bias of Ôi as an estimate of 0, it is first necessary 
t o  f i n d  P { Y J  >  X , ) .  
P i V j  >  ^ i )  =  P { y j  +  +  E j  >  A ' , -  +  / 5 , .  +  e , - )  
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roo TOO 
= / / PiXi > a: + (/3z, - AJ + t)fx{x)fs{t) dx dt 
J  —OO V — OO 
roo roo 
= / / [1-Gv-(a: + 
J  —CO «/ —CO 
where Dij = + L Now, using Taylor's theorem as before, 
Ç « . , 4  + D) = Gy(z) + + 6) 
CO roo 
-co J —CO 
where b  G (0, D ) .  So 
f { y j  >  c , )  =  
x f x { x ) f s i t ) d x d t  
rcc foo 
=  [ I  -  G Y { x ) ] f x ( x ) f s { t ) d x d t  
J  —CO J — CO 
OCO D i j  G  Y  (  x  ) f x { x ) f s { t ) d x d t  •CO 
roo foo £)'?. 
n? n3 
1  -  G k(x) - DijG'Y^x) •^GY{X) + h) 
u - -
- ^ G Y { x ) f x { x ) f s [ t )  d x d t  
•CO Z 
rco fco £)?. , 
*/—CO */ —CO o! 
= P(y' > A') - [/I'j - /i'. + G Y [ x ) f x [ x ) f s { t )  d x  d t  
— t^z, + t CO f CO 
/ —CO «/—CO 
rco foo £)?. 
2 
-GY{ x ) fx{ x ) fs i t )  dxdt  
— f f -;^G y \ ^  +  ^ ) f x { x ) f s { t )  d x  d t  
V—CO V—CO ul 
=  P { Y > X ) - j  [/?:_, - &, G 'Y{ x ) f x { x ) f s i t )  d x d t  
J  —CO 
roo rco fj^j, — 1 -j- t^ 
—  /  —  ^  G ' { . { x ) f x { x ) f s { t ) d x d t  j~oo  V—CO Z 
-[ f -:^G y \x  +  b ) f x i x ) f s { t ) d x d t  
J—oo J—00 u;  
= p{y  >  x )  -  (a ,  -  (5r (a ' ) l  -  + 
— / f -:^ Gy^ { x  +  b ) f x { x ) f s { t )  d x  d t  
J —CO V—CO o!  
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1 ^ m 
j=i :=1 
1 n m 
1 ^ I n m 
;;;;gg g*"-- -
^ ^  
^ ^ çrx> TOO 2^3 1 TOO yoo /l
~ ~ z m /  I  - ^ G y  { x  +  b ) f x { x ) f s { t ) d x d t  i t l t l  cc 4/-co a; 
/>(?• > A') - Ex |s,-(A')| ^  t, E(A. - /),,) 
j = l  i = l  
(Ai — + 2(T^ 
2 
1 ^ m 
-C(/a',5I')—E£ j=i i=i 
1 " ^ /-oo fCo 2)3 . 
—  m Z /  I  - : ^ Gy  { x  +  b ) f x { x ) f 5 { t ) d x d t  i j l t l  j — c c  j — 0 0  0 1  
1 n m 
f  ( y  >  % )  -  E x  [ g y - ( % ) ]  —  E E ( ' ^ A  -  / ) = , )  
j=i ,=i 
- c { f x , g y )  0-2 + J_ y y 
6 6 2 
rco rco £)^ 1 JIL yo fOO n3 
I  /  - ^ Gy  { x  +  b ) f x { x ) f s { t ) d x d t  
TTITI V—00 J-cc 0: 
1  "  T H  
f (y > X) - Ex [gy(X)] — Y] 
j=\ .=1  
-Ex [g\ 2 I 1 ^ ^  (A, 
- t t r  r  j=i i=i ^-
1 n m 
p ( y  >  x )  -  e x  bl-(A')l — EE('8-. -&) 
(.^2,- — A; ) + ( 
G y  { x  + b ) f x { x ) f s { t )  d x  d t  
j=i1=1 
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-Ex j=l .=1 
- è è  r  r  ~ + 3(^z. - + t 
j=l :=1 -/-oc -/-GO 3! 
x G y ^ ( i  +  b ) f x { x ) f s { t ) d x d t  
1 n m 
r=i ,=i 
(^2 _L y y (^^•' 
" ^ ^ 6 6  2  
- E x  [i/WA')] 
^ f oo /* oo / /"î /C? \ 3 
- E E /  /  G W ( x  +  i ) / ^ ( x ) / . ( i ) r f x r f <  
, _ 1  - ' - 0 0  - ' - C O  O .  
- t t r r  3 ^ ^ " ~ y o < ^ \ x + b ) M . ) M t ) d x d t  
j  —  l  J — 1  — C O  * / — o o  u .  
- t t f  r  ^ ^ ^ 2 - ^ A ^ G i ? ' ( x  +  6 ) A ( x ) / , ( i ) j x  j=l 1=1 <): 
" "' rco /-oo , 
- X ^ Z ]  /  /  t ^ G y ^ x  +  b ) f x { x ) f s { t ) d x d t  j=i 1=1 
1 ^ m 
= P(y > A') - Jîx lîr( A')l — - A,) 
j=i 1=1 
d t  
- E x  (!/i-(A')| 
j = l  i = l  
r r G<^Hx + b)Mx)Mt)dxdt j= l i= l  'J -  j - o o j - o o  
^f r r ,2^(3),^+i.)^(x)/,(()6 
j=i 1=1 - d t  
Now, we have an expression for e  { o i j ,  but the expression is not useful. It contains 
high-order terms of such forms that they can neither be estimated nor assumed to 
be small. We will have to consider another approach. 
Suppose unbiased estimators of / = 1,..., t are known, and are independent 
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of the data. This would occur, for example, if the estimators were obtained from a 
previous study. If such estimators are not available, a different approach to estimation 
will be needed. (See Section 3.5.) 
3.3.3 Estimating 9 when bias estimates are available 
Assume we have unbiased estimates of the /?'s. That is, we have observed ,/5/ = 
'>^1llJ = l....,/o, where 7; ~ iid(0,ai^),/ = 1,..., Now consider as an 
alternative to Oi, 
o o  
1 n m 
= — E E { i v j  -  - Â, )) 
Now, Ô2 contains two sources of error: the measurement error inherent in the obser­
vation (e) and the error caused by estimating the biases (7). Thus 62 will also be 
biased. 
3.3.4 Finding the bias of Ô2 
1 
=  — E Z f  ( ( % - * ) >  W - À ) )  
j-l 1 = 1 
1 Tz m 
== { ^ ' j  + +  A, + e.- - x , )  
j=i 1=1 
1  n  m  
= — E E ^  - T., > A;- + e.- - 7=.) 
r=i .=1 
1 n m 
- ~ E E ^ (X) > + ((: - €j)) 
^^j=l .=1 
n  m  1 / 
~ E E + (c,- - t j )  +  ( 7 z ;  -  ? : ,  ) )  
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where 
r TY)Tl — r 
— p { y  > x  +  8 )  +  > x  +  8 ' )  
m n  m n  
r = : s,-= 7 = 
— ( ^ i  ~  Êj) 
and S'j = (e,- — Cj) + — 7,,) 
(3.2) 
(3.3) 
Now from (2.5) we have 
f ( y > %  +  6 )  -  f ( y > X ) - ( T : : C ( y x , ^ f y )  
a n d f ( y > %  +  6 " )  -  f ( y > % ) _ Y ! ^ C ( A , ^ K )  
To correct for the bias of O2, we need expressions for Var(6), and Var((5'*). From (3.2), 
we have Var(^) = 2cr^. Recall that 7/ are iid for / = 1,..., A: and e,- (and ej) are iid 
f o r  Î  =  1 , . . . ,  m  ( a n d  f o r  j  =  1 , . . . ,  n ) .  T h u s ,  b  ( s ' )  =  0  a n d  V a r ( 6 * )  =  e  [ ( 6 " ) ^ ]  =  
2(7^ -f 2(7?,. Substituting these expressions into E (^2)^ 
E(Ô,) = JL{f(y>X)-(7^C(/x,gy)} 
m n  ^  J  
H >  x )  -  ç c r ^  + c  { f x ^ g y ) }  
m n  
= f (y > X) - (/x,^r) 
m n  
=  p [ y > x ) - (T- + m n  —  r  
m n  
C" i f x i g v )  
Then the bias of ô 2  as an estimator of 0  is 
b2 'y. 
, m,n — To 
<T^  + (T; 
m n  
C { I x - , 9 y ) -
To estimate this bias, it is necessary to estimate the densities of x  and y  from 
the observed .T'S and J/'s, which contain observation errors. 
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3.3.5 Estimating the densities of the unobserved variables 
For j = 1,..., n, let 
y ]  =  y 3  -  Â j  
= + Êj - Â; 
=  y j  +  -  7 , ^  
= 
where e *  = t j  — Similarly, let x '  = x,- - = X,- + ej for i = 1,..., m. Applying 
the same methods as in Section 2.4.4, we obtain 
-^sKvi-'i-Kspr 
where p'-'^ = rf + as before, r,- = l.Oô^cr^ _ <72 _ 0-2 and 
t J = 1.06^(7^ — (T^ — 0-2 • f/j. 
Then the bias-corrected estimator is 
ô 2  =  6 2  +  b i  
Note, however, that {^j,j = l,...,n} are not independent observations. .Any 
pair y'jiy'j! will be correlated if Zj = zy. If the number of observers k is small, a 
stratified estimator as in 3.5 might be preferred. 
3.4 Repeated observations 
So far, we have assumed that each unit is observed once, but that different units 
may be observed by different observers. If some (or all) of the units are observed 
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several times, the estimate of 9  will have to be revised to account for this. The 
computations will be complicated by the fact that not all units will be observed the 
same number of times. 
3.4.1 The model 
Let Pi be the number of observations on the control, and suppose we observe 
^ik ~ -^i 4" l^^ik ^ ~ • îPt) Î = 1,..., tn. 
.-^Iso, let qj be the number of observations on the j"* case, where we observe 
Uji = yj + /=l,...,9j, ; = l,...,n. 
Then the naive estimator would be 
1  n  m  
I j = i 1=1 
4 = 
where 
y j  1 ^ 
x i  
• is-
and ,3-
= iP-
3.4.2 Finding the bias of O3 
This estimator will be easier to work with if we re-write it as: 
" i It S i .Is 
r 
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Now we will divide the terms into two groups: those where X and Y were observed 
by the same observer, and those where they were observed by different observers. 
1 n m 1 
« 3  =  — E E —  
7^1 mj ^ -  ^i l )  l '= l  1 = 1  
2,(=Zj,/ 
1 ]  P i  
+  I ]  E i  ( y j  +  ^ j l '  -  7 - - , , ,  -  X i  -  e u  +  
t'zzl ( = 1  
Then we can proceed as before to find the bias of ^3. 
I 1 m 1 
1 j  P I 
E E p (v;-> A',. + «,i) 
l'=i 1=1 
: , l = Z j l i  
+ E E P (iS > -V, + «,••) 
l '= i  1=1 
where E(6) = E(5') = 0, Var(6) = 2a^, and Var(6*) = 2(T^ + cr^. 
Now. as before. 
P ( y > X  +  6 )  -  P ( y > X ) - ( 7 : : C ( / A ' , ^ K )  
a n d P ( y > %  +  6 " )  -  P ( y > X ) - ( ( T : :  +  o r ^ ) C ( / x , ^ y )  
So 
where 
e ( 0 3 }  =  P ( y  >  x )  - cp' + 
m 71 j=i1=1 
•J _2 
P i Ç j  
C ( A , g y )  =  
Pi  — # of observations on the f"' control, 
9i = ^ of observations on the j"* case, 
16 
p i  i j  
and r,j = ^ Y] 7 [zu = zji'] 
1=1 i'=i 
3.4.3 Estimating the bias of 63 
It follows that to estimate ^3, the bias of 03, it is necessary to find an estimate 
of C(/A',</>')• We cannot proceed as in Chapter 2 because the units were not all 
measured the same number of times. 
Let y] = ~i2 {Vji - and xj =[xu - /},„) 
% 1=1 p' t=i 
Then we can write 
Û j  =  y j  + ëj + 7j and x '  =  A'.- + e,- + 7.-. 
So E (yj) = Yj and E(x-) = Also, Var and Var (z") = 
gy+g^+g-, 
Pi 
Now, the /yj's no longer have a common density, since the variance of depends 
o n  q j .  H o w e v e r ,  w e  c a n  a p p l y  t h e  m e t h o d s  o f  S e c t i o n  2 . 4 . 4  s e p a r a t e l y  t o  e a c h  i j j .  
(See (2.4.4).) This gives an estimate of the density of Y obtained from {yji,..., yjqj]: 
•2 '  
where tJ = ^qjsj - - <7,2, and 5? = i - TY• 
A separate estimate of the density of Y will be obtained from each yJ. Combining 
all these estimates gives 
9 y { s )  = 
"  J = i  
1 ^ 1  j  
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Similarly, 
where r,- = \Jpisl — — cr^. And it follows that 
i r m n  
where p'j = ^7,-^ + 
And the bias-corrected estimator will be 
3.5 Estimating 9  when bias estimates are not available 
So far, we have assumed that estimates of the observers' biases /3(, / = 1,..., A; 
were available from previous knowledge. If such estimates are not available, a different 
approach will have to be taken to bias correction. It is not possible to design an 
experiment to estimate the biases from samples of cases and controls, because the 
bias and measurement error are confounded. Instead, it will be necessary to stratify 
the sample. For the moment, assume one observation is made on each unit. 
3.5.1 Stratifying the sample 
Consider all the units observed by oberserver 1: that is, all the units for which 
-iorzj = 1. Let mj = # of controls observed by observer 1, and ni = # of cases 
observed by observer 1. We can obtain an estimate of 0 based only on these obser­
vations, since the bias terms will cancel, as in Section 3.2 That is, 
m i n i  
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1 n m 
= IZ li 'Z' ~ - ^=i - G,j 
'"I'll ,=1 
Z,=Zj=l 
n  m 
^ E E W + £i - A', - £.) 
j = i  . _ 1  
Z I  S  J  - ~  1  
1  n  m  
soE(»">) = — E E P(n>-f^+%) 
""l"! ~ 
C,=2j=l 
where 6,j = e,- — Cj ~ iid (0,2(7^). 
Then apply the results of Section 3.2.2 to obtain the bias-corrected estimator 
from the first stratum. Let 0^^^ denote this estimator. That is, 
1 f  y j  -
P i j l  
Z i = Z , = l  
where 
p i j l  =  \/^n + 
Til = i.OG^.sJi — a'^ m~'/^ • f/,1 and rjj = 1.06^.5^1 — cr^ • d'j^ 
(In is the distance from to its nearest neighbor in the first stratum, and c/Jj is 
the distance from ijj to its nearest neighbor in the first stratum, is the sample 
variance of the x'a in the first stratum, and is the sample variance of the y's in 
the first stratum. 
Repeating this procedure for each stratum yields bias-corrected estimates 
..., all estimating 0. Clearly, the preferred estimator of 6 would be a 
weighted average of the 0(')'s: 
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Now. any set of weights W\,W2-,..., iWfc such that I2f=i wi = I will have the property 
that 
E (Ô) = E { o w )  = . . . = E 
so 0  will be bias-corrected to the same extent as ..., If we choose weights 
proportional to the stratum sizes, we get 
m i m  
w i  = -
X! 
/=! 
This gives 
Ô  = E 
/ = i  
k  
m i n i  
Xti m m .  
^mzn/5^'' 
0 (1 )  
! = l  
1=1 
k  
I  1=1 
y ^ m t i i i  g(') + 
rn n  
1  /  V j  -
•- V P i j l  ,  
^ m / n ;  
/=i 
^ m i n t  
/ = i  
+ —c,(A',aK) 
m i n t  
/=i 
where Q { f x ,  S  E  
:=1 j=l 
1  ( V j -  3 : /  
pijl 
I S ] u s t  C  i f X , g y )  
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calculated on the /"* stratum alone. So 
0  = iel 
y ^ m i n i  
1=1 
k 
/=i 
1  m  n  
53 53 
Zi=Zj=l 
+ <'•" 53 ifx^av) 
1=1 
k 
^ m i m  
1=1 
k n i  n  f c  
Z I Z  5 3  ( z / j - 3 : , )  +  5 3 c " ' ( / % , )  
/=i 1=1 j=i /=i 
_ _ 
53 1=1 
In some situations, other weighting schemes might be preferred. 
3.5.2 Multiple observations 
Now suppose there are multiple observations on some or all of the units. .•Vs 
before, let pi = # of observations on the control and suppose we observe 
X{k = Xi + + €ik, k = I,... ,pi, i = 1,..., m. 
Also let qj = jj^ of observations on the case, where we observe 
Vjl ~ "f" "1" ^ — 1 • • • 1 J = 1,..., 
Now, the estimator of 0  based on the first stratum is: 
m  n  P i  1 )  
532323 Z 1=1 j=i /=i i'=i 
Q ( l )  _ = ^  
m  n  P i  t j  
531253 = 1] 
1=1 j = i  i = \  i ' = \  
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1  m  n  p t  Y ;  
=  r E E E  Ë  
^ t=i j = i  1 = 1  ('=1 
m  n  P i  1} 
where Ci = ^ ^  ^ 7 [z,-, = Z;,, = 1] 
1=1 i=i (=1 /'=i 
1  m  n  P i  1 j  
= 7 E E £ E  ^(^ j - + G,() 
11=1 j=i /=i i'=i 
'tl = 2jl(=l 
Then 
1  m  n  P i  1 }  
E(»'") = -EEE £ P(i}>-Yi + <,ji) = P(i'>.\' + <) 
1=1 j=i ;=i 
:il==;(/=l 
The bias-corrected estimator based on the first stratum is 
ô m  =  ê m  +  c ^ c r u x , 9 y )  
where Ciifxigr) is C{fx,gY) calculated on the first stratum alone. That is, 
«'-"•jkUÈ I ('îë'H-ifS?: 
where 
p i r n  = \ / ^ u i  +  Tj;'i^ 
2 '  
Till = 1.06y cr^j - 0-2 
ri/'i = 1.06^cr2^ - (t2 m • £/*,,! 
mi = # of controls in the first stratum, »% = # of cases in the first stratum, (Zni 
is the distance from x,-; to its nearest neighbor in the first stratum and is the 
distance from yjii to its nearest neighbor in the first stratum. 
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Repeating this procedure, we have 
m  n  P i  Q j  
=  è  è  £  s  ^  =  - i ' ' = 5 ]  
1=1 i=i /=i i'=i 
1  m  n  P i  ? j  
=  r é è ê  è  
^ i=l j=l 1=1 l' = i 
1 - " ^ ^ f 1 
= ^SSS s 
«W = «W + -C.(A,<,y) 
for S = !....,&. Then the stratified estimator of 9 is 
Ecii" 
s = —, 
E 
s — \  
This expression can be simphfied, since 
' 2  m  n  P i  1 )  
-it==jj'=i 
2 
V -TT | _ J  j _ j  
Also, 
\  Pij lVs  J  (  ^  \  Pij lVs  
2 i ( = = j ( ' = l  
• I  k  m  n  P i  1]  
«'•' = 7eeee e 
s  s = l  i = l  j = l  ; = 1  | /  =  i  
Z i t = Z j i l = l  
Thus, 
t k  m n  P i  9j 
ê =  è è è è  è  ^h y j i ' - ^ i t )  
3 = 1  a = l  1 = 1  j= l  1=1  i '= i  
• i l = - j t i  =  l  
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so that 
or 
0 = 
mms i tel-'l-ite"'" 
k  m  n  P i  Q j  
z ë z &  è  i ' i v j v - x i i )  
s=l 1=1 j=l /=1 ('=1 
2tl==j(/ = l 
k m n Pi  1}  
z z z z  e  c. 
3=1 1 = 1 j=l 1 = 1 |' = 1 
Asigs I 
- l l ==;|'=l 
t  rn n.  P i  9 ]  
E E E E  E .  c .  
S=1 1 = 1 j = l  1 = 1  t' = l 
1  k  m  n  P i  1 j  
^  =  - È è è è  è  
S = 1 1 = 1 j=l /=1 I'd 
4- 'V ^  ^   ^ / yji' ~ '^lA f / %(' ~ ^iv ^ 
\/^c s s ^  s s v pijjj's / il pu"'. 
-il=îjl' = l 
where 
k m n Pi  I j  
c = E E E E  E  
S=l 1 = 1 j=l i = l (f-l 
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CHAPTER 4. NONPARAMETRIC ESTIMATION OF THE 
PARTIAL AREA INDEX 
4.1 Introduction 
The total area under the ROC curve is a global measure of the ability of the 
separator variable to distinguish between cases and controls. It is calculated using 
all possible values of the probability of a false positive (PFP), including those that 
are large and would never be used in practice. For this reason, a particular separator 
may appear to distinguish well between cases and controls even though it performs 
relatively poorly in the region of interest (i.e. for small values of PFP). 
Thompson and Zucchini [1989] suggested a partial area index as a measure for 
comparing different modalities. The partial area index is defined to be the area under 
the ROC curve as PFP varies from 0 to c for some 0 < c < 1. We will use Oc to 
denote this partial area. Thompson and Zucchini developed a method for estimating 
9c assuming binormal data. When X (the separator variable measured on controls) 
and Y (the separator variable measured on cases) are both normally distributed, an 
expression for 9c is easily derived for any c G [0,1]. The authors do not consider the 
situation where % or Y or both are nonnormal, nor do they consider the effects of 
varying the value of c. Clearly, c should be chosen larger than any PFP that we might 
realistically consider, so the authors suggest that c = 0.20 might be appropriate. 
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In order to apply the index proposed by Thompson and Zucchini to nonnormal 
data, this article will consider modifying the usual nonparametric estimate of 9 to 
obtain a nonparametric estimate of 9c. This modification will be shown to be generally 
biased. Choosing the point c correctly makes the bias negligible. It will be shown 
that this choice of c (which we will denote by c") does not depend on the underlying 
distributions. Thus, Oc» is a truly nonparametric and intuitively appealing estimator 
of Oc"' 
4.2 An expression for 0^ 
Let FTP denote the probability of a true positive. Then for any cut-off value 
P T P u  =  P { Y  >  u )  =  I  —  G Y { U )  
P F P u  =  P { X  >  u )  =  I  —  F x { u ) ,  
u .  
so we can write an equation of the ROC curve that expresses PTP^ as a function of 
PFPu. That is, 
u  =  f y X l - P F P J  
=>PTP„ = 1-Gy [fYXl-PFPjj. 
Letting luj = P F P u , .  
P T P u , ,  = 1 - G y  f v  (4.1) 
Now, for a fixed c, 0 < c < 1, we have 0 < tui < c, so the partial area from 0 to c is 
9c  =  f  PTPu; , f / lWl  J o  
= ^ {l - Gy (1 -
56 
= {l - Gy 
= { ^ - G y  (w?)]} dw2 
where wg = 1 — Wi. Now let t  = F x ^ { i U 2 )  => wg = F x { t ) .  Then we have 
/ • C O  
=  /  [ 1 - G Y { t ) ] f x { t ) d t .  (4.2) 
JF^ (1-c) 
4.3 Estimating Oc nonparametrically 
Now look at the problem of estimating 9c nonparametrically, for some c G (0,1). 
It is clear from (4.2) that we will need nonparametric estimates of Fx{-), Gy(-), and 
c, or Fx'(l - c). 
4.3.1 Estimating (1 — c) 
Let X(2),.... %(,n) be the order statistics of (A'l, A'g,.... Xm)- Let 
Z i  =  F x { X [ i ) ) .  
Then Z, ~ BETA(z,m —i + 1), so E{Zi) = Thus, estimating Oc will be relatively 
straightforward if we choose c = where t E It is clear from above 
that 
17/ V ^ _ m - k + I 
^ \ ^ m - k + l )  —  m  +  1  '  
SO 
P { X  >  ^  —  F x  
= 1 — 
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It follows that 
E (P(X > = 1 -  E(Z^_fc+i) 
TTL — fc "t" 1 
= 1 -
m + 1 
k  
m + 1 
SO is an estimator of the point u such that P { X  >  u )  =  Thus 
X (m-k+ i )  will be used to estimate —  c ) .  
Now, the natural nonparametric estimate of PTPu = P { Y  >  u )  would be 
n • > A'(,„_fc+i)}. Then 
1 ^ "I 
= ïz ^[^9 > 
j=l i = m - k + l  
We will consider next whether or not 0^ is an unbiased estimator of 0^-
4.3.2 The bias of 0^ 
To assess the bias of Ôc, 
(1 n m —  E E  ^ K  > A ' , , i  j=l i=m—fc+l 
•  i S J . ,  
1 , 
=  -  E  ^ ( v > A ' , , , )  
(4.3) 
since the Vj^s are all iid. Now, 
P(K>A'„,) = l-Gr(A',. |)  
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=  j l l - G y ( t ) ] h , „ { t ) d t  
m \  
{ i  —  l)!(m — i)! =  / | 1 -  G y ( ( ) i  l a i o i ' - '  [ 1  -  f . ï d r - '  h m  
Now let V  = F x { t ) .  
>1 
P [ Y > X , , )  =  / [ l - G V ( F v - M ) ]  
=  £ { l - G r [ F A " ' ( K ) j }  
where % ~ BETA(i, m — i + 1). So 
1 ^ 
' z W  =  -  E  B { i - G v [ f 7 ' ( v ; ) ] }  
i=m —A;+l 
Then Oc is not an unbiased estimator of since 
d v  
(4.4) 
m+1 
4.4 Assessing the bias of Oc 
It is not clear from (4.4) how the bias of Oc could be corrected. This will be 
investigated via numeric integration, considering some factors that may influence 
E(Ôc). The following factors will be considered; the skewness of the underlying 
distributions, the sample sizes (m in particular), the chosen value of c. and the 
extent to which /.v(-) and gvi') overlap each other. Since it appears from (4.4) that 
t h e  b i a s  d e p e n d s  u p o n  m ,  w e  w i l l  v a r y  t h e  s i z e  o f  m  a n d  f o r  c o n v e n i e n c e  l e t  n  =  m .  
Dorfman and Alf [1969] showed that when % and Y are normally distributed, 
r  = ~ 
a y  
is a natural parameter oî 0 — P{Y' > X). (Note: in this case, 0  also depends on 
/cy, which we are taking to be 1.) Thus we will use r as a measure of the extent 
to which /A'(-) and gvi-) overlap. 
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4.4.1 Normally distributed separator variable 
The bias of Oc may be quite different for skewed variables than for symmetric 
ones. We will consider first the case where X and Y are both normally distributed, 
and later consider X and Y having gamma distributions, as a representative nonsym-
for A' and Y both normally distributed. The amount of bias in estimating 9c appears 
to be small. However, one must consider that for small values of c, 9c is small also. 
Thus, we will consider 
the proportion of bias in 9c. 
Figures 4.1 through 4.5 show the relationship between PBIAS and c for fixed 
comb i n a t i o n s  o f  m  a n d  r .  I t  i s  c l e a r  t h a t  P B I A S  i s  l a r g e r  f o r  s m a l l e r  v a l u e s  o f  c .  
This is what would be expected, since for small values of c, 9c is small and is being 
estimated by the extreme order statistics, which are generally unstable. 
For each combination of m and r, the curve has a similar shape, suggestive of 
an exponential model. Thus, if we fit such a model to the values of PBIAS resulting 
from the numeric integration, we could predict PBIAS for known values of c, m and 
metric distribution. Numeric integration will be used to find exact values for E(0c) 
This will be done for various combinations of c, m, and r. 
E(0c) is evaluated for a grid of values; 
/7î-|-l rn + l m \ 
T = 1.34,1.5,1.73,2.12,3 
m 20,30,..., 100 
PBIAS 
C  
T. 
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We will fit a model of the form 
PBIAS = a(m, /3 > 0. (4.5) 
Here a(Tn,r) and y5(m,r) are used to indicate that a  and /? will be functions of m  
and r. 
4.4.2 A skewed separator variable 
Next we will evaluate PBIAS when A' and Y come from gamma distributions. 
Again, numeric integration will be used to find exact values of E{9c) for various levels 
of c, and we will vary m and r as well. 
This second set of numeric integrations is performed for 
^ ^ _1 2 
m + l ' m  +  l '  ' m  +  1  
r = 0.71.1.41,2.12,2.83,3.54,4.24 
m  =  20,30,..., 100 
where A' ~ GAM(2,1), V — ~ GAM(2,1), and the threshhold parameter d  is given 
h y  d  =  \ / 2  r .  T o  c o r r e s p o n d  w i t h  t h e  n o r m a l  c a s e ,  r  =  [ E { Y )  —  E ( % ) ]  I ^ J V a r [ Y ) .  
Here we are using the form of the gamma distribution: 
G A M { a , b ) { t )  =  
Figures 4.6 through 4.11 show the results of this second integration. The same 
general shape is evident here, although clearly the parameters of the curve are differ­
ent. Here also, it seems that fitting an exponential model might allow us to predict 
PBIAS as a function of c in a situation where m and r were known. 
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4.5 Developing a linear model for PBIAS 
To fit a set of curves to all these values of PBIAS, we will first define a new 
variable 
!
0 if the distribution is normal 
. 
1 if the distribution is gamma 
Now, to fit a model in the form of (4.4), first note that PBIAS G (—0.5,1.0), so 
by defining y = PBIAS + 0.5, we have y>0. Then we fit the linear model 
In y = ai(m. r, VV) + ti(m, r, W )  •  Inc (4.6) 
where ax{m,T,\V) indicates that the resulting intercept will be a function of m, r, 
and W. The model is fit separately for each combination of {m, r, VF}, using the 
SAS General Linear Models (GLM) procedure. Figures 4.12 through 4.15 show the 
resulting fitted linear models. These figures indicate that both ai and 6% increase 
linearly in m, and that the linear increase may be different for different values of r 
a n d  W .  
This suggests that for each combination of r and W ,  a i  and 6% can be modeled 
by 
a i { m ,  r, W )  = «2(7, VK) + 62(7", I'V^) • m  (4.7) 
,61 (m, r, W )  = a3(r, IK) + 63(7, W )  •  m  (4.8) 
Figures 4.16 through 4.19 show that the resulting estimates &2 and «3 increase with 
T, but 62 and 63 seem to be constant. Thus, «g, 62, «3 and 63 can be modeled by 
02(7", ly) = + b4^T + diW + d2WT (4.9) 
62(7, ly) = 62 (4.10) 
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C3(r, W) = hrdzW(IaWT (4.11) 
h { r , W )  = 63 (4.12) 
Combining equations (4.6)-(4.12) gives a linear model relating \ n y  to Inc, r, m ,  and 
VK; 
In y = ,3o +l3i\n c +/32T +/Sam + I34W + PsT In c +^emlnci-l3rW\nc 
+/?8VFrlnc (4.13) 
4.6 Implications of the linear model 
Fitting this model via least squares to the partial areas obtained by numerical 
integration yields 
In y = -1.01 - 0.31 In c+ 0.12T +0.0014 m - 0.086l'F + 0.12r Inc + 0.0014m Inc 
—0.091V In c — O.OSVKr — 0.04VKr In c (4.14) 
The model fits the generated values of PBIAS with R'^ = 0.80. 
When % and V are normally distributed (W = 0) the model is 
In Y = —1.01 — 0.31 In c + 0.12T + 0.0014m + 0.r2r In c 
= -0.70 +(-0.31+0.12r+ 0.0014m)(l + Inc) (4.15) 
It follows from 4.15 that for normal distributions, choosing c = e"^ will result in an 
expression for the bias that does not depend on r or m. Furthermore, for c = e'\ 
ln(PBIAS + 0.5) = -0.70 => PBIAS ~ 0. 
Let c* = e~^ Then, for normal distributions at least, it would appear that choosing 
c ~ c' will ensure that the bias of 6c is close to 0. This will be true no matter what 
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value r has, which means that Oc* will be comparable for different sets of separator 
variables having different values of r. 
However, this result will not be of much use unless it applies to nonnormal dis­
tributions also. Consider the second set of areas, pertaining to gamma distributions. 
When X  and Y  come from gamma distributions, W  = 1. From (4.14) the fitted 
equation is 
In y = —1.01 — 0.311nc + 0.127 + 0.0014m — 0.086 + .12r In c + 0.0014m In c 
—0.091 In c — 0.04ST — 0.038r In c 
= —1.10 — 0.40 In c + 0.72r + 0.0014m(l + Inc) + 0.082? Inc 
= —0.70 + (—0.40 + 0.72r + 0.0014m)(l + Inc) + O.Olr In c (4.16) 
It follows that,for these distributions, fixing c = e~^ will give an expression for 
bias that does not depend on m, but does depend on r. Note however that when 
c = e"\ 
In 2/ = —0.70 + O.Olr In c = —0.70 — O.Olr 
so the etfect of r on PBIAS is quite small. In fact, 
r = 0.5 => PBIAS Cii —0.01 
and 
r = 0 => PBIAS ~ -0.03. 
Thus, for any reasonable value of r, fixing c ~ e~^ will result in a very small negative 
bias. 
This shows that when X  and Y  are normally distributed or when they have 
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gamma distributions, choosing c ~ c" = e ^ ~ 0.37 will mean that 
n  m  
j=l i=m—fc+l 
is an approximately unbiased nonparametric estimate of Oc-
4.7 Conclusion 
The partial area index 9c is useful for comparing modalities because it does 
not depend on the particular cutoff value chosen, and also it is not affected by the 
performance of the separator at unrealistically high values of the PFP. To estimate 
Oc nonparametrically, it is important to choose c wisely. Choosing c too small will 
result in a substantial bias in estimating Oc. This bias may be positive or negative, 
depending on the underlying distribution of the separator. Furthermore, the biases of 
two sets of separator variables will not even be comparable, since the two will likely 
have different amounts of overlap. For nonparametric applications, choosing c to be 
the member of ..., that is closest to c' will yield a nearly unbiased 
estimate of Oc-. 
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Figure 4.6: Proportion ot" bias in using Oc to estimate r = 0.71, X and Y gamma. 
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CHAPTER 5. A PARAMETRIC APPROACH TO MEASUREMENT 
ERRORS 
5.1 Introduction 
The area under the ROC curve is used to compare the utility of one separator 
variable to another. The total area and partial area indices have been examined in 
the case where X and Y are both normally distributed and measured without error. 
In this chapter we consider hte effects of measurement errors on the estimation of 
0 and Oc for rating data, normal distributions and exponential distribuions. Section 
2 considers the case of rating data. Sections 3 and 4 examine the total and partial 
area indices when the separator is normally distributed and the measurement errors 
are also normally distributed. Sections 5 and 6 look at the total and partial areas 
for exponentially distributed separators, assuming the measurement error has some 
mean a > 0. We will show that for rating data, the measurement errors do not affect 
the estimation of Q. For normal and exponential models, it will be shown that the 
usual estimators of 0 and 9c are biased. Bias-corrected estimators will be found. 
5.2 Rating data approach 
Dorfman and Alf [1969] found an expression for 6 when the available data were 
ratings. The method assumed the ratings were assigned to underlying unobservable 
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normal variâtes. Following the approach of Dorfman and Alf we will assume two 
stimulus classes Si and S2, (controls and cases), and a continuous response Z such 
that Z\S\ ~ 7V(/ii,cTi), and Z\S2 ~ N{(i2,cr2). Now suppose that the response is 
measured with error: that is, we observe z = Z + e, where e ~ N{0,cre)- Suppose 
there are n' + 1 distinct ratings i?i,..., corresponding to n' cut-off points of 
Then 
A, -
R, if 2 < IVi 
RK+\ if VKfc < z < Wk+i 
> Rn'+l  if r > Wn' 
Now, let Zi = Z\Si ,  and Zo = ZjS'g. Then Z\ ~ iV()Ui,cri), and Z2 ~ N{ f i 2 ,cr2). It 
follows that ci ~ + tr^), and zg ~ •/V(/i2, So 
P[Wk < zi < M4+i) = 0 I 
\/o-l +^e 7 \\/Ôf+^ 
where H'7 = (+ crl and 0(-) is the cdf of the standard normal distri­
bution. Also, 
P(Wk < Z 2 <  Wk+i) = $ - a) - $ {bW ' k  - a) 
where a = {^2 — /'i)/\/o"2 -t- ^e, s^nd 6 = + crU^Jal + cr^. Maximum likelihood 
estimates of ..., W*i^ a, and b can be obtained after the method of Dorfman and 
Alf [1969], who provide a computer program to estimate these quantities. 
Note that fii, H2, Ci, and a2 are not recoverable from this method unless is 
known. However, we do not need these quantitties to estimate 0, since 
P { Y > X )  =  J ^ P [ Y > R i ) - P { X  =  R i )  
t=l 
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n ' + l  n ' + l  
1=1 j=t+i 
= E E l$(W;+, - a) - $(5W; - o)] [$(»:;+,) -
1=1 j=I+l 
5.3 A normal separator variable 
Consider the total area under the ROC curve. If we assume a suitable parametric 
model for X (the controls) and Y (the cases), we can directly estimate the area under 
the ROC curve. Denote this area by 6, and recall that 9 = P{Y > A'). 
Suppose ~ iid N{^Lx,cr'x) and ~ iid vV(/(y,(T^) are 
independent samples of cases and controls. To estimate 6  = P{Y  > A"), first note 
that (?' - %) ~ N{^y - liXiCTy + ^ x)-> so 
0  =  P { Y - X > Q )  (5.1) 
_ p I ~ — iP'Y - Mx) ^ — {^J•Y -  fix)  
yjcy + \J(T'y + cri 
= 1 
= ' (^ l) 
by the symmetry of the normal distribution. Then a natural estimator of 0 is 
where Sy is the sample variance of the observed cases and is the sample variance 
of the observed controls. If n* = min(m,n), it can easily be shown via Taylor Series 
expansion that 
E(ê )  =0- i -O(n ' - ' ) .  
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5.3.1 The model with measurement errors 
Now suppose there are measurement errors in the observations. Then we observe 
and t/i, 1/2,..., t/„, where 
X  I  — j ^ I  — 1 ^  . . . f T Ï L  
V j  ~  " I "  5  j  —  
Here A',- ~ ud  N{iJ.x^cr \ )  and Yj  ~ x i d  N { i j ,y , ( ^y )  before; t<,- ~ iid iV(0,crfj 
and Vj ~ iid 7V(0, cr^). Also, assume Ui, X,-, vj and Yj are all independent for 
i  = 1 m, j  = The natural estimator of 9  corresponding to (5.3) is 
now 
where s-y is the sample variance of the y's and 5^ is the sample variance of the x's. 
Result 1: E (Ô') =0 + 0(1). 
Proof: A standard Taylor series expansion of (5.4) gives 
^ = 0( 1 + ^ I ^ ^ I Ki/ — — (/(y — /'A')] 
V^i^/ \/^x + 
2 (cr2 + 0-2) V^CTr + ^ : 
1 - f i x  \ [(2/ - a;) - { / J . Y  -  l - i x ) f  
+ 
/ i y  -  f J ' X  J . I  I  -  f J ' X  \  ,  3 { h y  -  l i x )  J  I  f l Y  -  M A -|9 I / . » I + — ZT5<P 
4{al  + aiy \ \pï^y) 4(cr2 + cr2)" \\/^F+^/ 
((4 + 4) ~ (^J + ^ y)) 
+ Rs 
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It follows that E (0') = 9 -\- 0(1). 1 
Now, to correct for the bias in 6\ first write 
E ( ^0 ' j  ~ P(y  >  x )  
=  P{Y  +  y  >  -Y  +  u )  
= P(y > % + 6) 
where 6  =  u  —  v  ^  iV(0. + a l ) .  So 
E{ 0 ' )  ~ J [ l - G Y { X  +  t ) ] d F s { t )  
= J J [ I - GY { S  +  0] d F x { s ) d F s { t )  
= J j  [ 1  -  G Y { S +  t ) ] f x { s ) f s { t ) d t d s  
Now. a Taylor series expansion of GY{S + t) around the point t = 0 gives: 
G V ( - s  +  t )  =  G yI s )  +  g Y i ^ )  •  t  +  •  —  +  g Y { s )  -  ^  +  ^ 4  
.Assuming R4 can be ignored, 
/2 ,3\1 
f x { s ) f s { t )d td s  E [è'^ ~ 1 - + <?K(5) • /+5f(/(5) • —+^^(5) •— 
= /  /  [1 -  <^V(5)]  fx{s)fs{t)dtds -  J J9Y { S )  • - ;^fxis)fs{t)dtds 
=  J  9 Y { s ) f x { s ) d s  
Thus the approximate bias in using 6' to estimate 9 is 
- B  =  -ivar(«) I g ' y {s)fx{s)ds (5.5) 
I: 
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5.3.2 An expression for the bias 
Before estimating B, it will be helpful to re-write (5.5). Recall that 
1 fs - 2' 
ay 
so 
f l  
.cry J -)exp 
1 (S - I^Y 
ay 
and 
Then we have 
j M s ) h ( s ) d s  =  - / ^ ( s - p , ) e x p | - i ( l ^  
„ 1 . . .J  v-wyL, 
1 
9 a y  -5^/(»-M)exp| 
'2^^ I~ 
1 f, 
f s  -  / l y y  f s -  f i x  
(T.V 
^ ds  
- / (•« - l^x) (  J  ' l -KGyax ^ • • 
f 1 (^.Y + 4) - 2a (Oxpy + fyPf) 
P) ') I alal 
1 
xexpj-- ^ C?5 
1 
'o _ 2  
4% *%+*y 
r 
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xexp H Fy Fj-j ds  
-exp 
2Tr a^,crx 
J  { s -  l ^ x )  
4 , /4 {aluY + (Ty^IXY 
o%Fy (0-% + o-r). 
X 
xexp 
_  9 c  f I  f £ i : £ y + £ i : £ x . X  
V '^+4 ) I '&+4 j 
yexp --
44 
*x+*y 
^ , /4. _ 
Lfy oj, 
/ (  s - fix)exp < -1 <^v^y+g?./xy 4+4 '^ygy 
V^x+' 
27rcry-<T.v 
( T ^ C T i  
2l 
^ ^ _ (o%Py + OyP%) 
2 
+ CyliX _  \  ^  
' X  +  ^Y  
21 
d s  
These expressions will be simplified separately. 
exp< --
exp 
= exp 
= exp 
"2 
[(J\HY +0-v'//A')' 
A' '^X(^yWK + ^Y)\\ 
(Pyoj + PxOy) i^x + c'y) 
f&oy kx + Tyr) 
0^lfy)(py -A^A')^"' 
cr^'O-f. (o-^ +£Tf,) 
21 
I I  Hy — fJ,x 
O'y, 
OxPy + 2o%fyPXPy + OyPj 
FxOy(Fx+Fy) 
and 
o%py + OyPx 
+ <^y — My 
o%py + oyPx - i"y (cri' + ^ y) 
- f  £ T y  
91 
C'y i l^x -^ly)  
so 
J a'v {s) fx {s)ds = 
and 
a-yo-x 
\^/cTl + al  
exp 2 [ /^y ~ 
2 V^crl +cr2 
X 
'«"y (/^x - py) 
, cr_ Y  + cr^ 
V^Tyy 
My - /ix \ J 1 f IJ-Y - i^ix 
r.y  y " n - 2  T%y 
^ / A'y - /^A' 
T X Y  
exp --l  f f lY — t lx 
TXY 
where r.vy = ycr^- + cr^. 
(5.6) 
5.3.3 Estimating B 
It is clear from (5.6) that B can be estimated if estimates of <7^,(7^, 
and r.vy are available. Assume for the moment that unbiased estimates and 
&l exist. The next section will show sampling schemes that yield such estimators. 
Clearly, fiy = ij and fix = x are unbiased estimators. Now r^y = a^ + ay. Also, 
= '^x+^h CTx ~ Similarly, cr^ = cr^-aj. It follows that sl+s^-al-al 
is an unbiased estimate of T\y. Hence, we will use fx y = yjsl + — &l. Thus 
B can be estimated by 
B 
2\ /^ [si  + si  -  àl  -  âl)  +  5 2  - â 2 _ ô - 2 ^  
xexp < Y - X  
2") 
V\/^ (t2 — /T2 
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and 
Ô  =  è '  - V B  
is the bias-corrected estimator of 0 .  
5.3.4 Estimating the measurement error variance 
The measurement error variance can be estimated by taking repeated measure­
ments on each individual. If r,- measurements are taken on the i"' control, we have 
observations 
X i k  =  A'i +  U i k ,  k  =  I  i  =  1 , . . . ,  m  
- - 1 ^ . 
Now let 
for 2 = 1,..., m. Then 
It follows that 
is an unbiased estimator of cr^. 
Similarly, by defining Sj to be the number of measurements taken on the case 
and 
- -Hi — 5% t 
we have that 
S  S  
is an unbiased estimator for a^. 
k=i 
1 ^ 1 
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In the special case where al = al, it follows that 
1 m  1  r i  n  1  s j  
E -—Ï E - 2,)' + E :—7 E (yjk - yj? 
1=1 ^ t=i j=i ^ k=i M  +  N  
is an unbiased estimate of the common variance crl = cr^. U  ^  V '  
5.4 The partial area index: normal model 
We have found an estimate of 9  for the case when X and Y are normally dis­
tributed and measured with error. Now consider estimating Oc under this model. If 
~ N(i.ix,crx) and K ~ iV(/fv,cry), where /.ly > then 
1 ~ C) = (T - c) 4-
where $(•) denotes the standard normal distribution, so from (4.2) we have 
0. = r  
7o-Y<t>~' (1-o-x't -Ml-c)+MX 1 - 0 
^ — /^y Y 
cry ax V (Tx 
where (?(•) denotes the standard normal density. This cannot be simplified analyt­
ically. It can be integrated numerically if the parameters are known. Furthermore, 
Oc can be estimated if the parameters are unknown, by substituting estimates for 
parameters in the expression above. That is, 
fOO 
9c = / 
J s x ^ ~ ^ { l - c ) + X  0, I - 0 
't - y 
dt. 
S X  \  S X  J  
Now suppose there are measurement errors. That is, suppose we observe X  and 
Y, where 
z = % + e and y = Y + e 
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and e ~ jV(0.aj. Now E { x )  =  E { X ) ,  and E { y )  =  E { Y ) .  Also, V a r { x )  =  cr^ +  cr^, 
and Var{y) = (Zy + cr^. If we had an estimate s^, we could estimate a\ and Oy by: 
(Ty = — si and ây = Sy — s^. 
and then estimate Oc by; 
dt (^X \ (^x J 
It is not clear what properties Oc will have. Table 5.1 shows the results of a 
Monte-Carlo simulation of sampling from a normal distribution with measurement 
errors. The Monte Carlo simulation is carried out as follows: first random samples 
of 20 cases and 20 controls are taken from normal distributions. Random errors are 
also generated and added to the observations. Then 9c is calculated for values of c 
ranging from 0.05 to 0.35. This procedure is repeated 1,000 times, so that for each 
value of c, we have 1,000 values of Oc. The sample mean of these 1,000 estimates 
is calculated, and used to estimate the bias of Oc. The sample variance of these 
estimates is also calculated, and used to estimate the variance of 9c. Lastly, these 
estimates are combined to form an estimate of the mean squared error (MSE) of Oc. 
It is clear from these simulations that the bias of Oc is an order of magnitude 
smaller than the bias of Oc, and that this bias reduction is achieved without inflating 
the MSE of the estimator. 
= r  
Jâx'^ '(1—c)+/ix 1 - $ 
t - h  
cry 
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Table 5.1; 1,000 Monte Carlo simulations, X  ~ N0R(4,2), Y  ~ NOR(7,2), 
e ~ NOR(0,0.25) 
e 9 
c 9c Oc Bias MSE Oc Bias MSE 
m = n = 20 
0.05 0.026296 0.0247076 -0.001588 0.0000692 0.0269773 0.0006813 0.000079 
0.10 0.0379085 0.0358624 -0.002046 0.0000525 0.0378287 -0.00008 0.0000508 
0.15 0.042634 0.0407462 -0.001888 0.0000361 0.0423704 -0.000264 0.0000323 
0.20 0.0451915 0.0438298 -0.001362 0.0000243 0.0451946 3.0461E-6 0.0000216 
0.25 0.046921 0.0460047 -0.000916 0.0000165 0.0471656 0.0002446 0.000015 
0.30 0.0490948 0.0476291 -0.001466 0.0000135 0.0485553 -0.000539 0.0000107 
0.35 0.0491482 0.0488331 -0.000315 8.514E-6 0.049656 0.0005078 8.0847E-6 
n = = m = 30 
0.05 0.026296 0.0243136 -0.001982 0.0000487 0.0265935 0.0002974 0.0000537 
0.10 0.0379085 0.0356989 -0.00221 0.0000359 0.0377061 -0.000202 0.0000326 
0.15 0.042634 0.0406639 -0.00197 0.0000241 0.0423544 -0.00028 0.0000203 
0.20 0.0451915 0.0438001 -0.001391 0.0000157 0.0452237 0.0000322 0.0000133 
0.25 0.046921 0.0460192 -0.000902 0.0000106 0.0471596 0.0002386 9.2431E-6 
0.30 0.0490948 0.0475768 -0.001518 9.3123E-6 0.0486407 -0.000454 6.8229E-6 
0.35 0.0491482 0.0488905 -0.000258 5.2641E-6 0.0496565 0.0005084 5.086E-6 
n = = m = 40 
0.05 0.026296 0.0242147 -0.002081 0.0000384 0.0264854 0.0001894 0.0000405 
0.10 0.0379085 0.0357419 -0.002167 0.000029 0.037774 -0.000135 0.0000255 
0.15 0.042634 0.0407442 -0.00189 0.0000198 0.042423 -0.000211 0.000016 
0.20 0.0451915 0.0438709 -0.001321 0.0000128 0.0452714 0.0000799 0.0000106 
0.25 0.046921 0.0460926 -0.000828 8.6154E-6 0.0472297 0.0003087 7.2952E-6 
0.30 0.0490948 0.0476804 -0.001414 7.7756E-6 0.0486569 -0.000438 5.3619E-6 
0.35 0.0491482 0.0489287 -0.00022 4.0861E-6 0.04973 0.0005818 4.2329E-6 
n = = m = 50 
0.05 0.026296 0.0245659 -0.00173 0.0000286 0.0268987 0.0006027 0.0000308 
0.10 0.0379085 0.0361063 -0.001802 0.0000209 0.0381677 0.0002591 0.0000185 
0.15 0.042634 0.0410564 -0.001578 0.0000141 0.0427609 0.0001269 0.0000115 
0.20 0.0451915 0.0441711 -0.00102 9.112E-6 0.0455673 0.0003757 8.0498E-6 
0.25 0.046921 0.0462961 -0.000625 6.2456E-6 0.0474631 0.0005421 5.665E-6 
0.30 0.0490948 0.0478716 -0.001223 5.5968E-6 0.0488941 -0.000201 4.0818E-6 
0.35 0.0491482 0.0490594 -0.000089 3.3079E-6 0.0499178 0.0007696 3.609E-6 
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5.5 The exponential model 
In the field of diagnostic medicine, it is most usual to assume the separator 
variable is normally distributed. We have shown how to correct for measurement 
errors in this case. However, in the reliability field, it is more common to assume data 
come from exponential, gamma or Weibull distributions, and P{Y > X) is used as a 
measure of the reliability of an item. We consider here the simplest case, where X and 
Y corne from exponential distributions. The model will be Xm ~ iid EXP(^) 
and Yn ~ iid EXP(i'), where v > fx > 0. Here we are using EXP(i/) to denote 
the exponential model with density 
f { t )  =  ^ e x p { - t / u } .  •  
Such a model might arise in a manufacturing setting, where the separator variable 
was a lifetime of an item. 
As before, 0  =  P { Y  >  =  P { Y  —  X  >  0), so we need to find the distribution 
o i U  =  Y -  X .  
P { U  <  n )  =  P { Y  - X  < u )  
= 
IJ. + u 
Then P { U  > 0) = Tong [1974,1975] found an exactly unbiased estimate of 
P{Y > X), but it is of a complicated form. Here we will find a simpler estimate, 
which will be adequate; it has bias of a smaller order than will be introduced by the 
measurement errors. 
The naive estimator of 0 = P { U  >  0) would be 0 However, a better 
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estimator can be found. Rewriting we have 
9  =  "  
1 
1 
1+7 
= (1 + 7)"^ 
where 7 = ^ < 1 by assumption. 
The naive estimator of 9  corresponds to 7 = 
Result 2: ^ (7) = 7 + 7/^ + 0 
Proof: Let li{a,b) = Then 
m _ 1 
d a  b  
d h  a  
'db ~ 
m _ 2a 
962 - /,3 
Now 
7  =  Î =  / i  ( x , y ) .  
A Taylor series expansion of y is: 
/i(-Y, y ) = i/) + -(x —  f J - )  —  - ^ { y  — z/) + ^ + (9 
so 
\Y - 2 
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= a + 
u  n  
= t + lt 
u nv 
1 + i) 
n j  u  
n  \  X  
It follows from Result 2 that 
" IMJ Y 
is a better estimator of 7 than is 7. Then we will estimate 6 = (1 +7)"^ by 
è = (i + 7)-\ 
Result 3: If X < V , then E (^6 — 0^ — 0 where n' = min{m, n}. 
Proof: Recall that 7 = ^ < 1 by assumption. Then we can write 
e = (i+7)"' = Ë(-i)V 
t=0 
Also, 7 = (;^) p- < 1, so 
CO 
«  =  ( i + 7 r '  =  £ ( - i ) ' f .  
A;=0 
And since both series converge, we have 
 ^  ^ £ (7 '^ - 7 "^) 
t=o 
Now, 
= 
. n  +  l J  \ Y \  
Expanding this about the point (//, (/), we have 
k  /  , , \  k  /  „  \  A :  , , k — l  
F = n  
n  + 1 
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So 
' M  -  ( I T Î R ) " ( 9 * = ? « ( - ' - ' )  
It follows that 
= (;7^) 7''+ C» (m-^) + O (n-^) 
=  0  ( n ~ ^ j  +  0  +  O  ( n ~ ^ J  
Since this is true for each A; > 1. we have that 
B ( Û - O )  = 0  ( n - ' )  
5.5.1 Measurement errors in the exponential model 
Now consider estimating 0 when the underlying variables are subject to mea­
surement errors. Suppose we have observations 
Xi = Xi + e,-, ?' = 1,..., m (5.8) 
and 
î / j  =  V }  +  C j ,  j  =  (5.9) 
where X i  is the true but unobserved value of the control and V j  is the true but 
unobserved value of the case. Measurement errors take on a different meaning 
when the underlying variables are exponential. We would not expect to observe 
Xi < 0 or 1/j < 0, so it is not reasonable to assume E (e,) = 0. We will assume the e's 
are iid ~ fc (•)• We also assume E (e) = a, where 0 < a < 00. Then 
E { y )  =  i '  +  a  and E  ( x )  =  n  +  a  
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We will assume that either a is known, or that an unbiased estimator à  is available. 
Then the bias-corrected estimator of 0 is 
Result 4: If a  is known, E  (7') = 7-1-0 (n~^). 
Proof: The proof is the same as the proof of Result 2. 
Result 5: If E (â) = a, then E  (7') = j + 0  (ra"), where n* = max{Var (â), n ~ ^ } .  
Proof: Let h{a,b.c) = Then 7' = h{x\y,â), and we can approximate 
E(V) by looking at its Taylor series expansion. 
where 
if a is known 
if c x  is not known 
(5.10) 
d h  
d a  b  -
d h  a  
—  c  
—  c  
d b  (6 
gA I 
d c  
(  - c)' 
(6 - c) + (q - c )  
( 6 - c ) '  
0 
m 
ac2 (6 - c)" 
(6 - c)' 
a  —  c  
So 
7' = h { x , y , à )  
= 5 ^ ^ (à - a) - ^  (y - u) 
101 
and 
E (iO = - - %— + O (Var (6)) + 0 (n ^) .| 
V n \ / 
5.6 Partial area index for the exponential model 
Recall that for a fixed c G (0,1), the partial area PAc is defined by 
/•CO 
PA„ = da= [1 - F Y { t ) ] f x { t ) d t .  
J F ^  (1-c) 
Suppose as before % ~ EXP(/f), and Y ~ EXP(i/), where u > {.i. For 
moment, we shall assume X and Y are measured without error. Then; 
Fx(i) = l-e-"' 
f , { t )  =  i e - " '  
M 
I - F r i t )  =  e - ' / "  
F x ^ { l  —  c )  =  — / . l i n e  
Now we can evaluate Oc as: 
Oc = r  
J— f i l n c  f . 1  
=  ( l + 7 ) ~ ^ c ^ + ' ^  
where 7 = ^ as before. 
Following Result 2, we will let 7 = (^) y as in (5.7), and estimate 9c by 
0; = (l + 7)-ic^+r 
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If X  and Y  are measured with error as in (5.8) and (5.9), the bias-corrected 
estimator of 0c is 
where 7' is given by (5.10). 
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APPENDIX A. PKU DATA 
The data are reproduced from Clayton, Moncrieff and Roberts [1967]. 
Age Initial Duration Quality Last Epilepsy Placement 
detected IQ of trt of trt IQ 
2 107 37 1 111 0 1 
3 119 376 1 79 0 2 
3 74 30 1 104 0 1 
4 133 16 1 119 0 1 
5 111 45 1 120 0 1 
6 108 104 1 95 0 1 
6 94 52 1 106 0 1 
6 83 158 2 90 0 1 
S 90 108 1 100 0 1 
8 95 104 1 98 0 1 
17 70 17 1 85 0 1 
18 65 476 1 82 0 2 
19 83 320 1 78 0 2 
26 74 212 1 65 0 1 
28 102 260 2 109 0 2 
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Age Initial Duration Quality Last Epilepsy Placement 
detected IQ of trt of trt IQ 
28 15 160 39 0 1 
28 18 221 1 30 0 1 
37 31 292 1 61 1 3 
38 29 396 1 55 0 3 
38 65 208 1 73 1 2 
41 41 372 1 51 1 3 
52 8 368 1 27 1 4 
52 51 87 1 65 1 
55 45 132 36 1 6 
57 21 260 1 23 1 6 
59 44 360 1 44 1 6 
61 45 106 1 44 1 4 
62 58 15 1 58 1 1 
64 36 464 1 33 1 5 
66 32 364 1 27 1 6 
68 57 520 1 68 2 
69 28 416 1 41 1 4 
70 11 78 1 8 1 6 
71 33 104 2 30 1 
88 57 60 1 70 0 1 
88 42 156 38 0 4 
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Age Initial Duration Quality Last Epilepsy Placement 
detected IQ of trt of trt IQ 
104 24 468 1 20 1 6 
104 71 520 1 82 0 2 
104 70 296 1 98 0 2 
104 34 72 2 46 0 1 
113 36 220 1 71 0 2 
114 20 104 1 18 1 6 
122 23 264 2 19 1 4 
122 48 224 2 61 0 3 
124 35 256 4 26 0 4 
128 49 212 2 53 0 3 
128 70 268 1 100 0 2 
138 47 288 2 67 0 3 
146 40 120 2 61 0 3 
168 36 184 1 39 1 1 
196 92 112 1 105 0 2 
199 67 160 1 70 0 3 
213 64 72 2 56 0 3 
305 38 312 2 53 0 4 
321 105 16 1 104 0 2 
450 49 320 2 45 0 1 
496 47 28 4 49 0 4 
I l l  
APPENDIX B. JACKKNIFE ESTIMATE OF BIAS 
Let 0 be the usual Mann-Whitney statistic. We will show that the jackknife 
estimate of the bias of 9 is identically 0. 
The Mann-Whitney statistic is usually written as 
,= i  j= i  
where 
?/>(/) = 
1 if t < 0 
0 if t > 0. 
but it will be more convenient to consider the Wilcoxan version of the same statistic: 
è = — 
mn 
Y - R i -j=i 
n { n  -f 1) 
where Rj is the rank of yj in A = {zi,..., X m ,  i/i, • •  • ,  2 / n }  
Then the Â;"' pseudo-value is the same statistic calculated on the A^''\ where 
is A with the observation omitted, for k E {1,..., m n}. 
Now, the observation must be either an z or a y. Suppose first it is a y-value. 
Then the A;"* pseudo-value will be 
= 
1 
m { n  — 1) 
where R'j = 
Rj 
n(n - 1) 
if Rj <  Rk 
Rj  — 1 if Rj >  Rk 
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m { n  —  1) 
1 
m(n — 1) 
1 
m(n — 1) 
where Q j  
1 
m(n — 1) 
1 
m(n — 1) 
1 
E  « > • - f  I f t  <  ï t l  +  E  W - - 1 )  • - r  > ! / < . ! -
Ê IÎ, - FT - ( E FT -j=i \j#fc / - , 
is the rank of y j  in {2/1,..., î/n} 
ÊB, - FT - FTQI-E^ -j=i u=i 
m(n — 1) 
t  f t  -  f t  - 1 1  f t  -;=i 
n  
Vi=i 
j=i 
T- ^  n n + 1) 
since }_^Qj = J2j = 5 
j=i j=i 
Now suppose the omitted value is an x-value. Then 
1 ((k) = 
(m — l)n.  ± R - - ' ± ^  j = l 
where R'4 = 
R j  if Uj < Xk 
R j  -  1  i f  y j  >  X k  
1 
( m  —  l ) n  
1 
{ m  —  l)n 
Ê  f t  •  /  k  <  x i j  +  Ê  ( i ? i  - 1 ) .  /  k  >  ^ ^ - . 1  -
.7=1 
n  
j=l 
IZ H ^  [% > a;fc] j=l j=l 
n(n + 1) 
Now we have an expression for the Â;"' pseudo-value. The jackknife estimate 
of bias involves the average of the (m-i-n) pseudo-values. We will show that t, the 
average of the (m-l-n) pseudo-values is just 6. It follows from this that the jackknife 
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bias-corrected estimator is also 6 .  The sum of the pseudo-values is: 
m+n 
E k=l 
n+m 
'" '  =  E '" '+  E  
fc=l k=n+l  
—-—è m(n - 1)  ^
1 
Ê - fit + Qt 
;=i 
n+m 
n 
E R i -
j = l j = l 
n  n ( n - l - l )  1 5: a* 
m ( n - l )  2  m ( n  -  1 )  
+ 
n 71 1 n+m n 
Z Q t  +  7 - — r r -  t ^ R h -  J - —E Ë ^  [ V j  >  
m(n - 1) iei (m - l)n ^ (m - l)n 
m  n ( n - F l )  
(m — 1)?7. 2 
n ^ m 
jn{n — 1) (m — l)n 
1 " 
Efii + 
E ^ i -j=i 
n ^ m n { n  +  1) 
m { n  — 1) (m — l)nj 2 
1 n(n + 1) 
m { n  —  1 )  2 
1 
( m  -  l ) n  Efij j=i 
n — 1 ^ m — 1 
ni^n -|-1) 
2 
J j=i m ( n  -  \ )  { m  —  l ) n  
y — ^  
n — 1 ^ m — 1 
m { n  — 1) (m — l)n 
n { n  -f 1) 
m + n 
mn ;=i 
Then the average of the pseudo-values is 
1 m+n 1 
t  =  - J — T t ^ ' ' ) = = - L  
mn 
Finally, the jackknife bias-corrected estimator of 6 is 
;=i 
= 9. 
n è  —  { n  —  1 ) <  =  n O  —  { n  —  1 ) 0  =  6 .  
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APPENDIX C. A SOLUTION TO THE FREDHOLM EQUATION 
One way to estimate the density of the unobservable variable Y would be to 
write the convolution equation 
We see from this that the true density of F is a solution to the integral equation C.l. 
Then the density of Y could be estimated by finding a function ^k(") that solves the 
related integral equation 
This is a Fredholm equation of the first type, for which solutions are not readily avail­
able. (See Corduneanu [1991] for a discussion of such equations.) The propositions 
below will show that, in general, no proper density function solution exists. 
We will begin by finding a solution for the special case when fc{-) is a normal 
density and gy{-) is a kernel estimate using a normal kernel. 
Result 1: Suppose e ~ jV(0, cr^), 
9 y { s )  =  J  9Y{ t ) f c {s -  t ) d t  (C.l) 
(C.2) 
and j = 1, ... ,n, Then 
(C.3) 
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is a solution to C.2. 
Proof: Since e ~ N { 0 , a ^ ) ,  
j 9 Y { t ) M s  -  t ) d t  
= / 
'  t  \/2iTn j _ j  ^cTj —  c r  
:exp 1  /  i - I / j  
1 1 /s — t 
\/2ïï-i TTcr 
- e x p < - -
2 V (7 
2  \ ^ c T ] - ( r 2 /  J  
dt 
2TTna ^ { 2 
—L_ V-7=^= / 
27r7i(7 ycr? - (T2 ^ 
-  2 / j ) ^  ( " S  —  t )  21 
CTj — (T^ dt 
e x p ^ - -
((7j - - 2si + t'^) 
(T^ (cr? — 
27rncr ^ | 2 
( t ^  -  2 t y j  +  y | )  
Cr^ ((T? — 0-2^ 
dt 
t'^cr] - 2t (cr^y] + s (ct? - cr^)) 
(j2 (cr| — 
X  e x p ^  - -
5^ 
+ -% 
a'j — cr'^ a dt 
2irncr ^ ^ a] - | 2 
t^ - 2t (a'^yj + j (a] - CT" )  / CT] )  
0-2 
X  e x p < - -
L<T| — (T^ 0-2 dt 
2iTnar è - £72 / { 2 
[CT^T/j + s (o-? - cr2) I a] 
t^ - 2f (cr^y; + a ((t| - cr^) /erj) 
cr2 (a? - (T2) /or? 
0-2 (cTj — 0-2^ /crj 
X exp 
2/? + 5 (a] - a^) /a] 21 
a\ — a'^  ' 0-2 /t2  ^ ^ 2  _  ^ 2 ^  / ^ 2  £T2 (a? - a2) / a ]  
dt 
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1 ^ 1 f  
27rn(T ^ - cr^ J 
t - {<^hj + 5 (C7? - (T^) /a]) 
X exp 
r? — it2 H n  —  
(7^ — cr2^ /cr? 
2 pT/j + 3 (crj - o-^)]' 
d t  
(T^crf (crj - 0"^) 
+ s^cr? (cr| - 0-2) - + s (a] - cr^)]' 
fZcr? 
X exp 
E ~\/^j ~ f'exp < 
a-^cr]y] + s^a] (a? - a') 
\/^n j - i  cricri — 0-2 cTj 
cr 'yj + 2<7^2/j6 (crj - + 5^ (<%? - cr^Y 
a ^ a ]  [ a ]  -  a ^ )  
cr'^aj (^aj — cr^j 
1 1 cr^j/j (cr| - 0-2) + s'^a] (a? - cr^) 
(T^crJ ^cr? — cr^j 
-la'^yjs (cr] - cr^) - 5^ (crj - cr^)' 
(T'CTj ^(Tj — cr^j 
a'^yj + s^cr? — 2(T^yjS — 
cr'^a-'j 
7S~n'^,7-r''\-~2 
1  "  1  r  1  
a - y j  —  2 a ' ^ y j S  + 5^cr^ 
(72 cr? 
I ( y j  -  2 y j S  + 5 
— 9 y { ^ )  
Result 1 demonstrates the existence of a solution to C.2. For integral equations 
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of this type, solutions are not generally unique. Result 2 shows to what extent g v i ' )  
may be considered unique. 
Result 2: Let gri') be as in C.3. Then gvi-) is the only solution to C.2 that is 
a proper density function. 
Proof: Recall that gy{-) is a kernel estimator which uses a normal kernel func­
tion. Thus, gy{-) is a proper density function. It is clear that gvi-) is also a proper 
density function, and fc{-) is a density function also. Thus, each of these densities has 
a corresponding characteristic function, which we will call yy, ipy and respectively. 
As a direct result of C.2 we have 
i P y = i p Y -  ye 
Furthermore, c  ~ N { 0 , a ^ )  so </?£ is non-vanishing. Thus, we can write 
yy = 
Now suppose there exists another solution to C.2 which is also a proper density 
function. Call this solution , and its corresponding characteristic function c^y. 
Then we have 
Vy = V'y • Vc 
and 
yy = = yy, 
and the result follows from the uniqueness of characteristic functions. i 
The density estimate given in Result 1 is only a real-valued function when 
cr? > (T^, j = l,...,n. In general, however, this inequality will not hold. Thus, 
no real-valued solution to the Fredhold equation exists when e ~ A^(0, cr^). It follows 
that in general, no solution to the Fredholm equation exists. 
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It might be possible to redefine aj so that the solution given in Result 1 would 
be real-valued. However, this is not practicable. Recall that aj = l.OQsyU'^^^dj, and 
depends on the distance from yj to its nearest neighbor; forcing crj to be bigger than 
cr^ would result in a drastically over-smoothed density estimate. 
The same argument shows that an estimate of this type for f x i : )  does not exist 
either. 
