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FUNCTIONAL A POSTERIORI ERROR ESTIMATES FOR PARABOLIC
TIME-PERIODIC BOUNDARY VALUE PROBLEMS
ULRICH LANGER, SERGEY REPIN, AND MONIKA WOLFMAYR
Abstract. The paper is concerned with parabolic time-periodic boundary value problems
which are of theoretical interest and arise in different practical applications. The multiharmonic
finite element method is well adapted to this class of parabolic problems. We study properties of
multiharmonic approximations and derive guaranteed and fully computable bounds of approxi-
mation errors. For this purpose, we use the functional a posteriori error estimation techniques
earlier introduced by S. Repin. Numerical tests confirm the efficiency of the a posteriori error
bounds derived.
1. Introduction
Initial-boundary value problems for parabolic equations describe many quite different physical
phenomena such as heat conduction, diffusion, chemical reactions, biological processes, and tran-
sient electromagnetical fields. The numerical simulation of these phenomena is usually based on
time-integration methods together with a suitable space discretization, see, e.g., the well-known
monograph [28] and the references therein. In many practically interesting cases, for instance, in
electromagnetics and chemistry, the processes are time-periodic, see, e.g., [1]. In this case, the
initial condition must be replaced by the time-periodicity condition. Standard time-integration
methods may be less efficient then methods based on approximations in terms of Fourier series.
This paper deals with this type of approximations. In fact, it is devoted to the a posteriori
error analysis of parabolic time-periodic boundary value problems in connection with their mul-
tiharmonic finite element discretization. More precisely, all functions are expanded into Fourier
series, approximations are presented by truncated series and the Fourier coefficients are approx-
imated by the finite element method (FEM). This so-called multiharmonic FEM (MhFEM) or
harmonic-balanced FEM was successfully used for the simulation of electromagnetic devices de-
scribed by nonlinear eddy current problems with harmonic excitations, see, e.g., [30, 2, 3, 7] and
the references therein. Later, this discretization technique has been applied to linear time-periodic
parabolic boundary value and optimal control problems [12, 13, 18, 21, 29] and to linear time-
periodic eddy current problems and the corresponding optimal control problems [14, 15, 16]. In
this framework, we deduce a posteriori error estimates which provide guaranteed and fully com-
putable upper bounds (majorants) of the respective errors. To the best of our knowledge these
estimates are new. Our approach is based on the works of Repin, see, e.g., the papers on para-
bolic problems [24, 10] as well as on optimal control problems [8, 9], the books [25, 22], and the
references therein. In particular, our a posteriori error analysis uses the techniques close to the
one suggested in [24], but the analysis contains essential changes. In the MhFEM setting, we are
able to establish inf-sup and sup-sup conditions from which we deduce existence and uniqueness
of the solution to the parabolic time-periodic problems by applying the theorem of Babusˇka and
Aziz. Then, we deduce the a posteriori estimates, which are very valuable for the evaluation
of quality of the multiharmonic finite element solution because they can judge on the quality of
approximation for any particular harmonic. This is highly important because for linear time-
periodic parabolic problems, the computations of the Fourier coefficients corresponding to every
single mode k = 0, 1, . . . are decoupled. Hence, we can use different meshes independently gen-
erated by adaptive finite element approximations to the Fourier coefficients for different modes.
Then, by prescribing certain bounds, we can finally filter out the Fourier coefficients, which are
important for the numerical solution of the problem. Altogether, such an adaptive multiharmonic
finite element method (AMhFEM) yields complete adaptivity in space and time. This work is a
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starting point for the construction of this AMhFEM, which utilizes the above principles. However,
in this work we are not focused on mesh adaptation issues. This will be the subject of a separate
paper. Our goal is to provide a detailed a posteriori error analysis of a parabolic time-periodic
boundary value problem in the context of the MhFEM leading to guaranteed, computable upper
bounds with efficiency indices close to one.
The paper is organized as follows. In Section 2, we discuss a space-time variational formulation
for parabolic time-periodic boundary value problems that forms the basis of the MhFEM con-
sidered in Section 3. Section 4 is devoted to the derivation of functional type a posteriori error
estimates adapted to problems in question. Finally, in Section 5, we discuss some implementation
issues and present first numerical results.
2. A parabolic time-periodic boundary value problem
Let QT := Ω× (0, T ) denote the space-time cylinder and ΣT := Γ× (0, T ) its mantle boundary,
where Ω ⊂ Rd, d ∈ {1, 2, 3}, is a bounded Lipschitz domain with the boundary Γ, and (0, T ) is a
given time interval. The following parabolic time-periodic boundary value problem is considered:
Find u such that
σ(x) ∂tu(x, t)− div (ν(x)∇u(x, t)) = f(x, t) (x, t) ∈ QT ,(1)
u(x, t) = 0 (x, t) ∈ ΣT ,(2)
u(x, 0) = u(x, T ) x ∈ Ω,(3)
where f(x, t) is a given function in L2(QT ), and σ(·) and ν(·) satisfy the assumptions
0 < σ ≤ σ(x) ≤ σ, 0 < ν ≤ ν(x) ≤ ν, x ∈ Ω.(4)
In order to study the parabolic time-periodic boundary value problem (1)-(3), we will derive
space-time variational formulations in Sobolev spaces of functions in the space-time cylinder QT
using the approach similar to that used by Ladyzhenskaya et al., see [19, 20]. Let the Sobolev
spaces H1,0(QT ) = {u ∈ L2(QT ) : ∇u ∈ [L2(QT )]d} and H1,1(QT ) = {u ∈ L2(QT ) : ∇u ∈
[L2(QT )]
d, ∂tu ∈ L2(QT )} be equipped with the norms
‖u‖H1,0(QT ) :=
(∫
QT
(
u(x, t)2 + |∇u(x, t)|2) dx dt)1/2 and
‖u‖H1,1(QT ) :=
(∫
QT
(
u(x, t)2 + |∇u(x, t)|2 + |∂tu(x, t)|2
)
dx dt
)1/2
,
respectively, where ∇ = ∇x and ∂t denote the generalized derivatives with respect to x and t. The
Sobolev space H0,1(QT ) = {u ∈ L2(QT ) : ∂tu ∈ L2(QT )} is defined analogously. Furthermore,
the boundary and time-periodicity conditions are included by defining the Sobolev spaces
H1,00 (QT ) = {u ∈ H1,0(QT ) : u = 0 on ΣT },
H1,10 (QT ) = {u ∈ H1,1(QT ) : u = 0 on ΣT },
H0,1per(QT ) = {u ∈ H0,1(QT ) : u(x, 0) = u(x, T ) for almost all x ∈ Ω},
H1,1per(QT ) = {u ∈ H1,1(QT ) : u(x, 0) = u(x, T ) for almost all x ∈ Ω},
H1,10,per(QT ) = {u ∈ H1,10 (QT ) : u(x, 0) = u(x, T ) for almost all x ∈ Ω}.
For ease of notation, all inner products and norms in L2 are denoted by (·, ·) and ‖ · ‖, if they are
related to the whole space-time domain QT . If they are associated with the spatial domain Ω,
then we write (·, ·)Ω and ‖ · ‖Ω, which denote the standard inner products and norms of the space
L2(Ω). The symbols (·, ·)1,Ω and ‖ · ‖1,Ω denote the standard inner products and norms of H1(Ω).
The functions used in our analysis will typically be presented as Fourier series, i.e.,
v(x, t) = vc0(x) +
∞∑
k=1
(vck(x) cos(kωt) + v
s
k(x) sin(kωt))(5)
FUNCTIONAL A POSTERIORI ERROR ESTIMATES FOR TIME-PERIODIC PARABOLIC PROBLEMS 3
with the Fourier coefficients
vc0(x) =
1
T
∫ T
0
v(x, t) dt,
vck(x) =
2
T
∫ T
0
v(x, t) cos(kωt) dt, vsk(x) =
2
T
∫ T
0
v(x, t) sin(kωt) dt,
where T and ω = 2pi/T denote the periodicity and the frequency, respectively. Moreover, we
define additional function spaces, see [21], in order to derive a symmetric variational formulation
of problem (1)-(3). The function spaces H
0, 1
2
per (QT ), H
1, 1
2
per (QT ) and H
1, 1
2
0,per(QT ) are defined by
H
0, 1
2
per (QT ) = {u ∈ L2(QT ) :
∥∥∂1/2t u∥∥ <∞},
H
1, 1
2
per (QT ) = {u ∈ H1,0(QT ) :
∥∥∂1/2t u∥∥ <∞},
H
1, 1
2
0,per(QT ) = {u ∈ H1,
1
2
per (QT ) : u = 0 on ΣT },
respectively, where
∥∥∂1/2t u∥∥ is defined in the Fourier space by the relation∥∥∂1/2t u∥∥2 := |u|2
H0,
1
2 (QT )
:=
T
2
∞∑
k=1
kω‖uk‖2Ω,(6)
where uk := (u
c
k, u
s
k) for all k ∈ N. These spaces are equipped with the scalar products(
∂
1/2
t u, ∂
1/2
t v
)
:=
T
2
∞∑
k=1
kω(uk,vk)Ω,
(
σ∂
1/2
t u, ∂
1/2
t v
)
:=
T
2
∞∑
k=1
kω(σuk,vk)Ω.(7)
The seminorm and the norm of the space H
1, 1
2
per (QT ) are defined by the relations
|u|2
H1,
1
2 (QT )
= ‖∇u‖2 + ‖∂1/2t u‖2 = T ‖∇uc0‖2Ω +
T
2
∞∑
k=1
(
kω‖uk‖2Ω + ‖∇uk‖2Ω
)
and
‖u‖2
H1,
1
2 (QT )
= ‖u‖2 + |u|2
H1,
1
2 (QT )
= T (‖uc0‖2Ω + ‖∇uc0‖2Ω) +
T
2
∞∑
k=1
(
(1 + kω)‖uk‖2Ω + ‖∇uk‖2Ω
)
,
respectively. Furthermore, we define
v⊥(x, t) :=
∞∑
k=1
(−vck(x) sin(kωt) + vsk(x) cos(kωt))
=
∞∑
k=1
(vsk(x),−vck(x))︸ ︷︷ ︸
=:(−v⊥
k
)T
·
(
cos(kωt)
sin(kωt)
)
.
(8)
Note that the relation ‖u⊥k ‖2Ω = ‖uk‖2Ω is valid.
Lemma 1. The identities(
σ∂
1/2
t u, ∂
1/2
t v
)
=
(
σ∂tu, v
⊥) and (σ∂1/2t u, ∂1/2t v⊥) = (σ∂tu, v)(9)
are valid for all u ∈ H0,1per(QT ) and v ∈ H0,
1
2
per (QT ).
Proof. Using the definition of the σ-weighted scalar product in (7) and inserting the Fourier
expansions of
∂tu(x, t) :=
∞∑
k=1
[kω usk(x) cos(kωt)− kω uck(x) sin(kωt)]
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as well as (8) into the inner products, we obtain
(
σ∂
1/2
t u, ∂
1/2
t v
)
=
T
2
∞∑
k=1
kω(σuk,vk)Ω =
T
2
∞∑
k=1
kω(σu⊥k ,v
⊥
k )Ω
=
T
2
∞∑
k=1
kω(σ(−u⊥k ), (−v⊥k ))Ω =
(
σ∂tu, v
⊥)
with u⊥k = (−usk, uck)T for all k ∈ N, and
(
σ∂
1/2
t u, ∂
1/2
t v
⊥) = T
2
∞∑
k=1
kω(σuk,v
⊥
k )Ω =
T
2
∞∑
k=1
kω(σ(−u⊥k ),vk)Ω =
(
σ∂tu, v
)
.

Hence, the following orthogonality relations hold:(
σ∂tu, u
)
= 0 and (σu⊥, u) = 0 ∀u ∈ H0,1per(QT ),(
σ∂
1/2
t u, ∂
1/2
t u
⊥) = 0 and (ν∇u,∇u⊥) = 0 ∀u ∈ H1, 12per (QT ),(10)
where, e.g.,
(
ν∇u,∇u⊥) = ∞∑
k=1
(ν∇uk,∇u⊥k )Ω = 0 ∀u ∈ H1,
1
2
per (QT )
with ∇uk := ((∇uck)T , (∇usk)T )T and ∇u⊥k := (−(∇usk)T , (∇uck)T )T for all k ∈ N. The identity∫ T
0
ξ ∂
1/2
t v
⊥ dt = −
∫ T
0
∂
1/2
t ξ
⊥ v dt ∀ ξ, v ∈ H0,
1
2
per (QT )(11)
is also defined in the Fourier space yielding the definitions
(
ξ, ∂
1/2
t v
)
:=
T
2
∞∑
k=1
(kω)1/2(ξk,vk)Ω(12)
as well as
∂
1/2
t ξ(x, t) :=
∞∑
k=1
(kω)1/2 (ξck(x) cos(kωt) + ξ
s
k(x) sin(kωt))
and
∂
1/2
t ξ
⊥(x, t) :=
∞∑
k=1
(kω)1/2 (−ξsk(x) cos(kωt) + ξck(x) sin(kωt)) .
Hence,
(
ξ, ∂
1/2
t v
⊥) = T
2
∞∑
k=1
(kω)1/2(ξk,v
⊥
k )Ω = −
(
∂
1/2
t ξ, v
⊥),
(
ξ, ∂
1/2
t v
⊥) = T
2
∞∑
k=1
(kω)1/2(ξk,v
⊥
k )Ω =
T
2
∞∑
k=1
(kω)1/2(−ξ⊥k ,vk)Ω
= −T
2
∞∑
k=1
(kω)1/2(ξ⊥k ,vk)Ω = −
(
∂
1/2
t ξ
⊥, v
)
and all these identities coincide with the identities (9) in Lemma 1.
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We note that for functions presented in terms of Fourier series the standard Friedrichs inequality
holds in the form
‖∇u‖2 =
∫
QT
|∇u|2 dx dt = T ‖∇uc0‖2Ω +
T
2
∞∑
k=1
‖∇uk‖2Ω
≥ 1
C2F
(
T ‖uc0‖2Ω +
T
2
∞∑
k=1
‖uk‖2Ω
)
=
1
C2F
‖u‖2.
(13)
In order to derive the space-time variational formulation of the parabolic time-periodic prob-
lem (1)-(3), the parabolic partial differential equation (1) is multiplied by a test function v ∈
H
1, 1
2
0,per(QT ), integrated over the space-time cylinder QT , and after integration by parts with re-
spect to the space and time variables, the following “symmetric” space-time variational formulation
of the parabolic time-periodic boundary value problem (1)-(3) is obtained: Given f ∈ L2(QT ),
find u ∈ H1,
1
2
0,per(QT ) such that
a(u, v) =
∫
QT
f(x, t) v(x, t) dx dt ∀ v ∈ H1, 120,per(QT )(14)
with the space-time bilinear form
a(u, v) =
∫
QT
(
σ(x)∂
1/2
t u(x, t) ∂
1/2
t v
⊥(x, t) + ν(x)∇u(x, t) · ∇v(x, t)
)
dx dt,(15)
where all functions are given in their Fourier series expansion in time, i.e., everything has to be
understood in the sense of (6) and (7). In particular, this Fourier series approach makes sense due
to the time-periodicity condition (for u and v).
3. Multiharmonic finite element approximation
Inserting the Fourier series ansatz (5) into (14) and exploiting the orthogonality of the functions
cos(kωt) and sin(kωt) with respect to the inner product (·, ·)L2(0,T ), we arrive at the following
variational formulation corresponding to every single mode k ∈ N: Given fk ∈ (L2(Ω))2, find
uk ∈ V := V × V = (H10 (Ω))2 such that∫
Ω
(
ν(x)∇uk(x) · ∇vk(x) + kω σ(x)uk(x) · v⊥k (x)
)
dx =
∫
Ω
fk(x) · vk(x) dx(16)
for all vk ∈ V. In the case k = 0, we obtain the following variational formulation: Given f c0 ∈
L2(Ω), find uc0 ∈ V = H10 (Ω) such that∫
Ω
ν(x)∇uc0(x) · ∇vc0(x) dx =
∫
Ω
f c0(x) v
c
0(x) dx(17)
for all vc0 ∈ V . The variational problems (16) and (17) have a unique solution due to the
Babusˇka-Aziz theorem, see [29]. In order to solve these problems numerically, the Fourier se-
ries are truncated at a finite index N and the unknown Fourier coefficients uk = (u
c
k, u
s
k)
T ∈ V
are approximated by finite element functions ukh = (u
c
kh, u
s
kh)
T ∈ Vh = Vh × Vh ⊂ V. Here,
Vh = span{ϕ1, . . . , ϕn} with the standard nodal basis {ϕi(x) = ϕih(x) : i = 1, 2, . . . , nh}, and h
denotes the usual discretization parameter such that n = nh = dimVh = O(h
−d). We use contin-
uous, piecewise linear functions on the finite elements on a regular triangulation Th to construct
the finite element subspace Vh and its basis, see, e.g., [4, 6, 11, 27]. Under the assumptions (4),
we then obtain the following saddle point system(
kωMh,σ −Kh,ν
−Kh,ν −kωMh,σ
)(
usk
uck
)
=
( −f c
k−f s
k
)
,(18)
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which has to be solved with respect to the nodal parameter vectors usk = (u
s
k,i)i=1,...,n ∈ Rn and
uck = (u
c
k,i)i=1,...,n ∈ Rn of the finite element approximations
uskh(x) =
n∑
i=1
usk,i ϕi(x) and u
c
kh(x) =
n∑
i=1
uck,i ϕi(x)
to the unknown Fourier coefficients usk(x) and u
c
k(x), respectively. The matrices Kh,ν and Mh,σ
correspond to the weighted stiffness matrix and weighted mass matrix, respectively. Their entries
are computed by the formulas
Kijh,ν =
∫
Ω
ν∇ϕi · ∇ϕj dx and M ijh,σ =
∫
Ω
σ ϕi ϕj dx
with i, j = 1, . . . , n, whereas
f c
k
=
[ ∫
Ω
f ck ϕj dx
]
j=1,...,n
and f s
k
=
[ ∫
Ω
f sk ϕj dx
]
j=1,...,n
.
In the case k = 0, the following linear system arising from the variational problem (17) is obtained:
Kh,ν u
c
0 = f
c
0
.(19)
Fast and robust solvers for the linear systems (18) and (19) can be found in [13, 17, 21, 29]. We
use these solvers in order to obtain the multiharmonic finite element approximation
uNh(x, t) = u
c
0h(x) +
N∑
k=1
(uckh(x) cos(kωt) + u
s
kh(x) sin(kωt))(20)
of the exact solution u(x, t). The next section is devoted to computable a posteriori estimates of
the difference between uNh and u.
4. Functional a posteriori error estimates
First, we present inf-sup and sup-sup conditions for the bilinear form (15).
Lemma 2. The space-time bilinear form a(·, ·) defined by (15) satisfies the following inf-sup and
sup-sup conditions:
µ1‖u‖
H1,
1
2 (QT )
≤ sup
06=v∈H1,
1
2
0,per(QT )
a(u, v)
‖v‖
H1,
1
2 (QT )
≤ µ2‖u‖
H1,
1
2 (QT )
(21)
for all u ∈ H1,
1
2
0,per(QT ) with positive constants µ1 =
1√
2
min{ ν
C2
F
+1
, σ} and µ2 = max{σ, ν}, where
CF is the constant coming from the Friedrichs inequality.
Proof. Using the triangle and Cauchy-Schwarz inequalities, we obtain the estimate
|a(u, v)| =
∣∣∣ ∫
QT
(
σ(x)∂
1/2
t u(x, t) ∂
1/2
t v
⊥(x, t) + ν(x)∇u(x, t) · ∇v(x, t)
)
dx dt
∣∣∣
≤ σ ∥∥∂1/2t u∥∥∥∥∂1/2t v∥∥+ ν ‖∇u‖‖∇v‖ ≤ max{σ, ν} |u|H1, 12 (QT )|v|H1, 12 (QT )
≤ µ2 ‖u‖
H1,
1
2 (QT )
‖v‖
H1,
1
2 (QT )
with the constant µ2 = max{σ, ν}, which justifies the right hand-side inequality in (21).
In order to prove the left-hand side inequality, we select the test function v = u − u⊥ and
estimate the supremum from below. Using the σ- and ν-weighted orthogonality relations (10) and
the Friedrichs inequality (13), we find that
a(u, u) =
∫
QT
(
σ(x)∂
1/2
t u(x, t) ∂
1/2
t u
⊥(x, t) + ν(x)∇u(x, t) · ∇u(x, t)
)
dx dt
=
∫
QT
ν(x)∇u(x, t) · ∇u(x, t) dx dt ≥ ν
∫
QT
|∇u|2 dx dt ≥ ν
c2F + 1
‖u‖2H1,0(QT )
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and
a(u,−u⊥) =
∫
QT
(
σ(x)∂
1/2
t u(x, t) ∂
1/2
t u(x, t)− ν(x)∇u(x, t) · ∇u⊥(x, t)
)
dx dt
=
∫
QT
σ(x)∂
1/2
t u(x, t) ∂
1/2
t u(x, t) dx dt ≥ σ
∥∥∂1/2t u∥∥2.
Combining these estimates, we have
sup
06=v∈H1,
1
2
0,per(QT )
a(u, v)
‖v‖
H1,
1
2 (QT )
≥ a(u, u− u
⊥)
‖u− u⊥‖
H1,
1
2 (QT )
≥
ν
c2
F
+1
‖u‖2H1,0(QT ) + σ
∥∥∂1/2t u∥∥2
‖v‖
H1,
1
2 (QT )
≥
min{ ν
c2
F
+1
, σ}‖u‖2
H1,
1
2 (QT )√
2‖u‖
H1,
1
2 (QT )
= µ1 ‖u‖
H1,
1
2 (QT )
,
with the constant µ1 =
1√
2
min{ ν
c2
F
+1
, σ}. 
Remark 1. Since the condition u = 0 is imposed on the whole boundary, we can easily find an
upper bound of CF . Indeed, CF (Ω) ≤ CF (Ωˆ) if Ωˆ ⊃ Ω. Since for such domains as rectangles
or balls the Friedrichs constants are known, we can easily obtain an upper bound of CF for any
Lipschitz domain.
Corollary 1. Since the norm | · |
H1,
1
2 (QT )
is equivalent to the norm ‖ · ‖
H1,
1
2 (QT )
due to the
Friedrichs inequality, the estimate (21) implies
µ˜1|u|
H1,
1
2 (QT )
≤ sup
06=v∈H1,
1
2
0,per(QT )
a(u, v)
|v|
H1,
1
2 (QT )
≤ µ˜2|u|
H1,
1
2 (QT )
(22)
for all u ∈ H1,
1
2
0,per(QT ) with positive constants µ˜1 =
1√
2
min{ν, σ} and µ˜2 = µ2 = max{σ, ν}.
We now move on to the main part of this section related to a posteriori error estimation. Let
a function η be an approximation of u. First, we assume that η is a bit more regular than u.
More precisely, we set η ∈ H1,10,per(QT ). This is of course true for the multiharmonic finite element
approximation uNh, which will later play the role of η. Now, the ultimative goal is to deduce a
computable upper bound of the error e := u− η in H1,
1
2
0,per(QT ). First, we notice that (14) implies
the integral identity∫
QT
(
σ(x)∂
1/2
t (u− η) ∂1/2t v⊥ + ν(x)∇(u− η) · ∇v
)
dx dt
=
∫
QT
(
f v − σ(x)∂1/2t η ∂1/2t v⊥ − ν(x)∇η · ∇v
)
dx dt,
(23)
which is valid for all v ∈ H1,
1
2
0,per(QT ). Here, the linear functional
Fη(v) :=
∫
QT
(
f v − σ(x)∂1/2t η ∂1/2t v⊥ − ν(x)∇η · ∇v
)
dx dt.
is defined on v ∈ H1,
1
2
0,per(QT ). Now, identity (23) can be rewritten in the form
a(e, v) = Fη(v).(24)
Hence, getting an upper bound of the error is reduced to finding the quantities
sup
06=v∈H1,
1
2
0,per(QT )
Fη(v)
‖v‖
H1,
1
2 (QT )
or sup
06=v∈H1,
1
2
0,per(QT )
Fη(v)
|v|
H1,
1
2 (QT )
.(25)
In order to find them, we reconstruct the functional Fη(v) using the identity(
σ∂
1/2
t η, ∂
1/2
t v
⊥) = (σ∂tη, v) ∀ η ∈ H1,10,per(QT ) ∀ v ∈ H1, 120,per(QT ),(26)
8 ULRICH LANGER, SERGEY REPIN, AND MONIKA WOLFMAYR
which follows from (9) and the identity∫
Ω
div τ v dx = −
∫
Ω
τ · ∇v dx,
which is valid for any v ∈ H10 (Ω) and any
τ ∈ H(divx, QT ) := {τ ∈ [L2(QT )]d : divx τ (·, t) ∈ L2(Ω) for a.e. t ∈ (0, T )}.
For ease of notation, the index x in divx will be henceforth omitted, i.e., div = divx denotes the
generalized spatial divergence. Using the Cauchy-Schwarz inequality leads to
Fη(v) =
∫
QT
(
f v − σ(x)∂tη v + div τ v + (τ − ν(x)∇η) · ∇v
)
dx dt
≤ ‖R1(η, τ )‖‖v‖+ ‖R2(η, τ )‖‖∇v‖,
(27)
where
R1(η, τ ) := σ∂tη − div τ − f and R2(η, τ ) := τ − ν∇η.
In view of (13), we have
Fη(v) ≤ ‖R1(η, τ )‖‖v‖+ ‖R2(η, τ )‖‖∇v‖
≤ ‖R1(η, τ )‖CF ‖∇v‖+ ‖R2(η, τ )‖‖∇v‖ = (CF ‖R1(η, τ )‖+ ‖R2(η, τ )‖) ‖∇v‖.
Hence, we obtain
sup
06=v∈H1,
1
2
0,per(QT )
Fη(v)
|v|
H1,
1
2 (QT )
≤ sup
06=v∈H1,
1
2
0,per(QT )
(CF ‖R1(η, τ )‖+ ‖R2(η, τ )‖) ‖∇v‖
|v|
H1,
1
2 (QT )
= sup
06=v∈H1,
1
2
0,per(QT )
(CF ‖R1(η, τ )‖+ ‖R2(η, τ )‖) ‖∇v‖
(‖∇v‖2 + ‖∂1/2t v‖2)1/2
≤ CF ‖R1(η, τ )‖ + ‖R2(η, τ )‖.
(28)
We use (22), i.e.,
|u− η|
H1,
1
2 (QT )
≤ 1
µ˜1
sup
06=v∈H1,
1
2
0,per(QT )
a(u− η, v)
|v|
H1,
1
2 (QT )
=
1
µ˜1
sup
06=v∈H1,
1
2
0,per(QT )
Fη(v)
|v|
H1,
1
2 (QT )
,
and arrive at the following result:
Theorem 1. Let η ∈ H1,10,per(QT ) and the bilinear form a(·, ·) satisfy (22). Then,
|u− η|
H1,
1
2 (QT )
≤ 1
µ˜1
(CF ‖R1(η, τ )‖+ ‖R2(η, τ )‖) =:M⊕|·|(η, τ ),(29)
where µ˜1 =
1√
2
min{ν, σ} and τ ∈ H(div, QT ).
We can also deduce an upper bound of the full H1,
1
2 -norm. Indeed,
Fη(v) ≤ ‖R1(η, τ )‖‖v‖+ ‖R2(η, τ )‖‖∇v‖
≤ (‖R1(η, τ )‖2 + ‖R2(η, τ )‖2)1/2 (‖v‖2 + ‖∇v‖2)1/2 .
In view of (21), we obtain
sup
06=v∈H1,
1
2
0,per(QT )
Fη(v)
‖v‖
H1,
1
2 (QT )
≤ sup
06=v∈H1,
1
2
0,per(QT )
(‖R1(η, τ )‖2 + ‖R2(η, τ )‖2)1/2 (‖v‖2 + ‖∇v‖2)1/2
‖v‖
H1,
1
2 (QT )
≤ (‖R1(η, τ )‖2 + ‖R2(η, τ )‖2)1/2 .
Altogether, we deduce a similar estimate for ‖e‖
H1,
1
2 (QT )
.
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Theorem 2. Let η ∈ H1,10,per(QT ) and the bilinear form a(·, ·) satisfy (21). Then,
‖u− η‖
H1,
1
2 (QT )
≤ 1
µ1
(‖R1(η, τ )‖2 + ‖R2(η, τ )‖2)1/2 =:M⊕‖·‖(η, τ ),(30)
where τ ∈ H(div, QT ) and now µ1 = 1√2 min{
ν
C2
F
+1
, σ}.
The functionals M⊕|·|(η, τ ) and M⊕‖·‖(η, τ ) present guaranteed and computable upper bounds
(majorants) of the error with respect to the H1,
1
2 -norm.
Remark 2. It is easy to see that the majorants are nonnegative functionals vanishing if and only
if η = u and τ = ν∇u. Indeed, if R1(η, τ ) = 0 and R2(η, τ ) = 0, then σ∂tη − div τ = f and
τ = ν∇η. Since η ∈ H1,10,per(QT ) is a periodic function and satisfies the Dirichlet condition on ΣT ,
it is the solution. On the other hand, Ri(u, ν∇u) = 0, i = 1, 2.
The multiharmonic approximation. Since f ∈ L2(QT ), it can be expanded into a Fourier
series. Moreover, we choose our approximation η of the solution u as well as the vector-valued
function τ to be truncated Fourier series, i.e.,
η(x, t) = ηc0(x) +
N∑
k=1
(ηck(x) cos(kωt) + η
s
k(x) sin(kωt)) ,
τ (x, t) = τ c0(x) +
N∑
k=1
(τ ck(x) cos(kωt) + τ
s
k(x) sin(kωt)) ,
(31)
where all Fourier coefficients are from the space L2(Ω) and are defined by the relations
ηc0(x) =
1
T
∫ T
0
η(x, t) dt, τ c0(x) =
1
T
∫ T
0
τ (x, t) dt,
ηck(x) =
2
T
∫ T
0
η(x, t) cos(kωt) dt, τ ck(x) =
2
T
∫ T
0
τ (x, t) cos(kωt) dt,
ηsk(x) =
2
T
∫ T
0
η(x, t) sin(kωt) dt, τ sk(x) =
2
T
∫ T
0
τ (x, t) sin(kωt) dt.
Hence, we get
∂tη(x, t) =
N∑
k=1
(kω ηsk(x) cos(kωt)− kω ηck(x) sin(kωt)) ,
∇η(x, t) = ∇ηc0(x) +
N∑
k=1
(∇ηck(x) cos(kωt) +∇ηsk(x) sin(kωt)) ,
div τ (x, t) = div τ c0(x) +
N∑
k=1
(div τ ck(x) cos(kωt) + div τ
s
k(x) sin(kωt)) ,
and the L2(QT )-norms of the functions
R1(η, τ ) = σ∂tη − div τ − f and R2(η, τ ) = τ − ν∇η
can easily be computed. Thus, we arrive at
‖R1(η, τ )‖2 =T ‖divτ c0 + f c0‖2Ω +
T
2
N∑
k=1
(‖ − kω σηsk + div τ ck + f ck‖2Ω + ‖kω σηck + div τ sk + f sk‖2Ω)
+
T
2
∞∑
k=N+1
(‖f ck‖2Ω + ‖f sk‖2Ω)
=T ‖divτ c0 + f c0‖2Ω +
T
2
N∑
k=1
‖kω ση⊥k + div τ k + fk‖2Ω +
T
2
∞∑
k=N+1
‖fk‖2Ω,
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where η⊥k = (−ηsk, ηck)T , div τ k = (div τ ck, div τ sk)T , and
‖R2(η, τ )‖2 =
∫
QT
|τ − ν∇η|2 dx dt
= T ‖τ c0 − ν∇ηc0‖2Ω +
T
2
N∑
k=1
(‖τ ck − ν∇ηck‖2Ω + ‖τ sk − ν∇ηsk‖2Ω)
= T ‖τ c0 − ν∇ηc0‖2Ω +
T
2
N∑
k=1
‖τ k − ν∇ηk‖2Ω
with τ k = ((τ
c
k)
T , (τ sk)
T )T .
Remark 3. We note that the remainder term
EN := T
2
∞∑
k=N+1
‖fk‖2Ω =
T
2
∞∑
k=N+1
(‖f ck‖2Ω + ‖f sk‖2Ω)
is always computable, due to the knowledge on the given data f . In some cases, the computation
of EN is very easy, for example, if f is multiharmonic. However, even in the most complicated
cases, in which f = f(x, t) and we do not refer to special (e.g., extra regularity) properties, the
term EN can be precomputed as ‖f − fN‖, where fN is the truncated Fourier series of f .
In fact, the L2-norms of R1 and R2 corresponding to every single mode k are decoupled.
Altogether, it follows that
‖R1(η, τ )‖2 =T ‖R1c0(τ c0)‖2Ω +
T
2
N∑
k=1
(‖R1ck(ηsk, τ ck)‖2Ω + ‖R1sk(ηck, τ sk)‖2Ω)+ EN ,
‖R2(η, τ)‖2 =T ‖R2c0(ηc0, τ c0)‖2Ω +
T
2
N∑
k=1
(‖R2ck(ηck, τ ck)‖2Ω + ‖R2sk(ηsk, τ sk)‖2Ω) ,
where R1c0(τ c0) := div τ c0 + f c0 , R2c0(ηc0, τ c0) := τ c0 − ν∇ηc0, and, for k = 1, . . . , N , we have
R1ck(ηsk, τ ck) := −kω σηsk + div τ ck + f ck,
R1sk(ηck, τ sk) := kω σηck + div τ sk + f sk ,
R2ck(ηck, τ ck) := τ ck − ν∇ηck,
R2sk(ηsk, τ sk) := τ sk − ν∇ηsk.
(32)
Corollary 2. The error majorants M⊕|·|(η, τ ) and M⊕‖·‖(η, τ ) can be presented in the forms
M⊕|·|(η, τ ) =
1
µ˜1
(
CF ‖R1(η, τ )‖+ ‖R2(η, τ )‖
)
=
1
µ˜1
(
CF
(
T ‖R1c0(τ c0)‖2Ω +
T
2
N∑
k=1
(‖R1ck(ηsk, τ ck)‖2Ω + ‖R1sk(ηck, τ sk)‖2Ω)+ EN)1/2
+
(
T ‖R2c0(ηc0, τ c0)‖2Ω +
T
2
N∑
k=1
(‖R2ck(ηck, τ ck)‖2Ω + ‖R2sk(ηsk, τ sk)‖2Ω) )1/2)
and
M⊕‖·‖(η, τ ) =
1
µ1
(
‖R1(η, τ )‖2 + ‖R2(η, τ )‖2
)1/2
=
1
µ1
(
T
(‖R1c0(τ c0)‖2Ω + ‖R2c0(ηc0, τ c0)‖2Ω)+ T2
N∑
k=1
(‖R1ck(ηsk, τ ck)‖2Ω
+ ‖R1sk(ηck, τ sk)‖2Ω + ‖R2ck(ηck, τ ck)‖2Ω + ‖R2sk(ηsk, τ sk)‖2Ω
)
+ EN
)1/2
,
where µ˜1 =
1√
2
min{ν, σ} and µ1 = 1√2 min{
ν
C2
F
+1
, σ}.
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Remark 4. Since the error (with respect to the truncation index N) between the exact solution u
and its multiharmonic approximation η decreases with O(N−1), see [21, 29], the contributions in
the majorants coming from the functionals R1ck and R1sk cannot blow up.
We see that the majorants consist of computable quantities related to each harmonic. Therefore,
they not only evaluate the overall error, but also provide an information on errors associated with
a certain harmonic. Moreover, since the respective quantities are integrals over Ω, their integrands
serve as indicators of spatial errors. Thus, the majorants contain a rich amount of information to
be utilized in various adaptive procedures.
Remark 5. Let f has a multiharmonic representation, i.e.,
f(x, t) = f c0(x) +
Nf∑
k=1
(f ck(x) cos(kωt) + f
s
k(x) sin(kωt)) ,
where Nf ∈ N is defined by f . If N ≥ Nf , then η is the exact solution of problem (14) and τ is
the exact flux if and only if the error majorants vanish, i.e.,
R1ck = 0 and R2ck = 0 ∀ k = 0, 1, . . . , Nf ,
R1sk = 0 and R2sk = 0 ∀ k = 1, 2, . . . , Nf .
(33)
Indeed, let the error majorants vanish. Then, we deduce that −div τ c0 = f c0 and τ c0 = ν∇ηc0, and
furthermore we have kω σηsk − div τ ck = f ck, −kω σηck − div τ sk = f sk , τ ck = ν∇ηck and τ sk = ν∇ηsk
for all k = 1, . . . , Nf . Therefore, collecting the harmonics, we find that
τ (x, t) = τ c0(x) +
Nf∑
k=1
(τ ck(x) cos(kωt) + τ
s
k(x) sin(kωt)) ,
η(x, t) = ηc0(x) +
Nf∑
k=1
(ηck(x) cos(kωt) + η
s
k(x) sin(kωt))
and
σ∂tη − div τ = f, τ = ν∇η.
Since η satisfies the boundary conditions and the equation, we conclude that η = u.
Another approach to derive a majorant is to insert the Fourier series ansatz directly to the
bilinear form a(u − η, v) and into the functional Fη(v) as defined in (23). Then, we obtain the
following integral identities associated with every mode:∫
Ω
(
ν(x)∇(uk(x)− ηk(x)) · ∇vk(x) + kω σ(x)(uk(x)− ηk(x)) · v⊥k (x)
)
dx
=
∫
Ω
(
fk(x) · vk(x)− ν(x)∇ηk(x) · ∇vk(x)− kω σ(x)ηk(x) · v⊥k (x)
)
dx,
(34)
which are valid for all vk ∈ (H10 (Ω))2. In the case k = 0, the integral identity∫
Ω
ν(x)∇(uc0(x)− ηc0(x)) · ∇vc0(x) dx =
∫
Ω
(f c0(x) v
c
0(x)− ν(x)∇ηc0(x) · ∇vc0(x)) dx(35)
is valid for all vc0 ∈ H10 (Ω). We define the left hand sides of (34) and (35) by
ak(uk − ηk,vk) and a0(uc0 − ηc0, vc0),
and the right hand sides by
Fηk(vk) and Fηc0(vc0),
respectively. Let us start with the case k = 1, . . . , N . Hence, an upper bound for the errors
ek := uk − ηk in (H10 (Ω))2 has to be computed. The bilinear form ak(·, ·) meets the inf-sup
condition
sup
06=vk∈(H10 (Ω))2
ak(uk − ηk,vk)
‖vk‖1,Ω ≥ c
k ‖uk − ηk‖1,Ω(36)
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with the inf-sup constant ck = min{ν, kω σ}/√2. By the same method as before, we reform the
error functionals and obtain estimates for
sup
06=vk∈(H10(Ω))2
Fηk(vk)
‖vk‖1,Ω .
We introduce a collection of vector-valued functions
τ k = (τ
c
k, τ
s
k)
T , τ ck, τ
s
k ∈ H(div,Ω) := {τ ∈ [L2(Ω)]d : div τ ∈ L2(Ω)}
and use the integral relations∫
Ω
div τ v dx = −
∫
Ω
τ · ∇v dx ∀ v ∈ H10 (Ω).
It is easy to see that
Fηk(vk) =
∫
Ω
(
fk · vk − kω σ(x)ηk · v⊥k + div τ k · vk
+ τ k · ∇vk − ν(x)∇ηk · ∇vk
)
dx
=
∫
Ω
(
(fk + kω σ(x)η
⊥
k + div τ k) · vk + (τ k − ν(x)∇ηk) · ∇vk
)
dx
≤‖R1k(ηk, τ k)‖Ω‖vk‖Ω + ‖R2k(ηk, τ k)‖Ω‖∇vk‖Ω
≤ (‖R1k(ηk, τ k)‖2Ω + ‖R2k(ηk, τ k)‖2Ω)1/2 ‖vk‖1,Ω,
(37)
where
R1k(ηk, τ k) = kω ση⊥k + div τ k + fk = (−kω σηsk + div τ ck + f ck , kω σηck + div τ sk + f sk)T
= (R1ck(ηsk, τ ck),R1sk(ηck, τ sk))T
and
R2k(ηk, τ k) = τ k − ν∇ηk = (τ ck − ν∇ηck, τ sk − ν∇ηsk)T = (R2ck(ηck, τ ck),R2sk(ηsk, τ sk))T .
Hence, we have derived the same results as in (32) for every mode k = 1, . . . , N . Using the estimate
(37) together with the inf-sup condition (36), we finally arrive at the following upper bounds for
every single mode k = 1, . . . , N :
Theorem 3. Let ηk ∈ (H10 (Ω))2 and the bilinear form ak(·, ·) satisfy (36). Then,
‖uk − ηk‖1,Ω ≤
1
ck
(‖R1k(ηk, τ k)‖2Ω + ‖R2k(ηk, τ k)‖2Ω)1/2 =:M⊕k‖·‖(ηk, τ k),(38)
where ck = min{ν, kω σ}/√2 and τ k = (τ ck, τ sk)T with τ ck, τ sk ∈ H(div,Ω).
Using the inf-sup condition
sup
06=vk∈(H10 (Ω))2
ak(uk,vk)
|vk|1,Ω = sup06=vk∈(H10 (Ω))2
(ν∇uk,∇vk)Ω + kω
(
σuk,v
⊥
k
)
Ω
|vk|1,Ω
≥
(
ν∇uk,∇(uk − u⊥k )
)
Ω
+ kω
(
σuk, (uk − u⊥k )⊥
)
Ω
|uk − u⊥k |1,Ω
=
(ν∇uk,∇uk)Ω + kω (σuk,uk)Ω√
2 |uk|1,Ω
≥ ν‖∇uk‖
2
Ω + kω σ‖uk‖2Ω√
2 |uk|1,Ω
≥ min{ν, kω σ}‖uk‖
2
1,Ω√
2 |uk|1,Ω
≥ min{ν, kω σ}√
2
|uk|1,Ω
(39)
together with the estimate
Fηk(vk) ≤ ‖R1k(ηk, τ k)‖Ω‖vk‖Ω + ‖R2k(ηk, τ k)‖Ω‖∇vk‖Ω
≤ (CF ‖R1k(ηk, τ k)‖Ω + ‖R2k(ηk, τ k)‖Ω) |vk|1,Ω
yields the following error majorant for | · |1,Ω with the same inf-sup constant ck:
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Theorem 4. Let ηk ∈ (H10 (Ω))2 and the bilinear form ak(·, ·) satisfy (39). Then,
|uk − ηk|1,Ω ≤
1
ck
(CF ‖R1k(ηk, τ k)‖Ω + ‖R2k(ηk, τ k)‖Ω) =:M⊕k|·| (ηk, τ k),(40)
where ck = min{ν, kω σ}/√2 and τ k = (τ ck, τ sk)T with τ ck, τ sk ∈ H(div,Ω).
Now, we consider the case k = 0. Here, an upper bound for the error ec0 := u
c
0 − ηc0 in H10 (Ω)
has to be computed. The inf-sup condition
sup
06=vc
0
∈H1
0
(Ω)
a0(u
c
0 − ηc0, vc0)
‖vc0‖1,Ω
≥ c0‖·‖ ‖uc0 − ηc0‖1,Ω(41)
with the inf-sup constant c0‖·‖ = ν/(C
2
F + 1) can be proved quite analogously to (36). Moreover,
one can easily show that
sup
06=vc
0
∈H1
0
(Ω)
a0(u
c
0 − ηc0, vc0)
|vc0|1,Ω
≥ a0(u
c
0 − ηc0, uc0 − ηc0)
|uc0 − ηc0|1,Ω
≥ c0|·| |uc0 − ηc0|1,Ω(42)
with c0|·| = ν, since ν satisfies the assumptions (4). By arguments similar to those used above for
the modes k, we deduce the following estimates:
‖uc0 − ηc0‖1,Ω ≤
1
c0‖·‖
(‖R1c0(τ c0)‖2Ω + ‖R2c0(ηc0, τ c0)‖2Ω)1/2 =:M⊕0‖·‖(ηc0, τ c0)(43)
and
|uc0 − ηc0|1,Ω ≤
1
c0|·|
(CF ‖R1c0(τ c0)‖Ω + ‖R2c0(ηc0, τ c0)‖Ω) =:M⊕0|·| (ηc0, τ c0),(44)
where τ c0 ∈ H(div,Ω), R1c0(τ c0) = f c0 + div τ c0 and R2c0(ηc0, τ c0) = τ c0 − ν∇ηc0.
5. Numerical results
In this section, we present and discuss results of numerical experiments on computing functional
a posteriori error estimates in the context of parabolic time-periodic boundary value problems
discretized by the MhFEM. First, we present a numerical example with a given time-harmonic
source term. In the second example, we consider a given time-periodic, but not time-harmonic
source term. The computational domain Ω = (0, 1)×(0, 1) is uniformly decomposed into triangles,
and standard continuous, piecewise linear finite elements are used for the discretization in space.
In this case, the Friedrichs constant is CF = 1/(
√
2pi). In these two numerical experiments, we
choose σ = ν = 1.
The construction of η and τ is an important issue in order to obtain sharp guaranteed bounds
from the majorants M⊕‖·‖ or M⊕|·|. As it has been already discussed in Section 4, we can choose
multiharmonic finite element approximations (31) for η and τ . However, since the Fourier coeffi-
cients of η are constructed by continuous, piecewise linear approximations, their gradients are only
piecewise constant. Then, ∇ηck,∇ηsk ∈ L2(Ω), but ∇ηck,∇ηsk 6∈ H(div,Ω), k = 1, . . . , N . Hence, a
flux reconstruction is needed in order to obtain a suitable flux τ ∈ H(div, QT ). A good reconstruc-
tion of the flux is an important and nontrivial topic. We can regularize τ by a post-processing
operator which maps the L2-functions into H(div, QT ), see [25]. There are various techniques for
realizing these post-processing steps such as, e.g., local post-processing by an elementwise averag-
ing procedure or by using Raviart-Thomas elements, see [25, 22] and the references therein. In our
numerical experiments, we use Raviart-Thomas elements of the lowest order, see, e.g., [23, 5, 26].
First, we define the normal fluxes on interior edges Emn by
(τ ck · nEmn)|Emn = (λmn(∇ηck)|Tm + (1− λmn)(∇ηck)|Tn) · nEmn ,
(τ sk · nEmn)|Emn = (λmn(∇ηsk)|Tm + (1− λmn)(∇ηsk)|Tn) · nEmn ,
for all k = 1, . . . , N , with λmn = 1/2 due to uniform discretization. Here, (∇ηck)|Tm , (∇ηsk)|Tm ,
(∇ηck)|Tn and (∇ηsk)|Tn are constant vectors on two arbitrary, neighboring elements Tm and Tn.
On boundary edges, the only one existing flux is used. Hence, three normal fluxes are defined on
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the three sides of each element. Inside, we reconstruct the fluxes τ k = (τ
c
k, τ
s
k)
T by the standard
lowest-order Raviart-Thomas (RT 0-) extension of normal fluxes with
RT 0(Th) := {τ ∈ (L2(T ))2 : ∀T ∈ Th ∃ a, b, c ∈ R ∀x ∈ T,
τ (x) = (a, b)T + cx and [τ ]E · nE = 0 ∀ interior edges E},
where [τ ]E denotes the jump of τ across the edge E shared by two neighboring elements on a
triangulation Th. Altogether, it follows an averaged flux from H(div,Ω), i.e.,
τ ck = GRT (∇ηck), τ sk = GRT (∇ηsk), GRT : L2(Ω)→ H(div,Ω).
In order to solve the saddle point systems (18) for k = 1, . . . , N , we use the AMLI preconditioner
proposed by Kraus and Wolfmayr in [17] with a proper 3-refinement of the mesh as presented in
[17] for an inexact realization of the block-diagonal preconditioner
P =
(
kωMh,σ +Kh,ν 0
0 kωMh,σ +Kh,ν
)
(45)
in the MINRES method. The preconditioner (45) was presented and discussed in [29]. Here,
we want to emphasize that the AMLI preconditioned MINRES solver is robust and of optimal
complexity, see [17, 29]. This can be also observed in the numerical results of this paper. We
mention that, in all tables where the number of MINRES iterations niter
MINRES
or of AMLI iterations
niter
AMLI
is presented, the iteration was stopped after reducing the initial residual by a factor of 10−6.
In each MINRES iteration step, we have used the AMLI preconditioner according to [17] with 8
inner iterations. The presented CPU times in seconds tsec include the computational times for
computing the majorants, which are very small in comparison to the computational times of the
solver. All computations were performed on a PC with Intel(R) Xeon(R) CPU W3680 @ 3.33GHz.
In the first example, we consider a given time-harmonic source term
f(x, t) = 2(x1(1 − x1) + x2(1− x2)) cos(t) + x1(1− x1)x2(x2 − 1) sin(t),
where T = 2pi/ω with ω = 1. Hence, the Fourier coefficients of f are simply given by
f c(x) = 2(x1(1 − x1) + x2(1− x2)), f s(x) = x1(1− x1)x2(x2 − 1),
and we have to consider only one single mode k = 1. For simplicity, we omit the index k in
Example 1. The exact solution is given by
u(x, t) = x1(x1 − 1)x2(x2 − 1) cos(t).
Table 1 presents the number of MINRES iterations niter
MINRES
, the CPU times in seconds tsec, the
norms of R1 and R2, i.e.,
‖R1‖2Ω = ‖Rc1(ηs, τ c)‖2Ω + ‖Rs1(ηc, τ s)‖2Ω
= ‖ − ηs + div τ c + f c‖2Ω + ‖ηc + div τ s + f s‖2Ω,
‖R2‖2Ω = ‖Rc2(ηs, τ c)‖2Ω + ‖Rs2(ηc, τ s)‖2Ω = ‖τ c −∇ηc‖2Ω + ‖τ s −∇ηs‖2Ω,
as well as the majorants
M⊕|·| =
1
µ˜1
(
CF ‖R1‖Ω + ‖R2‖Ω
)
,
where µ˜1 = 1/
√
2, and the corresponding efficiency indices
Ieff =
M⊕|·|
|u− η|1,Ω ,(46)
obtained on grids of different mesh sizes. Here, u = u(x) = (uc(x), us(x))T denotes the vector of
the exact solution’s Fourier coefficients uc(x) = x1(x1 − 1)x2(x2 − 1) and us(x) = 0.
In Table 1, we observe the robustness and optimality of the AMLI preconditioned MINRES
method as presented in [17, 29]. More precisely, the computational times increase with a factor
of nine that exactly reveals the optimal computational complexity of the method according to
the 3-refinement of the mesh. One can see that the norms of R1 reduce as a factor of three and
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grid niter
MINRES
tsec ‖R1‖Ω ‖R2‖Ω M⊕|·| Ieff
9× 9 14 0.00 1.657e-01 4.604e-03 5.926e-02 1.976
27× 27 14 0.03 6.381e-02 8.313e-05 2.043e-02 1.583
81× 81 12 0.24 2.186e-02 7.545e-06 6.968e-03 1.530
243× 243 12 2.43 7.334e-03 5.155e-07 2.335e-03 1.504
729× 729 12 22.25 2.449e-03 3.298e-08 7.797e-04 1.498
Table 1. Majorant and its parts (Example 1).
the norms of R2 even better than as a factor of nine. Hence, the applied flux reconstruction is
efficient. Altogether, the majorant reduces as a factor of three by trisection of the mesh size and
is of the same order of convergence as of the exact error measured in the H1(Ω)-seminorm. This is
also observed in the efficiency index that is already quite small on the 27× 27-mesh and decreases
up to a value of 1.498 on the (finest) 729× 729-mesh.
In the second example, we consider a given time-analytic, but not time-harmonic source term
f(x, t) = et sin2(t) sin(x1pi) sin(x2pi)((1 + 2pi
2) sin(t) + 3 cos(t)),
where T = 2pi/ω with ω = 1. The exact solution is given by
u(x, t) = et sin3(t) sin(x1pi) sin(x2pi).
The Fourier coefficients of the Fourier series expansion of the source term f in time can be
computed analytically. We truncate the Fourier series and approximate the Fourier coefficients by
finite element functions as it was presented before. Then, we solve the systems (18) and (19) for
all k ∈ {0, . . . , N} with N = 8, reconstruct the fluxes by a RT 0-extension and then compute the
corresponding majorants. Table 2 presents the number of AMLI iterations niter
AMLI
, the CPU times
in seconds tsec, the norms of R1c0 and R2c0, i.e.,
‖R1c0‖2Ω = ‖div τ c0 + f c0‖2Ω, ‖R2c0‖2Ω = ‖τ c0 −∇ηc0‖2Ω,
as well as the majorants M⊕0|·| as presented in (44) with c0|·| = ν = 1, and the corresponding
efficiency indices
I0eff =
M⊕0|·|
|uc0 − ηc0|1,Ω
(47)
obtained on grids of different mesh sizes.
grid niter
AMLI
tsec ‖R1c0‖Ω ‖R2c0‖Ω M⊕0|·| I0eff
9× 9 21 0.00 6.317e+01 1.773e+00 1.599e+01 1.315
27× 27 23 0.00 2.349e+01 3.796e-02 5.325e+00 1.064
81× 81 23 0.03 7.927e+00 2.865e-03 1.787e+00 1.020
243× 243 22 0.27 2.646e+00 1.886e-04 5.957e-01 1.006
729× 729 22 2.45 8.821e-01 1.183e-05 1.986e-01 1.002
Table 2. MajorantM⊕0|·| and its parts (Example 2).
For k = 0, one has to solve the system (19). We observe in Table 2 that the AMLI solver
presented by Kraus and Wolfmayr in [17] is of optimal computational complexity and the efficiency
decreases up to a value of 1.002. Moreover, Tables 3 – 10 present the number of MINRES iterations
niter
MINRES
, the CPU times in seconds tsec, the norms of R1k and R2k, i.e.,
‖R1k‖2Ω = ‖R1ck(ηsk, τ ck)‖2Ω + ‖R1sk(ηck, τ sk)‖2Ω
= ‖ − kω ηsk + div τ ck + f ck‖2Ω + ‖kω ηck + div τ sk + f sk‖2Ω,
‖R2k‖2Ω = ‖R2ck(ηsk, τ ck)‖2Ω + ‖R2sk(ηck, τ sk)‖2Ω = ‖τ ck −∇ηck‖2Ω + ‖τ sk −∇ηsk‖2Ω,
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as well as the majorants M⊕k|·| as presented in (40) with ck = min{ν, kω σ}/
√
2 = 1/
√
2 for
k ∈ {1, . . . , 8}, and, finally, the corresponding efficiency indices
Ikeff =
M⊕k|·|
|uk − ηk|1,Ω
(48)
obtained on grids of different mesh sizes.
The results of Tables 3 – 10 regarding the number of MINRES iterations niter
MINRES
and the
computational times are all similar and can be compared to our Example 1. Moreover, the
reduction factors of ‖R1k‖Ω, ‖R2k‖Ω and M⊕k|·| as well as the values of the efficiency indices Ikeff
are approximately the same. This demonstrates the robustness of the method with respect to the
modes k and the accurateness of the majorants M⊕k|·| . Moreover, the values of ‖R1k‖Ω, ‖R2k‖Ω
and M⊕k|·| decrease for increasing k. This is also illustrated in Table 11. In this table, we finally
compare the results from Tables 3 – 10 that were computed on the 729 × 729-mesh. Hence, the
results computed on the 729× 729-mesh are again presented for all k ∈ {0, . . . , 8}, and, then, for
the overall functional error estimates. Here, the error majorant is given by
M⊕|·|(η, τ ) =
1
µ˜1
(
CF ‖R1(η, τ )‖+ ‖R2(η, τ )‖
)
=
1
µ˜1
(
CF
(
T ‖R1c0(τ c0)‖2Ω +
T
2
N∑
k=1
(‖R1ck(ηsk, τ ck)‖2Ω + ‖R1sk(ηck, τ sk)‖2Ω)+ EN)1/2
+
(
T ‖R2c0(ηc0, τ c0)‖2Ω +
T
2
N∑
k=1
(‖R2ck(ηck, τ ck)‖2Ω + ‖R2sk(ηsk, τ sk)‖2Ω) )1/2),
where µ˜1 = 1/
√
2, and the remainder term
EN = T
2
∞∑
k=N+1
‖fk‖2Ω =
T
2
∞∑
k=N+1
(‖f ck‖2Ω + ‖f sk‖2Ω)
has to be computed in order to get ‖R1‖. Remember that the remainder term can be precomputed
exactly as ‖f − fN‖, since f is the given data and fN its truncated Fourier series. Altogether, we
obtain a global efficiency index of 1.404 on the 729× 729-mesh.
grid niter
MINRES
tsec ‖R11‖Ω ‖R21‖Ω M⊕1|·| I1eff
9× 9 14 0.00 1.238e+02 3.444e+00 4.426e+01 1.908
27× 27 12 0.02 4.566e+01 7.376e-02 1.464e+01 1.550
81× 81 10 0.21 1.540e+01 5.560e-03 4.910e+00 1.485
243× 243 10 2.08 5.140e+00 3.659e-04 1.637e+00 1.466
729× 729 8 15.84 1.714e+00 2.295e-05 5.455e-01 1.460
Table 3. MajorantM⊕1|·| and its parts (Example 2).
grid niter
MINRES
tsec ‖R12‖Ω ‖R22‖Ω M⊕2|·| I2eff
9× 9 9 0.00 7.953e+01 2.209e+00 2.844e+01 1.880
27× 27 9 0.02 2.930e+01 4.737e-02 9.394e+00 1.523
81× 81 9 0.19 9.883e+00 3.555e-03 3.151e+00 1.460
243× 243 8 1.73 3.299e+00 2.339e-04 1.050e+00 1.441
729× 729 8 15.64 1.100e+00 1.467e-05 3.501e-01 1.435
Table 4. MajorantM⊕2|·| and its parts (Example 2).
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grid niter
MINRES
tsec ‖R13‖Ω ‖R23‖Ω M⊕3|·| I3eff
9× 9 8 0.00 4.613e+01 1.277e+00 1.649e+01 1.905
27× 27 8 0.02 1.696e+01 2.745e-02 5.437e+00 1.541
81× 81 7 0.15 5.719e+00 2.046e-03 1.823e+00 1.477
243× 243 7 1.56 1.909e+00 1.345e-04 6.079e-01 1.457
729× 729 6 12.34 6.364e-01 8.436e-06 2.026e-01 1.451
Table 5. MajorantM⊕3|·| and its parts (Example 2).
grid niter
MINRES
tsec ‖R14‖Ω ‖R24‖Ω M⊕4|·| I4eff
9× 9 10 0.00 1.624e+01 4.474e-01 5.801e+00 1.958
27× 27 9 0.02 5.950e+00 9.645e-03 1.908e+00 1.582
81× 81 9 0.19 2.007e+00 7.120e-04 6.398e-01 1.516
243× 243 9 1.90 6.698e-01 4.680e-05 2.133e-01 1.496
729× 729 8 15.88 2.233e-01 2.934e-06 7.108e-02 1.490
Table 6. MajorantM⊕4|·| and its parts (Example 2).
grid niter
MINRES
tsec ‖R15‖Ω ‖R25‖Ω M⊕5|·| I5eff
9× 9 9 0.00 5.878e+00 1.611e-01 2.099e+00 1.970
27× 27 9 0.02 2.146e+00 3.485e-03 6.880e-01 1.586
81× 81 7 0.15 7.236e-01 2.542e-04 2.307e-01 1.520
243× 243 7 1.54 2.415e-01 1.669e-05 7.690e-02 1.500
729× 729 7 14.17 8.052e-02 1.046e-06 2.563e-02 1.493
Table 7. MajorantM⊕5|·| and its parts (Example 2).
grid niter
MINRES
tsec ‖R16‖Ω ‖R26‖Ω M⊕6|·| I6eff
9× 9 11 0.00 2.621e+00 7.132e-02 9.351e-01 1.991
27× 27 10 0.02 9.522e-01 1.550e-03 3.053e-01 1.597
81× 81 9 0.19 3.211e-01 1.114e-04 1.024e-01 1.529
243× 243 8 1.73 1.072e-01 7.312e-06 3.412e-02 1.509
729× 729 8 15.81 3.573e-02 4.583e-07 1.137e-02 1.503
Table 8. MajorantM⊕6|·| and its parts (Example 2).
grid niter
MINRES
tsec ‖R17‖Ω ‖R27‖Ω M⊕7|·| I7eff
9× 9 12 0.00 1.359e+00 3.670e-02 4.846e-01 2.023
27× 27 11 0.02 4.913e-01 8.015e-04 1.575e-01 1.615
81× 81 9 0.19 1.656e-01 5.669e-05 5.280e-02 1.546
243× 243 9 1.89 5.528e-02 3.716e-06 1.760e-02 1.526
729× 729 8 15.88 1.843e-02 2.329e-07 5.867e-03 1.520
Table 9. MajorantM⊕7|·| and its parts (Example 2).
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grid niter
MINRES
tsec ‖R18‖Ω ‖R28‖Ω M⊕8|·| I8eff
9× 9 12 0.00 7.839e-01 2.098e-02 2.792e-01 2.064
27× 27 11 0.02 2.816e-01 4.606e-04 9.028e-02 1.638
81× 81 11 0.23 9.492e-02 3.200e-05 3.026e-02 1.569
243× 243 10 2.05 3.168e-02 2.095e-06 1.009e-02 1.548
729× 729 10 19.27 1.056e-02 1.312e-07 3.362e-03 1.542
Table 10. MajorantM⊕8|·| and its parts (Example 2).
niter
MINRES
tsec ‖R1‖ ‖R2‖ M⊕|·| Ieff
k = 0 - - 8.821e-01 1.183e-05 1.986e-01 1.002
k = 1 8 15.84 1.714e+00 2.295e-05 5.455e-01 1.460
k = 2 8 15.64 1.100e+00 1.467e-05 3.501e-01 1.435
k = 3 6 12.34 6.364e-01 8.436e-06 2.026e-01 1.451
k = 4 8 15.88 2.233e-01 2.934e-06 7.108e-02 1.490
k = 5 7 14.17 8.052e-02 1.046e-06 2.563e-02 1.493
k = 6 8 15.81 3.573e-02 4.583e-07 1.137e-02 1.503
k = 7 8 15.88 1.843e-02 2.329e-07 5.867e-03 1.520
k = 8 10 19.27 1.056e-02 1.312e-07 3.362e-03 1.542
overall - - 4.403e+00 5.886e-05 1.402e+00 1.404
Table 11. The overall majorantM⊕|·| and its parts computed on a 729×729-mesh
(Example 2).
References
[1] D. Abbeloos, M. Diehl, M. Hinze, and S. Vandewalle. Nested multigrid methods for time-periodic, parabolic
optimal control problems. Comput. Vis. Sci., 14(1):27–38, 2011.
[2] F. Bachinger, U. Langer, and J. Scho¨berl. Numerical analysis of nonlinear multiharmonic eddy current prob-
lems. Numer. Math., 100(4):593–616, 2005.
[3] F. Bachinger, U. Langer, and J. Scho¨berl. Efficient solvers for nonlinear time-periodic eddy current problems.
Comput. Vis. Sci., 9(4):197–207, 2006.
[4] D. Braess. Finite elements: Theory, fast solvers, and applications in solid mechanics. Cambridge University
Press, second edition, 2005.
[5] F. Brezzi and M. Fortin. Mixed and hybrid finite element methods, volume 15 of Springer Series in Computa-
tional Mathematics. Springer, New York, 1991.
[6] P. G. Ciarlet. The Finite Element Method for Elliptic Problems, volume 4 of Studies in Mathematics and its
Applications. North-Holland, Amsterdam, 1978. Republished by SIAM in 2002.
[7] D. M. Copeland and U. Langer. Domain decomposition solvers for nonlinear multiharmonic finite element
equations. J. Numer. Math., 18(3):157–175, 2010.
[8] A. Gaevskaya, R. H. W. Hoppe, and S. Repin. A posteriori estimates for cost functionals of optimal control
problems. Numerical Mathematics and Advanced Applications, Proceedings of the ENUMATH 2005, pages
308–316, 2006.
[9] A. Gaevskaya, R. H. W. Hoppe, and S. Repin. Functional approach to a posteriori error estimation for elliptic
optimal control problems with distributed control. Journal of Mathematical Sciences, 144(6):4535–4547, 2007.
[10] A. V. Gaevskaya and S. I. Repin. A posteriori error estimates for approximate solutions of linear parabolic
problems. Differential Equations, 41(7):970–983, 2005.
[11] M. Jung and U. Langer. Methode der finiten Elemente fu¨r Ingenieure: Eine Einfu¨hrung in die numerischen
Grundlagen und Computersimulation. Springer, Wiesbaden, second edition, 2013.
[12] M. Kollmann and M. Kolmbauer. A preconditioned MinRes solver for time-periodic parabolic optimal control
problems. Numer. Linear Algebra Appl., 20(5):761–784, 2013.
[13] M. Kollmann, M. Kolmbauer, U. Langer, M. Wolfmayr, and W. Zulehner. A finite element solver for a multi-
harmonic parabolic optimal control problem. Comput. Math. Appl., 65(3):469–486, 2013.
[14] M. Kolmbauer. The multiharmonic finite element and boundary element method for simulation and control of
eddy current problems, PhD thesis, JKU Linz, 2012.
[15] M. Kolmbauer and U. Langer. A robust preconditioned MinRes solver for distributed time-periodic eddy
current optimal control problems. SIAM J. Sci. Comput., 34(6):B785–B809, 2012.
FUNCTIONAL A POSTERIORI ERROR ESTIMATES FOR TIME-PERIODIC PARABOLIC PROBLEMS 19
[16] M. Kolmbauer and U. Langer. Efficient solvers for some classes of time-periodic eddy current optimal control
problems. Numerical Solution of Partial Differential Equations: Theory, Algorithms, and Their Applications,
45:203–216, 2013.
[17] J. Kraus and M. Wolfmayr. On the robustness and optimality of algebraic multilevel methods for reaction-
diffusion type problems. Comput. Vis. Sci., 16(1):15–32, 2013.
[18] W. Krendl, V. Simoncini, and W. Zulehner. Stability estimates and structural spectral properties of saddle
point problems. Numer. Math., 124(1):183–213, 2013.
[19] O. A. Ladyzhenskaya. The Boundary Value Problems of Mathematical Physics. Nauka, Moscow, 1973. In
Russian. Translated in Appl. Math. Sci. 49, Springer, 1985.
[20] O. A. Ladyzhenskaya, V. A. Solonnikov, and N. N. Ural’ceva. Linear and Quasilinear Equations of Parabolic
Type. AMS, Providence, RI, 1968.
[21] U. Langer and M. Wolfmayr. Multiharmonic finite element analysis of a time-periodic parabolic optimal control
problem. J. Numer. Math., 21(4):265–300, 2013.
[22] O. Mali, P. Neittaanma¨ki, and S. Repin. Accuracy Verification Methods. Theory and Algorithms, volume 32
of Computational Methods in Applied Sciences. Springer, Netherlands, 2014.
[23] P. A. Raviart and J. M. Thomas. A mixed finite element method for 2-nd order elliptic problems. Mathematical
Aspects of Finite Element Methods, Lect. Notes Math. 606, pages 292–315, 1977.
[24] S. Repin. Estimates of deviation from exact solutions of initial-boundary value problems for the heat equation.
Rend. Mat. Acc. Lincei, 13(2):121–133, 2002.
[25] S. Repin. A Posteriori Estimates for Partial Differential Equations. Radon Series on Computational and
Applied Mathematics 4, Walter de Gruyter, Berlin, 2008.
[26] J. E. Roberts and J.-M. Thomas. Mixed and hybrid methods. Handbook of numerical analysis, 2(1):523–639,
1991.
[27] O. Steinbach. Numerical Approximation Methods for Elliptic Boundary Value Problems: Finite and Boundary
Elements. Springer, New York, 2008.
[28] V. Thome´e. Galerkin finite element methods for parabolic problems, volume 25 of Springer Series in Compu-
tational Mathematics. Springer, Berlin-Heidelberg, second edition, 2006.
[29] M. Wolfmayr. Multiharmonic finite element analysis of parabolic time-periodic simulation and optimal control
problems, PhD thesis, JKU Linz, 2014.
[30] S. Yamada and K. Bessho. Harmonic field calculation by the combination of finite element analysis and har-
monic balance method. IEEE Trans. Magn., 24(6):2588–2590, 1988.
(U. Langer) Institute of Computational Mathematics, Johannes Kepler University Linz, Altenberg-
erstraße 69, 4040 Linz, Austria
E-mail address: ulanger@numa.uni-linz.ac.at
(S. Repin) V. A. Steklov Institute of Mathematics in St. Petersburg, Fontanka 27, 191011, St.
Petersburg, Russia, and University of Jyva¨skyla¨, Finland
E-mail address: repin@pdmi.ras.ru
(M. Wolfmayr) Johann Radon Institute for Computational and Applied Mathematics, Altenberger-
straße 69, 4040 Linz, Austria
E-mail address: monika.wolfmayr@ricam.oeaw.ac.at
