The neutrix composition F (f (x
Introduction and preliminary results
In the following, we let D be the space of infinitely differentiable functions ρ(x) dx = 1.
Putting δ n (x) = nρ(nx) for n = 1, 2, . . . , it follows that {δ n (x)} is a regular sequence of infinitely differentiable functions converging to the Dirac deltafunction δ(x). Further, if F is a distribution in D and F n (x) = F (x − t), δ n (x) , then {F n (x)} is a regular sequence of infinitely differentiable functions converging to F (x). Now let f (x) be an infinitely differentiable function having a single simple root at the point x = x 0 . Gel'fand and Shilov defined the distribution δ (r) (f (x)) by the equation
for r = 0, 1, 2, . . . , see [7] .
In order to give a more general definition for the composition of distributions, the following definition for the neutrix composition of distributions was given in [2] and was originally called the composition of distributions. Definition 1. Let F be a distribution in D and let f be a locally summable function. We say that the neutrix composition F (f (x)) exists and is equal to h on the open interval (a, b) if
, where F n (x) = F (x) * δ n (x) for n = 1, 2, . . . and N is the neutrix, see [1] , having domain N the positive integers and range N the real numbers, with negligible functions which are finite linear sums of the functions n λ ln r−1 n, ln r n : λ > 0, r = 1, 2, . . . and all functions which converge to zero in the usual sense as n tends to infinity.
In particular, we say that the composition F (f (x)) exists and is equal to h on the open interval (a, b) if
Note that taking the neutrix limit of a function f (n), is equivalent to taking the usual limit of Hadamard's finite part of f (n).
The following theorems were proved in [3] , [4] , [5] and [6] respectively. 
for s = 0, 1, 2, . . . and (s + 1)λ = 2, 4, . . . .
Theorem 2.
The compositions δ (2s−1) (sgn x|x| 1/s ) and δ (s−1) (|x| 1/s ) exist and
for s = 0, 1, 2, . . . and r = 1, 2, . . . , where M is the smallest positive integer greater than (s − r 2 + 1)/r and
In the next theorem, the function exp + (x) is defined by
and H(x) denotes Heaviside's function.
1/r } exists for r = 1, 2, . . . and s = 0, 1, 2, . . . , (2) for m, r = 1, 2, . . . and
for s = mr − 1 and m, r = 1, 2, . . . . In particular
for r = 1, 2, . . . .
We now need the following lemma, which can be easily proved by induction:
In the following we define the functions cosh 
Main results
We now prove the following theorem:
1/r exists and
for r, s = 1, 2, . . . . In particular,
Proof. It is clear that δ
1/r = 0 on any interval not containing the origin and so we only need prove equation (6) on the interval [−1, 1]. To do this, we will first of all need to evaluate
Making the substitution t = n[cosh
we have
and it follows that N−lim
It is obvious that N−lim
and it now follows from equations (9), (10) and (11) that
for k = 1, 2, . . . . Next, when k = s, we note that
and it follows that
Hence, if ψ(x) is an arbitrary continuous function, then
for s = 1, 2, . . . .
Now let ϕ(x) be an arbitrary function in D[−1, 1]. By Taylor's Theorem we have
where 0 < ξ < 1. Then
It now follows from equations (12), (13) and (14) that
and equation (7) follows. Equation (8) follows immediately from equation (7).
Replacing x by −x, we get 
Corollary 5.2
The neutrix composition δ (rs+r−1) [cosh −1 (|x| + 1)] 1/r exists and
Proof.
Equations (17) and (18) follow immediately on noting that 
for r = 1, 2, . . . . 
Making the substitution t = n cosh
we have rk + r − 1 j j i
and it now follows from equations (21), (22) and (23) that
Again let ϕ(x) be an arbitrary function in D[−1, 1] so that 
