We brie y review a small fraction of the literature for anyone interested in random trees in logic, linguistics, or computer science. This note should be regarded as a sort of disorganized bibliography for anyone who is interested in pursuing the subject.
1. Given a machine M, what is the probability p n that a randomly chosen input from I n is accepted? 2. What happens to p n as n gets large? Question 1(1), \what is p n ?" is often a quite di cult problem in \enumerative combinatorics." On the other hand, Question 1(2), \what happens to p n as n ! 1?" is often tractible. The answer to the second question is often su cient for many applications.
In this note, we will look at some of the research into Question 1(2) for I n being the set of trees of n vertices. The general reference for probability in this note is GrS82], although there are many others, from Ro76] on up. For nite model theory, see EbF95] or I99].
One clari cation before we continue: a labelled tree on n vertices is an acyclic graph on n distinguished vertices, say 1; 2; : : : ; n. It is rooted if it has a root; otherwise it is free. An unlabelled tree has undistinguished vertices, and technically is an isomorphism class of labelled trees. Rooted unlabelled trees are sometimes called plane trees.
Probability
Returning to Question 1(2)for any sequence of spaces fI n g, the question, \what happens to p n as n ! 1?" appeared in logic and computer science in the 1960s. Example 1 If I n is the set of all n-strings from a nite alphabet, and M is a deterministic nite automaton (DFA), then there is a vector p I = (p 0 ; : : : ; p ?1 ) such that if A n is the set of n-strings accepted by M, and a n = jA n j=jI n j, then lim n!1 ja n ? p n mod j = 0. This is an immediate consequence of a principal theorem of Ra63]; see Paz71] for a Markov chain approach.
A Markov Chain is a random process in which a system starts in one of several states ?, and evolves (in discrete steps, in the nicer theory). For each step t, and each ; 0 2 ?, the probability that the system will go to state 0 ) in the tth step (assuming that it was in the state is a number p( 0 ; tj ) 2 0; 1], independent of the history of the system. Markov chains (and their relations, the martingales) are used increasingly often in probabilistic combinatorics. They are described in GrS82] and other standard texts.
Example 2 Second, suppose that I n is the set of all n-element elementary structures of a given signature, and M accepts or rejects depending on whether or not the given structure satis es a xed rst order formula. If A n is the set of n-element structures accepted, and a n = jA n j=jI n j, then lim n!1 a n 2 f0; 1g. This was proven independently There are at least two applications of these kinds of results:
To prove that certain properties of inputs cannot be expressed as accept/reject problems of a certain kind of machine. For example, I = f0 n : n is primeg is not accepted by a DFA because there are arbitrarily long gaps between primes, making the existence of a vector p I a l a Example 1 impossible.
To prove probabilitstic things things about properties that can be so expressed. For example, as \the graph is of diameter 3" is rst order expressible, we know from Example 2 that it is either true of almost all graphs of false for almost all graphs. (It turns out that almost all graphs are of diameter 2.)
Since many inputs are in the form of trees, either rooted or free, one might ask about probable behavior of trees. When people started studying the probabilistic behavior of trees in the 1950s and 1960s (e.g., O48], Cl58], Re60], etc.), they followed in the tradition of Cayley Ca81], who had used generating functions in Ca89], see Pal85] . Indeed, generating functions seem to be the most popular tool for this sort of thing.
De nition 1 Fix a sequence = 0 ; 1 ; : : : of sets of objects, and for each nonnegative integer n, let j n j be the number of objects in n . Then the generating function of is the power series f(z) = P 1 n=0 j n jz n , and the exponential generating function is the power series g(z) = P 1 n=0 j nj n! z n . For example, suppose that for each integer k > 0, n is the set of (unordered) partitions of n, i.e., the set of tuples (n 1 ; n 2 ; : : : ; n l ) where n = n 1 + n 2 + + n l ; n 1 n 2 : : : n l > 0: Then the generating function of turns out to be f(x) = Q 1 k=1 (1 ? z k ) ?1 , a useful fact if you want to compute j n j.
Generating functions allow the reduction of a combinatorial problem to a problem in analysis (often di erential equations). Generating functions are described in most combinatorics texts (e.g., LiW92, Chapt. 14]); for an extended view of the subject, It turns out that with the right parameters, the following is true: for xed n, for each rooted n-tree T, the probability of selecting T 
Logic
Let's consider properties expressible in Monadic Second Order (MSO) logic, the extension of rst order logic with quanti cations over sets (i.e., over unary relations); see EbF95] . Recall that MSO is the logic that captures the behavior of deterministic nite automata ( Bu62, Bu73] ). In Co89], it was proposed for every MSO query , there was a p 2 0; 1] such that for large n, the probability that a random rooted n-tree satis es is p . This was conjectured for labelled and unlabelled trees, and proven by very so- were used to prove that for free trees, these asymptotic probabilities were 0 or 1, as follows.
Recall that every rooted tree T is a subtree of almost all much larger trees. It turns out that for each r, there is a rooted tree T r whose presence as a subtree of a free tree F xes the truth or falsity of all MSO sentences of quanti er depth r. As T r is present in almost all large enough trees, the truth or falsity of all MSO formulas of quanti er depth r is xed for all these large enough trees, giving us the asymptotic values 1 (for MSO sentences that are TRUE on F having T r as a subtree) and 0 (for MSO sentences that are FALSE on F having T r as a subtree Conjecture 1 Context-free languages are also eventually periodic in the sense that if L is a CFL, then there is a vector (p 0 ; : : : ; p ) such that for each n, the probability that a randomly selected n-string is an element of L is (asymptotically) p n mod .
One nal remark. We have been naively assuming that \randomly selecting a tree" consists of having a bag of trees (or isomorphism classes of trees) and selecting one at random. One can easily imagine several situations in which we would be interested in a quite di erent distribution:
A rooted tree might represent a word, and some words (\friendly") are more likely to be used than others (\amicable"). A tree might be generated like a tree, with edges budding out of leaves or (less likely? more likely?) of vertices of higher degree.
A tree might represent a cluster of data points in Euclidean space, or a random spanning tree of a given graph.
