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TÜRKİYE’NİN MARMARA BÖLGESİNDEKİ ARAZİ ÖRTÜSÜ 
DEĞİŞİMLERİNİN İKLİM ÜZERİNDEKİ ETKİSİNİN UZAKTAN 
ALGILANMASI VE BÖLGESEL İKLİM MODELLENMESİ  
ÖZET 
Bu çalışmada arazi örtüsünde meydana gelen değişimleri belirlemek için 
kullanılabilecek uzaktan algılama yöntemleri, arazi örtüsünde meydana gelen 
değişimlerin Marmara Bölgesi yaz iklimi üzerindeki etkisi, Landsat görüntülerinin 
iklim modelleme için kullanılabilirliği ve iklim modellemede kullanılan arazi örtüsü 
verilerinin doğruluğu araştırılmıştır.  
Bu amaçla endüstrileşme ve nüfus artışı sonucunda özellikle 1980 li yıllardan sonra 
arazi örtüsü değişimini meydana geldiği Marmara Bölgesi çalışma alanı olarak 
seçilmiştir. Marmara Bölgesine ait arazi kullanımı haritaları Landsat görüntüleri 
kullanılarak oluşturulmuştur. Çalışmanın ilk aşamasında, 1972-1975 tarihleri 
arasında elde edilen Landsat MSS ve 2001-2005 tarihleri arasında elde edilen 
Landsat ETM görüntüleri radyometrik ve atmosferik olarak düzeltilerek atmosferik 
parçacıklardan kaynaklanan bozulma etkileri ve sistematik hatalar elemine edilmiştir. 
Geometrik distorsiyonları elemine etmek, piksel bağıl konum hatalarını düzeltmek ve 
görüntüleri ortak bir koordinat sisteminde tanımlayabilmek amacıyla her bir görüntü 
geometrik olarak düzeltilmiştir. Bu çalışmada, yeni bir yaklaşım olarak 
semivariyogramların farkli arazi örtüsü tiplerini ayırt etmede kullanılması gereken 
bant kombinasyonlarını belirleme de kullanılabileceği, değişimin çok olduğu 
alanların değişen semivariyogram parametreleri ile yakalanabileceği ortaya 
konulmuştur. Ayrıca, mekansal profiller kullanılarak kıyı bölgelerde meydana gelen 
değişimlerin yönü ve büyüklüğü belirlenmiştir.  Dijital görüntü işlemenin son 
aşamasında Landsat MSS ve Landsat ETM görüntüleri sınıflandırılarak, Marmara 
Bölgesi için 1975 ve 2005 tarihli arazi örtüsü haritaları türetilmiştir. Semivariyogram 
ve mekansal profillerle belirlenen değişimin çok olduğu pilot bölgeler ve spektral 
karışımın gözlendiği bölgeler ayrıca sınıflandırılmış ve sınıflandırmanın doğruluğu  
 xv 
 
arttırılmıştır. Sınıflandırma sonuçları 1 km mekansal çözünürlüğe örneklenip, 
karşılaştırma bu veriler üzerinden yapılmıştır. Yapılan değişim analizleri sonucunda, 
şehirleşme ile birlikte İstanbul, Bursa ve Adapazarı’ nda tarım alanlarının yerleşim 
alanlarına dönüştürüldüğü, İstanbul Avrupa yakasının kıyı bölgelerinde yapılan açık 
maden çalışmaları sonucunda kıyının doldurulurak kıyı şeridinin değiştirildiği ve 
bazı ormanlık alanlara açık alan ve seyrek bitkilik alanlara dönüştürüldüğü, Izmit 
gibi bazı bölgelerde ise açık alanların yerleşim alanlarına dönüştürüldüğü 
saptanmıştır. 
Çalışmanın ikinci aşamasında, 2005 yılı arazi örtüsü haritası, iklim modellerinde 
kullanılan global arazi örtüsü verileri ile kıyaslanarak, bu verilerin Marmara Bölgesi 
için doğruluğu incelenmiştir. Yapılan karşılaştırmalar sonucunda, global arazi örtüsü 
verilerinin Marmara Bölgesinin bazı kısımlarını doğru ifade etmediği, özellikle 
yerleşim alanlarında problem olduğu, bazı veri setlerinin kıyı deniz sınırlarını doğru 
ifade edemediği tespit edilmiştir. Çalışmada kullanılan WRF modelleme sisteminin 
kullandığı arazi örtüsü verisi ile yapılan daha detaylı karşılaştırma sonucunda, bu 
verinin güncel olmadığı, yerleşim bölgelerini eksik ifade ettiği, kıyılarda meydana 
gelen değişimleri göstermediği ve İstanbul’ ın kıyı bölgesindeki bazı ormanlık 
alanları tarla olarak gösterdiği bulunmuştur. 
Çalışmanın üçüncü aşamasında, WRF modelleme sistemi ile farklı parametre 
alternatifleri kullanılarak çok sayıda deney yapılmış ve Marmara Bölgesi için en 
uygun model konfigürasyonu seçilmiştir. 27 km, 9 km ve 3 km yatay çözünürlükte 
bir ana ve iki iç çalışma alanı oluşturulmuştur. Belirlenen en uygun konfigürasyon, 
modeldeki arazi örtüsü ve NCEP/DOE Reanalysis II verisi başlangıç ve sınır şartı 
olarak kullanılıp Haziran-Ağustos 2004 dönemi için model çalıştırılarak kontrol 
simülasyonu elde edilmiştir. Sonraki adımda, 2005 yılı için üretilen arazi örtüsü 
verisi kullanılarak aynı periyot için ikinci bir simülasyon yapılmıştır. Kontrol 
simülasyonu ile yeni arazi modeli kullanılarak yapılan simülasyondan elde edilen 
sonuçlar, meteorolojik istasyonlardan elde edilen sonuçlarla kıyaslanmış ve 
minimum, maksimum ve ortalama sıcaklık değerlerinin yeni arazi örtüsü ile yapılan 
simülasyonlarda daha iyi sonuçlar verdiği bulunmuştur. Yağış için her iki 
simülasyonda benzer sonuçlar vermiş, yağışın genel yapısı bulunmasına karşın, 
miktarı ölçüm verilerinden daha düşük çıkmıştır. 
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Çalışmanın son aşamasında, 1975 yılı arazi örtüsü verisi ile simülasyon yapılıp, 2005 
ile 1975 arazi örtüsü simülasyon sonuçları kıyaslanmış ve arazi örtüsü değişiminin 
Marmara Bölgesindeki yaz iklimine etkileri araştırılmıştır. Tarla ve boş alanların 
yerleşim alanlarına dönüştürülmesi ısınmaya, orman alanların boş ve seyrek bitkili 
alanlara dönüştürlümesi ısınmaya, tarlaların baraj çalışmalarıyla su alanlarına 
dönüştürülmesi soğumaya neden olmuştur. Isınma özellikle şehirleşmenin arttığı, 
İstanbul, Bursa ve Adapazarı illerinde gözlenmiştir. Öte yandan, İstanbul kıyı 
bölgelerindeki açık maden aktivitelerinin neden olduğu arazi kullanımı değişimi de 
ısınmaya neden olmuştur. 
Bu çalışmanın sonucunda, arazi örtüzü verisinin iklim modelleme için önemli olduğu 
ve modeller içindeki verilerin bazı bölgelerde yanlış olduğu ve güncel olmadığı tespit 
edilmiştir. İklim modelleme için daha doğru arazi örtüsü verileri üretmek için 
Landsat görüntülerinin kullanılabileceği ve bu görüntülere uygulanması gereken 
dijital görüntü işleme prosedürleri gösterilmiştir. Ayrıca Marmara Bölgesinde 
meydana gelen arazi kullanımı değişimlerinin lokal iklimi etkilediği gösterilmiş ve 
sıcaklıkların lokal değişimlerden daha fazla etkilendiği ortaya konmuştur. Coğrafi 
Bilgi Sistemlerinin kullanılmasıyla tüm veriler ortak bir çatı altında toplanmış, 
tampon bölge analizleri yapılarak iklim üzerinde etkiye neden olan arazi kullanımı 
değişimleri ayrıntılı olarak incelenebilmiştir. 
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REMOTE SENSING AND REGIONAL CLIMATE MODELING OF 
IMPACTS OF LAND COVER CHANGES ON THE CLIMATE OF THE 
MARMARA REGION OF TURKEY 
SUMMARY 
This research investigated the usage of different remote sensing techniques to 
determine land cover change, impacts of land cover change on summer climate of the 
Marmara Region, the utilization of Landsat images in regional climate modeling and 
the accuracy of global land cover data sets used in climate modeling. 
The Marmara Region, which experienced significant land cover changes as a result 
of rapid industrialization and population increase especially after 1980s, was selected 
as my study area. At the first stage of the research, Landsat MSS images obtained 
between 1972 and 1975 and Landsat ETM images obtained between 2001 and 2005 
were used to derive multi-temporal land cover data of the Marmara Region. First, all 
images were atmospherically and radiometrically corrected to minimize 
contamination effects of atmospheric particles (scattering and absorption effects due 
to the atmosphere) and systematic errors.  Then, geometric correction was performed 
for each image to eliminate geometric distortions, correct errors in the relative 
positions of pixels, and define images in a common coordinate system.  A new 
approach, semivariograms, was introduced to select appropriate band combinations 
for studying different land cover classes and determine the regions having significant 
land cover changes. It was found that semivariograms can be used to determine 
spatial variations and significantly changed areas can be identified using the changes 
in semivariogram parameters. Spatial profiles were created and examined to find out 
significant land cover changes in pilot regions and to determine the location and the 
size of land cover changes occurred in coastal zones. Based on the information 
obtained from semivariograms and spatial profiles, several pilot areas were created 
and classification employed separately for each area to minimize the spectral mixing 
of various classes such as barren, crop and urban and increase the classification 
accuracy. The classification results were aggregated to 1 km and change detection 
 xviii 
 
analysis, land cover data comparison and climate modeling were performed using 
this data set. Change detection analysis illustrated that, as a result of urbanization, 
crop areas were transformed into urban and built up areas in İstanbul, Bursa and 
Adapazarı. The coastal region of European side of İstanbul changed because of open 
mining activities and the coastline changed in this region. The Black Sea was filled 
with open mining residue and some forest areas were transformed into barren and 
sparsely vegetated areas in this region. In some parts of the Marmara Region like 
İzmit, barren and sparsely vegetated areas were transformed into urban and built up 
areas. 
At the second stage of the research, 2005 land cover data obtained from Landsat 
images were compared with the global land cover data sets used in climate modeling 
to analyze the accuracy of these data sets for the Marmara Region. Comparisons 
showed that global land cover data sets, namely Global Land Cover Characterization, 
Global Land Cover 2000 and University of Maryland Land Cover, are not accurate 
for some parts of the Marmara Region, especially for the urban areas. One of the data 
sets also has problems to represent land and sea boundaries. Detailed analyses were 
conducted to determine the accuracy of land cover data used in the Weather Research 
and Forecasting (WRF) modeling system. These data are not up-to-date and do not 
represent urban areas accurately in İstanbul, Adapazarı, Bursa and İzmit. These data 
also had problems in the coastal part of the European side of İstanbul and showed 
some forest areas as crop areas.  Therefore, it was important to derive more accurate 
land cover data of the study region, which was done with Landsat images in this 
research. 
At the third stage of the research, several experiments with different parameter 
alternatives were tested in the WRF modeling system to find out the best model 
configuration for the Marmara Region. The experiments were conducted for the 
summer (June-July-August) season. One main and two nested domains were formed 
with 27 km, 9 km and 3 km horizontal resolution, respectively. The control run was 
employed with the best model configuration, model land cover data and initial and 
boundary conditions obtained from the National Centers for Environmental 
Prediction/Department of Energy Atmospheric Model Intercomparison Project-II 
Reanalysis. Another run was conducted similar to the control run but with new 2005 
land cover data. The results of this new experiment were compared with those from 
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the control run for some meteorological stations and it is found out that minimum, 
maximum and average temperature values gave better results with new land cover 
data, especially for the changed region. Both runs gave similar results for 
precipitation. Although the general pattern of the precipitation can be captured, the 
precipitation amounts with model simulations were comparatively lower than the 
observations. 
At the last stage of the research, 1975 land cover data were implemented in the WRF 
modeling system, simulation results obtained from 1975 and 2005 land cover data 
were compared, and the land cover change impact on summer climate of the 
Marmara Region was examined. Conversion of crop and barren and sparsely 
vegetated areas into urban areas caused warming, conversion of forest areas into 
barren and sparsely vegetated areas caused warming and conversion of sparsely 
vegetated to woodland around Bursa region caused cooling. Urban heat islands over 
İstanbul, Bursa and Adapazarı can be identified with the comparison of average 
temperatures obtained from 1975 and 2005 land cover data simulations. Also the 
results showed that warming occurred along the coastline regions of İstanbul as a 
result of open mining activities. 
Overall results of this research suggest that land cover is an important determinant 
for regional climate modeling studies and global land cover data sets for the 
Marmara Region are not up-to-date and have some deficiencies. Landsat images can 
be used to derive more accurate land cover data for regional climate modeling and 
required digital image processing techniques that should be applied to these images 
were presented. Also, land cover change in the Marmara Region impacted the local 
climate and temperatures were more sensitive to local land cover changes than 
precipitation. Data from several sources were collected in a common frame with 
Geographic Information Systems and buffer zone analysis within the system showed 
detailed land cover change impacts on climate. 
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1.  INTRODUCTION  
Integrated usage of remote sensing and space technologies have been utilized for 
multidisciplinary applications by several scientists. Satellite sensor images provide 
rapid, economic, update information of earth surface characteristics, and can be used 
for various researches. Remote sensing accommodates accurate and reliable 
information to many researchers with high spatial, spectral and temporal resolution, 
synoptic view and very short data collection time. Land cover which is a 
fundamental variable impacting and linking many parts of the human and physical 
environments can be derived using remotely sensed data. Several different 
applications such as management of environmental and natural resources, sea and 
coastline studies, land use/cover changes in global and regional scales, weather 
forecasting and climate modeling can be conducted using the remote sensing 
technology (Schweiger et al., 2005; Brivio et al., 2002; Ostir et al., 2002; Saroğlu, 
2005; Ormeci and Ekercin, 2007).  
Global warming is one of the most important environmental problems that the world 
faces. Recent studies show that global average land-surface air temperature has been 
increasing and many natural systems are being affected because of the temperature 
increases. Changes in snow, ice and frozen ground cause enlargement and increase in 
numbers of glacial lakes and increase ground instability in permafrost regions, and 
rock avalanches in mountain regions. Global warming has effects on hydrological 
systems such as increased run-off and earlier spring peak discharge in many glacier- 
and snow-fed rivers and warming of lakes and rivers in many regions, with effects on 
thermal structure and water quality (IPCC, 2007).  
Human beings, like other living organisms, have always influenced their 
environment. The impact of human activities has begun to extend to a much larger 
scale, continental or even global since the beginning of the Industrial Revolution, 
mid-18th century. As a result of human activities, in particular that involving the 
combustion of fossil fuels for industrial or domestic usage, and biomass burning, 
produce greenhouse gases and aerosols, the composition of the atmosphere has been 
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affected. The emission of chlorofluorocarbons (CFCs) and other chlorine and 
bromine compounds has impact on both the radiative forcing and depletion of the 
stratospheric ozone layer. Physical and biological properties of the Earth’s surface 
have been affected as a result of land-use change, due to urbanization and human 
forestry and agricultural practices. Such effects change the radiative forcing and have 
a potential impact on regional and global climate (IPCC, 2001). 
Human activities such as urbanization, intensive agriculture, deforestation and forest 
management have considerably altered Earth’s surface, especially during the last 
several hundred years (Vitousek et al., 1997; Ramankutty and Foley, 1999). Local, 
regional, and global climate can be affected by such disturbance of because of the 
change of the energy balance on the Earth’s surface and the chemical composition of 
the atmosphere (Chase et al., 1999; Houghton et al., 1999; Pielke, 2001).  
Land cover products used in most climate models were initially compiled from maps 
and ground surveys till the global scale land cover products generated  from remote 
sensing images became avaible. These remotely sensed derived global land cover 
products like Global Land Cover Characteristics (GLCC), University of Maryland 
alnd cover classification (UMD) and Global Land Cover 2000 (GLC 2000) have 
been implemented into various land surface schemes and climate models. However, 
no land cover data set is 100% accurate, even if developed from the most advanced 
satellite images (Mathews, 1983; Sellers et al., 1996a, 1996b; Walko et al., Friedl 
et al, 2002; Ge et al., 2007). Ge et al. (2007) investigated how the classification 
accuracy of a land cover data set employed in a land surface scheme affects 
simulated cumulative precipitation in a regional climate model  . 
Current land cover data available within the regional climate models such as 
Regional Atmospheric Modeling System (RAMS), the Fifth-Generation NCAR/Penn 
State Mesoscale Model (MM5) and Weather Research and Forecasting (WRF) was 
obtained from 1-km Advanced Very High Resolution Radiometer satellite images 
spanning April 1992 through March 1993 with an unsupervised classification 
technique. These data are not up-to-date and are not accurate for all regions and some 
land cover types such as urban areas.  In this research, improved land cover data 
derived from Landsat images were implemented in a regional climate model. Using 
the improved land cover data produced for current and past conditions, land cover 
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change was determined and the impact of this land cover change on the local climate 
of study region was examined. 
The objectives of the research are to investigate: 
 land cover changes that occurred in the Marmara Region between 1975 
and 2005 using Landsat images, 
 utilization of digital image processing and geostatistical methods  to 
determine land cover changes in the study area, 
 the accuracy of global land cover databases used in climate modeling for 
the Marmara Region by comparing them to land cover data produced 
from Landsat images, 
 contribution and utility of Landsat images to regional  climate modeling, 
 the performance of WRF on the Marmara Region 
 the impacts of human induced land cover change on the regional summer 
climate of the research area, 
 improvements that can be made in climate modeling using remote sensing 
and GIS. 
Investigation of land cover change impact on climate requires accurate land cover 
data representing present, past and future. Much research has been conducted using 
the available land cover data within the model as current land cover and 
reconstructed past land cover from the topographic maps, vegetation databases or 
ecosystem models. Land cover data must be prepared based on a known 
classification scheme such as Biosphere Atmosphere Transfer Scheme (BATS), 
Simple Biosphere Model (SBM), United Stated Geological Survey (USGS) Land 
Use and Land Cover Classification Legend depending on the land surface or climate 
model that will be used in the research. There are some problems about past and 
current land cover data used in regional climate modeling. It is generally hard and 
not precise to reconstruct past land cover data from topographic maps and vegetation 
database since these data might not include the same classes with the classification 
scheme. On the other hand, current data in the regional climate models which are 
generally used to represent present land cover are not up to date and are not accurate 
for some classes. Since these data were derived from AVHRR vegetation indices, 
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they are not good at representing urban and built up areas. Accuracy of present land 
cover is not only important for determining land cover change but also important for 
simulating current climate precisely. Also, future projections of land cover are 
created based on past and present land cover, some scenarios and transformation 
models and accuracy of present and past land cover data would directly affect the 
accuracy of future projections. Therefore accurate representation of land cover is a 
key determinant for climate studies and being handled in this study. 
In this research, remote sensing technology and Landsat satellite images were used to 
derive past and present land cover data of the Marmara Region and then introduced 
to WRF modeling system to analyze the impact of land cover change on local 
climate of the region. Current and past land cover data were created based on USGS 
scheme used in WRF modeling system. Several image processing techniques were 
conducted to remove atmospheric, radiometric and geometric distortions available in 
the images. Classification was supported with semivariograms and spatial profiles to 
derive the accurate land cover of the study region. Although classified images were 
resampled to 1 km same as AVHRR, classified images were including more details 
because of the higher spectral and spatial resolution of original data. Details of 
conducted image processing techniques are presented in following chapters.  
Improved land cover data derived from satellite images were compared with global 
data sets used in regional climate models. Results illustrated that global data sets 
have deficiencies and inaccuries in some parts of the Marmara Region. Since global 
dataset used in WRF modeling system is not up-to-date, it is not convenient to use 
these data to simulate current climate especially for the regions faced with significant 
land cover changes. Besides, these data cannot represent urban classes correctly and 
in some parts of the Marmara there were spectral mixing problems between crops 
and forest types which lead misrepresentation of these classes. Comparison between 
the simulations conducted with improved land cover and model land cover illustrated 
that, current climate especially minimum, maximum and average temperatures can 
be more accurately simulated with new land cover. Comparison between current and 
past land cover simulations showed that there was a significant warming in the 
Marmara Region especially over the urban areas of İstanbul, Bursa and Adapazarı.  
Overall results illustrated that Landsat images can be successfully used to derive past 
and present land cover of concerned regions. Implementing Landsat derived current 
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land cover to WRF modeling system improved the simulation of current climate. 
Implementing past land cover to modeling and comparing the results of current and 
past simulations pointed out the local climatic changes. Evaluating land cover data 
sets in GIS and employing buffer zone analysis emphasized the land cover change 
impact on local climate depending on the percentage of change land cover. These 
present and past land cover data will be an accurate source to project future land 
cover based on some scenarios and transformation models in future studies. 
1.1 Warm season impacts of land cover change 
Land surface characteristics have been changing as a result of human activities such 
as deforestation, urbanization, agricultural activities and modification of natural 
vegetation patterns. The way heat, moisture, momentum, dust, and pollutants move 
upward from the surface into the atmosphere have been effected the interaction 
between land surface and the overlying atmosphere (Weaver and Avissar, 2001). 
The fundamental driving forces of atmospheric motions in the planetary boundary 
layer (PBL) are the fluxes of heat and moisture from the surface into the adjacent 
atmosphere (Stull, 1988). The response of the atmosphere to this forcing depends 
strongly on the scale of the land surface heterogeneity that determines the 
distribution of heat and moisture fluxes (Weaver and Avissar, 2001). 
The impacts of land cover change on warm season climate over different spatial and 
temporal scales have been studied by Dalu and Pielke (1993), Pielke et al. (1999), 
Pielke (2001), Weaver and Avissar, (2001) Wichansky et al. (2007), Baidya et al. 
(2003).   
Pielke et al. (1999) investigated the possible impacts of 20th century land cover 
change on the Florida peninsula’s summer time near-surface temperature and 
convective rainfall for the July-August period. Land cover data generated for 1900, 
1973 and 1993 were implemented to the simulations. Replacement of 1900 land 
cover data with 1973 or 1993 dataset caused an increase in the average July-August 
near surface temperature. The simulations conducted with 1973 and 1993 land cover 
yielded a decrease in two-month total rainfall.  
Pitman et al. (2003) used three high-resolution mesoscale model configurations 
forced at the boundaries to simulate July climates for each of natural and current land 
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cover. They obtained vegetation data from the Atlas of Australian Resources on 
Vegetation by the Australian Surveying and Land Information Group. They found 
that land cover change explained up to 50% of the observed warming in Western 
Australia. Simulated impacts of land cover change were caused by modification to 
the vegetation characteristics. Converting from trees to grass affected the partitioning 
of available water between runoff and evaporation, thereby affecting soil moisture 
and possibly rainfall. They also illustrated that land cover changes affected the 
partitioning of available energy between sensible and latent heat, affecting local air 
temperature and boundary layer structure. 
Wang et al (2003) addressed the impact of observed land cover change on the June 
meteorology of China. They employed a historical land-cover data set, compiled with 
a time resolution of 50 years, from 1700 to 1990. Their results indicated warming of 
air temperature and ground temperature, and decrease of the specific humidity and 
the latent heat flux as a result of change from forest to short grass or crops. The 
changes in the model simulation when the land cover was altered from short grass to 
crops were quite different. The air and ground temperatures became cooler, latent 
heat increased and the atmosphere became moister. In both experiments, the changes 
in the latent heat flux were associated with the changes in surface parameters that 
land surface models are known to be sensitive to (Pitman, 2003). 
Baidya Roy et al. (2003) used the Regional Atmospheric Modeling System (RAMS) 
model to investigate the possible impact of land cover change on the July climate of 
the coterminous United States. They estimated vegetation data using the Ecosystem 
Demography model. They found observed change in land cover leaded to a weak 
warming along the Atlantic coast and a strong cooling of more than 1 K over the 
Midwest and the Great Plains region but the precipitation signal was weaker. 
Ezber et al. (2007) used statistical and numerical modeling tools to investigate the 
climatic effects of urbanization in İstanbul. Their statistical analysis showed that the 
largest impact of urbanization on the local climate is in the summer. Both statistical 
and modeling analyses indicated significant warming in the atmosphere over the 
urbanized areas of İstanbul. They also found out that the model uses a very old land 
cover/vegetation map that does not reflect the current urban boundaries in İstanbul. 
They made manual changes based on topographic maps to fix the land cover data. 
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Karaca et al. (1995a,b) studied the urban heat island (UHI) in İstanbul using long 
term temperature data (up to the year 1992) from stations within and around the city. 
They found out warming trends in the urban temperatures of southern İstanbul, 
which was the most densely populated part of the city. 
Most of the studies conducted by other scientists have used land cover data available 
in the model or land cover data derived from topographic maps. In this research, I 
propose the usage of Landsat images as an alternative and reliable source to derive 
more accurate and up-to-date land cover data for climate modeling. Also, it is 
possible to derive past land cover data using achieve images. Several different digital 
image processing techniques, geostatistical methods and usage of spatial profiles 
were also proposed to derive accurate land cover map of the study area. Comparisons 
between global land cover data sets and Landsat derived data were made to analyze 
the accuracy of global data sets for the Marmara Region, which was not performed 
by any researcher previously.  
As a result of rapid population increase and industrialization, human induced land 
cover changes occurred within the region like conversion of urban and barren areas 
into urban areas, conversion of forest areas into barren areas, conversion of sparsely 
vegetated areas into crop areas. Human induced land cover change due to population 
increase especially for the cities is a problem that developing countries faced with. 
Therefore, obtaining results for Marmara Region does not only provide information 
for Turkey but also for many counties since they have the similar problem. An 
important issue about the Marmara Region is its climate because it displays a 
transition between two different types of climate, namely Black Sea and 
Mediterranean. The results of study gave information about the land cover change 
impacts on two different climate regimes.  
Simulations of the research were employed with WRF, which is a new and state-of-
the-art modeling system, whereas most of the studies in literature were conducted 
with RAMS or MM5.  
GIS was used to evaluate the relationships among climate model results, land cover 
data and other ancillary data in an integrated framework, where different source of 
data can be analyzed simultaneously and the results of analyses can support the 
decision-making mechanisms. 
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This research addressed the following scientific questions: 
 Are global land cover data sets used in regional climate models representing 
the land surface accurately?  
 Can Landsat satellite images be used to improve land surface data sets for 
regional climate models? Do these new land cover data produce improved 
climate simulations? 
 How did land cover change in Marmara Region between 1975 and 2005 and 
how does these changes affect the local climate of the region? Are these local 
climate changes statistically significant or not? 
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2.  CLIMATE, CLIMATE SYSTEM AND CLIMATE MODELING 
2.1 Climate and Climate System 
“The climate system is a complex, interactive system consisting of the atmosphere, 
land surface, snow and ice, oceans and other bodies of water, and living things” 
(IPCC, 2007). Climate is most obviously characterized by the atmospheric 
component of the climate system. The mean and variability of temperature, 
precipitation and wind over a period of time, ranging from months to millions of 
years (the classical period is 30 years) are used to described climate which is often 
defined as “average weather”. The climate system evolves in time under the 
influence of its own internal dynamics and due to changes in external forcing such as 
volcanic eruptions, solar variations and human-induced changes in atmospheric 
composition (IPCC, 2007).  
Temperature, precipitation, wind speed and direction, cloud type and amount, 
sunshine duration, atmospheric humidity, air pressure and visibility are physical 
elements make up the climate. Other elements may be equally, or more, important in 
particular situations. For example, radiant energy fluxes are important to understand 
atmospheric processes, pollutant concentration and the acidity of precipitation are of 
concern for human health while soil moisture, soil temperatures and evaporation are 
vital in agriculture (Robinson and Henderson-Sellers, 1999). 
There are many feedback mechanisms in the climate system that can either amplify 
(‘positive feedback’) or diminish (‘negative feedback’) the effects of a change in 
climate forcing (IPCC, 2007).  A feedback mechanism is an interaction in which an 
initially imposed change in a variable causes some other variable to change that then 
acts to modify the original change. An example for positive feedback is ice-albedo 
feedback. More snow is produced as a result of lower temperatures, which would 
increase the albedo of the system. The higher albedo causes less solar radiation to be 
absorbed by the system and causes cooling, producing even more snow (Robock, 
1985). Temperature-radiation feedback is an example for negative feedback. 
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Detecting, understanding and accurately quantifying climate feedbacks are important 
issues to clarify the relationships between climate components, external forcings, 
heat fluxes, and temperature (Robock, 1985; IPCC, 2007). 
Figure 2.1 shows the components of the climate system, their processes and 
interactions. 
 
Figure 2.1: Components of the Climate System, Their Processes and Interactions 
(IPCC, 2001) 
The energy exchanges provide the starting point and general framework for the 
climatology and any consideration of energy exchanges must incorporate surface 
effects. The vast majority of the solar radiation is absorbed at the surface forming the 
fundamental energy source for all atmospheric motions. Spatial variations in surface 
heating lead to large scale horizontal temperature gradients and local convective 
instability (Figure 2.2). Any air mass, heated from below (input), tends to rise, thus 
increase the available potential energy (uplift). Either this potential energy is released 
in convective activity or, through horizontal energy gradients, in large scale 
horizontal motions and synoptic-scale weather patterns. Shear instabilities and other 
boundary effects are rise by the small-scale irregularities on the surface as the 
resulting winds pass over the Earth’s surface. All energy types are dissipated into 
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random molecular motions (output) at the final phase (Robinson and Henderson-
Sellers, 1999). 
 
Figure 2.2: Atmospheric Transformation of Energy (source: Robinson and 
Henderson-Sellers, 1999). 
2.1.1 Atmosphere 
The Earth’s atmosphere is composed of a mixture of dry air (several gases containing 
78.08% nitrogen, 20.95% oxygen, 0.93% argon, 0.038% carbon dioxide, trace 
amounts of other gases), a variable amount (average around 1%) of water vapor, and 
aerosols. The interaction of atmospheric gases with radiant energy modulates the 
flow of energy through the climate system; therefore composition of the atmosphere 
is a key determinant of Earth’s climate (Hartmann, 1994). The atmosphere exerts a 
pressure due to the effects of gravity since it is composed of material particles. Since 
the atmosphere is gaseous, the pressure decreases with height, so that the gas is most 
dense near the ground, with a sea level pressure of approximately 1013 mb, and the 
top of its density approaches to zero (Washington and Parkinson, 2005). 
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The Temperature Structure of the Atmosphere 
Vertical profile: The air temperature decreases with height in the lower part of the 
atmosphere, to a height of about 17 km at the equator and 6-9 km at the poles. This 
lower region termed as troposphere and it is the portion of the atmosphere in direct 
contact with the Earth’s surface and is where most atmospheric processes take place. 
Above the troposphere, the temperature generally stays constant or increases with the 
height in the atmospheric region called the stratosphere. The division between 
troposphere and stratosphere, where the temperature often is near its minimum for 
the given vertical air column is the tropopause (Washington and Parkinson, 2005). 
In the tropics, atmospheric temperature profile is similar throughout the year, with a 
temperature near the ground of 27°C, decreasing to about -83°C at a height of about 
17 km, and then increasing with height in the stratosphere. The polar regions 
experience the largest summer/winter tropospheric temperature contrast. In summer, 
polar temperatures are about 7°C near the ground and decrease to about -43°C at a 
height of 9 km, above which there is a general warming with height in the lower 
stratosphere. In winter, temperatures are about -38°C at the ground and increase 
rather than decrease with height for the first 1.5-2 km, above which the more 
tropospheric decrease with height occurs up to the tropopause at about 9 km 
(Washington and Parkinson, 2005). 
Radiation Budget of the Earth 
Energy transfers and transformations within the climate system cause the winds, rain, 
clouds, humidity and temperature. The whole process starts with the arrival of energy 
from the Sun to the top of the atmosphere in the form of radiant energy. The Sun 
radiates energy approximately as a blackbody with a temperature of 6000 K; its 
radiation spectrum extends from the ultraviolet to the infrared, with a maximum in 
the visible range. The radiation striking the Earth’s surface is depleted in portions of 
the spectrum because of the absorption of energy at specific wavelengths by gases in 
the Earth’s atmosphere. In particular, oxygen and ozone in the lower stratosphere 
shield terrestrial biodata from much of the energy in the ultraviolet range, which is 
damaging to most forms of life. In the near infrared range, some of the sun’s energy 
is absorbed by water vapor. Thus virtually all the Sun’s energy arriving at the surface 
is at wavelengths smaller than 4 µm and this energy is referred as solar radiation or 
shortwave radiation (Dingman, 2002). 
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The vertical flux of energy in the atmosphere is one of the most important climate 
processes. The radiative and nonradiative fluxes between the surface, the 
atmosphere, and space are key determinants of climate. The strength of greenhouse 
effect is determined by the solar radiation  penetrating the atmosphere and terrestrial 
radiation transmitting through the atmosphere. 
 
Figure 2.3: The Earth’s Annual and Global Mean Energy Balance (source: IPCC, 
2001). 
The globally averaged available solar radiation at the top of the atmosphere is 342 
Wm-2, 31% of which is immediately reflected back into space by clouds, by the 
atmosphere, and by the Earth’s surface. The remaining 235 Wm-2 is partly absorbed 
by the atmosphere but most (168 Wm-2) warms the Earth’s surface: the land and the 
ocean. The Earth’s surface returns that heat to the atmosphere, partly as infrared 
radiation, partly as sensible heat and as water vapor which releases its heat when it 
condenses higher up in the atmosphere. This exchange of energy between surface 
and atmosphere maintains under present conditions a global mean temperature near 
the surface of 14°C, decreasing rapidly with height and reaching a mean temperature 
of –58°C at the top of the troposphere (IPCC, 2001). 
For a stable climate, a balance is required between incoming solar radiation and the 
outgoing longwave radiation. Therefore the climate system itself must radiate on 
average 235 Wm-2 back into space. Figure 2.3 shows the details of this energy 
balance, what happens with the incoming solar radiation is shown on the left hand 
side and how the atmosphere emits the outgoing infrared radiation is shown on the 
right side. Any physical object radiates energy of an amount and at wavelengths 
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typical for the temperature of the object: more energy is radiated at higher 
temperatures than at shorter wavelengths. For the Earth to radiate 235 Wm–2, it 
should radiate at an effective emission temperature of -19°C with typical 
wavelengths in theinfrared part of the spectrum. This is 33°C lower than the average 
temperature of 14°C at the Earth’s surface (IPCC, 2001). 
Several trace gases which absorb and emit infrared radiation are available in the 
atmosphere. These so-called greenhouse gases absorb infrared radiation, emitted by 
the Earth’s surface, the atmosphere and clouds, except in the atmospheric window. 
They emit in turn infrared radiation in all directions including downward to the 
Earth’s surface. Thus heat is trapped by the greenhouse gases within the atmosphere. 
This mechanism is called the natural greenhouse effect (IPCC, 2001). 
General Circulation of the Atmosphere 
The unequal latitudinal distribution of absorbed and emitted radiation and latitudinal 
variations in the components of the atmospheric water system indicate that horizontal 
motions are necessary to maintain the present climate. The relative heating and 
cooling of different areas of the Earth’s surface in large part drives local winds and 
large-scale atmospheric circulation. Characterisation of the general circulation of the 
atmosphere can be done with a three-cell model (Hartmann, 1994; Robinson and 
Henderson-Sellers, 1999). 
The model was developed from the observation that there were zonal belts of low 
pressure around the equator and, in more diffuse form, around 60° latitude, whereas 
high pressure dominated around 30° and at the poles. Low pressure is associated with 
convergence and ascending air, and high pressure with descant and surface 
divergence which create the three cells namely, Hadley, Ferrell and Polar cells. The 
tropical Hadley and polar cells were being driven by the effects of surface heating 
and called “thermally direct”, while the mid-latitude Ferrel cell one was a response to 
them and called “thermally indirect”. Descent gives dry, cloudless conditions, while 
ascent creates clouds and precipitation (Robinson and Henderson-Sellers, 1999). 
The rotation of the Earth causes moving air to be deflected to the right in the 
Northern Hemisphere and to the left in the Southern Hemisphere. This Coriolis 
deflection is a primary reason why the poleward-flowing upper air in the tropics does 
not travel from equator to pole and create a single-cell circulation pattern. Coriolis 
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deflection is the reason of easterly trade winds in low latitudes and westerly winds in 
mid-latitudes (Washington and Parkinson, 2005). 
The tropical Hadley cell is driven by solar heating, causing rising motion near the 
equator, then by the release of latent heat as the rising air leads to precipitation in the 
upward branch of the cell. Following the seasonal shifts in the maximum intensity of 
solar heating, this upward branch of the Hadley cell moves north and south of the 
equator with season (Figure 2.4). The strength of the Hadley circulation varies with 
longitude and depends on the surface type (land or ocean). After rising near the 
equator, the air in the Hadley cell moves poleward in the upper region of the 
troposphere and sinks near 30°N and 30°S, generating a high pressure belt near 30°N 
and 30°S (Washington and Parkinson, 2005). 
2.1.2 Hydrosphere, Cryosphere and Biosphere 
The hydrosphere is the component comprising all liquid surface and subterranean 
water, both fresh water, including rivers, lakes and aquifers, and saline water of the 
oceans and seas. Fresh water runoff from the land returning to the oceans in rivers 
influences the ocean’s composition and circulation. (IPCC, 2001). 
Approximately 71% of the Earth’ s surface area is occupied by seas and oceans. The 
water of the oceans transfers heat, nutrients, salt and momentum from one location to 
another. They store and transport a large amount of energy and dissolve and store 
great quantities of carbon dioxide. The three major oceans are Pacific, Atlantic and 
Indian oceans, covering 46%, 23% and 20%, respectively. A vital characteristic of 
the ocean is the large heat storage capacity it represents. Similar to the situation in 
the atmosphere, the bulk of the external heating of the oceans is due to solar 
insolation region of the tropics. Ocean circulations, driven by the wind and by 
density contrasts caused by salinity and thermal gradients (thermohaline circulation). 
Ocean currents then redistribute part of this energy to higher latitudes, where large 
amounts of energy are released to the atmosphere as latent and sensible heat and 
longwave radiation (Robinson and Henderson-Sellers, 1999). 
Blowing of winds over the oceans causes momentum transfer. The kinetic energy in 
the wind is effectively transformed into the kinetic energy associated with ocean 
currents, which produce waves on a small scale. On a larger scale, when strong 
winds blow, the drag in the ocean surface is sufficient to permit movement of the 
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warm surface waters, which are then replaced by upwelling colder water from greater 
depth (Robinson and Henderson-Sellers, 1999). 
Ice over land and sea and snow on continents form the Earth’s cryosphere. The 
cryosphere occurs at high latitudes and high altitudes since its existence and 
persistence depend upon subfreezing temperatures. The perennial cryosphere covers 
approximately 8 % of the Earth’s surface. 
The cryospheric interaction with the overlaying air is primarily through the 
stabilizing effect that the cold surface creates. The extent of the cryosphere has an 
important effect on planetary albedo and planetary temperatures through the ice-
albedo feedback (Robinson and Henderson-Sellers, 1999). 
The atmosphere’ s composition is affected by the marine and terrestrial biospheres. 
The biota influences the uptake and release of greenhouse gases. Significant amounts 
of carbon from carbon dioxide are stored by both marine and terrestrial plants 
(especially forests) through the photosynthetic process. Thus, the biosphere plays a 
central role in the carbon cycle, as well as in the budgets of many other gases, such 
as methane and nitrous oxide. Formation of atmospheric chemistry and aerosol 
formation might be affected by other biospheric emissions (so-called volatile organic 
compounds (VOC)) and these formations might affect climate. Feedbacks between 
climate change and atmospheric concentrations of trace gases can occur because the 
storage of carbon and the exchange of trace gases are influenced by climate (IPCC, 
2001). 
2.1.3 Land Surface 
The climate over the land surface is extremely important to us since humans are 
land-dwelling creatures. Over the land surface, natural vegetation and the agricultural 
potential of the given area are determined by temperature and soil moisture. 
Vegetation, snow cover, and soil conditions also affect the local and global climate. 
Since 70% of Earth’s land area is in the Northern Hemisphere, there are significant 
differences in the climates of the Northern and Southern Hemispheres. Climate in 
land areas are determined by the topography of the land surface and arrangement and 
orientation of mountain ranges (Hartmann, 1994). 
Land surface controls the partitioning of available energy at the surface between 
sensible and latent heat, and it controls partitioning of available water between 
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evaporation and runoff. Coupling between land surface and atmosphere plays an 
important role in convection and precipitation distribution (Robock et al., 2003) 
Human have altered a significant fraction of the Earth’s surface as a result of 
deforestation, urbanization, agricultural activities etc. and caused land cover change 
(LCC). 
Land Surface Scheme in Climate Models 
The element simulating the initial effect of LCC in a climate model is the land 
surface model (LSM). The way that the Earth’s surface interacts with the 
atmosphere, and the ways that this interaction changes as a result of human activities 
and natural processes must be represented to project the future climates. Similarly, to 
simulate the impacts of deforestation, reforestation or agricultural intensification 
using a climate model, the LSM must be representing the impact of these changes on 
surface-atmosphere interactions (Pitman, 2003). LSM is a key component to 
understand the carbon cycle of the Earth and how CO2 increases in the atmosphere 
(Prentice et al, 2001). 
The fundamental equations representing the key role of the surface in climate are the 
surface energy balance and the surface water balance. 
The surface energy balance 
The shortwave radiation emitted by the Sun is reflected, absorbed or transmitted by 
the atmosphere. An amount of energy S↓ reaches the Earth’s surface and some is 
reflected (depending on the albedo α). As explained in section 2.1.1.3, 49% of 
incoming solar radiation is absorbed by the Earth surface. Infrared radiation is also 
received (L↓) and emitted (L↑) by the Earth’s surface depending on the temperature 
and emissivity of the land and atmosphere. Rn, net radiation, is the net balance of 
incoming and reflected shortwave radiation, and the incoming and emitted longwave 
radiation at the earth’s surface. It can be written as in the following equation. 
Rn= S↓.(1- α) + L↓-L↑                (2.1) 
31% of incoming solar energy is exchanged as sensible and latent heat fluxes, where 
land surface significantly influences the way that this energy partitioned between 
sensible H and latent heat λE fluxes. Rn must be balanced by H, λE, the soil heat flux 
G and the chemical energy F stored during photosynthesis and releases by respiration 
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(which is negligible for the climate models as it amounts less that of 1% of absorbed 
insolation) (Pitman, 2003): 
Rn= H+ λE + G + F                 (2.2) 
Changes in surface albedo affect net radiation therefore H and λE. Albedo changes 
naturally with solar insolation angle, seasonally with vegetation changes and 
stochastically with rain and snowfall. It can also be changed as a result of land cover 
change. Decrease in λE contributes less water vapor to the atmosphere and decreases 
cloudiness and precipitation, whereas decrease in H cools the planetary boundary 
layer and reduce convection (Pitman, 2003). 
Changes in the actual vegetation cover alter the surface area of vegetation in contact 
with the atmosphere and the balance between fluxes from the soil and vegetation. 
Changes in the leaf area index (LAI) can influence the exchange of both H and λE. 
The amount of soil moisture available to plants to transpire is influenced by the 
changes in the distribution of roots (Pitman, 2003). 
The surface water balance 
Precipitation falling to the Earth’s surface either intercepted by vegetation or reaches 
the soil surface directly. Intercepted precipitation either evaporates or drips to the 
surface, and the drip, combined with the rainfall reaching the surface directly, either 
infiltrates or runs across the soil surface. Infiltrating water may evaporate from the 
soil surface, drain through the soil, or be taken up by roots and transpired (Pitman, 
2003). 
A basic role of the land surface is to partition available water (P) between 
evaporation (E) and runoff (R).  
P = E + R + ∆S                 (2.3) 
R includes fast and slow component, ∆S is the change in soil moisture storage. 
Changes in the characteristics of the land surface affect the surface water balance. 
Interception and transpiration are affected with the change in the nature of 
vegetation. Runoff and soil moisture content are affected with the changes in 
evapotranspiration, soil evaporation, re-evaporation of intercepted water. 
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NOAH Land Surface Model 
NOAH is an abbreviation of following terms: 
N:  National Centers for Environmental Prediction (NCEP) 
O:  Oregon State University (Dept. of Atmospheric Sciences) 
A:  Air Force (both AFWA and AFRL - formerly AFGL, PL) 
H:  Hydrologic Research Lab - NWS (now Office of Hydrologic Dev. -- OHD) 
NOAH is a 4-layer soil temperature and moisture model with canopy moisture and 
snow cover prediction. It includes root zone, evapotranspiration, soil drainage, and 
runoff, taking into account vegetation categories, monthly vegetation fraction, and 
soil texture. The Noah LSM provides surface sensible and latent heat fluxes, and 
surface skin temperature as lower boundary conditions (Chen and Dudhia, 2001; 
Ek et al., 2004). It has single vegetation canopy layer and the following prognostic 
variables: soil moisture and temperature in the soil layers, water stored on the 
canopy, and snow stored on the ground. The Noah LSM additionally predicts soil 
ice, and fractional snow cover effects, has an improved urban treatment, and 
considers surface emissivity properties (Skamarock et al, 2005; Chen and Dudhia, 
2001). Figure 2.4 illustrates the schema of NOAH land surface model. 
 
Figure 2.4: Schematic View NOAH Land Surface Model  (Source: Mitchell and 
Ek, 2006) 
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2.2 Climate Models 
A model is a simplified representation of reality yielding useful information about 
that reality. Principles of physics, chemistry, and biology are incorporated into a 
mathematical model of climate to better understand and predict climate and its 
variations. Climate models are tools employed to enhance understanding of the 
climate system and to aid prediction of future climates. L. F. Richardson was the first 
to publish the description of a method for constructing a weather forecast by means 
of numerical calculations (Richardson, 1922). Climate models have been being used 
in several applications such as experiments of stratospheric processes, investigation 
of the deep ocean circulation and exploration of the impacts of human induced 
perturbations (Hartmann, 1994; McGuffie and Henderson-Sellers, 2001). 
A climate model can range in complexity from the simple energy-balance models to 
very complex models. The equations of the simplest possible way of constructing a 
model of the Earth’s climate by considering the radiative balance of the globe as a 
whole was given by McGuffie and Henderson-Sellers (2001). This is a zero 
dimensional model and the equations are as follow: 
S.(1-α)=σ.Te4                                  (2.4) 
Ts= Te + Tgreenhouse                      (2.5) 
where S is the amount of solar radiation instantaneously incident at the planet per 
unit area and has value of about Wm-2. α is Earth’s albedo and has a value of 0.3. Te 
is the effective blackbody radiating temperature of the Earth and is found to be 
around 255 K. Whereas this value is lower than the current global mean surface 
temperature, Ts, of 288 K. The difference, about 33 K is the result of the greenhouse 
effect, Tgreenhouse (McGuffie and Henderson-Sellers, 2001). 
The component parts of a global climate model and development of climate models 
are shown in figure 2.5. 
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Figure 2.5: The Development of Climate Models, Past, Present and Future (IPCC, 
2007) 
General circulation models (GCMs) treat the full three-dimensional nature of the 
atmosphere and the full range of climatic elements and processes. This requires the 
solution of a series of equations that describe the movement of energy and 
momentum and the conservation of mass and water vapor as shown in Table 2.1 
(Robinson and Henderson-Sellers, 1999). 
Table 2.1: Fundamental equations solved in GCMs (source: Robinson and 
Henderson-Sellers, 1999) 
Equation name Equation 
Conservation of 
momentum 
Force = mass x acceleration (F=m.a) 
Conservation of mass Sum of the gradient of (ρv) in three dimensional 
direction is zero. 
Conservation of energy Input energy = increase in internal energy + work done 
Ideal gas law (pressure x volume)/absolute temperature = gas constant 
(P.V/T=R) 
 
The basic framework of a numerical model of the atmosphere or ocean is spatial grid 
work on which the equations of physics are presented. To efficiently solve the 
equations of motion, spectral methods are used wherein the field of velocity, 
temperature, and pressure are presented with continuous functions. Accurate 
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calculations of the derivatives needed for following the flow of heat and momentum 
are performed using these equations. The globe is always divided into geographic 
regions, whose sides often correspond to lines of latitude and longitude (Hartmann, 
1994). 
Vertical resolution is also important for the quality of an atmospheric simulation. 
Vertical resolution is identified by the number of vertical levels. The levels are not 
equally spaced in height or pressure, but tend to be most closely spaced near the 
lower boundary and tropopause (Hartmann, 1994). 
The sources and sinks of momentum and heat are associated with phenomena 
occurring on much smaller scales than grid resolution. These are called sub-grid-
scale phenomena, and their effect must be specified from knowledge of the state of 
the atmosphere at grid scale. To include all the processes in a climate model which 
are of a scale smaller than is resolved by the model, they must be parameterized. Key 
parameterizations in atmospheric models are radiation, convection and cloud and 
planetary boundary layer parameterization, also land surface parameterization is very 
important for the land component of the climate model (Hartmann, 1994). Brief 
descriptions of these parameterizations are presented in the following paragraphs. 
Radiation Parameterization: The basic drive of the climate system is radiative 
heating from the sun and infrared cooling to space. Atmospheric heating due to 
radiative flux divergence and surface downward longwave and shortwave radiation 
for the ground heat budget are provided by the radiation schemes. Infrared or thermal 
radiation absorbed and emitted by gases and surface are longwave radiation. The 
surface emissivity that in turn depends upon land-use type, as well as the ground 
(skin) temperature determines the upward longwave radiative flux from the ground. 
Shortwave radiation includes visible and surrounding wavelengths that make up the 
solar spectrum. Hence, the only source is the Sun, but processes include absorption, 
reflection, and scattering in the atmosphere and at surfaces. The upward flux is the 
reflection due to surface albedo for shortwave radiation. The radiation responds to 
model-predicted cloud and water vapor distributions within the atmosphere 
(Skamarock et al, 2005). 
Convection and Cloud Parameterization: Clouds affect radiative transfer, and 
convective motions associated with clouds produce important fluxes of mass, heat 
and moisture. The spatial scales at which cloud properties are determined are 
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generally much smaller than the grid size. Convection and cloud parameterization 
schemes are responsible for the sub-grid-scale effects of convective and/or shallow 
clouds. The schemes are intended to represent vertical fluxes due to unresolved 
updrafts and downdrafts and compensating motion outside the clouds (Skamarock 
et al, 2005; Hartmann, 1994). 
Planetary Boundary Layer Parameterization: 
In the atmospheric boundary layer, the fluxes of heat, momentum and moisture 
between the surface and the atmosphere is determined by the rapidly fluctuating 
phenomena with vertical and horizontal space scales much smaller than the grid 
spacing of climate models. These phenomena include turbulence, gravity waves, and 
rolls or other coherent structures that can not be resolved by climate models and must 
therefore parameterized (Hartmann, 1994). 
Land Surface Parameterization: Detail information about LSM is given in section 
2.1.5.1. Land component  of a climate model must contain the surface heat balance 
equations and a surface moisture equation (Hartmann, 1994). Land surface fluxes 
provide a lower boundary condition for the vertical transport.  
2.2.1 Weather Research and Forecasting (WRF) Modeling System 
The WRF model is designed to be a flexible, state-of-the-art, portable code that is 
efficient in a massively parallel computing environment. It is suitable for use in a 
broad spectrum of applications across scales ranging from meters to thousands of 
kilometers. Such applications include research and operational numerical weather 
prediction (NWP), data assimilation and parameterized-physics research, 
downscaling climate simulations, driving air quality models, atmosphere-ocean 
coupling, and idealized simulations (e.g., boundary-layer eddies, convection, 
baroclinic waves) (Skamarock et al, 2005). 
The WRF Advanced-Research WRF (ARW) core is based on an Eulerian solver for 
the fully compressible non-hydrostatic equations, cast in flux (conservative) form, 
using a mass (hydrostatic pressure) vertical coordinate. Prognostic variables for this 
solver are column mass of dry air (mu), velocities u, v and w (vertical velocity), 
potential temperature, and geopotential. Non-conserved variables (e.g., temperature, 
pressure, density) are diagnosed from the conserved prognostic variables. The solver 
uses a third-order Runge-Kutta time-integration scheme coupled with a split-explicit 
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2nd-order time integration scheme for the acoustic and gravity-wave modes. 5th-
order upwind-biased advection operators are used in the fully conservative flux 
divergence integration; 2nd-6th order schemes are run-time selectable (Skamarock 
et al, 2005). 
The model has terrain-following hydrostatic-pressure, with vertical grid stretching 
permitted. Top of the model is a constant pressure surface. It has Arakawa C-grid 
staggering horizontal grid. Initial conditions can be three dimensional for real-data, 
and one-, two- and three-dimensional using idealized data. Polar stereographic, 
Lambert-conformal, and Mercator projections are supported for real-data simulation. 
One-way, two-way, and moving nesting options are available within the model 
(Skamarock et al, 2005). 
Radiation parameterization alternatives in WRF are as in the table 2.2:  
Table 2.2: Radiation schemes 
Scheme Longwave/Shortwave Spectral Bands CO2, O3 ,clouds 
RRTM LW 16 CO2, O3 ,clouds 
GFDL LW LW 14 CO2, O3 ,clouds 
GFDL SW SW 12 CO2, O3 ,clouds 
MM5 SW SW 1 Clouds 
Goddard SW 11 CO2, O3 ,clouds 
 
Kain-Fritsch, Betts-Miller-Janjic, Grell-Devenyi schemes can be used for Convection 
and Cloud Parameterization. 
Medium Range Forecast Model (MRF), Yonsei University (YSU) and Mellor-
Yamada-Janjic (MYJ) can be used to parameterize planetary boundary layer (PBL).  
5-layer thermal diffusion, Noah LSM and Rapid Update Cycle (RUC) Model LSM 
can be employed for land surface parameterization. 
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Figure 2.6: WRF ARW Modeling System 
Figure 2.6 shows the flowchart for the WRF Modeling System. The WRF Modeling 
System consists of four major programs:  
• The WRF Preprocessing System (WPS)  
• WRF-Var  
• ARW solver  
• Post-processing graphics tools  
The WPS is used primarily for real data simulations. It has three functions: 1) 
defining simulation domains; 2) interpolating terrestrial data (such as terrain, land 
use, and soil types) to the simulation domain; and 3) degribbing and interpolating 
meteorological data from another model to this simulation domain. 
WRF-Var is used to ingest observations into the interpolated analyses created by 
WPS. 
ARW Solver is the key component of the modeling system, and used to conduct 
idealized and real-data simulations. 
Several visualization programs can be used for post processing. In this research 
GrADS was used for visualization of model results. 
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3.  REMOTE SENSING, GEOSTATISTICS AND GEOGRAPHIC 
INFORMATION SYSTEMS 
3.1 Remote Sensing 
Determining the impacts of land-use and land-cover change on the Earth system has 
been studied by many researchers.  Utilization of digital image processing techniques 
to remotely sensed images can produce accurate land use or/and land cover maps of 
related region for the past and present time which are valuable source of information 
for environmental, disaster, planning and climate studies. The image processing 
techniques conducted in this research to obtain past and present land cover map of 
the study area were explained in the following sections. Using the produced land 
cover maps, land cover changes in the area were determined and the interactions 
between land cover change and climate were investigated. 
3.1.1 Radiometric and Atmospheric Correction 
The electromagnetic radiation signals collected by satellites are modified by 
scattering and absorption by gases and aerosols while traveling through the 
atmosphere from the Earth surface to the sensor. Changes in scene illumination, 
atmospheric conditions, viewing geometry and instrument response cause 
radiometric distortions over satellite image. Therefore, satellite sensor images are 
radiometrically and atmospherically corrected to eliminate system errors and to 
minimize contamination effects of atmospheric particles through absorption and 
scattering of the radiation from the earth surface (Liang, 2004; Song et al, 2001, 
Teilet, 1986).  
The objective of radiometric correction is to recover the “true” radiance and/or 
reflectance of the target of interest (Lathrop, 1988). In some cases, destriping, line 
drop or bit errors had been occurred and they should be corrected in the radiometric 
correction phase. Units of electromagnetic radiation namely irradiance, radiance and 
reflectance should be considered since they will be used in radiometric and 
atmospheric correction procedure. 
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•
 Irradiance - radiant flux incident on a receiving surface from all directions,        
per unit surface area, W m-2 
• Radiance - radiant flux emitted or scattered by a unit area of surface as 
measured through a solid angle, W m-2 sr-1 
• Reflectance - fraction of the incident flux that is reflected by a medium 
Conversion from radiance (analog signal) to Digital Number (DN) was conducted by 
a calibrated radiometric response function that is unique for channel. Inverse 
relationship can be used to convert from DN back to radiance. Calibration parameters 
such as gain and offset are available in published sources and image header files. 
The following equation is used for the calculation of radiance values from DN 
values: 
L = C0 + C1 * DN                          (3.1) 
where C0 is offset (also known as bias) and C1 is gain values in mW cm-2 sr-1 µm-1 
units. 
Table 3.1 illustrates the offset and bias parameters for Landsat ETM sensor. 
Table 3.1: Offset and Bias Parameters for Landsat ETM [mW cm-2 sr-1 µm-1] 
Band Gain Bias 
1 0.7756863 -6.1999969 
2 0.7956862 -6.3999939 
3 0.6192157 -5.0000000 
4 0.6372549 -5.1000061 
5 0.1257255 -0.9999981 
6 0.0437255 -0.3500004 
To further correct for scene-to-scene differences in solar illumination, it is useful to 
obtain at-satellite reflectance. The term “at-satellite” refers to the fact that this 
conversion does not account for atmospheric influences (Lathrop, 1988). At-
Satellite Reflectance , pλ; 
pλ = (pi Lλ d2)/(ESUNλ.cos.θ)                
(3.2) 
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Where, 
Lλ= spectral radiance measured for the specific waveband  
θ = solar zenith angle 
ESUNλ = mean solar exoatmospheric irradiance (W m-2 µm-1), specific to the 
particular wavelength interval for each waveband 
d = Earth-sun distance in astronomical units. 
Solar spectral irradiances for Landsat ETM is given in the following table. 
Table 3.2: Solar Spectral Irradiances for Landsat ETM Sensor 
Band No.W m-2 µm-1
Band 1 1969.0 
Band 2 1840.0 
Band 3 1551.0 
Band 4 1044.0 
Band 5 225.70 
Band 7 82.07 
Band 8 1368.0 
Atmospheric correction procedures are designed to minimize scattering and 
absorption effects due to the atmosphere. Scattering causes and increase in brightness 
and shorter wavelengths (visible region) are strongly influenced by scattering due to 
Rayleigh, Mie and nonselective scattering. On the other hand, absorption decreases 
brightness and longer wavelengths (infrared region) are strongly influenced by water 
vapor absorption (Lathrop, 1988). 
There are two types of atmospheric correction techniques namely absolute and 
relative atmospheric correction. Absolute removal of all atmospheric influences 
requires a number of assumptions, additional ground and/or meteorological reference 
data and sophisticated software. ATCOR software developed by Deutsches Zantrum 
für Luft und Raumfahrt (DLR) is widely used for atmospheric correction. Dark 
object subtraction (also known as haze removal) Dark object subtraction (DOS) is a 
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widely used image-based absolute correction approach for classification and change  
detection applications (Spanner et al., 1990; Ekstrand, 1994; Song et al, 2001). 
Relative atmospheric correction takes one band and/or image as a baseline and 
transforms the other bands and/or images to match. Histogram matching, scene-to-
scene normalization (Invariant object method) and contrast reduction methods are 
example for relative atmospheric correction. 
Dark Object Subtraction (DOS)/Haze Removal 
This approach assumes the existence of dark objects (objects having zero or small 
surface reflectance) throughout an image and homogeneous atmosphere. In this case, 
some ground features are so dark that the energy received at the sensor is due almost 
entireley path radiance (Ld). Thus, Ld is set to the top-of-atmosphere radiance of a 
dark object less 0.01 radiance. The minimum reflectance value in the histogram from 
the entire scene is thus attributed to the effect of the atmosphere and is subtracted 
from all the pixels (Song et al., 2001; Liang 2001, 2004). 
After applied DOS, haze is removed, and the surface features blocked by haze are 
recovered. To employ this method, brightness values were examined in an area of 
shadow or for a very dark object (such as a large clear lake) and the minimum value 
was determined. The correction is applied by subtracting the minimum observed 
value, determined for each specific band, from all pixel values in each respective 
band. Since scattering is wavelength dependent the minimum values will vary from 
band to band, therefore each band must be evaluated independently. This method is 
based on the assumption that the reflectance from these features, if the atmosphere is  
clear, should be very small, if not zero (Lathrop, 1998; Liang 2001, 2004; 
Schroeder, 2006).  
Histogram Matching 
This method is based on the assumption that the surface reflectance histograms of 
clear and hazy regions are the same. After identifying clear and hazy regions in an 
image, the histograms of the hazy regions are shifted to match the histogram of their 
reflectance of the clear regions (Liang 2001, 2004). 
The major limitation of this method is its assumption that the reflectance histogram 
of a hazy region is the same as the histogram of a clear region, which implies that 
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there are same portions of various  land covers in both hazy and clear regions. This 
assumption is not valid under most conditions, even if both clear and hazy regions 
are the same landscape types (Liang 2001, 2004). 
Scene-to-scene normalization/Invariant Object Method 
Assuming that there are some pixels in a scene whose reflectances are quite stable 
through time. A linear relationship based on the reflectance of these “invariant 
objects” can be used to normalize imagery acquired at different times. This method  
is example to relative atmospheric corrections. If there are simultaneous ground 
reflectance measurements available or some assumptions about surfaces can be 
made, it can be an absolute correction procedure (Liang 2001, 2004). 
N “invariant” pixels can be identified from all M imagery occurred at different times. 
If we can select a clear image, for example J, as the reference, all other images can 
be normalized to image J using a linear regression based on these N pixels (Liang 
2001, 2004). 
Ljk=aik + bik. Lik                 (3.3) 
Lj: radiance of reference imagery J. 
Li: radiance of any other images. 
k: band 
The linear regression analysis for each band k will produce two coefficients a and b 
that are used for normalizing all other pixels of band k for each image i. Ideally, we 
need to identify “invariant” pixels with variable brightness from dark to bright in 
each band.  
3.1.2 Geometric Correction 
There are both systematic and non-systematic geometric errors present in satellite 
imagery. The systematic errors are primarily functions of scan skew, mirror-scan 
velocity, panoramic distortion, platform velocity nonlinearities, perspective geometry 
and Earth rotation. These errors can be corrected using data from platform ephemeris 
and knowledge of internal sensor distortion.  Non-systematic errors are mainly 
caused by variation through time in the position and attitude angles (roll, pitch and 
yaw) of the satellite platform. Without accurate sensor platform orientation 
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parameters, these errors can only be corrected with the use of Ground Control Points 
(GCPs) and a suitable precision photogrammetric or empirical model (Mather 1999, 
Jensen 1996).  
The most widely used geometric correction technique uses GCPs located on the 
image and the corresponding coordinate system in order to empirically determine a 
mathematical transformation for the correction of image geometry. Empirical 
geometric correction models are based on the positional relationship between points 
on a satellite image and points on a reference system. These models include 
conventional polynomials, affine and the rational function model (RFM). They  are 
usually applied when there are no ephemeris data or other explicit information on the 
sources of geometric distortions, as they correct the geometric distortions in an image 
simultaneously. Furthermore, these models are mathematically simple, 
computationally efficient, and have ability to correct distortions that are not 
accounted for by sensor orbital models. (Kardoulas et al. 1996, Toutin 2004, Kaya 
et al. 2003, Saroglu, 2004) 
In this research, affine transformation was used to geometrically correct the satellite 
images. We (Sertel et al., 2007) investigated affine transformation in detail. The 
affine transformation can be expressed by the following equations: 
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 are the coordinates of the point i in the first (image) and 
second (reference) coordinate systems, respectively. a0 and b0 are the translations, ωx 
and ωy are the rotations and kx and ky are the scale factors along the x and y axes, 
respectively. 
If we take kx sinωx=a1, ky cosωy=a2, kx cosωx=b1=, -ky sinωy=b2, the general form of 
the affine transformation can be written as follows: 
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The application of the affine transformation includes two steps (1) determining the 
coefficients a and b using GCPs and (2) applying these coefficients to transform all 
other image point coordinates into the reference system coordinates. 
The observation equations of the adjustment can be expressed in the following form 
by adding the residuals vxi and vyi to the previous equation in order to estimate 
geometric correction parameters. 
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If the number of GCPs is equal to n, the matrix form of Equation 3.8 and 3.9 can be 
written as Equation 3.10. 
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where [ ]Txnynx1y1 vvvv L=v  is the residual vector, [ ]T221100 bababa=x  is the 
vector of unknown parameters. The matrix A and the vector l are the design matrix 
and the vector of constant terms, respectively, given by  
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The unknowns in this equation are determined by the least squares method; therefore, 
the sum of the squared residuals is minimized. As Equation 3.12 corresponds to the 
adjustment model of indirect observations the parameters are estimated by 
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lP APA)(A x TT 1−=
               (3.13) 
where the matrix P is composed of the precision estimations of the observations, i.e. 
the coordinates of GCP’s. The matrix P is commonly taken as identity matrix in 
coordinate transformation. Thus, we obtain  
lTT  AA)(A x 1−=
               (3.14) 
According to this kind of least squares adjustment, 1−PA)(A T  in Equation 3.13 or 
1−A)(AT
 in Equation 3.14 gives the cofactor matrix of the unknowns Qxx. Using the 
cofactor matrix Qxx the variance-covariance matrix Kxx of the transformation 
parameters is computed in the following equation. 
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where m0 is the root mean squared error (RMS) of the unit weighted observations 
and is obtained by: 
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In the above equation, n is the number of GCPs and u is the number of unknowns. 
Geometric correction is a prerequisite for the production of images with high levels 
of locational accuracy, incorporation of satellite sensor images with other data sets 
and pixel-based change detection analysis from multi-temporal satellite sensor 
images. Accuracy of geometric correction should be evaluated to perform reliable 
location, change detection and Geographic Information Systems (GIS) analysis. 
3.1.3 Classification 
The objective of classification is to assign all pixels in the image to particular classes 
or themes (e.g., water, coniferous forest, deciduous forest, urban, ice). The resulting 
classified image is comprised of a mosaic of pixels, each of which belongs to a 
particular theme, and is essentially a thematic “map” of the original image. 
Unsupervised Classification 
Spectral classes, which are groups of pixels that are uniform (or near-similar) with 
respect to their brightness values in the different spectral channels of the data, are 
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grouped based on the numerical information in the data. Natural groupings or 
structures in the data are determined using clustering algorithms. Iterative Self-
Organizing Data Analysis (ISODATA) is the most commonly used unsupervised 
technique and also used in this research.  
Figure 3.1 illustrates the steps of unsupervised classification. In the first step, pixels 
are grouped into the number of clusters that user defined previously. These groups 
are called spectral classes. Classified groups are then labeled with user expertise, if 
the result classes are satisfactory then result classified image is used for further 
analysis. If the result classes are not satisfactory then numbers of clusters or some 
other statistical parameters such as separation distance, covariance values are 
changed and classification is conducted again until satisfactory result is achieved. 
 
NO 
SEPARATE DATA  
INTO GROUPS 
WITH CLUSTERING 
CLASSIFY DATA 
 INTO GROUPS 
ASSIGN NAME 
 TO EACH GROUP 
SATISFACTORY?? 
 
 
SPECTRAL CLASSES 
YES 
Figure 3.1: Unsupervised Classification 
Supervised Classification 
In supervised classification, spectrally similar areas on an image are identified by 
creating “training” sites of known targets and then extrapolating those spectral 
signatures to other areas of unknown targets. Training sites in the imagery which are 
homogeneous representative samples of the different surface cover types. It relies on 
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the a priori knowledge of the location and identity of land cover types that are in the 
image. These are called information classes. Familiarity with the geographical area, 
topographic maps and some other ancillary data are required to select appropriate 
training areas. The computer is trained using the numerical information in all spectral 
bands for the pixels comprising training areas to recognize spectrally similar areas 
for each class.  
Steps of supervised classification are presented in Figure 3.2. 
FORM IMAGES 
OF DATA 
CHOOSE TRAINING  
PIXELS FOR 
EACH CATEGORY 
CALCULATE 
 STATISTICAL 
DESCRIPTORS 
 
SATISFACTORY?? 
CLASSIFY DATA 
INTO CATEGORIES 
YES 
NO 
INFORMATION 
CLASSES 
 
Figure 3.2: Supervised Classification 
Classification accuracy 
Many methods of accuracy assessment have been discussed in the remote sensing 
literature by several researchers (Congalton and Green, 1999; Koukoulas and 
Blackburn, 2001; Piper, 1983). The most widely promoted and used, however, may 
be derived from a confusion or error matrix (Foody, 2002). In this research, to assess 
the accuracy of classification, the confusion matrix and some common measures 
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derived from this matrix namely, overall accuracy, user’s accuracy, producer’s 
accuracy and kappa coefficient are used. The confusion matrix is currently at the 
core of the accuracy assessment literature in remote sensing. This matrix is a simple 
cross-tabulation of the mapped class label against that observed in the ground or 
reference data for a sample of cases at specified locations (Campbell, 1996; 
Canters, 1997). Indeed, the confusion matrix helps to refine the classification or 
estimates derived from it by providing the basis on which to both describe 
classification accuracy and characterize errors. For example, the matrix may reveal 
interclass confusion that could be resolved with the use of additional discriminatory 
information. Alternatively, the pattern of misclassification evident in the matrix may 
aid studies that use the map, particularly as a means to estimating the areal extent of 
classes over a region (Foody, 2002). 
The design of a confusion matrix is presented in Figure 3.3. The bold elements 
represent the main diagonal of the matrix that contains the cases where the class 
labels depicted in the image classification and ground data set agree, whereas the off-
diagonal elements contain those cases where there is a disagreement in the labels 
(Figure 3.3). In the following figure W, F, U and C represent the classes of water, 
forest, urban and cropland, respectively. The number of classes, q, is 4 in this 
example. 
 
Figure 3.3: Confusion Matrix 
Overall accuracy = 
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=
             (3.17) 
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where 
q: number of classes error matrix 
n: total number of observations in error matrix 
nii: major diagonal element for class i 
ni+: total number of observations in row for class i (right margin) 
n+i: total number of observations in column for class i (bottom margin) 
3.2 Geostatistics 
Geostatistics includes the application of probabilistic methods to regionalized 
variables, which designates any function displayed in a real space. It differs from 
conventional statistics by searching to exhibit a structure of spatial correlation 
whatever the complexity and the irregularity of the real phenomenon. 
3.2.1 Semivariogram Calculation 
Semivariograms, the primary tool of geostatistics, are used in a wide variety of 
remote sensing applications. A semivariogram provides a concise and unbiased 
description of the scale and pattern of spatial variability and can be used to 
investigate and quantify spatial variability and autocorrelation in a region, providing 
the stationary hypothesis is valid. For example, semivariogram shape has been used 
to discriminate structurally-damaged forest from healthy forest and semivariogram 
range has been related to tree size. Semivariograms have been used to select an 
appropriate spatial resolution for data acquisition and with a fitted mathematical 
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function; a semivariogram can be used to estimate values at unsampled points (Sertel 
et al., 2007; Curran, 1988; Curran and Atkinson, 1998; Woodcock et al., 1988).  
Semivariograms measure the spatial variation of a regionalized variable i.e. a random 
variable whose position in space or time is known and the theory of regionalized 
variables underpins the analysis that follows (Sertel et al., 2007; Woodcock et al., 
1988). 
Consider a transect running across a remotely sensed image where the digital number 
(DN) z of pixels x has been extracted at regular intervals (x=1, 2, n). The relation 
between any pair of pixels, h intervals apart (the lag distance), can be given by the 
average squared difference between all such pairs. As the per-pixel variance is half 
this value, the semivariance γ(h) for pixels at distance h apart is defined as (Sertel et 
al, 2007;  Curran and Atkinson, 1998;  Woodcock et al, 1988): 
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             (3.21) 
Z(x) and Z(x+h) are the random functions describing the property of interest Z at 
places separated h and E is the mathematical expectation operator. 
The experimental semivariogram, obtained from real data, can be estimated along the 
transect where P(h) pairs of observations separated by the same lag h. Their average 
semivariance at lag h is given by 
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The quantity sγ
∧
(h) is an estimate of the semivariance γ(h) and is a useful measure of 
dissimilarity between spatially separate pixels and spatial patterns can be described 
using experimental semivariograms as the larger the semivariance, the less similar 
are the pixels. After obtaining experimental semivariograms, it is necessary to fit a 
continuous and authorized mathematical model such as the linear, spherical, 
exponential or Gaussian. Lag, sill, range and nugget are terms used to describe these 
fitted models (Table 3.3, Figure 3.4) (Sertel et al., 2007; Goaverts, 1999; Curran 
and Atkinson, 1998, Woodcock et al., 1988). 
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Table 3.3: Descriptors of the Semi-variogram 
TERM SYMBOL DEFINITION 
Lag H Separation distance between sampling pairs. 
Sill S The value where the semi-variogram flattens off, 
maximum level of γ(h). 
Range A0 Point on the h axis where the semi-variogram reaches 
the sill. 
Nugget   C0 Point where  γ(h) intercepts the ordinate. 
 
Figure 3.4: A Semi-variogram 
The X-axis of a semi-variogram shows the scale of variation; the Y-axis of a semi-
variogram shows the amount of variation and the shape of a semi-variogram shows 
both.  
3.2.2 Kriging 
Kriging is a widely used method to perform interpolation between sample data, 
where interpolate means fill in the gaps between sample data. If the property of 
interest is spatially dependent it is reasonable to assume that sample observations 
which are close to an unknown value will be more similar to it than observations that 
are further away. The closer the observations, the more similar they are. 
In kriging, weight values are calculated considering the spatial dependency and 
spatial dependency is determined using semivariograms. In other words, weights are 
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assigned considering the correlation between sample data and estimated data and this 
statistical correlation values were obtained from semivariograms explained in the 
previous section. 
Kriging method is a linear predictor because unknown value is determined using 
linear weighted sum of the neighboring observations to unknown data. Kriging 
predictor )( 0xz is the linear weighted sum of n observations. 
)()(
1
0 i
n
i
i xzxz ∑
=
∧
= λ
                  …...(3.23) 
ix
, spatial location of observation i , 
)( ixz
, value of i at location ix , 
iλ
, weight value for )( ixz datum, 
∑
=
n
i 1 sum operation, 
)( 0xz
∧
, estimatad value at location 0x . 
Sum of weights are taken as 1 to prevent biases. 
∑
=
=
n
i
i
1
1λ
                         (3.24) 
Variance value must be arranged as minimum during the selection of weights. 
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3.3 Geographic Information Systems 
Geographic Information System (GIS) is a system dealing with information related to 
the geographical data. The system is designed to efficiently capture, store, update, 
manipulate, retrieve, analyze and display all forms of geographically referenced 
information. Spatial features are stored in a coordinate system referring to a 
particular place on Earth. Descriptive attributes in tabular form are associated with 
spatial features. Spatial data and associated attributes in the same coordinate system 
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can then be layered together for mapping and analysis There are two kinds of data in 
a GIS namely raster and vector. Raster and vector data can be obtained from satellite 
remote sensing, aerial photography, digitized and scanned maps, field survey and 
Global Positioning System (GPS) (Seker et al., 2004). 
Geographical Information Systems provide a flexible environment and a powerful 
tool for the manipulation and analysis of spatial information. Landscape 
characteristics and the maps of all variables related to phenomenon were combined 
to extract information to present better solutions for environmental problems and 
improve understanding of nature of the problems (Weng, 2001). GIS technology 
provides the integration of information, methods and policies, where the same or 
similar integration is not possible or costly via conventional methods. Research and 
operational applications have demonstrated the advantages of GIS and remote 
sensing integration on environmental monitoring and management (Kaya and 
Curran, 2006; Demirel et al., 2007; Musaoglu et al., 2005; Seker et al., 2003). 
The integration of Remote Sensing (RS) and Geographic Information Systems (GIS) 
is a powerful and effective tool which has been widely utilized to many 
multidisciplinary applications to realize rapid, economic, reliable and accurate 
solutions (Weng, 2001; Seker et al., 2005; Sertel et al, 2008). Although wetlands 
have important role in regulation of water flow and nutrient, erosion reduction, flood 
control, and diversity of vegetation and wildlife habitats, some of them are dried and 
converted to agricultural areas because of the lack of understanding their ecological 
importance.  
3.3.1 Database Design 
Database is an organized and structured collection of records or data stored in a 
computer where a computer program can select and query desired pieces of data. In 
simple words, a database is an electronic means of storing data in an organized 
manner. Databases are organized by fields, records and files, where field represents a 
single piece of information, record includes one complete set of field and file is a 
collection of records.  
Once stored, data in the database can be retrieved, processed and displayed by 
programs as information to the reader. As a result of queries, one can obtain 
information from data which can be used in decision making. In a database system, 
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the data is managed, accessed and queried by a database management system 
(DBMS).  
Database approach ensures the following advantages: 
 Data redundancy is reduced 
 Data consistency can be maintained and data sharing is aesier 
 A logical conceptualization of data is enforced, leading to a reasonable 
organization 
 Complex relations among data may be identified 
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4.  STUDY AREA AND DATASETS 
4.1 Study Area 
The Marmara Region occupies the northwest corner of Turkey with a surface area of 
67.000 km² and represents approximately 8.6% of the Turkish national territory. It is 
the smallest but most densely populated of the seven geographical regions of Turkey.  
This region includes eleven cities, namely İstanbul, Bursa, Edirne, Kocaeli, 
Balıkesir, Kırklareli, Tekirdağ, Çanakkale, Bilecik, Sakarya and Yalova.  
The Marmara Region forms a passage between the Balkan Peninsula and Anatolia, 
and connects Europe and Asia. As a result of being very close location to Europe, the 
existence of the Bosphorus and Dardanelles Straits as a passage from Black Sea to 
Aegean Sea, ports on the Black Sea and Aegean Seas make this region highly 
developed in industry, commerce, tourism and transportation. İstanbul, Bursa and 
Kocaeli cities are the center of main industrial establishments and produce processed 
food, textile, cement, paper, petrochemical products, automotive, house furniture, 
leather and ship construction. This region is the most industrialized region in Turkey 
and one third of the country’s industry has been situated in this region. 
The population of Turkey was 13 648 270 in 1927 and it increases approximately 
five fold in seventy three years and reached 67 803 927 in 2000. According to the 
U.S. Census Bureau, the population of Turkey will reach 82 205 000 by 2025. The 
Marmara region has the highest population rate and is the densest population among 
the other seven regions of Turkey (DIE, 2007; U.S. Census Bureau, 2007). Based 
on 2000 census data, population of the Marmara Region was 17 300 000 with a 
population increase rate of 27%, whereas this rate is 18.34% for Turkey between 
1990 and 2000. 
Rapid demographic and economic development, industrialization and urbanization 
occurred in the Marmara Region after the 1980s and the population of the Marmara 
Region has increased dramatically as a result of intense migration from other regions.  
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Rapid industrialization and population increase have caused to changes in landscape 
characteristics of the Marmara region. Urbanization had increased and several 
agricultural and forest areas had been transformed into urban and built-up areas. 
İstanbul has been affected because of huge immigration, the city population was 3 
million in 1970s, it became 7.4 million in 1990s and current population is around 12 
million (Kaya et al., 2002). Bursa, another important city of the Marmara region had 
a population of 275 953 in 1970 but it reached to 1 194 687 in 2000. 
 
Figure 4.1: Location of the Study Area 
The location of the study area is shown in Figure 4.1.  
4.1.1 Climate and vegetation of Turkey and Study Area 
Turkey is in a region which is often described as having a warm and moderate 
climate (Erinc, 1984). Its diverse regions have different climates, with the weather 
system on the coasts contrasting with that prevailing in the interior. The Aegean and 
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Mediterranean coasts have cool, rainy winters and hot, moderately dry summers. The 
Black Sea coast receives the greatest amount of rainfall. The highest maximum 
temperature is observed in the southeast of the country, particularly in summer 
months. The temperature decreases gradually towards the northwest and northeast, 
yet this decrease is less strong during summer due to the continental effects of the 
inner regions. At low altitudes, the coastal regions are warmer than the inner regions, 
which are separated from the former by high mountains. On average, the 
Mediterranean coast has the highest temperature, followed by the Aegean, the eastern 
part of the Black Sea region and the Marmara coasts. In eastern Anatolia, owing to 
continental effects and high altitudes, there is a widespread temperature decrease 
(Tayanc et al., 1998). 
The distribution of temperature variability is determined by the extension of the 
continental and the topographic effects. The highest temperatures during winter are 
observed along the Mediterranean coast, which is influenced by subtropical air 
masses. The lowest temperature values are observed in the northeastern Anatolian 
Plateau. During summer, the differences between the monthly mean temperature 
series and those of the extremes are greatest in the coastal areas. The extreme 
temperatures have maxima in the southeastern region of Anatolia during summer. 
The average maxima are smallest in the Black Sea region. In central Anatolia it is 
common for the monthly mean temperature to fall below zero in January. In winter, 
these values are usually well below zero towards eastern Anatolia, while moderate 
values are observed in the coastal areas (Tatlı et al., 2005). 
Karaca et al. (2000) revealed four main cyclone tracks that have affected Turkey by 
analyzing the 15-year period daily surface and 500-hPa weather maps.  There are 
also other cyclones originating at various places and affecting Turkey, however in 
general their number are small and cyclone strength is weaker compared to these 
main tracks.  
The tracks are as follows (Figure 4.2): 
1. The path which originates from north of Turkey over the southwestern parts of 
Russia and passes from the Black Sea region (Path 1). 
2. The path which originates from the Balkans and affects Marmara and the Black 
Sea region, and also partly affects inner parts of Anatolia (Path 2) . 
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3. The path which is generated in the Genoa Gulf and affects Turkey. It is possible to 
investigate this path in two sections: both of the sections extend to the western 
Aegean Sea on the same track but later they split up into: 
(a) The path which moves to the northeast direction and affects the northern Aegean 
region, all the Marmara region and western and middle Black Sea region (Path 3a). 
(b) The path which moves towards the east and affects western Turkey and passes 
over middle Anatolia. Later it obtains a northeasterly direction and middle-eastern 
Black Sea region (Path 3b). 
4. The path which originates from the western or middle Mediterranean with some 
cases originating from south of the Genoa Gulf and some cases from north of the 
Sahara Desert which move towards the eastern Mediterranean. It affects the southern 
parts of Turkey, Crete, Cyprus and Middle East (Path 4). 
 
Figure 4.2: The Paths of Atmospheric Cyclones over Turkey (adopted from Karaca 
et al., 2000) 
Paths 1 and 2 are typical summer-time trajectories that bring summer storms over the 
other parts of Turkey. They bring abundant rain with them, and in some cases, 
causing the floods. In winter, cold air masses from the Balkan Region and northern 
Europe are associated with these trajectories. They are characterized by substantial 
amplification of the planetary-scale flow waves during the development phase of the 
cyclone that can bring cold air to very low latitudes. 
Paths 3 and 4 are more frequent in winter months. These types of cyclones are 
generally associated with above normal temperatures in their warm sector and 
normal or a little below-normal temperatures at the back of the cold front. Thus, it is 
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not common to have snow blizzards when the cyclones are of these types. Air–sea 
interaction during the cyclogenesis process has a contribution to the moisture content 
of the cyclones, generally causing them to become unstable leading to thunderstorms. 
Cyclones generated in Path 2 and Path 3a affect the Marmara Region. Path 2 is 
important for this research since it affects the Marmara Region in summer time. 
Turkey is surrounded by Black Sea in the north, Aegean Sea in the west and 
Mediterranean Sea in the south. Cyclones originating from the North Atlantic region 
bring over moisture-laden air to Turkey and cause a lot of rainfall, especially in the 
coastal areas of Turkey due to orographic effects, in the cold half of the year. 
Cyclones affecting Turkey were illustrated in previous paragraphs and variation in 
the intensity and frequency of these cyclones will cause variation in the precipitation 
in Turkey. Since cyclones are passing through the surrounding seas before reaching 
to Turkey, SSTs might have an important a role in the amount of rainfall in Turkey 
as the overpassing air masses are modified by SSTs in some degree (Bozkurt and 
Sen, 2007). 
Climate of Marmara displays a transition between Black Sea Climate and 
Mediterranean Climate. It is divided into four sub regions namely, Yıldız, Ergene, 
Catalca-Kocaeli and South Marmara. Yıldız Section is located on the northwestern 
part of the Marmara region and includes Yıldız Mountains and there are not many 
plains in the area. The sections of Yıldız Mountains towards to the Black Sea have 
Black Sea climate and sections towards to the inner pats have dry climate namely 
Mediterranean type. Black sea climate has cooler temperatures in both winter and 
summer, and usually experiences more rains compared to the climate of the 
Mediterranean coasts of Turkey. Vegetation cover is forest along the Black Sea coast 
whereas sparsely vegetation occurs towards to the inner part. Ergene plains constitute 
the huge part of Ergene Section. Common vegetation type here is sparsely vegetated 
areas as a result of dry climate. There are great agricultural lands in this section 
including potatoes, rice, grapes, wheat, sunflower and tobacco. Çatalca-Kocaeli 
Section includes two peninsulas located at the eastern and western parts of 
Bosphorus. Low plateus are available in this section. Forests cover the Black Sea 
coast of this section, where Black Sea climate occurred. Whereas, forests become 
sparser in southern parts and climate is dryer. Adapazarı plain is the main 
agricultural land of this section where beet, sunflower, corn, potatoes and linen are 
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grown. The fourth section of Marmara region is Southern Marmara which includes 
southern pert of the region and Galippolu Peninsula. This section has medium-height 
mountains and productive plains among these mountains. Uludag is the highest 
mountain of the section, where also a meteorological station is located. 
4.2 Satellite Images 
Landsat MSS obtained between 1972 and 1975 and Landsat ETM images obtained 
between 2001 and 2005 were used to create land cover maps of the study region. 
2005 Landsat ETM image was belonged to İstanbul and neighborhood region where 
most land cover changes has occurred. The study region covers six Landsat frames 
and each frame evaluated individually to derive accurate information. Landsat MSS 
images have four spectral bands and 80 m spatial resolution, whereas Landsat ETM 
images have seven spectral bands and 30 m spatial resolution.  
The Landsat Program is a series of Earth-observing satellite missions jointly 
managed by NASA and the U.S. Geological Survey. Since 1972, Landsat satellites 
have collected information about Earth from space. The purpose of the Landsat 
program is to provide the world's scientists and application engineers with a 
continuing stream of remote sensing data for monitoring and managing the Earth's 
resources. Landsat 7 is the latest NASA satellite in a series that has produced an 
uninterrupted multispectral record of the Earth's land surface since 1972 (Landsat 
Program, 2007). 
In addition to Landsat MSS and ETM images, available Landsat TM, SPOT and 
IKONOS images in ITU Remote Sensing Laboratory were used to assist 
classification and geometric correction procedure. 
4.3 Meteorological Data 
4.3.1 Station Data 
Station data including daily temperature (min, max and average), daily average wind, 
and daily total precipitation were obtained from the State Meteorological Office of 
Turkey. There are approximately 270 stations over Turkey collecting data since 
1970s and the spatial distributions of these stations are shown in Figure 4.3.  
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Time series obtained from station datasets were compared with the model simulated 
results to investigate the accuracy of the model results. 
 
Figure 4.3: Locations of Meteorological Stations in Turkey with Emphasis on the 
Marmara Region 
4.3.2 NCEP/DOE AMIP II Reanalysis Data 
National Centers for Environmental Predictions (NCEP)/Department of Energy 
(DOE) Atmospheric Model Intercomparison Project (AMIP)-II Reanalysis 
(NCEP/DOE AMIP-II Reanalysis) is an updated and improved version of the 
NCEP/National Center for Atmospheric Research (NCEP/NCAR Reanalysis) 
Project, since in Reanalysis-2, global analyses are made using an updated forecast 
model, updated data assimilation system, improved diagnostic outputs and fixes for 
the known processing problems of N/N Reanalysis (Kanamitsu et al, 2002). 
The resolution of the global Reanalysis II is T62 (209 km) with 28 vertical sigma 
levels. Results are available at 6 hour intervals starting from 1979. NCEP/DOE 
Reanalysis II data were used as initial and boundary condition for the research. 
4.3.3 GPCP Data 
The Global Precipitation Climatology Project (GPCP) was established by the World 
Climate Research Program (WCRP) to address the problem of quantifying the 
distribution of precipitation around the globe over many years. The general approach 
is to combine the precipitation information available from each of several sources 
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into a final merged product, taking advantage of the strengths of each data type 
(Adler et al., 2003; Huffman et al., 2001). 
The dataset includes the following data sources: 
 Special Sensor/Microwave Imager (SSM/I; 0.5°x0.5° by orbit, GPROF 
algorithm) provides fractional occurrence of precipitation, and  
 GPCP Version 2 Satellite-Gauge (SG) combination (2.5°x2.5° monthly) 
provides monthly accumulation of precipitation to algorithms applied to  
 geosynchronous-orbit IR (geo-IR) Tb histograms (1°x1° grid in the band 
40°N-40°S, 3-hourly),  
 low-orbit IR (leo-IR) GOES Precipitation Index (GPI; same time/space grid 
as geo-IR),  
 TIROS Operational Vertical Sounder (TOVS; 1°x1° on daily nodes, Susskind 
algorithm), and  
 Atmospheric Infrared Sounder (AIRS; 1°x1° on daily nodes, Susskind 
algorithm).  
The current data set extends from October 1996--June 2007 with 1°x1° latitude—
longitude resolution. 
4.3.4 Soil Moisture 
The Global Soil Moisture Data Bank contains data from over 400 stations for many 
years for different countries such as Ukraine, Illinois and Russia. The global 
distribution of soil moisture dataset is shown in the following figure. Volumetric soil 
moisture values obtained from Ukraine dataset were used in this study to analyze the 
accuracy of model derived soil moisture values. Volumetric (W) or as total 
volumetric soil moisture (WT), expressed as the depth of a column of water 
contained in a given depth of soil, or as the volumetric percent of water in a given 
soil depth (Robock et. al, 2000). 
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Figure 4.4: Locations of soil moisture observation sites (source: Robock et al., 
2000) 
4.4 Land Cover Datasets 
Land cover is a fundamental variable impacting and linking many parts of the human 
and physical environments. Since remote sensing provides a map-like representation 
of the Earth’s surface that is spatially continuous and highly consistent, as well as 
available at a range of spatial and temporal scales, it is an attractive source of 
thematic maps such as those depicting land cover. Mostly image classification is 
applied to satellite images to create thematic maps of concerned region (Foody, 
2002). There are several global land cover data sets based on satellite images created 
by different organizations. Most commonly used three land cover datasets were 
examined in this study to determine the utility of these datasets for the study area.  
4.4.1 Global Land Cover Characterization 
Global Land Cover Characterization (GLCC) data was generated by the U.S. 
Geological Survey (USGS) National Center for Earth Resources Observation and 
Science (EROS), the University of Nebraska-Lincoln (UNL), and the European 
Commission's Joint Research Centre (JRC). The global land cover characteristics 
database was developed on a continent-by-continent basis. All continental databases 
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have map projections Interrupted Goode Homolosine and Lambert Azimuthal Equal 
Area map projections, 1-km nominal spatial resolution. The data set is derived from 
1-km Advanced Very High Resolution Radiometer (AVHRR) data spanning April 
1992 through March 1993 (Loveland and others, 2000). 
The following derived data sets are included in the global land cover data base:  
• Global Ecosystems (Olson, 1994a, 1994b)  
• IGBP Land Cover Classification (Belward, 1996)  
• U.S. Geological Survey Land Use/Land Cover System (Anderson et al, 
1976)  
• Simple Biosphere Model (Sellers et al 1986)  
• Simple Biosphere 2 Model (Sellers et al, 1996)  
• Biosphere Atmosphere Transfer Scheme (Dickinson et al, 1986)  
• Vegetation Lifeform (Running et al, 1995)  
Land cover data based on U.S.G.S Land Use/Land Cover System Legend have been 
being used by many climate models such as MM5 and WRF climate models. Legend 
of U.S.G.S Land Use/Land Cover System is illustrated in Table 4.1. 
Figure 4.5 illustrates GLCC based on USGS land use/cover legend which is also 
used in WRF modeling system.  
 
Figure 4.5: GLCC Based on USGS Land Use/Cover Legend 
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Table 4.1: USGS Land Use/Land Cover System Legend (Modified Level 2) 
Value Code Description 
1 100 Urban and Built-Up Land 
2 211 Dryland Cropland and Pasture 
3 212 Irrigated Cropland and Pasture 
4 213 Mixed Dryland/Irrigated Cropland and Pasture 
5 280 Cropland/Grassland Mosaic 
6 290 Cropland/Woodland Mosaic 
7 311 Grassland 
8 321 Shrubland 
9 330 Mixed Shrubland/Grassland 
10 332 Savanna 
11 411 Deciduous Broadleaf Forest 
12 412 Deciduous Needleleaf Forest 
13 421 Evergreen Broadleaf Forest 
14 422 Evergreen Needleleaf Forest 
15 430 Mixed Forest 
16 500 Water Bodies 
17 620 Herbaceous Wetland 
18 610 Wooded Wetland 
19 770 Barren or Sparsely Vegetated 
20 820 Herbaceous Tundra 
21 810 Wooded Tundra 
22 850 Mixed Tundra 
23 830 Bare Ground Tundra 
24 900 Snow or Ice 
99   Interrupted Areas (Goodes Homolosine Projection) 
100   Missing Data 
4.4.2 Global Land Cover 2000 
Joint Research Center has produced a new global landcover classification for the 
year 2000 (GLC2000), in collaboration with over 30 research teams from around the 
world. The project was carried out to provide accurate baseline landcover 
information to the International Conventions on Climate Change, the Convention to 
Combat Desertification, the Ramsar Convention and the Kyoto Protocol.  
Furthermore, the GLC2000 land cover database has been chosen as a core dataset for 
the Millennium Ecosystems Assessment. This means in particular that the GLC2000  
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dataset is a main input dataset to define the boundaries between ecosystems such as 
forest, grassland, and cultivated systems.  
In contrast to former global mapping initiatives the GLC2000 project is a bottom up 
approach to global mapping. In this project more than 30 research teams have been 
involved, contributing to 19 regional windows. Each defined region was mapped by 
local experts, which guaranteed an accurate classification, based on local knowledge. 
Each regional partner used the VEGA2000 dataset, providing a daily global image 
from the Vegetation sensor onboard the SPOT4 satellite. Figure 4.6 illustrates the 
result of GLC2000 for the study region with GLC legend illustrated in Table 4.2. 
Table 4.2: GLC2000 Global Legend 
Class Name Code 
Tree cover, broadleaved evergreen, closed to open (>15%) 1 
Tree Cover, broadleaved deciduous, closed (>40%) 2 
Tree cover, broadleaved deciduous, open (15-40%) 3 
Tree cover, needleleaved evergreen,  closed to open (>15%) 4 
Tree cover, needleleaved decidous, closed to open (>15%) 5 
Tree cover, mixed leaftype,  closed to open (>15%) 6 
Tree cover, closed to open (>15%), regularly flooded, fresh or 
brackish water: 7 
Tree cover, closed to open (>15%),  regularly flooded, saline water: 
Mangroves 8 
Mosaic of tree cover and other natural vegetation ( crop component 
possible) 9 
Shrubcover, closed to open (>15%) , evergreen(broadleaved or 
needleleaved) 11 
Shrubcover, closed to open (>15%), deciduous (broadleaved) 12 
Herbaceous cover, closed to open (>15%) 13 
Regularly flooded ( > 2 month) Shrub or Herbaceous cover, closed 
to open 15 
Cropland (upland crops or inundated/ flooded crops as e.g. rice) 16 
Mosaic of Cropland / Tree cover/ Other Natural Vegetation 17 
Bare Areas 19 
Water Bodies (natural or artificial) 20 
Snow or Ice (natural or artificial) 21 
Urban Areas 22 
Tree Cover, burnt (mainly boreal forests) 10 
Sparse Herbaceous or sparse Shrub cover 14 
Mosaic of Cropland / Shrub or Herbaceous cover 18 
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Figure 4.6: GLC2000 Classification 
4.4.3 UMD Land Cover Classification 
The University of Maryland Department of Geography generated this global land 
cover classification collection in 1998. Imagery from the AVHRR satellites acquired 
between 1981 and 1994 were analyzed to distinguish fourteen land cover classes. 
This product is available at three spatial scales: 1 degree, 8 kilometer and 1 kilometer 
pixel resolutions (Hansen et al, 2000). Figure 4.7 illustrates the classification result 
of UMD for the Marmara Region and Table 4.3 is the legend for UMD classification. 
Table 4.3: UMD Classification Legend 
Value Label 
0 Water 
1 Evergreen Needleleaf Forest  
2 Evergreen Broadleaf Forest  
3 Deciduous Needleleaf Forest  
4 Deciduous Broadleaf Forest  
5 Mixed Forest  
6 Woodland  
7 Wooded Grassland  
8 Closed Shrubland  
9 Open Shrubland  
10 Grassland  
11 Cropland  
12 Bare Ground  
13 Urban and Built  
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Figure 4.7: UMD Classification Result for the Study Area 
4.5 Ancillary Data  
Ground photographs, Digital Elevation Model, field samples, 1/25 000 scaled 
topographic maps, forest maps, socioeconomic data were used in this study. Most of 
the maps, photographs and field samples were used to select training sites and 
perform accuracy assessment for the classification. 
Digital elevation model was used to classify vegetation types based on their 
elevations and in regional climate modeling. 
Figure 4.8 is a ground truth photograph for evergreen forest. 
 
Figure 4.8: Ground photograph for evergreen forests
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5.  CASE STUDY 
5.1 Digital Image Processing of Satellite Images 
Several digital image processing techniques were conducted to remove atmospheric, 
radiometric and geometric distortions available within satellite images and make 
images more understandable. At the last stage of digital image processing procedure, 
images were classified to obtain land cover maps of the study area. 
5.1.1 Radiometric and Atmospheric Correction 
Digital numbers of all images were first converted into radiance then to at satellite 
reflectance values. Equations, gain and offset parameters presented in title 3.1.1 were 
used for the procedure. Following example illustrates the calculation of radiance 
value of DN=125 for the first band of Landsat ETM image. 
Gain = 0.7756863 mW cm-2 sr-1  µm-1   
Bias = -6.1999969 mW cm-2 sr-1  µm-1   
L = -6.1999969 + (0.7756863)xDN 
L= -6.1999969 + (0.7756863)x125 
L= 90.76079  W m-2 sr-1  µm-1   
Using gain and offset values of each band, radiance values of all images were 
calculated. 
One of the Landsat MSS has line drop error and this error was corrected by replacing 
the pixels of this line with the average of the above and below pixels. 
Atmospheric correction of the satellite images were performed using dark object 
subtraction method since this approach is a widely used by many scientists and it is 
simple as explained in title 3.1.1. 
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Dark objects having very small surface reflectance namely lakes, seas or other water 
bodies were selected for each Landsat frame. It is assumed that these minimum 
reflectance values in the histograms from the entire scenes are attributed to the effect 
of the atmosphere. The correction is applied by subtracting the minimum observed 
value, determined for each specific band, from all pixel values in each respective 
band. After employment of DOS, haze was removed, and the surface features 
blocked by haze were recovered.  
5.1.2 Geometric Correction 
Six Landsat MSS images and six Landsat ETM images were geometrically corrected 
using affine transformation model presented in title 3.1.2. Landsat MSS images were 
obtained from 192, 193 and 194th paths and 31st and 32nd rows. Landsat ETM 
images were obtained from 179, 180 and 181th paths and 31st and 32nd rows. All 
images were transformed into latitude and longitude coordinate system with WGS 84 
Datum. Locations which can be easily and accurately identified such as highway and 
road intersections, ports and bridges and approximately homogeneously distributed 
on the images were selected as GCPs. Ground coordinates of these points were 
provided from 1:25,000 topographical map and other satellite sensor images. 
Table 5.1: Geometric Model Parameters
 
Parameter Value 
a0 41357.078         
a1 0.196        
a2 -0.035       
b0 -914883.741         
b1 0.0348       
b2 0.1967        
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Figure 5.1: Original Landsat ETM Image (Bands:4,3,2) 
 
Figure 5.2: Geometrically Corrected Landsat ETM Image (Bands:4,3,2) 
For the geometric corrections of Landsat images the affine model parameters 
required were estimated by the least square adjustment. Each geometric correction 
has Root Mean Square Error (RMSE) lower than 0.5 pixel. Transformation 
parameters derived for 181/31 Landsat ETM image is shown in Table 5.1.  
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The original Landsat ETM image for the frame of 181/31 is shown in Figure 5.1 
whereas the geometrically corrected image is shown in Figure 5.2. 
5.1.3 Use of semivariograms for the selection of appropriate band combinations 
and determination of abrupt land cover changes 
In remote sensing, accurate usage of multi-spectral satellite sensor data introduces 
important information to many studies. Incorrect usage of different band 
combinations or panchromatic band directly affects the results obtained from satellite 
image data.  In this part of the research, we (Kaya and Sertel, 2006) analyzed 
Ikitelli region in İstanbul European side, having the highest spatial growth. The 
semivariogram model approach was applied to 1992 and 2001 Landsat TM and ETM 
images to find out the best band combinations for the study. In general, correlation 
matrix of satellite bands is used to decide selection of appropriate band 
combinations. Using this matrix, one can have general idea about band combinations 
but it is hard to find out appropriate bands for different land cover data types using 
this approach. On the other hand, we could find out the best band combinations for 
different land cover data types using semivariograms of different land categories. To 
perform this, twelve transects having 10 km length and parallel to each other which 
represents the pilot area were selected and their semivariograms were plotted after 
the geometric correction of each image. Lag distance was taken as 90 m and active 
lag distance was taken as the half of the transect.  
Investigation of semivariograms of the same transect for different bands (Figure 5.4 
left side and right side) revealed that semivariograms of first three bands representing 
the visible region are very similar to each other. On the other hand, semivariograms 
of the same transect for infrared band show differences. These differences illustrated 
that land cover changes occurred in urban areas were determined clearly using 
infrared bands. Since Marmara Region has different land cover types, all of the bands 
except the thermal band were used in the study. However, selected bands from the 
semivariogram analysis were considered and used in visual interpretation of different 
land cover types. For example infrared bands were used for the visual interpretation 
of urban surfaces, visible bands were used for the interpretation of water bodies 
(Figure 5.3, 5.4). 
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Figure 5.3: Semivariograms of Transect 1, Left side: 1992 Landsat TM Image, Right 
Side: 2001 Landsat ETM Image 
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Figure 5.4: Locations of Transects. 1992 Image (left), 2001 Image (right) 
5.1.4 Classification 
Both supervised classification using Maximum Likelihood technique and 
unsupervised classification using ISODATA clustering were conducted to classify 
imageries. Each frame was analyzed independently, in some regions especially for 
urban and sandy areas, pilot regions were created and they were classified separately 
to minimize the mixed pixel problem.  
There were spectral mixing problem for crop and urban areas. To eliminate this 
effect, pilot areas determined by semivariogram and spatial profile approach were 
subsetted from images and evaluated separately. Therefore, urban areas were 
acquired more accurately.  
It is easier to find ground truth data like maps, ground surveys and photographs for 
current condition which can be used during classification. However, ground truth 
data for the past was limited and only topographic maps were used to assist the 
classification of past images. There were some problems for Landsat MSS data 
because of sensor characteristics. Quality, spectral and spatial resolution of Landsat 
ETM data was better then Landsat MSS, therefore classification results for Landsat 
ETM was better. However, both Landsat ETM and MSS data are more accurate and 
higher in quality compared to NOAA AVHRR images which were used to derive 
some global land cover data sets and the land cover data set within the model. 
Besides the topographic maps, sample points collected by Okyar (1999) were used 
for training site selection and classification accuracy assessment (Figure 5.5). 
1 2 3 5 4 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 
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Figure 5.5: Location of Sample Points (Source: Okyar, 1999) 
Classified images were aggregated to 1 km and change detection analyses were 
performed from these 1 km classified images which were then implemented into 
WRF modeling system. 
Accuracy assessments of classified images were performed from aggregated images 
since these data were used for land cover change determination, land cover 
comparison with global datasets and climate modeling. 250 ground points for each 
classification were selected and the comparison made between classification result 
and real land cover. Confusion matrix and kappa statistics explained in title 3.1.4.3 
were used to determine the accuracy of classified images. 1975 classified image has 
overall accuracy of 80% and kappa value of 79%, 2005 classified image has overall 
accuracy of 83% and kappa value of 82%. 
5.2 Land Cover Data and Land Cover Change 
The use of satellite imagery has made the mapping of land cover much easier and 
faster. Currently, it is possible to look at land cover from global to local scales using 
satellite imageries. Classification technique was applied to satellite images to obtain 
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land cover data and land cover data of different years were compared to obtain land 
cover change. 
5.2.1 Preliminary Studies to Determine Land Cover Change in İstanbul 
The semivariograms in the previous section were used to find out land cover change 
in Ikitelli region. Quantity and direction of the spatial variations were related with 
the semivariogram parameters. The shape, range, nugget, and sill of the twelve semi-
variograms were interpreted to determine the location of abrupt change areas within 
the pilot region. Figure 5.4 illustrates band semivariograms of transect 1 for 1992 and 
2001, a location where urbanism occurred between these years. Semivariograms of 
band 1,2, 3 and 4 are different for both years emphasizing a change in this region. 
Many other examples showed that semivariograms for different years were very 
similar to each other, if there were not any land cover change in related region. As a 
result of land cover change pixel values changed causing differences in 
semivariances therefore in semivariograms.  
We (Kaya and Sertel, 2006) found that the semivariogram shape was different for 
1992 and 2001 transects if the area faced with significant land cover change, but 
similar if the area did not change. Semivariogram range was used to quantify coarse 
spatial variability. The transects covering areas of significant land cover change had 
even larger increases in range whereas transects covering unchanged areas had 
similar ranges for 1992 and 2001. 
In some cases, the semivariograms obtained does not pass through the origin and 
have nugget effects which may be the result of short-range spatial variation that had 
not been measured (that is, variation within, rather than between, pixels) (Sertel et. 
al, 2007). The nugget therefore provides information about fine scale spatial 
variation.  The transects covering areas of changed areas had a much larger increase 
in nugget than the transects of unchanged areas. 
Figure 5.6 is the result of our study (Sertel et. al, 2007) which illustrates a transect 
covering an unchanged region (a,b) and  transect covering a region changed 
significantly (c,d). 
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Figure 5.6: Semivariograms of Unchanged Region (a-b), and Changed Region (c-d). 
We conducted another study (Kaya et. al, 2007) to analyze the changes in Kilyos-
Karaburun coastline between 1984 and 2001 using spatial profiles. The spatial 
profiles obtained from Kilyos-Karaburun site clearly revealed the negative land 
cover change in the area.  Figure 5.7 illustrates the spatial profile of a transect having 
9800 m length and located on the northwest through northeast direction of Kilyos 
Karaburun coastal line. This transect was located on the sea in 1984 therefore the 
spatial profile of this transect follows a straight line with lower brightness values. 
Spatial profiles of this transect for 1992 and 2001 years show significant changes due 
to the filling of the coast with mining activities. Considering the northwestern part of 
the transect as a starting point, 900-2100 m, 4500-6800 m and 7200-9000 m distance 
of this transect has higher brightness values in 1992 delineating the filled areas in the 
sea. The spatial profile of the transect in 2001 has higher brightness values in 700-
900 m, 4500-6800 m,  and 7200-9000 m distances, pointing out the changed areas in 
coastal line. Comparison of 1992 and 2001 profiles figured out the erosion impact on 
coast through the northwest direction in the transect (Figure 5.7). There was 
considerable reduction in filled areas between 1992 and 2001 as a result of coastal 
erosion (Kaya et. al, 2007). 
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Figure 5.7: Spatial Profiles and Location of the Transect 
We (Saroglu et al, 2003) examined the region between Sile and Agva, located in 
northern part of İstanbul along the Black Sea coastline using satellite images and a 
digital elevation model. We used 1987 Landsat TM and 2001 Landsat ETM data. 
Coastline changed during this period and the area of agricultural lands decreased 
from 2387.52 ha (in 1987) to 600.93 ha (in 2001) in this region. 
5.2.2 Land Cover Change in Marmara 
Land cover changes occurred in Marmara Region both in coastal areas and inner 
parts as a result of human activities. Metropolitan cities in the region like İstanbul, 
Adapazarı and Bursa raced with industrialization and immigration which resulted in 
increase of urban and built-up areas. Besides, in İstanbul forest areas and sand dunes 
were destroyed by open mining activities performed in Black Sea coast of European 
part. As a result of filling of materials extracted from open mining areas into the sea, 
ecosystem and topographic structure were damaged (Kaya et. al, 2007). In this 
region, natural land cover changes also occurred as a result of coastal erosion. 
Classification results of 1975 and 2005 are shown in figure 5.8 and 5.9. 
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Figure 5.8: Classification result of 1975 
 
 
Figure 5.9: Classification result of 2005 
There were three significant land cover changes in Marmara between 1975 and 2005. 
Firstly, urban areas increased dramatically between this period. Figure 5.10 a,c and e 
show the urban areas in 1975 whereas 5.10 b,d and f shows urban areas in 2005 in 
original images. Figure 5.10 a and b show urban sprawl in İstanbul, figure 5.10 c,d in 
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Bursa and figure 5.10 e,f in Izmit. These cities are the highly industrialized zones of 
the Marmara region. Also, as explained in section 4.2 population of İstanbul 
increased 4 times and population of Bursa increased 4.5 times between 1970 and 
2000, which are relatively close years to land cover data.  Increase in urban areas can 
be seen from classified images with red color (Figure 5.8 and 5.9). Both original 
images and classified images illustrate the increase in urban areas. According to 
classification results, total urban areas were 25659.3 ha in 1975 but 104966.1ha in 
2005. In thirty years period, urban areas increased four times in the Marmara Region. 
 
Figure 5.10: Urban Sprawl in İstanbul (a), Bursa (b) and Izmit (c). Band 
Combinations 3,2,1 for 1975; 4,3,2 for 2005 
Secondly, there was a decrease in crop areas between 1975 and 2005. The total crop 
area was 4480105 ha in 1975 whereas 4364569 ha in 2005. 45906.1 ha crop area was 
converted into urban area and 23843.44 ha crop area was converted to water area 
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between this period. İstanbul Metropolitan Municipality conducted some regulations 
in water basins to increase the amount of fresh water. Alibeykoy and Sazlidere dams 
were constructed to increase water holding capacity (Figure 5.11). Some regions in 
Anatolian and European side of İstanbul was crop in 1975 but became urban in 2005 
(Figure 5.10 a, b). 
 
Figure 5.11: Changes in Alibeykoy and Sazlidere 
There were 4123348 ha and 4090827 ha forest area in 1975 and 2005, respectively. 
14133.31 ha barren and sparsely vegetated land transformed into urban but 41760 ha 
forest land transformed into barren and sparsely vegetated area between 1975 and 
2005. Figure 5.12 illustrates the conversion of forest areas into barren and sparsely 
vegetated areas as a result of open mining activities discussed in previous section. 
Also coastline in this region changed with the filling of mining residuals into the 
black Sea. 
 
Figure 5.12: Land Cover Change in European Side Coastline 
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5.2.3 Comparison of Land Cover Data with other Global Land Cover Data Sets 
In this section, land cover data created from 2001-2005 Landsat images was 
aggregated to 1 km resolution and comparisons were made between this data and 
global land cover datasets namely GLC2000, GLCC and UMD explained in Section 
4.4. Each global dataset has problems for some land cover classes and for some 
locations. 
First of all, there are significant problems for land-sea boundaries in GLC2000 data. 
The boundaries between land and sea can be easily discriminated in GLCC, UMD 
and Landsat derived data, whereas this is not the case in GLC2000. In addition to 
boundaries, Bosphorus and Dardanelles straights can not be identified in this data set 
(Figure 5.13). There are considerable noises along the land sea boundaries in 
GLC2000. Also, some irrigated and dry croplands in Thrace Region were classified 
as wetlands in GLC2000.  
 
Figure 5.13: Different Land Cover Data Sets  
None of the datasets can represent urban areas correctly in the cities of İstanbul, 
Izmit, and Bursa (Figure 5.14). Only a small area along the Bosphorus was 
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represented as urban in GLCC and UMD. Most of the urban areas were represented 
as grassland in UMD data. Moreover, sparsely vegetated areas along Kilyos-
Karaburun coastline were classified as grassland in this data set. 
 
Figure 5.14: Comparison of Different Land Cover Data Sets  
In GLC2000, most of the Marmara Region was represented as croplands and there 
were problems in some forest areas. Basic forest type is deciduous forest in the 
Marmara Region which can be seen in GLCC, UMD and Landsat data. However in 
GLC2000, most of the deciduous forests were classified as evergreen forest.  UMD 
land cover data seems the simplified version of USGS data. USGS data has 24 four 
classes, whereas UMD has 13 classes. 
5.2.4 Comparison of Produced Current Land Cover Data with Model Land 
Cover Data 
Detail analyses were conducted for USGS data, since it is the data set used in WRF 
climate model. USGS land cover data is not up-do-date and accurate for some parts 
of the Marmara Region, especially for İstanbul where significant land cover changes 
occurred. 
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As an example, both original satellite images and produced land cover data showed 
the expansion of urban areas into the İstanbul metropolitan area, but in the WRF land 
cover data only a limited area along the Bosporus is shown as urban. Most of the 
urban areas were classified as woodlands in this data set (Figure 5.15). 
 
Figure 5.15: Comparison of New Land Cover Data with Model Land Cover Data 
With Emphasize on Urban Areas (in red) 
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Urban Heat Island in İstanbul was studied by Karaca et al, (1995a, b) and Ezber et 
al (2007). They pointed out the temperature increase in İstanbul as a result of 
urbanization. Ezber et al (2007) fixed some parts of land cover data based on 
topographic maps and determined the inaccuracy in model land cover data. My 
results over İstanbul emphasized the inaccuracy of USGS data for urban areas. 
There are problems in USGS data for other land cover classes in the Marmara 
Region. Landsat derived new land cover data indicated that the northern part of 
İstanbul is covered by evergreen and deciduous forest (verified by ground truth data), 
but the USGS data indicated that most of this region is covered with croplands 
(Figure 5.16) 
In the northern part of the Marmara Region towards to Black Sea cost, there are bare 
grounds as a result of open mining activities. Details of region and changes occurred 
were explained in the previous section using spatial profiles. This barren land class 
can be identified in new Landsat derived land cover data, whereas the USGS data 
indicated this region as woodland. 
 
Figure 5.16: Comparison of New Land Cover Data with Model Land Cover Data 
with Emphasize on Forest, Crops, Barren and Woodland  
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USGS land cover data is generally successful for water bodies and land/water 
boundaries but one important problem was discovered for Ömerli Water Basin. 
USGS data illustrated Ömerli Basin extremely larger then its original size, which 
might cause problem for the calculation of latent and sensible heat fluxes. Figure 
5.17 emphasizes Ömerli Water Basin with original Landsat TM, new land cover and 
USGS land cover data. Water bodies have great importance on the amount of 
evaporation. 
Figure 5.17: Comparison of New Land Cover Data with Model Land Cover Data 
with Emphasize on Water Areas (blue: water bodies) 
5.3 Database Design 
There are approximately 270 meteorological stations over Turkey, where the 
Marmara Region includes 35 of these stations. Available meteorological data was in 
ASCII format for daily maximum temperature, daily minimum temperature, daily 
mean temperature, daily average wind and daily total precipitation spanning from 
1950s to 2006. Total number of records for each variable is given in the following 
table. 
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Since it is not an easy task to handle, retrieve and query these sizes of data, a 
meteorological database was created and data were structurally organized. Usage of 
the created database facilitated data retrieval, query analysis and incorporation of 
data into GIS. 
Table 5.2: Total Number of Record for Each Meteorological Variable. 
Variable Name Total number of records 
Maximum temperature 4715451 
Minimum temperature 4727014 
Mean temperature 4699147 
Average wind 3458637 
Totally six tables were created, five of them were for the variables collected in 
meteorological stations and the last table was for the description of station data and 
their geographical locations. Station data for the last table and ID for the other tables 
were selected as primary key which uniquely identifies each record in the table. 
Database was created as a relational database and relations were formed using 
Station ID fields which are common for each table. Tables and their fields were 
illustrated in the following figure. 
 
Figure 5.18: Database Design for Meteorological Data. 
Once creating the meteorological database, it became easier to select and retrieve 
data for the determined period, region and parameter. In this study meteorological 
data of the Marmara Region (26°-32°E, 38°-43°N) for 2004 June, July and August 
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period was selected using appropriate queries. A sample query written in Structured 
Query Language (SQL) is as follow: 
Selection of all variables for June-August 2004 period: 
SELECT Max_temp_total.ID, Max_temp_total.Year, Max_temp_total.Month, 
Max_temp_total.Day, Max_temp_total.Maxtemp, Min_temp_total.Mintemp, 
Humd_total.Humd, Mean_temp_total.Meantemp, Wind_total.Wind FROM 
(((Max_temp_total INNER JOIN Min_temp_total ON 
Max_temp_total.ID=Min_temp_total.ID) INNER JOIN Humd_total ON 
(Max_temp_total.ID=Humd_total.ID) AND (Min_temp_total.ID=Humd_total.ID)) 
INNER JOIN Mean_temp_total ON (Max_temp_total.ID=Mean_temp_total.ID) 
AND (Humd_total.ID=Mean_temp_total.ID)) INNER JOIN Wind_total ON 
(Max_temp_total.ID=Wind_total.ID) AND (Mean_temp_total.ID=Wind_total.ID) 
WHERE (((Max_temp_total.Year)=2004) AND ((Max_temp_total.Month) Between 
6 And 8)); 
The following figure illustrates the query result of maximum temperature for 2004 
June-August period with latitude and longitude values of stations. It has 23976 
records. 
 
Figure 5.19: Maximum Temperature for 2004 June-August in the Marmara Region. 
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5.4 Geographic Information Systems 
Land cover data obtained for 1975, 2005 and USGS were transferred to GIS as 
different layers. Meteorological station data and model results were gathered in a 
database and this database was connected to GIS using spatial information of 
meteorological stations. Digital elevation model, census data and all other ancillary 
data were collected in GIS. All data were represented in common geographic latitude 
longitude system with WGS 84 datum. 
Global land cover data sets and created Landsat land cover data were compared 
within the system to determine the differences between these data and problems in 
global data sets. Overlay analyses were also used to identify difference between data 
sets. Buffer zones were created around the meteorological stations to find out land 
cover changes around these stations and impact of these changes on climate 
simulations. 
5.5 Climate Experiments 
Climate experiments of the research were designated considering the literature on 
land cover change impact on climate, studies conducted for mid latitudes and model 
parameterization. Experiments were employed in NCAR super computers. 
5.5.1 Study Domain 
There are four air masses affecting Turkey which are also considered while selecting 
the main domain for the study region. These air masses are cP, mP, mT and cT, 
where m denotes for maritime, c for continental, T for tropical (15ºN -35ºN or S) and 
P for polar (40º -60ºN or S) (Table 5.3, Figure 5.20).  
Table 5.3: Description of Air Masses (Robinson and Henderson-Sellers, 1999) 
Type Source region Properties at source 
Continental polar (cP) Siberia Cold and dry, very stable 
Maritime polar (mP) Atlantic Ocean Cool, rather damp, 
unstable 
Maritime tropical (mT) Trade-wind belt and 
subtropical oceans 
Moist and warm, stability 
variable 
Continental tropical (cT) Sahara and North Africa Hot and very dry, unstable 
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Figure 5.20: Air Masses Affecting Turkey 
One main and two nested domains were formed to conduct numerical simulations 
presented in this work. To analyze the general circulation of the atmosphere, main 
domain was created to cover 25ºN -60ºN latitudes and -15ºW-55ºE longitudes and 
constitutes 180x142 grid points. Figure 5.21 shows the main and nested domains 
created within the study area. First nested domain includes Turkey and its near 
surrounding and the second nested domain includes the Marmara Region, which will 
be main focus of this research from land cover change perspective. Main domain has 
27 km spatial resolution where nested domains have 9 km and 3 km, respectively. 
The vertical domains of both main and nested domains extend over thirty two 
vertical levels. 
Climate simulations were conducted for summer 2004 because: 
 Observations data were obtained from 1950 to 2005. 2005 observations had 
many lack days for the summer period however 2004 observations were 
complete for this period. 
 Precipitation amount in summer is minimum during the summer in the 
Marmara Region. However, in June and August 2004, some extreme 
precipitation events occurred and it was investigated if WRF modeling 
system could capture these events. 
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Table 5.4: Experimental designs of different cases. 
Case No Climate Model Domains 
Simulation 
Period IC/BC LSM PBL 
Cumulus 
Parameterization Microphysics 
LW/SW  
Radiation 
Case 1 WRF-ARW 1 Main 
June-July-
August 2005 
NCEP 
Reanalysis II Noah 
Yonsei 
University 
Scheme 
Kain-Fritsch 
Scheme II 
WRF Single 
Moment 3-
Class Scheme 
RRTM/ Dudhia 
scheme 
Case 2 WRF-ARW 1 Main 
June-July-
August 2004 
NCEP 
Reanalysis II Noah 
Yonsei 
University 
Scheme 
Kain-Fritsch 
Scheme II 
Lin et al. 
Scheme 
RRTM/ Dudhia 
scheme 
Case 3 WRF-ARW 1 Main 
June-July-
August 2004 
NCEP 
Reanalysis II Noah 
Yonsei 
University 
Scheme 
Kain-Fritsch 
Scheme II 
WRF Single 
Moment 3-
Class Scheme 
RRTM/ Dudhia 
scheme 
Case 4 WRF-ARW 1 Main 
June-July-
August 2004 
NCEP 
Reanalysis II Noah 
Yonsei 
University 
Scheme 
Kain-Fritsch 
Scheme II 
Lin et al. 
Scheme 
RRTM/ Dudhia 
scheme 
Case 5 WRF-NMM 1 Main 
1-20 August 
2004 
NCEP 
Reanalysis II Noah 
Mellor-Yamada-
Janjic 
Kain-Fritsch 
Scheme II 
Ferrier 
Scheme GFDL/GFDL 
Case 6 WRF-NMM 1 Main 
1-20 August 
2004 
NCEP 
Reanalysis II Noah 
Mellor-Yamada-
Janjic 
Kain-Fritsch 
Scheme II 
Ferrier 
Scheme GFDL/GFDL 
Case 7 WRF-ARW 
1 Main 
and two 
nested 
June-July-
August 2004 
NCEP 
Reanalysis II Noah 
Yonsei 
University 
Scheme 
Kain-Fritsch 
Scheme II 
Lin et al. 
Scheme 
RRTM/ Dudhia 
scheme 
Case 8 WRF-ARW 
1 Main 
and two 
nested 
June-July-
August 2004 
NCEP 
Reanalysis II Noah 
Yonsei 
University 
Scheme 
Kain-Fritsch 
Scheme II 
Lin et al. 
Scheme 
RRTM/ Dudhia 
scheme 
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 Land cover data was created from Landsat images collected between 2001 
and 2005. Therefore, it can represent the year of 2004 correctly. 
Several preliminary experiments were conducted to find out the best model 
configuration for the study region (Table 5.4). These experiments were performed for 
the main domain and the results of these experiments were compared with NCEP R2 
temperature and mean sea level pressure, GPCP precipitation, meteorological station 
and Global soil moisture data bank data. 
 
 
Figure 5.21: Boundaries of Research Domains 
Initial experiments were conducted for the main domain and a 120 seconds time step 
was employed for this domain. Initial and boundary conditions were obtained from 
National Centers for Environmental Prediction-Department of Defense  NCEP-DOE 
Reanalysis II (2.5x2.5 degree) dataset (Kamamitsu et al, 2002). The Reanalysis II 
data is available at 6 hour interval. Over sea surfaces of the model domain, the sea 
surface temperature (SST) was specified using the one degree, weekly climatological 
dataset from NCEP (Reynolds and Smith, 1994). 
First experiments were conducted for June, July and August 2004 period and 6 
hourly outputs were obtained. 2 m air temperature, precipitation and mean sea level 
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pressure obtained from the model were plotted and the results of these parameters 
were compared with Reanalysis II 2 m air temperature data, GPCP precipitation data 
and Reanalysis II mean sea level pressure data, respectively. 
Case1 includes the default parameters used for WRF-ARW simulations. However, 
results over Turkey with this configuration were not good. Precipitation was not 
captured over Turkey and average monthly model temperatures were 6°C colder then 
Reanalysis II data. Average monthly mean sea level pressure values were 2 or 3 mb 
higher then those of Renalysis II. Case 3 gave very similar results to case 1. 
Case 4 has the same configurations with case 2 except the starting and ending times 
of model simulations to test the sensitivity of results to initial conditions. 
Precipitation patterns could be captured with case 4 configuration as in case 2, 
however it was found out that initial data has an impact on model simulations. 
Changing starting date of simulation affected the results and the model results 
became more drier towards to the end of the simulation time. Since the aim of the 
research was studying the summer climate and considering the computer time 
following experiments were conducted for June, July, August as in case 1, case 2 and 
case3. 
WRF-NMM core which is widely used for weather prediction also used in this study 
and case 5 and 6 were conducted with this core.  In case 5, default parameters for 
WRF-NMM core were used. With this core, general pattern and amount of 
precipitation was captured but there was a problem with the amount. In addition, this 
core did not work fine for longer simulations for the study area. It is better to use this 
core for numerical weather prediction of shorter periods. Therefore, WRF-ARW core 
was used for further experiments of the research. 
For nesting, both one way and two way nesting were tested. Case 7 was conducted 
with two way nesting and case 8 was conducted with one two way nesting. It was 
found that both temperature and precipitation values were better with two-way 
nesting when the results of third domain were compared with observations from 
meteorological stations. 
Among several tested model configurations and physics options, the following 
configuration gave the best results using WRF ARW model. 
Cumulus Parameterization: Kain-Fritsch Scheme  
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LSM: Noah land-surface model  
Microphysics: Lin et al. Scheme  
PBL: Yonsei University Scheme  
Longwave/Shortwave Radiation: RRTM/ Dudhia scheme 
 
Figure 5.22: Monthly Average Temperature Obtained in June 2004. 
Figure 5.22 illustrates the monthly average temperature obtained from the model, 
Reanalysis II and the difference between model and Reanalysis II data for June 2004. 
Figure 5.23 shows the monthly accumulated total precipitation (mm) obtained from 
the model result, GPCP data and the difference between model and observation for 
July 2004. Since the horizontal resolution of the model is comparatively higher, it 
can simulate the precipitation in mountainous regions like Alps. Total precipitation 
term used in the study reflects the sum of large scale and convective precipitation. 
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Figure 5.23: Monthly Accumulated Total Precipitation (mm) for July 2004. 
Figure 5.24 shows the monthly average mean sea level pressure results obtained from 
the model, Reanalysis II and the difference between model and Reanalysis II data for 
June 2004. The results obtained from the model and Reanalysis II data are quite 
similar, maximum difference between model derived mean sea level pressure and 
those obtained from Reanalysis II is around -2 and 2 mb.  
To analyze the accuracy of soil moisture, a box formed over the Black Sea region 
including the soil moisture observation for Ukraine from the Global Soil Moisture 
data set and a time series plot was formed for June-August 2004 period. Figure 5.25 
shows the  time series plot of total soil moisture (cm) for model, observations and 
Reanalysis II data. The model-derived soil moisture and observations have quite 
similar values. 
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Figure 5.24: Monthly Average Mean Sea Level Pressure Results for June 2004. 
 
Figure 5.25: Total Soil Moisture (cm) for Model, observations and Reanalysis II 
Data. 
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5.5.2 Simulation Results 
Control run was conducted with the best model configuration obtained in case 2, 
using model land cover data and two-way nesting option for June-August 2004 
period. Size and location of first nested domain was changed to save computer time 
and have the second domain (Marmara region) approximately center of first nested 
domain since location of domains also affected the results. Borders of main and first 
nested domain were taken over oceans to eliminate the topography effects in 
boundaries. Since the main study area is Marmara Region and the land cover data 
was produced for this area, it is not this research’s primary goal to look all Turkey. 
This nesting of fine grids within coarse ones is a compromise, forced by existing 
limitations on computing technology, between simulating the region of interest with 
a high enough resolution to capture the important scales and processes and 
simulating a large enough domain to correctly represent all the relevant 
meteorological forcing. Main domain was kept same to represent general circulations 
affecting the study area. 
 
Figure 5.26: Domain Design for Control Run. 
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Main domain has 180x142 grid points, first nested domain has 130x115 grid points 
and the most inner domain has 166x130 grid points. Locations of the domains are 
shown in Figure 5.26. 
While I use the convective parameterization on Domain 1 and 2, I left it turned off on 
domain 3: particularly for 3-km grid spacing, use of the convective scheme would be 
inappropriate, and any convection occurring on the fine grids must therefore be 
explicitly resolved. 
After completing the control experiment, land cover classes based on USGS 
classification scheme were implemented to WRF modeling system. These classes 
were created using Landsat ETM and MSS data and then aggregated to 1 km 
horizontal resolution. Datasets were designed to represent 1975 and 2005 conditions. 
NEW LAND COVER 
MODEL LAND COVER 
EDIRNE 
EDIRNE 
FLORYA 
FLORYA 
SAKARYA 
SAKARYA 
BURSA 
BURSA 
Urban and  builtup Decidious forest Evergreen forest 
Water  bodies Woodland Cropland 
Irrigated cropland Barren and sparsely vegetated Snow and ice 
 
Figure 5.27: Locations of Selected Meteorological Stations, (Black Circles). 
A comparison was made between the results obtained with 2005 land cover data and 
control run to find out if the new land cover data can improve the results of the study.  
Four stations were selected and comparisons were made for minimum, maximum 
and average temperature values. 3 km buffer zone was formed around the location of 
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these meteorological stations and land cover type percentages in model and in 
Landsat derived data were calculated in GIS environment. The locations of the 
meteorological stations with 3 km buffer zone are illustrated in Figure 5.27. The 
selected stations were Edirne in Ergene Section, Florya in İstanbul, Sakarya in 
Catalca-Kocaeli Section and Bursa in Southern Marmara Section. 
Figure 5.28 shows the minimum, maximum and average temperatures of Florya 
station obtained from observations, control run and the run with new land cover data. 
GIS analyses illustrated that Florya has 60% crop and 40% woodland in model land 
cover, whereas 90% urban and 10% in new land cover. Minimum, maximum and 
average temperatures obtained from new land cover have closer values to 
observations. Both maximum and average temperatures obtained from control run 
are lower than observations. Since the dominant land cover around Florya is urban, 
introducing new land cover data improved the results and gave higher temperature 
values compared to control run. Conversions of land cover type from crop to urban 
and from woodland to urban cause warming.  
Bowen ratio, ratio of sensible heat to latent heat, changed as a result of land cover 
change near the meteorological station. Conversion from woodland to urban 
increased the amount of sensible heat flux emitted from the surface which leads an 
increase of maximum temperature. The changes in the surface properties affect the 
surface radiation, energy and water balance. An increase of impervious surfaces 
results in a decrease in evapotranspiration and loss of latent heat from the ground, 
thus causing a warming of the urban area. 
Figure 5.29 shows minimum, maximum and average temperatures of Bursa obtained 
from model simulations and observations. Minimum temperature values obtained 
from control and new land cover data run are similar to each other, however better 
maximum and average temperatures were obtained with improved land cover data. 
Buffer analyses in Bursa showed that this region has 50% urban and 50% forest in 
model land cover data but 70% urban and 30% forest in new land cover data which 
leads better maximum and average model temperatures. Conversion from forest to 
urban increased the amount of sensible heat similar to Florya station. 
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FLORYA DAILY AVERAGE TEMPERATURE        (c)
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Figure 5.28: Minimum, Maximum and Average Temperatures of Florya. 
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BURSA MAXIMUM DAILY TEMPERATURE         (b)
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BURSA MINIMUM TEMPERATURE        (a)
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BURSA DAILY AVERAGE TEMPERATURE       (c)
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 Figure 5.29: Minimum, Maximum and Average Temperatures of Bursa. 
Figure 5.30 is the same as figure 5.29 except it is for Sakarya station. Model land 
cover data within 3 km buffer of Sakarya is 40% urban and 60% crop whereas it is 
60% urban and 40% crop in new land cover. Since the land cover types are very 
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similar and change is very small for model and new land cover data, results are very 
similar to each other except for the minimum temperature which is better and 
comparatively higher with new land cover. 
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SAKARYA MAXIMUM TEMPERATURE        (b)
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Figure 5.30: Minimum, Maximum and Average Temperatures of Sakarya. 
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EDIRNE MINIMUM TEMPERATURE      (a)
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EDIRNE MAXIMUM DAILY TEMPERATURE      (b)
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EDIRNE DAILY AVERAGE TEMPERATURE     (c)
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Figure 5.31: Minimum, Maximum and Average Temperatures of Edirne. 
Last comparison was conducted for Edirne station and its results are shown in Figure 
5.31. Both model and new land cover data have 100% crop in Edirne. As a result of 
 92 
 
this, both simulations gave similar results for minimum, maximum and average 
temperature values. 
 
Figure 5.32: Precipitation Obtained from Control Run and New Land Cover Data 
Run. 
Precipitation results obtained with model land cover and new land cover data were 
very similar to each other (Figure 5.22). The simulated precipitation showed that the 
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model was able to capture the main features of the observed precipitation except 
around the Bosphorus. 
Modifying the model land cover by correcting the land cover classification to reflect 
current conditions improve the simulation of minimum, maximum and average 2m 
air temperature results significantly. The results showed that temperature is more 
sensitive to local land cover change than precipitation. 
Last experiment was conducted with 1975 land cover data. Comparison was made 
between the simulation results obtained from 1975 and 2005 land cover, which 
illustrate the heat islands over İstanbul Anatolian and European side, Adapazarı and 
Bursa.  
Heat islands develop when a large fraction of the natural land cover in an area is 
replaced by built surfaces that trap incoming solar radiation during the day and then 
re-radiate it at night (Quattrochi et al. 2000; Oke 1982). This slows the cooling 
process thereby keeping nighttime air temperatures high relative to temperatures in 
less urbanized areas (Oke 1982). This increase in urban air temperatures as 
compared to surrounding suburban and rural temperatures is referred to as the heat 
island effect. Marmara Region faced with conversion of crop and barren areas into 
urban areas in İstanbul, Bursa, İzmit and Adapazarı which lead increase of minimum 
and average temperatures in these areas.  
Temperature increase as a result of urbanization can be easily determined by using 
average temperatures difference obtained from 1975 and 2005 land cover data runs 
(Figure 5.33). UHI intensity tends to increase with increasing city size and/or 
population. The most intense UHI effect occurs in İstanbul where the population and 
city size is the biggest. Second most densely populated and big city is Bursa and UHI 
effect is also strong here.  
Unwin (1980), Tapper (1990) and Steinecke (1999) reported that UHI may 
disappear by day and the city may be cooler than the rural environments. Since daily 
temperatures over the cities were cooler, average temperature differences became 
smaller but still there were significant average temperature differences over İstanbul, 
Bursa, Izmit and Adapazarı. Urbanization in Anatolian part of İstanbul was bigger 
then in European part which resulted in average temperature increase between 0.5 
and 1°C in European part, between 0.5 and 1.5°C in Anatolian part. 
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Figure 5.33: June-August Average Temperature Difference between 2005 and 1975 Land Cover Run 
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Average temperature differences over Bursa, Adapazarı and Izmit were found 
between 0.5 and 1°C. 
Conversion from forest to barren areas increased average temperatures 0.5°C in 
coastline of İstanbul European side (Figure 5.24). 
0.5°C cooling of average temperatures occurred in a small region around Bursa with 
the conversion of the sparsely vegetated areas into forest areas (Figure 5.24). 
Overall temperature results comparisons showed that there is a warming trend in 
maximum and average temperatures of Marmara Region. This trend was also found 
by Tayanc et. al. 2007. They used meteorological station data obtained between 1950 
and 2004 and illustrated the warming and cooling trends over Turkey for different 
seasons. Their results showed the warming trend of minimum, maximum and 
average temperature over the Marmara Region for the summer season. 
Precipitation amounts obtained from 1975 and 2005 land cover runs were also 
compared (Figure 5.34). There is an increase in precipitation over urban areas of 
Izmit, Adapazarı and Bursa. Increase in rainfall over urban areas attributed largely to 
the Urban Heat Island (UHI) initiated convergence zone and to a lesser extent, to the 
increased surface roughness (Pielke et. al, 2007). Although WRF modeling system 
can simulate increase temperature over urban areas, no precipitation difference can 
be simulated over İstanbul urban area.  
In general precipitation increase was detected over urban areas and over the areas 
where land cover changed from sparsely vegetated to deciduous forest. Precipitation 
decrease was detected over Thrace Region with the increase of crop areas (Figure 
5.35). Precipitation changes were heterogonous. 
Studies in the USA conducted for St Louis, Atlanta and Houston generally 
demonstrated increases over and downwind of urban areas attributed largely to the 
UHI initiated convergence zone. The role of urban aerosols on urban-induced 
precipitation is still a big unknown (Pielke et al, 2007) 
There are some problems to simulate the precipitation with WRF modeling system 
but this is a state-of-the art modeling system that has been used by several scientists 
and it is harder to simulate precipitation in summer season. Many researchers have 
been developing new coupled models which incorporate water table dynamics and 
 96
 
Figure 5.34: June-August Total Precipitation difference between 2005 and 1975 
Land Cover Run 
ground water processes into climate modeling to improve the precipitation 
simulations (Miguez-Macho et al, 2007; Fan et al, 2007). 
Figure 5.35 illustrates the differences of average 10 m wind for June-August period. 
Bigger differences occurred where land cover changed from crop to urban and 
sparsely vegetated to deciduous forest. It seems that the urbanization decreases the 
wind magnitude over the city and surrounding areas. The wind vectors show a 
southwesterly anomaly over İstanbul. The changes in wind magnitude and wind 
vectors together imply that the velocity of the northeasterly winds (prevailing winds 
in July) was reduced over İstanbul. This should primarily be a response to the 
increased roughness length when the landscape changed from crop to urban, which 
usually has larger roughness length. Changes in direction and magnitude of winds are 
important when air pollution and its transport were considered.  
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Figure 5.35: June-August Average 10 m Wind difference between 2005 and 1975 
Land Cover Run 
5.5.3 Significance Test of Simulations 
Simulation results obtained with 1975 and 2005 data were analyzed using t-test to 
find out whether the variations in temperature, precipitation and wind due to the land 
cover change are significant or not.  
Wang et. al (2006) used t-test to determine the statistical significance of regional 
climate change caused by land use and land cover variation in West China. Min et 
al. (2006) tested the statistical significance of their experiments conducted for future 
climate changes over East Asia for each grid point using univariate two-sided t-test 
with 0.01 confidence level. Roy et al. (2007) used student’s t-test to determine the 
significance of differences in means between pre-and post-Green Revolution period for 
climatic variables with 0.05 confidence level. 
In this research, t-test was used with 95% significance and the null hypothesis 
assumed that the results of 1975 and 2005 simulations are equal. Using the mean, 
standard deviation and number of data points for each simulation, t test was 
conducted to determine whether the changes between 1975 and 2005 are significant 
or not. 
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Figure 5. 36: Significance Test Results for June-August Average Temperature 
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Figure 5.36 shows the significance of June-August average temperature differences. 
Areas having thick black line around the temperature differences passed the 
significance test with 0.05 confidence level. Each box in the figure pointed out the 
significantly warmed or cooled regions due to the land cover change and the type of 
land cover conversion in those regions. Significant warming over the urban areas of 
İstanbul, Bursa, Adapazarı and Izmit can be observed in the Marmara Region (pink 
boxes in figure 5.36). Also some significant warming trends were found on the 
coastline of İstanbul because of forest to barren, water to barren and forest to 
sparsely vegetated conversion (blue boxes in figure 5.36). These regions were where 
the open mining activities were conducted and sea was filled with the residuals of 
these activities. Significant cooling of average minimum temperature was found for 
limited areas because of the conversion of sparsely vegetated to forest and grass to 
forest (brown and green boxes in figure 5.36). Conversion from forest to sparsely 
vegetated and sparsely vegetated to crop caused significant warming for some small 
regions (cyan boxes in figure 5.36). 
Although some small precipitation increase and decreases (figure 5.34) were found 
over the different parts of the Marmara Region, none of these trends was statistically 
significant. 
Introducing multitemproral land cover data in WRF modeling system produced 
different results emphasizing the impact of land cover change impact on climate. 
There are warming affects because of urbanization, open mining activities and 
deforestration and there are cooling affects because of reforrestration and increase in 
water areas. There are also increases and decreases in precipitation patterns and 
changes in distribution and magnitudes of winds. However, not all these changes in 
climatic variables are significant and application of t test helped us to find out 
significantly changed climatic variables and their locations.  
The results of this study pointed out that the Marmara Region is under the impact of 
human induced climate change. Changes in land cover with further human activities 
will also impact the future climate of the region. This conclusion has important 
implications for land-use planning and water and natural resource protection in the 
Marmara Region. 
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6.  CONCLUSIONS 
Land cover is a fundamental variable impacting and linking many parts of the human 
and physical environments. Since remote sensing provides a map-like representation 
of the Earth’s surface that is spatially continuous and highly consistent, as well as 
available at a range of spatial and temporal scales, it is an attractive source of 
creating land cover data. Several digital image processing techniques should be 
conducted to create accurate and reliable land cover data using remotely sensed 
images. 
The first step of any image processing procedure is to select appropriate band 
combinations for the study. Incorrect usage of different band combinations or 
panchromatic band directly affects the results obtained from satellite image data.  
The results of this study illustrated that besides the widely used correlation matrix, 
semivariograms can also be used to select appropriate band combinations to study 
different land cover types. Semivariogram analysis showed that infrared bands can 
be used for the interpretation of urban surfaces; visible bands can be used for the 
interpretation of water bodies and near infrared band for forest areas. 
Atmospheric, radiometric and geometric corrections of satellite images must be 
employed to eliminate atmospheric distortions, sensor problems and geometric 
distortions. Classification is the last step to create land cover data and determine land 
cover changes using multitemporal satellite images. 
Besides the classification methods to determine land cover change, semivariograms 
and spatial profiles were also used in this study. Using semivariograms and spatial 
profiles, regions faced with significant land cover changed determined easily and 
accurately. Semivariogram parameters were used to identify abrupt land cover 
changes within the pilot regions. Based on the information obtained from 
semivariograms and spatial profiles, training areas were selected and some regions 
were subsetted to classify separately. This procedure improved the classification 
accuracy. 
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Classification results pointed out that land cover changes occurred in Marmara 
Region both in coastal areas and inner parts as a result of human activities between 
1975 and 2005. Because of intense immigration to this region, industrialized and 
urban areas expanded therefore areas of urban and built up increased dramatically. 
Mostly, croplands, barren and sparsely vegetated areas were transformed into urban 
areas. İstanbul, Bursa and Izmit are examples of this situation. As a result of filling 
of materials extracted from open mining areas into the sea, ecosystem and 
topographic structure were damaged and there had been land cover changes towards 
to Black Sea coast. Forest areas were transformed into barren and sparsely vegetated 
areas in this region. According to classification results, total urban areas were 
25659.3 ha in 1975 but 104966.1 ha in 2005 which means urban areas increased by a 
factor of 4 in the Marmara Region in a 30 yr period. 45906.1 ha crop area was 
converted into urban area in İstanbul, Bursa and Adapazarı. 23843.44 ha crop area 
was converted to water area with the regulations of water basins to increase the 
amount of fresh water in İstanbul. 14133.31 ha barren and sparsely vegetated land 
transformed into urban but 41760 ha forest land transformed into barren and sparsely 
vegetated area between 1975 and 2005. Also coastline in this region changed with 
the filling of mining residues into the Black Sea. 
There are some advantages and disadvantages to use Landsat ETM and MSS data. It 
is easier to classify current Landsat ETM images since they have better spectral and 
spatial resolution. In addition, it is easier to find ground truth data belonging to 
present. While classifying past images obtained from Landsat images, there were 
some limitations. First of all, spectral and spatial resolution was a drawback 
compared to Landsat ETM images. Since Landsat MSS images were belonged to 
first Landsat series, they also have some sensor problems like line drop effects. Also, 
it is hard to find ground truth data for the past. Quality of Landsat ETM data was 
better then Landsat MSS data however when compared to NOAA AVHRR used in 
global land cover data sets both types of Landsat images were superior. 
Available global land cover data sets like GLC2000, UMD and GLCC data have 
some deficiencies and inaccuracies. Comparisons of Landsat derived land cover data 
with these global data sets emphasized problems about them. These data sets have 
problems in representing land sea boundaries and urban areas and have classification 
errors for some land cover types. GLCC data used in many regional climate models 
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was obtained from 1-km Advanced Very High Resolution Radiometer satellite 
images spanning April 1992 through March 1993 with an unsupervised classification 
technique; therefore it is not up-to-date and is not accurate for all regions and some 
land cover types such as urban areas. Detailed comparison employed between GLCC 
and Landsat derived land cover data discovered misrepresentation of land cover 
types for the Marmara Region. Results of these comparisons suggested that any 
researcher that will use this global dataset should check its accuracy and consistency 
for the concerned region. 
Comparison of observations with experiments conducted with model land cover data 
(control run) and Landsat derived land cover data (new land cover run) showed that 
better simulation results can be obtained with new land cover data since it reflects 
actual land surface accurately. Minimum, maximum and average temperatures 
obtained with new land cover data run were very close to actual observations. 
Results of control run and new land cover run were very similar if both model and 
new land cover data have same land cover types. Changing the model land cover by 
Landsat derived land cover data to reflect current conditions improve the simulation 
of minimum, maximum and average 2 m air temperature results significantly.  
Horizontal resolution used in regional climate models are increasing and accurate 
representation of land surface is becoming more important to capture local effects on 
climate like effects of urban on wind, temperature and precipitation. Land surface 
controls the partitioning of available energy at the surface between sensible and 
latent heat, and controls partitioning of available water between evaporation and 
runoff, therefore it is important to have accurate land cover data within climate 
models. In this research, Landsat images were used to derive land cover data of the 
Marmara Region and succesfully implemented into WRF modeling system. New 
land cover data improved the simulation results significantly.  
Land cover change impact on local climate of the Marmara Region was quantified by 
comparing results of the experiments conducted with 2005 and 1975 land cover data. 
Differences in maximum summer temperatures pointed out the urban heat island 
effects over İstanbul, Sakarya and Bursa. Urbanized areas occurred with conversion 
of cropland and barren areas. Since daily temperatures over the cities were cooler, 
average temperature differences became smaller but still there were significant 
average temperature differences over İstanbul, Bursa, Izmit and Adapazarı. Average 
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temperature differences over Bursa, Adapazarı and Izmit were found between 0.5 
and 1°C. Urbanization in Anatolian part of İstanbul was bigger then in European part 
which resulted in average temperature increase between 0.5 and 1°C in European 
part, between 0.5 and 1.5°C in Anatolian part. Conversion from forest to barren areas 
increased average temperatures 0.5°C in coastline of İstanbul European side. 0.5°C 
cooling of average temperatures occurred in a small region around Bursa with the 
conversion of the sparsely vegetated areas into forest areas. 
In general, precipitation increase was detected over urban areas and over the areas 
where land cover changed from sparsely vegetated to deciduous forest. Precipitation 
decrease was detected over Thrace Region with the increase of crop areas. Average 
10 m wind difference for 1975 and 2005 land cover data runs in June-August period 
displayed bigger differences where land cover changed from crop to urban and 
sparsely vegetated to deciduous forest. Urbanization decreased the wind magnitude 
over the city and surrounding areas.  
Time series of minimum, maximum and average temperatures and average 
temperature differences indicated that there is a significant warming trend in the 
Marmara Region. Relationship between climate parameters and land cover change 
denoted that temperatures are more sensitive to local climate changes. Wind patterns 
also changed as a result of land cover changes especially with urbanization. 
Precipitation changes were heterogeneous. 
The results of this research suggested that Landsat derived land cover data can be 
used as an alternative land cover source in regional climate modeling. Digital image 
processing and geostatistical techniques that should be conducted to derive land 
cover  map from Landsat images were presented. Also, archieve Landsat images can 
be used to reconstruct past land cover. It is possible to create land cover data for 
1970s and determine land cover change for 30-35 year period and its impact on 
climate using Landsat images. 
Creation of a meteorological database from meteorological station data reduced data 
redundancy, maintained data consistency, lead reasonable organization of data and 
ensured the identification of complex relation among the data. Since it is not an easy 
task to handle, retrieve and query these sizes of data, a meteorological database was 
created and data were structurally organized. Usage of the created database 
facilitated data retrieval, query analysis and incorporation of data to GIS. 
 104
A Geographic Information System (GIS), including the data from several sources, 
such as climate simulation results, land cover maps derived from remotely sensed 
data, meteorological data and other ancillary data (digital elevation models, soil 
maps, demographic data etc.) was used to evaluate the relationships between these 
different data sets, analyze the different sources of data simultaneously and 
determine the impacts of land cover change on climate. Buffer zone analysis within 
the system introduced the land cover change impact on climate in detail. This 
integrated framework might be a base for multidisciplinary applications and support 
the decision-making mechanisms. 
Urbanization and industrialization have resulted in modification of local city 
climates. I concluded that the results presented in this work are evidence that land 
cover change has impacted the local climate of the Marmara Region. Summer time 
2m air temperatures, direction and magnitude of winds and amount of precipitation 
impacted as a result of land cover change within the region. Climatic parameters and 
their variations with the land cover change should be considered for the future land 
use planning of the Marmara Region. 
I conclude that; 
 Model land cover data is not up-to-date and accurate for some land cover 
types especially for urban and forest areas, 
 Remote sensing and GIS technology can be used to create new land cover 
data sets for past and present. Accurate geometric correction of satellite 
images and selection of common coordinate system for each data set is a 
prerequiste to conduct precise land cover change quantification, collect 
different source of data in GIS and introduce land cover data to regional 
climate modeling system, 
 Landsat images can be succefully used to create improved land cover data for 
regional climate modeling, these new land cover data improved the climate 
simulation results especially for minimum, maximum and average 
temperatures and emphasized the importance of accurate land cover for 
regional climate modeling, 
 Surface roughness and albedo are represeted better with new land cover data 
which leads change in the Bowen ratio, and therefore partitioning of latent 
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and sensible heat flux, and better simulation results for temperature and wind 
patterns, 
 The results of this work are evidence that anthropogenic land cover change 
has impacted several aspects of the regional climate of the Marmara Region, 
including warming of 2m air temperatures and the strength and orientation of 
the sea breezes. Urbanization increase in Istanbul, Bursa and Adapazarı 
resulted in statistically significant changes in urban climatology of the region. 
Changes in temperature and wind patterns due to land cover changes depend 
on the type of land cover conversion. The perturbations introduced to the 
climate system through anthropogenic land cover change are physically and 
socioeconomically significant. 
 Land surface is an important part of the climate system and must be 
represented correctly. Misrepresentations in land cover data will lead to poor 
simulation of current climate. Moreover, to find out land cover change impact 
on climate both past and present land cover must be created accurately. 
Without complete knowledge of past and present land cover it is not possible 
to correctly simulate land cover change impact on climate. Also, predicting 
future climate changes as a result of future land cover activities require 
accurate representation of past and present land cover data. Usage of remote 
sensing and GIS technologies accommodate better understanding of 
atmosphere and land surface interactions. 
Suggestions for future studies 
Different satellite sensor images and different digital image processing techniques 
can be used to derive new land cover datasets. Landsat images are alternative source 
of creating land cover data for finer scales and smaller regions. Since a Landsat 
frame constitutes 180 km x 180 km area, it is hard to work with many Landsat 
images if the experiments will be conducted in a country basis. In this case, new 
generation satellite images with high spectral and moderate spatial resolution like 
MODIS and MERIS can be used. 
New vegetation indices can be derived using satellite images and remote sensing 
techniques and these products can be implemented into regional climate modeling to 
investigate if new NDVI data sets can improve the simulation results. 
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To better assess land cover change effects on hydrological variables like 
precipitation, a better description of the water table and ground water processes is 
needed. Usage of a coupled climate model including complete hydrology would be 
beneficial to derive precise results. Land cover change impact on water resources can 
be investigated using a coupled climate model. 
Different study regions encountered with different types of land cover change can be 
studied to simulate the impacts of different land cover changes on climate. 
Land transformation models and different scenarios can be used to project future 
land cover data using past and present land cover data. Then, this land cover data can 
be implemented to a regional climate model to evaluate how local climate might be 
affected and how large these local effects can be as a result of future land cover 
activities. 
In order to asses how the land atmosphere feedbacks behave in seasonal timeframe, 
new experiments can be designed to be conducted for longer periods and for different 
years. 
Different initial and boundary condition data like ECMWF can be used to find out 
the sensitivity of simulations to initial and boundary conditions and if this new data 
can improve the results.  
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