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This paper concerns with the Cauchy problems of semilinear
pseudo-parabolic equations. After establishing the necessary ex-
istence, uniqueness and comparison principle for mild solutions,
which are also classical ones provided that the initial data are ap-
propriately smooth, we investigate large time behavior of solutions.
It is shown that there still exist the critical global existence expo-
nent and the critical Fujita exponent for pseudo-parabolic equa-
tions and that these two critical exponents are consistent with the
corresponding semilinear heat equations.
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1. Introduction
In this paper, we consider the Cauchy problem of the following semilinear pseudo-parabolic equa-
tion
∂u
∂t
− k ∂u
∂t
= u + up, x ∈Rn, t > 0, (1.1)
subject to the initial value condition
u(x,0) = u0(x), x ∈ Rn, (1.2)
where p > 0, k > 0 and u0(x) is nonnegative and appropriately smooth. If k = 0, (1.1) is just the heat
equation with sources. For k > 0, (1.1) is called to be pseudo-parabolic (see Ting [30], Showalter and
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parabolic case k = 0 is also well-posed for the pseudo-parabolic equation (1.1) itself, but also because
the solution of the initial–boundary value problem for a parabolic equation can be obtained as the
limit of some sequence of solutions of the problems for the corresponding pseudo-parabolic equations.
Pseudo-parabolic equations describe a variety of important physical processes, such as the seepage
of homogeneous ﬂuids through a ﬁssured rock [2] (where k is a characteristic of the ﬁssured rock,
a decrease of k corresponds to a reduction in block dimension and an increase in the degree of ﬁssur-
ing), the unidirectional propagation of nonlinear, dispersive, long waves [3,29] (where u is typically
the amplitude or velocity), and the aggregation of populations [22] (where u represents the popula-
tion density). Eq. (1.1) can be used in the analysis of nonstationary processes in semiconductors in the
presence of sources [15,16], where k ∂u
∂t − ∂u∂t corresponds to the free electron density rate, u corre-
sponds to the linear dissipation of the free charge current and up describes a source of free electron
current. Furthermore, Eq. (1.1) can be regarded as a Sobolev type equation or a Sobolev–Galpern type
equation [27].
In Ting [30], Showalter and Ting [26], and Gopala Rao and Ting [9], the authors investigated the
initial–boundary value problem and the Cauchy problem for the linear pseudo-parabolic equation
and established the existence and uniqueness of solutions. From then on, considerable attentions
have been paid to the study of nonlinear pseudo-parabolic equations, even including singular pseudo-
parabolic equations and degenerate pseudo-parabolic equations (see for example [4,5,7,11,12,17,18,
23,28] and the references therein). Not only the existence and uniqueness results were obtained,
but also the properties of solutions, such as asymptotic behavior and regularity, were investigated.
Among those works, it was Kaikina et al. [11] who considered the superlinear case of the Cauchy
problem (1.1), (1.2) with p > 1 and proved the existence and uniqueness of solutions. Furthermore,
it was shown that the Cauchy problem (1.1), (1.2) has a unique global solution if p > 1 + 2/n for u0
being suﬃciently small.
In this paper, we consider the Cauchy problem (1.1), (1.2) for all p > 0 and we are much interested
in the large time behavior of solutions. As mentioned above, the existence and uniqueness of solu-
tions for the linear case (p = 1) and the superlinear case (p > 1) have been obtained in [9] and [11].
However, the sublinear case, namely 0 < p < 1, has not been discussed yet. As a necessary prepara-
tion, we use the integral representation and the contraction-mapping principle to prove the existence
and uniqueness for all p > 0, and to establish some related comparison principle. After this prelimi-
nary, we investigate the large time behavior of solutions of the Cauchy problem (1.1), (1.2). It is shown
that just like the corresponding Cauchy problem of the semilinear heat equation, there still exist two
critical exponents
p0 = 1, pc = 1+ 2/n, (1.3)
such that
(i) there exist global solutions for each initial datum in the case 0 < p  p0, while there exists at
least one initial datum such that the solution blows up in a ﬁnite time in the case p > p0;
(ii) any nontrivial solution blows up in a ﬁnite time in the case p0 < p  pc , while there exists at
least one nontrivial global solution in the case p > pc .
Here p0 and pc are called to be the critical global existence exponent and the critical Fujita expo-
nent, respectively.
Critical exponent is an important topic for nonlinear partial differential equations. The related
studies was begun in 1966 by Fujita [8], where it was shown that the Cauchy problem (1.1), (1.2)
with k = 0 does not have any nontrivial, nonnegative global solution if 1 < p < 1 + 2/n, whereas if
p > 1 + 2/n, there exist both global (with small initial data) and blowing-up (with large initial data)
solutions. In the critical case p = 1 + 2/n, it was shown by Hayakawa [10] for dimensions n = 1,2
and by Kobayashi et al. [14] for all n  1 that the problem possesses no nontrivial global solution u
satisfying ‖u(·, t)‖L∞(Rn) < +∞ for all t  0. There have been a number of extensions of Fujita’s
results in several directions since then, including similar results for numerous of quasilinear parabolic
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nonlinear sources and nonhomogeneous boundary value conditions. We refer to the survey papers
[6,19], the recent works [1,20,21,25,32–36] and the references therein for a detailed account.
In studying critical exponents for parabolic equations, the main method is to construct global self-
similar supersolutions and blowing-up self-similar subsolutions, and most studies used this method.
Additionally, there is another method to prove the blow-up of solutions, namely the method to show
the energy (some integral) blowing-up [24,31,36]. For the pseudo-parabolic equation (1.1), it is almost
impossible to use the method constructing supersolutions and subsolutions owing to the appearance
of the third order term. In this paper, we use the integral representation and the contraction-mapping
principle inspired by [11] to prove the global existence results for solutions of the Cauchy prob-
lem (1.1), (1.2). Here, the integral representation is more complex than the one for the case k = 0,
which complicates our proof. As to the blow-up results, we use the method to show the energy
blowing-up, which was used in [24,31] to the Cauchy problem of quasilinear parabolic equations in-
cluding the semilinear equation (1.1) with k = 0. That is to say, we will show the energy blowing-up
by determining the interactions among the two kinds of diffusions and the sources via a series of
precise integral estimates. Of course, these global existence and blow-up conclusions and their proof
also ﬁt the case k = 0. However, due to the appearance of the third order term for the Cauchy prob-
lem (1.1), (1.2), the proof is more complicated than the proof for the case k = 0 [8,24,31], especially
for the critical case p = pc . It is noted from (1.3) that the critical global existence exponent p0 and
the critical Fujita exponent pc are consistent with the corresponding Cauchy problem for the semilin-
ear heat equation with sources, which shows that the diffusion effect of the third order term is not
strong enough to change the critical exponents. However, it seems that the third order term do delay
the blow-up time of solutions and the diffusion effect of this term decreases as k → 0+ .
This paper is arranged as follows. In Section 2, as a preliminary, we establish the necessary exis-
tence, uniqueness and comparison principle for mild solutions. The large time behavior of solutions
are investigated in Sections 3 and 4. The most diﬃcult and complicated critical case p = pc is treated
in Section 4, while other cases are dealt with in Section 3.
2. Existence, uniqueness and comparison principle
In this section, we consider mild solutions of the Cauchy problem (1.1), (1.2), which are just classi-
cal solutions if the initial data are appropriately smooth. We will prove the existence and uniqueness
of such solutions, and establish the comparison principle.
2.1. Deﬁnition of solutions
As shown in [9,12], a classical solution of the Cauchy problem (1.1), (1.2) in [0, T ] with T > 0
satisﬁes the following integral equation
u(x, t) =G (t)u0(x) +
t∫
0
G (t − τ )Bup(x, τ )dτ , x ∈ Rn, t ∈ [0, T ], (2.1)
where the operators G (t) and G (t)B are expressed as
G (t) = exp(−t(k − I)−1)= ∞∑
m=0
tm(−(k − I)−1)mm
m! , t  0, (2.2)
and
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m=0
tm(−(k − I)−1)m+1m
m! , t  0, (2.3)
with B= −(k − I)−1. Therefore, the mild solution is deﬁned as follows.
Deﬁnition 2.1. A solution u ∈ C([0, T ];C(Rn) ∩ L∞(Rn)) of the integral equation (2.1) is called a mild
solution of the Cauchy problem (1.1), (1.2) in [0, T ].
Fix T > 0, α ∈ (0,1), 1 q2  q1 ∞, m ∈ N and 1 q ∞. For the operators B and G (t), it is
shown in [9,11–13,26] that
‖Bϕ‖1;Rn  M‖ϕ‖L∞(Rn), ϕ ∈ L∞
(
R
n), (2.4)
‖Bϕ‖2+α;Rn  M‖ϕ‖α;Rn , ϕ ∈ Cα
(
R
n), (2.5)∥∥G (t)ϕ∥∥L∞(Rn)  M‖ϕ‖L∞(Rn), ϕ ∈ L∞(Rn), 0 t  T , (2.6)∥∥G (t)ϕ∥∥
α;Rn  M‖ϕ‖α;Rn , ϕ ∈ Cα
(
R
n), 0 t  T , (2.7)∥∥G (t)ϕ∥∥2+α;Rn  M‖ϕ‖2+α;Rn , ϕ ∈ C2+α(Rn), 0 t  T , (2.8)∥∥G ′(t)ϕ∥∥L∞(Rn)  M‖ϕ‖L∞(Rn), ϕ ∈ L∞(Rn), 0 t  T , (2.9)∥∥G ′(t)ϕ∥∥2+α;Rn  M‖ϕ‖2+α;Rn , ϕ ∈ C2+α(Rn), 0 t  T , (2.10)∥∥G (t)ϕ∥∥H2(Rn)  M‖ϕ‖H2(Rn), ϕ ∈ H2(Rn), 0 t  T , (2.11)∥∥G (t)ϕ∥∥Lq1 (Rn)  M(1+ t)n(1/q1−1/q2)/2‖ϕ‖Lq2 (Rn) + Me−t‖ϕ‖Lq1 (Rn)
 M〈t〉n(1/q1−1/q2)/2‖ϕ‖Lq2 (Rn) + Me−t‖ϕ‖Lq1 (Rn),
ϕ ∈ Lq1(Rn)∩ Lq2(Rn), t  0, (2.12)∥∥Bmϕ∥∥Lq(Rn)  M‖ϕ‖Lq(Rn), ϕ ∈ Lq(Rn), (2.13)
where 〈t〉 =√1+ |t|2 is the Japanese brackets.
We ﬁrst show that mild solutions are also classical solutions if the initial data are appropriately
smooth.
Theorem 2.1. Assume that α ∈ (0,1). For the Cauchy problem (1.1), (1.2) with u0 ∈ C2+α(Rn), the mild
solution u in C([0, T ];C(Rn) ∩ L∞(Rn)) with the form (2.1) belongs to C1([0, T ];C2(Rn)) and is just the
classical solution.
Proof. Assume that u in C([0, T ];C(Rn) ∩ L∞(Rn)) is the mild solution of (1.1), (1.2). Using (2.4) and
(2.7), we get that u ∈ C([0, T ];Cα(Rn)). Therefore, up ∈ C([0, T ];Cβ(Rn)) for some 0 < β  α. Then,
it follows from (2.5) and (2.8) that u ∈ C([0, T ];C2+β(Rn)). Since
∂u
∂t
(x, t) =G ′(t)u0(x) +Bup(x, t) +
t∫
0
G ′(t − τ )Bup(x, τ )dτ , x ∈ Rn, t  0, (2.14)
we get from (2.5) and (2.10) that
sup
t∈[0,T ]
∥∥∥∥∂u∂t (·, t)
∥∥∥∥
n
 M‖u0‖2+β;Rn + M sup
t∈[0,T ]
∥∥up(·, t)∥∥
β;Rn + MT sup
t∈[0,T ]
∥∥up(·, t)∥∥
β;Rn .2+β;R
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(1.2) and thus u is the classical solution. 
It is noted in [11] that for the nonnegative initial datum, the mild solution of the Cauchy prob-
lem (1.1), (1.2) is nonnegative. In fact, the integral equation (2.1) can be written into the following
equation in the kernel function form
u(x, t) =G (t)u0(x) +
t∫
0
G (t − τ )Bup(x, τ )dτ
=
∫
Rn
G(x− y, t)u0(y)dy +
t∫
0
dτ
∫
Rn
H(x− y, t − τ )up(y, τ )dy, (2.15)
where
G(x, t) = (2π)−n/2e−t/k
∞∑
m=0
k−mtm
m! Bm(x) 0, x ∈ R
n, t  0,
and
H(x, t) = (2π)−n/2e−t/k
∞∑
m=0
k−mtm
m! Bm+1(x) 0, x ∈ R
n, t  0,
with Bm being the Bessel–Macdonald kernel.
2.2. The case p  1
In this subsection, we prove the local existence, uniqueness and comparison principle of mild
solutions of the Cauchy problem (1.1), (1.2) with p  1. In particular, the solution is global in the
linear case p = 1.
Theorem 2.2. Assume that 0  u0 ∈ C(Rn) ∩ L∞(Rn). If p  1, then there exists some T > 0 such that the
Cauchy problem (1.1), (1.2) admits a unique mild solution 0 u ∈ C([0, T ];C(Rn)∩ L∞(Rn)). Particularly, in
the linear case p = 1, there exists a unique mild solution 0  u ∈ C([0, T ];C(Rn) ∩ L∞(Rn)) of the Cauchy
problem (1.1), (1.2) for any T > 0.
Proof. As mentioned in the introduction, this existence and uniqueness in a similar space has been
obtained in [9] and [11]. Here, we prove it again to be integrated.
Denote
Xδ =
{
0 ϕ ∈ C([0, T ];C(Rn)∩ L∞(Rn)): ‖ϕ‖L∞([0,T ];L∞(Rn)) < δ},
where δ > 0, T > 0 and they will be determined below. Deﬁne the map M (u) as follows
M (u)(x, t) =G (t)u0(x) +
t∫
0
G (t − τ )Bup(x, τ )dτ , x ∈ Rn, t ∈ [0, T ], u ∈ Xδ.
Assume u ∈ Xδ . From (2.15), we get that M (u) is nonnegative. It follows from (2.6) and (2.4) that
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t∫
0
∥∥G (t − τ )Bup(·, τ )∥∥L∞(Rn) dτ
 M‖u0‖L∞(Rn) + M
t∫
0
∥∥Bup(·, τ )∥∥L∞(Rn) dτ , t ∈ [0, T ],
∥∥Bup(·, t)∥∥L∞(Rn)  M∥∥up(·, t)∥∥L∞(Rn)  M∥∥u(·, t)∥∥pL∞(Rn)  Mδp, t ∈ [0, T ].
Combining these two estimates, we get that
∥∥M (u)∥∥L∞([0,T ];L∞(Rn))  M1‖u0‖L∞(Rn) + M1T δp,
where M1 is a positive constant independent of T , u0 and u. Therefore, if we take
δ  2M1‖u0‖L∞(Rn) (2.16)
and
0< T  1
2M1δp−1
, (2.17)
then we get that M (u) ∈ Xδ .
Similarly, for any u1,u2 ∈ Xδ , we get from (2.6) and (2.4) that
∥∥M (u1)(·, t) −M (u2)(·, t)∥∥L∞(Rn)  M
T∫
0
∥∥B(up1 (·, τ ) − up2 (·, τ ))∥∥L∞(Rn) dτ , t ∈ [0, T ],
∥∥B(up1 (·, t) − up2 (·, t))∥∥L∞(Rn)  Mδp−1∥∥u1(·, t) − u2(·, t)∥∥L∞(Rn)
 Mδp−1‖u1 − u2‖L∞([0,T ];L∞(Rn)), t ∈ [0, T ].
These imply that
∥∥M (u1) −M (u2)∥∥L∞([0,T ];L∞(Rn))  M2T δp−1‖u1 − u2‖L∞([0,T ];L∞(Rn))
 1
2
‖u1 − u2‖L∞([0,T ];L∞(Rn))
if
0< T  1
2M2δp−1
, (2.18)
where M2 is a positive constant independent of t , ui , i = 1,2.
From the above discussion, M is a contraction mapping on Xδ provided that δ satisﬁes (2.16),
while T satisﬁes (2.17) and (2.18). Therefore, there is a unique mild solution 0 u ∈ C([0, T ];C(Rn)∩
L∞(Rn)) of the problem (1.1), (1.2).
If p = 1, we see from (2.17) and (2.18) that T is independent of u0. Thus we can extend the local
solution u to [0,mT ] for any positive integer m. This shows that u is global. 
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problem (1.1), (1.2) with
0 u1(x,0) u2(x,0), x ∈ Rn.
Then
0 u1(x, t) u2(x, t), (x, t) ∈ Rn × [0, T ].
Proof. Under the assumptions in the theorem, u2−u1 ∈ C([0, T ];C(Rn)∩ L∞(Rn)) is the mild solution
of the following problem
∂v
∂t
(x, t) − k ∂v
∂t
(x, t) = v(x, t) + h(x, t)v(x, t), x ∈ Rn, t ∈ [0, T ], (2.19)
v(x,0) = u2(x,0) − u1(x,0) 0, x ∈ Rn, (2.20)
where
h(x, t) = p
1∫
0
(
θu2(x, t) + (1− θ)u1(x, t)
)p−1
dθ  0, x ∈ Rn, t ∈ [0, T ].
Deﬁne the map M (v) as follows
M (v)(x, t) =G (t)v0(x) +
t∫
0
G (t − τ )Bh(x, τ )v(x, τ )dτ , x ∈ Rn, t ∈ [0, T ].
Similar as the proof of Theorem 2.2, we can prove that the problem (2.19), (2.20) admits a unique
local mild solution v ∈ C([0, T ];C(Rn) ∩ L∞(Rn)) and v is nonnegative from (2.15). 
2.3. The case 0< p < 1
In this subsection, we consider the Cauchy problem (1.1), (1.2) with 0 < p < 1 and establish the
global existence theorem of mild solutions. Unfortunately, we cannot prove the uniqueness theorem
just like the heat equation with the same sources.
We ﬁrst deﬁne the upper mild solutions, lower mild solutions, and coupled upper and lower mild
solutions.
Deﬁnition 2.2. A function v is called an upper (lower) mild solution of the Cauchy problem (1.1), (1.2)
in [0, T ] if v ∈ C([0, T ];C(Rn) ∩ L∞(Rn)) and satisﬁes
v(x, t) ()G (t)v0(x) +
t∫
0
G (t − τ )Bvp(x, τ )dτ , x ∈ Rn, t ∈ [0, T ],
and
v(x,0) ()u0(x), x ∈ Rn.
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(1.2), if v˜ and vˆ are upper and lower mild solutions of the Cauchy problem (1.1), (1.2) in [0, T ],
respectively, and satisfy
v˜(x, t) vˆ(x, t), x ∈ Rn, t ∈ [0, T ].
We establish the following global existence theorem of mild solutions.
Theorem 2.4. Assume that 0 u0 ∈ Cα(Rn) with α ∈ (0,1). Then the Cauchy problem (1.1), (1.2) admits at
least one nonnegative mild solution u ∈ C([0, T ];C(Rn) ∩ L∞(Rn)) for any T > 0.
Proof. We prove the theorem by constructing monotone sequence. Assume u0 = u˜ and u0 = uˆ which
are the coupled upper and lower mild solutions of the Cauchy problem (1.1), (1.2). We get two mono-
tone sequences {um}∞m=1 and {um}∞m=1 via the following iteration process
um(x, t) =G (t)u0(x) +
t∫
0
G (t − τ )B(um−1(x, τ ))p dτ , x ∈ Rn, t ∈ [0, T ], (2.21)
and
um(x, t) =G (t)u0(x) +
t∫
0
G (t − τ )B(um−1(x, τ ))p dτ , x ∈ Rn, t ∈ [0, T ], (2.22)
for m = 1,2, . . . . We ﬁrst prove that {um} and {um} satisfy the following monotone property
uˆ = u0  u1  · · · um  um+1  · · · um+1  um  · · · u1  u0 = u˜. (2.23)
On the one hand, since
(
u0 − u1)(x, t)
t∫
0
G (t − τ )B((u0(x, τ ))p − (u0(x, τ ))p)dτ = 0, x ∈ Rn, t ∈ [0, T ],
and
(
um+1 − um)(x, t) =
t∫
0
G (t − τ )B((um(x, τ ))p − (um−1(x, τ ))p)dτ , x ∈ Rn, t ∈ [0, T ],
m = 0,1,2, . . . ,
we get from (2.15) that
um  um+1, m = 0,1,2, . . . . (2.24)
Similarly, we get that
um+1  um, m = 0,1,2, . . . . (2.25)
On the other hand, since
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um+1 − um+1)(x, t) =
t∫
0
G (t − τ )B((um(x, τ ))p − (um(x, τ ))p)dτ ,
x ∈ Rn, t ∈ [0, T ], m = 0,1,2, . . . ,
we get from (2.15) and u0  u0 that
um  um, m = 0,1,2, . . . . (2.26)
Then, (2.23) follows directly from (2.24)–(2.26).
Denote the mapping P :C([0, T ];C(Rn) ∩ L∞(Rn)) → C([0, T ];C(Rn) ∩ L∞(Rn)) by
P(v)(x, t) =G (t)u0(x) +
t∫
0
G (t − τ )B(v(x, τ ))p dτ , x ∈ Rn, t ∈ [0, T ].
Then,
um+1 =P(um), um+1 =P(um), m = 0,1,2, . . . .
It follows from (2.4), (2.7) and (2.9) that
sup
t∈[0,T ]
∥∥P(v)(·, t)∥∥
α;Rn  M‖u0‖α;Rn + M
∥∥vp∥∥L∞([0,T ];L∞(Rn)), v ∈ C([0, T ];C(Rn)∩ L∞(Rn)),
and
sup
t∈[0,T ]
∥∥∥∥∂P(v)∂t (·, t)
∥∥∥∥
L∞(Rn)
 M‖u0‖L∞(Rn) + M
∥∥vp∥∥L∞([0,T ];L∞(Rn)),
v ∈ C([0, T ];C(Rn)∩ L∞(Rn)).
Furthermore, from (2.4) and (2.6), we get that
∥∥P(v1) −P(v2)∥∥L∞([0,T ];L∞(Rn))  MT∥∥((v1(x, τ ))p − (v2(x, τ ))p)∥∥L∞([0,T ];L∞(Rn)),
v1, v2 ∈ C
([0, T ];C(Rn)∩ L∞(Rn)).
Thus the mapping P is compact and continuous. Then, we can prove by the upper and lower so-
lutions method that the problem (1.1), (1.2) admits a minimal mild solution u and a maximum mild
solution u in the order interval
〈vˆ, v˜〉 = {v ∈ C([0, T ];C(Rn)∩ L∞(Rn)); v satisﬁes (2.1) and vˆ  v  v˜}.
Finally, we note that a coupled upper and lower mild solutions of the Cauchy problem (1.1), (1.2)
can be chosen as
u˜(x, t) = e2t(A − e−|x|2), x ∈ Rn, t  0,
and
uˆ(x, t) = 0, x ∈ Rn, t  0.
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∂ u˜
∂t
(x, t) − k ∂u˜
∂t
(x, t) − u˜(x, t) − u˜p(x, t)
= 2e2t(A − e−|x|2)− 2n(1+ 2k)e2te−|x|2 + 4(1+ 2k)|x|2e2te−|x|2 − e2pt(A − e−|x|2)p
 0, x ∈ Rn, t > 0,
provided that A > 0 suﬃciently large. This implies that u˜ is an upper mild solution and it is easy to
verify that uˆ is a lower mild solution. 
3. Theorems on critical exponents
In this section, we prove the theorems on critical exponents for classical solutions of the Cauchy
problem (1.1), (1.2). It is shown that the global existence exponent p0 and the Fujita exponent pc are
p0 = 1, pc = 1+ 2/n.
For blow-up and global existence, we mean the following
Deﬁnition 3.1. A classical solution u of the Cauchy problem (1.1), (1.2) is said to blow up in a ﬁnite
time 0< T < +∞ if
lim
t→T−
∥∥u(·, t)∥∥L∞(Rn) = +∞.
If u does not blow up in any ﬁnite time, we say u is global.
3.1. The case 0< p  p0
As a direct corollary of Theorems 2.1, 2.2, 2.4, we get that
Theorem 3.1. Let 0 < p  p0 = 1. Then for any 0  u0 ∈ C2+α(Rn), the classical solution of the Cauchy
problem (1.1), (1.2) exists globally.
3.2. The case p0 < p < pc
In this subsection, we show that (p0, pc) belongs to the blow-up case.
Theorem 3.2. Let 1< p < pc = 1+ 2/n. Then for any nontrivial 0 u0 ∈ C2+α(Rn), the classical solution of
the Cauchy problem (1.1), (1.2) blows up in a ﬁnite time.
Proof. Denote
ψ(x) =
{1, 0 |x| 1,
ϕ(|x| − 1), 1< |x| < 2,
0, |x| 2,
where ϕ is the principal eigenfunction of − in the unit ball of Rn with homogeneous Dirichlet
boundary value condition, normalized by ‖ϕ‖L∞(B1) = 1. For l > 0, deﬁne
ψl(x) = ψ
(
x
l
)
, x ∈ Rn.
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|∇ψl| Cl , |ψl|
C
l2
,
|ψl|
ψl
 C
l2
, x ∈ B2l \ Bl,
where C is a positive constant independent of l, Br the ball in Rn with radius r and centered at the
origin. Let u be a global classical solution of the Cauchy problem (1.1), (1.2) with some nontrivial
0  u0 ∈ C2+α(Rn). Due to the comparison principle, we can assume that u0 has compact support.
Then, for any t  0, u satisﬁes
t∫
0
d
ds
∫
Rn
uψl dxds + k
t∫
0
d
ds
∫
Rn
∇u · ∇ψl dxds = −
t∫
0
∫
Rn
∇u · ∇ψl dxds +
t∫
0
∫
Rn
upψl dxds.
Therefore, for any t  0,
∫
Rn
u(x, t)ψl dx−
∫
Rn
u0ψl dx
= −k
∫
Rn
∇u(x, t) · ∇ψl dx+ k
∫
Rn
∇u0 · ∇ψl dx−
t∫
0
∫
Rn
∇u · ∇ψl dxds +
t∫
0
∫
Rn
upψl dxds
= k
∫
B2l
u(x, t)ψl dx− k
∫
∂B2l
u(x, t)∇ψl · ν dσ − k
∫
B2l
u0ψl dx+ k
∫
∂B2l
u0∇ψl · ν dσ
+
t∫
0
∫
B2l
uψl dxds −
t∫
0
∫
∂B2l
u∇ψl · ν dσ ds +
t∫
0
∫
Rn
upψl dxds
 k
∫
B2l
u(x, t)ψl dx+ k
∫
∂B2l
u0∇ψl · ν dσ +
t∫
0
∫
B2l
uψl dxds +
t∫
0
∫
Rn
upψl dxds,
where ν denotes the unit outer normal to B2l . This leads to that∫
Rn
u(x, t)ψl dx
∫
Rn
u0ψl dx− k
∫
B2l
u(x, t)|ψl|dx+ k
∫
∂B2l
u0∇ψl · ν dσ
+
t∫
0
∫
B2l
uψl dxds +
t∫
0
∫
Rn
upψl dxds, t  0.
The third term on the right side of the above inequality is zero for suﬃciently large l > 0 since u0
has compact support. Therefore, for suﬃciently large l > 0, we have that
∫
Rn
u(x, t)ψl dx
∫
Rn
u0ψl dx− kCl−2
∫
B2l
u(x, t)ψl dx
+
t∫
0
∫
B
uψl dxds +
t∫
0
∫
Rn
upψl dxds, t  0, (3.1)
2l
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wl(t)
1
1+ kC0l−2
(
wl(0) −
t∫
0
∫
B2l
u|ψl|dxds +
t∫
0
∫
Rn
upψl dxds
)
, t  0, (3.2)
where C0 is a positive constant independent of l and
wl(t) =
∫
Rn
u(x, t)ψl(x)dx, t  0.
From the Hölder inequality, we get that
t∫
0
∫
B2l
u|ψl|dxds =
t∫
0
∫
B2l\Bl
u|ψl|dxds

t∫
0
( ∫
B2l\Bl
∣∣ψ p/(p−1)l ψ−1/(p−1)l ∣∣dx
)(p−1)/p( ∫
B2l\Bl
upψl dx
)1/p
ds
 C1ln−2−n/p
t∫
0
( ∫
Rn
upψl dx
)1/p
ds, t  0,
with C1 > 0 independent of l. Combine this inequality with (3.2) to obtain that for suﬃciently large
l > 0 and for any t  0,
wl(t)
1
1+ kC0l−2
(
wl(0) +
t∫
0
( ∫
Rn
upψl dx
)1/p(
−C1ln−2−n/p +
( ∫
Rn
upψl dx
)(p−1)/p)
ds
)
.
(3.3)
By the Hölder inequality with p > 1, we obtain
∫
Rn
uψl dx
( ∫
Rn
ψl dx
)(p−1)/p( ∫
Rn
upψl dx
)1/p
 Cln(p−1)/p
( ∫
Rn
upψl dx
)1/p
,
which implies that ∫
Rn
upψl dx C2l−pn+nwpl (t), t  0, (3.4)
with C2 > 0 independent of l. For suﬃciently large l > 0, it follows from (3.3) and (3.4) that
wl(t)
1
1+ kC0l−2
(
wl(0) +
(
C2l
−pn+n)1/p t∫
0
wl(s)
(−C1ln−2−n/p
+ C (p−1)/p2 l(−pn+n)(p−1)/pwp−1l (s)
)
ds
)
, t  0. (3.5)
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It follows from 1< p < pc = 1+ 2/n that
n − 2− n/p < (−pn + n)(p − 1)/p.
Fix l > 0 suﬃciently large such that
l 1+
(
2C1(1+ kC0)p−1
C (p−1)/p2 w
p−1
l (0)
)1/(−pn+n+2)
.
Then
wl(t)
1
1+ kC0l−2
(
wl(0) +
(
C2l
−pn+n)1/p t∫
0
wl(s)
(
1
2
C (p−1)/p2 l
(−pn+n)(p−1)/pwp−1l (s)
)
ds
)
 1
1+ kC0
(
wl(0) + δ
t∫
0
wpl (s)ds
)
, t  0, (3.6)
with δ = 12C2l−pn+n . Let
V (t) = wl(0) + δ
t∫
0
wpl (s)ds, t  0.
Then, it follows from (3.6) that
V ′(t) = δwpl (t)
δ
(1+ kC0)p V
p(t), t  0.
Therefore,
lim
t→T1(k)
V (t) = +∞,
where
T1(k) = 2(1+ kC0)
p
(p − 1)C2wp−1l (0)
(
1+
(
2C1(1+ kC0)p−1
C (p−1)/p2 w
p−1
l (0)
)1/(−pn+n+2))(p−1)n
. (3.7)
This, together with (3.6), leads to
wl(t) =
∫
Rn
u(x, t)ψl(x)dx → +∞ as t → T1(k),
which implies
∥∥u(·, t)∥∥L∞(Rn) → +∞ as t → T1(k). 
Remark 3.1. The function T1(k) given by (3.7) is an increase function of k > 0.
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Let us treat the case p > pc . The following two theorems show that there exist both nontrivial
global and blow-up solutions to the Cauchy problem (1.1), (1.2) with small and large u0, respectively.
Theorem 3.3. Let p > pc = 1 + 2/n. Then for suﬃciently large 0 u0 ∈ C2+α(Rn), the classical solution of
the Cauchy problem (1.1), (1.2) blows up in a ﬁnite time.
Proof. Let u be a global classical solution of the Cauchy problem (1.1), (1.2) with some nontrivial
0 u0 ∈ C2+α0 (Rn). As mentioned in the proof of Theorem 3.2, u satisﬁes (3.5) for some suﬃciently
large l > 0. For ﬁxed t  0, it follows from (3.5) that
wl(t)
1
1+ kC0l−2 wl(0)
provided that
wl(s)
(
2C1ln−2−n/p
C (p−1)/p2 l(1−p)n(p−1)/p
)1/(p−1)
, s ∈ [0, t],
where wl , C0, C1 and C2 are given in the proof of Theorem 3.2. Therefore, if u0 is suﬃciently large
such that
wl(0)
(
1+ kC0l−2
)( 2C1ln−2−n/p
C (p−1)/p2 l(1−p)n(p−1)/p
)1/(p−1)
,
then it follows from (3.5) that
wl(t)
1
1+ kC0l−2
(
wl(0) + 12C2l
(1−p)n
t∫
0
wpl (s)ds
)
, t  0.
Via the same process as in the proof of Theorem 3.2, we get that
∥∥u(·, t)∥∥L∞(Rn) → +∞ as t → T2(k)
with
T2(k) = 2l
(p−1)n(1+ kC0l−2)p
(p − 1)C2wp−1l (0)
.  (3.8)
Remark 3.2. The function T2(k) given by (3.8) is an increase function of k > 0.
Theorem 3.4. Let p > pc = 1+2/n. Then for suﬃciently small 0 u0 ∈ C2+α(Rn), the Cauchy problem (1.1),
(1.2) admits a global classical solution.
Proof. From Theorem 2.1, we only need to prove that the Cauchy problem (1.1), (1.2) admits a global
mild solution u ∈ C([0,+∞);C(Rn)∩ L∞(Rn)). This existence has been obtained in [11] as mentioned
in the introduction. Here, we prove it again to be integrated.
Denote
X = {0 ϕ ∈ C([0,+∞);C(Rn)∩ L∞(Rn)∩ L1(Rn)): ‖ϕ‖X < δ},
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t>0
(〈t〉n/2∥∥ϕ(·, t)∥∥L∞(Rn) + ∥∥ϕ(·, t)∥∥L1(Rn)),
δ > 0 and it will be determined below. Deﬁne the map M (u) as follows
M (u)(x, t) =G (t)u0(x) +
t∫
0
G (t − τ )Bup(x, τ )dτ , x ∈ Rn, t  0, u ∈ X .
Assume u ∈ X . From (2.15), we get that M (u) is nonnegative. Taking q1 = ∞, q2 = 1 and q1 =
q2 = ∞ in the estimate (2.12) we get that
∥∥M (u)(·, t)∥∥L∞(Rn)  M〈t〉−n/2(‖u0‖L∞(Rn) + ‖u0‖L1(Rn))+ M
t∫
t/2
∥∥Bup(·, τ )∥∥L∞(Rn) dτ
+ M
t/2∫
0
〈t − τ 〉−n/2(∥∥Bup(·, τ )∥∥L∞(Rn) + ∥∥Bup(·, τ )∥∥L1(Rn))dτ .
It follows from (2.13) that∥∥Bup(·, t)∥∥L∞(Rn)  M∥∥up(·, t)∥∥L∞(Rn)  Mδp〈t〉−pn/2  Mδp〈t〉−n(p−1)/2
and
∥∥Bup(·, t)∥∥L1(Rn)  M∥∥up(·, t)∥∥L1(Rn)  M∥∥up−1(·, t)∥∥L∞(Rn)∥∥u(·, t)∥∥L1(Rn)  Mδp〈t〉−n(p−1)/2.
(3.9)
These and p > pc = 1+ 2/n lead to
∥∥M (u)(·, t)∥∥L∞(Rn)  M3〈t〉−n/2(‖u0‖L∞(Rn) + ‖u0‖L1(Rn))+ M3δp
t∫
t/2
〈τ 〉−pn/2 dτ
+ M3δp
t/2∫
0
〈τ 〉−n(p−1)/2〈t − τ 〉−n/2 dτ
 δ〈t〉−n/2 (3.10)
provided that δ > 0 is suﬃciently small and
‖u0‖L∞(Rn) + ‖u0‖L1(Rn) 
δ
2M3
,
where M3 is a positive constant independent of t , u0 and u. It follows from (2.12) with q1 = q2 = 1
that
∥∥M (u)(·, t)∥∥L1(Rn)  M‖u0‖L1(Rn) + M
t∫ ∥∥Bup(·, τ )∥∥L1(Rn) dτ .0
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∥∥M (u)(·, t)∥∥L1(Rn)  M4‖u0‖L1(Rn) + M4δp
t∫
0
〈τ 〉−n(p−1)/2 dτ  δ (3.11)
provided that δ > 0 is suﬃciently small and
‖u0‖L1(Rn) 
δ
2M4
.
From (3.10) and (3.11), we get that M (u) ∈ X if δ > 0 and ‖u0‖L∞(Rn) , ‖u0‖L1(Rn) are both suﬃciently
small. Similarly, we can prove that
∥∥M (u1) −M (u2)∥∥X  12‖u1 − u2‖X , u1,u2 ∈ X,
if δ > 0 is suﬃciently small. Therefore, if u0 is suﬃciently small, there is a unique mild solution
u ∈ C([0,+∞);C(Rn) ∩ L∞(Rn) ∩ L1(Rn)) of the problem (1.1), (1.2). 
4. The critical case p = pc
In this section, we investigate the critical case p = pc = 1+2/n for the Cauchy problem (1.1), (1.2).
It will be shown that p = pc belongs to the blow-up case, where every nontrivial classical solution
blows up in a ﬁnite time. In the following discussion, let ψl , wl , C1 and C2 be deﬁned in the proof of
Theorem 3.2. To get the desired conclusion, we need some lemmas.
Lemma 4.1. Let u be a nontrivial global classical solution of the Cauchy problem (1.1), (1.2) with p = pc . Then
sup
t0
∫
Rn
u(x, t)dx< +∞. (4.1)
Proof. It is noted that (3.5) is true from the proof of Theorem 3.2. Since
n − 2− n/pc = (1− pc)n(pc − 1)/pc
owing to p = pc = 1+ 2/n, we get that
C (pc−1)/pc2 w
pc−1
l (t) 2C1, l > 0, t  0, (4.2)
with C1, C2 > 0 independent of l and t . Otherwise, u would blow up from the proof of Theorem 3.2.
Letting l → +∞ in (4.2), we get (4.1) due to
lim
l→+∞
wl(t) =
∫
Rn
u(x, t)dx, t  0. 
Lemma 4.2. Let p = pc , t0 > 0 and u be a nontrivial global classical solution of Eq. (1.1). If u(·, t0) is with
compact support, then for any l > 0 with suppu(·, t0) ⊂ Bl and t  t0 ,
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t∫
t0
(
−C3
l2
∫
B2l\Bl
uψl dx+
∫
Rn
upcψl dx
)
ds, (4.3)
where C3 is a positive constant independent of l, t0 and t.
Proof. It follows from (4.1) that
∫
B2l
uψl dx−
∫
B2l\Bl
u|ψl|dx− C
l2
∫
B2l\Bl
uψl dx− C
l2
, t  0, (4.4)
with C > 0 independent of l, t0 and t . For any l > 0 with suppu(·, t0) ⊂ Bl and t  t0, we get from
the proof of Theorem 3.2 that
wl(t) − wl(t0)
 k
∫
B2l
u(x, t)ψl dx+ k
∫
∂B2l
u(x, t0)∇ψl · ν dσ +
t∫
t0
∫
B2l
uψl dxds +
t∫
t0
∫
Rn
upcψl dxds
 k
∫
B2l
u(x, t)ψl dx+
t∫
t0
∫
B2l\Bl
uψl dxds +
t∫
t0
∫
Rn
upcψl dxds. (4.5)
Then, (4.3) follows from (4.4) and (4.5). 
Lemma 4.3. Let p = pc , t0 > 0, 0< τ < 1 and u be a nontrivial global classical solution of Eq. (1.1). If u(·, t0)
is with compact support, then for any l > 0 with suppu(·, t0) ⊂ Bl and t  t0 ,
wl(t) − wl(t0)
−C4
l2
+ C (1−τ )/pc2 l(1−pc)n
t∫
t0
w1−τl
{
−C4
( ∫
B2l\Bl
uψl dx
)τ
+ C (pc−1+τ )/pc2 wpc−1+τl
}
ds, (4.6)
where C4 is a positive constant independent of l, t0 and t.
Proof. For any l > 0 with suppu(·, t0) ⊂ Bl and t  t0, we get from the Hölder inequality that
∫
B2l
u|ψl|dx =
∫
B2l\Bl
uψ
|ψl|
ψl
dx

( ∫
B2l\Bl
|ψl|pc/((pc−1)(1−τ ))ψ−(1+(pc−1)τ )/((pc−1)(1−τ ))l dx
)(pc−1)(1−τ )/pc
×
( ∫
B2l\Bl
upcψl dx
)(1−τ )/pc( ∫
B2l\Bl
uψl dx
)τ
 C4ln−2−n/pc+τ (1−pc)n/pc
( ∫
B \B
upcψl dx
)(1−τ )/pc( ∫
B \B
uψl dx
)τ
,2l l 2l l
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get
wl(t) − wl(t0)
−C4
l2
+
t∫
t0
( ∫
Rn
upcψl dx
)(1−τ )/pc{
−C4ln−2−n/pc+τ (1−pc)n/pc
( ∫
B2l\Bl
uψl dx
)τ
+
( ∫
Rn
upcψl dx
)(pc−1+τ )/pc}
ds
−C4
l2
+ (C2l(1−pc)n)(1−τ )/pc
t∫
t0
w1−τl
{
−C4ln−2−n/pc+τ (1−pc)n/pc
( ∫
B2l\Bl
uψl dx
)τ
+ C (pc−1+τ )/pc2 l(1−pc)n(pc−1+τ )/pc wpc−1+τl
}
ds.
This yields (4.6) due to
n − 2− n/pc + τ (1− pc)n/pc = (1− pc)n(pc − 1+ τ )/pc . 
Lemma 4.4. Let p = pc , t0 > 0 and u be a nontrivial global classical solution of Eq. (1.1). If u(·, t0) is with
compact support, then for any l > 0 with suppu(·, t0) ⊂ Bl and t  t0 ,
wl(t) − wl(t0)−C5l2 − C5l
(pc(n−2)−n)/(pc−1)(t − t0), (4.7)
where C5 is a positive constant independent of l, t0 and t.
Proof. For any l > 0 with suppu(·, t0) ⊂ Bl and t  t0, it follows from the Hölder inequality that
∫
B2l\Bl
uψl dx
( ∫
B2l\Bl
ψl dx
)(pc−1)/pc( ∫
B2l\Bl
upcψl dx
)1/pc
 Cln−n/pc
( ∫
B2l\Bl
upcψl dx
)1/pc
.
Combining this with (4.3), we get by the Young inequality that
wl(t) − wl(t0)
−C3
l2
− Cln−2−n/pc
t∫
t0
( ∫
B2l\Bl
upcψl dx
)1/pc
ds +
t∫
t0
∫
Rn
upcψl dxds
−C3
l2
− 1
pc
t∫
t0
∫
B2l\Bl
upcψl dxds − pc − 1pc C
pc/(pc−1)l(pc(n−2)−n)/(pc−1)(t − t0) +
t∫
t0
∫
Rn
upcψl dxds
−C5
l2
− C5l(pc(n−2)−n)/(pc−1)(t − t0),
where C5 is a positive constant independent of l, t0 and t . 
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Theorem 4.1. Let p = pc = 1+ 2/n. Then for any nontrivial 0 u0 ∈ C2+α(Rn), the classical solution of the
Cauchy problem (1.1), (1.2) blows up in a ﬁnite time.
Proof. Let u be a nontrivial global classical solution of the Cauchy problem (1.1), (1.2). Denote
Λ = sup
l>0, t0
wl(t) = sup
t0
∫
Rn
u(x, t)dx. (4.8)
From (4.1) and the nontriviality of u, 0 < Λ < +∞. For any 0 < ε < Λ, from (4.8) and the fact that
wl is a nondecreasing function of l ∈ (0,+∞), we see that there exist t0  0 and l0  2 such that
wl0/2(t0) =
∫
Rn
u(x, t0)ψl0/2(x)dx> Λ − ε.
Choose u(1)(·, t0) ∈ C2+α(Rn) and l1  2l0 such that
u(1)(x, t0) u(x, t0), x ∈ Rn,
and
suppu(1)(·, t0) ⊂ Bl1 ,
∫
Rn
u(1)(x, t0)ψl1/2 dxΛ − ε.
Denote u(1)(x, t) (x ∈ Rn, t  t0) the solution of Eq. (1.1) with the initial datum u(1)(x, t0). It follows
from the comparison principle that
u(1)(x, t) u(x, t), x ∈ Rn, t  t0.
Now we consider u(1)(x, t). For any t  t0, it holds from Lemma 4.4 that
∫
Rn
u(1)(x, t)ψl1/2 dx
∫
Rn
u(1)(x, t0)ψl1/2 dx−
C5
(l1/2)2
− C5
(
l1
2
)(pc(n−2)−n)/(pc−1)
(t − t0)
Λ − ε − C5
(l1/2)2
− C5
(
l1
2
)(pc(n−2)−n)/(pc−1)
(t − t0).
Thus
∫
B2l1 \Bl1
u(1)(x, t)ψl1 dx =
∫
Rn
u(1)(x, t)ψl1 dx−
∫
Rn
u(1)(x, t)ψl1/2 dx
 ε + C5
(l1/2)2
+ C5
(
l1
2
)(pc(n−2)−n)/(pc−1)
(t − t0), t  t0. (4.9)
Choosing l = l1 in (4.6) and using (4.9), we get
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(1)
l1
(t0)
−C4
l21
+ C (1−τ )/pc2 l(1−pc)n1
t∫
t0
(
w(1)l1
)1−τ{−C4
( ∫
B2l1 \Bl1
u(1)(x, t)ψl1 dx
)τ
+ C (pc−1+τ )/pc2
(
w(1)l1
)pc−1+τ}ds
−C4
l21
+ C (1−τ )/pc2 l(1−pc)n1
t∫
t0
(
w(1)l1
)1−τ{−C4
(
ε + C5
(l1/2)2
+ C5
(
l1
2
)(pc(n−2)−n)/(pc−1)
(s − t0)
)τ
+ C (pc−1+τ )/pc2
(
w(1)l1
)pc−1+τ}ds
for all t  t0, where
w(1)l (t) =
∫
Rn
u(1)(x, t)ψl(x)dx, t  t0.
Fix ε0 ∈ (0,Λ), Γ0 > 0 and l1 >max(√8C4/ε0,√8C5/ε0 ) such that
C4
( ∞∑
m=0
ε0
2m
+ Γ0
)τ
 1
2
C (pc−1+τ )/pc2
(
Λ −
∞∑
m=0
ε0
2m
)pc−1+τ
,
where ε0 and Γ0 are independent of l1. Then
C4
(
ε0 + ε0
2
+ Γ0
)τ
 1
2
C (pc−1+τ )/pc2
(
Λ − ε0 − ε0
2
)pc−1+τ
and
w(1)l1 (t) − w
(1)
l1
(t0)−ε0
2
+ 1
2
C2l
(1−pc)n
1
t∫
t0
(
w(1)l1
)pc ds, t0  t  t1,
where
t1 = t0 + Γ0
C5
(
l1
2
)−(pc(n−2)−n)/(pc−1)
.
Hence
w(1)l1 (t1) w
(1)
l1
(t0) + C2
2
l(1−pc)n1
(
Λ − ε0 − ε0
2
)pc
(t1 − t0) − ε0
2
= w(1)l1 (t0) +
C2Γ0
2C5
l(1−pc)n1
(
Λ − ε0 − ε0
2
)pc( l1
2
)−(pc(n−2)−n)/(pc−1)
− ε0
2
.
Owing to the fact that
(1− pc)n −
(
pc(n − 2) − n
)
/(pc − 1) = 0,
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Rn
u(1)(x, t1)dx w(1)l1 (t1) w
(1)
l1
(t0) + δ0 − ε0
2
Λ − ε0 + δ0 − ε0
2
,
where
δ0 = C2Γ0
2C5
(
Λ − ε0 − ε0
2
)pc
2(pc(n−2)−n)/(pc−1)
independent of l1. Since
w(1)
(2l1)/2
(t1) = w(1)l1 (t1)Λ − ε0 + δ0 −
ε0
2
> Λ − ε0 − ε0
2
,
by the same argument as above, we can see that there exist u(2)(x, t) (x ∈ Rn , t  t1) and l2  2l1
such that
u(2)(x, t) u(1)(x, t), x ∈ Rn, t  t1,
and ∫
Rn
u(2)(x, t2)dxΛ − ε0 − ε0
2
+ δ0 + δ1 − ε0
4
,
where
t2 = t1 + Γ0
C5
(
l2
2
)−(pc(n−2)−n)/(pc−1)
,
δ1 = C2Γ0
2C5
(
Λ − ε0 − ε0
2
− ε0
4
)pc
2(pc(n−2)−n)/(pc−1)
and δ is independent of l2. Running this process in turn, we get that for each integer i  2,
u(i)(x, t) u(i−1)(x, t), x ∈ Rn, t  ti−1,∫
Rn
u(i)(x, ti)dxΛ −
i∑
m=0
ε0
2m
+
i−1∑
m=0
δm,
where
ti = ti−1 + Γ0
C5
(
li
2
)−(pc(n−2)−n)/(pc−1)
,
δi = C2Γ02C5
(
Λ −
i+1∑
m=0
ε0
2m
)pc
2(pc(n−2)−n)/(pc−1).
Therefore, it holds that for each integer i  2,
∫
n
u(x, ti)dx
∫
n
u(i)(x, ti)dxΛ −
i∑
m=0
ε0
2m
+
i−1∑
m=0
δm > Λ − 2ε0 + iδ,
R R
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δ = C2Γ0
2C5
(
Λ −
∞∑
m=0
ε0
2m
)pc
2(pc(n−2)−n)/(pc−1).
This leads to
sup
t>0
∫
Rn
u(x, t)dx = +∞,
which contradicts (4.1) and completes the proof of the theorem. 
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