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Cílem této bakalářské práce bylo vytvoření aplikace pro robotický operační systém ROS,
přidávající virtuální objekty do dat poskytovaných senzory robota. V teoretické části ana-
lyzuje techniky simulace kombinující reálne naměřená data s daty uměle generovanými a
skoumá prostředky na snímaní těchto dat. S ohledem na platformu ROS navrhuje strukturu
možné realizace aplikace a následne popisuje implementaci vytvořené aplikace. Závěrem se
soustředí na testování vytvořeného řešení a zamýšlí se nad možnostmi dalšího budoucího
rozšíření.
Abstract
The goal of this bachelor’s thesis was to create an aplication for robotic operating system
ROS, adding virtual objects to data provided by the robot sensors. The theoretical part
analyses the simulation techniques which combine real measured data with virtually gene-
rated data and explore equipment for data reading. The thesis designs a structure of feasible
solution the application with respect to ROS platform and describes the application im-
plementation. Finally, the focus is on testing of the application and thought about feasible
extension this solution.
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Robotika sa v súčasnej dobe začína využívať v rôznych odvetviach. Tvorba softvéru a tes-
tovanie pritom zaberá značnú časť tvorby robota. Jednou z možností ako urýchliť vývoj je
využitie vkladania virtuálnych objektov do reálneho prostredia alebo inak povedané, pou-
žitie zmiešanej reality. Spojením virtuálneho a reálneho vzniká prostredie, ktoré nazývame
zmiešaná realita. V tomto prostredí môžeme ľahšie a bezpečnejšie pracovať s objektami,
s ktorými je v reálnom svete obtiažnejšie narábať. To nám umožňuje uľahčiť a urýchliť
vývoj a testovanie.
Hlavným cieľom tejto práce je navrhnúť, implementovať a otestovať možnosť realizácie
vkladania virtuálnych objektov do dát, ktoré sníma robot z okolia. Aplikácia sa zameriava
hlavne na čítanie dát generovaných laserovými snímačmi. Tie snímajú okolité prostredie
a tvoria jeho mapu, pomocou ktorej sa robot potom dokáže orientovať. Aplikácia dáta
v reálnom čase upravuje a poskytuje ich robotovi ako náhradu za pôvodné dáta. Následne
je robot schopný sa v takomto prostredí orientovať tak, ako keby všetky objekty, ktoré má
v dátach, boli reálne. To znamená, že ak sa má robot vyhýbať objektom, tak dokážeme
použitím aplikácie otestovať robota bez toho, aby sme objekty museli prácne rozostavovať.
Taktiež dáva možnosť pripraviť si testovacie prostredia v digitálnej forme v predstihu, skôr
než sa vývojár dostane k fyzickému vybaveniu.
Kapitola 2 bližšie opisuje zmiešanú realitu a virtuálnu realitu, s ktorými je táto práca
spojená. Taktiež sa zameriava na spôsob využitia týchto technológií. Kapitola 3 popisuje
možnosti snímania reality nášho robota a snaží sa priblížiť prácu s týmto zariadením. Na-
sleduje kapitola 4 zameraná na opis konceptu vytváranej aplikácie. Približuje matematické
princípy využité pri výpočtoch a popisuje možnosť zlepšenia realistickosti programu. Ná-
sledne je v kapitole 5 vysvetlená samotná implementácia aplikácie. V kapitole 6 je opísané
testovanie dôležitých častí aplikácie, zhodnotenie ich funkčnosti a spôsob testovania celej
aplikácie. Na záver tejto kapitoly je zhodnotená výkonnosť aplikácie.
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Kapitola 2
Virtuálna a zmiešaná realita
Na začiatok je potrebné aby boli vysvetlené niektoré pojmy, ako napríklad virtuálna realita
alebo zmiešaná realita, ktoré sa bezprostredne týkajú tejto práce.
2.1 Virtuálna realita
Virtualita alebo virtuálna realita je pojem, pomocou ktorého vytvárame interaktívny počí-
tačový systém vytvárajúci ilúziu v danom čase neexistujúceho syntetizovaného priestoru,
alebo ešte presnejšie môžeme hovoriť o tzv. dokonalej simulácií v prostredí tesného spoje-
nia medzi človekom a výpočtovým systémom. Je to prostredie v ktorom sú zobrazované iba
virtuálne objekty, čiže celé prostredie je vytvorené digitálne [3] .
Hoci má virtuálna realita už za sebou niekoľko rokov vývoja, predsa zatiaľ nedospela
do štádia aby sa mohla dostať do nášho každodenného života, kvôli vysokej cene, potrebe
veľkého výpočtového výkonu, atď. Väčšina súčasných prostredí virtuálnej reality je založené
predovšetkým na vizuálnych dojmoch, zobrazených buď na obrazovke počítača alebo po-
mocou špeciálnych stereoskopických displejov. V súčasnosti si nachádza využitie napríklad
v armádnych projektoch (viz. Obrázok 2.1), lekárskych výskumoch alebo v zábavnom prie-
mysle. Technológie používané na dosiahnutie uvedenej ilúzie sú rôzne. Jednu z nich pred-
stavuje technológia zmiešanej reality.
Obrázok 2.1: Vojak Amerického námorníctva používajúci trenažér na báze virtuálnej reality
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2.2 Zmiešaná realita
Pojem zmiešanej reality zahŕňa spojenie reality a virtuality. Zmiešaná realita predstavuje
oblasť počítačového výskumu zaoberajúceho sa kombináciou reálneho sveta a počítačom
generovaných dát (virtuálnej reality), kde sa počítačom generované objekty vkladajú do
reálneho prostredia a naopak [5].
Zmiešanú realita môže vzniknúť využitím aspoň jednej z týchto technológií [5]:
• Rozšírená realita (Augmented reality, alebo AR) – AR vytvára prostredie, ktoré
obsahuje prvky reálneho aj virtuálneho sveta, pričom reálna zložka prevažuje nad gra-
fickými počítačovými objektami. Ako príklad rozšírenej reality si môžeme predstaviť
osobu, ktorá má k dispozícií zobrazovacie zariadenie (polo priehľadné okuliare, dátová
zobrazovacia prilba) cez ktoré vidí reálny svet, ale aj počítačom generované objekty.
Tieto objekty vidí akoby boli na povrchu reálneho sveta.
• Rozšírená virtualita (Augmented virtuality, alebo AV) – AV je technológia podobná
AR. Na rozdiel od AR však používa opačný prístup. V systémoch AV je väčšina zob-
razovanej scény virtuálna a do tejto scény sa potom vkladajú reálne objekty. Ak je
do scény vložený používateľ, je podobne ako vložené reálne objekty dynamicky inte-
grovaný do systému AV. Tomuto používateľovi je umožnená manipulácia ako s virtu-
álnymi, tak aj s reálnymi objektami v scéne. Všetko prebieha v reálnom čase.
Ako sme povedali, oba tieto systémy spadajú pod pojem zmiešaná realita. Vzťah medzi
realitou, zmiešanou realitou a virtualitou je zobrazený na obrázku 2.2.
Obrázok 2.2: Miligramov prechod medzi realitou a virtualitou
2.3 Využitie v robotike a v iných odvetviach
Virtuálna realita a zmiešaná realita má veľké predpoklady pre využitie v mnohých oboroch,
kde by náklady na vývoj v reálnom prostredí boli omnoho väčšie ako vývoj aplikácie vyu-
žívajúcej virtuálne alebo zmiešané prostredie (napr. letecký simulátor v armáde). Tiež má
využitie v oboroch, ktoré chcú umožniť nahliadnuť do prostredia, ku ktorému je obťiažne
sa dostať alebo dokonca už neexistujú (napr. archeológia).
2.3.1 Využitie vo vzdelávaní
Virtuálna realita a zmiešaná realita boli navrhnuté ako prelomové technológie, ktoré sú
schopné uľahčiť výučbu [6]. Výskum aplikácií virtuálnej a zmiešanej reality vo vzdelávaní
obohatil podobu výučby v doterajšom systéme vzdelávania. Virtuálne výučbové prostredie
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poskytuje nielen bohaté výučbové vzory, ale tiež pomáha zlepšiť schopnosti študujúcich pri
analyzovaní problémov a skúmaní nových konceptov.
Na základe techník virtuálnej a zmiešanej reality môžu byť pripravené napríklad nasle-
dujúce výučbové varianty. Študenti histórie sa môžu dozvedieť o starovekom Grécku pre-
chádzaním sa po jeho uliciach, navštevovaním jeho budov, prichádzať do styku s vtedajšou
kultúrou. Študenti biológie sa môžu dozvedieť o anatómii a fyziológii prechádzaním ľud-
ského tela, bez akýchkoľvek rizík. Rozsah možností pri využívaní virtuálnych výučbových
prostredí je neobmedzený, čo je hlavnou myšlienkou vývoja týchto aplikácií.
2.3.2 Zmiešaná realita v robotike
Simulácia pomocou zmiešanej reality dáva vývojárom robotov a robotických aplikácií flexi-
bilný prístup pri vývoji a testovaní. Môže znížiť cenu vývoja, dobu vývoja a riziko nahra-
dením drahých, nebezpečných alebo nie ešte úplne vyvinutých komponentov virtuálnymi
komponentami. To pomáha zefektívniť vývoj, šetrí prostriedky a dáva vývojárom širšie
možnosti pri testovaní [2].
Takáto simulácia sa dá využiť napríklad pri vývoji robotických systémov, ktoré majú za
účel sledovať určité objekty. Ako príklad môžeme uviesť robotickú helikoptéru, ktorá dokáže
sledovať idúce objekty (postavu človeka, zvieraťa alebo cestné vozidlo). Pri testovaní apli-
kácie nie je vývojár nútený použiť reálny objekt na sledovanie, ale zadefinuje si virtuálny
objekt, ktorý bude helikoptéra sledovať. Takto sa vývojárovi podarí ušetriť prostriedky,
ktoré by stála napríklad jazda motorovým vozidlom a vyhne sa možnosti že by pri testo-
vaní poškodil sledovaný objekt. Ako ďalší príklad môžeme uviesť pozemného robota, ktorý
dokáže pracovať s objektami v okolitom prostredí (dvíha objekty, vyhýba sa prekážkam).
Pri využití simulácie pomocou zmiešanej reality, je možné predísť kolízii robota s objektami
ktorým sa má vyhýbať, alebo poškodeniu manipulovaného objektu, ak vyvíjané algoritmy
zlyhajú.
Pri týchto testoch pritom vzniká realistický obraz situácie, pričom primárna zložka je
reálna a predíde sa poškodeniu robota alebo testovaných objektov pri vývoji.
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Kapitola 3
Prostriedky potrebné na snímanie
reality
Na to, aby mohol počítačom ovládaný robot vykonávať svoju činnosť v danom prostredí,
musí byť schopný získať dostatok potrebných informácií o svojom okolí. Pre účely tejto
bakalárskej práce bol využívaný robot TB2 3.1 inšpirovaný robotickou platformou Turtle-
bot. Na to aby robot mohol snímať reálne prostredie a vytvoriť si obraz reality, potrebuje
využívať informácie z nainštalovaného hardvéru.
Na snímanie okolia sa využívajú v prvom rade laserové snímače. Na zostrojenie vir-
tuálnej mapy prostredia sa nazbierané dáta spoja do kartézského súradnicového systému
[4]. Základným zhotovením scény je virtuálna 2D mapa. Pre lepšiu orientáciu a vyhnutie
sa prekážkam sa môže vytvárať niekoľko virtuálnych máp v rôznych výškových úrovniach.
Ďalšou možnosťou je vytvorenie 3D mapy prostredia. Táto možnosť dáva robotovi oveľa
detailnejšiu predstavu o prostredí, avšak je náročnejšia na spracovanie.
3.1 Dostupný hardvér
Obrázok 3.1: Pohľad na robotickú platformu TB2
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3.1.1 Robot TB2
Robot TB2 3.1 je ľahko dostupná robotická platforma. Oproti platforme Turtlebot, TB2
disponuje viacerými senzormi, robotickým ramenom a väčšou životnosťou batérií. Základňu
robota tvorí modifikovaný iRobot Roomba 530. Základňa má svoj vlastný zdroj energie.
Ostatné senzory a pohon sú napájané z Li-on batérií umiestnených v zadnej časti robota.
Ďalej sa v robotovi nachádza doska plošných spojov, ktorá sprostredkuje komunikáciu medzi
robotom, ostatnými zariadeniami a laptopom, na ktorom beží systém robota. TB2 obsahuje
bezdrôtový router, cez ktorý je možné sa pripojiť k robotovi buď pomocou kábla alebo
pomocou bezdrôtového pripojenia. Pripojený užívateľ takto môže pracovať s robotom alebo
ho na diaľku ovládať.
3.1.2 Laserový skener Sick LMS100
Na snímanie okolia je na robotovi TB2 umiestnených niekoľko zariadení. Predná časť robota
je vybavená elektro-optickým laserovým skenerom, menovite modelom Sick LMS100. Tento
laser sníma okolité prostredie s frekvenciou 50 Hz, v rozpätí 270 ◦, pričom interval snímania
je 0,5 ◦. To znamená, že na jedno nasnímanie okolia vyšle 541 lúčov. Laser je schopný snímať
objekty až do vzdialenosti 20 metrov. Pomocou tohto laseru je možné vytvoriť virtuálnu
2D mapu reálneho prostredia. Princíp merania je zobrazený na obrázku 3.2. Ak laserový
lúč pretne objekt, je pozícia zaznamenaná vo forme vzdialenosti a smeru lúča.
Obrázok 3.2: Princíp skenovania prostredia pomocou laseru LMS100
3.1.3 Microsoft Kinect
Na hornej časti robota sa nachádza Microsoft Kinect, ktorý je schopný vytvárať RGBD
dáta prostredia, pričom takýto point cloud snímok sa dá taktiež, ako dáta z laseru, použiť
na vytvorenie mapy prostredia. Pomocou týchto dát sa robot môže orientovať v priestore,
určiť svoju polohu a pracovať s objektami vo svojom okolí. Napriek tomu, že Microsoft
Kinect primárne vytvára 3D snímok, je schopný načítané dáta upraviť tak aby mali formu
dvojrozmerného skenu, rovnako ako dáta laserového skeneru. Spojením oboch zariadení
je možné snímať okolie vo dvoch výškových úrovniach. Tým je možné zabezpečiť aby sa
robot vyhol kolízií s predmetmi, ktoré sa nachádzajú vo väčšej výške ako je laserový skener.
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Microsoft Kinect je taktiež kamerou, ktorá môže užívateľovi sprostredkovať priamy pohľad,
ktorý sa nachádza pred robotom.
3.2 Robot operating system
Softvérové vybavenie robota tvorí platforma Robot Operating System (ďalej už len ROS)
vo verzii Electric Emys. ROS je open-source meta-operačný systém, ktorý poskytuje služby
ktoré možeme očakávať od operačného systému, zahŕňajúce hardvérovú abstrakciu, nízko-
úrovňové ovládanie zariadení, implementáciu základnej funkcionality, posielanie správ medzi
procesmi a správu balíčkov. Tiež poskytuje nástroje a knižnice na písanie, zostavenie a spus-
tenie programov na viacerých počítačoch. ROS je jazykovo nezávislá platforma. V súčasnej
dobe je možné používať na tvorbu programov jazyky C++, Python alebo Lisp.
3.2.1 Základný koncept
Pre správne pochopenie ako je implementovaná táto aplikácia, je dôležité si vysvetliť nie-
koľko základných pojmov týkajúcich sa tohoto meta-operačného systému. Základný výpoč-
tový koncept ROS-u tvoria uzly, Master, Parameter Server, správy, topiky, services, bagy
[9].
• Uzly, ang. Nodes – , sú jednotlivé spustiteľné procesy vykonávajúce výpočty. ROS
je navrhnutý tak, aby bol modulárny, keďže na riadenie robota sa zvyčajne využíva
mnoho uzlov. Napríklad jeden uzol ovláda laserový diaľkomer, jeden vykonáva lokali-
záciu, další vykonáva plánovanie vesty, a tak ďalej.
• Master – ROS Master poskytuje registráciu názvov a náhľad do zvyšku peer-to-peer
siete procesov ROS-u. Bez Master-u by uzly neboli schopné nájsť iné uzlý, posielať si
správy a podobne.
• Parameter server – Parameter server umožňuje dátam aby boli uložené podľa kľúča
v centrálnej časti systému. V súčasnej dobe je to časť Master-a.
• Správy, ang. Messages – Komunikácia medzi uzlami prebieha pomocou správ. Jedno-
ducho povedané, správa je dátová štruktúra, obsahujúca zadané polia. Podporované
sú štandardné primitívne typy (integer, floating point, boolean, atď.) zadané ako po-
lia týchto primitívnych typov. Správy môžu obsahovať ľubovoľne vnorené štruktúry
a polia (rovnako ako štruktúry v jazyku C).
• Topiky, ang. Topics – Pre prenos správ sa využíva transportný systém, na princípe
odoberania a publikovania správ. Uzol posiela správu tým že ju publikuje na daný
topik. Uzol, ktorý má záujem o určitý druh správ sa prihlási k odberu určitého topiku.
Prispievateľov na jeden topik môže byť viacero a jeden uzol môže publikovať alebo
odoberať zároveň niekoľko topikov. Všeobecne platí, že odberatelia a publikujúci si
nie sú vedomí existencie toho druhého. Cieľom je oddeliť produkciu informácií od jej
odoberania.
• Servicies – Services poskytuje možnosť komunikácie formou požiadavka/odpoveď,
ktorá je často požadovaná v distribuovanom systéme. Services sú definované párom
správ; jedna pre požiadavku a druhá pre odpoveď.
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• Bagy ang. Bags – Bagy reprezentujú formát pre nahratie a opätovné spustenie toku
správ. Bagy sú dôležitý mechanizmus pre ukladanie dát ako sú senzorové dáta, ktoré
je obtiažne zachytiť, ale sú nevyhnutné pre vývoj a testovanie algoritmov.
Obrázok 3.3: Základný koncept odoberania a publikovania správ v ROS-e
3.2.2 Súborový systém ROS-u
ROS má svoj špecifický súborový systém, ktorý mu dovoľuje ľahšie a efektívnejšie pracovať
so svojím obsahom. Základné časti tejto štruktúry sú:
• Balíček, ang. Package – Balíček je základný prvok súborového systému Balíček
môže obsahovať spustiteľné uzly, knižnice, konfiguračné súbory, alebo hocičo iné čo je
vhodné skladovať spolu.
• Manifest – Manifest poskytuje metadáta o balíčkoch, obsahujúce informácie o licencii
a závislostiach, rovnako ako informácie špecifické pre implementačný jazyk ako sú
napríklad príznaky pre kompilátor.
• Stack – Stack je kolekcia balíčkov, ktoré spolu poskytujú určitú funkčnosť.
• Stack Manifests – Stack Manifests, rovnako ako pri Manifeste, poskytuje informácie
o Stacku ako napríklad informácie o licencii a závislosti celej kolekcie balíčkov.
Obrázok 3.4: Diagram organizácie dát v pod správou ROS-u
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3.2.3 Odovzdávanie parametrov
Na ukladanie a distribúciu parametrov sa využíva ROS Parameter Server. Aplikáciu je
možné spustiť pomocou utility roslaunch, ktorá pomáha jednoducho spustiť viacero uzlov
a uložiť parametre na Parameter Server. Taktiež poskytuje možnosť automaticky znovu
spustiť už skončené procesy. Roslaunch využíva konfiguračné súbory vo formáte XML, ktoré
majú koncovku .launch. Tieto štruktúry obsahujú zoznam parametrov, ktoré chceme uložiť
na Parameter server a zoznam uzlov ktoré sa budú spúšťať. Rovnako sa dajú špecifikovať
zariadenia, na ktorých ich chceme spustiť.
3.2.4 Vkladanie zložitejších štruktúr
V niektorých prípadoch je potrebné ako parameter vložiť ľubovoľný počet určitých dát.
V prípade tejto práce by bolo ideálne aby si užívateľ mohol definovať ľubovoľný počet ob-
jektov, ktoré chce v prostredí robota simulovať. Takéto dáta môžu byť definované pomocou
jazyka YAML v samostatnom súbore. Túto štruktúru je možné poskytnúť programu tak, že
sa načíta celý tento súbor pomocou konfiguračného súboru do Parameter Serveru, z ktorého




Táto kapitola sa snaží priblížiť návrh aplikácie, ktorá vytvára virtuálne objekty v dátach
robota. Primárne je navrhnutá pre robotickú platformu TB2, ale môže fungovať aj s inými
robotickými platformami.
4.1 Prvotný koncept
Aplikácia bude vytvorená ako komponenta pre ROS, kde funguje ako uzol, ktorý si načíta
informácie o virtuálnych objektoch, následne sa prihlási k odberu topikov, do ktorých sú
posielané laserové dáta zo senzorov. Aplikácia pomocou týchto informácií vytvára nové
dáta, ktoré sú spojením reálnych nameraných a vygenerovaných virtuálnych. Tento koncept
je zobrazený na obrázku 4.1.
Obrázok 4.1: Prvotný koncept návrhu vytváranej aplikácie
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4.2 Tvorba virtuálneho objektu
Na to aby robot považoval vytvorené virtuálne objekty za skutočné je v prvom rade potrebné
vložiť virtuálny objekt do laserových dát. Keďže vytváraná laserová mapa je dvojrozmerná
stačí uvažovať dvojrozmerný súradnicový systém (x,y). Ďalej je možné vložiť objekt aj
do dát kamery, poprípade vymodelovať jeho 3D model, aby mal o ňom užívateľ lepšiu
predstavu. Pre prácu robota je však zásadné mať virtuálny objekt v dátach z laseru.
4.2.1 Lokalizácia robota
Pred samotnou tvorbou objektu je potrebné poznať polohu robota, konkrétne polohu la-
serového snímača. Táto informácia sa dá získať priamo z ROS-u pomocou lokalizačného
algoritmu SLAM alebo algoritmu AMCL, ktorý lokalizuje robota v známej mape. Tieto
moduly produkujú pre knižnicu TF transformáciu mapy na robota alebo naopak. Keďže
pred každým výpočtom je potrebné poznať polohu robota je pre rýchlosť publikovania novo
vytvoreného (upraveného) skenu prostredia zásadná aj rýchlosť lokalizačného algoritmu.
Jeden z použitých algoritmov nám musí poskytnúť dve informácie. Prvá je poloha robota
v dvojrozmernom súradnicovom systéme a druhá je rotácia robota v priestore. Pre určenie
rotácie robota môžeme v ROS-e využiť transformáciu rotácie na RPY.
RPY je skratka pre roll-pitch-yaw, čo je medzinárodne dohodnutý zápis rotácie osí v 3D
priestore. Príklad pre pozemné vozidlo je na obrázku 4.2. V tomto prípade, keď využívané
iba dvojrozmerné prostredie je dôležitá iba rotácia Yaw, ktorá určuje rotáciu medzi osami
x a y.
Obrázok 4.2: Ukážka zápisu rotácie osí podľa konvencie RPY, pre pozemné vozidlá
4.2.2 Poloha a tvar objektu
Ďalšiu informáciu, ktorú je pred výpočtom nutné vedieť je poloha samotného objektu, po-
prípade objektov, a jeho/ich tvar. Tieto informácie zadáva užívateľ podľa svojej potreby
a počas výpočtu sa už nemenia. Štandardne je objekt zadávaný ako polygón, čiže je de-
finovaný ľubovolným počtom bodov. Táto metóda zadávania objektov je najvšeobecnejšia
a užívateľ si môže vytvoriť akýkoľvek objekt aký potrebuje. Ďalšia možnosť je definovať
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niekoľko druhov objektov, z ktorých si užívateľ môže zvoliť. Z týchto definovaných objektov
by si následne program vygeneroval polygón. Takto zadaný objekt sa následne dá vytvoriť
pomocou prieniku vektorov.
4.2.3 Zadávanie objektov do programu
Existuje niekoľko možností ako zadať do programu virtuálny objekt. Objekt sa môže pridať
priamo do zdrojových kódov programu. To je najmenej ústretové riešenie, lebo vyžaduje
aspoň nejakú úroveň znalostí programovania v danom jazyku. Ďalšia možnosť je vkladať
údaje o objekte alebo objektoch ako parameter programu pred spustením. V ROS-e sa na
to dá využiť Parameter Server, spolu s konfiguračným súborom napísaným napríklad v ja-
zyku YAML. Tento spôsob je prívetivejší pre uživateľa, keďže mu stačí vedieť len základnú
syntax jazyka YAML [1]. Jedna z ďalších možností je využiť na umiestnenie objektu inter-
aktívne markery, ktorými si môžeme definovať polohu polohu objektu priamo vo vizualizéri
nazývanom RVIZ.
4.2.4 Laserové dáta
Z laseru Sick LMS100 sa posielajú správy v ktorých sú všetky informácie ktoré laserový
skener produkuje. V ROS-e sa na správy tohto typu využíva preddefinovaná štruktúra
správy popísaná tu [8]. Pre túto aplikáciu je dôležité, že laser sníma okolie sprava doľava,
čo znamená, že namerané hodnoty sa do poľa ukladajú v rovnakom poradí.
4.2.5 Princíp výpočtu
Pre vytvorenie abstrakcie virtuálneho objektu je treba zistiť nové hodnoty tých laserových
lúčov, ktoré by pretínali virtuálny objekt. Takže je nutné si zvoliť niekoľko cieľov.
• Vybrať dva po sebe idúce body objektu a vytvoriť vektor z týchto bodov.
• Zistiť, ktoré z laserových lúčov vyslaných skenerom, by pretínali virtuálne teleso, čo
zahŕňa nájdenie poradového čísla prvého takéhoto laserového lúča a počtu následuj-
úcich.
• Vypočítať vektory, znázorňujúce laserové lúče, ktoré pretínajú virtuálny objekt.
• Spraviť prienik vektorov znázorňujúcich laserové lúče a vektora hrany objektu.
• Vypočítať nové hodnoty vzdialeností laserových lúčov.
• Nahradiť v správe, ktorú upravujeme, starú vzdialenosť novou, ak je hodnota novej
vzdialenosti menšia ako hodnota starej.
4.2.6 Určenie prvého laserového lúča pretínajúceho virtuálny objekt
V prvom rade je potrebné určiť uhol medzi robotom a bodom virtuálneho objektu, od
ktorého sa bude začínať výpočet. Tento uhol sa využije na výpočet poradového čísla lasero-













Do rovnice (4.1) je potrebné zadať 2 vektory a to vektor orientovaný v rovnakom smere
ako samotný robot (modrý vektor na obrázku 4.3) a vektor, ktorý smeruje do bodu virtuál-
neho objektu (červený vektor na obrázku 4.3). Veľkosť uhlu sa následne dá získať pomocou
inverznej funkcie kosínusu, arkus kosínus. Pomocou tejto metódy sa určí veľkosť uhlu. Pre
aplikáciu je však potrebné vedieť orientáciu objektu voči robotovi, inak povedané či na-
meraný uhol je z pravej alebo z ľavej strany robota. Túto informáciu poskytuje výpočet
vektorového súčinu. Výsledkom vektorového súčinu je vektor a, kolmý na vektory b a c. Na
výpočet jednotlivých súradníc existujú vzťahy (4.2), (4.3) a (4.4).
Obrázok 4.3: Znázornenie vektorov použitých pri výpočtoch. Modrý vektor je orientovaný v rov-
nakom smere ako robot, čím určuje jeho orientáciu. Červený vektor smeruje z laseru do prvého
bodu objektu. Prerušovaný vektor medzi bodmi L a W znázorňuje prvý laserový lúč ktorý pretína
virtuálny objekt.
ax = bycz − bzcy (4.2)
ay = bzcx − bxcz (4.3)
az = bxcy − bycx (4.4)
V tomto prípade, keď sa berie do úvahy len dvojrozmerný priestor (súradnica z vektorov
b a c má hodnotu 0), je možné povedať, že ak je hodnota súradnice az výsledného vektoru
a kladná, tak vektor c leží v pravo od vektoru b. Vypočítaný uhol a orientácia objektu voči
robotovi, sa použije na určenie poradového čísla laserového lúča.
Poradové číslo sa získa celočíselným delením uhlu medzi robotom a bodom virtuálneho
objektu zväčšeného o polovicu rozsahu laseru a hodnoty uhla medzi jednotlivými laserovými
lúčmi. Ak je hľadaný laserový lúč vľavo od zadaného bodu, musí sa poradové číslo zväčšiť
o jedna. Výsledný uhol tohto laserového lúča sa vypočíta vynásobením poradového čísla
laserového lúču a hodnoty uhla medzi jednotlivými laserovými lúčmi.
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4.2.7 Výpočet vektoru laserového lúča
Vektor znázorňujúci laserový lúč sa sa vypočíta pomocou goniometrických funkcí. Predpo-
kladáme že laserový snímač sa nachádza v počiatku súradnicovej sústavy. Za tohto pred-
pokladu sa môžu využiť goniometrické funkcie tak, ako je to znázornené vo výrazoch (4.5)
a (4.6), kde l je vzdialenosť nameraná laserom a uhol γ je uhol od osi x po počítaný vektor
(obr. 4.5). Tento uhol sa vypočíta tak, že sa sčíta uhol prvého laserového lúču (opísané
v závere kapitoly 4.2.6) s natočením robota (yaw). Táto závislosť je znázornená na obrázku
4.4. Keďže zostavujeme 2D mapu stačí počítať súradnice x a y.
x = cos(γ) ∗ l (4.5)
y = sin(γ) ∗ l (4.6)
Obrázok 4.4: Zobrazenie uhlov potrebných pre výpočet uhlu γ zo situácie načrtnutej na obrázku
4.3, pri prenesení do počiatku súradnicovej sústavy.
Aby výpočet bol správny musia sa korigovať súradnice. Keďže výpočet prebiehal v poči-
atku súradnicovej sústavy, treba k súradniciam pripočítať aktuálnu polohu laserového sní-
mača.
Obrázok 4.5: Grafické zobrazenie výpočtu súradníc x a y, kde nameraná vzdialenosť laserom l
predstavuje prerušovaný vektor. Zobrazenie vychádza z obrázku 4.3
4.2.8 Výpočet priesečníku dvoch vektorov
Na výpočet priesečníku dvoch vektorov sa dá najjednoduchšie použiť výpočet priesečníku
priamok, pretože sa počítajú iba body, ktoré spadajú pod tieto vektory. V prvom prípade je
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potrebné poznať determinant (4.7), týchto dvoch vektorov. Ten určí, či sa vektory preťali.
V tomto prípade určuje, či nie sú vektory rovnobežné. Ak áno, netreba robiť ďalšie výpočty
lebo táto hrana objektu sa v dátach nezobrazí. Výpočet priesečníku sa ďalej počíta pomocou
rovníc (4.8) a (4.9), kde premenné x1, y1 a x2, y2 sú súradnice bodov objektu a x3, y3 a x4,
y4 sú súradnice lasererového lúča.
d = (x1 − x2) ∗ (y3 − y4)− (y1 − y2) ∗ (x3 − x4) (4.7)
x =




((x1 ∗ y2 − y1 ∗ x2) ∗ (y3 − y4)− (y1 − y2) ∗ (x3 ∗ y4 − y3 ∗ x4))
d
(4.9)
4.2.9 Tvorba nových dát laserového scaneru




x2 + y2 (4.10)
Následne sa vypočítaná dĺžka porovná s dĺžkou, ktorú na danom mieste nameral laserový
skener. Ak je novo vypočítaná dĺžka menšia ako pôvodná, nahradí sa v štruktúre správy za
starú. Tento proces sa opakuje pre každú dĺžku nameranú laserom, ktorý by preťal virtuálny
objekt. Ako bolo písané v podkapitole 4.2.6, vypočíta sa uhol pre prvý bod úsečky objektu
a pre posledný bod úsečky objektu, zistí sa ich poradie v načítanej štruktúre vzdialeností
a počítajú sa nové vzdialenosti pre všetky laserové lúče v tomto rozmedzí.
4.3 Simulácia šumu
Reálne dáta z laseru nie sú dokonale presné, pretože obsahujú šum. Pre vernejšiu simu-
láciu, je vhodné do nami generovaných dát takýto šum pridávať. Tento šum je v pod-
state chyba merania spôsobená nedokonalosťou meracieho hardvéru, alebo technológie ktorú
tento prístroj využíva. Na jednoduchú simuláciu takéhoto šumu sa dá využiť generátor ná-
hodných čísel. K výslednej vypočítanej vzdialenosti pričítame náhodne vygenerované číslo
v rozsahu dopredu určenej konštanty, ktorá určuje úroveň šumu. Čím bude konštanta väčšia,




Táto kapitola sa venuje implementácii aplikácie, ktorá vkladá virtuálne objekty do nasní-
maných dát zo senzorov. Popíšeme si použité knižnice, načrtneme architektúru implemen-
tovaného riešenia, opíšeme užívateľské rozhranie a konfiguráciu systému.
Systém tvorby virtuálnych objektov je implementovaný v jazyku C++, pričom sa vy-
užívajú hlavne dostupné knižnice v robotickom operačnom systéme. Aplikácia sa skladá
z niekoľkých častí:
• Načítanie a spracovanie konfigurácie aplikácie.
• Určenie polohy a rotácie robota.
• Určenie umiestnenia virtuálneho objektu voči polohe robota.
• Výpočet prieniku laserového lúča a virtuálneho objektu.
• Výpočet vzdialenosti prieniku.
• Zmena pôvodných dát.
Aplikácia je vytvorená pre ROS a nachádza sa v balíčku mixed reality c. Samotná imple-
mentácia je vytvorená tak, že sa spustí uzol, príjmajúci dáta z laserových snímačov, ktoré
sú následne pozmenené do požadovanej formy, a publikované ako náhradu za dáta, ktoré
boli načítané. Implementácia uzlu sa nachádza v súbore ins pub.cpp. Program obsahuje
nasledujúce primárne štruktúry.
• Štruktúra Preset popisujúca načítané dáta o objekte z konfiguračného súboru (obr.
5.1)
• Trieda virtualObject popisujúca virtuálny objekt vo formáte v akom je využívaný
pri výpočtoch (obr. 5.1)
• Trieda insertObj zahŕňajúca hlavnú funkčnosť. Tvorbu a ukladanie dát, ktoré kom-
binujú reálne a virtuálne objekty (obr. 5.2)
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Obrázok 5.1: Diagram triedy virtualObject a štruktúry Preset
5.1 Spracovanie konfigurácie aplikácie
Parametre uložené na Parameter Serveri sú načítané pomocou metódy ros::param::get(),
ktorá uloží načítané dáta do lokálnej premennej. Aplikácia načíta parameter test out,
ktorý určuje úroveň detailnosti testovacích správ, parameter noise, určujúci úroveň simu-
lovaného šumu použitého pri vytváraní virtuálneho objektu, aby sa virtuálne dáta viac
podobali na reálne dáta a parametre topic out a topic in, obsahujúce názvy topikov,
z ktorých čítame, a na ktoré posielame dáta. Následne je potrebné načítať virtuálne ob-
jekty ktoré chceme do prostredia vložiť.
Vytvorí sa objekt triedy insertObj (obr. 5.2) a spustí sa metóda loadObjects. Tá
načíta dáta obsahujúce popis virtuálnych objektov, ktoré boli zadané do konfiguračného
súboru. Dáta sú následne rozparsované pomocou knižnice XmlRpc a ukladané do štruktúry
Preset, ktorá je odovzdaná metóde insertObj::addPolygon. Táto metóda vytvára list
virtuálnych objektov triedy virtualObject. z tohto zoznamu sú neskôr tvorené virtuálne
dáta.
Obrázok 5.2: Diagram triedy insertObj
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5.2 Určenie polohy a rotácie robota
Na určenie polohy robota sa v robotickom operačnom systéme využíva knižnica TF. Táto
knižnica sprostredkúva prevody medzi jednotlivými súradnicovými systémami (mapa, laser,
robot apod.).
Aplikácia sa prihlási na odber správ zo zvoleného vstupného topiku. Prijatá správa je
celá skopírovaná do rovnakej prázdnej štruktúry. Následne je spustená metóda insertObj::
startIns(), ktorá sprostredkuje upravenie vytváranej správy tak, aby sa vo výstupných
dátach zobrazovali definované virtuálne objekty. V tejto metóde sa volajú zvyšné metódy
potrebné pre výpočet nových dát.
Ako prvé sa zisťuje poloha laserového skeneru. Vytvorí sa objekt tf::TransformListener,
ktorý slúži k prijímaniu transformácií. Táto časť aplikácie je implementovaná v metóde
insertObj::getPosition(). Transformácia aktuálnej pozície robota sa vykoná pomo-
cou metódy lookupTransform z vytvoreného objektu tf::TransformListener. Ako pa-
rametre sa zadajú /map a /laser (transformácia polohy laseru voči mape) a objekt typu
tf::StampedTransform do ktorého je uložená aktuálna transformácia. Tá zostane uložená
v premennej transform do výpočtu novej polohy. Rovnako je zaznamenaná poloha lasera
v kartézskom súradnicovom systéme do premennej laserPos triedy insertObj.
5.3 Určenie laseru pretínajúceho virtuálny objekt
V tejto sekcií si ukážeme implementáciu týchto častí:
• Určenie vektoru, ktorý znázorňuje smer natočenia robota a tým pádom aj laserového
skeneru (implementované v metóde insertObj::setFrontVector()).
• Načítanie objektu a prvej hrany, ktorá sa bude vykresľovať.
• Určenie uhlu medzi okrajmi objektu a robotom (implementované v metóde
insertObj::getObjAngle()).
• Vypočítanie vektoru znázorňujúceho laserový lúč, ktorý by prvý pretínal hranu ob-
jektu (implementované v metóde insertObj::getLaserVector()).
5.3.1 Výpočet vektoru znáznorňujúceho smer robota
Pre tento výpočet sa volá metóda insertObj::setFrontVector(). Využívajú sa hodnoty
vypočítané pri transformácií. Pomocou metódy getBasis().getRPY() objektu transform
sa zisťuje hodnota yaw, ktorá určuje natočenie robota. Hodnota je zadaná v radiánoch.
Súradnica x vektoru front je nastavená na −0.1 v prípade, že yaw má hodnotu väčšiu ako
pi/2 alebo menšiu ako hodnota −pi/2, v inom prípade je nastavená na 0.1. Súradnica y sa
počíta pomocou goniometrickej funkcie spôsobom tan(yaw)*x.
5.3.2 Načítanie hrán objektu a určenie uhla voči robotovi
Z objektu vOb typu virtualObject sú v cykle načítané dva po sebe idúce body, ktoré
tvoria jednu hranu objektu. Ak je načítaný posledný bod, ako jeho následujúci je mu prira-
dený prvý zo zoznamu. Následne je určený metódou setObjectAngle uhol medzi robotom
a objektom.
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Metóda setObjectAngle(tf::Vector3 base, tf::Vector3 point) potrebuje ako pa-
rametre dva vektory, ktoré začínajú v počiatku súradnicovej sústavy. Na výpočet používa
metódu angle() triedy Vector3 z knižnice TF, ktorá je de facto trieda btVector3 z kniž-
nice Bullet Collision Detection & Physics [7]. Kvôli tomu, že táto metóda vracia iba veľkosť
uhlu a nie kladný alebo záporný uhol podľa toho či sa druhý vektor nachádza napravo alebo
naľavo voči prvému vektoru, bola definovaná ešte funkcia isLeft(), ktorá určuje či sa daný
bod nachádza vpravo alebo vľavo od zadanej úsečky.
Funkcia isLeft(tf::Vector3 a, tf::Vector3 b, tf::Vector3 c) potrebuje ako pa-
rametre body a a b, tvoriace úsečku a bod c, ktorého poloha voči úsečke |ab| sa určuje.
Rovnica, ktorá je použitá pre výpočet je opísaná v kapitole 4.2.6. Funkcia vracia true ak
je bod c vľavo od úsečky |ab|, v opačnom prípade vracia false.
1 bool isLeft(tf::Vector3 a, tf::Vector3 b, tf::Vector3 c){
2 if(a.x() == b.x())
3 return c.x()<a.x();
4 return ((b.x() - a.x())*(c.y() - a.y()) - (b.y() - a.y())*(c.x() -
5 a.x()) > 0);
6 }
Zdrojový kód 5.3.1 Ukážka zdrojového kódu funkcie isLeft
Pomocou funkcie isLeft v metóde setObjectAngle je určené či sa vektor point na-
chádza vľavo alebo vpravo od vektora base. Ak je vektor point vpravo, je potrebné vrátiť
tento uhol ako záporný.
5.3.3 Určenie prvého laserového lúča a výpočet jeho vektoru
V metóde insertObj::startIns() sa vypočítajú uhly medzi krajnými bodmi virtuálneho
objektu a robotom. Na určenie poradového čísla prvého laserového lúča je zvolený menší
z vypočítaných uhlov. Jeho poradové číslo sa vypočíta tak, že zvolený uhol sa sčíta s rozsa-
hom laseru v pravej polrovine robota (obvykle polovica maximálneho rozsahu laseru), podelí
sa uhlom medzi jednotlivými laserovými lúčmi a zväčší sa o hodnotu 1. Rovnaký postup
zopakujeme aj pre druhý uhol. Rozdielom týchto dvoch hodnôt sa získa počet nasledujúcich
laserových lúčov, ktoré by pretli virtuálny objekt.
V cykle sú následne vyhodnotené všetky laserové lúče. Ak je laserový lúč je mimo
rozsahu snímania, výpočet sa automaticky preskakuje a pokračuje sa na ďalší. Na výpočet
vektoru znázorňujúceho laserový lúč je využitá metóda getLaserVector.
1 angle = (laserNo*UNIT_BTW_LAS+las_ang_min)+yaw;
2 x = cos(angle)*len;
3 y = sin(angle)*len;
4
5 return tf::Vector3(x+laserPos.x(), y+laserPos.y(), z+laserPos.z());
Zdrojový kód 5.3.2 Ukážka zo zdrojového kódu metódy getLaserVector
Metóda getLaserVector(int laserNo, float len) má ako prvý parameter poradové
číslo laserového lúča. Druhým parametrom je vzdialenosť ktorú laser nameral. Táto metóda
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využíva matematické metódy popísané v kapitole 4.2.7. Uhol potrebný pre výpočty je zís-
kaný vynásobením parametru laserNo premennou UNIT BTW LAS, ktorá obsahuje uhlom
medzi jednotlivými laserovými lúčmi, získaný z dát lasera, zväčšeným o hodnotu yaw. Táto
hodnota sa získa pomocou metódy getBasis().getRPY() rovnko ako v sekcii 5.3.1. Ukážka
výpočtu súradníc x a y je v zdrojovom kóde 5.3.2.
5.4 Výpočet prieniku vektorov
Pre výpočet prieniku laserového lúča a hrany objektu je implementovaná metóda cross.
Metóda cross(tf::Vector3 o1, tf::Vector3 o2, tf::Vector3 l1, tf::Vector3
l2) potrebuje ako argumenty vektory o1 a o2, znázorňujúce dva body hrany objektu a body
l1 a l2 znázorňujúce dva body laserového lúča. Výpočet prebieha podľa matematických
rovníc z kapitoly 4.2.8. Prienik je vrátený ako objekt typu Vector3. Implementácia tejto
funkcie je v zdrojovom kóde 5.4.1.
1 tf::Vector3 insertObj::cross(tf::Vector3 o1, tf::Vector3 o2,
2 tf::Vector3 l1, tf::Vector3 l2)
3 {
4 double x1 = o1.x(), x2 = o2.x(), x3 = l1.x(), x4 = l2.x();
5 double y1 = o1.y(), y2 = o2.y(), y3 = l1.y(), y4 = l2.y();
6 // Counting discriminant
7 double d = (x1 - x2) * (y3 - y4) - (y1 - y2) * (x3 - x4);
8 // If d is zero, there is no intersection
9 if (d == 0){





15 double pre = (x1*y2 - y1*x2), pos = (x3*y4 - y3*x4);
16 double x = ( pre * (x3 - x4) - (x1 - x2) * pos ) / d;
17 double y = ( pre * (y3 - y4) - (y1 - y2) * pos ) / d;
18
19 tf::Vector3 retV(x, y, 0.0);
20 if(test_info > 1){
21 ROS_INFO("Crossing x%f y%f", retV.x(), retV.y());
22 ROS_INFO("Laser line points:");
23 ROS_INFO(" X: l1:%f l2:%f", x3, x4);





Zdrojový kód 5.4.1 Ukážka zdrojového kódu metódy cross
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5.5 Výpočet vzdialeností a úprava načítaných dát
Z vypočítaného vektoru prieniku crossing a vektoru pozície laseru laserPos je počítaný
vektorový rozdiel. Výsledný vektor je uložený v objekte newLen. Dĺžka tohto vektoru, ktorý
znázorňuje nový laserový lúč, sa určí pomocou metódy tohto vektoru length(). Následne
je vyhodnotené, či nová nameraná vzdialenosť je väčšia ako pôvodná vzdialenosť. Ak je
podmienka splnená, je pridaný do vypočítanej vzdialenosti šum, aby simulované dáta pri-
pomínali reálne dáta. Šum je generovaný náhodne pomocou generátora náhodných čísel,
vygenerovaním náhodného čísla v rozsahu 〈−noise, noise). Hodnota noise je definovaná
parametrom pri spustení. Ak táto hodnota nieje definovaná, nastavuje sa na východziu
hodnotu 0.008. Táto vzdialenosť následne nahradí pôvodnú hodnotu v upravovanej štrukt-
úre mixed scan. Pred počítaním ďalšieho laserového lúča, zvýšime poradové číslo numOfLas
o hodnotu 1.
Tento proces pre výpočet hrany je opakovaný následne pre všetky ostatné hrany objektu
v zozname.
5.6 Výpočet viacerých objektov
Doterajšia implementácia bola pre celistvosť popísaná pre vytvorenie jedného objektu. Pre
vloženie viacerých objektov sa používa cyklus, v ktorom sa nachádza implementácia popí-
saná od kapitoly 5.3.2 po kapitolu 5.5. Cyklus prechádza postupne zoznam objektov, na
konci ktorého aplikácia načíta nové dáta zo vstupného topiku a opakuje svoju funkčnosť.
5.7 Implementácia konfigurovania aplikácie
Konfigurácia pozostávala z dvoch častí.
• Nastavenie parametrov programu.
• Zadanie umiestnenia virtuálnych objektov.
5.7.1 Parametre programu
Konfigurácia aplikácie sa nachádza v súboroch s príponou .launch, ktoré sú umiestnené
v adresári launch tohto balíčku. Tieto súbory sú napísané v jazyku XML. Základná syn-
tax jazyka sa nachádza napríklad tu [10]. V tomto súbore je možné definovať parametre
aplikácie. V prípade tejto aplikácie je to parameter test out typu int, určujúci úroveň tes-
tovacích výstupov ako bolo popísané v kapitole 6. Ďalej aplikácií možné zadať parameter
noise typu double, určujúci úroveň simulovaného šumu. Doporučená hodnota šumu aby
vyzeral reálne je v rozmedzí medzi 0.007 po 0.014. Následne aplikácia podporuje parametre
topic in a topic out. Parameter topic in určuje topik, z ktorého bude aplikácia dáta
odoberať a parameter topic out nastavuje, na ktorý bude aplikácia dáta publikovať. Ako
posledný z parametrov implementácia umožňuje vložiť do aplikácie konfiguračný súbor ob-
sahujúci zoznam objektov, ktoré budú simulované v prostredí. Základná štruktúra launch
súboru tejto aplikácie je zobrazená v zdrojovom kóde 5.7.1.
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<launch>




<param name="topic_in" value="scan" type="string"/>
<param name="topic_out" value="mixed_scan" type="string"/>
<param name="test_out" value="" type="int"/>
<param name="noise" value="" type="double"/>
</node>
</launch>
Zdrojový kód 5.7.1 Štruktúra konfiguračného XML súboru
5.7.2 Nastavenie virtuálnych objektov
Pre zadanie zoznamu virtuálnych objektov sa využíva konfiguračný súbor napísaný v jazyku
YAML. Štruktúra jazyka YAML je popísaná napríklad tu [1] Takéto súbory sa ukladajú do
adresára config tohto balíčku a majú koncovku .yaml. Do takéhoto súboru je možné zadať
ľubovoľný počet polygonálnych objektov, ktoré sú popísané ľubovoľným počtom bodov. Zá-




x: [0.75, 1.25, 1.25, 0.75]




x: [ 0.75, 1.25, 1.25, 0.75]




x: [-0.8, -0.6, -0.7, -1.3, -0.8]
y: [-0.8, -0.9, -1.3, -1.3, -1.1]
intensity: 101.0
Zdrojový kód 5.7.2 Zadanie objektov pomocou YAML súboru
Štruktúra súboru musí začínať názvom parametru. To je v tomto prípade preset objects.
Každý objekt je označený menom, má zadaný zoznam súradníc x a zoznam súradníc y a in-
tenzitu objektu. Polia súradníc sú zadávané tak, že prvá hodnota v poli označuje súradnicu
prvého bodu, druhá hodnota súradnicu druhého bodu, až n-tá hodnota obsahuje súradnicu




V tejto kapitole si popíšeme testovanie navrhnutej implementácie a algoritmov, overíme
správnu funkčnosť jednotlivých prvkov, ukážeme aký je výstup aplikácie a aké dáta nám
aplikácia poskytuje. V ďalšej časti zanalyzujeme výkonnosť aplikácie.
Hlavná časť testovania aplikácie prebiehala pomocou simulácie robota TB2 pod simu-
látorom Gazebo. Používaná verzia pre tento projekt sa nachádzala v balíčku btb gazebo.
Táto verzia je upravená pre nami používaného robota a obsahuje niekoľko vytvorených
a optimalizovaných prostredí v ktorých sa robot správa ako v reálnych. Funkčná verzia
bola následne testovaná na školskom robotovi v priestoroch fakulty UPGM.
Pre účely testovania sú v programe zavedené testovacie výpisy ktorých úroveň sa dá na-
staviť pred spustením aplikácie. Úrovne sú očíslované celočíselnými hodnotami od hodnoty
0, ktorá znamená žiadne výpisy, až po úroveň 3, ktorá zobrazuje aj hodnoty nameraných
dát a výpočtov.
6.1 Overenie funkčnosti prvkov systémov
Predtým než boli vyvodené závery, či navrhnutá aplikácia má správnu funkčnosť, bolo
vhodné overiť funkčnosť jednotlivých prvkov systému. Funkčnosť týchto častí bola testovaná
už počas implementácie v prostredí simulátoru Gazebo a dolaďovaná po implementácií celej
aplikácie. Skúmané boli hlavne časti prieniku vektorov a získanie vektoru znázorňujúci laser.
V testoch boli porovnávané dáta počítané aplikáciou voči predpokladaným hodnotám, pri
niekoľkých konfiguráciách robota.
6.1.1 Získanie vektoru znázorňujúci laser
Pri testoch tejto časti programu bolo úlohou zistiť, či je aplikácia schopná správne vy-
počítať súradnice vektoru znázorňujúceho lúč lasera a aká je jej presnosť. Keďže namerané
hodnoty laserom obsahujú šum, nieje možné testovať či vypočítané lasery sledujú hranu
nejakého objektu. Testovaná bola rovnaká časť prostredia nameraného laserom, pri troch
rôznych polohách robota. Testovanie v tomto prípade prebiehalo s upravenou aplikáciou,
ktorá na výstup vypisovala súradnice laserov. Výstupné dáta boli zaznamenané a z jednotli-
vých súradníc bol vypočítaný priemer. Aplikácia RVIZ poskytovala reálne hodnoty súradníc
laserov, ktoré boli spracovávané rovnako ako súradnice poskytované touto aplikáciou. Vý-
sledky sú v tabuľke 6.1.
25
Poloha robota (x,y), natočenie Súradnica Nameraná odchylka
(0.27, 0,4), 0.045 rad x 0.00316
y 0.00282
(1.01, -0,6), 1.146 rad x 0.00195
y 0.00291
(0.55, -0,49), -1.178 rad x 0.00352
y 0.00247
Tabuľka 6.1: Vypočítané priemerné odchýlky hodnôt generovaných algoritmom, oproti hod-
notám poskytovaným programom RVIZ
Z tabuľky 6.1 sme urobili záver, že chyby pri výpočte sú malé, často menšie ako šum
vznikajúci pri meraní skutočným laserom. Z toho dôvodu bolo usúdené, že táto metóda je
vhodná pre účely tejto aplikácie a ďalej bola považovaná táto časť programu za spoľahlivú.
6.1.2 Prienik vektorov
V tejto časti programu bolo testované, či vypočítané prieniky vektorov kopírujú hranu
objektu, pričom boli testované rôzne objekty a rôzne polohy robota. Pri testovaní tejto
časti bol využívaný testovací výstup aplikácie, v ktorom výstup Crossing x{hodnota}
y{hodnota} poskytoval vypočítané súradnice prieniku laserového lúča a hrany objektu.
Výstup vytvorený pri testovaní je uvedený na obrázku 6.1. Vypočítané hodnoty presne
opisovali hrany virtuálnych objektov, zhodnotili sme ich preto ako presné a rozhodli sme
sa využívať tento algoritmus.
Obrázok 6.1: Testovací výpis a zobrazovanie testovaných dát použitých pri testovaní metódy
crossing
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6.2 Testovanie výsledného programu
Testovanie výslednej aplikácie si opíšeme v dvoch častiach.
• Testovanie pomocou simulátora Gazebo
• Testovanie s reálnym robotom vo vnútorných priestoroch
6.2.1 Testovanie pomocou simulátora Gazebo
Práca v simulátore prebiehala vo prostrediach ipa kitchen a empty world. V prvom teste
bolo sledovaných niekoľko objektov, ktoré boli vložené do prostredia ipa kitchen, viz ob-
rázok 6.2. V druhom teste bola v prázdnom priestore vytvorená pomocou tejto aplikácie
pomyselná miestnosť s niekoľkými jednoduchými objektami. viz obrázok 6.2.
Hlavným cieľom bolo skúmať zobrazenie virtuálnych objektov v dátach robota. Ďalším
cieľom bolo otestovať interakciu robota s virtuálnymi objektami tým, že pomocou naviga-
čného algoritmu sa nechá robot presunúť na iné miesto v priestore bez toho, aby nastala
kolízia s virtuálnymi objektami. Tento test sa však bolo obtiažne vyhodnotiť, pretože na-
vigačný algoritmus implementovaný v školskom robotovi nieje veľmi dokonalý a robot sa
často nedokázal dostať na určené miesto.
Obrázok 6.2: Testovanie aplikácie v simulátore Gazebo. Vľavo simulované prostredie, vpravo vý-
sledné dáta zobrazené pomocou vizualizéru RVIZ s vloženými virtuálnymi objektami. Vrchná dvojica
zobrazuje vložené 3 objekty v prostredí ipa kitchen. Spodná dvojica ukazuje simuláciu zložitejšieho
prostredia v reálne prázdnom prostredí.
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6.2.2 Testovanie aplikácie s reálnym robotom
Testovanie prebiehalo v areále UPGM kde sa nachádza školský robot TB2. Aplikácia bola
testovaná v prostredí nezmapovanej kancelárie. Rovnako ako pri simulácii sa nám podarolo
zobrazovať virtuálne dáta vo vizualizéri RVIZ (viz obrázok 6.3).
Obrázok 6.3: Testovanie aplikácie na reálnom robotovi v kancelárskych priestoroch. Pred robotom
je postavená virtuálna prekážka.
6.3 Výkonnosť aplikácie
Ako časť testov sme sa rozhodli zhodnotiť výkonnosť aplikácie, ktorá je v tomto prípade
dôležitá pre chod aplikácie v reálnom čase.
Pri testovaní v simulátore Gazebo sa aplikácia javila veľmi pomalá, čo bolo spôsobené
vysokou náročnosťou simulátoru na použitý hardvér.
Na reálnom robotovi boli upravené dáta publikované niekoľko násobne pomalšie ako
reálne dáta z laseru, čo bolo ale očakávané. Analýza strojových časov jednotlivých častí
aplikácie je v tabuľke 6.2.
Časť aplikácie Simulácia č. 1 [s] Simulácia č. 2 [s] Reálny test [s]
Načítanie objektov 0.62108 0.61960 0.61960
metóda getPosition 13.31366 12.61254 0.89326
metóda setFront 0.01246 0.01141 0.01138
metóda setObjAngle 0.00024 0.00024 0.00024
metóda getLaserVector 0.00009 0.00008 0.00008
metóda crossing 0.00003 0.00003 0.00002
zmena dát 0.00005 0.00005 0.00005
Tabuľka 6.2: Čas strávený v jednotlivých častiach programu. Prvá a druhá simulácia pre-
biehala pod simulátorom Gazebo a posledný meraný test prebiehal na reálnom robotovi.
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Časti programu nezávislé od vnútorných výpočtov systému, prebiehali v konštantných
časových rozmedziach a oproti ostatným častiam aplikácie spotrebovali zanedbateľný pro-
gramový čas. Strata výkonnosti nastávala pri transformácii polohy robota a získavaní súrad-
níc jeho polohy v súradnicovom systéme. Tieto časti boli závislé na lokalizačných algorit-
moch a synchronizácií správ v ROS-e. Túto časť sme nemali možnosť ovplyvniť, tým pádom




Cieľom tejto práce bolo zanalyzovať techniky simulácie, ktoré kombinujú reálne namerané
dáta zo senzorov s umelo generovanými dátami a zoznámiť sa s robotickou platformou TB2
a robotickým operačným systémom ROS.
Na základe nadobudnutých znalostí bolo treba navrhnúť a implementovať program,
ktorý by zaisťoval pridanie virtuálnych objektov do dát poskytovaných senzormi robota. Pri
návrhu systému sme sa zamerali na dáta produkované laserovým snímačom Sick LMS100,
ktoré vytvárajú dvojrozmerný obraz okolitého prostredia a je ich možné využiť na určo-
vanie vzdialenosti jednotlivých objektov. Tieto dáta sa ukladajú do štandardnej štruktúry
správ, ktoré využívajú laserové snímače. Aplikácia využívajúca takéto dáta je schopná pra-
covať s akýmkoľvek laserovým snímačom, poprípade aj s laserovými dátami vytvorenými
projekciou z point cloudov (ak sú uložené vo všeobecnej štruktúre), aké vytvára naprí-
klad Microsoft Kinect. Systém mal do týchto dát v reálnom čase pridávať generované dáta
znázorňujúce virtuálne objekty. Pri vývoji sme chceli dať užívateľovi voľnosť pri tvorbe
virtuálnych objektov preto bol ako základný tvar virtuálneho objektu zvolený polygón.
Systém sme podľa návrhu implementovali v jazyku C++, pomocou knižníc ROS-u.
V rámci zväčšenia realistickosti bol do generovaných dát pridávaný šum, ktorý sa vyskytuje
u reálnych senzorových dát.
Testovanie aplikácie prebiehalo väčšinu času v simulátore Gazebo za použitia vizualizá-
toru RVIZ, čo nám poskytlo dostatok informácií o funkčnosti nášho riešenia.
Ako možný námet námet na budúcu prácu by mohlo byť využitie interaktívnych marke-
rov na priame vkladanie objektov v prostredí vizualizátoru RVIZ, prípadne zmenu umiest-
nenia týchto objektov v reálnom čase.
Ďalej by bolo vhodné zamerať sa na úpravu dát snímaných pomocou zariadenia Micro-
soft Kinect, pomocou ktorých sa vytvára point cloud mapa. Takéto zobrazenie by pomohlo
užívateľovi lepšie si predstaviť vytváranú scénu a robotovi by sa poskytlo viac možností
kooperácie s virtuálnymi objektami.
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• source/ – zdrojové kódy
• source/doc – programová dokumentácia generovaná programom rosdoc
• thesis/ – táto práca v elektronickej podobe
• thesis/src – zdrojové súbory technickej správy, potrebné na jej úpravu a nové vytla-
čenie
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