Abstract. For an iterated function system (IFS), which we call simple post critically finite, we introduce a Markov chain on the corresponding symbolic space and study its boundary behavior. We carry out some fine estimates of the Martin metric and use them to prove that the Martin boundary can be identified with the invariant set (fractal) of the IFS. This enables us to bring in the boundary theory of Markov chains and the discrete potential theory on this class of fractal sets.
Introduction
The theory of the Martin boundary is to investigate the limit behavior of the paths of Markov chains. It was introduced by Doob [D] and Hunt [H] by establishing a probability setting of Martin's work on the positive solution of the Dirichlet problem in an arbitrary domain in R d [M] . The Martin boundary has very rich structure, and the theory has been a cornerstone in probability theory due to its close connection with potential theory and harmonic analysis. Recent development has been associated with random walks on graphs and groups as well as hyperbolic boundaries [W] .
For a contractive iterated function system (IFS) {S j } N j=1 with an invariant set K, there is a canonical tree structure on the symbolic space that represents K. Recently, Denker and Sato [DS1, DS2] proved that for the special case of Sierpiński gasket, there is a nature transition probability on the tree so that the Martin boundary of the associated Markov chain is homeomorphic to K. Moreover, in [DS3] they identified a subclass of "strongly harmonic functions" on the Sierpiński gasket that coincides with Kigami's harmonic functions [K1, K2] . The case of the pentagasket and other extensions were studied in [I] and [DIK] . The work of Denker and Sato also initiated some new consideration by Kaimanovich [Ka] and the authors [LW] of identifying the self-similar sets as hyperbolic boundaries. It was proved that such identification is possible provided that the generating IFS
satisfies the open set condition [LW] . The class of post critically finite (p.c.f.) self-similar sets plays a central role in the recent development of analysis on fractals ( [K1, K2] , [S1, S2, S3] ): it is a primary class of fractals that is shown to admit Laplacians. They have the properties that the intersection of S i (K) and S j (K) is a finite set, and the symbolic representations of these points are periodic. Also it was proved that this class of sets satisfies the open set condition in R 2 [BR] , or in R d if the IFS {S j } N j=1 are commensurable [DL] . In this paper we extend the results of [DS1, DS2] to a subclass of "simple" p.c.f. fractals (see Definition 2.1): S i (K) ∩ S j (K) is at most one point, and the symbolic representation of the intersection is of the form ik = ikk · · · and j˙ = j · · · (monocyclic). A word u in the symbolic space is used to represent K u = S u 1 ···u n (K) in the iteration; u and v are said to be conjugated if they are either equal, or they are in the same level but with different parents and K u ∩ K v = ∅. We introduce a Markov chain {X n } ∞ n=0 on the tree of finite words by assigning equal transition probability from u to the immediate descendants of u and its conjugates v (see §3). Let M be the Martin boundary with a metric ρ induced by {X n } ∞ n=0 . Our main result is that the Martin boundary M is homeomorphic to K (Theorem 4.4). Once this is established, then we can identify the space of exits M min (minimal harmonic functions) in K, and the Poisson-Martin integral representation of positive or bounded harmonic functions will follow.
Unlike [DS1] , we do not have an explicit expression for the Green function of the Markov chain, we need to adopt a rather different approach in the proofs. For a simple p.c.f. invariant set K, the intersections of the iterations induce an equivalence relation ∼ on the symbolic space, and the equivalence classes are conjugated words. The equivalence relation has certain distinctive properties (Proposition 2.2). Based on these properties and the given transition probability (see (3.1)), we establish some fine estimates of the Martin metric (Theorem 4.2), which yield the homeomorphism of K and the Martin boundary.
We remark that in [A] (see also [W] ), Ancona proved that on a hyperbolic graph, the Martin boundary agrees with the hyperbolic boundary under the assumption of a uniformly "irreducible" random walk with bounded range and spectral radius less than 1. As was proved in [LW] , there is a large class of self-similar sets that can be identified with hyperbolic boundaries. It is tempting to apply the approach in [A] to the current setting. However there is a fundamental difference between the two cases: in our consideration the random walk is "one way", whereas in [A] the random walk is reversible and the technique in [A] cannot be applied directly.
We organize the paper as follows. We introduce the class of simple p.c.f. fractals and prove some essential properties on the representing symbolic space in §2. We set up the Markov chain in §3. In §4, we prove the homeomorphism of the Martin boundary with the underlying p.c.f. fractal set. This depends on some estimations of the Martin metric, which we prove in §5. In §6, we show that the space of exits equals the Martin boundary, and we obtain the Poisson-Martin integral representation of the positive harmonic functions and bounded harmonic functions.
Preliminaries
Throughout the paper we assume that {S j } N j=1 is an iterated function system (IFS) of injective contractions on R d , i.e., there exists a constant 0 < c < 1 such that for each 1 ≤ j ≤ N ,
It is well known that there exists a unique nonempty compact subset
(see [F] ). We call K an invariant set of the IFS. In particular, if all the maps are similitudes, we call K a self-similar set.
For an IFS {S j } N j=1 , we define the associated symbolic spaces and the codings of the points in K as follows. Let Σ = {1, . . . , N} be the set of alphabets, let Σ * = n≥0 Σ n be the set of all finite words (Σ 0 = {∅}), and let Σ ∞ = {1, . . . , N} N be the set of infinite words. The length of a word u is denoted by |u|.
∞ , and
to denote the truncation of u (finite or infinite) to length k.
where 0 < r < 1 and α(u, v) = max{k :
) is a compact metric space. For any u ∈ Σ ∞ , it is clear that k≥1 K u| k contains only one point. By using this, we can define the projection
Then π is a continuous surjection. For u, v ∈ Σ ∞ , we define
It is well known that ∼ π is an equivalence relation. It induces a quotient topology in Σ ∞ / ∼ π in the following sense: where [u] is the equivalence class of u. It is clear that the quotient map of π is a continuous bijection from Σ ∞ / ∼ π to K, and hence a homeomorphism as the spaces are compact.
Let σ be the
Following the notation of Kigami [K1, K2] , we let
C is called the critical set and P is called the post critical set. If P is a finite set, then
is called a post critically finite (p.c.f.), and K is called a p.c.f. (invariant) set. It is direct to show that for such K, every element u ∈ P is eventually periodic. Definition 2.1. A p.c.f. set K is called monocyclic if each point in P is of the forṁ u, u ∈ Σ; furthermore, K is called simple if it is monocyclic and #(
It follows that if K is a simple p.c.f. set, then for u, v ∈ Σ ∞ , π(u) = π(v) implies u = wu 1u2 and v = wv 1v2 , where w ∈ Σ * . As in (2.3) the projection π induces an equivalence relation ∼ π on Σ ∞ ; it also induces a relation on the set of finite words Σ * as follows. Note that for any u ∈ Σ * , we can write u = wu 1 u
We can interpret the geometric meaning u ∼ π v (|u|, |v| ≥ 2) as either u = v, or u, v have different parents and the intersection of K u and K v is a singleton. The relation ∼ π can be restricted onto Σ 2 and have the following properties:
.f. IFS. Then the above relation ∼ π restricted on Σ
2 is an equivalence relation and satisfies:
Since S u 1 is one-toone, it follows that S u and S v have the same fixed point
we have π(w) = x 0 and w ∈ P. By the monocyclic property, the only possibility is that u = v.
, and this contradicts that P is a finite set. Hence u = v 1 , and (P1) implies the assertion.
(P3) follows from the assumption that #(
More generally, if we have an equivalence relation ∼ on Σ 2 that satisfies (P1)-(P3) (not necessarily corresponding to an IFS), then we can extend
We have the following converse of Theorem 2.3 when ∼ is compatible with ∼ π .
be an IFS and the equivalence relation ∼ on
Proof. For any x ∈ C K , there exist i, j ∈ Σ (i = j) and u, v ∈ Σ ∞ such that x = π(iu) = π(jv). Therefore, iu ∼ π jv. Since i = j, the assumption on ∼ and (2.5) imply that u =u and v =v for some u, v ∈ Σ such that iu ∼ jv. This proves that K is a monocyclic p.c.f. set.
We need to show that #(
A similar argument as above shows that there exist
, and by (P3) we have u 1 = u 2 and v 1 = v 2 . This contradicts that π(iu 1 ) = π(iu 2 ) and the assertion follows.
It is easy to see that the standard polygonal gaskets are simple p.c.f. sets. As an illustration, we use the following "3-level Sierpiński gasket" to explain the equivalence relation ∼ π on Σ 2 .
Example. Let {p 1 , p 2 , p 3 } be the vertices of an equilateral triangle in R 2 . Let q i be as in Figure 1 with p 1 = q 1 , and let Figure 1 ). The words u will represent the K u in the gasket. Obviously, the equivalence relation ∼ π satisfies (P1)-(P3 Figure 1 To conclude this section, we remark that it is not clear whether K being monocyclic will suffice for K to be simple. However, we can prove this is true in the following special case. π(u) . It is easy to show that e u is the fixed point of S u on R d , and we can write S u (x) as
Using this, we have
By (2.6) and (2.8), it is direct to check that
∈ P for all n > 0, and hence P is an infinite set. This is a contradiction and completes the proof.
The transition probability
In the rest of the paper our basic set up is the equivalence relation ∼ on Σ 2 that satisfies (P1)-(P3) (as in Theorem 2.3, but it is not necessary to refer to any IFS unless otherwise specified): on Σ * with a transition probability p(·, ·).
Definition 3.1. The transition probability on the state space Σ * is defined as
where w − is obtained by deleting the last letter of w.
The realization of this transition probability is that if the chain is at state v, then in the next step, it will move to the states uj, the descendants of the conjugate(s) u of v, with equal probability. Figure 2 is an illustration of the conjugate words and the transition probability corresponding to the Sierpiński gasket [DS1] . Each word u is used to represent K u ; those words connected by solid line segments are conjugated. For example, u = 21 and v = 12 are conjugated as K 1 and K 2 intersect at π(12) = π(21); the chain at u will move to the six descendants of u and v with probability 1/6; on the other hand the chain starting from 11 will move to its three descendants with probability 1/3. In the sequel, there are some rather tedious combinatorial arguments and the reader is advised to refer to the Sierpiński gasket or the Example above for a clearer geometric picture in the steps of the proofs.
Figure 2
Let p n (·, ·) be the n-step transition probability. It follows from Definition 3.1 that p n (v, w) > 0 only if |w| − |v| = n. A word v is called an ancestor of w (also w is called a successor of v) if p n (v, w) > 0 for some n > 0. We denote this by v ≺ w and call v an n-th ancestor of w if we need to specify the generation. Let
denote the set of n-th ancestors of w. It is easy to show from (3.1) that for
The following proposition is a direct consequence of the definition and induction.
Proposition 3.2. For w ∈ Σ
Proof. Let = |w|. Then by Proposition 3.2(i), we have
From Proposition 3.2(iii) the next corollary follows.
Corollary 3.4. Assume that ab ∼ cd, a, b, c, d ∈ Σ and k > 1, then
We remark that Corollary 3.4 does not hold for k = 1. Indeed, we see that p(va, vab) ≥ N −2 , but p(va, vcd) = 0 if a = c. We have the following estimation in regard to wab and wcd which will be needed in Proposition 3.6.
Lemma 3.5. Let w
Proof. We prove this lemma by induction. For n = 2, by Corollary 3.3, we have that 0 ≤ p 2 (v, w 0 ab), p 2 (v, w 0 cd) ≤ N −2 , and (3.4) follows trivially. For the induction step, observe that
nonzero terms in the summation. We need only prove that
Then the induction step follows from
To this end, we need to check that the induction hypothesis can be applied to (3.5). Observe that for τ ∈ [w n−1 a], the conjugation implies that τ = w n−2 ij if a = w n−1 ; on the other hand if a = w n−1 , then necessarily τ ∈ [w n−2 w 2 n−1 ] (by (P2)) and by Corollary 3.4, p n (v, τ ) = p n (v, w n−2 w 2 n−1 ). The same situation holds for η ∈ [w n−1 c]. Therefore, we can apply the induction hypothesis and complete the proof.
Our main result in this section is the following proposition which is needed to consider the Martin boundary. 
is a Cauchy sequence. Proof. We need only show that
and the proposition follows readily from this. It is easy to check the case n = 1. For the induction step n + 1, we consider two separate cases.
This implies N n+1 p n+1 (v, w n+1 ) = N n p n (v, w n ) and induction follows.
Case (ii). w n = w n−1 . Observe that for τ ∈ [w n ] \ {w n }, then τ = w n−2 cd where cd ∼ w n−1 w n . We have
(by Lemma 3.5)
Martin boundary
Following the standard notation, we define the Green function and the Martin kernel g, k :
It follows from (3.1) and Proposition 3.2(i) that g(v, w) = p |w|−|v| (v, w) and
We define the Martin metric on Σ * by 
Let Σ * be the collection of all equivalence classes of ρ-Cauchy sequences in Σ * . Then Σ * is the ρ-completion of Σ * and is called the Martin space; it is a compact metric space (we still use ρ to denote the extension) and Σ
* is an open dense subset of Σ * . The set M = ∂Σ * = Σ * \ Σ * is called the Martin boundary. Clearly, it is also a compact metric space.
Let w = w 1 w 2 · · · ∈ Σ ∞ . Proposition 3.6 implies that for w| n = w 1 · · · w n and for any v ∈ Σ * , the sequence {k(v, w| n )} is a Cauchy sequence. Hence lim n→∞ k(v, w| n ) exists, equivalently, the sequence {w| n } is a ρ-Cauchy sequence in Σ * . We can regard {w| n } as an element in the Martin boundary M = ∂Σ * . We
Lemma 4.1. Let {w n } be any ρ-Cauchy sequence in Σ * with |w n | → ∞ as n → ∞, and let w * n ∼ w n , where ∼ is the conjugate relation defined in the last section. Then {w * n } is also a ρ-Cauchy sequence and {w * n } ∼ ρ {w n }. In particular, for u, v ∈ Σ ∞ with u ∼ v, we have {u| n } ∼ ρ {v| n }.
Proof. For any τ ∈ Σ * , Corollary 3.4 and Lemma 3.5 imply
The first part of the assertion follows from this and (4.3).
For the second part, we let u, v ∈ Σ ∞ and u ∼ v, we claim that u| n ∼ v| n for all but at most one n. Indeed it is trivial if u = v; otherwise u and v have the representation u = τ aḃ, v = τ cḋ with ab ∼ cd, a = c, then u| n ∼ v| n except possibly at n = |τ |+1 as claimed. Now by the first part, we have {u| n } ∼ ρ {v| n }.
The converse of the last statement of Lemma 4.1 is also true, but it is not so direct. It will follow from the following theorem, which is a much stronger statement.
Recall that on Σ ∞ , we have a canonical metric defined by u,v) , where α(u, v) = max{k : u| k = v| k }. For the Martin boundary, we let
Since the proof requires a few technical lemmas, we will postpone the details of this theorem to the next section. In the following we make use of Theorem 4.2 to conclude the major results of the paper. First we know that ρ is extended naturally to be a metric on the Martin boundary M = ∂Σ * in the abstract setting. As a consequence of Lemma 4.1 and Theorem 4.2, we have 
and similarly for the reverse inequality. We see that ρ(u, v) = ρ(u , v ). Therefore we can defineρ on
It is clear that thisρ on Σ ∞ / ∼ satisfies the triangle inequality; forρ ([u] , [v]) = 0, the first inequality of (4.5) in Theorem 4.2 implies that β(u, v) = +∞, which yields [u] = [v] . Thereforeρ is a metric on Σ ∞ / ∼ (we will still use ρ instead ofρ).
Then by Lemma 4.1, we have for any
It follows that ψ is an isometry. To show that ψ is surjective, we let {w n } be a ρ-Cauchy sequence in Σ * . Since Σ is a finite set, there exists a subsequence {w (1) n } such that the first letter of each term is w 1 ∈ Σ. Inductively, we can extract a subsequence {w
n } such that the (j + 1)-th letter of each term is w j+1 ∈ Σ. Note that {w (n) n } is a subsequence of {w n }. Hence {w (n) n } is also a ρ-Cauchy sequence in Σ * , and {w
. This completes the proof.
We now identify the simple p.c.f. set with the Martin boundary. 
Hence the identity map ι :
is a continuous bijection. By compactness, they are homeomorphic, and by Theorem 4.2, K and M are homeomorphic.
Proof of Theorem 4.2
We need a few technical lemmas to prove the upper and lower bounds of the Martin metric ρ in Theorem 4.2. For a word uw 0 , u ∈ Σ * , we define the neighborhood of uw 0 as
(In the setting of a p.c.f. set, the last condition is just
. We first give an estimate of the ancestor set and the neighborhood.
; otherwise, v = uab for some a, b ∈ Σ with ab ∼ w 0 w 1 and
Assume the statement is true for n. Then
By repeating the above argument, we can show that for such v,
Proof. We assume that # 
Proof. The inequality is trivial when n = 1. Assume it is true for n.
Hence we need only prove the case that
, where a = w 0 .
Using Proposition 3.2(ii) again, we can assume that τ = ua. Hence
where the sum is taken over for all v ∈ A n (w n+1 ) such that v − ∼ ua. It follows that v ∈ N (uw 0 w 1 ) ⊆ b∈Σ [uw 0 b] . But by Lemma 5.2, we have v − = ua. Note that a = w 0 , we get only one pair (c, b) such that v = uac ∼ uw 0 b. Hence, there is only one term in the sum. Then we have
This proves the first part. For the second part, making use of Corollary 3.3 and the above, we have
Then by Lemma 5.1 and (P3), we have A n (w n ) ≤ N 2 and the assertion follows. On the other hand for m < |w| ≤ n, by (4.1),
It follows that
Let n → ∞, we obtain the upper bound estimate. The lower bound estimate. Denote by w = u| m+3 . We claim that k(w, v| n ) = 0 for n > |w| = m + 3. If otherwise, Lemma 5.1 implies that w ∈ A n−|w| (v| n ) ⊂ {w : w ∈ [v| m+2 a], a ∈ Σ}.
Hence w = u| m+3 ∼ v| m+2 a for some a ∈ Σ. It follows that either u| m+1 = v| m+1 if a is not equal to the last alphabet of v| m+2 , or u| m+2 ∼ v| m+2 otherwise. This contradicts that β(u, v) = m. We complete the proof of the claim. 
2
Remark. If we take r = γ in the definition of Martin metric ρ(·, ·) in (4.2), then we can improve the estimation in Theorem 4.2 to (u,v) .
To see this, we need only observe that the term Proof. As was proved in [DL] , such an IFS satisfies the open set condition. The statement follows readily from Proposition 6.2.
