Abstract. We generalize the notions of badly approximable (resp. singular) systems of m linear forms in n variables, and relate these generalizations to certain bounded (resp. divergent) trajectories in the space of lattices in R m+n .
Introduction
Notation. We will denote by M m,n (R) the space or real matrices with m rows and n columns. I k ∈ M k,k (R) will stand for the identity matrix. Vectors will be named by lowercase boldface letters, such as x = (x i | 1 ≤ i ≤ k), and, despite the row notation, will always be treated as column vectors. 0 will mean zero vector in any dimension, as well as zero matrix of any size. For a matrix L ∈ M m,n (R) and 1 ≤ i ≤ n, we will denote by L i the linear form R n → R corresponding to the ith row of L, and by L (i) (resp. L (i) ) the matrix consisting of first (resp. last) i rows of L.
Any statement involving "±" will stand for two statements, one for each choice of the sign. Hausdorff dimension of a subset Y of a metric space X will be denoted by dim(Y ), and we will say that Y is thick (in X) if for any nonempty open subset W of X, dim(W ∩ Y ) = dim(W ) (i.e. Y has full Hausdorff dimension at any point of X).
Throughout the sequel we will fix two positive integers m, n, denote by G the group {L ∈ GL m+n (R) | det(L) = ±1}, and by Ω ∼ = SL m+n (R)/SL m+n (Z) ∼ = G/GL m+n (Z) the space of unimodular lattices in R m+n .
History.
A system (A 1 , . . . , A m ) of linear forms in n variables is called badly approximable if there exists a constant c > 0 such that for every p ∈ Z m and q ∈ Z n {0} max |A 1 (q) − p 1 | m , . . . , |A m (q) − p m | m · max |q 1 | n , . . . , |q n | n > c .
(1) It was proven by W. Schmidt in 1969 [S3] that matrices A ∈ M m,n (R) such that the system (A 1 , . . . , A n ) is badly approximable form a thick subset of M m,n (R).
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In 1986, S.G. Dani exhibited a correspondence between badly approximable systems of linear forms and certain bounded trajectories in Ω. His result [D1, Theorem 2.20] can be restated as follows: for A ∈ M m,n (R) , consider the lattice Λ = I m −A 0 I n Z m+n ∈ Ω and the one-parameter subgroup of G of the form g t = diag(e t/m , . . . , e t/m , e −t/n , . . . , e −t/n ) .
Then a system of linear forms given by A is badly approximable iff the trajectory {g t Λ | t ∈ R + } is bounded in Ω. This and the aforementioned result of W. Schmidt allowed Dani to conclude [D1, Corollary 2.21 ] that the set of lattices in Ω with bounded g t -trajectories is thick. It was suggested by Dani [D2] and then conjectured by G.A. Margulis [Ma, Conjecture (A) ] that the abundance of bounded orbits is a general feature of nonquasiunipotent (see §4.1 for the definition) flows on homogeneous spaces of Lie groups. In a recent paper [KM] by G.A. Margulis and the author, Margulis' conjecture was settled. In particular, the results of that paper imply that for any nonquasiunipotent one-parameter subgroup {g t } of G, the set Λ ∈ Ω | {g t Λ | t ∈ R} is bounded is thick.
Outline. The present paper is an attempt to make a number-theoretic sense out of the above result. We take a generic nonquasiunipotent one-parameter subgroup of G with real eigenvalues. In a suitable basis, it has the form g t = diag(e r 1 t , . . . , e r m t , e −s 1 t , . . . , e −s n t ) ,
where r = (r i | 1 ≤ i ≤ m) and s = (s j | 1 ≤ j ≤ n) are such that r i , s j > 0 and
(the choice (2) of the subgroup {g t } corresponds to r = m
One of the goals of the paper is to show that the sets
as well as their intersection consisting of matrices L ∈ G with bounded orbits {g t LZ m+n | t ∈ R}, admit natural Diophantine description, generalizing the definition of badly approximable systems of linear forms.
We start §1 by looking at the motivation for the aforementioned definition, namely, the fact that the quantity in the left hand side of (1) is for any A ∈ M m,n (R) less than 1 for infinitely many p ∈ Z m and q ∈ Z n {0} (see Corollary 1.3). One of the proofs of this fact (cf. [C] or [S4] ) is based upon Minkowski's Linear Forms Theorem (see Theorems 1.1 and 1.2). It is not hard to notice that
• the proof of Theorem 1.2 uses the matrix L A = I m −A 0 I n , which is exactly the one that naturally arises in Dani's dynamical interpretation of Diophantine properties of A;
• the argument of the proof goes without changes for any L ∈ G instead of L A , the expressions A i (q)−p i , 1 ≤ i ≤ m, and q j , 1 ≤ j ≤ n, being replaced by the rows of L applied to the vector x ∈ Z m+n ; • the proof can be modified to allow arbitrary exponents 1/r 1 , . . . , 1/r m , 1 ≤ i ≤ m (resp. 1/s 1 , . . . , 1/s n , 1 ≤ j ≤ n) instead of m (resp. n) in (1), the only restrictions being given by (4).
Thus it seems natural to pick an m-tuple r and an n-tuple s satisfying (4) and ask for existence of a positive lower bound for values
for x chosen from Z m+n {0} or a smaller subset of Z m+n . We will say that a matrix L ∈ G is (r, s)-loose if the set of values of (5) for all x ∈ Z m+n {0} is separated from zero (see Definition 6.1). In §6 we will prove that L is (r, s)-loose iff the orbit {g t LZ m+n | t ∈ R}, with g t as in (3), is bounded in Ω, and, moreover, express the "size" of this orbit via the best permissible lower bound for (5). Thus one can use the results of [KM] to conclude that (r, s)-loose matrices form a thick subset of G.
However we have built our exposition starting from consideration of one-sided trajectories rather than orbits. In §2 we show how the expression (5) should be modified to allow similar treatment of trajectories {g t LZ m+n | t ∈ R ± }. We define the notion of L being (r, s, ±)-loose (see Definition 2.4) so that A ∈ M m,n (R) is badly approximable iff L A is (m, n, +)-loose, and, more generally (see Theorem 2.5), L is (r, s, ±)-loose iff the trajectory {g t LZ m+n | t ∈ R ± } is bounded in Ω. This theorem, or rather its quantitative version, is proven in §3. Note that in order to get a quantitative correspondence between dynamical and Diophantine characteristics of L, one needs to employ the "size" function dependent on the choice (3) of the one-parameter subgroup. Specifically (cf. §2.1), for Λ ∈ Ω one defines δ r,s (Λ)
Mahler's Compactness Criterion implies that δ r,s (Λ) can be thought of as a (normalized) distance from Λ to infinity in Ω. On the other hand, the condition δ r,s (g t LZ m+n ) ≤ δ turns out (see Lemma 3.4) to be equivalent to the existence of a nonzero integral solution of certain system of inequalities. Thus the behavior of the function δ r,s (g t LZ m+n ) can be completely described in Diophantine language. In particular, one should take the greatest lower bound for δ r,s (g t LZ m+n ) as t ∈ R ± (resp. t ∈ R) to be the "size" of the trajectory (resp. the orbit) in order to get values which can be easily expressed in Diophantine terms.
Besides the results mentioned above, the Diophantine interpretation of the function δ r,s (g t LZ m+n ) also yields:
• several equivalent definitions for L being (r, s, +)-loose, as well as a Diophantine description of the "asymptotical size" lim inf t→∞ δ r,s (g t LZ m+n ) of the trajectory {g t LZ m+n | t ∈ R + } (see §5); • a connection between the rate of decay of inf 0≤t≤T δ r,s (g t LZ m+n ) as T → ∞ and "the extent of L being not (r, s, +)-loose" (cf. the order of approximation of a real number or a system of linear forms) -see §8.3; 
and
As in [C] or [S4] , one can use this theorem to show that for any system (A 1 , . . . , A m ) of linear forms in n variables there exist integers p i , 1 ≤ i ≤ m, and q j , 1 ≤ j ≤ n, such that the differences A i (q) − p i are small, while the absolute values of q j are not too big.
and numbers
Denote by · the norm in R k given by x = max 1≤i≤k |x i |. Then (1.2a) and (1.2b) can be rewritten as
Moreover, one can choose a sequence of solutions
Proof. Indeed, Aq − p m q n < 1 is a product of inequalities (1.2a ) and (1.2b ), while Aq − p < 1 follows from (1.2a ) if one takes t ≥ 0. If Aq = p for some (p, q) ∈ Z m+n , one can take p k = kp and q k = kq, k ∈ N. Otherwise, for fixed q, (1.2a ) can only hold for finitely many p and small enough t. Hence as t → +∞, one obtains infinitely many solutions with different values of q.
Note that for (p, q) = 0 with Aq − p m q n < 1, the condition Aq − p < 1 is equivalent to q = 0. Thus
. Therefore (1.3) can be written in the form
with the left hand side of the second inequality in (1.3) equal to the left hand side of the second inequality in (1.3 ).
Definition.
A system of linear forms given by A ∈ M m,n (R) is called badly approximable if, roughly speaking, one can not replace 1 in the right hand side of (1.3) or (1.3 ) by arbitrarily small constant. More precisely, let
(note that c(A) is always less than 1 by Corollary 1.3). Then a system of linear forms given by A is badly approximable if c(A) > 0 and well approximable otherwise.
The case m = n = 1 corresponds to badly/well approximable numbers. W. Schmidt proved in [S3] that there exist continuum many badly approximable systems of linear forms in any dimensions; more precisely, the set of A ∈ M m,n (R) with c(A) > 0 is thick.
1.5. We now highlight the relation between this notion and dynamics of flows in the space Ω of unimodular lattices in R m+n . The following is a restatement of Theorem 2.20 from [D1] :
Theorem. Let {g t } be the one-parameter subgroup of G defined by g t = diag(e t/m , . . . , e t/m , e −t/n , . . . , e −t/n ). Then a system of linear forms given by A ∈ M m,n (R) is badly approximable iff the trajectory {g t L A Z m+n | t ∈ R + }, with L A as in the proof of Theorem 1.2, is bounded in Ω.
Observe that Definition 1.4 is motivated by a very special case of Theorem 1.1. Indeed, we have chosen the matrix L and the numbers a i of a special form. In the next section we repeat this procedure for L and a i chosen with much greater degree of freedom, and then show that one can still relate the objects obtained this way to the boundedness of certain trajectories in the space Ω. Thus one can use results of [KM] on bounded orbits to establish an existence theorem generalizing W. Schmidt's results on badly approximable systems of linear forms. §2. Bounded trajectories and (r, s, ±)-loose matrices 2.1. To simplify the subsequent exposition, let us introduce the following notation: for a k-tuple w = (w 1 , . . . , w k ), k ∈ N, with positive components, define the w-
Of course it is not a norm unless all coordinates of w are equal to 1. A list of trivial properties of · w is given below as a
In particular, this lemma means that the sets {x ∈ R k | x w < δ}, δ > 0, form a basis of open neighborhoods of 0 in R k . Let now w be an (m + n)-tuple with positive components. Define a function δ w : Ω → R + by
i.e. the w-quasinorm of a nonzero vector in a lattice Λ with minimal w-quasinorm. For any Λ ∈ Ω, δ w (Λ) is positive since Λ is discrete, and is not greater than 1 by Theorem 1.1 (note that Λ = LZ m+n for some L ∈ G). Mahler's Compactness Criterion [R, Corollary 10.9] implies that the sets {Λ ∈ Ω | δ w (Λ) ≥ δ}, δ > 0, are compact and exhaust the space Ω.
2.2.
In what follows, we will fix an m-tuple r and an n-tuple s with positive components such that m i=1 r i = 1 = n j=1 s j , and endow the space R m+n with the (r, s)-quasinorm. To simplify the notation we will write · r,s instead of · (r,s) and δ r,s (·) instead of δ (r,s) (·). Note that for p ∈ R m and q ∈ R n , (p, q) r,s is by definition equal to max( p r , q s ).
Theorem. For any L ∈ G and t ∈ R there exists x ∈ Z m+n {0} such that
Proof. Using the definition of the quasinorms · r and · s , (2.1ab) can be rewritten as
and 1b ) and one simply has to take the numbers a i in Theorem 1.1 to be right hand sides of (2.1a ) and (2.1b ).
One can easily get Theorem 1.2 as a special case of Theorem 2.2: take L = L A as in the proof of Theorem 1.2, r = m 
moreover, one can choose a sequence of solutions
with L (m) x being arbitrarily large.
Proof. The proof of Corollary 1.3 applies almost verbatim. Indeed, (2.2) is a product of (2.1a) and (2.1b), while (2.2+) follows from (2.1a) if one takes t ≥ 0. If
, one can take x k = kx. Otherwise, for fixed x, (2.1a) can only hold for small enough t; hence, as t → +∞, one gets infinitely many solutions x k of (2.3+) with
The second part follows by the same argument with t → −∞, or by applying the first part to the matrix
Note that in this generality, (2.2+) does not follow from (2.2) and L (n) x = 0, since it is possible that 0 < L (n) x s < 1. In fact, the two equal expressions for the constant c(A) lead to, in general, different generalizations for the notion of badly approximable systems of linear forms (see Example 5.1). We will see that in order to define a notion most closely related to the boundedness of certain trajectories in Ω, one has to base upon the second expression in (1.4). Other possibilities are reviewed in §5.
2.4. Definition. Say that a matrix L ∈ G is (r, s, ±)-loose if, roughly speaking, one can not replace 1 in the right hand side of (2.3±) by arbitrarily small constant. More precisely, define the quantities
(both are always less than 1 by Corollary 2.3 and are not greater than δ r,s (LZ m+n )
2 by definition of δ r,s (·)). Then L will be called (r, s, ±)-loose if C r,s,± (L) > 0, and (r, s, ±)-tight otherwise.
Clearly a system of linear forms given by
What is even more significant, the ideas lying behind Dani's proof of Theorem 1.5 can be carried over to this more general situation, which results in the following dynamical interpretation of Definition 2.4: 7 2.5. Theorem. Let {g t } be the one-parameter subgroup of G defined by g t = diag(e r 1 t , . . . , e r m t , e −s 1 t , . . . , e −s n t ). Then L ∈ G is (r, s, ±)-loose iff the trajectory {g t LZ m+n | t ∈ R ± } is bounded in Ω.
We will prove this theorem, or rather its quantitative version, in §3. Combined with the results from [KM] , Theorem 2.5 gives the existence result, generalizing Schmidt's treatment of badly approximable systems of linear forms: 2.6. Theorem. The sets L r,s,± of (r, s, ±)-loose matrices are thick in G and have zero Haar measure.
In particular, both L r,s,+ and L r,s,− are dense in G and have the cardinality of continuum. The proof of this theorem will be the subject of §4. §3. Proof of Theorem 2.5 3.1. In this and several subsequent sections we fix an m-tuple r, an n-tuple s and the one-parameter subgroup g t as in Theorem 2.5. For the sake of brevity, we will mostly consider the (r, s, +)-case only; however it should be borne in mind that all the statements below have their (r, s, −)-counterparts. The passage from (r, s, +)-
. . , e −s n t , e r 1 t , . . . , e r m t ).
We start by deriving another expression for the constant C r,s,+ (L).
Lemma. For x ∈ R m+n and δ > 0, the following are equivalent:
Proof. Indeed, (i) can be written as
The second inequality in (3.1 ) is a product of two inequalities in (3.1), while the first inequality in (3.1 ) follows from the first one in (3.1); thus (ii) implies (i). Now assume (3.1 ). If L (m) x = 0, (3.1) clearly holds for large enough t. Otherwise take e t = δ/ L (m) x r and check that (3.1) is satisfied. This shows that (ii) follows from (i), and the proof is completed.
¿From the definition of δ r,s (·) it follows that C r,s (L, 0) = δ r,s (LZ m+n ) 2 and C r,s (L, t) ≥ δ r,s (LZ m+n ) 2 e −2|t| for all t. 1 Also, Theorem 2.2 says that C r,s (L, t) ≤ 1 for all t. ¿From Lemma 3.1 one can easily deduce
Thus L is (r, s, +)-tight iff for any δ > 0 there exist t ∈ R + such that the system (3.1) has a nonzero solution.
3.3. Example. For A ∈ M m,n (R), take L = L A , x = (p, q), r = m and s = n. Then the system (3.1) can be written as
Define the function c(A, ·) :
It is easy to see that for t > 0
The constant c(A) defined in §1.4 is equal to inf t∈R + c(A, t), and A is well approximable iff for any δ > 0 there exist t ∈ R + such that the system (3.1A) has a solution (p, q) with q = 0.
3.4.
We are now just one step short of having a dynamical interpretation of the function C r,s (L, ·), thus of the constant C r,s,+ (L) as well. This step is provided by the following elementary
Proof. By definition of the r-quasinorm, (g t L)
(m) x r is equal to
Proof. Use part (b) of the above lemma and the definitions of C r,s (L, ·) and δ r,s (·).
Proof of Theorem 2.5. ¿From Mahler's Compactness Criterion it follows that the trajectory {g t Λ | t ∈ R + } is bounded in Ω iff inf t∈R + δ r,s (g t Λ) > 0.
Corollary 3.5 is clearly a quantitative version of Theorem 2.5: the "size" inf t∈R + δ r,s (g t LZ m+n ) of the trajectory {g t LZ m+n | t ∈ R + } turns out to be exactly the square root of the Diophantine constant C r,s,+ (L). Moreover, the rate of decay of C r,s (L, t k ) for a sequence t k → +∞ corresponds to the rate with which the sequence {g t k LZ m+n } escapes to infinity in Ω. (See §8.3 for another Diophantine interpretation of the decay of δ r,s (g t LZ m+n ).) §4. Proof of Theorem 2.6 4.1. We start by reviewing the results from [KM] on bounded orbits of flows on homogeneous spaces of Lie groups. Let G 0 be a connected Lie group, Γ a lattice in G 0 , {g t | t ∈ R} a one-parameter subgroup of G 0 which is not quasiunipotent (that is, Ad g 1 has an eigenvalue with modulus different from 1). Denote by H + the subgroup of G 0 which is horospherical with respect to {g t | t ∈ R − }, i.e.
The following is a special case of [KM, Theorems 1.1 and 1.5]:
Theorem. Let G 0 be a connected semisimple Lie group without compact factors, Γ an irreducible lattice in G 0 , {g t } a one-parameter nonquasiunipotent subgroup of G 0 . Then (a) for any x ∈ G 0 /Γ and any neighborhood V of identity in
4.2.
We now take G 0 = SL m+n (R), the connected component of the identity in G, and let Γ = SL m+n (Z), G 0 /Γ being identified with Ω. As before, put g t = diag(e r 1 t , . . . , e r m t , e −s 1 t , . . . , e −s n t ). Then H + is contained in a subgroup of G 0 conjugate to the group of upper triangular unipotent matrices (and is exactly equal to this group if r 1 > · · · > r m and s 1 < · · · < s n ). Theorems 2.5 and 4.1 can be combined to give
Theorem. For any subgroup G of G containing H + and any right coset
Proof. By standard "slicing" argument, such as Marstrand Slicing Theorem (cf. [F, Theorem 5.8] or [KM, Lemma 1.4] ), it suffices to prove the claim for G = H + . Take M ∈ G and a neighborhood V of identity in H + ; in view of Theorem 2.5, one needs to prove that
m+n , so one can apply Theorem 4.1(a) with x = M Z m+n to finish the proof.
4.3. Proof of Theorem 2.6. The dimension part follows from Theorem 4.2 by taking G = G; the measure part is a consequence of Theorem 2.5 and ergodicity [Mo] of g t -action on Ω. §5. More on (r, s, +)-loose matrices 5.1. Example. One may want to ask whether the condition
motivated by one of the equivalent expressions in (1.4), is equivalent to being (r, s, +)-loose. The answer is negative, which can be seen even in the simplest case m = n = 1. Denote by L α the matrix 1 −α 0 1 , and take
with ac = 0, α badly approximable and 1 ac −α irrational and well approximable. The lattice L α Z 2 , as we already know, has bounded g t -trajectory, t ∈ R + , and so does LZ 2 (cf. [D1, Proposition 2.12]). On the other hand, one can choose p, q ∈ Z such that |(
Howewer, a modification of (5.1) leads to another equivalent definition of L being (r, s, +)-loose. Namely, consider a (nondecreasing) function C
We will give a dynamical interpretation for its value at infinity, which is equal to
Thus L is (r, s, +)-loose iff one can not replace 1 in the right hand side of (2.2) by arbitrarily small constant and still get infinitely many solutions x k with L (n) x k → ∞ (equivalently, with L (n) x k s bounded from below). Note that the equality in (a) can be thought of as another quantitative version of Theorem 2.5.
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Proof. In view of Corollary 3.5, to prove (a) it suffices to show that
Unwinding the definitions, one can see that (5.2) amounts to the following statement: for any positive δ < 1,
is equivalent to
Assuming (5.4), one can take e t k = L (n) x k s /δ and check that t k → +∞ and that the inequalities in (5.3) are satisfied. Conversely, assume (5.3) and use the argument of the proof of Corollary 2.3 to get infinitely many different solutions x k of the second inequality in (5.4) (which is just the product of the two inequalities
The implications (v)⇒(iv)⇒(iii)⇒(ii) in (b) are trivial, while (ii)⇒(i) follows from (a) and Mahler's Compactness Criterion. Finally, assume that L is (r, s, +)-loose, and take any positive σ < inf t∈R + δ r,s (LZ m+n ) and any x ∈ Z m+n with
is exactly equal to σ. This, by definition of δ r,s (·), forces (g t L) (m) x r to be greater
, which is all one needs to prove (v).
This theorem, in particular, shows that {L ∈ G | C (0) r,s,+ (L) > 0} is a subset of L r,s,+ . The fact that this subset is also thick in G follows from Theorem 6.3 below. §6. Bounded two-sided orbits and (r, s)-loose matrices 6.1. Definition. Say that a matrix L ∈ G is (r, s)-loose if it is both (r, s, +)-and (r, s, −)-loose; in other words, if
Thus L is (r, s)-loose if one can not replace 1 in the right hand side of (2.2) by arbitrarily small constant unless x = 0.
With this definition, one can use Theorem 3.2 and its (r, s, −) analogue to deduce
L is (r, s)-loose iff the orbit {g t LZ m+n | t ∈ R} is bounded in Ω.
.3 implies that L r,s has zero Haar measure. The fact that this set is still big enough is less trivial and follows from the results of [KM] .
Theorem. L r,s is a thick subset of G.
Proof. We keep the notation G 0 = SL m+n (R) as in §4. Take a neighborhood U of identity in G 0 ; in view of Theorem 6.2, one has to prove that for any M ∈ G,
As in the proof of Theorem 4.2, this can be reduced to the case M ∈ G 0 , and an application of Theorem 4.1(b) finishes the proof. it is not greater than 1 by Theorem 1.2. A system of linear forms given by A ∈ M m,n (R) is said to be singular (cf. [C] or [D1] ) if c * (A) = 0; in other words, if c(A, t) → 0 as t → +∞; in other words, if for any δ > 0 there exists t 0 such that for any t ≥ t 0 the system (3.1A) has a solution (p, q) with q = 0.
2 We remark that it is proven in [C] that the set of matrices A ∈ M m,n (R) such that the corresponding system of linear forms is singular has zero Lebesgue measure. Theorem. A system of linear forms given by A ∈ M m,n (R) is singular iff {g t L A Z m+n | t ∈ R + } ⊂ Ω, with g t as in Theorem 1.5 and L A as in the proof of Theorem 1.2, is a divergent trajectory.
By now it should be perfectly clear that the results and methods of §3 can be used to immediately generalize both Definition 7.1 and Theorem 7.2, as well as give a dynamical interpretation of the constant c * (A) defined above.
7.3. Definition. For L ∈ G and r, s as before, define the constant
it is not greater than 1 by Theorem 2.2. Now say that L is (r, s, +)-singular if C * r,s,+ (L) = 0; in other words, if C r,s (L, t) → 0 as t → +∞; in other words, if for any δ > 0 there exists t 0 such that for any t ≥ t 0 the system (3.1) has a nonzero solution.
Clearly for
To complete the picture, take g t as in Theorem 2.5 and obtain
Proof. From Mahler's Compactness Criterion it follows that
and it remains to apply Corollary 3.5.
As a consequence of this theorem and ergodicity of g t -action on Ω, one gets 7.5. Corollary. The set of (r, s, +)-singular matrices L ∈ G has zero Haar measure in G. §8. Concluding remarks and open questions 8.1. In the paper [S3] , W. Schmidt proved that the set of matrices such that the corresponding system of linear forms is badly approximable is a winning (cf. [S2, D3] ) subset of M m,n (R).
Question. Is it true that the sets L r,s,± are winning subsets of G?
8.2. It seems rather natural to say that a system of linear forms given by A ∈ M m,n (R) is (r, s)-badly approximable if L A is (r, s, +)-loose. In other words, if
Aq − p r q s > 0 , (8.1) the only difference between this definition and Definition 1.4 being the use of "quasinorms" · r and · s with arbitrarily chosen r and s, rather than r = m and s = n. One can think of components of r and s as of weights measuring the importance of forms A i and variables q j . In particular, one can talk about an r-badly approximable m-tuple (the case n = 1) or an s-badly approximable linear form (m = 1).
Questions. For arbitrary choice of r and s, (i) do there exist (r, s)-badly approximable systems of linear forms? (ii) is the set of A ∈ M m,n (R) satisfying (8.1) thick? (iii) is it a winning subset of M m,n (R)?
8.3. One of the problems arising in Diophantine approximation is describing sets of real numbers (or systems of linear forms) which admit certain order of approximation (cf. [Kh2] ). With this in mind, one can modify the main definition of §2 as follows. Let ψ(x) be a positive function of x ∈ [x 0 , ∞). Say that L ∈ G is (r, s, +)-tighter than ψ if there exists a sequence x k ∈ Z m+n such that
By Corollary 2.3, any L ∈ G is (r, s, +)-tighter than 1. Proposition 5.2 says that L is (r, s, +)-tight iff it is (r, s, +)-tighter than ε for any ε > 0; moreover, C (∞) r,s,+ (L) = inf{ε | L is (r, s, +)-tighter than ε}. Note also that L is (r, s, +)-tighter than ψ for any positive ψ(x) iff Z m+n ∩ Ker L (m) = {0}. A modification of the proof of Proposition 5.2 (a) yields the following result:
Theorem. Let ψ(x) be a positive nonincreasing function of x ∈ [x 0 , ∞). Then there exists a positive nonincreasing function f (t) of t ∈ [t 0 , ∞) such that L ∈ G is (r, s, +)-tighter than ψ iff δ r,s (g t LZ m+n ) ≤ f (t) for infinitely many arbitrarily large values of t.
In other words, the rate of decay of inf 0≤t≤T δ r,s (g t LZ m+n ) as T → ∞ reflects certain Diophantine properties of L, generalizing the notion of the order of approximation of a real number or a system of linear forms. The details are left to the reader.
8.4.
As in metrical theory of Diophantine approximation, a natural problem is to describe the class of functions ψ for which almost every L ∈ G is (r, s, +)-tighter than ψ. Comparing with the situation in the approximation theory of real numbers [Kh1] or systems of linear forms [G, S1] , one can conjecture that this class is defined by the condition
x dx = ∞ (in fact, the main result in [G] settles the case r = m and s = n).
In view of Theorem 8.3, this conjecture means that for almost all Λ ∈ Ω the value of δ r,s (g t Λ) is not greater than f (t) for infinitely many arbitrarily large t if and only if a certain integral 3 diverges -a statement that can be thought of as a lattice analogue of Sullivan's logarithm law for geodesics (see [Su] ). These and other related ideas are to be discussed in a forthcoming paper.
