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Neben Turing-Maschinen und Schaltungen ist eines der wichtigsten und interessantes-
ten Berechnungsmodelle Yaos Kommunikationsmodell. Dort wird mittels Protokollen
modelliert, wie zwei Spieler durch Kommunikation gemeinsam ein Problem lösen, für
welches sie nur einen Teil der Eingabe besitzen. Eine grundlegende Fragestellung ist
es, bei einem gegebenen Problem zu bestimmen, wieviele Bits kommuniziert werden
müssen, um es zu lösen. In Kapitel 1 geben wir eine kurze Einführung in die Kom-
munikationskomplexitätstheorie, in der Kosten- und Komplexitätsbegriffe eingeführt
werden, um diese Fragestellung zu untersuchen. Zu jedem Berechnungsmodell existiert
eine Strukturelle Komplexitätstheorie, insbesondere auch zu Yaos Modell, in der Aus-
sagen über Familien von Problemen gemacht werden. Die vorliegende Dissertation
enthält Beiträge zum Gebiet der Strukturellen Kommunikationskomplexitätstheorie,
die sich thematisch drei Bereichen dieses Gebietes zuordnen lassen:
Der erste Teil, Kapitel 4, beschäftigt sich mit dem fundamentalen Problem der Her-
leitung unterer Schranken für die randomisierte Kommunikationskomplexität. Eine da-
für wichtige Technik ist die Anwendung informationstheoretischer Methoden auf die
durchschnittliche deterministische Kommunikationskomplexität. Dort betrachtet man
Protokolle, die eine Funktion berechnen, die aber möglichst wenig Information über
die Eingabe preisgeben. Gemessen wird dies durch Begriffe von Informationskomplexi-
täten. Unser Hauptergebnis ist folgende Charakterisierung, die auch als nicht-triviale
Verallgemeinerung von Shannons „Noiseless Coding Theorem“ angesehen werden kann:
die durchschnittliche deterministische Informationskomplexität stimmt bis auf einen
konstanten Faktor mit der durchschnittlichen deterministischen Kommunikationskom-
plexität überein, in Formeln





und zwar für jede Funktion f und jede Verteilung µ auf den Eingaben. Ein weiteres
Ergebnis sind untere Schranken für die durchschnittliche randomisierte public coin
Kommunikationskomplexität, die um einen konstanten Faktor besser sind, als die bis
dahin bekannten.
Der zweite Teil der Arbeit, Kapitel 5, beschäftigt sich mit der seit über 30 Jahre al-
ten Fragestellung, ob in der Kommunikationskomplexität die Polynomielle Hierarchie
PHcc eine echte Teilmenge des Polynomiellen Platzes PSPACEcc ist. Diese Klassen
sind kommunikationskomplexitätstheoretische Analoga der Polynomiellen Hierarchie
und des Polynomiellen Platzes aus dem Turing-Maschinenmodell. Die Fragestellung
wird hier nicht gelöst, aber es wird eine Richtung aufgezeigt, wie dieses Problem viel-
leicht gelöst werden könnte. Eine Schwierigkeit, die beiden auf Alternierungen basieren-
den Klassen zu trennen, besteht darin, dass keine Maße für Alternierungen existieren.
Wir übertragen deshalb in einem ersten Schritt die Todaschen Sätze aus der klassi-
schen Komplexitätstheorie in Yaos Modell. Der für uns wichtige erste Todasche Satz
besagt, dass zwischen den beiden Klassen die Klasse BP-Parität-P liegt:
PHcc ⊆ BP · ⊕Pcc ⊆ PSPACEcc .
In einem zweiten Schritt entwickeln wir ein Maß für die Klasse BP-Parität-P, nämlich
den approximativen F2-Rang, für den wir eine enge Beziehung mit einer Booleschen
Variante des Konzepts „matrix rigidity“ herstellen. Somit liefern untere Schranken für
die Boolesche matrix rigidity untere Schranken für die Kommunikationskomplexität.
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Wir erhalten dadurch und durch Benutzung eines Resultates von Valiant ein Maßkon-
zentrationsresultat für die BP-Parität-P-Komplexität: die meisten Funktionen haben
eine BP-Parität-P-Komplexität von Ω(n/ logn). Wir entwickeln ein Protokoll für die
innere Produktfunktion mod 2 mit wenigen Alternierungen. Dies könnte darauf hin-
weisen, dass die Klassen BP-Parität-P und Polynomieller Platz verschieden sind. Wir
denken, dass Adjazenzprobleme, die auf dünnen quasi-zufälligen Graphfamilien basie-
ren, eine hohe BP-Parität-P-Komplexität besitzen. Wir können dies nicht beweisen,
aber wir können zumindest zeigen, dass für die Parität-P-Komplexität einer quasi-







wobei P (n) die Kantendichte der Graphfamilie bezeichnet.
Im dritten und damit letzten Teil, Kapitel 6, untersuchen wir, motiviert durch ein
seit langer Zeit offenes Problem in der Kommunikationskomplexität, Überdeckungs-
strukturgraphen. Diese sind definiert als Schnittgraphen von maximalen monochro-
matischen Untermatrizen einer Matrix. Wir zeigen, dass nicht jeder Graph ein Über-
deckungsstrukturgraph ist, darunter fallen insbesondere Quadrate und ungerade Lö-
cher (induzierte Kreise ungerader Länge). Es ist ganz natürlich, Graphen zu betrachten
– wir nennen sie „schöne“ Graphen –, die die Eigenschaft haben, dass jeder induzierte
Untergraph ein Überdeckungsstrukturgraph ist. Per definitionem bilden sie eine neue,
sehr spezielle Klasse von quadratfreien Berge-Graphen. Ein tiefliegender Satz von Con-
forti et al. besagt, dass sich jeder quadratfreie Berge-GraphG folgendermaßen zerlegen
lässt: G ist bipartit oder ein Kantengraph eines bipartiten Graphen, oder er enthält
eine Stern-Schnittmenge (star cutset) oder einen 2-Verbund (2-join).
Wir machen Fortschritte hinsichtlich einer analogen spezielleren Zerlegung für schö-
ne Graphen: jeder bipartite Graph ist schön, und die schönen Kantengraphen biparti-
ter Graphen sind genau die „Path-or-Even-Cycle-of-Cliques“-Graphen, d. h. diejenigen
Graphen, die aus Wegen beliebiger und Kreisen gerader Länge bestehen, an deren
Kanten Cliquen beliebiger Größe angeheftet sein können.
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This thesis contains contributions to the field of structural communication complex-
ity. As the name suggests we are interested in statements about families of problems
concerning their communication complexity. An introduction to the communication
model and the communication complexity measures considered in this thesis is given
in Chapter 3. For notation used throughout this thesis, see Chapter 2.
Thematically, this work can be divided into three parts:
1.1 Information complexity
The first part, Chapter 4, is based on the publication “A characterization of average
case communication complexity” (Dietzfelbinger & Wunderlich 2007). A fundamental
problem is the derivation of lower bounds for randomized communication complex-
ity. An important technique that has led to striking results is the application of
information-theoretical methods on average-case deterministic communication com-
plexity. There, one considers protocols that compute a function but only reveal little
about the inputs. Quantitatively, this is measured via notions of information com-
plexities. Our main result is the following characterization, which may be considered
as a non-trivial generalization of Shannon’s Noiseless Coding Theorem: average case
deterministic communication complexity and average case deterministic information
complexity only differ by a constant factor, i. e.





for every function f and every probability distribution µ on the inputs. We also
note improved lower bounds for average case randomized public coin communication
complexity that are a constant factor better than known previous bounds.
1.2 Structural communication complexity
The second part, Chapter 5, deals with the over thirty year old question, whether the
polynomial hierarchy PHcc is a proper subset of polynomial space PSPACEcc. The
respective classes are analogues of the polynomial hierarchy and polynomial space in
the Turing machine model. We do not solve this problem here, but we discuss a possi-
ble promising direction to settle it. The first difficulty one encounters when one tries
to separate the polynomial hierarchy from polynomial space is that both classes are
based on the concept of alternation but one does not have measures for alternation. In
a first step we translate Toda’s celebrated theorems to the setting of communication
complexity. This result was presented in “On Toda’s Theorem in Structural Communi-
cation Complexity” (Wunderlich 2009b). In particular, Toda’s First Theorem tells us
that the complexity class BP-Parity-P, BP · ⊕Pcc, is in a “sandwich” position between
the two alternating classes:
PHcc ⊆ BP · ⊕Pcc ⊆ PSPACEcc .
Now, the second step consists in deriving a measure that characterizes the class BP-
Parity-P. It turns out that the respective measure is (the logarithm of) approximate
F2-rank. In addition, we show a tight connection between a Boolean variant of the
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concept “matrix rigidity”. Thus, lower bounds for Boolean matrix rigidity yield lower
bounds for communication complexity. Via a result of Valiant we obtain a concentra-
tion of measure result for BP-Parity-P complexity: most functions have complexity
Ω(n/ logn). We think that adjacency problems of sparse quasi-random graph-families
have high BP-Parity-P complexity. Unfortunately, we cannot prove this, but at least







where P (n) denotes the edge density of Gn.
1.3 Cover-structure graphs
The third and last part of this thesis, Chapter 6, is based on the paper “On cover-
structure graphs” (Wunderlich 2009a). Motivated by a long-standing open problem
in communication complexity we study cover-structure graphs (cs-graphs) defined as
intersection graphs of maximal monochromatic submatrices in a matrix. We show that
not every graph is a cs-graph. Especially, squares and odd holes are not cs-graphs.
It is natural to look at graphs – we call them beautiful graphs – having the property
that each induced subgraph is a cs-graph. By definition, they form a new very special
class of square-free Berge graphs. A deep result of Conforti et al. tells us that every
square-free Berge graph G can be decomposed in the following way: G is bipartite or
the line graph of a bipartite graph, or G contains a star cutset or a 2-join. We make
progress towards an analogous but more special decomposition by showing that every
square-free bipartite graph is beautiful, and that beautiful line graphs of square-free
bipartite graphs are just Path-or-Even-Cycle-of-Cliques graphs. The latter are graphs
that consist of paths of arbitrary length or cycles of even length, where to each edge
there may be attached a clique of arbitrary size.
2
2 Preliminaries
We fix notation and give basic definitions used throughout this thesis.
We denote with [n] the set {1, . . . , n} of the first n natural numbers. We write P(S)





for the set of all subsets
of S with cardinality k.
For a real number r we denote with floor r, ⌊r⌋, the largest integer not exceeding r,
and with ceiling r, ⌈r⌉, the smallest integer greater than or equal to r.
The logarithm to the basis 2 is denoted with log.
For a prime power p we denote with Fp the finite field with p elements.
We define matrices with arbitrary finite index sets for rows and columns. Thus, a
matrix M over Z is just a map M : X ×Y → Z for finite sets X and Y. We write Mx,y
for M ’s entry in row x ∈ X and column y ∈ Y. Given two matrices Mi : Xi ×Yi → Zi,
i ∈ [2], we define the block diagonal matrix diag(M1,M2) : (X1 ⊎ X2) × (Y1 ⊎ Y2) →







Occasionally, in order to avoid ugly case distinctions we use Iverson’s bracket [P ]
defined on predicates P , which evaluates to 1, if P is true, and 0 otherwise.
We only work with the binary alphabet B := {0, 1}. The length of a word x ∈ B∗
is denoted by |x|. For two words x, y ∈ B∗ the word y is a prefix of x, if there exists
z ∈ B∗ such that x = yz. A set S ⊆ B∗ is prefix-free if for all distinct x, y ∈ S we have
that y is not a prefix of x. A prefix-free encoding of x is x := 0|x|1x. In order to encode
pairs of words x, y ∈ B∗ we use the pairing function 〈x, y〉 := xy. For a mathematical
object o contained in an at most countable set we denote with 〈o〉 a suitable prefix-free
encoding of o.
Functions with range B are called Boolean functions.
For an excellent introduction to graph theory we refer the reader to Diestel (2005).
Given a graph G we write V (G) to denote its nodes (vertices) and E(G) to denote its
edges. A set K ⊆ V (G) is a complete set in G, if G contains all edges between nodes in
K. A set I ⊆ V (G) is an independent set in G, if G does not contain any edges between
nodes in I. The complement graph of G is defined as G := (V (G), E), where E contains
exactly the edges not in E(G). Let G1 and G2 be two graphs with disjoint node sets.
We define their disjoint union as G1
⊎
G2 := (V (G1) ⊎ V (G2), E(G1) ⊎ E(G2)). A 4-
cycle C4 is called a square; a square-free graph does not contain a square as an induced
subgraph. The line graph of the graph G is the graph L(G) whose nodes are the edges
of G and two nodes u, v of L(G) are adjacent in L(G) iff the edges u, v of G are
incident to a common node of G. We write G =iso H iff G and H are isomorphic, and
G ≤iso H iff G is isomorphic to an induced subgraph of H . As usual, the adjacency
matrix of G, AG, is defined by
AGx,y := [{x, y} ∈ E(G)] , for x, y ∈ V (G) .
For subsets X,Y ⊆ V (G) we define the set of edges between X and Y as
EG(X,Y ) := {{x, y} | x ∈ X, y ∈ Y } .
We also define eG(X,Y ) as the number of edges with one endpoint in X and the other





In this chapter we give a short introduction to (parts of) communication complexity.
In particular, we describe Yao’s model and state some important basic results that
are used in later chapters. We refer the reader to Kushilevitz & Nisan (1997) for an
excellent introduction to the field of communication complexity.
3.1 Yao’s model
In this section we describe the communication model under consideration in this thesis.
3.1.1 Deterministic protocols
In his seminal work, Yao (1979) introduced a simple communication model. In Yao’s
model, there are two players (parties) Alice and Bob with unlimited computational
power, who want to cooperatively compute a function f : X × Y → Z, where X , Y
and Z are finite sets. Both have complete information about f but receive only parts
of the input. Alice is given x ∈ X , Bob is given y ∈ Y, and they exchange messages
(bits) in order to compute f(x, y). The players communicate according to a fixed
(deterministic) protocol Π (over domain X × Y with range Z) that specifies how the
communication is carried out. At each stage of the computation, the protocol must
determine whether the run has terminated. In this case, it must specify the output
value. Otherwise, it must specify the player who speaks next. Each message sent by
a player must solely depend on the player’s input and the messages communicated so
far, because this is the only “information” the player has about the inputs.
While Yao only considered players computing functions the generalization to the case
of relations was initiated by Karchmer & Wigderson (1990) motivated by applications
in the theory of Boolean functions. In this case, on input (x, y) there might be none
or several valid outputs. A relation is just a subset R ⊆ X × Y × Z. For a legal
input (x, y), i. e. an input such that there exists a value z ∈ Z with (x, y, z) ∈ R, the
players want to compute a value z ∈ Z such that (x, y, z) ∈ R. In this extension to
Yao’s model the notion of “protocol” remains unchanged, and the associated cost and
complexity measures are only slight extensions of the ones defined for functions. This
is why we do not write them down formally.
There exist different formalizations of the notion “protocol” depending on the ap-
plications the protocol designer has in mind. Since we want to analyze protocols, we
formalize them via binary trees. See e. g. Hromkovic (2000) for a definition that is
equivalent but different from ours. It is known that our combinatorial view on proto-
cols has many advantages. In particular, it allows us to prove high lower complexity
bounds in this model in contrast to many other computation models. Now, we formally
define protocols:
Definition 3.1.1 (Deterministic protocol). A deterministic protocol Π (over domain
X × Y with range Z) is a labeled directed finite binary tree (protocol tree). Each
leaf l is labeled by an output value zl ∈ Z. If v is an inner node of Π, then it has a
left and a right child v0 and v1, respectively, and the arc from v to vb is labeled by
b ∈ {0, 1}. The node v is labeled either by a function av : X → {0, 1} or by a function
bv : Y → {0, 1}. The root of the protocol tree of Π is denoted by root(Π), the set of
nodes by VΠ, the set of leaves by LΠ.
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Let Alice have x ∈ X , and let Bob have y ∈ Y. When they communicate according
to a protocol Π, they start at the root root(Π). The nodes of the protocol tree of Π
can be interpreted as (common) “computation states”. If both players are in such a
state v during the run of the protocol, then one of two things can happen: If v is a
leaf, then the communication ends and both players know the output value zv. If v
is an inner node, we say that Alice speaks, if v is labeled by av. Alice sends the bit
b := av(x) and both players change their computation state to vb. Analogously, if Bob
speaks.
We say that an input (x, y) reaches a node v of Π if the players arrive at v when
running the protocol on the respective input. We denote by Rv ⊆ X × Y the set of
inputs reaching v.
The concatenation of the messages communicated during a run of a protocol Π
on input (x, y) is called transcript and is denoted by Π(x, y). This can be defined
inductively as follows:
Definition 3.1.2 (Transcript). Let Π be a deterministic protocol. Given an input
(x, y), we associate with each node v of Π a transcript tv(x, y). If l is a leaf in Π, then
tl(x, y) := ǫ. If v is an inner node of Π with left and right child v0 and v1, respectively,
and if v is labeled by av, then tv(x, y) := btvb(x, y), where b := av(x). In case v is
labeled by bv, then tv(x, y) := btvb(x, y), where b := bv(y). We define the transcript
Π(x, y) of Π on input (x, y) as the transcript troot(Π)(x, y) of the root.
For each input (x, y) the execution of a deterministic protocol Π leads to exactly
one output value. This defines a function fΠ. We give an inductive definition:
Definition 3.1.3 (Computed function). Let Π be a deterministic protocol over do-
main X ×Y with range Z. We associate a function fΠ,v : X ×Y → Z with each node v
of Π. For a leaf l we define fΠ,l to be constant with value zl. In case v is an inner node
with left and right child v0 and v1, respectively, we define fΠ,v(x, y) := fΠ,vav(x)(x, y),
if Alice speaks, and fΠ,v(x, y) := fΠ,vbv(y)(x, y), if Bob speaks. We define the function
fΠ computed by Π as the function fΠ,root(Π) associated with the root.
We say that Π computes a function f : X × Y → Z, if f = fΠ. The proto-
col Π computes a relation R ⊆ X × Y × Z, if for each legal input (x, y), we have
(x, y, fΠ(x, y)) ∈ R.
Example 3.1.4. Given a function f , the trivial protocol Πftriv is defined as the one
where Alice sends her input, Bob computes the value f(x, y) and sends it back to Alice.
Of course, f = fΠftriv
and Π(x, y) = 〈x〉〈f(x, y)〉 for suitable (prefix-free) encodings of
the values sent.
In particular, we obtain D(Πftriv) = n+ 1 for a Boolean function f : B
n ×Bn → B. ♦
Having defined a computation model and a resource it is time to define corresponding
cost and complexity measures. We distinguish between two types of complexities,
namely worst and average case ones. The latter depend on probability distributions
on the inputs.
Definition 3.1.5 (Deterministic communication cost). Let Π be a deterministic pro-
tocol over domain X ×Y, let µ be a probability distribution on X ×Y, and let (X,Y )
be a random variable distributed according to µ.





(ii) The µ-average case deterministic communication cost of Π, D
µ
(Π), is defined as
D
µ
(Π) := E(X,Y ) [Π(X,Y )] .
Definition 3.1.6 (Closeness). Let f and g be two functions defined on the same
domain D, let µ be a probability distribution on D, and let ǫ ≥ 0 be a real number.
The functions f and g are (µ, ǫ)-close, if µ(f 6= g) := µ{z ∈ D | f(z) 6= g(z)} ≤ ǫ.
Definition 3.1.7 (Distributional error). Let f : X × Y → Z be a function, let µ be
a probability distribution on X × Y, let ǫ ≥ 0 be a real number, and let Π be a
deterministic protocol over domain X × Y with range Z. We say that Π computes f
with (µ, ǫ)-distributional error, if f and fΠ are (µ, ǫ)-close.
Definition 3.1.8 (Deterministic communication complexity). Let f : X ×Y → Z be
a function, let µ be a probability distribution on X ×Y, and let ǫ > 0 be a real number.
(i) The worst case deterministic communication complexity of f , D(f), is the min-
imum worst case deterministic communication cost of a deterministic protocol
computing f , i. e.
D(f) := min{D(Π) | Π a deterministic protocol computing f} .
(ii) The µ-average case deterministic communication complexity of f , Dµ0 (f), is the
infimum µ-average case deterministic communication cost of a deterministic pro-
tocol computing f , i. e.
Dµ0 (f) := inf{D
µ
(Π) | Π a deterministic protocol computing f} .
(iii) The worst case (µ, ǫ)-distributional deterministic communication complexity of
f , Dµǫ (f), is the minimum worst case deterministic communication cost of a
deterministic protocol computing f with (µ, ǫ)-distributional error, i. e.
Dµǫ (f) := min{D(Π) | Π a deterministic protocol computing f with
(µ, ǫ)-distributional error} .
(iv) The µ-average case (µ, ǫ)-distributional deterministic communication complexity
of f , D
µ
ǫ (f), is the infimum µ-average case deterministic communication cost of
a deterministic protocol computing f with (µ, ǫ)-distributional error, i. e.
D
µ
ǫ (f) := inf{D
µ
(Π) | Π a deterministic protocol computing f with
(µ, ǫ)-distributional error} .
The following properties should be obvious:
Observation 3.1.9. Let f : X × Y → Z be a function, let µ be a probability distri-
bution on X × Y, and let ǫ > 0 be a real number. Then we have
Dµ0 (f) ≤ D(f) ,
Dµǫ (f) ≤ D(f) ,
D
µ
ǫ (f) ≤ Dµǫ (f) .
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Observation 3.1.10. Let f : X ×Y → Z be a function, let µ be a probability distri-
bution on X × Y, and let ǫ > 0 be a real number. Then we have
Dµǫ (f) = min{D(f̃) | f̃ and f are (µ, ǫ)-close } ,
D
µ
ǫ (f) = inf{Dµ0 (f̃) | f̃ and f are (µ, ǫ)-close } .
We note some basic continuity properties of the cost and complexity measures de-
fined above. Therefore, let M = M(X ×Y) denote the set of probability distributions
µ : X × Y → [0, 1] over the input space X × Y.
Lemma 3.1.11. The set M is a convex and compact set.
Proof. For the first statement, note that a convex combination (1 − t) · µ+ t · ν of
two probability distributions µ, ν is again a probability distribution.
For the second statement, let L(z) := ||z||1 :=
∑|X×Y|
i=1 |zi| be the l1-norm on RX×Y .
L is continuous, so L−1(1) = L−1({1}) is closed. The set H := {z ∈ RX×Y | z ≥ 0} =
[0,∞[X×Y is closed, too. Thus, M = H ∩ L−1(1) is a closed subset of RX×Y . By
definition of a probability distribution, L(µ) = 1 for every µ ∈ M. By the Theorem
of Heine-Borel, M as a closed and bounded set is compact. 
Lemma 3.1.12.
(i) For fixed Π, the mapping µ 7→ Dµ(Π) is continuous.
(ii) For fixed f , the mapping µ 7→ Dµ0 (f) is continuous.














|Π(x, y)| · |µ(x, y) − ν(x, y)|
≤ D(Π) · ||µ− ν||1 .
(ii) Let ǫ > 0 be arbitrary. For every probability distribution σ there exists a protocol
Πσǫ such that D
σ
0 (f) ≥ D
σ
(Πσǫ ) − ǫ/2 and D(Πσǫ ) < 2|X×Y|+1 =: D. Define δ(ǫ) :=
ǫ/2(D+ 1). Then for arbitrary probability distributions µ and ν with ||µ− ν||1 < δ(ǫ)
we have
Dµ0 (f) − Dν0(f) ≤ D
µ
(Πνǫ ) − D
ν
(Πνǫ ) + ǫ/2
≤ D(Πνǫ ) · ||µ− ν||1 + ǫ/2
< ǫ .
Similarly, we obtain Dν0(f) − Dµ0 (f) < ǫ. 








because a continuous function takes on its extremal values on a compact set. Hence,
we do not need sup-arguments in the sequel. The expression in (3.1.13) will turn out
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to be equal to the average case randomized public coin communication complexity of








because the set {Dµǫ (f) | µ ∈ M} is bounded and only contains natural numbers. The
expression (3.1.14) will turn out to be the worst case randomized public coin ǫ-error
communication complexity, again, defined in the next subsection.
We close this one with simple upper and lower bounds (see Kushilevitz & Nisan
1997, p. 6, Proposition 1.3 and Exercise 1.9):
Observation 3.1.15. For every function f : X × Y → Z we have
⌈log |range(f)|⌉ ≤ D(f) ≤ min(⌈log |X |⌉ , ⌈log |Y|⌉) + ⌈log |range(f)|⌉ .
Of course, for Boolean functions the lower bound is useless. In general, much bet-
ter bounds can be derived when we take on a combinatorial view on protocols in
Section 3.2.
3.1.2 Randomized protocols
Often, randomized algorithms are both simpler and faster than every known deter-
ministic algorithm solving the same problem. We refer the reader to Motwani &
Raghavan (1995) for an excellent introduction to the exciting field of randomized al-
gorithms. The same applies if one adds randomness to Yao’s deterministic two player
model. Randomized communication complexity was also defined in the seminal paper
of Yao (1979). In the randomized model, the players are allowed to “toss coins” during
the execution of a protocol, and the messages they send each other may also depend
on the outcomes of the coin tosses. Consequently, the messages, the transcript and
the computed function become random variables. We distinguish between two types
of randomized protocols, namely “public coin” and “private coin” ones. In a public
coin protocol, Alice and Bob share a common public coin whose outcomes are known
to both players. In a private coin protocol, each player has its own random coin to
flip. Important is that Alice cannot see Bob’s coin flips and vice versa. While the lat-
ter model seems more realistic than the public coin model, it was shown by Newman
(1991) that the models are essentially the same. We note that a randomized protocol
can be interpreted as a probability distribution over deterministic protocols.
Definition 3.1.16 (Randomized protocol).
(i) A randomized public coin protocol Π (over domain X × Y with range Z) is
defined as a pair Π := (Π′,C), where C is a random variable over a finite set C,
and Π′ is a deterministic protocol over domain (X ×C)× (Y × C) with range Z.
The random variable C is called the common coin.
(ii) A randomized private coin protocol Π (over domain X × Y with range Z) is
defined as a triple Π := (Π′,A,B), where A and B are random variables over
finite sets A and B, respectively, and Π′ is a deterministic protocol over domain
(X ×A) × (Y × B) with range Z. The random variable A is called Alice’s coin,
B is called Bob’s coin.
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Definition 3.1.17 (Transcript). Let Π be a randomized protocol. Given an input
(x, y), we define the transcript Π(x, y) as the random variable Π(x, y) := Π′(x,C, y,C),
if Π = (Π′,C) is a randomized public coin protocol, and as Π(x, y) := Π′(x,A, y,B), if
Π = (Π′,A,B) is a randomized private coin protocol.
Definition 3.1.18 (Computed function). Let Π be a randomized protocol over do-
main X × Y with range Z. We define the function fΠ computed by Π as the random
variable fΠ := ((x, y) 7→ fΠ′(x,C, y,C)) over X × Y → Z, if Π = (Π′,C) is a random-
ized public coin protocol, and as fΠ := ((x, y) 7→ fΠ′(x,A, y,B)), if Π = (Π′,A,B) is a
randomized private coin protocol.
Definition 3.1.19 (Randomized communication cost). Let Π be a randomized pro-
tocol over domain X × Y.





|Π′(x, c, y, c)| ,
if Π = (Π′,C) is a randomized public coin protocol with common coin C defined





|Π′(x, a, y, b)| ,
if Π = (Π′,A,B) is a randomized private coin protocol with Alice’s coin A defined
over A and Bob’s coin B defined over B for finite sets A and B, respectively.
(ii) The average case randomized communication cost of Π, R(Π), is defined as
R(Π) := max
(x,y)∈X×Y
E [Π(x, y)] ,
where the expectation is over the coin tosses.
Definition 3.1.20 (ǫ-error).
(i) Let f : X ×Y → Z be a function, and let ǫ ≥ 0 be a real number. A randomized
protocol Π over domain X × Y with range Z computes f with ǫ-error, if for all
(x, y) ∈ X × Y we have
Pr [fΠ(x, y) 6= f(x, y)] ≤ ǫ .
(ii) Let f : X × Y → B be a Boolean function, and let ǫ ≥ 0 be a real number.
A randomized protocol Π over domain X × Y with range B computes f with
one-sided ǫ-error, if for all (x, y) ∈ X × Y we have
f(x, y) = 0 =⇒ Pr [fΠ(x, y) 6= f(x, y)] = 0 ,
f(x, y) = 1 =⇒ Pr [fΠ(x, y) 6= f(x, y)] ≤ ǫ .
In the literature, a randomized protocol that computes a function with zero error is
sometimes called a Las Vegas protocol, while a randomized protocol that computes a
function with a bounded error is called Monte Carlo protocol.
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Definition 3.1.21 (Randomized communication complexity).
(i) Let f be a function. The average case randomized public coin communication
complexity of f , Rpub0 (f), is defined as the infimum average case randomized
communication cost of a randomized public coin protocol computing f with 0-
error, i. e.
Rpub0 (f) := inf{R(Π) | Π a randomized public coin protocol
computing f with 0-error} .
(ii) Let f be a function, and let ǫ > 0 be a real number. The worst case randomized
public coin ǫ-error communication complexity of f , Rpubǫ (f), is defined as the
minimum worst case randomized communication cost of a randomized public
coin protocol computing f with ǫ-error, i. e.
Rpubǫ (f) := min{R(Π) | Π a randomized public coin protocol
computing f with ǫ-error} .
(iii) Let f be a Boolean function, and let ǫ > 0 be a real number. The worst case ran-
domized public coin one-sided ǫ-error communication complexity of f , Rpub,1ǫ (f),
is defined as the minimum worst case randomized communication cost of a ran-
domized public coin protocol computing f with one-sided ǫ-error, i. e.
Rpub,1ǫ (f) := min{R(Π) | Π a randomized public coin protocol
computing f with one-sided ǫ-error} .
For randomized private coin protocols one can define the complexity measures
R0(f) = R
priv
0 (f), Rǫ(f) = R
priv




ǫ (f) analogously to the ones
for public coin protocols.
As mentioned above, public and private coin complexities are not far apart (see
Kushilevitz & Nisan 1997, p. 33, Theorem 3.14; p. 34, Exercise 3.15):
Fact 3.1.22 (Newman). Let f : Bn ×Bn → B be a Boolean function. For every ǫ > 0
and δ > 0 we have
Rǫ+δ(f) ≤ Rpubǫ (f) + O (logn+ log(1/δ)) ,
R0(f) ≤ O
(
Rpub0 (f) + logn
)
.
Newman’s result also shows that the size of the probability space can be restricted
to 2polylog(n) for inputs of size n, if one allows a small increase in communication cost
and error probability.
An important technique in the theory of randomized algorithms is probability am-
plification, i. e. one reduces the error probability of a randomized algorithm to an
arbitrarily small constant by running the algorithm on the same input several times
with independent coin tosses and then taking the majority vote of the outcomes. This
can be done for randomized protocols, too.
The following fact can be found in (Köbler et al. 1993, p. 70, Lemma 2.14). We
make use of this Chernoff-like result in Theorem 5.7.10.
Fact 3.1.23 (Probability amplification). Let E be an event that occurs with proba-
bility 12 + ǫ, 0 < ǫ ≤ 12 . Then E occurs within t independent trials (t odd) at least t/2
times with probability at least
1 − 1
2
· (1 − 4 · ǫ2)t/2 .
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Many lower bound methods for randomized communication complexity are based on
the following simple application of Yao’s Minimax-principle (see e. g. Yao (1983) or
Kushilevitz & Nisan 1997, p. 36, Theorem 3.20) relating randomized and distributional
complexity:
Fact 3.1.24 (Yao). For every Boolean function f and every ǫ > 0 we have
Rpub0 (f) = maxµ
Dµ0 (f) ,
Rpubǫ (f) = maxµ
Dµǫ (f) .
3.1.3 Counting protocols
Analogously to the Turing machine model, one can add the power of counting to Yao’s
model. The concept of counting means that the players can make nondeterministic
guesses during a computation. Because on different guesses the output values may
be different, one has to specify an acceptance mode, a predicate that tells us which
inputs are considered to be accepted based on the number of accepting and rejecting
computations.
There are several possibilities to define counting protocols (via proof systems, covers,
etc.). We choose the following elegant variant due to the author:
Definition 3.1.25 (Counting protocol). A counting protocol (over domain X × Y)
is a deterministic protocol over domain (X × BgA) × (Y × BgB ) with range B, where
gA, gB ≥ 0 are natural numbers denoting the lengths of the guess strings.
Note that one could define counting protocols using abstract guess sets instead of
BgA and BgB , respectively. We do not do this, because the above definition corresponds
more closely with the definition of complexity class operators in Section 5.2.
Definition 3.1.26 (Communication cost). The worst case communication cost of a
counting protocol is defined as the worst case deterministic communication cost when
viewed as a deterministic protocol.
Definition 3.1.27. For a counting protocol Π we denote with
accΠ(x, y) := |{Π((x,wA), (y, wB)) | fΠ((x,wA), (y, wB)) = 1}| ,
rejΠ(x, y) := |{Π((x,wA), (y, wB)) | fΠ((x,wA), (y, wB)) = 0}| .
the number of accepting (rejecting) transcripts of Π on input (x, y).
Definition 3.1.28 (Computed function). Given a counting protocol Π and an accep-
tance mode µ, the function computed by Π in µ acceptance mode, fµΠ, is defined as
fµΠ(x, y) := [µ(accΠ(x, y), rejΠ(x, y))] .
We say that Π computes f in µ acceptance mode, if fµΠ = f .
We list the most prominent acceptance modes:
N1(acc, rej) := (acc > 0) ,
N0(acc, rej) := (rej = 0) ,
PP (acc, rej) := (acc > rej) ,
⊕P (acc, rej) := (acc mod 2 = 1) .
N1 is the nondeterministic, N0 the co-nondeterministic, PP the probabilistic and
⊕P the parity acceptance mode.
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Definition 3.1.29 (Counting complexities).
(i) The nondeterministic communication complexity of f , N1(f), is defined as the
minimum worst case communication cost of a counting protocol computing f in
nondeterministic acceptance mode.
(ii) The co-nondeterministic communication complexity of f , N0(f), is defined as
the minimum worst case communication cost of a counting protocol computing
f in co-nondeterministic acceptance mode.
(iii) The probabilistic communication complexity of f , PP(f), is defined as the min-
imum worst case communication cost of a counting protocol computing f in
probabilistic acceptance mode.
(iv) The parity communication complexity of f , ⊕P(f), is defined as the minimum
worst case communication cost of a counting protocol computing f in parity
acceptance mode.
While the gap between counting complexities and worst case deterministic commu-
nication complexity can be exponential, it was shown in Aho et al. (1983) that the gap
between N(f) := max{N0(f),N1(f)} and D(f) is at most quadratic.










In addition, Las Vegas communication complexity R0(f) is lower bounded by N(f).
Fact 3.1.31. For every Boolean function f we have
N(f) ≤ R0(f) + 3 .
We give a proof of this fact for the reader’s convenience, because none was provided
in Kushilevitz & Nisan (1997).
Proof. Let Π := (Π′, A,B) be an optimal randomized private coin protocol for
f with average case randomized communication cost t := R0(f). We construct a
nondeterministic one with cost at most t + 3: let Alice have x and Bob y. Alice
guesses a string w of length ≤ t and sends its number to Bob using t + 1 many bits.
They consider w as a possible transcript of Π. Alice checks if there exists a random
string a such that w is compatible with her part of the communication in Π′ on (x, a).
She tells Bob, if this is the case (1 bit). Bob does the same (1 bit). They accept
the input (x, y), if both have found random strings a and b, respectively, such that
Π′((x, a), (y, b)) = w and fΠ′((x, a), (y, b)) = 1.
Thus, we have obtained
N1(f) ≤ R0(f) + 3 .
Now, the fact follows from
N0(f) = N1(f) ≤ R0(f) + 3 = R0(f) + 3 .

Both facts show that there is also an at most quadratic gap between N(f) and R0(f),
but we do not need this in the sequel.
Analogously to distributional deterministic communication complexity, we define a
distributional parity communication complexity. The reason is that one can prove an
analogous Minimax-statement (see Observation 3.1.40) for the BP-Parity-P complexity
(see Definition 3.1.38) as for bounded error randomized communication complexity (see
Fact 3.1.24).
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Definition 3.1.32 (Computed function). Let f : X × Y → B be a Boolean function,
let µ be a probability distribution on X×Y, and let ǫ > 0 be a real number. We say that
a counting protocol Π computes f in parity acceptance mode with (µ, ǫ)-distributional
error, if f and f⊕PΠ are (µ, ǫ)-close.
Definition 3.1.33 (Distributional parity communication complexity).
The (µ, ǫ)-distributional parity communication complexity of f , ⊕Pµǫ (f), is defined as
the minimum worst case communication cost of a counting protocol computing f in
parity acceptance mode with (µ, ǫ)-distributional error.
Similar to Observation 3.1.10 we have
Observation 3.1.34. Let f be a Boolean function, and let ǫ > 0 be a real number.
Then we have
⊕Pµǫ (f) = min{⊕P(f̃) | f̃ and f are (µ, ǫ)-close } .
We will see later that interesting effects can occur when one combines counting with
randomization.
Definition 3.1.35 (Randomized counting protocol). A randomized counting proto-
col Π (over domain X × Y) is a probability distribution over counting protocols, i. e.
Π := ({Πa}a∈A, α), where α is a random variable with values in A, and each Πa, a ∈ A,
is a counting protocol over domain X × Y.
Definition 3.1.36 (Communication cost). The worst case communication cost of a
randomized counting protocol Π := ({Πa}a∈A, α) is defined as the maximum worst case
communication cost of the counting protocols Πa that have non-zero weight under the
probability distribution on A induced by α.
Definition 3.1.37 (Computed function). Let f : X × Y → B be a Boolean function,
and let ǫ > 0 be a real number. A randomized counting protocol Π computes f in




f⊕PΠα (x, y) 6= f(x, y)
]
≤ ǫ .
In this case we call Π a BP-Parity-P protocol computing f with ǫ-error.
Definition 3.1.38 (BP-Parity-P complexity). Let f be a Boolean function, and let
ǫ > 0 be a real number. The BP-Parity-P complexity of f , BP⊕Ppubǫ (f), is defined as
the minimum worst case communication cost of a BP-Parity-P protocol computing f
with ǫ-error.
Observation 3.1.39. For every Boolean function f and every real number ǫ > 0 the
BP-Parity-P complexity can be upper-bounded by
BP⊕Ppubǫ (f) ≤ min{D(f),⊕P(f),Rpubǫ (f)} .
An adaptation of Fact 3.1.24 proves
Observation 3.1.40. For every Boolean function f and every real number ǫ > 0 we
have





The concept of alternation was originally defined for the Turing machine model as a
generalization of nondeterminism. Alternation can be translated to Yao’s model. This
was done in (Babai et al. 1986, p. 339) by defining players East, West, North and
South. We give an equivalent definition of alternating protocols.
In an alternating protocol the players may guess bits. Each state of the protocol is
either rejecting (0), accepting (1), existential (∃) or universal (∀).
If a player guesses a bit in an existential state, then this guess is called existential;
universal guesses are defined similarly.
Now, we are ready for a formal definition:
Definition 3.1.41 (Alternating protocol). An alternating protocol (over domain X×
Y) is a labeled binary tree, where leaves v are labeled by zv ∈ {0, 1} and inner nodes
are labeled by Qv ∈ {∃, ∀} and by functions av : X → {0, 1, ∗} or bv : Y → {0, 1, ∗},
respectively. Each inner node v has two children v0 and v1.
If in a run of an alternating protocol the players are in common state v labeled
by av, we say that Alice guesses universally, if av(x) = ∗ and Qv = ∀, and that she
guesses existentially, if av(x) = ∗ and Qv = ∃. Analogously, if it is Bob’s turn.
Definition 3.1.42 (Alternating communication cost). Let Π be an alternating pro-
tocol. The worst case alternating communication cost of Π, A(Π), is defined as the
maximum length of a path from the root to a leaf in the protocol tree of Π.
Definition 3.1.43 (Computed function). Given an alternating protocol Π over do-
main X × Y, the function computed by Π, fΠ : X × Y → B, is defined as follows:
we associate with each node v of Π a function fv : X × Y → B and define fΠ as the
function computed at the root. For a leaf v we define fv(x, y) := zv. For an inner
node v labeled by av we define
fv(x, y) :=
{
fvc(x, y) , if c := av(x) ∈ {0, 1} ,
[Qvc ∈ {0, 1} : fvc(x, y) = 1] , if av(x) = ∗ .
Similarly, for inner nodes labeled by bv.
An alternating protocol Π computes a function f , if fΠ = f .
We say that an alternating protocol has k alternations if starting in an existential
state the maximum number of alternations between existential and universal states on
every path from the root to a leaf of the protocol tree is bounded by k.
Definition 3.1.44 (Alternating communication complexity). The worst case alter-
nating communication complexity of f , A(f), is defined as the minimum worst case
alternating communication cost of an alternating protocol computing f , i. e.
A(f) := min{A(Π) | Π an alternating protocol computing f} .
With Ak(f) we denote the restriction to alternating protocols with k alternations.
3.2 Covers and partitions
As mentioned earlier, the success in proving lower bounds for communication complex-
ity measures stems from the combinatorial view we will take on protocols. The most
fundamental notion in the combinatorics of protocols is that of the (combinatorial)
rectangle:
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Definition 3.2.1 (Combinatorial rectangle). A (combinatorial) rectangle in X ×Y is
a subset R ⊆ X × Y such that R = A×B for some A ⊆ X and B ⊆ Y.
Given a rectangle R = C ×D we define A(R) := C and B(R) := D, respectively.
We fix a deterministic protocol Π. Recall that LΠ denotes the set of leaves of the
protocol tree of Π, and that Rv denotes the set of inputs that reach the node v.
First of all, Π partitions the input space via {Rl | l ∈ LΠ}, because every input
reaches exactly one leaf. Secondly, every Rv is a rectangle, because at the root we
start with the rectangle X ×Y and at an inner node v either A(Rv) is changed, if Alice
speaks, or B(Rv), if Bob speaks, respectively. Thus, we have obtained
Fact 3.2.2. A deterministic protocol partitions the input space into a set of rectan-
gles.
Now, if Π computes a function f , then f has to be constant on each rectangle at a
leaf of Π. We call such values colors.
Definition 3.2.3 (Color). Let f : X × Y → Z be a function, let R ⊆ X × Y × Z be
a relation, let S be a subset of X × Y, and let z ∈ Z be a color.
(i) S is called z-chromatic (with respect to f), if f(S) = {z}.
(ii) S is called z-chromatic (with respect to R), if for each legal input (x, y) ∈ S we
have (x, y, z) ∈ R.
(iii) S is called monochromatic if it is z-chromatic for a color z ∈ Z.
We define several combinatorial measures that lower bound deterministic and also
(co-)nondeterministic communication complexities.
Definition 3.2.4 (Cover numbers). Let f : X ×Y → Z be a function, and let z ∈ Z
be a color.
(i) The protocol partition number of f , CP(f), is defined as the smallest number of
leaves in a protocol computing f .
(ii) The partition number of f , CD(f), is defined as the smallest number of mono-
chromatic rectangles with respect to f in a partition of X × Y.
(iii) The z-chromatic partition number of f , CD,z(f), is the smallest number of z-
chromatic rectangles with respect to f in a partition of the z-inputs of f .
(iv) The cover number of f , C(f), is the smallest number of monochromatic rectan-
gles with respect to f needed to cover X × Y (possibly with intersections).
(v) The z-chromatic cover number of f , Cz(f), is the smallest number of z-chromatic
rectangles with respect to f needed to cover the z-inputs of f .
We immediately get
Fact 3.2.5. Let f : X × Y → Z be a function. Then we have








The following folklore fact is obtained via balancing a protocol with few leaves. This
yields a new protocol with communication cost not far away from the logarithm of the
number of leaves of the old protocol.
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Fact 3.2.6. For every function f : X × Y → Z we have
log CP(f) ≤ D(f) ≤ 3 logCP(f) .
For a proof see (Kushilevitz & Nisan 1997, p. 19, Lemma 2.9; p. 20, Exercise 2.9).
A long-standing open problem in communication complexity is, whether a similar
relation holds for the partition number, the so-called CD-vs.-CP-problem (see Kushile-
vitz & Nisan 1997, p. 20, Open Problem 2.10).
Open Question 3.2.7 (CD-vs.-CP-problem). Is the quantity log CD(f) linearly re-
lated to log CP(f) ?





For (co-)nondeterministic communication complexity we obtain a result similar to
Fact 3.2.6, this time via z-chromatic cover numbers.
Fact 3.2.8. For every Boolean function f : X × Y → B and every z ∈ {0, 1} we have
log Cz(f) ≤ Nz(f) ≤ log Cz(f) + 2 .
Again, we give a proof of this fact, because none was provided in Kushilevitz &
Nisan (1997).
Proof. A counting protocol can be considered as a family of deterministic protocols.
Each induces a partition of the input space. Thus, the union of the z-chromatic
rectangles is a z-chromatic cover. This gives the lower bound. For the upper bound,
Alice guesses the number of a rectangle R in an optimal cover and sends this number
to Bob. Then, Alice sends [x ∈ A(R)] and Bob sends [y ∈ B(R)]. They accept if both
sent a one. 
3.3 Lower bounds
The complexity measures introduced in the preceding sections are hard to calculate,
because in general it is extremely expensive to enumerate all protocols computing a
function in order to find one with minimal communication cost. This is why for each
complexity measure M one tries to find combinatorial measures M ′ ≤ M that are
easily computable and (hopefully) close to M . The cover numbers introduced in the
last section are an intermediate step in this direction.
3.3.1 Rectangle size method
For worst case (co-)nondeterministic communication complexity such a combinatorial
measure is the rectangle size method, and, as a special case, the fooling set method.
For definitions, applications and proofs we refer the reader to (Kushilevitz & Nisan
1997, Sections 1.3 and 2.4).
Definition 3.3.1 (Rectangle size method). Let f : X × Y → Z be a function, let
z ∈ Z be a color, and let µ be a probability distribution on the z-inputs f−1(z).
monoµ,z(f) := max{µ(R) | R a z-chromatic rectangle with respect to f} ,








Let µ be a probability distribution on the input space X × Y.
monoµ(f) := max{µ(R) | R a monochromatic rectangle with respect to f} ,







Fact 3.3.2. For every Boolean function f : Bn×Bn → B and every z ∈ {0, 1} we have
1
monoz(f)















Combining Fact 3.2.8 and Fact 3.3.2 we obtain
Fact 3.3.3 (Characterization). For every Boolean function f : Bn×Bn → B and every
z ∈ {0, 1} we have
rsmz(f) ≤ Nz(f) ≤ rsmz(f) + O (logn) ,
and
rsm(f) ≤ N(f) ≤ rsm(f) + O (logn) .
Because this method even characterizes worst case (co-)nondeterministic communi-
cation complexity up to an additive logarithmic term, worst case (co-)nondeterministic
communication complexity is well understood. One can show (see Fact 3.1.30) that
the rectangle size method also leads to lower bounds for worst case deterministic com-
munication complexity that are at most a quadratic factor lower than the true value.
3.3.2 Lower bound methods for randomized communication
complexity
Many lower bound methods have been developed for randomized communication com-
plexity. The most prominent ones are the discrepancy method (Kushilevitz & Nisan
1997, p. 38, Section 3.5), the Fourier method of Raz (1995), the ǫ-monochromatic
rectangle size method (or corruption method, see e. g. Beame et al. 2006), and the
factorization norm method of Linial & Shraibman (2007). The latter paper showed
that most known lower bounds for randomized communication complexity are actually
lower bounds for quantum communication complexity. Klauck (2001) gave a charac-
terization of the PP complexity via the discrepancy method. Another approach to
lower bounds for randomized communication complexity are information-theoretical
methods. We discuss them in the next chapter.
3.3.3 Rank method
The most important method for worst case deterministic communication complexity,
the rank method, was introduced in Mehlhorn & Schmidt (1982). The basic idea is to
consider a function f : X × Y → Z as a matrix Mf and rectangles as submatrices of
Mf . Consider a partition of X×Y into monochromatic rectangles R1, . . . , Rt. Because
the rectangles form a partition of the input space, the matrix Mf can be written as a
sum
∑
zi ·Mi of t rank one matrices M1, . . . ,Mt, where (Mi)x,y := [(x, y) ∈ Ri], i. e.
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Mi has value one on the rectangle inputs and zero otherwise. Thus, F-rank(Mf ) ≤ t
for every suitable field F with Z ⊆ F.
For a relation R, we can also associate with R a matrix MR. But here, the rank
method does not work.
Definition 3.3.4 (Communication matrices).
(i) We associate with every function f : X × Y → Z a matrix Mf of dimensions
|X | × |Y|. The rows of Mf are indexed by the elements of X and the columns
are indexed by the elements of Y. The (x, y)-entry Mfx,y of Mf is simply defined
as f(x, y).
(ii) Given a relation R ⊆ X × Y × Z, we associate with R a matrix MR : X × Y →
P(Z) defined as
MRx,y := {z ∈ Z | (x, y, z) ∈ R} .
The considerations above yield
Fact 3.3.5 (Mehlhorn & Schmidt). For every function f we have
log R-rank(Mf ) ≤ D(f) .
It is still open whether the rank method is polynomially tight for Boolean functions.
(For arbitrary functions one can show exponential gaps.)
Open Question 3.3.6 (Logarithmic rank conjecture). Do we have
D(f) ≤ (log R-rank(Mf ))O(1)
for every Boolean function f?
Non-constant gaps have been shown in Nisan & Wigderson (1995); Raz & Spieker
(1993).
The logarithmic rank conjecture for modular communication complexity was proved
in (Damm et al. 2004, Proposition 5.3). Using a different characterization via intersec-
tion graphs the same result had been established earlier implicitly by Pudlák & Rödl
(1994).
Fact 3.3.7. Let f be a Boolean function. Then we have
log F2-rank(M
f ) ≤ ⊕P(f) ≤ log F2-rank(Mf ) + O(1) .
We will use this important fact twice in Chapter 5: first of all, in the derivation of a
lower bound method for the BP-Parity-P complexity, and secondly, when we consider





An important question in communication complexity is, how to prove lower bounds for
average case deterministic communication complexity. One very successful approach
that has led to striking results is the study of information complexity measures.
It is natural to ask for protocols that on average reveal as little information as
possible about the inputs while computing f (or something close to f).
For randomized protocols Π this leads to the notion of average case information cost
of Π, ICµ(Π), i. e. the mutual information between the inputs and the transcript of the
protocol on those inputs, and, for a function f , to the average case randomized ǫ-error
information complexity of f , ICrand,µǫ (f), as the infimum average case information cost
of a private coin randomized protocol computing f with ǫ-error.
Note that it does not make sense to define this notion for public coin protocols,
because in this case the players can use the outcomes of the public coin as a one-time
pad. Thus, for every function f , every distribution µ and every ǫ ≥ we have
ICrand,pub,µǫ (f) = 0 ,
not a very impressive lower bound.
Average case randomized information complexity was first explicitly defined in the
work of Chakrabarti et al. (2001), where a direct sum theorem was shown in the
simultaneous message passing model. In Harsha et al. (2007); Jain et al. (2003) this was
extended to direct sum theorems for k-round randomized communication complexity
in Yao’s model. We also mention that notions of randomized information complexity
have led to an optimal quadratic separation of R0(f) and N(f) (see Jayram et al.
2003) and an elegant alternative proof of the celebrated theorem of Kalyanasundaram
& Schnitger (1992) that Rǫ(DISJn) is linear in n. See Bar-Yossef et al. (2004).
The restriction to deterministic protocols leads to the notion of average case deter-
ministic information complexity of f , ICdet,µ0 (f).
For deterministic protocols we are not sure whom to give credit for introducing
information-theoretical methods to lower bound average case deterministic communi-
cation complexity. We could trace such ideas back to Orlitsky & El Gamal (1990),
where (in our terminology) it was shown that ICdet,µ0 (f) is a lower bound for D
µ
0 (f).
Ahlswede & Cai (1994) showed (again, in our terminology)
Dµ0 (f) ≤ ICdet,µ0 (f) + inf{d(P ) | P protocol induced partition }
as an upper bound, where the depth d(P ) is based on partition refinements.
In the next section we show that average case deterministic information complexity
and average case deterministic communication complexity actually differ only by a
constant factor:





Such a result is by no means obvious, since it is not clear how from a protocol with
low information cost one should obtain one with small average case complexity. We
obtain this result via a balancing technique inspired by the proof of Fact 3.2.6.
Equation (4.1.1) can be interpreted as a non-trivial generalization of Shannon’s
Noiseless Coding Theorem telling us that in order to communicate a random variable
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X the average code length is between the Shannon entropy H(X) and H(X) + 1. We




(Π) ≤ ICµ(Π) + k
for k-round protocols. In contrast, our result holds for protocols with arbitrarily many
rounds.
It is an open problem, whether a result like (4.1.1) holds for average case randomized
information complexity defined over unbounded round protocols.
4.2 Average case deterministic information complexity
Let H(U) denote the Shannon entropy of a random variable U , and let I(U ;V ) =
H(V ) − H(V | U) denote the Shannon mutual information between the random vari-
ables U and V . If µ is a probability distribution on a finite probability space Ω,
then H(µ) :=
∑
ω∈Ω µ(ω) · log(1/µ(ω)). We write U ∼ µ, if the random variable is
distributed according to the probability distribution µ. For an introduction to infor-
mation theory, we refer the reader to the excellent monograph of Cover & Thomas
(1991).
Definition 4.2.1 (Average case information cost). Let Π be a protocol, and let µ
be a probability distribution on the input space X × Y. Then the µ-average case
information cost of Π, ICµ(Π), is defined as the Shannon mutual information between
transcript and input, i. e.
ICµ(Π) := I((X,Y ); Π(X,Y )) ,
where (X,Y ) ∼ µ.
Since Π(X,Y ) is a function of (X,Y ) for deterministic protocols Π, we have
ICµ(Π) = I((X,Y ); Π(X,Y ))
= H(Π(X,Y )) − H(Π(X,Y ) | (X,Y ))
= H(Π(X,Y )) − 0
= H(Π(X,Y )) .
That means, the information cost of Π is just the entropy of the distribution which
weighs the leaves of Π with the weights of the associated rectangles according to the
probability distribution µ.
Definition 4.2.2 (Average case deterministic information complexity).
Let f : X ×Y → Z be a function, and let µ be a probability distribution on the input
space X×Y. The µ-average case deterministic information complexity of f , ICdet,µ0 (f),
is defined as the infimum µ-average case information cost of a deterministic protocol
computing f , i. e.
ICdet,µ0 (f) := inf{ICµ(Π) | Π a deterministic protocol computing f} .
Definition 4.2.3 (Average code length). Let C : M → {0, 1}∗ be a code of M, i. e.
an injective mapping, and let µ be a probability distribution on M. The µ-average
code length of C, Lµ(C), is defined as
Lµ(C) := EM (|C(M)|) ,
where M ∼ µ.
We only consider prefix codes, i. e. codes C such that if u, v are different elements
of C(M) then u is not a prefix of v. It is well-known that the optimal average code
length for M is essentially the entropy of µ.
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Definition 4.2.4 (Minimal average prefix code length). Let M be a set, and let µ
be a probability distribution on M. The minimal µ-average prefix code length of M,
L
µ
(M), is defined as
L
µ
(M) := inf{Lµ(C) | C a prefix code of M} .
Fact 4.2.5 (Shannon). Let µ be a probability distribution on M. Then we have
H(µ) ≤ Lµ(M) ≤ H(µ) + 1 .
Let Π be a deterministic protocol. Recall that PΠ denotes the partition of X × Y
into rectangles induced by Π, VΠ is the set of the nodes of the protocol tree of Π, LΠ
is the set of leaves of the protocol tree of Π, and Rv is the set of inputs going through
the node v ∈ VΠ. If p : LΠ → [0, 1] is a probability distribution on the leaves of Π,
define p̃(v) as the sum of the weights of the leaves according to p in the subtree with
root v.
The following theorem can be found in Orlitsky & El Gamal (1990). We state and
prove it here for the sake of completeness:
Theorem 4.2.6. Let f : X × Y → Z be a function, and let µ be a probability distri-
bution on the input space X × Y. Then we have
ICdet,µ0 (f) ≤ Dµ0 (f) .
Proof. For every ǫ > 0 there exists a deterministic protocol Π computing f such
that Dµ0 (f) ≥ D
µ
(Π)− ǫ. Let C : PΠ → {0, 1}∗ be the assignment of transcripts of Π to
the corresponding combinatorial rectangles. Then C is a prefix code. For the partition
PΠ of X ×Y define the probability distribution ν : PΠ → [0, 1] as ν(R) := µ(R) for all
R ∈ PΠ. Using Shannon’s Theorem (Fact 4.2.5) one obtains
D
µ
(Π) = Lν(C) ≥ Lν(PΠ) ≥ H(ν) = H(Π(X,Y )) = ICµ(Π) ≥ ICdet,µ0 (f) ,
where (X,Y ) ∼ µ. As ǫ can be made arbitrarily small, the theorem follows. 
Definition 4.2.7. For p = (p1, . . . , pl) with 0 ≤ p1, . . . , pl ≤ 1 and
∑




i∈[l] pi · log (1/pi) +
(











i∈[l] pi = 1 this reduces to the standard definition of Shannon entropy for
the probability distribution (p1, . . . , pl).
The following Lemma 4.2.8 is needed below. Although it is a special case of the
well-known chain rule (H(X,Y ) = H(X) + H(Y | X)), we also state and prove it here
for the sake of completeness:
Lemma 4.2.8. Let (p1, . . . , pl) be a probability weight vector (i. e.
∑
i∈[l] pi = 1), and






























































1 − q )j∈[l]−I
)
.
Equation (4.2.10) is a special case of (4.2.9). Equation (4.2.11) follows from (4.2.9),
(4.2.10) and H(q) = H(1 − q). 
From information theory we know that the entropy of a weight distribution on the
leaves of a (protocol) tree is a lower bound for the minimal average (protocol) depth.
For codes an optimal upper bound can be realized using Huffman trees. There, the step
from a distribution to a code is almost trivial. In contrast, the tight relationship be-
tween the minimal average protocol depth (average case deterministic communication
complexity) and the minimal entropy of a protocol induced weight distribution (aver-
age case deterministic information complexity) shown below is far from obvious. Of
course, the Huffman construction does not work here. Instead, we present a balancing
technique analogous to the one used to establish Fact 3.2.6.
Theorem 4.2.12. Let f : X × Y → Z be a function, and let µ be a probability




· ICdet,µ0 (f) + 3 .
Proof. Let Π be a deterministic protocol computing f . From Π we build another
protocol AΠ(p), which is more balanced than Π according to the probability distribu-
tion p : LΠ → [0, 1]: Each player knows Π, p and his part of the input. The players
proceed as follows, distinguishing between three cases:
Case 1 : There exists a leaf l ∈ LΠ such that p(l) = 1. Each player sends one bit
telling if his part of the input is compatible with Rl = Al × Bl, i.e. x ∈ Al, y ∈ Bl.
If this is the case, the players take the value zl of l in Π as the function value and
stop the protocol. (2 bits of communication.) Otherwise, they know that they have
a zero-weight input. They start Π to determine the function value. (No average case
cost.)
Case 2 : There exists a leaf l ∈ LΠ such that 23 < p(l) < 1. Again, each player sends
one bit telling if his part of the input is compatible with Rl = Al × Bl. If this is the
case, the players take the color zl of l in Π as the function value and stop the protocol.
(2 bits of communication.)
Otherwise the players recursively proceed with AΠ(p|¬l) on their input, where for
v ∈ VΠ the probability distribution p|¬v : LΠ → [0, 1] is defined as
p|¬v(l) :=
{
0 , if l is a leaf of the subtree of Π induced by v,
p(l)
1−p̃(v) , otherwise.
(As stated above, p̃(v) abbreviates the sum of the weights of the leaves below v.)
Case 3 : For all l ∈ LΠ : p(l) ≤ 23 . The players choose a node v ∈ VΠ that satisfies
1
3 ≤ p̃(v) ≤ 23 . Such a node exists, since all leaves have weight less than 23 . (Beginning
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at the root they follow a path choosing in each step the son with bigger weight until
they reach a node v with 13 ≤ p̃(v) ≤ 23 .) Each player sends one bit telling if his part
of the input is compatible with Rv. If this is the case, the players recursively proceed




p̃(v) , if l is a leaf of the subtree of Π induced by v,
0 , otherwise.
Otherwise, i. e. if (x, y) /∈ Rv, the players recursively proceed with AΠ(p|¬v) on their
input.
Let p : LΠ → [0, 1] be a probability distribution on LΠ, and let µp be the corre-
sponding probability distribution on the inputs, i. e. µp(x, y) :=
p(l)
|Rl|
if (x, y) ∈ Rl .
Denote by D(p) the µp-average case deterministic communication cost of AΠ(p). The
following recurrence is immediate from the construction.
1. If there exists a leaf l ∈ LΠ such that p(l) = 1, then D(p) = 2.
2. If there exists a leaf l ∈ LΠ such that 23 < p(l) < 1, then
D(p) = 2 + (1 − p(l)) · D(p|¬l) .
3. If for all l ∈ LΠ : p(l) ≤ 23 , then
D(p) = 2 + p̃(v) · D(p|v) + (1 − p̃(v)) · D(p|¬v) .
We prove by induction on nz(p) := |{l ∈ L(Π) | p(l) > 0}| that
(4.2.13) D(p) ≤ 2
H(1/3)
· H(p) + 3 .
The base case nz(p) = 1 is trivial, as in Case 1 one has D(p) = 2. In the induction
step nz(p) > 1 Cases 2 and 3 can occur:
Case 2 :




· (1 − p(l)) · H(p|¬l) + 2 + (1 − p(l)) · 3
≤ 2
H(1/3)












· H(p) + 3 .
Case 3 : Observe that H(1/3) ≤ H(p̃(v)) for 13 ≤ p̃(v) ≤ 23 . This entails






p̃(v) · H(p|v) + (1 − p̃(v)) · H(p|¬v) + H(1/3)
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· H(p) + 3 .
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For every ǫ > 0 there exists a deterministic protocol Π computing f such that
ICdet,µ0 (f) = IC
µ(Π) − ǫ. We define ν : LΠ → [0, 1] as ν(l) := µ(Rl). Note that AΠ(ν)
is a deterministic protocol that computes f , and that LΠ = LAΠ(ν). Thus,



















ICdet,µ0 (f) + ǫ
)
+ 3 .
As ǫ can be made arbitrarily small, the theorem follows. 
Note that the result can be easily extended to the k-player NIH and NOF models
of communication complexity, see (Kushilevitz & Nisan 1997, Chapter 6). Instead of
the multiplicative factor 2, one gets a factor of k.
4.3 Lower bounds for public coin Las Vegas
communication complexity
In this section we use the information-theoretical lower bound derived in Theorem 4.2.6
to show improved lower bounds for Rpub0 (f) by the rectangle size method as defined
in Section 3.3.
Combining the results in Fact 3.3.3, Fact 3.1.31 and Fact 3.1.22 one obtains
Fact 4.3.1. Let f : X ×Y → B be a Boolean function with |X |, |Y| ≤ 2n. Then there
exists a constant C ≥ 1 such that




Rpub0 (f) + logn
)
by Fact 3.1.22. Thus, there exists a constant C such that
Rpub0 (f) = Ω (R0(f) − C · logn)
= Ω (N(f) − C · logn)
= Ω (rsm(f) − C · logn) .

Lemma 4.3.2. For every function f we have







Proof. Given an arbitrary function f : X ×Y → Z, let Π, ǫ and ν be defined as in























Again, as ǫ can be made arbitrarily small, the lemma follows. 
The lower bound for Rpub0 obtained in Fact 4.3.1 can be improved by a constant
factor:
Theorem 4.3.3. For every function f we have
Rpub0 (f) ≥ rsm(f) .
Proof. By Yao’s Minimax-principle (Fact 3.1.24) one has












Using the improved bound (Theorem 4.3.3) we now have
Corollary 4.3.4. Rpub0 (f) ≥ N(f) − log n−O(1).
For some functions this yields sharp (nonimprovable) bounds, which could not be
obtained by Fact 4.3.1 alone. In particular, all rectangle size bounds and all fooling
set bounds immediately apply to Rpub0 , no constants involved.
Example 4.3.5. Let the maximum function MAXn, the greater than function, GTn,
the equality function, EQn, the disjointness function, DISJn, and the inner product
function mod 2, IPn, be defined as in Exercises 1.5 and 1.22 and Examples 1.21, 1.23
and 1.25, respectively, in Kushilevitz & Nisan (1997). (The latter will also be discussed
in Section 5.4.) Then Rpub0 (MAXn) ≥ logn and Rpub0 (GTn),Rpub0 (EQn),Rpub0 (DISJn)
> n and Rpub0 (IPn) ≥ n− 1. In Buhrman et al. (2000) a lower bound of n−O(1) was
obtained for IPn via the incompressibility method. ♦
4.4 Concluding remarks
In this chapter we have seen that average case deterministic information complexity
and average case deterministic communication complexity only differ by a constant fac-
tor. Does a similar relation hold for average case randomized information complexity,
i. e.
Open Question 4.4.1. Do we have










The field of structural complexity theory is so broad and rich that we do not make any
attempt to give an overview of this field or at least to list the most important results.
As an excuse, we would like to cite (Hemaspaandra & Ogihara 2002, p. 263), where
they say that
“it would be impossible to define or collect the field’s most important the-
orems ”
in their appendix (A Rogues’ Gallery of Complexity Classes) that has a size of 40 pages!
Instead, for introductions to (parts of) structural complexity we refer the reader to the
excellent monographs of Balcázar et al. (1990, 1995); Du & Ko (2000); Köbler et al.
(1993); Schöning (1986). Good surveys on a variety of topics in this field can be found
in Selman (1988); Selman & Hemaspaandra (1997), especially on counting complexity
in Schöning (1988) and Fortnow (1997), respectively.
To a complexity theorist, structure is meaning. In order to understand computa-
tional resources and their relationships one groups families of problems into complexity
classes that can be solved with a certain computational power stemming from the re-
sources one has added to the model under consideration.
Classically, in structural complexity theory one considers the Turing machine model
and models of Boolean and algebraic circuits. If one adds the resources randomization,
counting or alternation to the Turing machine model, one obtains standard complexity
classes like deterministic polynomial time, P, nondeterministic polynomial time, NP,
co-nondeterministic polynomial time, coNP, bounded error probabilistic polynomial
time, BPP, unbounded error probabilistic polynomial time, PP, parity polynomial
time ⊕P, (Parity-P for short), the polynomial-time hierarchy, PH = ⋃k∈N Σ
p
k, and
polynomial space, PSPACE. By their very definition one obtains a set of standard
inclusions (see Table 5.1.1).
P ⊆ BPP ⊆ PP ⊆ PSPACE ,
P ⊆ NP, coNP ⊆ PH ⊆ PSPACE ,
P ⊆ PP,⊕P ⊆ PSPACE .
Table 5.1.1: Standard inclusions
Many complexity classes are (or can be formulated as) counting classes. These
classes are based on Turing machines that can guess bits together with a fixed accep-
tance mode µ. Let accT (x) and rejT (x) denote the number of accepting and rejecting
computations of T on input x, respectively. Then an input is accepted by T in µ
acceptance mode, if µ(accT (x), rejT (x)) is true. A prominent example of such a count-
ing class is ⊕P, defined by Papadimitriou & Zachos (1983), where it was shown that
⊕P(⊕P) = ⊕P. Here, the acceptance mode gives “true”, if the number of accepting
computations is odd.
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The classes PH and PSPACE can be defined via the concept of alternation:
problems in PH are decidable with a constant number of alternations, problems in
PSPACE with an efficient number (polynomial in the input size). An alternating Tur-
ing machine can guess bits universally and existentially. An input is accepted, if all
successor configurations of a universal guess are accepting, and if for every existential
guess there exists an accepting successor configuration.
One can define operators on complexity classes, e. g. the useful BP-operator, which
was defined by Schöning (1989). Using the BP-operator and a relativized version of
the so-called Valiant-Vazirani-Lemma (see Valiant & Vazirani 1986) Toda (1991) was
able to prove his celebrated theorems establishing the inclusions
PH ⊆ BP · ⊕P ⊆ P(#P) = P(PP) .
They tell us that counting (mod 2) plus the use of a random source is at least as
powerful as the whole polynomial-time hierarchy PH, and that the same applies to
the closure of PP under polynomial time Turing reductions. See also Schöning (1991)
for a proof sketch diaphanously presenting the main ideas.
P ( (?) BPP ( (?) PP ( (?) PSPACE ,
P ( (?) NP, coNP ( (?) PH ( (?) PSPACE ,
P ( (?) PP,⊕P ( (?) PSPACE ,
and what about the pairs NP vs. coNP(?), NP vs. PP(?), NP vs. ⊕P(?),
or PP vs. ⊕P(?), . . .
Table 5.1.2: Unknown inclusion relationships
Research in structural communication complexity started with the work of Babai
et al. (1986), where some analogies between the Turing machine classes mentioned





k , etc. were shown. Interestingly, while (almost) nothing
is known about the standard classes in the Turing machine model (see Table 5.1.2),
almost everything is known about the inclusion relationships between the respective
communication complexity classes (see Table 5.1.3). One of the few exceptions is the
long-standing open problem, whether the polynomial hierarchy is strictly contained in
polynomial space or not.
Pcc ( BPPcc ( PPcc ( PSPACEcc ,
Pcc ( NPcc, coNPcc ( PHcc ,
Pcc ( PPcc,⊕Pcc ( PSPACEcc .
The following pairs are incomparable:
(NPcc, co-NPcc), (NPcc,PPcc), (NPcc,⊕Pcc), (PPcc,⊕Pcc).
Table 5.1.3: Known inclusion relationships
For more ground work, especially on closure properties, the boolean communication
hierarchy, or counting communication complexity classes like MODmPcc, see Halsten-
berg & Reischuk (1990) or Damm et al. (2004). Klauck (2003) established separation
results between the classes MAcc and NPcc, MAcc and APPcc, and APPcc and
PPcc, respectively. In recent research, Buhrman et al. (2007) showed Σcc2 ,Π
cc
2 6⊆ PPcc.
This was improved to Σcc2 ,Π
cc
2 6⊆ UPPcc by Razborov & Sherstov (2008).
30
Because of the distributive nature of communication complexity, formal languages
are defined a bit differently than usual. The set of pairs of strings of equal length is
denoted by B∗∗ := {(x, y) | x, y ∈ B∗, |x| = |y|}. A language L is a subset of B∗∗, its
n-bit section Ln is the set of all pairs (x, y) ∈ L of n-bit words x, y.
A (communication) complexity class is a set of languages. Because our bounds on
communication will use floors, ceilings and logarithms, the set of polynomials is not
expressive enough, and we have to define poly := {f : R+ → R+ | ∃ polynomial p : f ≤
p}, the set of functions with polynomial growth.
A family of functions f := (fn)n∈N, fn : Bn ×Bn → B, can be considered as a family
of characteristic functions that defines a language Lf := {(x, y) ∈ B∗∗ | f|x|(x, y) = 1}.
For the other direction, a language L defines a family of functions χL := (χLn)n∈N,
where χLn : Bn × Bn → B, χLn(x, y) := [(x, y) ∈ Ln].
In the sequel, we often do not distinguish between languages and characteristic
function families. Especially, for a complexity measure M we write M(Ln), where it
should correctly read M(χLn).
We call a protocol over domain Bn×Bn an n-bit protocol. A protocol family (Πn)n∈N
of n-bit protocols Πn decides a language L if each Πn computes the characteristic
function of Ln.
In each structural theory, the standard set of complexity classes is defined based on
the standard set of complexity measures (deterministic, randomized, nondeterministic,
etc.) and a notion of efficiency. In structural communication complexity, if a problem
can be solved with communication complexity polylogarithmically in the input size,
then we consider this as efficient.
Definition 5.1.1 (Some standard classes).
Pcc := {L | ∃p ∈ poly : D(Ln) ≤ p(logn)} ,
BPPcc := {L | ∃p ∈ poly : Rpub1/3 (Ln) ≤ p(logn)} ,
PPcc := {L | ∃p ∈ poly : PP(Ln) ≤ p(logn)} ,
NPcc := {L | ∃p ∈ poly : N1(Ln) ≤ p(logn)} ,
coNPcc := {L | ∃p ∈ poly : N0(Ln) ≤ p(logn)} ,
⊕Pcc := {L | ∃p ∈ poly : ⊕ P(Ln) ≤ p(logn)} .
In the Turing machine model the complexity classes PSPACE and PH are defined
based on the resource “space”. The important observation that these classes can be
defined via alternating Turing machines opened the possibility to define analogous
classes in structural communication complexity.
Definition 5.1.2 (Alternating classes).







Σcck+1 := {L | ∃p ∈ poly : Ak(Ln) ≤ p(logn)} , k ≥ 0 .
From the plethora of function classes we only need the class Sharp-P, #Pcc, in
the sequel. It contains all function families accΠ := (accΠn)n∈N defined by protocol
families Π := (Πn)n∈N of n-bit counting protocols Πn that are efficient, i. e. there
exists a p ∈ poly such that for all n the communication cost of Πn is bounded by
p(logn).
An important concept in structural complexity is relativization. Analogously to or-
acle Turing machines one can define oracle protocols. A deterministic, randomized,
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counting or alternating protocol Π over X ×Y is an oracle protocol with oracle family
O = (Om)m∈N, if Π contains oracle nodes in its protocol tree. Associated with an
oracle node v are two functions av : X → Bmv and bv : Y → Bmv . If Alice and Bob
reach an oracle node v during a computation on input (x, y) ∈ X × Y, they compute
by themselves x′ := av(x) and y′ := bv(y), respectively, and call Omv on (x
′, y′). The
oracle node v has exactly |range(Omv )| many successors. Alice and Bob continue
the computation on one of them according to the returned value Omv (x
′, y′). The
communication cost for each oracle call is ⌈log |range(Omv )|⌉. Relativized communi-
cation complexity classes are defined via efficient oracle protocol families. For example,
Pcc(L′) contains all languages L which can be decided by an efficient protocol family
(Πn)n∈N of deterministic n-bit oracle protocols Πn with oracle family (L′m)m∈N.
Reductions play a central role in structural complexity. In Babai et al. (1986)
different kinds of reductions were defined analogously to the Turing machine model.
In structural communication complexity, many-one reductions defined below are also
called rectangular reductions.
Definition 5.1.3 (Reductions). Let L and L′ be languages.
(i) L is many-one reducible to L′, if there exist a bound b ∈ poly and a family
of function pairs {(fn, gn)}n∈N, fn, gn : Bn → B⌈2
b(log n)⌉, such that for all n-bit
input pairs (x, y) we have
(x, y) ∈ L ⇐⇒ (fn(x), gn(y)) ∈ L′ .
(ii) L is Turing reducible to L′, if L ∈ Pcc(L′).
(iii) L is majority reducible to L′, if there exist bounds b, t ∈ poly and a family of
function pairs {(fn, gn)}n∈N, fn, gn : Bn → B∗, such that for all n-bit input pairs
(x, y) we have
fn(x) = 〈x1, . . . , xt〉 ,
gn(y) = 〈y1, . . . , yt〉 ,
where t ≤ ⌈t(logn)⌉, |xi| = |yi| ≤ ⌈2b(log n)⌉ and
(x, y) ∈ L ⇐⇒ (xi, yi) ∈ L′ for the majority of the
indices i ∈ [⌈t(log n)⌉].
(iv) L is conjunctively reducible to L′, if there exist bounds b, t ∈ poly and a family
of function pairs {(fn, gn)}n∈N, fn, gn : Bn → B∗, such that for all n-bit input
pairs (x, y) we have
fn(x) = 〈x1, . . . , xt〉 ,
gn(y) = 〈y1, . . . , yt〉 ,
where t ≤ ⌈t(logn)⌉, |xi| = |yi| ≤ ⌈2b(log n)⌉ and
(x, y) ∈ L ⇐⇒ (xi, yi) ∈ L′ for all indices i ∈ [⌈t(logn)⌉].
5.2 Complexity class operators
In Section 5.3 we state an operator-theoretical version of the Lemma of Valiant &
Vazirani (1986) that enables us to prove Toda’s Theorems in Section 5.5. In order to
formulate and prove the respective statements we must first define several complexity
class operators and state some of their properties. For readers familiar with such
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operators and their properties this might be a dry topic and they might want to skip
this section.
A careful reader familiar with randomized communication complexity might wonder
why the operators below are defined in a public coin style, i. e. both players get the
same witness/random string. Of course, one can define the operators such that each
player gets his/her own witness/random string (private coin style). The reason is that
these definitions are equivalent, if the operators are simulated by a protocol. Alice
can guess Bob’s witness and send it to him, or she can send him her random string,
because the length of witnesses/random strings is bounded polylogarithmically in the
length of the input.
Definition 5.2.1 (Complexity class operators). For a language L and a bound p ∈
poly we define
∀p(L) := {(x, y) ∈ B∗∗ | ∀w ∈ B⌈p(log |x|)⌉ : (〈x,w〉, 〈y, w〉) ∈ L} ,
∃p(L) := {(x, y) ∈ B∗∗ | ∃w ∈ B⌈p(log |x|)⌉ : (〈x,w〉, 〈y, w〉) ∈ L} ,
Modpk(L) := {(x, y) ∈ B∗∗ | |{w ∈ B⌈p(log |x|)⌉ | (〈x,w〉, 〈y, w〉) ∈ L}| mod k 6= 0},
⊕p(L) := Modp2(L) .
For a communication complexity class C we define
co · C := {L | L ∈ C} ,
∀ · C := {∀p(L) | L ∈ C, p ∈ poly} ,
∃ · C := {∃p(L) | L ∈ C, p ∈ poly} ,
Modk · C := {Modpk(L) | L ∈ C, p ∈ poly} ,
⊕ · C := Mod2 · C .
We also define the communication complexity version of the BP-operator introduced
in Schöning (1989):
A language L is in BP · C if there exist a language L′ ∈ C and a bound q ∈ poly
such that for all n-bit input pairs (x, y) we have
(x, y) ∈ L =⇒ |{r ∈ B⌈q(log n)⌉ | (〈x, r〉, 〈y, r〉) ∈ L′}|/2⌈q(log n)⌉ ≥ 2/3 ,
(x, y) /∈ L =⇒ |{r ∈ B⌈q(log n)⌉ | (〈x, r〉, 〈y, r〉) ∈ L′}|/2⌈q(log n)⌉ ≤ 1/3 .
The following observation shows that the names used for the operators are compati-
ble with the names of classical communication complexity classes, if the operators are
applied to Pcc.
Observation 5.2.2 (Compatibility).
NPcc = ∃ ·Pcc , ModkPcc = Modk · Pcc ,
coNPcc = ∀ ·Pcc , ⊕Pcc = ⊕ ·Pcc ,
BPPcc = BP · Pcc .
Observation 5.2.3. BP · ⊕Pcc = {L | ∃p ∈ poly : BP⊕Ppub1/3 (Ln) ≤ p(logn)}.
We observe the following properties of the communication complexity class opera-
tors. The respective proofs are so easy that we omit most of them for brevity.
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Observation 5.2.4 (Probability amplification). Let C be a communication complex-
ity class closed under majority reductions, and let b ∈ poly. If a language L is in
BP · C, then there exist a language L′ ∈ C and a bound q ∈ poly such that for all n-bit
input pairs (x, y) we have
(x, y) ∈ L =⇒ |{r ∈ B⌈q(log n)⌉ | (〈x, r〉, 〈y, r〉) ∈ L′}|
/
2⌈q(log n)⌉ ≥ 1 − 2−b(log n),
(x, y) /∈ L =⇒ |{r ∈ B⌈q(log n)⌉ | (〈x, r〉, 〈y, r〉) ∈ L′}|
/
2⌈q(log n)⌉ ≤ 2−b(log n) .
Observation 5.2.5 (Inclusion). Let C be a communication complexity class that is
closed under many-one reductions. Then for every operator Op ∈ {∀, ∃,Modk,⊕,BP}
we have C ⊆ Op · C.
Observation 5.2.6 (Monotonicity). Let C and D be two communication complexity
classes such that C ⊆ D. Then for every operator Op ∈ {co, ∀, ∃,Modk,⊕,BP} we
have Op · C ⊆ Op · D
Observation 5.2.7 (Idempotency). Let C be a communication complexity class that
is closed under many-one reductions. Then for every operator Op ∈ {∀, ∃,⊕} we have
Op · Op · C = Op · C
The idempotency of the BP-operator follows from its probability amplification prop-
erty (Observation 5.2.4).
Observation 5.2.8 (Idempotency of BP·). We have BP · BP · C = BP · C for every
communication complexity class C closed under majority reductions.
Observation 5.2.9 (co· vs. · · · ). Let C be a communication complexity class. We
have co · ∃ · C = ∀ · co · C, co · ∀ · C = ∃ · co · C, and co · BP · C = BP · co · C.
Definition 5.2.10 (Intersection & union). Let C and D be communication complex-
ity classes. The class C is closed under D-intersection iff for all A ∈ C and B ∈ D we
have A ∩ B ∈ C, and it is closed under D-union iff for all A ∈ C and B ∈ D we have
A ∪B ∈ C.
Definition 5.2.11 (Normal class). We call a communication complexity class C nor-
mal iff it is closed under Pcc-intersection, Pcc-union, and many-one reductions, and if
it contains Pcc.
Observation 5.2.12 (co· vs. ⊕·). For a normal communication complexity class C we
have co · ⊕ · C = ⊕ · C.
Proof. Let L ∈ ⊕ · C. There exist a bound p ∈ poly and a language L1 ∈ C such
that L = ⊕p(L1). Define
L2 := {(〈x, b1w1〉, 〈y, b2w2〉) | b1, b2 ∈ B, (〈x,w1〉, 〈y, w2〉) ∈ L1} ,
L3 := {(〈x, 1w1〉, 〈y, 1w2〉) | |x| = |y| =: n, |w1| = |w2| = ⌈p(logn)⌉} ,
L4 := {(〈x, 0w1〉, 〈y, 0w2〉) | |x| = |y| =: n,w1 = w2 = 0⌈p(log n)⌉} .
Then L2 is in C, because C is closed under many-one reductions, and L3, L4 ∈ Pcc.
The language L5 := (L2∩L3)∪L4 is in C, because C, as a normal class, is closed under
Pcc-intersection and Pcc-union. Define L′ := ⊕p+1(L5). Clearly, L = L′ ∈ ⊕ · C. 
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Observation 5.2.13. If C is a communication complexity class closed under conjunc-
tive reductions, then ⊕ · C is closed under conjunctive reductions.
Using Observations 5.2.12 and 5.2.13 one can prove the result of Papadimitriou &
Zachos (1983) in the setting of communication complexity as the one for the Turing
machine model. by e. g. translating the proof in (Köbler et al. 1993, p. 125, Proposition
4.8).
Fact 5.2.14 (Papadimitriou & Zachos). Let C be a normal communication complex-
ity class closed under conjunctive reductions. Then ⊕Pcc(⊕ · C) = ⊕ · C.
Swapping lemmata are well-known in the field of structural complexity theory. Be-
low, we give a proof of a lemma of this type for the sake of completeness. The
main ingredient is the probability amplification property of the BP-operator (Ob-
servation 5.2.4).
Lemma 5.2.15 (Swapping). Let C be a communication complexity class closed under
majority reductions. Then ⊕ · BP · C ⊆ BP · ⊕ · C.
Proof. Let L be a language in ⊕ ·BP · C. Then there exist a language L′ in BP · C
and a bound p′ ∈ poly such that L = ⊕p′(L′). As L′ ∈ BP · C and C is closed under
majority reductions we use probability amplification to obtain a language L′′ in C and
a bound p′′ ∈ poly such that
(〈x,w〉, 〈y, w〉) ∈ L′ =⇒ Pr
r
[(〈〈x,w〉, r〉, 〈〈y, w〉, r〉) ∈ L′′] ≥ 1 − 2−l′n−2 , and
(〈x,w〉, 〈y, w〉) /∈ L′ =⇒ Pr
r
[(〈〈x,w〉, r〉, 〈〈y, w〉, r〉) ∈ L′′] ≤ 2−l′n−2 .
for every n-bit input pair (x, y) and witness w. Here, l′n := ⌈p′(log n)⌉, and the
random string r is uniformly drawn from Bl
′′
n , where l′′n := ⌈p′′(logn)⌉. We define
W(x,y) := {w ∈ Bl
′






Goodn,w := {r ∈ Bl
′′
n | ∀(x, y) ∈ (Bn)2 : (〈〈x,w〉, r〉, 〈〈y, w〉, r〉) ∈ L′′ ⇐⇒ w ∈
W(x,y)}. For a fixed w0 we get
Pr
r




[r /∈ Goodn,w0 ] ≤ 2l
′
n · 2−l′n−2 ≤ 1/4 .
Thus, Prr [r ∈ Goodn] ≥ 3/4. The language
L′′′ := {(〈〈x, r〉, w〉, 〈〈y, r′〉, w′〉) | (〈〈x,w〉, r〉, 〈〈y, w′〉, r′〉) ∈ L′′}






















[r ∈ Goodn] ≥ 3/4 ,
where (5.2.16) follows from ((x, y) ∈ L ⇐⇒ |W(x,y)| is odd). The case (x, y) /∈ L is
treated similarly. We conclude L ∈ BP · ⊕ · C. 
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5.3 Valiant-Vazirani-Lemma
The Lemma of Valiant & Vazirani (1986) is a classical result in structural complexity
theory. Valiant and Vazirani observed that if one randomly (using randomness (R))
adds certain clauses ψ(R) to a satisfiable SAT-formula φ, then with non-negligible
probability φ∧ψ(R) has a unique satisfying assignment. Because “1” is an odd number
and SAT is complete for the class NP, we can rephrase the statement in terms of
complexity classes:
Lemma 5.3.1 (Valiant & Vazirani). NP ⊆ RP · ⊕P.
Here, RP · C denotes the closure of C under randomized many-one reductions with
one-sided error.
Is it possible to make an analogous statement in the setting of communication com-
plexity? Of course, it is: the set intersection function, SI, and the inner product
function mod 2, IP, correspond to SAT and ⊕SAT, respectively.
Definition 5.3.2 (Set intersection). The set intersection function is defined as SI :=
(SIn)n∈N, where SIn(x, y) := [ ∃i ∈ [n] : xi = yi = 1 ] for x = x1 · · ·xn and y = y1 · · · yn.
On inputs x = x1 · · ·xn and y = y1 · · · yn Alice and Bob randomly reduce SIn to
IPn as follows: first of all, they randomly choose a natural number k. The “right”
k would obey 2k−2 ≤ |S| ≤ 2k−1, where S := {i ∈ [n] | xi = yi = 1}. Then they
randomly choose a pairwise independent hash function h : [n] → {0, 1}k that selects a
subset Sh := {i ∈ [n] | h(i) = 0k} of the indices [n]. They call IPn on x′ = x′1 · · ·x′n
and y′ = y′1 · · · y′n, where x′i := xi for i ∈ Sh, and 0 otherwise; analogously for y′i. With
non-negligible probability there is a unique index i ∈ Sh satisfying x′i = y′i = 1. Thus,
we have obtained
Lemma 5.3.3 (Valiant & Vazirani). NPcc ⊆ RP · ⊕Pcc.
As we have seen, it was no problem to prove a Valiant-Vazirani-Lemma in commu-
nication complexity. But what about the relativized version?
Open Question 5.3.4. Let A be a language. Do we have
NPcc(A) ⊆ RP · ⊕Pcc(A) ?
Relativization seems to destroy the possibility to construct an efficient reduction.
Let ΠA := (ΠAn )n∈N be an oracle protocol family for a language L ∈ NPcc(A). Then
ΠAn may have 2
polylog(n) many oracle nodes. Thus, the different oracle answers might
lead to 22
polylog(n)
many different partitions of the input space. A simple many-one
reduction via characteristic vectors does not seem to work.
This problem can be circumvented by the use of complexity class operators. We will
prove Toda’s Theorem in the setting of communication complexity in Section 5.5 via
the respective complexity class operators and the following operator-theoretical version
of the Valiant-Vazirani-Lemma.
Lemma 5.3.5 (Valiant & Vazirani). Let C be a normal communication complexity
class closed under conjunctive reductions. Then ∃ · C ⊆ BP · ⊕ · C.
Proof. The proof is an adaptation of an algebraic proof due to Fortnow in (Fortnow
1997, p. 88, Lemma 3.12): Let L be a language in ∃ · C. There exist a language L′ ∈ C
and a bound p ∈ poly such that L = ∃p(L′). Define ln := ⌈p(logn)⌉. We fix an
input (x, y) ∈ L, |x| = |y| = n. Let S := {w ∈ Bln | (〈x,w〉, 〈y, w〉) ∈ L′} be the set
of witnesses of (x, y) and d := |S| its size. We pick a natural number m such that
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log(2lnd) < m ≤ log(4lnd) and encode the witnesses as polynomials over F := F2m ,
the finite field with 2m elements. We then consider pairs (a, b) ∈ F 2 and show that
for a sizable fraction of them there will be exactly one polynomial p representing a
witness such that p(a) = b. The statement follows by choosing m, a and b at random.
For a string s = s1 · · · sl we define the polynomial ps(X) :=
∑l
i=1 siX
i−1. We fix a
witness w in S. An element a of F is called w-good, if for all witnesses w′ 6= w in S
we have pw(a) 6= pw′(a). Since pw and pw′ can agree on at most ln elements, there
are at least |F | − lnd many w-good elements in F . Consider the set Aw containing all
pairs (a, pw(a)) for w-good elements a. The sets Aw and Aw′ are disjoint for different
strings w and w′. Define A :=
⋃
w∈S Aw. Then |A| ≥ d(|F | − lnd). We define the
language L′′ in C by
L′′ := {(〈〈x, r〉, w〉, 〈〈y, r〉, w〉) | n := |x| = |y|, r = 〈m∗, a, b〉,m∗ ∈ [2ln],
a, b ∈ F2m∗ , |w| = ln, pw(a) = b, (〈x,w〉, 〈y, w〉) ∈ L′} ,
where r = 〈m∗, a, b〉 means that we use r as an encoding of a natural number m∗ and
field elements a and b. Furthermore, define L′′′ := ⊕p(L′′) ∈ ⊕ · C.
If (x, y) /∈ L then for all w and r the pair (〈〈x, r〉, w〉, 〈〈y, r〉, w〉) is not in L′′, and
thus (x, y) /∈ L′′′.
If (x, y) ∈ L then with probability 1/2ln we have m = m∗ as m ≤ log 4lnd ≤ 2ln.
In case m = m∗ the size of A is at least lnd2, the size of F 2 is at most 16l2nd
2. If we
choose (a, b) at random in F 2 we have a 1/16ln chance of being in A. Thus, for fixed
input (x, y) the probability of choosing r at random such that m = m∗ and (a, b) ∈ A
is at least 1/32l2n. In this case there is exactly one witness w for (〈x, r〉, 〈y, r〉) showing
(x, y) ∈ L′′′.
The class ⊕·C is closed under majority reductions by Fact 5.2.14. Thus, probability
amplification is possible, and we get L ∈ BP · ⊕ · C. 
5.4 A protocol with few alternations for the inner
product function mod 2
In this section we want to develop an alternating protocol with few alternations for
the inner product function mod 2.
Definition 5.4.1 (Inner product function mod 2). The inner product function mod
2, IP := (IPn)n∈N, is defined as IPn(x, y) :=
∑
i∈[n] xiyi mod 2, where x = x1 · · ·xn
and y = y1 · · · yn.
For the moment, let LIP denote the language corresponding to IP. It is complete
for the class ⊕Pcc under many-one reductions. This is one of many reasons why the
inner product function mod 2 has been studied extensively:
In (Kushilevitz & Nisan 1997, p. 12, Exercise 1.25) it was shown that R0(IPn) ≥
N0(IPn) ≥ n − 1 using the rectangle size method. This implies LIP /∈ coNPcc. The
lower bound Rpub0 (IPn) ≥ n−1 for the public coin model was shown in (Dietzfelbinger
& Wunderlich 2007, p. 249, Example 3.7).
The distributional communication complexity of IP was studied in Chor & Goldreich
(1988) improving on a result of Vazirani (1987). See also (Babai et al. 1986, p. 345,
Lemma 9.3, Corollary 9.4). A proof similar to Chor & Goldreich (1988) was given
in (Kushilevitz & Nisan 1997, p. 39, Example 3.29; p. 40, Exercise 3.30) that shows
R 1
2−ǫ
(IPn) ≥ n−O(log 1ǫ ) using the discrepancy method. This implies LIP /∈ BPP
cc.
Klauck (2003) showed a strong connection between majority covers and the discrepancy
method. Thus, the result above actually gives PP(IPn) = Θ(n). This implies LIP /∈
PPcc. In the work of Forster (2002), a linear lower bound was established in the
unbounded error communication complexity model, implying even LIP /∈ UPPcc.
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Lemma 5.4.2. Let x = x1 · · ·xn and y = y1 · · · yn be inputs. Divide them into an odd
number k of blocks, i. e. x = x(1) · · ·x(k) and y = y(1) · · · y(k). Then for b ∈ {0, 1} the
following are equivalent:
(i) IPn(x, y) = b.
(ii) There exists an odd number S ⊆ [k] of blocks such that IP(x(i), y(i)) = b for
i ∈ S and IP(x(j), y(j)) = 1 − b for j ∈ S.











IP(x(j), y(j)) mod 2
= |S| · b+ |S| · (1 − b) mod 2 = b .
(i) =⇒ (ii) : Define S := {i ∈ [k] | IP(x(i), y(i)) = b}. By the assumption, we have
b = IPn(x, y) = |S| · b+ |S| · (1− b) mod 2. If b = 0 then |S| is even, implying |S| odd.
If b = 1 then |S| mod 2 = 1. 
The simple lemma above leads to a “divide and conquer”-strategy to compute the
inner product function mod 2 with few alternations. This is implemented in Protocol
Ik(s, t, b) (Algorithm 1).
Observation 5.4.3. On n-bit inputs x = x1 · · ·xn and y = y1 · · · yn the protocol
Ik(s, t, b) accepts ⇐⇒ IPt−s+1(xs · · ·xt, ys · · · yt) = b .
Thus, the protocol Ik(1, n, 1) computes IPn(x, y).
Proof. The correctness of the protocol follows from Lemma 5.4.2 by induction on
t− s+ 1. 
There are two alternations in each round of the protocol, and the number of rounds
is bounded by t = logn/ log k. If we choose an odd natural number k of size (log n)O(1),
then the communication cost in each round is O(k) bits, and the number of alterna-
tions is O(logn/ log logn), substantially less than allowed. Recall that PSPACEcc
was defined as the class of languages which can be recognized with protocols using
(logn)O(1) communication and (logn)O(1) many alternations. Especially, the number
of alternations is allowed to be proportional to the communication cost.
We consider this as some evidence that the class ⊕Pcc is much “easier” than the
class PSPACEcc, because the ⊕Pcc-complete problem LIP needs so few alternations.
Finally, we conjecture that even the class BP ·⊕Pcc is much “easier” than PSPACEcc,
because Schöning’s generalization BP · C ⊆ ∃ · ∀ · C ∩ ∀ · ∃ · C of the classical result of
Lautemann, which is easily transferred into the communication complexity context,
tells us that randomization with bounded error can be replaced with just two additional
alternations.
5.5 Toda’s Theorems
In this section we want to prove Toda’s remarkable theorems (see Toda 1991) in the
setting of communication complexity. This result was claimed by Lokam (2001) with-
out proof. We give a definition of the polynomial hierarchy suitable for these purposes
based on the complexity class operators defined in Section 5.2. Note that this defini-
tion of the polynomial hierarchy is equivalent to the one given in Babai et al. (1986)
and the one given in Section 5.1.
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Algorithm 1: Protocol Ik(s, t, b)
Input: Alice has x = x1 · · ·xn and Bob has y = y1 · · · yn
Data: Both know s, t, b and the odd natural number k
if (k ≥ t− s+ 1) then
begin
/* Trivial protocol: Alice sends her input; both compute the
value by themselves. */
Alice and Bob compute b′ := IPt−s+1(xs · · ·xt, ys · · · yt) using the trivial
protocol;
/* They return 1, if b equals b′, and 0 otherwise: */




/* Alice guesses the following strings and sends them to Bob:
*/
Guess existentially S ⊆ [k], |S| odd;
Guess universally i ∈ S;
Guess universally j ∈ S;
Guess universally h ∈ {i, j};
/* Both compute for themselves (no communication)
d := t− s+ 1 , s1 := s+ (h− 1) ·B ,
B := ⌈d/k⌉ , t1 := min{t, h ·B} ,
b1 :=
{
b , h = i ,
1 − b , h = j .
*/









k , where each level is defined as
Σcc0 := P
cc ,
Σcck+1 := ∃ · co · Σcck .
Toda’s First Theorem 5.5.2. PHcc ⊆ BP · ⊕ · Pcc.
Proof. The proof is analogous to the one in the Turing machine setting. We prove
Σcck ⊆ BP · ⊕ · Pcc by induction on k:
Case k = 0: The class Pcc is closed under many-one reductions. The class ⊕ · Pcc
is also closed under many-one reductions by Fact 5.2.14, because Pcc is closed under
Pcc-intersection, Pcc-union, and conjunctive reductions. Thus, Σcc0 = P
cc ⊆ ⊕ ·Pcc ⊆
BP · ⊕ ·Pcc by the inclusion property of the ⊕- and BP-operator (Observation 5.2.5),
respectively.
Case k → k + 1: We have
Σcck+1 = ∃ · co · Σcck(5.5.3)
⊆ ∃ · co · BP · ⊕ · Pcc(5.5.4)
= ∃ · BP · co · ⊕ · Pcc(5.5.5)
= ∃ · BP · ⊕ · Pcc(5.5.6)
⊆ BP · ⊕ · BP · ⊕ ·Pcc(5.5.7)
⊆ BP · BP · ⊕ · ⊕ ·Pcc(5.5.8)
= BP · BP · ⊕ · Pcc(5.5.9)
= BP · ⊕ · Pcc .(5.5.10)
(5.5.3) By Definition 5.5.1.
(5.5.4) By the induction hypothesis for Σcck and monotonicity (Observation 5.2.6) of the
operators co· and ∃·.
(5.5.5) By Observation 5.2.9.
(5.5.6) By closure under complement of ⊕ ·Pcc (Observation 5.2.12).
(5.5.7) By the Valiant-Vazirani-Lemma (Lemma 5.3.5). Its application is possible, be-
cause BP · ⊕ ·Pcc is normal and closed under conjunctive reductions.
(5.5.8) By the Swapping-Lemma (Lemma 5.2.15) and monotonicity of the BP-operator
(Observation 5.2.6). The Swapping-Lemma can be applied, because ⊕ · Pcc is
closed under majority reductions.
(5.5.9) By idempotency of the ⊕-operator (Observation 5.2.7).
(5.5.10) By idempotency of the BP-operator (Observation 5.2.8). This holds because
⊕ ·Pcc is closed under majority reductions.

For the Turing machine model the fact below was established in Angluin (1980).
Fact 5.5.11 (Angluin). Pcc(PPcc) = Pcc(#Pcc).
Proof. The proof is analogous to the one in the Turing machine setting. Alice and
Bob can compute every #Pcc-function f by binary search with polylog communication
asking oracle queries to Graph≤(f) ∈ PPcc, where
Graph≤(f) := {(〈x, v〉, 〈y, v〉) | (v)2 ≤ f(x, y)} ,
and (v)2 is the binary value of the string v. 
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Toda’s Second Theorem 5.5.12. BP · ⊕Pcc ⊆ Pcc(#Pcc).
Proof. The proof is analogous to the one in the Turing machine setting. If Π :=
(Πn)n∈N is an efficient family of counting protocols with accΠ := (accΠn)n∈N in #P
cc,
and if we choose p ∈ poly, then there exists an efficient family of counting protocols
Π′ := (Π′n)n∈N such that accΠ′n(x, y) = (1 + accΠn(x, y)
⌈p(log n)⌉)⌈p(log n)⌉, and accΠ′ is
in #Pcc, because the class #Pcc contains all constant functions and is closed under
addition and multiplication. 
We close this section with a corollary summing up the previous results.
Corollary 5.5.13.
(5.5.14) PHcc ⊆ BP · ⊕Pcc ⊆ Pcc(#Pcc) = Pcc(PPcc) ⊆ PSPACEcc .
5.6 Approximate rank
In this section we define notions of approximate F-rank for fields F, which to the
author’s knowledge have not been defined before. Especially, we are interested in
approximate F2-rank and approximate R-rank, because the logarithm of the first one
characterizes the BP-Parity-P complexity and the logarithm of the second one is a
lower bound method for bounded error randomized communication complexity.
Definition 5.6.1 (Approximate F-rank). Let F be a field, let M be a Boolean matrix
with row set X and column set Y, let µ be a probability distribution on X × Y, and
let ǫ ≥ 0 be a real number. The (µ, ǫ)-approximate F-rank of M is defined as
F-rankµǫ (M) := min{F-rank(M̃) | µ(M̃ 6= M) ≤ ǫ, M̃ a Boolean matrix} .
Here, µ(M̃ 6= M) := µ{(x, y) | M̃x,y 6= Mx,y}.
The ǫ-approximate F-rank of M is defined as
F-rank∗ǫ (M) := maxµ
F-rankµǫ (M) .
Example 5.6.2. Let U denote a uniform distribution. We want to give two small
examples.









We can prove that
R-rankU1/9(M) = 3 ,























































= 1 + x .
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(ii) We do not have such a stable behavior for matrices over the field F2: For every
n× n-matrix N over F2 with full rank n we have
F2-rank
U
1/n2(N) = n− 1 .
This can be seen by looking at the determinant of N . First-row-expansion gives






Of course, N (1,i) denotes the matrix N with row 1 and column i deleted.




for all i ∈ I. Complementing a single (1, i0)-entry of N for an i0 ∈ I reduces the rank
by one. ♦
The next theorem shows that the logarithm of approximate F2-rank is a measure
characterizing the BP-Parity-P complexity of a function.
Theorem 5.6.3 (Characterization). Let f be a Boolean function, and let ǫ ≥ 0 be a




f ) ≤ BP⊕Ppubǫ (f) ≤ log F2-rank∗ǫ (Mf ) + O(1) .
Proof. For the lower bound,



































where (5.6.4) holds by Observation 3.1.40, (5.6.5) by Observation 3.1.34, and (5.6.6)
by Fact 3.3.7, respectively. The upper bound can be derived similarly using
⊕P(f̃) ≤ log F2-rank(M f̃ ) + O(1)
of Fact 3.3.7. 
The same argument with R-rank shows
Theorem 5.6.7. Let f be a Boolean function, and let ǫ ≥ 0 be a real number. Then
we have
Rpubǫ (f) ≥ log R-rank∗ǫ (Mf ) .
Thus, we have obtained that the logarithm of the approximate R-rank is a new lower
bound method for bounded error randomized communication complexity. Comparisons
between the logarithm of approximate R-rank and other methods have not been made
yet.
Note that if the logarithmic rank conjecture holds, then bounded error randomized
communication complexity and the logarithm of approximate R-rank are polynomially
tight. So, we ask:
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Open Question 5.6.8 (Optimality). Is it true that none of the known lower bound
methods developed for bounded error randomized communication complexity are bet-
ter than the logarithm of approximate R-rank up to a polynomial gap?
5.7 Matrix rigidity
The concept of (matrix) rigidity was introduced by Valiant (1977) as a tool to derive
lower bounds in circuit complexity. A matrix has high rigidity, if small perturbations,
i. e. changes of a small number of entries in the matrix, do not lower the rank much.
Proving a strong enough lower bound on the rigidity of a matrix implies a non-trivial
lower bound, i. e. a superlinear size or a superlogarithmic depth, on the complexity of
any linear circuit computing the set of linear forms associated with it. Although it has
been shown that most matrices have high rigidity, despite considerable efforts by many
researchers (see e. g. Cheraghchi (2005); Codenotti (2000); Codenotti et al. (2000);
Friedman (1993); Lokam (2000, 2001); Midrijanis (2005); Pudlák (1994); Pudlák &
Rödl (1994); Shokrollahi et al. (1997); de Wolf (2006)) no explicit construction of a
rigid family of matrices over finite fields is known. For infinite fields Lokam (2006) was
able to derive quadratic lower bounds for the rigidity of explicit matrix families using
the concept of (generalized) Smolensky-Shoup-dimension.
In this section we establish an explicit connection between measures of communi-
cation complexity and matrix rigidity. Especially, quadratic lower bounds for rigidity
translate to linear lower bounds in communication complexity. Prior to this work it
was only known that high rigidity of the communication matrices of a concrete function
family implies high AC0-dimension, and thus yields a separation of the communica-
tion complexity classes PHcc and PSPACEcc, see Lokam (2001) for details. To the
best of the author’s knowledge, no formula that yields a tight relationship between
rigidity and a communication complexity measure was known before. We establish
such a relationship here. Using the result of Valiant (1977) that most Boolean ma-
trices over a finite field have high rigidity, together with the correspondence between
the BP-Parity-P complexity and approximate F2-rank, we prove that most Boolean
functions have high, i. e. Ω(n/ logn), BP-Parity-P complexity.
The formal definition of matrix rigidity is given below for the sake of completeness.
We also introduce a variant defined for Boolean matrices we call Boolean rigidity,
where the variation is only over Boolean matrices. In other words, only toggling values
between 0 and 1 is allowed for rank reduction. In contrast, in the original definition
of matrix rigidity, one can reduce the rank of a Boolean matrix by replacing zeros and
ones with arbitrary real numbers.
Definition 5.7.1 (Rigidity). Let M be a matrix over a field F. The (matrix) rigidity
RFM of M is defined as
RFM (r) := min{wt(M̃ −M) | F-rank(M̃) ≤ r, M̃ a matrix over F} ,
i. e. the minimum number of entries in M that must be changed in order to reduce
the rank to r.
Definition 5.7.2 (Boolean rigidity). Let M be a Boolean matrix over a field F. The
Boolean rigidity BFM of M is defined as
BFM (r) := min{wt(M̃ −M) | F-rank(M̃) ≤ r, M̃ a Boolean matrix } .
We observe that both rigidity and Boolean rigidity are monotonically decreasing
functions, i. e.
(5.7.3) r1 ≤ r2 =⇒
(




where M is a matrix over F, and M ′ is a Boolean matrix, respectively. In addition,
we have RFM ′ (r) ≤ BFM ′(r).
Let M be a Boolean n×n-matrix. Obviously, in case µ is a uniform distribution U ,
the close connection between approximate F2-rank and Boolean rigidity is as follows:
(5.7.4) F-rankUǫ (M) ≤ r ⇐⇒ BFM (r) ≤ ǫ · n2 .
In case F = F2 rigidity and Boolean rigidity coincide, and we obtain
(5.7.5) F2-rank
U
ǫ (M) ≤ r ⇐⇒ RF2M (r) ≤ ǫ · n2 .
In case F = R we only obtain one direction
(5.7.6) R-rankUǫ (M) ≤ r =⇒ RRM (r) ≤ ǫ · n2 .
The following corollary relates BP-Parity-P complexity with matrix rigidity, and
comes in handy in the proof of Theorem 5.7.10 below.














f ) ≤ 2BP⊕Ppubǫ (f) .
Then RF2
Mf
(rU ) ≤ ǫ · 22n by (5.7.5). The result follows from (5.7.3). 
Again, the same argument with R-rank shows








In (Valiant 1977, p. 172–173, Theorem 6.4(ii)) showed that over a finite field most
Boolean matrices have high rigidity:
Fact 5.7.9 (Valiant). For all natural numbers n and r with r < n − √2n+ logn a
(1 − 1/n)-fraction of all Boolean n× n-matrices M has rigidity
RF2M (r) ≥
(n− r)2 − 2n− logn
2 logn+ 1
.
Theorem 5.7.10. For n sufficiently large, a (1−1/2n)-fraction of all Boolean functions
f : Bn × Bn → B has BP-Parity-P complexity






Proof. There exists a constant c such that for n sufficiently large a (1 − 1/2n)-
fraction of all Boolean functions f : Bn × Bn → B has rigidity
RF2
Mf





if r ≤ 2n−1. Fix such a function f . Define b(n) := BP⊕Ppub1/4 (f), t(n) := 6 · log(2n/c),
and ǫ(n) := 12 · (34 )t(n)/2. By probability amplification (Fact 3.1.23), we have
BP⊕Ppubǫ(n)(f) ≤ t(n)b(n) .




















t(n)/2 = (2764 )
log(2n/c) < (12 )
log(2n/c) = c2n . We conclude





As mentioned at the beginning of this section, many researchers tried to prove
high rigidity for explicit matrix families without success. Especially, they looked at
Hadamard matrices. A Boolean Hadamard matrix is just the communication matrix
of IP, the inner product function mod 2. (See Definition 5.4.1) The BP-Parity-P
complexity of IP is low (⊕P(IPn) ≤ logn + 2). Thus, one cannot prove high rigidity
for M IPn with techniques that can be applied to RF2 .
5.8 Quasi-random graphs
We investigate a new connection between communication complexity and the fascinat-
ing field of quasi-random graphs (see e. g. Chung et al. 1989). We think that problems
based on adjacency questions about quasi-random graph families have high BP-Parity-
P complexity, and thus are good candidates for separating the polynomial hierarchy
from polynomial space.
While Chung & Tetali (1993) have shown that high communication complexity leads
to quasi-randomness, we prove that under certain conditions the opposite direction
holds, too! Unfortunately, we cannot prove lower bounds for the BP-Parity-P com-
plexity, but we are able to show that the Parity-P complexity of such problems is
lower bounded by log(1/P (n)) − O(1), where P (n) denotes the edge density of the
graph family. Thus, known constructions of sparse quasi-random graph families like
Erdös-Renyi graphs (defined below) yield many explicit problems provably outside of
the class Parity-P.
5.8.1 Basic definitions
Let G := (Gn)n≥1 be a D-regular family of graphs such that Gn is a D(n)-regular







= 2 · D(n)
N(n) − 1 .
We only consider graph families with P (n)N(n) → ∞ for n→ ∞.
Graph families define problems in communication complexity. For a graph G let
EDGEG denote the Boolean function such that the communication matrix of EDGEG
equals the adjacency matrix of G. (In other words, Alice has x ∈ V (G), Bob has y ∈
V (G), and they want to know if {x, y} ∈ E(G).) Then, a graph family G := (Gn)n∈N
defines a family EDGEG := (EDGEGn)n∈N of Boolean functions.
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Definition 5.8.1 (Discrepancy). A graph family G has the discrepancy property
DISC(1), if for all subsets X,Y ⊆ V (Gn) we have





Graph families with the discrepancy property have been thoroughly studied in the
theory of quasi-random graphs. For space reasons, we do not make any attempt to
give an introduction into this fascinating field but we refer the reader to e. g. Chung
& Graham (2002) and Krivelevich & Sudakov (2006) as possible starting points.
From here on, we call a graph family quasi-random, if it has the discrepancy property.
A quasi-random graph family is dense, if D(n) = Θ(N(n)), and sparse, if D(n) =
o(N(n)).
5.8.2 Almost superregular problems
In our opinion, what makes sparse quasi-random graph families amenable to high lower
bounds in communication complexity are their superregularity properties.
Definition 5.8.2 (Almost superregular). Let A,B : N → N be functions, and let
M := (Mn)n∈N be a family of matrices Mn : Xn × Yn → F over a field F such that
|Xn| = |Yn| =: N(n). We call the family M almost (A, B)-superregular over F, if for
every A(n) ×A(n)-submatrix K of Mn we have F-rank(K) ≥ B(n).
We call a function family (fn)n∈N almost (A, B)-superregular over F if the corre-
sponding family (Mfn)n∈N of communication matrices is almost (A, B)-superregular
over F.
Of course, the definition above only makes sense for B ≤ A. Superregular matrices
(over F) were defined in Valiant (1977) as matrices such that every quadratic submatrix
has full rank (over F). Thus, for N(n) := 2n, a family of superregular N(n) × N(n)-
matrices over F is almost (A, A)-superregular over F for every function A.
Unfortunately, in contrast to what was suggested (without proof) in (Hoory et al.
2006, p. 11–12), families of Boolean superregular matrices over a fixed finite field do
not exist.
Theorem 5.8.3. For every fixed finite field F there do not exist families of superreg-
ular matrices.
Proof. First of all, we consider Boolean families over the field F = F2. Assume
that there exists a superregular family (Mn)n∈N of Boolean n×n-matrices. We define
K(n) := n ,
N(n) := 2K(n)+2 logK(n) .
Choose an arbitrary natural number n0 ≥ 21. The matrix W := MN(n0) is an edge
coloring of the biclique KN(n0),N(n0). Bipartite Ramsey theory (see e. g. the result
of Conlon (2008) or prior work) tells us that in this big biclique there exists a small
biclique KK(n0),K(n0) that is monochromatic under W . This means that W contains
an n0×n0-submatrix T consisting of zeros only, or ones only. Thus, F-rank(T ) ∈ {0, 1}
in contradiction to the superregularity property implying F-rank(T ) = n0 ≥ 21.
The same argument can be applied to matrices defined over an arbitrary fixed finite
field F. Then, one has to use |F|-colorings instead of 2-colorings and the bound N is
higher. 
But almost (A, B)-superregular matrix families exist for certain functions A and
B over every finite field. As the reader might have already guessed, such families are
given by the adjacency matrices of sparse quasi-random graph families.
Almost superregularity over the field of real numbers can be elegantly proven via
spectral techniques. For this, we define
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Definition 5.8.4 (Matrix norms). Let A be a complex n× n-matrix.
(i) The spectral norm of A is defined as ||A|| := maxx 6=0 ||Ax||/||x||.
(ii) The Frobenius norm of A is defined as ||A||F :=
√∑
i,j |Ai,j |2.
Definition 5.8.5 (Hamming-weight). For a matrix M over a field F we define the
Hamming-weight of M , wt(M), as the number of nonzero entries in M .
Definition 5.8.6 (Approximate Hamming-weight). Let θ > 0 be a real number. For
a Boolean n×n-matrix A we define the θ-approximate Hamming-weight of A, w̃tθ(A),
as the minimum Hamming-weight of a (θn) × (θn)-submatrix of A.
In other words, we consider all (θn) × (θn)-submatrices, count the number of ones
in them, and take the minimum.
Lemma 5.8.7. Let f := (fn)n∈N, fn : Bn ×Bn → B, be a family of Boolean functions.








Proof. A basic fact from linear algebra (see e. g. Lokam 2001) is that for every
submatrix B of a matrix A we have R-rank(B) ≥ ||B||2F /||A||2. Note that for a
Boolean matrix B we have ||B||2F = wt(B). 
Theorem 5.8.8. Let G := (Gn)n∈N be a D-regular quasi-random graph family with






Proof. Let Mn := AGn . First of all, ||Mn|| = D(n), because Gn is D(n)-regular.
Let B be a (θN(n)) × (θN(n))-submatrix of Mn that realizes w̃tθ(Mn). By the dis-
crepancy property, we have
wt(B) = (1 + o(1)) · P (n) · (θN(n))2
≈ 2θ2D(n)N(n) , for n large.
Applying Lemma 5.8.7 yields the lower bound. 
The next theorem shows that the result above also holds for the field F2. Of course,
it is proved in a different way, because we do not have spectral techniques over F2.
Theorem 5.8.9. Let G := (Gn)n∈N be a D-regular quasi-random graph family with






Proof. Let n be sufficiently large. Let Mn := AGn , and define A := θN . Consider
an arbitrary A(n) × A(n)-submatrix T of Mn. We want to show that T has a high
F2-rank. Let U and V be the subsets of V (Gn) of size A(n) that correspond to the
rows and columns of T , respectively. By the discrepancy property of G we have
e(U, V ) ≈ P (n) · (A(n))2 ≈ 2θ2D(n)N(n) .
There exists a subset V ′ ⊆ V of size ≈ 2θ2N(n) such that e(U, v) ≥ 1 for every v ∈ V ′,
because of
|V ′|D(n) ≥ e(U, V ′) = e(U, V ) ≈ 2θ2D(n)N(n) .
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Let T ′ be the submatrix of T , where the columns are restricted to V ′. We successively
permute rows and columns of T ′ in order to obtain a “stair” of ones starting with
the stairhead in the upper left corner and going down, where each stair has length
≤ D(n). Thus, the number of stairs is at least ≈ (2θ2N(n))/D(n) implying that
B(n) := F2-rank(T ) ≥ F2-rank(T ′) ≈ 2θ2 D(n)N(n) , for n sufficiently large. We conclude
that the family EDGEG is almost (A,B)-superregular over F2.
Now, we permute T ′: Take the first column v1 ∈ V ′. By definition of V ′ there
exists a row u1 ∈ U that is a neighbor of v1. Take u1 as the new first row. It has
t1 ≤ D(n) neighbors v1, . . . , vt1 in V ′. Permute the columns such that these neighbors
form the first t1 columns of T ′. We created the first stair. Now, take a column
vt1+1 ∈ V ′−{v1, . . . , vt1} and continue this process to create the next stairs. This can
be done at least |V ′|/D(n) many times. 
5.8.3 Lower bounds
The results obtained in the last subsection yield strong lower bounds for worst case
deterministic and parity communication complexity.
Given two function families f := (fn)n∈N and g := (gn)n∈N, we call fn : X ′n × Y ′n →
Zn a large subfunction of gn : Xn × Yn → Zn, if there exists a constant real number
θ > 0 such that fn is the restriction of gn to X ′n × Y ′n for sets X ′n ⊆ Xn, |X ′n| ≥ θ|Xn|,
and Y ′n ⊆ Yn, |Y ′n| ≥ θ|Yn|, respectively.
Theorem 5.8.10. For a quasi-random D-regular graph family G := (Gn)n∈N with
edge density P we have






This also holds for every family of large subfunctions of EDGEG .
Proof. Follows from Theorem 5.8.8 and Fact 3.3.5. 
Interestingly, the right hand side looks like an entropic quantity.
This lower bound cannot be tight for worst case deterministic communication com-
plexity, because it is actually a lower bound for the Parity-P complexity.
Theorem 5.8.12. For a quasi-random D-regular graph family G := (Gn)n∈N with
edge density P we have






This also holds for every family of large subfunctions of EDGEG .
Proof. Follows from Theorem 5.8.9 and Fact 3.3.7. 
There are a variety of constructions of sparse quasi-random graph families that
have appeared in the literature. We exemplify our lower bound method with so-called
Erdös-Renyi graphs that arise from finite geometries.
Definition 5.8.14 (Erdös-Renyi graphs). Let q be a prime power. We define the q-
th Erdös-Renyi graph, ERq, as follows: Let V (ERq) be the points of a projective plane
over Fq. Nodes x = (x0, x1, x2) and y = (y0, y1, y2) are adjacent if x0y0+x1y1+x2y2 =
0 in Fq.
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Fact 5.8.15. The q-th Erdös-Renyi graph has |V (ERq)| = (q3−1)/(q−1) = q2+q+1
many nodes. It isD(q)-regular with D(q) := (q2−1)/(q−1), and it has the discrepancy
property for P (q) := (q + 1)/(q2 + q + 1).
Because of P (N(n)) = Θ(1/N(n)), we obtain
Corollary 5.8.16. ⊕P(EDGEER2n ) ≥ n−O(1) .
We note that similar high lower bounds can be obtained for explicit families based
on Delsarte-Goethals-Turyn graphs, generalized Erdös-Renyi graphs (defined over the
projective geometry of dimension t ≥ 2), certain incidence graphs of generalized m-
gons, Ramanujan graphs, or projective norm graphs. See (Krivelevich & Sudakov 2006,
p. 22–29) for details.
5.9 Concluding remarks
In this chapter we learned why Toda’s Theorems are so important in communica-
tion complexity: the first one provides a complexity class, BP-Parity-P, between two
alternating classes we want to separate, and this intermediate class is not based on al-
ternation. We were able to develop a measure, namely approximate F2-rank, that char-
acterizes BP-Parity-P. The tight connection between this measure and matrix rigidity
over F2 led to concentration of measure results for the BP-Parity-P complexity. This
is in contrast to previous work, where it was not clear how notions of rigidity were
related to complexity classes. We were also able to prove that approximate R-rank is
a lower bound method for bounded error randomized communication complexity with
a tight connection to Boolean rigidity over R. We think that it is much easier to prove
high Boolean rigidity over R than to prove high (classically defined) rigidity over R,
because the allowed changes are so severely restricted. In the last section we have
shown that adjacency problems about sparse quasi-random graphs lead to problems
with high Parity-P complexity. We think that such lower bounds also hold for the
BP-Parity-P complexity.
Open Question 5.9.1. Let G := (Gn)n∈N be a quasi-random D-regular graph family
with edge density P . Do we have











Consider a 0-1-matrix M : X × Y → {0, 1} with row set X and column set Y. We
call a 1-chromatic (combinatorial) rectangle nonextendible in M , if adding rows or
columns to R leads to a rectangle that is no longer 1-chromatic in M . With M we
associate a graph G(M), the cover-structure graph (cs-graph) of M . Its vertices are
all nonextendible rectangles in M , and there is an edge between two (nonextendible)
rectangles R and S, respectively, if R and S have non-empty intersection, i. e. R∩S 6=
∅. First of all, we are interested in the class csg of cs-graphs. Among our main
findings are proofs that squares C4, odd holes C2n+1, n ≥ 2, gem, star and watch
graphs (see Figure 6.2.3) are not cs-graphs. Interestingly, even holes C2n, n ≥ 3, are
cs-graphs. Unfortunately, we are unable to give a characterization of csg, but more
can be said, if we look at a subclass of csg, namely the class beautiful of beautiful
graphs. Those graphs are defined by the property that each induced subgraph is a cs-
graph. By definition, beautiful contains square-free Berge graphs. (For a definition
of the latter, see the next subsection.) The class beautiful is incomparable to existing
classes of Berge graphs (see Table 6.3.1). We are able to show that every square-free
bipartite graph is beautiful, and we are also able to characterize beautiful line graphs
of square-free bipartite graphs. It turns out that the latter are just Path-or-Even-
Cycle-of-Cliques graphs (see Definition 6.3.8).
6.1.2 Perfect graphs
Shannon (1948, 1965) considered zero-error data transmission and reduced the problem




n) (now called Shannon zero-error capacity), where G is
a graph associated with the given channel, Gn is its n-th graph power, and ω(G) is
the clique number of G. The n-th graph power Gn is the strong graph product of n
copies of G; given graphs G1 and G2 the strong graph product is a graph with vertex
set V (G1) × V (G2) and two distinct vertices are connected iff they are adjacent or
equal in each coordinate. Determining the Shannon zero-error capacity is extremely
hard in general, e. g. see Alon & Lubetzky (2006); Lovász (1979), but easily solved
for so called perfect graphs, introduced in Berge (1961). These are graphs for which
the chromatic and clique number have the same value for each induced subgraph.
For an excellent introduction to the theory of perfect graphs we refer the reader to
Ramírez-Alfonsín & Reed (2001). Berge conjectured that a graph is perfect iff it does
not contain any odd holes or odd antiholes. An induced cycle of odd length at least 5
is called an odd hole, while an induced subgraph that is the complement of an odd hole
is called an odd antihole. Graphs without odd holes and odd antiholes are called Berge
graphs. The above conjecture was known as the Strong Perfect Graph Conjecture,
which, based on a series of works, especially Conforti, Cornuéjols & Vušković (2004),
was finally answered in the affirmative by Chudnovsky, Robertson, Seymour & Thomas
(2006). Our characterizations of beautiful bipartite graphs and beautiful line graphs
of bipartite graphs are motivated by the decomposition theorem of square-free Berge
graphs presented in Conforti et al. (2004).
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6.1.3 A problem in communication complexity
We study cs-graphs, because their definition is motivated by a problem in communica-
tion complexity, namely the CD-vs.-CP problem, described in Section 3.2, a challeng-
ing and long-standing open problem. A possible strategy to solve this problem might
be to start with an arbitrary minimal (not necessarily protocol induced) partition of
the input space with monochromatic rectangles, and then to cut some of those rect-
angles into smaller ones until we finally arrive at a partition that is protocol induced.
Because we want to keep the size of the new partition as small as possible, i. e. close to
the size of the one we started with, we want to cut as few rectangles as possible. Thus,
it might be useful to have information about the relative positions of the rectangles.
This is where cs-graphs come into play. We embed the rectangles of the partition into
nonextendible ones. If we know that certain rectangle configurations are not possible,
we might be able to prove that the cuts we make are not severe, i. e. they do not
create many new rectangles. It is useful to have a characterization of beautiful graphs,
because then it might be possible to apply the following variant of the above strategy:
we cut rectangles of the CD-partition until we arrive at rectangle sets that are not
protocol induced yet, but each of them induces a beautiful cs-graph, and thus can
be handled with only few more cuts, because beautiful graphs seem to have a much
simpler structure than general cs-graphs.
Of course, we do not know if the strategies described above can be realized, and thus
we do not know if the study of beautiful and cs-graphs will lead to this application in
communication complexity. But to the author’s knowledge there does not exist any
alternative strategy in the published literature to tackle the CD-vs.-CP -problem.
6.2 Cover-structure graphs
6.2.1 Definition and easy observations
In this subsection we define cover-structure graphs, prove several easy results about
them, and state some of their structural properties.
Definition 6.2.1 (Nonextendible rectangle). Let M be a function or relation matrix
over X ,Y,Z. A rectangle R is nonextendible iff R is monochromatic in M and adding
rows or columns to R results in a non-monochromatic rectangle.
Definition 6.2.2 (Cover-structure graph). Let M be a function or relation matrix
over X ,Y,Z.
◦ We associate withM its cover-structure graph G(M) := (V(M), E(M)) (cs-graph
for short), where
V(M) := {R | R nonextendible rectangle in M} ,
E(M) := {{R,R′} | R,R′ ∈ V(M), R 6= R′, R ∩R′ 6= ∅} .
◦ Let z ∈ Z. We also associate with M its z-chromatic cover-structure graph
Gz(M) := (Vz(M), Ez(M)), where
Vz(M) := {R | R nonextendible z-chromatic rectangle in M} ,
Ez(M) := {{R,R′} | R,R′ ∈ Vz(M), R 6= R′, R ∩R′ 6= ∅} .
The following result might lead to the conclusion that cs-graphs are uninteresting.
However, for function matrices the situation is completely different, as we will see in
Theorem 6.2.6.
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Theorem 6.2.3. Let G be an arbitrary graph. Then there exists a relation matrix
M such that G =iso G(M).
Proof. W. l. o. g. assume G = ([n], E). We define the 1 × n2-block matrix M with
values in P([n]) by M := (B(1), . . . , B(n)), where each block B(i) is a 1 × n-matrix
defined by B(i)1,j := {i, j}, if {i, j} ∈ E, and B
(i)
1,j := {i} otherwise. For each color i ∈ [n]
there exists exactly one nonextendible rectangle Ri := {1} × {j | i ∈ M1,j}. Thus,
V(M) = {Ri | i ∈ [n]}. If {i, j} ∈ E, then Ri and Rj intersect in block position B(i)1,j
(and in B(j)1,i ) implying {Ri, Rj} ∈ E(M). Conversely, if {Ri, Rj} ∈ E(M), then there
exist indices k, l ∈ [n] such that Ri and Rj intersect in B(k)1,l . The case k /∈ {i, j} cannot
occur by construction (|B(i)1,j | ≤ 2). W. l. o. g. assume k = i. Necessarily, B
(i)
1,l = {i, j}.
Thus, l = j and {i, j} ∈ E. We conclude E(M) = {{Ri, Rj} | {i, j} ∈ E} proving
G =iso G(M). 
Given z ∈ Z and a function matrix M over X ,Y,Z, define the corresponding 0-
1-matrix M (z) by M (z)x,y := [Mx,y = z]. As monochromatic rectangles with different
colors do not intersect for function matrices, we get G(M) =iso
⊎
z∈Z Gz(M (z)). Thus,
we only need to deal with cs-graphs of function matrices over finite sets X ,Y and
Z = {0, 1}. From here on, when we talk about matrices, we mean function matrices
over finite sets X ,Y and Z = {0, 1}. We also write G(M), when we mean G1(M).
We call matrices M with G =iso G(M) representations of G. We denote the class of
cs-graphs, i. e. the class of graphs which can be represented by function matrices, with
csg.
The independent set Kn and the complete graph Kn, both defined on n nodes, are
cs-graphs, as can be seen by looking at the identity matrix En and the triangular
matrix Tn, respectively, Here, Tn is an n × n-matrix with ones on and above the
diagonal and zeros below. Even cycles C2n, n ∈ N, are cs-graphs, too. This is obvious
for n ≤ 2. In case n ≥ 3 we have C2n =iso G(repC2n), where the representation repC2n
is the n× n-matrix shown in Figure 6.2.1.
In the sequel we only consider connected cs-graphs. On the one hand, if G has
connected components G1 and G2 represented by M1 and M2, respectively, then the
block diagonal matrixM := diag(M1,M2) is a representation of G. On the other hand,
one can show that if G is a cs-graph, then its components G1 and G2 are also cs-graphs:
If in a representation M of G a rectangle R1 representing a node v1 ∈ G1 would share
a row or column with a rectangle R2 representing a node v2 ∈ G2, then there would
exist a nonextendible rectangle J that has non-empty intersection with both R1 and
R2. Thus, the rectangle J would represent a node v in G adjacent to both v1 and v2 in
contradiction to the assumption that G1 and G2 are different connected components.
If Ai and Bi denote the rows and columns covered by rectangles representing nodes in
Gi, then A1 ∩ A2, B1 ∩ B2 = ∅. Thus, a permutation of the rows and columns of M
yields a representation diag(M1,M2) of G.
6.2.2 Graphs that are not cs-graphs
In this subsection we show that in contrast to the case of relation matrices not every
graph is a cs-graph of a function matrix. An important observation is that nonex-
tendible rectangles cannot intersect in an arbitrary fashion. Only two modes of inter-
section are possible, namely cross and spade situations (see Figure 6.2.2).
Definition 6.2.4 (Cross and spade situation). Let M be a matrix, and let Ri :=
Ai ×Bi ∈ V(M), i ∈ [2], such that {R1, R2} ∈ E(M).
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Figure 6.2.2: Cross and spade situations
◦ If A1 − A2, A2 − A1, B1 − B2, B2 − B1 6= ∅, then we have a spade situation
spade{R1, R2}.
Note that while spade{R1, R2} implies spade{R2, R1} in case cross(R1, R2) the sit-
uation cross(R2, R1) does not occur. In case we do not care which cross situation
holds, we let cross{R1, R2} := cross(R1, R2) ∨ cross(R2, R1) denote the symmetrized
version.
In the following lemma we list helpful observations which we will extensively use in
the sequel.
Lemma 6.2.5 (Proof tools). Let M be a matrix, and let Ri := Ai × Bi ∈ V(M),
i ∈ [3], be arbitrary nonextendible rectangles.
(i) If {R1, R2} ∈ E(M), then exactly one of the following situations occurs:
cross(R1, R2) , cross(R2, R1) , spade{R1, R2} .
(ii) cross(R1, R2) and cross(R2, R3) implies cross(R1, R3).
Especially, we have {R1, R3} ∈ E(M) in this case.
(iii) spade{R1, R2} implies K4 ≤iso G(M).
(iv) If cross(R1, R2), cross(R3, R2), {R1, R3} /∈ E(M), and B2 ( B1∩B3, then there
exists R4 ∈ V(M) such that {Ri, R4} ∈ E(M) for all i ∈ [3].
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Proof. (i) By case distinction: Case A1 = A2: Here R1 = R2, or at least one of
R1, R2 is extendible, a contradiction. Case A1 ( A2: If B1 ( B2 or B1−B2, B2−B1 6=
∅ then R1 is extendible, a contradiction. If B2 ( B1 then we have cross(R1, R2). Case
A2 ( A1: Analogous to A1 ( A2. Case A1 − A2, A2 − A1 6= ∅: All cases for B1 and
B2 are analogous to the previous ones, except B1 − B2, B2 − B1 6= ∅, where we have
a spade situation spade{R1, R2}.
(ii) From cross(R1, R2) and cross(R2, R3) it followsA1 ( A2, B2 ( B1 and A2 ( A3,
B3 ( B2, respectively. Thus, A1 ( A3 and B3 ( B1, which implies cross(R1, R3).
(iii) Let S3 and S4 be arbitrary nonextendible rectangles in M such that S3 covers
(A1 ∩A2)× (B1 ∪B2), and S4 covers (A1 ∪A2)× (B1 ∩B2), respectively. Clearly, the
rectangles R1, R2, S3, S4 are pairwise distinct. They intersect pairwise, because all of
them cover (A1 ∩A2) × (B1 ∩B2) . Thus, we have G(M)({R1, R2, S3, S4}) =iso K4.
(iv) Let R4 ∈ V(M) be an arbitrary nonextendible rectangle covering (A1 ∪ A3) ×
(B1 ∩B3). From cross(R1, R2) it follows A1 ( A2. As B2 ( B1 ∩B3 by assumption,
we get R4 ∩R2 6= ∅ and R4 6= R2. By construction we also have R4 ∩R1, R4 ∩R3 6= ∅.
From {R1, R3} /∈ E(M) and ∅ 6= B2 ( B1 ∩B3 we derive A1 ∩A3 = ∅. Thus, R4 6= R1
and R4 6= R3. 
Now we can show that not all graphs are cs-graphs:
Theorem 6.2.6. The square C4, odd holes C2n+1, n ≥ 2, and the graphs gem, watch










Figure 6.2.3: Gem, watch and star
Proof. Due to the many case distinctions we recommend that the reader visualizes
the proofs by drawing the cross situations under consideration.
We assume for a contradiction that C4 is a cs-graph. Then there exists a matrix M
such that C4 =iso G(M). We have V(M) = {R1, . . . , R4} and E(M) = {{R1, R2}, {R2,
R3}, {R3, R4}, {R4, R1}}. By Lemma 6.2.5(i) and (iii) for Ri, Ri+1 and R4, R1 only
cross situations are possible, because K4 6≤iso C4. W. l. o. g. we assume cross(R1, R2).
Then by Lemma 6.2.5(ii) we must have cross(R3, R2), as C3 6≤iso C4. Applying
Lemma 6.2.5(iv) yields B1 ∩ B3 = B2. An analogous argumentation (consider the
1The star graph is also called net in many publications.
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transpose of M) for R2, R3, R4 yields A2 ∩ A4 = A3. From R1 ∩ R3 = ∅ and
B1 ∩ B3 = B2 6= ∅ it follows A1 ∩ A3 = ∅. Then we have A4 = A3 ∪ (A4 − A2),
and thus A4 ∩A1 = (A3 ∩A1)∪ ((A4 −A2)∩A1) = ∅∪ ∅ = ∅ using A1 ⊆ A2. But this
implies R1 ∩R4 = ∅ contradicting {R1, R4} ∈ E(M). We conclude that C4 cannot be
a cs-graph.
We assume for a contradiction that C2n+1 is a cs-graph for n ≥ 2. Then there exists a
matrixM such that C2n+1 =iso G(M). We have V(M) = {R1, . . . , R2n+1} and E(M) =
{{Ri, Ri+1} | i ∈ [2n]}∪ {{R2n+1, R1}}. Only cross situations are possible, because of
K4 6≤iso C2n+1 and Lemma 6.2.5(i) and (iii). W. l. o. g. we assume cross(R1, R2). As
C3 6≤iso C2n+1 iteratively applying Lemma 6.2.5(ii) yields the sequence cross(R3, R2),
cross(R3, R4), . . ., cross(R2n+1, R2n), and thus cross(R2n+1, R1). But going back-
wards starting from cross(R1, R2) gives us cross(R1, R2n+1). We get cross(R2n+1, R1)
and cross(R1, R2n+1), a contradiction. We conclude that C2n+1 cannot be a cs-graph.
We assume for a contradiction that gem is a cs-graph, i. e. gem =iso G(M) for a ma-
trix M . We have V(M) = {R1, . . . , R5} and E(M) = {{R1, R2}, {R1, R5}, {R2, R3},
{R2, R4}, {R2, R5}, {R3, R4}, {R4, R5}}. As K4 6≤iso gem, only cross situations are
possible by Lemma 6.2.5(i) and (iii). W. l. o. g. we assume cross(R1, R2). We have
{R1, R3}, {R1, R4} /∈ E(M) implying cross(R3, R2) and cross(R4, R2), respectively.
1. Assume cross(R3, R4).
1.1. Assume cross(R1, R5). cross(R2, R5) implies cross(R3, R5) contradicting
R3 ∩R5 = ∅. Thus, assume cross(R5, R2).
1.1.1. Assume cross(R4, R5). Then A(R3) ⊆ A(R4) ⊆ A(R5) and B(R5) ⊆
B(R4) ⊆ B(R3). But R3∩R5 = (A(R3)∩A(R5))× (B(R3)∩B(R5)) ⊇
A(R3) ×B(R5) 6= ∅, a contradiction.
1.1.2. Assume cross(R5, R4). We must have A(R1) ∩A(R4) = ∅, as B(R1) ∩
B(R4) ⊇ B(R2) 6= ∅ and R1 ∩ R4 = ∅. But then A(R5) ⊆ A(R4)
implies A(R1) ∩A(R5) = ∅ contradicting R1 ∩R5 6= ∅.
1.2. Assume cross(R5, R1). We still have A(R1) ∩ A(R4) = ∅. But A(R5) ⊆
A(R1) implies A(R4) ∩A(R5) = ∅ contradicting R4 ∩R5 6= ∅.
2. Assume cross(R4, R3). cross(R5, R4) implies cross(R5, R3) contradicting R3 ∩
R5 = ∅. Thus, assume cross(R4, R5).
2.1. If cross(R2, R5) then cross(R3, R5) contradicting R3 ∩R5 = ∅.
2.2. If cross(R5, R2) then ∅ 6= B(R2) ⊆ B(R3) ∩ B(R5). As R3 ∩ R5 = ∅,
it must hold A(R3) ∩ A(R5) = ∅. But A(R4) ⊆ A(R5). We finally get
A(R3) ∩A(R4) = ∅ contradicting R3 ∩R4 6= ∅.
We conclude that gem cannot be a cs-graph.
We assume for a contradiction that star is a cs-graph, i. e. star =iso G(M) for a
matrix M . We have V(M) = {Ri,A, Ri,B | i ∈ [3]} and E(M) = {{Ri,A, Ri,B} | i ∈
[3]}∪{{R1,A, R2,A}, {R2,A, R3,A}, {R1,A, R3,A}}. AsK4 6≤iso star, only cross situations
are possible by Lemma 6.2.5(i) and (iii). W. l. o. g. we assume cross(R1,A, R2,A).
1. Assume cross(R2,A, R3,A). cross(R2,A, R2,B) implies cross(R1,A, R2,B) contra-
dicting R1,A ∩R2,B = ∅. cross(R2,B , R2,A) implies cross(R2,B, R3,A) contradict-
ing R2,B ∩R3,A = ∅.
2. Assume cross(R3,A, R2,A).
2.1. Assume cross(R1,A, R3,A). cross(R3,A, R3,B) implies cross(R1,A, R3,B) con-
tradicting R1,A ∩ R3,B = ∅. cross(R3,B, R3,A) implies cross(R3,B, R2,A)
contradicting R2,A ∩R3,B = ∅.
2.2. Assume cross(R3,A, R1,A). cross(R1,A, R1,B) implies cross(R3,A, R1,B) con-
tradicting R3,A ∩ R1,B = ∅. cross(R1,B, R1,A) implies cross(R1,B, R2,A)
contradicting R2,A ∩R1,B = ∅.
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We conclude that star cannot be a cs-graph.
We assume for a contradiction that watch is a cs-graph, i. e. watch =iso G(M) for
a matrix M . We have V(M) = {R1, . . . , R6} and E(M) = {{R5, R2}, {R2, R1}, {R2,
R3}, {R2, R4}, {R1, R3}, {R4, R3}, {R3, R6}}. As watch is K4-free, only cross situa-
tions are possible by Lemma 6.2.5(i) and (iii). W. l. o. g. we assume cross(R1, R2).
1. Assume cross(R2, R3). cross(R2, R5) implies cross(R1, R5) contradicting R1 ∩
R5 = ∅. cross(R5, R2) implies cross(R5, R3) contradicting R3 ∩R5 = ∅.
2. Assume cross(R3, R2).
2.1. Assume cross(R1, R3). cross(R3, R6) implies cross(R1, R6) contradicting
R1∩R6 = ∅. cross(R6, R3) implies cross(R6, R2) contradicting R2∩R6 = ∅.
2.2. Assume cross(R3, R1). cross(R2, R4) implies cross(R1, R4) contradicting
R1 ∩ R4 = ∅. Thus, assume cross(R4, R2). If cross(R3, R4) then R2 ∩
R3 ⊆ R4 implying R1 ∩ R4 6= ∅, a contradiction. cross(R4, R3) implies
cross(R4, R1), but then we have R1 ∩R4 6= ∅, a contradiction.
We conclude that watch cannot be a cs-graph. 
6.3 Beautiful graphs
We have seen in the last section that csg does not contain all graphs. As squares and
odd holes are “forbidden”, the previous results motivate the following definition:
Definition 6.3.1. A graph is beautiful iff every induced subgraph is a cs-graph.
We denote with beautiful the class of beautiful graphs. Clearly, from Theorem 6.2.6
we obtain:
Theorem 6.3.2. Every beautiful graph is a square-free Berge graph. 
The opposite is not true, as e. g. a star is square-free and Berge, but not beautiful.
A comparison with known classes of perfect/Berge graphs (see e. g. Hougardy (2006);
McKee & McMorris (1999) and Table 6.3.1 below comparing cs-graphs, K4-free cs-
graphs and the class of beautiful graphs with known classes of square-free perfect
graphs, namely interval, split, threshold, triangulated and trivially perfect graphs)
yields that beautiful is a new class of Berge graphs. In Table 6.3.1 we list the
interesting class of K4-free cs-graphs, because such graphs cannot be represented by
matrices containing spade situations. We conjecture that this class coincides with the
class of K4-free beautiful graphs. We state without proof2 that the list of forbidden
induced subgraphs of beautiful graphs in Theorem 6.2.6 is complete up to connected
graphs of order n ≤ 7.
We explore the structure of beautiful graphs in the spirit of Conforti, Cornuéjols &
Vušković. Recall their decomposition theorem about square-free perfect graphs:
Theorem 6.3.3 (Conforti et al. 2004). A square-free perfect graph is bipartite or the
line graph of a bipartite graph or has a star cutset or a 2-join.
We leave the notions “star cutset” and “2-join” undefined here, because we do not
need them in the sequel.
We are able to give characterizations of beautiful square-free bipartite graphs (Sub-
section 6.3.1) and beautiful line graphs of square-free bipartite graphs (Subsection
6.3.2).
2The respective proof that we have not included here due to its disproportionate length contains a
list of about a thousand graphs such that for each graph a representation is given or a statement
that it contains one of the forbidden induced subgraphs.
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interval split threshold triangulated triv.perfect
beautiful +, gem +, star +, gem +, gem +, star
*, C6 *, C4 *, C4 *, C6 *, P4
K4−free +, gem +, star +, gem +, gem +, star
csg *, C6 *, C4 *, C4 *, C6 *, P4
csg +, gem +, star +, gem +, gem +, star
*, C6 *, C4 *, C4 *, C6 *, P4
Table 6.3.1: Comparisons of graph classes
6.3.1 All square-free bipartite graphs are beautiful
In this subsection we show that all square-free bipartite graphs are beautiful.
Proposition 6.3.4. Every square-free bipartite graph is a cs-graph.
Proof. Let G := (U ∪ V,E) be square-free and bipartite. W. l. o. g. assume U =
[m] and V = [n]. Define the adjacency matrix of G as the m × n-matrix I, where







Consider any R = A × B ∈ V(M). If R covers elements in Em, then necessarily
|A| = 1. Thus, there exists u ∈ [m] such that A = {u} and B = {v ∈ [n] | {u, v} ∈
E} ∪ {n + u}. If R covers elements in En, then necessarily |B| = 1. Thus, there
exists v ∈ [n] such that B = {v} and A = {u ∈ [m] | {u, v} ∈ E} ∪ {m + v}.
Suppose R covers only elements in I. Then necessarily, |A|, |B| ≥ 2. Then there exist
distinct u1, u2 ∈ A ⊆ [m] and distinct v1, v2 ∈ B ⊆ [n] such that Iui,vj = 1, i ∈ [2],
j ∈ [2]. This means {u1, v1}, {v1, u2}, {u2, v2}, {v2, u1} ∈ E. As G is bipartite, we have
{u1, u2}, {v1, v2} /∈ E. Thus, C4 ≤iso G, a contradiction. We conclude G =iso G(M). 
As every induced subgraph of a square-free bipartite graph is square-free bipartite,
from Proposition 6.3.4 we immediately obtain:
Theorem 6.3.5. Every square-free bipartite graph is beautiful. 
6.3.2 Characterization of beautiful line graphs of square-free
bipartite graphs
In this subsection we completely describe beautiful line graphs of square-free bipartite
graphs. Here, the situation is more complicated.
We begin by fixing some notation. In this subsection we let G̃ := (U l ∪ U r, Ẽ) be
a square-free bipartite graph, and we let G := L(G̃) = (V,E), V := Ẽ, be its line
graph. We may assume that U l and U r do not contain any isolated nodes in G̃, and
that G is connected. For u ∈ U l define K lu := {e ∈ V | u ∈ e}. The set Krv is defined
analogously for v ∈ U r. Each K lu is a clique in G and {K lu | u ∈ U l} is a partition of
V , the left clique partition of G. The right clique partition is defined analogously. We
prove all results for the left side only, but of course, they also hold for the right side.
We need the following claim:
Claim 6.3.6. Let u, u′ ∈ U l, u 6= u′, be arbitrary. Then between K lu and K lu′ there




Proof. We assume the opposite for a contradiction. Let e1, e2 ∈ K lu be distinct
elements. We distinguish two cases:
1. There exists d ∈ K lu′ such that {e1, d}, {e2, d} ∈ E. Then there exist distinct
v1, v2 ∈ U r such that ei = {u, vi}, i ∈ [2]. As {e1, d} ∈ E, we obtain d = {u, v1},
and also d = {u, v2} by {e2, d} ∈ E, a contradiction.
2. There exist distinct d1, d2 ∈ K lu′ such that {e1, d1}, {e2, d2} ∈ E. By the ar-
gument above, we have {e1, d2}, {e2, d1} /∈ E. As {e1, e2}, {d1, d2} ∈ E we get
C4 ≤iso G, again a contradiction.
We conclude that there is at most one edge between K lu and K
l
u′ . 
For u ∈ U l define the set of connection nodes as
Blu := {e ∈ K lu | ∃u′ ∈ U l : u 6= u′, e adjacent to K lu′} .
We call a clique K lu non-trivial, if |K lu| ≥ 2, and trivial otherwise. In addition, we
collect the names of non-trivial left cliques in the set
F l := {u ∈ U l | K lu non-trivial} .
Lemma 6.3.7. Let G be a graph as defined at the beginning of this section. Assume
that G is beautiful. Then the following statements hold:
(i) Assume there exist distinct u, u′ ∈ U l, distinct e1, e2 ∈ K lu, and d ∈ K lu′ such
that {d, e1} ∈ E. Let G =iso G(M) for a matrix M . If R(v) denotes the
nonextendible rectangle corresponding to v ∈ V (G) in M , then we must have
cross{R(e1), R(e2)} and cross{R(e1), R(d)}.
(ii) In each left clique there exist at most two nodes adjacent to other left cliques.
Especially, we must have |Blu| ≤ 2 for each u ∈ U l.
(iii) Let ui ∈ U l be pairwise distinct, and let ei ∈ K lui , i ∈ [3]. If the set of nodes
{ei | i ∈ [3]} forms a triangle in G, then at least one of the cliques K lui is trivial.
(iv) G(⋃u∈F l Blu) is bipartite.
Proof. (i) We assume for a contradiction that we have spade{R(e1), R(e2)}. By
Lemma 6.2.5(iii) there exist distinct g1, g2 ∈ V such that {e1, e2, g1, g2} is a K4 in G.
By Claim 6.3.6 we get g1, g2 ∈ K lu. We distinguish two cases:
1. In case cross{R(e1), R(d)} we must have {d, e1}, {d, g1} ∈ E or {d, e1}, {d, g2} ∈
E, which is impossible by Claim 6.3.6.
2. In case spade{R(e1), R(d)} by Lemma 6.2.5(iii) there exist distinct h1, h2 ∈ V
such that {e1, d, h1, h2} is a K4 in G. In addition, the nodes g1, g2, h1, h2 are
pairwise distinct. If h1 ∈ K lu, then {d, e1}, {d, h1} ∈ E contradicting Claim 6.3.6.
If h1 /∈ K lu, then there exists u′′ ∈ U l, u 6= u′′, such that h1 ∈ K lu′′ . But then
{h1, e1}, {h1, g1} ∈ E, again contradicting Claim 6.3.6.
We conclude that the situation spade{R(e1), R(e2)} cannot occur. By Lemma 6.2.5(i)
we obtain cross{R(e1), R(e2)} proving the first statement in (i).
For the second statement in (i), we assume for a contradiction that we have the
situation spade{R(e1), R(d)}. By Lemma 6.2.5(iii) there exist distinct g1, g2 ∈ V
such that {e1, d, g1, g2} is a K4 in G. By Claim 6.3.6 there must exist u1, u2 ∈
U l, u, u′, u1, u2 pairwise distinct, such that g1 ∈ K lu1 and g2 ∈ K lu2 . We saw in
the first part of this proof that we must have cross{R(e1), R(e2)}. This implies
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cross{R(e2), R(g1)} or cross{R(e2), R(g2)}. But both {e2, g1} ∈ E or {e2, g2} ∈ E
together with {e1, g1}, {e1, g2} ∈ E contradict Claim 6.3.6. We conclude that we must
have the situation cross{R(e1), R(d)}.
(ii) We assume the opposite for a contradiction. Let u, u1, u2, u3 ∈ U l be pairwise
distinct, and let e1, e2, e3 ∈ K lu be pairwise distinct. Let gi ∈ K lui such that {gi, ei} ∈
E, i ∈ [3]. By Item (i) we only have the cross situations cross{R(gi), R(ei)}, i ∈ [3],
cross{R(e1), R(e2)}, cross{R(e1), R(e3)}, and also cross{R(e2), R(e3)}. W. l. o. g. we
can assume cross(R(g1), R(e1)). (Otherwise, consider the transpose of M .) Then we
have cross(R(e2), R(e1)), because cross(R(e1), R(e2)) would imply R(g1)∩R(e2) 6= ∅.
But {g1, e2} ∈ E is in contradiction to Claim 6.3.6. By analogous arguments we
obtain cross(R(e2), R(g2)) and cross(R(e2), R(e3)). B(R(e1))∩B(R(e3)) = ∅ cannot
be the case, because of {e1, e3} ∈ E (K lu is a clique). But B(R(e1)) ∩ B(R(e3)) 6= ∅
implies R(e3)∩R(g1) 6= ∅ and thus, {e3, g1} ∈ E, again contradicting Claim 6.3.6. We
conclude that in each clique K lu there are at most two nodes adjacent to other cliques.
(iii) We assume for a contradiction that the cliques K lui , i ∈ [3], are non-trivial.
Then there exist elements e′i := {ui, v′i} ∈ K lui , e′i 6= ei, v′i ∈ U r, i ∈ [3]. There exists a
node v ∈ U r such that ei = {ui, v}, because {ei | i ∈ [3]} forms a triangle in G. This
set is a subset of the right clique Krv . In addition, we have e
′
i ∈ Krv′i , and ei, e
′
i are
adjacent, i ∈ [3]. Thus, |Brv | ≥ 3 in contradiction to Item (ii).




u). We assume for a contra-
diction that D is not bipartite. Then D contains an odd cycle. As G is beautiful, also
D is beautiful. One can show by induction on the cycle length that a Berge graph
containing an odd cycle as a subgraph (not necessarily induced) contains a triangle.
Thus, D contains a triangle {e1, e2, e3}. Each node ei must lie in a separate non-trivial
clique by Claim 6.3.6. But this contradicts Item (iii). We conclude that D must be
bipartite. 
Definition 6.3.8. We call a graph a Path-or-Even-Cycle-of-Cliques, if it consists of
a path of arbitrary length or a cycle of even length ≥ 6, where to each edge of the
respective path or cycle there may be a clique attached. Those attached cliques are of
arbitrary size, contain a single edge of the respective path or cycle, and contain only
additional nodes and edges.
See Figure 6.3.1 for an example.
Theorem 6.3.9. Let G be a graph as defined at the beginning of this section. If G is
beautiful, then G is a Path-or-Even-Cycle-of-Cliques.
Proof. Our strategy is to first delete some edges in G̃ to obtain G̃′. We note that
the line graph L(G̃′) has a simple structure. Then we add the deleted edges to obtain
the structure of L(G̃). From G we delete all edges e = {u, v}, u ∈ U l, v ∈ U r, which
are trivial cliques, i. e. K lu = {e}, or which are non-connection nodes in a non-trivial
clique of G, i. e. e ∈ K lu − Blu. Note that in the first case we have dG̃(u) = 1, while
in the second we have dG̃(v) = 1. We obtain a square-free bipartite graph G̃
′, where
all nodes have degree between one and two, because the only edges we left over are
the connection nodes of G: By Lemma 6.3.7(ii) we have |Blu| ≤ 2 implying dG̃′(u) ≤ 2
for u ∈ U l, and by Lemma 6.3.7(iv) we have G′ := G(⋃u∈F l Blu) bipartite implying
dG̃′(v) ≤ 2 for v ∈ U r, because otherwise we would have a triangle in G′.
Thus, L(G̃′) is a path of arbitrary length or a cycle of even length ≥ 6. Now, we
add the deleted edges and distinguish three cases:
1. Let K lu be a non-trivial clique with exactly one connection node e. In this case e
is the end node of the path L(G̃′). Adding the deleted edges from K lu −Blu just
adds a clique to the node e in L(G̃′).
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Figure 6.3.1: Path-or-Even-Cycle-of-Clique graphs
2. Let K lu be a non-trivial clique with two connection nodes e1, e2. In this case
{e1, e2} is an edge of the path or cycle L(G̃′). Adding the deleted edges from
K lu −Blu just adds a clique to the edge {e1, e2} in L(G̃′).
3. Now, we consider trivial cliques. We collect their edges in classes Mv, v ∈
U r, defined by Mv := {e | e = {u, v},K lu = {e} trivial }. We fix a node v
and distinguish three cases according to the number of connection nodes e ∈⋃
u∈F l B
l
u incident with v:
3.1. In case there is no such edge e, the graph L(G) is just a clique with nodes
from Mv.
3.2. In case there is a single edge e, adding the edges Mv to G̃′ attaches a clique
to the end node e in L(G̃′).
3.3. In case there are exactly two edges e1, e2, adding the edgesMv to G̃′ attaches
a clique to the edge {e1, e2} in L(G̃′).
In all cases we obtain L(G) from the path or even cycle L(G̃′) by adding at most
one clique of arbitrary size to each edge or end node of L(G̃′). 
Lemma 6.3.10. A Path-or-Even-Cycle-of-Cliques is a cs-graph.
Proof. In case of a path of cliques, we generate the path by writing a “stair” matrix,
where long columns of ones alternate with long rows of ones. Then, we generate the
cliques by filling in the “corners” in the stairs.
In case of a cycle, we do the same, but we start with a long column, let the stair go
down, and end with a long row. We select a clique S and fill in all the cliques except
S. This is possible, because the cycle is even. Let m be the size of S. Now it remains
to represent S in the matrix. We add a triangular matrix Tm such that the longest
column of ones in Tm (rightmost column) is below the first long column of the stair
and such that the longest row of ones in Tm (first row) is left to the last long row of
the stair. 
The construction presented in the proof above is illustrated in Figure 6.3.2 for the
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Figure 6.3.2: Representation of a cycle of cliques
We observe that every induced subgraph of a Path-or-Even-Cycle-of-Cliques is a
Path-or-Even-Cycle-of-Cliques. Thus, by Lemma 6.3.10 we have
Theorem 6.3.11. A Path-or-Even-Cycle-of-Cliques is beautiful. 
By Theorems 6.3.9 and 6.3.11 we finally obtain
Corollary 6.3.12. A (connected) line graph of a square-free bipartite graph is beau-
tiful iff it is a Path-or-Even-Cycle-of-Cliques.
Alternative proof.
We present an elegant alternative proof of Theorem 6.3.9 based on a proof sketch
suggested by an anonymous referee of Wunderlich (2009a). In contrast to Lemma 6.3.7
the new proof avoids considering rectangle situations by exploiting in a clever way the
fact that stars are forbidden. We first have to define asteroids and caterpillars:
Definition 6.3.13 (Asteroid). An asteroid is a graph whose line graph is the star.
Thus, an asteroid is a tree on seven nodes obtained by subdividing once every edge
of a claw, where the claw is the graph ({a, b, c, d}, {ab, ac, ad}).
Definition 6.3.14 (Caterpillar). A caterpillar is a graph such that if all nodes of
degree one and their incident edges are removed, the remainder of the graph (the
spine) forms a path of arbitrary length or an even cycle of length at least six.
In the first case, we call the graph a path caterpillar, in the latter a cycle caterpillar.
The nodes of degree one are called leg nodes, the other ones spine nodes.
If l is a leg node, then we denote with s(l) its unique neighbor.
Alternative proof of Theorem 6.3.9. Let G = L(G̃) be a beautiful connected
line graph of a square-free bipartite graph G̃. We prove that G is the line graph of a
caterpillar, and thus is a Path-or-Even-Cycle-of-Cliques.
Claim 1: G̃ does not contain an asteroid as a (not necessarily induced) subgraph.
Otherwise, G contains a star as an induced subgraph in contradiction to Theorem 6.2.6.
Let C be a (not necessarily induced) subgraph of G̃ that is a caterpillar such that
|V (C)| is maximal. Among all C’s, we take one with maximal |E(C)|.
Claim 2: No node v of G̃ is adjacent to a leg node of C. We assume the opposite
for a contradiction. Let v be adjacent to a leg node l in C. We define the graph C′ as
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C, where we have added v and the edge {v, l}. If there exist nodes a, b, d, e in C such
that a, b, s(l), d, e forms a path in C, then C contains an asteroid in contradiction to
Claim 1. Otherwise, C′ is a path caterpillar contradicting the maximality of C.
Claim 3: V (C) = V (G̃). We assume the opposite for a contradiction. Let v be a
node in G̃ that is not in C. Since G̃ is connected there exists a node s in C adjacent
to v. We define the graph C′ as C, where we have added v and the edge {v, s}. By
Claim 2, v is connected to a spine node s of C. Thus, C′ is a caterpillar contradicting
the maximality of C.
Claim 4: E(C) = E(G̃). We assume the opposite for a contradiction. Let e :=
{v1, v2} be an edge in G̃ that is not in C. Let the natural number δ be the distance
between v1 and v2 in C. This is defined, because C is connected. The graph G̃
contains a cycle Cδ+1 as a (not necessarily induced) subgraph. Thus, if 2 ≤ δ ≤ 4
then G̃ contains a Ck as an induced subgraph for 3 ≤ k ≤ 5. But k = 3 or k = 5 is
in contradiction to G̃ bipartite, and k = 4 is in contradiction to G̃ square-free. We
assume that δ ≥ 5 and distinguish several cases:
1. We assume that C is a path caterpillar.
1.1. We assume that v1 and v2 are leg nodes.
1.1.1. If s(v1) and s(v2) are end points of the spine of C, then C+ e is a cycle
caterpillar contradicting the maximality of |E(C)|.
1.1.2. If s(v1) is not an end point of the spine of C, then because of δ ≥ 5
there exist nodes u, v, x, y in C distinct from v1, v2, s(v1), s(v2) such
that v, s(v1), x, y is a path on the spine of C and u is adjacent to v.
The node u may be a spine or a leg node in C. Thus,
({u, v, x, y, v1, v2, s(v1)}, {uv, vs(v1), s(v1)x, xy, s(v1)v1, v1v2})
is an asteroid in G̃ contradicting Claim 1.
1.1.3. Analogously, if s(v2) is not an end point of the spine of C.
1.2. We assume that v1 is a spine node of C.
1.2.1. If v1 is not an end point of the spine of C, then because of δ ≥ 5 there
exist nodes u, v, x, y in C distinct from v1, v2 such that v, v1, x, y is a
path on the spine of C and u is adjacent to v. The node u may be a
spine or a leg node in C. Let z 6= v1 be a neighbor of v2 on the spine
of C. Thus,
({u, v, x, y, z, v1, v2}, {uv, vv1, v1x, xy, v1v2, v2z})
is an asteroid in G̃ contradicting Claim 1.
1.2.2. If v1 is an end point of the spine of C, then we have to distinguish three
more cases:
1.2.2.1. If v2 is an end point of the spine of C, then C+e is a cycle caterpillar
contradicting the maximality of |E(C)|.
1.2.2.2. If v2 is on the spine of C but not an end point, then because of
δ ≥ 5 there exist nodes u, v, x, y in C distinct from v1, v2 such that
u, v, v2, x is a path on the spine of C and y is adjacent to x. The
node y may be a spine or a leg node in C. Let z 6= v2 be a neighbor
of v1 on the spine of C. Thus,
({u, v, x, y, z, v1, v2}, {uv, vv2, v2x, xy, v1v2, v1z})
is an asteroid in G̃ contradicting Claim 1.
1.2.2.3. We assume that v2 is a leg node in C. If s(v2) is an end point
of the spine of C, then C + e is a cycle caterpillar contradicting
the maximality of |E(C)|. Otherwise, because of δ ≥ 5 there exist
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nodes u, v, x, y in C distinct from v1, v2, s(v2) such that u, v, s(v2), x
is a path on the spine of C and y is adjacent to x. The node y may
be a spine or a leg node in C. Thus,
({u, v, x, y, v1, v2, s(v2)}, {uv, vs(v2), s(v2)x, xy, s(v2)v2, v1v2})
is an asteroid in G̃ contradicting Claim 1.
1.3. Analogously, if v2 is a spine node of C.
2. We assume that C is a cycle caterpillar.
2.1. If v1 is a leg node, then because of δ ≥ 5 there exist nodes u, v, x, y distinct
from v1, v2, s(v1) such that u, v, s(v1), x, y is a path on the spine of C. Thus,
({u, v, x, y, s(v1), v1, v2}, {uv, vs(v1), s(v1)x, xy, s(v1)v1, v1v2})
is an asteroid in G̃.
2.2. Analogously, if v2 is a leg node.
2.3. If v1 and v2 are spine nodes, then because of δ ≥ 5 there exist nodes u, v, x, y
distinct from v1, v2 such that u, v, v1, x, y is a path on the spine of C. Let
z 6= v1 be a neighbor of v2 on the spine of C. Thus,
({u, v, x, y, z, v1, v2}, {uv, vv1, v1x, xy, v1v2, v2z})
is an asteroid in G̃.
In all cases, we have a contradiction to Claim 1.
From Claims 3 and 4 we deduce that G is the line graph of a caterpillar. 
6.4 Concluding remarks
In summary, we proved that not every graph is a cs-graph, and we characterized
beautiful square-free bipartite graphs and beautiful line graphs of square-free bipartite
graphs. Certainly, these findings show a need for further research, because many open
questions still remain. We list some of the most urgent: In Theorem 6.2.6 a list of non-
cs-graphs was given. Is this list complete? If not, can the list of non-cs-graphs at least
be described by a finite number of well-known graph families? Is it true that every
graph is the induced subgraph of a cs-graph? Does there exist a characterization or
decomposition theorem for beautiful graphs, e. g. in the spirit of Conforti et al. (2004)?
If K4s are forbidden, i. e. we do not allow spade situations, what can be said about
such cs- and beautiful graphs? How many cuts are necessary to break up a matrix into
submatrices such that each submatrix represents a beautiful graph? Finally, it would
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Die in den Thesen genannten Komplexitätsklassen beziehen sich alle auf Klassen aus
der Kommunikationskomplexität.
1. Für jede Funktion und jede Verteilung auf den Eingaben stimmt die durchschnitt-
liche deterministische Informationskomplexität bis auf einen konstanten Faktor
mit der durchschnittlichen deterministischen Kommunikationskomplexität über-
ein.
2. Die durchschnittliche deterministische Informationskomplexität liefert mittels
der Rechtecksgrößenmethode untere Schranken für die randomisierte public coin
Las Vegas Kommunikationskomplexität, die um einen konstanten Faktor besser
sind, als die bisher bekannten.
3. Die Sätze von Toda gelten in Yaos Kommunikationsmodell.
4. Wir entwickeln eine neues Maß, den approximativen F2-Rang, und zeigen, dass
dieser die BP-Parität-P-Komplexität charakterisiert.
5. Es besteht eine enge Beziehung zwischen einer Booleschen Variante des Kon-
zepts „matrix rigidity“ und dem approximativen F2-Rang. Daraus ergibt sich ein
Maßkonzentrationsresultat für die BP-Parität-P-Komplexität: die meisten Funk-
tionen haben eine BP-Parität-P-Komplexität von Ω(n/ logn).
6. Wir entwickeln ein Protokoll für die innere Produktfunktion mod 2 mit wenigen
Alternierungen. Dies könnte darauf hinweisen, dass die Klassen BP-Parität-P
und Polynomieller Platz verschieden sind.
7. Wir beweisen, dass Adjazenzprobleme von dünnen quasi-zufälligen Graphfamili-
en eine hohe Parität-P-Komplexität besitzen.
8. Wir definieren und untersuchen die Klasse der Überdeckungsstrukturgraphen
und zeigen für mehrere Graphen, insbesondere für Quadrate und ungerade Lö-
cher, dass diese keine Überdeckungsstrukturgraphen sind.
9. Schöne Graphen haben die Eigenschaft, dass jeder induzierte Untergraph ein
Überdeckungsstrukturgraph ist. Wir untersuchen diese sehr spezielle Klasse qua-
dratfreier Berge-Graphen und zeigen, dass jeder quadratfreie bipartite Graph
schön ist, und dass die schönen Kantengraphen quadratfreier bipartiter Graphen
genau diejenigen Graphen sind, die aus Wegen beliebiger und Kreisen gerader
Länge bestehen, an deren Kanten Cliquen beliebiger Größe angeheftet sein kön-
nen.
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