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Based upon a new development of the method of moving spheres, we introduce
a new and general approach for non-existence of positive solutions of cooperative
semilinear elliptic systems with the Laplacian as principal part. For supercritical
nonlinearities we prove non-existence on bounded star-shaped domains. For sub-
critical nonlinearities we obtain non-existence results on a class of unbounded
domains, which includes e.g. the entire space, certain curved halfspaces and
the complement of bounded star-shaped domains. As a by-product we also get a
symmetry result on halfspaces.  2000 Academic Press
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1. INTRODUCTION
The celebrated moving plane method of Alexandrov and Serrin, going
back to Alexandrov [1] and introduced in partial differential equations
by Serrin [25], has been developed into a powerful tool for symmetry
theory of solutions of partial differential equations, we cite important
contributions by Gidas, Ni and Nirenberg [13, 14] and by Berestycki and
Nirenberg [4].
In the literature, the applications have been concentrated in symmetry
theory, both analytically and geometrically. In this paper, we develop
the method of moving spheres for non-existence of positive solutions of
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semilinear elliptic equations and systems, extending the moving plane
method of Alexandrov and Serrin in a new direction.
For an integer k1, let
f=( f 1, f 2, ..., f k) : 0_6 k  Rk
be a continuous (vector-valued) function, where the set 6k is defined by
6k=[u=(u1 , u2 , ..., uk) # Rk | u i0, i=1, 2, ..., k].
Consider the following systems of semilinear elliptic equations
2u+f(x, u)=0 in 0,
(1)
u=0 on 0,
where 0/Rn (n2) is a connected domain. We are concerned with the
question of existence of a non-negative and non-trivial (vector-valued)
function u satisfying (1), a topic with a long history and an extremely rich
literature. Note that 0 may be unbounded and the boundary data is
prescribed only if 0 has a non-empty boundary.
It is well known that the growth of the nonlinearity f and the topology
and geometry of the domain play a crucial role in the study of existence
and non-existence. It is convenient for us to introduce the notion of
subcriticality and supercriticality of f for the space-dimensions n3.
Throughout the paper, all relations between vectors are understood in the
component-wise sense.
If 0 is star-shaped with respect to the origin O, then we say that f has
subcritical (supercritical) growth provided that the following function of *
*&(n+2)(n&2) f(*&2(n&2)x, *u) is non-increasing (non-decreasing) (2)
in *1 for all (x, u) # (0"[O])_6k.
If the set 0$=Rn"0 is empty or star-shaped with respect to the origin
O # 0$, then we say 0 is star-shaped with respect to infinity2. Similarly as
above, we say that f has a subcritical (supercritical) growth provided that
+(n+2)(n&2) f(+2(n&2)x, +&1u) is non-decreasing (non-increasing) (3)
in +1 for all (x, u) # 0_6k.
Plainly, for u>0, strict sub- or supercritical growth means that the
monotonicity in *, + above is strict. Note particularly that, in dimension
n=2, we extend the notion of subcritical growth to any non-negative
function f, which is independent of x.
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2 Pucci, Serrin [24] introduced a different notion of star-shapedness with respect to infinity.
A function f defined on 0_6k is called locally Lipschitz in u, provided
that for u0 # 6 k and |/0 bounded, there exists a (relatively) open
neighborhood U(u0)/6 k such that f is Lipschitz continuous in u on
|_U(u0).
We shall assume throughout this paper that the system (1) is cooperative
(quasimonotone non-decreasing), which means that for i=1, ..., k
(x, u), (x, v) # 0_6k with uv, ui=v i
implies f i (x, u) f i (x, v).
Now we are ready to state our main results, first considering the case of
bounded domains. We shall extend the Pohoz aev non-existence theorem
for nonlinearities with a supercritical growth to cooperative systems via
moving spheres. For simplicity, all solutions of (1) considered in this paper
will be understood in the class of C2(0) & C(0 ).
Theorem 1. Let 0/Rn (n3) be bounded and star-shaped with respect
to the origin O, and let f(x, u) be locally Lipschitz in u. Suppose that f is
supercritical. Then
(A) (1) has no positive C 2(0) & C(0 )-solution,
(B) if f(x, 0)=0 for all x # 0 then (1) has no non-negative and
non-trivial C2(0) & C(0 )-solution.3
Remark. The theorem continues to hold if f(x, u) is locally Lipschitz in
u in 0 "[O] and if u # W 2, 20 (0). This, for example, includes f i (x, u)=
|x|_i upi for _i> &2 and |p i| # [(n+2+2_ i )(n&2), ), p i(1, ..., 1); for
the notation see below.
In the next result, we turn our attention to unbounded domains. For
unbounded domains the conclusions turn the opposite way. In this case, it
is in general necessary that the nonlinearities have a subcritical growth for
one to expect non-existence. For p, u # 6k, we write
|p|= p1+ p2+ } } } + pk , up=u p11 } u
p2
2 } } } u
pk
k .
Theorem 2. Let 0/Rn (n2) be star-shaped with respect to infinity,
and let the function f(x, u) be locally Lipschitz in u. Suppose that f is
subcritical or strictly subcritical if 0=Rn.
Moreover, we assume that there exist an integer l # [1, ..., k], constants
C>0, _ i>&2 and multi-indices pi # 6 l such that
f i (x, u)C |x|_i u pi, i=1, ..., l
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3 By a non-trivial solution u we mean that ui 0 for each i=1, ..., k.
in 0_6 k with u =(u1 , ..., ul) and
|pi| # \1, n+2+2_ in&2 + , i=1, ..., l.
Then (1) has no non-negative and non-trivial C2(0) & C(0 )-solution.
Remark. [1, ..., l ] can be replaced by any set [i1 , ..., il]/[1, ..., k].
Based upon a new development of the method of moving spheres,
Theorems 1 and 2 introduce a new and general approach for non-existence,
embracing equations as well as cooperative systems. In particular, it unifies
and simplifies previous non-existence results. When moving planes on
unbounded domains, one needs to overcome a lack of compactness at
infinity and there have been significant efforts in this direction, see for
example [9, 10] (Kelvin transform), [14, 18] (monotone restriction on the
nonlinearity) and [14, 27] (asymptotics at infinity). An essential observa-
tion in our approach is that, by ‘‘moving’’ spheres instead of hyperplanes,
one can avoid such a lack of compactness, see Section 3 for details. We
would like to point out that a similar device has been used for symmetry
theory, see for instance [19, 22].
The following monotonicity result, which is proved via the method of
moving spheres, plays the key role for our non-existence theorem on
unbounded domains.
Theorem 3. Let u be a positive C2(0) & C(0 )-solution of (1). Assume
that the conditions in the first paragraph of Theorem 2 hold. Then
|x| (n&2)2 u(x) is strictly increasing in the radius |x|.
Part of the interest of Theorems 2 and 3 also lies in the generality that
0 can be any unbounded domain, as long as it is star-shaped with respect
to infinity. For instance, the well-known GidasSpruck non-existence result
in Rn [15] (see also [10]) and the GidasSpruck half-space non-existence
theorem [16] for scalar equations 2u+u p=0 are special cases of
Theorem 2. In particular, special interest arises when 0 has curved bound-
ary (e.g., curved half spaces), and our results are new in this case. Previous
related results under special circumstances can be found in [2, 8, 12, and
24], see Section 4 for details.
An important feature of our method is its applicability to cooperative
(quasi-monotone non-decreasing) systems, especially in view of systems
without a variational structure.
As an immediate corollary of Theorems 1 and 2, we illustrate our results
for the following system
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2u+uavb=0 in 0,
2v+ucvd=0 in 0, (4)
u=v=0 on 0.
Theorem 4. Let a, b, c, d1. If max[a+b, c+d ]<(n+2)(n&2) for
n3 and arbitrary for n=2 then (4) has no non-trivial and non-negative
solution on a domain 0, which is star-shaped with respect to infinity. If min
[a+b, c+d ](n+2)(n&2) then (4) has no non-trivial and non-negative
solution on bounded star-shaped domains.
For scalar equations with subcritical nonlinearities, via a blow-up argu-
ment as in [16], non-existence on unbounded domains (Liouville type
results) implies a priori estimates for positive solutions, which routinely
yield existence by standard arguments (e.g., fixed point theorems on
positive cones for ‘‘monotone’’ operators based on degree theory).
Moreover, it seems to us that a general treatment of systems of type (4) has
so far been missing in the literature. In a forthcoming paper we shall
systematically study applications to general cooperative systems and, in
particular, applications to a priori estimates and existence.
Another interesting and important, yet immediate, consequence of
Theorem 3 is the following affirmative result on the question weather a
solution on a halfspace only depends on one variable.
Theorem 5. Let f : 6k  Rk be locally Lipschitz in u and let Rn+=
[x # Rn | x1>0]. If f is subcritical, then the non-negative solutions of
2u+f(u)=0 in Rn+ ,
(5)
u=0 on Rn+
depend only on x1 and are increasing.
This theorem does not need the usual assumption of boundedness of u.
It includes particularly the scalar case f (u)=u(n+2)(n&2) and implies the
half-space non-existence via the one-dimensionality (cf. [16]). Under
boundedness assumptions on u, Berestycki et al. [4] have proved one-
dimensionality results on halfspaces for Lipschitz continuous nonlinearities
with f (sup u)0. In dimension n=2, Theorem 5 produces a quite general
result since in this case every non-negative nonlinearity (independent of x)
is subcritical. In particular, this relates to a conjecture of Berestycki [3],
namely that any bounded solution of (5) is a function of x1 only (this result
was already proved in [7] for bounded solutions in dimension n=2 and,
if additionally f (0)0, also in dimension n=3). Also in [7], Berestycki
et al. consider the following counter-example to one-dimensionality: the
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function x1ex2 solves 2u&u=0. Notice that the nonlinearity &u is not
subcritical in any dimension.
Another important application is the scalar case f (u)=u&#, #>0, which
makes the half-space problem (5) singular. It is known that (5) has infinitely
many unbounded positive one-dimensional C2(Rn+) & C
:(Rn+ )-solutions
with :=2(1+#) # (0, 1), satisfying
u"(x)+u&#(x)=0 and u(x)>0 for x>0; u(0)=0,
provided #>1. A refined version of Theorem 5, see Section 5, shows that
there are no others for #>1 and no positive solutions for # # (0, 1].
The paper is structured as follows: in Section 2 we prove the non-existence
result on bounded star-shaped domains (Theorem 1). In Section 3 we prove
an analogue of the monotonicity result (Theorem 3). The non-existence
result in unbounded domains (Theorem 2) is proved in Section 4. In
Section 5, we give the proof of Theorems 4 and 5, including further exten-
sions. Finally, for convenience, in the Appendices we prove two maximum
principles and clarify the relation of our monotonicity-assumptions of type
(2), (3) to a more general monotonicity assumption.
2. NON-EXISTENCE I: BOUNDED DOMAINS
In a famous paper [23], Pohoz aev discovered an important identity
for solutions of the scalar version of (1) on a bounded domain. Sub-
sequently, Pohoz aev’s identity has been generalized by Pucci and Serrin
[24], van der Vorst [26] and Mitidieri [20, 21] to higher order equations,
gradient-systems, divergence-structure operators and, under additional
decay conditions, to unbounded domains.
When (1) has a gradient structure, namely, if there exists a C1-function
F : 0_6k  R with f(x, u)={u F(x, u), Pohoz aev’s identity on a bounded
domain 0 is given by
|
0
1
2
({u)2 (x&q) } & d_
=|
0 \nF(x, u)+
2&n
2
f(x, u) } u+(x&q) } {xF(x, u)+ dx, (6)
where & is the exterior normal on 0, q a fixed point in Rn, f # C1, 0(0 _R).
The proof can be done by an integration by parts. Important applications
of this identity are non-existence results. On bounded star-shaped domains
0, non-existence of positive solutions of (1) follows, if one of the following
cases holds for an assumed non-trivial solution:
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(a) 0 is star-shaped with respect to q and the right-hand side in (6)
is negative,
(b) 0 is strictly star-shaped with respect to q, the right-hand side in
(6) is non-positive and u&<0 on a set of positive measure on 0,
(c) 0 is star-shaped with respect to q, the right-hand side in (6) is
non-positive and u&<0 a.e. on 0.
For convenience we assume q=O. If n3, then the following class of
C1, 0(0 _R)-nonlinearities gives a non-negative right-hand side (for a positive
right-hand side, replace non-decreasing by increasing, and non-increasing by
decreasing):
*&2n(n&2)F(*&2(n&2)x, *u) non-decreasing in *1
for all (x, u) # 0_6k. (7)
Special cases of (7) are
(i) F(x, u)=|x|_ up for |p|(2n+2_)(n&2), _>&2,
(ii) *&2n(n&2)F(x, *u) non-decreasing in *1, F(tx, u) non-increasing
in t # (0, 1) for x # 0, u # 6k.
In Theorem 1 we have assumed that f is supercritical, cf. (2). In general
this implies (7), see Appendix 2. Although our assumption of supercriti-
cality is less general than (7), we emphasize its usefulness with respect to
the generalization of the non-existence theorems to cooperative systems.
Moreover, notice that f does not have to be differentiable in x, that 0 does
not have to satisfy any smoothness assumption, and that the solution u is
only assumed to be C2 in the interior of 0 and continuous up to 0.
Before we prove Theorem 1 we mention that a supercritical function f
always satisfies f(x, 0)0 for all x # 0, and it includes the cases (i) and
(iii) f i (x, u)=|x|_i upi for |p i|(n+2+2_i)(n&2), _i>&2,
(iv) *&(n+2)(n&2)f(x, *u) non-decreasing in *1, f(tx, u) non-increasing
in t # (0, 1) for x # 0, u # 6k.
Proof of Theorem 1. Since in case (B), v#0 is a solution, every non-
trivial non-negative solution is positive by the strong maximum principle
(note that we made the assumption that no component ui vanishes identi-
cally). Thus case (B) is reduced to case (A). Now we can turn to the proof
of case (A). Let BR(O) be the smallest ball centered at O that contains 0.
For any \ # (0, R) we define the cap 7\=0"B \(O). For any x # 7\ the
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Kelvin-transform at B\(O) is given by x\=\2x|x|2. Because of the
star-shapedness of 0 the Kelvin-transformed function
u\(x)=\ \|x|+
n&2
u(x\)
is well defined in 7\ and satisfies
2u\+\ \|x|+
n+2
f \\
2x
|x|2
, \ |x|\ +
n&2
u\+=0.
Using (2) with *=(|x|\)n&2>1 we get
2u\+f(x, u\)0 in 7\ ,
i.e., u\ is a supersolution and w\=u\&u satisfies
2w\+C(x) w\0 in 7\ ,
(8)
w\0 on 7\ ,
where C(x) is a bounded k_k matrix with Cij (x)0 for i{j due to the
fact the (1) is cooperative. Now the result is almost standard. Note that the
positivity of u does not necessarily imply the positivity of w on all of
7\ "B\(O), since 0 is not assumed to be strictly star-shaped. But for each
connected component Z of 7\ we have w\>0 on a subset of positive
measure of Z"B\(O). If \ # [R&=, R) for =>0 small, then 7\ has
small volume and the maximum principle for small volume domains,
cf. Berestycki, Nirenberg [4], applies and shows w\0 for such \, and
since u is positive in 0 we conclude that w\>0 in 7\ . Next we show that
the maximal interval (\0 , R), in which w\ is positive, is the interval (0, R).
Again we will use a device developed by Berestycki, Nirenberg. Suppose for
contradiction \0>0. We have w\0>0 in 7\0 . Next we find a compact
subset 7$//7\0 and =>0 such that for \ # (\0&=, \0) the volume of
7\ "7$ is so small that the maximum principle for small volume domains
holds for (8) in 7\ "7$. By diminishing = if necessary, we can assume w\
$>0 in 7$ for \ # (\0&=, \0). Since w\ is nonnegative on (7\"7$) for
\ # (\0&=, \0), we can use the small volume maximum principle and find
w\0 in 7\"7$, and also in 7$ by construction. Therefore, the positivity
of w\ continues into the interval (\0&=, R) and hence into the entire
interval (0, R). This means that for any fixed x # 0 we have
\ \|x|+
n&2
u \\
2x
|x|2+u(x) for all \ # (0, |x| ).
Letting \ tend to 0, we obtain u(x)=0. This finishes the proof. K
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3. PROOF OF THEOREM 3
In the following two sections, we turn our attention to unbounded
domains. In this section we prove the key monotonicity resultTheorem 3.
Let 0 be star-shaped with respect to infinity. In spherical coordinates, with
the origin at the star-center of 0$=Rn"0 , we have
0$=[(r, %) : 0r<r0(%), % # S n&1], 0=[(r0(%), %) : % # S n&1],
where
r0 : S n&1  [0, ]
is continuous in the extended sense.
When 0{Rn, clearly we have
min
% # S n&1
r0(%)>0.
In the case 0=Rn, we set r0 #0.
Let u be a positive solution of (1). As in Zou [28], we introduce the
following transform
v(t, %)=r(n&2)2u(r, %), t=ln r. (9)
Similarly as above, we put
{= min
% # S n&1
ln r0(%)>&
if 0{Rn. For 0=Rn, we set {=&.
The function v=v(t, %) in (9) is well defined in the set
7=[(t, %) : t>t0(%), % # S n&1],
being the image of 0 under the transform (9). The following lemma is
proved by direct calculation; we write f(r, %, u) for f(x, u).
Lemma 6. Let v(t, %) be given by (9). Then v satisfies the equation
2t v+2% v+e
((n+2)2) tf(et, %, e&((n&2)2) t v)& 14 (n&2)
2 v=0 (10)
in 7. Moreover, in case 0=Rn (then 7=(&, )_S n&1) we have
lim
t  &
e&((n&2)2) tv(t, %)=u(0) (11)
uniformly on Sn&1.
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For T # R we define
7T=7 & (&, T)_S n&1, ST=7 & [T]_Sn&1.
Obviously, 7T {< for T>{. Further, we let (t, %)T be the reflection of
(t, %) with respect to [T]_Sn&1, namely,
(t, %)T=(2T&t, %).
Then the functions
vT (t, %)=v((t, %)T)=v(2T&t, %), wT=v&vT ,
are well defined in 7T for T>{. With the aid of Lemma 6, we can show
via the method of moving spheres that v is monotone in t in the sense
below. Notice that the reflection with respect to ST in (t, %) corresponds to
the reflection about the sphere SeT (O) in Rn. In particular, vT is similar to
the function ueT introduced in Section 2 via the Kelvin transform. For
the maximum principles, which are frequently used in the proof of the
following theorem, we refer to Appendix 1.
Theorem 7. Let the conditions of Theorem 3 hold, except the strict
subcriticality on f and let v be given by (9). Then either there exist a T0>{
and an index i # [1, ..., k] such that
(wT0) i (t, %)#0 in 7T0 (12)
and for all T # ({, T0)
wT (t, %)<0 in 7T , twT (t, %)>0 on ST ; (13)
or (13) holds for all T # ({, ). If, moreover, f is strictly subcritical or
0{Rn then necessarily (13) holds for all T # ({, ).
Proof. Step 1. Here we prove that there exists T1>{ such that for all
T # ({, T1)
wT (t, %)<0 in 7T , twT (t, %)>0 on ST . (14)
As a consequence of (10) the function wT satisfies the following equation
in 7T
2t wT+2%wT+e
((n+2)2) t f(et, %, e&((n&2)2) t v)
&e((n+2)2)(2T&t) f(e2T&t, %, e&((n&2)2)(2T&t)vT)& 14 (n&2)
2 wT=0.
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For fixed % # Sn&1 and vT # 6k, we have
e((n+2)2)(2T&t) f(e2T&t, %, e&((n&2)2)(2T&t) vT)
e((n+2)2) t f(et, %, e&((n&2)2) t vT)
for tT, since f is subcritical. In turn, we have
2t wT+2%wT+e
((n+2)2) t[f(et, %, e&((n&2)2) t v)&f(et, %, e&((n&2)2) t vT)]+
& 14 (n&2)
2 wT0
in 7T , where we write [h(t, %, s)]+=max[0, h(t, %, s)] for the positive
part of a function h. Next we define a (matrix) function c(t, %) in 7T such
that
e((n+2)2) t[ f i (et, %, e&((n&2)2) t((vT)1 , ..., (vT) j&1 , vj , ..., vk))
&f i (et, %, e&((n&2)2) t((vT)1 , ..., (vT) j , vj+1 , ..., vk))]+
=cij (t, %)(wT) j .
With this definition, the function wT satisfies
2t wT+2%wT+‘wT 0 in 7T ,
(15)
wT0 on 7T ,
where
‘=c(t, %)& 14 (n&2)
2 I.
Clearly, the system (15) is cooperative.
If {>&, then the Lipschitz continuity of f implies that c(t, %) is
bounded in 7T for all T>{. For T sufficiently close to { the measure of 7T
is small. Hence we conclude by the maximum-principle for small volume
domains, see Lemma 10 in Appendix 1, that wT0 for all T # ({, T1),
where T1 is sufficiently close to {. Now (14) follows from the strong
maximum principle and the boundary lemma since no component-function
of wT can vanish identically, by the fact that u is positive in 0 and zero
on 0.
Next assume {=&. Note first that by (11) the function e&(n&2)2) tv is
bounded in 7T uniformly in T<T . Now we examine for fixed i the entries
cij (t, %) of the matrix c(t, %) on the set 7+T (i)=[(t, %) # 7T :
(wT) i (t, %)>0]. Let (t, %) # 7+T (i): by the boundedness of e
&((n&2)2) tvi we
have that 0cii (t, %)Le2t, where L is a suitable Lipschitz constant of f.
If vj (t, %)(vT) j (t, %) for some i{j then c ij (t, %)=0 since the system is
cooperative. If vj (t, %)(vT) j (t, %) then 0cij (t, %)Le2t again by the
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boundedness of e&((n&2)2) tvj . It follows that there exists a constant
L=L(T )>0 such that
0cij (t, %)Le2t on 7+T (i) for i, j=1, ..., k and T<T . (16)
Therefore
lim
t  &
c(t, %)=0
uniformly for (t, %) # 7+T (i), i=1, ..., k and TT . In particular, there exists
T2 # R such that
sup
7T
+(i)
:
k
j=1
‘ij (t, %)<0 for TT2 and i=1, ..., k. (17)
By (11), one has
lim sup
t  &
wT (t, %)0, wT #0 on ST .
By the maximum principle, in view of (15) and (17), it follows that every
component of wT must be non-positive, provided TT2 . Clearly
t wT (T, %)=2t v(T, %)0, TT2 . (18)
Moreover, for any T<T2 , either (14) holds by the strong maximum
principle and the boundary lemma or there exists an index i # [1, ..., k]
such that (wT) i #0.
On the other hand, one readily sees that (14) holds for T<0 negative
enough. For otherwise, one deduces that vi #c for some constant c and
i # [1, ..., k] for T<0 sufficiently negative, thanks to the monotonicity (18).
This is clearly impossible. Hence (14) holds for sufficiently negative T. This
shows the claim of Step 1.
Step 2. Here we will show that the quantity T0 defined by
T0=sup[T1>{ : (14) holds for TT1], (19)
satisfies Theorem 3. It follows from Step 1 that T0 is well defined.
Obviously we only need to consider the case T0<. We want to show
that (12) and (13) hold for this T0 . Suppose for contradiction that (12)
does not hold. Then by the strong maximum principle and the boundary
lemma,
wT0(t, %)<0 in 7T0 , twT0(t, %)>0 on ST0 . (20)
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Here we need to realize that in case {=& the set 7T0=
(&, T0)_S n&1 is connected. This need no longer be the case for
{>&. However, in this case the function wT cannot vanish identically in
any connected component of 7T0 due to the positivity of u in 0 and the
zero-boundary conditions of u on 0.
We proceed by first considering the case {>&. We argue similarly as
in the proof of Theorem 1. Clearly 7T0 is bounded and we have wT0<0 in
7T0 by (20). Therefore there exists a compact subset 7$//7T0 and =>0
such that
&2mi :=max
7$
(wT0) i (t, %)<0, i=1, ..., k
and for T # [T0 , T0+=] the volume of 7T"7$ is so small that the maxi-
mum principle for small volume domains holds for (15) in 7T"7$. By
diminishing = if necessary, we can assume (wT) i &mi<0 in 7$ for
T # [T0 , T0+=] and for all i=1, ..., k. Since wT is non-positive on
(7T"7$) for T # [T0 , T0+=], we can use the small volume maximum
principle and find wT0 in 7T"7$, and also in 7$ by construction. Hence,
(14) holds for T # ({, T0+=] since wT 0, which obviously contradicts the
definition of T0 . We have thus finished the proof of the theorem in case
{>&.
If {=& notice that ST=[T]_S n&1. It follows from (20) that
tv(t, %)>0 for all tT0 .
In particular, by the compactness of Sn&1 and continuity, there exists
=0>0 such that
t v(t, %)>0, tT0+=0 .
Next we choose from (16) a sufficiently negative value T3<T0 such that
for all TT0+=0 and all i=1, ..., k we have
:
k
j=1
‘ij (t, %)= :
k
j=1
cij (t, %)& 14 (n&2)
2<0 in 7+T (i) & [t<T3].
Furthermore, thanks to the fact that Sn&1 has no boundary and by
continuity again, there exists 0<=1<=0 such that
wT (t, %)<0 in 7T & [T3t<T] for all TT0+=1 .
In turn, it follows that
c(t, %)#0 in 7T & [T3t<T] for all TT0+=1 .
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In particular, for all TT0+=1 , (15) holds with
:
k
j=1
‘ij= :
k
j=1
cij (t, %)& 14 (n&2)
2<0 in 7+T (i) for i=1, ..., k.
Thus the maximum principle implies again that wT cannot have a positive
maximum in 7T , provided TT0+=1 . Hence (14) holds for T<T0+=1 by
the strong maximum principle and the boundary lemma. This is again a
contradiction to the definition of T0 and therefore (12) must hold.
Clearly (13) is a direct consequence of (19) and this finishes the proof.
Step 3. If 0{Rn or if f is strictly subcritical it remains to verify that
(12) is impossible and the strict inequalities in (13) hold. This is immediate
if {>& since u is positive in 0 and zero on 0.
Next assume {=&. Then f is strictly subcritical. It follows that the
function e((n+2)2) tf(et, %, e&((n&2)2) t v) is strictly increasing in t. In par-
ticular, if T0<, then (15) holds for T=T0 with a non-zero right hand
side. This would contradict (12) immediately as before. This finishes the
proof of the theorem. K
4. NON-EXISTENCE II: UNBOUNDED DOMAINS
For scalar equations, some non-existence results are known under (A)
decay conditions on u at  or (B) for special examples of unbounded
domains and nonlinearities.
To (A): Using Pohoz aev-type identities and strong decay assumptions
at infinity, Pucci and Serrin [24] proved non-existence on the complement
of star-shaped domains for supercritical nonlinearities. With the same
method Esteban, Lions [12] and Pucci, Serrin [24] proved non-existence
under strong decay assumptions and for general locally Lipschitz con-
tinuous nonlinearities on domains where the normal field on 0 points in
one direction.
With the help of the moving plane method Dancer [11], Esteban, Lions
[12] and Berestycki et al. [6] showed that solutions on halfspaces and
domains bounded by coercive graphs or global Lipschitz-graphs are strictly
monotone in one direction. Thus, non-existence of solutions which decay to
0 at  follows. The method requires boundedness of the solutions in the
case of global Lipschitz-graphs (which include halfspaces) and further
restrictions on f at 0 and sup u [6], [11], but it does not need boundedness
of the solutions in the case of coercive graphs.
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To (B): If f (u)=u p and if 0 is a convex cone with cross-section of at
most a half-sphere then non-existence of solutions which are bounded at
the vertex of the cone was proved by Busca [8] for all p>1, while for the
complement of bounded domains and 1<p<(n+2)n Bandle and Levine
[2] have shown non-existence.
Now we turn to the proof of Theorem 2. The monotonicity result proved
in the last section plays a crucial role.
Assuming that 0 is star-shaped with respect to infinity, we first deter-
mine a conical subset C of 0 in the following way: let |=S n&1 & B\(x0)
be an open ball on Sn&1 for some x0 # Sn&1 and some \>0. We claim that
for a suitable choice of x0 , \ and R0>0 the conical piece
C=[(r, %) : % # |, r>R0]
is a subset of 0.
There is nothing to prove for 0=Rn. Next assume 0{Rn. Let
p =(r , % ) # 0$. By continuity of the boundary-function r0 , there exists an
=&neighborhood |( p )/Sn&1 and a radius R0>0 such that sup|
r0(%)<R0 . Thus the conical piece constructed by |, R0 lies inside 0 as
claimed.
Furthermore, we note that there exists a radius R1 such that for every
R>R1 there is a point QR with the property that the ball BR(QR) is
contained in C and dist(QR , O)=}R, where }>1 is a constant depending
only on C.
The following result, an immediate consequence of Theorem 3, is needed
to prove Theorem 2.
Proposition 8. Let u be a positive solution of (1) and let the hypotheses
of Theorem 3 hold. Then
ui (x)u0 \R0|x|+
(n&2)2
, x # C, i=1, ..., k, (21)
where
u0= min
i=1, ..., k
min
|x|=R0 , x # C
ui (x)>0.
Remark. For nonlinearities f with subcritical growth Proposition 8
provides a better lower bound than the conventional lower bound which
one obtains in the case f0 from the fundamental solution.
Proof. Obviously, by Theorem 3, we have for t>{
0<t v(t, %)=e(n2) t \n&22
u
r
+r u(r, %)+ , (t, %) # St
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where r=|x|. In turn for i=1, ..., k,
n&2
2r
>&
rui (r, %)
ui (r, %)
, x # 0. (22)
Integrating (22) in the conical piece C from R0 to r>R0 along the radius
immediately yields (21). K
We shall also need the following lemma.
Lemma 9. Let l>0 be an integer and pi=( p i1 , ..., p il) # 6 l such that
|pi|= pi1+ } } } + p il>1.
Consider the system
2vi+Dvp i=0 in B, i=1, ..., l,
(23)
v=0 on B,
where D>0, v=(v1, ..., vk) and B=B1(O) is the unit ball. Then (23) has a
positive sub-solution.
Proof. For a>0 and K>0, put
vi (x)=K(1&|x|2)a, i=1, ..., l.
Direct calculation yields
2v i+Dvp i =K[2a[(n&2+2a) |x|2&n]+DK |pi |&1(1&|x|2)a( |pi |&1)+2]
_(1&|x|2)a&2>0
for suitably large a and K. K
Now we are ready to prove Theorem 2.
Proof of Theorem 2. Suppose for contradiction that (1) has a non-
negative and non-trivial solution u. Then u is strictly positive by the strong
maximum principle.
By Proposition 8, there exists a constant u~ 0>0 such that
ui (x)u~ 0 |x|&(n&2)2, i=1, ..., k (24)
in C, where C is a conical piece as defined in the beginning of this section.
Recall that there are balls BR(QR)/C with dist(QR , O)=}R. Since
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(}&1) R|x|(}+1) R in BR(QR) we find by the hypotheses on f
that
f i (x, u)DR_i u p i in BR(QR), i=1, ..., l, (25)
where u =(u1, ..., ul ) and D>0 is independent of R. By our hypotheses on
pi we find that
: := min
1il
2+_i
|pi|&1
>
n&2
2
. (26)
Let v1 be the sub-solution on B1 obtained in Lemma 9. Define a vector-
valued function vR with components
v iR(x) :=R
&:v i1 \x&QRR + , i=1, ..., l
on BR(QR). It is easily checked that
2v iR+DR
( |pi |&1) :&2 vp
i
R0 in BR(QR),
(27)
vR=0 on BR(QR).
With the aid of (24) and (26), we immediately deduce that there exists
a (sufficiently large) value R0>1 and a point QR0 # C such that
vR0<u in BR0(QR0). (28)
By (25) and the fact that :( |pi |&1)&2_i , we obtain the following two
inequalities
2ui+DR_i0 u
pi02v iR0+DR
_i
0 v
p i
R0
in BR0(QR0) (29)
for i=1, ..., l. Next, for 0<$1, we define the functions
w i$(x) :=$
&;v iR0 \QR0+
x&QR0
$ + , i=1, ..., l
in the ball B$R0(QR0), where
;= max
1il
2
|pi|&1
>0.
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By a straight-forward computation one finds
2w i$+DR
_i
0 w
p i
$ 0 in B$R0(QR0), (30)
w$=0 on B$R0(QR0).
Notice that w1=vR0 .
On the other hand, clearly w$(QR0)   as $  0. Therefore there exist
$ # (0, 1), an index i # [1, ..., l ] and a point x # B$R0(QR0) such that
u w$ in B$R0(QR0) and u
i (x )=w i$ (x ). (31)
In view of (29), recall that u is a supersolution and w$ is a subsolution of
(30). Since u w$ and (30) is cooperative, the strong maximum principle
implies ui#w i$ , which is impossible. This contradiction completes the proof
of the theorem. K
5. FURTHER RESULTS
In the first part of this section we prove Theorems 4 and 5. In the second
part, we state a generalization of Theorems 1, 2, and 5 for positive
solutions under more general Lipschitz-conditions on f.
Proof of Theorem 4. The proof follows from Theorems 1 and 2 respec-
tively, since one readily verifies that corresponding conditions are
satisfied. K
Remark. Mitidieri [21] obtained non-existence of radial positive
solutions of (4) for 1(b+1)+1(c+1)(n&2)n when the domain 0 is
a ball, which complements our result for this particular case.
Proof of Theorem 5. Since the left-hand halfspace Rn& is star-shaped
with respect to any point in Rn& , we may fix an arbitrary point in R
n
& as
the origin O of a new coordinate system. Now we apply Theorem 3 and get
the conclusion that the comparison function wT is increasing in t. For fixed
Q # Rn+ we have
n&2
2r
u(Q)> &ru(Q), (32)
where r=|Q&O|. Let !=(!1 , ..., !n&1) # S n&2 and let ’=(0, !) # S n&1.
We move the origin of the coordinate-system in Rn& in the direction ’ to
infinity, i.e., Os=O+s’, s  +. Clearly Os # Rn& and (32) continues to
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hold for Os for all s>0. Since rs u(Q)  &’u(Q) as s  + with
rs=|Q&Os |, we conclude from (32) that
’u(Q)0 for every ’=(0, !) # Sn&1.
Taking ’=(0, &!) yields ’u(Q)=0. Hence u is a function of x1 only. K
Now we consider (1) for positive solutions u>0. In this case we can
relax the Lipschitz-condition on f for the non-existence Theorems 1 and 2
and for the symmetry Theorem 5 on half-spaces. Roughly speaking, we
require f(x, u) to satisfy a Lipschitz condition in u on compact subsets of
(0, )k and a one-sided Lipschitz condition in a neighborhood of 0. For
a scalar function f, this includes the nonlinearities f (u)=u&# for #>0. The
precise assumptions are the following:
(L1) For every bounded subset | of 0 and every compact
I/(0, )k the function f i is uniformly Lipschitz on |_I as a function
of ui .
(L2) For every bounded subset | of 0 and every bounded
I/(0, )k there exists a constant L>0 such that for all i, j=1, ..., k
f i (x, u)& f i (x, v)
uj&vj
L for all u, v # |_I with ul=vl for l{ j.
In view of the maximum-principle as used in the proofs of Theorem 1
and 3, the condition (L2) is exactly what one needs to bound the coef-
ficients 0cij (t, %)Le2t in 7+T (i). While the condition (L1) ensures that
the coefficients cii (t, %) are finite in 7T , so that one can apply the strong
maximum principle on compact subsets of 7T .
Using Theorem 5 and the relaxation (L1)(L2) of the Lipschitz-continuity
of f, we deduce that for #>0 the positive C2(Rn+) & C(R
n
+ )-solutions of the
scalar problem
2u+u&#=0 (33)
on the half-space Rn+ with zero boundary-conditions only depend on one
variable, i.e., they satisfy
u"(x)+u&#(x)=0 and u(x)>0 for x>0; u(0)=0. (34)
When #>1, Eq. (34) has infinitely many unbounded positive solutions. On
the other hand, a straightforward integration shows that (34) has no
positive solutions for # # (0, 1]. This classification of positive solutions of
(33) on the half-space Rn+ is useful when, by means of a blow-up argument,
one wants to describe the precise boundary-behavior of positive solutions
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of (33) with zero boundary-data on a smooth bounded domain, cf. Lazer
and McKenna [17] for further references on this problem.
APPENDIX 1
We state and prove two maximum principles for cooperative systems in
refined form for the operator
L :=2t +2%
on subsets of R_Sn&1, which are frequently used in this paper. Let
7/R_Sn&1. Obviously &L with zero Dirichlet boundary data on 7 is
a positive operator. In particular, on bounded domains 7, the operator
&L has a positive first eigenvalue *1 and a positive first eigenfunction .
Moreover, *1 tends to  if the volume of 7 tends to 0.
Consider the system (repeated indices are summed from 1, ..., k)
Lwi+‘ij wj 0 in 7+T (i)=[(t, %) # 7T : wi (t, %)>0],
(35)
wi 0 on 7T .
We shall continue to use the notation from Section 3.
Lemma 10. Let {>&.
(A) Suppose that for (t, %) # 7+T (i) we have ‘ij (t, %)0 for i{j and
that
si= sup
7 T
+(i)
:
k
j=1
‘ij<*1(7T), i=1, ..., k. (36)
Then w0 in 7T .
(B) Assume w0 and that for (t, %) # 7T we have ‘ ij (t, %)0 for i{j.
Then for each i=1, ..., k, we have either w i #0 or wi<0, provided that
‘ii>& in 7T .
Proof. (B) is a straight-forward consequence of the strong maximum
principle for a single equation.
For (A), take a bounded domain 7 such that 7#7 T and *1(7T)>
*1(7)>maxki=1 s i . Let  be the positive first eigenfunction of L on 7,
i.e., L+*1(7) =0, =0 on 7. We set 9=(, ..., ). For sufficiently
large t we have ht=w&t90. Hence there is a smallest t*0 such
that ht*=w&t*90 in 7T and h t*i0 (t , % )=0 for some index i0 and a
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point (t , % ) # 7T . Assume for contradiction t*>0, then necessarily
(t , % ) # 7+T (i0). Using the differential inequality at (t , % ) we find
Lht*i0 +‘i0 jh
t*
j &t* \L+ :
k
j=1
‘i0 j+>0.
However, Lht*i0 (t , % )0 and 
k
j=1 ‘i0 jh
t*
j =j{i0 ‘i0 jh
t*
j 0 at (t , % ) by the
fact that the system is cooperative. This contradiction shows that t*=0,
i.e., w0. K
Lemma 11. Let {=&. Suppose in addition to the system (35) that
limt  & w(t, %)0 uniformly for % # S n&1 and replace (36) by
sup
7T
+ (i)
:
k
j=1
‘ ij<0, i=1, ..., k. (37)
Then the conclusions of Lemma 10 continue to hold.
Proof. (B) is the same as in Lemma 10. For (A), suppose for contradiction
that
wi (t , % )=max
7T
wi= max
1 jk
max
7T
wj>0
for some i # [1, ..., k] and (t , % ) # 7+T (i). Then Lwi (t , % )0 and at (t , % ) we
have
‘ij wj\:
k
j{i
‘ij+‘ii+ wi=\ :
k
j=1
‘ij+ wi<0.
This contradicts (35) and hence proves the lemma. K
APPENDIX 2
In this section we discuss the relation between the monotonicity assump-
tion of type (2), (3), and (7). We restrict ourselves to the case of a bounded
star-shaped domain and the scalar case, where the functions in (2) and (7)
are non-decreasing in *1.
If f is continuously differentiable w.r.t. x, u then (2) is equivalent to
n+2
2
f (x, u)+
2&n
2
u f (x, u) u+(x&q) } {x f (x, u)0 (38)
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for all (x, u) # 0_(0, ). Likewise, for such f, condition (7) is equivalent to
nF(x, u)+
2&n
2
f (x, u) u+(x&q) } {x F(x, u)0 (39)
Notice that if one integrates (38) from 0 to u then one obtains (39).
Therefore, if f is continuously differentiable w.r.t. x, u then
condition (2) implies the previously known condition (7).
If f is not necessarily differentiable w.r.t. x, u then this is still true. We state
the relation between (2) and (7) in the following
Lemma 12. If f # C(0 _[0, )) satisfies (2) then f also satisfies (7). But
in general, (7) does not imply (2).
Proof. If f is continuously differentiable with respect to x, u then by
comparison of the differentiated versions of (2) and (7) we have seen that
(2) implies (7). If f is only continuous then we use a mollification argu-
ment. Let , # C 0 (R
n_R) be such that Rn R ,(x, t) dx dt=1 and
supp ,/B1(O)_[&1, 1]. For a continuous function  on Rn_R we
define as usual the mollified function
=(x, s)==&n&1 |
Rn
|
R
( y, t) , \x& y= ,
s&t
= + dy dt.
We recall some properties of = :
(i) =   locally uniformly in Rn_R
(ii) if 1 # C(Rn_R), 2 # C1(R) only depends on t and =12
then
t(=)&t(1= ) 
2&1= t
2=o(1),
where o(1)  0 as =  0 uniformly on compact subsets 0_I of Rn_R.
(iii) If 9(x, t)=t0 (x, {) d{ then 9=(x, t)=
t
0 =(x, {) d{.
Let h(x, s)= f (x, s)s(n+2)(n&2). It follows from (2) that h=(*&2(n&2)x, *s)
is non-decreasing in *1. For simplicity we abbreviate (*&2(n&2)x, *s) by
(* x, s~ ). Hence for *1 and s # [s0 , ), s0>0, we find
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0 
d
d*
h=(* x, s~ )
==
(ii)
\ dd* f=(* x, s~ )+ (*s)&(n+2)(n&2)
&
n+2
n&2
*&2n(n&2)s&(n+2)(n&2)f=(* x, s~ )+O(s&(n+2)(n&2)) o(1)
=
&2
n&2
x } ({x f=)(* x, s~ ) *&n(n&2)(*s)&(n+2)(n&2)
+(s f=)(* x, s~ ) s(*s)&(n+2)(n&2)
&
n+2
n&2
*&2n(n&2)s&(n+2)(n&2)f=(* x, s~ )+O(s&(n+2)(n&2)) o(1)
We choose *=1 and multiply with s(n+2)(n&2) to get
0
&2
n&2
x } {x f=(x, s)+s f=(x, s) s&
n+2
n&2
f=(x, s)+o(1).
Integration with respect to s from 0 to v and using (iii) gives
0
&2
n&2
x } {xF=(x, v)+ f=(x, v) v&
2n
n&2
F=(x, v)+o(1). (40)
Recalling that (39) is an equivalent form of (7) we see that the function
F=(*&2(n&2)x, *v)(*v)2n(n&2)+o(1) is non-decreasing in *1. Now (7)
follows by letting =  0 and using (i).
Finally, by means of an example we show that (7) is a more general class
than (2), if regularity issues are ignored. For n=3, (n+2)(n&2)=5
consider the function
f (t)={
81
4 (2t
5&t2),
3t&4,
0t(23)13,
(23)13t
and its primitive
F(t)={
27
4 t
3(t3&1),
&t&3
0t(23)13,
(23)13t.
Then clearly F(t)t6 is increasing in [0, ) and thus f satisfies (7), whereas
f (t)t5 is decreasing for (23)13t, and hence f does not satisfy (2). K
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