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Abstract
The aim of this two-part paper is to investigate the stability properties of a special class
of solutions to a coagulation-fragmentation equation. We assume that the coagulation
kernel is close to the diagonal kernel, and that the fragmentation kernel is diagonal. We
construct a two-parameter family of stationary solutions concentrated in Dirac masses.
We carefully study the asymptotic decay of the tails of these solutions, showing that
this behaviour is stable. In a companion paper we prove that for initial data which are
sufficiently concentrated, the corresponding solutions approach one of these stationary
solutions for large times.
1 Introduction
The aim of this two-part paper is to investigate the stability properties of a special class of
solutions to a coagulation-fragmentation model. We consider the evolution equation
∂tf(ξ, t) = C [f ](ξ, t) + F [f ](ξ, t) , (1.1)
where the coagulation operator and the fragmentation operator are respectively defined as
C [f ](ξ, t) :=
1
2
∫ ξ
0
K(ξ − η, η)f(ξ − η, t)f(η, t) dη −
∫ ∞
0
K(ξ, η)f(ξ, t)f(η, t) dη , (1.2)
F [f ](ξ, t) :=
∫ ∞
0
Γ(ξ + η, η)f(ξ + η, t) dη − 1
2
∫ ξ
0
Γ(ξ, η)f(ξ, t) dη . (1.3)
The mean-field equation (1.1) describes the time evolution of a distribution f(ξ, t) of particles
of mass ξ ≥ 0 at time t ≥ 0. The reaction kernels K and Γ model the rate at which particles
∗
E-mail: marco.bonacini@unitn.it
†
E-mail: niethammer@iam.uni-bonn.de
‡
E-mail: velazquez@iam.uni-bonn.de
1
coalesce or fragment. The meaning of the different terms in the equation is the following: the
first term in (1.2) and the first term in (1.3) account for the formation of particles of size ξ,
by coalescence of particles of smaller sizes η and ξ − η, or by fragmentation of particles of
larger size ξ+ η; the second term in (1.2) and the second term in (1.3) describe the depletion
of particles of size ξ by the reverse processes. We refer the reader to the recent books [2, 3]
and the references therein for an account of the general properties of equations in the form
(1.1) and their applications.
In the following we will assume that the coagulation kernel K(ξ, η) is compactly supported
around the diagonal {ξ = η}, while the fragmentation kernel Γ(ξ, η) is purely diagonal (that
is, a particle can only split in a pair of particles of the same size). The kernels will also
satisfy suitable growth conditions at the origin and at infinity, see Section 2 for the precise
assumptions. It turns out that for such kernels the equation (1.1) has a two-parameter family
of stationary solutions with peaks concentrated in Dirac masses: more precisely, given any
value of the total mass M > 0 and a shifting parameter ρ ∈ [0, 1), there exists a (measure)
solution to (1.1) in the form
fp(ξ;M,ρ) =
∞∑
n=−∞
fn(M,ρ)δ(ξ − 2n+ρ) (1.4)
with total mass
∫∞
0 ξfp(ξ;M,ρ) dξ =
∑∞
n=−∞ 2
n+ρfn(M,ρ) = M (see Section 4 for details).
Thus, there is in particular also nonuniqueness of steady states since there exists a one-
parameter family of stationary solutions for any given mass. It can be seen that the diagonal
kernel is the only fragmentation kernel for which the system has stationary solutions with
this type of behaviour, except for additions to Γ of measures supported in the complement of
the lines {ξ+ η = 2n+ρ}. The existence of the equilibria (1.4) imply that the coagulation and
fragmentation coefficients satisfy the so-called detailed balance condition, that is the identity
K(ξ, η)µ(ξ)µ(η) = Γ(ξ + η, η)µ(ξ + η)
holds for the family of measures µ = fp. Notice, however, that this condition is satisfied in
a slightly atypical sense, as the stationary states fp are mutually singular for different values
of ρ. Another consequence of this nonuniqueness of stationary solutions and their singular
structure is that we have a corresponding family of entropies, but they are finite only for
measures that have the same support as the respetive stationary solution. Thus, we cannot
use an H-Theorem to show for general data convergence to a steady state as has been done
in [9] (for the continuous case) and [5] (in the discrete case).
It is the purpose of this paper to start a rigorous analysis of the properties of the stationary
solutions (1.4). Here we are mainly concerned with the stability of the tails: the construction
of the solution fp shows that the number of particles fn in the peak located at the point
ξ = 2n+ρ decays exponentially as ξ →∞, apart from a lower order algebraic correction; more
precisely, there exists a constant AM > 0, uniquely determined by the total mass M of the
solution, such that
fn(M,ρ) ∼ c 2ane−AM2n as n→∞, (1.5)
where c > 0 and a > 0 are constants depending only on the properties of the kernels and on
the shifting parameter ρ.
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The main contribution of this paper is to show that this tail behaviour is stable, in the
following sense. Consider an initial datum which is supported in the discrete set {2n+ρ}n∈Z:
h0(ξ) =
∞∑
n=−∞
h0nδ(ξ − 2n+ρ), with M =
∫ ∞
0
ξh0(ξ) dξ ;
assume further that h0 is a small perturbation of a stationary state (not necessarily the one
with the same mass): h0n = (1 + ε
0
n)fn(M
0, ρ), for some M0 sufficiently close to M and
coefficients ε0n small enough. In our main result (Theorem 6.1) we show that this behaviour is
persistent: we construct a solution h(ξ, t) to (1.1) starting from h0 which remains concentrated
in the points {2n+ρ}n∈Z and can be written in the form
h(ξ, t) =
∞∑
n=−∞
(1 + εn(t))fn(M(t), ρ)δ(ξ − 2n+ρ)
for suitable coefficients εn(t), exponentially decaying to zero as t → ∞, and for a map
t 7→ M(t) with limt→∞M(t) = M . In other words, at each positive time t the solution
is a perturbation of one of the stationary states fp; this is adjusted at each time by “tuning”
the parameter M(t) (and therefore the asymptotic decay (1.5) of the tail), and eventually
approaches the stationary state corresponding to the initial mass M .
The existence of the map t 7→ M(t) is proved by means of a fixed point argument. A
relevant part of the proof consists in the analysis of a discrete equation of the form
dyn
dt
= 2βn
[
yn−1 − yn − σn
(
yn − yn+1
)]
, n ∈ Z (β > 1), (1.6)
which appears as the linearization of the evolution equation for the coefficients of h(ξ, t).
Hence the study of this problem requires the development of a well-posedness theory for (1.6)
and the detailed characterization of the asymptotic behaviour of solutions to (1.6) as n→∞.
In a sense, these results can be thought as the analogue of the Ho¨lder regularity theory for
parabolic equations, in this discrete setting and at the single point n =∞.
In a companion paper [4] we will actually prove the stability of the solutions fp: starting
from an initial datum which is supported in the union of infinitely many small intervals
around the points ξn = 2
n+ρ, we show the existence of a corresponding solution to (1.1)
which actually converges to the stationary solution (1.4) with the same mass. This results
from the combination of two main effects: first, the phenomenon of the stability of the
exponential decay of the tails, discussed in this paper; second, a tendency to aggregation
leading to concentration into peaks, which can be quantified in terms of a quadratic functional
representing some kind of variance. We refer to the introduction of [4] for more details.
The careful analysis of the tails of the solutions performed in this paper, besides being
interesting by itself, is instrumental in the proof of the full result contained in [4]. In particular
the study of the linearized system (1.6) plays a fundamental role. Finally, one of the goals of
this paper is also to give an insight of the strategy of the proof of the result in [4], free of the
technical details due to the presence of the dispersion around the peaks.
Our motivation of the present study actually arose from an investigation of self-similar
solutions to pure coagulation equations. While it was generally expected that for kernels
with homogeneity smaller than or equal to one solutions converge to a uniquely determined
self-similar profile, proofs of corresponding results are only available for the constant and
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the additive kernel (see [11] and references therein). In a study based on formal stability
arguments and numerical simulations [7] it has however been noticed that for kernels that
concentrate near the diagonal solutions tend to aggregate in peaks. We expect that the
analysis developed in this paper can also be extended to the pure coagulation equation, for
coagulation kernels as considered here. Indeed, a family of solutions supported for each time
in a set of Dirac masses, similar to (1.4), can be constructed also for the pure coagulation
equation; in this case the solutions, in self-similar variables, are not stationary, but periodic
in time. One of the main difficulties consists then in proving a precise characterization of the
tails, as in (1.5). This would allow to repeat the strategy devised here and in [4] and to prove
the stability of such solutions. When the kernel is purely diagonal, a related result has been
established in [10].
Structure of the paper. The paper is organized as follows. In Section 2 we formulate
the precise assumptions on the coagulation and fragmentation kernels, and we prove a well-
posedness result for (a suitable weak formulation of) the equation (1.1). In Section 3 we
reformulate the equation by means of a convenient change of variable. The family of stationary
solutions in the form (1.4) is constructed in Section 4. In Section 5 we state the regularity
result on the linearized equation (1.6), whose proof is postponed to Appendix A. Finally, in
Section 6 we prove the main result of this paper (Theorem 6.1), which shows the stability of
the stationary solutions among the class of solutions concentrated in peaks.
2 Assumptions, weak formulation and well-posedness
We now formulate the precise assumptions on the coagulation and fragmentation kernels, that
are valid throughout the paper. Afterwards we define the notion of weak solution to (1.1),
and we prove a standard existence result.
We assume the following: the coagulation kernel is supported near the diagonal and has
the form
K(ξ, η) =
1
ξ + η
k
(ξ + η
2
)
Q
( 2η
ξ + η
− 1
)
, (2.1)
where k ∈ C([0,∞)), k > 0, satisfies the growth conditions
k(ξ) ∼ ξα+1 as ξ →∞, α ∈ (0, 1), (2.2)
k(ξ) = k0 +O(ξ
α¯) as ξ → 0+, α¯ > 1, (2.3)
for some k0 > 0, and Q is a cut-off function such that
Q ∈ C(R), Q ≥ 0, Q(0) = 1, suppQ ⊂ (−13 , 13), Q(ξ) = Q(−ξ). (2.4)
The kernel K has been written in the form (2.1) to emphasize that it is close to the diagonal
kernel in the sense of measures: indeed if we take Q(s) = δ(s) (where δ denotes the Dirac
distribution at the origin) only particles with the same size coagulate, and we recover the
diagonal kernel K(ξ, η) = k(ξ)δ(ξ−η). The exponent α represents the degree of homogeneity
at infinity. The condition on the support of Q guarantees that, for solutions concentrated
in Dirac masses at points {2n}n∈Z, the different peaks do not interact with each other; in
particular
suppK(ξ, η) ⊂
{1
2
ξ < η < 2ξ
}
. (2.5)
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As for the fragmentation kernel Γ(ξ, η), we assume that
Γ(ξ, η) = γ(ξ)δ(ξ − 2η) , (2.6)
where γ ∈ C(0,∞), γ(ξ) > 0, satisfies the growth conditions
γ(ξ) ∼ ξβ as ξ →∞, β ∈ (1, 2), (2.7)
γ(ξ) = γ0 +O(ξ
β¯) as ξ → 0+, β¯ > 1, (2.8)
for some γ0 > 0.
Remark 2.1. Some of the assumptions above (for instance, the condition β < 2, see Re-
mark 6.4) are of technical nature and could be probably removed. However, since our ultimate
goal is to provide an example of solutions concentrating in peaks, we prefer to make stronger
assumptions and keep the amount of technical details of the paper within reasonable limits.
2.1 Weak formulation and well-posedness
We introduce a weak formulation of the equation in the space of positive Radon measures
f ∈M+((0,∞)), that allows to consider solutions to (1.1) concentrated in Dirac masses and
to prove a general well-posedness result. In the following, with abuse of notation, we denote
by
∫
A φ(ξ)f(ξ) dξ the integral of φ on A ⊂ (0,∞) with respect to the measure f , also in the
case that f is not absolutely continuous with respect to the Lebesgue measure. It will be also
convenient to consider the space M+((0,∞); 1 + ξθ) of positive measures f ∈ M+((0,∞))
such that
∫
(0,∞)(1 + ξ
θ)f(ξ) dξ <∞.
In order to formally derive the weak formulation of the equation, we multiply (1.1) by a
test function ϕ(ξ) and we integrate over (0,∞):
∂t
(∫ ∞
0
f(ξ, t)ϕ(ξ) dξ
)
=
∫ ∞
0
C [f ](ξ, t)ϕ(ξ) dξ +
∫ ∞
0
F [f ](ξ, t)ϕ(ξ) dξ .
For the coagulation part we have, using Fubini’s Theorem,∫ ∞
0
C [f ](ξ, t)ϕ(ξ) dξ =
1
2
∫ ∞
0
dη
∫ ∞
η
K(ξ − η, η)f(ξ − η, t)f(η, t)ϕ(ξ) dξ
−
∫ ∞
0
∫ ∞
0
K(ξ, η)f(ξ, t)f(η, t)ϕ(ξ) dξ dη
=
1
2
∫ ∞
0
∫ ∞
0
K(ξ, η)f(ξ, t)f(η, t)
(
ϕ(ξ + η)− ϕ(ξ)− ϕ(η)
)
dξ dη .
A similar computation for the fragmentation term, taking into account the diagonal structure
(2.6) of the kernel Γ(ξ, η), shows that∫ ∞
0
F [f ](ξ, t)ϕ(ξ) dξ = −1
2
∫ ∞
0
∫ ∞
0
Γ(ξ + η, η)f(ξ + η, t)
(
ϕ(ξ + η)− ϕ(ξ)− ϕ(η)
)
dξ dη
= −1
2
∫ ∞
0
∫ ∞
0
γ(2ξ)f(2ξ, t)
(
ϕ(ξ + η)− ϕ(ξ) − ϕ(η)
)
δ(ξ − η) dξ dη .
These formal identities motivate the following definition.
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Definition 2.2 (Weak solution). A map f ∈ C([0, T ];M+((0,∞); 1 + ξβ+1)) is a weak
solution to (1.1) in [0, T ] with initial condition f0 ∈ M+((0,∞)) if for every t ∈ [0, T ]
∂t
(∫
(0,∞)
f(ξ, t)ϕ(ξ) dξ
)
(2.9)
=
1
2
∫ ∞
0
∫ ∞
0
[
K(ξ, η)f(ξ, t)f(η, t) − γ(2ξ)f(2ξ, t)δ(ξ − η)
](
ϕ(ξ + η)− ϕ(ξ)− ϕ(η)
)
dξ dη
for every test function ϕ ∈ C([0,∞)) with ϕ(ξ) . ξ as ξ →∞, and f(·, 0) = f0.
Notice that this notion of weak solution guarantees the mass conservation property∫
(0,∞)
ξf(ξ, t) dξ =
∫
(0,∞)
ξf0(ξ) dξ for all t > 0, (2.10)
as follows immediately by choosing the admissible test function ϕ(ξ) = ξ. This is the reason
why we require that the identity (2.9) holds for test functions with linear growth at infinity.
In order for the fragmentation term on the right-hand side to be well-defined for such test
functions, in view of the growth assumption (2.7) we also need to assume the boundedness of
the moment of order β + 1 of the solution. The existence of a (global in time) weak solution
for a suitable class of initial data is proved in Theorem 2.3 below.
A well-posedness result for the weak formulation of the coagulation-fragmentation equa-
tion (1.1), with a continuous coagulation kernel and a fragmentation measure, is proved for
instance in [6]; unfortunately we cannot refer directly to that result, as it requires some re-
striction on the growth of the coagulation and fragmentation rates, which do not apply to
our setting. In order to show that a weak solution exists, it is convenient to introduce the
following norm on the space of positive Radon measures M+((0,∞)):
‖f‖ := sup
n∈Z
n<0
1
2n
∫
[2n,2n+1)
f(ξ) dξ +
∫
[1,∞)
f(ξ) dξ , f ∈ M+((0,∞)). (2.11)
The reason for introducing this norm is that (taking into account the form of the steady
states, see Section 4) we want to consider only solutions that are bounded as ξ → 0+. Notice
that the finiteness of the norm (2.11) implies∫
(0,∞)
f(ξ) dξ =
−1∑
n=−∞
∫
[2n,2n+1)
f(ξ) dξ +
∫
[1,∞)
f(ξ) dξ ≤ 2‖f‖. (2.12)
The existence of weak solutions with finite norm ‖ · ‖ and conserved mass, for a given initial
datum, is guaranteed by the following theorem.
Theorem 2.3 (Existence of weak solutions). Suppose that f0 ∈ M+((0,∞)) satisfies
‖f0‖ <∞,
∫
(0,∞)
ξθf0(ξ) dξ <∞ (2.13)
for some θ > β + 1. Then there exists a weak solution f to (1.1) in [0,∞) with initial datum
f0, according to Definition 2.2, which satisfies for all T > 0
sup
0≤t≤T
‖f(t)‖ ≤ C(T, f0), sup
0≤t≤T
∫
(0,∞)
ξθf(ξ, t) dξ ≤ C(T, f0), (2.14)
where C(T, f0) denotes a constant depending on T , f0, and on the properties of the kernels.
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Proof. In oder to prove the result it is convenient to truncate the kernels and write the
equation in integral form; in this way the existence of a (strong) solution can be obtained
by a standard fixed point argument. For any given R > 1, we consider a cut-off function
ψR ∈ C1c ([0, R)), ψR ≡ 1 in [0, R − 1], and we define
KR(ξ, η) := K(ξ, η)ψR(ξ), ΓR(ξ, η) := Γ(ξ, η)ψR(ξ), (2.15)
and we notice that (1.1) (with the truncated kernels) can be rewritten as
∂tf(ξ, t) +AR[f ](ξ, t)f(ξ, t) = BR[f ](ξ, t) (2.16)
where (recall (2.5) and (2.6))
AR[f ](ξ, t) :=
(∫ 2ξ
1
2
ξ
K(ξ, η)f(η, t) dη +
1
4
γ(ξ)
)
ψR(ξ) , (2.17)
BR[f ](ξ, t) :=
1
2
∫ 2
3
ξ
1
3
ξ
K(ξ − η, η)ψR(ξ − η)f(ξ − η, t)f(η, t) dη + γ(2ξ)f(2ξ, t)ψR(2ξ) . (2.18)
Step 1. Suppose that f0 ∈ M+((0,∞)) satisfies ‖f0‖ <∞. We show that there exist a time
T = T (R) > 0 and a map fR ∈ C([0, T ];M+((0,∞))) which obeys for every t ∈ [0, T ] the
identity
fR(ξ, t) = f0(ξ) exp
(
−
∫ t
0
AR[fR](ξ, s) ds
)
+
∫ t
0
exp
(
−
∫ t
s
AR[fR](ξ, r) dr
)
BR[fR](ξ, s) ds =: TR[fR](ξ, t) (2.19)
in the sense of measures. The goal is to show that the operator TR maps the set
U :=
{
f ∈ C([0, T ];M+((0,∞))) : sup
t∈[0,T ]
‖f(t)‖ ≤ 2‖f0‖
}
into itself, and is strongly contractive if T is sufficiently small (depending on R).
Let f ∈ U . We first estimate the term AR[f ]: for ξ ∈ [0, 1] we have, by (2.1),
AR[f ](ξ, t) ≤
∫ 2ξ
1
2
ξ
K(ξ, η)f(η, t) dη +
1
4
(
max
ξ∈[0,1]
γ(ξ)
)
≤ C
(
1
ξ
∫ 2ξ
1
2
ξ
f(η, t) dη + 1
)
≤ C(‖f(·, t)‖ + 1)
(where C is a positive constant depending only on the kernels), while for ξ ≥ 1 it is easily
seen (recall (2.12)) that
AR[f ](ξ, t) ≤
(
max
1
2
≤ξ,η≤2R
K(ξ, η)
) ∫
(0,∞)
f(η, t) dη +
1
4
(
max
ξ∈[0,R]
γ(ξ)
) ≤ CR(‖f(·, t)‖+ 1) .
Combining the previous bounds we therefore obtain
AR[f ](ξ, t) ≤ CR
(‖f0‖+ 1) . (2.20)
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We next estimate the term BR[f ] in the norm ‖ · ‖: for all n ∈ Z, n < 0, we have
1
2n
∫
[2n,2n+1)
BR[f ](ξ, t) dξ ≤ C
2n+1
∫
[2n,2n+1)
dξ
ξ
∫
[ 1
3
ξ, 2
3
ξ]
f(ξ − η, t)f(η, t) dη
+
(
max
ξ∈[0,2]
γ(ξ)
) 1
2n+1
∫
[2n+1,2n+2)
f(ξ, t) dξ
≤ C
2n+1
∫
[2n−2,2n+1]
dξ
2n
∫
[2n−2,ξ)
f(ξ − η, t)f(η, t) dη + C‖f(·, t)‖
≤ C
(
1
2n+1
∫
[2n−2,2n+1]
f(η, t) dη
)(
1
2n
∫
(0,2n+1]
f(ζ, t) dζ
)
+ C‖f0‖
≤ C‖f(·, t)‖2 + C‖f0‖ ≤ C
(‖f0‖2 + ‖f0‖),
while, recalling once more (2.12),∫
[1,∞)
BR[f ](ξ, t) dξ ≤ 1
2
(
max
1
3
≤ξ,η≤2R
K(ξ, η)
) ∫
[1,∞)
dξ
∫ 2
3
ξ
1
3
ξ
f(ξ − η, t)f(η, t) dη
+
(
max
ξ∈[0,R]
γ(ξ)
) ∫
[1,∞)
f(ξ, t) dξ
≤ CR
(∫
[ 1
3
,∞)
f(η, t) dη
∫
(0,∞)
f(ζ, t) dζ + ‖f(·, t)‖
)
≤ CR
(‖f(·, t)‖2 + ‖f(·, t)‖) ≤ CR(‖f0‖2 + ‖f0‖).
By combining the previous estimates we obtain
‖BR[f ](·, t)‖ ≤ CR(‖f0‖2 + ‖f0‖) (2.21)
for some positive constant CR depending on R.
It follows that, for f ∈ U , AR[f ](·, t) is continuous and bounded, and BR[f ] is a bounded,
positive measure (it is a weighted convolution of measures); hence TR[f ] is well-defined. More-
over, by combining (2.20) and (2.21) we find
sup
t∈[0,T ]
‖TR[f ](·, t)‖ ≤ ‖f0‖+ CR(‖f0‖2 + ‖f0‖)T,
which shows that TR[f ] ∈ U for every f ∈ U , provided that T = T (R) is chosen small enough.
A similar argument also shows that for all f1, f2 ∈ U∣∣AR[f1](ξ, t)−AR[f2](ξ, t)∣∣ ≤ CR‖f1(·, t) − f2(·, t)‖,∥∥BR[f1](·, t)−BR[f2](·, t)∥∥ ≤ CR‖f1(·, t) − f2(·, t)‖,
from which it follows that
sup
t∈[0,T ]
‖TR[f1](·, t) − TR[f2](·, t)‖ ≤ CRT sup
t∈[0,T ]
‖f1(·, t)− f2(·, t)‖.
Therefore TR is strongly contractive in U if T is sufficiently small (depending on R and on
the initial datum), and Banach’s fixed point theorem yields the existence of a unique solution
fR in U to the equation (2.19) in [0, T ].
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Step 2. We now observe that fR is a weak solution to (2.16). Indeed we can test (2.19) against
any compactly supported test function ϕ ∈ Cc([0,∞)):∫
(0,∞)
ϕ(ξ)fR(ξ, t) dξ =
∫
(0,∞)
exp
(
−
∫ t
0
AR[fR](ξ, s) ds
)
ϕ(ξ)f0(ξ) dξ
+
∫ t
0
∫
(0,∞)
exp
(
−
∫ t
s
AR[fR](ξ, r) dr
)
ϕ(ξ)BR[fR](ξ, s) dξ ds .
By taking ψ ∈ C1([0, T ]), multiplying the previous equation by ∂tψ, and integrating in [0, T ],
we obtain, after integration by parts,
ψ(T )
∫
(0,∞)
ϕ(ξ)fR(ξ, T ) dξ − ψ(0)
∫
(0,∞)
ϕ(ξ)f0(ξ) dξ −
∫ T
0
∂tψ
(∫
(0,∞)
ϕ(ξ)fR(ξ, t) dξ
)
dt
= −
∫ T
0
ψ(t)
(∫
(0,∞)
AR[fR](ξ, t)ϕ(ξ)fR(ξ, t) dξ −
∫
(0,∞)
ϕ(ξ)BR[fR](ξ, t) dξ
)
dt ,
which is the weak formulation of (2.16). Then, passages similar to those preceding Defini-
tion 2.2 give∫
(0,∞)
ϕ(ξ)fR(ξ, T ) dξ −
∫
(0,∞)
ϕ(ξ)f0(ξ) dξ
=
1
2
∫ T
0
∫ ∞
0
∫ ∞
0
KR(ξ, η)fR(ξ, t)fR(η, t)
(
ϕ(ξ + η)− ϕ(ξ)− ϕ(η)
)
dξ dη dt
− 1
2
∫ T
0
∫ ∞
0
γ(2ξ)ψR(2ξ)fR(2ξ, t)
(
ϕ(2ξ) − 2ϕ(ξ)
)
dξ dt.
(2.22)
Observe also that, by an approximation argument, the identity (2.22) actually holds for all test
functions ϕ ∈ C([0,∞)), not necessarily compactly supported, growing at most as ϕ(ξ) . ξθ
as ξ →∞: indeed, the integral ∫(0,∞) f0(ξ)ϕ(ξ) dξ is finite for such test functions, in view of
the assumption (2.13), and also the right-hand side of (2.22) is well-defined, as the truncated
kernels are compactly supported.
Step 3. We can now use the weak formulation (2.22) to show that we can extend the solution
fR to every positive time t, and to obtain uniform estimates on the moments
Mr(fR(t)) :=
∫
(0,∞)
ξrfR(ξ, t) dξ (2.23)
for r ≤ θ. Notice first that, by taking ϕ(ξ) = ξ as test function in (2.22), we immedi-
ately obtain that the total mass of the solution is conserved as long as the solution exists:
M1(fR(t)) ≡M1(f0), where the initial massM1(f0) is finite in view of the assumptions (2.13).
The local solution fR can be extended in time as long as an estimate of the form
sup
t∈[0,T ]
‖fR(·, t)‖ ≤ C(R,T ) (2.24)
holds. Since the constant function ϕ ≡ 1 is admissible in (2.22), we have (by positivity of the
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kernels and of fR)∫
(0,∞)
fR(ξ, T ) dξ ≤
∫
(0,∞)
f0(ξ) dξ +
1
2
∫ T
0
∫
(0,∞)
γ(2ξ)ψR(2ξ)fR(2ξ, t) dξ dt
≤
∫
(0,∞)
f0(ξ) dξ +
1
4
(
max
ξ∈[0,R]
γ(ξ)
) ∫ T
0
∫
(0,∞)
fR(ξ, t) dξ dt,
and by a Gro¨nwall argument we obtain
sup
t∈[0,T ]
∫
(0,∞)
fR(ξ, t) dξ ≤ C(R,T )
∫
(0,∞)
f0(ξ) dξ . (2.25)
By taking a sequence of test functions approaching the characteristic function of the
interval [0, 2n] (n ∈ Z, n ≤ 0), and observing that for such functions the coagulation term
gives a negative contribution, we find the estimate
1
2n
∫
[0,2n]
fR(ξ, T ) dξ ≤ 1
2n
∫
[0,2n]
f0(ξ) dξ +
∫ T
0
1
2n
∫
[0,2n]
γ(2ξ)fR(2ξ, t) dξ dt
≤ ‖f0‖+
(
max
ξ∈[0,2]
γ(ξ)
) ∫ T
0
1
2n+1
∫
[0,2n+1]
fR(ξ, t) dξ dt
≤ ‖f0‖+ C
∫ T
0
sup
k∈Z
k≤0
1
2k
∫
[0,2k]
fR(ξ, t) dξ dt+ C
∫ T
0
∫
[1,2]
fR(ξ, t) dξ dt
≤ ‖f0‖+ C
∫ T
0
sup
k∈Z
k≤0
1
2k
∫
[0,2k]
fR(ξ, t) dξ dt+ CM1(f0)T,
where C is a positive constant, depending only on γ, and we used the conservation of mass
of the solution in the last passage. Therefore a Gro¨nwall argument yields
sup
t∈[0,T ]
sup
n∈Z
n≤0
1
2n
∫
[0,2n]
fR(ξ, t) dξ ≤ C(T )
(‖f0‖+M1(f0)), (2.26)
where the constant C(T ) is now independent of R (it depends only on T and on the maximum
of γ in the interval [0, 2]). The combination of (2.25) and (2.26) implies in particular the
estimate (2.24) and, in turn, the global existence of the solution fR.
We now consider the moment Mθ. The (admissible) choice ϕ(ξ) = ξ
θ as test function in
(2.22), using the elementary inequalities
ϕ(ξ + η)− ϕ(ξ)− ϕ(η) ≤ (2θ−1 − 1)(ξθ + ηθ), ϕ(2ξ) − 2ϕ(ξ) ≥ 0,
the assumption (2.5) on the support of the coagulation kernel, the conservation of mass, and
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the estimate (2.26), gives
Mθ(fR(T ))−Mθ(f0) ≤ (2θ−1 − 1)
∫ T
0
dt
∫ ∞
0
dξ
∫ 2ξ
1
2
ξ
K(ξ, η)fR(ξ, t)fR(η, t)ξ
θ dη
≤ C
∫ T
0
dt
∫ 1
0
dξ fR(ξ, t)ξ
θ−1
∫ 2ξ
1
2
ξ
fR(η, t) dη
+ C
∫ T
0
dt
∫ ∞
1
dξ fR(ξ, t)ξ
θ
∫ 2ξ
1
2
ξ
ηαfR(η, t) dη
≤ C(T, f0)
∫ T
0
dt
∫ 1
0
fR(ξ, t)ξ
θ dξ + CM1(f0)
∫ T
0
dt
∫ ∞
1
fR(ξ, t)ξ
θ dξ
≤ C(T, f0)
∫ T
0
Mθ(fR(t)) dt
for some constant C(T, f0) depending on the kernels, on T , and on the initial datum f0
(independent of R). Hence we obtain the uniform estimate
sup
t∈[0,T ]
Mθ(fR(t)) ≤ C(T, f0) , (2.27)
and in turn, by (2.26) and (2.27),
sup
t∈[0,T ]
‖fR(·, t)‖ ≤ C(T, f0) . (2.28)
Step 4. We finally obtain a weak solution to (1.1) by passing to the limit as R → ∞. We
give only a sketch of the proof, which is relatively standard (a similar argument is used for
instance in [8, Section 4]).
We first show the existence of a subsequence Rj →∞ along which the measures fRj (·, t)
narrowly converge to some limit measure f(·, t) for every t > 0, that is,∫
(0,∞)
ϕ(ξ)fRj (ξ, t) dξ →
∫
(0,∞)
ϕ(ξ)f(ξ, t) dξ for every ϕ ∈ Cb(0,∞). (2.29)
Recall that the narrow convergence is induced by a distance on the space of Borel probability
measures (see [1, Remark 5.1.1]). Notice that, for fixed t, thanks to the uniform bound on the
moments (2.27), the family of measures {fR(·, t)}R is tight and hence relatively compact with
respect to narrow convergence. We also need to show equicontinuity of the family {fR}R: by
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(2.22) we have, for all ϕ ∈ Cb((0,∞)) and all 0 < s < t ≤ T ,∣∣∣∣ ∫
(0,∞)
ϕ(ξ)
(
fR(ξ, t)− fR(ξ, s)
)
dξ
∣∣∣∣
≤
∣∣∣∣12
∫ t
s
∫ ∞
0
∫ ∞
0
KR(ξ, η)fR(ξ, τ)fR(η, τ)
(
ϕ(ξ + η)− ϕ(ξ)− ϕ(η)
)
dξ dη dτ
− 1
2
∫ t
s
∫ ∞
0
γ(2ξ)ψR(2ξ)fR(2ξ, τ)
(
ϕ(2ξ) − 2ϕ(ξ)
)
dξ dτ
∣∣∣∣
≤ C‖ϕ‖∞
∫ t
s
(∫ 1
0
dξ fR(ξ, τ)
1
ξ
∫ 2ξ
1
2
ξ
fR(η, τ) dη +
∫ ∞
1
dξ fR(ξ, τ)ξ
α
∫ 2ξ
1
2
ξ
fR(η, τ) dη
+
∫ 1
0
fR(ξ, τ) dξ +
∫ ∞
1
ξβfR(ξ, τ) dξ
)
dτ
≤ C‖ϕ‖∞ sup
τ∈[0,T ]
(
‖fR(·, τ)‖2 + ‖fR(·, τ)‖M1(fR(τ)) + ‖fR(·, τ)‖ +Mβ(fR(τ))
)
|t− s|
≤ C(T, f0)‖ϕ‖∞|t− s|,
where C is independent of R (the last estimate follows thanks to the uniform bounds (2.27),
(2.28)). Hence the convergence (2.29) for every t > 0 follows from Ascoli-Arzela` Theorem and
a diagonal argument. Notice also that the uniform bound on the moments (2.27) is preserved
in the limit.
Finally, we need to show that we can pass to the limit in the weak formulation of the
equation (2.22) as Rj → ∞ and recover (2.9), for every test function ϕ ∈ C([0,∞)) with
ϕ(ξ) . ξ as ξ →∞. Thanks to the convergence (2.29) it is easily seen that this can be done for
compactly supported test function: we obtain that f satisfies (2.22) for every ϕ ∈ Cc([0,∞)).
Eventually, if ϕ ∈ C([0,∞)) with ϕ(ξ) . ξ as ξ →∞, we consider a cut-off ϕN ∈ Cc([0, N+1))
at large distance, with ϕN ≡ ϕ in [0, N ], ϕN → ϕ as N →∞; in passing to the limit in (2.22),
the only problematic term is the fragmentation term, which can be handled thanks to the
uniform bound on the moment Mθ:∣∣∣∣ ∫ T
0
∫ ∞
0
γ(ξ)f(ξ, t)
(
ϕ(ξ) − ϕN (ξ)
)
dξ dt
∣∣∣∣ ≤ C ∫ T
0
∫ ∞
N
ξβ+1f(ξ, t) dξ dt
≤ C
N θ−(β+1)
∫ T
0
Mθ(f(t)) dt→ 0 as N →∞.
We conclude that f is a weak solution in the sense of Definition 2.2.
3 Logarithmic variables
For the analysis of the stability of solutions concentrated in peaks, it is convenient to go over
to logarithmic variables, which will be used along the rest of the paper: we set
g(x, t) := ξf(ξ, t), ξ = 2x. (3.1)
After an elementary change of variable, (1.1) takes the form
∂tg(x, t) = C [g](x, t) + F [g](x, t) , (3.2)
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where the coagulation operator C and the fragmentation operator F are now given by
C [g](x, t) :=
ln 2
2
∫ x
−∞
2xK(2x − 2y, 2y)
2x − 2y g
( ln(2x − 2y)
ln 2
, t
)
g(y, t) dy
− ln 2
∫ ∞
−∞
K(2x, 2y)g(x, t)g(y, t) dy , (3.3)
F [g](x, t) := ln 2
∫ ∞
−∞
2x+yΓ(2x + 2y, 2y)
2x + 2y
g
( ln(2x + 2y)
ln 2
, t
)
dy
− ln 2
2
∫ x
−∞
Γ(2x, 2y)g(x, t)2y dy , (3.4)
respectively. Notice that the conservation of mass (2.10) reads, in terms of g,∫
R
2xg(x, t) dx =
∫
R
2xg(x, 0) dx . (3.5)
We can rephrase the notion of weak solution to (1.1) in the new variables (3.1) as follows. As
before, this definition guarantees that a weak solution always satisfies (3.5).
Definition 3.1 (Weak solution). A map g ∈ C([0, T ];M+(R; 1+2(β+1)x)) is a weak solution
to (3.2) in [0, T ] with initial condition g0 ∈ M+(R) if for every t ∈ [0, T ]
∂t
(∫
R
g(x, t)ϕ(x) dx
)
=
ln 2
2
∫
R
∫
R
K(2y, 2z)g(y, t)g(z, t)
[
ϕ
( ln(2y + 2z)
ln 2
)
− ϕ(y)− ϕ(z)
]
dy dz
− 1
4
∫
R
γ(2y+1)g(y + 1)
[
ϕ(y + 1)− 2ϕ(y)] dy
(3.6)
for every test function ϕ ∈ C(R) such that limx→−∞ ϕ(x) < ∞ and ϕ(x) . 2x as x → ∞,
and g(·, 0) = g0.
It is convenient to introduce a notation for the right-hand side of the weak equation (3.6),
evaluated on a given test function ϕ: we define the operators
Bc[g, g;ϕ] :=
ln 2
2
∫
R
∫
R
K(2y, 2z)g(y)g(z)
[
ϕ
( ln(2y + 2z)
ln 2
)
− ϕ(y)− ϕ(z)
]
dy dz , (3.7)
Bf [g;ϕ] :=
1
4
∫
R
γ(2y+1)g(y + 1)
[
ϕ(y + 1)− 2ϕ(y)] dy . (3.8)
Remark 3.2. Notice that, in view of (2.5), the coagulation kernel K evaluated at the point
(2y, 2z) is supported in the region
suppK(2y, 2z) ⊂ {|y − z| < 1} . (3.9)
For g ∈ M+(R) we can introduce the following norm, corresponding to (2.11):
‖g‖ := sup
n∈Z
n<0
1
2n
∫
[n,n+1)
g(x) dx+
∫
[0,∞)
g(x) dx . (3.10)
13
For every initial datum g0 ∈ M+(R) such that ‖g0‖ < ∞ and
∫
R
2θxg(x) dx < ∞, for some
θ > β + 1, Theorem 2.3 provides the existence of a global weak solution g with conserved
mass and satisfying for all T > 0 the bounds
sup
t∈[0,T ]
‖g(t)‖ ≤ C(T, g0) , sup
t∈[0,T ]
∫
R
2θxg(x, t) dx ≤ C(T, g0) . (3.11)
4 Stationary solutions
In this section we show the existence of a family of stationary solutions of (3.2) supported in
a set of Dirac masses at integer distance, with a fixed mass M > 0. The solutions to (3.2) we
are looking for have the form
gp(x) =
∞∑
n=−∞
anδ(x − n− ρ) (4.1)
where ρ ∈ [0, 1) is a parameter fixing the shifting of the peaks with respect to the integers,
with total mass ∫
R
2xgp(x) dx =
∞∑
n=−∞
2n+ρan =M . (4.2)
By inserting the expression (4.1) into the weak formulation (3.6) of the equation, we see
that gp is a stationary solution if the coefficients an satisfy the recurrence equation
an+1 = ζn,ρa
2
n , where ζn,ρ :=
ln 2
2n+ρ
k(2n+ρ)
γ(2n+ρ+1)
. (4.3)
To obtain (4.3), we observe that in view of Remark 3.2 there is no interaction among different
peaks in the coagulation term, hence the right-hand side of (3.6) computed on gp becomes
Bc[gp, gp;ϕ]−Bf [gp;ϕ]
=
∞∑
n=−∞
(
ln 2
2
K(2n+ρ, 2n+ρ)a2n −
1
4
γ(2n+ρ+1)an+1
)(
ϕ(n+ ρ+ 1)− 2ϕ(n + ρ)
)
.
This quantity vanishes for every test function ϕ if the coefficients an obey (4.3) (recall the
expression (2.1) of the coagulation kernel K).
To construct a solution to (4.3), it is convenient to introduce new variables
αn :=
1
2
ζn,ρan , (4.4)
which solve the recurrence equation
αn+1 = θn,ρα
2
n , with θn,ρ :=
2ζn+1,ρ
ζn,ρ
. (4.5)
We also observe that, in view of (4.4) and (4.3), we also have
an+1
an
= 2αn . (4.6)
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Notice that, in view of assumptions (2.2)-(2.3) and (2.7)–(2.8) on the kernels, the asymp-
totic behaviour of the coefficients ζn,ρ is
ζn,ρ =
(k0 ln 2
γ02ρ
)
2−n +O(2(c¯−1)n) as n→ −∞,
ζn,ρ ∼ (2−β ln 2)2(α−β)(n+ρ) as n→∞,
(4.7)
where c¯ := min{α¯, β¯} > 1. In turn the coefficients θn,ρ obey
θn,ρ = 1 +O(2
c¯n) as n→ −∞, lim
n→∞
θn,ρ = 2
α−β+1 . (4.8)
The existence of stationary solutions in the form (4.1) with any given value of the mass
is guaranteed by the following proposition.
Proposition 4.1 (Stationary peaks solutions). Let ρ ∈ [0, 1) and M > 0 be given. There
exists a unique family of coefficients {an}n∈Z solving (4.3) which are positive, bounded, and
satisfy
∞∑
n=−∞
2n+ρan =M. (4.9)
Furthermore, there exist two constants A0 ∈ R, AM > 0, uniquely determined by M , such
that
an = a−∞
(
2n +A02
2n
)
+ o(22n) as n→ −∞,
an ∼ a∞2(β−α)ne−AM2n as n→∞,
(4.10)
where a−∞ :=
γ02ρ+1
k0 ln 2
, a∞ := (ln 2)
−12β2(β−α)(ρ+1).
In particular, the measure gp defined by (4.1) is a stationary solution to (3.2) with total
mass M , that is (4.2) holds.
Proof. Given any initial value α0 > 0 we can consider the family of coefficients {αn}n∈Z
obtained by the recurrence relation (4.5) starting from α0. We first compute the asymptotics
of αn at n→ −∞: by iterating (4.5) we have for all k ∈ N
α−k =
(
k∏
ℓ=1
(
θℓ−k−1,ρ
)−2−ℓ)
α2
−k
0 = exp
(
2−k ln(α0)−
k∑
ℓ=1
2−ℓ ln(θℓ−k−1,ρ)
)
= exp
(
2−k ln(α0)− 2−k
0∑
j=1−k
2−j ln(θj−1,ρ)
)
.
(4.11)
Observe now that, in view of the asymptotics (4.8), the series
Θ :=
∞∑
j=−∞
2−j ln(θj−1,ρ) (4.12)
is absolutely convergent; then, by letting k →∞ in (4.11) we obtain the asymptotics
αn = 1 +A02
n + o(2n) as n→ −∞, where A0 := lnα0 −
0∑
j=−∞
2−j ln(θj−1,ρ) . (4.13)
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We now look at the behaviour of αn as n→∞. For every n ∈ Z and k ∈ N we have
αn =
(
n−1∏
ℓ=n−k
θ2
n−ℓ−1
ℓ,ρ
)
α2
k
n−k = exp
(
n−1∑
ℓ=n−k
2n−ℓ−1 ln(θℓ,ρ) + 2
k ln(αn−k)
)
= exp
(
n−1∑
ℓ=n−k
2n−ℓ−1 ln(θℓ,ρ) + 2
k(A02
n−k + o(2n−k))
)
,
where we used the asymptotic (4.13) in the last passage; by letting k →∞ we obtain
αn = exp
(
n−1∑
ℓ=−∞
2n−ℓ−1 ln(θℓ,ρ) + 2
nA0
)
= exp
(
2n
n∑
j=−∞
2−j ln(θj−1,ρ) + 2
nA0
)
= exp
(
2n
(
A0 +
∞∑
j=−∞
2−j ln(θj−1,ρ)
))
exp
(
−2n
∞∑
j=n+1
2−j ln(θj−1,ρ)
)
,
which finally gives, recalling (4.12),
αn = e
−A2n exp
(
−2n
∞∑
j=n+1
2−j ln(θj−1,ρ)
)
, where A := −(A0 +Θ) . (4.14)
Notice also that by (4.8)
αn ∼ e
−A2n
2α−β+1
as n→∞. (4.15)
Summing up, for every value of the free parameter α0 we have constructed a sequence of
coefficients {αn}n∈Z solving (4.5) and satisfying (4.13), (4.14). This family of solutions is
equivalently parametrized by the exponent A = − ln(α0) −
∑∞
j=1 2
−j ln(θj−1,ρ) giving the
asymptotic behaviour of αn at n→∞. We are interested only in those solutions with A > 0.
We finally compute the total mass and we show that, for any given M > 0, there is always
a unique choice of the parameter A > 0 such that the constraint (4.9) is fulfilled. In terms of
αn, (4.9) reads
∞∑
n=−∞
2n+ρan =
∞∑
n=−∞
2n+ρ+1ζ−1n,ραn
(4.14)
=
∞∑
n=−∞
2n+ρ+1ζ−1n,ρe
−A2n exp
(
−2n
∞∑
j=n+1
2−j ln(θj−1,ρ)
)
=:M(A) .
Recalling (4.7), it is easily seen that this series is convergent for every value of A > 0; moreover
the value M(A) is decreasing with respect to A, with M(A)→ 0 as A→∞ and M(A)→∞
as A → 0+. Therefore, given any M > 0, we can find a unique value AM > 0 such that
M(AM ) =M , so that the constraint (4.9) is satisfied.
Going back to the coefficient an = 2ζ
−1
n,ραn, it is easily seen that also (4.10) is satisfied,
thanks to (4.13), (4.15), and (4.7).
Remark 4.2. It is clear from the proof of Proposition 4.1 that, for a given ρ > 0, there is
a one-to-one correspondence between the total mass M ∈ (0,∞) of the solution gp and the
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parameter AM ∈ (0,∞) which determines its asymptotic behaviour at ∞; in other words, the
result can be equivalently stated by saying that, for every ρ > 0 and A > 0, there exists a
unique weak solution gp in the form (4.1) whose coefficients obey (4.10). We will underline
the dependence of the coefficients on the parameters A and ρ by writing {an(A, ρ)}n∈Z.
5 The linearized problem
The analysis in the paper and the proof of the main result rely heavily on the study of the
properties of solutions to the linear problem
dyn
dt
=
γ(2n)
4
[
yn−1 − yn − σn
(
yn − yn+1
)]
, (5.1)
where the coefficients σn are given by
σn := 8αn(AM )
γ(2n+1)
γ(2n)
(5.2)
(recall here that αn are the rescaled coefficients of a stationary solution corresponding to the
parameters AM and ρ = 0, introduced in (4.4) and explicitly given by (4.14)). The equation
(5.1) will appear in Section 6 as the linearization of the evolution equation for the coefficients
of a weak solution concentrated in Dirac masses. The value of M > 0, and consequently of
AM , is fixed throughout this section. Notice that, in view of (2.7), (2.8), (4.13), and (4.14),
we have the asymptotics
σn ∼ 8− 8(AM +Θ)2n + o(2n) as n→ −∞, σn ∼ 22β−α+2e−AM2n as n→∞, (5.3)
where Θ is the constant appearing in (4.12).
We fix some notation to be used in the following. We introduce the space of sequences
which are bounded as n→∞ and grow at most as 2−n as n→ −∞:
Y :=
{
y = {yn}n∈Z : ‖y‖Y <∞
}
, ‖y‖Y := sup
n≤0
2n|yn|+ sup
n>0
|yn| . (5.4)
For θ ∈ R we also consider the space
Yθ :=
{
y = {yn}n∈Z ∈ Y : ‖y‖θ <∞
}
, ‖y‖θ := sup
n≤0
2n|yn|+ sup
n>0
2θn|yn| (5.5)
(notice in particular that Y0 = Y). It is convenient to denote the linear operator on the
right-hand side of (5.1), acting on a sequence y = {yn}n∈Z, by
Ln(y) :=
γ(2n)
4
[
yn−1 − yn − σn
(
yn − yn+1
)]
, L (y) := {Ln(y)}n∈Z , (5.6)
and the associated semigroup by
Sn(t)(y
0) := yn(t), S(t)(y
0) := {Sn(t)(y0)}n∈Z , (5.7)
where {yn(t)}n∈Z is the unique solution to (5.1) at time t, with initial datum y0. We finally
introduce a symbol for the discrete derivatives
D+n (y) := yn+1 − yn, D−n (y) := yn − yn−1, D±(y) := {D±n (y)}n∈Z , (5.8)
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and for the operator
Pn(y) := 2
nyn, P (y) := {Pn(y)}n∈Z . (5.9)
We summarize the main regularity result for the linear equation (5.1) in the following
statement, whose technical proof is postponed to Appendix A.
Theorem 5.1. Let θ, θ˜ be fixed parameters satisfying
θ ∈ (−1, β), θ˜ ∈ [θ, β], with θ˜ − θ < β, (5.10)
and let y0 ∈ Yθ be a given initial datum. Then there exists a unique solution t 7→ S(t)(y0) ∈ Yθ
to the linear problem (5.1) with initial datum y0, which satisfies the estimate
‖D+(S(t)(y0))‖θ˜ ≤ C1‖y0‖θ(1 + t−
θ˜−θ
β )e−νt for all t > 0, (5.11)
where ν > 0 is a constant depending only on M , and C1 > 0 depends on M , θ, and θ˜.
Moreover, there exists the limit S∞(t)(y
0) := limn→∞ Sn(t)(y
0), satisfying for all t > 0
‖S(t)(y0)− S∞(t)(y0)‖θ˜ ≤ C1‖y0‖θ(1 + t−
θ˜−θ
β )e−νt (if θ˜ > 0). (5.12)
Finally, there exists the limit
Dβ∞S(t)(y
0) := lim
n→∞
2βn
(
Sn(t)(y
0)− S∞(t)(y0)
)
,
and one has the identity
lim
n→∞
Ln(S(t)(y
0)) =
2β − 1
4
Dβ∞S(t)(y
0). (5.13)
All the constants in the statement above depend also on the properties of the coagulation
and fragmentation kernels; however we will not mention this dependence explicitly, as the
kernels are fixed throughout the paper. For the purposes of this paper, we will not need to
consider negative values of θ in the previous theorem (that is, initial data which are unbounded
as n→∞); however, since we will need this result for θ < 0 in the companion paper [4], we
prefer to include also this possibility in the statement.
6 Stability in the class of peaks solutions
6.1 The main result
In this section we discuss the stability of the stationary solutions with peaks constructed in
Proposition 4.1, among the class of weak solutions concentrated in Dirac masses. We consider
a weak solution g ∈ C([0, T ];M+(R; 1 + 2(β+1)x)) to (3.2), according to Definition 3.1, in the
form
g(x, t) =
∞∑
n=−∞
bn(t)δ(x − n− ρ) , (6.1)
where ρ ∈ [0, 1) is fixed. We denote the total mass of the solution, which is preserved along
the evolution, by
M :=
∫
R
2xg(x, t) dx =
∞∑
n=−∞
2n+ρbn(t) . (6.2)
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In order to derive the evolution equation for the coefficients bn(t), we choose a sequence of test
functions ϕn(x) := 2
xψ(x−n−ρ), where ψ ∈ C∞c (−12 , 12 ), ψ(0) = 1, is a cut-off function; then
by inserting the expression (6.1) into the weak formulation (3.6) of the equation we obtain
2n+ρ
dbn
dt
=
∞∑
k=−∞
ln 2
2
K(2k+ρ, 2k+ρ)(bk(t))
2
(
ϕn(k + ρ+ 1)− 2ϕn(k + ρ)
)
−
∞∑
k=−∞
γ(2k+ρ+1)
4
bk+1(t)
(
ϕn(k + ρ+ 1)− 2ϕn(k + ρ)
)
=
(
ln 2
2
K(2n−1+ρ, 2n−1+ρ)(bn−1(t))
2 − 1
4
γ(2n+ρ)bn(t)
)
2n+ρ
−
(
ln 2
2
K(2n+ρ, 2n+ρ)(bn(t))
2 − 1
4
γ(2n+1+ρ)bn+1(t)
)
2n+ρ+1
=
(
ln 2
k(2n−1+ρ)
2n+1+ρ
(bn−1(t))
2 − 1
4
γ(2n+ρ)bn(t)
)
2n+ρ
−
(
ln 2
k(2n+ρ)
2n+2+ρ
(bn(t))
2 − 1
4
γ(2n+1+ρ)bn+1(t)
)
2n+ρ+1 ,
where in the first passage we used the fact that the function K(2y, 2z) is supported in the
region |y − z| < 1, see Remark 3.2. By using the coefficients ζn,ρ introduced in (4.3), we can
write the previous equation as
dbn
dt
=
γ(2n+ρ)
4
(
ζn−1,ρ(bn−1(t))
2 − bn(t)
)
− γ(2
n+1+ρ)
2
(
ζn,ρ(bn(t))
2 − bn+1(t)
)
. (6.3)
Recall now that by Proposition 4.1 we have a two-parameter family of stationary solutions
in the form gp(x;A, ρ) =
∑∞
n=−∞ an(A, ρ)δ(x−n− ρ), parametrized by A > 0, ρ ∈ [0, 1) (see
Remark 4.2). The main goal is to express the coefficients {bn(t)}n∈Z of the weak solution
(6.1) as perturbations of the coefficients {an(A(t), ρ)}n∈Z of one of these stationary solutions,
at each time corresponding to a different value of the parameter A. As t → ∞, the weak
solution g approaches the stationary solution gp(·;AM , ρ), where AM is the unique value of
the parameter A such that the corresponding solution has total mass M . Precisely, our main
result is the following.
Theorem 6.1. Let {b0n}n∈Z be an initial datum in the form
b0n = an(A
0, ρ)
(
1 + ε0n
)
(6.4)
for some A0 > 0 and ε0n ∈ R, and let M =
∑∞
n=−∞ 2
n+ρb0n be the initial mass. There exists
δ0 > 0, depending on M , such that if
|A0 −AM | ≤ δ0, |ε0n| ≤ δ0, (6.5)
then there exists a solution {bn(t)}n∈Z to (6.3), with bn(0) = b0n, which can be expressed as
bn(t) = an(A(t), ρ)
(
1 + εn(t)
)
for every t > 0 and n ∈ Z, (6.6)
for suitable functions A(t) > 0 and εn(t) ∈ R. Moreover for every t > 0 one has the estimates
sup
n≤0
|εn(t)|+ sup
n≥0
2(β−1)n|εn(t)| ≤ (1 + t−
β−1
β )e−νt,
∣∣∣ dA
dt
∣∣∣ ≤ (1 + t−β−1β )e−νt, (6.7)
where ν > 0 depends only on M . Finally, A(t)→ AM as t→∞.
19
In the statement of the theorem, {an(A(t), ρ)}n∈Z denote the coefficients of the stationary
solution constructed in Proposition 4.1 corresponding to the parameters A(t) and ρ, and AM
is the unique value of A such that
∑
n 2
n+ρan(AM , ρ) =M .
The rest of this section is devoted to the proof of Theorem 6.1. We will first write the
equation in a more convenient set of variables and outline the strategy of the proof, and then
perform the proof in full details by means of a fixed point argument.
In order to simplify the notation, we will assume henceforth that ρ = 0, without loss of
generality, and we will not indicate the dependence on ρ. Recall that the goal is to express
the coefficients {bn(t)}n∈Z, solving (6.3), in the form
bn(t) = an(A(t))
(
1 + εn(t)
)
(6.8)
for suitable functions A(t) and εn(t), whose existence will be proved by means of a fixed point
argument. We substitute (6.8) into (6.3): by using the fact that the sequence (an)n∈N satisfies
the equation (4.3) we easily get
dan
dA
dA
dt
(
1 + εn
)
+ an(A(t))
dεn
dt
=
γ(2n)
4
[
an(A(t))
(
2εn−1 − εn + ε2n−1
)
− 2an+1(A(t))γ(2
n+1)
γ(2n)
(
2εn − εn+1 + ε2n
)]
. (6.9)
Notice now that, in view of (4.4) and (4.14), we have
dan
dA
=
2
ζn
dαn
dA
= − 2
ζn
2nαn = −2nan ,
and furthermore an+1an = 2αn by (4.6). Inserting these identities into (6.9) we find
dεn
dt
= 2n(1 + εn)
dA
dt
+
γ(2n)
4
[(
2εn−1 − εn + ε2n−1
)
− 4αn(A(t))γ(2
n+1)
γ(2n)
(
2εn − εn+1 + ε2n
)]
. (6.10)
It is now convenient to introduce the variable yn := 2
−nεn, solving
dyn
dt
= (1 + 2nyn)
dA
dt
+
γ(2n)
4
[(
yn−1 − yn + 2n−2y2n−1
)
− 4αn(A(t))γ(2
n+1)
γ(2n)
(
2yn − 2yn+1 + 2ny2n
)]
. (6.11)
Notice also that the mass-conservation property (6.2) gives the additional constraint
M =
∞∑
n=−∞
2nan(A(t))
(
1 + 2nyn(t)
)
for every t > 0. (6.12)
6.2 Strategy of the proof
The proof of Theorem 6.1 is based on the analysis of the linearized version of the equation
(6.11), which is considered in Section 5. We refer to the beginning of that section for the
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notation that will be used in the following. The equation (6.11) for the coefficients y(t) =
{yn(t)}n∈Z and the unknown function A(t) can be written in terms of the linearized operator
L (see (5.6)) as
dyn
dt
(t) = Ln(y(t)) +
dA
dt
(t) + 2nyn(t)
dA
dt
(t) + hn(y(t), A(t)), (6.13)
where for notational convenience we introduced the sequence h(y,A) := {hn(y,A)}n∈Z,
hn(y,A) :=
2nγ(2n)
4
[
1
4
y2n−1 − 4αn(A)
γ(2n+1)
γ(2n)
y2n
]
+ 2γ(2n+1)
(
αn(AM )− αn(A)
)(
yn − yn+1
)
. (6.14)
Before going to the technical details of the proof, we briefly explain the general strategy:
it consists in selecting the function A(t) in such a way that the solution to (6.13) satisfies
limn→∞ yn(t) = 0 for every positive time. The existence of a pair of functions (y(t), A(t))
with this property will be proved by means of a fixed point argument. In order to formulate
the problem as a fixed point, we notice that, for a given A(t), we can write a representation
formula for the solution y(t) = {yn(t)}n∈N to (6.13) with a given initial datum y0:
yn(t) = Sn(t)(y
0) +A(t)−A(0) +
∫ t
0
dA
dt
(s)Sn(t− s)(P (y(s))) ds
+
∫ t
0
Sn(t− s)(h(y(s), A(s))) ds, (6.15)
where Sn is the semigroup generated by the linearized equation (5.1), see (5.7), and P is the
operator introduced in (5.9). By formally taking the derivative with respect to t in (6.15) we
get
dyn
dt
(t) = Ln
(
S(t)(y0)
)
+
dA
dt
+ 2nyn(t)
dA
dt
+ hn(y(t), A(t))
+
∫ t
0
dA
dt
(s)Ln
(
S(t− s)(P (y(s)))) ds+ ∫ t
0
Ln
(
S(t− s)(h(y(s), A(s)))) ds . (6.16)
We obtain an equation defining A(t) by imposing that the formal limit as n → ∞ of (6.16)
vanishes: recalling (5.13), we have
dA
dt
=
1− 2β
4
[
Dβ∞S(t)(y
0) +
∫ t
0
dA
dt
(s)Dβ∞S(t− s)(P (y(s))) ds
+
∫ t
0
Dβ∞S(t− s)(h(y(s), A(s))) ds
]
(6.17)
(where we assumed that the limits of 2nyn(t) and of hn(y(t), A(t)) vanish: this will be a
consequence of the choice of the space in which we formulate the fixed point). We will show
that all the quantities appearing in (6.17) are well-defined, and moreover that (6.17) implies
that the right-hand side of (6.15) vanishes in the limit as n→∞, that is,
S∞(t)(y
0) +A(t)−A(0) +
∫ t
0
dA
dt
(s)S∞(t− s)(P (y(s))) ds
+
∫ t
0
S∞(t− s)(h(y(s), A(s))) ds = 0 . (6.18)
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Finally, subtracting (6.18) from (6.15), we obtain the equation
yn(t) =
[
Sn(t)− S∞(t)
]
(y0) +
∫ t
0
dA
dt
(s)
[
Sn(t− s)− S∞(t− s)
]
(P (y(s))) ds
+
∫ t
0
[
Sn(t− s)− S∞(t− s)
]
(h(y(s), A(s))) ds . (6.19)
The previous formal considerations suggests to look for a pair (y(t),Λ(t)), with Λ(t) = dAdt ,
solving the two equations (6.17)–(6.19) by a fixed point argument. This is made rigorous in
the following subsection.
6.3 Fixed point argument
The core of the proof of Theorem 6.1 is contained in the following proposition.
Proposition 6.2. Let M > 0. There exists δ0 > 0, depending on M , with the following
property. If A0 > 0, y0 ∈ Y1 are such that
M =
∞∑
n=−∞
2nan(A
0)(1 + 2ny0n) (6.20)
and
|A0 −AM | ≤ δ0, ‖y0‖1 ≤ δ0, (6.21)
then there exist functions t 7→ (y(t), A(t)) solving (6.13) with y(0) = y0, A(0) = A0. Moreover
for every t > 0 one has the estimates
‖y(t)‖β ≤ (1 + t−
β−1
β )e−
ν
2
t,
∣∣∣ dA
dt
∣∣∣ ≤ (1 + t−β−1β )e− ν2 t, (6.22)
where ν is as in Theorem 5.1 (depending only on M). Finally, A(t)→ AM as t→∞.
Proof. Let g : (0,∞)→ R be the function
g(t) := (1 + t−
β−1
β )e−
ν
2
t. (6.23)
Let also δ > 0 be a small parameter, to be chosen later. We work in the space X := X1×X2,
where
X1 :=
{
y ∈ L∞loc((0,∞);Yβ) : ‖y‖X1 ≤ δ
}
, ‖y‖X1 := sup
t>0
‖y(t)‖β
g(t)
, (6.24)
X2 :=
{
Λ ∈ L∞loc((0,∞);R) : ‖Λ‖X2 ≤ δ
}
, ‖Λ‖X2 := sup
t>0
|Λ(t)|
g(t)
. (6.25)
For Λ ∈ X2 we let
AΛ(t) := A
0 +
∫ t
0
Λ(s) ds . (6.26)
Notice that for every Λ ∈ X2
|AΛ(t)−A0| =
∣∣∣∣ ∫ t
0
Λ(s) ds
∣∣∣∣ ≤ ‖Λ‖X2 ∫ t
0
g(s) ds ≤ C3‖Λ‖X2 , (6.27)
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where C3 :=
∫∞
0 g(t) ds <∞ depends ultimately only on M . In particular, combining (6.21)
and (6.27) we can assume without loss of generality that for every Λ ∈ X2
|AΛ(t)−AM | ≤ C3δ + δ0 ≤ AM
2
(6.28)
provided that we choose δ0 and δ sufficiently small (depending on M).
We define a map T : X → X by setting T (y,Λ) := (y˜, Λ˜), where
y˜n(t) :=
[
Sn(t)− S∞(t)
]
(y0) +
∫ t
0
Λ(s)
[
Sn(t− s)− S∞(t− s)
]
(P (y(s))) ds
+
∫ t
0
[
Sn(t− s)− S∞(t− s)
]
(h(y(s), AΛ(s))) ds , (6.29)
Λ˜(t) :=
1− 2β
4
[
Dβ∞S(t)(y
0) +
∫ t
0
Λ(s)Dβ∞S(t− s)(P (y(s))) ds
+
∫ t
0
Dβ∞S(t− s)(h(y(s), AΛ(s))) ds
]
. (6.30)
We first have to show that all the quantities appearing on the right-hand side of (6.29)
and (6.30) are well-defined. Since y0 ∈ Y1, by Theorem 5.1 the limits S∞(t)(y0), Dβ∞S(t)(y0)
exist, with the bounds
‖Sn(t)(y0)− S∞(t)(y0)‖β ≤ C1‖y0‖1
(
1 + t
−β−1
β
)
e−νt ≤ C1δ0g(t),
|Dβ∞S(t)(y0)| ≤ C1δ0g(t).
(6.31)
Similarly, since y(s) ∈ Yβ we have P (y(s)) ∈ Yβ−1 for every positive s, with
‖P (y(s))‖β−1 ≤ ‖y(s)‖β , (6.32)
and therefore again by Theorem 5.1
‖(Sn(t− s)− S∞(t− s))(P (y(s)))‖β ≤ C1‖y(s)‖β(1 + (t− s)− 1β )e−ν(t−s)
≤ C1‖y‖X1g(s)
(
1 + (t− s)− 1β )e−ν(t−s)
≤ C1δg(s)
(
1 + (t− s)− 1β )e−ν(t−s),
|Dβ∞S(t− s)(P (y(s)))| ≤ C1δg(s)
(
1 + (t− s)− 1β )e−ν(t−s).
(6.33)
In the same way, the bound on h proved in Lemma 6.3 below (notice that the assumption of
the lemma is satisfied in view of (6.28)) also guarantees that
‖(Sn(t− s)−S∞(t− s))(h(y(s), AΛ(s)))‖β
≤ C1‖h(y(s), AΛ(s))‖β−1
(
1 + (t− s)− 1β )e−ν(t−s)
≤ C1C2
(
‖y(s)‖2β + |AΛ(s)−AM |‖y(s)‖β
)(
1 + (t− s)− 1β )e−ν(t−s)
≤ C1C2
(
‖y‖2X1
(
g(s)
)2
+
(
C3δ + δ0
)‖y‖X1g(s))(1 + (t− s)− 1β )e−ν(t−s)
≤ C1C2
(
δ2(g(s))2 +
(
C3δ + δ0
)
δg(s)
)(
1 + (t− s)− 1β )e−ν(t−s),
|Dβ∞S(t− s)(h(y(s), AΛ(s)))|
≤ C1C2
(
δ2(g(s))2 +
(
C3δ + δ0
)
δg(s)
)(
1 + (t− s)− 1β )e−ν(t−s).
(6.34)
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The previous estimates imply that the right-hand sides of (6.29) and (6.30) are well-defined
quantities. The rest of the proof consists in showing that T is a contraction in the space X ,
and that its fixed point is the sought solution to (6.13) satisfying limn→∞ yn(t) = 0.
Step 1: T (y,Λ) ∈ X for every (y,Λ) ∈ X . By plugging the estimates (6.31), (6.33), and
(6.34) into (6.29) we find
‖y˜n(t)‖β ≤ C1δ0g(t) + C1
(
1 + C2
)
δ2
∫ t
0
(
g(s)
)2(
1 + (t− s)− 1β )e−ν(t−s) ds
+ C1C2
(
C3δ + δ0
)
δ
∫ t
0
g(s)
(
1 + (t− s)− 1β )e−ν(t−s) ds
≤ C1
(
δ0 + (1 + C2)C4δ
2 + C2C3C4δ
2 + C2C4δ0δ
)
g(t) ,
(6.35)
where we used the elementary estimates∫ t
0
(
g(s)
)2(
1 + (t− s)− 1β )e−ν(t−s) ds ≤ C4g(t),∫ t
0
g(s)
(
1 + (t− s)− 1β )e−ν(t−s) ds ≤ C4g(t) (6.36)
for a uniform constant C4. In particular, by choosing δ and δ0 sufficiently small, depending
only on M , (6.35) yields
‖y˜‖X1 ≤ δ.
We similarly estimate Λ˜ in the space X2: by inserting (6.31), (6.33), and (6.34) into (6.30),
the very same computation as in (6.35) gives
|Λ˜(t)| ≤ 2
β − 1
4
C1
(
δ0 + (1 + C2)C4δ
2 + C2C3C4δ
2 +C2C4δ0δ
)
g(t) ,
and in turn
‖Λ˜‖X2 ≤ δ.
This completes the proof of the claim.
Step 2: contractivity. Let (y1,Λ1), (y2,Λ2) ∈ X and set (y˜i, Λ˜i) := T (yi,Λi), i = 1, 2. In view
of the definition (6.29) of y˜i we have
∣∣y˜1n(t)− y˜2n(t)∣∣ ≤ ∫ t
0
∣∣Λ1(s)− Λ2(s)∣∣∣∣Sn(t− s)− S∞(t− s)∣∣(P (y1(s))) ds
+
∫ t
0
|Λ2(s)|∣∣Sn(t− s)− S∞(t− s)∣∣(P (y1(s)− y2(s))) ds
+
∫ t
0
∣∣Sn(t− s)− S∞(t− s)∣∣(h(y1(s), AΛ1(s))− h(y2(s), AΛ2(s))) ds .
(6.37)
The first two integrals can be estimated using (6.33); for the last one, by Lemma 6.3 below
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we have, similarly to (6.34),∥∥(Sn(t− s)−S∞(t− s))(h(y1(s), AΛ1(s))− h(y2(s), AΛ2(s)))∥∥β
≤ C1‖h(y1(s), AΛ1(s))− h(y2(s), AΛ2(s))‖β−1
(
1 + (t− s)− 1β )e−ν(t−s)
≤ C1C2
[
‖y1(s)− y2(s)‖β
(
max{‖y1(s)‖β , ‖y2(s)‖β}+ |AM −AΛ1(s)|
)
+ |AΛ1(s)−AΛ2(s)|
(
‖y2(s)‖2β + ‖y2(s)‖β
)](
1 + (t− s)− 1β )e−ν(t−s)
≤ C1C2
[
‖y1 − y2‖X1g(s)
(
δg(s) + C3δ + δ0
)
+ C3‖Λ1 − Λ2‖X2
(
δ2
(
g(s)
)2
+ δg(s)
)](
1 + (t− s)− 1β )e−ν(t−s) ,
where we used the bound |AΛ1(s) − AΛ2(s)| ≤ C3‖Λ1 − Λ2‖X2 , which follows from (6.26).
From (6.37) it is then straightforward to obtain an estimate of the form∥∥y˜1(t)− y˜2(t)∥∥
β
≤ C(δ + δ0)
(
‖Λ1 − Λ2‖X2 + ‖y1 − y2‖X1
)
∫ t
0
[(
g(s)
)2
+ g(s)
](
1 + (t− s)− 1β )e−ν(t−s) ds ,
for a big constant C > 0 depending ultimately only on M , which in turn yields, recalling
(6.36), ∥∥y˜1 − y˜2∥∥
X1
≤ C(δ + δ0)
(
‖Λ1 − Λ2‖X2 + ‖y1 − y2‖X1
)
.
Starting from the inequality∣∣Λ˜1(t)− Λ˜2(t)∣∣ ≤ 1− 2β
4
∫ t
0
∣∣Λ1(s)− Λ2(s)∣∣∣∣Dβ∞S(t− s)(P (y1(s)))∣∣ ds
+
1− 2β
4
∫ t
0
|Λ2(s)|∣∣Dβ∞S(t− s)(P (y1(s))− P (y2(s)))∣∣ ds
+
1− 2β
4
∫ t
0
∣∣Dβ∞S(t− s)(h(y1(s), AΛ1(s))− h(y2(s), AΛ2(s)))∣∣ ds
a completely similar argument shows that∥∥Λ˜1 − Λ˜2∥∥
X1
≤ C(δ + δ0)
(
‖Λ1 − Λ2‖X2 + ‖y1 − y2‖X1
)
.
Therefore the map T is a contraction in the space X , provided that δ and δ0 are small enough
(depending on M).
Step 3: conclusion. By Banach’s Fixed Point Theorem we have obtained the existence of a
fixed point (y,Λ) ∈ X for the map T ; that is, denoting by A(t) := A0 + ∫ t0 Λ(s) ds, the maps
t 7→ A(t), t 7→ y(t) satisfy the equations (6.17) and (6.19), with A(0) = A0, y(0) = y0.
We now want to show that this is also a solution to the starting equation (6.13). Notice
first that, in view of (5.13), we can rewrite (6.17) as
dA
dt
= − lim
n→∞
[
Ln
(
S(t)(y0)
)
+
∫ t
0
dA
dt
(s)Ln
(
S(t− s)(P (y(s)))) ds
+
∫ t
0
Ln
(
S(t− s)(h(y(s), A(s)))) ds]
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(where we can pass the limit under the integral sign in view of the uniform estimate (5.12)
and the bounds on y and dAdt in the space X ). By integrating this equation in (0, t) we have
(exchanging once more limit and integrals, thanks to the uniform estimates)
A(t)−A(0) = − lim
n→∞
[∫ t
0
Ln
(
S(s)(y0)
)
ds+
∫ t
0
ds
∫ s
0
dA
dξ
(ξ)Ln
(
S(s− ξ)(P (y(ξ)))) dξ
+
∫ t
0
ds
∫ s
0
Ln
(
S(s− ξ)(h(y(ξ), A(ξ)))) dξ]
= − lim
n→∞
[∫ t
0
d
ds
(
Sn(s)(y
0)
)
ds+
∫ t
0
ds
∫ s
0
dA
dξ
(ξ)
d
ds
(
Sn(s− ξ)(P (y(ξ)))
)
dξ
+
∫ t
0
ds
∫ s
0
d
ds
(
Sn(s− ξ)(h(y(ξ), A(ξ)))
)
dξ
]
= lim
n→∞
[
Sn(0)(y
0)− Sn(t)(y0)
+
∫ t
0
dA
dξ
(ξ)
(
Sn(0)(P (y(ξ))) − Sn(t− ξ)(P (y(ξ)))
)
dξ
+
∫ t
0
(
Sn(0)(h(y(ξ), A(ξ))) − Sn(t− ξ)(h(y(ξ), A(ξ)))
)
dξ
]
= −S∞(t)(y0)−
∫ t
0
dA
dξ
(ξ)S∞(t− ξ)(P (y(ξ))) dξ
−
∫ t
0
S∞(t− ξ)(h(y(ξ), A(ξ))) dξ .
This is exactly the identity (6.18). Finally, adding (6.18) to (6.19), we conclude that the pair
(y,A) satisfies (6.15), which is in turn equivalent to (6.13).
We eventually show that limt→∞A(t) = AM . Denoting by M(t) the mass of the station-
ary solution gp(·;A(t)), that is, M(t) =
∑∞
n=−∞ 2
nan(A(t)), we have in view of the mass
conservation property (6.12)
M =
∞∑
n=−∞
2nan(A(t))
(
1 + 2nyn(t)
)
=M(t) +
∞∑
n=−∞
22nan(A(t))yn(t),
that is, using (6.22) and the asymptotic properties (4.10),
|M −M(t)| ≤
( 0∑
n=−∞
2nan(A(t)) +
∞∑
n=1
2(2−β)nan(A(t))
)
‖y(t)‖β ≤ C(1 + t−
β−1
β )e−
ν
2
t
for a uniform constant C. Therefore M(t) converges exponentially to M as t → ∞. As the
parameter A depends continuously on the mass of the corresponding stationary solution (see
the last part of the proof of Proposition 4.1), the claim follows.
The following technical lemma was instrumental in the proof of Proposition 6.2.
Lemma 6.3. Let y ∈ Yβ, A > 0, and let h(y,A) be the sequence defined by (6.14). Assume
also that A ≥ 12AM . Then there exists a constant C2, depending on M , such that
‖h(y,A)‖β−1 ≤ C2‖y‖2β + C2|AM −A|‖y‖β . (6.38)
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Furthermore, for every y1, y2 ∈ Yβ and A1, A2 > 12AM we have
‖h(y1, A1)− h(y2, A2)‖β−1 ≤ C2‖y1 − y2‖β
(
max{‖y1‖β , ‖y2‖β}+ |AM −A1|
)
+ C2|A1 −A2|
(
‖y2‖2β + ‖y2‖β
)
.
(6.39)
Proof. Along the proof, the symbol . will be used for inequalities up to constants which can
depend only on the properties of the kernels and on M . We first notice that, in view of the
explicit expression (4.14) of the coefficients αn, we have∣∣αn(AM )− αn(A)∣∣ = ∣∣e−AM2n − e−A2n∣∣ exp(−2n ∞∑
j=n+1
2−j ln(θj−1)
)
. 2ne−(AM∧A)2
n |AM −A|
≤ 2ne− 12AM2n |AM −A| .
(6.40)
Similarly if A1, A2 > 12AM∣∣αn(A1)− αn(A2)∣∣ . 2ne− 12AM2n |A1 −A2| . (6.41)
We now show (6.38). We first consider the case n ≤ 0. By using the definition of hn, the
estimate (6.40), and the asymptotics (2.8), (4.13) of γ(2n) and αn as n→ −∞, we find
|hn(y,A)| . 2−n‖y‖2β + |AM −A|‖y‖β .
For n > 0, using (6.40), the asymptotics (2.7) of γ(2n), and the asymptotics (4.15) of αn as
n→∞, we obtain
|hn(y,A)| . 2−(β−1)n‖y‖2β + 2ne−
1
2
AM2
n |AM −A|‖y‖β
. 2−(β−1)n‖y‖2β + 2−(β−1)n|AM −A|‖y‖β .
Then (6.38) follows combining the previous estimates.
We next prove (6.39). For n ≤ 0, using the definition of h, the estimate (6.41), and the
asymptotics of γ(2n) and αn, we find
|hn(y1, A1)− hn(y2, A2)|
. 2−n‖y1 − y2‖β‖y1 + y2‖β + 2−n|αn(A1)− αn(A2)|‖y2‖2β
+ 2−n|αn(AM )− αn(A1)|‖y1 − y2‖β + 2−n|αn(A1)− αn(A2)‖y2‖β
. 2−n‖y1 − y2‖β‖y1 + y2‖β + e−
1
2
AM2
n |A1 −A2|‖y2‖2β
+ e−
1
2
AM2
n |AM −A1|‖y1 − y2‖β + e−
1
2
AM2
n |A1 −A2|‖y2‖β .
For n > 0 we have instead
|hn(y1, A1)− hn(y2, A2)|
. 2−(β−1)n‖y1 − y2‖β‖y1 + y2‖β + 2−(β−1)n|αn(A1)− αn(A2)|‖y2‖2β
+ |αn(AM )− αn(A1)|‖y1 − y2‖β + |αn(A1)− αn(A2)‖y2‖β
. 2−(β−1)n‖y1 − y2‖β‖y1 + y2‖β + 2ne−
1
2
AM2
n |A1 −A2|‖y2‖2β
+ 2ne−
1
2
AM2
n |AM −A1|‖y1 − y2‖β + 2ne−
1
2
AM2
n |A1 −A2|‖y2‖β .
The two estimates combined give (6.39).
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Remark 6.4. The strategy of the proof of Proposition 6.2 requires the assumption β < 2, as
otherwise the first integral in (6.36) would be divergent. The same approach could be followed
also in the case β ≥ 2, but under the stronger assumption on the initial datum ‖y0‖β ≤ δ0.
We however expect that the same statement can be proved also for β ≥ 2.
The proof of Theorem 6.1 follows now directly from Proposition 6.2.
Proof of Theorem 6.1. It is sufficient to reformulate the statement of Proposition 6.2 in terms
of the variable εn = 2
nyn.
A Proof of the regularity result for the linearized problem
This section is entirely devoted to the proof of the regularity result Theorem 5.1 on the
linearized problem (5.1). The analysis will be performed in two steps. We first show in
Lemma A.1 the global well-posedness of (5.1), via maximum principle arguments, for an
initial datum y0 ∈ Yθ. This allows to define the semigroup t 7→ S(t)(y0), see (5.7). In the
same lemma we prove that the solution converges uniformly to a constant, as t → ∞, in
regions n ∈ (−∞, n0) for n0 arbitrarily large. In a second step (Lemma A.4) we analyze the
behaviour of the solution for large values n→∞.
We observe that all the constants in the statements below will depend of course also on
the properties of the coagulation and fragmentation kernels; however we will not mention this
dependence explicitly, as they are fixed throughout the paper.
Lemma A.1. Let θ ≥ −1 and let y0 = {y0n}n∈Z ∈ Yθ be a given initial datum. Then there
exists a unique solution t 7→ y(t) = {yn(t)}n∈Z to (5.1), with y(0) = y0, in the space Y for
θ ≥ 0 and in the space Yθ if θ < 0.
Moreover, for every sufficiently large n0 ∈ N there exists a constant Cn0 > 0 (depending
only n0 and M) such that
|yn(t)− m¯| ≤ Cn0‖y0‖θ(2−n + 1)e−νt for all n ≤ n0, (A.1)
where ν > 0 depends only on M and
m¯ :=
∑∞
n=−∞ 2
2nan(AM )y
0
n∑∞
n=−∞ 2
2nan(AM )
. (A.2)
The bound θ ≥ −1 in the statement is artificial and not needed in the proof; we include
it in order to obtain uniform constants with respect to θ. We remark for later use that, if
y0 ∈ Yθ, then thanks to the asymptotics (4.10) of an
|m¯| ≤ C0‖y0‖θ (A.3)
for a constant C0 depending only on M .
Proof of Lemma A.1. Along the proof we simplify the notation by writing an = an(AM ),
αn = αn(AM ). We divide the proof of the lemma into three steps, first showing the well-
posedness of (5.1) in Yθ, then proving the estimate (A.1) in any bounded region n ∈ [−n0, n0],
and eventually proving (A.1) for n < −n0.
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Step 1. We show the global well-posedness of (5.1). Consider first the case θ ≥ 0: in this case
the sequence y0 is bounded as n→∞. It is straightforward to check that the function
y¯n(t) :=
{
2−neµt n ≤ 0,
eµt n > 0
(A.4)
is a supersolution of the problem (5.1), that is dy¯ndt −Ln(y¯) > 0, provided that
µ > max
{γ(1)
4
, sup
n<0
γ(2n)
4
(1− σn/2)
}
(such a value of µ exists thanks to the asymptotics (5.3) of σn). The existence of a solution to
(5.1) can then be proved by a standard truncation argument: for N ∈ N, one first constructs
a solution yN (t) = {yNn (t)}n∈Z to the finite set of equations
dyNn
dt
(t) = Ln(y
N (t)), |n| ≤ N,
with boundary values yNn (t) ≡ 0 for |n| > N , and initial datum yNn (0) = y0n for |n| ≤ N . By
comparison with the supersolution (A.4), the Maximum Principle yields the estimate
|yNn (t)| ≤ ‖y0‖θ y¯n(t) ≤ ‖y0‖θ(2−n + 1)eµt for all t > 0 and |n| ≤ N ,
which is in particular uniform in N . Letting N →∞, by a standard compactness argument
we obtain a solution y(t) = {yn(t)}n∈Z to (5.1) with y(0) = y0, satisfying the estimate
‖y(t)‖0 ≤ 2‖y0‖θeµt for every t > 0 (if θ ≥ 0). (A.5)
This argument has to be modified in the case of an initial datum y0 ∈ Yθ with θ < 0
(unbounded as n → ∞), since we are not allowed to compare with the supersolution (A.4).
However, one can check that in this case the sequence
y¯n(t) :=
{
2−neµt n ≤ 0,
2−θneµt n > 0
is a supersolution of the problem (5.1), provided that µ is large enough (thanks to the fast
decay of σn as n → ∞, see (5.3)); hence by repeating the previous argument we obtain a
solution y(t) = {yn(t)}n∈Z to (5.1) with y(0) = y0, satisfying the estimate
‖y(t)‖θ ≤ 2‖y0‖θeµt for every t > 0 (if θ < 0). (A.6)
The uniqueness of the solution can be also obtained by a maximum principle argument.
As before, we first consider the case θ ≥ 0: in this case we obtain uniqueness in the space Y.
Indeed, assume that y(t) = {yn(t)}n∈Z is a solution to (5.1), with y(t) ∈ Y for every t > 0,
and y(0) = 0. A direct computation shows that the sequence
y˜n(t) :=
{
4−neµ˜t n < 0,
4neµ˜t n ≥ 0
is a supersolution for (5.1), provided µ˜ is large enough. For every given T > 0 and ε > 0
we can find N = N(ε, supt∈[0,T ] ‖y(t)‖Y ) such that |y±N (t)| ≤ εy˜±N (t) for all N ≥ N and
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t ∈ [0, T ]. By applying the maximum principle in the bounded region (n, t) ∈ [−N,N ]× [0, T ]
we obtain
−εy˜n(t) ≤ yn(t) ≤ εy˜n(t) for all n ∈ [−N,N ] and t ∈ [0, T ].
By letting first N → ∞, and then ε → 0, T → ∞, we can conclude that yn(t) = 0 for all
n ∈ Z and t > 0.
In the case of an initial datum y0 ∈ Yθ with θ < 0, one can repeat the previous argument
with the modified supersolution
y˜n(t) :=
{
2−(1−θ)neµ˜t n < 0,
2(1−θ)neµ˜t n ≥ 0
(for µ˜ large enough), and obtain uniqueness in the space Yθ. This completes the proof of the
well-posedness of (5.1).
Step 2. Recalling the definition (5.2) of σn and (4.6), it is straightforward to check that (5.1)
can be written in the form
dyn
dt
=
1
22nan
D−n
({
22kγ(2k+1)ak+1D
+
k (y)
}
k
)
. (A.7)
Subtracting the quantity m¯ defined in (A.2), we have
22nan
d
dt
(yn − m¯) = D−n
({
22kγ(2k+1)ak+1D
+
k (y)
}
k
)
,
and in turn, multiplying by yn − m¯ and summing over n, we end up with
d
dt
( ∞∑
n=−∞
22nan(yn − m¯)2
)
= 2
∞∑
n=−∞
(
22nγ(2n+1)an+1D
+
n (y)− 22n−2γ(2n)anD+n−1(y)
)
(yn − m¯)
= 2
∞∑
n=−∞
(
22nγ(2n+1)an+1D
+
n (y)
)
(yn − yn+1)
= −2
∞∑
n=−∞
22nγ(2n+1)an+1(D
+
n (y))
2 .
By Lemma A.2 below we obtain
d
dt
( ∞∑
n=−∞
22nan(yn − m¯)2
)
≤ − 2
c0
∞∑
n=−∞
22nan(yn − m¯)2 ,
which in turn yields
‖y(t)− m¯‖2
ℓ2(Z;2na
1/2
n )
≤ e−
2
c0
t‖y0 − m¯‖2
ℓ2(Z;2na
1/2
n )
. (A.8)
Notice now that by (A.3)
‖y0 − m¯‖2
ℓ2(Z;2na
1/2
n )
=
∞∑
n=−∞
22nan(y
0
n − m¯)2 ≤ C ′0‖y0‖2θ (A.9)
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for another constant C ′0 > 0 depending only on M . It is immediately seen that (A.8) and
(A.9) imply the uniform convergence of yn(t) to the constant m¯ as t → ∞, for n in any
compact region: for every n0 ∈ N there exists a constant C ′n0 (depending on n0 and M) such
that for every t > 0
sup
n∈[−n0,n0]
|yn(t)− m¯| ≤ C ′n0e
− t
c0 ‖y0‖θ . (A.10)
Step 3. It only remains to control the region n < −n0. Let T > 0 and ε > 0 be fixed.
Consider the sequence
zn(t) := C2
−ne−νt + ε4−n,
where C > 0 and ν > 0 are constant to be fixed later. We first observe that by as straight-
forward computation
dzn
dt
−Ln(z) = C2−ne−νt
(
−ν − γ(2
n)
4
(1− σn/2)
)
− εγ(2
n)
4n+1
(
3− 3
4
σn
)
.
Recalling that γ(2n)→ γ0 > 0 and σn → 8 as n→ −∞, by choosing ν < 34γ0 we obtain that
zn is a supersolution for (5.1) in the region n ∈ (−∞,−n0], for every sufficiently large n0.
Furthermore, for t = 0 (by (A.3))
|yn(0)− m¯| ≤ ‖y0‖θ(2−n +C0) ≤ C2−n ≤ zn(0) for all n ≤ −n0,
provided that we choose C > ‖y0‖θ(1 + C0). By (A.10), for n = −n0 we have
|y−n0(t)− m¯| ≤ C ′n0e
− t
c0 ‖y0‖θ ≤ z−n0(t) for every t > 0,
if we choose ν < 1c0 and C > 2
−n0C ′n0‖y0‖θ. Finally, by (A.3) and (A.5)–(A.6) we can choose
n1 > n0 sufficiently large, depending on ε and T , such that
|y−n1(t)− m¯| ≤ 2n1+1‖y0‖θeµt + C0‖y0‖θ ≤ ε4n1 ≤ z−n1(t) for every t ∈ [0, T ].
Therefore, with the choices
C > max
{
(1 + C0), 2
−n0C ′n0
}‖y0‖θ, ν < min{3
4
γ0,
1
c0
}
, (A.11)
we can apply the Maximum Principle in the compact region (n, t) ∈ [−n1,−n0]× [0, T ]:
|yn(t)− m¯| ≤ zn(t) for all n ∈ [−n1,−n0] and t ∈ [0, T ].
Letting firstly n1 →∞, and then ε→ 0, T →∞, the previous argument shows that
|yn(t)− m¯| ≤ C2−ne−νt for all n ≤ −n0 and t > 0. (A.12)
The estimate (A.1) follows by combining (A.10) and (A.12).
The following discrete Poincare´-type inequality is used in the proof of Lemma A.1.
Lemma A.2. With the notation introduced in Lemma A.1, there exists a constant c0 > 0
(depending on M) such that for every t > 0
∞∑
n=−∞
22nan(yn(t)− m¯)2 ≤ c0
∞∑
n=−∞
22nγ(2n+1)an+1(D
+
n (y(t)))
2 . (A.13)
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Proof. We claim that there exists a constant c1 > 0 such that
∞∑
n=−∞
22nan(yn(t)− y0(t))2 ≤ c1
∞∑
n=−∞
22nγ(2n+1)an+1(D
+
n (y(t)))
2 . (A.14)
Notice that the conclusion of the lemma will follow easily from (A.14): indeed, we can write
m¯ =
∑∞
n=−∞ 2
2nanyn(t)∑∞
n=−∞ 2
2nan
,
since the right-hand side is actually independent of t, as can be easily checked by using the
equation (5.1); we then have( ∞∑
n=−∞
22nan
)
(m¯− y0(t)) =
∞∑
n=−∞
22nan(yn(t)− y0(t))
≤
( ∞∑
n=−∞
22nan(yn(t)− y0(t))2
) 1
2
( ∞∑
n=−∞
22nan
) 1
2
,
from which it follows that
∞∑
n=−∞
22nan(m¯− y0(t))2 ≤
∞∑
n=−∞
22nan(yn(t)− y0(t))2.
Therefore, assuming that (A.14) holds,
∞∑
n=−∞
22nan(yn(t)− m¯)2 ≤ 2
∞∑
n=−∞
22nan(yn(t)− y0(t))2 + 2
∞∑
n=−∞
22nan(y0(t)− m¯)2
≤ 4c1
∞∑
n=−∞
22nγ(2n+1)an+1(D
+
n (y(t)))
2 ,
which gives (A.13). We are then left with the proof of (A.14), which we show in two steps.
In the following we omit the dependence on the variable t, which is fixed.
Step 1: n ≥ 1. By writing yn = y0 +
∑n−1
k=0 D
+
k (y) we find
∞∑
n=1
22nan(yn − y0)2 =
∞∑
n=1
22nan
(n−1∑
k=0
D+k (y)
)2
≤
∞∑
n=1
22nann
n−1∑
k=0
|D+k (y)|2
=
∞∑
k=0
( ∞∑
n=k+1
22nann
)
|D+k (y)|2 .
(A.15)
Recalling (4.6) and (4.14), for n ≥ k + 2 we have
an =
( n−1∏
m=k+1
2αm
)
ak+1
= 2n−k−1 exp
(
−AM
n−1∑
m=k+1
2m
)
exp
(
−
n−1∑
m=k+1
2m
∞∑
j=m+1
2−j ln(θj−1)
)
ak+1
≤ 2n−k−1e−AM (2n−2k+1) exp
(
(n− k − 1) sup
j∈Z
| ln(θj)|
)
ak+1
≤ 2c(n−k−1)e−AM2n(1−2k+1−n)ak+1
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for a uniform constant c (notice that the coefficients θj depend only on the coagulation and
fragmentation kernels, and the asymptotics (4.8) yields the uniform boundedness of | ln(θj)|).
By inserting this estimate in (A.15) we find
∞∑
n=1
22nan(yn − y0)2 ≤
∞∑
k=0
( ∞∑
n=k+1
22nn2c(n−k−1)e−AM2
n(1−2k+1−n)
)
ak+1|D+k (y)|2
≤
∞∑
k=0
( ∞∑
n=k+1
22(n−k)n2c(n−k−1)e−AM2
n(1−2k+1−n)
)
22kak+1|D+k (y)|2 .
The strict positivity of γ(ξ), together with the asymptotics (2.7), yields the existence of a
constant c1 (depending on M) such that
∞∑
n=1
22nan(yn − y0)2 ≤ c1
∞∑
n=0
22nγ(2n+1)an+1(D
+
n (y))
2 .
Step 2: n ≤ −1. Introduce variables zn := 2na1/2n (yn− y0), xn := zn+1−2(an+1an )1/2zn, so that
D+n (y) = D
+
n (y − y0) = 2−(n+1)a−1/2n+1 zn+1 − 2−na−1/2n zn =
xn
2n+1a
1/2
n+1
.
In these variables the claim amounts to show that
−1∑
n=−∞
|zn|2 ≤ c1
−1∑
n=−∞
γ(2n+1)|xn|2 . (A.16)
By using the definition of xn and recalling (4.6) we find the recurrence formula
zn = −
−n−1∑
k=0
(2
√
2)−(k+1)
( k∏
j=0
α
−1/2
n+j
)
xn+k for all n ≤ −1. (A.17)
Now for all n ≤ −1 and k ∈ {0, . . . ,−n− 1} we have by (4.14)
k∏
j=0
α
−1/2
n+j = exp
(
AM
k∑
j=0
2n+j−1
)
exp
( k∑
j=0
2n+j−1
∞∑
ℓ=n+j+1
2−ℓ ln(θℓ−1)
)
≤ eAM exp
( ∞∑
ℓ=−∞
2−ℓ| ln(θℓ−1)|
)
=: c¯
(recall that the series converges thanks to the asymptotics (4.8) of the coefficients θℓ). Com-
bining this estimate with (A.17) we obtain
−1∑
n=−∞
|zn|2 ≤
−1∑
n=−∞
(
c¯
−n−1∑
k=0
(2
√
2)−(k+1)xn+k
)2
=
c¯2
8
−1∑
n=−∞
( −1∑
m=n
(2
√
2)n−mxm
)2
. (A.18)
33
To complete the proof, we use a discrete version of Young’s convolution inequality: letting
fn =
∑−1
m=n(2
√
2)n−mxm we have
−1∑
n=−∞
f2n =
−1∑
n=−∞
−1∑
m=n
fn(2
√
2)n−mxm
≤
( −1∑
n=−∞
−1∑
m=n
f2n(2
√
2)n−m
) 1
2
( −1∑
n=−∞
−1∑
m=n
x2m(2
√
2)n−m
) 1
2
≤
( −1∑
n=−∞
f2n
) 1
2
( ∞∑
j=0
(2
√
2)−j
)( −1∑
n=−∞
x2n
) 1
2
,
that is,
−1∑
n=−∞
f2n ≤ 4
−1∑
n=−∞
x2n . (A.19)
By inserting (A.19) into (A.18) we end up with
−1∑
n=−∞
|zn|2 ≤ c¯
2
2
−1∑
n=−∞
x2n .
The existence of a constant c1 for which (A.16) holds follows now from the strict positivity
of γ and from (2.8).
In order to study the behaviour of solutions to the linearized equation (5.1) as n→∞, in a
first approximation we can neglect the term containing the coefficients σn, as its contribution
will be negligible for large values of n in view of the fast decay (5.3). We will only consider
the region n ≥ n0, where n0 ∈ N is a sufficiently large constant. In particular, for those values
we can use the asymptotics (2.7), and we will always assume without loss of generality that
γ(2n) < γ(2n+1),
1
2
2β(n−m) ≤ γ(2
n)
γ(2m)
≤ 3
2
2β(n−m) for all n,m ≥ n0. (A.20)
We now construct the fundamental solution to the simplified problem without σn.
Lemma A.3. Let n0 ∈ N be such that (A.20) holds. For ℓ ∈ Z, ℓ ≥ n0, let Ψ(ℓ)n be the
solution to the problem {
dΨ
(ℓ)
n
dt =
γ(2n)
4
(
Ψ
(ℓ)
n−1 −Ψ(ℓ)n
)
,
Ψ
(ℓ)
n (0) = δ(n − ℓ).
(A.21)
Then there exists a uniform constant c1 > 0 such that∣∣Ψ(ℓ)n (t)−Ψ(ℓ)n+1(t)∣∣ ≤ c12−β(n−ℓ)e− γ(2ℓ)4 t for all n ≥ ℓ ≥ n0. (A.22)
In particular, there exists the limit Ψ
(ℓ)
∞ (t) := limn→∞Ψ
(ℓ)
n (t), which satisfies∣∣Ψ(ℓ)n (t)−Ψ(ℓ)∞ (t)∣∣ ≤ c12−β(n−ℓ)e− γ(2ℓ)4 t for all n ≥ ℓ ≥ n0. (A.23)
Finally, there exists also the limit
Dβ∞Ψ
(ℓ)(t) := lim
n→∞
2βn
(
Ψ(ℓ)n (t)−Ψ(ℓ)∞ (t)
)
, with |Dβ∞Ψ(ℓ)(t)| ≤ c12βℓe−
γ(2ℓ)
4
t . (A.24)
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Proof. We compute the Laplace transform Ψ˜
(ℓ)
n (z) =
∫∞
0 Ψ
(ℓ)
n (t)e−zt dt of Ψ
(ℓ)
n , which solves
zΨ˜(ℓ)n (z) =
γ(2n)
4
(
Ψ˜
(ℓ)
n−1(z) − Ψ˜(ℓ)n (z)
)
+ δ(n − ℓ),
and therefore it is explicitly given by the recurrence formula
Ψ˜(ℓ)n (z) =
{
0 n < ℓ,
4
γ(2ℓ)
∏n
k=ℓ
(
1 + 4
γ(2k)
z
)−1
n ≥ ℓ.
Now Ψ
(ℓ)
n can be computed using the inverse Laplace transform together with contour inte-
gration: all the singularities of Ψ˜
(ℓ)
n are simple poles (indeed γ(2k) 6= γ(2j) for k, j ≥ ℓ, k 6= j,
by (A.20)), located at negative real numbers. Therefore we have
Ψ(ℓ)n (t) =
1
2πi
∫ i∞
−i∞
eztΨ˜(ℓ)n (z) dz,
where the previous integral is a complex integral on the imaginary axis; using Cauchy’s
Residue Theorem we find (for t > 0)
Ψ(ℓ)n (t) =

n∑
k=ℓ
γ(2k)
γ(2ℓ)
n∏
j=ℓ
j 6=k
(
1− γ(2
k)
γ(2j)
)−1
e−
γ(2k)
4
t n ≥ ℓ,
0 n < ℓ.
(A.25)
We remark for later use that for every n ≥ ℓ
γ(2ℓ)
4
∫ ∞
0
Ψ(ℓ)n (s) ds =
γ(2ℓ)
4
Ψ˜(ℓ)n (0) = 1 . (A.26)
We now derive the decay estimates in the statement, using the explicit expression (A.25).
We first notice that, thanks to (A.20), we have for all ℓ ≤ k ≤ n
γ(2k)
γ(2ℓ)
n∏
j=ℓ
j 6=k
∣∣∣∣1− γ(2k)γ(2j)
∣∣∣∣−1 = γ(2k)γ(2ℓ)
(k−1∏
j=ℓ
1
γ(2k)
γ(2j)
− 1
)( n∏
j=k+1
1
1− γ(2k)
γ(2j )
)
≤ 3
2
2β(k−ℓ)
(k−1∏
j=ℓ
1
1
22
β(k−j) − 1
)( n∏
j=k+1
1
1− 322β(k−j)
)
=
3
2
2β(k−ℓ)
k−ℓ∏
m=1
2−βm+1
( k−ℓ∏
m=1
1
1− 2−βm+1
)(n−k∏
m=1
1
1− 322−βm
)
≤ c 2β(k−ℓ)2k−ℓ2−β2 (k−ℓ)(k−ℓ+1) ≤ c 4β(k−ℓ)2−β2 (k−ℓ)2 , (A.27)
where c > 0 is a numerical constant (depending only on β). From (A.27) it follows that
|Ψ(ℓ)n (t)| ≤ ce−
γ(2ℓ)
4
t
n−ℓ∑
m=0
4βm2−
β
2
m2 ≤ c1e−
γ(2ℓ)
4
t, (A.28)
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for another numerical constant c1 > 0, also depending only on β. Using (A.27) and (A.20)
we can further estimate the difference of Ψ
(ℓ)
n and Ψ
(ℓ)
n+1, for n ≥ ℓ, as follows:
∣∣Ψ(ℓ)n (t)−Ψ(ℓ)n+1(t)∣∣ ≤ n∑
k=ℓ
γ(2k)
γ(2ℓ)
n+1∏
j=ℓ
j 6=k
∣∣∣∣1− γ(2k)γ(2j)
∣∣∣∣−1 γ(2k)γ(2n+1)e− γ(2k)4 t
+
γ(2n+1)
γ(2ℓ)
n∏
j=ℓ
∣∣∣∣1− γ(2n+1)γ(2j)
∣∣∣∣−1e− γ(2n+1)4 t
≤ 3
2
n+1∑
k=ℓ
γ(2k)
γ(2ℓ)
n+1∏
j=ℓ
j 6=k
∣∣∣∣1− γ(2k)γ(2j)
∣∣∣∣−12−β(n+1−k)e− γ(2k)4 t
≤ 3
2
c
n+1∑
k=ℓ
4β(k−ℓ)2−
β
2
(k−ℓ)22−β(n+1−k)e−
γ(2k)
4
t.
From this estimate it is easily seen that (A.22) follows (for a possibly larger constant c1 > 0).
The existence of the limit Ψ
(ℓ)
∞ (t) is an immediate consequence of (A.22), which also implies
(A.23) (taking a larger c1) by writing
∣∣Ψ(ℓ)n (t)−Ψ(ℓ)∞ (t)∣∣ ≤ ∞∑
m=n
∣∣Ψ(ℓ)m (t)−Ψ(ℓ)m+1(t)∣∣ ≤ c12βℓe− γ(2ℓ)4 t ∞∑
m=n
2−βm .
It only remains to show (A.24). To this aim, notice that we have the explicit formula
Ψ(ℓ)∞ (t) :=
∞∑
k=ℓ
γ(2k)
γ(2ℓ)
∞∏
j=ℓ
j 6=k
(
1− γ(2
k)
γ(2j)
)−1
e−
γ(2k)
4
t (A.29)
(the series is absolutely convergent in view of (A.27), which also implies that we can pass to
the limit as n→∞ in (A.25)). Furthermore we have for all n ≥ ℓ
2βn
(
Ψ(ℓ)n (t)−Ψ(ℓ)∞ (t)
)
= 2βn
n∑
k=ℓ
γ(2k)
γ(2ℓ)
∞∏
j=ℓ
j 6=k
(
1− γ(2
k)
γ(2j)
)−1[ ∞∏
j=n+1
(
1− γ(2
k)
γ(2j)
)
− 1
]
e−
γ(2k)
4
t
+ 2βn
∞∑
k=n+1
γ(2k)
γ(2ℓ)
∞∏
j=ℓ
j 6=k
(
1− γ(2
k)
γ(2j)
)−1
e−
γ(2k)
4
t . (A.30)
We now want to show that the previous expression has a limit as n → ∞. Notice first that
the last term in (A.30) vanishes as n→∞, since in view of (A.27)
2βn
∞∑
k=n+1
γ(2k)
γ(2ℓ)
∞∏
j=ℓ
j 6=k
∣∣∣∣1− γ(2k)γ(2j)
∣∣∣∣−1e− γ(2k)4 t ≤ c2βne− γ(2n+1)4 t ∞∑
k=n+1
4β(k−ℓ)2−
β
2
(k−ℓ)2 → 0 .
(A.31)
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For the first term on the right-hand side of (A.30), we first compute, using (2.7),
lim
n→∞
2βn
[
∞∏
j=n+1
(
1− γ(2
k)
γ(2j)
)
− 1
]
= lim
n→∞
2βn
[
exp
(
∞∑
j=n+1
ln
(
1− γ(2
k)
γ(2j)
))
− 1
]
= lim
n→∞
2βn
[
−
∞∑
j=n+1
γ(2k)
γ(2j)
+O
(
22β(k−n)
)]
= − γ(2
k)
2β − 1 .
(A.32)
It follows from (A.30), (A.31) and (A.32) that
lim
n→∞
2βn
(
Ψ(ℓ)n (t)−Ψ(ℓ)∞ (t)
)
= − 1
2β − 1
∞∑
k=ℓ
(γ(2k))2
γ(2ℓ)
∞∏
j=ℓ
j 6=k
(
1− γ(2
k)
γ(2j)
)−1
e−
γ(2k)
4
t .
(A.33)
The last estimate in (A.24) follows directly from (A.23).
By means of the fundamental solutions constructed in Lemma A.3 we can now analyze
the behaviour of solutions to (5.1) for n→∞. Recalling the notation (5.7) for the semigroup
generated by the linear equation (5.1), we have the following result.
Lemma A.4. Let θ, θ˜ be fixed parameters satisfying the assumption (5.10), and let y0 ∈ Yθ
be a given initial datum. Then for every sufficiently large n0 ∈ N there exists a constant
Cn0 > 0, depending on M , θ, θ˜, and n0, such that the solution S(t)(y
0) to the linear problem
(5.1) with initial datum y0, constructed in Lemma A.1, satisfies the estimate
2θ˜n|Sn(t)(y0)− Sn+1(t)(y0)| ≤ Cn0‖y0‖θ(1 + t−
θ˜−θ
β )e−νt for all n > n0 and t > 0, (A.34)
where ν is as in Lemma A.1. In particular for every t > 0 is well-defined the limit
S∞(t)(y
0) := lim
n→∞
Sn(t)(y
0). (A.35)
Furthermore, there exists the limit
Dβ∞S(t)(y
0) := lim
n→∞
2βn
(
Sn(t)(y
0)− S∞(t)(y0)
)
. (A.36)
Proof. By means of the fundamental solutions Ψ
(ℓ)
n we can write a representation formula for
the solution to (5.1) in the region n > n0, where n0 ∈ N is to be chosen sufficiently large, in
terms of the initial values y0n and of the values of the solution for n = n0. More precisely, we
solve the initial/boundary value problem
dyn
dt =
γ(2n)
4
(
yn−1 − yn
)
+ rn(t) n > n0,
yn(0) = y
0
n n > n0,
yn0(t) = λ(t) t > 0,
(A.37)
for given functions λ(t) and rn(t). Notice that, by Lemma A.1, we have the estimate
|λ(t)− m¯| = |yn0(t)− m¯| ≤ 2Cn0‖y0‖θe−νt, (A.38)
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where m¯ is the constant introduced in (A.2). Moreover in view of (2.7) and (5.3) we can
assume that
|rn(t)| :=
∣∣∣− γ(2n)
4
σn
(
yn(t)− yn+1(t)
)∣∣∣ ≤ c22βne−AM2n |yn(t)− yn+1(t)| (A.39)
for a uniform constant c2 > 0.
By Duhamel’s Principle we can write the solution to (A.37), for all n > n0, as
yn(t) =
γ(2n0+1)
4
∫ t
0
Ψ(n0+1)n (t− s)λ(s) ds+
n∑
ℓ=n0+1
Ψ(ℓ)n (t)y
0
ℓ
+
∫ t
0
n∑
ℓ=n0+1
Ψ(ℓ)n (t− s)rℓ(s) ds .
(A.40)
Then, in view of the identity (A.26), we estimate the difference between yn(t) and yn+1(t),
n ≥ n0 + 1, as follows:
|yn(t)− yn+1(t)| ≤ γ(2
n0+1)
4
∫ t
0
∣∣Ψ(n0+1)n −Ψ(n0+1)n+1 ∣∣(t− s)|λ(s)− m¯|ds
+ |m¯|γ(2
n0+1)
4
∫ ∞
t
∣∣Ψ(n0+1)n (s)−Ψ(n0+1)n+1 (s)∣∣ ds
+
n∑
ℓ=n0+1
∣∣Ψ(ℓ)n (t)−Ψ(ℓ)n+1(t)∣∣|y0ℓ |+Ψ(n+1)n+1 (t)|y0n+1|
+
∫ t
0
n+1∑
ℓ=n0+1
∣∣Ψ(ℓ)n −Ψ(ℓ)n+1∣∣(t− s)|rℓ(s)|ds .
Using the estimates (A.22), (A.38), (A.3), and (A.39) in the previous inequality we obtain
2θ˜n|yn(t)− yn+1(t)| ≤ 2c1Cn0‖y0‖θ
γ(2n0+1)
4
2β(n0+1)2(θ˜−β)n
∫ t
0
e−
γ(2n0+1)
4
(t−s)e−νs ds
+ c1C0‖y0‖θ γ(2
n0+1)
4
2β(n0+1)2(θ˜−β)n
∫ ∞
t
e−
γ(2n0+1)
4
s ds
+ c1‖y0‖θ2(θ˜−β)n
n+1∑
ℓ=n0+1
2(β−θ)ℓe−
γ(2ℓ)
4
t (A.41)
+ c1c22
(θ˜−β)n
∫ t
0
n+1∑
ℓ=n0+1
22βℓe−
γ(2ℓ)
4
(t−s)e−AM2
ℓ |yℓ − yℓ+1|(s) ds .
The term which requires more attention is the third one on the right-hand side of (A.41),
which becomes singular as t→ 0+. We let nt := ⌊− 1β ln tln 2⌋, where ⌊·⌋ denotes the integer part,
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and t0 := 2
−β . Then for t ≤ t0 we have nt ≥ 1 and, for n ≥ nt,
2(θ˜−β)n
n+1∑
ℓ=n0+1
2(β−θ)ℓe−
γ(2ℓ)
4
t ≤ 2(θ˜−β)ne− γ(2
n0+1)
8
t
n+1∑
ℓ=0
2(β−θ)ℓe−
γ(2ℓ)
8
t
≤ 2(θ˜−β)ne− γ(2
n0+1)
8
t
(nt−1∑
ℓ=0
2(β−θ)ℓ + 2(β−θ)nt
∞∑
j=0
2(β−θ)je−
γ(2j+nt )
8
t
)
≤ 2(θ˜−β)ne− γ(2
n0+1)
8
t
(
2(β−θ)nt
2β−θ − 1 + 2
(β−θ)nt
∞∑
j=0
2(β−θ)je−
2β(j−1)
16
)
≤ cθ2(θ˜−β)n2(β−θ)nte−
γ(2n0+1)
8
t ≤ cθ2(θ˜−θ)nte−
γ(2n0+1)
8
t
≤ cθt−
θ˜−θ
β e−
γ(2n0+1)
8
t,
(A.42)
where we used the bound γ(2j+nt) ≥ 122βj2βnt ≥ 12t2β(j−1), and cθ is a constant depending
only on θ. It is easily seen that the same estimate holds for n < nt. For values of t > t0, it is
straightforward to obtain the bound
2(θ˜−β)n
n+1∑
ℓ=n0+1
2(β−θ)ℓe−
γ(2ℓ)
4
t ≤ cθe−
γ(2n0+1)
8
t (A.43)
with a possibly larger constant cθ. Hence, combining (A.42) and (A.43) we find
2(θ˜−β)n
n+1∑
ℓ=n0+1
2(β−θ)ℓe−
γ(2ℓ)
4
t ≤ cθ(1 + t−
θ˜−θ
β )e−
γ(2n0+1)
8
t. (A.44)
Now, setting w(t) := supn>n0 2
θ˜n|yn(t) − yn+1(t)| and L := γ(2
n0+1)
8 , by inserting (A.44)
into (A.41) we can conclude that there exist constants C > 0 (depending on M , θ, n0) and
c3 > 0 (depending only on M) such that
w(t) ≤ C‖y0‖θ
(∫ t
0
e−L(t−s)e−νs ds+
∫ ∞
t
e−Ls ds+
(
1+t
− θ˜−θ
β
)
e−Lt
)
+c3
∫ t
0
e−L(t−s)w(s) ds ,
which yields, for a possibly larger constant C,
w(t) ≤ C‖y0‖θ(1 + t−
θ˜−θ
β )e−νt + c3
∫ t
0
e−L(t−s)w(s) ds . (A.45)
We can then apply a Gro¨nwall-type argument to obtain an exponential-in-time decay of w(t):
letting W (t) :=
∫ t
0 e
−L(t−s)w(s) ds, (A.45) yields
dW
dt
= w(t) − LW (t) ≤ C‖y0‖θ(1 + t−
θ˜−θ
β )e−νt + (c3 − L)W (t).
Recalling the definition of L, we can choose n0 sufficiently large so that c3 − L < −ν; then
from the previous differential inequality we obtain W (t) ≤ C‖y0‖θe−νt (for a larger constant
C, depending on M , n0, θ, θ˜), and in turn by (A.45)
w(t) ≤ C‖y0‖θ(1 + t−
θ˜−θ
β )e−νt.
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This completes the proof of (A.34), which in particular yields the existence of the limit
y∞(t) := limn→∞ yn(t).
It remains to prove the existence of the limit in (A.36). Notice that by Lebesgue’s Domi-
nated Convergence Theorem and the estimate (A.23) we can pass to the limit as n → ∞ in
(A.40):
y∞(t) =
γ(2n0+1)
4
∫ t
0
Ψ(n0+1)∞ (t− s)λ(s) ds+
∞∑
ℓ=n0+1
Ψ(ℓ)∞ (t)y
0
ℓ
+
∫ t
0
∞∑
ℓ=n0+1
Ψ(ℓ)∞ (t− s)rℓ(s) ds .
(A.46)
Then, using the expressions (A.40) and (A.46), and recalling (A.24), one can show that
Dβ∞y(t) := limn→∞
2βn
(
yn(t)− y∞(t)
)
=
γ(2n0+1)
4
∫ t
0
Dβ∞Ψ
(n0+1)(t− s)λ(s) ds+
∞∑
ℓ=n0+1
Dβ∞Ψ
(ℓ)(t)y0ℓ
+
∫ t
0
∞∑
ℓ=n0+1
Dβ∞Ψ
(ℓ)(t− s)rℓ(s) ds ,
where the uniform estimate (A.23) allows to pass to the limit under the integral sign.
The proof of the result in Section 5 follows now by combining Lemma A.1 and Lemma A.4.
Proof of Theorem 5.1. The first estimate (5.11) follows directly by combining Lemma A.1 and
Lemma A.4, and yields the existence of the limit S∞(t)(y
0). Moreover, another application
of Lemma A.4 gives for all m > n > n0
|Sn(t)(y0)− Sm(t)(y0)| ≤
m−1∑
k=n
|Sk(t)(y0)− Sk+1(t)(y0)|
≤ Cn0‖y0‖θ
(
1 + t
− θ˜−θ
β
)
e−νt
m−1∑
k=n
2−θ˜k,
hence by passing to the limit as m→∞
2θ˜n|Sn(t)(y0)− S∞(t)(y0)| ≤ Cn0
2θ˜
2θ˜ − 1
‖y0‖θ
(
1 + t
− θ˜−θ
β
)
e−νt (A.47)
provided that θ˜ > 0. In particular, by using Lemma A.1 we also have
|S∞(t)(y0)− m¯| ≤ |S∞(t)(y0)− Sn0(t)(y0)|+ |Sn0(t)(y0)− m¯|
≤
[
Cn02
θ˜
2θ˜ − 1
2−θ˜n0 + Cn0(2
−n0 + 1)
]
‖y0‖θ
(
1 + t
− θ˜−θ
β
)
e−νt .
Then (5.12) is a straightforward consequence of this estimate, (A.1), and (A.47). The identity
(5.13) can be obtained by recalling the asymptotics (2.7) and the fast decay rate (5.3) of σn
as n→∞.
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Remark A.5. From the proof of Lemma A.4, one can see that the constant in the estimate
(5.11) blows up if θ → β or θ˜ − θ → β. From (A.47), the constant in (5.12) explodes also if
θ˜ → 0.
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