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Abstract
In this paper we introduce a new formulation of Bennett’s logical depth
based on pebble transducers. This notion is defined based on the difference
between the minimal length descriptional complexity of strings from the
perspective of finite-state transducers and pebble transducers. Our notion
of pebble-depth satisfies the three fundamental properties of depth: i.e.
easy sequences and random sequences are not deep, and the existence of
a slow growth law. We also compare pebble-depth to other depth notions
based on finite-state transducers, pushdown compressors and the Lempel-
Ziv 78 compression algorithm. We first demonstrate how there exists a
normal pebble-deep sequence even though there is no normal finite-state-
deep sequence. We next build a sequence which has a pebble-depth level of
roughly 1, a pushdown-depth level of roughly 1/2 and a finite-state-depth
level of roughly 0. We then build a sequence which has pebble-depth level
of roughly 1/2 and Lempel-Ziv-depth level of roughly 0.
Keywords: Logical Depth, Pebble Transducer, Finite-State Transducers,
Pushdown Compressors, Lempel-Ziv Algorithm, Kolmogorov Complexity
1 Introduction
In 1988 Charles Bennett introduced a new method to measure the usefulness of
a piece of data [3]. He called this tool logical depth. Intuitively deep structures
can be thought of as structures which contain complex patterns that are hard
to find. Given more time and resources, an algorithm could identify patterns
in the structure to exploit them. Non-deep structures are referred to as being
shallow. Random structures are considered shallow as they contain no patterns
to identify. Simple structures are considered shallow as while they contain
patterns, they are too easy to spot.
While Bennett’s original notion was based on uncomputable Kolmogorov
complexity and interacts nicely with several aspects of computability theory
∗Supported by a postgraduate scholarship from the Irish Research Council.
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[10, 25], researchers have studied more feasible notions at lower complexity
levels. These include computable notions [18], notions based on polynomial time
computations [1, 23, 24], and notions based on classes of transducers [9, 16].
Many of these notions are based on minimal descriptional complexity, i.e.
the ratio of the length of input and output of a function. For notions based on
classes of transducers (finite-state and pushdown) previously studied, this ratio
has been linear [9, 16]. In this paper we examine the minimal descriptional
complexity of a new class of functions where this ratio is polynomial to define
a new notion of depth.
Specifically we examine the class of functions known as polyregular func-
tions. While there are several equivalent characterisations of polyregular func-
tions [4, 5], we examine the characterisation given by a restricted class of pebble
transducers. For k ∈ N, a k-pebble transducer is a two-way finite-state trans-
ducer with the additional capacity to mark k squares of its tape with its pebbles.
The restriction we place on the pebble transducers we examine are ones which
follow a stack-like discipline in the sense that the pebbles are ordered and a
pebble’s position on the tape can only be altered (lifted from, dropped onto or
moved to a different square) if all lower ranked pebbles are currently on the tape
and all higher ranked pebbles are not currently on the tape. This restricted class
of pebble machines was examined as acceptors by Globerman and Harel who
showed they recognise the regular languages [15]. They were first examined as
transducers for tress by Milo et al. in [22]. Further study of pebble-transducers
for strings by Engelfriet and Maneth can be found in [13]. While equivalent
to two-way finite-state acceptors, pebble transducers are much more powerful.
Specifically, a recent result by Lhote demonstrates that a polyregular function
has output of size O(nk+1) in relation to an input of length n if and only if the
function can be performed by a k-pebble transducer [20].
Depth notions are defined via two families of observers (e.g. lossless compres-
sors) T and T ′ (where T ′ is more powerful than T ) which operate on strings.
We say a sequence S is (T, T ′)-deep if for every observer G of type T , there
exists an observer G′ of type T ′ such that on almost every prefix of S, G′ per-
forms better than G on the prefix by at least αn bits where α ∈ (0, 1) and
n is the length of the prefix. We refer to α as the (T, T ′)-depth level of S.
Bennett’s original notion was based on time bounded Kolmogorov complexity
Kt and ordinary Kolmogorov complexity K, i.e. (Kt,K)-depth. Inspired by
this, we define pebble-depth (PB-depth) to be based on the difference between
the minimal descriptional complexity of strings when restricted to finite-state
transducers and pebble transducers, i.e. (FST,PB)-depth. We propose that
finite-state transducers are a good candidate for the weaker classes of observers
as finite-state transducers can be viewed as 0-pebble transducers with the added
restriction that the tape can only move in one direction. We prove our new
pebble notion satisfies the three basic properties of depth that are generally
considered fundamental, i.e. random sequences are shallow (for the appropri-
ate randomness notion), computable sequences are shallow (for the appropriate
randomness notion), and that a slow growth law is satisfied (deep sequences
cannot be computed quickly from shallow sequences).
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We compare PB-depth with i.o. finite-state-depth (FS-depth) which is based
on finite-state-transducers [9], pushdown-depth (PD-depth) which is based on
lossless pushdown compressors whose stack is bounded by height O(log n) on
inputs of length n [17], and Lempel-Ziv-depth (LZ-depth) [17] based on the
lossless compression algorithm Lempel-Ziv 78 [29]. To compare PB-depth with
FS-depth and PD-depth, we build a sequence S that has a PB-depth level of
approximitately 1, PD-depth level of approximately 1/2 and FS-depth close to
0. We also demonstrate that unlike FS-depth where all normal sequences are
shallow, there does exist a normal sequence which is PB-deep. We demonstrate
a difference with LZ-depth by building a sequence which has a PB-depth level
of approximately 1/2 and an LZ-depth level close to 0.
2 Preliminaries
We write N to denote the set of all integers. All logarithms are taken in base 2.
A string is an element of {0, 1}∗. |x| denotes the length of string x. For n ∈ N,
{0, 1}n denotes the set of strings of length n. A sequence is an element of {0, 1}ω.
Given strings x, y and a sequence S, xy and xS denote the concatenation of x
with y and x with S respectively. For a string x and n ∈ N, xn denotes the
string of n copies of x concatenated together. For a string x and sequence S,
for positive integers i, j with i ≤ j, x[i..j] and S[i..j] represent the substring
of x and S composed of their respective (i + 1)th through (j + 1)th bits. If
j < i, then x[i..j] = S[i..j] = λ, where λ is the empty string. x[i] and S[i]
represent the ith bit of x and S respectively. For a string v = xyz we say x
is a prefix of v, y is a substring of v, and that z is a suffix of v. For a string
or sequence S and n ∈ N, S ↾ n denotes S[0..n − 1], the prefix of length n of
S. For a string x = x1x2 . . . xn, d(x) denotes x with every bit doubled, i.e.
d(x) = x1x1x2x2 . . . xnxn. For a string x, x
−1 denotes the reverse of x, i.e.
x−1 = xnxn−1 . . . x2x1.
We write K(x) to represent the plain Kolmogorov complexity of x. That is,
for a fixed universal Turing machine U ,
KU (x) = min{|y| : y ∈ {0, 1}∗, U(y) = x}.
Here y is the shortest input to U that results in the output of x. The value
KU (x) does not depend on the choice of universal machine up to an additive
constant, therefore we drop the U from the notation. Other authors commonly
use C to denote plain Kolmogorov complexity (see [26]), however we reserve C
to denote compressors. Note that for all n ∈ N, there exists a string x ∈ {0, 1}n
such that K(x) ≥ |x| by a simple counting argument.
We use Borel normality [11] to examine the properties of some sequences. A
sequence S is said to be normal if for all x ∈ {0, 1}∗, x occurs with asymptotic
frequency 2−|x| as a substring in S.
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2.1 Pebble Transducers
A k-pebble transducer is two-way finite-state transducer which also has k-
pebbles labelled 1, . . . , k. Initially the transducer has no pebbles on its input
tape, however during its computation the transducer can drop pebbles onto and
pick up pebbles from squares on its input tape. At each stage of computation
the transducer knows which pebbles are on the square of the input tape under
its head, it can choose to drop a new pebble or lift one of these pebbles. However
the way in which the transducer can drop and lift pebbles is restricted to act in
a stack like fashion.
Formally a pebble transducer (PB) is a 6-tuple T = (Q, q0, F, k, δ, ν) where
1. Q is a non-empty, finite set of states,
2. q0 ∈ Q is the start state,
3. F ⊆ Q is the set of final states,
4. k is the number of pebbles allowed to be placed on the tape,
5. δ : (Q− F )× ({0, 1} ∪ {⊣,⊢})× {0, 1}k → Q× {+1,−1, push, pop} is the
transition function,
6. ν : (Q− F )× ({0, 1} ∪ {⊣,⊢})× {0, 1}k → {0, 1}∗ is the output function.
A PB with k pebbles is referred to as a k-pebble transducer. On input
x ∈ {0, 1}∗, the input tape contains ⊣ x ⊢, where ⊣ and ⊢ are the left and
right end markers of the tape respectively. The tape squares are numbered
0, 1, . . . , |x|, |x| + 1. A configuration of T is a 4-tuple (q, i, σ, w) where q ∈ Q
is the current state of T , 0 ≤ i ≤ |x| + 1 is the current position of the head,
σ ∈ {⊥, 0, . . . , |x| + 1}k is a tuple indicating the location of the pebbles and
w ∈ {0, 1}∗ is what T has outputted so far. That is, σ[m − 1] = j means that
pebble m is on square j, and σ[m− 1] = ⊥ means pebble m is not currently on
the tape. Hence by the stack nature of T , if only l pebbles are currently placed
on the tape then σ[l] = · · · = σ[k − 1] = ⊥.
If T is in configuration (q, i, σ, w) with a being the symbol on square i of the
tape, then T ’s transition and output functions δ and ν take the input (q, a, b)
where for 0 ≤ j ≤ k − 1, b[j] = 1 iff σ[j] = i. If there are l pebbles on T ’s tape,
δ(q, a, b) = (q′, d) means that T moves from state q to state q′ and performs d,
where +1 means move one square right, −1 means move one square left, push
means place pebble l+1 onto the current square and pop means remove pebble
l from the current square. These transitions are undefined if a =⊢, a =⊣, all
pebbles are currently on the tape, and pebble l is not on the current square of
the configuration, i.e. square i. Following a transition, T enters the successor
configuration (q′, i′, σ′, w·ν(q, a, b)), where q′, i′ and σ′ reflect the new state, head
position and place of the pebbles based on the result of δ(q, a, b). Specifically
q′ = δQ(q, a, b), i
′ ∈ {i − 1, i, 1 + 1} depending on whether the instruction was
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to move left, push or pop, or move right respectively and
σ′ =

σ if the instruction was +1 or −1,
σ[0..l − 1]i⊥k−l−1 if the instruction was to push pebble l + 1,
σ[0..l − 2]⊥k−l+1 if the instruction was to pop pebble l.
We say that T on input x outputs w, i.e. T (x) = w, if starting in configuration
(q0, 0,⊥k, λ), there is a finite sequence of successor configurations of T ending
with (q, i, σ, w), where q ∈ F . We require the use of final states to define the
output as we do not consider cases where T finds itself in a loop and outputs
an infinite sequence, i.e. T (x) = zy, for some z ∈ {0, 1}∗ and y ∈ {0, 1}ω. We
write PB to denote the set of deterministic pebble transducers. We use PBk ⊂
PB to denote set of deterministic k-pebble transducers.
Using constructions of [14], Engelfriet showed that deterministic PBs are
closed under composition and the composition can be realised with a minimal
number of pebbles [12]. This property is used in the proof of a slow growth law
in theorem 3.4.
Theorem 2.1 ([12]). Let k,m ∈ N. Let K ∈ PBk and M ∈PBm. Then there
exists some T ∈ PBkm+k+m such that for all x ∈ {0, 1}∗, T (x) = K(M(x)).
2.2 Finite-State Transducers
We use the standard finite-state transducer model.
A finite-state transducer (FST) is a 4-tuple T = (Q, q0, δ, ν), where
1. Q is a nonempty, finite set of states,
2. q0 ∈ Q is the start state,
3. δ : Q× {0, 1} → Q is the transition function,
4. ν : Q× {0, 1} → {0, 1}∗ is the output function,
For all x ∈ {0, 1}∗ and b ∈ {0, 1}, the extended transition function δ̂ :
q0 × {0, 1}∗ → Q is defined by the recursion δ̂(λ) = q0 and δ̂(xa) = δ(δ̂(x), a).
For x ∈ {0, 1}∗, the output of T on x is the string T (x) defined by the recursion
T (λ) = λ, and T (xa) = T (x)ν(δ̂(x), a).
An FST is information lossless (IL) if the function x 7→ (T (x), δ̂(x)) is 1-1;
i.e. the output and final state of T on input x uniquely identify x. We call an
FST that is IL an ILFST. By the identity FST, we mean the ILFST IFS that
on every input x ∈ {0, 1}∗, IFS(x) = x. We write (IL)FST to denote the set of
all (IL)FSTs.
A map f : {0, 1}ω → {0, 1}ω is said to be (IL)FS computable if there is an
(IL)FST T such that for all S ∈ {0, 1}ω, lim
n→∞
|T (S ↾ n)| =∞ and for all n ∈ N,
T (S ↾ n)  f(S). In this case we say T (S) = f(S).
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2.3 Pushdown Compressors
We use the model of pushdown compressors found in [21]. Note that we keep
our model feasible by bounding the number of times a pushdown compressor
can pop a bit off of its stack without reading an input bit. This prevents the
compressor spending an arbitrarily long time altering its stack without reading
its input.
A pushdown compressor (PDC) is a 7-tuple C = (Q,Γ, δ, ν, q0, z0, c) where
1. Q is a non-empty, finite set of states,
2. Γ = {0, 1, z0} is the finite stack alphabet,
3. δ : Q× ({0, 1} ∪ {λ})× Γ→ Q× Γ∗ is the transition function,
4. ν : Q× ({0, 1} ∪ {λ})× Γ→ {0, 1}∗ is the output function,
5. q0 ∈ Q is the start state,
6. z0 ∈ Γ is the special bottom of stack symbol,
7. c is an upper bound on the number of λ-transitions per input bit.
We assume every state in Q is reachable from q0. We write δQ which returns
the first component of the output on δ and δΓ to be the second component. The
transition function δ accepts λ as an input in addition to {0, 1}. This means C
has the option of altering its stack while not reading an input character. We
call this a λ-transition. In this case for a ∈ {0, 1}, whenever δ(q, λ, a) = (q′, λ),
we pop the top symbol from the top of the stack. To enforce determinism we
require that one of the following hold for all q ∈ Q and a ∈ Γ:
1. δ(q, λ, a) = ⊥
2. δ(q, b, a) = ⊥ for all b ∈ {0, 1}.
For z ∈ Γ+, z is ordered such that z[0] is the top of the stack and z[|z|−1] =
z0. δ is restricted so that z0 cannot be popped off of the stack. That is, for
every q ∈ Q, b ∈ {0, 1} ∪ {λ}, either δ(q, b, z0) = ⊥, or δ(q, b, z0) = (q′, vz0)
where q′ ∈ Q and v ∈ Γ∗. Furthermore, at most c λ-transitions can be applied
in succession without reading an input bit.
The extended transition function δ̂ : Q × {0, 1}∗ × Γ+ → Q × Γ∗ is defined
by the usual recursion. δ̂(q0, w, z0) is abbreviated to δ̂(w). The extended output
function ν̂ : Q × {0, 1}∗ × Γ+ → Q × Γ∗ is also defined by the usual recursion.
The output of the PDC C on input w ∈ {0, 1}∗ is the string C(w) = ν̂(q0, w, z0).
A PDC is said to be information lossless (IL) if the map w 7→ (C(w), δ̂Q(w))
is 1-1. A PDC that is IL is called an ILPDC. We write (IL)PDC to be the set
of all (IL)PDCs.
Definition 2.2. Let f be an order function. We say a PDC C has f -stack
growth if for all x ∈ {0, 1}∗, for 0 ≤ i ≤ |x| − 1, when C is reading x[i] as part
of its computation, C’s stack’s height is bounded above by f(i). We say that a
stack containing only z0 (i.e. an empty stack) has height 0.
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We write (IL)PDCf to denote the set of all ILPDCs with f -stack growth.
Note that IPD ∈ ILPDCf for all such f . In this paper we exclusively examine
ILPDCs with ⌊log⌋-stack growth.
2.4 Lempel-Ziv ‘78 Algotithm
The Lempel-Ziv 78 algorithm (denoted LZ) [29] is a lossless dictionary based
compression algorithm. Given an input x ∈ {0, 1}∗, LZ parses x into phrases
x = x1x2 . . . xn such that each phrase xi is unique in the parsing, except for
possibly the last phrase. Furthermore, for each phrase xi, every prefix of xi also
appears as a phrase in the parsing. That is, if y ≺ xi, then y = xj for some
j < i. Each phrase is stored in LZ’s dictionary. LZ encodes x by encoding each
phrase as a pointer to its dictionary containing the longest proper prefix of the
phrase along with the final bit of the phrase. Specifically for each phrase xi,
xi = xl(i)bi for l(i) < i and bi ∈ {0, 1}. Then for x = x1x2 . . . xn
LZ(x) = cl(1)b1cl(2)b2 . . . cl(n)bn
where ci is a prefix free encoding of the pointer to the i
th element of LZ’s
dictionary, and x0 = λ.
2.5 k-String Complexity
In [9], a notion of finite-state-depth (FS-depth) was introduced which was based
on the finite-state complexity of strings. Further study of finite-state complexity
can be found in [6, 7]. We generalise this idea to any class of transducers T to
define our depth notions. In particular, we consider finite-state and pebble-
complexity to define PB-depth.
Definition 2.3. Let F be a class of transducers. A binary representation of
F-transducers σ is a partially computable map σ : D ⊆ {0, 1}∗ → FST, such
that for every transducer T ∈ F , there exists some x ∈ D such that σ(x) fully
describes T , i.e. σ is surjective. If σ(x) = T , we call x a σ description of T .
For a binary representation of F-transducers σ, we define
|T |σ = min{|x| : σ(x) = T }
to be the size of T with respect to σ. For all k ∈ N, define
F≤kσ = {T ∈ F : |T |σ ≤ k}
to be the set of F-transducers of with σ representation size k or less. For all k ∈ N
and x ∈ {0, 1}∗, the k-F complexity of x with respect to binary representation
σ is defined as
Dkσ(x) = min
{
|y| : T ∈ F≤kσ & T (y) = x
}
.
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Here y is the shortest string that gives x as an output when inputted into an
F-transducer of size k or less with respect to the binary representation σ.
We fix an arbitrary binary representation of pebble transducers in this paper
and write DkPB(x) to represent the k-PB complexity of string x. Note that this
should not be confused with the set PBk. We use the binary representation for
FSTs presented in [16]. It is chosen as it is required in the proof of lemma 2.6
which requires an upperbound for the size of FSTs with the same transition and
output functions, but with different start states. We omit the full details of the
representation as if a sequence is FS-deep with respect to one representation, it
is FS-deep with respect to all representations [17]. Hence we write DkFS(x) to
represent the k-FS complexity of string x.
The upper and lower randomness density of a sequence for a family of trans-
ducers F are given by
ρF = lim
k→∞
lim inf
n→∞
DkF(S ↾ n)
n
, and RF = lim
k→∞
lim sup
n→∞
DkF(S ↾ n)
n
respectively..
For every sequence S, a result from [28] gives a relation between k-FS com-
plexity of the prefixes of S and the compression ratio of ILFSTs on prefixes of
S.
Theorem 2.4 ([28]). Let S be a sequence. Then
ρFS(S) = inf
C∈ILFST
lim inf
n→∞
|C(S ↾ n)|
n
.
Normal sequences are used in the proof of theorem 3.6. It is well known
that a sequence is normal iff it is incompressible by information lossless finite-
state transducers (see [2, 8, 27]). Combining this with theorem 2.4 gives us the
following corollary.
Corollary 2.5. Let S be a sequence. Then S is normal iff ρFS(S) = 1.
The binary representation of FSTs we use satisfies the following lemma. It
is used in the proof of theorem 4.4.
Lemma 2.6 ([16]). There exists a binary representation of FSTs such that
(∀∞k ∈ N)(∀n ∈ N)(∀x, y, z ∈ {0, 1}∗)DkFS(xynz) ≥ D3kFS(x)+nD3kFS(y)+D3kFS(z).
3 Pebble-Depth
In this section we present our notion of PB-depth, show it satisfies the three
basic fundamental properties of depth and identify a normal PB-deep sequence.
We define PB-depth by examining the difference in k-FS and k′-PB complex-
ity on prefixes on sequences. FSTs are chosen to compare against PBs as FSTs
can be viewed as PBs with no pebbles which can only move in one direction.
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Definition 3.1. A sequence S is pebble-deep (PB-deep) if
(∃α > 0)(∀k ∈ N)(∃k′ ∈ N)(∀∞n ∈ N)DkFS(S ↾ n)−Dk
′
PB(S ↾ n) ≥ αn.
We say PB-depth(S) ≥ α if S is deep with depth level α. We say PB-
depth(S) < α if the previous statement does not hold.
The following two lemmas demonstrate a relationships between k-FST and
k-PB complexity of a string x and M(x), where M is an ILFST. They are
required for the proof of the slow growth law of PB-depth in theorem 3.4.
Lemma 3.2 ([9]). Let M be an ILFST.
(∀k ∈ N)(∃k′ ∈ N)(∀x ∈ {0, 1}∗)Dk′FS(M(x)) ≤ DkFS(x).
Lemma 3.3. Let M be an ILFST. Then
(∀k ∈ N)(∃k′ ∈ N)(∀x ∈ {0, 1}∗)Dk′PB(x) ≤ DkPB(M(x)).
Proof. Let M,k, x be as in the lemma. It is well known that for any M , there
exists a ILFST M−1 and constant b such that for all x ∈ {0, 1}∗, x ↾ |x| − b ⊑
M1(M(x)) ⊑ x Note that both M and M−1 an be simulated by a 0-pebble
transducer that prints nothing on first reading ⊣, then reads its input bit by
bit moving right performing the same actions as M (resp. M−1) and enters
the final state when it sees ⊢. For simplicity we call these equivalent 0-pebble
transducers M and M−1 also.
Let p be a k-PB minimal program forM(x), i.e. A(p) = M(x) for A ∈ PB≤k,
and DkPB(M(x)) = |p|. We construct A′ and p′ for x. Let y =M−1(M(x)), i.e.
there exists some z ∈ {0, 1}≤b such that yz = x. Let A′ be the PB which on
input p simulates A(p) to get M(x), and sticks the output into M−1 and adds z
at the end ofM−1’s output, i.e. when it enters the final state ofM−1 it prints z
and enters its own final state. Note that by theorem 2.1, A′ will have the same
number of pebbles as A. Thus D
|A′|
PB (x) ≤ DkPB(M(x)). As |A′| depends only
on k, the size of M and |z| ≤ b, we set k′ to be the smallest integer that takes
all the possibilities for z into account. That is Dk
′
PB(M(x)) ≤ DkPB(x).
The following is a slow growth law where the easy process is considered to
be computation by an ILFST, i.e. a one way 0-pebble transducer.
Theorem 3.4 (Slow Growth Law). Let S be a sequence. Let f : {0, 1}ω −→
{0, 1}ω be ILFS computable, and let S′ = f(S). If S′ is PB-deep, then S is
PB-deep.
Proof. Let S, S′, f be as stated, and M be an ILFST computing f . As S′ is
PB-deep,
(∃α > 0)(∀k ∈ N)(∃k′ ∈ N)(∀∞m ∈ N)DkFS(S′ ↾ m)−Dk
′
PB(S
′ ↾ m) ≥ αm.
For all m ∈ N, let mn be the largest integer such that M(S ↾ m) = M(S ↾
mn) = S
′ ↾ n. As M is IL, it cannot visit a state twice without outputting at
least one bit, so there exists a β > 0 such that, for all n ∈ N, n ≥ βmn.
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Fix l ∈ N. Let k be from Lemma 3.2 such that for all x ∈ {0, 1}∗,
DkFS(M(x)) ≤ DlFS(x). As S′ is PB-deep, there exists k′ ∈ N such that for
almost every n
DkFS(S
′ ↾ n)−Dk′PB(S′ ↾ n) ≥ αn.
Let l′ ∈ N be from Lemma 3.3 such that for all x ∈ {0, 1}∗, Dl′PB(x) ≤
Dk
′
PB(M(x)). Hence, for almost every m,
DlFS(S ↾ m)−Dl
′
PB(S ↾ m) ≥ DlFS(S ↾ m)−Dk
′
PB(M(S ↾ m))
≥ DkFS(M(S ↾ m))−Dk
′
FS(M(S ↾ m))
= DkFS(M(S ↾ mn))−Dk
′
PB(M(S ↾ mn))
= DkFS(S
′ ↾ n)−Dk′PB(S′ ↾ n)
≥ αn ≥ αβmn ≥ αβm.
Thus S is PB-deep.
The following demonstrates that sequences which are easy for FSTs and
random to PBs are shallow.
Theorem 3.5. Let S be a sequence. If ρPB(S) = 1 or RFS(S) = 0 then S is
not PB-deep.
Proof. Let S be a sequence. Suppose ρPB(S) = 1. Let ε > 0. Then for all k and
for almost every n
DkPB(S ↾ n) ≥ (1− ε).
Therefore we have for k′ such that IFS ∈ FST≤k
′
Dk
′
FS(S ↾ n)−DkPB(S ↾ n) ≤ n− (1 − ε)n = εn.
As ε can be chosen arbitrarily, S is not PB-deep.
Suppose next that RFST(S) = 0. Let ε > 0. Let k be such that for almost
every n
DkFS(S ↾ n) ≤ εn.
Then for all k′ ∈ N, for almost every n large
DkFS(S ↾ n)−Dk
′
PB(S ↾ n) ≤ DkFS(S ↾ n) < εn.
As ε was chosen arbitrarily, S is not PB-deep.
The following theorem states the existence of a PB-deep sequence which is
normal. As there are no normal FS-deep sequences [9], this demonstrates a
difference between the notions. It requires the following result by Lathrop and
Strauss.
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Theorem 3.6 ([19]). There exists a normal sequence S = x1x2x3 · · · such that
each xi+1 is a one bit extension of xi.
Intuitively, suppose xj is the longest extension contained in a prefix of S
from theorem 3.6. From a description of xj , a pebble transducer can print
x1x2x3 · · ·xj by continuously moving a pebble one square to the right to keep
track of the xi’s it has printed and move its head back and forth to print the
prefixes. This results in low k-pebble complexity for S.
Theorem 3.7. There exists a normal PB-deep sequence.
Proof. Let S be the sequence from theorem 3.6. Every prefix of S can be written
in the form x1x2x3 . . . xlxl[0..m− 1] for some l,m ∈ N with 0 ≤ m ≤ l.
We construct the following PB T . On input of strings of the form d(x)b1b2y
with b1, b2 ∈ {0, 1} and b1 6= b2, T outputs as follows: T uses d(x) and its pebbles
to print every prefix of x concatenated together in order of length up until it
sees 01. Upon seeing 01 T scans to the right of its input tape printing y until it
reaches the end of the tape and halts. So for S ↾ n = x1x2x3 . . . xlxl[0..m− 1],
we have that T (d(xl)01xl[0..m− 1]) = x1x2x3 . . . xlxl[0..m− 1]. Note here that
n = l(l+1)2 +m. Therefore,
D
|T |
PB(S ↾ n) ≤ 2l+ 2 +m = O(
√
n)
Thus for all 0 < ε < 1, for n large,
D
|T |
PB(S ↾ n) ≤
ε
2
n.
Also as S is normal it holds that ρFS(S) = 1 by corollary 2.5. Thus for all
k and for almost every n,
DkFS(S ↾ n) ≥ (1−
ε
2
)n.
Hence,
DkFS(S ↾ n)−D|T |PB(S ↾ n) ≥ (1−
ε
2
)n− ε
2
n = (1 − ε)n.
Thus S is PB-deep.
We give a construction for T in the appendix subsection 5.1.
4 Comparison With Other Depth Notions
In this section we give the definition of finite-state, pushdown and LZ-depth.
We continue by comparing PB-depth with these three notions.
In [9], the following definition is provided for an infinitely often FS-depth
notion.
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Definition 4.1. A sequence S is (infinitely often) finite-state deep (FS-deep)
if
(∃α > 0)(∀k ∈ N)(∃k′ ∈ N)(∃∞n ∈ N)DkFS(S ↾ n)−Dk
′
FS(S ↾ n) ≥ αn.
The following notions of PD-depth and LZ-depth are presented in [17].
Definition 4.2. A sequence S is pushdown-deep (PD-deep) if (∃α > 0)(∀C ∈
ILPDC⌊log⌋)(∃C′ ∈ ILPDC)(∀∞n ∈ N),
|C(S ↾ n)| − |C′(S ↾ n)| ≥ αn.
Definition 4.3. A sequence S is Lempel-Ziv deep (LZ deep) if
(∃α > 0)(∀C ∈ ILFST)(∀∞n ∈ N), |C(S ↾ n)| − |LZ(S ↾ n)| ≥ αn.
For a sequence S, FS-depth(S), PD-depth(S) and LZ-depth(S) are defined
similarly to PB-depth(S).
4.1 Comparison with Finite-State- and Pushdown-Depth
This subsection is devoted to building a sequence which has a PB-depth level of
roughly 1, PD-depth level of roughly 1/2 and low FS-depth level. This sequence
is split into chunks composed of repetitions of strings of the form R|R|F (R−1)|R|
where F is a flag and R is a string not containing F with large plain Kolmogorov
complexity relative to its length. Note that R|R| is a string of length |R|2. From
a single description of R, a pebble transducer can use a pebble to print R|R|
and then its two-way tape property to print (R−1)|R|. A large ILPDC with no
restriction on its stack can be built to push R|R| onto its stack, and then when
it sees the flag F , use its stack to compress (R−1)|R|. These R are built such
that an ILPDC⌊log⌋ is unable to push R fully onto its stack due to the stack’s
height restriction, resulting in minimal compression. For FSTs, the sequence
appears almost random and so little depth is achieved.
Theorem 4.4. For all 0 < ε < 12 , there exists a sequence S such that PB-
depth(S) > 1− ε, PD-depth(S) > 12 − ε, and FS-depth(S) < ε.
Proof. A note on notation: In the following proof, for a PDC C and strings x and
y, we occasionally use the abusive notation ν¯C(y) to represent the suffix of C(xy)
that is contributed by the y section of the input, i.e. |ν¯C(y)| = |C(xy)|− |C(x)|.
We note each time it is used.
Let m ∈ N to be determined later. We construct S in stages S = S0S1S2 . . .
such that for all j, |Sj | = 2j, and for some i ∈ N we set S0 . . . Si−1 = 00 · · ·01.
Consider the set Tj which contains all strings of length j that do not contain
1m as a substring. As Tj contains all strings of the form {0, 1}m−1 × {0} ×
{0, 1}m−1 × {0} · · · , we have that |Tj | ≥ 2j(1− 1m ). For each j, let Rj ∈ Tmj2
have maximal plain Kolmogorov complexity in the sense that
K(Rj) ≥ |Rj |(1− 1
m
). (1)
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Such an Rj exists as |Tj2 | ≥ 2|Rj |(1− 1m ) − 1.
For all j ≥ i, we set Sj = (R|Rj |j 1m(R−1j )|Rj |)nj1tj0 where: nj is the maximal
possible occurrences of R
|Rj|
j 1
m(R−1j )
|Rj | zones in Sj such that for tj if holds
that
m ≤ tj < |R|Rj|j 1m(R−1j )|Rj ||+m = 2m2j4 +m. (2)
Hence for j large, we can can bound nj from below by
nj ≥ |Sj | − 2m
2j4 −m
2|Rj |2 +m >
|Sj |(1− 1m )
2|Rj|2 . (3)
Note that i is chosen to be the least integer such that m < 2i.
First we examine how well any ILPDC⌊log⌋ compresses occurrences ofRj . Let
C ∈ ILPDC⌊log⌋. As C is lossless, knowing C, the state qs that C begins reading
Rj in, qe the state C ends up in after reading Rj , the stack contents z of C as it
begins reading Rj in qs, and the output ν̂C(qs, Rj , z) of C on Rj , we can recover
Rj , i.e. there exists a machine M such that M(C, qs, qe, z, ν̂C(qs, Rj , z)) = Rj .
Thus if we encode a tuple (x1, x2, . . . , xn) by the string
1⌈logn1⌉0n1x11
⌈logn2⌉0n2x2 . . . 1
⌈lognn−1⌉0nn−1xn−1xn,
where ni = |xi| in binary, then the encoding of (C, qs, qe, z, ν̂C(qs, Rj , z)) takes
|ν̂C(qs, Rj , z)| + O(j) + O(|C|) bits as |z| ≤ ⌊log(2j+1 − 1)⌋ < j + 1. Thus we
have that
|Rj |(1 − 1
m
) ≤ K(Rj) ≤ |ν̂C(qs, Rj , z)|+O(j) +O(|C|) + O(|M |).
As |M | and |C| are constant we have that
|ν̂C(qs, Rj , z)| > |Rj |(1− 1
m
)−O(j) ≥ |Rj |(1− 2
m
). (4)
This is similarly true for R−1j blocks as K(Rj) ≤ K(R−1j ) + O(1). Hence for j
large, by (4)
|C(S0 . . . Sj)| − |C(S0 . . . Sj−1)| = |ν¯C(Sj)| ≥ 2nj |Rj |2(1− 2
m
). (5)
Next we build an ILPDC C′ that performs well on Sj . On S0 . . . Si−1, C
′
outputs its input, trying to find the first 1 indicating the beginning of the first
R
|Ri|
i 1
m(R−1i )
|Ri| block. On Sj for j ≥ i, while on an R|Rj|j block, C′ outputs its
input and pushes R
|Rj|
j onto its stack. On R
|Rj |
j , C
′ reads its input in chunks of
size m trying to the flag 1m. As R
|Rj|
j is divisible by m, the first time C
′ reads
1m, it knows it has just read the flag and pops 1m from the top of the stack.
C′ knows that the next bit it will read will be the first of (R−1j )
|Rj |. From here,
C′ compares the input bit to the top of its stack making sure they match to
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ensure it is reading R
|Rj|
j reversed, popping bits as it goes. It compresses it by
a ratio of 1
v
, where v ∈ N and can be made arbitrarily large when building C′.
When its stack is empty, C′ checks if the next m bits are 1m. If they are, C′
outputs its input until it sees a 0 and begins reading Sj+1. Otherwise, C
′ acts
as if it were on another R
|Rj|
j block as described above. If C
′ sees something it
does not expect, it enters an error state and outputs its input to maintain its
IL property.
Hence for j large
| ¯νC′(Sj)| = |C′(S0 . . . Sj)| − |C′(S0 . . . Sj−1)| ≤ nj(|Rj |2(1 + 1
v
) +m) + tj + 1
< nj(|Rj |2(1 + 1
v
) +m) + 2|Rj |2 + 2m
< nj(|Rj |2(1 + 1
v
) +m) + 2(|Rj |2(1 + 1
v
) +m)
= (nj + 2)(|Rj |2(1 + 1
v
) +m)
≤ nj |Rj |2(1 + 2
v
). (6)
Therefore, choosing m and v such that 4
m
+ 2
v
< 12 − 1m , for j large with
4
m
+ 2
v
< ε1 <
1
2 − 1m we have that
|ν¯C(Sj)| − | ¯νC′(Sj)| ≥ nj(2|Rj |2(1− 2
m
)− |Rj |2(1 + 2
v
)) (by (5) & (6))
= nj |Rj |2(1− 4
m
− 2
v
)
> nj(|Rj |2(1 − ε1)) (7)
>
|Sj |(1− 1m )
2|Rj|2 )|Rj |
2(1− ε1) (by (3))
>
|Sj |
2
(1− ε2). ( 1m + ε1 < ε2 < 12 )
Say
|ν¯C(Sj)| − | ¯νC′(Sj)| > |Sj |
2
(1− ε2)
holds for all j ≥ jˆ. Then for j large
|C(S0 . . . Sj)| − |C′(S0 . . . Sj)| ≥ |Sjˆ . . . Sj |(
1− ε2
2
)− |S0 . . . Sjˆ−1|
≥ |S0 . . . Sj |(1
2
− ε2). (8)
Next we examine an arbitrary prefix S ↾ n of S. Let j and 0 < s ≤ nj
be maximum such that S0 . . . Sj−1(R
|Rj|
j 1
m(R−1j )
|Rj |)s is a prefix of S ↾ n. Let
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y ∈ {0, 1}∗ be such that S0 . . . Sj−1(R|Rj |j 1m(R−1j )|Rj |)sy = S ↾ n. Note that
|y| ≤ 2m2j4 +m. Then for
| ¯νC′(y)| = |C(S0 . . . (R|Rj|j 1m(R−1j )|Rj |)sy)| − |C(S0 . . . (R|Rj |j 1m(R−1j )|Rj |)s)|,
we have that
|C(S ↾ n)| − |C′(S ↾ n)| ≥ |S0 . . . Sj−1|(1
2
− ε2)
+ s|Rj |2(1− ε1)− | ¯νC′(y)| (by (7) & (8))
≥ |S0 . . . Sj−1|(1
2
− ε2)
+
s
2
(|R|Rj |j 1m(R−1j )|Rj || −m)(1− ε1)− |y|
≥ |S0 . . . Sj−1|(1
2
− ε2) + s(2|Rj |2 +m)(1
2
− ε2)− |y|
= (n− |y|)(1
2
− ε2)
≥ n(1
2
− ε3). (for ε2 < ε3 < 12 as n = O(2j))
That is, PD⌊log⌋-depth(S) ≥ 12 − ε3.
Next we examine the FS-depth of S. For a prefix S ↾ n of S, let j and
s ≤ nj be maximal such that S0 . . . Sj−1(R|Rj|j 1m(R−1j )|R−j|)sy = S ↾ n. Note
|y| ≤ 2m2j4 +m. For all k and j,
|Rj |(1− 1
m
) ≤ K(Rj) ≤ D3kFS(Rj) +O(1).
So for j large, (say j ≥ j′),
D3kFS(Rj) > |Rj |(1−
2
m
). (9)
This is similarly true for R−1j blocks as K(Rj) ≤ K(R−1j ) +O(1).
By Lemma 2.6, we can bound the k-FS complexity of S ↾ n below by the
sum of the 3k-FS complexity of all the R
|Rj|
j and (R
−1
j )
|Rj | blocks. So, for j
large such that j ≥ j′
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DkFS(S ↾ n) ≥ (2
j−1∑
a=j′
na|Ra|D3kFS(Ra)) + 2s|Rj |D3kFS(Rj) +D3kFS(y)
> 2(1− 2
m
)(
j−1∑
a=j
na|Ra|2(1− 2
m
) + 2s|Rj |2) (by (9))
≥ (1− ε2)(
j−1∑
a=j′
|Sa|+ s|R|Rj|j 1m(R−1j )|Rj ||) (as 2m < ε1 < ε2)
= (n− |y| − |S0 . . . Sj′−1|)(1 − ε2)
> n(1− ε3). (10)
So for some k′ where IFS ∈ FST≤k
′
, for almost every n
Dk
′
FS(S ↾ n)−DkFS(S ↾ n) < n− n(1− ε3) = nε3.
That is, FS-depth(S) < ε3.
Next we examine PB-depth. Consider the pebble-transducer T that reads
its input the following way: T reads its input in chunks of size 2. If T reads a
chunk 10 in its input, T then scans to find the next chunk of unequal bits (or
the end of the tape), and prints the square of the strings between the chunks
(or the end of the tape), followed by 1m, followed by the square of the reverse
between the chunks using its pebbles. That is, if T reads an input with the
substring 10d(x)b1b2, with b1 6= b2, x ∈ {0, 1}∗, then T outputs x|x|1m(x−1)|x|
on that string. If T reads the chunk 01, then T reads its input in chunks of size
2, outputting the bit from each chunk if the bits match until it sees an unequal
chunk or it reaches the end of the tape. That is, if T reads an input with the
substring 01d(x)b1b2, with b1 6= b2, x ∈ {0, 1}∗, or the tape ends with 01d(x) ⊢,
then T outputs x. T enters its final state upon seeing ⊢ if the last flag it saw
was 01, i.e. T must ’print’ at least the empty string to enter a final state
Therefore we have that
T ((10d(Rj))
nj01d(1tj0)) = Sj .
So for all 0 < β1 < β2 < 1/2, for j large (say j ≥ j∗) it holds that
D
|T |
PB(Sj) ≤ nj(2|Rj|+ 2) + 2 + 2(tj + 1)
< nj(2|Rj|+ 2) + 2 + 2(2|Rj |2 + 2m+ 1) (by (2))
= nj(2|Rj|+ 2) + 2(|Rj |2 +m) +O(1)
≤ njβ1(2|Rj |2 +m) + 2(2|Rj|2 +m) (11)
= (njβ1 + 2)(2|Rj |2 +m)
< β2nj(2|Rj |2 +m)
< β2|Sj |. (12)
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Next we examine the |T |-pebble complexity for an arbitrary prefix of S. Each
prefix S ↾ n can be written int the form S0 . . . Sj−1(R
|Rj |
j 1
m(R−1j )
|Rj |)sy, for
j, s maximal and the appropriate y. Therefore we have that
S ↾ n = T (10d(S0 . . . Sj∗−1)Xj∗ . . . Xj−1(10d(Rj))
s01d(y)),
where Xi = (10d(Ri))
ni01d(1ti0). Recall that |Xi| < β2|Si| by (12) for all
i ≥ j∗. Thus for β2 < β3 < 12 , for long enough prefixes we have
D
|T |
PB(S ↾ n) ≤ (2 + 2|S0 . . . Sj∗−1|) + β2|Sj∗ . . . Sj−1|
+ β2(s|R|Rj |j 1m(R−1j )|Rj ||) + 2 + 2|y| (by (12))
≤ β3(|S0 . . . Sj−1|) + β3(s|R|Rj |j 1m(R−1j )|Rj ||) + 2 + 2|y|. (13)
As β1 can be chosen arbitrarily such that ε3 + β3 <
1
2 we have that for all k, it
follows from equations (10) and (13) that for ε3+ β3 < β4 <
1
2 and n large that
DkFS(S ↾ n)−D|T |PB(S ↾ n) ≥ n(1− ε3)− β3(|S0 . . . Sj−1|)
− β3(s|R|Rj|j 1m(R−1j )|Rj ||)− 2− 2|y|
≥ n(1− ε3)− n(β3)−O(j4) (as |y| = O(j4))
≥ n(1− β4).
Thus we have that PB-depth(S) ≥ 1 − β4. And as ε3 < β4 we also have that
PD⌊log⌋-depth(S) ≥ 12 − β4 and FS-depth(S) < β4. Choosing m, v and β1
appropriately allows us to attain the desired depth value. For completeness, the
construction of T is confined to the appendix subsection 5.2.
4.2 Comparison with LZ-depth
The following demonstrates the existence of a sequence S with PB-depth of
roughly 12 and low LZ-depth. The sequence is that from Theorem 4.12 of [21].
This sequence is broken into blocks where each block is a concatenation of almost
every string of length n. Specifically blocks are composed of subblocks of the
form XFY where X is a listing of a selection of strings of length n, F is a flag
not contained in any string of length n listed, and Y is a listing of strings of
length n such that Y = X−1. A pebble transducer can perform well on this
sequence as given X , the transducer can use its two-way tape property to print
Y also. LZ does not perform well on S as it is almost a listing of every string
in order of length. LZ performs poorly on such sequences.
Theorem 4.5. For each 0 < ε < 12 , there exists a sequence S such that PB-
depth(S) ≥ 12 − ε and LZ-depth(S) < ε.
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Proof. Let S be a sequence that satisfies Theorem 4.12 of [21]. We give a recap
of the construction of S here.
Let 0 < ε < 1, and let k = k(ε) > 2 and v = v(ε) be integers to be
determined later. For any n ∈ N, let Tn denote the set of strings of length n
that do not contain the substring 1j in x for all j ≥ k. As Tn contains the set
of strings whose every kth bit is 0, it follows that |Tn| ≥ 2(k−1k )n. Note that for
every x ∈ Tn, there exists y ∈ Tn−1, b ∈ {0, 1} such that x = yb.
Let An = {a1n , . . . , aun} be the set of palindromes in Tn. As fixing the
first n2 bits determines a palindrome (wlog n even), |An| ≤ 2
n
2 . The remaining
strings in Tn − An are split into v pairs of sets Xn,i = {xn,i,1, . . . , xn,tn,1}
and Yn,i = {yn,i,1, . . . , yn,tn,1} with tn = |Tn−An|2v , (xn,i,j)−1 = yn,i,j for every
1 ≤ j ≤ tn and 1 ≤ i ≤ v, xn,i,1, yn,i,tn start with 0. For convenience we write
Xi, Yi for Xn,i, Yn,i respectively.
S is constructed in stages. Let f(k) = 2k and f(n+1) = f(n)+ v+1. Note
that
n < f(n) < n2.
For n ≤ k − 1, S is a concatenation of all strings of length n , i.e.
Sn = 0
n · 0n−11 · · · 1n−10 · 1n.
For n ≥ k,
Sn = a1n . . . aun1
f(n)zn,1zn,2 . . . zn,v
where
zn,i = xn,i,1xn,i,2 . . . xn,i,tn−1xn,i,tn1
f(n)+iyn,i,tnyn,i,tn−1 . . . yn,i,2yn,i,1.
That is, Sn is a concatenation of all strings in An followed by a flag of f(n) ones,
follows by concatenation of all strings in the Xi zones and Yi zones separated
by flags of increasing length such that each Yi zone is the Xi zone written in
reverse. Let
S = S1S2 . . . Sk−11
k1k+1 . . . 12k−1SkSk+1 . . .
i.e. the concatenation of all Sj zones with some extra flags between Sk−1 and
Sk.
We build T the 1-pebble transducer that acts as follows. T begins moving
right and printing its input until it sees the first 0 after a flag of 2k ones. Upon
seeing this 0, if the succeeding bit is a 1, T stays in the print zone. T moves
right and prints what is on its tape until it sees a flag of 2k ones followed by a
0 again. If T sees a 0 after 12k0, T enters a print-and-reverse zone. T drops its
pebble on the succeeding square. T moves its head right printing what it sees
until it sees 12k0 (without printing the last 0), then scans left past the flag of
1s. Once the flag of 1s ends, T prints what it sees (i.e. printing the reverse of
what it just printed) until it reaches the square with the pebble, printing what
is on it. T then moves right until it sees 12k0 again and checks the next bit to
see if it is in a print or print-and-reverse zone.
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Let y = S1 . . . Sk−11
k . . . 12k−1. Then T (y0) = y. Note that |y| + 1 < 22k.
For n ≥ k and 1 ≤ i ≤ v, let
σn,i = 0xn,i,tn1
f(n)+i0,
and
pin = 1a1n . . . aun1
f(n)0,
and
τn = pinσn,1σn,2 . . . σn,v.
Note that
|τn| ≤ |An|n+ (v + 1)(f(n) + v) + 2(v + 1) + n
2
|Tn −An|
= |An|n+ (v + 1)(f(n) + v + 2) + n
2
|Tn −An|.
Then as
T (y0τk . . . τn−1) = S1 . . . Sk−11
k . . . 12k−1Sk . . . Sn−1,
it follows that
D
|T |
PB(S1 . . . Sk−11
k . . . 12k−1Sk . . . Sn−1) ≤ |S1 . . . Sk−11k . . . 12k−1|+ 1
+
n−1∑
j=k
[|Aj |j + (v + 1)(f(j) + v + 2) + j
2
|Tj −Aj |].
Let wp be the string such that T (wp) = S ↾ p. Note that the ratio
|wp|
|p| is
maximal if the suffix of S ↾ p is a full concatenation of a Yn,i zone without the
final bit. That is, S ↾ p ends with a suffix of the form
yn,i,tn . . . yn,i,2yn,i,1[0..n− 2].
Let 0 ≤ I < v. We examine the ratio |wp||S↾p| inside zone Sn on the second last
symbol of the YI+1 zone. Note that T outputs S ↾ p on input
y0τk . . . τn−1pinσn,1 . . . σn,I1z
where z = xn,I+1,1 . . . xn,I+1,tn1
f(n)+I+1yn,I+1,tn . . . yn,I+1,2yn,I+1,1[0..n − 2].
Thus
|wp| ≤ 22k +
n−1∑
j=k
[|Aj |j + (v + 1)(f(j) + v + 2) + j
2
|Tj −Aj |]
+ |An|n+ (v + 1)(f(n) + v + 2) + I(n|Tn −An|
2v
) +
n|Tn −An|
v
≤ 2cn +
n−1∑
j=k
j
2
|Tj |+ n|Tn|
v
(
I
2
+ 1)
= 2cn +
n−1∑
j=k
j
2
|Tj |+ n|Tn|
2v
(I + 2),
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where c > 1/2 can be made arbitrarily close to 1/2 to n large.
The number of bits in such a prefix of S is
|S ↾ p| ≥
n−1∑
j=k
j|Tj|+ n|An|+ n
v
|Tn −An|(I + 1)
=
n−1∑
j=k
j|Tj|+ n
v
|Tn|(I + 1) + n|An|(1− (I + 1)
v
)
≥
n−1∑
j=k
j|Tj|+ n
v
|Tn|(I + 1).
Hence
lim sup
n→∞
|wn|
|S ↾ n| ≤ lim supn→∞
2cn +
∑n−1
j=k
j
2 |Tj|+ n|Tn|2v (I + 2)∑n−1
j=k j|Tj|+ n|Tn|v (I + 1)
= lim sup
n→∞
[
2cn∑n−1
j=k j|Tj|+ n|Tn|v (I + 1)
+
1
2
∑n−1
j=k j|Tj|+ n|Tn|v (I + 1)∑n−1
j=k j|Tj|+ n|Tn|v (I + 1)
+
n|Tn|
2v∑n−1
j=k j|Tj|+ n|Tn|v (I + 1)
]
= lim sup
n→∞
[
2cn∑n−1
j=k j|Tj|+ n|Tn|v (I + 1)
+
1
2
+
n|Tn|
2v∑n−1
j=k j|Tj|+ n|Tn|v (I + 1)
]
.
As
∑n−1
j=k j|Tj| ≥ (n− 1)|Tn−1| ≥ (n−1)2 |Tn|, we have
n−1∑
j=k
j|Tj |+ n
v
|Tn|(I + 1) ≥ n− 1
2
|Tn|+ n
v
|Tn|(I + 1)
=
n|Tn|
2v
(2 + 2I + v − v
n
).
Thus
lim sup
n→∞
2cn∑n−1
j=k j|Tj|+ n|Tn|v (I + 1)
≤ lim sup
n→∞
2cn
(n−1)
2 |Tn|
≤ lim sup
n→∞
2cn
|Tn|
≤ lim sup
n→∞
2cn
2
(k−1)n
k
= 0 (when k > 2)
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and
n|Tn|
2v∑n−1
j=k j|Tj |+ n|Tn|v (I + 1)
≤
n|Tn|
2v
n|Tn|
2v (2 + 2I + v − vn )
≤ 1
v(1− 1
n
)
which can be made arbitrarily small by choosing v appropriately.
Therefore
lim sup
n→∞
|wn|
|S ↾ n| ≤
1
2
.
From [21], let 0 < ε < 12 be the appropriate value from choice of k and v
such that
lim inf
n→∞
|LZ(S ↾ m)|
m
≥ 1− ε
2
.
From [29], for all C ∈ ILFST it holds that
lim inf
n→∞
|C(S ↾ n)|
n
≥ lim inf
n→∞
|LZ(S ↾ n)|
n
,
and so ρFS(S) ≥ 1− ε2 by theorem 2.4.
Thus S is PB-deep as for all k, for n large
DkFS(S ↾ n)−D|T |PB(S ↾ n) ≥ (1 −
ε
2
)n− (1
2
+
ε
2
)n
= n(
1
2
− ε).
Thus PB-depth(S) ≥ 12 − ε.
We see that LZ-depth(S) < ε as
IFS(S ↾ n)− |LZ(S ↾ n)| ≤ n− (1 − ε
2
) < εn.
The construction of T is confined to the appendix subsection 5.3.
5 Remarks
Currently PB-depth is defined as a mixed notion between FSTs and PBs. Ideally
a non-mixed version would be developed, i.e. a depth notion of k-PB complexity
vs k′-PB complexity. One obstacle is finding an analogous result to Lemma 2.6
which is used to prove the existence of FS-deep sequences. The current obstacle
is that in the finite-case, given an FST where T (x) = p and T (xy) = pq, simply
switching the starting state to the state which it ends reading T (x) in does not
mean that y is a description for q since one must take into account the location
of the pebbles too after reading x.
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Appendix
5.1 Construction from Theorem 3.7
For completeness, the following is a construction of T . Note that T is a 1-pebble
transducer. As such, the pebble placement part of the transition and output
function will have value 0 or 1 indicating whether or not the pebble is present
on the current square of the input tape.
Let T = (Q, q0, F, 1, δ, ν) be as follows. T has the following set of states:
• qs the start state.
• qp is the state T enters when it needs to move its pebble.
• qb is the state which records the first bit for b ∈ {0, 1} when examining a
block of size 2.
• ql is the state used when T continuously moves its head to the left side of
the tape.
• q1, q2, q3 are the states used to print the prefixes of the input.
• qi is the state where T acts as the identity transducer.
• qf is the final state.
Here F = {qf}.
Beginning in the start state, T moves its head to the right and enters the
pebble placement state,
δ(qs,⊣, 0) = (qp,+1).
Beginning in qp, T then reads the next two bits. T first records the first bit
and moves right
δ(qp, b, 0) = (qb,+1).
Then reading the second bit, if it matches the first bit, T places a pebble onto
the square and enters the state for scanning to the left. If they do not match,
T moves right and enters the identity state. That is
δ(qb, a, 0) =
{
(qs, push) if a = b,
(qi,+1) if a 6= b.
In ql, T scans left to the end of the tape. That is, for b, c ∈ {0, 1},
δ(ql, b, c) = (ql,−1).
When T reaches the end of the tape, it begins reading in chunks of size two,
printing every second bit, until it sees the square containing the pebble. T first
moves its head right,
δ(ql,⊣, 0) = (q1,+1).
25
T then moves its head to the right to the second square on any bit,
δ(q1, b, 0) = (q2,+1).
In q2, if the current square contains the pebble, T pops the pebble and moves
it forward two squares. If it does not, T moves right and returns to q1. That is,
on any bit b,
δ(q2, b, c) =
{
(q1,+1) if c = 0,
(q3, pop) if c = 1.
In q3, T returns to qp and moves its head to the right to begin the process
of moving the pebble again. That is,
δ(q3, b, 0) = (qp,+1).
When in state qi, T moves right regardless of the bit read. That is,
δ(qi, b, 0) = (qi,+1).
T enters its final state if T reaches the right hand side of the tape in states
qp, qb or qi. That is, for q ∈ {qp, qb, qi},
δ(q,⊢, 0) = (qf ,−1).
T outputs the empty string on all transitions except in the following cases
where it prints the bit on the current square,
ν(q2, b, c) = b, (for c ∈ {0, 1})
ν(qi, b, 0) = b.
This completes the construction of T .
5.2 Construction from Theorem 4.4
The following is the construction of T for completeness: The transitions of T
are composed of three zones: print, print-square and print-reverse-square. T ’s
state are split into four subsets P (the sets used in the zone), R (the sets used
in the print-square zone), L (the sets used in the print-reverse-square zone) and
Q (the remaining states including the flag finding, dead, and final states).
We let T = {Q ∪ P ∪ R ∪ L, qs, {qf}, 1, δ, ν) be a 1-pebble transducer. The
states of T are as follows:
1. Q = {qs, q−1, q0, q10 , q11 , qd, q′d, qf}
(a) qs is the start state,
(b) q−1, q0, q1b for b ∈ {0, 1} are to states used to identify flags,
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(c) qd, q
′
d the dead states,
(d) qf the final state,
2. P = {p0, p10, p11}
3. R = {r0•, r1•,0, r1•,1, r1s , r0s , r1l , r0l,0, r0l,1, r−1p , r0p, r1p,0, r1p,1, rf , r′f}
(a) r0•, r
1
•,b for b ∈ {0, 1} are used to place the pebble on the tape while
looking for a flag,
(b) r1s , r
0
s , r
1
l , r
0
l,b for b ∈ {0, 1} are used to scan to the left to find a flag,
(c) r−1p , r
0
p, r
1
p,b for b ∈ {0, 1} are used to print the input read,
(d) rf , r
′
f are used to find and pop the pebble on the tape,
4. L = {l0i , l1•, l0•,0, l0•,1, l0s , l1s , l0r , l1r,0, l1r,1, l−1p , l0p,0, l1p,1, l1p, lf , l′f}
(a) l0i the initial state of the print-reverse-square zone,
(b) l1•, l
0
•,b for b ∈ {0, 1} are used to place the pebble on the tape while
looking for a flag,
(c) l0s , l
1
s, l
0
r , l
1
r,b for b ∈ {0, 1} are used to scan right to find a flag,
(d) l−1p , l
0
p,b, , l
1
p for b ∈ {0, 1} are used to the reverse of the input read,
(e) lf , l
′
f are used to find and pop the pebble off of the tape.
From the start state qs, T checks whether the next two squares contain 01
or 10 to indicate whether it is entering a print or print-square zone respectively.
T first moves right off of ⊣.
δ(qs,⊣, 0) = (q0,+1).
In q0, T reads what is under its head and moves right to check the next bit.
That is
δ(q0, b, 0) =
{
(qd,−1) if b =⊢,
(q1b ,+1) otherwise.
For b ∈ {0, 1}, in q1b checks whether it sees a 10 flag or a 01 flag. If the bits
are the same, T repeats the process. That is
δ(q1b , bˆ, 0) =

(qd,−1) if b =⊢,
(q0,+1) if b = bˆ,
(p0,+1) if bbˆ = 01,
(r0•,+1) if bbˆ = 10.
First we examine the print zone. Beginning in p0, T reads in chunks of size
two and prints the character in both cells if they contain the same bit. This
continues until T sees a 10 or 01 flag or reaches the end of the tape. That is,
δ(p0, b, 0) =
{
(qf ,−1) if b =⊢,
(p1b ,+1) if b ∈ {0, 1},
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and,
δ(p1b , bˆ, 0) =

(p0,+1) if b = bˆ or bbˆ = 10,
(qd,−1) if bˆ =⊢,
(r0•,+1) if bbˆ = 01.
We next examine print-square and print-reverse-square zones. The states
r0•, r
1
•,0 and r
1
•,1 are used to place T ’s pebble on the tape only if it sees a block of
two of the same bits. Two non-equal bits indicates the end of the print-square
portion of this zone and T enters state l0i and enters the print-reverse-square
zone. That is,
δ(r0•, b, 0) =
{
(qd,−1) if b =⊢,
(r1•,b for b ∈ {0, 1},
and
δ(r1•,b, bˆ, 0) =

(qd,−1) if b =⊢,
(r1s , push) if b = bˆ,
(l0i ,−1) if b 6= bˆ.
Once a pebble is placed on the tape and T is in r1s , T must move left two
places and then scan left until it sees an unequal block. This is done via states
r0s , r
1
s , r
0
l,0, r
0
l,1 and r
1
l . That is for b ∈ {0, 1},
δ(r1s , b, 1) = (r
0
s ,−1),
δ(r0s , b, 0) = (r
1
l ,−1),
δ(r1l , b, 0) = (r
0
l,b,−1)
and
δ(r0l,b, bˆ, 0) =
{
(r1l ,−1) if b = bˆ,
(r−1p ,+1) if b 6= bˆ.
T uses states r−1p , r
0
p, r
1
p,0 and r
1
p,1 to read its input in blocks of two printing if
the blocks contain the same bit until it sees a block containing unequal bits.
That is,
δ(r−1p , b, 0) = (r
0
p,+1),
δ(r0p, b, 0) =
{
(r1p,b,+1) if b ∈ {0, 1},
(qd,−1) if b =⊢,
and for c ∈ {0, 1},
δ(r1p,b, bˆ, c) =

(r0p,+1) if b = bˆ
(qd,−1) if b =⊢
(rf ,−1) if b 6= bˆ.
In states rf and r
′
f , T scans left until it finds the placed pebble to pop it.
That is,
δ(rf , b, 0) = (rf ,−1),
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and
δ(rf , b, 1) = (r
′
f , pop).
Once popped, T moves right and enters state r0• again. That is
δ(r′f , b, 0) = (r
0
• ,+1).
That completes the discussion of the print-square zone. Now we discuss the
states and transitions for the print-reverse-square section of the input.
Beginning in l0i , T uses the states l
0
i , l
1
•, l
1
•,0 and l
1
•,1 to drop its pebble on its
tape only if it sees a block of two of the same bits. Two non-equal bits indicates
the end of the print-reverse-square portion of this zone and T enters state q−1
and finds the next unequal flag to indicate the beginning of the next print or
print-square zone. So for b ∈ {0, 1}
δ(l0i , b, 0) = (l
1
•,−1),
δ(l1•, b, 0) = (l
0
•,b,−1),
and
δ(l0•,b, bˆ, 0) =
{
(l0s , push) if b = bˆ,
(q−1,+1) if b 6= bˆ.
Once a pebble is placed on the tape and T is in l0s , T must move left two
places and then scan left until it sees an unequal block. This is done via states
l0s, l
1
s , r
0
l and r
1
l . That is for b ∈ {0, 1},
δ(l0s , b, 1) = (l
1
s ,+1),
δ(l1s , b, 0) = (l
0
r ,+1),
δ(l0r , b, 0) = (l
1
r,b,+1),
and,
δ(l1r,b, bˆ, 0) =
{
(l0r ,+1) if b = bˆ,
(l−1p ,−1) if b 6= bˆ.
From l−1p , T then moves left one square and then reads its tape in blocks of
size two until it sees an unequal block, printing the bit if the bits in the block
are equal. It does this via the states l−1p , l
1
p, l
0
p,0 and l
0
p,1. That is,
δ(l−1p , b, 0) = (l
1
p,−1),
δ(l1p, b, 0) = (l
0
p,b,−1),
and for c ∈ {0, 1}
δ(l0p,b, bˆ, c) =
{
(l1p,−1) if b = bˆ,
(lf ,+1) if b 6= bˆ.
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In states lf and l
′
f , T moves right trying to find its pebble. Once found, T
pops the pebble off of its tape. That is,
δ(lf , b, 0) = (lf ,+1),
and
δ(lf , b, 1) = (l
′
f , pop).
Once popped, T moves left and enters state l1• again. That is
δ(l′f , b, 0) = (l
1
•,−1).
This completes the print-reverse-square zone discussion. Next we examine
what happens when T is in state q−1. T only enters this state once it has
finished the print-reverse-square zone. Upon this, T must scan right until it
finds an unequal block of size to identify the next zone. It does this by moving
right from q−1 and entering state q0. That is,
δ(q−1, b, 0) = (q0,+1).
Next we examine state qd, the dead state. T enters this state when it sees
the end of the tape when it does not expect to. From here, T remains in a loop,
thus never entering a final state. That is for b, c ∈ {0, 1}
δ(qd, b, c) = (q
′
d,+1),
and
δ(q′d,⊢, 0) = (qd,−1).
On every transition, T prints nothing except in the following circumstances:
• ν(p1b , b, 0) = b (when in a print zone and sees an equal block)
• ν(r1p,b, b, 0) = ν(r1p,b, b, 1) = b (when it is in a print-square zone and sees
an equal block)
• ν(r1•,0, 1, 0) = ν(r0•,1, 0) = 1m (when it comes to the end of a print-square
zone)
• ν(l0p,b, b, 0) = ν(l0p,b, b, 1) = b (when it is in a print-reverse-square zone and
sees an equal block)
This completes the construction.
5.3 Construction from Theorem 4.5
The following is the construction of T . Let T = (Q, qo, F, 1, δ, ν) be a 1-pebble
transducer. The states of T are as follows:
• q0 the start state,
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• qi,w for w ∈ {0, 1}2k the just printing states,
• q1 the state used to check whether the transducer just prints or need to
print the reverse too,
• qp a state used to place a the pebble,
• qr,w for w ∈ {0, 1}2k, the state where T moves right printing but will print
the reverse too,
• qf the state when scanning left along the flag before printing the reverse,
• ql the state used to print the reverse moving left,
• qs,w for w ∈ {0, 1}2k used to scan right,
• qF the final state.
So F = {qF}.
From the start state, T moves to state qi,02k and prints nothing. That is,
δ(q0,⊣, 0) = (qi,02k ,+1),
and
ν(q0,⊣, 0) = λ.
From here, T continuously prints what is under its head moving right until
it sees the end of a flag. At the end of the flag it moves to q1. That is for
w ∈ {0, 1}2k and b ∈ {0, 1}
δ(qi,w, b, 0) =
{
(qi,w[1..]b,+1) if w 6= 12k or (w = 12k and b = 1),
(q1,+1) if w = 1
2k and b = 0,
and
ν(qi,w, b, 0) =
{
b if w 6= 12k or (w = 12k and b = 1),
λ if w = 12k and b = 0.
In q1, T has just read a 0 after a flag of 1
2k. If T reads a 1 in q1, T moves
right and returns to qi,02k the initial printing state. If T reads a 0, T moves
right and enters the state qp and places its pebble on its tape. That is,
δ(q1, b, 0) =
{
(qp,+1) if b = 0,
(qi,02k ,+1) if b = 1.
T prints nothing in q1. That is, for b, c ∈ {0, 1}
ν(q1, b, c) = λ).
In qp, T places a pebble on its current square and enters state qr,02k and
prints nothing. That is, for b ∈ {0, 1},
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δ(qp, b, 0) = (qr,02k , push),
and
ν(qp, b, 0) = λ.
T moves its head to the right printing what it reads when in states qr,w. It
does this until it sees the end of a 12k flag, upon which it moves it enters state
qf moving its head to the left. That is, for b, c ∈ {0, 1}, w ∈ {0, 1}2k,
δ(qr,w, b, c) =
{
(qr,w[1..]b,+1) if w 6= 12k or (w = 12k and b = 1),
(qf ,−1) if w = 12k and b = 0,
and
ν(qr,w, b, c) =
{
b if w 6= 12k or (w = 12k and b = 1),
λ if w = 12k and b = 0.
T moves its head to the left printing nothing while in qf until it sees a 0,
that is, the end of the 12k flag zone. When it sees a 0, T begins printing what
it reads and enters state ql. That is for b ∈ {0, 1},
δ(qf , b, 0) =
{
(qf ,−1) if b = 1,
(ql,−1) if b = 0,
and
ν(qf , b, 0) =
{
λ if b = 1,
0 if b = 0.
In ql, T moves its head to the left printing what it sees until it sees the
square with the pebble. When T sees the pebble, T removes the pebble and
enters state qs,02k . That is for b, c ∈ {0, 1}
δ(ql, b, c) =
{
(ql,−1) if c = 0,
(qs,02k , pop) if c = 1,
and
ν(ql, b, c) = b.
T moves its head to the right printing nothing until it sees the end of a 12k
flag, upon which it enters state q1 to begin the process of printing a new zone
again. That is, for b ∈ {0, 1}, w ∈ {0, 1}2k
δ(qs,w, b, 0) =
{
(qs,w[1..]b,+1) if w 6= 12k or (w = 12k and b = 1),
(q1,+1) if w = 1
2k and b = 0,
and
ν(qs,w, b, 0) = λ.
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For w ∈ {0, 1}2k, if T is in state qi,w (the just printing states without revers-
ing) or in state q1 (where T checks if the next zone is just printing or printing
and reversing) and sees ⊢ indicating the right hand side of the tape, T enters
qF the final state and halts, printing nothing. That is for w ∈ {0, 1}2k
δ(qi,w,⊢, 0) = δ(q1,⊢, 0) = (qF ,−1),
and
ν(qi,w ,⊢, 0) = ν(q1,⊢, 0) = λ.
This completes the construction of T .
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