A distance map captured using a time-of-flight (ToF) depth sensor has fundamental problems, such as ambiguous depth information in shiny or dark surfaces, optical noise, and mismatched boundaries. Severe depth errors exist in shiny and dark surfaces owing to excess reflection and excess absorption of light, respectively. Dealing with this problem has been a challenge due to the inherent hardware limitations of ToF, which measures the distance using the number of reflected photons. This study proposes a distance error correction method using three ToF sensors, set to different integration times to address the ambiguity in depth information. First, the three ToF depth sensors are installed horizontally at different integration times to capture distance maps at different integration times. Given the amplitude maps and error regions are estimated based on the amount of light, the estimated error regions are refined by exploiting the accurate depth information from the neighboring depth sensors that use different integration times. Moreover, we propose a new optical noise reduction filter that considers the distribution of the depth information biased toward one side. Experimental results verified that the proposed method overcomes the drawbacks of ToF cameras and provides enhanced distance maps.
Introduction
Time-of-flight (ToF) cameras produce a representation of the depth of a natural scene. They are used to reconstruct 3D models, track objects, and estimate obstacles since these depth sensors provide real-time three-dimensional depth maps. ToF sensors work by integrating a high-speed pulsed infrared light source with a conventional video camera. The depth sensor provides more robust depth information as compared to conventional depth estimation methods in homogenous regions, repetitive pattern regions, and occluded regions [1] .
Nevertheless, these cameras still have some problems such as low resolution, inherent errors due to radiometric, geometric, and illumination variations [2, 3] . Sergi Foix et al. presented five types of systematic errors; depth distortion errors, integration-time-related errors, built-in pixel-related errors, amplitude-related errors, and temperature-related errors [4] . Depth distortion errors occur when the infrared light is not emitted as theoretically planned (or generally sinusoidal). Integration-time-related errors occur when capturing the same scene at different integration times, causing different depth values in the entire scene. Built-in pixel-related errors arise from different material properties in CMOS gates and capacitor charge time delays during the signal correlation process. Amplitude-related errors are caused by low or overexposed reflected amplitudes. Temperature-related errors occur when the internal camera temperature affects depth processing. Light scattering errors [5] , multipath errors [6] , and object boundary ambiguity [7] have been identified as non-systematic errors. Compression may systematic errors. Compression may also result in distortion [8] . Figure 1 represents the problems in depth maps captured using ToF depth cameras. Various solutions have been developed to enhance the depth maps captured by ToF depth sensors, most of which focus on the minimization of optical noise. Kim et al. exploited adaptive sampling, mesh triangulation, and Gaussian smoothing methods to enhance depth map information [911] . However, these methods do not suit real-time applications owing to the high complexity of the process. Moreover, the limitation of low resolution captured by ToF cameras is critical in computer vision applications. A hybrid camera system that combines a stereo camera and a ToF depth sensor was introduced to provide high-quality depth images [1214] . Kopf et al. employed the concept of bilateral filters [15] , which use color information to upsample a depth map [16] . Kim et al. presented a method to enhance depth maps by minimizing the unmatched boundary problem between depth and 2D image pairs using joint bilateral upsampling (JBU) and reduced the temporal depth flickering artefacts using a temporal filter [3] . Since raw depth sequences also suffer from depth flickering in a static region, the works of [17, 18] used temporal filters to reduce the temporary fluctuation problem by simultaneously filtering several depth pairs to preserve depth consistency.
The aim of this present study is to understand the errors caused by light reflection and absorption, and minimize them, thereby presenting a distance error correction method for ToF depth sensors. To solve the problem with ToF sensors, we exploited multi-ToF sensors and a novel filtering method. Section 2 describes the setup of the ToF depth sensor and its preprocessing. Section 3 gives the details of a novel weighted median filter method. Section 4 presents a distance error correction method for ToF depth sensors using different integration times. In Section 5, the proposed technique is validated using experiments. Finally, Section 6 concludes the paper. Various solutions have been developed to enhance the depth maps captured by ToF depth sensors, most of which focus on the minimization of optical noise. Kim et al. exploited adaptive sampling, mesh triangulation, and Gaussian smoothing methods to enhance depth map information [9] [10] [11] . However, these methods do not suit real-time applications owing to the high complexity of the process. Moreover, the limitation of low resolution captured by ToF cameras is critical in computer vision applications. A hybrid camera system that combines a stereo camera and a ToF depth sensor was introduced to provide high-quality depth images [12] [13] [14] . Kopf et al. employed the concept of bilateral filters [15] , which use color information to upsample a depth map [16] . Kim et al. presented a method to enhance depth maps by minimizing the unmatched boundary problem between depth and 2D image pairs using joint bilateral upsampling (JBU) and reduced the temporal depth flickering artefacts using a temporal filter [3] . Since raw depth sequences also suffer from depth flickering in a static region, the works of [17, 18] used temporal filters to reduce the temporary fluctuation problem by simultaneously filtering several depth pairs to preserve depth consistency.
The aim of this present study is to understand the errors caused by light reflection and absorption, and minimize them, thereby presenting a distance error correction method for ToF depth sensors. To solve the problem with ToF sensors, we exploited multi-ToF sensors and a novel filtering method. Section 2 describes the setup of the ToF depth sensor and its preprocessing. Section 3 gives the details of a novel weighted median filter method. Section 4 presents a distance error correction method for ToF depth sensors using different integration times. In Section 5, the proposed technique is validated using experiments. Finally, Section 6 concludes the paper.
ToF Camera Setup and Calibration

Light Reflection and Integration Time
We assumed that the source of the error in the ToF camera is the amount of light reflection and integration time. Therefore, the principle that the reflectance of light varies depending on the color was applied to this study. To verify that depth accuracy varies with color and time, we measured the depth using the color chart presented in Figure 2 . ToF cameras acquire depth information with different accuracies for different colors. As we predicted, the ToF camera generates different depth information for different colors with different accuracy in Figure 2 . The reason this phenomenon occurs is photons that are incident on pixels are captured and converted to electrons in the ToF camera. Since a black surface absorbs most of the photons while a white surface reflects most of the light, the depth accuracy of the black surface is very low compared to that of white or other colors. 
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ToF Depth Sensor Setup
Three ToF depth sensors were horizontally installed to share the depth information, as shown in Figure 4 . The field of view (FOV) of the depth sensor should not be obstructed by any unwanted objects that could give rise to multiple path reflections. Therefore, ToF depth sensors should not be mounted on walls or tables far from the floor. The test apparatus to acquire and correct the ToF depth data was as illustrated in Figure 4b . Multiple ToF sensors are triggered by the ToF sensor synchronizer while acquiring depth information. The depth information is saved to the PC using a frame grabber, and the computer refines the ToF data. Typically, ToF cameras count the number of photons incident on pixels during an exposure time to estimate the distance. However, photons randomly fall onto the detector, making it very difficult to measure the average distance by counting photons. To overcome this problem, different integration times were set for each ToF depth sensor, i.e., approximately 70 ms (10 fps) for ToF 1, 23 ms (30 fps) for ToF 2, and 14 ms (50 fps) for ToF 3, as shown in Figure 5 . Another drawback of the ToF camera is signal interference, which may cause significant errors. Infrared radiation (IR) does not 
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Figure 5.
Three different signals with different integration times.
Camera Calibration for ToF Camera
ToF depth sensors follow the pinhole camera model that can be parametrized by intrinsic and extrinsic parameters. The camera parameters are the principal information of the camera for 3D image processing and application. The intrinsic parameters contain the camera's internal features, such as the focal length, and they are represented as
where αu and αv represent the focal lengths of the camera regarding pixel dimensions in u and v directions, respectively. u0 and v0 are the principal points where the principal axis intersects the image plane. s is the skew factor representing the non-orthogonality between the u and v axes. The extrinsic parameters entail the camera's orientation and position information. In addition, the extrinsic parameters are composed of the rotation matrix, R, and translation vector, t. The camera projection matrix P is then composed of these parameters. The camera projection matrix is defined as
The camera parameters are estimated by a camera calibration method using a chessboard [19] . However, errors occur during the camera calibration procedure, making it difficult to extract out realworld coordinates. To deal with this, we propose some methods to enhance ToF camera calibration. First, we exploit an amplitude map, instead of a distance map, to estimate camera calibration. The integration time is increased because the more the integration time, the higher the accuracy in amplitude measurement [2] . In addition, most ToF depth sensors have severe nonlinear lens distortion, especially the radial distortion shown in Figure 6b . The lens distortion is refined using a correction method, as shown in Figure 6d 
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The camera parameters are estimated by a camera calibration method using a chessboard [19] . However, errors occur during the camera calibration procedure, making it difficult to extract out real-world coordinates. To deal with this, we propose some methods to enhance ToF camera calibration. First, we exploit an amplitude map, instead of a distance map, to estimate camera calibration. The integration time is increased because the more the integration time, the higher the accuracy in amplitude measurement [2] . In addition, most ToF depth sensors have severe nonlinear lens distortion, especially the radial distortion shown in Figure 6b . The lens distortion is refined using a correction method, as shown in Figure 6d [4] . 
Optical Noise Reduction Filter
Inherent errors are generated in ToF depth sensors, which impact the results; it is therefore necessary to remove them before warping the accurate depth information from the neighboring ToF cameras to the center ToF camera. To reduce the artefacts, this section presents a new artefact removal filter. Most sets of distance values do not follow a normal distribution in practice. Data appear in the form of a distribution that is biased toward one side. Therefore, the skew-normal distribution is exploited as a weight for the weighted median filter. The proposed filter combines the original weighted median filter and modifies the weight kernel to suppress the noise while preserving the meaningful structure. In the following, we explain the proposed method in order.
Median Filter
Median filtering is a nonlinear method used to remove noise from images while maintaining edges [20] . This filter aims to replace the value of a pixel with the median of its neighbors. A median can be computed from a histogram, h(p, ), which calculates the population around the position p = (x, y).
where V is a pixel value, N(p) is a window, q is the neighbor of p, i is the discrete bin index, and δ () is a Kronecker delta function. The median value can be easily chosen by accumulating this histogram.
Weighted Median Filter
A weighted median filter is a nonlinear digital filter with a window of length 2N + 1 [21] . The pixels are weighted in the local histograms. The weighted histogram is defined as
where w = (w-N,…, w0,…, wN) is a weight vector that depends on an image, I, that can be different form V. Gaussian weights are generally assumed for weight w. In [15] , bilateral weight was used to 
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where V is a pixel value, N(p) is a window, q is the neighbor of p, i is the discrete bin index, and δ (·) is a Kronecker delta function. The median value can be easily chosen by accumulating this histogram.
Weighted Median Filter
where w = (w -N , . . . , w 0 , . . . , w N ) is a weight vector that depends on an image, I, that can be different form V. Gaussian weights are generally assumed for weight w. In [15] , bilateral weight was used to aggregate the stereo matching costs [22] . The median value is acquired by accumulating this histogram.
Skew Normal Distribution Weighted Median Filter
The skew normal distribution is an extension of the normal (Gaussian) probability distribution to allow for non-zero skewness, as shown in Figure 7 . The probability density function of skew normal distribution regarding parameter α is defined as
where ∅(x) denotes the standard normal probability density function given by
Here, Φ(x) is the cumulative distribution function represented as
where erf() is the error function. The error function is a special function, shaped like a sigmoid, that occurs in probability. The error function is defined as
to allow for non-zero skewness, as shown in Figure 7 . The probability density function of skew normal distribution regarding parameter α is defined as
where ∅(x)denotes the standard normal probability density function given by
A skew-normal distribution weighted histogram is defined as
Similar to the unweighted case, the median value is obtained by accumulating this histogram. Figure 8 shows an example of the proposed filter. Negative skew implies that the mass of the distribution is concentrated on the right, whereas positive skew implies that the mass of the distribution is concentrated on the left. A skew-normal distribution weighted histogram is defined as
Similar to the unweighted case, the median value is obtained by accumulating this histogram. Figure 8 shows an example of the proposed filter. Negative skew implies that the mass of the distribution is concentrated on the right, whereas positive skew implies that the mass of the distribution is concentrated on the left.
where Sp and SN are the weights for positively and negatively skewed distributions, respectively, and med is the median of a vector, min and max are the minimum and maximum values of a vector. Figure 8 shows an example of skew-normal distribution weighted median filter. Given the window, we first transform a 2D matrix to a 1D array and sort it. After obtaining α, the 1D array is filtered. 
Distance Error Correction Using Different Integration Time
In this section, we demonstrate the ambiguity in depth information in shiny and dark surfaces. We present a method to detect the shiny and dark surfaces and correct the regions. Figure 9 schematically illustrates the operation of the proposed distance error correction method using multiple ToF information captured at different integration times. Each ToF sensor integrates light after emitting it. Amplitude maps were exploited to estimate the error in each ToF data. Given the detected regions, accurate depth information is warped to correct the distance. 
Shiny and Dark Surface Detection
Shiny surfaces are poor absorbers and good reflectors of radiation. Typically, shiny surfaces reflect several light waves. In contrast, dark and matte surfaces are good absorbers and poor reflectors 
where S p and S N are the weights for positively and negatively skewed distributions, respectively, and med is the median of a vector, min and max are the minimum and maximum values of a vector. Figure 8 shows an example of skew-normal distribution weighted median filter. Given the window, we first transform a 2D matrix to a 1D array and sort it. After obtaining α, the 1D array is filtered.
Distance Error Correction Using Different Integration Time
Shiny and Dark Surface Detection
Shiny surfaces are poor absorbers and good reflectors of radiation. Typically, shiny surfaces reflect several light waves. In contrast, dark and matte surfaces are good absorbers and poor reflectors of radiation. Figure 10 presents pictures of a chessboard pattern, hair, glasses, and monitor. Since shiny and dark surfaces create large amounts of noise for ToF depth sensors, a distance map is strongly affected by these surfaces. Therefore, the problem of shiny and dark surfaces should be solved.
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where TD and TS are the thresholds of dark and shiny surfaces, respectively. Ed is the error pixel for the dark surface, Es is the error pixel for the shiny surface, and En denotes no error. Using Equation (11), each amplitude map is calculated to detect the error regions. ToF depth sensors provide an amplitude map that represents the height of the sine wave or the brightness of the light. Too low an amplitude surface gives a dark and matte surface, while too high gives a shiny surface. Therefore, the amplitude map I A is exploited to detect error regions. The error detection function, R e (), is defined as
Error Correction
where T D and T S are the thresholds of dark and shiny surfaces, respectively. E d is the error pixel for the dark surface, E s is the error pixel for the shiny surface, and E n denotes no error. Using Equation (11), each amplitude map is calculated to detect the error regions.
The disparity map obtained from ToF sensors after longer integration usually ensures higher accuracy in distance measurement in dark and matte regions while the disparity maps from ToF by short integration time usually ensures a higher accuracy of distance measurement in shiny surfaces. In this study, the disparity map of ToF 1 represented accurate information for the shiny surfaces and the disparity map of ToF 3 represented accurate information for the dark and matte surfaces. Given the detected regions, accurate depth information was warped from ToF 1 and ToF 3 to ToF 2. As illustrated in Figure 11 , the 3D image warping process consists of two steps, i.e., backward projection with depth data and forward projection. Let m l and m c be the corresponding pixels in the viewpoint images of ToF 1 and ToF 2 in the set of the error pixels E d , respectively. Based on the pin-hole camera model, the pixel point m l can be defined by the camera parameters as The disparity map obtained from ToF sensors after longer integration usually ensures higher accuracy in distance measurement in dark and matte regions while the disparity maps from ToF by short integration time usually ensures a higher accuracy of distance measurement in shiny surfaces. In this study, the disparity map of ToF 1 represented accurate information for the shiny surfaces and the disparity map of ToF 3 represented accurate information for the dark and matte surfaces. Given the detected regions, accurate depth information was warped from ToF 1 and ToF 3 to ToF 2. As illustrated in Figure 11 , the 3D image warping process consists of two steps, i.e., backward projection with depth data and forward projection. Let ml and mc be the corresponding pixels in the viewpoint images of ToF 1 and ToF 2 in the set of the error pixels Ed, respectively. Based on the pin-hole camera model, the pixel point ml can be defined by the camera parameters as
The next step is finding the corresponding pixel position mc from the viewpoint of ToF 2. The point in the world coordinate M is projected onto the viewpoint of ToF 2 using its camera parameters as
Similar to the case of ToF 1, the points in ToF 3 can be warped in the set of error pixels, Es. Figure 11 . Error correction using 3D warping.
Experimental Results
First, for the qualitative evaluation of the ToF depth sensor, the test dataset was captured by three ToF depth sensors. Figure 12 illustrates the results of error detection using the amplitude map. Figure 12a shows that errors that occur in the shiny and dark regions. As shown in Figure 12c , the red region indicates the shiny surface Es and the black region denotes the dark and matte surface Ed. We confirm that the error region is accurately determined through the error detection method, as the result of Figure 12c . 
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First, for the qualitative evaluation of the ToF depth sensor, the test dataset was captured by three ToF depth sensors. Figure 12 illustrates the results of error detection using the amplitude map. Figure 12a shows that errors that occur in the shiny and dark regions. As shown in Figure 12c , the red region indicates the shiny surface E s and the black region denotes the dark and matte surface E d . We confirm that the error region is accurately determined through the error detection method, as the result of Figure 12c .
As shown in Figure 13 , real scenes captured by the ToF depth sensors are exploited to verify the proposed error correction method using three ToF depth sensors subjectively. In Figure 13b , visual artefacts are observed in shiny and dark surfaces. Figure 13c presents the noises in depth map captured by ToF 2, recovered using the proposed error correction method. Also, errors around the objects are remarkably reduced in Figure 13c .
First, for the qualitative evaluation of the ToF depth sensor, the test dataset was captured by three ToF depth sensors. Figure 12 illustrates the results of error detection using the amplitude map. Figure 12a shows that errors that occur in the shiny and dark regions. As shown in Figure 12c , the red region indicates the shiny surface Es and the black region denotes the dark and matte surface Ed. We confirm that the error region is accurately determined through the error detection method, as the result of Figure 12c . As shown in Figure 13 , real scenes captured by the ToF depth sensors are exploited to verify the proposed error correction method using three ToF depth sensors subjectively. In Figure 13b , visual artefacts are observed in shiny and dark surfaces. Figure 13c presents the noises in depth map captured by ToF 2, recovered using the proposed error correction method. Also, errors around the objects are remarkably reduced in Figure 13c . Figure 14 illustrates the 3D graph of the distance map using the close-up depth map from Figure  13 . Figure 14a shows a fluctuating 3D surface. However, Figure 14b shows that the fluctuations in the As shown in Figure 13 , real scenes captured by the ToF depth sensors are exploited to verify the proposed error correction method using three ToF depth sensors subjectively. In Figure 13b , visual artefacts are observed in shiny and dark surfaces. Figure 13c presents the noises in depth map captured by ToF 2, recovered using the proposed error correction method. Also, errors around the objects are remarkably reduced in Figure 13c . Figure 14 illustrates the 3D graph of the distance map using the close-up depth map from Figure  13 . Figure 14a shows a fluctuating 3D surface. However, Figure 14b shows that the fluctuations in the 3D surface are suppressed dramatically. Moreover, to precisely evaluate the performance of the algorithm, the original distance map and the result from the proposed method are converted to a 3D point cloud, as shown in Figure 15 , and the rectangles are drawn. The points of the 3D point cloud Figure 14 illustrates the 3D graph of the distance map using the close-up depth map from Figure 13 . Figure 14a shows a fluctuating 3D surface. However, Figure 14b shows that the fluctuations in the 3D surface are suppressed dramatically. Moreover, to precisely evaluate the performance of the algorithm, the original distance map and the result from the proposed method are converted to a 3D point cloud, as shown in Figure 15 , and the rectangles are drawn. The points of the 3D point cloud are scattered in the rectangles in Figure 15a . However, Figure 15b shows the refined original distance map by the proposed method in the error regions. are scattered in the rectangles in Figure 15a . However, Figure 15b shows the refined original distance map by the proposed method in the error regions. Figure 16 presents the results of the proposed artefact filtering method and conventional methods. In the case of relative total variation (RTV) and domain transform filter, even though meaningful edges were preserved, they generate inaccurate depth information in homogenous areas. As shown in Figure 16e , the bilateral filter blurs the depth information on object boundaries more compared to other methods. In contrast, the proposed method better suppresses the Gaussian noise while preserving major edges, and sharpens the edges, in comparison to the conventional methods.
For the quantitative evaluation of the performance of the propoased skew-normal distribution weighted median filter(SWMF), test images from the Middlebury database [23] were used for the ground truth of the synthesized noisy images, to which Gaussian noise was artificially added, and the contours were blurred. The parameters for SWMF were fixed as follows; SP = 2 or SN = -2, and the window size was 3 in Equation (10) . The root mean squared error (RMSE) was used to quantitatively analyze the proposed method, which is the square root of the average of the square of all errors. The RMSE is used as a widespread in the field of computer vision because it makes for an excellent general-purpose error metric for numerical predictions. The results of performance comparison are presented in Table 1 . Based on this, the proposed filter outperforms conventional methods based on RMSE. Error in the three-dimensional information on a particular application, such as 3D reconstruction or intermediate view synthesis, is very significantly involved in the performance. Even though the RMSEs have increased by 10%, this result is very significant at the application level. Figure 16 presents the results of the proposed artefact filtering method and conventional methods. In the case of relative total variation (RTV) and domain transform filter, even though meaningful edges were preserved, they generate inaccurate depth information in homogenous areas. As shown in Figure 16e , the bilateral filter blurs the depth information on object boundaries more compared to other methods. In contrast, the proposed method better suppresses the Gaussian noise while preserving major edges, and sharpens the edges, in comparison to the conventional methods.
For the quantitative evaluation of the performance of the propoased skew-normal distribution weighted median filter(SWMF), test images from the Middlebury database [23] were used for the ground truth of the synthesized noisy images, to which Gaussian noise was artificially added, and the contours were blurred. The parameters for SWMF were fixed as follows; S P = 2 or S N = −2, and the window size was 3 in Equation (10) . The root mean squared error (RMSE) was used to quantitatively analyze the proposed method, which is the square root of the average of the square of all errors. The RMSE is used as a widespread in the field of computer vision because it makes for an excellent general-purpose error metric for numerical predictions. The results of performance comparison are presented in Table 1 . Based on this, the proposed filter outperforms conventional methods based on RMSE. Error in the three-dimensional information on a particular application, such as 3D reconstruction or intermediate view synthesis, is very significantly involved in the performance. Even though the RMSEs have increased by 10%, this result is very significant at the application level. We also exploited real-world examples to test the proposed skew-normal distribution weighted median filter. Figure 17 represents the filtered distance maps of the proposed method and the median filter method. The optical noise in the distance map was reduced using the proposed method while efficiently preserving the meaningful edges without any unintended visual artefacts in Figure 17c , as compared to the conventional method. Figure 17d , with enlarged depth maps, demonstrates that the proposed method outperforms the previous method in the contour regions. We also exploited real-world examples to test the proposed skew-normal distribution weighted median filter. Figure 17 represents the filtered distance maps of the proposed method and the median filter method. The optical noise in the distance map was reduced using the proposed method while efficiently preserving the meaningful edges without any unintended visual artefacts in Figure 17c , as compared to the conventional method. Figure 17d , with enlarged depth maps, demonstrates that the proposed method outperforms the previous method in the contour regions. In addition, we performed a quantitative evaluation of the proposed method. Because it is hard to obtain the actual distance, we used a square plane to generate ground truth. The reference plane was 50 × 50 mm in size and positioned at a distance of 1000 mm from the camera. The distance between the plane and the ToF camera was measured and compared with the ground truth. We measured the distance error to evaluate the quality of the proposed method, and then compared it with the quality of the raw data. Figure 18 shows the distance error for each sequence. It shows that the proposed method reduces the error dramatically. In addition, we performed a quantitative evaluation of the proposed method. Because it is hard to obtain the actual distance, we used a square plane to generate ground truth. The reference plane was 50 × 50 mm in size and positioned at a distance of 1000 mm from the camera. The distance between the plane and the ToF camera was measured and compared with the ground truth. We measured the distance error to evaluate the quality of the proposed method, and then compared it with the quality of the raw data. Figure 18 shows the distance error for each sequence. It shows that the proposed method reduces the error dramatically. In addition, we performed a quantitative evaluation of the proposed method. Because it is hard to obtain the actual distance, we used a square plane to generate ground truth. The reference plane was 50 × 50 mm in size and positioned at a distance of 1000 mm from the camera. The distance between the plane and the ToF camera was measured and compared with the ground truth. We measured the distance error to evaluate the quality of the proposed method, and then compared it with the quality of the raw data. Figure 18 shows the distance error for each sequence. It shows that the proposed method reduces the error dramatically. 
Conclusions
This study proposes a distance error correction method for ToF depth sensors using different integration times and a novel weighted median filter. The proposed SWMF outperformed the conventional approaches and efficiently reduced the artefacts while preserving the important structure. Moreover, by using three ToF depth sensors, the proposed method removed the inherent crucial depth errors in shiny and dark surfaces, thereby generating an accurate distance map. In addition, the cost and size of ToF cameras have been reduced in recent years. Therefore, even if three ToF cameras are used, there is little burden in size and cost. The advantage of predicting high-quality depth information can complement price and size. Consequently, the proposed distance error correction method can be potentially implemented in various 3D applications. Future work should aim to include inter-frame information to enforce time consistency and further increase the accuracy of distance information.
