Multisensory signals can enhance the spatial perception of objects and events in the environment. Changes of visual size and auditory intensity provide us with the main cues about motion direction in depth. However, frequency changes in audition and binocular disparity in vision also contribute to the perception of motion in depth. Here, we presented subjects with several combinations of auditory and visual depth-cues to investigate multisensory interactions during processing of motion in depth. The task was to discriminate the direction of auditory motion in depth according to increasing or decreasing intensity. Rising or falling auditory frequency provided an additional within-audition cue that matched or did not match the intensity change (i.e. intensity-frequency (IF) "matched vs. unmatched" conditions). In two-thirds of the trials, a task-irrelevant visual stimulus moved either in the same or opposite direction of the auditory target, leading to audio-visual "congruent vs. incongruent" between-modalities depth-cues. Furthermore, these conditions were presented either with or without binocular disparity. Behavioral data showed that the best performance was observed in the audio-visual congruent condition with IF matched. Brain imaging results revealed maximal response in visual area V3A when all cues provided congruent and reliable depth information (i.e. audio-visual congruent, IF-matched condition including disparity cues). Analyses of effective connectivity revealed increased coupling from auditory cortex to V3A specifically in audio-visual congruent trials. We conclude that within-and between-modalities cues jointly contribute to the processing of motion direction in depth, and that they do so via dynamic changes of connectivity between visual and auditory cortices.
Introduction
Complex environments that characterize our everyday experience provide us with concurrent signals in different modalities. Multisensory signals may relate to a single object/event or may concern multiple unrelated objects/events. In the former, sensory-specific signals should be combined (multisensory integration), while in the latter they should be processed separately. Extensive behavioral and neuro-physiological evidence demonstrated that the "congruence" of the signals in the different modalities is a key factor determining whether/how these are combined (Driver and Spence, 1998; Stein and Meredith, 1993) .
Multisensory congruence can refer to low-level spatial and/or temporal aspects (Macaluso et al., 2000; Noesselt et al., 2007 ), as well as higher level stimulus characteristics related to semantics (Calvert et al., 2000) , object representation (Werner and Noppeney, 2010) or learned crossmodal associations (Tanabe et al., 2005) . For example, bursts of noise and flashes of light presented synchronously and from the same location are detected more rapidly than asynchronous and/or spatially separate inputs (Spence and Driver, 1997) . The effect of multisensory congruence indicates that the brain is able to extract relevant characteristics from the sensory-specific input (e.g. position, timing, content) and convey this information to areas that can process these signals across modalities. Traditionally, this has been considered to involve the processing of modality-specific cues within sensory-specific areas, followed by convergent projections to multisensory areas. At this stage, common signals can be represented irrespective of modality, e.g. locations in the parietal cortex (Macaluso and Driver, 2005) and semantic contents in the temporal cortex (Calvert et al., 2000; Werner and Noppeney, 2010) . More recently, the finding that cues in one modality can affect processing also in sensory-specific areas dedicated to a different modality has challenged this view (e.g. influence of sounds in occipital visual cortex, Noesselt et al., 2007) . This discovery opens the new question of how within-and between-modalities cues contribute to multisensory processing in sensory-specific areas. To address this issue, here, we manipulated the congruency of several within-and betweenmodalities cues during the presentation of audio-visual motion in depth.
In vision, the main cues for motion perception in depth are increases/decreases of visual size and binocular disparity. The processing of disparity has been shown to be associated primarily with visual area V3A (Neri et al., 2004; Tsao et al., 2003) that is also involved in visual motion perception (Tootell et al., 1997) . Motion and disparity cues support each other and are integrated in the dorsal visual pathway (Ban et al., 2012) . The main cue for auditory motion perception in depth is the change of intensity, with signal increases (or decreases) indicating the approaching (or receding) direction of the sound source. However, changes of sound frequency also contribute to the perception of auditory motion direction (Rosenblum et al., 1987) . In particular, the Doppler shift is an environmentally important cue that provides us with additional information about the direction of sound movement (Neuhoff and McBeath, 1996) . Changes of auditory intensity and frequency are primarily processed in auditory areas (Hart et al., 2004; Krumbholz et al., 2005; Seifritz et al., 2002; Warren et al., 2003) , where they may interact for sound localization (Deouell et al., 2007) .
Previous studies that investigated audio-visual interactions in motion perception utilized motion mostly along the horizontal axis (Alink et al., 2008; Sadaghiani et al., 2009; Sanabria et al., 2004) and manipulated a single motion cue in each modality. These studies showed that crossmodal audio-visual interactions can modulate activity in the human MT complex (hMT+), when visual and auditory cues provide congruent information about motion directions (Alink et al., 2008) . However, previous studies manipulated only a single cue in each modality (e.g. visual size or auditory intensity) and, therefore, could not disentangle the effect of presenting multiple congruent motion cues versus doing so specifically in different modalities (see Gingras et al., 2009 ).
Here we investigated this issue by manipulating factorially several auditory and visual cues for motion perception in depth. During functional magnetic resonance imaging (fMRI), we asked subjects to discriminate the direction-in-depth of a moving sound (approaching or receding, according to the change of intensity). Orthogonal to the intensity change, the sound frequency was also manipulated (rising or falling), thus producing intensity-frequency (IF) "matched or unmatched" conditions (i.e. within-audition cues). On two-thirds of the trials, a task-irrelevant moving sphere was presented visually. The in-depth direction of the visual stimulus was either the same or opposite of the auditory target, leading to audio-visual congruent or incongruent cues (betweenmodalities cues). Finally, these conditions were presented in either standard (2D) or stereoscopic (3D) viewing conditions, adding a further within-vision depth cue in the 3D condition. Our analyses sought to highlight how within-modality cues (intensity and frequency, for audition; size and stereoscopy, for vision) affect behavioral and brain responses associated with cross-modal congruence, which provided us with a index to probe audio-visual multisensory interactions . We expected that audio-visual congruence would affect activity within visual areas and/or auditory cortex (Howard et al., 1996; Lewis and Noppeney, 2010) , and we hypothesized that within-modality cues would further modulate activity in visual and/or auditory areas during the processing of the audio-visual stimuli.
Materials and method

Subjects
Fourteen subjects with no history of neurological or psychiatric illness participated in this study. One subject was excluded because of poor performance. Therefore, behavioral and imaging analyses considered data of thirteen subjects (aged 18-30, mean = 25.1 years, 7 females and 6 males). All had normal or corrected-to-normal visual acuity and reported no difficulty of hearing. Subjects gave written informed consent prior to the experiment. This study was approved by the Ethics Committee of Santa Lucia Foundation.
Stimuli and task
In the main fMRI experiment, subjects were presented binaurally with a central target sound. The sound intensity either increased linearly to twice the initial intensity or decreased to zero, producing the perception of either an approaching or a receding sound source. The subjects' task was to report the direction of the sound, approaching or receding, by pressing one of two buttons (Fig. 1a) . Subjects were explicitly instructed to judge the motion direction using the sound intensity change only. To ensure compliance with this instruction, all subjects underwent a brief training session that included feed-back after each trial (note that no feed-back was provided during fMRI).
The target sound was a 500 ms pure-tone with 5 ms onset and offset ramps. The sound frequency changed during the presentation, either linearly increasing from 500 to 594 Hz or decreasing from 500 to 432 Hz. It should be noted that in the physical world, a sound source moving at constant velocity towards/away from the observer would produce a constant frequency shift (i.e. the "Doppler effect"). However, psychophysical data showed that humans tend to perceive the frequency of an approaching source as rising (or falling, for receding sources): an effect called "Doppler illusion" (Neuhoff, 1998; Neuhoff and McBeath, 1996) . Here we made use of this illusion to provide our subjects with a robust perceptual cue about motion direction in depth. In the physical world, also the intensity of a sound source that approaches/recedes at constant speed would change non-linearly. Nonetheless, linear changes of intensity have been used in many previous studies (e.g. Maier and Ghazanfar, 2007; Neuhoff, 1998) showing that such changes produce a reliable perception of auditory motion in depth. Accordingly, here we manipulated auditory intensity and frequency to obtain robust perceptual effects about sound direction in depth -as confirmed by our behavioral results, cf. corresponding section below -, rather than simulating such changes as they would occur in the real world.
The combination of the intensity and frequency manipulations generated auditory stimuli containing either congruent or incongruent within-audition cues of direction in depth. These are referred to as intensity-frequency (IF) "Matched" (M) and "Unmatched" (U) conditions (Fig. 1b) . The M/U conditions were presented in an unpredictable order and with equal probability.
On two-thirds of the trials, a dynamic visual stimulus was presented simultaneously with the auditory target. The stimulus was a white ball presented centrally that either increased in size (1.6 to 5.8 of visual degree) or decreased in size (1.6 to 0.9 of visual degree), consistent with a visual object approaching or receding at constant speed (see Fig. 1a ). Depending on the direction of the auditory target, the changes of visual size produced either audio-visual congruent (AV con ) or incongruent (AV inc ) between-modalities cues about motion direction in depth (Fig. 1c) .
Congruent and incongruent conditions were presented in an unpredictable order and with equal probability. The visual stimulus was always task-irrelevant and non-predictive of the (task-relevant) auditory motion direction. The remaining one-third of the trials did not include any moving visual stimulus (A only ), but with the stationary visual environment presented throughout the experiment (cf. Fig. 1a , and see below). It should be noted that unlike previous studies on looming/receding signals here, for both modalities, the approaching and receding stimuli were not simply "time-reversed" versions of the same stimuli (cf. Ghazanfar and Maier, 2009; Maier et al., 2008) . This enabled us to use an auditory direction-discrimination task, where the initial sound intensity (and visual size) was fixed and did not provide any information about the task-relevant depth-dimension. However, with these stimuli all analyses required averaging approaching and receding conditions, because any separate assessment would involve substantial sensory confounds: e.g. the interaction between audio-visual congruency and sound-direction effectively corresponds to comparing a large-approaching vs. a small-receding sphere (i.e. the main effect of visual direction/size, see also Discussion section).
Together with the trial-by-trial manipulation of auditory (M/U) and audio-visual congruency (AV con /AV inc ), we also manipulated the availability of within-vision depth cues. We presented visual stimuli either with or without binocular disparity (3D vs. 2D). In all conditions, the visual scene comprised a grid of vertical poles that generated a linear perspective of visual depth based on shading and size (Fig. 1a) . On each side, the grid comprised seven rows with three poles each. The movement of the ball started at the level of the middle row and ended either at the front row (approaching ball) or at the back row (receding ball). In the 3D condition, the plane with no disparity corresponded to the central row. The 3D and 2D viewing conditions alternated in blocks of 27-60 s (42 s on average). During each block we presented 9-15 trials (12 trials on average; M/U×AV con /AV inc /A only , unpredictably) with a variable inter-trial interval between 3 and 4 s. Overall, subjects were presented with 672 trials divided into four separate fMRI-runs (168 trials per run).
All stimuli were generated within the psychophysics toolbox (Brainard, 1997) . Visual stimuli were back-projected on a semiopaque screen at the back of the magnet and viewed via a mirror positioned over the RF-coil. We used an LCD projector (NEC Corp., NP216G) operating at 120 Hz and synchronized with a linear polarizer (DepthQ®, Lightspeed Design Inc.). The subjects wore MRI-compatible passive eyewear to view the two (different, in 3D trials) images presented to the left and right eyes.
Together with the main experiment, the imaging protocol included a functional localizer to independently identify visual motion areas and the auditory cortex (Fig. S1 ). The localizer included a single fMRIrun comprising blocks of moving (vs. stationary) visual stimuli and sequences of pure tones (vs. silence). Visual stimuli consisted of 500 white dots that were either stationary or moving with radial expansion, within the visual field of view of 20° (Huk et al., 2002) . Moving and stationary visual stimuli alternated in blocks of 16.64 s, with each condition repeated 8 times. The auditory stimuli consisted of sequences of pure tones of different frequencies (400, 500, or 600 Hz). Each pure tone lasted for 800 ms with 5 ms onset and offset ramps, followed by 200 ms interval. Auditory stimulation and silence conditions alternated in blocks of 8.32 s, each repeated 16 times. The total duration was approximately 5 min. To maximize the efficiency of the protocol, blocks of visual and auditory stimulation were presented concurrently. Because of the two different frequency of alternation, this resulted in 4 possible stimulus combinations given by the crossing of "visual motion" (on/off) and "sound" (on/off). Irrespective of the visual/auditory stimulation, the subjects were asked to detect brief changes of the color of the central fixation point (white to red for 166 ms, occurring randomly once every 16.64 s).
Image acquisition
A Siemens Allegra (Siemens Medical Systems, Erlangen, Germany) 3 T scanner equipped for echo-planar imaging (EPI) was used to acquire functional and structural magnetic resonance images. A quadrature volume head coil was used for radio frequency transmission and reception. Head movement was minimized by mild restraint and cushioning. Thirty-two slices of functional images were acquired blood oxygen dependent (BOLD) imaging (192 mm× 192 mm× 120 mm, in-plane resolution= 64× 64, pixel size= 3 mm× 3 mm, thickness= 2.5 mm, 50% distance factor, TR= 2.08 s, TE= 30 ms), covering the entire cerebrum. We acquired 132 volumes for the functional localizer and 288 volumes for each of 4 runs of the main experiment. 
Intra-regional analysis
We used SPM8 (Wellcome Department of Cognitive Neurology, University College London) to pre-process and analyze the fMRI data. After discarding the first 4 volumes of each fMRI-run, preprocessing consisted of slice-timing correction using the middle slice as a reference, realignment to the mean of the functional images, normalization to the SPM8 EPI template and smoothing (FWHM =8 mm). The volumes of the localizer and the main experiment were pre-processed separately.
The main fMRI analysis included fitting subject-specific BOLD time-series by means of the general linear model (GLM) and assessing the condition-effects at the group level within regions of interests (ROI) defined independently in each subject. The GLM model included 12 conditions, given by the crossing of IF match (M/U), audio-visual congruency (AV con /AV inc /A only ), and visual disparity (2D/3D). The BOLD signal in each trial was modeled with a delta-function timelocked to the sound/visual onset, convolved with the SPM8 hemodynamic response function (HRF). The realignment parameters were included as effects of no interest. A high-pass filter of 128 s was used to remove low frequency noise.
For each subject we defined 6 ROIs using the functional localizer (Fig. S1 ). The GLM for the localizer included two predictors of interest corresponding the visual motion condition (block duration = 16.64 s) and the auditory condition (block duration = 8.32 s) convolved with the HRF. Individually-defined ROIs were 8 mm radius spheres in auditory cortex, hMT +, and V3A in both hemispheres. For the auditory cortex, the ROI was centered at the peak of activation associated with the predictor coding for sound on/off. We verified the localization of the auditory responses using the SPM anatomy toolbox (Eickhoff et al., 2005) . This confirmed that our stimulation paradigm successfully activated the auditory cortex, see Table 1 (Morosan et al., 2001 ). For hMT + and V3A, we used the visual motion predictor. For most subjects, this revealed large clusters of activation that included both the lateral and the dorsal occipital cortex. We identified the peak of hMT + in the lateral occipital cortex with x b − 35 (left hemisphere) or x > 35 (right hemisphere). To identify V3A, we considered peaks in the localizer-scan within 2 standard deviations of the V3A coordinates reported in Silver and Heeger (Silver et al., 2005) . Using these constraints at a threshold of p = 0.001 uncorrected, we identified all three areas in both hemispheres in all subjects (see Table 1 ). For each subject and each ROI, we used MarsBaR (Brett et al., 2002) to extract contrasts of interest that were subsequently assessed for statistical inference at the group level using one sample t-tests. First, in each ROI we tested the effect of audio-visual congruency (AV con >AV inc ), the effect of IF match (M> U) and the effect of visual disparity (3D >2D). Only the left V3A ROI showed a fully significant effect (3D >2D, see Results section) and was retained for further analyses assessing the modulatory influences of within-and between-modalities cues (i.e. interactions among the three factors).
For completeness, we also performed whole-brain analyses now without considering the results of the localizer scan. For this we used a within-subject ANOVA with 8 conditions given by the crossing of the factors of audio-visual congruency (AV con /AV inc ), IF match (M/U) and visual disparity (3D/2D). Non-sphericity correction was used to account for any unequal variance between conditions and correlated repeated-measures ANOVA (Friston et al., 2002) . Within this model we assessed main effects of audio-visual congruency, IF match, visual disparity, plus any interaction between these factors. The whole-brain thresholds were set to p = 0.05 FWE corrected for multiple comparisons at the cluster-level, with a voxel-level cluster-defining uncorrected threshold of p=0.001.
Analyses of inter-regional effective connectivity
We further investigated possible mechanisms that mediated the influence of auditory depth cues in visual area V3A (see Results section) using analyses of effective connectivity (dynamic causal modeling, DCM10; Friston et al., 2003; Marreiros et al., 2008) . We considered ROIs comprising the auditory cortex (AUD) and V3A in the left hemisphere, where we obtained significant crossmodal effects in the main analysis.
We constructed ten models belonging to three model families (Fig. 5a ). All models included driving-inputs of sound to AUD, of visual motion to V3A, and of visual disparity to V3A; plus intrinsic bidirectional connections between AUD and V3A and recurrent connection within each region. The three families differed in terms how audiovisual congruency and IF match affected the connectivity between the two areas (Fig. 5a) . Specifically, we asked whether these experimental factors would modulate only the connectivity from auditory to visual areas (family F1), they would modulate symmetrically both auditory-to-visual and visual-to-auditory connectivity (F2), or would have asymmetrical effects on these two pathways (F3). For each family, we considered all possible models combining the influence of audio-visual congruency and IF match (three models for F1, three models for F2 and four models for F3; see also Fig. 5a ). Bayesian model selection (BMS) implemented in SPM8 compared models and families. Prior probability of models in F1 and F2 was set 1/9 and that of models in F3 was set 1/12. Random effects BMS was performed to identify the best model over all subjects, and Bayesian parameter averaging (BPA) was used to obtain the parameters of the best model (Stephan et al., 2009) . 
Results
Discrimination performance
We analyzed bimodal (AV inc and AV con ) and unimodal (A only ) conditions separately. For the accuracy in bimodal conditions, a three-way repeated measures ANOVA with the factors of audio-visual congruency (AV inc /AV con ), auditory IF match (U/M) and visual disparity (3D/2D) revealed a significant main effect of audio-visual congruency (F(1, 12) = 12.5, p b 0.01; Fig. 2, left panel) , with better performance on congruent compared to incongruent trials. Moreover, this analysis showed a significant main effect of IF match (F(1, 12) =6.69, p b 0.05), with better performance when the frequency shift was congruent with the change of auditory intensity. Because of the combination of these two main effects, plus a statistical trend for the main effect of visual disparity (F(1,12) = 3.56, p = 0.084), the performance was best in the AV-congruent, IF-matched conditions; and worst in the 2D, AV-incongruent and IF-unmatched condition (see Fig. 2, left panel) . However, the three factors did not interact significantly (3-way interaction: F(1,12) = 0.57, p =0.46). Accordingly, the best performance in the auditory task was obtained when both auditory within-modality and audio-visual between-modalities signals provided congruent cues about motion direction in depth.
The analysis of the unimodal accuracy data (two-way ANOVA: IF match× visual disparity) revealed a significant main effect of IF match (F(1,12) = 7.11, p b 0.05), and no significant effect of visual disparity (F(1,12) = 1.09, p = 0.32). The analyses of the reaction times (correct trials only) showed a significant main effect of audio-visual congruency in bimodal trials (F(1,12) 
Activity in V3A, hMT+ and auditory cortex
Using subject-specific ROIs derived from the localizer scan, we first identified areas responding to audio-visual congruency, auditory IF match and/or visual disparity (see Fig. 3a and Table 1 ). Out of the 6 ROIs (V3A, hMT + and AUD, in each hemisphere), only the left V3A showed a fully significant effect, with larger responses for 3D than 2D stimuli (t(12) = 5.33, Z-score = 3.75, p b 0.001). In the right hemisphere, the corresponding right V3A showed a statistical trend in the same direction (t(12) =1.41, Z-score= 1.33, p = 0.092). Here we fully outline the results for the left V3A, while data concerning the other ROIs are shown in the Supplementary materials (Figs. S2-3) .
In the left V3A, we investigated whether the congruency of withinand/or cross-modal depth cues further modulated the intra-regional BOLD response. This revealed a significant interaction between audiovisual congruency, auditory IF match and visual disparity; with congruent within-modality and cross-modal signals boosting activity in this area (t(12)= 2.13, Z-score= 1.92, p b 0.05, Fig. 3b) . Thus, maximal response was observed when all cues provided reliable information about motion direction in depth (cf. Fig. 3b , rightmost side of the signal plot). Other combinations of stimulus conditions (i.e. lower order interactions) did not show any significant effect.
In contrast to V3A, hMT+ and AUD (see Fig. S3a ) did not show any significant difference between conditions (Figs. S3b and S3c). For the unimodal A only data, we performed a three-way repeated-measures ANOVA with the factors of auditory IF match (U/M)×visual disparity (3D/2D)×brain region (V3A/hMT+/AUD). Although the result showed the significant main effect of brain region (see Fig. S3d ), within each region activity was not significantly modulated according to IF match or visual disparity.
Whole-brain analyses
The whole-brain analyses confirmed the effect of visual disparity (3D > 2D) in V3A (Fig. S4) . At the whole-brain level the three-way interaction between audio-visual congruency, IF match and visual disparity did not reveal any significant effect, but the signal plots of the clusters showing a main effect of disparity confirmed the pattern found in the ROIs (Fig. S4, lower panel) .
In addition to these effects in the visual cortex, the whole-brain analyses also showed activation of the left superior frontal sulcus (SFS) in the contrast of AV inc >AV con (Fig. 4) . The peak activation was found at x, y, z = −27, −4, 52 (Z-score of the peak = 4.30; cluster-level p-FWE= 0.032; cluster size= 93 voxels). No other main effect or interaction was significant at the whole brain level.
Effective connectivity between V3A and the auditory cortex
We investigated the possible mechanisms underlying the effect of auditory depth cues (IF match) and audio-visual interaction (audiovisual congruency) in left V3A by testing models of effective connectivity between this visual areas and the auditory cortex in the same hemisphere. We compared 10 different DCM models, grouped in three families that differed according to the influence of audio-visual congruency and IF match on the connectivity between the two areas (see Fig. 5a ). Model 2 in family F1 was selected as the most reliable with respect to the exceedance probability (Fig. 5b) . The models of family F1 included modulatory effects of audio-visual congruency and/or IF match only on the connection from the auditory cortex to V3A. Model 2 included only the modulatory effect of audio-visual congruency on this connection. Thus, the model selection procedure revealed that audio-visual congruency increased the effective connectivity from auditory to visual cortex, consistent with the finding of crossmodal, congruency-dependent influences of audition on V3A activity in the intra-regional analysis.
The Bayesian parameter averaging procedure showed that all driving inputs (sound to the auditory cortex; visual motion and disparity to Fig. 2 . Behavioral results. The congruency of the audio-visual stimuli and the within-audition intensity-frequency match improved subjects' performance in the sound motion direction discrimination task (mean, ±standard error). *p b 0.05, **p b 0.01, ***p b 0.001. V3A), the two intrinsic inter-regional connections (from AUD to V3A, and from V3A to AUD), and two recurrent within-regional connections (from AUD to AUD, and from V3A to V3A) were significant (all Bayesian probability p> 0.99). Most importantly, this analysis highlighted that the condition-dependent modulatory effect of audio-visual congruency on the connection from AUD to V3A was positive and significant (Bayesian probability p> 0.99, see Fig. 5c ). This demonstrates that the influence of auditory cortex on visual cortex increased specifically on audio-visual congruent trials.
The result of whole-brain analysis showed that the SFS contributed to the processing of audio-visual congruency (i.e. main effect of AV inc >AV con ; see Fig. 4 ). To further investigate the possible role of the SFS in the interactions between auditory and visual cortex, we performed an additional analysis of inter-regional connectivity now using non-linear DCM (Stephan et al., 2008) . Specifically, we asked whether any influence of SFS on the connection between AUD and V3A could explain the modulatory effect of audio-visual congruency on this connection (cf. DCM results above, and Fig. 5c ). Accordingly, we reconsidered the winning model of the bilinear DCM, but now we substituted the "condition effect" of audio-visual congruency on the AUD-to-V3A connectivity with a modulatory effect arising from SFS (see Fig. 5d ). In the non-linear DCM model, the "condition effect" of audio-visual was included as a driving input to SFS (note that otherwise SFS would lack of any input in this model). This additional analysis did not reveal any significant modulatory influence of SFS on the AUD-to-V3A (see Fig. 5d ), whereas the other driving inputs and intrinsic connectivity were significant (all Bayesian probability p >0.93). This suggests that the modulation of the AUD-to-V3A connectivity by audiovisual congruence did not arise as a consequence of activity in SFS.
Discussion
We investigated audio-visual interactions for motion perception in depth by manipulating multiple within-and between-modality cues. Behaviorally we found that the combination of within-audition cues (congruent intensity and frequency changes) and between-modalities cues (congruent changes in vision and audition) leads to enhanced performance in a purely auditory motion direction discrimination. The imaging result showed that both within-and between-modalities depth cues modulated responses in area V3A. Analyses of effective connectivity showed that the influence exerted by the auditory cortex on visual area V3A increased specifically in audio-visual congruent trials. These results demonstrate that area V3A is involved in the processing of Fig. 3 . Anatomical location and estimated pattern of activity in visual area V3A. a. Individually defined ROIs projected on the anatomical template of MRIcron. The color bar indicates the number of overlapping individual ROIs. b. Estimated activity in left V3A for all bimodal audio-visual conditions. This shows the combined effect of between-modalities cues (audio-visual congruency) and within-modality cues (intensity-frequency match, and disparity) in V3A (red arrow-lines). The corresponding 3-way interaction was significant in the left hemisphere only (see Results section). Error bars are standard errors. Fig. 4 . The activation of superior frontal sulcus observed in the contrast of "AV inc >AV con " is shown on coronal and axial sections (whole-brain analysis). Parameter estimates of the cluster of SFS are shown on the right. Error bars are standard errors. Family exceedance probability showed that F1 was the best of the three families (cf. bar plot in the insets); and model exceedance probability showed that Model 2, belonging to Family F1, was the best over all the ten models. c. A schematic illustration of the wining model and the result of Bayesian parameter averaging for the connectivity parameters. Areas/ROIs, connections and relevant experimental manipulations are projected on the MRIcron brain template. The DCM results show that the connectivity from AUD to V3A increased when the audition and vision provided congruent cues about motion direction in depth (highlighted in blue). Values near arrow lines show intrinsic connectivity (black) and modulation (blue). All effects were significant (Bayesian probability p>0.99). d. The result of non-linear DCM analysis testing whether the influence of audio-visual congruency on the AUD-to-V3A connection may occur via the superior frontal sulcus (SFS, where activity was modulated by this factor; see Fig. 4 ). All driving inputs and intrinsic connectivity were significant (Bayesian probability p>0.93), but the relevant modulatory effect was not significant (blue dotted line). complex multisensory cues for motion perception in depth, via dynamic changes of connectivity with the auditory cortex.
Several previous studies investigated audio-visual interactions in motion processing revealing crossmodal effects in associative areas (e.g. superior temporal cortex, Baumann and Greenlee, 2007) as well as in sensory-specific visual and auditory cortex (Alink et al., 2008; Zvyagintsev et al., 2009 ). In the visual cortex, congruent audio-visual motion signals were found to modulate activity in V5/MT+ (Alink et al., 2008; Scheef et al., 2009) , consistent with the specialization of this region for motion processing (Zeki et al., 1991) . Moreover, a few purely auditory studies also reported activation in V5/MT+ comparing moving vs. static sounds (Bedny et al., 2010; Poirier et al., 2005; Saenz et al., 2008; Warren et al., 2002) . Using multivariate pattern recognition, Alink and colleagues recently showed selectivity for auditory motion detection in extra-striate visual cortex, albeit this was located more ventrally than V5/MT+ (Alink et al., 2012) .
Here we found that audio-visual signals providing congruent information about motion direction in depth modulated the activity in area V3A. The dorsal localization within the occipital cortex may reflect the specific type of spatial information that was probed in our motion discrimination task, i.e. direction in depth. Dorsal occipital cortex has been previously shown to respond to visual depth cues (Tsao et al., 2003) and to integrate disparity and motion cues for depth perception (Ban et al., 2012) . We cannot exclude that the individually-defined and functionally-localized V3A in the current study did not contain any voxels belonging to V3B. Even so, this would not invalidate our main finding of within-and between-modalities interactions in dorsal visual cortex. In the auditory modality, studies on motion in depth reported activation in the superior temporal plane, further modulated depending on the motion direction (Seifritz et al., 2002) . Under bimodal audio-visual conditions, Maier et al. (2008) reported increased connectivity between STS and auditory cortex, specifically when audition and vision provided congruent signals about direction. However, his study did not find any significant modulation in visual areas (Maier et al., 2008) . By contrast, TMS studies demonstrated that auditory looming signals can increase the excitability of visual areas (Leo et al., 2011; Romei et al., 2009 ).
More recently, using EEG Cappe et al. (2012) reported "early" audiovisual interactions for looming signals (i.e. 75 ms post-stimulus onset), with source estimation implicating also occipital visual areas. As here, also this study used a fixed initial visual position/size, implying increasing vs. decreasing visual size for looming vs. receding stimuli. Looming specific audio-visual effects in visual cortex (plus enhanced connectivity with STS) were further confirmed in a fMRI study that compared time-reversed versions of the same stimuli, which therefore did not confound the effect of motion direction with the overall amount of visual stimulation (Tyll et al., 2013) . Nonetheless, it should be noted that by using time-reversed stimuli the initial size of the visual stimulus becomes predictive of the movement direction. Future studies should consider using visual stimuli, and corresponding auditory stimuli, starting at variable positions/sizes. This would avoid that subjects can use either the initial (e.g. Tyll et al., 2013) or the end size of the visual stimulus (cf. Cappe et al., 2012 , and the current study) to evaluate the movement direction.
In the current study the congruency of audio-visual depth cues modulated activity in visual cortex, but only when the visual input included disparity cues. Moreover, congruent changes in sound intensity and sound frequency were also required, demonstrating that within-vision contextual depth-cues (disparity) and within-audition depth-cues (IF match) jointly contribute to the interaction of audio-visual signals in the visual cortex. The finding that signals other than mere spatio-temporal correspondence between modalities (i.e. audio-visual congruence) can affect the processing of audio-visual motion is in agreement with a recent behavioral study (Leo et al., 2011) . This study found that task-irrelevant looming sounds presented at the same location as the visual targets improved visual discrimination, but only for structured sounds and not for looming white-noise stimuli (see also Romei et al., 2009 ). This provided behavioral evidence that the reliability of task-irrelevant cues plays a role in shaping the interaction between auditory and visual signals during motion perception in depth.
Here we report both behavioral and neuro-physiological outcomes of depth-cues congruency in vision and audition. The impact of congruency on behavior and brain activity was related, but not identical. Behaviorally, we found additive effects of audio-visual congruence and of within-audition intensity-frequency match. This would be consistent with a set of serial processes where, first, auditory cues are combined in sensory-specific areas and, then, projections to associative regions enable combining information from the two modalities (Bremmer et al., 2001; Bushara et al., 2003) . Moreover, contextual visual depth information provided by the disparity cues did not significantly affect the discrimination performance. On the other hand, the imaging results showed that all three types of cue influenced activity in visual area V3A, and that they did so in an interactive manner (see below).
The lack of a fully significant effect of disparity on behavioral performance may relate to the fact that stereoscopic viewing did not provide any directional information about motion direction in depth (note that a trend was present in the accuracy data, but with 2D more accurate than 3D conditions). By contrast, despite IF match and audiovisual congruency were overall non-predictive of the task-relevant sound intensity change (i.e. proportion of presentation = 1:1 both for IF-U/M and for AV inc /AV con ), on each trial subjects could attempt to strategically use the information provided by these cues. For example, in bimodal trials subjects may have divided attention between the two modalities, and judged separately visual and auditory directions. When the trial was audio-visual incongruent, the conflicting outcome of these two judgments could lead to some interference and poorer response accuracy. The finding of increased activation in the SFS for incongruent trials may fit with this. The SFS is part of the "dorsal attention control network" (Corbetta and Shulman, 2002 ) that activates for voluntary attention also in modalities other than vision (e.g. Krumbholz et al., 2009 ). More specifically, the SFS has been recently found to activate when attending to one location in vision and to a different location in audition (Santangelo et al., 2010) .
Nonetheless, strategy-related processes seem unlikely to explain the pattern of activity in V3A, where disparity, audiovisual congruence and IF-match interacted in a non-linear manner. The presence of an interaction between the different cue conditions is consistent with the co-activation of a single underlying neuronal population, rather than with some "areal" convergence (e.g. separate populations in V3A processing disparity and audiovisual congruency), and indicates that V3A simultaneously processes within-and between-modalities cues of motion direction in depth.
Our experimental manipulations categorically compared congruent/ incongruent within-and between-modality cues and do not allow testing quantitative models of multisensory integration (e.g. Ernst and Banks, 2002; Körding et al., 2007) . Nonetheless, the observation that activity in visual cortex increased when purely auditory cues (intensity and frequency) provided congruent/matched signals about direction of motion in depth, appears to diverge from integration models based on "inverse effectiveness" (Meredith and Stein, 1986) or "optimal cue weighting" (Ernst and Banks, 2002) . As a "rule of thumb", the former predicts that crossmodal interactions should increase when unimodal depth signals are weak (Stevenson et al., 2007) , i.e. here for audition, incongruent intensity-frequency depth information. Quantitative models of "optimal cue weighting" propose that the contribution of each modality to the multisensory response is proportional to the sensory reliability of that modality: hence the highest the reliability, the highest the relative weighting/contribution. In our current design, this may entail a shift of the localization of the audio-visual interactions from visual areas, when vision was reliable (disparity) and audition unreliable (IF unmatched) , to auditory areas in conditions with reliable audition and less reliable vision (IF matched, without disparity cues). Our results did not conform to this pattern: audio-visual interactions boosted activity in visual cortex when both within-vision and within-audition cues provided reliable depth information. It should be noted that previous studies on reliability and cue-weighting typically manipulated noise-levels (Lewis and Noppeney, 2010) , blurring (Helbig et al., 2012) or within-cue coherence (e.g. number of dots moving in the same direction, Morgan et al., 2008) . By contrast, here the reliability of depth information was modified by adding task-irrelevant cues (e.g. disparity) and by changing the congruency of different cues within a single modality (i.e. IF-M/U in audition). The current manipulation of congruency may be re-framed in the context of models of "causal inference" (e.g. Shams and Beierholm, 2010) . These take explicitly into account the possibility that the two signals (e.g. cues in different modalities) belong to the same vs. different objects/causes, via the inclusion of an "interaction prior" that is a joint probability of audio and visual cues (cf. Körding et al., 2007) . Here, one possibility is that IF-match and/or stereoscopic 3D may have influenced this prior, leading to greater amounts of audio-visual combination (and brain-activation) when IF-match and 3D viewing.
Irrespective of the specific computational mechanisms, the current data support views of multisensory processing that emphasize signaling within a distributed system of anatomically distant brain areas, rather than mere convergence from unisensory to multisensory areas (Driver and Spence, 1998; Macaluso and Driver, 2005 ; see also Noesselt et al., 2008; Senkowski et al., 2008 , for non-spatial aspects). Our findings extend previous data by showing that the effect of between-modalities congruence interacts other modality-specific processes. Specifically, here we show that the purely auditory effect of IF-match and the fully non-informative presence of disparity cues all jointly affect activity in occipital visual cortex.
The importance of distributed processing was further confirmed by our analyses of inter-regional connectivity. Our DCM model space included "model families" emphasizing reciprocal influences between visual and auditory areas (i.e. F2 and F3, with modulatory effects on bidirectional connections, cf. Fig. 5a ). However, the model selection procedure found best evidence for the family F1 that included unidirectional modulations only. The winning model highlighted an enhanced influence of auditory cortex on visual area V3A, when audio-visual depth cues were congruent (cf. Fig. 5c ). This is line with the intra-regional activation data and is consistent with multisensory interactions affecting activity within specialized "sensory-specific" modules (here, area V3A in the context of 3D visual stimuli; see also above).
It should be noted that the analyses of effective connectivity do not imply direct anatomical connections between auditory and visual cortex (but see Falchier et al., 2002) . Using DCM, recently Noppeney and colleagues demonstrated that both direct influences between visual and auditory cortices, as well as indirect effects via lateral-occipital cortex and multisensory superior temporal areas, contribute to audio-visual interaction in visual cortex (Lewis and Noppeney, 2010; Werner and Noppeney, 2010 ). Given our current spatial task and the finding of cross-modal interactions in dorsal area V3A, we suggest the posterior parietal cortex as a possible candidate to mediate any indirect effect. The posterior parietal cortex has reciprocal connections with the V3A (Cavada and Goldman-Rakic, 1989) , plays a key role in the representation of space (Colby and Goldberg, 1999) and contains areas with neurons responding to stimuli in different modalities (Mullette-Gillman et al., 2005) .
In conclusion, we showed that area V3A in the dorsal occipital visual cortex processes visual and auditory cues for motion perception in depth, with maximal activation when within-and between-modalities cues provided reliable depth signals. Analyses of effective connectivity revealed an increase of the influence of auditory cortex on V3A, specifically during audiovisual congruent trials. Accordingly, listening to sounds in complex, multisensory environments lead to the interaction of multiple within-and between-modality cues, via a distributed system of visual and auditory sensory areas.
