INTRODUCTION
Multilevel system design refers to the optimization process of large, complex engineering systems that are decomposed into a hierarchy of subsystems. Since the subsystems are coupled, their interactions need to be taken into consideration to achieve consistent designs. Analytical target cascading (ATC) is a methodology that takes these interactions into account during the early stages of the design optimization process [1] .
In recent years, design guidelines and standards are being adjusted to incorporate the concept of uncertainty into the early design and product development stage [2] . In response to these new requirements, the ATC formulation has been extended to solve probabilistic design optimization problems [3] .
Probabilistic design of multilevel systems does not only entail the difficulty of formulating and solving non-deterministic optimization problems; it is also quite challenging to model the mechanism of uncertainty propagation throughout the multilevel hierarchy. Outputs of subsystems at lower levels constitute inputs of subsystems at higher levels. It is thus necessary to estimate the statistical information of these outputs (that are inputs of subsystems at higher levels) with adequate accuracy without requiring a huge amount of raw data. In previous work [3] , we have taken advantage of the ATC formulation that enables to use the first-order Taylor expansion method [4] for estimating the first two statistical moments of nonlinear responses. However, this estimation technique exhibits relatively large errors in approximating statistical moments when compared to Monte Carlo simulation results [3, 5] . Therefore, the ATC consistency constraints do not allow large deviations from the incumbent expansion point (which are the mean values of the design variables) during the optimization process. Not only can nonlinear responses be linearized with a small variation, but we can also consider them as normally distributed if all the random variables they depend on were also normally distributed. Although large approximation errors are avoided, the convergence rate of the ATC process can be low since many iterations involving small "steps" may be necessary. This paper suggests two alternative methods for estimating statistical moments of nonlinear responses of random variables. To approximate statistical moments of nonlinear responses, the first method generates approximate probability density functions to be numerically integrated. The second method uses numerical quadrature rules motivated by Taguchi-type experimental designs, being called a performance moment integration (PMI). The method is successfully applied to the reliability-based robust design optimization by estimating statistical moments efficiently and accurately [6] . The scope of this paper is to investigate the stability, accuracy, and efficiency of these two methods when applied on simulation-based, multi-level system design optimization problems, and to determine which type of applications each methods is best suited for.
PROBABILISTIC ATC FORMULATION
The ATC process formulates and solves a design optimization problem for each of the elements in a multilevel hierarchy, e.g., the one shown in Figure 1 . 
where the vector of design variables ij x consists of vectors and We optimize with respect to the means of the random variables, and utilize an analytical first-order reliability method (FORM) to evaluate the reliability of satisfying the probabilistic constraints. Specifically, we adopt the hybrid mean value (HMV) algorithm to compute the most probable point (MPP) for each constraint at each iteration of the optimization process [2] . It is emphasized that first-order methods yield exact results only if the limit-state (i.e., constraint) responses are linear, and random variables are normally distributed and uncorrelated. If these assumptions are violated, the obtained results are only approximate. Nevertheless, these methods are used widely in literature due to their simplicity and efficiency despite their relative inaccuracy.
UNCERTAINTY PROPAGATION TECHNIQUES

Advanced Mean Value Based Distribution Generation and Moment Estimation
The main idea of this technique is to perform a reliability analysis on the output response (i.e., the nonlinear response of the random variables) using FORM for a sufficiently large range of reliability targets, e.g., from 4 β = (with corresponding probability of failure ( ) 0.00003
Once the most probable point is found (we use the HMV method [2] ), the output response is evaluated at this point to provide the "corrected" function value for the corresponding probability of failure [7] . With the cumulative density function (CDF) available, one can then differentiate numerically to obtain the probability density function (PDF) [8] . We use central differences to obtain second-order accurate approximations. Finally, we integrate numerically, using spline interpolation to estimate response values that lie between the available "discrete" points of the PDF, to compute the first two moments. As will be shown later by means of preliminary numerical results, this method is quite accurate. However, it can be inefficient depending on how the "β-range" is "discretized".
Output Statistical Moment Modeling: Numerical Integration on Input Domain
The main idea of statistical moment estimation stems from the area of robust design optimization, which attempts to minimize a quality loss [9] composed of statistical mean and standard deviation. Thus, major efforts have long been exerted to estimating first two statistical moments of output response. Theoretically, statistical moment is expressed in an integration form as
For numerical integration, Taguchi's method [10] proposed an experimental design approach to statistical tolerance design with a three-level factorial experiment. 
where N is the number of response evaluations or experiments, 3 , where n is a number of design and random parameters. n Later, three-level factorial experiment is modified by employing distinctive weights at different levels as [11] [ ] [ ]
where three different levels and weights are ( ) 
Output Statistical Moment Modeling: Numerical Integration on Output Domain
In Section 3.2, statistical moments of output are estimated through numerical integration on the input domain. Therefore, it is extremely expensive to use the idea in the probabilistic design. Thus, the proposed method identifies uncertainty propagation using numerical integration on the output domain. Unlike Eq. (3), statistical moment calculation is instead expressed as 
At least, three-point integration (N=3) is required to maintain a good accuracy in estimating first two statistical moments. By solving Eq. (7), three levels and weights on the output domain are { } { } 
The input random variables are assumed to be normally distributed, i.e., for i=1,2. As shown in Table 1 ( ) exp ( 7) 10
The input random variables are assumed to be normally distributed, i.e., for i=1,2. As summarized in Table 2 , the linearization (RSS) method yields large approximation errors for the second moment. The response H 4 in Table 1 is generated with H 1 and , and the fourth response H
with input uncertainties of Gumbel distribution and 10 % coefficient of variation. Even if the stochastic response is highly skewed with large kurtosis, the PMI method seems to predict the first two statistical moments accurately, whereas the RSS could yield larger error in the same task, as shown in Table 3 . On the other hand, the PMI method maintains a good accuracy in estimating the first two statistical moments of output responses, compared to Monte Carlo simulation. The final example is a piston ring/liner subassembly [3] . The power loss due to friction is a function (among other deterministic variables) of the normally distributed surface roughness of the ring and the liner. Table 4 summarizes the results. The PMI method maintains a moderate accuracy for estimating the second moment, while the MAM method is highly accurate with even multi-modal probability density function (shown in Figure 9 ). The PDF obtained using Monte Carlo simulation (with one million samples) is depicted in Figure 10 . 
OBSERVATIONS
Based on the obtained preliminary results, we can conclude that both methods are promising for estimating moments of nonlinear responses of random variables. It is suggested that the first method (MAM) seems to be more appropriate for highly nonlinear statistical responses (e.g. multi-modal, highly skewed, and high kurtosis probability density function), otherwise the second method (PMI) seems to be better due to its numerical efficiency. This observation must be extended to the probabilistic design of multilevel system by identifying their advantages and disadvantages and determining their suitability for different applications.
APPLICATIONS
The methodology for multilevel system optimization using the approaches described above for propagating uncertainties will be demonstrated by means of examples related to automotive engineering. We will consider bi-level hierarchies of either vehicle/systems or system/subsystems, emphasizing vehicle or powertrain performance, respectively.
