ABSTRACT
INTRODUCTION
The James Webb Space Telescope 1 (JWST) is the successor to the Hubble Space Telescope. With its exquisitely sensitive detectors, Hubble has revolutionized our understanding of the universe. The Hubble Ultra Deep Field has even provided glimpses of the universe when it was only 0.5−1 Gyr old in the form of Lyman-break galaxies. 2 JWST, even more so than Hubble, is designed to study the early universe and the exceedingly faint objects that it contains.
After the size of JWST's approximately 6.5 m diameter primary mirror, no component affects the observatory's sensitivity more than its detectors. Uniquely among JWST instruments, the Near Infrared Spectrograph 3 (NIRSpec) is detector noise limited for most planned observations. Any improvement in read noise therefore translates directly into NIRSpec sensitivity gains and increased JWST discovery space. We began developing IRS 2 readout in 2010 for these reasons, and also to meet formal instrument sensitivity requirements because NIRSpec was non-compliant using conventional detector readout. This is our third SPIE article on IRS 2 . In earlier papers, Moseley et al. 4 described the theory behind IRS 2 , and Rauscher et al. 5 described early test results using comparatively low performing engineering grade hardware. Rauscher et al. 5 showed that the read noise of an engineering grade system could be approximately halved using IRS 2 . This article goes beyond our earlier work in using near flight grade components. The better hardware revealed a new, non-stationary noise component at the frame rate that was masked by the higher white noise in the engineering grade system. We are working to understand the non stationarity, and believe that it is currently 2048 pixels Figure 1 . In a), conventional JWST clocking, pixels are read out and digitized in the same order as they appear physically on the H2RG ROIC. For JWST, the H2RG is read out using four outputs that appear as thick vertical bands in this figure. The fast scanners alternate directions as shown and readout proceeds one row a time from the bottom to the top. The photo-sensitive area is bordered on all sides by a 4-pixel wide frame of reference pixels. In b), we zoom in on the lower left hand corner of the H2RG to show how the IRS 2 clocking pattern interleaves reference and normal pixels. Every n normal pixels, we step out to a reference row to digitize an even numbered reference pixel r/2 times and then an odd numbered reference pixel r/2 times. We sample both even and odd reference columns in order to subtract alternating column pattern noise at the Nyquist frequency. 4 
limiting IRS
2 to only about a 15% improvement in total noise per 1000 s exposure. If we were able to calibrate the non-stationary noise components out, we believe that noise improvements significantly greater than 15% would be possible. Our work suggests that the ultimate noise floor for the flight system is about 4.5 e − rms per 1000 s exposure. This compares to 6.7 e − using conventional readout and 5.7 e − using IRS 2 to date.
This article is structured as follows. In Sec. 2, we briefly describe how the IRS 2 readout pattern differs from conventional H2RG readout as implemented for JWST. The central new aspect for this paper is using the higher grade "Pathfinder" NIRSpec Detector Subsystem. Sec. 3 describes the Pathfinder and summarizes its performance when operated conventionally. In Sec. 4 we present the key equations that are needed to implement IRS 2 . Sec. 5 describes how the Pathfinder was used to validate IRS 2 . Finally, we describe the results (Sec. 6), our planned next steps (Sec. 7), and close with a summary. Fig. 1 shows the difference between the conventional JWST readout pattern and IRS 2 . In conventional readout, the detector is non-destructively sampled up-the-ramp. The reference pixels and normal pixels appear in the data stream for each output in the same order as they appear physically in the H2RG readout integrated circuit (ROIC). IRS 2 is also an up-the-ramp readout mode. However, in IRS 2 the clocking sequence "steps out" from the normal pixels every n pixels to sample r reference pixels before "stepping in" to continue reading normal pixels. The r reference samples include r/2 in even columns and r/2 in the odd columns to sample alternating column noise at the Nyquist frequency. 4 Although it goes beyond the scope of what can be discussed here, we note that Teledyne's new 4K×4K pixel HAWAII-4RG (H4RG) detector arrays build-in the capability to interleave references. 6, 7 This applies to both the 15 µm per pixel and 10 µm per pixel versions. We look forward to applying IRS 2 to these new arrays when the opportunity arises.
DIFFERENCE BETWEEN CONVENTIONAL & IRS 2 CLOCKING PATTERNS

JWST NIRSPEC PATHFINDER DETECTOR SUBSYSTEM
NIRSpec uses a pair of Teledyne 5 µm cutoff HgCdTe HAWAII-2RG 8 (H2RG) near-infrared array detectors that are read out using a pair of cryogenic Teledyne SIDECAR 9 ASICs. Rauscher 10 describes the NIRSpec Detector Subsystem (DS) and its operating modes in more detail. To validate IRS 2 , we used the NIRSpec DS Pathfinder, which contains one nearly flight grade channel. This is channel 491, which contains SCA H2RG-S042 mated to SIDECAR S/N 131. Tab. 1 summarizes the performance of channel 491 using conventional readout when the detector was new. The detector, H2RG-S042 would probably have been a flight part were it not for the photo-emissive defect (PED) that appears in the dark map (Fig. 2) . The performance of SIDECAR S/N 131 is likewise excellent, although it is also non-flight grade on account of higher than allowed power dissipation. Throughout this paper, when we refer to the Pathfinder, we are referring to these two parts, sensor chip assembly (SCA) H2RG-S042 and SIDECAR ASIC S/N 131. 
IRS 2 POST-PROCESSING
The H2RG provides three types of output; n p normal pixels, r p reference output, and ρ p reference pixels, where p is an index that runs over all time steps in the exposure (and incidentally over all pixels since they are timeordered). In an earlier paper, 4 we showed that the read noise's eigenspace is close to Fourier space, and therefore we work in Fourier space. Fourier transforming each output, we arrive at n ν , r ν , and ρ ν , where ν is frequency. IRS 2 is a linear systems model, so the reference corrected normal pixels can be written,
where α ν and β ν are vectors of frequency dependent weights. If we have a large number of ramps (typically ≥ 40), and i is an index that runs over this set, we can solve for α ν and β ν using the method of least squares, with a similar expression for β where * denotes the complex conjugate. One can factor this into a convenient set of sums that can be augmented whenever new darks become available to improve the coefficients. These are as follows.
With these definitions, we can write
where we have suppressed the ν suffix to achieve a more compact notation. For some frequencies, ρ is not sampled. This leads to a problem at high frequencies. The straightforward solution is to roll off β with a filter, f ν . With this, Eqns. 9-10 can be rewritten
, and (11)
Once the coefficients have been determined, Eq. 1 simplifies to,
were F is the familiar discrete Fourier Transform. There is no need to Fourier transform the normal pixels in the pipeline. Moreover, one could implement these operations as convolutions in the time domain if one were so inclined.
Eqns. 1-13 are the core set of equations that is needed to implement IRS 2 . Moreover, the same least-squares approach can be extended to include other reference streams if desired.
Because IRS
2 uses a linear systems model, a full implementation includes interpolating over all gaps and non-linear events in the time series (e.g. overheads at the ends of rows and frames as well as "bad pixels" and cosmic ray hits) before applying these equations. Because the noise's eigenspace is Fourier space, we use sines and cosines for this interpolation. However, describing these techniques in detail goes beyond the scope of this SPIE article. We are preparing a journal article 12 that will provide more information.
METHOD
We tested IRS 2 using the JWST ultra-low background test dewar 13, 14 in the NASA Goddard Space Flight Center Detector Characterization Laboratory (DCL).
10 This is the same test setup that was used for characterizing the NIRSpec Flight and Flight Spare DSs. We have tested the Pathfinder many times in this test setup using conventional readout. Tab. 1 summarizes the Pathfinder's performance under these conditions. For these tests, the focal plane was operated at T ∼ 37.5 K and the detectors were biased to 250 mV.
We began by "tuning" the SIDECAR ASIC (S/N 131) for optimal performance with Pathfinder SCA S042. Tuning is an iterative process, in which we adjust the SIDECAR's control registers to achieve both low noise, as measured by the variance of pixel values, and clean noise power spectra. A clean noise power spectrum is one that is essentially white at high frequencies transitioning to 1/f at low frequencies. Prior to tuning, we typically see spectral lines at high frequency due to oscillations in the SIDECAR's video processing chain and a "300 Hz hump" that is modulated by the drive strength of the internal SIDECAR amplifiers. Moseley et al. 4 show how these artifacts appear in the noise power spectra prior to tuning. The SIDECAR was designed by co-author Loose. He can provide more detail on how specific ASIC register settings affect e.g. internal bias drive strength. There was no precise requirement for what defined a "tuned" system. In practice, we allocated about one day to tuning, and baselined the best settings that were achieved at the end of that period. We plan to describe tuning in more detail in an upcoming journal article.
12
Once the system was tuned, testing was spread out over an approximately 3 week period. During the day, we generally used short sets of 5-10 dark ramps to test different combinations of the IRS 2 n and r parameters and worked to refine the IRS 2 clocking pattern. During the overnight hours and over weekends, we took long sets (typically ∼100 exposures) of up-the-ramp sampled darks. These were used to compute total noise. For these long sets of darks, the detectors were kept continuously blanked off, and the exposure sequences were automated to assure uniform timing. In each experiment, the number of non-destructive up-the-ramp samples was adjusted to achieve NIRSpec's required ∼ 1000 s integration time, τ int , where
For NIRSpec, the parameters in Eq. 14 default to the tentative values shown in Tab. 2. The reader should bear in mind that these values could easily change depending on further testing. We provide this set of default values to provide a concrete example. Setting r = 0 and n step = 0, the same expression can be used to compute the integration time for conventional readout.
The NIRSpec detector requirements were written before the SIDECAR ASIC had been developed. As such, they do not adequately capture both the correlated and uncorrelated noise. In particular, the requirements call out a parameter called total noise. This is essentially the average value of the diagonal of the covariance matrix. One of the most significant advantages of IRS 2 is that it reduces the off-diagonal terms that are not included in NIRSpec total noise. This has the effect of improving the cosmetics of the noise as well as the overall noise variance (Fig. 3) . This is particularly important for NIRSpec because IRS 2 suppresses alternating column pattern noise that is otherwise degenerate with spectral features.
Returning to total noise, however, it is computed using many (≥ 40) up-the-ramp sampled dark integrations. For darks, no linearity correction is needed and the first processing step is to reference correct each dark ramp using Eq. 1. Using 2-parameter least squares fitting, a straight line, s[x, y] = a[x, y] + b[x, y]t is fitted to each pixel in each IRS 2 -corrected ramp. The slope term is used to compute the integrated signal in each pixel, S[x, y] = b[x, y](NFRAME − 1). The mean dark map is made by averaging the individual S maps. Likewise, a mean noise map is made by computing the standard deviation of each pixel. The total noise is defined as the mean value of all operable pixels in the noise map. In practice, the mean of all operable pixels is very close to the median of all pixels.
To facilitate the most flight representative comparisons, each data set was split in half, with about 50 of the files being used to compute the IRS 2 frequency dependent weights. These weights were used to IRS 2 -correct the second half of the data set.
We are in the process of incorporating real pixels used as references into IRS 2 now (see Sec. 7). When these measurements were made, we employed a simple "DC correction" using the outermost 10 columns of real pixels on either side of the image. For each S image, a DC correction was computed as the average value of pixels in the union of the two areas [4 : 13, 4 : 2043] and [2034 : 2043, 4 : 2043] (where we use a zero-offset array indexing convention). Roughly speaking, this DC correction using normal pixels was responsible for about 50% of the achieved noise reduction with the other 50% coming from the IRS 2 references.
RESULTS
To disentangle the effects of the reference output and the interleaved reference pixels in IRS 2 , we compared the total noise using conventional readout to the total noise that was obtained by using only the reference output, only the interleaved reference pixels, and both the reference output and interleaved reference pixels. The benchmark in all cases was the total noise using conventional readout, σ total = 6.68 e − rms. Tab. 3 shows the results.
Full Frame
Detail Box Traditional IRS2 C Figure 3 . IRS 2 suppresses both the correlated and uncorrelated noise. Suppressing correlated noise pays significant cosmetic benefits. These images show the effects of reading the Pathfinder DS conventionally (at left) and using IRS 2 (at right). The top row shows the full 2048 × 2048 pixel area and the bottom row zooms in on the white boxed area. The grayscale for all figures is the same. Note the obvious horizontal banding that arises from 1/f noise in the conventional readout images. This is significantly suppressed in the IRS 2 images. Although it is not easy to see here, the IRS 2 also greatly reduces alternating column pattern noise. In the IRS 2 full frame image, the second output in from the right appears to have no signal. This is because this output carried reference information rather than normal pixels in this prototype implementation.
The best performance results were obtained using full IRS 2 . This is the top line of Tab. 3. Full IRS 2 the measured frequency dependent weights α ν and β ν , and a simple "DC correction" using the outermost 10 columns of real pixels as references.
The next highest performing option used only the the reference output, with the same "DC correction" as before. By setting β ν = 0, it ignored the interleaved reference pixels.
The third highest ranked option was conventional JWST readout, but using real pixels as references to make the same "DC correction" as before. This technique significantly suppresses the non-stationary noise at the frame rate which is currently limiting IRS 2 . It does nothing to improve the correlated noise, and so would not improve the cosmetics as shown in Fig. 3 . Rounding out Tab. 3, we have "IRS 2 light" which used only the interleaved references. By setting α ν = 0, it ignores the reference output. This combination was interesting to JWST because using the reference output increases ASIC power dissipation by 20% compared to conventional readout. Finally, conventional sampling up-the-ramp completes the list.
Of all the combinations that were tried, only "full IRS 2 " was able to improve the noise enough for the instrument to meet higher level sensitivity requirements.
NEXT STEPS
As described in our earlier papers, 4, 5 we expected IRS 2 to do better. Principal components analysis of the DS Pathfinder suggests that IRS 2 's noise floor is about 4.5 e − rms. Unfortunately, testing with the Pathfinder clearly revealed two new features in the data that correlate with position on the detector array and are therefore not stationary. As long as these features are present, the eigensystem cannot rigorously be Fourier space, and the IRS 2 correction is not truly Wiener-optimal. In the rest of this section, we speculate on how we might approach the non-stationarity in the months ahead. Everything in this section will need to be confirmed by test.
The Pathfinder testing revealed two challenges that were masked by the higher white noise that was present in our earlier testing using engineering grade hardware.
5 These are: (1) stronger than expected "picture frame" (Fig. 4) bias print through and (2) pixel-to-pixel gain variations due to the source-follower per detector H2RG ROIC architecture may be important. The picture frame print through is a true noise term that must be accounted for by using the correct set of basis vectors in IRS 2 . Because the pixel-to-pixel gain variations are deterministic, we believe that these can be calibrated out prior to applying IRS 2 .
Picture Frame Noise
We believe that the picture frame is a noise term that needs to be allowed for by using the correct set of basis vectors in IRS 2 . Lab testing has shown that both the reference output and reference pixels are blind to the picture frame. It is seen only in the normal pixels. To generalize IRS 2 to correct for the picture frame, a vector of normal pixels used as references, ξ p , needs to be added to the already present reference output, r p , and interleaved reference pixels, ρ p (where the p suffix indicates that all vectors are expressed in the time domain as before). For NIRSpec, some normal pixels are located behind optical baffles and the aperture shutter mask, where they are permanently blanked off. These can be used to create ξ p .
Regan 15 shows that the picture frame is driven by small temperature changes during readout. He goes on to show how a self-calibration procedure can be used to simultaneously determine the detector's slopes, b[x, y], biases, a[x, y], and temperatures. Building on Regan's work, we plan to characterize the picture frame over a range of temperatures with the aim of finding a set of basis vectors that is closer to the covariance matrix's eigensystem than the sines and cosines of Fourier space. If we define a generalized frequency, κ, in this new and to-be-determined basis, Eq. 1 can be generalized to
where ξ κ is the vector of normal pixels used as references and γ κ is the set of generalized frequency dependent weights. The bias term shows a "picture frame" pattern like this which is taken from Regan's report. 15 This is for a different detector array from the one described in the rest of this article. The picture frame pattern can appear either in bold relief or in bas relief. It is a feature of the ROIC because the picture frame pattern appears even when testing a bare ROIC having no HgCdTe detectors. Regan 15 has shown that the picture frame is driven by small temperature changes during readout. Because the pattern correlates with position on the 2-dimensional detector array and not time, it cannot be stationary.
As before, our approach will be to work in the noise's eigenspace (here "κ-space") and use least-squares to solve for the requisite vectors of generalized frequency dependent weight; α κ , β κ , and γ κ . While the mathematical formalism is exactly the same as before, we anticipate that the procedure will be more computationally demanding the first time through because the Fast Fourier Transform algorithm is already highly optimized. Once we have a working formalism, we plan to work on optimizing the forward and reverse transforms to κ-space.
Correcting for ROIC Gain Variations
Inspection of the H2RG's ROIC design 8 reveals that each pixel's unit cell incorporates its own source-follower. There is surely some pixel-to-pixel variation in the gain of these FETs which should be calibrated out. Moreover, these gain variations are deterministic. Unlike the picture frame, therefore, this is not a noise term. We speculate that by modulating the reset levels, Vreset, we can directly measure the pixel source-follower gains to make a gain correction, analogous to flat fielding, prior to performing IRS 2 .
Both the picture frame correction and the pixel-to-pixel gain correction are hypothetical today. However, test results with the Pathfinder give reason for optimism. By inspecting noise maps, it can be seen that the IRS 2 correction was always better around the edges of the H2RG than in the center where the picture frame is strongest. Trying these ideas out will require new data, which we are planning for now.
SUMMARY
Using the flight-representative NIRSpec DS Pathfinder, we have shown that IRS 2 functions as intended. When operated using conventional JWST 88-frame up-the-ramp integrations, the DS fails to meet total noise requirements. This, triggers a 14% instrument level sensitivity non-compliance. When operated using IRS 2 , total noise is reduced 15.3% and the instrument becomes compliant.
However, we believe that total noise, which measures only uncorrelated noise terms under-states the advantages of IRS 2 . By significantly suppressing correlated noise, IRS 2 produces cosmetically superior spectra that will be easier to interpret for the faintest astronomical sources.
One significant finding is that we are not finished. The near flight grade hardware revealed previously unseen and non-stationary noise components entering at frequencies lower than the frame rate. Some of these may be driven by small ∼ 1 mK temperature instabilities and others may relate to gain differences between individual pixel source followers. Our simulations and noise modeling suggest that the ultimate noise floor for this system using IRS 2 is about 4.5 e − rms. When compared to the 6.68 e − rms of total noise that is achieved using conventional JWST 88-frame up-the-ramp readout, this corresponds to an overall improvement in NIRSpec sensitivity of 33%. Realizing this larger improvement is our main goal now.
