Abstract: Scientists in many fields have the common and basic need of dimensionality reduction: visualizing the underlying structure of the massive multivariate data in a low-dimensional space. However, many dimensionality reduction methods confront the so-called "crowding problem" that clusters tend to overlap with each other in the embedding. Previously, researchers expect to avoid that problem and seek to make clusters maximally separated in the embedding. However, the proposed in-tree (IT) based method, called IT-map, allows clusters in the embedding to be locally overlapped, while seeking to make them distinguishable by some small yet key parts. IT-map provides a simple, effective and novel solution to cluster-preserving mapping, which makes it possible to cluster the original data points interactively and thus should be of general meaning in science and engineering.
Introduction
Physically inspired IT structure: in (1), we proposed a physically inspired method to organize data points into a sparse yet effective in-tree (IT) structure. In our previous works (1, 2) , we have shown its potential in cluster analysis. Combinations of the IT structure with the Semi-Supervised learning concept (3), Rodriguez and Laio's "Decision Graph" (4) , and Frey and Dueck's "Affinity Propagation" (AP) (5) , have resulted in effective cluster analysis methods. For example, based on the IT structure, the application scope of AP was extended from spherical to non-spherical cluster detection (2) . In this paper, we will show another potential of the IT structure: nonlinear dimensionality reduction, for which an effective combination is made with the "isometric mapping" (Isomap) proposed by Tenenbaum et al (6) .
Isomap is a simple and effective dimensionality reduction method which extends the application scope of multidimensional scaling (MDS) from linear to nonlinear structure. It contains three steps: first construct the K-nearest-neighborhood (KNN) graph, then compute the graph distances (the shortest path distances in the neighborhood graph) and lastly compute the low-dimensional embedding by classical MDS. In effect, the constructed KNN graph for data points is unfolded in the low-dimensional Euclidean space, which is effective especially for preserving in the embedding the topology relationship of data points on manifolds. The crux of the success for Isomap is that it takes as the input for classical MDS the graph distances, instead of the straight-line Euclidian ones, for all pairs of data points.
Motivation
In short, we would like to replace the KNN graph in Isomap by our physically inspired IT graph, and then, similarly, unfold this IT structure in the low-dimensional space. Consequently, the IT structure constructed directly for the original data points (irrespective its dimensionality and attribute) can always be visualized in the low-dimensional Euclidean space and thus the undesired edges in it can be visualized and removed interactively.
The proposed method IT-map (steps)
Step 1, construct the IT structure.
For the original dataset χ ={X i | i = 1, 2, ... , N}, we view each point X i as a node i. And the directed edges in IT are defined as follows:
First the potential P i associated with each point i is computed by
where σ is a positive parameter and
measures the distance between X i and X j by some distance metric (e.g., Euclidean distance). Then, roughly speaking, let any node i "descend" to the nearest node I i , i.e., I i is roughly 1 defined as arg min ( , )
Here, nodes i and I i are respectively the start and end node of a directed edge, and "descend" means the potential of the end node should be less than that of the start node. To differentiate with the case after mapping, we denote the IT structure here as IT χ .
Step 2, compute the graph distance. The graph distance d T (i, j) of any pair of nodes is defined as the shortest path distance in a "tree" (T) structure, obtained by ignoring 2 the directions of all edges in IT χ .
We can either use certain algorithm to search the shortest path as what Isomap does, which is, however, time-consuming, or follow a way described in (7) by utilizing the feature of tree structure, that is, the tree structure can be first transformed to an IT structure rooted at node i, on which the shortest path between the root node i to any other node j is just the only one path (denoted as Γ i, j ) along the edge directions from node j to i, and thus d T (i, j) is set to the sum of the lengths of the edges on Γ i, j .
Step 3, map IT to a low-dimensional Euclidian space R. First, compute for each node i its coordinate Y i in space R using MDS.
the input distance matrix D T ={d T (i, j)}, MDS can find a low-dimensional embedding of the original dataset to minimize
the Euclidian distance between node i and j in space R. Then, the connection relationships and potential values of the nodes in IT χ are all inherited to the corresponding nodes embedded in space R.
Consequently, IT χ (Fig. 1B) is mapped into space R, the result denoted as IT R (Fig.  1C) . However, we prefer to visualize IT R in the RP space (the result denoted as IT RP ), where potentials on nodes are shown by an additional dimensionality (potential-axis) as in Fig. 1D . This helps users better visualize the clusters, especially for the undesired edges.
Experiments
We tested the power of IT-map on several 2-dimensional datasets from (4, 8, 9) . Figure 2 shows the IT RP structures (the dimensionality of R is 1) after mapping, where clusters, together with the undesired edges across them, are distinguishable, proving that IT-map succeeds in these mapping tasks. These friendly and beautiful visualized results ("a group of penguins spitting water to each other") are so useful that it is possible for users to make reliable cluster analysis just by simple interactive operations (recorded by the red crosses in Fig. 2 ). The edges closest 4 to the red crosses will be determined as the undesired ones and removed, and consequently, the clustering assignments for the original data points are shown in the upper-right corners, which is quite consistent with visual perception.
In fig. 3 , we tested a high-dimensional synthetic dataset (N=1024 vectors, d = 32 dimensionalities, M=16 Gaussian clusters, numerical attribute) (10) . The clustering assignments fully match with the ground truth, i.e., 1024 vectors in the original dataset are assigned into 16 clusters without any error. In fig. 4 , we tested the high-dimensional real-world "mushroom dataset , character attribute). 8124 mushrooms are assigned into 24 clusters with an error rate of 0.0039, which is much better than the interactive clustering based on ISOMAP mapping result reported in our first paper (1).
Discussion and conclusion
Comparing with other visualization methods: visualization is required in diverse domains and many methods as reviewed in (11) have been proposed. Most of these methods as Chernoff faces (12) and pixel-based techniques (13) , require the interpretation of user to the symbols in the embedding and thus have limitation when dealing with large volume of dataset (14) . In contrast, our method not only represents high-dimensional dataset simply as points in the low-dimensional space, but also organizes those points efficiently in an IT structure (a special directed tree). These help both visualization and further interactive operations as in this paper.
Comparing with other dimensionality reduction methods: it is hard (15, 16) for most dimensionality reduction methods particularly as principal components analysis (PCA) (17) , classical multidimensional scaling (MDS) (18), Sammon mapping (19), locally linear embedding (LLE) (20) , stochastic neighbor embedding (SNE) (21) , Maximum Variance Unfolding (MVU) (22) and ISOMAP, to map data points into a low-dimensional space while preserving the underlying cluster structure due to the so-called "crowding problem" 7 (14) . Previous methods as tree preserving embedding (TPE) (16) and the variants (14, 15, 23, 24) of SNE try to maximally alleviate the crowding or overlapping phenomenon of clusters. In contrast, IT-map allows the local overlapping phenomenon to happen 8 as in Fig. 2 and seeks to make clusters distinguished by some salient local features instead of a fully separated image in the low-dimensional space. This new and reasonable strategy, quite similar 9 to that utilized by card players, provides a simple yet effective solution and should be of general meaning.
Comparing with KNN-and MST-based mapping: for one thing, IT-map is an effective application of the physically inspired IT structure in dimensionality reduction. For another, like the minimal spanning tree (MST) (8) based mapping (25) (26) (27) , IT-map (IT-based mapping) is also a variant of Isomap (KNN-based mapping) and inherits the virtue of Isomap in preserving the graph distance (step 2~3) while "unfolding" the graph in the low-dimensional Euclidean space. However, IT-map is a more effective nonlinear dimensionality reduction method for interactive clustering, since the physically inspired IT structure has some salient advantages over traditional graph structures as KNN and MST:
(i) Compared with KNN and MST, the main difference or advantage for the IT structure is that the neighbor of each point is not constrained in a local area 10 , especially for the local extreme points in terms of potential variable. Consequently, the connections between clusters are generally much longer (see a comparison of MST and IT in Fig. S11 and Fig. 2A in ref. 1) . Therefore, according to step 2, the paths Γ i, j connecting the nodes between clusters are generally longer than that within clusters, and according to step 3, more compact (small distance within clusters) and distinguishable (large distance between clusters) clusters generally present in the embedding, which can facilitate the cluster analysis (Fig. 2). (ii) Compared with KNN and MST, the nodes of the IT structure are also weighted with potential values, which provides an additional yet useful reference or dimensionality to make clusters 7 Clusters are overlapped mutually 8 In fact, we can interactively drag the overlapped clusters apart in the low-dimensional space as shown in Fig. 3 . 9 It is easy for us to place several cards fully separated on the table, yet not easy if one intends to complete the same task in one hand. However, it is still not too hard for those card players, since they choose a strategy similar as ours by distinguishing those cards just by the characters or numbers in the upper-left corners of the cards and allowing the rest parts overlapped with each other. 10 This difference is due to the potential variable introduced in Eq. 2. Therefore, strictly speaking, this IT structure is not a neighbor graph like KNN and MST. separable ( Fig. 1D and Fig. 2 ). (iii) Unlike KNN and MST, the directed characteristic of the IT structure makes it sparser and also brings convenience in identifying the undesired edges and searching the root nodes in interactive clustering. Compared with KNN, the tree-shaped feature for IT (also for MST) makes each removing of one edge surely divide the graph into two separate parts, which makes it convenient for the "divide and conquer" strategy introduced next.
Problems and solutions: although we don't seek to avoid the "crowding problem", sometimes it is still expected to slightly improve it by some post-processing due to two main problems that may be encountered in practice: (i) sometimes the embedded structure is too crowded for user to easily spot the undesired edges; (ii) the current parameter σ is not the one best fitted for the test dataset, or for some dataset, there is not at all any single value well enough to lead to an optimal result.
One can utilize the "divide and conquer" strategy, which can be further decomposed into two components: the "divide" and "conquer" strategies. (a) The 1st problem can be solved by the "divide" strategy by rerunning step 3 to a subset of the distance matrix (corresponding to a sub-dataset denoted as χ'), as illustrated in Fig.  S1 . Namely, instead of expecting the dimensionality of space, we can downsize the number of clusters in the original IT structure, since the burden of step 3 for IT-map is mainly derived from the number of clusters. (b) If the "divide" strategy doesn't work such as when encountering the 2nd problem, one can further use the "conquer" strategy by adjusting the value of the parameter to χ' and rerunning steps 1~3, until a salient result presents. In order to be more efficient and reliable, some information as some constraints (e.g., the "must-link" or "cannot-link" constraint 11 ) or several labels in semi-supervised learning (3) are always welcome to provide some references. Figure. S2 illustrates with one simple example the role of several labels when "conquer" strategy is used.
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The Meaning of IT-map: we believe IT-map can boost the interactive clustering method proposed in (1) to have a broad meaning. As stated by Shneiderman (28) : "A more effective approach will be to put human users in control, since they can often identify patterns that machines cannot...automated analyses can work for well-understood data, but visualizations increase the efficacy of experts in frontier topics, where big breakthroughs happen." From A to C, σ = 0.01, 2, 10000, respectively. Red crosses record users' interactive operations. Each embedded IT image can be viewed as an image of "a group of penguins spitting water to each other". Each penguin represents a cluster. For each cluster, the spiky side represents its head. Water (denoting the undesired edges) is spitted from its mouth. The other side represents its tail. Usually, the tails of different clusters (or penguins) are heavily overlapped. However, since the heads of the penguins (or clusters) are visually distinguishable, the edges started from the head are also distinguishable. Therefore, for cluster analysis, we only need to select as the undesired edges the ones that are started from the mouth-like parts. 
