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El problema de programacio´n de tareas conocido como programacio´n de
la produccio´n en un ambiente multi-propo´sito flexible con divisio´n de lotes
es una variante del problema de tipo programacio´n de la produccio´n, en la
cual los lotes pueden dividirse en sublotes de diferentes taman˜os y asignarse
a diferentes ma´quinas, de tal forma que se disminuyen los tiempos muertos
y el tiempo total de procesamiento. El objetivo consiste en minimizar la
amplitud de proceso, es decir, la fecha de terminacio´n de la u´ltima operacio´n
en la u´ltima ma´quina.
Debido a la complejidad computacional de este problema, normalmen-
te se recurre a te´cnicas heur´ısticas para poder resolverlo. En este trabajo,
se propone un algoritmo que combina estrategias de Bu´squeda Tabu´, con
vecindades y te´cnicas de divisio´n de lotes basados en la ruta cr´ıtica de ca-
da solucio´n generada. Para determinar la eficiencia del algoritmo propuesto,
se adaptaron las instancias edata, rdata y vdata de Hurink [1]. Debido a
que este problema casi no se ha reportado en la literatura, no fue posible
encontrar soluciones, que sirvieran como punto de comparacio´n, para las ins-
tancias antes mencionadas. Por lo tanto, se emplearon dos estrategias para
poder evaluar el desempen˜o del algoritmo propuesto. Primero, se resolvieron
las instancias propuestas hasta donde fue posible, con el solver Gurobi. Se-
gundo, se emplearon los mejores resultados reportados, sin divisio´n de lotes,
para este mismo conjunto de instancias. Los experimentos realizados mues-
tran que el algoritmo propuesto es capaz de generar buenas soluciones en
tiempos de co´mputo aceptables. Por otro lado, se evidencian los beneficios
de la estrategia combinando flexibilidad y divisio´n de lotes, introducida en
este trabajo.





The flexible job shop scheduling problem with lot streaming or lot split-
ting is a variant of the job shop scheduling problem, in which a job can be
divided into sublots of different sizes and assigned to different machines, in
such a way that processing times can be reduced. In this version the objective
is to minimize the makespan.
Due to the computational complexity, heuristic techniques are usually
used to solve this type of problem. In this thesis, we propose an algorithm
that combines tabu search strategies, with specific neighborhoods and lot
splitting techniques based on the critical path of each generated schedule. To
determine the efficiency of the proposed algorithm, the Hurink’s [1] instances
edata, rdata, vdata were adapted to the lot splitting policy.
Since this problem has hardly been reported in the literature, it was not
possible to find solutions to compare with, for the aforementioned instances.
Therefore, two strategies were used to evaluate the performance of the pro-
posed algorithm. First, the instances were solved as far as possible, with the
Gurobi solver. Second, the best reported solutions, without lot streaming,
were used as a reference for this set of instances. The experiments showed
that the proposed algorithm is able to generate good solutions in an reasona-
ble computing time. Besides, these results provide clear evidence regarding
the benefits of strategy proposed in this work, combining flexibilty and lot
streaming.
(Keywords: Flexible job shop, lot streaming, Job shop scheduling pro-





El problema de programacio´n de tareas es un problema al cual todas las
empresas de manufactura y de servicios se enfrentan en su d´ıa a d´ıa. Por
ejemplo, una empresa que recibe de sus clientes varias o´rdenes de trabajo,
donde cada orden requiere de una secuencia de operaciones para obtener
el producto final de acuerdo a las especificaciones del cliente. En general,
los problemas de programacio´n de tareas pueden ser descritos como asignar
recursos, en el tiempo, a un conjunto de trabajos a realizar [2]. Es importante
mencionar que el te´rmino trabajo se puede referir, segu´n el contexto de estudio
o la aplicacio´n considerada (produccio´n, servicios, horarios), a un tipo de
producto tangible o intangible como pueden ser una clase de actividades o
de tareas. Por lo tanto, en el resto de esta tesis, se ocupara´ el te´rmino trabajo
por considerar que de esta forma queda abierto a una gama ma´s amplia de
aplicaciones.
La programacio´n de tareas dentro de una empresa es de gran importancia,
ya que una buena programacio´n mejora significativamente la productividad
de la empresa y genera una buena imagen ante el cliente. Al contrario, una
mala programacio´n implica retrasos de los pedidos del cliente, lo cual puede
provocar pe´rdidas importantes en el futuro. Esta clase de problemas tambie´n
tiene gran importancia en otras a´reas de aplicacio´n como son: el tra´nsito
ae´reo al despegue y aterrizaje, en un grupo de clientes esperando recibir un
servicio, un conjunto de programas a ser ejecutados en un centro de co´mputo,
o me´dicos y enfermeras cuidando pacientes en el hospital.
Por lo anterior, el problema ha sido de gran intere´s para empresas y para
varios investigadores, generando el desarrollo de mu´ltiples variantes represen-
tativas de sistemas reales, en las que se introducen restricciones adicionales,
como: la fecha de entrega de los pedidos, tiempo de preparacio´n, mante-
nimiento en las ma´quinas, costo de recursos, pedidos divididos, fechas de
liberacio´n de pedidos, entre otros. Asimismo, diversos objetivos pueden ser
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formulados, por ejemplo: minimizar el tiempo final de produccio´n, el costo
total de la produccio´n, tardanza o precocidad, costo de almacenaje, etc.
Frente a la variedad de modelos posibles, se suele establecer una clasifi-
cacio´n de los problemas de acuerdo a la configuracio´n de las l´ıneas de pro-
duccio´n. En algunas ocasiones, las o´rdenes de trabajo tienen que pasar por
todas las ma´quinas, aunque no necesariamente siguen la misma secuencia de
operaciones. Bajo estas condiciones, se trata de un problema al cual, durante
el resto de esta tesis, se le llamara´ programacio´n de la produccio´n en un am-
biente multi-propo´sito, mismo que sera´ denotado como JSSP por sus siglas
en ingle´s (Job Shop Scheduling Problem). En estos casos, se considera que
cada operacio´n so´lo puede ser procesada en una ma´quina ya definida. Para
una descripcio´n completa y explicaciones detalladas sobre esta configuracio´n,
se refiere el lector a [2]. En [3], los autores demuestran que los problemas de
programacio´n JSSP son problemas que pertenecen a la clase NP-dif´ıcil.
Un caso diferente ocurre cuando una o varias operaciones pueden ser rea-
lizadas por diferentes ma´quinas, implicando una etapa previa de seleccio´n de
la ma´quina en la que sera´ procesada cada operacio´n. Cuando un problema
cumple con este conjunto de caracter´ısticas, se dice que se trata de una ver-
sio´n flexible del JSSP, a la cual se le denotara´ como FJSSP, por sus siglas en
ingle´s (Flexible Job Shop Scheduling Problem). Este funcionamiento confiere
una mayor flexibilidad al sistema de produccio´n al poder disminuir los tiem-
pos muertos en las ma´quinas, y al reducir el tiempo de terminacio´n de los
trabajos. Si dos ma´quinas pueden procesar el mismo conjunto de operaciones
y si el tiempo de procesamiento de todas las operaciones es igual en ambas
ma´quinas, se dice que son ma´quinas similares o ide´nticas. Sin embargo, no en
todos los casos se tienen ma´quinas ide´nticas, implicando que una operacio´n
puede tener tiempos diferentes de procesamiento segu´n la ma´quina a la que
haya sido asignada.
A su vez, varias empresas permiten dividir las o´rdenes de trabajo o lotes
en sublotes. A esta estrategia se le denota como LS por sus siglas en ingle´s
(Lot Streaming), y permite un aumento en el uso de las ma´quinas, ya que
dos o ma´s operaciones de un mismo trabajo dividido en sublotes pueden
ser procesados simulta´neamente en diferentes ma´quinas Este funcionamiento
permite terminar el trabajo de manera anticipada. El lote puede ser dividi-
do en sublotes del mismo taman˜o o en sublotes de diferentes taman˜os, que
comparten las mismas caracter´ısticas que el lote original, particularmente
la misma secuencia de operaciones. LS se puede aplicar tanto a problemas
tipo JSSP como FJSSP. En este u´ltimo caso (denotado como FJSSP-LS),
las operaciones pueden ser realizadas por diferentes ma´quinas y es necesario
asignar a cada operacio´n una ma´quina con la capacidad de procesarla, por lo
general, los sublotes no siguen la misma secuencia en las ma´quinas. Adema´s,
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los sublotes son una divisio´n arbitraria de los lotes originales en fracciones
cuyos nu´mero y taman˜os debe determinar la estrategia de resolucio´n. Al
contrario, la cota superior sobre el nu´mero de sublotes forma parte de los
datos de la instancia. No´tese que los sublotes no necesariamente seguira´n la
misma secuencia en las ma´quinas. Para estos casos, se conoce la demanda
del trabajo y un nu´mero ma´ximo de sublotes en los cuales se puede dividir.
Cabe mencionar que esta clase de problemas, debido a su complejidad, casi
no esta´ estudiada y existe muy poca literatura especializada reportada al
respecto.
Por lo anterior, las modalidades FJSSP, JSSP-LS y FJSSP-LS agregan ele-
mentos al problema JSSP, como son: libertades en la seleccio´n de las ma´qui-
nas y en la divisio´n de lotes. As´ı, generar una solucio´n del FJSSP-LS implica
determinar una asignacio´n va´lida de operaciones a ma´quinas, una divisio´n de
lotes y resolver el JSSP resultante. Por lo cual estos problemas pueden verse
como generalizaciones del JSSP.
Sin importar si se trata de una configuracio´n de tipo JSSP, FJSSP, FJSSP-
LS, es posible formular una variedad de objetivos, t´ıpicamente relacionados
con los tiempos de terminacio´n de las operaciones o bien con el retraso o
la tardanza con respecto a fechas de entrega asociadas a cada una de las
tareas. Sin embargo, normalmente se busca minimizar la amplitud de proceso
(tiempo total de produccio´n), conocido en ingle´s como makespan, ya sea
por compromiso con el cliente, cuestiones econo´micas o valor agregado a su
producto.
Diversos modelos matema´ticos se han planteado para el JSSP con mini-
mizacio´n de la amplitud de proceso. Entre los ma´s conocidos se encuentran
el modelo disyuntivo o de precedencias de Manne [4], el modelo basado en
posiciones de Wagner [5] y finalmente el modelo de tiempos indexados de
Bowman [6].
En [3] se demuestra que los problemas de tipo JSSP pertenecen a la cla-
se NP-dif´ıcil. A pesar de que, en la literatura especializada, no existe una
prueba formal de que las variantes FJSSP, JSSP-LS y FJSSP-LS son de tipo
NP-dif´ıcil, varios autores [7, 8, 9, 10], han observado que el uso de paquetes
computacionales especializados como CPLEX y Gurobi se ve restringido a
la resolucio´n de instancias pequen˜as [11], motivando el uso de te´cnicas me-
taheur´ısticas para el tratamiento de instancias grandes o medianas.
Entre los me´todos heur´ısticos que se mencionan con mayor frecuencia en
la literatura se encuentran Algoritmos Gene´ticos (GA) [12], Optimizacio´n
por Colonia de Hormigas (ACO) [13], Bu´squeda en Vecindades Variables
[14] y particularmente Bu´squeda Tabu´ (TS). Se debe destacar que entre la
literatura revisada, diferentes versiones de TS son las que han producido los
mejores resultados sobre el JSSP, particularmente minimizando la amplitud
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de proceso.
La primera implementacio´n de TS sobre el JSSP fue introducida por Taillard
[15], cuya principal aportacio´n fue el uso de una estructura de vecindad, in-
troducida anteriormente en [16], con frecuencia denotada como N1 [17]. Pos-
teriormente, distintos esquemas de vecindades fueron propuestas e integradas
en TS que tambie´n inclu´ıa una memoria de largo plazo para reinicializar la
bu´squeda a partir de soluciones e´lite [18] o una te´cnica de Reencadenamiento
de Trayectorias [19] (PR por sus siglas en ingle´s, Path Relinking). Estas di-
ferentes versiones de TS produjeron los mejores resultados sobre el JSSP, en
problemas cuyo objetivo era minimizar la amplitud de proceso. Para los pro-
blemas FJSSP y JSSP-LS, se han introducido diferentes te´cnicas pero cabe
mencionar que las mejores soluciones se han obtenido con las propuestas que
integran una TS como mecanismo adicional de mejora local en las soluciones.
Por lo tanto, en el presente proyecto se propone desarrollar un modelo pa-
ra el problema FJSSP-LS y disen˜ar e implementar una te´cnica de resolucio´n
basada en TS, que sera´ posteriormente probada sobre una serie de instancias
generadas en el marco del proyecto.
1.1. Objetivos
Se sabe que el JSSP es un problema NP-dif´ıcil, sin embargo el estudio
de te´cnicas exactas, el desarrollo de software y el aumento en el poder de
co´mputo, hace posible el encontrar soluciones o´ptimas a problemas cada vez
ma´s grandes, en este caso se trabaja el FJSSP-LS, una parte interesante
es conocer la capacidad de resolucio´n de los equipos actuales y tambie´n es
necesario generar soluciones de buena calidad en un tiempo razonable. Por
lo que se establecen los siguientes objetivos.
1.1.1. Objetivo General
Proponer un modelo de Programacio´n Matema´tica para el problema de
programacio´n JSSP flexible y con divisio´n de lotes (FJSSP-LS) y aplicar dos
te´cnicas de optimizacio´n, un me´todo exacto y una te´cnica metaheur´ıstica,
para comparar su desempen˜o sobre un conjunto de instancias
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1.1.2. Objetivos Particulares
1. Determinar las caracter´ısticas particulares del FJSSP-LS para identifi-
car los elementos constitutivos del modelo a producir.
2. Formular un modelo de Programacio´n Matema´tica para el FJSSP-LS.
3. Adaptar un banco de instancias seleccionado de la literatura especiali-
zada al modelo generado en el objetivo anterior.
4. Aplicar un paquete de Programacio´n Matema´tica al juego de instancias
creado en el paso anterior.
5. Disen˜ar una te´cnica metaheur´ıstica adaptada para el tratamiento del
FJSSP-LS.
6. Desarrollar un programa que genere soluciones aleatorias para el FJSSP-
LS, y que mejore la calidad de las mismas aplicando la te´cnica disen˜ada
en el inciso anterior.
7. Realizar el ajuste de para´metros para la metaheur´ıstica creada.
8. Efectuar experimentos computacionales con el programa desarrollado
en los pasos anteriores sobre las instancias propuestas y comparar su
desempen˜o con las soluciones o´ptimas o cotas producidas por el paquete
de Programacio´n Matema´tica.
El resto del presente documento se organiza de la siguiente manera. El
cap´ıtulo 2 presenta el estado del arte sobre los problemas relacionados con
programacio´n de tipo JSSP y sus variantes, as´ı como sobre Bu´squeda Tabu´.
La definicio´n del modo operativo y del modelo de Programacio´n Mixta se
incluye en el cap´ıtulo 3. En el cap´ıtulo 4, se describe el algoritmo basado en
Bu´squeda Tabu´ desarrollado para resolver el FJSSP-LS. Los experimentos
computacionales y resultados obtenidos se presentan y discuten en el cap´ıtu-
lo 5. Finalmente, las conclusiones y perspectivas para trabajos futuros se
proponen en el cap´ıtulo 6.
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Cap´ıtulo 2
Estado del Arte
2.1. Programacio´n de la produccio´n
El JSSP fue formalizado por Muth y Thompson en su libro (Industrial
Scheduling) [20]. Se puede formular de la siguiente manera: dada una ins-
tancia del JSSP n×m, en la cual n trabajos se deben procesar exactamente
una vez en cada una de las m ma´quinas, el conjunto de n trabajos puede
definirse como J = {J1, ..., Jn}, mientras que el conjunto de m ma´quinas es
M = {M1, ...,Mm}. Cada trabajo se enruta a trave´s de las m ma´quinas en un
orden predefinido, que implica restricciones de precedencia. El procesamiento
de un trabajo en una ma´quina se llama una operacio´n y el procesamiento del
trabajo i en la ma´quina j se denota por Oij. Por lo que el conjunto de opera-
ciones se puede definir como O = {Oij|i ∈ {1, ..., n}, j ∈ {1, ...,m}}. Una vez
que se inicia su procesamiento, una operacio´n no se puede interrumpir y no
se permite la concurrencia es decir, el procesamiento Oij no puede comenzar
si el procesamiento Oij−1 no ha sido completado.
Cada operacio´n de Oij ∈ O en la ma´quina j del trabajo i debe tener un
tiempo de procesamiento entero pij ∈ N, lo que tambie´n se conoce como las
limitaciones de procesamiento de la ma´quina.
Balas [21] representa el JSSP a trave´s de una gra´fica disyuntiva, en don-
de J representa el conjunto de trabajos y M el conjunto de ma´quinas. En la
gra´fica G = (V,A,E), se tiene que V = {0, 1, 2, ...q} es el conjunto de nodos
que representan todas las operaciones, donde 0 y q representan el inicio y
fin de las operaciones respectivamente. A es el conjunto de arcos conjuntivos
(dirigidos), que conectan las operaciones consecutivas del mismo trabajo y E
es el conjunto de arcos disyuntivos con operaciones de conexio´n para ser pro-
cesadas por la misma ma´quina E = ∪mk=1Ek, con Ek el subconjunto de arcos
disyuntivos correspondientes a la ma´quina k. Zhang [22] lo muestra con el
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siguiente ejemplo, utilizando tres trabajos y tres ma´quinas, los datos se mues-
tran en la Tabla 2.1 y la gra´fica obtenido se muestra en la Figura 2.1, donde




j1 (1,3) (2,2) (3,5)
j2 (1,3) (3,5) (2,1)
j3 (2,2) (1,5) (3,3)
Tabla 2.1: Ejemplo de tres trabajos en tres ma´quinas
Figura 2.1: Gra´fica disyuntiva de un problema con n=3, m=3 y q=10
En el ejemplo presentado, la ruta cr´ıtica (la ruta ma´s larga de principio
a fin en la gra´fica dirigida del JSSP, cuya longitud representa la amplitud de
proceso Cmax) incluye las operaciones {0, 4, 1, 8, 9, 3, 10} y su longitud es
19. Tambie´n es posible descomponer el camino cr´ıtico en un nu´mero de blo-
ques. Un bloque es una secuencia ma´xima de operaciones cr´ıticas adyacentes
procesadas consecutivamente en la misma ma´quina. Aqu´ı, la ruta cr´ıtica se
divide en dos bloques, B1 = {4, 1, 8} y B2 = {9, 3}.
De acuerdo a los formalismos presentados anteriormente, se han introdu-
cido diferentes modelos de programacio´n lineal entera mixta:
Modelo disyuntivo: este enfoque se basa en la variable binaria de prece-
dencia zijhgk, introducido por Manne en 1960 [4]. Denota la secuencia
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Figura 2.2: Ruta cr´ıtica y gra´fico de Gantt del ejemplo con n=3 y m=3
de operaciones asignadas en la misma ma´quina. zijhgk = 1 si la opera-
cio´n Oij precede a la operacio´n Ohg en la ma´quina k, de lo contrario
zijhgk = 0. La operacio´n Oij no necesariamente se coloca inmediatamen-
te antes de la operacio´n Ohg cuando zijhgk = 1. Este tipo de variables
so´lo se tiene que definir para i < h.
Modelo basado en posiciones: para este caso, cada ma´quina tiene un
conjunto de variables binarias, que especifican la posicio´n en la que cada
trabajo es procesado dentro de la ma´quina, generando as´ı una secuencia
de procesamiento. Estas variables son xijlk = 1 si la operacio´n Oij
esta´ asignada a la posicio´n l en la ma´quina k; de lo contrario, xijkl = 0
[5].
Modelo basado en tiempos indexados: bajo este enfoque, se asignan
operaciones a los periodos unitarios de tiempo. Se emplea la variable
binaria wijuk que es igual a 1 si la operacio´n Oij se procesa en el periodo
u en la ma´quina k y es igual a cero en caso contrario. En el modelo de
tiempos indexados, el horizonte de programacio´n se considera discreto
[6].
Por otro lado, el problema ha sido abordado con te´cnicas metaheur´ısticas
y me´todos exactos, entre las te´cnicas metaheur´ısticas destacan: Algoritmos
Gene´ticos [23, 24, 25], Bu´squeda Tabu´ [15, 22, 26, 27], Sistema Basados en
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Agentes [28, 29], Optimizacio´n por Colonia de Hormigas [13, 30, 31, 32, 33],
Redes Neuronales (NN) [34, 35] Optimizacio´n por Enjambre de Part´ıculas
(PSO) [36, 37], Bu´squeda en Vecindades Variables (VNS) [14, 38], Colonia
de Abejas Artificiales (ABC) [39], entre otras.
La gran variedad de trabajos realizados en este sentido permitio´ identi-
ficar que las te´cnicas de bu´squeda local son las ma´s eficientes para resolver
el JSSP. Esta eficiencia esta´ condicionada, sin embargo, por el uso de una
vecindad adecuadamente disen˜ada. Dentro de la literatura revisada, una de
las primeras vecindades propuestas consist´ıa en generar todas las posibles in-
versiones de operaciones, consecutivas o no. Pero esta estructura de vecindad
es ineficiente ya que implica un gran nu´mero de vecinos, de los cuales una
mayor´ıa se caracteriza por tener el mismo costo que la solucio´n original. Pos-
teriormente, en [16] Van Laarhoven menciona que un componente clave de
una solucio´n factible es la ruta cr´ıtica. En dicho trabajo, se incluyen algunas
caracter´ısticas importantes de la ruta cr´ıtica:
Dada una solucio´n factible, el intercambio de dos operaciones cr´ıticas
adyacentes no puede producir una solucio´n no factible.
La permutacio´n de las operaciones no cr´ıticas no puede mejorar la
funcio´n objetivo e incluso puede crear una solucio´n no factible.
De esta forma, Van Laarhoven introduce una estructura de vecindad embebi-
da en una estrategia de Recocido Simulado, denotada como N1 en [17] y que
fue posteriormente aprovechada en muchos otros trabajos de investigacio´n.
Esta vecindad se construye generando todos los posibles intercambios entre
cualquier par de las operaciones cr´ıticas adyacentes en la misma ma´quina.
Esta vecindad tiene un taman˜o mucho ma´s reducido que la vecindad simple
descrita anteriormente e implica necesariamente variaciones en la funcio´n de
costo.
Posteriormente, se propusieron algunas vecindades que se basan en mo-
vimientos de operaciones en la ruta cr´ıtica. Dentro de los ma´s conocidos se
encuentran la vecindad N4 propuesto por Dell’Amico y Trubian [40], No-
wicki y Smutnicki exploran a trave´s de N5 [18] y Balas y Vazacopoulos con
N6 [41]. La vecindad N5 es particularmente famoso por haber sido integra-
do en la TS propuesta en [18]. N5 implica la inversio´n de un arco en una
posicio´n extrema de un bloque cr´ıtico (inicial y final) y es sustancialmente
ma´s pequen˜a que las otras vecindades. Por otro lado, las vecindades N4 y
N6 invierten ma´s de un arco disyuntivo a la vez, permitiendo explorar una
vecindad considerablemente mayor.
Zhang [22] propone una estructura de vecindad extendida, en la que se
define un movimiento al seleccionar la primera o u´ltima operacio´n del bloque
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cr´ıtico y al colocarla dentro del bloque [22]; o, de manera inversa, al selec-
cionar una operacio´n interna de un bloque cr´ıtico y al colocarla al principio
o al final del bloque.
Por otro lado, entre la diversidad de te´cnicas propuestas para resolver el
JSSP destaca el Algoritmo Gene´tico de clave aleatoria sesgado (BRKGA)
presentado por Gonc¸alves y Resende [26] que fue capaz de obtener nuevas
cotas en 57 instancias cla´sicas. Peng et al. [27] disen˜aron una te´cnica de TS
con PR. TS / PR obtiene resultados competitivos, demostrando su eficacia
en te´rminos de calidad de la solucio´n y su eficiencia computacional. En par-
ticular, TS / PR es capaz de mejorar las cotas superiores para 49 de los
205 casos probados, y resuelve un ejemplo desafiante (SWV15) que hab´ıa
permanecido sin resolver durante ma´s de 20 an˜os.
Ma´s recientemente, en [42], el autor trabajo´ con el objetivo de obtener una
programacio´n tal que el impacto en el rendimiento total sea menor en caso
de interrupciones. Para ello, uso´ dos algoritmos basados en te´cnicas exactas
y dos algoritmos basados en me´todos heur´ısticos. Las estrategias exactas no
fueron capaces de encontrar la solucio´n o´ptima en instancias grandes, por
lo cual en estos casos reportaron los resultados obtenidos por las te´cnicas
heur´ısticas.
Wen y Christopher [43] realizan una comparacio´n emp´ırica de los siguien-
tes modelos: modelo disyuntivo de Manne, modelo basado en posiciones de
Wagner y modelo de tiempos indexados de Bowman, a trave´s de los softwa-
res CPLEX, Gurobi y SCIP. Los modelos y paquetes computacionales fueron
aplicados a diferentes conjuntos de instancias, cada uno contiene 10 instan-
cias, cuyos taman˜os son 3×3, 4×3, 5×3, 3×6, 3×8, 3×10, 5×5, 8×8, 10×10,
15×15, 20×15, 20×20. La implementacio´n del modelo de Manne fue capaz
de resolver un mayor nu´mero de instancias en un tiempo preestablecido.
Entre las instancias comu´nmente trabajadas sobre el JSSP se encuentran
las siguientes:
Fisher y Thompson [44], 3 instancias: FT06, FT10, y FT20.
Lawrence [45], 40 instancias: LA01–40.
Adams et al. [46], 5 instancias: ABZ5-9.
Applegate y Cook [47], 10 instancias: ORB01–10.
Yamada y Nakano [48], 4 instancias: YN1–4.
Storer et al. [49], 10 instancias: SWV01–10.
Taillard [15], 50 instancias: TA01-50.
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Demirkol et al. [50], 80 instancias DMU01-80.
2.2. Programacio´n de la produccio´n en un
ambiente multi-propo´sito flexible
El JSSP cla´sico requiere la secuenciacio´n de operaciones en ma´quinas de-
terminadas, mientras que en el FJSSP la asignacio´n de una operacio´n no es
fija de antemano y puede as´ı ser procesada en una ma´quina seleccionada de
un conjunto de ma´quinas con las caracter´ısticas adecuadas. En el FJSSP, no
so´lo debe tenerse en cuenta la secuencia de las operaciones en cada ma´quina,
sino tambie´n la asignacio´n de operaciones a las ma´quinas adecuadas (enru-
tamiento). Por lo tanto, el FJSSP es ma´s complejo que el JSSP y requiere
un modelo nuevo o bien una adaptacio´n de los modelos ya propuestos para
JSSP. La programacio´n de trabajos en el FJSSP se puede clasificar en los
dos subproblemas siguientes [11]:
Enrutamiento: consiste en seleccionar una ma´quina adecuada entre las
disponibles para procesar cada operacio´n.
Programacio´n: las operaciones asignadas se ordenan en todas las ma´qui-
nas seleccionadas para obtener un calendario factible que minimice un
objetivo predefinido.
Kacem et al. [51] clasifican los FJSSP en dos subproblemas basa´ndose en
la flexibilidad:
1. FJSSP total: cada operacio´n puede ser procesada en cualquiera de las
m ma´quinas de las estaciones de trabajo.
2. FJSSP parcial: algunas operaciones so´lo son realizables en algunas de
las m ma´quinas disponibles en las estaciones de trabajo.
Algunas medidas de desempen˜o para el FJSSP suelen ser la amplitud de pro-
ceso, la carga de trabajo en las ma´quinas, minimizacio´n de retrasos totales y
minimizacio´n de costos de produccio´n. Brucker y Schlie [52] fueron los prime-
ros en abordar el FJSSP, que ha sido trabajado a trave´s de diferentes te´cnicas
metaheur´ısticas como son: Optimizacio´n por Colonia de Hormigas [33, 13, 12],
Colonia Artificial de Abejas [39], Sistema Inmune Artificial [53, 54], GRASP
(Greedy Randomized Adaptive Search Procedure) [55, 56] Bu´squeda en Ve-
cindades Variables [57, 14], PSO [58, 59, 60], Recocido Simulado [61, 62, 63],
Algoritmos Gene´ticos [64, 65] y diversos me´todos h´ıbridos.
2.2. PROGRAMACIO´N DE LA PRODUCCIO´N EN UN AMBIENTE MULTI-PROPO´SITO FLEXIBLE27
Al igual que para el JSSP, se han propuesto diferentes modelos de Pro-
gramacio´n Matema´tica y se han desarrollado estudios para comparar su efi-
ciencia relativa. Las medidas que por lo general se toman son la amplitud de
proceso, el tiempo computacional requerido, as´ı como el nu´mero de variables
y restricciones generadas por el modelo.
En [7], se realiza una comparacio´n a trave´s de cuatro modelos y propone
un nuevo modelo de tiempos indexados, todos con el objetivo de reducir la
amplitud de proceso y el esfuerzo computacional. Los modelos fueron pro-
bados con las instancias pequen˜as de Fattahi [62] con hasta 4 trabajos, 4
operaciones y 5 ma´quinas (SFJS1-SFJS10) y de taman˜o medio-grande con
hasta 12 trabajos, 4 operaciones y 8 ma´quinas (MFJS1-MFJS10). Los dife-
rentes modelos fueron resueltos con CPLEX, con un tiempo computacional
l´ımite de 3600 segundos. Los modelos sobre los cuales se efectuaron las prue-
bas son:
1. Modelo basado en variables de posicio´n de secuencia. Este tipo de va-
riables es propuesto por primera vez por Wagner para formular el JSSP.
En cuanto al FJSSP, fue utilizado por Fattahi et al. [66] para formular
el FJSSP.
2. Modelo basado en variables de precedencia: enfoque introducido por
Manne, de los cuales hay tres tipos de enfoque para el FJSSP presen-
tados a continuacio´n:
El modelo propuesto por O¨zgu¨ven et al. [67] para formular el
FJSSP con y sin flexibilidad del plan de proceso.
El modelo presentado por Gao et al. [68] se construye con los
tiempos de finalizacio´n de cada operacio´n y una variable de pre-
cedencia, la cual define la precedencia de trabajos en una misma
ma´quina.
Kim y Egbelu [69] formulan su modelo con variables de inicio de
la operacio´n en la ma´quina asignada y variables de precedencia.
3. Modelo de tiempos indexados propuesto en [7]: se asignan operaciones a
los periodos de tiempo de la ma´quina con capacidad de procesamiento,
la variable wijku que es igual a 1, si Oij es procesado por la ma´quina k
durante el periodo u, 0 en otro caso.
En su ana´lisis, los autores de [7] determinan que el modelo basado en
variables de precedencia propuesto por O¨zgu¨ven presenta mayores ventajas,
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ya que con e´l fue posible resolver un mayor nu´mero de instancias en un tiem-
po determinado. En segundo y tercer lugares aparecen los modelos de [69]
y [68] respectivamente. Estos u´ltimos modelos tambie´n basados en variables
de precedencia, en te´rminos de nu´mero de variables y restricciones son apro-
ximadamente similares al de [67], obteniendo ventaja sobre los modelos de
[66] y de [7].
Por otro lado, el FJSSP ha sido trabajado con diferentes te´cnicas me-
taheur´ısticas como son: Optimizacio´n por Colonia de Hormigas [33, 13, 12],
Colonia Artificial de Abejas [39], Sistema Inmune Artificial [53, 54], GRASP
[55, 56] Bu´squeda en Vecindades Variables [57, 14], PSO [58, 59, 60], Recocido
Simulado [61, 62, 63], Algoritmos Gene´ticos [64, 65] y diversos h´ıbridos.
Una metaheur´ıstica que ha sido ampliamente trabajada para generar so-
luciones para el FJSSP es TS. En [11], se mencionan algunos trabajos en los
cuales se utilizaron variantes de dicha te´cnica para minimizar la amplitud de
proceso. En Brandimarte [70], se descompone el FJSSP en subproblemas, uno
para la asignacio´n de trabajos a ma´quinas y el segundo para la secuenciacio´n,
y se propone una te´cnica jera´rquica basada en TS aplicada para minimizar la
tardanza total ponderada, adema´s de la amplitud de proceso. Esta estrategia
se beneficia de los flujos de informacio´n entre las fases de enrutamiento y se-
cuenciacio´n, acelerando la convergencia. Por desgracia, fa´cilmente se queda
atrapado en o´ptimos locales. Por otro lado, Hurink et al. [1] y Mastrolilli
y Gambardella [71] desarrollaron me´todos basados en TS, que comparados
con el de [70] obtienen soluciones de mejor calidad gracias al disen˜o de ve-
cindades eficientes. Ennigrou y Ghe´dira [72] proponen hibridizar TS con dos
sistemas multi-agentes, incluyendo agentes de trabajo, agentes de recursos
y un agente de interfaz. Se obtienen soluciones de calidad debido a estra-
tegias espec´ıficas de diversificacio´n. Vilcot y Billau [73] abordan el FJSSP
para minimizar dos criterios, la amplitud de proceso y el retraso ma´ximo.
Introducen dos te´cnicas de TS multi-objetivo para encontrar un conjunto de
soluciones no-dominadas. Jia et al. [74] utilizan una estrategia de TS con
Reencadenamiento de Trayectorias (Path Relinking) para tratar un FJSSP
Multi-objetivo (MOFJSSP), en el cual los objetivos a tratar son: minimiza-
cio´n de la amplitud de proceso y la tardanza total ponderada, minimizar la
carga de trabajo en las ma´quinas y la carga de trabajo aplicada al FJSSP.
Entre las instancias comu´nmente trabajadas sobre el FJSSP se encuentran
las siguientes:
Kacem (2002), 4 instancias.
Brandimarte´s (1993), 10 instancias: MK01 – MK10.
Dauze`re-Pe´re`s and Paull (1997), 18 instancias.
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Barnes and Chambers (1994), 21 instancias.
Hurink’s (1994), 129 instancias adaptadas del JSSP (FT, LA).
Fattahi (2007), 20 instancias ( SFJS, MFJS).
2.3. Divisio´n de lotes
La configuracio´n de la divisio´n de lotes, tambie´n conocida como Lot Strea-
ming (LS) o Lot Splitting, es un concepto en el que un lote de produccio´n se
divide en sub-lotes ma´s pequen˜os para que su procesamiento en las estaciones
sucesivas se pueda realizar en varias ma´quinas simulta´neamente (produccio´n
en paralelo), permitiendo un progreso acelerado. De esta forma el problema
implica determinar el nu´mero y taman˜o de los sublotes que se empleara´n. La
divisio´n de lotes se ha aplicado en FSSP, JSSP y sistemas de ensamble [75].
Por ser de especial intere´s para este trabajo, a continuacio´n se presenta una
breve descripcio´n de algunos art´ıculos en los cuales se reporta la aplicacio´n
de LS al JSSP y al FJSSP.
Para JSSP-LS, se han encontrado pocos trabajos reportados en la lite-
ratura. Uno de ellos es el trabajo de Dauze`re y Lasserre [76], que proponen
una heur´ıstica iterativa para resolver el JSSP - LS al adoptar la heur´ıstica
del “desplazamiento de cuello de botella” (Shifting Bottleneck).
Chinyao et al. [8] desarrollan un modelo para el JSSP-LS, en el cual bus-
can minimizar la amplitud de proceso y reducir el costo total de produccio´n.
Para el costo total, se considera el costo de manejo de materiales, costo de
instalacio´n y el costo de inventario. Una caracter´ıstica interesante de este
trabajo es que se incluyen tiempos de preparacio´n de las ma´quinas depen-
dientes de la secuencia de precesamiento. Las pruebas que realizaron, fueron
hechas sobre instancias pequen˜as, 6 ma´quinas y 6 trabajos, a partir de las
cuales obtienen las siguientes conclusiones:
1. Una asignacio´n por lotes con sublotes de igual taman˜o proporciona
un mejor beneficio de tiempo (una menor amplitud de proceso) que
la asignacio´n de lotes con diferentes taman˜os. Por otra parte, no es
adecuado tener una gran diferencia entre los taman˜os de sublotes.
2. La divisio´n proporciona un beneficio en la amplitud de proceso con
respecto al caso sin divisio´n (un lote completo). Este beneficio se ve
incrementado cuando aumenta el nu´mero ma´ximo de sublotes permi-
tidos. Sin embargo, la reduccio´n de la amplitud de proceso se vuelve
menor a medida que el nu´mero de sublotes aumenta.
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3. El costo total esta´ integrado en tres aspectos: el costo de instalacio´n,
el costo de manejo de materiales y el costo de inventario. Hay un in-
cremento en el costo total con el nu´mero de sublotes en un entorno de
produccio´n de 3 × 3, pero con dos sublotes de igual taman˜o se obtiene
un menor costo total en entornos de produccio´n de 4 × 4, 5 × 5 y 6 ×
6
.
Buscher y Chen [9] resuelven el JSSP - LS considerando sublotes consis-
tentes, es decir sublotes cuyo taman˜o es constante durante toda la secuencia
de procesamiento. Para ello, usa una te´cnica de tres fases: predeterminacio´n
de taman˜os de sublotes, la determinacio´n de los horarios en base a TS y la
variacio´n de taman˜os de los sublotes. Utilizando LS o divisio´n de lotes, los
autores logran reducir la amplitud de proceso en alrededor del 20 % para el
90 % de las instancias tratadas usando 2 sublotes.
Udo [77] introduce su modelo para el JSSP - LS , considerando tiempos
de preparacio´n de las ma´quinas. Se demuestra que aunque los tiempos de
preparacio´n implican una influencia negativa en la reduccio´n de la amplitud
de proceso, LS sigue siendo eficiente. Este modelo permite obtener mejores
resultados en te´rminos del tiempo y de la amplitud de proceso, para instancias
en las que el modelo de Chinyao [8] no logra encontrar soluciones o´ptimas.
Defersha y Chen [10] formulan un modelo para el FJSSP - LS y desarro-
llan para resolverlo el Parallel Genetic Algorithm (PGA). El modelo consi-
dera varias cuestiones tales como: tiempos de preparacio´n dependientes de la
secuencia, la fecha de disponibilidad de la ma´quina y el retraso. Presentan
ejemplos nume´ricos para demostrar las caracter´ısticas del modelo. Saber [78]
(2014) realiza su estudio basado en el trabajo de Defersha y Chen disen˜ando
un h´ıbrido entre GA y programacio´n lineal (LP).
Novas [79] propone un modelo MILP para el FJSSP-LS, el cual tiene como
medidas de desempen˜o la amplitud de proceso, el tiempo de finalizacio´n total
de los sublotes y la tardanza de todos los lotes. El modelo MILP resultante
fue implementado en CPLEX 12.5 (ILOG Optimization Studio). Debido a la
ausencia de instancias benchmark, se adaptaron las instancias de Fattahi et
al. [66], asigna´ndoles una demanda y un nu´mero ma´ximo de sublotes. Cabe
mensionar que el trabajo de Novas [79] constituye una base fundamental para
el desarrollo de esta tesis.
2.4. Te´cnicas metaheur´ısticas de resolucio´n
Debido a que el JSSP es un problema NP-dif´ıcil, intentar resolver pro-
blemas de gran taman˜o a trave´s de algoritmos exactos (Programacio´n lineal,
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Programacio´n Dina´mica, Retroceso o Ramificacio´n y Acotamiento) se vuelve
ineficiente, al consumir demasiado tiempo y requerir una gran cantidad de
recursos computacionales. Efectivamente, a medida que el taman˜o del pro-
blema crece, el tiempo que se necesita para resolverlo por medio de te´cnicas
exactas aumenta exponencialmente, por ello se llega a recurrir a te´cnicas
metaheur´ıticas que son estrategias inteligentes generales para disen˜ar o me-
jorar procedimientos heur´ısticos para la resolucio´n de problemas con un alto
rendimiento [80]. Entre sus ventajas destaca la capacidad de dar una buena
solucio´n en un tiempo razonable. Sin embargo los me´todos metaheur´ısticos
tienen la desventaja de no poder garantizar la optimalidad del resultado
proporcionado.
Una metaheur´ıstica empieza con una solucio´n o una poblacio´n de so-
luciones, que pueden generarse con diferentes estrategias, incluso de forma
aleatoria y a trave´s de operaciones de variacio´n, produce soluciones nue-
vas. Cada metaheur´ıstica tambie´n cuenta con un mecanismo de reemplazo,
que actualiza las soluciones en te´rminos de su calidad respectiva, o de otros
criterios. El proceso de bu´squeda termina cuando se cumple un criterio de
terminacio´n, el cual puede ser un nu´mero ma´ximo de iteraciones o cuando se
comprueba la convergencia a un resultado deseado. Un primer tipo de me-
taheur´ısticas es conocido como metaheur´ısticas basadas en trayectorias (o de
Bu´squeda Local), debido a que trabajan con una u´nica solucio´n, cuyo camino
en el espacio de bu´squeda forma una trayectoria de la solucio´n inicial a la
final. Ejemplos de este tipo de metaheur´ısticas son: Bu´squeda en Vecindades
Variables, Recocido Simulado y TS.
Otra clase de metaheur´ısticas son las te´cnicas poblacionales, las cuales
mejoran principalmente la calidad de las soluciones a trave´s del intercambio
de informacio´n entre ellas, algunas metaheur´ısticas poblacionales son Algo-
ritmos Gene´ticos y optimizacio´n por enjambre de part´ıculas (PSO). Una
ventaja de las metaheur´ısticas poblacionales es que son buenas en el proceso
de exploracio´n del espacio de bu´squeda. Sin embargo, el uso de poblaciones
en un nu´mero grande de iteraciones genera un mayor nu´mero de llamadas
a la funcio´n objetivo, por lo tanto, un mayor costo computacional que las
metaheur´ısticas basadas en trayectorias.
Dentro de la gran variedad de metaheur´ısticas poblacionales y de bu´sque-
da local que han sido aplicadas en los problemas de JSSP y sus variantes,
destaca TS, motivo por el cual fue seleccionada para la realizacio´n de esta
tesis.
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2.5. Bu´squeda Tabu´
El te´rmino Bu´squeda Tabu´ fue introducido por Fred Glover en el mismo
art´ıculo que introdujo el te´rmino metaheur´ıstica [80]. Los principios funda-
mentales de la bu´squeda fueron elaborados en una serie de art´ıculos de finales
de los an˜os 80 a principios de los 90, que fueron luego unificados en el libro
“Tabu Search” [81]. TS es una metaheur´ıstica que gu´ıa un procedimiento
heur´ıstico de trayectorias en la bu´squeda de optimalidad global, gracias a
una memoria adaptativa que proh´ıbe temporalmente volver a soluciones ya
visitadas, lo que permite la aparicio´n de ciclos en la trayectoria de bu´squeda
y la exploracio´n en nuevas regiones del espacio de bu´squeda.
El procedimiento cano´nico de TS es simple. Se inicia con una solucio´n
factible almacenada como la solucio´n actual y la mejor solucio´n encontrada.
Se producen entonces soluciones vecinas o candidatas, de acuerdo a una es-
tructura de vecindad adaptada al problema tratado. E´stas son evaluadas por
una funcio´n objetivo y el candidato con el mejor costo se selecciona como
una nueva solucio´n (paradigma del mejor vecino). Este mecanismo se llama
un movimiento y el movimiento inverso se an˜ade a una lista tabu´ para evitar
ciclos en la trayectoria de bu´squeda. Se actualiza la lista tabu´ y si la solucio´n
nueva es mejor que la mejor solucio´n encontrada, se almacena como nueva
mejor solucio´n. Adema´s, el concepto de aspiracio´n permite romper el estatus
tabu´ de algunos movimientos, cuando mejoran la solucio´n actual.
Entre las implementaciones ma´s importantes de TS en el JSSP, ya sea
como te´cnica principal o como parte del procedimiento en la bu´squeda lo-
cal, se encuentran: la primera implementacio´n de TS al JSSP, propuesta por
Taillard [15], as´ı como las estrategias TSAB[18] e i− TSAB[19] propuestas
por Nowicki y Smutnicki. i − TSAB es una extensio´n de TSAB en la cual
se presenta la estructura de vecindad N5, el cual consiste en el intercambio
de operaciones extremas en el bloque cr´ıtico con sus operaciones adyacen-
tes, tambie´n cuenta con una memoria de largo plazo, donde es guardada la
informacio´n de las mejores soluciones y re-intensificacio´n en torno a solucio-
nes de alta calidad previamente encontradas, posteriormente con i− TSAB
intensifican la bu´squeda a trave´s de PR, entre las soluciones de alta calidad.
Posteriormente Zhang [22] implementa una nueva estructura de vecindad
y la estrategia TS/SA [82], que llego´ a superar a varias te´cnicas contra las que
fue comparado. En esta te´cnica h´ıbrida, el recocido simulado (SA) se utiliza
para encontrar las soluciones de e´lite dentro del espacio de bu´squeda, para
que TS pueda re-intensificar la bu´squeda entre las soluciones prometedoras.
Gonc¸alves y Resende [26] presentan el Algoritmo gene´tico de claves alea-
torias BRKGA, que implementa una versio´n extendida del me´todo gra´fico
de Akers [83] y posteriormente integran a TS con la vecindad propuesta por
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Nowicki y Smutnicki [18]. Esta te´cnica logra llegar al o´ptimo en todas las
instancias FT y ORB, y en las instancias LA falla u´nicamente en LA29, que-
dando a una unidad del o´ptimo. Sin embargo logra superar a varias te´cnicas
y establecer nuevos l´ımites en 57 instancias (42 de DMU, 9 de TA, 1 de YN
y 5 de SWV).
Bo Peng et al. [27] desarrollan una te´cnica de TS/PR que utiliza el TS
de Cheng [84] y la vecindad propuesta por Zhang [22]. El TS/PR llega a
ser una estrategia competitiva y establece 49 nuevas cotas en las instancias
trabajadas, entre las cuales se encuentra el SWV15 que hab´ıa permanecido
sin resolver durante ma´s de 20 an˜os.
El uso de TS sobre problemas de programacio´n de trabajos ha sido muy
amplio, algunas otras implementaciones adicionales a las ya mencionadas
anteriormente son la de Busher [9] para el JSSP-LS, o las hibridaciones pro-
puestas en [85, 86, 87] para resolver el FJSSP.




El trabajo de esta tesis se enfoca en el FJSSP-LS, un problema que ha
sido escasamente reportado en la literatura a pesar de estar presente en
la industria. Este problema hereda las caracter´ısticas originales de JSSP y
FJSSP, se considera que hay un conjunto de trabajos1 J , un conjunto de
ma´quinas K, cada trabajo es asociado con una demanda dj, j = 1, ..., n, y
puede ser dividido hasta en MaxSj (j = 1, ..., n) sublotes. Cada operacio´n
requerida por cada sublote puede ser procesada en una ma´quina seleccionada
del conjunto de ma´quinas Ki,j,de las ma´quinas capaces de procesar la i −
e´sima operacio´n del trabajo j. El tiempo de procesamiento de cada operacio´n
es proporcional al taman˜o del sublote y la ma´quina seleccionada.
Esta tesis se enfoca a los trabajos con las siguientes caracter´ısticas:
Ningu´n trabajo tiene prioridad sobre otro.
Los sublotes son consistentes, los sublotes de cada lote pueden tener
diferentes taman˜os, pero lo conservan durante cada operacio´n en toda
la ruta de procesamiento.
Los sublotes son discretos, los componen partes o piezas discretas.
Se desprecian los tiempos de preparacio´n.
Las ma´quinas no requieren mantenimiento durante el plan de trabajo.
Ninguna ma´quina podra´ procesar dos operaciones al mismo tiempo.
1Se debe recordar que el te´rmino trabajo se puede referir a un tipo de productos o una
clase de actividades o tareas, de acuerdo a la aplicacio´n considerada.
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Una vez que una ma´quina empieza a procesar un sublote, el procesa-
miento no puede ser interrumpido.
El objetivo a optimizar es encontrar un plan de trabajo o programa donde
todos los trabajos hayan sido concluidos en el menor tiempo posible.
3.1. Instancias
Debido a que el FJSSP-LS es un problema relativamente nuevo, no existen
instancias reportadas en la literatura, por lo cual se tomaron como referen-
cia las instancias de Hurink [1]. Se debe destacar que estas instancias son
el resultado de tres adaptaciones a instancias del JSSP, que a su vez fue-
ron adaptaciones de las instancias propuestas por Lawrence [45], Fisher y
Thompson [44].
Para generar instancias acordes a las caracter´ısticas del problema, a las
instancias de Hurik se les agrego´ una demanda y el nu´mero ma´ximo de su-
blotes en los que puede dividirse cada lote. De esta forma, cada instancia
propuesta contiene:
|J |: Nu´mero total de trabajos.
|K|: Nu´mero total de ma´quinas.
dj: Demanda del j − e´simo trabajo.
MaxSj: Ma´ximo de sublotes en el que se puede dividir el j − e´simo
trabajo.
|Ij|: Nu´mero de operaciones demandadas por el lote j.
|Ki,j|: Nu´mero de ma´quinas capaces de procesar la i− e´sima operacio´n
del trabajo j.
ti,j,k: Tiempo de procesamiento del lote j en la operacio´n i en la ma´qui-
na k.
Para ejemplificar, consideremos una instancia con 3 trabajos y 3 ma´qui-
nas, donde la demanda de los trabajos es 200, 450 y 400 piezas y el nu´mero
ma´ximo de sublotes son 2, 3 y 2 para cada trabajo respectivamente. Esta
informacio´n es contenida en la primera linea de la instancia, mostrando pri-
mero el nu´mero de trabajos y nu´mero de ma´quinas, posteriormente demanda
y ma´ximo de sublotes de cada trabajo:
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3 3 200 2 450 3 400 2
Tabla 3.1: Trabajos, ma´quinas, demandas y nu´mero ma´ximo de sublotes
El resto de la instancia se mantiene igual a las instancias propuestas por
Hurink. La secuencia de operaciones es dada como se muestra en la Figura
3.1. La segunda linea dentro de la instancia representa al trabajo 1, la tercera
al trabajo 2 y as´ı sucesivamente para los n trabajos.
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Figura 3.1: Ejemplo de FJSSP
Para el ejemplo mostrado en la Figura 3.1, se tiene que el trabajo 1
esta´ compuesto por 3 operaciones, la primera operacio´n puede ejecutarse en
3 ma´quinas, las cuales son la ma´quina 1 con un tiempo de procesamiento
de 30, la ma´quina 2 con un tiempo de procesamiento de 39 o la ma´quina
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3 con 33 unidades de tiempo. La segunda operacio´n puede ejecutarse en 2,
la ma´quina 1 con un tiempo de procesamiento de 44, o la ma´quina 2 con
35. Para la u´ltima operacio´n se cuenta con 2 ma´quinas, la ma´quina 2 o la
ma´quina 3, ambas con un tiempo de procesamiento de 40.
3 3 1 30 2 39 3 33 2 1 44 2 35 2 2 40 3 40
Tabla 3.2: Informacio´n del trabajo 1
Resumiendo, para los productos 2 y 3 de la instancia de la Figura 3.1
queda como sigue:
3 3 200 2 450 3 400 2
3 3 1 30 2 39 3 33 2 1 44 2 35 2 2 40 3 40
3 2 1 30 3 36 1 1 40 2 1 50 2 40
3 1 2 40 3 1 35 2 33 3 30 1 3 44
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3.2. Modelo FJSSP-LS
En esta seccio´n se presenta el modelo propuesto para el FJSSP-LS, mismo
que se basa en los modelos de Manne, O¨zgu¨ven y Novas (ver anexos A, B,
C, presentados como referencia para el lector), con el objetivo de minimizar
u´nicamente la amplitud de proceso. A diferencia del modelo de Novas, no se
considera que los sublotes mantengan un orden de procesamiento y los sublo-
tes son independientes entre s´ı, por lo que dos sublotes de un mismo trabajo
y de una misma operacio´n pueden ser procesados en ma´quinas diferentes.
Para generar el modelo se requieren de las siguientes variables:
Oij Denota la operacio´n i del trabajo j
Conjuntos/Indices
J/j Lotes o trabajos
I/i Operaciones
K/k Ma´quinas
Ij Operaciones demandadas por el lote j
Ki,j Ma´quinas con capacidad de procesar la operacio´n i sobre
el lote j
Sj Conjunto de posibles sublotes para el trabajo j. Su car-
dinalidad, denotada como MaxSj, representa el nu´mero
ma´ximo de sublotes en que puede dividirse j.
Para´metros
ptk,i,j Tiempo de procesamiento en la ma´quina k de la opera-
cio´n i de una unidad del producto j
M Nu´mero entero suficientemente grande
Variables
Cmax Amplitud de proceso
Wk,s,i,j Asume el valor 1 si el sublote s en Oij se realiza en la
ma´quina k, 0 en otro caso.
Us,i,j Taman˜o del sublote s sobre el que se ejecuta Oij
Cj Tiempo de finalizacio´n del trabajo j
Ss,i,j,k Tiempo de inicio de Oij del sublote s en la ma´quina k
Cs,i,j,k Tiempo de finalizacio´n de Oij del sublote s en la ma´qui-
na k
Zsijs′i′j′k Asigna 1 si Oij del sublote s precede a Oi′j′ del sublote
s′ en la ma´quina k
En el modelo la funcio´n objetivo a optimizar es la minimizacio´n de la
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amplitud de proceso.
Min Cmax (3.1)
Para garantizar que la suma total de todos los sublotes sea mayor o igual
a la demanda total del trabajo se emplea la siguiente desigualdad:∑
s∈Sj
Usij ≥ dj; ∀i ∈ Ij,∀j ∈ J (3.2)
Como se menciono´ anteriormente, el taman˜o de cada sublote debe perma-
necer igual durante todas las operaciones, lo cual se logra con la siguiente
ecuacio´n.
Usij = Usi′j;∀s ∈ Sj,∀j ∈ J,∀i, i′ ∈ Ij (3.3)
En la restriccio´n 3.4 se asigna una operacio´n a una u´nica ma´quina del
conjunto de ma´quinas capaces.∑
k∈Kij
Wksij = 1; ∀i ∈ Ij,∀s ∈ Sj,∀j ∈ J (3.4)
Las restricciones 3.5 y 3.6 son complementarias y establecen el tiempo de
finalizacio´n de una operacio´n. Si Wksij = 0, se obliga que los tiempos de inicio
y terminacio´n del sublote s en la ma´quina k sean igual a 0. Al contrario, si
Wksij = 1, la fecha de terminacio´n Csijk del procesamiento del sublote s es
posterior a la fecha de inicio mas el tiempo de procesamiento.
Ssijk + Cssijk ≤ Wksij ∗M ; (3.5)
∀s ∈ Sj,∀i ∈ Ij,∀j ∈ J,∀k ∈ Ki,j
Csijk ≥ Ssijk + ptkij ∗ Usij − (1−Wksij) ∗M ; (3.6)
∀s ∈ Sj,∀i ∈ Ij,∀j ∈ J,∀k ∈ Ki,j
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La restriccio´n 3.7 garantiza que la operacio´n de un sublote no inicie hasta





Csi−1jk;∀i = 2, ..., Ij,∀s ∈ Sj,∀j (3.7)




Csijk;∀j ∈ J, i = Ij,∀s ∈ Sj (3.8)
La restriccio´n 3.9 establece que la amplitud de proceso representa el tiempo
empleado para completar los trabajos se establece la restriccio´n.
Cmax ≥ Cj; ∀j (3.9)
Las restricciones 3.10 y 3.11, denotan la secuencia de operaciones asignadas
en la misma ma´quina. Zsijs′i′j′k es igual a 1 si el sublote s en Oij precede a el
sublote s′ en Oi′j′ en la ma´quina k, 0 de lo contrario. Oij no se coloca nece-
sariamente inmediatamente antes de la operacio´n Oi′j′ cuando Zsijs′i′j′k = 1.
Ssijk ≥ Cs′i′j′k − Zsijs′i′j′k ∗M ; (3.10)
∀s ∈ Sj,∀j ≤ j′,∀i, i′ ∈ Ij,∀k ∈ Kij ∩Ki′j′
Ss′i′j′k ≥ Csijk − (1− Zsijs′i′j′k) ∗M ; (3.11)
∀s ∈ Sj,∀j ≤ j′,∀i, i′ ∈ Ij,∀k ∈ Kij ∩Ki′j′
Las restricciones de no negatividad para los tiempos de inicio y final de
todas las operacione se establecen en la desigualdad 3.12.
Ssijk ≥ 0, Csijk ≥ 0; ∀s, i, j, k (3.12)
Para garantizar la no negatividad de los tiempos de finalizacio´n de los
trabajos se establece la siguiente restriccio´n 3.13.
Cj ≥ 0; ∀i, j (3.13)
En la restriccio´n 3.14 se establece Wsijk como una variable binaria, que
es igual a 1 cuando la operacio´n i del trabajo j, del sublote s es procesada
en la ma´quina k, 0 de lo contrario.
Wsijk ∈ {0, 1}; ∀s, i, j, k (3.14)
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La restriccio´n 3.15 establece Zsijs′i′j′k como una variable binaria, que es
igual a 1 si Oij del sublote s precede a Oi′j′ del sublote s
′ en la ma´quina k,
0 de lo contrario.
Zsijs′i′j′k ∈ {0, 1}; ∀i ≤ i′,∀j, j′,∀k ∈ Kij ∩Ki′j′ (3.15)
La restriccio´n 3.16 establece que el taman˜o de cada sublote debe ser mayor
o igual a cero.
Usij ≥ 0; ∀s ∈ Sj,∀i ∈ Ij,∀j ∈ J (3.16)




Usij ≥ dj; ∀i ∈ Ij,∀j ∈ J (3.18)
Usij = Usi′j;∀s ∈ Sj,∀j ∈ J,∀i, i′ ∈ Ij (3.19)∑
k∈Kij
Wksij = 1; ∀i ∈ Ij,∀s ∈ Sj,∀j ∈ J (3.20)
Ssijk + Cssijk ≤ Wksij ∗M ; (3.21)
∀s ∈ Sj,∀i ∈ Ij,∀j ∈ J,∀k ∈ Ki,j
Csijk ≥ Ssijk + ptkij ∗ Usij − (1−Wksij) ∗M ; (3.22)






Csi−1jk;∀i = 2, ..., Ij,∀s ∈ Sj,∀j (3.23)




Csijk;∀j ∈ J, i = Ij,∀s ∈ Sj (3.24)
Cmax ≥ Cj; ∀j (3.25)
Ssijk ≥ Cs′i′j′k − Zsijs′i′j′k ∗M ; (3.26)
∀s ∈ Sj,∀j ≤ j′,∀i, i′ ∈ Ij,∀k ∈ Kij ∩Ki′j′
Ss′i′j′k ≥ Csijk − (1− Zsijs′i′j′k) ∗M ; (3.27)
∀s ∈ Sj,∀j ≤ j′,∀i, i′ ∈ Ij,∀k ∈ Kij ∩Ki′j′
Ssijk ≥ 0, Csijk ≥ 0; ∀s, i, j, k (3.28)
Cj ≥ 0; ∀i, j (3.29)
Wsijk ∈ {0, 1}; ∀s, i, j, k (3.30)
Zsijs′i′j′k ∈ {0, 1}; ∀i ≤ i′,∀j, j′,∀k ∈ Kij ∩Ki′j′ (3.31)
Usij ≥ 0; ∀s ∈ Sj,∀i ∈ Ij,∀j ∈ J (3.32)
Cap´ıtulo 4
Bu´squeda Tabu´
Como ya se menciono´ anteriormente, TS fue introducida por Fred Glo-
ver, quien introdujo el te´rmino metaheur´ıstica en el mismo trabajo[80]. Esta
te´cnica se encuentra dentro de la categor´ıa de bu´squeda local. Entre sus
caracter´ısticas principales se encuentra el uso de memoria que proh´ıbe tem-
poralmente volver a soluciones ya visitadas, lo que permite la exploracio´n de
nuevas regiones en el espacio de bu´squeda.
TS comienza generando una solucio´n desde la cual inicia el proceso de
bu´squeda. La solucio´n inicial puede ser generada de manera aleatoria o a
trave´s de alguna te´cnica heur´ıstica que ofrezca soluciones de calidad. Poste-
riormente, se realiza la exploracio´n de la vecindad, lo cual implica modificar
la solucio´n actual para generar soluciones vecinas. La mejor solucio´n vecina
reemplaza a la solucio´n actual aunque implique un deterioro en la funcio´n
objetivo. Para evitar la formacio´n de ciclos en la trayectoria de bu´squeda,
se proh´ıbe volver a la solucio´n de la cual parte. Esta estrategia permite no
quedar atrapado en o´ptimos locales y favorecer la exploracio´n de nuevas zo-
nas en el espacio de soluciones, las cuales, aunque sean peores, pueden guiar
hacia el o´ptimo global del problema. El e´xito de este proceso depende de la
estructura de vecindad utilizada. Algunas de las vecindades que han dado
mejores resultados se mencionaron en la seccio´n 2.1.
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La memoria es un aspecto clave en la TS. Participa en la generacio´n de
vecinos y ayuda a guiar la bu´squeda a trave´s del espacio de soluciones. Una
estructura de memoria en TS es la lista tabu´, e´sta conserva los movimientos
prohibidos durante un nu´mero limitado de iteraciones, con el fin de evitar
permanecer en o´ptimos locales y as´ı visitar nuevas zonas. Adema´s, una lon-
gitud de la lista tabu´ igual a n garantiza evitar ciclos de longitud menor o
igual a n en la trayectoria de bu´squeda. Sin embargo, se puede permitir una
solucio´n generada con algu´n movimiento prohibido, si esa solucio´n resulta
tener un costo menor que el mejor valor encontrado hasta el momento, a e´sto
se le conoce como criterio de aspiracio´n.
El taman˜o de la lista tabu´ indica el tiempo que un movimiento permanece
en la lista tabu´. Se inicia con una lista vac´ıa y se van guardando movimientos
en cada iteracio´n de la bu´squeda, hasta que alcanza su capacidad ma´xima.
Posteriormente, cuando se an˜ade un nuevo elemento a la lista, el elemento
ma´s antiguo deja la lista tabu´. Otro tipo de memoria diferente a la lista
tabu´ se basa en una intensificacio´n en regiones prometedoras (memoria de
largo plazo), partiendo desde una solucio´n ya visitada anteriormente y conti-
nuando la bu´squeda en una direccio´n diferente a las que ya se hayan tomado.
Entre las aplicaciones ma´s destacadas de TS hacia los problemas de pro-
gramacio´n, se encuentra el trabajo realizado por E. Nowicki y C. Smutnicki
[18], en el cual hace uso de estos tipos de memoria.
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4.1. Implementacio´n de Bu´squeda Tabu´
El algoritmo basado en TS disen˜ado en este trabajo inicia con la creacio´n
aleatoria de una solucio´n. Todas las soluciones esta´n representadas por tres
cadenas. La primera indica el taman˜o de cada posible sublote, la segunda
proporciona la secuencia en que se procesara´n las operaciones de cada traba-
jo y la tercera sen˜ala la ma´quina en la cual debe ser procesada. Una vez que
se tiene la primera solucio´n se inicia el proceso de bu´squeda y mejora, para
lo cual se emplean tres tipos de vecindades y tres listas tabu´, una por cada
una de las cadenas que forman una solucio´n. En cada iteracio´n, se elige una
vecindad de forma aleatoria y se generan y evalu´an todos los vecinos de la
solucio´n actual. La mejor solucio´n vecina, cuya aceptacio´n no este´ prohibida
por la lista tabu´ correspondiente a la vecindad empleada, reemplaza a la so-
lucio´n actual. A su vez, por el criterio de aspiracio´n, se puede seleccionar una
solucio´n tabu´ si esta tiene un costo menor que la mejor solucio´n encontrada
hasta el momento. Las principales etapas del algoritmo propuesto se resumen
en el pseudoco´digo 1.
Algoritmo 1: Bu´squeda Tabu´
1 Generar solucio´n inicial
2 Mientras No se cumpla criterio de terminacio´n
3 Hacer:
4 Seleccionar una vecindad
5 Generar los elementos de la vecindad seleccionada
6 Evaluar a todos los vecinos generados
7 si Se satisface criterio de aspiracio´n entonces
8 Guardar el mejor vecino como mejor solucio´n
9 fin
10 en otro caso
11 Seleccionar el mejor vecino no tabu´ como solucio´n actual
12 fin
13 Actualizar lista tabu´
14 Termina algoritmo
4.2. Codificacio´n y Decodificacio´n
Para tratar el problema, se utiliza una codificacio´n basada en el me´todo
de Gao et al.[68]. La codificacio´n contiene tres cadenas, una cadena adicional
a las referidas por Gao. La primera cadena, PS, denota la cantidad de piezas
atribuidas a cada sublote, la segunda cadena, SO, hace referencia a la secuen-
cia de operaciones, y la tercera cadena, MS, a las ma´quinas seleccionadas de
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la estacio´n de trabajo de cada operacio´n.
4.2.1. Cadena PS, Piezas atribuidas en cada sublote
La cadena PS, contiene n secciones, una por cada trabajo, la longitud de
cada seccio´n es igual al nu´mero de sublotes MaxSj.
Para ejemplificar el uso de estas cadenas, se considera el ejemplo de la
Figura 3.1 donde la demanda es 200, 450 y 400 unidades para los trabajos
1, 2 y 3 respectivamente. Si, por ejemplo, para cada trabajo se considerara
que los lotes deben ser del mismo taman˜o (condicio´n que no se impondra´ en
el resto del documento), adema´s se establece que los trabajos 1 y 3 sean
divididos en a lo ma´s 2 sublotes, mientras que al trabajo 2 se le permiten
hasta 3 sublotes, se obtiene una cadena PS la cual estara´ dividida en tres
secciones, siendo el taman˜o de cada seccio´n 2, 3 y 2 respectivamente. La
codificacio´n de esta cadena es mostrada en la tabla 4.1.
100 100 150 150 150 200 200
Tabla 4.1: Cadena PS
Los sublotes sera´n identificados de acuerdo a la posicio´n que ocupan den-
tro de la cadena PS, por ejemplo, el tercer sublote del trabajo 2, sera´ iden-
tificado como el sublote 5.
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4.2.2. Cadena SO, Secuencia de operaciones
La cadena SO esta´ formada por los nu´meros de identificacio´n de los sublo-
tes. Por lo tanto, el nu´mero de identificacio´n s de cada sublote del trabajo j
aparecera´ tantas veces como nu´mero de operaciones, |Ij|, requiera el trabajo
j. La cadena sera´ le´ıda de izquierda a derecha, la i − e´sima aparicio´n del
nu´mero del sublote s hace referencia a la i− e´sima operacio´n de ese sublote.
Siguiendo con el ejemplo de la Figura 3.1, el trabajo 1 tiene 3 operaciones,
por lo que los sublotes 1 y 2 que componen este trabajo tienen 3 operacio-
nes. De la misma manera los sublotes 3, 4 y 5 tendra´n el mismo nu´mero de
operaciones que el trabajo 2 y los sublotes 6 y 7 que el trabajo 3. En la tabla
4.2 se presenta una posible cadena SO para este ejemplo
7 3 3 2 5 6 1 2 1 6 5 7 4 4 1 7 2 5 3 4 6
Tabla 4.2: Cadena SO
Como se menciono´ anteriormente, las cadenas SO se deben leer de iz-
quierda a derecha. y donde cada aparicio´n de un sublote hace referencia a
una operacio´n de dicho sublote, por ejemplo, de acuerdo a la cadena mos-
trada en la Tabla 4.2, el sublote 7 es el primer sublote que sera´ programado.
Como e´sta es la primera vez que aparece el nu´mero 7, se entiende que se
trata de la primera operacio´n de dicho sublote. Posteriormente se observa
sera´ programado el sublote 3, en su primera operacio´n. Despue´s se observa
que aparece nuevamente el sublote 3, por lo que sera´ programada su segunda
operacio´n. Su tercera y u´ltima operacio´n sera´ programada cuando vuelva a
aparecer, en este caso hasta la posicio´n 19.
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4.2.3. Cadena MS Ma´quinas asignadas
La cadena MS, denota la ma´quina asignada para procesar las operaciones
de cada sublote. La cadena MS esta´ dividida en varias secciones, una para
cada sublote. Adema´s, la longitud de cada seccio´n esta´ dada por el nu´mero
total de ma´quinas requeridas para completar las operaciones del sublote co-




pero en este caso la cadena se usa para indicar la ma´quina asignada para cada
operacio´n.
Continuando con el ejemplo mostrado en la Figura 3.1, se tienen 7 sec-
ciones, una seccio´n por cada sublote. La longitud de cada seccio´n es igual al
nu´mero de operaciones que necesitan procesarse, por lo que para este ejem-
plo, como todos los sublotes requieren 3 operaciones, la longitud de cada
seccio´n es de taman˜o 3. La primera seccio´n corresponde a las operaciones del
sublote 1, la segunda a las operaciones del trabajo 2 y as´ı sucesivamente.
En la Tabla 4.3, se presenta una solucio´n generada de forma aleato-
ria. Como el primer y segundo sublote pertenecen al trabajo 1, ambos tie-
nen la misma secuencia de operaciones y las mismas estaciones de trabajo
(K1,1, K2,1, K3,1). El sublote 1, en su primera operacio´n, puede ser realizado
en el conjunto de ma´quinas K1,1 = {1, 2, 3}, por lo que es seleccionada una de
ellas de manera aleatoria, en este caso la ma´quina 1. La segunda operacio´n
del sublote 1 puede ser procesada en K2,1 = {1, 2} y la u´ltima operacio´n en
el conjunto de ma´quinas K3,1 = {2, 3}, se seleccionan 1 y 3 respectivamen-
te. Para el sublote 2, las ma´quinas seleccionadas para su procesamiento son
2,1,3. De la misma manera, los sublostes 3, 4 y 5 que pertenecen al trabajo
2, comparten el mismo conjunto de ma´quinas (K1,2, K2,2, K3,2).
1 1 3 2 1 3 1 1 2 3 1 2 1 1 1 2 2 3 2 3 3
Tabla 4.3: Cadena MS
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4.2.4. Decodificacio´n
Dada la solucio´n generada anteriormente, se obtuvieron las cadenas PS,
SO y MS, resumidas en la Figura 4.1. Esta representacio´n ahora debe ser
decodificada para poder ser interpretada como un programa, es decir una
determinacio´n de las fechas de inicio y terminacio´n de cada operacio´n en
cada ma´quina. El procedimiento utilizado se ilustra a continuacio´n para la
misma solucio´n.
Figura 4.1: Cadenas utilizadas
La lectura de las cadenas es de izquierda a derecha. Se comienza con el
primer elemento de la cadena SO, el cual hace referencia al sublote 7 en su
primera operacio´n. La asignacio´n de ma´quinas para este sublote se encuentra
en la se´ptima seccio´n de la cadena MS. El primer elemento corresponde a la
ma´quina asignada para la primera operacio´n, por lo que se procesara´ en la
ma´quina 2. El tiempo de procesamiento se toma de manera proporcional al
lote original, en este caso el tiempo de procesamiento sera´ de 20 unidades,
como la ma´quina se encuentra desocupada el tiempo de inicio es 0 y el tiempo
de terminacio´n 20.
La siguiente operacio´n le´ıda de SO corresponde al sublote 3, la asignacio´n
de ma´quinas de este sublote se encuentra en la tercera seccio´n de la cadena
MS y la ma´quina asignada para la primera operacio´n es la ma´quina 1. El
tiempo de procesamiento para esta operacio´n es de 10 unidades. Siendo e´sta
la primera operacio´n a procesar de la ma´quina 1 y al ser la primera operacio´n
de un sublote, puede empezar en el tiempo 0 y el tiempo de terminacio´n
para la operacio´n queda en 10. La tercera operacio´n tambie´n corresponde al
sublote 3 e igualmente sera´ procesada por la ma´quina 1. Tiene un tiempo de
procesamiento de 14 unidades, por lo que el tiempo de inicio es 10 y el tiempo
de finalizacio´n sera´ 24. Continuando de esta manera para las siguientes 9
operaciones se obtiene el diagrama de Gantt mostrado en la Figura 4.2.
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Figura 4.2: Construccio´n de una solucio´n parcial
La operacio´n 13 corresponde al sublote 4 y sera´ procesada en la ma´quina
3, con un tiempo de procesamiento de 12 unidades. Se observa que existe un
tiempo muerto de 20 unidades en la ma´quina 3. Como el tiempo muerto es
mayor que el tiempo de procesamiento, se puede aprovechar y programar el
sublote 4 antes del sublote 7 como se muestra en la Figura 4.3. Este proce-
dimiento garantiza la generacio´n de programas activos, i.e., en los cuales no
se puede adelantar el procesamiento de alguna tarea sin retrasar el inicio del
procesamiento de al menos otra. Esta´ demostrado que los programas o´ptimos
pertenecen a la clase de los programas activos [2] y la estrategia de decodi-
ficacio´n propuesta en el presente trabajo justamente permite garantizar que
so´lo se produzcan programas activos.
Figura 4.3: Aprovechamiento de tiempos muertos
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Finalmente, al terminar de procesar todas las operaciones de esta solu-
cio´n se obtiene un plan de produccio´n con una amplitud de proceso de 138
unidades mostrado en la Figura 4.4.
Figura 4.4: Solucio´n inicial
El proceso de decodificacio´n descrito para la solucio´n anterior se refleja
en los Algoritmos 2 y 3, integrados en TS. En el primero, se realiza senci-
llamente la lectura de las tres cadenas de datos para determinar cua´l es la
siguiente operacio´n a programar Os, as´ı como el sublote asociado s ∈ S, el
trabajo j ∈ J del que deriva, y la ma´quina k ∈ K sobre la cual sera´ progra-
mada. Despue´s se llama al Algoritmo 3 para determinar las fechas de inicio
y terminacio´n de la operacio´n Os, a trave´s del conocimiento de (i) la fecha
de terminacio´n de la operacio´n anterior del mismo sublote s, tfOs−1s, y de
(ii) la fecha de liberacio´n de la ma´quina k, tdk. Adema´s, el algoritmo detecta
posibles tiempos muertos en los que es posible colocar la operacio´n Os, ga-
rantizando as´ı la generacio´n de un programa activo.
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Algoritmo 2: Decodificacio´n
1 J := Conjunto de trabajos.
2 S:= Conjunto de sublotes.
3 K:= Conjunto de ma´quinas.
4 Os:= Siguiente operacio´n a programar para el sublote s.
5 k:= Ma´quina seleccionada para procesar Os.
6 tdk:= Fecha de disponibilidad de la ma´quina k, i.e. fecha de
terminacio´n de la operacio´n programada en u´ltima posicio´n en la
ma´quina k.
7 tpOs,s,k:= tiempo de procesamiento de la operacio´n Os del sublote s en
la ma´quina k.
8 Para s := 1 hasta |S| hacer
9 Os = 1
10 fin
11 Para k := 1 hasta |K| hacer
12 tdk = 0
13 fin
14 Para l := 1 hasta |SO| hacer
15 Leer en la posicio´n l de SO el ı´ndice s del siguiente sublote a
programar, identificar el trabajo j ∈ J asociado.
16 Asignar el sublote s a la ma´quina k le´ıda en la posicio´n Ol de la
seccio´n s de la cadena MS.
17 Leer en la posicio´n s de la cadena PS el taman˜o del sublote s,
para determinar el tiempo de procesamiento de la operacio´n Os en
la ma´quina k, tpOs,s,k.
18 Establecer tiempos de inicio y fin del sublote s (Ver algoritmo 3).
19 Os = Os + 1
20 fin
21 Termina algoritmo
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Algoritmo 3: Tiempos de inicio y fin
1 Os:= operacio´n a programar del sublote s.
2 k:= Ma´quina seleccionada para procesar Os.
3 tdk:= Fecha de disponibilidad de la ma´quina k.
4 tiOs,s:= tiempo de inicio de la Os-e´sima operacio´n del sublote s.
5 tfOs,s:= tiempo de terminacio´n de la Os-e´sima operacio´n del sublote s.
6 tpOs,s,k:= tiempo de procesamiento de la operacio´n Os del sublote s en
la ma´quina k.
7 si tdk = 0 & Os = 1 \\ la ma´quina k au´n no tiene ninguna operacio´n
8 \\ programada y la operacio´n Os es la primera
9 \\ a programar del sublote s
10 entonces
11 tiOs,s = 0
12 fin
13 en otro caso
14 si tdk = 0 entonces
15 tiOs,s = tfOs−1,s
16 fin
17 en otro caso
18 si tdk > tfOs−1,s entonces
19 si existen tiempos muertos despue´s de tfOs−1,s en la
ma´quina s entonces
20 si Os puede ser procesada en alguno de los tiempos
muertos entonces
21 Programar Os en la fecha ma´s temprana posible en
los tiempos muertos que tiene la ma´quina k
22 fin
23 en otro caso
24 tiOs,s = tdk
25 fin
26 fin
27 en otro caso
28 tiOs,s = tdk
29 fin
30 fin
31 en otro caso




36 tfOs,s = tiOs,s + tpOs,s,k
37 tdk = tfOs,s
38 Termina algoritmo
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4.3. Vecindades
Para promover una adecuada exploracio´n del espacio de soluciones, se
propone el uso de tres vecindades. La primera es semejante a la propuesto
por Zhang et al. [22], para mover la secuencia de operaciones. La segunda
vecindad servira´ para cambiar la asignacio´n de las ma´quinas. Finalmente, la
u´ltima vecindad permitira´ modificar el taman˜o de los sublotes.
4.3.1. Vecindad SO, secuencia de operaciones
La vecindad propuesta en [22] se muestra en la Figura 4.5. Para la apli-
cacio´n de esta vecindad es necesario determinar primero la ruta critica y los
bloques cr´ıticos que la componen. La vecindad esta´ formado por todas las
soluciones que se pueden generar mediante el cambio de las operaciones ex-
tremas dentro de un bloque cr´ıtico. Por lo tanto, se toma la operacio´n inicial
(final) y se coloca dentro del bloque cr´ıtico, recorriendo las dema´s operacio-
nes. Este procedimiento esta´ plasmado en Algoritmo 4.
Figura 4.5: Vecindad de secuencias
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Algoritmo 4: Vecindad SO
1 Sa := Solucio´n actual.
2 R := Ruta cr´ıtica de Sa.
3 b := Nu´mero de bloques cr´ıticos en R.
4 li := Nu´mero de operaciones en el i -e´simo bloque.
5 Para i := 1 a b hacer
6 si li > 1 entonces
7 si li = 2 entonces
8 Hacer una copia de Sa.
9 Intercambiar las operaciones dentro del bloque i.
10 Guardar la solucio´n candidata como vecino.
11 fin
12 en otro caso
13 Para j := 1 hasta li − 2 hacer
14 Copia de Sa.
15 Insertar la operacio´n inicial entre las operaciones j + 1 y
j + 2 del bloque i.
16 Guardar la solucio´n candidata como vecino.
17 fin
18 Para J :=li − 2 hasta 1 hacer
19 Copia de Sa.
20 Insertar la operacio´n final entre las operaciones j y j + 1
del bloque i.






58 CAPI´TULO 4. BU´SQUEDA TABU´
4.3.2. Vecindad AM, asignacio´n de ma´quinas
Esta vecindad consiste en seleccionar las operaciones cr´ıticas cuya es-
tacio´n de trabajo tiene ma´s de una ma´quina. Los vecinos sera´n generados
probando cada una de estas operaciones en cada posible ma´quina de sus
estaciones de trabajo. Este procedimiento esta´ presentado en el Algoritmo 5.
Algoritmo 5: Vecindad AM
1 Sa := Solucio´n actual.
2 R := Ruta cr´ıtica de Sa.
3 b := Nu´mero de bloques cr´ıticos en R.
4 lp := Nu´mero de operaciones en el p-e´simo bloque.
5 Kij:= Conjunto de ma´quinas capaces de procesar la operacio´n Oij.
6 k := Ma´quina de procesamiento actual.
7 Para p := 1 hasta b hacer
8 Para q :=1 hasta lp hacer
9 si |Kij| > 1 entonces
10 Seleccionar la operacio´n siguiente q del bloque p, llamada
Oij.
11 Identificar Kij.
12 Eliminar k de Kij.
13 Para l:=1 hasta |Kij| − l hacer
14 Copia de Sa.
15 Seleccionar una ma´quina k′ de Kij y asignarla al
procesamiento de Oij.
16 Eliminar k′ de Kij.







4.3.3. Vecindad DL, divisio´n de lotes
El cambio de taman˜o se aplica a cada sublote s ∈ Sj de cada trabajo j ∈
J . Consiste en reducir el taman˜o del sublote considerado en cierta cantidad Ej
y transferirla a otro sublote del mismo trabajo j. Esta cantidad, estimada en
nu´mero de piezas o partes, se calcula como un porcentaje α del taman˜o total
de piezas dentro de la demanda del trabajo correspondiente. Cabe mencionar
que se probo´ con valores de α variando entre 1 % y 20 %, incluso mediante
estrategias dina´micas (α disminuyendo linealmente en el transcurso de la
bu´squeda), sin notar mucha sensibilidad en el desempen˜o del algoritmo. Por
lo tanto, se utilizo´ arbitrariamente un valor de 5 %.
As´ı, cada vecino es generado sustrayendo la cantidad α de piezas dedu-
cidas al sublote considerado y suma´ndola a otro sublote del mismo trabajo,
generando todas las combinaciones posibles. No´tese que existe el caso parti-
cular cuando el taman˜o de algu´n sublote es menor que algu´n l´ımite inferior,
entonces se fija igual a 0 y el sublote “receptor” absorbe el excedente.
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Algoritmo 6: Vecindad DL
1 Sa := Solucio´n actual.
2 J := Conjunto de trabajos.
3 MaxSj: Ma´ximo de sublotes del j−e´simo trabajo.
4 Ej := Cantidad de piezas a mover del trabajo j.
5 Us,j := taman˜o a procesar del sublote s derivado del trabajo j.
6 Para j := 1 hasta |J | hacer
7 si MaxSj > 1 entonces
8 Para i :=1 hasta MaxSj − 1 hacer
9 Para k := i+1 a MaxSj hacer
10 Copia de Sa.
11 Ui,j = Ui,j − Ej
12 Uk,j = Uk,j + Ej
13 Guardar la solucio´n candidata como vecino.
14 fin
15 fin
16 Para i := MaxSj hasta 2 hacer
17 Para k := MaxSj − 1 hasta 1 hacer
18 Copia de Sa.
19 Ui,j = Ui,j − Ej
20 Uk,j = Uk,j + Ej








Se muestran los experimentos computacionales realizados sobre el modelo
matema´tico para el FJSSP-LS generado en el cap´ıtulo 3. Estos experimentos
tienen dos objetivos, el primero consiste en determinar la relevancia del mo-
delo propuesto, evaluada en te´rminos de los beneficios que permite alcanzar
con respecto de otras configuraciones ya reportadas en la literatura. Parti-
cularmente, se compara la amplitud del proceso obtenida para el FJSSP-LS
con la del FJSSP sin divisio´n de lotes.
Por otro lado, la evaluacio´n de los resultados obtenidos con el modelo pro-
puesto deben ser una garant´ıa de la eficacia y eficiencia. En otras palabras, es
preciso evaluar el desempen˜o de la te´cnica de optimizacio´n desarrollada en el
marco de este proyecto, i.e. el algoritmo basado en TS descrito en el cap´ıtulo
4. Para ello, todas las instancias creadas en este trabajo se resolvieron con un
solver comercial de Programacio´n Matema´tica, Gurobi [88], que demostro´ un
excelente desempen˜o para resolver una amplia gama de problemas de progra-
macio´n entera mixta. La meta de esta estrategia es permitir una comparacio´n
de las soluciones obtenidas con TS con los o´ptimos (o las mejores soluciones
factibles) identificados por Gurobi, aunque, como se vera´ a continuacio´n, esto
so´lo sera´ posible para las instancias ma´s sencillas.
As´ı pues, este cap´ıtulo presenta una serie de experimentos que, en un
primer tiempo, buscan validar el comportamiento de Gurobi sobre modelos
ma´s sencillos (JSSP y FJSSP, experimentos 1 y 2). En el experimento 2, tam-
bie´n se aplica la heur´ıstica de TS, para evaluar su desempen˜o y compararlo
con soluciones de Gurobi y del estado del arte. El experimento 3 consiste en
aplicar Gurobi sobre una versio´n simplificada del FJSSP-LS, con la meta de
evidenciar tanto los beneficios de la pol´ıtica de divisio´n de lotes como la efi-
cacia comparada de la te´cnica de optimizacio´n. Finalmente, los experimentos
computacionales definitivos, realizados con Gurobi y TS sobre las instancias
de FJSSP-LS definidas en la seccio´n 3.1, se describen en los experimentos
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4, 5 y 6. Antes que nada, sin embargo, se empieza definiendo los aspectos
pra´cticos de la implementacio´n de los dos me´todos de optimizacio´n utilizados
en este trabajo.
5.1. Metodolog´ıa experimental
Gurobi es un motor de optimizacio´n computacional, el cual es capaz de
considerar automa´ticamente millones de posibles soluciones y resolver mode-
los matema´ticos que cuentan con un gran nu´mero de variables y restricciones.
Es un software comercial que fue disen˜ado para aprovechar las arquitecturas
modernas y procesadores multi-nu´cleo. La implementacio´n de un modelo en
Gurobi se realiza de manera sencilla gracias a un lenguaje de representacio´n
amigable. Los modelos generados en el marco de este proyecto fueron crea-
dos a trave´s de python en un archivo .lp y posteriormente fueron llamados
de manera individual desde Gurobi a trave´s de la ventana de comandos de
Windows. Para cada instancia, se limito´ la duracio´n de las ejecuciones a un
valor ma´ximo de una hora.
En cuanto a TS, dado que esta te´cnica de optimizacio´n es estoca´stica,
es necesario realizar varias ejecuciones por instancia para poder estudiar la
robustez del algoritmo propuesto. En este estudio, se efectuaron 10 corridas
por instancia. Adema´s, la longitud de cada lista tabu´ (una por vecindad) se
fijo´ de forma separada de las otras. Usando una estrategia de fuerza bruta, se
determino´ que los valores ma´s adecuados eran de 13 para el taman˜o de lista
tabu´ asociada a la vecindad SO, 17 para el taman˜o de lista tabu´ asociada
a la vecindad AM y 17 para el taman˜o de lista tabu´ asociada a la vecindad
DL. Finalmente, TS utiliza dos criterios de paro. En primer lugar, se limita
el tiempo de ejecucio´n a una hora. Adema´s, se estima que se obtiene conver-
gencia cuando se realizan 10,000 (resp. 30,000) iteraciones consecutivas sin
mejora para las instancias LA01-20 (resp. LA21-40).
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5.2. Experimento 1: JSSP
Las primeras pruebas se realizaron con el banco de 40 instancias de Law-
rence (LA), estas instancias son del tipo JSSP. El modelo utilizado es el
mismo que el presentado para el FJSSP-LS, al cual se le quitaron los aspec-
tos relacionados con flexibilidad y divisio´n de lotes, o sea que se reduce al
modelo presentado en el Ape´ndice A de Manne [4]. Los resultados obtenidos
por Gurobi se muestran en la Tabla 5.1. En la primera columna, se indica el
nombre de la instancia, la segunda columna contiene el valor de la amplitud
de proceso o´ptima encontrada por Gurobi, o bien la mejor solucio´n factible
(cota superior sobre el a´rbol de bu´squeda) en caso de que se haya obtenido
convergencia en una corrida de una hora. La cota inferior correspondiente se
reporta en la tercera columna (si es igual a la cota superior, entonces la so-
lucio´n encontrada por Gurobi es o´ptima). Finalmente, en la cuarta columna,
se incluye el tiempo de ejecucio´n empleado por Gurobi.
Una primera observacio´n es que Gurobi logra determinar la solucio´n o´pti-
ma para las instancias LA01-05, LA16-20 y LA24-25 (12 instancias de las 40),
en un tiempo menor a una hora. Se puede notar que, para las dema´s instan-
cias, el tiempo de co´mputo alcanza los 3,600 segundos y so´lo se identifica una
cota superior. Se puede notar que, en la mayor´ıa de estos casos en los que
no se alcanzo´ la garant´ıa de optimalidad, la cota inferior queda muy lejos
de la mejor solucio´n factible encontrada, lo que no da una informacio´n muy
relevante sobre la distancia al o´ptimo. Por ello, se comparan las soluciones
de Gurobi con los resultados reportados en otras fuentes.
Este ana´lisis se presenta en la tabla 5.2 donde los resultados de TS se
comparan con los obtenidos con TS/PR [27], te´cnicas de bu´squeda de equili-
brio global (GES) en [89], TS en [22], TS/SA en [82], HGA en [25], BRKGA
en [26]. La primera columna indica el nombre de la instancia, la segunda
contiene el mejor valor reportado en la literatura, de la columna 3 a la 6
incluye el costo reportado por los me´todos antes citados. Finalmente, en la
u´ltima columna, se incluye el valor encontrado por Gurobi. Excluyendo las
12 instancias (LA01-05, LA16-20 y LA24-25) en las que Gurobi encuentra el
o´ptimo, en otras 17 instancias (LA06-15, LA22-23, LA30-LA33 y LA36) es
capaz de encontrar la mejor solucio´n reportada en la literatura, aunque no
da una garant´ıa de optimalidad. En cuanto a las 11 u´ltimas instancias (en
las que Gurobi no encuentra la mejor solucio´n conocida), Gurobi queda en
promedio a 2.20 % del mejor resultado reportado (la distancia relativa var´ıa
entre 0.28 % y 8.16 %), lo que parece muy razonable, aunque demuestra que
un me´todo exacto, para varias instancias, se ve superado por la complejidad
del problema JSSP esta´ndar.
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Cota inferior Tiempo (s)
LA01 666∗ 666 2.14
LA02 655∗ 655 5.13
LA03 597∗ 597 3.64
LA04 590∗ 590 0.83
LA05 593∗ 593 29.48
LA06 926 613 3600.05
LA07 890 627 3600.05
LA08 863 629 3600.03
LA09 951 696 3600.05
LA10 958 690 3600.03
LA11 1222 620 3600.12
LA12 1,039 559 3600.03
LA13 1,150 571 3600.12
LA14 1,292 575 3600.11
LA15 1207 568 3600.03
LA16 945∗ 945 8.42
LA17 784∗ 784 2.33
LA18 848∗ 848 0.91
LA19 842∗ 842 2.81
LA20 902∗ 902 2.13
LA21 1071 886 3600.06
LA22 927 852 3600.03
LA23 1032 775 3600.05
LA24 935∗ 935 1647.57
LA25 977∗ 977 1246.76
LA26 1,242 870 3600.08
LA27 1,288 819 3600.11
LA28 1,244 848 3600.09
LA29 1,246 855 3600.06
LA30 1,355 864 3600.16
LA31 1,784 825 3600.06
LA32 1,850 870 3600.05
LA33 1,719 791 3600.08
LA34 1,735 751 3600.12
LA35 1,900 795 3600.05
LA36 1,268 1,233 3600.02
LA37 1,401 1,215 3600.03
LA38 1,207 1,085 3600.03
LA39 1,251 1,139 3600.03
LA40 1,234 1,091 3600.08
Tabla 5.1: Resultados obtenidos por Gurobi sobre las instancias LA
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Instancia Best TS/PR BRKGA GES TS/SA TS HGA Gurobi
LA01 666 666 666 666 – – 666 666
LA02 655 655 655 655 – – 655 655
LA03 597 597 597 597 – – 597 597
LA04 590 590 590 590 – – 590 590
LA05 593 593 593 593 – – 593 593
LA06 926 926 926 926 – – 926 926
LA07 890 890 890 890 – – 890 890
LA08 863 863 863 863 – – 863 863
LA09 951 951 951 951 – – 951 951
LA10 958 958 958 958 – – 958 958
LA11 1222 1222 1222 1222 – – 1222 1222
LA12 1039 1039 1039 1039 – – 1039 1039
LA13 1150 1150 1150 1150 – – 1150 1150
LA14 1292 1292 1292 1292 – – 1292 1292
LA15 1207 1207 1207 1207 – – 1207 1207
LA16 945 945 945 945 – – 945 945
LA17 784 784 784 784 – – 784 784
LA18 848 848 848 848 – – 848 848
LA19 842 842 842 842 842 842 844 842
LA20 902 902 902 902 – – 907 902
LA21 1046 1046 1046 1046 1046 1046 1046 1071
LA22 927 927 927 927 – – 935 927
LA23 1032 1032 1032 1032 – – 1032 1032
LA24 935 935 935 935 935 935 953 935
LA25 977 977 977 977 977 977 981 977
LA26 1218 1218 1218 1218 – – 1218 1242
LA27 1235 1235 1235 1235 1235 1235 1236 1288
LA28 1216 1216 1216 1216 – – 1216 1244
LA29 1152 1153 1153 1152 1153 1156 1160 1246
LA30 1355 1355 1355 1355 – – 1355 1355
LA31 1784 1784 1784 1784 – – 1784 1784
LA32 1850 1850 1850 1850 – – 1850 1850
LA33 1719 1719 1719 1719 – – 1719 1719
LA34 1721 1721 1721 1721 – – 1721 1735
LA35 1888 1888 1888 1888 – – 1888 1900
LA36 1268 1268 1268 1268 1268 1268 1287 1268
LA37 1397 1397 1397 1397 1397 1397 1407 1401
LA38 1196 1196 1196 1196 1196 1196 1196 1207
LA39 1233 1233 1233 1233 1233 1233 1233 1251
LA40 1222 1222 1222 1222 1224 1224 1229 1234
Tabla 5.2: Comparacio´n de resultados de instancias LA en JSSP
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5.3. Experimento 2: FJSSP
Aunque tanto el algoritmo TS desarrollado en este trabajo como la im-
plementacio´n del modelo en Gurobi representan propuestas para resolver el
FJSSP-LS, se considero´ que se pod´ıa evaluar su desempen˜o al emplearlos
para generar soluciones en las instancias de Hurink [1]. Se debe destacar que
estas instancias fueron adaptadas del JSSP para el FJSSP, empleando tres
estrategias, que consisten en aumentar cada vez ma´s el nu´mero de ma´quinas
que pueden procesar una operacio´n. De esta forma, se construyen los con-
juntos de instancias edata (en promedio 1.2 ma´quinas por operacio´n, baja
flexibilidad), rdata (en promedio 2 ma´quinas por operacio´n, flexibilidad me-
diana) y vdata (en promedio 4 ma´quinas por operacio´n, alta flexibilidad).
Los resultados obtenidos son comparados contra los de TSN1 y TSN2 de
Hurink et al. [1], IATS de Dauze`re-Pe´re`s y Lasserre [76], TS de Mastrolilli y
Gambardella [71], HA de Li y Gao [90]. Por u´ltimo, es importante mencionar
que para estas instancias, el algoritmo fue modificado para que no aplicara
divisio´n de lotes.
Los resultados obtenidos por Gurobi en las instancias del banco edata
son mostrados en la Tabla 5.3, que incluye el nombre de la instancia, la
mejor solucio´n factible (cota superior) encontrada, la cota inferior producida
por Gurobi y el tiempo de ejecucio´n. En 15 de las 40 instancias, Gurobi
garantiza la optimalidad de la solucio´n reportada en el tiempo establecido.
Para las dema´s instancias, la diferencia con la cota inferior es muy variable,
dando pocas indicaciones sobre la calidad de la cota superior identificada.
En la Tabla 5.4, se muestran los resultados reportados para distintas
te´cnicas heur´ısticas sobre estas instancias. Las u´ltimas dos columnas inclu-
yen los resultados obtenidos por Gurobi y la implementacio´n de TS propuesta
para esta tesis. En el caso de TS, el valor indicado es el de la mejor solucio´n
obtenida de las 10 ejecuciones realizadas. Se observa que Gurobi fue capaz
de encontrar el o´ptimo en 24 de las 40 instancias probadas. Por otro lado,
TS encuentra el o´ptimo, o la mejor solucio´n reportada, en 19 instancias y en
el peor de los casos se queda a 2.36 % de la mejor solucio´n conocida, como
ocurre en LA29. Estos resultados muestran la eficiencia de TS para alcanzar
soluciones de buena calidad en este banco de instancias.
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Instancia edata cota tiempo(s)
LA01 609∗ 609 7.78
LA02 655∗ 655 8.53
LA03 550∗ 550 6.5
LA04 568∗ 568 3.28
LA05 503∗ 503 4.89
LA06 833 600 3600.06
LA07 762 558 3600.08
LA08 845 614 3600.06
LA09 878 695 3600.03
LA10 866 866 3012.95
LA11 1,107 589 3600.1
LA12 960 473 3600.06
LA13 1,053 577 3600.06
LA14 1,123 571 3600.11
LA15 1,111 571 3600.03
LA16 892∗ 892 1.67
LA17 707∗ 707 1.09
LA18 842∗ 842 5.34
LA19 796∗ 796 4.55
LA20 857∗ 857 1.75
LA21 1027 875 3600.02
LA22 880∗ 880 940.49
LA23 957 808 3600.06
LA24 909 862 3600.05
LA25 936∗ 936 883.34
LA26 1,172 821 3600.14
LA27 1,253 828 3600.08
LA28 1,206 816 3600.09
LA29 1,196 804 3600.11
LA30 1,262 879 3600.12
LA31 1,674 784 3600.03
LA32 1,818 889 3600.09
LA33 1,701 762 3600.11
LA34 1,694 735 3600.12
LA35 1,831 793 3600.11
LA36 1,160∗ 1,160 793.9
LA37 1,397 1,182 3600.05
LA38 1,149 1,050 3600.06
LA39 1,184∗ 1,184 655.97
LA40 1,173 1,042 3600.19
Tabla 5.3: Resultados presentados por Gurobi sobre las instancias edata en
el FJSSP
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Instancia TSN1 TSN2 IATS TS HA Gurobi TS
LA01 611 618 609 609 609 609 609
LA02 655 656 655 655 655 655 655
LA03 573 566 554 550 550 550 563
LA04 578 578 568 568 568 568 568
LA05 503 503 503 503 503 503 503
LA06 833 833 833 833 833 833 833
LA07 765 778 765 762 762 762 768
LA08 845 845 845 845 845 845 845
LA09 878 878 878 878 878 878 878
LA10 866 866 866 866 866 866 866
LA11 1106 1106 1103 1103 1103 1107 1106
LA12 960 960 960 960 960 960 960
LA13 1053 1053 1053 1053 1053 1053 1053
LA14 1151 1123 1123 1123 1123 1123 1123
LA15 1111 1121 1111 1111 1111 1111 1111
LA16 924 961 915 892 892 892 892
LA17 757 757 707 707 707 707 708
LA18 864 864 843 842 842 842 843
LA19 850 813 796 796 796 796 796
LA20 919 919 864 857 857 857 857
LA21 1066 1085 1046 1017 1014 1027 1032
LA22 919 905 890 882 880 880 885
LA23 980 980 953 950 950 957 961
LA24 952 952 918 909 909 909 918
LA25 970 969 955 941 941 936 946
LA26 1169 1149 1138 1125 1123 1172 1146
LA27 1230 1236 1215 1186 1184 1253 1201
LA28 1204 1197 1169 1149 1147 1206 1156
LA29 1210 1205 1157 1118 1115 1196 1141
LA30 1253 1286 1225 1204 1204 1262 1228
LA31 1596 1593 1556 1539 1541 1674 1553
LA32 1769 1757 1698 1698 1698 1818 1698
LA33 1575 1575 1547 1547 1547 1701 1547
LA34 1627 1636 1623 1599 1599 1694 1619
LA35 1736 1736 1736 1736 1736 1831 1736
LA36 1247 1235 1171 1162 1160 1160 1169
LA37 1453 1456 1418 1397 1397 1397 1397
LA38 1185 1185 1172 1144 1143 1149 1146
LA39 1226 1226 1207 1184 1184 1184 1194
LA40 1214 1236 1150 1150 1146 1173 1158
Tabla 5.4: Resultados presentados por diferentes te´cnicas sobre las instancias
edata
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Los resultados obtenidos por Gurobi en las instancias del banco rdata son
mostrados en la Tabla 5.5, que incluye el nombre de la instancia, la mejor
solucio´n factible (cota superior) encontrada, la cota inferior producida por
Gurobi y el tiempo de ejecucio´n. Se debe destacar, que estas instancias son
ma´s dif´ıciles que las incluidas en el banco edata, ya que aumenta el nu´mero
de ma´quinas capaces de procesar algunas de las operaciones. En parte, esta
dificultad se ve reflejada en el deterioro del desempen˜o de Gurobi, que solo
en 5 de las 40 instancias garantiza la optimalidad de la solucio´n reportada
en el tiempo establecido, LA16 a LA20.
En la Tabla 5.6, se muestran los resultados reportados para distintas
te´cnicas heur´ısticas sobre estas instancias. Las u´ltimas dos columnas incluyen
los resultados obtenidos por Gurobi y la implementacio´n de TS propuesta
para esta tesis. En esta tabla destaca el resultado obtenido por Gurobi en la
instancia LA02, ya que alcanza el mejor valor reportado en la literatura, sin
dar garant´ıa de optimalidad. Para el resto de las instancias, la eficiencia de
Gurobi empeora conforme aumenta el nu´mero de trabajos considerados en las
instancias. De hecho, las soluciones de peor calidad, en comparacio´n con las
reportadas por otros algoritmos, se encuentran de la instancia LA26 a LA35,
que presentan el mayor nu´mero de trabajos en este banco de instancias.
En el caso de TS, el valor indicado es el de la mejor solucio´n obtenida
de las 10 ejecuciones realizadas. Se observa que TS encuentra el o´ptimo so´lo
en la instancia LA17. Sin embargo, las soluciones obtenidas siguen estando
cerca de la mejor amplitud de proceso reportada. En el peor de los casos TS
se queda a 7.64 % de la mejor solucio´n conocida, como ocurre en LA37. Estos
resultados muestran un deterioro en el desempen˜o de la eficiencia de TS, que
se puede atribuir a la dificultad de las instancias. Sin embargo, el algoritmo
continu´a generando soluciones de buena calidad cercanas a los mejores costos
conocidos.
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Instancia rdata cota gap % tiempo
LA01 572 453 3600.06
LA02 530 473 3600.01
LA03 478 378 3600.08
LA04 503 403 3600.06
LA05 458 380 3600.03
LA06 801 413 3600.11
LA07 755 411 3600.11
LA08 767 389 3600.16
LA09 858 467 3600.23
LA10 805 443 3600.06
LA11 1087 516 3600.14
LA12 947 433 3600.12
LA13 1045 447 3600.14
LA14 1076 443 3600.06
LA15 1097 514 3600.08
LA16 717 717 56.98
LA17 646 646 7.22
LA18 666 666 26.06
LA19 700 700 113.89
LA20 756 756 14.08
LA21 879 717 3600.06
LA22 804 673 3600.05
LA23 899 663 3600.11
LA24 854 704 3600.14
LA25 827 736 3600.03
LA26 1169 717 3600.31
LA27 1202 686 3600.11
LA28 1176 756 3600.97
LA29 1108 723 3600.16
LA30 1255 799 3600.06
LA31 1951 737 3601.12
LA32 1946 779 3600.19
LA33 1657 723 3600.34
LA34 1820 702 3600.14
LA35 1918 733 3600.51
LA36 1044 1016 3600.03
LA37 1167 1020 3600.16
LA38 977 952 3600.05
LA39 1070 985 3600.05
LA40 995 955 3600.03
Tabla 5.5: Resultados presentados por Gurobi sobre las instancias rdata
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Instancia TSN1 TSN2 IATS TS PBM2h PBS2h HA Gurobi TS
LA01 577 577 574 571 572 574 570 572 575
LA02 535 535 532 530 530 532 530 530 537
LA03 481 486 479 478 478 482 477 478 484
LA04 509 506 504 502 502 509 502 503 509
LA05 460 458 458 457 458 462 457 458 459
LA06 801 803 800 799 799 801 799 801 801
LA07 752 752 750 750 750 751 749 755 753
LA08 767 768 767 765 765 767 765 767 767
LA09 859 857 854 853 853 856 853 858 857
LA10 806 805 805 804 805 807 804 805 808
LA11 1073 1073 1072 1071 1071 1072 1071 1087 1073
LA12 937 937 936 936 936 937 936 947 937
LA13 1039 1039 1038 1038 1038 1039 1038 1045 1039
LA14 1071 1071 1070 1070 1070 1071 1070 1076 1071
LA15 1093 1093 1090 1090 1090 1090 1090 1097 1091
LA16 717 717 717 717 N/A N/A 717 717 742
LA17 646 646 646 646 N/A N/A 646 646 646
LA18 674 673 669 666 N/A N/A 666 666 687
LA19 725 709 703 700 N/A N/A 700 700 736
LA20 756 756 756 756 N/A N/A 756 756 758
LA21 861 861 846 835 N/A N/A 835 879 897
LA22 790 795 772 760 N/A N/A 760 804 818
LA23 884 887 853 842 N/A N/A 840 899 893
LA24 825 830 820 808 N/A N/A 806 854 860
LA25 823 821 802 791 N/A N/A 789 827 840
LA26 1086 1087 1070 1061 N/A N/A 1061 1169 1097
LA27 1109 1115 1100 1091 N/A N/A 1089 1202 1134
LA28 1097 1090 1085 1080 N/A N/A 1079 1176 1113
LA29 1016 1017 1004 998 N/A N/A 997 1108 1030
LA30 1105 1108 1089 1078 N/A N/A 1078 1255 1118
LA31 1532 1533 1528 1521 N/A N/A 1521 1951 1539
LA32 1668 1668 1660 1659 N/A N/A 1659 1946 1676
LA33 1511 1507 1501 1499 N/A N/A 1499 1657 1517
LA34 1542 1543 1539 1536 N/A N/A 1536 1820 1548
LA35 1559 1559 1555 1550 N/A N/A 1550 1918 1570
LA36 1054 1071 1030 1030 N/A N/A 1028 1044 1098
LA37 1122 1132 1082 1077 N/A N/A 1074 1167 1156
LA38 1004 1001 989 962 N/A N/A 960 977 1029
LA39 1041 1068 1024 1024 N/A N/A 1024 1070 1080
LA40 1009 1009 980 970 N/A N/A 970 995 1039
Tabla 5.6: Comparativa de resultados obtenidos por Gurobi y TS sobre las
instancias rdata en el FJSSP
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Por u´ltimo, se presentan las tablas con los resultados obtenidos por Gu-
robi en las instancias del banco vdata. En la Tabla 5.8, se incluye el nombre
de la instancia, la mejor solucio´n factible (cota superior) encontrada, la cota
inferior producida por Gurobi y el tiempo de ejecucio´n. Se debe destacar,
que estas instancias son las ma´s dif´ıciles que las incluyen en esta serie de
experimentos, debido a que se aumenta el nu´mero de ma´quinas capaces de
procesar algunas de las operaciones. De hecho, todas las operaciones puede
ser procesadas en ma´s de una ma´quina. Al igual que en el banco de instan-
cias anterior, Gurobi so´lo garantiza optimalidad en 5 de las 40 instancias, de
LA16 a LA20.
En la Tabla 5.8, se muestran los resultados reportados para distintas
te´cnicas heur´ısticas sobre estas instancias. Las u´ltimas dos columnas incluyen
los resultados obtenidos por Gurobi y la implementacio´n de TS propuesta
para esta tesis. Nuevamente destaca el resultado obtenido por Gurobi en la
instancia LA04, ya que alcanza el mejor valor reportado en la literatura, sin
dar garant´ıa de optimalidad. Para el resto de las instancias, la eficiencia de
Gurobi empeora conforme aumenta el nu´mero de trabajos considerados en las
instancias. Se puede observar que de la instancia LA01 a LA20 Gurobi genera
soluciones de buena calidad, incluso o´ptimas. Sin embargo, su desempen˜o se
ve dra´sticamente afectado en las instancias ma´s complicadas, como son de
LA26 a LA40.
En el caso de TS, el valor indicado es el de la mejor solucio´n obtenida
de las 10 ejecuciones realizadas. Se observa que TS encuentra el o´ptimo en 4
instancias. Adema´s, las soluciones obtenidas siguen estando cerca de la mejor
amplitud de proceso reportada. En el peor de los casos TS se queda a 7.38 %
de la mejor solucio´n conocida. Ma´s au´n, se debe destacar que TS obtiene me-
jores soluciones que Gurobi en 32 instancias. De esta forma, se comprueba
que el algoritmo mantiene un buen desempen˜o incluso en las instancias ma´s
dif´ıciles como son de LA31 a LA35.
5.3. EXPERIMENTO 2: FJSSP 73
Instancia vdata cota gap % tiempo
LA01 572 413 27.80 3600.11
LA02 531 394 25.80 3600.08
LA03 478 349 26.99 3600.05
LA04 502 377 24.90 3600.06
LA05 459 380 17.21 3600.03
LA06 803 441 45.08 3600.05
LA07 755 376 50.20 3600.12
LA08 771 369 52.14 3600.05
LA09 855 382 55.32 3600.14
LA10 807 45.11 3600.12
LA11 1,081 413 61.79 3600.14
LA12 945 408 56.83 3600.22
LA13 1,045 382 63.45 3600.25
LA14 1,081 443 59.02 3600.17
LA15 1,105 378 65.79 3600.12
LA16 717 717 - 116.02
LA17 646 646 - 61.36
LA18 663 663 - 104.49
LA19 617 617 - 452.07
LA20 756 756 - 116.05
LA21 885 717 18.98 3600.22
LA22 800 619 22.63 3600.17
LA23 915 640 30.05 3600.17
LA24 858 704 17.95 3600.27
LA25 816 723 11.40 3600.16
LA26 1,240 717 42.18 3600.24
LA27 1,407 686 51.24 3600.13
LA28 1,288 756 41.30 3600.11
LA29 1,183 723 38.88 3600.13
LA30 1,351 726 46.26 3600.17
LA31 4,213 717 82.98 3600.06
LA32 4,336 756 82.56 3600.06
LA33 4,697 723 84.61 3600.05
LA34 4,071 656 83.89 3600.06
LA35 4,233 647 84.72 3600.06
LA36 1,152 948 17.71 3600.27
LA37 1,515 986 34.92 3607.46
LA38 1,218 943 22.58 3600.11
LA39 1,322 923 30.26 3600.08
LA40 1,235 955 22.67 3600.2
Tabla 5.7: Resultados presentados por Gurobi sobre las instancias vdata
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Instancia TSN1 TSN2 IATS TS HA Gurobi TS
LA01 573 575 572 570 570 572 573
LA02 531 530 529 529 529 531 535
LA03 482 481 479 477 477 478 482
LA04 504 503 503 502 502 502 508
LA05 464 461 460 457 457 459 465
LA06 802 799 800 799 799 803 802
LA07 751 752 750 749 749 755 753
LA08 766 766 766 765 765 771 768
LA09 854 854 853 853 853 855 855
LA10 805 805 805 804 804 807 806
LA11 1073 1073 1071 1071 1071 1081 1073
LA12 940 940 936 936 936 945 937
LA13 1040 1041 1038 1038 1038 1045 1040
LA14 1071 1080 1070 1070 1070 1081 1071
LA15 1091 1091 1089 1089 1089 1105 1091
LA16 717 717 717 717 717 717 717
LA17 646 646 646 646 646 646 646
LA18 663 663 663 663 663 663 663
LA19 617 617 617 617 617 617 660
LA20 756 756 756 756 756 756 756
LA21 826 825 814 806 804 885 859
LA22 745 744 744 739 738 800 786
LA23 826 829 818 815 813 915 869
LA24 796 796 784 777 777 858 823
LA25 770 769 757 756 754 816 801
LA26 1058 1058 1056 1054 1053 1240 1073
LA27 1088 1088 1087 1085 1085 1407 1109
LA28 1073 1073 1072 1070 1070 1288 1095
LA29 995 996 997 994 994 1183 1018
LA30 1071 1070 1071 1069 1069 1351 1092
LA31 1521 1521 1521 1520 1520 4213 1527
LA32 1658 1659 1659 1658 1658 4336 1671
LA33 1498 1499 1498 1497 1497 4697 1506
LA34 1536 1538 1537 1535 1535 4071 1546
LA35 1553 1551 1551 1549 1549 4233 1561
LA36 948 948 948 948 948 1152 994
LA37 986 986 986 986 986 1515 1052
LA38 943 943 943 943 943 1218 964
LA39 922 922 922 922 922 1322 990
LA40 955 955 955 955 955 1235 978
Tabla 5.8: Comparativa de resultados obtenidos por Gurobi y TS sobre las
instancias vdata en el FJSSP
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5.4. Experimento 3: FJSSP-LS
Los experimentos 1 y 2 fueron disen˜ados para evaluar la eficacia (en te´rmi-
nos de la calidad de las soluciones encontradas) y la eficiencia (en te´rminos
de tiempo de co´mputo) de las dos te´cnicas de optimizacio´n utilizadas en este
estudio. Se efectuaron sobre problemas (JSSP y FJSSP) ma´s sencillos que
el abordado en esta tesis (FJSSP-LS) para poder comparar su desempen˜o
respetivo con los de te´cnicas del estado del arte. Se observo´ que Gurobi, aun-
que identifica soluciones factibles cercanas a las propuestas en la literatura,
no es siempre capaz de garantizar la solucio´n o´ptima. Esta tendencia va au-
mentando conforme crece el taman˜o de las instancia, no so´lo en te´rminos de
nu´mero de trabajos y ma´quinas, sino tambie´n segu´n el grado de flexibilidad
(las instancias vdata, por permitir ma´s ma´quinas por operacio´n, son ma´s
dif´ıciles de resolver que las rdata o edata). Por otro lado, el comportamiento
de TS es robusto ya que sus resultados nunca quedan muy lejos de las mejores
soluciones conocidas.
Es de esperar que un efecto similar se obtenga al considerar el modelo para
FJSSP-LS: aunque introducir la divisio´n de lotes al FJSSP deber´ıa permitir
mejorar el valor de la amplitud del proceso (aprovechando mejor los tiempos
muertos), el crecimiento ocasionado en el taman˜o del espacio de bu´squeda (el
nu´mero de variables binarias aumenta dra´sticamente) hace ma´s complicada
la tarea del me´todo de resolucio´n, siendo ma´s dif´ıcil encontrar soluciones de
calidad. El objetivo de este experimento es aumentar paulatinamente el grado
de dificultad del problema para observar las tendencias sobre las soluciones
obtenidas.
Estas corridas preliminares fueron realizadas utilizando Gurobi, so´lo sobre
una instancia, LA16 en edata, que parecio´ ser sencilla ya que Gurobi identi-
fica la solucio´n o´ptima para todos los grados posibles de flexibilidad (edata,
rdata y vdata). El modelo para FJSSP-LS fue sin embargo modificado, para
permitir un crecimiento gradual de la complejidad del problema, generando
dos versiones del problema simplificado: (i) de los 10 trabajos a programar,
so´lo dos de ellos pueden ser divididos (se probaron todas las combinaciones
posibles) y para cada uno de ellos, un ma´ximo de dos sublotes podra´ ser
formado; (ii) adema´s de las condiciones anteriores, se impone que el taman˜o
de los dos sublotes sea ide´ntico.
Los resultados para las condiciones (i) se presentan en la Tabla 5.9. La
primera columna indica cuales fueron los sublotes modificados (01 02 significa
que el trabajo 1 y 2 tienen un ma´ximo 2 sublotes y los otros trabajos no
pueden ser divididos), la segunda el mejor resultado obtenido por Gurobi,
la tercera muestra la cota inferior producida en los casos que en que no se
garantiza la optimalidad en el tiempo establecido y en la u´ltima columna se
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incluye el tiempo de ejecucio´n de Gurobi. Los resultados incluidos en la tabla
muestran que Gurobi siempre encuentra una solucio´n de mejor calidad que
cuando no hay divisio´n de lotes (el o´ptima para LA16 en edata del FJSSP
es 892). Sin embargo, Gurobi ya no es capaz de garantizar la optimalidad
para todas las instancias, como ocurre en las instancias 02 03, 02 04, 03 06,
03 07, entre otras (15 en total). En estos casos, el crecimiento del espacio de
bu´squeda impidio´ la convergencia en un tiempo razonable, demostrando el
efecto sobre la complejidad inducido por la estrategia de divisio´n de lotes.
Como se vera´ en los experimentos siguientes, Gurobi no es capaz de garantizar
la optimalidad para ninguna instancia del FJSSP-LS, confirmando el efecto
mencionado.
LA16 Mejor resultado Cota tiempo(s) LA16 Mejor resultado Cota tiempo(s)
01 02 852 505 04 05 811 810 86,400
01 03 877 58 04 06 838 4,545
01 04 843 23,476 04 07 830 812 86,400
01 05 817 215 04 08 843 265
01 06 863 127 04 09 833 828 86,400
01 07 866 23,470 04 10 797 741 86,400
01 08 878 116 05 06 826 2,799
01 09 878 240 05 07 816 12,205
01 10 816 2,018 05 08 820 245
02 03 864 850 86,400 05 09 820 819 86,400
02 04 833 827 86,400 05 10 794 773 86,400
02 05 816 430 06 07 866 842 86,400
02 06 847 4,621 06 08 875 51
02 07 851 435 06 09 862 43,149
02 08 861 25 06 10 823 816 86,400
02 09 857 41,162 07 08 875 135
02 10 805 9,011 07 09 866 4,715
03 04 827 329 07 10 820 803 86,400
03 05 804 990 08 09 881 6
03 06 858 846 86,400 08 10 830 575
03 07 860 855 86,400 09 10 814 813 86,400
03 08 880 87
03 09 856 844 86,400
03 10 812
Tabla 5.9: Mejores resultados reportados por Gurobi en la instancia LA16,
modificando dos trabajos en 2 sublotes
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Para las siguientes pruebas se establecio´ una condicio´n ma´s restrictiva,
(ii) los dos sublotes formados, deben ser del mismo taman˜o. Los resultados
obtenidos por Gurobi se encuentran en la Tabla 5.10. Al comparar los resulta-
dos de los dos u´ltimos experimentos, se observa que si los dos sublotes son del
mismo taman˜o, la eficiencia de Gurobi mejora significativamente. Es impor-
tante destacar que Gurobi fue capaz de garantizar optimalidad con todas las
instancias, usando un tiempo computacional menor: la reduccio´n del espacio
de bu´squeda debida a una condicio´n ma´s estricta permite la convergencia.
Por otro lado, para la mayor´ıa de instancias, las soluciones o´ptimas encon-
tradas en esta parte se caracterizan por una amplitud del proceso mayor a las
determinadas en el caso (i): en estos casos, obligar el taman˜o de los sublotes
a ser iguales no permite alcanzar soluciones tan buenas como cuando estos
taman˜os se dejaban libres (la regio´n factible es mayor). En algunas otras
instancias (por ejemplo, 02 03 y 05 10), la solucio´n o´ptima obtenida con la
condicio´n (ii) es mejor (amplitud del proceso menor) que la del experimento
(ii). Esto se debe a que el problema con la condicio´n (i) es ma´s dif´ıcil de
resolver (de hecho, para las dos instancias mencionadas, no se hab´ıa probado
la optimalidad), que impide encontrar soluciones de calidad. En estos casos,
la complejidad del problema y la dificultad experimentada para converger
explican que no se obtuvieran mejores soluciones.
78 CAPI´TULO 5. RESULTADOS
LA16 Mejor resultado tiempo(s) LA16 Mejor resultado tiempo(s)
01 02 857 35 04 05 813 88
01 03 877 30 04 06 843 113
01 04 846 133 04 07 836 65
01 05 827 14 04 08 850 38
01 06 865 14 04 09 837 30
01 07 868 29 04 10 799 1,737
01 08 881 6 05 06 828 8
01 09 881 6 05 07 821 13
01 10 824 2 05 08 823 6
02 03 861 14 05 09 829 25
02 04 833 46 05 10 786 143
02 05 830 7 06 07 868 150
02 06 855 17 06 08 875 7
02 07 855 15 06 09 875 24
02 08 861 39 06 10 828 160
02 09 858 23 07 08 884 24
02 10 812 99 07 09 876 31
03 04 827 36 07 10 828 289
03 05 804 23 08 09 887 42
03 06 859 4 08 10 831 135
03 07 860 34 09 10 814 76
03 08 880 13
03 09 863 7
03 10 822 36
Tabla 5.10: Mejores resultados reportados por Gurobi en la instancia LA16,
modificando dos trabajos en dos sublotes del mismo taman˜o
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5.5. Experimento 4: FJSSP-LS edata
Las siguientes pruebas se hicieron modificando las demandas y el nu´mero
ma´ximo de sublotes en las instancias edata, rdata y vdata. Las modificacio-
nes fueron generadas de manera aleatoria, para la demanda el nu´mero de
unidades a procesar se selecciona de forma aleatoria del siguiente conjun-
to {1000, 1100, 1200, ..., 2000} y el nu´mero ma´ximo de sublotes permitidos
esta´ entre 2 y 6. La demanda y el nu´mero ma´ximo de sublotes es el mismo
para los 3 juegos de instancias y se encuentran en el Ape´ndice D.
En la Tabla 5.11 se muestra la siguiente informacio´n: la columna uno
es el nombre de la instancia, la segunda columna muestra la dimensio´n del
problema (trabajos × ma´quinas), de la columna tres a la cinco son datos
reportados por Gurobi, que incluyen la mejor solucio´n factible obtenida, la
cota inferior producida y el tiempo de ejecucio´n. Por u´ltimo, en las columnas
seis y siete se incluyen el mejor resultado encontrado por TS y el tiempo
promedio empleado para encontrarlo, respectivamente.
En el juego de instancias edata, Gurobi ya no es capaz de garantizar
optimalidad y empieza a reportar soluciones con un costo mayor que TS.
Este comportamiento se muestra en casos como son LA01 a LA05, donde
la diferencia ente los costos reportados por ambas te´cnicas es pequen˜a. Sin
embargo, a medida que la dimensio´n del problema aumenta la diferencia en-
tre Gurobi y TS tambie´n aumenta, como se observa en las instancias que
van desde LA21 hasta LA40. Finalmente, para las instancias LA31 a LA35,
Gurobi no es capaz de dar una solucio´n en el tiempo de co´mputo establecido.
Se debe destacar que Gurobi fue limitado a un tiempo de ejecucio´n de una
hora en todas las instancias, mientras que en las primeras 20 instancias TS
emplea menos de una hora y en las veinte instancias restantes, el tiempo
de ejecucio´n es cercano a una hora. Ahora bien, TS tambie´n fue limitada a
ejecutarse durante una hora, pero fue disen˜ada para reportar el tiempo que
requirio´ para encontrar la mejor solucio´n visitada, por lo tanto, si el tiempo
reportado se encontraba cercano a una hora, se puede inferir que au´n pod´ıa
seguir mejorando la calidad de las soluciones si se le permit´ıa ejecutarse por
ma´s tiempo.
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Gurobi Tabu´
Instancia n×m best bound Tiempo(s) best Tiempo promedio(s)
LA01 10× 5 615.895 216.462 3600.08 609.079 34.58
LA02 10× 5 653.867 243.872 3600.22 636.372 180.24
LA03 10× 5 571.481 95.285 3600.09 514.170 541.94
LA04 10× 5 554.733 194.276 3600.12 525.111 181.82
LA05 10× 5 509.021 135.775 3600.14 503.079 86.12
LA06 15× 5 890.306 216.394 3600.25 833.228 133.27
LA07 15× 5 828.118 180.822 3600.16 751.306 1111.14
LA08 15× 5 894.468 228.460 3600.27 815.119 817.05
LA09 15× 5 929.498 238.714 3600.27 853.402 787.96
LA10 15× 5 937.090 151.437 3600.17 866.647 319.87
LA11 20× 5 1,157.307 156.348 3600.13 1,090.550 2626.00
LA12 20× 5 1,079.362 186.997 3600.08 949.382 1919.07
LA13 20× 5 1,132.042 200.322 3600.4 1,053.367 816.42
LA14 20× 5 1,195.248 196.609 3600.11 1,111.091 1582.12
LA15 20× 5 1,350.506 139.048 3600.21 1,111.857 2670.51
LA16 10× 10 796.315 374.413 3600.35 660.073 2769.11
LA17 10× 10 643.203 201.438 3600.18 566.013 1323.50
LA18 10× 10 707.608 338.684 3600.15 625.385 1495.88
LA19 10× 10 739.530 322.993 3600.05 663.000 760.45
LA20 10× 10 779.141 316.475 3600.23 669.753 902.76
LA21 15× 10 1,163.112 314.828 3600.06 894.379 2903.60
LA22 15× 10 1,069.151 278.957 3600.19 795.521 3266.17
LA23 15× 10 1,173.406 332.189 3600.24 939.342 2829.80
LA24 15× 10 984.349 349.133 3600.43 860.464 3120.42
LA25 15× 10 1,091.300 308.696 3600.1 810.541 3202.75
LA26 20× 10 1,431.745 334.973 3600.23 1,123.161 2634.47
LA27 20× 10 1,473.577 338.470 3600.19 1,172.772 2825.09
LA28 20× 10 1,383.823 316.000 3600.85 1,132.670 3161.52
LA29 20× 10 1,682.738 262.590 3600.26 1,169.868 3170.34
LA30 20× 10 1,649.383 347.085 3600.25 1,219.269 3357.94
LA31 30× 10 - 298.794 3600.1 1,627.306 2867.45
LA32 30× 10 - 252.158 3600.72 1,801.890 3281.05
LA33 30× 10 - 308.996 3600.86 1,665.925 3414.45
LA34 30× 10 - 233.500 3600.07 1,762.539 3428.84
LA35 30× 10 - 289.500 3600.07 1,827.242 3438.85
LA36 15× 10 1,374.646 385.500 3600.09 978.728 3460.44
LA37 15× 10 1,579.237 416.545 3600.27 1,120.007 3473.20
LA38 15× 10 1,297.249 500.403 3600.17 966.641 3409.80
LA39 15× 10 1,427.272 455.719 3600.09 1,008.595 3397.86
LA40 15× 10 1,314.234 367.064 3600.31 970.234 3487.17
Tabla 5.11: edata: Comparativa del FJSSP-LS usando Gurobi y TS
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Para proporcionar indicaciones sobre la robustez de TS, se presentan en
la Tabla 5.12 la mejor solucio´n obtenida por TS sobre las 10 ejecuciones,
el valor promedio, la desviacio´n esta´ndar y la peor solucio´n obtenida. Se
puede observar que la diferencia entre mejor valor obtenido y valor promedio
siempre es pequen˜a, en promedio igual a 2.21 % (la distancia relativa ma´xima
es igual a 8.33 %). En todos los casos, la robustez del comportamiento de TS
se ve confirmada por los bajos valores de la desviacio´n esta´ndar, en promedio
igual a 2.11 % del valor promedio de la amplitud del proceso.
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Instancia Mejor sol. Promedio Desv. Est. Peor sol. Tiempo promedio(s)
LA01 609.08 611.01 6.11 628.41 34.58
LA02 636.37 636.55 0.08 636.61 195.53
LA03 514.17 514.33 0.16 514.54 544.96
LA04 525.11 525.11 0.00 525.11 236.31
LA05 503.08 503.08 0.00 503.08 57.90
LA06 833.23 834.82 3.46 843.03 154.09
LA07 751.31 752.49 1.02 754.81 1,175.59
LA08 815.12 815.51 0.51 816.57 867.26
LA09 853.40 854.04 0.31 854.38 811.73
LA10 866.65 866.65 0.00 866.65 319.87
LA11 1,090.55 1,107.31 14.29 1,140.46 2,626.00
LA12 949.38 954.72 10.81 989.53 1,919.07
LA13 1,053.37 1,054.03 2.37 1,061.92 816.42
LA14 1,111.09 1,119.04 19.05 1,178.52 1,582.12
LA15 1,111.86 1,145.16 72.32 1,360.72 2,670.51
LA16 660.07 674.29 13.26 697.75 2,769.11
LA17 566.01 570.98 7.68 585.01 1,323.50
LA18 625.38 632.02 7.06 643.08 1,495.88
LA19 663.00 663.00 0.00 663.00 760.45
LA20 669.75 674.54 5.99 688.86 902.76
LA21 894.38 918.52 17.24 944.45 2,903.60
LA22 795.52 838.52 29.34 877.64 3,266.17
LA23 939.34 965.21 42.10 1,086.90 2,829.80
LA24 860.46 869.52 6.91 881.25 3,120.42
LA25 810.54 821.75 6.49 831.86 3,088.73
LA26 1,123.16 1,216.73 123.33 1,508.74 2,634.47
LA27 1,172.77 1,197.97 23.25 1,238.27 2,825.09
LA28 1,132.67 1,162.96 18.34 1,192.86 3,161.52
LA29 1,169.87 1,252.31 152.87 1,709.57 3,170.34
LA30 1,219.27 1,247.74 14.95 1,269.73 3,357.94
LA31 1,627.31 1,759.05 128.30 2,054.71 2,867.45
LA32 1,801.89 1,857.81 28.20 1,890.78 3,281.05
LA33 1,665.92 1,717.62 30.00 1,761.93 3,414.45
LA34 1,762.54 1,825.63 37.50 1,880.71 3,428.84
LA35 1,827.24 1,920.05 63.71 2,039.21 3,438.85
LA36 978.73 1,010.62 20.97 1,040.77 3,460.44
LA37 1,120.01 1,171.35 41.50 1,236.67 3,473.20
LA38 966.64 1,015.96 27.38 1,045.59 3,409.80
LA39 1,008.59 1,031.93 17.17 1,059.32 3,397.86
LA40 970.23 1,000.57 23.00 1,037.89 3,487.17
Tabla 5.12: edata: Estad´ısticas para TS
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Para determinar si el uso de una divisio´n de lotes en realidad contribuye
a disminuir la amplitud del proceso, se compararon los mejores resultados
reportados para FJSSP en el banco de instancias edata con los resultados
obtenidos por el algoritmo disen˜ado en esta tesis. En la Tabla 5.13, se pre-
sentan las instancias empleadas as´ı como sus taman˜os. En la tercera columna
se muestra el mejor resultado reportado en la literatura para el FJSSP, la
cuarta es el resultado obtenido por TS para el FJSSP-LS. La quinta colum-
na refleja el aumento o la disminucio´n de la amplitud de proceso, cuando
los nu´meros son negativos indican reducciones en la amplitud del proceso al
aplicar divisio´n de lotes. Se observa que hubo reduccio´n en 26 casos de las
40 instancias probadas.
Para facilitar la comparacio´n de los resultados reportados para FJSSP y
FJSSP-LS, la Tabla 5.13 se dividio´ en dos tablas, 5.14 y 5.15. En la prime-
ra se incluyen a las instancias donde se ha obtenido una disminucio´n en la
amplitud de proceso, mientras que en la segunda se presentan las instancias
en las cuales la amplitud de proceso obtenida por TS es mayor a la reporta-
da para FJSSP. En la Tabla 5.14, se puede observar que existen instancias
en las cuales se obtienen disminuciones muy pequen˜as, como es el caso de
la instancia LA27 en la cual se produce una mejora de menos del 1 %, y
otras en las cuales hay disminuciones importantes, como en los casos LA16 y
LA18 que mejoran ma´s del 25 %. Por otro lado, en la Tabla 5.15, se observa
que las primeras siete instancias tienen un aumento de amplitud de proceso
menor al 0.1 %. Sin embargo, la calidad de las soluciones obtenidas por TS
disminuye en las u´ltimas siete instancias, llegando a obtener un deterioro de
hasta 10.23 %. No obstante, se observo´ que para estas instancias, la mejor
solucio´n reportada se encontraba cerca del tiempo l´ımite establecido para los
dos algoritmos, una hora. Por lo cual, se decidio´ realizar algunas pruebas en
las cuales TS pod´ıa emplear hasta 10 horas en este conjunto de instancias.
La amplitud de proceso obtenida por TS en estas corridas se presenta en
la Tabla 5.16. La ganancia obtenida es importante, ya que se obtiene una
mejora en LA29 y LA30 de aproximadamente el 5 % y en el peor de los casos
la pe´rdida, en comparacio´n con FJSSP, es de 1.5 %.
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Instancia n×m FJSSP FJSSP-LS Diferencia Tiempo promedio
LA01 10× 5 609 609.079 0.079 34.58
LA02 10× 5 655 636.372 -18.628 180.24
LA03 10× 5 550 514.170 -35.830 541.94
LA04 10× 5 568 525.111 -42.889 181.82
LA05 10× 5 503 503.079 0.079 86.12
LA06 15× 5 833 833.228 0.228 133.27
LA07 15× 5 762 751.306 -10.694 1111.14
LA08 15× 5 845 815.119 -29.881 817.05
LA09 15× 5 878 853.402 -24.598 787.96
LA10 15× 5 866 866.647 0.647 319.87
LA11 20× 5 1,103 1,090.550 -12.450 2626.00
LA12 20× 5 960 949.382 -10.618 1919.07
LA13 20× 5 1,053 1,053.367 0.367 816.42
LA14 20× 5 1,123 1,111.091 -11.909 1582.12
LA15 20× 5 1,111 1,111.857 0.857 2670.51
LA16 10× 10 892 660.073 -231.927 2769.11
LA17 10× 10 707 566.013 -140.987 1323.50
LA18 10× 10 842 625.385 -216.615 1495.88
LA19 10× 10 796 663.000 -133.000 760.45
LA20 10× 10 857 669.753 -187.247 902.76
LA21 15× 10 1,014 894.379 -119.621 2903.60
LA22 15× 10 880 795.521 -84.479 3266.17
LA23 15× 10 950 939.342 -10.658 2829.80
LA24 15× 10 909 860.464 -48.536 3120.42
LA25 15× 10 941 810.541 -130.459 3202.75
LA26 20× 10 1,123 1,123.161 0.161 2634.47
LA27 20× 10 1,184 1,172.772 -11.228 2825.09
LA28 20× 10 1,147 1,132.670 -14.330 3161.52
LA29 20× 10 1,115 1,169.868 54.868 3170.34
LA30 20× 10 1,204 1,219.269 15.269 3357.94
LA31 30× 10 1,541 1,627.306 86.306 2867.45
LA32 30× 10 1,698 1,801.890 103.890 3281.05
LA33 30× 10 1,547 1,665.925 118.925 3414.45
LA34 30× 10 1,599 1,762.539 163.539 3428.84
LA35 30× 10 1,736 1,827.242 91.242 3438.85
LA36 15× 10 1,160 978.728 -181.272 3460.44
LA37 15× 10 1,397 1,120.007 -276.993 3473.20
LA38 15× 10 1,143 966.641 -176.359 3409.80
LA39 15× 10 1,184 1,008.595 -175.405 3397.86
LA40 15× 10 1,146 970.234 -175.766 3487.17
Tabla 5.13: Comparacio´n entre FJSSP y FJSSP-LS usando TS en la instancia
edata
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Instancia FJSSP FJSSP-LS DIFERENCIA %
LA02 655 636.37 2.84
LA03 550 514.17 6.51
LA04 568 525.11 7.55
LA07 762 751.31 1.40
LA08 845 815.12 3.54
LA09 878 853.40 2.80
LA11 1,103 1,090.55 1.13
LA12 960 949.38 1.11
LA14 1,123 1,111.09 1.06
LA16 892 660.07 26.00
LA17 707 566.01 19.94
LA18 842 625.38 25.73
LA19 796 663.00 16.71
LA20 857 669.75 21.85
LA21 1,014 894.38 11.80
LA22 880 795.52 9.60
LA23 950 939.34 1.12
LA24 909 860.46 5.34
LA25 941 810.54 13.86
LA27 1,184 1,172.77 0.95
LA28 1,147 1,132.67 1.25
LA36 1,160 978.73 15.63
LA37 1,397 1,120.01 19.83
LA38 1,143 966.64 15.43
LA39 1,184 1,008.59 14.81
LA40 1,146 970.23 15.34
Tabla 5.14: edata: Porcentaje de mejora
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Instancia FJSSP FJSSP-LS DIFERENCIA %
LA01 609 609.079 0.01
LA05 503 503.079 0.02
LA06 833 833.228 0.03
LA10 866 866.647 0.07
LA13 1,053 1,053.367 0.03
LA15 1,111 1,111.857 0.08
LA26 1,123 1,123.161 0.01
LA29 1,115 1,169.868 4.92
LA30 1,204 1,219.269 1.27
LA31 1,539 1,627.306 5.74
LA32 1,698 1,801.890 6.12
LA33 1,547 1,665.925 7.69
LA34 1,599 1,762.539 10.23
LA35 1,736 1,827.242 5.26
Tabla 5.15: edata: Porcentaje de pe´rdidas
Instancia FJSSP FJSSP-LS DIFERENCIA %
LA29 1,115 1,049.06 -5.914
LA30 1,204 1,143.85 -4.996
LA31 1,539 1,540.96 0.127
LA32 1,698 1,705.70 0.453
LA33 1,547 1,547.74 0.048
LA34 1,599 1,622.26 1.455
LA35 1,736 1,737.02 0.059
Tabla 5.16: edata: instancias LA29 a LA35 tras diez horas de ejecucio´n
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5.6. Experimento 5: FJSSP-LS rdata
Considerando que Gurobi proporciono´ soluciones muy inferiores a las de
TS en el banco edata, y que no es capaz de identificar soluciones o´ptimas, so´lo
se reportan las soluciones obtenidas por TS sobre los bancos rdata y vdata.
En la Tabla 5.17 se presentan la mejor solucio´n obtenida por TS sobre las
10 ejecuciones, el valor promedio, la desviacio´n esta´ndar y la peor solucio´n
obtenida. De la misma manera que para el banco edata, la diferencia entre
el mejor valor obtenido y el valor promedio siempre es pequen˜a, en promedio
igual a 1.57 % (la distancia relativa ma´xima es igual a 5.21 %). En todos
los casos, la robustez del comportamiento de TS se ve confirmada por los
bajos valores de la desviacio´n esta´ndar, en promedio igual a 1.12 % del valor
promedio de la amplitud del proceso.
Por otro lado, dado el desempen˜o que tuvo TS en el banco de instancias
edata, para determinar si el uso de una divisio´n de lotes en realidad contribuye
a disminuir la amplitud del proceso en instancias de mayor flexibilidad en
la asignacio´n de operaciones, se procedio´ a realizar las pruebas sobre los dos
bancos de instancias restantes, rdata y vdata. En esta seccio´n se presentan
los resultados obtenidos en el banco rdata. En la Tabla 5.18, se muestran los
mejores resultados reportados para FJSSP junto con los resultados obtenidos
por TS, se observa que hubo una reduccio´n en 22 casos de las 40 instancias
probadas.
Para facilitar la comparacio´n de los resultados reportados para FJSSP y
FJSSP-LS, la Tabla 5.18 se dividio´ en dos partes. En la primera de ellas, la
Tabla 5.19, se puede observar que existe un nu´mero mayor de instancias en
las cuales se obtienen mejoras muy pequen˜as, en comparacio´n con el banco de
instancias edata. Como se aprecia en la Tabla 5.19, las mejoras van desde el
0 %, como en la instancia LA11, hasta ma´s del 25 %, como en los casos LA17
y LA20. Las otras instancias, en las cuales se obtuvieron soluciones de menor
calidad que las disponibles para FJSSP, se incluyen en la Tabla 5.21. En las
primeras siete instancias hay un aumento de amplitud de proceso menor al
0.1 %. Sin embargo, la calidad de las soluciones obtenidas por TS disminuye
en las u´ltimas siete instancias, llegando a obtener un deterioro de hasta el
7.05 %. Por lo cual, nuevamente se determino´ realizar algunas pruebas en las
cuales TS pod´ıa emplear hasta 10 horas en este conjunto de instancias. La
amplitud de proceso obtenida por TS en estas corridas se presenta en la Tabla
5.22. La ganancia obtenida para la instancia LA30 es de aproximadamente
el 0.66 % y en el peor de los casos la pe´rdida, en comparacio´n con FJSSP, es
de 0.37 % para estas u´ltimas corridas.
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Instancia Mejor sol. Promedio Desv. Est. Peor sol. Tiempo promedio(s)
LA01 570.10 570.30 0.09 570.44 53.38
LA02 529.21 529.30 0.05 529.36 185.69
LA03 476.92 477.06 0.07 477.15 366.82
LA04 501.80 501.89 0.06 501.96 418.88
LA05 456.80 456.89 0.05 456.95 231.49
LA06 799.15 799.29 0.09 799.40 320.42
LA07 749.27 749.37 0.07 749.44 603.57
LA08 765.31 765.45 0.06 765.49 617.41
LA09 853.25 853.33 0.06 853.42 385.58
LA10 804.65 804.72 0.03 804.75 1,024.23
LA11 1,070.96 1,071.37 0.24 1,071.85 2,072.69
LA12 935.64 935.75 0.06 935.82 1,490.88
LA13 1,037.63 1,037.75 0.08 1,037.84 1,077.44
LA14 1,069.60 1,069.67 0.05 1,069.73 1,064.11
LA15 1,090.28 1,091.67 1.76 1,096.29 1,617.09
LA16 559.51 567.96 6.24 580.16 2,693.99
LA17 482.76 487.31 3.26 492.32 2,412.55
LA18 531.90 535.94 2.33 539.12 1,596.44
LA19 554.89 560.67 3.29 565.66 2,687.94
LA20 566.75 572.37 4.77 581.91 1,263.78
LA21 814.45 822.93 8.79 838.89 3,047.66
LA22 773.04 792.75 11.70 812.06 3,346.72
LA23 828.79 848.67 14.13 870.80 3,399.06
LA24 795.30 818.65 39.99 929.84 3,178.61
LA25 756.65 760.02 3.05 767.57 2,670.13
LA26 1,068.80 1,087.66 12.68 1,107.36 3,462.09
LA27 1,105.92 1,126.03 14.89 1,155.41 3,286.69
LA28 1,098.70 1,122.18 12.39 1,141.44 3,391.01
LA29 1,033.31 1,069.88 35.16 1,129.42 3,292.81
LA30 1,096.27 1,137.78 23.14 1,167.80 3,460.60
LA31 1,578.96 1,659.36 50.27 1,732.65 3,500.25
LA32 1,754.78 1,805.96 39.15 1,877.77 3,484.64
LA33 1,604.71 1,642.51 29.77 1,701.99 3,468.46
LA34 1,618.31 1,661.19 37.79 1,734.33 3,225.79
LA35 1,597.53 1,640.00 20.55 1,663.18 3,441.03
LA36 889.59 932.69 27.54 978.70 3,356.84
LA37 965.43 989.45 15.13 1,017.98 3,495.02
LA38 852.80 875.56 17.30 900.46 3,215.91
LA39 867.25 900.71 25.13 950.07 3,235.47
LA40 838.47 882.19 22.75 913.13 3,428.46
Tabla 5.17: rdata: Estadisticas
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Instancia n×m FJSSP FJSSP-LS Diferencia Tiempo promedio
LA01 10× 5 570 570.101 0.101 61.411
LA02 10× 5 530 529.212 -0.788 184.706
LA03 10× 5 477 476.923 -0.077 285.711
LA04 10× 5 502 501.798 -0.202 246.575
LA05 10× 5 457 456.797 -0.203 145.624
LA06 15× 5 799 799.147 0.147 408.877
LA07 15× 5 749 749.273 0.273 614.229
LA08 15× 5 765 765.313 0.313 672.233
LA09 15× 5 853 853.248 0.248 440.160
LA10 15× 5 804 804.653 0.653 1,192.237
LA11 20× 5 1,071 1,070.963 -0.037 2,126.102
LA12 20× 5 936 935.640 -0.360 1,571.087
LA13 20× 5 1,038 1,037.632 -0.368 1,227.026
LA14 20× 5 1,070 1,069.596 -0.404 1,229.469
LA15 20× 5 1,090 1,090.284 0.284 1,617.090
LA16 10× 10 717 559.507 -157.493 2,693.990
LA17 10× 10 646 482.764 -163.236 2,412.552
LA18 10× 10 666 531.898 -134.102 1,596.436
LA19 10× 10 700 554.892 -145.108 2,687.938
LA20 10× 10 756 566.747 -189.253 1,263.777
LA21 15× 10 835 814.448 -20.552 3,047.660
LA22 15× 10 760 773.041 13.041 3,346.721
LA23 15× 10 840 828.789 -11.211 3,399.055
LA24 15× 10 806 795.298 -10.702 3,178.612
LA25 15× 10 789 756.652 -32.348 2,670.129
LA26 20× 10 1,061 1,068.798 7.798 3,462.092
LA27 20× 10 1,089 1,105.916 16.916 3,286.688
LA28 20× 10 1,079 1,098.701 19.701 3,391.006
LA29 20× 10 997 1,033.307 36.307 3,292.806
LA30 20× 10 1,078 1,096.272 18.272 3,460.602
LA31 30× 10 1,521 1,578.958 57.958 3,500.251
LA32 30× 10 1,659 1,754.781 95.781 3,484.645
LA33 30× 10 1,499 1,604.712 105.712 3,468.460
LA34 30× 10 1,536 1,618.307 82.307 3,225.791
LA35 30× 10 1,550 1,597.531 47.531 3,441.029
LA36 15× 10 1,028 889.593 -138.407 3,356.844
LA37 15× 10 1,074 965.431 -108.569 3,495.017
LA38 15× 10 960 852.805 -107.195 3,215.911
LA39 15× 10 1,024 867.249 -156.751 3,235.472
LA40 15× 10 970 838.474 -131.526 3,428.463
Tabla 5.18: rdata: Comparativa FJSSP y FJSSP-LS usando TS
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Instancia FJSSP FJSSP-LS DIFERENCIA %
LA02 530 529.212 0.15
LA03 477 476.923 0.02
LA04 502 501.798 0.04
LA05 457 456.797 0.04
LA11 1,071 1,070.963 0.00
LA12 936 935.640 0.04
LA13 1,038 1,037.632 0.04
LA14 1,070 1,069.596 0.04
LA16 717 559.507 21.97
LA17 646 482.764 25.27
LA18 666 531.898 20.14
LA19 700 554.892 20.73
LA20 756 566.747 25.03
LA21 835 814.448 2.46
LA23 840 828.789 1.33
LA24 806 795.298 1.33
LA25 789 756.652 4.10
LA36 1,028 889.593 13.46
LA37 1,074 965.431 10.11
LA38 960 852.805 11.17
LA39 1,024 867.249 15.31
LA40 970 838.474 13.56
Tabla 5.19: rdata: Porcentaje de mejora
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Instancia FJSSP FJSSP-LS DIFERENCIA %
LA01 570 570.101 0.02
LA06 799 799.147 0.02
LA07 749 749.273 0.04
LA08 765 765.313 0.04
LA09 853 853.248 0.03
LA10 804 804.653 0.08
LA15 1,090 1,090.284 0.03
LA22 760 773.041 1.72
LA26 1,061 1,068.798 0.74
LA27 1,089 1,105.916 1.55
LA28 1,079 1,098.701 1.83
LA29 997 1,033.307 3.64
LA30 1,078 1,096.272 1.70
LA31 1,521 1,578.958 3.81
LA32 1,659 1,754.781 5.77
LA33 1,499 1,604.712 7.05
LA34 1,536 1,618.307 5.36
LA35 1,550 1,597.531 3.07
Tabla 5.20: rdata: Porcentaje de pe´rdida
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Instancia FJSSP FJSSP-LS DIFERENCIA %
LA01 570 570.101 0.02
LA06 799 799.147 0.02
LA07 749 749.273 0.04
LA08 765 765.313 0.04
LA09 853 853.248 0.03
LA10 804 804.653 0.08
LA15 1,090 1,090.284 0.03
LA22 760 773.041 1.72
LA26 1,061 1,068.798 0.74
LA27 1,089 1,105.916 1.55
LA28 1,079 1,098.701 1.83
LA29 997 1,033.307 3.64
LA30 1,078 1,096.272 1.70
LA31 1,521 1,578.958 3.81
LA32 1,659 1,754.781 5.77
LA33 1,499 1,604.712 7.05
LA34 1,536 1,618.307 5.36
LA35 1,550 1,597.531 3.07
Tabla 5.21: rdata: Porcentaje de pe´rdida
Instancia FJSSP FJSSP-LS DIFERENCIA %
LA29 997 996.85 -0.015
LA30 1,078 1,070.89 -0.660
LA31 1,521 1,524.40 0.223
LA32 1,659 1,663.94 0.298
LA33 1,499 1,504.64 0.376
LA34 1,536 1,618.31 0.181
LA35 1,550 1,597.53 0.093
Tabla 5.22: rdata: instancias LA29 a LA35 tras diez horas de ejecucio´n
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5.7. Experimento 6: FJSSP-LS vdata
Las corridas finales fueron hechas con el banco vdata. Como en el expe-
rimento anterior, so´lo se presentan los resultados obtenidos con TS. En la
Tabla 5.23 se presenta la mejor solucio´n obtenida por TS sobre las 10 ejecu-
ciones, el valor promedio, la desviacio´n esta´ndar y la peor solucio´n obtenida.
De la misma manera que para los bancos anteriores, la diferencia entre mejor
valor obtenido y valor promedio siempre es pequen˜a, en promedio igual a
0.61 % (la distancia relativa ma´xima es igual a 2.43 %). En todos los casos,
la robustez del comportamiento de TS se ve confirmada por los bajos valores
de la desviacio´n esta´ndar, en promedio igual a 0.44 % del valor promedio de
la amplitud del proceso.
Nuevamente se compararon los mejores resultados reportados para FJSSP
con los resultados obtenidos por TS. En la Tabla 5.24, se observa que hubo
una reduccio´n en 17 casos de las 40 instancias probadas, de las cuales diez
se pueden considerar como importantes.
En la Tabla 5.25, al igual que en rdata, existe un nu´mero mayor de instan-
cias en las cuales se obtienen disminuciones muy pequen˜as, en comparacio´n
con el banco de instancias edata. Nuevamente, se divide la tabla en dos par-
tes para facilitar el ana´lisis de los resultados. En la Tabla 5.25, se presentan
las instancias en las cuales se logra disminuir la amplitud del proceso. En
este caso, se producen mejoras muy pequen˜as, como es el caso de las prime-
ras instancias en la tabla, en las cuales la amplitud de proceso se reduce en
menos del 0.07 % y otras en las cuales hay disminuciones importantes, como
en los casos LA17 y LA20, que mejoran ma´s del 27 %. Por otro lado, en la
Tabla 5.26 se incluyen las instancias en las cuales TS obtuvo una amplitud
de proceso mayor que la reportada para FJSSP. Se observa que la pe´rdida
es menor al 2 %. Al igual que en los bancos edata y rdata, la calidad de las
soluciones obtenidas por TS disminuye en las u´ltimas siete instancias. Por
lo cual, se decidio´ realizar algunas pruebas en las cuales TS pod´ıa emplear
hasta 10 horas en este conjunto de instancias. La amplitud de proceso obte-
nida por TS en estas corridas se presenta en la Tabla 5.27. Para estas u´ltimas
instancias no hubo una reduccio´n en la amplitud de proceso. Sin embargo,
para este banco, ninguna de las instancias llega a presentar un aumento en
la amplitud de proceso superior al 1 %.
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Instancia Mejor sol. Promedio Desv. Est. Peor sol. Tiempo promedio(s)
LA01 570.16 570.36 0.20 570.81 118.16
LA02 529.22 530.14 2.56 537.42 183.65
LA03 476.97 477.34 0.50 478.69 298.00
LA04 501.72 501.87 0.14 502.14 144.94
LA05 456.85 457.05 0.14 457.21 168.77
LA06 799.24 799.37 0.12 799.55 713.17
LA07 749.37 750.74 3.14 759.34 307.50
LA08 765.28 765.80 1.25 769.35 354.97
LA09 853.27 853.43 0.08 853.57 299.64
LA10 804.58 804.73 0.06 804.82 843.31
LA11 1,071.23 1,072.39 1.09 1,074.29 2,274.10
LA12 935.62 935.87 0.22 936.29 991.96
LA13 1,037.68 1,037.93 0.33 1,038.74 1,376.97
LA14 1,069.60 1,071.09 3.53 1,080.94 955.58
LA15 1,089.94 1,090.75 1.19 1,093.75 1,447.33
LA16 539.87 541.55 1.52 543.97 2,451.09
LA17 470.23 471.75 0.90 473.66 1,678.00
LA18 522.73 524.65 1.23 526.37 930.93
LA19 538.36 539.54 1.06 541.41 1,675.74
LA20 549.39 551.28 1.39 553.11 922.37
LA21 803.00 805.63 2.22 811.05 2,300.20
LA22 738.62 744.96 4.74 754.61 2,881.58
LA23 817.16 823.41 5.24 834.53 3,211.46
LA24 777.59 784.20 11.61 816.28 2,949.62
LA25 754.70 756.23 1.09 758.19 2,200.91
LA26 1,057.69 1,060.71 2.07 1,064.36 3,387.61
LA27 1,090.86 1,094.66 3.00 1,098.41 3,208.04
LA28 1,074.33 1,079.12 3.15 1,084.76 3,320.77
LA29 1,001.77 1,018.61 9.98 1,031.42 3,423.14
LA30 1,075.71 1,084.65 5.14 1,090.63 3,016.80
LA31 1,531.41 1,562.34 13.54 1,576.53 3,447.55
LA32 1,679.50 1,693.82 8.26 1,705.70 3,314.82
LA33 1,524.48 1,537.58 9.52 1,547.33 3,471.78
LA34 1,558.85 1,568.95 4.68 1,575.73 3,513.38
LA35 1,571.03 1,588.22 7.95 1,596.88 3,357.04
LA36 826.28 838.82 10.56 856.23 3,540.44
LA37 881.14 898.04 7.99 908.33 3,535.21
LA38 778.63 794.94 9.76 804.96 3,252.70
LA39 794.21 813.55 11.09 828.08 3,172.43
LA40 805.87 820.68 13.22 836.86 3,386.64
Tabla 5.23: vdata: Estadisticas
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Instancia n×m FJSSP FJSSP-LS Diferencia Tiempo promedio
LA01 10× 5 570 570.165 0.165 118.162
LA02 10× 5 529 529.223 0.223 183.651
LA03 10× 5 477 476.966 -0.034 297.999
LA04 10× 5 502 501.721 -0.279 144.936
LA05 10× 5 457 456.846 -0.154 168.770
LA06 15× 5 799 799.240 0.240 713.165
LA07 15× 5 749 749.372 0.372 307.496
LA08 15× 5 765 765.284 0.284 354.968
LA09 15× 5 853 853.266 0.266 299.644
LA10 15× 5 804 804.576 0.576 843.314
LA11 20× 5 1,071 1,071.234 0.234 2,274.104
LA12 20× 5 936 935.625 -0.375 991.958
LA13 20× 5 1,038 1,037.683 -0.317 1,376.975
LA14 20× 5 1,070 1,069.597 -0.403 955.578
LA15 20× 5 1,089 1,089.937 0.937 1,447.332
LA16 10× 10 717 539.867 -177.133 2,451.092
LA17 10× 10 646 470.228 -175.772 1,678.005
LA18 10× 10 663 522.731 -140.269 930.931
LA19 10× 10 617 538.365 -78.635 1,675.737
LA20 10× 10 756 549.390 -206.610 922.372
LA21 15× 10 804 802.998 -1.002 2,300.197
LA22 15× 10 738 738.617 0.617 2,881.583
LA23 15× 10 813 817.157 4.157 3,211.455
LA24 15× 10 777 777.589 0.589 2,949.621
LA25 15× 10 754 754.697 0.697 2,200.906
LA26 20× 10 1,053 1,057.685 4.685 3,405.972
LA27 20× 10 1,085 1,090.863 5.863 3,215.578
LA28 20× 10 1,070 1,074.326 4.326 3,269.271
LA29 20× 10 994 1,001.774 7.774 3,402.404
LA30 20× 10 1,069 1,075.705 6.705 3,208.004
LA31 30× 10 1,520 1,531.406 11.406 3,476.862
LA32 30× 10 1,658 1,679.496 21.496 3,376.070
LA33 30× 10 1,497 1,524.484 27.484 3,455.715
LA34 30× 10 1,535 1,558.849 23.849 3,480.766
LA35 30× 10 1,549 1,571.026 22.026 3,364.211
LA36 15× 10 948 826.283 -121.717 3,475.359
LA37 15× 10 986 881.144 -104.856 3,497.715
LA38 15× 10 943 778.626 -164.374 3,291.581
LA39 15× 10 922 794.206 -127.794 3,278.251
LA40 15× 10 955 805.869 -149.131 3,342.038
Tabla 5.24: vdata: Comparativa FJSSP y FJSSP-LS usando TS
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Instancia FJSSP FJSSP-LS DIFERENCIA %
LA03 477 476.966 0.01
LA04 502 501.721 0.06
LA05 457 456.846 0.03
LA12 936 935.625 0.04
LA13 1,038 1,037.683 0.03
LA14 1,070 1,069.597 0.04
LA16 717 539.867 24.70
LA17 646 470.228 27.21
LA18 663 522.731 21.16
LA19 617 538.365 12.74
LA20 756 549.390 27.33
LA21 804 802.998 0.12
LA36 948 826.283 12.84
LA37 986 881.144 10.63
LA38 943 778.626 17.43
LA39 922 794.206 13.86
LA40 955 805.869 15.62
Tabla 5.25: vdata: Porcentaje de mejora
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Instancia FJSSP FJSSP-LS DIFERENCIA %
LA01 570 570.165 0.03
LA02 529 529.223 0.04
LA06 799 799.240 0.03
LA07 749 749.372 0.05
LA08 765 765.284 0.04
LA09 853 853.266 0.03
LA10 804 804.576 0.07
LA11 1,071 1,071.234 0.02
LA15 1,089 1,089.937 0.09
LA22 738 738.617 0.08
LA23 813 817.157 0.51
LA24 777 777.589 0.08
LA25 754 754.697 0.09
LA26 1,053 1,057.685 0.44
LA27 1,085 1,090.863 0.54
LA28 1,070 1,074.326 0.40
LA29 994 1,001.774 0.78
LA30 1,069 1,075.705 0.63
LA31 1,520 1,531.406 0.75
LA32 1,658 1,679.496 1.30
LA33 1,497 1,524.484 1.84
LA34 1,535 1,558.849 1.55
LA35 1,549 1,571.026 1.42
Tabla 5.26: vdata: Porcentaje de pe´rdida
Instancia FJSSP FJSSP-LS DIFERENCIA %
LA29 994 995.347961 0.14
LA30 1,069 1,070.66 0.15
LA31 1,520 1,520.93 0.06
LA32 1,658 1,658.81 0.05
LA33 1,497 1,499.26 0.15
LA34 1,535 1,536.21 0.08
LA35 1,549 1,550.77 0.11
Tabla 5.27: vdata: instancias LA29 a LA35 tras diez horas de ejecucio´n
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Cap´ıtulo 6
Conclusiones y trabajos futuros
En la literatura, se puede encontrar una gran cantidad de trabajos que
reportan resultados relacionados con JSSP. Sin embargo, al buscar informa-
cio´n sobre algunas de sus variantes, en este caso mediante la flexibilidad y
la divisio´n de lotes, se descubre que existen pocas publicaciones relacionadas
con estos temas, a pesar de que existen varias aplicaciones pra´cticas en la
industria. Por lo anterior, se considero´ importante abordar el problema del
FJSSP-LS, que se caracteriza por un procesamiento flexible y la divisio´n de
los trabajos en sublotes y permite tratarlos de manera independiente para
minimizar los tiempos muertos y disminuir la amplitud de proceso.
Primero, se busco´ la forma de generar un modelo de optimizacio´n para
dicho problema, as´ı que se realizo´ una revisio´n sobre los diferentes modelos
existentes para el JSSP, FJSSP y FJSSP-LS. Se encontro´ que para estos pro-
blemas, los modelos disyuntivos ten´ıan un mejor desempen˜o, ya que permiten
resolver un mayor nu´mero de instancias en un tiempo establecido [43], [7].
Por lo tanto, se desarrollo´ finalmente un modelo de optimizacio´n disyuntivo
que permite minimizar la amplitud de proceso mediante la asignacio´n apro-
piada de trabajos a las ma´quinas disponibles y mediante la divisio´n de los
trabajos en sublotes de taman˜o adecuado. Se debe destacar, que hasta donde
se tiene conocimiento, este modelo no ha sido reportado en la literatura, por
lo cual constituye una contribucio´n importante al estado del arte.
Debido a que el FJSSP-LS es un problema relativamente nuevo, no existen
instancias reportadas en la literatura, por lo cual se tomaron como referen-
cia las instancias de Hurink [1] y se modificaron para que algunos trabajos
tuvieran la posibilidad de ser divididos en sublotes.
Posteriormente, el modelo fue implementado en el solver Gurobi y, para
validar su correcto planteamiento, se empleo´ para resolver las instancias de
Hurink. En unas pruebas preliminares, el modelo fue adaptado para no per-
mitir la divisio´n de lotes. Como los resultados obtenidos coincidieron con los
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reportados en la literatura, se procedio´ a resolver la instancias creadas para
el FJSSP-LS. Al utilizar Gurobi para resolver estas instancias con el modelo
propuesto, se observo´ que tiene dificultades para encontrar una solucio´n de
calidad, cuando tiene que determinar el taman˜o de los sublotes. De hecho,
fue interesante notar que al an˜adir como restriccio´n que los sublotes fueran
del mismo taman˜o, Gurobi reduc´ıa su tiempo de ejecucio´n considerablemente
y encontraba las soluciones o´ptimas, demostrando la reduccio´n de la dificul-
tad del problema con esta hipo´tesis simplificadora. Otro punto importante a
observar es que la divisio´n de ciertos trabajos tiene un mayor impacto sobre
la amplitud de proceso, de esta manera se podr´ıa enfocar en los trabajos
de mayor impacto para obtener soluciones de calidad en un tiempo mucho
menor.
Por otro lado, en la revisio´n del estado del arte sobre problemas de pro-
gramacio´n de tareas, se encontro´ que para instancias de taman˜o mediano o
grande se ha propuesto el uso de diferentes te´cnicas heur´ısticas. Sin embargo,
Bu´squeda Tabu´ destacaba considerablemente, tanto por ser una de las estra-
tegias ma´s reportada, como por los buenos resultados obtenidos sobre JSSP,
FJSSP y JSSP-LS. Por lo anterior, se considero´ que TS constitu´ıa una te´cni-
ca prometedora para el FJSSP-LS, as´ı que se desarrollo´ un algoritmo basado
en TS, el cual utiliza tres tipos de vecindades. Primeramente se utilizo´ una
vecindad probada en la literatura del JSSP para la asignacio´n de secuencias,
el cual se centra en el movimiento de operaciones cr´ıticas. La segunda ve-
cindad consiste en seleccionar las operaciones cr´ıticas y generar los vecinos
programando cada operacio´n en cada ma´quina posible de su estacio´n de tra-
bajo. Finalmente, el tercero mueve un porcentaje de piezas entre sublotes del
mismo trabajo. El algoritmo obtenido se utilizo´ para generar soluciones de
las instancias propuestas, limitando su tiempo de ejecucio´n a una hora.
Lamentablemente, no existen resultados reportados para este problema,
por lo cual no fue posible realizar comparaciones que permitieran evaluar el
desempen˜o del algoritmo propuesto. As´ı que se opto´ por comparar la calidad
de las soluciones obtenidas contra los mejores valores reportados en la lite-
ratura para el FJSSP. Como resultado de estas comparaciones, el algoritmo
propuesto tuvo un buen desempen˜o, ya que fue capaz de obtener mejores
resultados que Gurobi. En algunas instancias se observaron disminuciones
importantes en la amplitud de proceso, en comparacio´n con las reportadas
para el FJSSP, y au´n en las instancias ma´s dif´ıciles no presento´ diferencias
importantes. Los u´ltimos experimentos computacionales consistieron en re-
solver las instancias de FJSSP-LS con Gurobi y TS. De manera muy clara,
TS determina, para todas las instancias, soluciones de mejor calidad que las
cotas superiores producidas por Gurobi, incapaz de garantizar la optimalidad
de las soluciones encontradas. Por otro lado, los tiempos de co´mputo repor-
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tados son tambie´n muy a favor de TS. Adema´s, se observo´ que en algunas
instancias, TS pod´ıa mejorar la calidad de sus soluciones si se le permit´ıa
ejecutarse por ma´s tiempo.
Otro punto importante es que se esperar´ıa que, al dividir los lotes, se
podr´ıan disminuir los tiempos muertos y as´ı reducir la amplitud de proceso.
Sin embargo, de acuerdo a los resultados obtenidos, la divisio´n de lotes no
necesariamente resulta bene´fica en este sentido. De hecho, se noto´ que en
el banco vdata, el que presenta una mayor flexibilidad en las operaciones,
fue en el que menos instancias se mejoraron. Mientras que el banco donde
ma´s instancias fueron mejoradas fue el edata, el que presenta una menor
flexibilidad de los tres bancos empleados.
Esta trabajo a su vez, se presenta como una alternativa a explorar pa-
ra empresas que pueden permitirse la divisio´n de lotes y au´n no lo esta´n
haciendo, o que lo hacen de manera arbitraria y buscan mejorar su estrate-
gia. Asimismo, constituye un tema con una amplia a´rea de desarrollo para
aquellos interesados en investigacio´n relacionada con problemas de progra-
macio´n de tareas, me´todos heur´ısticos o te´cnicas exactas. Entre las diferentes
perspectivas para trabajo futuro, se encuentran el ana´lisis de tiempos muer-
tos, uso de nuevas vecindades, diferentes codificaciones y te´cnicas heur´ısticas.
Como extensio´n a este problema se puede considerar el agregar tiempos de
preparacio´n en las ma´quinas y/o fechas de entrega para los trabajos, por
mencionar algunos.
Cabe mencionar que los primeros avances del presente proyecto de inves-
tigacio´n fueron presentados en un congreso nacional [91] y en un congreso
internacional [92]. Adema´s, se proyecta que los u´ltimos resultados obtenidos
y unos estudios adicionales, au´n en desarrollo, constituira´n el objeto de al
menos otra publicacio´n.
102 CAPI´TULO 6. CONCLUSIONES Y TRABAJOS FUTUROS
Ape´ndice A
Modelo de Manne
Como ya fue mencionado, en el trabajo reportado por Wen y Christopher
se establece que el modelo de precedencias de Manne [4], es el que presenta un
mejor desempen˜o, ya que permite resolver un mayor nu´mero de instancias en
la reduccio´n de la amplitud de trabajo, dado un tiempo establecido, mediante
el uso de CPLEX, Gurobi y SCIP [43].
En esta seccio´n se presenta el modelo disyuntivo de Manne para el JSSP
propuesto en 1960 [4], el cual busca minimizar la amplitud de proceso. Las
variables a utilizar se listan a continuacio´n.













Tiempo de procesamiento de Oij.






Tiempo de inicio de Oij.
Variable binaria que asigna 1 si el trabajo j precede a j′ en la
ma´quina k.
En el modelo original de Manne se busca minimizar la amplitud de proceso
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por lo cual se usa la siguiente funcio´n objetivo A.1.
Min Cmax (A.1)
Para garantizar que la amplitud de proceso representa el tiempo empleado
para completar todos los trabajos se establece la siguiente familia de restric-
ciones.
Cmax ≥ Sij + pij; ∀j, i = Ij (A.2)
Para garantizar que la operacio´n de un trabajo no inicie hasta que la anterior
haya terminado se utiliza la siguiente familia de restricciones.
Sij ≥ Si−1j + pi−1j; ∀j ∈ J,∀i ≥ 2 (A.3)
Las Ecuaciones A.4 y A.5 son complementarias, denotan la secuencia de
trabajos asignados en la misma ma´quina. Zjj′k Es igual a uno si el trabajo
j precede a el trabajo j′ en la ma´quina k, cero de lo contrario. El trabajo
j no se coloca necesariamente inmediatamente antes del trabajo j′ cuando
Zjj′k = 1.
Sjk ≥ Sj′k + pj′k − (Zjj′k) ∗M ; ∀j, j′ ∈ J,∀j < j′, ∀k ∈ K (A.4)
Sj′k ≥ Sjk + pjk − (1− Zjj′k) ∗M ; ∀j, j′ ∈ J,∀j < j′,∀k ∈ K (A.5)
La Ecuacio´n A.6 establece que los tiempos de inicio de todas las operaciones
debe ser mayor a cero y A.7 establece Zjj′k como una variable binaria.
Sij ≥ 0; ∀i, j (A.6)
Zjj′k ∈ {0, 1}; ∀j, j′ ∈ J,∀k ∈ K (A.7)
Ape´ndice B
Modelo de O¨zgu¨ven
O¨zgu¨ven presenta un modelo disyuntivo en el 2010 para FJSSP, el cual
busca minimizar la amplitud de proceso. Posteriormente Yunus implemen-
ta diversos modelos en CPLEX siendo la implementacio´n del modelo de
O¨zgu¨ven el que logra alcanzar el o´ptimo en ma´s instancias, en un tiempo
establecido. Las variables a utilizar se presentan a continuacio´n.
Oij Denota la operacio´n i del trabajoj.
Variables
Cmax Amplitud de proceso.
Vk,i,j Variable binaria que asume el valor 1 cuando la opera-
cio´n i del lote j es ejecutada en la ma´quina k y 0 en otro
caso.
Si,j,k Tiempo de inicio de Oij en la ma´quina k.
Ci,j,k Tiempo de finalizacio´n de Oij en la ma´quina k.
Ziji′j′k Variable binaria que asigna 1 si Oij precede a Oi′j′ en la
ma´quina k.
Conjuntos/Indices
J/j Lotes (denominados jobs o trabajos).
I/i Operaciones.
K/k Ma´quinas.
Ij Operaciones demandadas por el lote j.
Ki,j Ma´quinas con capacidad de procesar Oij.
Para´metros
pi,j,k Tiempo de procesamiento de Oij en la ma´quina k.
M Nu´mero entero suficientemente grande.
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En el modelo de O¨zgu¨ven la funcio´n objetivo busca minimizar la amplitud
de proceso.
Min Cmax (B.1)
La familia de Ecuaciones B.2 establece que los tiempos de inicio y final de
todas las operaciones deben ser mayor o igual a cero.
Sijk ≥ 0, Cijk ≥ 0; ∀i, j, k (B.2)
La familia de Ecuaciones B.3 establece que los tiempos de finalizacio´n de
todos los trabajos debe ser mayor o igual a cero.
Cj ≥ 0; ∀j (B.3)
La Ecuacio´n B.4 establece Vijk como una variable binaria, que es igual a uno
cuando Oij es procesada en la ma´quina k, 0 en otro caso.
Vijk ∈ {0, 1}; ∀i, j, k (B.4)
La Ecuacio´n B.5 establece Ziji′j′k como una variable binaria, que es igual a
1 si Oij precede a Oi′j′ en la ma´quina k, 0 en otro caso. La operacio´n ij no
necesariamente se coloca de manera inmediata antes del trabajo i′j′ cuando
Ziji′j′k = 1.
Ziji′j′k ∈ {0, 1}; ∀i ≤ i′,∀j, j′,∀k ∈ Kij ∩Ki′j′ (B.5)
La Ecuacio´n B.6 establece que cada operacio´n de cada trabajo solo debe
ser ejecutada en una u´nica ma´quina del conjunto de ma´quinas capaces de
procesarla. ∑
k∈Kij
Vijk = 1; ∀i, j (B.6)
La familia de Ecuaciones B.7 y B.8 son complementarias y sirven para esta-
blecer el tiempo de finalizacio´n de Oij en la ma´quina k.
Sijk + Cijk ≤ Vijk ∗M ; ∀i, j,∀k ∈ Kij (B.7)
Cijk ≥ Sijk + pijk − (1− Vijk) ∗M ;∀i, j,∀k ∈ Kij (B.8)
La Ecuacio´n B.9 garantiza que la operacio´n de un trabajo no inicie hasta que





Ci−1jk; ∀j,∀i = 2, ..., Ij (B.9)
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Cijk; ∀j, i = Ij (B.10)
Para garantizar que la amplitud de proceso representa el tiempo empleado
para completar los trabajos se establece la Ecuacio´n B.11.
Cmax ≥ Cj; ∀j (B.11)
Las Ecuaciones B.12 y B.13 son complementarias, y denotan la secuencia
de operaciones asignada en la misma ma´quina. Ziji′j′k es igual a uno si Oij
precede a Oi′j′ , Oij no se coloca necesariamente inmediatamente antes de
Oi′j′ cuando Ziji′j′k = 1.
Si′j′k ≥ Cijk − (1− Ziji′j′k) ∗M ;∀j ≤ j′,∀i, i′,∀k ∈ Kij ∩Ki′j′ (B.12)
Sijk ≥ Ci′j′k − Ziji′j′k ∗M ;∀j ≤ j′,∀i, i′,∀k ∈ Kij ∩Ki′j′ (B.13)
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Ape´ndice C
Modelo de Novas








Lotes (denominados jobs o trabajos)
Operaciones
Ma´quinas
Operaciones demandadas por el lote j
Ma´quinas con capacidad de procesar la operacio´n i sobre el lote j
Posibles sublotes para el lote j. Su cardinalidad representa el nu´me-






Tiempo de procesamiento de una unidad del lote j en la operacio´n
i en la ma´quina k
Cantidad de unidades o partes a elaborar demandadas por j
Fecha de entrega o “duedate” del lote j
Nu´mero entero suficientemente grande
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Variables
Cmax Amplitud de proceso.
Tj Tardanza del lote j respecto a su fecha de entrega.
Wk,s,i,j Variable binaria que asume el valor 1 cuando la opera-
cio´n i del lote j es ejecutada mediante el sublotesen la
ma´quina k, y 0 de otra manera.
Xk,i,j Variable binaria que asume el valor 1 cuando la opera-
cio´n i del lote j es ejecutada en la ma´quina k, indepen-
dientemente del sublote sobre el que se ejecuta i; y 0 de
otra manera.
Us,i,j Taman˜o del sublote s sobre el que se ejecuta la operacio´n
i del lote j.
Css,i,j Tiempo de finalizacio´n de la operacio´n i sobre el sublote
s del lote j.
Sss,i,j Tiempo de inicio de la operacio´n i sobre el sublote s del
lote j.
Ci,j Tiempo de finalizacio´n de la operacio´n i sobre todo el
lote j.
Si,j Tiempo de inicio de la operacio´n i sobre todo el lote j.
La expresio´n C.1, se asigna una operacio´n i de un dado lote j, a una
u´nica ma´quina k entre aquellas que cuentan con capacidad para ejecutar la
actividad i de dicho j. Por medio de la expresio´n C.2, se asignan los sublotes s
de cada lote j, en cada operacio´n i, a una u´nica ma´quina k. La expresio´n C.3
es utilizada para vincular las variables empleadas en C.1 y C.2, asegurando
que si una operacio´n i esta´ asignada a una ma´quina k, entonces todos los
sublotes s del lote j esta´n asignados a la misma ma´quina k.∑
k∈Kij
Xkij = 1; ∀i ∈ Ij,∀j ∈ J (C.1)
∑
k∈Kij
Wksij = 1; ∀i ∈ Ij,∀s ∈ Sj, ∀j ∈ J (C.2)
Wksij = Xkij; ∀j ∈ J,∀i ∈ Ij,∀s ∈ Sj,∀k ∈ Ki,j (C.3)
El siguiente par de desigualdades tienen por objeto establecer los tiempos de
procesamiento de cada sublote s del lote j cuando sobre e´ste se ejecuta la
operacio´n i en la ma´quina k.
Cssij ≥ Sssij + ptkij ∗ Usij − (1−Wksij) ∗M ; (C.4)
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∀s ∈ Sj, ∀i ∈ Ij,∀k ∈ Ki,j,∀j ∈ J
Sssij ≤ Cssij +Wksij ∗M ; ∀s ∈ Sj,∀i ∈ Ij,∀k ∈ Ki,j,∀j ∈ J (C.5)
La expresio´n C.6 asegura la precedencia entre operaciones sucesivas, i e i′,
demandadas por un mismo sublote s del lote j.
Sssi′j ≥ Cssij; ∀s ∈ Sj,∀i, i′ ∈ Ij|i < last(Ij) ∧ i′ = next(i),∀j ∈ J
(C.6)
Tambie´n se hace necesario asegurar la precedencia entre sublotes consecu-
tivos, s y s′, pertenecientes al conjunto de sublotes de j y sobre los que se
ejecuta una misma operacio´n i, lo cual queda establecido por la expresio´n
C.7.
Sss′ij ≥ Cssij; ∀s, s′ ∈ Sj|s < last(Sj) ∧ s′ = next(s),∀i ∈ Ij,∀j ∈ J
(C.7)
Las expresiones C.8 y C.9 tienen por fin sincronizar el inicio y fin de cada
operacio´n i de j, con el inicio de la operacio´n i sobre el primer sublote s de
j y el fin de la operacio´n i sobre el u´ltimo sublote s de j, respectivamente.
Sij = Sssij;∀j ∈ J,∀i ∈ Ij,∀s ∈ Sj|s = first(Sj) (C.8)
Cij = Cssij;∀j ∈ J,∀i ∈ Ij,∀s ∈ Sj|s = last(Sj) (C.9)
las operaciones de los trabajos, sin tener en cuenta los sublotes, ya que no
hay sublotes de diferentes lotes intercalados en una misma secuencia de ope-
raciones.
La sucesio´n de las operaciones sobre un dado equipo k, se logra mediante
las expresiones lo´gicas C.10 y C.11.El uso de las mismas asegura que no
exista superposicio´n entre las distintas actividades de ma´quinado asignadas
a un mismo equipo.
Xkij = 1 ∧Xkij′ = 1→ Sij′ ≥ Cij ∨ Sij ≥ Cij′ ; (C.10)
∀i ∈ (Ij ∩ Ij′),∀k ∈ (Kij ∩Kij′),∀j, j′ ∈ J, j 6= j′
Xkij = 1 ∧Xki′j = 1→ Si′j ≥ Cij; (C.11)
∀j ∈ J,∀k ∈ (Kij ∩Ki′j),∀i, i′ ∈ Ij|i < last(Ij) ∧ i′ = next(i)
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Las expresiones C.12 y C.13 permiten definir el taman˜o de los sublotes
para cada lote.
Usij ≥ 0; ∀s ∈ Sj,∀i ∈ Ij,∀j ∈ J (C.12)
∑
s∈Sj
Usij ≥ dj; ∀i ∈ Ij,∀j ∈ J (C.13)
La siguiente expresio´n establece sublotes consistentes; es decir, cada sublote
s de j, conserva su taman˜o a medida que atraviesa todas las operaciones que
requiera.
Usij = Usi′j; ∀s ∈ Sj,∀j ∈ J,∀i, i′ ∈ Ij|i < last(Ij) ∧ i′ = next(i) (C.14)
Se proponen un par de expresiones auxiliares, C.15 y C.16, que permiten al
modelo ordenar los sublotes de cada lote de acuerdo a su taman˜o, de manera
creciente o decreciente, respectivamente.
Usij ≤ Us′ij;∀i ∈ Ij,∀j ∈ J,∀s, s′ ∈ Sj|s < last(Sj) ∧ s′ = next(s) (C.15)
Usij ≥ Us′ij;∀i ∈ Ij,∀j ∈ J,∀s, s′ ∈ Sj|s < last(Sj) ∧ s′ = next(s) (C.16)
Como funcio´n objetivo, la propuesta utiliza alternativamente tres medidas
de desempen˜o. Por un lado, al emplear como funcio´n la minimizacio´n del
valor de la variable Cmax C.17, se busca optimizar el tiempo de finalizacio´n
de todas las operaciones de todos los lotes. En este caso, el modelo debe
considerar la restriccio´n C.18. Por otra parte, se plantea minimizar la funcio´n
objetivo expresada en C.19. La misma se define como la suma de los tiempos
de finalizacio´n de la u´ltima operacio´n sobre todos los sublotes, de todos los
lotes (“Sublots Total Completion Time”, STCT). Por u´ltimo, si se considera
la minimizacio´n de la tardanza de los lotes, la medida de performance a
optimizar es la expresio´n C.20, mientras que las desigualdades C.21 y C.22
deben incluirse en el modelo.
minCmax (C.17)














Tj ≥ Cij − ddj;∀j ∈ J,∀i ∈ Ij|i = last(Ij) (C.21)
Tj ≥;∀j ∈ J (C.22)
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Ape´ndice D
Instancias
Instancia Demanda/ ma´ximo de sublotes
LA01 1800 6 1300 6 1500 2 1800 2 1000 2 2000 2 2000 3 1300 2 1300 2
1400 4
LA02 1700 4 1100 2 1100 6 1300 2 1400 6 1900 5 1100 4 1900 5 1900 5
1600 6
LA03 1800 6 1900 6 1600 4 1900 6 1500 5 1900 5 1700 4 1500 5 1000 4
1600 3
LA04 1300 2 1300 4 1900 4 1200 3 1700 4 1100 3 1600 3 1200 5 1700 4
1700 4
LA05 2000 4 2000 4 1800 3 1000 5 1500 4 1100 3 1400 3 1500 4 1400 4
1500 6
Tabla D.1: Instancias de 10 trabajos y 5 ma´quinas
Instancia Demanda/ ma´ximo de sublotes
LA06 1400 4 1400 6 1000 6 1500 2 1200 5 1700 2 1100 6 1900 5 1700 5
1900 6 1100 4 1400 4 1700 4 1300 3 1200 2
LA07 1800 2 1200 4 1300 5 1100 3 2000 3 1400 5 2000 2 1200 5 1100 4
1800 3 1000 2 1600 5 1000 3 1400 4 1900 5
LA08 1600 5 1200 2 1700 4 1100 2 1100 5 1500 2 1700 2 1300 6 1200 5
1200 4 1200 2 1100 2 1200 6 2000 2 1200 6
LA09 1800 2 2000 2 2000 5 1000 6 1900 6 1700 6 1800 3 1300 2 1300 5
1300 5 1300 3 1700 2 1900 6 1200 2 1100 5
LA10 1500 5 2000 5 2000 3 1800 5 1600 5 1100 3 1800 3 2000 5 1000 4
1800 5 1600 3 1100 6 1600 5 1000 6 1400 4
Tabla D.2: Instancias de 15 trabajos y 5 ma´quinas
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Instancia Demanda/ ma´ximo de sublotes
LA11 1200 3 2000 5 1900 6 1500 6 1500 3 1100 2 1400 3 1900 3 1900 6
1300 3 1800 4 1700 4 1000 5 1400 3 1900 6 1100 2 1900 4 1000 2
1700 6 1900 4
LA12 1700 6 2000 4 1700 5 1700 4 1900 2 1200 4 1600 4 1300 4 1400 4
1300 6 1600 2 1600 5 1200 4 1900 3 1700 3 1000 6 1800 4 1000 2
1800 3 1900 2
LA13 1200 6 1700 6 2000 5 1500 3 1200 5 1500 4 1300 2 1000 3 1300 3
1900 3 1200 2 1400 5 1600 4 1400 3 1900 4 1900 4 2000 5 1200 3
1700 4 1600 2
LA14 1800 4 1600 4 1700 2 1300 2 1300 3 1400 2 1600 6 1900 2 1300 2
1900 6 1000 6 1400 2 2000 4 1800 2 1500 6 1900 4 1900 5 1500 2
1600 4 1900 5
LA15 1100 6 1000 3 1300 4 1400 2 1300 6 1200 4 1000 3 1600 3 1900 3
1700 6 1700 2 1900 4 2000 6 1000 5 1900 4 1200 5 1500 5 1500 6
1700 5 1800 4
Tabla D.3: Instancias de 20 trabajos y 5 ma´quinas
Instancia Demanda/ ma´ximo de sublotes
LA16 1300 6 1100 6 1300 3 1300 2 1800 2 1700 6 1900 3 1900 6 2000 5
1500 4
LA17 1600 4 1900 5 1600 4 1900 4 1800 2 1200 6 1500 3 1900 3 1100 2
1500 6
LA18 1100 5 2000 5 1800 3 1500 4 1700 2 1400 6 1200 2 1000 3 1500 3
1900 3
LA19 1100 4 1600 2 1800 3 1100 4 1300 4 1500 5 1300 4 1800 4 1900 4
1100 5
LA20 2000 4 1600 4 2000 3 2000 2 1300 2 1100 2 1200 3 1200 3 1500 3
1000 5
Tabla D.4: Instancias de 10 trabajos y 10 ma´quinas
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Instancia Demanda/ ma´ximo de sublotes
LA21 1300 6 2000 3 1500 2 1800 4 1900 3 1300 2 1300 4 1700 4 2000 2
1000 4 1300 3 1100 3 1500 2 1200 4 1300 4
LA22 2000 2 1500 6 1400 3 1500 6 1600 5 1400 5 1900 6 2000 5 1100 6
1100 6 1400 5 1900 5 1400 6 1200 3 1200 4
LA23 2000 5 1500 3 1100 3 1200 6 1300 5 1700 3 1700 4 1200 5 1800 6
1600 6 1200 2 1900 6 2000 6 1200 3 1400 2
LA24 1500 6 1800 4 1400 3 1100 6 1000 2 1700 4 1800 2 1000 3 1200 5
1600 6 2000 3 1500 6 1300 4 1200 4 1700 5
LA25 1100 2 1300 5 1800 4 1700 5 1700 2 1600 3 1900 6 1400 3 1600 2
1100 2 2000 2 1000 3 1900 3 1400 4 1300 3
Tabla D.5: Instancias de 15 trabajos y 10 ma´quinas
Instancia Demanda/ ma´ximo de sublotes
LA26 1100 3 1100 5 1900 3 2000 6 1100 5 1300 5 1100 3 1900 2 1800 2
1000 5 1700 6 1300 5 1500 5 1000 2 1200 3 1800 2 1500 4 1400 2
1500 2 1600 4
LA27 1500 2 1200 2 1800 4 1800 4 1000 2 1700 2 1200 2 1400 2 1700 4
1500 5 1400 6 1700 5 1300 6 1600 5 1600 6 1000 3 1200 3 1600 2
1700 4 2000 5
LA28 1900 5 1500 5 1200 2 1900 6 1900 4 1300 5 1200 3 1000 2 1700 4
1500 4 1900 4 2000 6 1400 4 1900 5 1900 4 1800 4 1400 2 2000 6
1400 4 1300 2
LA29 1100 6 1100 5 1000 2 1600 4 1500 5 1600 6 1800 5 1200 5 2000 2
1000 6 1100 5 1300 6 1000 3 1400 4 1200 4 2000 6 1400 4 1100 6
1700 4 1000 5
LA30 1300 3 1000 5 1200 4 1200 6 1300 3 1600 2 1600 3 1200 3 1100 6
1300 2 1800 2 1500 3 1000 6 1800 2 1100 6 1700 6 1100 2 1300 4
1300 5 1300 3
Tabla D.6: Instancias de 20 trabajos y 10 ma´quinas
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Instancia Demanda/ ma´ximo de sublotes
LA31 1300 2 1700 6 2000 4 1200 3 1900 5 1900 2 1700 4 1800 4 1500 6
2000 4 1300 4 1100 6 1100 2 1000 2 1800 6 1300 2 1400 4 1900 6
2000 3 1300 5 1800 2 1100 2 1400 2 1800 4 1900 5 1400 4 1700 5
1800 4 1500 6 1100 3
LA32 1600 6 1800 5 2000 2 1200 3 1400 4 1200 3 1200 6 1700 4 2000 3
1900 4 1100 4 1600 5 1800 4 1800 4 1200 6 1800 3 1600 3 1100 2
1000 5 1200 5 1100 3 1200 6 1200 3 2000 6 1300 6 1100 3 1500 3
1600 3 1200 5 1900 3
LA33 1700 5 1100 4 1600 4 1000 3 1100 5 1300 3 1600 2 1600 5 1400 3
1700 6 1800 4 1000 6 1800 3 2000 3 1700 6 1300 6 1700 2 2000 2
1700 5 2000 5 1100 3 1400 2 1100 3 1700 4 1800 4 1200 3 1600 6
1800 2 1900 4 1200 3
LA34 1100 5 1800 5 1300 6 1100 6 1100 3 1600 5 1900 5 1600 5 1900 3
1900 5 2000 5 1100 3 1400 2 1400 4 1400 2 1700 4 1600 4 1700 6
1900 4 1000 6 1600 4 1600 2 1700 3 1600 5 1200 3 1800 5 2000 6
1400 4 1000 6 1100 4
LA35 1200 4 1500 2 1100 6 2000 6 1100 5 1700 2 2000 2 1100 2 1900 4
1200 5 1600 3 1800 6 1400 6 2000 2 1300 4 2000 3 1700 3 1300 3
1600 5 1500 2 1500 4 1500 3 1000 4 1700 3 1800 3 1000 3 1400 2
1900 3 1300 2 1900 3
Tabla D.7: Instancias de 30 trabajos y 10 ma´quinas
Instancia Demanda/ ma´ximo de sublotes
LA36 1600 5 1900 6 2000 4 1500 4 1500 6 1200 5 1700 5 1800 3 1900 2
1500 2 1600 5 1600 3 1000 6 1900 4 1200 6
LA37 1400 6 1300 5 1600 5 1800 4 1100 4 1100 6 1500 5 1600 5 1000 4
1100 4 1000 4 1000 6 1100 5 2000 2 1600 3
LA38 1700 5 1600 5 1700 4 1200 4 1600 2 1900 4 1200 3 1400 3 2000 6
1800 4 1800 5 1900 2 1900 5 1300 5 1500 2
LA39 1600 4 1200 4 2000 2 2000 5 1900 3 1500 2 1700 5 1200 4 1800 5
1900 3 1800 3 1700 3 1700 6 1800 2 1400 3
LA40 1400 6 1900 4 1200 5 1100 3 1000 5 1000 5 1200 4 1100 2 1900 3
2000 6 1300 3 1800 6 1300 4 1500 4 1300 6
Tabla D.8: Instancias de 15 trabajos y 15 ma´quinas
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