This work characterizes the benefits of averaging techniques widely used in conjunction with stochastic gradient descent (SGD). In particular, this work sharply analyzes: (1) mini-batching, a method of averaging many samples of the gradient to both reduce the variance of a stochastic gradient estimate and for parallelizing SGD and (2) tail-averaging, a method involving averaging the final few iterates of SGD in order to decrease the variance in SGD's final iterate. This work presents the first tight non-asymptotic generalization error bounds for these schemes for the stochastic approximation problem of least squares regression.
Introduction and problem setup
With the ever increasing size of modern day datasets, practical algorithms for machine learning are increasingly constrained to spend less time and use less memory. This makes it particularly desirable for simple streaming algorithms that generalize well in just a few passes over the dataset. Stochastic gradient descent (SGD) is perhaps the simplest and most well studied algorithm that meets these constraints. The algorithm simply repeatedly samples an instance from the stream of data and updates the current parameter estimate using the gradient of the sampled instance. Nevertheless, SGD has been impressively successful and is the de-facto method of choice for large scale learning problems.
While a powerful machine learning tool, unfortunately SGD in its simplest forms is inherently serial. Over the past years as dataset sizes have grown there have been remarkable developments in processing capabilities, with multi-core/distributed/GPU based computing infrastructure available in relative abundance. The presence of this computing power has triggered the development of parallel/distributed machine learning algorithms [2, 3, 4, 5, 6, 7] that possess the capability to utilize multiple cores/machines. However, despite this exciting work, it is yet unclear how to best parallelize SGD and fully utilize these computing infrastructures.
This paper takes a step towards answering this question, by characterizing the behavior of constant stepsize SGD for the problem of strongly convex stochastic least square regression (LSR) under two averaging techniques widely believed to improve the performance of SGD. In particular, this work considers the natural parallelization technique of mini-batching, where multiple points are processed simultaneously and the current iterate is updated by the average gradient over these points, and combine it with variance reducing technique of tail-averaging, where the average of many of the final iterates are returned as SGD's estimate of the solution.
In this work, the arguments about parallelization are structured through the lens of a work-depth tradeoff: work refers to the total amount of computation required to reach a certain generalization error, and depth refers to the amount of serial computation. Depth, defined in this manner, is equal to the runtime of the algorithm on a large multi-core architecture with shared memory, where there is no communication overhead, and has strong implications for parallelizability on other architectures as well.
The main contributions of this paper are as follows:
• This work shows that mini-batching yields near-linear parallelization speedups over the standard serial SGD (i.e. with batch size 1), as long as the mini-batch size is smaller than a problem dependent quantity (denoted by b thresh ). When batch-sizes increase beyond b thresh , mini-batching is inefficient (owing to the lack of serial updates), thus obtaining only sub-linear speedups over and above mini-batching with a batch size b thresh . A by-product of this analysis sheds light on how the step sizes naturally interpolate from ones used by standard serial SGD (with batch size 1) to ones used by batch gradient descent.
• While the final iterate of SGD decays initial error at a geometric rate but does not obtain optimal statistical error rates, the average iterate [8, 1] decays the initial error at a sublinear rate while preserving statistical optimality. This work rigorously shows that tail-averaging obtains the best of both worlds -decaying initial error at a geometric rate and obtaining near-optimal statistical error rates.
• Combining the above results, this paper provides a mini-batching and tail-averaging version of SGD that is highly parallelizable -the number of serial steps (which is a proxy for the un-parallelizable time) of this algorithm nearly matches that of offline gradient descent and is lower than the serial time of all existing streaming LSR algorithms. See Table 1 for comparison. We note that these results are obtained by providing a tight finite-sample analysis of the effects of mini-batching and tail-averaging with large constant learning rate schemes.
• All the results in this paper are established for the general agnostic noise case of the streaming LSR problem. This reveals a fundamental difference in the behavior of SGD when dealing with the agnostic case as opposed to the realizable case. In particular, this analysis reveals a surprising insight that the maximal stepsizes that are sufficient to obtain statistically optimal rates are a function of the properties of the agnostic noise. The main result of this analysis is that the maximal step sizes for the agnostic case could be much lower than ones that are used in the realizable case: indeed, an instance that yields such a separation between the maximal learning rates for the realizable and agnostic case is provided.
The tool employed in obtaining these results is Algorithm 1 and its generalization guarantees as in Theorem 1, which builds upon and generalizes the analysis of [1] and provides the first tight bound on the finite-sample generalization error for mini-batching, tail-averaged constant step-size SGD. We note that the work of [1] does not establish statistically optimal rates while working with large constant step size schemes; this shortcoming is remedied through coming up with a novel sharp analysis that is used to rigorously establish statistically optimal rates while working with large constant step sizes (this can be viewed as a special case of Theorem 2 by setting batch size b = 1 and through averaging iterates from the start by setting s = 0).
Applying Theorem 1 to the general agnostic case of LSR, we obtain Theorems 2 and 3, which shows an interesting trade-off between the convergence rate or generalization error (work) of SGD, the amount of parallelization (depth of computation) achieved by increasing the mini-batch size, and the amount of tail-averaging performed. As with previous SGD-style algorithms, [8, 9, 10, 11, 1, 12] , this trade-off stems from the two terms of the generalization error of SGD: (i) the bias term which represents how quickly the initial conditions are forgotten, and (ii) the variance term which represents the dependence of the excess risk on the level of noise (due to streaming data/random sampling/model mismatch) that is present in the problem. We note that existing results [9, 1] dealing with averaged SGD with batch size 1 applied to the realizable case of LSR generalize to this paper's results which establishes (a) the finite-sample effects of mini-batching, tail averaging in the context of stochastic approximation, and (b) the impact of agnostic noise on the learning rates employed by SGD to guarantee statistically optimal error rates.
The results of this paper are obtained through building on and generalizing the operator view of averaged SGD with batch size one, as introduced by [1] to the mini-batched tail-averaged case and through subsequently 
Algorithm 2 with initial error oracle Table 1 : Comparison of Algorithm 2 with existing algorithms given n samples for LSR, with init = R(w 0 ) − R(w * ). Note that the bounds have been provided assuming realizable noise; for the algorithms with support for agnostic noise, these can be appropriately modified. Refer to Section 3 for the definitions of all quantities. We do not consider accelerated variants in this table. Note that the accelerated variants serve to improve running times of the offline algorithms. Furthermore, offline algorithms possess the advantage that they do not require the knowledge of R 2 . The quantity t in the results for Algorithm 2 can be chosen arbitrarily and trades off the rate of decay in initial error with the depth of the algorithm. Finally, we note that streaming SVRG [12] does not conform to the standard first order oracle model [14] .
providing a new sharp analysis in order to bound the resulting operators. In particular, straightforward operator norm bounds of these matrix operators suffices to show convergence of SGD updates, but turn out to be pretty loose bounds. In order to obtain stronger bounds, this paper employs a much more fine grained analysis that directly bounds the trace of these operators applied to the relevant matrices, which results in obtaining much tighter bounds on the performance of mini-batched tail-averaged SGD while simultaneously shedding light on the role of agnostic noise on the behavior of SGD.
While this paper's results focus on the case of strongly convex streaming least square regression, we believe that our techniques extend much more broadly. We hope that this paper will serve as the basis for future work on analyzing SGD and improving the parallelization of large scale algorithms for machine learning.
Paper organization: A brief overview of related works is presented in Section 2. Then, the problem setup and notations are introduced in Section 3. The main results of this paper as well as the mini-batched tail averaging SGD algorithm are presented in Section 5. In Section 6, simulation results are presented using a synthetic dataset, and these results corroborate well with the main results on the mini-batch thresholds established by the paper as well as the advantages of mini-batch tail averaged SGD algorithm (i.e. algorithm 1). The proofs of all the claims and theorems are provided in the appendix.
Related work
We split the work related to this paper's contributions into several algorithm classes:
Stochastic Approximation: Seminal works of Ruppert [15] , and Polyak and Juditsky [8] showed that averaging iterates of SGD applied to stochastic optimization problems like stochastic least squares regression achieves asymptotically optimal statistical rates. A more recent line of work [16, 9, 10, 11, 17, 18, 1] has provided rigorous non-asymptotic analysis (with explicit constants) of SGD for stochastic approximation problems including linear and logistic regression. Equipped with averaging, these algorithms achieve (up to constants) minimax optimal statistical rates. Note that all these results assume that the noise is realizable when stating the generalization error bounds. We are unaware of any results that provide sharp non-asymptotic analysis of SGD and the related step size issues in the general agnostic noise setting. Several specialized stochastic algorithms such as SVRG [19] , SDCA [13] and SAGA [20] have been proposed for the agnostic setting, among which, only the streaming version of SVRG [12] is known to provide minimax optimal statistical rates and is highly parallelizable. Note that offline SVRG [19] is parallelizable as well, but is not streaming and incurs additional log factors without carefully employing doubling tricks. Note that streaming SVRG [12] does not take advantage of minibatching and its depth depends on a stronger fourth moment condition on the input whereas our mini-batching bounds depend only on the condition number of the covariance matrix. Moreover, our constant-step size SGD algorithm is arguably simpler than streaming SVRG and can be run in a more general setting requiring less information from a single sample. In particular, SGD based algorithms conform to the standard first order oracle model [14] , whereas the streaming SVRG [12] does not, since it requires gradient information at two different points from a single sample.
Another key aspect of this paper's main result is a precise characterization of the effects of mini-batching, which is also studied extensively in this literature [21, 22, 23, 6, 24] . Previous results on mini-batching within the context of stochastic approximation yielded results that suggest increasing minibatch sizes tend to hurt the convergence rate [22, 21] . [6, 24, 21, 23 ] study mini-batching for various algorithms and show faster decay in the bias term but do not show optimal statistical error rates. Moreover, all of these results claim speed-up from mini-batching by comparing the upper bounds on the training/generalization error. In contrast, this paper's result for mini-batching compares the exact generalization error for different batch sizes and demonstrates an improvement with larger sizes.
The other scheme for parallelizing stochastic approximation is through model averaging [2, 3, 25, 26] . These schemes are communication efficient since they average the final output of independent runs of the algorithm, while being minimax optimal. However, as noted in [26] , these schemes do not yield improvements to the bias and it is unclear how these results relate to this work's depth bounds. Other efforts [25, 2, 3] provide guarantees on upperbounds of the error, with only [25] guaranteeing minimax optimality.
Non-Stochastic Approximation: In order to utilize the recent developments in computing frameworks, there has been a number of efforts in developing distributed/parallel machine learning algorithms that utilize multi-core [4, 5, 21, 22, 27, 24] and multi-machine [2, 3, 6, 23, 7] computing frameworks. As in the stochastic case, parallelization speedups are argued only in terms of upper bounds of training/generalization error. On the other hand, a distinctive feature of this paper's mini-batching result is that the prescribed parallelization speedups are on the exact generalization error on a per problem basis, and do not rely on providing linear speedups on weaker upper bounds. Moreover, none of the existing parallelization results characterize regimes where there are unconditional linear speedups on the overall generalization error while maintaining minimax optimal statistical error rates. Indeed, model averaging results are known to be minimax optimal [25, 26] , however, the bias term is unimprovable using these schemes, as noted by [26] .
Asynchronous Stochastic Approximation: There exists a recent line of work [5, 28, 29] that provides linear speedups of SGD in the context of asynchronous stochastic optimization. However, in contrast to our work, these efforts deal with the much harder case of asynchronous optimization, and moreover, these results provide speedups on upper bounds on the training/generalization error while relying on specific input structures such as hard sparsity. Moreover, while [29] proves statistical optimality in an asymptotic sense, none of the other efforts claim statistical optimality.
Preliminaries
Problem formulation: Let D be a distribution on tuples (x, y) ∈ R d × R. Let R : R d → R be defined as the expected square loss over the pairs (x, y):
Our goal is to compute the predictor w * = arg min w R(w). In this paper, we provide the maiden sharpest analysis of SGD with batch sizes ≥ 1, applied to the general agnostic case of LSR (also referred to as the unrealizable case) where y def = w * , x + where ∈ R is the noise. Notation: We use boldface small letters (x, w etc.) for vectors and boldface capital letters (A, H etc.) for matrices. We use ⊗ to denote the outer product of two vectors or matrices. S(d) denotes the space of real symmetric d × d matrices and M(d) denotes the space of linear transformations from 
Output:w (M, T etc.). A tensor M applied to a matrix A gives a matrix MA such that its ij th element is given by
, which represents the left/right multiplication operator of the matrix A respectively. More concretely,
We let I ∈ M(d) represent the identity map. We let · or · 2 denote 2 norm for vectors and spectral or operator norm for matrices and tensors. More concretely, we define
where · F denotes the Frobenius norm of a matrix. When we refer to the largest/smallest eigenvalues λ max (S) or λ min (S) of a tensor S, this is obtained by viewing the operator S as a member of M(d).
Relevant quantities:
We denote by H and M the population second moment matrix and fourth moment tensor of the covariates x, i.e.:
We assume that both H and M are finite and are related by MI R 2 H. This in particular implies that E x 2 ≤ R 2 . We further assume that H is non-singular, with λ min (H) > 0 denoting the smallest eigenvalue of H. This makes R(w) strongly convex and implies the existence of a unique minimizer w * of the objective R(w). The condition number κ of the population covariance matrix H is defined to be the ratio of the largest to smallest eigenvalues of H, i.e., κ def = λmax(H) λ min (H) . Next, we define the noise covariance matrix Σ as:
In the realizable case, the noise is independent of the covariate x, thus implying Σ = σ 2 H. Note that M can also be thought of as an operator in M(d) which acts on matrix A to produce MA = E (x Ax)x ⊗ x . For a given γ > 0 and b ∈ Z + , a key quantity in our results turns out to be the operator
In most cases we drop γ for notational convenience and use T b for 
., d} with x (i) referring to the i th dimension of x. If this is not the case, the generalization error in Theorem 1 are off the exact value by a factor of at most 2 (as noted by [9, 1] , owing to the application of Minkowski's inequality).
Viewing Stochastic Gradient Descent as a Stochastic Process
In this section, we consider a stochastic process view of Stochastic Gradient Descent updates and shed some light on why this view allows us to provide a sharp characterization of SGD as a tool to solve the general LSR w ← Minibatch-TailAveraging-SGD(w −1 , γ, b , t − 1, t · b ) 5: /*For the last epoch, run tail averaged minibatch SGD with initial point w t , stepsize γ, minibatch size 2
, number of initial iterations t/2 and number of samples n/2.*/ 6: w ← Minibatch-TailAveraging-SGD(w s , γ, n/2t, t/2, n/2) Output: w problem. In particular, let us consider the mini-batch SGD update that moves iterate w t−1 to w t :
By defining η t def = w t − w * , we write the recursion relating η t to η t−1 as:
Now, since we deal with the square loss case, the generalization error is written as:
We thus consider E [η t ⊗ η t ], which can be written in terms of E [η t−1 ⊗ η t−1 ] as: 
This characterization generalizes the divergent stepsize characterization of [1] for batch sizes > 1. We note that such a characterization automatically sheds light on how the maximal divergent learning rates interpolate batch sizes of 1 (which is ≤ 2 Tr H [1] ) to the batch gradient descent learning rate (setting b to ∞), which turns out to be 2 λmax(H) . A property of γ div b,max that is worth noting is that it does not depend on properties of the noise covariance Σ, and depends solely on the statistics of the covariate x.
We note that in this paper, our interest does not lie in the non-divergent stepsizes 0 ≤ γ ≤ γ div b,max , but in the set of (maximal) step sizes 0 ≤ γ ≤ γ b,max (< γ div b,max ) that are sufficient to guarantee statistically optimal error rates of O(
We show that our characterization of γ b,max is indeed tight in the sense that there are problem instances, where γ b,max and γ div b,max are off by a factor of d and γ b,max is still the largest step size which provides statistically optimal error rates. A critical property of γ b,max is that it is dependent on the properties of the noise covariance Σ. We return to the characterization of γ b,max in section 5.4.
Main Results
This section presents the main Algorithms analyzed by this paper and their associated guarantees. In particular, the standard mini-batch tail-averaged SGD Algorithm for the streaming LSR problem is presented as Algorithm 1. Theorem 1 presents an exact characterization of the error achieved by Algorithm 1. Theorem 2 establishes a scalar estimate of the generalization error while dealing with the general agnostic case of LSR, in order to better illustrate the performance of Algorithm 1. Theorem 2 shows that increasing minibatch sizes (up to some threshold) and tail averaging achieves the same work (number of first order oracle calls to get gradient at a point) and statistical error performance as the standard averaged SGD but decreases the depth significantly, thereby increasing its parallelizability.
Theorem 3 presents the guarantees of Algorithm 2, which is a doubling based Algorithm that decays the initial error at a superpolynomial rate (and a geometric rate in the presence of an initial error oracle) while performing the same work and achieving same statistical accuracy (up to constant factors) compared to standard sequential SGD (with batch size 1). Algorithm 2's depth nearly matches the depth of standard offline gradient descent, while providing the same generalization error (upto constants) as offline gradient descent on every problem instance, while being a single pass streaming Algorithm, thus performing substantially lower work compared to the standard offline gradient descent. Refer to table 1 for the associated bounds. The paper's final result is lemma 4, which presents an instance that shows learning rates necessary to retain statistical optimality in the agnostic case could be much lower than ones required by realizable case.
Characterization of SGD with minibatching and tail averaging
This section presents Theorem 1, which provides an exact characterization of the error incurred by minibatched tail-averaged SGD, as described in Algorithm 1, working with a mini-batch size b and step size γ. Algorithm 1 consists of two phases. The first phase (lines 1-3) is the burn-in phase that consists of "s" iterations where mini-batch SGD updates are performed without averaging the iterates. The second phase (lines 5-8) is the tail-averaging phase, where, iterates of mini-batch SGD are averaged. Intuitively, the burn-in phase is used to decrease the bias which is dependent on initial error w 0 − w * and the averaging phase is to decrease the variance. Note that the bias exhibits a geometric decay during the unaveraged phase.
Suppose we run Algorithm 1 with initial point w 0 , stepsize 0 < γ < γ b,max , minibatch size b, initial iterations s, total number of samples n, and ∃ universal constants C 1 , C 2 such that the final error w − w * satisfies:
where
matrices whose frobenius norm is less than or equal to 1.
Under the fourth moment assumption on the covariates MI R 2 H, the stepsize γ b,max is the maximal step size we can use with SGD for the general agnostic LSR problem while being able to guarantee minimax optimal statistical error rates. We return to this step size characterization after presenting this paper's main results. Lemma 7 (in the appendix) provides details regarding why this learning rate is a maximal; briefly put, this stepsize limit characterizes the regime where the operators that govern the SGD update rules possess favorable contractive properties while guaranteeing minimax optimal statistical rates.
Though (2) looks quite complicated, each of the terms in the equation has a very intuitive conceptual meaning. The terms dependent on E 0 (i.e., T 1 and T 2 ) are the bias terms while those depending on Σ (i.e., T 3 , T 4 and T 5 ) are the variance terms. We observe the geometric decay of the bias terms T 1 , T 2 during the "s" initial iterations when the iterates are not averaged. The term T 3 (which is the leading order variance term) contains a coefficient 1 n−sb , which is the number of samples that have been used in the averaging phase.
Benefits of minibatching and tail-averaging
This section presents a means to combine minibatching and tail averaging in order to obtain better performance than standard averaged SGD for the general agnostic case of LSR. We note that these results naturally interpolate to results for the realizable case by setting Σ = σ 2 H. Tail averaging allows a burn-in phase when iterates are not averaged, thereby decaying the initial error geometrically during this phase, while minibatching decreases the depth (i.e. enables parallelizing SGD) while performing the same amount of work (up to constants). By the same amount of work, we mean that after using the same number of samples n, the generalization error is the same as SGD with a batch-size 1 (up to constant factors): i.e., we obtain near linear parallelization speedups via mini-batching.
Theorem 2. Consider the general agnostic case of LSR in the setting of Theorem 1. If a minibatch size
is chosen, we obtain the following generalization error bound on the performance of Algorithm 1:
Tail averaging enables the bias terms T 1 and T 2 to decay exponentially with number of initial iterations s, which is burn-in phase when iterates of SGD are not averaged. Compared to standard SGD which reduces the initial error R(w 0 ) as O(
, Algorithm 1 reduces the dependence on R(w 0 ) − R(w * ) geometrically as exp − s κ . We note that this contraction factor is reminiscent of the contraction factor that is observed with deterministic batch gradient descent. This paper's analysis of minibatching thus characterizes how the behavior of mini-batch SGD smoothly interpolates from vanilla SGD (with a batch size 1) to batch gradient descent with mini-batch sizes of O
Minibatching with a batchsize b = b thresh allows us reduce the depth (serial work) while achieving (up to constants) the statistically optimal rate of
. Note that while standard averaged SGD has a depth of n, Algorithm 1 has a depth of n/b. We note that this reduction in depth does not incur an extra overhead in terms of work (the extra work overhead implies that the Algorithm is wasteful of samples, or in other words, we no longer achieve linear parallelization speedups as a function of increasing the mini-batch size). We refer the reader to Table 2 , which compares the work, depth and accuracy achieved by minibatching and tail-averaging as compared to averaged SGD with n samples where minibatch size
(Nearly) Matching the depth of Batch Gradient Descent
The result of section 5.2 establishes a scalar generalization error bound of Algorithm 1 for the general agnostic case of LSR and showed that the depth (number of sequential updates in our algorithm) is decreased to n/b. This section builds upon this result to present a simple and intuitive doubling based streaming algorithm that works in epochs and processes a total of n/2 points. In each epoch, the minibatch size is increased by a factor of 2 while thus applying Algorithm 1 with twice as many samples as the previous epoch. After running over n/2 samples using this epoch based Algorithm, we run Algorithm 1 with the remaining n/2 points. Intuitively each of these epochs decreases the bias linearly and then resets the bias of the next epoch as the total risk of previous epoch, and then again decays the bias. The final application of the tail-averaging algorithm is to ensure that the variance is small. Table 2 : Comparison of minibatching and tail averaging in Algorithm 1 with with averaged SGD, both using n samples (assuming realizable noise; the agnostic noise bound for Algorithm 1 can be derived similarly).
Algorithm 1 uses minibatch size
and s = n 2b while averaged SGD uses the n samples sequentially. We assume that n > R 2 λ min which is the minimum number of samples to make any progress [12] .
The next theorem formalizes this intuition and shows that Algorithm 2 indeed improves the depth exponentially from n/b thresh to O κ log(dκ) log(
) in the presence of an error oracle that provides us with the initial excess risk R(w 0 ) − R(w * ) and the noise level Tr H −1 Σ.
Theorem 3. Consider the general Agnostic case of LSR. Suppose in MinibatchDoublingPartialAveragingSGD (Algorithm 2), we use initial minibatchsize of
and number of iterations in each epoch being t ≥ 16κ log(dκ). We obtain the following bound on the excess risk of w:
Remarks: The final error again has two parts -the bias term that depends on the initial error R(w 0 ) and the variance term that depends on the statistical noise Tr H −1 Σ. Algorithm 2 decays the bias at a superpolynomial rate by choosing t large enough. If Algorithm 2 has access to an initial error oracle that provides R(w 0 ) − R(w * ), we can run Algorithm 2 with a batch size b thresh until the excess risk drops to the noise level Tr H −1 Σ and subsequently begin doubling the batch size. Such an algorithm indeed gives geometric convergence with a generalization error bound as:
with a depth of O κ log(dκ) log
. The proof of this claim follows relatively straightforwardly from the proof of Theorem 3. We note that this depth nearly matches (up to log factors), the depth of standard offline gradient descent. Our final observation is that the statistical error decays at a rate of O Tr H −1 Σ/n which is statistically optimal up to constant factors.
Tradeoffs between mini-batch sizes, learning rates and the role of agnostic noise
While existing sharp non-asymptotic analyses of SGD with large learning rates [9, 10, 17, 1] focus on the realizable case (i.e. the case with independent noise, so that Σ = σ 2 H), this paper provides results in the agnostic noise case of LSR that point towards fundamental differences in the behavior of SGD between the realizable and agnostic noise setting. Moreover, this paper's results in general agnostic noise case naturally specialize to existing results in the realizable case with batch size 1. Before discussing these differences, we first understand mini-batching and related learning rate issues better. We start by writing out the maximal learning rate that permits statistical optimality:
We note that the maximal learning rates γ b,max tends to increase linearly as a function of the batch size b, until the point that the batch sizes hit a problem dependent limit
this is precisely the range of mini-batch sizes that yield a provably near-linear parallelization speedup over standard SGD with batch size 1, while retaining statistical optimality. Moreover, when the batch sizes hit b thresh , the first term in the definition of γ b,max becomes active, and we begin using learning rates that mimic batch gradient descent, i.e., with γ b,max = O( 1 λmax(H) ). Beyond this mini-batching threshold b thresh , mini-batching is inefficient in that while the variance term still improves as the batch size increases, the rate of decay of the bias does not show a linear improvement as a function of the batch size (owing to the lack of serial updates), thus leading to work inefficiency.
Next, we note that in the realizable case, γ b,max = min{
This fact, coupled with the case of SGD with batch size 1 (as considered in [9, 10, 17] 
. This paper's final result deals with shedding light on some fundamental differences in the behavior of SGD when dealing with the realizable case as opposed to the agnostic noise case. In particular, the following lemma presents an instance working with agnostic noise case, wherein, SGD cannot employ the large learning rates that typically are used in the realizable case while retaining statistical optimality; the proof of this lemma can be found in the appendix. Note that this behavior is in stark contrast to algorithms such as streaming SVRG [12] , which work with the same large learning rates in the agnostic case as in the realizable case, while guaranteeing statistically optimal rates.
Lemma 4. Consider a Streaming LSR example with Gaussian covariates with a diagonal second moment matrix defined by:
Further, let the noise covariance matrix Σ be diagonal as well, with the following entries:
For this problem instance, γ 1,max ≤ 4 (d+2)(1+ The proof of lemma 4 can be found in the appendix in section A.4. As a final remark, note that in the realizable case, we are unaware of whether there is a separation between O( 1 R 2 ) learning rate and the divergent step size schema as introduced by [1] . Furthermore, it is unclear whether it is possible if we can prove statistical optimality when working with step sizes that are larger than O( 1 R 2 ). However, we believe this question is relatively of less consequence given the separation that exists between the realizable and agnostic case, where a much smaller learning rate is necessary for obtaining statistically optimal rates.
Experimental simulations
We conduct experiments using a synthetic example to illustrate the implications of our theoretical results. The data is sampled from a 50− dimensional Gaussian with eigenvalues decaying as { 1 k } 50 k=1 (condition number κ = 50), and the variance σ 2 of the noise is 0.01. In this case, our estimated batch size according to Theorem 2 is b thresh = 11. In all our plots, the x-axis is the log of number of iterations (at each iteration, we use "b" samples in the SGD update rule), and y-axis is the log of the generalization error. We assume that each iteration takes constant time for all batch sizes; this is just in order to present evidence regarding the tightness of our mini-batching characterization of the regime of mini-batch sizes where we obtain problem dependent linear speedups while achieving the same generalization error as SGD with mini-batch size of 1.
We first consider the effect of mini-batching with batch sizes of 1, 4, b thresh = 11, 2 * b thresh = 22 and d = 50. In figure 1 , we observe the generalization error curves obtained by averaging 100 runs of the Algorithm, each But the bias term shows that the rate of decay increases till the optimal b thresh . Total risk shows that with optimal batch size, our method indeed obtains the optimal statistical rate but using smaller number of iterations compared to sub-optimal batch sizes.
run utilizing the same set of samples for all mini-batch sizes. Averaging begins after observing a fixed number of samples (set as 5κ). We see that the rate of bias decay (figure 1a) increases until reaching a mini-batch size of b thresh , saturating thereafter; this implies we are wasteful in terms of sample size. As expected, the rate of decay of variance (figure 1b) is monotonic as a function of mini-batch size. Finally, the overall generalization error (figure 1c) shows the tightness of our mini-batching characterization. This is because, with a batch size of b thresh , we obtain a generalization error that is the same as using batch size of 1 with the number of (serial) iterations that is an order of magnitude smaller. Subsequently, we note that larger mini-batch sizes tend to worsen generalization error thus depicting the tightness of our characterization of b thresh .
In the next experiment, we fix the batch size (as b thresh ) as well as the number of iterations that we run mini-batch SGD, and thus hold the total number of samples as 10κ. We then consider the effect of when averaging begins; in particular, we consider averaging iterates right from the start, as prescribed by Dèfossez and Bach [1] . We also consider averaging iterates after a quarter/half/three-fourth of total number of iterations, and consider unaveraged SGD as well. In figure 2 , we see that the bias (figure 2a) exhibits a geometric decay in the unaveraged phase while switching to an inferior O( ) in the absence of averaging, while switching to a O( 1 N ) decay rate when averaging begins. The overall generalization error (figure 2c) shows the superiority of the scheme where averaging after a burn-in period allows us decay the bias towards the noise level at a geometric rate, following which tail-averaging allows us to decay the variance term, thus providing credence to our theoretical results that averaging after a burn-in time allows us to obtain better generalization error as a function of sample size.
Finally, we consider the effect of step size choice; in particular, we fix the number of samples to be 10κ and begin averaging after observing 2κ samples. We employ a mini-batch size of b thresh = 11 and compute the corresponding γ b,max . We then run mini-batch SGD with a step size γ = c · γ b thresh ,max with c varied as 0.25/0.5/0.75/1/1.1. The results, as observed in figure 3 presents the effect of increasing stepsizes. In particular, for the bias term (figure 3a), the bias is decays progressively faster during the unaveraged phase as the step size is increased, until we hit γ b,max , where the behavior tends to be composed of a combination of divergent and non-divergent steps. The trend is very similar with regard to the behavior of the variance term (figure 3b) and the total risk (figure 3c).
Concluding remarks
The framework established as a part of Theorem 1 can be extended in a very straightforward manner to provide sharp finite sample generalization error bounds for parameter mixing/model averaging schemes [2, 3, 25, 26] . Note that parameter mixing/model averaging is a parallelization scheme that can be used in conjunction with mini-batching and tail-averaging. Furthermore, as noted by [26] , these schemes do not offer any improvement on the bias part of the error, while improving the variance term owing to the effect of averaging: this suggests the effectiveness of these schemes when the bias error is roughly at the noise level. While this paper provided the first rigorous analysis of the effect of mini-batching with SGD for the general agnostic case of the streaming LSR problem, we believe the effect of mini-batching holds in much more generality, with corresponding algorithm/problem dependent thresholds on the mini-batch size. In particular, possible future directions could include understanding mini-batching thresholds and effects for stochastic approximation with the Logistic Loss using the framework of [16] , more general convex functions [9] and for PCA using the framework of [30] . Moreover, similar mini-batching thresholds could be derived for algorithms other than SGD, such as that of SVRG, by building on the framework established by [12] .
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A Appendix
A brief note on the organization of the appendix:
Theorem 1 establishes the generalization error of Algorithm 1. The proof of Theorem 1 can be found in A.1 and consists of three parts, namely:
• Lemma 7, which rigorously establishes convergence (in section A.1.6) and provides an estimate of the (scalar) contraction factor (in section A.1.7).
• Theorem 5 provides the asymptotic expansion of the finite-sample generalization error of Algorithm 1 on the noiseless problem (also referred to as the bias term), in section A.1.4.
• Theorem 6 provides the asymptotic expansion of the finite-sample generalization error of running Algorithm 1 by initializing it at the solution w * (also referred to as the variance term), in section A.1.5.
The proofs of Theorem 2 and Theorem 3 are established in section A.3.
• Theorem 2 decomposes the tensor bound of Theorem 1 and provides a scalar estimate of the generalization performance of the mini-batch tail averaged SGD based Algorithm (Algorithm 1). The proof of Theorem 2 can be found in section A.3.1.
• Theorem 3 provides the generalization error guarantee of the doubling based Algorithm (Algorithm 2). The proof of Theorem 3 can be found in section A.3.2.
The proofs of both Theorem 2 and Theorem 3 utilize the claims established by lemmas in section A.2 along with the tensor bound established in Theorem 1.
Finally, the proof of lemma 4, which describes an instance that yields separation between learning rates required for the realizable and agnostic case is described in section A.4. Definition A.1. We introduce some notations relating the current iterate w t and the averaged iterate w t,N to the optimum w * , namely:
denote the covariance of the respective parameter errors. Furthermore, we define the following contraction factors, ρ T b 
Where C 1 is a universal constant and M 1 is a matrix with Frobenius norm ≤ 1.
Theorem 6. (Asymptotic Expansion of the error covariance for the variance term) Let
and let η 0 = 0 (i.e. we start at the solution). If 0 < γ < γ b,max , then, by averaging the iterates of "b" sample mini-batch SGD for N iterations starting from the s th iteration, the covariance term of the error has the following asymptotic expansion:
Where C 2 is a universal constant and M 2 is a matrix with Frobenius norm ≤ 1.
Lemma 7.
If 0 < γ < γ b,max , then, T b 0 and ρ b < 1. Furthermore, for dimension d ≥ 2, the contraction factor ρ b can be upper bounded as:
while in dimension d = 1, a very similar statement holds, i.e.:
Remark 1. We note that γ ≤ γ b,max is sufficient to ensure Algorithm 1 with constant step sizes achieves statistically optimal rates. Note, our characterization of γ b,max ensures that T b 0 (refer to the proof of lemma 7), thus ensuring contraction of all operators that characterize both the burn-in phase as well as averaging phases of the Algorithm.
A.1 Proofs of Theorems 5, 6 and Lemma 7
We begin by detailing the notation and setup required for proofs of Theorems 5, 6 and lemma 7.
A.1.1 Deriving and setting up the basic recursion
At each iteration t of Algorithm 1, we are provided with b fresh samples {(
We start by recounting the mini-batch gradient descent update rule that allows us to move from iterate w t−1 to w t :
where, 0 < γ < γ b,max is the constant step size that is set to a value less than the maximum allowed learning rate γ b,max . We also recount the definition of w t,N which is the iterate obtained by averaging for N iterations starting from the t th iteration, i.e., Let us first denote the residual error term by i = y i − w * , x i . By the first order optimality conditions of w * , we observe that and x are uncorrelated, i.e, E (x,y)∼D [ x] = 0. However, independence of and x is guaranteed only iff E (x,y)∼D [y|x] = w * , x , i.e., in other words, if the noise is well specified. Note that the risk of the iterate w t,N is written asR t,N def = R(w t,N ). We can now write out the the generalization error as:
We now write out the main recursion governing the mini-batch SGD updates in terms of η . :
Where, P tb
automatically brings out the "operator" view of analyzing the (expected) covariance of the centered estimate E [η t ⊗ η t ]. We now note the following about the covariance of ζ tb :
Where, 1[.] is the indicator function, and equals 1 if the argument inside [.] is true and 0 otherwise. We note that the expectation of the cross terms in equation 7 is zero owing to independence of the samples
∀ t = t and owing to the first order optimality conditions. Owing to the invariance of ζ tb on the iteration t, context permitting, we sometimes drop the iteration index t from ζ tb and simply refer to it as ζ b .
Next we expand out the recurrence (6) . Let Q j,t = ( t k=j P kb ) T with the convention that Q t ,t = I ∀ t > t. With this notation we have:
A.1.2 The terms in the averaged iterate
Let us consider beginning averaging after a certain number of iterations "s", i.e for t > s. In particular, after averaging the updates for the next "N " steps, we examine the quantityη s+1,N = w s+1,N − w * , where w s+1,N is the iterate we obtain by averaging for "N " iterations starting from iteration s + 1. We write out the expression forη s+1,N starting out from equation 8:
A.1.3 Computing the outerproduct
Firstly, the outer product ofη s+1,N with itself contains three terms, each involving the outerproduct of each term in equation 9 with itself. The 6 other terms are the cross terms all of whose expectation are zero. We note that E[ξ t,i ] = E[ t,i x t,i ] = 0 ∀ i, t, and using this, it is clear to see the outer product of the cross term between terms 2 and 3 is zero, since they deal with disjoint samples j = 1, ..., s and j = s + 1, ..., s + N and the q .,. doesn't deal with the same sample index j. The outer product of the 1 st term with the 2 nd and 3
(as noted by [9, 1] , and if this is not satisfied we lose at most a constant factor two in our generalization error estimate), and as noted in section 4. This leaves us to deal with the 3 of the terms, involving outer product of the each of the terms with itself. Finally, we note that the bound in the theorem 5 refers to the outerproduct computation of the first term, and that of theorem 6 refers to the outerproduct computation of the second and third term.
A.1.4 Proof of Theorem 5
We begin by noting that this proof generalizes the proof of Défossez and Bach [1] to account for mini-batching and tail-averaged SGD. In this proof, we assume that the problem is noiseless, i.e., we assume j,k = 0 a.s. ∀ j, k.
where, ( * ) follows since E [Q t+1,t ] = (I − γH) t −t , and ( * * * ) follows by summing up the geometric series (which converges when γ ≤
, which is the case as discussed in section A.1.6), and finally, ( * * ) follows through the following argument:
where, F t−1 refers to the sigma-field defined by samples {{(x t ,i , y t ,i )}
. We note that (P t−1,b ...P 1b η 0 ⊗ η 0 P 1b ...P t−1,b ) is a constant w.r.t. the inner expectation because of the conditioning F t−1 . Now, the observation can be seen clearly using the argument below (with C being a matrix that is independent w.r.t. the expectation):
where, we apply the fact that the samples {(x ti , y ti )} b i=1 are independent and identically distributed draws from the distribution D. The final expression is obtained by applying the argument recursively for all t = t, t − 1, .., 1.
Next we bound the exponential term, in particular:
The remaining terms are bounded as the following:
Considering the exponential terms separately, we write out the covariance operator as:
with B N defined as:
The last equation above assumes that γ < 2 λ min (H) . Finally, using triangle inequality that A N + B N F ≤ A N F + B N F and hence, when we begin averaging starting at iteration s + 1 and average for N iterations subsequently, we get a geometric decay of the bias term. The final covariance operator of the bias term thus has the following asymptotic expansion:
The above bound requires the following conditions to hold: (i) T b (γ) 0, (ii) γ < 
A.1.5 Proof of Theorem 6
We begin by noting that this proof generalizes the proof of Défossez and Bach [1] to account for mini-batching and tail-averaged SGD. For bounding the variance part of the generalization error, we go over a sharp analysis of the stochastic process defined by the mini-batch tail averaged SGD initialized at the solution w * , i.e. w 0 = w * , and thus the process is driven solely by the noise. We note that we require bounding the behavior of two terms, the first of which is defined by the noise introduced during the unaveraged phase, and the second being one that deals with the noise introduced during the tail averaging phase.
We consider the first term, and specifically the inner two terms of the summation:
Note, the second to last line above is obtained by seeing that we can swap the summations for the third term and then replace the roles of t and t and applying equation 10, following which we note that E[ζ jb ⊗ζ jb ] = 1 b Σ from equation 7 for the equation in the last line above. And hence, the first term K 1 is:
In a very similar manner, it is easy to observe the second term is:
If K 1 and K 2 can be bounded, then it is clear that the variance decays as
as is seen from equation 11. Let us begin with K 1 (from equation 12). We first exchange the two summations and sum up the resulting series w.r.t. j.
Next we bound the exponential terms, i.e.
where A N is:
whose norm is bounded as:
Again, we accumulate the exponential terms existing in K 1 in B N , leading to:
where, B N is:
whose norm is bounded using triangle inequality as:
finally, C N is:
which rounds up bounding all terms of equation 14, except for the leading order term. This term ends up canceling with a term involved in bounding K 2 in equation 17. We now begin bounding the terms in K 2 (from equation 13). Towards this effect, we begin by interchanging the summations in K 2 :
We begin considering the exponential terms, i.e.,:
where,
Where F N is:
The norm of F N is bounded along with the leading order variance term. G N is then written out as:
Now, K 2 is written as the following:
where the N upfront is the time for which the iterates have been averaged, and this is the term that leads to 1 N rate of decay for the variance term (which has the factor of
, and D N is obtained through summing the resulting geometric series:
where, E N is:
whose norm is bounded as: outside the summation,
with which the proof of Theorem 6 concludes.
A.1.6 Some intermediate Lemmas required to prove Lemma 7
We establish a sequence of lemmas in this subsection in order to prove that the operators I − γH and I − γT b contract with the choice of our stepsizes as described in lemma 7. We then provide a scalar bound for the contraction factor, and this is done by generalizing the lemma appearing in Défossez and Bach [1] to the mini-batching case.
Lemma 8. Without loss of generality, let us assume that the eigenvalues {λ
then the following upper bound on the stepsize γ holds: γ < b b+1 ( λi+λj λiλj ) holds ∀ {i, j} ∈ {1, 2, ..., d}×{1, 2, ..., d} Proof. This proof of this lemma generalizes the proof appearing in Défossez and Bach [1] to establish bounds on the stepsize for the mini-batching case.
Expanding out the inner product, we have:
Where, (x 1 , y 1 ), (x 2 , y 2 ) and (x, y) are independent draws from the distribution D. Next, we consider the following:
Where, we note that the second line follows through the application of Jensen's inequality. Further, Let H = UDU t to be the eigen decomposition of H so that D contains the eigenvalues
in its diagonal. For any (i, j) ∈ {1, ..., d} × {1, ..., d}, we set the matrix A = c i u i ⊗ u i + c j u j ⊗ u j so as to observe the following:
By setting c i = λj λi and c j = λi λj , the result follows. Remark 2. We note that an immediate consequence of corollary 8.1 is that by setting γ such that T b 0, −I ≺ I − γH ≺ I.
while in dimension d = 1 we have the following condition:
Before we prove the above lemma, we prove a simpler version of this lemma where a stronger conclusion holds, but only ∀ Z ∈ S + (R d ) (as opposed to the statement of lemma 9 where Z ∈ S(d)).
, the following statement holds:
Proof. Assuming the eigenvalues of H are
arranged in decreasing order, the proof requires the observation that the eigenvalues of (
are the eigenvectors for H L , H R and H L H R with corresponding eigenvalues being λ i , λ j and λ i λ j respectively. This is because:
If we prove that the eigenvalues of (H L + H R − γH L H R ) are all upper bounded by 1 γ , the lemma is proven since this implies
We consider two cases, (i) when i = j, in which case we deal with eigenvalues of the form 2λ i − γλ 
If we assume without loss of generality, λ i > λ j , then, the solution of interest is γ < 1 λi . Taking the intersection of all the solutions obtained from solving equations ∀ i, j, we obtain, γ < 1 λmax(H) . We consider lemma 8 with i = 1 and j = 1. In this case, we know that γ < b(λmax(H)+λj ) (b+1)λmax(H)λj . The proof completes iff
, which is true ∀ b ≥ 1. We also note that the result holds even in the case that there exists eigenvalues with multiplicity ≥ 1 since that is covered through case(i).
Lemma 11. For any PSD matrix
, the following inequality holds:
Proof. The claim is proven through the following argument:
Lemma 12.
Under the hypothesis of Lemma 9, we have:
Proof of Lemma 12. The first observation is that for any PSD matrix
This implies that Z, Proof of Lemma 9. The proof goes via a contradiction. Let us assume that there exists Z ∈ S(d) such that the conclusion of Lemma 9 is false. So we have Z, (I − γT b ) Z < − Z, Z , which implies that
Using the spectral decomposition theorem, let
F . Since by hypothesis we have Z, T b Z > 0, adding this to (18), we obtain
This contradicts with the conclusion of Lemma (12) which shows that for every Z ∈ S + (R d ), we have Z, (I − γT b )Z ≥ 0. This proves that there does not exist Z ∈ S(d) for which (18) holds, thus concluding the proof of Lemma 9. Note that in dimension d = 1, we have:
with the inequality relating the second to the fourth moment namely, E x 2 2 ≤ E x 4 being through the application of Jensen's inequality.
Lemma 13. With
Proof. This lemma generalizes the lemma governing contraction of all associated operators appearing in Défos-sez and Bach [1] . We note that the condition
Next, to prove I − γT b < 1, we require −I ≺ I − γT b ≺ I, the right hand side of which follows from the fact that T b 0. The left hand side follows using lemma 9.
We know that H 0. Next, to ensure I − γH < 1, we require −I ≺ I − γH ≺ I. The right side of the inequality holds owing to the fact that H 0. The left side is equivalent to having H ≺ 2 γ I, or equivalently, γ < 2 λmax(H) which follows from corollary 8.1 derived from lemma 8.
A.1.7 Proof of Lemma 7
We first note that with our choice of γ b,max , we have T b ≥ 0. This is because
and using the definition of γ b,max finishes the claim. The rest of the proof is a generalization of the bound on the contraction factor provided by Défossez and Bach [1] . As we operate with a step size 0 < γ < γ b,max , all the operators contract, i.e., ρ b < 1 and T γ b 0 as per lemma 13. Furthermore, given the largest and smallest eigenvalues of H as λ max (H) and λ min (H), then, we denote the largest and smallest eigenvalues of H L + H R as 2λ max (H) and 2λ min (H).
We first provide bounds on the operator norm of T 
For a particular step size γ, we define α = γ γ b,max implying the following:
I. This implies that,
. This when plugged into the operator norm of T γ b yields,
Similarly, the operator norm of I − γH is bounded as:
This rounds up the claim in lemma 7.
A.1.8 Proof of Theorem 1
The proof of Theorem 1 builds on the results of lemmas 7, 13 and Theorems 5, 6. By instantiating Equation 4 of Theorem 5 and Equation 5 of Theorem 6 with N = n b − s, and noting that the output of the Algorithm 1 is w, the result follows, i.e.:
A.2 Proofs of some useful Lemmas Lemma 14.
Proof. The proof of the claim above is straightforward given that E x 2 x ⊗ x R 2 H and owing to the definition of γ 1,max = 2 R 2 .
Lemma 15. Denoting the assumption (
A) γ ≤ γ b,max /2, 1. With (A) in place, T b −1 W 0 for every W ∈ S(d), W 0 2. With (A) in place, Tr T b −1 W ≤ 2 λ min · Tr (W) ∀ W ∈ S(d), W 0 3. With (A) in place, H L −1 + H R −1 − γI W * ≤ 3 λ min · W * for every W ∈ R d×d 4. With (A) in place, Tr H L −1 + H R −1 − γI T b −1 W ≤ 6 λ 2 min · Tr (W) ∀ W ∈ S(d), W 0 5. (I − γT b ) W 0 ∀ W ∈ S(d), W 0 6. With (A) in place, Tr ((I − γT b ) W) ≤ (1 − γλ min /2) Tr (W) ∀ W ∈ S(d), W 0 7. Tr (H R + H L ) −1 A = 1 2 Tr H −1 A ∀ A ∈ S + (R d )
With (A) in place,
Tr T b −1 Σ ≤ 3 2 Tr H −1 Σ
Proof. Proof of claim 1 in Lemma 15:
We require to prove T b −1 operating on a PSD matrix produces a PSD matrix, or in other words, T b −1 is a PSD map.
Now, we prove that
, we employ lemma 8 to note that T b 0.
With this fact in place, we employ Taylor series to expand T b −1 in equation 19, i.e.:
The proof completes by employing the following facts: Using Lyapunov's theorem, we know (
is PSD as well. Finally, H L H R is also a PSD map, since, if A 2 is PSD, then, H L H R (A 2 ) = HA 2 H which is PSD as well. With all these facts in place, we note that each term in the Taylor's expansion above is a PSD map implying the overall map is PSD as well, thus rounding up the proof to claim 1 in Lemma 15.
Proof of claim 2 in Lemma 15: Since we know that T b −1 is a PSD map, it suffices to prove the following stronger statement where we replace the condition W 0 with T b −1 W 0.
This is equivalent to showing that
Since
HUH, we bound the following quantities:
where the last step follows from Lemma 14 and the fact that U 0. We also have 
Using ( 
This last statement is proved using Cauchy-Schwarz inequality as follows:
This finishes the proof.
Proof of claim 6 in Lemma 15:
Since in the proof of Claim 2 we proved (20) which says that
Claim 6 follows.
Proof of claim 7 in Lemma 15:
We know that the operator (H R + H L ) −1 is a PSD map, i.e, it maps PSD matrices to PSD matrices. Since 
Before we proceed further, we provide some upper bounds on the spectral properties of the map U −1 as applied to any psd matrix B 0:
implying,
Next, we establish some lower bounds on the spectral properties of the map U −1 when applied to any psd matrix B 0. In particular, our main claim is:
In order to prove this claim, let us consider C 1 = (H L + H R ) −1 B, and C 2 = U −1 B. Given that B 0, we know that C 1 0 (by Lyapunov's Theorem), and C 2 0 (using an argument similar to claim 1, with the step size γ < 2b (b−1) H 2 chosen in order to have U 0 for the arguments similar to claim 1 to hold). Then, we establish the claim using the following series of equations:
We know that the left hand side is psd (using Lyapunov's theorem), and hence, C 2 C 1 which establishes the claim. Now, we combine the resulting lower bounds with the upper bounds to obtain:
with the condition that γ < 2b (b−1) H 2 . Next, denoting A = U −1 Σ, we have by equation 23:
With this in place, we resort to bounding the behavior of equation 26 in a psd sense, with the following arguments:
where, A = U −1 H. We note that U −1 is a psd map (following arguments similar to claim 1 in lemma 15 with the step size γ < 2b (b−1) H 2 ), which is necessary for the above sequence of inequalities to hold. This implies,
implying, the i th term in equation 26 is bounded as:
Using these bounds in equation 26 and summing up the resulting geometric series and applying trace on both sides, we get the following bound:
To bound the behavior of the first term in equation 27, we employ the bound in equation 24 (which ensures statistically optimal rates), and is satisfied if γ < (H L +H R ) −1 Σ 2 R 2 d . Combining these three bounds, the step size that suffices for the statistically optimal rates are:
We also note that the third term is always ≤ the second term, implying,
In particular, with the choice of step size that is half of this maximum, by employing claim 7, we have
Lemma 16.
Recall that the nuclear norm U * of a matrix U is defined to be the sum of its singular values. The following properties are satisfied by the nuclear norm:
• UA * ≤ A 2 U * for all U, A ∈ R d×d .
• U * = Tr (U) for all PSD matrices U.
• U * = max A∈R d×d
U, A for all U ∈ R d×d . Moreover, the optimizer A * satisfies A * U = UA * 0.
A.3 Proofs of Theorems 2 and 3

A.3.1 Proof of Theorem 2
Proof. Since γ ≤ γ b,max 3 , we first invoke lemma 7 to get the contraction factor ρ b :
Since in the final iteration, we have e = log
