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In this note we consider vertex, edge, and total chromatic numbers of in- 
finite undirected graphs G of bounded degrees having no loops or multiple 
edges. Among other things, we show that x(G) < e(G) + 1, where x(G) is the 
(vertex) chromatic number of a connected infinite graph G of bounded egrees 
and ~(G) denotes the maximum element of the spectrum of the operator re- 
presented by the adjacency matrix of G. We also prove that e(G) never exceeds 
the maximal degree of G. 
PRELIMINARIES AND NOTATIONS 
Let G be an arbitrary undirected graph with no loops or multiple edges. 
The vertex set V(G) might have any cardinality; however, unless otherwise 
stated, it is assumed throughout this note that the set D = {deg v: v ~ V(G)} 
is hounded. The maximum and the minimum element of the set D are 
denoted by A(G), and 8(G), respectively. The (vertex) and the edge 
chromatic numbers of G are represented, respectively, by x(G) and xI(G). 
A total coloring of G is an assignment of colors to the elements; i.e., 
vertices and edges, of G such that adjacent and incident elements receive 
different colors. Following this notion one can, in a natural way, define 
the total chromatic number X2(G). Some results and conjectures on the 
total chromatic number of graphs with finite V(G) are presented in [1]. 
The total coloring conjecture states that for any finite graph G, x2(G) ~< 
2 + ~(a). 
Some results and remarks which are of value of to us are stated next. 
The first such theorem due to Brooks [3] states that for any finite graph G, 
x(G) ~< 1 + A(G); furthermore, if G is connected, then equality holds if 
and only if G is a complete graph or an odd cycle. Often this result is too 
crude, hence Wilf [10] found an upper bound for x(G) which is more global. 
Wilf's theorem states that for any finite connected graph G, x(G) 
1 + E(G), where ~(G) is the maximum eigenvalue of the adjacency matrix 
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of G; moreover, equality holds if and only if G is a complete graph or an 
odd cycle. I f  G is a finite nonempty graph, then xI(G) ~ A(G). The upper 
bound 1 + A(G) for xI(G) is due to Vizing [9]. 
A theorem of Erd6s and DeBruijn [4] indicates that an infinite (not 
necessarily, enumerable) graph G is k-colorable if all its finite subgraphs 
are k-colorable. 
Finally, a lemma due to K6nig (see Nash-Williams [7]) states that if 
$1, $2, $3 .... is an infinite sequence of disjoint nonempty finite sets and < 
is a relation in $1 t3 $2 ~3 ... such that whenever n is a positive integer and 
X E Sn+ 1 , there exists a y e Sn with the property that y < x, then there 
exists an infinite sequence Xx, x2, x3 .... such that xn e Sn (n = 1, 2, 3,...) 
and xl < x2 < x~ < .... For a survey on infinite graphs see Nash- 
Williams [7] and for further definitions and notations on graphs see [2]. 
RESULTS 
We start with the following simple result. 
THEOREM 1. I f  G is an infinite graph with deg v ~ a for all v ~ V(G), 
where a is an arbitrary infinite cardinal number, then each component o f  G 
is of  order less than or equal to a. 
Proof. Let H be a component of G, v ~ V(H), and So = {v}. For each 
natural number n, define 
S, = {u ~ V(H): uw ~ E(H), for some w ~ S,-1}. 
Then an easy induction shows that the cardinality of each Sn is at most a. 
So is the cardinality of the set S = U S , .  It suffices to prove that 
S = V(H). Otherwise, it follows from the connectivity of H that there 
exists a vertex Vo ~ V(H)\S adjacent o an element in some S , .  However, 
this is impossible since v0 has to be in S,+x by construction. 
An immediate corollary of Theorem 1 is 
THEOREM 2. Let G be an infinite graph with deg v ~ ct for all v s V(G), 
where o~ is an arbitrary infinite cardinal number. Then x(G) <~ oL. 
The following theorem is an easy (and apparently known) consequence 
of the theorems of Brooks, and Erd6s-DeBruijn. (See [8, p. 226].) 
THEOREM 3. Let G be a connected infinite graph with deg v ~ n for alll 
v ~ V(G), where n is a positive integer. Then x(G) ~ n. 
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Proof Since every finite subgraph of G is (n + 1)-colorable, it follows 
that G itself is (n + 1)-colorable. I f  G were not n-colorable, then there 
would exist a finite subgraph H of G with x(H) ---- n + 1. By Brook's 
theorem H would have to be either a complete graph of order n + 1 or an 
odd cycle. In either case G would have to contain a vertex of degree greater 
than n which is impossible. 
The upper bounds for x(G) stated in Theorems 2 and 3 are not very good 
in many cases. For example, if G is a finite or infinite star graph of order n, 
then x(G) = 2, while the maximum degree of G is ~ -- 1. We shall give a 
more global result which extends Wilf's result to infinite graphs. 
The adjacency matrix of a graph G of arbitrary (finite or infinite) order 
is a function M from V(G) • V(G) to {0, 1} such that M(u, v) = 0 if and 
only if uv r E(G). 
Let M(u, v) be the adjacency matrix of G. Let ,~  be a (real or complex). 
Hilbert space of dimension I V(G)I, and choose an orthonormal basis' 
{e~: v ~ V(G)} for ~ .  It is clear that if G has a point of infinite degree or, 
even, if {deg v: v e V(G)} is not a bounded set, then M(u, v), when viewed 
as the matrix of a linear transformation relative to the above basis, does 
not represent a bounded operator. But we have 
THEOREM 4. Let G be a graph of arbitrary order and assume n = 
sup{deg v: v ~ V(G)} < oo. Then the adjacency matrix of G represents a 
bounded (Hermitian) operator T on a Hilbert space with II T I1 ~< n. 
Proof Since, by Theorem 1, the order of each component of G is at 
most countably infinite, it follows that M is the direct sum of matrices of 
countable dimensions. Since the direct sum of any family of bounded 
operators {T~} with sup [j T~ 1] < oo is again a bounded operator with 
norm equal to this supremum, we may assume with no loss of generality 
that V(G) is countable. 
Let M(u, v) be the adjacency matrix of G. To prove that the operator T 
represented by M(u, v), i.e., Te~, = ~vw~ M(u, v) e~, is bounded by n, 
we shall use Schur's test [5, p. 22]: Since M is symmetric, it suffices to find 
a sequence {pv}~v(a) of positive numbers uch that 
y~ M(u,v)p~ ~np~ 
ue V(G) 
for every v e V(G). But the sequence with pv = 1 clearly satisfies this 
inequality. (For further discussion on Hilbert space operators ee [6].) 
The following theorem is a natural extension of the finite-dimensional 
ease because the maximum element in the spectrum of the bounded 
Hermitian operator T is its maximal approximate igenvalue. (For a 
reference see [5].) 
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THEOREM 5. Let G be a (finite or infinite) connected graph with 
sup(deg v: v ~ V(G)} = n, where n is a natural number. Then x(G) 
1 -r E(G), where e(G) denotes the maximum element in the spectrum of the 
operator epresented by the adjacency matrix of G. 
Proof. We shall assume that G is infinite since the finite case is Wilf's 
theorem. Also, we shall not distinguish between the adjacency matrix of G 
and its operator. Following the line of the proof of the theorem of Wilf 
we first observe that by Theorem 3 we have 
m : x(G) ~ n. 
Hence by the theorem of Erd6s-DeBruijn the graph G has a finite 
subgraph H with x (H) :  x(G). Let H'  be a critically m-chromatic 
subgraph of H. Then 3(H') ~ m -- 1. Let M and M' denote, respectively, 
the adjacency matrices of G and H'. Let the matrix M" be defined as follows 
i M(u, v) if u, v ~ V(H'), 
M"(u, v) = I0 otherwise. 
Obviously M" is symmetric, and just as in the finite-dimensional case 
sup (M"x, x) ~ sup (Mx, x). 
[]~ll=a II~ll=l 
In other words, E(H') ~ E(G). Thus x(G) : m ~ 1 § E(H') ~ 1 -k E(G). 
Note that the interest of this theorem and Theorem 6 below lies in the 
fact that r is finite (and ~ n) by Theorem 4. 
The main result of this note is stated next. 
THEOREM 6. Let G be a connected infinite graph of bounded egrees. 
Then x(G) ~ ~(G) + 1. 
Proof. In view of Theorem 5we must only prove that X(G) ~ 1 + ~(G), 
Otherwise, following the notation in the proof of Theorem 5, we have 
x(G) = x(H') = 1 q- ~(H'). 
Now, it follows from Wilf's theorem that H'  is a complete graph or is an 
odd cycle. If H'  ---- Kin, for some positive integer m, then every finite 
subgraph H" of G containing H'  must also be Km which is impossible. 
If, on the other hand, H' is an odd cycle, then every finite subgraph 
containing H'  is also an odd cycle or a complete graph which is again 
impossible. 
Remark 1. The largest element e(G) of the spectrum of M is actually 
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equal to the norm of M. In the finite-dimensional c se this is a consequence 
of two facts: (i) M is the direct sum of the adjacency matrices of com- 
ponents of M and (ii) for the matrix of a connected graph the largest 
eigenvalue of the matrix equals its norm by symmetricity ogether with the 
well-known Perron-Frobenius theorem. The infinite-dimensional case 
follows from the finite-dimensional one by considering weak limits. 
Remark 2. Let G be an infinite tree of bounded egrees. Then the set 
V(G) is denumerable. Fix a member vof V(G) and let the subsets S~ of V(G) 
be defined as in the proof of Theorem 1, for n -~ 0, 1,.... Arrange V(G) 
in a sequence {vi)~l in which Vl ---- v, then the members of $1 are listed 
(in some order), and, for every n ~> 2, the members of S,, - Sn_~ are listed 
after those of Sn_~. Let M be the adjacency matrix of G written with respect 
to this enumeration of V(G). Denote by N the matrix obtained from M by 
replacing every 1 above its main diagonal by 0. Then the columns of N 
are mutually orthogonal, and their maximal norm is n~/2, where n is the 
maximum degree of G. Therefore 
~(G) = [[ MF[ = ][ N + N* l[ ~ 2 IF Nil = 2(n) ~/2. 
This example shows that for some infinite graphs, as in the finite case, the 
bound given by Theorem 6 is actually smaller than the one given in 
Theorem 3. 
Next, we consider the edge chromatic number of infinite graphs. 
THEOREM 7. Let G be an infinite graph with A(G) ---- n where n is a 
natural number. Then n <~ xI(G) ~ n q- 1. 
Proof. Without loss of generality we might assume that G is connected, 
thus V(G) is enumerable. The inequality n <~ xI(G) trivially holds. For the 
proof of x~(G) ~< n q- 1 we first observe that, by Vizing's theorem, 
every finite subgraph of G is (n q- 1)-edge colorable. Then an easy appli- 
cation of K6nig's lemma implies the result. 
Following the same arguments one can prove that if the Total Coloring 
Conjecture holds for finite graphs, then it holds for infinite graphs of 
bounded degrees. The converse is obviously true. Thus we extend the 
Total Coloring Conjecture as follows. 
Let G be a finite 'or infinite undirected graph with no loops or multiple 
edges, and let deg v ~< n, for all v ~ V(G), where n is a natural number. 
Then x2(G) ~ n q- 2. 
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