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Abstract
This paper is devoted to the investigation on the existence of zeros of monotone operators in reflexive
Banach spaces. We first present a sufficient condition under which single-valued monotone operators have
zeros. The obtained theorem includes a previous result as a special case. A necessary and sufficient condition
for the existence of zeros of maximal monotone operators is presented.
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1. Introduction
Let E be a real Banach space and let E∗ be the dual of E. We study the existence of zeros of
a nonlinear equation of the form
0 ∈ T u, (1.1)
where u ∈ E and T :E → 2E∗ is a monotone operator. This is a very general format for problems
of minimization of a function, variational inequalities and so on. Many studies have been made
on the existence of (1.1). See, for instance, Schöneberg [22], Reich and Torrejón [21], Kirk and
Schöneberg [13], Kartsatos [11,12] and the reference contained therein.
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tence of zeros of a single-valued demicontinuous monotone operator T defined on G, where G
is an open bounded subset of a reflexive Banach space E and G denotes the closure of the set G.
The condition is as follows:
T x = μ(Jx − Jx0) (1.2)
for all (μ,x) ∈ (−∞,0) × ∂G, where x0 ∈ G, J is the duality mapping on E and ∂G denotes
the boundary of the set G. Further, Kartsatos [11] considered necessary and sufficient condi-
tions for the existence of zeros of T + C, where T :E → 2E∗ is a maximal monotone operator,
C :D(T ) → E∗ is a completely continuous operator and D(T ) is the domain of T . The condi-
tions do not need the assumption that D(T ) contains an open set.
In this paper, we study the existence of zeros of monotone operators in reflexive Banach
spaces. For a single-valued operator T defined on a closed convex subset of a Banach space E,
we first introduce the concept of a new condition to discuss the existence of zeros of T and then
prove that T satisfies (1.2) if and only if T satisfies the new condition under the assumption that
T is defined on a closed ball of E. Moreover, we give examples of mappings which satisfy our
new condition. Then, using a result in [23], we derive an existence theorem in the case when T
is a hemicontinuous monotone operator defined on a bounded closed convex subset of E. This
provides not only a generalization of the aforementioned result of [8] but also a necessary and
sufficient condition for the existence of fixed points of nonexpansive mappings in a Hilbert space.
Finally, we present a necessary and sufficient condition for the existence of zeros of maximal
monotone operators in a Banach space.
2. Preliminaries
Let E be a real Banach space with norm ‖ · ‖ and let E∗ be the dual of E. We denote the
value of f ∈ E∗ at x ∈ E by 〈x,f 〉. The duality mapping J from E to 2E∗ is defined by J (x) =
{x∗ ∈ E∗: 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2} for x ∈ E. Some properties of the duality mapping have
been given in [4,7,24,25]. Let U = {x ∈ E: ‖x‖ = 1} be the unit sphere of E. Then, E is said to
be smooth if
lim
t→0
‖x + ty‖ − ‖x‖
t
exists for each x, y ∈ U . A Banach space E is said to be strictly convex if ‖ x+y2 ‖ < 1 for all
x, y ∈ E with ‖x‖ = ‖y‖ = 1 and x = y.
Let C be a nonempty closed convex subset of a reflexive, strictly convex and smooth Banach
space E. We consider the function V on E × E∗ defined as follows:
V
(
x, x∗
) = ‖x‖2 − 2〈x, x∗〉+ ∥∥x∗∥∥2
for all (x, x∗) ∈ E × E∗. It is easy to check that (‖x‖ − ‖x∗‖)2  V (x, x∗) for all x ∈ E and
x∗ ∈ E∗. By Alber [1], for any x∗ ∈ E∗, there exists a unique point x0 ∈ C such that
V
(
x0, x
∗) = min
y∈C V
(
y, x∗
)
.
The mapping πC :E∗ → C defined by πCx∗ = x0 is called the generalized projection from E∗
onto C. We know the following properties of the generalized projection (see [1]).
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(1) πCx∗ = x0 if and only if 〈x0 − y, x∗ − Jx0〉 0 for all y ∈ C;
(2) V (y,JπCx∗) V (y, x∗) − V (πCx∗, x∗) for all y ∈ C;
(3) if E is a Hilbert space, then πC coincides with the metric projection.
Let T :C → E∗ be an operator. We denote the set {u ∈ C: T u = 0} by T −10. The operator T
is said to be monotone if for all u,v ∈ C, we have that
〈u − v,T u − T v〉 0.
The operator T is said to be hemicontinuous if the real valued function
t 
→ 〈w,T (u + tv)〉
is continuous on [0,1] for all u,v ∈ C and w ∈ E.
For an operator T :C → E∗, consider the following new condition:
inf
y∈C V
(
y, (J − T )x)< V (x, (J − T )x) (2.1)
for each x ∈ C with J−1(J − T )x /∈ C. In (2.1), we do not need the assumption that D(T )
contains an open set. On the other hand, it is easy to check that (1.2) is equivalent to the following
condition:
(J − T )x − Jx0 = λ(Jx − Jx0) (2.2)
for all (λ, x) ∈ (1,∞)×∂G, where x0 ∈ G. We first consider the relation between (2.1) and (2.2).
Lemma 2.1. Let E be a reflexive, strictly convex and smooth Banach space, and let T :
Br [0] → E∗ be an operator, where r > 0 and Br [0] = {z ∈ E: ‖z‖  r}. Then, the following
are equivalent:
(1) (J − T )x = λJx
for all (λ, x) ∈ (1,∞) × ∂Br [0];
(2) inf
y∈Br [0]
V
(
y, (J − T )x)< V (x, (J − T )x)
for all x ∈ Br [0] with J−1(J − T )x /∈ Br [0].
Proof. We first show that (1) implies (2). If this is not true, then there exists x0 ∈ Br [0] with
J−1(J − T )x0 /∈ Br [0] such that infy∈Br [0] V (y, (J − T )x0) = V (x0, (J − T )x0). This implies
that x0 = πBr [0](J −T )x0, where πBr [0] :E∗ → Br [0] is the generalized projection from E∗ onto
Br [0]. Let t = r‖(J−T )x0‖ and u0 = tJ−1(J −T )x0. Then, we have u0 = πBr [0](J −T )x0. In fact,
since ‖u0‖ = r , we have
〈
u0 − y, (J − T )x0 − Ju0
〉 =
〈
u0 − y, 1
t
Ju0 − Ju0
〉
= 1 − t
t
〈u0 − y,Ju0〉
= 1 − t (‖u0‖2 − 〈y,Ju0〉)
t
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t
(‖u0‖2 − ‖y‖‖u0‖)
= 1 − t
t
r
(
r − ‖y‖)
 0
for all y ∈ Br [0]. It follows that u0 = πBr [0](J −T )x0 = x0. This gives us that (J −T )x0 = 1t J x0,
which is a contradiction.
Next we show that (2) implies (1). If this is not true, then there exists (λ0, x0) ∈ (1,∞) ×
∂Br [0] such that (J − T )x0 = λ0Jx0. Then, we have J−1(J − T )x0 = λ0x0 /∈ Br [0], because
λ0 > 1 and ‖x0‖ = r . For each y ∈ Br [0], we have〈
x0 − y, (J − T )x0 − Jx0
〉 = 〈x0 − y,λ0Jx0 − Jx0〉
= (λ0 − 1)〈x0 − y,Jx0〉
= (λ0 − 1)
(‖x0‖2 − 〈y,Jx0〉)
 (λ0 − 1)
(‖x0‖2 − ‖y‖‖x0‖)
= (λ0 − 1)r
(
r − ‖y‖)
 0.
It follows that x0 = πBr [0](J − T )x0. This gives us that
inf
y∈Br [0]
V
(
y, (J − T )x0
) = V (x0, (J − T )x0),
which is a contradiction. The proof is complete. 
3. Examples
In this section, we give examples of mappings which satisfy the condition (2.1). Let C be a
nonempty closed convex subset of a reflexive, strictly convex and smooth Banach space E and
let S :C → E be a mapping. We denote by F(S) the set of fixed points of S. A point p ∈ C is
said to be an asymptotic fixed point of S [20] if C contains a sequence {xn} which converges
weakly to p such that the strong limn→∞(xn − Sxn) = 0. The set of asymptotic fixed points of S
will be denote by Fˆ (S). A mapping S with F(S) = ∅ is called relatively nonexpansive [5,6,18]
if F(S) = Fˆ (S) and V (p,JSx)  V (p,Jx) for all x ∈ C and p ∈ F(S). The following result
provides examples of (2.1).
Lemma 3.1. Let C be a nonempty closed convex subset of a reflexive, strictly convex and smooth
Banach space E and let S :C → E be a relatively nonexpansive mapping with F(S) = ∅. Then
inf
y∈C V (y,JSx) < V (x,JSx) (3.1)
for all x ∈ C with Sx /∈ C.
Proof. Suppose that there exists x0 ∈ C with Sx0 /∈ C such that
inf
y∈C V (y,JSx0) = V (x0, JSx0).
It follows that x0 = πCJSx0. Since V (πCJSx0, JSx0) = 0 is equivalent to πCJSx0 = Sx0 (see
[18]), from Sx0 = x0, we have 0 < V (πCJSx0, JSx0). Let u ∈ F(S) be fixed. Then, we have
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> V (u,JSx0) − V (πCJSx0, JSx0)
 V (u,JπCJSx0)
= V (u,Jx0).
This is a contradiction. Thus, we obtain the required inequality. 
Remark 3.1. If E is a Hilbert space, then (3.1) is equivalent to the following condition:
inf
y∈C ‖y − Sx‖ < ‖x − Sx‖ (3.2)
for all x ∈ C with Sx /∈ C. Such a condition was studied by Halpern and Bergman [10] and Lan
and Webb [15,16].
Remark 3.2. Let C be a closed convex subset of a reflexive, strictly convex and smooth Banach
space E and let S :C → E be a mapping. Note that if S satisfies (3.1), then F(S) = F(πCJS).
In fact, it is sufficient to show that F(πCJS) ⊂ F(S). Let p ∈ F(πCJS). Then, we have that
infy∈C V (y,JSp) = V (πCJSp,JSp) = V (p,JSp). It follows from (3.1) that Sp ∈ C. This
gives us that V (p,JSp) V (Sp,JSp) = 0 and hence p = Sp. This result is a generalization of
Lemma 3.1 in [17].
As a special case of Lemma 3.1, we obtain the following examples.
Example 3.1. Let E be a uniformly convex Banach space with a uniformly Gâteaux differen-
tiable norm, let {Ci}mi=1 be a finite family of closed convex subsets of E and let D be a closed
convex subset of E. For each 1 i m, let Πi :E → Ci be the mapping defined by Πi = πiJ ,
where πi :E∗ → Ci is the generalized projection from E∗ onto Ci . If (⋂mi=1 Ci) ∩ D = ∅, then
the mapping T = J − JΠmΠm−1 · · ·Π1|D satisfies (2.1) on D. In fact, it is known that the
composition ΠmΠm−1 · · ·Π1|D is relatively nonexpansive on D and F(ΠmΠm−1 · · ·Π1|D) =⋂m
i=1 Ci ∩ D (see [20]). It follows from Lemma 3.1 that
inf
y∈DV
(
y, (J − T )x) = inf
y∈DV
(
y,Jx − (J − JΠmΠm−1 · · ·Π1|D)x
)
= inf
y∈DV (y,JΠmΠm−1 · · ·Π1x)
< V (x,JΠmΠm−1 · · ·Π1x)
= V (x,Jx − (J − JΠmΠm−1 · · ·Π1|D)x)
= V (x, (J − T )x)
for all x ∈ D with J−1(J − T )x = J−1(Jx − (J − JΠmΠm−1 · · ·Π1|D)x) =
ΠmΠm−1 · · ·Π1x /∈ D.
Example 3.2. Let E be a uniformly convex and uniformly smooth Banach space, let C be a
closed convex subset of E, let T :E → 2E∗ be a maximal monotone operator and let Qr =
(J + rT )−1J , where r > 0. If T −10 ∩ C = ∅, then the mapping T = J − JQr |C satisfies (2.1)
on C. In fact, we know that Qr |C is relatively nonexpansive mapping on C and F(Qr |C) =
T −10 ∩ C (see [14,18,20]). The same argument as in Example 3.1 leads to
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y∈C V
(
y, (J − T )x) = inf
y∈C V
(
y,Jx − (J − JQr |C)x
)
= inf
y∈C V (y,JQrx)
< V (x,JQrx)
= V (x,Jx − (J − JQr |C)x)
= V (x, (J − T )x)
for all x ∈ C with J−1(J − T )x = J−1(Jx − (J − JQr |C)x) = Qrx /∈ C.
4. Main result
In this section, we give an existence theorem for hemicontinuous monotone operators in a
Banach space. The following result which is in [23] will be used in the proof of our result (see
also [25]).
Theorem A. Let Y be a compact subset of a topological vector space E and let X be a convex
subset of E with X ⊂ Y . Let A :X → 2Y be an operator such that for each y ∈ Y , A−1y is
convex. Let B :X → 2Y be an operator such that
(1) Bx ⊂ Ax for each y ∈ X,
(2) B−1y = ∅ for each x ∈ Y , and
(3) Bx is open for each x ∈ X.
Then, there exists a point u0 ∈ X such that x0 ∈ Ax0.
Theorem 4.1. Let E be a reflexive, strictly convex and smooth Banach space, let C be a nonempty
bounded closed convex subset of E and let T :C → E∗ be a hemicontinuous monotone operator.
If
inf
y∈C V
(
y, (J − T )x)< V (x, (J − T )x) (4.1)
for all x ∈ C with J−1(J − T )x /∈ C, then T −10 = ∅.
Proof. We first show that there exists u0 ∈ C such that
〈y − u0, T y〉 0
for all y ∈ C. For any y ∈ C, we assume that the set{
x ∈ C: 〈x − y,T x〉 < 0}
is nonempty. We define two multi-valued operators A and B of C into itself by
Ax = {y ∈ C: 〈x − y,T y〉 < 0}
and
Bx = {y ∈ C: 〈x − y,T x〉 < 0}.
Then, for any y ∈ C, the set
A−1y = {x ∈ C: 〈x − y,T y〉 < 0}
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B−1y = {x ∈ C: 〈x − y,T x〉 < 0}
is nonempty. Since T is monotone, we have that
〈x − y,T x〉 〈x − y,T y〉
for all x, y ∈ C. So, we have that Bx ⊂ Ax for all x ∈ C. Since Bx is open for all x ∈ C, by
Theorem A, we have u0 ∈ C such that u0 ∈ Au0. This implies
0 = 〈u0 − u0, T u0〉 < 0.
This is a contradiction.
Next, we show that if u0 ∈ C such that
〈y − u0, T y〉 0
for all y ∈ C, then
〈u0 − y,T u0〉 0
for all y ∈ C. Let y ∈ C and 0 < t < 1. Since C is convex, we have yt = (1 − t)u0 + ty ∈ C. So,
we have
0
〈
t (y − u0), T yt
〉 = t〈y − u0, T yt 〉.
Since t > 0, it follows that 0 〈y − u0, T yt 〉. So, by hemicontinuity of T , we have
〈y − u0, T u0〉 0
as t → 0. Thus, we obtain
〈y − u0, T u0〉 0
for all y ∈ C. This gives us that〈
u0 − y, (J − T )u0 − Ju0
〉
 0
for all y ∈ C. It follows from Proposition 2.1(1) that
πC(J − T )u0 = u0,
where πC is the generalized projection from E∗ onto C. So, we have
V
(
u0, (J − T )u0
) = inf
y∈C V
(
y, (J − T )u0
)
.
Consequently, from (4.1) we have
J−1(J − T )u0 ∈ C.
So, we have
V
(
u0, (J − T )u0
)
 V
(
J−1(J − T )u0, (J − T )u0
)
= ∥∥J−1(J − T )u0∥∥2 − 2〈J−1(J − T )u0, (J − T )u0〉+ ∥∥(J − T )u0∥∥2
= ∥∥(J − T )u0∥∥2 − 2∥∥(J − T )u0∥∥2 + ∥∥(J − T )u0∥∥2
= 0
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(
u0, (J − T )u0
) = 0.
Since (‖u0‖ − ‖(J − T )u0‖)2  V (u0, (J − T )u0), we have ‖u0‖ = ‖(J − T )u0‖. From
V (u0, (J − T )u0) = 0, we also have 〈u0, (J − T )u0〉 = ‖u0‖2. This implies 〈u0, (J − T )u0〉 =
‖u0‖2 = ‖(J −T )u0‖2. From the definition of the duality mapping J , we have Ju0 = (J −T )u0.
So, we get that T u0 = 0. 
Using Theorem 4.1, we obtain the following surjectivity result. It has been proved in Deim-
ling [8] (see also Zeidler [26, Theorem 32.H]).
Theorem 4.2. Let E be a reflexive, strictly convex and smooth Banach space and let T :D(T ) =
E → E∗ be a hemicontinuous monotone operator. If ‖T x‖ → ∞ as ‖x‖ → ∞, then R(T ) = E∗.
Proof. We follow the argument of Guan in [9]. It is clear that R(T ) ⊂ E∗. To show the reverse
inclusion, let us prove that T −10 = ∅. Since ‖T x‖ → ∞ as ‖x‖ → ∞, there exists r > 0 such
that ‖T x‖ > ‖T 0‖ for ‖x‖ r . We show that
(J − T )x = λJx
for all (λ, x) ∈ (1,∞) × ∂Br [0]. If this is not true, then there exists (λ0, x0) ∈ (1,∞) ×
∂Br [0] such that (J − T )x0 = λ0Jx0. It follows that T x0 = (1 − λ0)Jx0. Then, 〈x0, T x0〉 =
(1 − λ0)‖x0‖2. Since T is monotone, 〈x0, T x0 − T 0〉 0. Then, we have that
〈x0, T x0〉 〈x0, T 0〉−‖x0‖‖T 0‖.
So, (1 − λ0)‖x0‖2 = 〈x0, T x0〉−‖x0‖‖T 0‖ and (λ0 − 1)‖x0‖ ‖T 0‖. This gives us that
‖T x0‖ =
∥∥(1 − λ0)Jx0∥∥ = (λ0 − 1)‖x0‖ ‖T 0‖,
which is a contradiction. It follows from Lemma 2.1 that
inf
y∈Br [0]
V
(
y, (J − T )x)< V (x, (J − T )x)
for all x ∈ Br [0] with J−1(J − T )x /∈ Br [0]. Applying Theorem 4.1, we get that T −10 = ∅.
Now, we show that E∗ ⊂ R(T ). Let x∗ ∈ E∗ be fixed. Then, we consider the operator
T˜ :E → E∗ defined by T˜ x = T x − x∗ for all x ∈ E. It is easy to check that T˜ is hemicon-
tinuous monotone and ‖T˜ x‖ → ∞ as ‖x‖ → ∞. By using the result we obtained above, we get
that T˜ −10 = ∅ and hence x∗ ∈ R(T ). 
We next consider the fixed point problem for nonexpansive mappings in a Hilbert space. Let
C be a nonempty closed convex subset of a Hilbert space H . A mapping S :C → C is said to be
nonexpansive if ‖Sx − Sy‖ ‖x − y‖ for all x, y ∈ C. By using the results we obtained above,
we present a necessary and sufficient condition for nonexpansive mappings in a Hilbert space.
Theorem 4.3. Let C be a nonempty closed convex subset of a Hilbert space H and let S :C → C
be a nonexpansive mapping. Then, the following are equivalent:
(1) F(S) = ∅;
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inf
y∈K ‖y − Sx‖ < ‖x − Sx‖ (4.2)
for all x ∈ K with Sx /∈ K .
Proof. We first show that (1) implies (2). Let u ∈ F(S) and r > 0. We show that
inf
y∈K ‖y − Sx‖ < ‖x − Sx‖
for all x ∈ K with Sx /∈ K , where K = {y ∈ C: ‖u− y‖ r}. In a Hilbert space H , V (x,Jy) =
‖x − y‖2 for all x, y ∈ H and S|K is relatively nonexpansive on K (see [18]). It follows from
Lemma 3.1 that we obtain the required inequality.
Next, we show that (2) implies (1). It is easy to check that I − S|K is hemicontinu-
ous monotone on K . Applying Theorem 4.1 we obtain (I − S|K)−10 = ∅. From F(S|K) =
(I − S|K)−10, we have F(S|K) ⊂ F(S) = ∅. 
5. Existence theorem for maximal monotone operators
In this section, we consider the existence of zeros of maximal monotone operators in a Banach
space. The idea of condition (2.1) can be applied to solve Eq. (1.1). A multi-valued operator
T :E → 2E∗ with graph G(T ) = {(x, x∗): x∗ ∈ T x} is said to be monotone if for any x, y ∈
D(T ), x∗ ∈ T x and y∗ ∈ Ty,〈
x − y, x∗ − y∗〉 0.
A monotone operator T is said to be maximal if T = S whenever S :E → 2E∗ is monotone and
G(T ) ⊂ G(S). Let E be a reflexive, strictly convex and smooth Banach space and let T :E →
2E∗ be a maximal monotone operator. For any x ∈ E, the equation
0 ∈ J (xr − x) + rT xr
has a unique solution xr ∈ E for every r > 0; see, for instance, [2,3,24]. Then, we can define two
operators Jr :E → D(T ) and Ar :E → E∗ by
Jrx = xr and Arx = 1
r
J (x − xr).
The operators Jr and Ar are called the resolvent and the Yosida approximation, respectively.
It is easy to check that Jr = (I + rJ−1T )−1. It is known that the Yosida approximation Ar is
demicontinuous monotone and everywhere defined. We refer to Brézis, Crandall and Pazy [3],
Barbu [2], Pascali and Sburlan [19] and Takahashi [24] for further information.
Theorem 5.1. Let E be a reflexive, strictly convex and smooth Banach space, let T :E → 2E∗ be
a maximal monotone operator and let Ar = 1r J (I − Jr), where Jr = (I + rJ−1T )−1 and r > 0.
Then, the following are equivalent:
(1) T −10 = ∅;
(2) there exists a nonempty bounded closed convex subset C of E such that
inf
y∈C V
(
y, (J − Ar)x
)
< V
(
x, (J − Ar)x
) (5.1)
for all x ∈ C with J−1(J − Ar)x /∈ C.
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we may assume that u = 0. In fact, we may replace Ar by A˜r given by A˜rx = Ar(x + u) for all
x ∈ Bδ[0] = Bδ[u] − u. We show that
(J − Ar)x = λJx
for all (λ, x) ∈ (1,∞) × ∂Bδ[0]. If this is not true, then there exists (λ0, x0) ∈ (1,∞) × ∂Bδ[0]
such that (J − Ar)x0 = λ0Jx0. It follows that Arx0 = (1 − λ0)Jx0. Since Ar is monotone and
Ar0 = 0, we have
0 〈x0 − 0,Arx0 − Ar0〉 = (1 − λ0)‖x0‖2 < 0,
which is a contradiction. It follows from Lemma 2.1 that
inf
y∈Bδ[0]
V
(
y, (J − Ar)x
)
< V
(
x, (J − Ar)x
)
for all x ∈ Bδ[0] with J−1(J − Ar)x /∈ Bδ[0].
Next, we show that (2) implies (1). Since Ar |C :C → E∗ is a hemicontinuous monotone, it
follows from Theorem 4.1 that Ar |C−10 = ∅. Let u ∈ Ar |C−10. Then, we have 0 = 1r J (u−Jru).
This gives us u = Jru. This together with the fact that Jr = (I + rJ−1T )−1 implies that
u ∈ T −10. The proof is complete. 
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