The Log-Structured Merge-Tree (LSM-tree) has been widely adopted for use in modern NoSQL systems for its superior write performance. Despite the popularity of LSM-trees, they have been criticized for suffering from write stalls and large performance variances due to the inherent mismatch between their fast in-memory writes and slow background I/O operations. In this paper, we use a simple yet effective two-phase experimental approach to evaluate write stalls for various LSM-tree designs. We further explore the design choices of LSM merge schedulers to minimize write stalls given a disk bandwidth budget. We have conducted extensive experiments in the context of the Apache AsterixDB system and we present the results here.
INTRODUCTION
In recent years, the Log-Structured Merge-Tree (LSMtree) [34] has been widely used in modern key-value stores and NoSQL systems, such as LevelDB [5] , RocksDB [6] , HBase [4] , Cassandra [2] , and AsterixDB [10] . Different from traditional index structures, such as B + -trees, which apply updates in-place, an LSM-tree always buffers writes into memory. When memory is full, writes are flushed to disk and subsequently merged using sequential I/Os. To improve efficiency and minimize blocking, flushes and merges are often performed asynchronously in the background.
Despite the popularity of LSM-trees, LSM-trees have been criticized for suffering from write stalls and large performance variances [3, 27, 39, 45] . To illustrate this problem, we conducted a micro-experiment on RocksDB [6] , a stateof-the-art LSM-based key-value store, to evaluate its write throughput on SSDs using the YCSB benchmark [19] . The instantaneous write throughput over time is depicted in Figure 1. As one can see, the write throughput of RocksDB periodically slows down after the first 300 seconds, which is when the system has to wait for background merges to catch up. Write stalls can significantly impact percentile write latencies and even block client threads for a potentially unbounded time [39] . In a production system, write stalls must be minimized to improve the end-user experience or to meet strict service-level agreements [26] .
In this paper, we study the impact of write stalls and how to minimize write stalls for various LSM-tree designs. It should first be noted that some write stalls are inevitable. Due to the inherent mismatch between fast in-memory writes and slower background I/O operations, in-memory writes must be slowed down or stopped if background flushes or Instantaneous write throughput of RocksDB: writes are periodically stalled to wait for lagging merges merges cannot catch up. Without such a flow control mechanism, the system will eventually run out of memory (due to slow flushes) or disk space (due to slow merges). Thus, it is not a surprise that an LSM-tree can exhibit large write stalls when measuring its maximum write throughput by writing as quickly data as possible, such as we did in Figure 1 .
This inevitability of write stalls does not necessarily limit the applicability of LSM-trees since in practice writes do not arrive as quickly as possible but rather are controlled by the expected data arrival rate. The data arrival rate directly impacts the write stall behavior and resulting write latencies of an LSM-tree. If the data arrival rate is relatively low, then write stalls are unlikely to happen. However, it is also desirable to maximize the supported data arrival rate so that the system's resources can be fully utilized. Moreover, the expected data arrival rate is subject to an important constraint -it must be smaller than the processing capacity of the target LSM-tree. Otherwise, the LSM-tree will never be able to process writes as they arrive, causing infinite write latencies. Thus, to evaluate the write stalls of an LSM-tree, the first step is to choose a proper data arrival rate.
As the first contribution of this paper, we propose a simple yet effective approach to evaluate the write stalls of an LSM-tree by answering the following question: If we set the data arrival rate close to (e.g., 95%) the maximum write throughput of an LSM-tree, will that cause write stalls? Briefly, the proposed approach consists of two phases: a testing phase and a running phase. During the testing phase, we experimentally measure the maximum write throughput of an LSM-tree by writing as much data as possible. During the running phase, we then set the data arrival rate close to the measured maximum write throughput as the limiting data arrival rate to evaluate its write stall behavior based on the write latencies. If write stalls happen, the measured write throughput is not sustainable since it cannot be used in the long-term due to the large latencies. However, if write stalls do not happen, then write stalls are no longer a problem since the LSM-tree can provide a high write throughput with small performance variance.
Although this approach seems to be straightforward at first glance, there exist two challenges that must be addressed. First, how can we accurately measure the maximum sustainable write rate of an LSM-tree experimentally? Second, how can we best schedule LSM I/O operations so as to minimize write stalls during runtime? In the remainder of this paper, we will see that the merge scheduler of an LSM-tree can have a large impact on write stalls. As the second contribution of this paper, then, we explore the design choices for LSM merge schedulers to address these two challenges. Specifically, for full merges, we propose a greedy merge scheduler to minimize write stalls. For partitioned LSM-trees, we show that a single-threaded merge scheduler, similar to that of LevelDB [5] , is sufficient to minimize write stalls but that the maximum write throughput must be measured carefully.
As our final contribution, we have implemented the proposed techniques and various LSM-tree designs inside Apache AsterixDB [10] . We have carried out extensive experiments to evaluate the write stalls of LSM-trees and the effectiveness of the proposed techniques using our two-phase evaluation approach. We argue that, perhaps counter-intuitively, with proper tuning and configuration, LSM-trees can achieve both a high write throughput and small performance variance.
The remainder of this paper is organized as follows: Section 2 provides background information on LSM-trees and briefly surveys related work. Section 3 describes the general experimental setup used throughout this paper. Section 4 identifies the design choices for LSM merge schedulers and evaluates bLSM's spring-and-gear scheduler [39] . Sections 5 and 6 present our techniques for minimizing write stalls for full merges and partitioned merges respectively. Section 7 extends our approach to include multiple LSM-based secondary indexes. Finally, Section 8 concludes the paper.
BACKGROUND

Log-Structured Merge Trees
The LSM-tree [34] is a persistent index structure optimized for write-intensive workloads. In an LSM-tree, writes are first buffered into a memory component. An insert or update simply adds a new entry with the same key, while a delete adds an anti-matter entry indicating that a key has been deleted. When the memory component is full, it is flushed to disk to form a new disk component. Once flushed, LSM disk components are immutable.
A query over LSM data has to reconcile the entries with identical keys from multiple components, as entries from newer components override those from older components. A point lookup query, which fetches the value for a key, can simply search all components one by one from newest to oldest until the first match is found. To speed up point lookups, a common optimization to build Bloom filters [13] over the set of keys stored in disk components. If the Bloom filter reports that a key does not exist, then the disk component can A range query searches all components simultaneously using a priority queue to perform reconciliation. As disk components begin to accumulate, query performance tends to degrade since more components must be examined. To counter this, disk components are gradually merged according to a pre-defined merge policy, which is discussed further below. Merge Policy. Two types of LSM merge policies are commonly used in practice [32] , both of which organize components into "levels". The leveling merge policy (Figure 2a ) maintains just one component per level, and a component at level i + 1 will be T times larger than that of level i. As a result, the component at level i will be merged multiple times with the component at level i − 1 until it fills up and is then merged into level i + 1. In contrast, the tiering merge policy (Figure 2b ) maintains multiple components per level. When a level i becomes full with T components, these T components are merged together into a new component at level i + 1. In both merge policies, T is called the size ratio, as it controls the maximum capacity of each level. It should be noted that when level i is already the system's configured maximum level, the resulting component remains at level i. We will refer to both of these merge policies as full merges since entire components are merged in each one.
In general, the leveling merge policy optimizes for query performance by minimizing the number of components but at the cost of write performance. This design also maximizes space efficiency, which measures the amount of space used for storing obsolete entries, by having most of the entries at the largest level. In contrast, the tiering merge policy is more write-optimized by reducing the merge frequency, but this leads to lower query performance and space utilization.
Partitioning. Partitioning is a commonly used optimization in modern LSM-based key-value stores, which is often implemented together with the leveling merge policy as pioneered by LevelDB [5] . In this optimization, a large LSM disk component is range-partitioned into multiple (often fixed-size) small components. This bounds the processing time of each merge and reduces the temporary space needed to create new disk components.
An example of a partitioned LSM-tree is shown in Figure 3 , where each (partitioned) component is labeled with its key range. Note that partitioning starts from level 1, as components from level 0 are directly flushed from memory. To merge a (partitioned) component from level i to level i + 1, all of its overlapping components at level i + 1 are selected and these components are merged to form new components at level i + 1. For example in Figure 3 , the component labeled 0-50 at level 1 will be merged with the components labeled 0-20 and 22-52 at level 2, which produce Different policies can be used to select which component to merge next. For example, LevelDB uses a round-robin policy to minimize the total write cost [29] . Write Stalls in LSM-trees. Since in-memory writes are inherently faster than background I/O operations, write stalls are a necessary flow control mechanism to ensure the stability of an LSM-tree. Write stalls can be caused by either flushes or merges. If the incoming write speed is faster than the flush speed, writes will be stalled when all memory components are full. Similarly, if there are too many disk components, writes should be stalled as well. In general, merges are the major source of write stalls since writes are flushed once but merged multiple times. Moreover, flush stalls can be avoided by giving higher disk I/O priority to flushes over merges. In this paper, we thus focus on write stalls caused by merges.
Apache AsterixDB
Apache AsterixDB [1, 10, 16 ] is a parallel, semistructured Big Data Management System (BDMS) that aims to support ingesting, storing, indexing, querying, and analyzing very large amounts of data efficiently. The records of a dataset in AsterixDB are hash-partitioned based on their primary keys across multiple nodes of a shared-nothing cluster. Each partition of a dataset uses a primary LSM-based B + -tree index to store the records, while local secondary indexes, including LSM-based B + -trees, R-trees, and inverted indexes, can be built to expedite query processing. AsterixDB supports record-level transactions across the multiple LSM indexes of a dataset to ensure that secondary indexes are always consistent with the primary index. Write-aheadlogging (WAL) is used to ensure durability, while key locking is used for concurrency control. AsterixDB internally uses a variation of the tiering merge policy to manage disk components. In this work, we have implemented various alternative LSM-tree designs inside AsterixDB, using as a common testbed for experimental evaluation.
Related Work
LSM-trees. Recently, a large number of improvements of the original LSM-tree [34] have been proposed. Chen and Carey [32] survey these improvements, range from improving write performance [21, 30, 33, 36, 44] , reducing the buffer cache misses due to merges [9, 41] , supporting automatic design tuning of LSM-trees [20, 29] , to optimizing LSM-based secondary indexes [31, 35] . However, all of these efforts focus on the throughput of LSM-trees, while performance variances and write stalls are largely ignored.
Several LSM-tree implementations seek to bound the write processing latency to alleviate the negative impact of write [28, 45] . Similarly, modern key-value stores, such as LevelDB [5] and RocksDB [6] , add small artificial delays to write requests before writes are forced to completely stop. However, as we will see later in this paper, simply bounding the maximum write processing latency alone is insufficient, because a large variance in the write throughput can still cause large queuing delays for subsequent writes. bLSM [39] , the most closely related idea to this work, proposes a spring-and-gear merge scheduler to bound the write latency. As shown in Figure 4 , bLSM has one memory component C0 and two disk components C1 and C2. The memory component C0 is continuously flushed and merged with C1. When C1 becomes full, a new C1 component is created while the old C1, which now becomes C 1 , will be merged with C2. bLSM ensures that for each level i, the progress of merging C i into Ci+1 (denoted as "outi") will be roughly identical to the progress of the formation of a new Ci (denoted as "ini"). This eventually limits the write rate for the memory component (in0) and avoids blocking writes for extended periods of time. However, the bLSM mechanism has a few drawbacks. First, it is only designed to work with the leveling merge policy, and it is not clear how it can be generalized to other LSM-tree designs such as those based on tiering and partitioning. More importantly, the write processing rate of bLSM can still exhibit a high variance since the size of C1 varies over time.
Performance Stability. Performance stability has long been recognized as a critical performance metric. The TPC-C benchmark [7] measures not only absolute throughput, but also specifies the acceptable upper bounds for the percentile latencies of the transactions. Huang et al. [26] applied VProfiler [25] to identify major sources of variance in database transactions and proposed a variance-aware transaction scheduling algorithm. Chaudhuri et al. [18] proposed techniques to optimize parameterized queries while balancing the average and variance of query cost. To reduce the variance of query processing, most existing proposals have either emphasized the use of table scans [14, 37, 43] or stuck to worst-case query plans [11, 12] . Cao [15] conducted an experimental study of the performance variance of modern storage stacks; they found that variance is common in storage stacks and heavily depends on configurations and workloads. Dean and Barroso [22] discussed several engineering techniques to reduce performance variance in large-scale distributed systems at Google. Different from these efforts, in this work we focus on evaluating and minimizing the performance variances of LSM-trees due to their inherent out-ofplace update design.
EXPERIMENTAL METHODOLOGY
For ease of presentation, we will not follow the usual "formula" of presenting all experiments at the end of the paper. Instead, we will mix our techniques with a detailed performance analysis for each LSM-tree design. We now describe the general experimental setup and methodology for all of the experiments to follow.
Experimental Setup
All of our experiments were run on a single node with an 8-core Intel i7-7567U 3.5GHZ CPU, 16 GB of memory, a 500GB SSD, and a 1TB 7200 rpm SATA hard disk. We used the SSD for LSM storage and configured the hard disk for transaction logging due to its sufficiently high sequential throughput. We allocated 10GB of memory for the AsterixDB instance. Within that allocation, the disk buffer cache size was set at 2GB. Each LSM memory component had a 128MB budget, and each LSM-tree had two memory components to minimize stalls during flushes. To improve point lookup performance, each disk component had a Bloom filter with a false positive rate setting of 1%. The data page size was set at 4KB.
It is important to note that not all sources of performance variance can be eliminated [26] . For example, writing a keyvalue pair with a 1MB value inherently requires more work than writing one that only has 1KB. Moreover, short time periods with quickly occurring writes (workload bursts) will be much more likely to cause write stalls than a long period of slow writes, even though their long-term write rate may be the same. In this paper, we will focus on the avoidable variance [26] that is caused by the internal implementation of LSM-trees instead of by varying amounts of work being requested by the user's workloads.
To evaluate the internal variances of LSM-trees, we adopt YCSB [19] , a popular benchmark for key-value stores, as the basis for our experimental workload. For each LSM-tree design, we first loaded a dataset with 100 million records in random key order, where each record is of size 1KB. Each experiment then starts with a fresh clone of the loaded LSMtree and runs for 2 hours, with updates occurring against the previously loaded records. We evaluated the impact of two update workloads in which the updated keys follow either a uniform distribution or a skewed Zipf distribution.
We further used two commonly used I/O optimizations when implementing LSM-trees, namely disk write throttling and periodic disk forces. In all experiments, we throttled the disk write speed of all LSM flush and merge operations to 100MB/s. This mechanism is used by nearly all LSMbased systems today to bound the negative impact of the disk writes due to updates on query performance, especially on SSDs. More importantly, this allows us to more fairly compare the performance differences of various LSM-tree implementations since they have the same budget for disk writes. We further had each flush or merge operation force its disk writes for every 16MB of data. This helps to limit the OS I/O queue length, reducing the negative impact of disk writes on queries and providing better fairness for concurrent write threads.
Performance Metrics
To quantify the impact of write stalls, we will not only present the write throughput of LSM-trees but also their write latencies. However, there are different methods for measuring write latencies. Throughout the paper, we will use the term arrival rate to denote the rate at which writes are submitted by clients, and the term processing rate to denote the rate at which writes are processed by an LSM-tree. We will use the term write throughput to denote the num- The difference between the write throughput and the arrival/processing rates is discussed further below.
The bLSM paper [39] , as well as most of the existing LSM research, used the experimental setup depicted in Figure 5a to write as much data as possible and then measure the latency of each write. In this closed system model [24] , the processing rate essentially controls the arrival rate, which further equals the write throughput. Although this model is sufficient for measuring the maximum write throughput of LSM-trees (by increasing the number of clients), it is not suitable for characterizing their write latencies for several reasons. First, since writing to memory is inherently faster than background I/Os, an LSM-tree will always have to stall writes in order to ensure that background flushes and merges can catch up. Moreover, under this model, a client cannot submit its next write until the current one is completed. Thus, when the LSM-tree is stalled, only a small number of ongoing writes will experience a large latency since the remaining writes have not been submitted yet 1 . In practice, a DBMS generally cannot control how quickly writes are submitted by external clients, nor will their writes always arrive as fast as possible. Instead, the arrival rate is usually independent from the processing rate, and when the system is not able to process writes as fast as they arrive, the newly arriving writes must be temporarily queued. In this open system model (Figure 5b ), the measured write latency includes both the queuing time and processing time, and queuing is often a major source of performance variance [22] . However, an important constraint is that the arrival rate must be smaller than the processing rate since otherwise the queue length will be unbounded. Thus, the (overall) write throughput is actually determined by the arrival rate.
We can examine a simple example to illustrate the important difference between these two models. Suppose that 5 clients are used in order to generate an intended arrival rate of 1000 writes/s and that the LSM-tree stalls for 1 second. Under the closed system model (Figure 5a ), only 5 delayed writes will experience a write latency of 1s since the remaining intended 995 writes simply will not occur. However, under the open system model (Figure 5b ), all 1000 writes will be queued and eventually processed, and all of their latencies will be at least 1s.
To evaluate write latencies using the open system model, one must first set the data arrival rate properly since the write latency heavily depends on the arrival rate. It is also important to maximize the arrival rate to maximize the system's utilization without exceeding the processing rate. Thus, to evaluate the impact of write stalls while maximizing system utilization, we use a two-phase evaluation approach that contains a testing phase and a running phase. During the testing phase, we use the closed system model ( Figure 5a ) to measure the maximum write throughput of an LSM-tree, which is also its processing rate. When measuring the maximum write throughput, we excluded the initial 20 minute period (out of 2 hours) of the testing phase since the LSM-tree is relatively empty at the beginning. During the running phase, we use the open system model (Figure 5b ) to evaluate the write latencies under a constant arrival rate, set at 95% of the measured maximum write throughput. Based on queuing theory [24] , the queuing time approaches infinity when the system utilization, i.e., the ratio between the arrival rate and the processing rate, becomes close to 100%. We thus empirically determine a high utilization load (95%) while leaving some room for the system to absorb variance. If the running phase then reports large write latencies, the maximum write throughput determined in the testing phase is not sustainable. We must improve the implementation of the LSM-tree or reduce the expected arrival rate to reduce the write latencies. In contrast, if the measured write latency is small, then the given LSM-tree can indeed provide a high write throughput with a small performance variance.
LSM MERGE SCHEDULER
Different from a merge policy that simply decides which components to merge, a merge scheduler is responsible for controlling the progress of the ongoing flush and merge operations of an LSM-tree. In this section, we discuss the design choices for a merge scheduler and experimentally evaluate bLSM's spring-and-gear merge scheduler.
Scheduling Choices
Since the overall write throughput of an LSM-tree is proportional to the allocated disk bandwidth budget, a merge scheduler will generally have little impact on the overall write throughput as long as the given disk bandwidth can be fully utilized. However, different scheduling choices can significantly impact the write stalls of an LSM-tree and thus its write latencies. It is important to design merge schedulers carefully to minimize write stalls. We have identified the following design choices for a merge scheduler.
Component Constraint: A merge scheduler usually specifies an upper-bound constraint on the total number of components allowed to accumulate before writes to the LSM memory components should be slowed down or stopped. We call this the component constraint. For example, bLSM [39] allows at most two disk components per level, while other systems like HBase [4] or Cassandra [2] stop processing writes when the overall number of disk components reaches some configured threshold.
Interaction with Writes: There also exist different strategies to enforce the component constraint depending on how the processing rate of an LSM-tree is controlled. A simple strategy is to simple stop processing writes once the component constraint is violated. Alternatively, the processing rate can be degraded gracefully based on the merge pressure [5, 6, 39] .
Degree of Concurrency: In general, an LSM-tree can often create multiple merge operations at the same time. A merge scheduler should decide how these merge operations should be scheduled. Allowing concurrent merges will enable merges at multiple levels to proceed concurrently, but they will also compete for CPU and I/O resources, which can negatively impact query performance [9] . For example, bLSM [39] allows one merge operation per level, while LevelDB [5] uses just one single background thread to execute all merges one by one.
Disk Bandwidth Allocation: Given multiple active merge operations, the merge scheduler should further decide how to allocate the available disk bandwidth among these merge operations. A commonly used heuristic is to allocate disk bandwidth "fairly" (evenly) to all active merge operations. Alternatively, bLSM [39] allocates disk bandwidth based on the relative progress of the merge operations to ensure that merges at each level all make steady progress.
Evaluation of bLSM
We now evaluate bLSM [39] using our two-phase approach. Due to the implementation complexity of bLSM and its dependency on a particular storage system, Stasis [38] , we chose to directly evaluate the released version of bLSM 2 . bLSM uses the leveling merge policy with two on-disk levels. We set its memory component size to 1GB and size ratio to 10 in our evaluation so that the experimental dataset with 100 million records can fit into the last level. We used 8 write threads to maximize the write throughput of bLSM.
Testing Phase. During the testing phase, we measured the maximum write throughput of bLSM by writing as much data as possible using both the uniform and Zipf update workloads. The instantaneous write throughput of bLSM under these two workloads is shown in Figure 6a . For readability, the write throughput is averaged over 30-second windows. (Unless otherwise noted, the same aggregation applies to all later experiments as well.)
As is evident in Figure 6a , while bLSM's spring-and-gear scheduler does prevent writes from being stalled, the instantaneous write throughput still exhibits a large variance. Moreover, the Zipf update workload only increases the write throughput, because updated entries can be reclaimed earlier to reduce the merge cost [29] , but the overall variance performance trends are still the same.
Running Phase. Based on the maximum write throughput measured in the testing phase, we then used a constant data arrival process (95% of the maximum) in the running phase to evaluate the bLSM's behavior. Figure 6b shows the instantaneous write throughput of bLSM under the uniform and Zipf update workloads. bLSM maintains a sustained write throughput during the initial period of the experiment, but later it has to slow down its processing rate periodically based on the background merge pressure. Figure 6c further shows the resulting write and processing latencies of bLSM under different percentiles. Recall that the processing latency only measures the time for the LSM-tree to process a write, while the write latency includes both the queuing and processing time. By slowing down the processing rate, bLSM indeed succeeds in minimizing the processing latencies. However, the write latencies of bLSM are much larger because writes must be queued when they cannot be processed as they arrive. This confirms that simply bounding the maximum processing latency is far from sufficient; it is also very important to minimize the variance in the LSMtree's processing rate to minimize write latencies. 
FULL MERGES
In this section, we study and evaluate write stalls for the (unpartitioned) tiering and leveling merge policies. We first explore the design choices of merge schedulers and present the design of a greedy merge scheduler to minimize write stalls. We then experimentally evaluate the impact of merge scheduling on write stalls using our two-phase approach. Finally, we examine other variations of the tiering merge policy that are used in practical systems.
Merge Scheduling for Full Merges
We first introduce some useful notation for our analysis. Given an LSM-tree, let T be the size ratio of the merge policy and M be the memory component size (in terms of entries). The maximum size of level i will be M · T i . Let us denote the disk bandwidth as B entries/s. To simplify our analysis, we will ignore the I/O cost of flushes since merges consume most of the disk I/O. (We will discuss the impact of flushes when necessary.)
Component Constraint
The component constraint specifies the upper bound on the number of disk components of an LSM-tree. Although the tiering and leveling merge policies only allow T and 1 components per level respectively (Section 2.1), extra components must be transiently tolerated by both to minimize write stalls. In general, tolerating more disk components will increase the LSM-tree's ability to minimize write stalls and absorb write bursts, but this will decrease query performance and space utilization. Given the negative impact of write stalls on write latencies, one solution is to tolerate a sufficient number of disk components to avoid write stalls while the worst-case query performance and space utilization are still bounded. For example, one conservative constraint is to tolerate twice the expected number of disk components per level, e.g., 2 components per level for leveling and 2 × T components per level for tiering.
How to enforce the component constraint, either locally or globally, remains a question. bLSM [39] uses a local constraint model in which each level can tolerate at most two components. When level i has two components, the new component resulting from level i − 1 must be blocked even when other levels may be relatively empty. However, we argue that enforcing the component constraint globally will better absorb the variance of merge times. In addition to external factors, such as deletes or shifts in write patterns, the merge time at each level inherently varies for the leveling merge policy. This is because the size of the incoming component from level i−1 is always M ·T i−1 , but the size of the component at level i varies from 0 to (T − 1) · M · T i−1 . Thus, the time to merge a component from level i − 1 into level i varies from 0 to
. Because of this, bLSM cannot provide a high yet stable write throughput over time. Enforcing the component constraint globally will better absorb this variance and minimize the write stalls of an LSM-tree.
Interaction with Writes
To enforce the component constraint, the processing rate of an LSM-tree must be slowed down or stopped if the component constraint is about to be violated. Existing LSMtree implementations prefer to gracefully slow down writes, such as bLSM [39] , RocksDB [6] , and LevelDB [5] . While this approach bounds the maximum processing latency, the incoming writes need to be queued, which will result in an even larger queuing latency. Thus, slowing down processing rates "gracefully" may not minimize the write latency.
We say that a merge policy is deterministic if it always produces the same set of merge operations given a list of initial disk components. Both the tiering and leveling merge policies are deterministic since they always merge the same number of disk components at once based on their levels. An implication of being a deterministic merge policy is that its overall write throughput will not be impacted by the arrival timing of flushed disk components since the scheduled merge operations will always be the same. To minimize the write latency, we argue that writes should always be processed as quickly as possible, as stated by the following theorem 3 .
Theorem 1. Given any data arrival process and any LSMtree with a deterministic merge policy, processing writes as quickly as possible minimizes the latency of each write.
Degree of Concurrency
We now examine the impact of the degree of merge concurrency on write stalls. We argue that concurrent merges must be performed to minimize write stalls for full merges. Consider a merge operation at level i. For leveling, as discussed in Section 5.1.1, the merge time varies from 0 to
depending on the size of the current component at level i. . Suppose the arrival rate is µ.
Without concurrent merges, there would be
newly flushed components added while this merge operation is being executed, assuming that flushes can still proceed. Recall that our two-phase evaluation approach uses the maximum write throughput of an LSM-tree as the arrival rate µ. For leveling, the maximum write throughput is ap- To minimize the number of components so that one can minimize write stalls, concurrent merges must be performed. The intuition is that while a large merge is being processed, the merge scheduler can still process small merges to reduce the number of components. By the definition of the tiering and leveling merge policies, there can be at most one merge operation per level. Thus, given an LSM-tree with L levels, at most L merge operations can be scheduled concurrently.
Disk Bandwidth Allocation
Given multiple active merge operations, the merge scheduler must decide how to allocate disk bandwidth to these operations. A heuristic approach used by existing systems [2, 4, 6] is to allocate disk bandwidth fairly (evenly) to all ongoing merges. We call this merge scheduler the fair scheduler. The fair scheduler ensures that all merges at different levels can proceed, thus eliminating potential starvation. However, it is not clear whether the fair scheduler can minimize write stalls by minimizing the number of disk components.
Recall that both the leveling and tiering merge policies always schedule the same number of disk components for each merge. We propose a greedy scheduler that always allocates the full disk bandwidth to the merge operation with the smallest remaining number of bytes. The greedy scheduler has a useful property that it minimizes the number of disk components over time for a given set of merge operations.
Theorem 2. Given any set of merge operations that process the same number of disk components and any disk bandwidth budget, the greedy scheduler minimizes the number of disk components at any time instant.
Note that Theorem 2 only considers a set of statically created merge operations. This conclusion may not hold if more merges can be created because of the completed merges. The problem is that sometimes completing a large merge could enable the merge policy to create smaller merges, which can then reduce the number of disk components more quickly. Actually, because of this, there exists no merge scheduler that can always minimize the number of disk components over time, as stated by the following theorem. However, as we will see in our later evaluation, the greedy scheduler is still a very effective heuristic for minimizing write stalls. 
16:
activeOp ← newOp Figure 7 : Pseudocode for Greedy Scheduling Algorithm disk components at any time instant for any data arrival process and any LSM-tree with a deterministic merge policy where all merge operations process the same number of disk components.
Putting Everything Together
We now summarize the proposed greedy merge scheduler and discuss some practical implementation issues. The greedy merge scheduler tolerates a sufficient number of disk components to minimize write stalls while ensuring the stability of the LSM-tree. An example constraint is to tolerate twice the expected number of components of an LSM-tree, as we discussed before. When the component constraint is violated, the scheduler blocks flushes from producing new disk components, which will eventually stop the processing of new writes. During runtime, the greedy scheduler does its best to minimize such stalls.
The pseudocode for the greedy scheduling algorithm is shown in Figure 7 . It stores the list of scheduled merge operations in mergeOps. At any time, there is at most one merge operation being executed by the merge thread, which is denoted by activeOp. The merge policy calls ScheduleMerge when a new merge operation is scheduled, and the merge thread calls CompleteMerge when a merge operation is completed. In both functions, mergeOps is updated accordingly and the merge scheduler is notified to check whether a new merge operation needs to be executed. It should be noted that in general one cannot exactly know which merge operation requires the least amount of disk bandwidth until the new component has been fully produced. Thus, line 12 uses the number of remaining input pages as an approximation to determine the smallest merge operation. Finally, if the newly selected merge operation is inactive, i.e., not being executed, the scheduler pauses the previous active merge operation and activates the new one.
Large merges may be starved at times under the greedy scheduler since they receive lower priorities. It should be noted that this starvation problem can only occur if the arrival rate is (temporarily) faster than the processing rate of an LSM-tree. Given the negative impact of write stalls on write latencies, it would be beneficial to temporarily delay large merges so that the system can better absorb write bursts. However, this also implies that the greedy sched-uler should not be used in our testing phase to measure the maximum write throughput of an LSM-tree design.
Finally, our discussions of the greedy scheduler as well as the single-threaded scheduler are based on an important assumption that a single merge operation would be able to fully utilize the disk bandwidth budget. Otherwise, concurrent merges must be performed. In this case, it is straightforward to extend the greedy scheduler to execute the smallest k merge operations, where k is the degree of concurrency needed to fully utilize the disk bandwidth budget.
Experimental Evaluation
We now experimentally evaluate the write stalls of LSMtrees using our two-phase approach. We will first discuss the specific setup for this set of experiments and then use our two-phase evaluation approach to evaluate the impact of merge schedulers on write stalls. We further evaluate certain scheduling choices, namely the benefit of enforcing the component constraint globally and of processing writes as quickly as possible. Finally, the impact of merge schedulers on query performance is evaluated as well.
Experimental Setup
We now discuss the experimental setup specific to this set of experiments in addition to the general setup described in Section 3. Unless otherwise noted, the size ratio of the leveling merge policy was set at 10, which is a commonly used configuration in practice [5, 6] . For the experimental dataset with 100 million unique records, this setup results in a three-level LSM-tree, where the last level is nearly full. For the tiering merge policy, the size ratio was set at 3 to minimize the expected number of disk components. Specifically, the largest component should be able to store all unique records of the dataset. The optimal size ratio T can be computed by minimizing the expected number of disk components T ×logT
, where N is the number of unique entries and M is the memory component size. This results in an eight-level LSM-tree. The maximum number of disk components is set at twice the expected number of disk components for each merge policy, which is 2 × 3 = 6 for leveling and 2 × 3 × 8 = 48 for tiering.
We evaluated the single-threaded scheduler, the fair scheduler, and our greedy scheduler. Unless otherwise noted, the component constraint was enforced globally and writes were processed as quickly as possible. Flushes were given a higher priority for disk I/Os to minimize flush stalls. Each experiment was performed under both the uniform and Zipf update workloads. Since the Zipf update workload had little impact on the overall performance trends except that it led to higher write throughput under all settings, its experiment results are omitted here for brevity.
Testing Phase
During the testing phase we measured the maximum write throughput of an LSM-tree by writing as much data as possible. In general, the choice of merge schedulers has little impact on the maximum write throughput since the disk bandwidth budget is fixed. However, the measured write throughput may be different because of the finite experimental period. Figure 8 shows the instantaneous write throughout of LSMtrees using different merge schedulers for the tiering and leveling merge policies. averaged over 2-minute windows. Under both merge policies, the single-threaded scheduler regularly exhibits long pauses, making its write throughput vary over time. The fair scheduler exhibits a relatively stable write throughput over time since all merge levels can proceed at the same rate. However, under the leveling merge policy, its write throughput still varies slightly over time since the component size at each level varies. The greedy scheduler appears to achieve a higher write throughput than the fair scheduler by starving large merges. However, this higher write throughput eventually drops when no small merges can be scheduled. For example, with the tiering merge policy, its write throughput slightly drops at 1100s and 4000s. Similarly, with the leveling merge policy, it has a long pause from 6000s to 7000s. This result confirms that the fair scheduler is more suitable for testing the maximum write throughput of an LSM-tree since it ensures that merges at all levels can proceed at the same rate. In contrast, the single-threaded scheduler incurs many long pauses, causing a large variance in the measured write throughput. The greedy scheduler provides a higher write throughput but starves large merges, which would be undesirable during runtime.
Running Phase
We now proceed to the running phase to evaluate the impact of merge scheduling on the write stalls of LSM-trees with the tiering and leveling merge policies. We used a constant data arrival process, configured based on 95% of the maximum write throughput measured by the fair scheduler. The detailed evaluation results are discussed below.
LSM-trees can provide a stable write throughput. We first evaluated whether LSM-trees can support a high write throughput without write stalls, i.e., with low write latencies. Specially, we evaluated the impact of merge schedulers, including single-threaded, fair, and greedy, on LSM- trees with the leveling or tiering merge policies. For each experiment, we used a constant data arrival process to evaluate the instantaneous write throughput and the number of disk components over time, as well as the write latencies under different percentiles.
The experimental results for the tiering merge policy are shown in Figure 9 . Both the fair and greedy scheduler are able to provide stable write throughputs without write stalls and the number of disk components never reaches the configured threshold. The greedy scheduler also minimizes the number of disk components over time. However, the singlethreaded scheduler causes a significant number of write stalls due to the blocking of large merge operations, which confirms our previous analysis. Due to the different write stall behavior of these merge schedulers, the resulting percentile write latencies are very different. Despite that the write latency increases under larger percentiles, both the fair and greedy schedulers provide small write latencies because of their stable write throughput. However, write latencies under the single-threaded merge scheduler are much larger because of long write stalls. Figure 10 shows the corresponding experimental results for the leveling merge policy. The single-threaded scheduler again performs poorly, causing a lot of write stalls in the write throughput and large write latencies. Due to the inherent variance of merge times, the fair scheduler alone cannot prevent a stable write throughput, which results in relatively large write latencies. In contrast, the greedy scheduler avoids write stalls by always minimizing the number of components, which again result in small write latencies.
This experiment confirms that LSM-trees can achieve a stable write throughput with a relatively small performance variance. Moreover, the write stalls of an LSM-tree heavily depend on the design of the merge scheduler.
Impact of Size Ratio. To verify our findings on LSMtrees with different shapes, we further carried out a set of experiments by varying the policies' size ratios. For both the tiering and leveling merge policies, we varied the size ratio from 2 to 10. For the leveling merge policy, we applied the dynamic level size optimization [23] so that the largest level remains almost full by slightly modifying the size ratio between level 0 and 1. This optimization maximizes space utilization without impacting write or query performance.
During the testing phase, we measured the maximum write throughput for each LSM-tree configuration using the fair scheduler, which is shown in Figure 11a . In general, a larger size ratio increases write throughput for tiering but decreases write throughput for leveling because it decreases the merge frequency of tiering but decreases that of leveling. During the running phase, we evaluated the 99% percentile write latency for each LSM-tree configuration using constant data arrivals, which is shown in Figure 11b . Under the tiering merge policy, both the fair and greedy schedulers are able to provide a stable write throughput with small write latencies. Under the leveling merge policy, the fair scheduler causes large write latencies when the size ratio becomes larger, as we have seen before. In contrast, the greedy scheduler is always able to provide a stable write throughput with small write latencies. This result again confirms that LSM-trees, despite their size ratios, can provide a high write throughput with a small variance with an appropriately chosen merge scheduler.
Benefit of Enforcing Global Component Constraint. We next evaluated the benefit of enforcing the component constraint globally in terms of minimizing write stalls. We used a variation of the fair scheduler that enforces the component constraint locally, that is, it allows at most 2 components per level for leveling while allowing 2 · T components for tiering. We excluded the evaluation of the greedy sched- The impact of enforcing component constraints on the write latencies under the tiering and leveling merge policies is shown in Figure 12 . In general, enforcing component constraints locally has little impact on the tiering merge policy since its merge time per level is relatively stable. However, it causes a larger variance for the leveling merge policy due to the inherent variance of merge times. In contrast, enforcing the component constraint globally better absorbs these variances, reducing the write latencies.
Benefits of Processing Writes As Quickly As Possible. We further evaluated the benefit of processing writes as quickly as possible. We used the leveling merge policy with a bursty data arrival process that alternates between a normal arrival rate of 2000 records/s for 25 minutes and a high arrival rate of 8000 records/s for 5 minutes. We evaluated two variations of the greedy merge scheduler. The first variation processes writes as quickly as possible (denoted as "No Limit"), as we did before. The second variation enforces a maximum processing rate of 4000 records/s (denoted as "Limit"), based on the maximum write throughput of the LSM-tree, to avoid write stalls. The instantaneous write throughput and the percentile write latencies of the two variations are shown in Figure 13a and Figure 13b respectively. As Figure 13a shows, delaying writes avoids write stalls and the resulting write throughput is more stable over time. However, this causes much larger write latencies (Figure 13b ) since the delayed writes must be queued. In contrast, writing as quickly as possible causes occasional write stalls, but it still minimizes overall write latencies. This confirms our previous analysis that processing writes as quickly as possible actually minimizes write latencies.
Impact on Query Performance. Finally, since the point of having data is to query it, we evaluated the impact of the fair and greedy schedulers on query performance under constant data arrivals. We evaluated three types of queries, namely point lookups, short scans, and long scans. A point lookup accesses 1 record given a primary key. A short scan query accesses 100 records and a long scan query accesses 1 million records. In each experiment, we executed one type of query concurrently with writes. To maximize query performance while ensuring that LSM flush and merge operations receive enough disk bandwidth, we used 8 query threads for point lookups and short scans and 4 query threads for long scans.
The instantaneous query throughput under the tiering and leveling merge policies is depicted in Figure 14 and Figure 15 respectively. For point lookups and short scans, the query throughput is averaged over 30-second windows. For long scans, the query throughput is averaged over 1-minute windows. As the results show, the greedy scheduler always improves query performance by minimizing the number of components. Among the three types of queries, point lookups and short scans benefit more from the greedy scheduler since these two types of queries are more sensitive to the number of disk components. In contrast, long scans incur most of their I/O cost at the largest level. Moreover, the tiering merge policy benefits more from the greedy scheduler than the leveling merge policy since the performance difference between the greedy and fair schedulers is larger under the tiering merge policy. This is because the tiering merge policy has more disk components than the leveling merge policy. Note that under the leveling merge policy, there is a drop in query throughput under the fair scheduler at around 5400s, even though there is little difference in the number of disk components between the fair and greedy scheduler. This drop is caused by write stalls during that period, as indicated by the instantaneous write throughput of Figure 10 . After the LSM-tree recovers from write stalls, it attempts to write as much data as possible in order to catch up, which results in a lower query throughput.
Tiering in Practice
Existing LSM-based systems, such as BigTable [17] HBase [4] , use a slight variation of the tiering merge policy discussed in the literature. This variation, often referred as the size-tiered merge policy, does not organize components into levels explicitly but simply schedules merges based on the sizes of disk components. This policy has three important parameters, namely the size ratio T , the minimum number of components to merge min, and the maximum number of components to merge max. It merges a sequence of components, whose length is at least min, when the total size of the sequence's the younger components is T times larger than that of the oldest component in the sequence. It also seeks to merge as many components as possible at once until max is reached. Concurrent merges can also be performed. For example, in HBase [4] , each execution of the size-tiered merge policy will always examine the longest prefix of the component sequence in which no component is being merged. An example of the size-tiered merge policy is shown in Figure 16 , where each disk component is labeled with its size. Let the size ratio be 1.2 and the minimum and maximum number of components per merge be 2 and 4 respectively. Suppose initially that no component is being merged. The first of execution the size-tiered merge policy starts from the oldest component, labeled 100GB. However, no merge is scheduled since this component is too large. It then examines the next component, labeled 10GB, and schedules a merge operation for the 4 components labeled from 10GB to 5GB. The next execution of the size-tiered merge policy starts from the component labeled 1GB, and it schedules a merge for the 3 components labeled from 128MB to 64MB.
To evaluate the write stalls of the size-tiered merge policy, we repeated the experiments using our two-phase approach. In our evaluation, the size ratio was set at 1.2, which is the default value in HBase [4] , and the minimum and maximum 100GB 10GB 10GB 5GB 5GB 1GB 128MB 96MB 64MB
First Merge
Second Merge Figure 16 : Example of Size-Tiered Merge Policy mergeable components were set at 2 and 10 respectively. The maximum tolerated disk components parameter was set at 50. During the testing phase, the maximum write throughput measured by using the fair scheduler was 17,008 records/s. Then during the running phase, we used a constant data arrival process based on 95% of this maximum throughput to evaluate write stalls. The instantaneous write throughput of the LSM-tree and the number of disk components over time are shown in Figures 17a and 17b respectively. As one can see, write stalls have occurred under the fair scheduler. Moreover, even though the greedy scheduler avoids write stalls, its number of disk components keeps increasing over time. This result indicates that the maximum write throughput measured during the testing phase is not sustainable.
This problem is caused by the non-determinism of the size-tiered merge policy since it tries to merge as many disk components as possible. This behavior impacts the maximum write throughput of the LSM-tree. During the testing phase, when writes are often blocked because of too many disk components, this merge policy tends to merge more disk components at once, which then leads to a higher write throughput. However, during the running phase, when writes arrive steadily, this merge policy tends to schedule smaller merges as flushed components accumulate. For ex- To address problem and to minimize write stalls, the arrival rate must be reduced. However, finding the maximum "stall free" arrival rate is non-trivial due to the nondeterminism of the size-tiered merge policy. Instead, we propose a simple and conservative solution to avoid write stalls. During the testing phase, we propose to measure the lower bound write throughput by always merging the minimum number of disk components. This write throughput will serve as a baseline of the arrival rate. During runtime, the size-tiered merge policy can merge more disk components to dynamically increase its write throughput to minimize stalls.
We repeated the previously experiments based on this solution. During the testing phase, the merge policy always merged 2 disk components, which resulted in a lower maximum write throughput of 8,863 records/s. We then repeated the running phase based on this throughput. Figure 18a and Figure 18a show the instantaneous write throughput and the number of disk components over time respectively during the running phase. In this case, both schedulers exhibit no write stalls and the number of disk components is more stable over time. Moreover, the greedy merge scheduler still slightly reduces the number of disk components.
PARTITIONED MERGES
We now examine the write stall behavior of partitioned LSM-trees using our two-phase approach. Recall that in a partitioned LSM-tree, a large disk component is rangepartitioned into multiple smaller ones and each merge operation only processes a small number of partitioned components with overlapping ranges. Since merges always happen immediately after a level is full, a single-threaded merge scheduler could be sufficient to minimize write stalls. In the reminder of this section, we will evaluate LevelDB's singlethreaded merge scheduler.
LevelDB's Merge Scheduler
LevelDB's merge scheduler is single-threaded. It computes a score for each level and selects the level with the largest score to merge. Specifically, the score for level 0 is computed as the total number of flushed components divided by the minimum number of flushed components to merge. For a partitioned level (1 and above), its score is defined as the total size of all components at this level divided by the configured maximum size. A merge operation is scheduled if the largest score is at least 1, which means that the selected level is full. If a partitioned level is chosen to merge, LevelDB selects the next partitioned component to merge in a round-robin way.
LevelDB only restricts the number of flushed components at level 0. By default, the minimum number of flushed components to merge is 4. The processing of writes will be slowed down or stopped of the number of flushed component reaches 8 and 12 respectively. Since we have already shown in Section 5.1.2 that processing writes as quickly as possible reduces write latencies, we will only use the stop threshold in our evaluation.
Experimental Evaluation. We have implemented LevelDB's partitioned leveling merge policy and its merge scheduler inside AsterixDB for evaluation. Similar to LevelDB, the minimum number of flushed components to merge was set at 4 and the stop threshold was set at 12 components. The maximum size of each partitioned component was set at 64MB. The memory component size was set at 128MB and the base size of level 1 was set at 1280MB. The size ratio was set at 10. Since the experimental dataset initially contains 100 million records, this results in a 4-level LSMtree where the largest level is nearly full. To minimize write stalls caused by flushes, we used two memory components and a separate flush thread. We evaluated two strategies to select a partitioned component to merge. The round-robin strategy simply chooses the next partitioned component in a round-robin way, as is done in LevelDB. The choose-best strategy [42] always chooses the partitioned component with the fewest overlapping components at the next level to minimize the merge cost.
We repeated our two-phase approach to evaluate this partitioned LSM-tree. The instantaneous write throughput during the testing phase is shown in Figure 19a . As one can see, the write throughput of both strategies decreases over time because of more frequent stalls. Moreover, the alternative selection strategies have little impact over the overall write throughput, as reported in [29] . During the testing phase, we used a constant arrival process to evaluate write stalls. The instantaneous write throughput of both strategies is shown in Figure 19b . As the result shows, in both cases write stalls start to occur after time 6000s. This result sug- gests that the measured write throughput during the testing phase is not sustainable.
Measuring Sustainable Write Throughput
One problem with LevelDB's score-based merge scheduler is that it merges as many components at level 0 as possible at once. Even though this elastic design dynamically increases the processing rate as needed, it also results in an unsustainable write throughput being measured during the testing phase. To see this, suppose that the merge scheduler merges at least T0 components at level 0 and that the maximum number of components at level 0 is T 0 . During the testing phase, where writes arrive as quickly as possible, the merge scheduler tends to merge the maximum possible number of components T 0 instead of just T0 at once. However, this is likely to cause write stalls during the running phase since flushes cannot proceed. Moreover, the merge score of level 0 actually becomes
and it receives higher merge preferences. Eventually, the LSM-tree will transit from the expected shape (Figure 20a ) to the actual shape (Figure 20b ), where T is the size ratio of the partitioned levels. Note that the largest level is not affected since its size is determined by the number of unique entries, which is relatively stable. The LSM-tree depicted in Figure 20b increases the ratio of wasted space from
. Moreover, it is no longer making optimal performance trade-offs since the size ratios between its adjacent levels are not the same anymore [34] . By simply adjusting the sizes of intermediate levels so that adjacent levels have the same size ratio, one can improve both write throughput and space utilization without affecting query performance.
We propose a solution to address this problem. During the testing phase, we always merge exactly T0 components at level 0. This ensures that merge preferences will be given equally to all levels so that the LSM-tree will stay in the ex- (Figure 20a ). Then, during the running phase, the LSM-tree can elastically merge more components at level 0 as needed to absorb write bursts.
To verify the effectiveness of the proposed solution, we repeated the previous experiments on the partitioned LSMtree. During the testing phase, the LSM-tree always merged 4 disk components at level 0 at once. The measured instantaneous write throughput is shown in Figure 21a , which is lower than that of the previous experiment. During the running phase, we used a constant arrival process based on this lower write throughput. The resulting instantaneous write throughput is shown in Figure 21b , where the LSM-tree successfully maintains a sustainable write throughput without any write stalls under both selection strategies, which further results in low write latencies (not shown in the figure). This confirms that LevelDB's single-threaded merge scheduler is sufficient to minimize write stalls, given that a single merge thread can fully utilize the disk bandwidth budget.
EXTENSION: SECONDARY INDEXES
We now extend our two-phase approach to evaluate LSMbased datasets in the presence of secondary indexes. We first discuss two secondary index maintenance strategies used in practical systems, followed by the experimental evaluation and analysis.
Secondary Index Maintenance
An LSM-based storage system often contains a primary index plus multiple secondary indexes for a given dataset [31] . The primary index stores the records indexed by their keys, while each secondary index stores the mapping from secondary keys to primary keys. During data ingestion, secondary indexes must be properly maintained to ensure correctness. In the primary LSM-tree, writes (inserts, deletes, and updates) can be added blindly to memory since entries with identical keys will be reconciled by queries automatically. However, this mechanism does not work for secondary indexes since the value of a secondary index key might change. Thus, in addition to adding the new entry to the secondary index, the old entry (if any) must be cleaned as well. We now discuss two secondary index maintenance strategies used in practice [31] .
The eager index maintenance strategy performs a point lookup to fetch the old record during the ingestion time. In an update-heavy workload, these point lookups can become the ingestion bottleneck instead of the LSM-tree write operations.
The lazy index maintenance strategy does not cleanup secondary indexes during the ingestion time. Instead, it only adds the new entry into secondary indexes without any point lookups. Secondary indexes are then cleaned up in the background either when merging the primary index components [40] or when merging the secondary index components [31] . Evaluating different secondary index cleanup methods is beyond the scope of this work. Instead, we choose to evaluate the lazy strategy without cleaning up secondary indexes.
Experimental Evaluation
Experiment Setup. In this set of experiments, we modified the YCSB benchmark to allow us incorporate secondary indexes and formulate secondary index queries. Specifically, we generated records with multiple fields with each secondary field value randomly following a uniform distribution based on the total number of base records. We built two secondary indexes in our experiment. The primary index and the two secondary indexes all used the tiering merge policy with size ratio 3.
In this set of experiments, we evaluated two merge schedulers, namely fair and greedy. Each LSM-tree is merged independently with a separate merge scheduler instance. However, these LSM-trees shared the same memory budget 128MB for each memory component and the disk write bandwidth budget of 100MB/s. We also evaluated two index maintenance strategies, namely eager and lazy. For the eager strategy, we used 8 writer threads to maximize the point lookup throughput. For the lazy strategy, 1 writer thread was sufficient to reach the maximum write throughput since there were no point lookups during data ingestion.
Testing Phase. We first measured the maximum write throughput of the lazy and eager strategies using the fair scheduler during the testing phase. The maximum write throughput was 9,731 records/s for the lazy strategy and 7,601 records/s for the eager strategy. (The eager strategy results in a slightly lower write throughput because it has to cleanup secondary indexes using point lookups.)
Running Phase. During the running phase, we used constant data arrivals to evaluate write stalls. The instantaneous write throughput and percentile write latencies for the lazy and eager strategies are shown in Figures 22 (Figure 23b ). This is because the write throughput of the eager strategy is bounded by point lookups in this experiment, and the point lookup throughput inherently varies due to ongoing disk activities and the number of disk components. Based on queuing theory [24] , the system utilization, i.e., the ratio between the arrival rate and the processing rate, must be reduced to minimize the write latency. Moreover, the greedy merge scheduler still has lower write latencies due to its minimizing the number of disk components to improve point lookup performance. Since the eager strategy results in large percentile write latencies under a high data arrival rate, we further carried out another experiment to evaluate the percentile write latencies under different system utilizations, that is, different data arrival rates. The resulting 99% percentile write latencies under various utilizations are shown in Figure 24 . As the result shows, the write latency becomes relatively small once the utilization is below 80%. This is much smaller than the utilization used in our previous experiments, which was 95%. This result also confirms that because of the inherent variance of the point lookup throughput, one must reduce the data arrival rate, that is, the system utilization, to achieve smaller write latencies.
Secondary Index Queries. Finally, we evaluated the impact of different merge schedulers and maintenance strategies on the performance of secondary index queries. We used 8 query threads to maximize query throughput. Each secondary index query first scans the secondary index to fetch primary keys, which are then sorted and used to fetch records from the primary index. We varied the query selectivity from 1 record to 1000 records so that the performance bottleneck eventually shifts from secondary index scans to primary index lookups. The instantaneous query throughput for various query selectivities under the lazy and eager strategy is shown in Figures 25 and 26 respectively. The query throughput is averaged over each 30-second windows. In general, the greedy merge scheduler improves secondary index query performance under all query selectivities since it reduces the number of disk components for both the primary index and secondary indexes. The improvement is less significant under the eager strategy since the arrival rate is lower.
To summarize, under the lazy strategy, an LSM-based dataset with multiple secondary indexes has similar performance characteristics to the single LSM-tree case, because this can be viewed as a simple extension to multiple LSM-trees. The greedy scheduler also improves query performance by minimizing the number of disk components as before. However, under the eager strategy, the point lookups actually become the ingestion bottleneck instead of LSMtree write operations. This not only reduces the overall write throughput, but further causes larger write latencies due to the inherent variance of the point lookup throughput.
CONCLUSION
In this paper, we have studied and evaluated the write stall problem for various LSM-tree designs. We first proposed a two-phase approach to use in evaluating the impact of write stalls on percentile write latencies using a combination of closed and open system performance testing models. We then explored the design choices for LSM merge schedulers for various LSM-tree designs. For full merges, we presented a greedy merge scheduler that minimizes write stalls. For partitioned merges, we found that a single-threaded merge scheduler is sufficient to provide a stable write throughput but that the maximum write throughput must be measured carefully. Based on these findings, we have shown that performance variance must be considered together with write throughput to ensure the actual usability of the measured throughput.
APPENDIX A. PROOFS OF THEOREMS
Proof. Consider two merge schedulers S and S which only differ in that S may add arbitrary delays to writes to avoid write stalls while S processes writes as quickly as possible. Denote the total number of writes processed by S and S at time instant T as WT and W T respectively. Since the merge policy is deterministic and S processes writes as quickly as possible, we have WT ≤ W T . In other words, given the same numbers of writes, S processes these writes no later than S.
Consider the i-th write request that arrives at time instant Ta i . Suppose this write is processed by S and S at time instants Tp i and T p i respectively. Based on the analysis above, it is straightforward that Tp i ≥ T p i . Thus, we have Tp i − Ta i ≥ T p i − Ta i , which implies that S minimizes the latency of each write. Theorem 2. Given any set of merge operations that process the same number of disk components and any disk bandwidth budget, the greedy scheduler always minimizes the number of disk components at any time instant.
Proof. Let S be an arbitrary merge scheduler and S be the greedy merge scheduler. Suppose there are N merge operations in total and the initial time instant is t0. Denote by ti and t i the time instants when S and S complete their ith merge operation, respectively. Since all merge operations always process the same number of disk components, we only need to show that for any i ∈ [1, N ], ti ≥ t i always holds. In other words, S completes each merge operation no later than S.
Suppose there exists i ∈ [1, N ] s.t. ti < t i . Denote by |S ≤i | and |S ≤i | the total number of bytes read and written by S and S up to the completion of the i-th merge operation. By the definition of the greedy merge scheduler S , we have |S ≤i | ≥ |S ≤i |. Since ti < t i , we further have
. This implies that the merge scheduler S requires a larger disk bandwidth budget than S , which leads to a contradiction. Thus, for any i ∈ [1, N ], ti ≤ t i always holds, which proves that S minimizes the number of disk components over time.
Theorem 3. Given any disk bandwidth budget, there exists no merge scheduler that can minimize the number of disk components at any time instant for any data arrival process and any LSM-tree with a deterministic merge policy where all merge operations process the same number of disk components.
Proof. In this proof, we will construct an example showing that no such merge scheduler can be designed. Consider a two-level LSM-tree with a tiering merge policy. The size ratio of this merge policy is set at 2. Suppose level 1, which is the last level, contains three disk components D1, D2, D3 and level 0 contains two disk components, D4 and D5. For simplicity, assume that no more writes will arrive. Initially, the merge policy creates two merge operations, namely the merge operation M1−2 that processes D1 and D2 and the merge operation M4−5 that processes D4 and D5. Upon the completion of M1−2, which produces a new disk component D1−2, the merge policy will create a new merge operation M1−3 that processes D1−2 and D3. We further denote the amount of disk bandwidth required by each merge operation M1−2, M4−5, and M1−3 as |M1−2|, |M4−5|, and |M1−3|. Finally, we assume that |M1−3| < |M4−5| < |M1−2|. This can happen if D2 contains a large number of deleted keys against D1 so that the merged disk component D1−2 is very small.
Suppose that the initial time instant is t0 and let the given disk bandwidth budget be B. Consider a merge scheduler S that first executes M4−5 and then M1−2. At time instant t1 = t0 + , S completes M1−3. Based on the assumption |M1−3| < |M4−5| < |M1−2|, it follows that t1 < t 1 and t 2 < t2. Suppose there exists a merge scheduler S * that minimizes the number of disk components over time. Then, S * must satisfy the following two constraints: (1) complete one merge operation no later than t1; (2) complete two merge operations no later than t 2 .
To satisfy constraint (1), S * must execute M4−5 first. Then, S * must complete the second merge operation within time interval t 2 − t1 = . Since |M1−3| < |M4−5|, we have t 2 − t1 <
. Thus, S * cannot satisfy constraint (2) by completing the second merge operation no later than t 2 because the only remaining merge operation M1−2 takes time
to finish. This leads to a contradiction that S * minimizes the number of disk components over time. Thus, we have constructed an example for which no such merge scheduler can be designed, which proves the theorem.
