Abstract-This paper focus on recovering multi-dimensional data called tensor from randomly corrupted incomplete observation. Inspired by reweighted l1 norm minimization for sparsity enhancement, this paper proposes a reweighted singular value enhancement scheme to improve tensor low tubular rank in the tensor completion process. An efficient iterative decomposition scheme based on t-SVD is proposed which improves low-rank signal recovery significantly. The effectiveness of the proposed method is established by applying to video completion problem, and experimental results reveal that the algorithm outperforms its counterparts.
I. INTRODUCTION
S IGNAL completion aims to recover the original signal from its incomplete observations. It is one among the key tasks in medical imaging, decoding problems, computer graphics, computer vision, image and video processing to support further stages of processing. Practical observations will be degraded arbitrarily with respect to signal position and magnitude. Noise contamination and occlusions turn practical image and video signals quite noisy and annoying even with recent advances. Extremely sensitive ambient conditions and capture settings like low lighting, high ISO setting or rapid capture rate generate random degradations. Despite these, certain regions of image or frame segments might be invisible for users due to scratches, occlusions or errors while data conversion/communication. Nowadays, regeneration of missing pixel values of an image or video with pixel as well as region missing is a hot topic of research. This has become inevitable with the prevalence of camera phones, web-cams, and cheap memory devices, which enable us to collect as well as store more data than ever before. Recently several approaches have been found based on the characteristics of the video and the nature of the missing samples.
However, image and video completion problem is inherently an ill-posed problem since it does not ensure a unique solution. In order to convert the problem, well-defined researchers typically achieve a solution such that the recovered data is statically or structurally consistent with original image in some sense. The majority of the natural images and videos inherently possess redundancy which can be utilized as a good prior. This paper focuses on class of images and videos with low intrinsic dimensionality or complexity. Although they are samples or signals in high dimensional space, they reside in a very low dimensional subspace [3] , [7] , [8] , [12] , [14] or have a very sparse representation with respect to some basis.
Multilinear structures mathematically referred as tensors [33] , [41] , [42] emerge naturally in many of the real problems involving videos, hyper-spectral images, multi-spectral images etc. Owing to significant temporal redundancy video conveys richer information about the scene than a static image does. However, as we move from a two-dimensional image to multidimensional video, demand for computational complexity appears to be the bottleneck. On the contrary, effectiveness of algorithm directly depends on how robust is the temporal redundancy capture. A common thread of development is to decompose into matrices and capture spatial redundancy along with temporal redundancy using standard linear algebra. However, the consequences are undesirable in many cases.
Another perspective is to model problem in tensors and process signals by taking full advantage of the methods implemented in tensor algebra [10] . Therefore, a structure which can capture redundancy in an inbuild manner will definitely ensure better results while meeting computational bottlenecks. Building upon this thread, this paper proposes a tensor based transformations to regenerate the original low rank video from a deteriorated version while preserving consistency. In brief, video completion considers in regenerating the low rank original video from a deteriorated version while maintaining consistency between original and observed data.
Image completion [12] , [27] , [32] , [38] techniques are the major catalyst for the field of tensor completion. In an image completion, suppose M ∈ R m×n and X ∈ R m×n correspond to degraded and recovered versions of an image respectively. Reconstruction from limited sampling is modelled as, min X rank(X) such that P Ω (X) = P Ω (M)
where, Ω denotes the index set of the reliable pixels and P Ω (.) is the orthogonal projection onto the span of matrices with non-zero entries restricted to Ω. Low rank signal recovery broadly handles rebuilding from partial knowledge by regularizing rank. Though rank(.) of a matrix is well defined, rank minimization is an NP hard problem. Thus, we would run minimization with the best matching convex surrogate namely, Nuclear Norm (NN) [37] . Singular Value Decomposition (SVD) [1] of matrix X ∈ R m×n is denoted by X = UΣV T where U ∈ R m×m and V ∈ R n×n are unitary matrices and Σ ∈ R m×n is the diagonal matrix contain singular values of X. Then nuclear norm is defined as, 
denote the singular values of X. Use of nuclear norm for optimization is favourable in two ways, first of all convexity seeks global minimum irrespective of initial conditions. Additionally, nuclear norm is proven to be the tightest convex surrogate of rank [14] . The above problem is called Low Rank Matrix Completion (LRMC) [1] , [7] , [9] , [12] , [31] and it is employed in image completion, video completion [12] , medical image reconstruction [12] etc. However, low rank matrix completion method is not suitable for recovering multi-linear data because the matrix nuclear norm defined in Eq. (2) cannot simultaneously capture the spatial redundancy and temporal redundancy [11] . Nowadays, very large volume of multi-linear data called tensors is generated in the form of video, hyper-spectral images, multi-spectral images etc. Since matrix completion is not an efficient technique to process these signals, one method is to treat them as tensors and process signals by taking full advantage of the methods implemented in tensor algebra [10] , [39] . Major challenge in this area is that rank of a multi-linear data is not well defined [40] .
In summary, the low-rank tensor completion problem is defined as completing an observed tensor M ∈ R n1×n2×n3 from the available entries Ω,
where, X ∈ R n1×n2×n3 is the estimate of underlying low rank tensor. Detailed definition of projection operators P Ω (.) is described in the Section-II. The above low rank tensor completion model [4] , [9] , [34] - [36] , [38] can be applied effectively to multi-linear data completion problems such as video completion, hyper-spectral image completion, medical image processing etc. In the next section, a brief review current state of art is presented.
A. Related Work
Non-local means method is one of the pioneering approach to estimate image pixel values [27] from similar intensity pixels. This was elaborated with the help of accelerated algorithm to include partially accessible videos [26] . Recovery was performed pixel-wise as weighted average of similar patches across spatial and temporal coordinates, with weight directly proportional to patch similarity. Slicing and processing of videos into patches centered around each pixel across spatial and temporal directions causes computational burden. Several effective spatial partial differential equation based image inpainting techniques exist in literature. Marcelo et al. [23] combined discretized 2D-laplacian and gradient vector along with interleaved diffusion technique for updating pixels in inpainting region. This was further broadened by Bertalmio et al. [22] to handle video frame by frame but temporal coherency was lesser compared to spatial smoothness. Jia et al. [21] extended this one step ahead by combining static background repairing and moving foreground repairing. Although, this sufficiently maintained spatial as well as temporal consistency, lighting and shadow remained unhandled.
Recovery techniques took a new direction by exploiting known properties of image in prior to regularize limited samples. Total Variation (TV) minimization method [24] , [25] is one of the most commonly used image regularization priors. But piece-wise smoothness criteria inclines to smooth out finer details. Hui et al. modelled patch based video completion as a jointly sparse and low rank matrix approximation problem by combining similar patches present across spatial and temporal coordinates. Although this was a different direction from conventional methods, factorization and processing in terms of matrices was computationally expensive.
Low rank factorization is our tool to unravel the structure of tensors as extensions of matrix SVD concepts. There has been considerable research in this direction and a number of frameworks along with algebra and rank definitions exist. One among the earlier and fundamental algebraic factorization is CANDECOMP/PARAFAC (CP) [16] , [19] factorization in which tensor is decomposed as finite sum of rank-1 tensors. Additionally, tensor rank was defined as the minimum number of rank-1 tensors for exact decomposition. Although this appears to be conceptually simpler, problem is heavily ill posed as we do not have access to rank in prior practically. On the other contrary, Tucker [17] decomposition is more like a higher order PCA, with a core tensor to measure interaction with components along with transformed matrices on each mode whereas it can also be approximated as sum of outer products of vectors similar to CP. But Tucker decomposition suffers from local minima due to non-convex optimization.
Third order tensor factorization techniques were studied by Kilmer et al. [10] and this was further elaborated by Martin et al. [5] in a recursive manner for general p-order tensor. Nevertheless, multiplying blocks of block circulant matrices is costly in terms of computational speed and memory. Encouraged from the principle of circulant matrix diagonalisation Martin et al. developed a straight forward solution for higher order tensor multiplication using Fast Fourier Transform (FFT). They proposed a new tensor-Singular Value Decomposition (t-SVD) based on Fourier transform and proposed the idea of tensor tubular rank.
Based on t-SVD and tensor tubal rank, Zhang et al. [9] proposed solution to the tensor completion problem Eq. (3) and demonstrated the video completion capabilities of it. Hu et al. [4] proposed a Twist Tensor Nuclear Norm (t-TNN) and used it for video completion. Zhang et al. [31] implemented novel methods for multi-linear data completion based on t-SVD through a tensor nuclear norm penalized algorithm for video completion from missing entries. Cands et al. [18] showed remarkable improvement on the sparse recovery or estimation of signals by minimizing a weighted l 1 norm. Inspired by reweighed l 1 [18] minimization for sparsity enhancement, Peng et al. implemented a reweighted lowrank matrix recovery [6] and the technique were successfully applied in different image restoration problems. However, this method might not yield satisfactory results in video restoration problems because it is based on matrix nuclear norm which cannot simultaneously capture the spatial and temporal redundancy.
Apart from these Yang Xu et al. [32] implemented a model to recover a low-rank tensor by simultaneously performing low-rank matrix factorizations to the all-mode matricizations of the underlying tensor. Baburaj M. et al. [29] implemented a dictionary based model for missing sample recovery for signals in manifold. Greeshma et al. [30] implemented a technique for missing area reconstruction of cloud contaminated satellite images using KPCA based image modelling. Both these methods are dictionary based approaches which require prior information about the signal. The next section describes the motivation behind the proposed technique.
B. Motivation
The driving idea of Compressive Sensing (CS) [20] is to represent a signal with minimum number of non-zero components, leveraging storage space constraints as well as processing speed. Sparsity of a signal x = {x i } ∈ R n is the number of non-zero elements also referred as l 0 norm, defined by x 0 = |{i : x i = 0}|. If a signal x is K sparse then we can represent as well as reconstruct the original signal from a reduced number of measurements m such that m << n. ie y ∈ R m such that y = Ax. This is mathematically modelled as below,
Since minimization of l 0 norm is a non-convex problem, we would go for minimization of convex surrogate l 1 norm.
This was extensively studied by Candes et al. [18] and showed that the gap between l 1 and l 0 norm is the dependency in magnitude. Contribution of stronger components and weaker components differ in l 1 minimization while it is uniform for l 0 optimization. As an attempt to bridge this gap, Candes et al. [18] came up with an iterative solution by reweighting non-zero values inversely proportional to its magnitude. This ensured impressive results for sparsity enhancement of K sparse signals. Reweighted l 1 norm of x = {x i } ∈ R n for appropriate weights w = {w i } ∈ R n + is defined as, w x 1 = r i=1 w i x i for x i = 0, where stands for component wise product or Hadamard product.
Reconstruction of missing samples from a partially accessible matrix structure with low rank prior information can be modelled as,
If singular values of a matrix are represented in terms of a vec-
+ matrix rank minimization translates to sparsity enhancement of singular value vector σ. In other words, rank of a matrix is the l 0 norm of σ. Although, matrix rank minimization is an NP-hard problem, convex solution is achieved with the help of l 1 norm, σ 1 = r i=1 σ i is also referred as Nuclear Norm X * in literature.
Motivated from reweighted l 1 minimization strategy for sparsity enhancement, Peng et al. [6] proposed reweighted nuclear norm minimization of low rank matrix recovery from erroneous samples. Reweighted Nuclear Norm
where, r is the rank of the matrix. This paper proposes a method which extends this concept further to the case of multidimensional low rank structures with the help of latest algebraic framework. Tensor completion from limited samples harnessing the low rank property is modelled as tensor multi-rank minimization. Inspired by the reweighted strategy for matrices, this paper proposes a reweighted multi-rank minimisation using t-SVD.
C. Organisation of paper
The rest of the paper is structured as follows. Section II discusses the existing approaches in the area of image and video restoration and highlights challenges in this direction. Section II introduces the basic theories and the notations used in the rest of the paper, where we define several algebraic structures. The proposed reweighted approach for low rank tensor recovery from significant missing samples is discussed in detail in section III. Extensive experimental analysis on images and videos are provided in section IV to verify the effectiveness of the proposed algorithm. Finally, section V outlines the implications of this work and future directions.
II. PRELIMINARIES ON TENSOR AND NOTATIONS
This section introduces basics of tensor algebra and notations followed by this paper. This paper uses Euler script for denoting tensors e.g. X , bold upper-case letters e.g. M for matrices, bold lower-case letters e.g. v for vectors and lowercase letters for scalars.
A tensor is a multi-linear structure [3] , [5] , [7] in R n1×n2×...nN . A vector is first order tensor, a matrix is second order tensor and multi-linear data of order three or above are called higher order tensors. A slice of a tensor in a 2D section defined by all but two indices [5] . The horizontal, lateral and frontal slices of third order tensor is shown in Figure 1 . For a 3-way tensor X , k th horizontal, lateral and frontal slices are given by X (k, :, :), X (:, k, :) and X (:, :, k) respectively. A fiber of a tensor is a 1D section defined by fixing all indices but one. The mode-1, mode-2 and mode-3 fibers of a third order tensor is shown in the Figure 2 . The fibers X (:, i, j), X (i, :, j) and X (i, j, :) denote mode-1, mode-2 and mode-3 fibers respectively. 
denotes X (:, :, k) (frontal faces). Mode -l unfolding of X (l) ∈ R n1× k =l n k is a matrix whose columns are mode -l fibers. The opposite operations is called fold of the unfolding is defined as f old l (X (l) ) = X . Frobenius norm of
and l 1 norm of X is
Tensor frame-work [5] , [10] define basically five block based operations namely, bcirc(.), bvec(.), bvf old(.), bdiag(.) and bdf old(.) to construct product of tensors. For a X ∈ R n1×n2×n3 define five block-based operations are defined as,
. . .
obtained by transposing each frontal slice of X and then reversing the order of the transposed frontal slices 2 through n 3 .
Definition 3 (Identity Tensor). The identity tensor I ∈ R n1×n1×n3
is a tensor whose first frontal slices is an n 1 × n 1 identity matrix and all other frontal slices are zero.
The tensor is said to be fdiagonal if each of its frontal slices is diagonal matrix.
Definition 6 (Tensor Singular Value Decomposition t-SVD).
Let X ∈ R n1×n2×n3 then t-SVD is given by,
where U and V are unitary tensors of size n 1 × n 1 × n 3 and n 2 × n 2 × n 3 respectively. Σ is f-diagonal tensor of size n 1 × n 2 × n 3 . t-SVD can be calculated by computing matrix SVDs in the Fourier domain. The t-SVD is illustrated in Figure  3 and the algorithm is listed in Algorithm 1.
is a vector in R is given by, In the following section the detailed discussion of proposed method is presented.
III. PROPOSED METHOD
Multi-dimensional signal completion task aims at predicting the missing entries of the incomplete observed data with meaningful samples utilizing any prior information about it. In the proposed method, the prior information is that multidimensional data or tensor is rank deficient. The tensor completion problem can be described as completing a low multirank tensor L ∈ R n1×n2×n3 from an incomplete observation M ∈ R n1×n2×n3 [4] , [31] . In other words, the situation may be depicted as a low-rank multi-dimensional signal randomly corrupted by missing samples and it is required to recover it from the observed signal samples. Suppose a tensor of incomplete observations M ∈ R n1×n2×n3 is given, then it can be completed by minimizing the tensor multi-rank,
where, L is the low tubular-rank tensor and Ω is the set of observed samples. P Ω (.) is the orthogonal projector onto the span of tensors with non-zero entries restricted in Ω, defined as,
and its complementary projection is defined as,
The rank(.) is non-convex and its best convex approximation is tensor nuclear norm. The above optimization problem can be rewritten as,
The above Tensor Completion (TC) problem can be solved by convex optimization [4] , [31] . But the performance of above methods degrades considerably when the tensor become complicated or when too many error samples are present.
To overcome this problem, this paper proposes a sparsity enhancement technique through reweighted norms. Recovery performance of the algorithm can be considerably improved with the new proposed method in terms of the quality of the recovery in worst case conditions.
A. Iterative Reweighted Tensor Completion
The rank of a matrix can be considered as the l 0 norm of the singular values of it. Suppose singular value decomposition of X ∈ R m×n is given by X = UΣV T and the rank(X) is,
where, σ = diag(Σ) is the singular value vector of X. Similarly, the each component of multi-rank vector of a tensor can be considered as l 0 norm of each frontal faces of the given tensor. Therefore, rank minimization problem turns out to be l 0 minimization of singular values of the data. However, l 0 norm is non-convex and it is replaced by l 1 norm to apply standard convex optimization procedures. If we can apply appropriate non-uniform weighting on the singular values, a performance very near to the l 0 norm can be achieved and this is called sparsity enhancement [6] , [18] . The sparsity enhanced version of the problem Eq. (22) is proposed in this section via reweighed technique.
Definition 9 (Weighted Tensor Nuclear Norm). Suppose a tensor X ∈ R n1×n1×n3 and let, W X ∈ R n1×n1×n3 be the weight tensor and let Σ f (i, j, k) ∈ R n1×n1×n3 be the singular value tensor of X then the Weighted Tensor Nuclear Norm (WTNN) operator . W : R n1×n1×n3 → R is defined as,
Weighted nuclear norm signal recovery problem is stated as,
where, W L is the weight of the singular values of L and let Σ f (i, j, k) is the singular value tensor of L. The above problem can be considered as weighted nuclear norm minimization. The problem is tractable if it can be re-written as a standard optimization problem as
where, Y is an appropriate auxiliary variable. Inexact Augmented Lagrangian function for problem Eq. (26) can be written as [2] ,
where Λ is the Lagrangian multiplier and 1(.) is an indicator function. Problem (27) can be divided into two sub-problems and solved iteratively through two updates [2] as,
Eq. (28) can be solved by Tensor Singular Value Thresholding [11] , [31] using t-SVD,
where, D(.) is the singular value threshold operator. Eq. (29) has closed form solution [4] , [31] 
B. Re-weighting of Singular Values
Before applying singular value thresholding operation, singular values of the tensor must be reweighted to enhance sparsity.
Reweighting operation can be defined as,
where, stands for component wise product or Hadamard product. The new tensor recalculated is L = UΣ W V T and it undergoes a Singular Value Thresholding (SVT) operation as defined in the next section.
C. Tensor Singular Value Thresholding
Let X ∈ R n1×n1×n3 be a tensor and X = U * Σ * V T be singular value decomposition of X then the Singular Value Thresholding operator D(.) is defined as,
where, X = U * Σ * V T is the t-SVD of X and J is an n 1 × n 2 × n 3 f -diagonal tensor whose diagonal element in the Fourier domain is,
where, Σ f is the singular values of the tensor X in Fourier domain.
D. Weight Updating
The weights W L is updated after each iteration in such a way that the sparsity is improved after each iteration. In such an updating scheme, the new entries of W L is inversely proportional to singular values of low-rank tensor component. Now the weight updated for W L is given by,
The can be selected as value less than 1 and it cannot be too small or too large. A better choice for is non-linear function of percentage of missing samples as = e α |Ω| |M| where, α is an appropriate positive scalar constant with values less than unity. This selection brings some sort of adaptiveness on the value of which results in better recovery as illustrated in the next section. The complete algorithm is given in Algorithm 2.
The objective function L ρ (L, Y, Λ) in Eq. (27) is not a convex optimization problem because of non-uniform weighting operation. Therefore, the convergence of the above algorithm is still under investigation. But the numerical simulation and video restoration experiments give empirical proof on the performance of the algorithm. The experimental validation of the proposed algorithm on video restoration problem is described in the next section.
IV. RESULTS & DISCUSSION
The proposed method is applied to video completion problem to evaluate its performance. The experimental verification of the proposed method is performed with standard QCIF test videos, such as Bus, Container, Hall, Highway, Soccer etc. [28] having dynamic content in various extends. The parameters are selected as ρ 0 = 0.005, η = 1.5, epsilon = e 0.02
|M| |Ω|
and ten iterations are performed. Inverse relative error in L as iRSE(L) in dB and Average Structural Similarity Index over frames (ASSIM) are chosen as performance evaluation parameters. The inverse Relative Error in L is given by,
where,Ĺ is the ground truth video and L is the recovered video. Maximum value of the tensor tubular rank is taken as rank of the tensor. Random corruption on the given tensor is generated via three way Gaussian random sampling and these samples are set to zero. The number of missing entries is varied from 20% to 90% and rank is varied from 20 to 50 in our experiment. Comparison of proposed method with the three different tensor completion techniques, GTNN [31] , TMAC [32] and TC [9] is presented. The detailed listing of iRSE by varying rank and percentage of unavailable samples are presented in Table: A and Table: A and Table: B shows that the inverse relative error in L degrades as the percentage of missing samples increases. With 20% missing samples, recovery performance of the proposed for the soccer video is 59.11dB and it falls to 9.48dB with 90% missing samples. Other techniques can only attain 48.53dB (TC) and 5.39dB (TMAC) with 20% and 90% missing samples respectively. This is the case for all other videos with varying ranks. Notice that as the rank of signal increases the recovery performance degrades. The recovery performance bus video for the proposed method with rank equal to 20 is 60.31dB; whereas it is 34.98dB when the rank Figure: 18. Our experiments reveal that the proposed algorithm outperforms existing methods measured by all metrics even when the complexity of data increases considerably and large information loss exists in it. The proposed method can be extensively used to recover incomplete multi-dimensional signals and found applications in video completion, medical image recovery, random occlusion removal, hyper-spectral image recovery, video object removal, video compression etc.
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V. CONCLUSION
In this paper, a sparsity enhanced version of tensor completion method by means of iterative re-weighed tensor nuclear norm minimization is proposed using t-SVD and its performance is verified by comparing with recently implemented techniques. The proposed method can be employed effectively for recovering multi-dimensional data from incomplete observations. From the results presented, it is found that proposed method behaves well in all situations including tensors with large tubular rank and excessive loss of data. The proposed method can be further extended to recover non-stationary panning camera video by reweighting twist tensor nuclear norm. Moreover to reduce the computational complexity of the proposed method conjugate symmetry property of Fourier transform can be exploited and efficient computation using FFT can be employed.
