Context. The origin and life-cycle of molecular clouds are still poorly constrained, despite their importance for understanding the evolution of the interstellar medium. Many large-scale surveys of the Galactic plane have been conducted recently, allowing for rapid progress in this field. Nevertheless, a sub-arcminute resolution global view of the large-scale distribution of molecular gas, from the diffuse medium to dense clouds and clumps, and of their relationship to the spiral structure, is still missing. Aims. We have carried out a systematic, homogeneous, spectroscopic survey of the inner Galactic plane, in order to complement the many continuum Galactic surveys available with crucial distance and gas-kinematic information. Our aim is to combine this data set with recent infrared to sub-millimetre surveys at similar angular resolutions. Methods. The SEDIGISM survey covers 78 deg 2 of the inner Galaxy (−60
Introduction
Despite being our home, the global structure of the Milky Way is still poorly constrained. There is substantial ongoing effort to simulate our Galaxy's spiral arms and bar potentials (Mulder & Liem 1986; Khoperskov et al. 2013; Pettitt et al. 2014 Pettitt et al. , 2015 . However, only observations of the entire Galaxy can provide constraints for the gas distribution required for such models.
Continuum surveys from the infrared to the millimetre, such as GLIMPSE (Benjamin et al. 2003) , MIPSGAL (Carey et al. 2009 ), WISE (Wright et al. 2010) , Hi-GAL (Molinari et al. 2010) , ATLASGAL (Schuller et al. 2009) , and the BGPS (Aguirre et al. 2011) , are sensitive to thermal emission from dust grains, associated with dense interstellar gas. Radio-continuum surveys give complementary views of the heated, ionised gas (e.g. CORNISH, Hoare et al. 2012, and THOR, Bihr et al. 2016) . These surveys provide catalogues with several thousand compact objects (e.g. ATLASGAL; Csengeri et al. 2014; Urquhart et al. 2014a) , up to over a million sources for infrared surveys (e.g. MIPSGAL, Gutermuth & Heyer 2015) , revealing the recent and ongoing star-formation activity throughout the inner Galaxy. In addition, mid-infrared surveys reveal thousands of infrared dark clouds (IRDC, e.g. Peretto & Fuller 2009) , which are seen in extinction against the bright Galactic background emission.
Spectroscopic follow-up observations are essential to measure radial velocities (v lsr ) of the molecular clouds and clumps detected in far-IR and (sub-)mm surveys, and to determine their kinematic distances; to constrain their virial mass and gravitational state (bound or unbound); and to constrain the gas excitation, chemical abundances, and turbulence, all of which are key parameters in theoretical models of star formation. Currently available molecular surveys of the inner Galaxy include (for a more complete list, see Heyer & Dame 2015) : the Galactic Ring Survey (GRS) in 13 CO(1-0) (Jackson et al. 2006) , which covers a Galactic longitude range of ∼17-55
• ; the HOPS NH 3 and H 2 O maser survey (Walsh et al. 2011) , which traces dense gas components over −70
• < < 30
• ; the CHaMP survey that covers the Carina tangent (280
• < < 300
• ; Barnes et al. 2011 Barnes et al. , 2016 (Dempsey et al. 2013) , covering 10
• < < 55
• in 12 CO(3-2); and CHIMPS (Rigby et al. 2016) , covering 28
• < < 46
• in 13 CO(3-2) and C
18
O(3-2). Most of these surveys cover relatively small (∼20-40
• ) ranges in Galactic longitude. Although they provide a global view of the Galaxy, the relatively low resolution (∼1/8 degree) and high optical depth of the 12 CO(1-0) surveys by Bronfman et al. (1988) and Dame et al. (2001) limit our understanding of the dynamical structure of the inner Galaxy. Several ongoing surveys will ultimately cover large pieces of the Galaxy in CO(1-0) and isotopologues at high angular resolution: the complete and public ThrUMMS (Threemm Ultimate Mopra Milky Way Survey, Barnes et al. 2015) covers −60
• < < 0
• at 72 resolution; the ongoing Mopra Southern Galactic Plane CO survey (Burton et al. 2013; Braiding et al. 2015) has so far covered 10 To provide an even higher angular-resolution view of the inner Galaxy in mostly optically thin gas tracers, we have undertaken the SEDIGISM survey (Structure, Excitation, and Dynamics of the Inner Galactic Interstellar Medium). This sur- O(2 -1) transitions, which are usually optically thin in the Galactic ISM. Therefore, they are well suited to trace the dense molecular gas. Thus, this survey provides fundamental information to constrain the Galactic structure, in particular, the number and position of spiral arms. It also provides crucial v lsr measurements, allowing kinematic distances to be estimated, thus serving as an excellent resource for continuum surveys at comparable resolutions, such as ATLASGAL and Hi-GAL.
The ubiquitous presence of filaments in the Galactic ISM has been recognised with Herschel (e.g. Molinari et al. 2010; André et al. 2010) in both star-forming and quiescent clouds. Filaments play a pivotal role in the formation of stars, as it is within them that instabilities develop, leading to the formation of clumps and cores (e.g. Federrath 2016; Smith et al. 2016) . In some more extreme cases, filamentary networks are thought to serve as channels for feeding mass onto protostellar cores in the early stages of star formation, providing the material needed for the formation of high-mass stars (e.g. Schneider et al. 2010; Peretto et al. 2013) . Despite their importance, the exact formation mechanism of these structures is not yet fully understood. While some theories suggest that shocks in the ISM are responsible for forming filaments, either through the classical turbulent motions of gas (McKee & Ostriker 2007; Federrath 2016) , or through more extreme shocks from larger-scale converging flows (e.g. Heitsch et al. 2008) , other theories suggest that magnetic fields play an important role in both forming and shaping these filaments, with Article number, page 2 of 30 F. Schuller et al.: The SEDIGISM Survey Fig. 2 . The 4 GHz frequency coverage with the two backend units, XFFTS-1, and -2. The spectra have been extracted and averaged within the beam towards the brightest ATLASGAL source in the science demonstration field, AGAL340.054−00.244 (Urquhart et al. 2014a, see also Fig. 8) . Red labels mark the brightest spectral lines expected in the observed spectral coverage. The spectrum recorded by XFFTS-2 has been offset for clarity.
the gas being guided through magnetic field lines (e.g. Nagai et al. 1998; Nakamura & Li 2008) .
On much larger scales, long molecular filaments stretching up to hundreds of parsecs have been discovered in our Galaxy (Jackson et al. 2010; Goodman et al. 2014; Ragan et al. 2014; Wang et al. 2015; Zucker et al. 2015; Abreu-Vicente et al. 2016) . There is no consensus yet on whether these are typically associated with the spiral arms, or instead found in inter-arm regions. It is also unclear if these two types of filaments (the hundreds of parsec-scale filaments and the small pc-scale filaments associated with star formation), or their formation mechanism are related. Galactic shear probably dominates the shaping of the large-scale filamentary clouds (e.g. Dobbs 2015; Duarte-Cabral & Dobbs 2016) , whereas gravity, turbulence and magnetic fields are more likely to be relevant on the smallest scales; and most likely a mixture of all these processes in between (Federrath 2016) .
With a wide coverage of the Galactic plane, and high spatial resolution, the SEDIGISM spectral-line survey will be sensitive to filamentary structures on all scales, down to ∼1 pc at the distance to the Galactic centre. Thus, it will be key to providing the much needed kinematical information that will not only allow placing filaments within their Galactic context, but also provide important constraints on the physical properties and initial conditions leading to their formation.
The structure of the paper is as follows: we describe the observations in Sect. 2, and the data reduction pipeline in Sect. 3. We then present some results derived on a science demonstration field, including: extraction and characterisation of molecular clouds (Sect. 4); a study of dense gas clumps (Sect. 5); a preliminary analysis of excitation and physical conditions, based on the combination of the SEDIGISM data with the ThrUMMS survey (Sect. 6); and a study of filamentary structures (Sect. 7). Finally, we summarise our conclsusions and highlight the perspectives of exploiting the full survey data in Sect. 8.
Observations
The data has been collected between 2013 and 2015 with the 12 m diameter Atacama Pathfinder Experiment telescope (APEX, Güsten et al. 2006) , located at 5100 m altitude on Llano de Chajnantor, in Chile. The observations employed the low- Vassilev et al. 2008) . This is a single-pixel heterodyne receiver with a sideband-separating mixer operating in a single sideband mode. The back-ends consist of two wideband Fast Fourier Transform Spectrometers (XFFTS; Klein et al. 2012) . Each spectrometer covers 2.5 GHz instantaneous bandwidth, with 32768 spectral channels. At the frequency of our observations (219 GHz), this translates to a velocity resolution of ∼0.1 km s −1
. The two spectrometers cover the 4 GHz IF bandwidth of the receiver with an overlap of 500 MHz, as shown in Fig. 2 . In addition to the CO-isotopologue lines, the setup also covers transitions from several other molecules, including shock enriched molecules (SiO, SO) and dense gas tracers (H 2 CO, CH 3 OH, CH 3 CN) -see Table 1 for rest frequencies and energies. These lines provide diagnostic tools of star formation activity towards the densest regions, tracing for example molecular outflows, shocks, and infall motions.
The survey covers a total of 78 deg , with a 28 beam. Our observing strategy consisted in dividing the full area to be surveyed into 0.5 × 0.5 deg 2 fields. Each field was covered twice with on-the-fly mapping, scanning in two orthogonal directions: along Galactic longitude and latitude. Using a scanning speed of 2 /s, and 15 steps between lines (i.e. almost half-beam sampling), the integration time per beam amounts to 0.34 sec. With these scanning parameters, we typically reach in the final, combined data a 1-σ r.m.s. noise of 0.8 K (in main beam brightness temperature scale, T mb ; see Güsten et al. 2006) (e.g. Lada et al. 2010) , this sensitivity is well suited to detect all the molecular structures associated with star formation and their surrounding medium. , respectively. The emission in these velocity ranges is dominated by the near-sides of the 3-kpc, Norma and Scutum-Centaurus arms, respectively.
Combining several scans
Two scans observed with orthogonal scanning directions cover each given field. When the noise obtained by combining these two scans was significantly higher than average, we observed the field again at least in one scanning direction. The reduced, calibrated data obtained from the di↵erent scans are finally combined and gridded using 9.5 00 cell size. The gridding process includes a convolution with a Gaussian kernel of size one-third the telescope beam. This provides data cubes with a final angular resolution of 30
00
. Data cubes are generated for all the transitions listed in Table 1 , at 0.25 km s 1 resolution for the CO isotopologues, and 0.5 km s 1 resolution for the other species.
Lines from other species
The velocity ranges where a signal was automatically detected in the 13 CO(2 -1) data have been masked for subtracting baselines to the data covering all the other lines possibly present in the data. Some lines from other species are indeed detected towards the brightest clumps, including SO(5-4), H 2 CO (three different lines), and one line of CH 3 OH. In the science demonstration field, these are seen only toward a handful of sources; an example is shown in Fig. 5 . Due to low detection statistics, these lines will not be further discussed in this overview paper.
Molecular clouds and complexes

The extraction algorithm: SCIMES
To extract clouds from the SEDIGISM science demonstration field, we have used the SCIMES algorithm (Spectral Clustering for Interstellar Molecular Emission Segmentation; for details see O towards AGAL340.054 00.244, which is the brightest AT-LASGAL clump in the field. The emission has been integrated within a radius of 15 00 around the peak position of the dust clump. Colombo et al. 2015) . This tool is designed to identify molecular cloud complexes in 3D data cubes, based on cluster analysis. While other available 3D cloud extraction algorithms tend to segment the emission into individual emission peaks/clumps inside molecular clouds, the advantage of SCIMES is that it is tailored to group di↵erent peaks together, making it more suitable to extract large complexes of clouds.
In practice, this code considers the dendrogram tree of the 3D structures in the data cube (as per the implementation of Article number, page 5 of 29 , respectively. The emission in these velocity ranges is dominated by the near-sides of the 3-kpc, Norma and Scutum-Centaurus arms, respectively.
The science demonstration field
To show a typical example of the data products, and to illustrate the potential of the survey, we selected a 1.5
• × 1
• area between = 340.0
• and = 341.5
• (see the line of sight marked in Fig. 1 ), hereafter referred to as the science demonstration field. This is a representative sample of the full survey: the line of sight in this direction crosses several Galactic arms, so that structures are detected at various distances. The peak of the 13 CO(2 -1) emission in three representative ranges of v lsr is shown in Fig. 3 The distribution of r.m.s. noise values in this region is shown in Fig. 4 , and the spatial variations of the rms can be seen in Fig. 5 . Most observations of this field were done with PWV < 2 mm, resulting in r.m.s. noise of order 1.3 K in individual scans, and 0.7-0.8 K in the combined data. However, one sub-field, centred at ( , b) = (340.75, +0.25), was observed with PWV ≈ 3.4 mm, which results in a slightly higher noise around 1.7 K in individual scans, and ∼1.2 K in the combined map.
Data reduction
The data provided by the APEX telescope consist of spectra calibrated in antenna temperature scale (T * A ), written in files readable by the CLASS software from the GILDAS package 3 . We created a pipeline in CLASS to process each scan individually, starting from the data expressed in T * A scale. This pipeline automatically detects line emission in order to mask the corresponding channels before baseline subtraction. The main steps of the data reduction are detailed in the next section. 
Baseline subtraction and calibration
The processing of each individual scan involves the following steps:
velocity range centred on the 13 CO(2 -1) line rest frequency is extracted from the spectra; this range is expected to cover all the Galactic emission. Simultaneously, spectra centred on the other spectral lines are extracted from the data, but with a smaller velocity range of ±300 km s -For spectral lines covered by both backends, the data recorded with XFFTS-1 is used, because this backend shows a more stable behaviour compared to XFFTS-2, even in relatively poor weather conditions (i.e. PWV up to ∼4 mm). -The r.m.s. noise per channel, σ rms , is then determined by taking the minimum of the median noise level in a sliding spectral window of 80 channels, expected to be representative of line-free frequency ranges. To increase the signal to noise ratio for the subsequent line finding, this is done on a smoothed version of the data, where the spectra have been spatially averaged in a box of 500 around every given offset. -The channels that show a signal above a threshold of 3 × σ rms are used to define the windows, which are subsequently excluded for baseline subtraction. -To increase the efficiency of the data reduction pipeline, the same windows are used for three subsequent pointing offsets, since the data were dumped at every position spaced by ∼1/3 of the beam. The same windows are applied to all extracted spectral lines. -A polynomial baseline of 3 rd order is then subtracted from the spectra extracted around all spectral lines.
-Then, the spectra are converted to main beam temperature (T mb ) scale using an efficiency value of 0.75
http://www.apex-telescope.org/heterodyne/shfi/calibration/calfactor/ 5 http://www.apex-telescope.org/telescope/efficiency/index.php -Finally, emission from the reference position is corrected for, when necessary (see below).
The observations for the SEDIGISM survey used absolute reference positions, located at ±1.5
• in b, at the same as the centre of each field. These reference positions are usually far enough from the Galactic plane to be located towards emissionfree regions of the sky, but not all reference positions are clear of emission in the 13 CO(2 -1) line. Therefore, all the reference positions have been observed and reduced independently, using a more distant reference position off the Galactic plane. Only towards those fields where the reference position shows emission in 13 CO(2 -1), this emission has been corrected for in the final maps. We independently checked for emission in the C 18 O(2 -1) line toward the reference positions as well, and corrected for it when necessary. Still, we cannot exclude that negative artefacts due to imperfect correction for emission at the reference position, may still be present in some data.
Two line-rich sources (SgrB2 and IRC+10216) were regularly observed in 2014 and 2015, using the same set-up as for the science observations. These sources can be used as spectral calibrators. We measure a dispersion of ∼7% in the integrated area below the 13 CO(2 -1) line between observations, for both sources. Therefore, we can safely assume that the uncertainty on the temperature scale is better than 10%, as is typically the case with the SHFI instrument.
Combining several scans
Two scans observed with orthogonal scanning directions cover each given field. When the noise obtained by combining these two scans was significantly higher than average, we observed the field again at least in one scanning direction. The reduced, calibrated data obtained from the different scans are finally combined and gridded using 9.5 cell size. The gridding process includes a convolution with a Gaussian kernel of size one-third the telescope beam. This provides data cubes with a final angular resolution of 30 . Data cubes are generated for all the transitions listed in Table 1 , at 0.25 km s −1 resolution for the CO isotopologues, and 0.5 km s −1 resolution for the other species. Combining several scans observed with different scanning directions helps in reducing striping artefacts in the data. However, the pixel-to-pixel noise is not independent but shows high degree of correlation at some specific spatial scales. This is illustrated in Fig. 6 , which shows the 2D power spectrum (the square Article number, page 5 of 30 A&A proofs: manuscript no. sedigism-intro at frequencies corresponding to multiples of the scanning parameters (steps between lines, and steps between dumps within a line).
Lines from other species
The velocity ranges where a signal was automatically detected in the 13 CO(2 -1) data have been masked for subtracting baselines to the data covering all the other lines possibly present in the data. Some lines from other species are indeed detected towards the brightest clumps, including SO(5-4), H 2 CO (three different lines), and one line of CH 3 OH. In the science demonstration field, these are seen only toward a handful of sources; an example is shown in Fig. 8 . Due to low detection statistics, these lines will not be further discussed in this overview paper.
Molecular clouds and complexes
The extraction algorithm: SCIMES
To extract clouds from the SEDIGISM science demonstration field, we have used the SCIMES algorithm (Spectral Clustering for Interstellar Molecular Emission Segmentation; for details see Colombo et al. 2015) . This tool is designed to identify molecular cloud complexes in 3D data cubes, based on cluster analysis. While other available 3D cloud extraction algorithms tend to segment the emission into individual emission peaks/clumps inside molecular clouds, the advantage of SCIMES is that it is tailored to group different peaks together, making it more suitable to extract large complexes of clouds.
In practice, this code considers the dendrogram tree of the 3D structures in the data cube (as per the implementation of Rosolowsky et al. 2008 , to analyse astronomical data sets) in the broader framework of graph theory, and groups different leaves (in this case, the emission peaks) together into "clusters" of leaves, based on some criteria (e.g. intensity, luminosity, or volume). For a more detailed description of the terminology and the algorithm, see Colombo et al. (2015) . We ran the extraction of clouds on the 13 CO(2 -1) emission bv data cube of the SEDIGISM science demonstration field, after binning the velocities into 0.5 km s −1 channels, resulting in a data cube with a noise level ranging between ∼0.6-0.8 K. For building the dendrogram tree of the data cube, we have therefore considered an r.m.s. noise level (σ) of 0.7 K. We have used a value of 4-σ as the minimum difference between two peaks for these to be considered as separate leaves, and a lower threshold for detection of 2-σ, to maximise the connections between different structures at contiguous lower intensity levels. We used both the intensity and volume as the SCIMES clustering criteria. This extraction provides an output data cube with a mask containing all the SCIMES clusters found, a data cube with the mask of only the dendrogram leaves, and the entire catalogue of dendrogram structures. As we were also interested in the larger clouds that may simply have little substructure within them (the level of sub-structuring can be a consequence of the resolution), we have also included the single leaves in the dendrogram which had been excluded by the clustering algorithm, but whose size was large enough to be well resolved (i.e. when 1-σ of the semimajor axis of the cloud was larger than the beam size).
Catalogue of molecular clouds and measured properties
We extracted a total of 182 molecular clouds, of which 58 are categorised as clusters by SCIMES (i.e. complexes with at least 2 dendrogram leaves clustered together), and 124 are wellresolved single-leaf clouds. The position and extent of these clouds can be seen as coloured masks in the b and v plots of Fig. 9 , where the left panels show the SCIMES molecular cloud complexes alone, while the right panels also include the well resolved single-leaf clouds.
We measured the following properties for each cloud: centroid position in Galactic coordinates, velocity, velocity dispersion, intensity-weighted semi-major and semi-minor axes, and respective position angle. The aspect ratio is then computed as the ratio of the major/minor axis. These properties are summarised in Table 2 for a sub-sample of the largest GMCs (full catalogue in Table A .1). We also estimate the physical properties In order to validate the cloud catalogue built using the SCIMES algorithm, we compared the results of the SCIMES extraction with independently, visually identified structures in the 13 CO(2 -1) bv cubes. To do this, we started by identifying the brightest peaks of emission in the bv cube and determined their extent in velocity. We then defined polygons around individual structures based on their morphology and calculated their corresponding average spectra, to which we fit single or multiple Gaussian profiles. For the final identification we mapped the structures by integrating the emission over the FWHM of the fitted lines, and considering the emission above a threshold of ∼3-σ noise level. With this method, we identified a total of 25 bright structures.
By comparing the position and extent of these structures in bv to the SCIMES clouds, we find that ten of them have a one to one correspondence, while in five cases, one visually identified structure corresponds to two SCIMES clouds. The remaining structures cover similar emission to the SCIMES clouds, but the dissection in position and velocity differs slightly, mostly with the SCIMES algorithm tending to segment the emission more in position space, and group it more efficiently in the velocity space. Nevertheless, we find that in general the SCIMES extraction provides a satisfactory segmentation of the data.
Distance determination
We have derived the kinematic distances of all the molecular clouds in the science demonstration field using the Galactic rotation model of Brand & Blitz (1993) . For sources located within the Solar Circle, there are two possible solutions equally spaced on either side of the tangent distance; these are known as the near and far distances. To resolve these kinematic distance ambiguities, we have used the Hi self-absorption method (HiSA; e.g. Jackson et al. 2002; Roman-Duval et al. 2009; Wienen et al. 2015) . This works on the premise that the cold Hi associated with a source at the near distance will produce a dip in the warmer Hi emission, which arises from warm gas located throughout the Galactic mid-plane, at the same velocity as the source (see Fig. 10 for example profiles).
For this purpose, we made use of Hi maps from the Southern Galactic Plane Survey (SGPS; McClure-Griffiths et al. 2005) to determine the existence of HiSA towards all clouds, directly from the 3-dimensional data cube. If a cloud showed a strong Hi absorption dip within the cloud mask when compared to the immediate surroundings (from the Hi cube), the cloud was considered to have strong HiSA, and was placed at the near distance. Otherwise, the HiSA criterion was deemed ambiguous, in which case we made use of the distance tool being developed by the Hi-GAL/VIALACTEA project. The VIALACTEA automatic distance tool is still in development but will be publicly available in the course of 2017 (Russeil et al. in preparation) . This tool combines pre-existing distance information gathered from catalogues found in the literature (e.g. maser parallax distance, spectrophotometric distance of Hii regions, HiSA solution for the kinematic distance ambiguity, IRDC associations, etc) and new 3D extinction data cubes produced following Marshall et al. (2006) . If the distances provided by the Hi-GAL distance tool were robust for clouds with ambiguous HiSA (e.g. due to the Article number, page 7 of 30 A&A proofs: manuscript no. sedigism-intro Table 2 . Properties of a sub-sample of clouds from the SCIMES extraction, restricted to GMCs with at least 5 leaves. The ID number shows the catalogue number associated with the cloud (same as the colour-scale in Fig. 9 ). The GMC name is defined as SDG (for SEDIGISM) followed by the Galactic coordinates of the clouds' centroid. Cols. 3 and 4 show the intensity-weighted semi-major and semi-minor axes, a and b, respectively; Col. 5 shows the position angle (P. A.), and Col. 6 shows the aspect ratio (A. R.) defined as a/b. In Cols. 7-9 we show the centroid velocity, velocity dispersion, and average 13 CO (2 − 1) integrated intensity across the area of the cloud. Col. 10 shows the number of dendrogram leaves, N l , that make up each GMC. Col. 11 shows the adopted distances (d) and their uncertainties. Cols. 12-14 show the exact area defined by the clouds' masks, the equivalent radius (R, assuming circular geometry) and maximum length (l max ). Cols. 15-17 show the total mass (M), the average surface density (Σ), and the virial parameter (α vir ). See Sect. 4.4 for details.
Measured properties
Physical properties match with an IRDC, which are considered to be predominately located in the foreground with respect to the Galactic Centre), the distance was taken as the Hi-GAL distance tool solution. If the distance ambiguity was not solved with either Hi-GAL or HiSA, but there was a match with an ATLASGAL source for which the distance ambiguity had been solved independently (see Sect. 5.1), we took the ATLASGAL distance. In cases where none of these three methods could solve the distance ambiguity, we chose the far distance as the final distance of the cloud, because clouds located at the far distance are less likely to give rise to observable signatures (e.g. HiSA or IRDC).
The distances that we have determined for each cloud are listed in Table A .1. Ten clouds in our sample are located on the Solar circle (i.e. |v lsr | < 10 km s −1 ), so that no reliable kinematic distance can be determined; these have been excluded from our analysis. For the remaining clouds, the quoted uncertainty simply comes from the rotation model and an assumed uncertainty of 7 km s −1 on the velocity, representative of typical departure from circular motions induced by spiral density waves or local peculiar motions. However, there is also an intrinsic uncertainty associated with the method of using velocities as proxy for the distance, as well as uncertainties that depend on the origin of the distance determination (e.g. maser or stellar parallax distances, or simply an HiSA/extinction distance). For simplicity, we assume that the overall distance uncertainty is of the order of 30%.
From the 35 clouds that contain at least one ATLASGAL clump, 24 clouds have distances that agree with all three methods (HiSA method, Hi-GAL tool and ATLASGAL solution), ten clouds have one method disagreeing (five Hi-GAL far distances were revised to a near distance, and five far ATLASGAL distances were brought to the near distances), and one cloud with a far distance assigned by both Hi-GAL and ATLASGAL was brought to the near distance by our HiSA method. For the remaining 147 clouds in our catalogue, 131 have distances that agree between the HiSA method and the Hi-GAL distance tool determinations (although this number includes 26 clouds for which neither method had solved the distance ambiguity), and 16 distances have been revised from the Hi-GAL f ar distances to a near distance with the presence of strong HiSA. A tag indicating how the distance ambiguity was solved is included in the final catalogue (Table A.1).
Physical properties of the clouds
Having determined the distances to all the clouds, we estimate their physical properties, which we list in Table 2 for our subsample (full catalogue in Table A .1). In particular, Table 2 lists the exact area as covered by the mask of each cloud, the equivalent radius (if taking a circular geometry), and the projected length of the cloud, measured between the two most distant points within the cloud.
To estimate the cloud masses, we have converted the integrated intensities of 13 CO(2 -1) into H 2 column densities using an X13 CO(2−1) conversion factor, which we have determined using an ancillary H 2 column density map derived from the Hi-GAL survey data (Molinari et al. 2010 ). This map was built by fitting a pixel-by-pixel grey body curve to the spectral energy distribution from 160 to 500 µm (Elia et al. 2013) , assuming an opacity law with a fixed spectral index β = 2, and κ 0 = 0.1 cm 2 g −1 at ν 0 = 1200 GHz (Hildebrand 1983) . We then estimated the X13 CO(2−1) factor for regions where there was an extracted cloud, and obtained X13 CO(2−1) ≈ 1
. We note that this factor is in remarkable agreement with the one derived by solving the radiative transfer equations for the J=2-1 and J=1-0 lines of 13 CO simultaneously (see Sect. 6.2). Interestingly, this is only a factor of 5 higher than the recommended value for the classical X CO (Bolatto et al. 2013) , although the 12 C/ 13 C isotopic ratio is typically of order 60; this is a direct consequence of the large difference in line opacity between 12 CO and 13 CO. With this X13 CO(2−1) , and assuming a molecular weight µ mH of 2.8, we derived the cloud masses, the average gas surface density, Σ, across each cloud's area, and the virial parameter, defined as (Bertoldi & McKee 1992) :
where G is the gravitational constant, σ v the measured velocity dispersion, and R is the equivalent radius. Given the uncertainties on the distance estimates and on the X CO factor, all these quantities have an uncertainty of at least a factor two. The distributions of these physical properties for our cloud sample are shown in Fig. 11 , and their statistics are summarised Table 3 . Summary of the statistical properties of clouds within the science demonstration field. Cols. 2 and 3 show the mean value of the property listed in Col. 1 and the associated standard deviation. Col. 4 shows the median value and the respective mean absolute deviation of the first and third quartiles.
Property
Mean
3.14 0.70 3.18 ± 0.49 Length (pc) 11.8 10.1 9.1 ± 4.9 Aspect ratio 2.1 0.80 1.87 ± 0.48
1.89 0.20 1.87 ± 0.12 α vir 3.1 3.6 1.8 ± 1.4
in Table 3 . From these, we can see that the mass distribution of the sample is relatively flat, with masses spanning over four orders of magnitude, from a few tens up to 10 5 M . The other distributions are more strongly peaked, with aspect ratios < ∼ 2, and velocity dispersions around 1 km s −1
. The majority of the clouds have typical lengths of 10-20 pc, although the low-end distribution of lengths is limited by the resolution of the data. Roughly ∼60% of the clouds have α vir < 2, half of which with α vir < 1. Only a small fraction of clouds (∼20%) have α vir > 5. Considering a factor of two uncertainty on the mass estimates, most of the clouds that we extract may well be self-gravitating structures.
This can be better seen in Fig. 12 , where we show the Heyer et al. (2009) correlation between gas surface densities Σ and the size-linewidth coefficient (represented here as σ 2 v /R) for a compilation of Galactic and extragalactic GMCs, as well as the clouds presented here. On the top-left side of this plot, at low surface densities, clouds have large virial parameters, and they are in a so-called pressure-confined regime. At higher gas surface Article number, page 9 of 30 A&A proofs: manuscript no. sedigism-intro v /R) as a function of average gas surface density Σ for all resolved GMCs extracted from the science demonstration field (black circles; those outlined in red highlight the clouds with an ATLASGAL counterpart, and the filled red circles correspond to clouds showing signs of high-mass star formation -see Sect. 5.3 for details). For comparison, the density of points in this plot from a compilation of extragalactic cloud samples (from Rosolowsky et al. 2003; Rosolowsky 2007; Bolatto et al. 2008; Santangelo et al. 2010; Wong et al. 2011; Wei et al. 2012; Colombo et al. 2014 ) and a compilation of Galactic cloud samples (from Heyer et al. 2009; Rathborne et al. 2009; Wang et al. 2009; Ginsburg et al. 2012; Giannetti et al. 2013; Battersby et al. 2014; Walker et al. 2015) are shown with blue contours, and with blue colour shading, respectively. The green dotted curves show the expected force balance between kinetic, gravitational and external pressure, for different values of external pressure, from P = 1 to 100 M pc ). The black-dashed lines correspond to α vir = 1 and α vir = 5. densities, the gravity becomes dominant and clouds cross over to a self-gravitating regime, with lower values of the virial parameter. We can see that our sample of clouds from the SEDIGISM science demonstration field lies in a similar regime as other Galactic and extragalactic clouds, mostly scattered around the α vir = 1 line.
One should be aware, however, that the molecular clouds identified from the 13 CO(2 -1) emission are likely tracing the high-density regions of larger molecular cloud complexes (e.g. Langer et al. 2014; Duarte-Cabral & Dobbs 2016) . In fact, within the science demonstration field, approximately 33% of the total 13 CO(2 -1) emission above 3σ was not assigned to any particular cloud, and is mostly part of a smoother, more diffuse background connecting several clouds. The extent of this background may be much larger than what we can detect here, not only because some of the underlying molecular gas may be in fact COdark, but also because 13 CO(2 -1) cannot trace the very low column densities.
To address this, we have investigated the emission towards the SEDIGISM science demonstration field with lower excitation energy transitions (J=1-0), and also higher abundance species ( 12 CO), to be more sensitive to the lower-column-density envelope of the clouds. Using the 12 CO(1 -0) data of the Dame et al. (2001) survey, García et al. (2014) found a total of only 11 GMCs within the science demonstration field, which comprise 172 of the SCIMES clouds. However, the spatial resolution of the Dame et al. (2001) survey is much coarser than that of the SEDIGISM survey (530 compared to 30 ). Therefore, some of the GMCs identified by García et al. (2014) could be simply the result of the blending of several clouds that may not be physically connected.
We have also performed a comparison of our cloud catalogue with the clouds detected by the ThrUMMS survey (Barnes et al. 2015) in the science demonstration field (with a much better resolution relative to the Dame survey although still ∼2.5 times lower than SEDIGISM), using the same cloud extraction algorithm as used here (SCIMES). We have done so using both the 12 CO(1 -0) and 13 CO(1 -0) data and found that the clouds from García et al. (2014) are now sub-divided into smaller clouds, but they still tend to group several SEDIGISM clouds together. The grouping of numerous SEDIGISM clouds into larger GMCs as seen with 12 CO or lower transitions of 13 CO seems to confirm the existence of a large scale diffuse molecular gas, which connects the different peaks extracted from SEDIGISM.
Galactic distribution of molecular clouds
The positions of all the molecular clouds extracted from the science demonstration field are shown in Fig. 13 , overlaid on a customised model of the spiral arms. If we were to take a typical 4-armed symmetric logarithmic spiral potential with a pitch angle of 12.5 degrees, as found to be the best fit of the emission of the entire Galaxy by Pettitt et al. (2014) , based on fitting hydrodynamical models to the low-resolution maps from Dame et al. (2001) , the emission in the science demonstration field would not be fitted particularly well, especially for the near Norma and near Scutum-Centaurus arms. There are a number of possible reasons for this: i) A global fit of log-normal spirals is unlikely to fit small fields accurately; ii) The spiral arms shown are based on the stellar potential, and gas response is much more complicated than simply tracing the bottom of the potential well; and iii) These spiral arms are based on a simple circular rotation model, whereas observations (and numerical simulations) suggest a more complex velocity field with many smaller scale undulations and non-circular velocities.
To improve the agreement with the data, we have altered the symmetric 4-armed model by slightly rotating (by 15 degrees) the azimuthal locations of the Norma and Scutum-Centaurus arms; the resulting model is shown in Fig. 13 . It is no surprise that a 4-fold symmetric, constant pitch angle spiral cannot reproduce all the features simultaneously, as there are several examples in the literature of the Milky Way spiral arms deviating from such an idealised form (Taylor & Cordes 1993; Russeil 2003; Levine et al. 2006) . Given the small longitude range covered by the science demonstration field, the loci of such modified spiral arms are to be taken as illustrative only, showing the potential for the complete SEDIGISM survey at high-resolution to provide strong constraints of the positions of the Galactic arms towards the inner Galaxy.
Overall, the assignment of distances to our sample of clouds is broadly consistent with the expected positions of spiral arms, with the exception of the far Norma arm, for which we do not seem to associate many clouds, and the far Sagittarius arm (not shown in Fig. 13 ), for which we do not find any cloud; the run of this arm is only tentatively known at this location anyway. The small number of clouds associated with the far Norma arm may be due to its close proximity to the more prominent near ScutumCentaurus arm in lv space, and hence the preferred association of clouds with the near distances; or simply because the Norma arm is relatively faint, even at the near distances, making it hardly detectable at the far side. Interestingly the science demonstration field is relatively close to the bar end, and the 3-kpc Arm tangency (see Fig. 1) ; however it is difficult to say with certainty whether such features are seen due to the small longitude extent.
Turbulence within GMCs
Here we show preliminary results of a statistical study of turbulence in the SEDIGISM data. To describe the turbulence, we have applied a Velocity Channel Analysis (VCA) technique, as described in Lazarian & Pogosyan (2000) , on different sections of the 13 CO(2 -1) bv data cube. This technique consists of computing the spatial power spectra of the two dimensional brightness distribution (I 2D ) in velocity slices, and letting the thickness ∆V of the slices vary. As the thickness of velocity slices increases, density fluctuations begin to dominate the emissivity over velocity fluctuations. It is expected that the power spectrum keeps steepening with increasing thickness ∆V up to a characteristic thickness, above which there is no significant change in the index. When integrating over larger ∆V, most of the velocity fluctuations average out, so that the power spectrum traces only static density fluctuations.
According to turbulence theory, the power spectrum is related with the scale as P I ND (k) ∝ k κ ND , where ND denotes the number of spatial dimensions, and k is the wave number. Values of k go from 1, the whole length of the longer axis in the data, to N pix/2, i.e. half the total number of pixels. For incompressible, homogeneous, and isotropic turbulence, κ 3D = −11/3, and κ 2D = −8/3 (Kolmogorov 1941 ). In the limit of shockdominated, compressible turbulence, the spatial power index is κ 3D = −4, κ 2D = −3 (Burgers 1974 ). However, Lazarian & Pogosyan (2000) predict that the spectral index should saturate to κ 2D = −3 for an optically thick medium, and many observations support their predictions (cf. Burkhart et al. 2013 , who also provide a numerical confirmation for this value of -3).
We have applied the VCA method on the six molecular structures extracted with SCIMES with the highest numbers of leaves (Sect. 4 and Table 2), corresponding to some of the most massive and highly sub-structured complexes. The masks generated by SCIMES were used to isolate the 13 CO(2 -1) brightness distribution of each GMC from the data: new cubes were generated to cover each GMC, and the voxels outside of the masks were set to zero; the size of each cube along each axis was adjusted to the nearest power of two. For our analysis, we let the thickness of the velocity slices vary from twice the velocity resolution (0.5 km s −1 ) up to the thickest slice case, corresponding to integrated maps that include the whole velocity range of the cloud in one channel.
We computed the power spectra as azimuthal median values of the 2D FFT of the data. To properly consider the measured noise, we also calculated the power spectra for emissionfree channels. We corrected for the effects of measured noise and beam smearing following the method described in Brunt & Mac Low (2004) . The normalised power spectra for our sample of six GMCs are shown in Fig. 14. We only show the results for angular scales larger than two times the spatial resolution because at smaller scales the effects of the beam size start to dominate. Fig. 14 also shows the range over which the least square fitting of the spectral index was performed. Following Medina et al. (2014) , the power spectrum fits are made between a minimum scale corresponding to 2.5 times the instrumental resolution, and a maximum scale corresponding to the semi-major axis of each cloud. Given the distances to the various GMCs, the range of scales over which we computed the spectral indices corresponds to linear scales between 1 and 10 pc. Therefore, this range is well . The blue area indicates the range of spatial scales over which a least square fitting of the spatial power index was performed. The scale on the lower X-axis gives the wave numbers (k), while that on the upper X-axis indicates the corresponding scale in pc, using the distance to each GMC, as listed in Table 2 . Each panel is labelled with the ID of each GMC (as per Col. 1 in Table 2 ).
suited to probe turbulence from the scale of a complete cloud, where it may be externally driven (e.g. by supernovea), down to scales where internal sources may contribute to turbulence (e.g. Hii regions, stellar winds, proto-stellar outflows; Elmegreen & Scalo 2004; Dobbs et al. 2014 ).
In Fig. 15 , we show the variations of the spatial power indices κ 2D as a function of velocity slice thickness, ∆V. The spectra become steeper with increasing ∆V, as predicted. Following Lazarian & Pogosyan (2000) (see also Esquivel et al. 2003) , we computed the spectral index for thin slices (γ thin ) as the mean value of all indices corresponding to a thickness ∆V < σ V . The thick index (γ thick ) is taken as the average of the indices where ∆V > σ V , but restricted to the regime where this index is almost constant. Finally, the index of the second order structure function is computed as m = 2(γ thin − γ thick ) in the shallow cases (i.e. where γ thick > −3), or m = 2(γ thin + 3) in the steep cases (SDG 15 and SDG 298) . We find values in the range 0.6-1.8, in rough agreement with the index of the first order structure function derived from principal component analysis (γ PCA , where m = 2 × γ PCA ) and published in other studies (e.g. γ PCA ≈ 0.4-0.5, Brunt & Heyer 2002b , Roman-Duval et al. 2011 These results are based on a very limited sample of six GMCs, and 6 These studies both derived a mean PCA index α PCA of 0.62. By rescaling this index to compute the index of the true first order structure function (e.g. Brunt & Heyer 2002a Brunt et al. 2003) , we get values in the range 0.4-0.5.
should therefore be regarded with caution. We plan to perform a more systematic analysis on a sample extracted from the full SEDIGISM survey in a forthcoming paper.
Interestingly, all six GMCs have similar characteristic scales of turbulence, corresponding to velocity thickness typically between 4 and 8 km s , above which velocity fluctuations average out and the spectral indices do not vary much. This could indicate that similar processes are responsible for the turbulence in all clouds in our (small) sample. However, we do find significant variations in the spatial spectral indices between GMCs: two of them (SDG 15 and SDG 298) have steep spectra, with indices that saturate around -3.5, consistent with the picture of the Kolmogorov energy cascade, and with results reported elsewhere (e.g. Dickey et al. 2001; Muller et al. 2004 ; see also Elmegreen & Scalo 2004) . The other clouds show spectra that are significantly shallower, with κ 2D between −2.0 and −2.5 for the thick case. According to Lazarian & Pogosyan (2000) , this can be explained by a significant contribution to the turbulence on small scales.
However, we cannot draw robust conclusions from these preliminary results. For example, Burkhart et al. (2013) have shown that the spectral indices also depend on the line excitations. In particular, for a very optically thin, supersonic CO gas, with low density or low abundance, the spectral index is shallower than the expectations for its column density. Our results are consistent with this picture. A more detailed analysis based on a Galaxy- wide sample of clouds within the full SEDIGISM survey, capable of probing different environments in the Galaxy, will be presented in forthcoming papers. In particular, it will be very interesting to look for possible differences between the Galactic arms, and between the inter-and intra-arm regions.
Dense gas and high-mass star formation
In order to study the distribution of dense gas within the molecular clouds identified in Sect. 4, and to identify potential sites of high-mass star formation, we have investigated the distribution of compact ATLASGAL sources in the science demonstration field. ATLASGAL has surveyed the inner Galactic plane observing the dust continuum emission at 870 µm (Schuller et al. 2009) , with a peak flux 1-σ sensitivity of ∼60 mJy beam
, which corresponds to a column density of N(H 2 ) = 1.5 × 10 ). ATLASGAL is, therefore, an excellent tracer of the high-density gas within our sample of molecular clouds, potentially pinpointing where high-mass stars are likely to form.
Distribution of ATLASGAL clumps
Within the science demonstration field, there are 140 ATLAS-GAL clumps from the Compact Source Catalogue (CSC; Contreras et al. 2013b; Urquhart et al. 2014a) . We have made use of the SEDIGISM data to estimate v lsr for all the clumps, which is essential to place them within their Galactic context, and to associate them with the molecular clouds extracted in Sect. 4. We did so by fitting the 13 CO(2 -1) spectra towards the peak of the submillimetre emission for all ATLASGAL clumps, using an iterative fitting programme that fits a Gaussian profile to the strongest emission feature, removes the fit from the spectrum, and repeats this process until there is no more emission above three times the r.m.s. noise, measured from emission-free channels (see examples presented in Fig. 16 ).
Although we find multiple components towards 90% of the sources, in the majority of cases, the integrated intensity of the strongest component is at least twice that of the others and is therefore considered to be the most likely to be associated with the clump, as observed in other studies (e.g. ). However, for 35 clumps, the multiple components have similar intensities; for these we have either searched the literature for a velocity determined using other high-density tracers, such as NH 3 (1,1) or N 2 H + (1-0) (Jackson et al. 2013; Urquhart et al. 2014b; Wienen et al. 2015) , or compared the integrated 13 CO(2 -1) maps of the different velocity components with the ATLASGAL dust emission maps, choosing the velocity component that peaks at the position of the dust emission and where the best correlation between spatial distribution of gas and dust is found (see Fig. 17 for an example of this method). Using this combination of steps we are able to assign a velocity to 139 clumps in the science demonstration field. For one source (AGAL340.096−00.022), we were unable to identify which velocity component was best representative of the clump. . Therefore, we assigned a velocity of −48.9 km s −1 to this clump.
We have then used the Brand & Blitz (1993) Galactic rotation model to determine kinematic distances to each of the clumps again solving the kinematic distance ambiguities using the HiSA technique (as described in Sect. 4.3), and taking account of their association with IRDCs, and literature information. Three sources are found to be located on the Solar circle (i.e. |v lsr | < 10 km s ) and so no reliable distance estimate is possible. In total, we have resolved the ambiguities for 97 out of 140 clumps. We have compared our results with those of Wienen et al. (2015) who performed a similar analysis for a sample of 51 Table 4 . Summary of groups identified in the ATLASGAL CSC. Col. 1 is the group name constructed from the mean positions of the associated clumps. Col. 2 is the number of associated clumps. Cols. 3-4 are the mean velocity of the group, and the respective standard deviation (of inter-clump velocities). Col. 5 is the adopted distance to the group, i.e. the kinematic distance using the systemic velocity of the group and the respective distance solution. Col. 6 is the ID number of the matched molecular clouds identified in Sect. 4 (ID number as listed in Tables 2  and A .1) and the number of leaves associated with them (in parentheses). Col. 7 lists the matches to the 12 CO(1-0) GMC catalogue presented by García et al. (2014) (1) clumps located in the science demonstration field and find an overall agreement of ∼90%.
Since the ATLASGAL clumps trace the higher density peaks within clouds, it is likely that small groups of ATLASGAL clumps are part of the same larger GMC complex. Identifying these groups can help us to assign distances to clumps for which we have not been able to resolve the distance ambiguity, and to derive more reliable distances by using the systemic velocity of the cloud rather than a number of velocity measurements that may vary over the cloud (cf. Russeil 2003) . We have therefore used a friends-of-friends analysis to identify groups of ATLAS-GAL clumps that are coherent in bv space, allowing a maximum angular offset between adjacent points of 8 arcmins and velocity difference of 8 km s
This revealed ten coherent groups of sources accounting for 123 of the clumps found in the science demonstration field (see Table 4 ); this includes 34 clumps that we were unable to resolve the kinematic distance ambiguity for.
Given that the HiSA method has a reliability of ∼80% (Busfield et al. 2006; Anderson & Bania 2009) we would expect some disagreement in the kinematic distance solutions for the ATLAS-GAL clumps within these larger groups. Indeed, we find this to be the case for the two largest groups, G340.249−00.266 and G341.117−00.293, with 53 and 29 clumps respectively, where 21% and 14% of clumps (respectively) had been assigned a far distance, whilst the others had been assigned a near distance. Since these are within the expected fraction of unreliable HiSA solutions, we have assigned the near distance to both groups and have therefore revised the distances of the fraction of clumps in disagreement.
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Here we are following the method outlined by Wienen et al. (2015) , but, with a more complete set of velocities obtained from the SEDIGISM data, we are able to impose tighter constraints on the position and velocity offsets. CO(2 -1) mass sensitivity limit for an unresolved source (i.e. 28 radius). García et al. (2014) have also determined distances to six of their lower-resolution 12 CO GMCs within the science demonstration field; these are associated with 131 ATLASGAL clumps. Of these, 126 clumps had assigned distances, and we find that 113 (i.e. ∼90%) are in agreement with those assigned by García et al. (2014) . We had placed all nine remaining clumps at the far distance, consistent with the fact that all of these are relatively isolated. Given that the five clumps for which we had not solved the distance ambiguity are positionally correlated with GMCs identified by García et al. (2014) we have adopted their distance solution for these sources.
Finally, after cross-matching with the SEDIGISM clouds (as described in Sect. 5.2), we further revised the distances of seven ATLASGAL clumps, within six molecular clouds, to their near distance solutions (as also mentioned in Sect. 4.3). By following these steps we have been able to determine a distance to 136 of the clumps located within the science demonstration field. These adopted distances are listed in Table 5 , along with the physical properties of the clumps.
Correlation between ATLASGAL groups and GMCs
As discussed in Sect. 5.1 we have found ten distinct groups of ATLASGAL clumps in the science demonstration field. Comparing these groups with the catalogue of SEDIGISM molecular clouds, we find that the ten ATLASGAL groups correspond to 20 SEDIGISM GMCs, although not all the ATLASGAL clumps in those groups fall within a SEDIGISM cloud. The ID numbers of the matching GMCs are given in Table 4 . We also find matches between 15 isolated ATLASGAL clumps and individual molecular clouds, bringing the total number of SEDIGISM clouds with one or more associated ATLASGAL counterparts to 35 (although this includes two clouds within the solar circle, i.e. with |v lsr | < 10 km s
−1
). The total number of ATLASGAL clumps associated with SEDIGISM GMCs is 129. The exact values of the distances as per the ATLASGAL clump catalogue and the final SEDIGISM cloud catalogue differ typically by less than ∼10% simply because of the variation of exact velocities used for the kinematical distance determination. While this is well within the overall distance uncertainty, for the remainder of the paper we will adopt the distances of the corresponding SEDIGISM clouds for these clumps, for consistency.
In total, there are 11 ATLASGAL clumps not associated with a GMC. One of these does not have a match because we could not assign a velocity. The remaining ten ATLASGAL clumps that do not fall within any of the SEDIGISM clouds are either small (and thus have not passed the criteria of the minimum size required to be part of our cloud catalogue), or, and most often, are in regions where the contrast is too low with respect to their local background (i.e. not above the 4-σ requirement to be considered as independent peaks/leaves within the dendrogram); these regions, therefore, form part of a smoother background that did not get assigned to any cloud.
The correlation of multiple SEDIGISM GMCs with a single ATLASGAL group, and the association of a few of the AT-LASGAL clumps to a background of more diffuse gas that connects the different GMCs together, tends to confirm our suggestion (Sect. 4.4) that the GMCs identified by SCIMES from the 13 CO data are tracing the high-density regions of larger molecular cloud complexes.
Dense gas within molecular clouds
Mass distribution
We estimate the isothermal masses of the ATLASGAL clumps using the Hildebrand (1983) method assuming that the total clump mass is proportional to the integrated flux density measured over the source:
where S ν is the integrated 870 µm flux density taken from the ATLASGAL CSC, d is the distance to the source, R is the gasto-dust mass ratio, which we assume to be 100, B ν is the Planck Article number, page 15 of 30 A&A proofs: manuscript no. sedigism-intro function for a dust temperature T dust , and κ ν is the dust absorption coefficient taken as 1.85 cm 2 g −1 (Schuller et al. 2009 and references therein). We use a dust temperature of 20 K, consistent with previous studies in the literature (e.g. Motte et al. 2007; Hill et al. 2005) .
In the left panel of Fig. 18 we show the clump mass distribution for all 136 clumps with distances. We also show (in red hatching) the mass distribution for the clumps associated with a high-mass star formation (HMSF) tracer from previous studies, such as a methanol maser, a massive young stellar object or a compact Hii region (Urquhart et al. , 2014c . Only 18 clumps have been associated with HMSF, and these are mostly associated with methanol masers (14 in total, nine of which have only methanol maser associations, indicating a relatively early stage of their evolution). Three clumps are solely associated with compact Hii regions (more evolved), four clumps are associated with two different tracers, and two clumps have all three tracers, hosting multiple evolutionary stages. In the right panel of Fig. 18 we show the SEDIGISM cloud mass distribution as a function of distance, where grey-filled circles show clouds without a known HMSF tracer, grey circles with red outline show clouds with at least one ATLASGAL clump but no HMSF tracer, and red-filled circles show clouds with an ATLASGAL and an HMSF tracer.
Although the statistics are low, there is a trend for the HMSF regions to be in the most massive clumps, within the most massive clouds. We note that a larger proportion of the most massive clumps are associated with star formation (Urquhart et al. 2014b) and that these tend to be warmer than more quiescent clumps (e.g. Urquhart et al. 2011; Wienen et al. 2012 ). This may lead to clump masses being over estimated; however, at the angular scales of the structures probed here (i.e. ∼30 ) the temperature range from starless clumps to those hosting Hii regions or photodissociation regions is 15 to 25 K Urquhart et al. 2011; Wienen et al. 2012; Deharveng et al. 2015; Guzmán et al. 2015) . A difference of ±5 K around the temperature used to estimate the clump masses corresponds to a maximum variation of approximately 30% in the dust masses and so does not have a significant impact on the overall clump mass distribution.
Dense gas fraction
In order to investigate whether the presence of high-mass star formation was related to the amount of dense gas within each cloud, we determined the dense gas fraction (DGF) of the SEDIGISM GMCs using:
where M clump is the clump mass, as defined above. When several clumps are associated with a single GMC, the masses of all the clumps are summed together. We assume that the dust emission is tracing the dense gas at column densities above ∼7.5×10
, corresponding to the 5-σ limiting sensitivity for ATLASGAL.
In Fig. 19 we show the histogram of the dense gas fraction of the GMCs, and the distribution of DGF as a function of cloud mass. The median value of DGF for the clouds with an AST-LASGAL counterpart is ∼15% (and a mean value of ∼21%), which is 2-3 times higher than reported in the literature (i.e. 2-7%, cf. Eden et al. 2013; Ragan et al. 2014; Battisti & Heyer 2014; Csengeri et al. 2016 ). However, this represents only a small fraction of the clouds extracted with SCIMES (33 out of 182). The remaining ones would have a DGF close to zero, so that the mean DGF value would be significantly lower when including all clouds (∼4%). In addition, the has a higher critical density than 12 CO(1-0), which was used in some of these previous studies, and is therefore not necessarily capturing all of the material associated with the extended envelope. The SEDIGISM and, as a consequence, the DGFs estimated are likely to be upper limits to the true values. Finally, one could expect that for clouds with angular sizes smaller or similar to the maximum recoverable scale in the ATLASGAL data (uniform emission on scales larger than ∼2.5 is filtered out during data reduction, Schuller et al. 2009 ), the signal detected by the bolometers could encompass most of the cloud rather than simply the denser parts (see e.g. the discussion in Battisti & Heyer 2014 ). This would also result in over estimating the true DGF. We investigated this effect in our sample, and we found that clouds with small angular sizes have a wide range of DGFs (between 0 and 60%), but also that some well resolved clouds, with angular sizes an order of magnitude larger than the maximum recoverable scale of ATLASGAL, have a relatively large DGF (up to ∼60%). Therefore, we do not think that this effect is significant in our sample.
We do not find any particular trend of DGF with the cloud masses nor with the existence of high-mass star formation. Instead, the existence of HMSF seems to correlate better with the total mass of the cloud. We caution that the statistics within the SEDIGISM science demonstration field are low for any firm conclusions, and therefore, this will be further investigated in a subsequent paper using the complete survey.
Virial parameter
Finally, we estimated the virial parameters for all clumps using the same formula described in Sect. 4.4 and used this to evaluate their stability. In the left panel of Table 5 . Properties of the ATLASGAL CSC clumps. Col. 1 gives the CSC name. Cols. 2 and 3 give the adopted v lsr and the 13 CO(2 -1) FWHM line-width. Col. 4 gives the distance assigned to the clump. Col. 5 is the clump mass, derived from the integrated 870 µm flux density. Col. 6 is the virial mass, computed as 5δv 2 R/G. Cols. 7 and 8 list associations with SCIMES clouds (Sect. 4 and that the most massive clumps are also the most gravitationally unstable, and the more likely to be undergoing collapse unless they are supported by strong magnetic fields. Similar trends have been reported in the literature (e.g. Barnes et al. 2011; Kauffmann et al. 2013; Urquhart et al. 2015) . We note that all of the HMSF clumps are found in the unstable part of the parameter space, which would suggest that, even if magnetic fields can stabilise the clumps globally (e.g. Pillai et al. 2015) , they are unlikely to be able to do this on smaller size scales, as star formation is clearly ongoing in some of these clumps. Interestingly, if we plot the virial parameter of the SEDIGISM clouds as a function of cloud mass, we find a similar trend as for the clumps (Fig. 20, right panel) , even though we have more clouds in the unbound regime, as a consequence of the lower surface densities traced by 13 CO(2 -1). Despite that, this figure shows that most clouds that are unstable on clump scales, and most particularly, the clouds that already show signs for HMSF, do seem to be gravitationally unstable even at the larger scales of the GMCs, in line with the idea that HMSF is preferentially taking place in globally collapsing clouds (e.g. Barnes et al. 2010; Schneider et al. 2010; Peretto et al. 2013) . A similar trend for the most massive clouds to appear more likely to be bound is also seen in simulations (e.g. Dobbs et al. 2011 ).
Excitation, optical depth, and physical conditions
Excitation and column density
The two CO isotopologues' J=2-1 emission lines observed with SEDIGISM, in particular when combined with the three iso-CO J=1-0 lines from ThrUMMS (Barnes et al. 2015) , allow us to derive a detailed, spatially-and velocity-resolved distribution for various physical and chemical properties in all the observed molecular clouds, including: optical depths, excitation temperaArticle number, page 17 of 30 tures, molecular abundances, and column densities. Barnes et al. (2015) already demonstrated the diagnostic power of such an approach with the ThrUMMS data alone, finding a new value of the conversion factor between CO emissivity and mass column density, which suggests that the total molecular mass of the Milky Way may have previously been substantially underestimated. They did this assuming only a common LTE excitation between the three main iso-CO species, and a fixed intrinsic abundance ratio R 13 = [ 12 CO]/[ 13 CO]. While the latter may indeed also vary, their results on the mass distribution are relatively insensitive to the exact value assumed for R 13 .
The validity of a common T ex between the very optically thick 12 CO lines and the more typically optically thin 13 CO and C 18 O lines is a more relevant issue, but the SEDIGISM data now allow a straightforward resolution to this issue as well. Building upon the method described by Kramer et al. (1999) and Hernandez et al. (2011), we have developed a root-finding algorithm to compute τ, T ex and the column density at each voxel of the data cube. We arrive at our solutions by matching the column density calculated from each 13 CO transition across a range of T ex . The column density is given by the usual plane-parallel radiative transfer equation:
where the total N is calculated separately for each transition line (J u = 2 or 1), µ is the dipole moment of the CO molecules, Q(T ex ) is the rotational partition function, and E l is the energy of the lower state of transition J u → J u − 1. The optical depth, τ ul , is derived through the plane-parallel radiative transfer equation:
Here T mb is the main beam brightness temperature, T bg is the background temperature of 2.73 K, and f T = [exp(hν/(kT))
. Since T mb for both transitions are observed with either the ThrUMMS or SEDIGISM surveys, we can use Eqs. (4) and (5) to express the ratio between the J=2-1 and J=1-0 column densities as a function of T ex :
where N tot,21 and N tot,10 are the total column densities calculated from each line transition using Eq. (4).
To improve computing time we simplified the iterative method of , who estimated the threedimensional T ex distribution throughout a highly filamentary IRDC using C 18 O J=2-1 and C
18
O J=1-0. This modification is possible since Eq. (6) is a function with a global minimum within a domain of T ex ≥ 2.73 K, which represents when N 21 and N 10 are equal (i.e. when η 21 = 0). Thus, the voxel T ex can be estimated by simply minimizing η 21 within T ex of range 2.73 to 30 K, the typical excitation temperature range for GMCs (e.g. Barnes et al. 2015) . By equating N 21 and N 10 , we are assuming that their excitation temperatures are equal. It is possible that the excitation will differ between the two transitions and produce unequal, possibly sub-thermal, excitation temperatures. However, for lower density cloud regions, Jiménez-Serra et al. (2010) combined 13 CO J=1-0 data with the J=3-2 and J=2-1 LVG analysis, finding that the overall column densities were within a factor of 2. We find that most voxels with S/N >∼4 have line ratios that allow convergence to a single assumed T ex . For CO column density was estimated over a range of T ex from each line transition separately using Eq. (4). Bottom: The distribution of η 21 (Eq. (6)) over the same range of T ex . Since we have defined η 21 as the absolute difference between the two total column density estimates, the T ex in this voxel is determined by locating the global minimum, as shown by the vertical dotted black line. For this example voxel, we find T ex = 7.8 K.
some noisier voxels, the algorithm fails to converge to a T ex solution due to "unphysical" line ratios assuming a shared T ex ; these voxels are then omitted from our analysis. While mathematically this might suggest differential thermalisation, we discount this possibility due to the low S/N at these locations.
For the present study, we use the 13 CO data from both surveys. We first convolve the 30 resolution SEDIGISM cubes to the 72 resolution of the ThrUMMS data. T ex was estimated for all voxels with T mb measurement above zero to avoid unphysical column density estimates and improve computing time. Fig. 21 presents the T ex solution for one example voxel. For each voxel with a T ex solution, we are able to compute the opacities (τ 21 and τ 10 ) and total column density, N( 13 CO). Finally, by performing this analysis for each voxel, we are able to derive the threedimensional spatially-and velocity-resolved distribution of the physical conditions of the 13 CO gas. Fig. 22 presents the results for τ 2−1 , T ex and N( 13 CO) in the science demonstration field, as longitude-velocity maps integrated along b. The distributions of these three quantities on a voxel basis are shown in Fig. 23 . Interestingly, the T ex and τ distributions, while each contributing to the column density, are distinctly different in several places. That is, some locations with high N are mostly due to a high excitation while other locations derive their high N from a high opacity. The latter is especially interesting since we see that the highest column density clumps reach peak 13 CO opacities of ∼8, which certainly shows that common assumptions about optically thin emission can lead one's analysis and physical interpretation astray. Maps of single lines cannot by themselves give us this physical insight.
The
13
CO X-factor
From this radiative transfer solution, we can directly compute an important result which bears on much of the new science presented here, as well as confirming previously published results. As shown by Barnes et al. (2015) , a voxel-by-voxel calculation of the ratio of 13 CO column density to integrated intensity, N/I, can be used as a direct probe of the spatially-resolved X-factor, relating integrated intensity (here for 13 CO, but usually for 12 CO in the literature) to the total molecular hydrogen column density. When this ratio is plotted as a function of I, one can also reveal the nature of the conversion law, that is whether it is "flat" (constant X, the standard method for many decades) or a more complex function of other parameters (e.g. Narayanan et al. 2012; Barnes et al. 2015 ).
We present this comparison here in To convert this to a true X-factor for the 13 CO(2 -1) line, we need to multiply this mean by two gas-phase abundances, . For simplicity, we take the first ratio as 60 to conform with Barnes et al. (2015) , and the second as 10 4 (e.g. Dame et al. 2001; Bolatto et al. 2013 ). Then we obtain a mean X factor in the science demonstration field, based only on the 13 CO data from the ThrUMMS and SEDIGISM surveys, of 1.08 ± 0.19
This result agrees very well with the factor derived from the comparison between Hi-GAL and 13 CO(2 -1) data (see Sect. 4.4). Although fortuitous to some extent, based on the inclusion of somewhat uncertain conversion parameters in both estimates, this close agreement is remarkable. In addition, since we have used the same approach as in Barnes et al. (2015) to compute the 13 CO column density, the above agreement in X estimates gives strong confirmation to the ThrUMMS 12 CO conversion law as well. In particular, the clear difference in the behaviour of the conversion law for A direct implication of our approach is that we will be able to make reliable maps of the total molecular column density, from a combination of SEDIGISM and ThrUMMS data, across the entire 10 9 voxel data set of these surveys. With distances to the various kinematic features, these column densities are then readily converted into masses of individual clouds, as identified e.g. by the SCIMES algorithm in Sect. 4. Also, combining these results with the C 18 O SEDIGISM data and the J=1-0 12 CO data from ThrUMMS will further allow us to construct spatially-and velocity-resolved maps of the various molecular abundances, and relate any abundance variations we may see to environmental or other factors.
Filamentary structures
In this section, we investigate the presence of filamentary structures in the science demonstration field and outline the potential of SEDIGISM to verify their coherence in velocity, and derive their properties: velocity dispersion, length, column density, mass, and linear mass density. In Sect. 7.1, we discuss the filament candidates identified in the ATLASGAL and Hi-GAL continuum surveys (Schuller et al. 2009; Molinari et al. 2010) ; in Sect. 7.2, we show the results of applying the DisPerSE algorithm (Sousbie 2011) directly on the 13 CO data cube.
Filament candidates in ATLASGAL and Hi-GAL
Recently, the ATLASGAL and Hi-GAL surveys were used to identify filament candidates in the Galactic plane through the analysis of their continuum emission at 870 µm (Li et al. 2016) , and at 70, 160, 250, 350 and 500 µm (Schisano et al. 2014; Wang et al. 2015) , respectively. The two surveys deliver a unique dataset to compile an unbiased catalogue of filament candidates throughout the Galaxy. Indeed, ATLASGAL provides high angular resolution at a wavelength sensitive to the cold dust and is unaffected by background contamination and saturation, which complicate the analysis of Hi-GAL data. On the other hand, Hi-GAL is more sensitive to emission from low-density structures, down to values of ∼10 for a dust temperature of 20 K. Li et al. (2016) identified twelve filamentary structure candidates in the SEDIGISM science demonstration field based on the ATLASGAL data, nine of which are single filament candidates (elongated linear structures with typical aspect ratios larger than three), and the other three being networks of filaments (several filaments that seem to be connected to each other). A study of Hi-GAL column density map of the region reveals 88 filament candidates. Details on the two catalogues and on the methods used to identify the structures and extract their dust properties are given by Li et al. (2016) , Schisano et al. (2014) and Schisano et al. (in prep.) . All twelve structures detected in ATLASGAL are also found in the Hi-GAL sample, hence, in the following discussion, we will focus on this common candidate list.
As a first step, we verified the coherence in velocity of the filament candidates making use of the SEDIGISM 13 CO(2 -1) and C 18 O(2 -1) data. For this purpose, we extracted spectra along the skeleton of each filament (i.e. the centre positions of each filament as identified by Li et al. 2016) , and we analysed the position-velocity diagrams. We then averaged the spectra in a dilation box of width equal to three SEDIGISM beams (see Fig. 25 ) to derive the central velocity and the width of the detected spectral features. Finally, we computed integrated intensity maps of the Table 6 . Catalogue of ATLASGAL filaments (top) and networks (bottom) in the science demonstration field. Col. 1 gives the filament name, as in Li et al. (2016) . Col. 2 is the central velocity of 13 CO(2 -1), measured in the SEDIGISM data; the velocity range used to compute column densities and masses is given in Col. 3, and the integrated intensity is in Col. 4. Col. 5 is the projected area, computed for the assigned distance given in Col. 6. The total mass that we computed is given in Col. 7. Col. 8 shows the length of each filament, and Col. 9 is the velocity dispersion. Finally, the measured and the virial linear mass densities are given in Cols. 10 and 11, respectively. CO data are likely overestimated by up to 20% and 34%, respectively, due to contamination from emission associated with other structures. O(2 -1) (red) spectra extracted at six positions along the spine of the G341.246-0.267 filament (Fig. 25) .
of the molecular line emission with that of the dust emission to verify their association.
Eleven of the twelve ATLASGAL structures in the science demonstration field were detected in the SEDIGISM data. The undetected filament (G340.600+00.067) shows only weak dust emission and is located in the slightly noisier area of the field. Ten identified structures have a coherent velocity component along the spine (the main part of the skeleton as identified in ATLASGAL -see Fig. 25 for one example). The eleventh candidate (G340.630-00.093) shows several velocity components at all positions along the spine and the association with the dust structure is not clear. Therefore, we exclude this object from the current analysis. Another six structures (G340.482-00.306, G340.511-00.471, G340.981-00.013, G341.415+00.244, G340.236-00.153, G341.306+00.339) show additional velocity components which may contribute to the dust emission. One of them, G340.236-00.153, is defined as a network of filaments by Li et al. (2016) but splits into two networks of filaments at -51.3 km s Table 6 .
To estimate the mass of each filament, we computed the 13 CO column density at each pixel in the dilation box around the spine by integrating in velocity over a range equal to twice the average FWHM of the 13 CO component associated with the filament. Column densities were computed using the X13 CO(2−1) factor derived from Hi-GAL data (Sect. 4.4). We then computed the mass of each filament in its dilation box through the equation:
where N i (H 2 ) is the H 2 column density computed for pixel i, A i its area, µ = 2.8 the mean molecular weight, and m p the proton mass. We checked for contamination of other structures in the relevant velocity ranges and only in G340.301-00.387 and G340.482-00.306 there is contamination from structures at redshifted velocities from the main velocity of the filament up to 20% and 34%, respectively. The gravitational stability of a filament can be estimated by its linear mass density, or mass per unit length (M/l). The virial linear mass density, above which a filament without additional support would collapse radially, is given by (M/l) vir = 2σ 2 v /G, where σ v is the 1-dimensional total (thermal plus non-thermal) velocity dispersion of the average molecular gas (Inutsuka & Miyama 1997) . Following Hatchell et al. (2005) , we derived the velocity dispersion from the average FWHM of the line along the Article number, page 21 of 30 A&A proofs: manuscript no. sedigism-intro spine of each filament, excluding regions that show evidence of optically thick emission. The filamentary networks are too complex to assign a representative length. Therefore, the linear mass density was computed only for the seven single filaments detected in the field; the results are reported in Table 6 .
Two filaments are clearly sub-critical, three are critical and two are just at the boundary, with (M/l) obs ≈ (M/l) vir . The ratio between the observed and virial mass per unit length, (M/l) obs /(M/l) vir , is ranging from 0.4 to 3.5. This is somewhat high compared to results found by others (e.g. Contreras et al. 2013a) , who found (M/l) obs /(M/l) vir significantly less than unity in different filamentary structures. These studies concluded that filaments may not be gravitationally bound globally, although star formation is occurring in local regions. However, our measurements of masses include several uncertainties: the X13 CO(2−1) factor (Sect. 4.4), has an uncertainty of a factor of 2. Additionally, opacity effects were not taken into account, for which showed that optical depth correction factors can increase the column density by a factor 2 in the densest clumps embedded in IRDCs.
Identification of filamentary structures on the SEDIGISM data
The SEDIGISM data potentially includes more filaments than those identified in the previous section from the dust emission. Indeed, the velocity information contained in spectroscopic datasets automatically solves the problem of blending of unrelated structures along the line of sight, which can affect continuum surveys. Furthermore, it can reveal the presence of substructures with different velocities that might be not detectable in the continuum (e.g. Hacar et al. 2013 , Henshaw et al. 2014 . To investigate the potential of the SEDIGISM survey to study filaments, we applied the DisPerSE algorithm (Sousbie 2011) directly on the 13 CO(2 -1) data cube of the science demonstration field. In the following, we briefly describe the methodology used and the main results; a more detailed description of the method will be given elsewhere (Suri et al., in prep.) .
We applied the DisPerSE algorithm on a smoothed version of the 13 CO data cube, convolved to an angular resolution of 50 to improve the signal-to-noise ratio; the resulting r.m.s. is ∼0.5 K. DisPerSE first calculates a Morse-Smale complex (see Sousbie 2011 ) that consists of critical points, persistence pairs, filaments, walls and voids, with the most significant structures being associated with the highest persistence values. In our particular case, we used a detection threshold of 3-σ (1.5 K), and a persistence threshold of 3, in order to select only the critical point pairs that stand out. With these criteria, DisPerSE creates a skeleton file that contains about 600 structures throughout the science demonstration field, including 145 composed of more than 15 pixels (i.e. more than three "beams" in the data cube smoothed to 50 resolution). We will focus the rest of our analysis on these 145 filaments.
In the left panel of Fig. 27 , we plot the skeleton of the 145 filaments identified by DisPerSE. Most filaments appear as substructures of the GMCs identified by SCIMES (Sect. 4). In the right panel of Fig. 27 , we compare the filaments identified in ATLASGAL with the structures detected by DisPerSE. Overall, there is a good agreement between the filaments identified in the continuum and in the 13 CO(2 -1) data cube, but DisPerSE finds a larger number of structures compared to ATLASGAL. Moreover, some filaments identified in the continuum seem to be composed of several substructures in the data cube. Thus, the search for filamentary structures directly on the data cube can reveal filaments that are not detected in continuum images, because of projection effects or sensitivity issues.
In the following we present a basic characterization of the metrics (projected length, width and aspect ratio) of the filaments identified by DisPerSE. The length of the filament is directly determined by adding the distance of consecutive skeleton points within a DisPerSE filament. The mean projected length of the filaments is about 8.1 arcmin, with a large dispersion ranging from 1 arcmin to 50 arcmin. The width of each filament is determined from cuts perpendicular to the filament. A Gaussian function is fitted to the intensity profile along each cut, providing a measurement of the width at this point. The distribution of widths along a given filament is computed, and the mean value of this distribution is considered to be the width of the filament. The mean value and standard deviation for the widths of all 145 filaments is 2.2 ± 1.1 arcmin. Finally, the aspect ratio is directly determined from the length-to-width ratio. The mean aspect ratio is 4.2, and ranges from 1 to 40.
Out of the 145 DisPerSE structures characterised in this work, only 33 have an aspect ratio > 5, and can, therefore, be considered as the best filament candidates. In Table B .1, we list their basic properties. Assuming distances to the filaments in the range 2 to 6 kpc (as determined for GMCs in Sect. 4.3), the mean linear length and width are 4.7-14.1 pc and 1.3-3.8 pc, respectively. The average width is much larger than the typical 0.1 pc value measured towards nearby star forming regions (e.g. André et al. 2010) , which can be explained by our angular resolution: a 50 (smoothed) beam corresponds to 0.5 pc at a distance of 2 kpc. But similar widths (in the range 0.6-3.0 pc) were measured by Wang et al. (2015) for filaments located at 3-5 kpc. Finally, the lengths determined for the DisPerSE filaments are consistent with those derived in the previous section for the AT-LASGAL filaments (see Table 6 ).
In summary, DisPerSE can be applied to the SEDIGISM data to search for filaments directly in bv data cubes. It is worth mentioning, however, that some of the structures identified by DisPerSE, with a relatively small aspect ratio, may correspond to fragments of longer structures, which might not be identified as single large-scale filaments because of, e.g. intensity variations along the filament. A more detailed study of the spatial distribution, as well as the velocity relation between different DisPerSE structures, will be performed in forthcoming papers, after combining the data of all the SEDIGISM fields. This analysis may reveal large-scale filamentary structures, similar to the very long and thin IRDCs 'Nessie' (Jackson et al. 2010; Goodman et al. 2014) , the Snake (Wang et al. 2014 ) and many others (Wang et al. 2015) .
Conclusion and perspectives
We have completed a molecular line survey of the southern Galactic plane, which covers 78 deg in H 2 column density. This is well suited for mapping the structure of the Galactic ISM at an unprecedented level of detail, from the scale of giant molecular clouds and long filaments down to individual, dense molecular clumps. The pipeline processing of this massive data set (over 10 7 independent spectra) is in progress. In this first overview paper, we have focussed our analysis on a 1.5 deg 2 science demonstration field, to illustrate the potential of the survey. The main results can be summarised as follows:
1. Using the SCIMES algorithm, we have extracted 182 molecular clouds from the lbv data cube within 1.5 deg 2 , 58 of which are complexes with at least two sub-structures. In comparison, Rice et al. (2016) extracted 1064 molecular clouds in the full Galaxy using a similar technique applied to the allGalaxy CO survey of Dame et al. (2001) ; this demonstrates the power of our high-resolution data to provide a detailed view of the distribution of molecular clouds in the Milky Way. 2. We estimated the kinematical distances to all the molecular clouds and solved for the distance ambiguity thanks to the HiSA method for the vast majority of them. The distance distribution of these 182 GMCs traces the spiral structure of the Galaxy, providing an accurate view on the position of the near Scutum-Centaurus arm, the near and far Norma arm, and the near and far 3 kpc arm. 3. From an analysis of their virial parameters, we find that the molecular clouds are generally stable with a median virial parameter of ∼2. However, the majority of the dense clumps within them (as traced by ATLASGAL) are unstable against gravitational collapse. Moreover, we observe a trend of decreasing virial parameters for increasing cloud and clump masses; the most massive clouds and clumps are the most gravitationally unstable. 4. Eighteen clumps (within 12 GMCs) are associated with massive star forming tracers and these tend to be the most massive and unstable of the 140 dense clumps located in the science demonstration field. 5. By combining the 13 CO(2 -1) data of this survey with 13 CO(1 -0) data from the ThrUMMS survey, we are able to solve the radiative transfer equations in order to compute excitation temperature, line opacity and column density in each voxel of the data cube. 6. From the ratio of column density to integrated line intensity, we are also able to compute a CO. The velocity information allows us to confirm that they are coherent structures in ∼80% cases. 8. Using the DisPerSE algorithm directly on the 13 CO data, we extracted 145 filamentary structures with lengths above 150 , 33 of which have an aspect ratio greater than 5.
The science demonstration field covers only ∼2% of the full survey area. Therefore, we can expect to build catalogues with several 10 4 molecular clouds, and several 10 3 filaments from the entire survey data; we will also be able to assign distances and investigate their Galactic distribution. We may detect filamentary structures on degree-scales, which would be of prime importance to constrain the formation mechanism of filaments in the ISM. This unique data set will also allow us to put strong constraints on the star-formation efficiency as a function of environment.
Finally, the SEDIGISM survey in the 1 mm band is well complemented with the ThrUMMS survey at 3 mm wavelength, and with other, ongoing surveys in higher J transitions. Combining these data sets allows us to study in 3D the excitation conditions in the Galactic ISM, at < ∼ 1 resolution, and to put strong constraints on the combination of excitation temperature (T ex ), optical depth (τ), and the CO-to-H 2 conversion factor. When also considering the data from the GRS in the 1 st quadrant, this will provide us for the first time with a global, yet detailed view of the bulk of the interstellar matter in the inner Galaxy.
The SEDIGISM data products (calibrated data cubes, catalogues of clouds and filaments) will be made public shortly after being processed and the quality has been carefully checked. This will give this survey a high legacy value for Milky Way studies in the southern hemisphere. . 1) shows the catalogue number associated with the cloud. The GMC name is defined as SDG (for SEDIGISM) followed by the Galactic coordinates of the clouds' centroid. Cols. 3 and 4 show the intensity-weighted semi-major and semi-minor axes, a and b, respectively; Col. 5 shows the position angle (P. A.) , and Col. 6 shows the aspect ratio (A. R.) defined as a/b. In Cols. 7-9 we show the centroid velocity, velocity dispersion, and average 13 CO (2 − 1) integrated intensity across the area of the cloud. Col. 10 shows the number of dendrogram leaves, N l , that make up each GMC. Col. 11 shows the adopted distance (d) and its uncertainty. Cols. 12-14 show the exact area defined by the clouds' masks, the equivalent radius (R, assuming circular geometry) and maximum length (l max ). Cols. 15-17 show the total mass (M), the average surface density (Σ), and the virial parameter (α vir ). Col. 18 shows the distance tag (t d ) that indicates the robustness of the distance determination (the lower the value, the more reliable the distance determination): t d =0 if all three methods agree (HiSA, Hi-GAL distance tool and ATLASGAL), t d =1 if no ATLASGAL counterpart was found and the other two methods agree, t d =2 if only two out of three methods agree, t d =3 if distance is drawn from one out of two methods, and t d =4 if drawn from one out of three methods (i.e. HiSAonly; see main text for further information). Col. 19 is a flag (t edge ) indicating whether a cloud touches the image edges (0=no, 1=yes).
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