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Abstract
Liczberski–Starkov gave a sharp lower bound for ‖DΦn(f )(z)‖ near the origin, where Φn is the
Roper–Suffridge extension operator and f is a normalized convex mapping on the unit disk in C.
They gave a conjecture that the sharp lower bound holds on the Euclidean unit ball Bn in Cn. In
this paper, we will give a sharp lower bound on Bn for a more general extension operator and for
normalized univalent mappings f or normalized convex mappings f . We will give a lower bound for
mappings f in a linear invariant family. We will also give a similar sharp lower bound on bounded
convex complete Reinhardt domains in Cn.
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Let Cn denote the space of n complex variables z = (z1, . . . , zn) and let ‖ · ‖ be a
norm on Cn. Let B = {z ∈Cn: ‖z‖ < 1}. The Euclidean unit ball in Cn is denoted by Bn.
In the case of one variable, B1 is denoted by U . If D ⊂ Cn is an open set, let H(D)
denote the set of holomorphic mappings from D into Cn. If f ∈ H(B), we say that f is
normalized if f (0) = 0 and Df (0) = I . A mapping f ∈ H(B) with f (0) = 0 is called
k-fold symmetric, where k is a positive integer, if e−2πi/kf (e2πi/kz) = f (z) for all z ∈ B .
A mapping f ∈ H(B) with f (0) = 0 is called ε star-like (0  ε  1) if f is univalent
on B and f (B) is a star-like domain with respect to every point in εf (B). When ε = 0,
we say that f is star-like, and when ε = 1, we say that f is convex. Let S(B) be the set
of normalized univalent mappings in H(B). The sets of normalized convex (respectively
star-like) mappings on B are denoted by K(B) (respectively S∗(B)). When n = 1, the sets
S(U), S∗(U) and K(U) are denoted by S,S∗ and K , respectively.
Let LS be the set of normalized locally univalent functions on U . We recall that a
linear-invariant family, abbreviated by LIF, is a family F ⊂ LS such that if f ∈ F then
Λφ(f ) ∈ F for all φ ∈ Aut(U), where Aut(U) is the set of holomorphic automorphisms
of U , and Λφ(f ) is the Koebe transform of f , given by
Λφ(f )(z) = (f ◦ φ)(z) − (f ◦ φ)(0)
(f ◦ φ)′(0) , z ∈ U.
The order of the LIF F is defined by
ordF = sup
{∣∣∣∣f ′′(0)2
∣∣∣∣: f ∈F
}
.
For a linear operator A from Cn into Cn, ‖A‖ is defined as follows:
‖A‖ = max
‖w‖=1
‖Aw‖,
where ‖ · ‖ is an arbitrary norm on Cn.
For n 2, let z′ = (z2, . . . , zn) so that z = (z1, z′). The Roper–Suffridge extension op-
erator is defined for normalized locally univalent functions on the unit disk U in C by
Φn(f )(z) = F(z) =
(
f (z1),
√
f ′(z1)z′
)
, (1)
where the branch of the square root is chosen such that
√
f ′(0) = 1.
Roper–Suffridge [11] proved that if f ∈ K then Φn(f ) ∈ K(Bn), and in [5] it was
shown that if f ∈ S∗ then Φn(f ) ∈ S∗(Bn).
Let
Φn,α,β(f )(z) = Fα,β(z) =
(
f (z1),
(
f (z1)
z1
)α(
f ′(z1)
)β
z′
)
, z ∈ Bn, (2)
where α  0, β  0 and f is a locally univalent function on U , normalized by f (0) =
f ′(0)− 1 = 0, and such that f (z1) = 0 for z1 ∈ U \ {0}. We choose the branches such that(
f (z1)
z
)α∣∣∣∣ = 1 and (f ′(z1))β ∣∣z1=0 = 1.1 z1=0
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Φn,0,β for 0 β  1/2 and Graham–Kohr [6] studied the properties of the operator Φn,α,0
for 0 α  1. Graham–Hamada–Kohr–Suffridge [4] studied the properties of the operator
Φn,α,β for 0 α  1 and 0 β  1/2.
Gong–Liu [1] showed that if f is a normalized ε star-like function on U , then
Φn,0,1/k(f ) is a normalized ε star-like mapping on the domain Ωn,k = {z = (z1, z′) ∈Cn:
|z1|2 + ‖z′‖kk < 1} for 1  k ∞, where ‖z′‖kk =
∑n
j=2 |zj |k . Gong–Liu [2] generalized
this result to the domain Ωn,k2,...,kn = {z ∈ Cn: |z1|2 + |z2|k2 + · · · + |zn|kn < 1}, where
ki  1. Graham–Kohr [6] showed that if f is a normalized star-like function on U , then
Φn,α,0 (0  α  1) is a normalized star-like mapping on the domain B(k) = {z ∈ Cn:
|z1|k + |z2|k + · · · + |zn|k < 1}, where 1 k ∞.
On the other hand, for f ∈ K , Liczberski–Starkov [8] gave a sharp lower bound for
‖DΦn(f )(z)‖ near the origin. They gave a conjecture that the sharp lower bound holds
on Bn. In this paper, we will give a sharp lower bound on Bn for a more general extension
operator and for normalized univalent mappings f or normalized convex mappings f . We
will give a lower bound for mappings f in a linear invariant family. We will also give a
similar sharp lower bound on bounded convex complete Reinhardt domains in Cn. Other
distortion theorems for Φn,α,β(f ), where α  0, β  0 and f ∈ S or f ∈ K are given in
[4,6].
2. Lower bound on the Euclidean unit ball
Let 〈z,w〉 = ∑nj=1 zjwj be the Euclidean inner product and ‖z‖ = 〈z, z〉1/2 be the
Euclidean norm. Liczberski–Starkov [8] showed that the equality
1
1 + r = inf
{∥∥DΦn(f )(z)∥∥: f ∈ K, ‖z‖ = r} (3)
holds for sufficiently small r ∈ [0,1), where Φn is the Roper–Suffridge extension operator
defined by (1) and conjectured that the equality (3) holds for all r ∈ [0,1). In this section,
we will give an affirmative answer to the conjecture.
First, we can prove the following lemma by using an argument similar to that in the
proof of [8, Lemma 1].
Lemma 1. For f ∈ LS such that f (z1) = 0 for z1 ∈ U \ {0} and z = (z1, z′) ∈ Bn, let
p1 =
√
f ′(z1), p2 =
(
f (z1)
z1
)α(
f ′(z1)
)β
, q =
{(
f (z1)
z1
)α(
f ′(z1)
)β}′
.
If Fα,β = Φn,α,β(f ) for α  0, β  0, where Φn,α,β is the extension operator defined
by (2), then
2
∥∥DFα,β(z)∥∥2 = |p1|4 + |q|2‖z′‖2 + |p2|2
+
√
(|p1|4 + |q|2‖z′‖2 + |p2|2)2 − 4|p1|4|p2|2.
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ϕ(r)
∣∣f (z1)∣∣, ϕ′(r) ∣∣f ′(z1)∣∣ on |z1| = r, (4)
where ϕ is twice differentiable on [0,1), ϕ(0) = ϕ′(0)−1 = 0, ϕ′(r) > 0 and ϕ′′(r) 0 for
all r ∈ [0,1). If Fα,β = Φn,α,β(f ) for α  0, β  0, where Φn,α,β is the extension operator
defined by (2), then for any r ∈ [0,1),
max
{(
ϕ(r)
r
)α(
ϕ′(r)
)β
,ϕ′(r)
}

∥∥DFα,β (z)∥∥, ‖z‖ = r. (5)
Furthermore, if for some f ∈F the estimate in (4) is sharp at z1 ∈ U , then the estimate
in (5) is sharp for Φn,α,β(f ) at (z1,0, . . . ,0).
Proof. We note that ϕ′(r) is decreasing with respect to r . Also, since{(
ϕ(r)
r
)α(
ϕ′(r)
)β}′ = α(ϕ(r)
r
)α−1(
ϕ′(r)
)β rϕ′(r) − ϕ(r)
r2
+
(
ϕ(r)
r
)α
β
(
ϕ′(r)
)β−1
ϕ′′(r)
 0,
we obtain that (ϕ(r)/r)α(ϕ′(r))β is decreasing with respect to r .
First, we will estimate ‖DFα,β (z1,0′)‖. By Lemma 1, we have
2
∥∥DFα,β(z1,0′)∥∥2 = |p1|4 + |p2|2 +√(|p1|4 + |p2|2)2 − 4|p1|4|p2|2
= |p1|4 + |p2|2+
∣∣|p1|4 − |p2|2∣∣
= 2 max{|p1|4, |p2|2}
 2 max
{
ϕ′(r)2,
(
ϕ(r)
r
)2α(
ϕ′(r)
)2β} (6)
for |z1| = r . Since ‖DFα,β(z1, z′)‖  ‖DFα,β (z1,0′)‖ by Lemma 1, we obtain (5)
from (6). From (6), we also have the sharpness. This completes the proof. 
Remark 3. (i) If α + β  1, then
max
{
ϕ′(r),
(
ϕ(r)
r
)α(
ϕ′(r)
)β}= (ϕ(r)
r
)α(
ϕ′(r)
)β
,
since 0 < ϕ′  1 and ϕ′(r) ϕ(r)/r .
(ii) If f ∈ S, then the assumption ϕ(r)  |f (z1)| in (4) can be dropped because of
[3, p. 67].
For F = S, the following growth and distortion results hold:
r
(1 + r)2 
∣∣f (z1)∣∣, 1 − r
(1 + r)3 
∣∣f ′(z1)∣∣
on |z1| = r and the equality holds for f (z1) = z1/(1 + z1)2 at z1 = r for every r ∈ [0,1).
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r
1 + r 
∣∣f (z1)∣∣, 1
(1 + r)2 
∣∣f ′(z1)∣∣
on |z1| = r and the equality holds for f (z1) = z1/(1 + z1) at z1 = r for every r ∈ [0,1).
Thus, we obtain the following corollary.
Corollary 4. If f ∈ S, then for any r ∈ [0,1),
max
{
(1 − r)β
(1 + r)2α+3β ,
1 − r
(1 + r)3
}

∥∥DΦn,α,β(f )(z)∥∥, ‖z‖ = r.
If f ∈ K , then for any r ∈ [0,1),
max
{
1
(1 + r)α+2β ,
1
(1 + r)2
}

∥∥DΦn,α,β (f )(z)∥∥, ‖z‖ = r.
These estimates are sharp.
Remark 5. Let α  0 and β  0. Then Φn,α,β(K) ⊂ K(Bn) if and only if α = 0 and
β = 1/2 [4] (cf. [11], [7]).
Especially, for Φn = Φn,0,1/2, we obtain the following corollary. This corollary gives an
affirmative answer to [8, Conjecture 1].
Corollary 6. If f ∈ K , then for any r ∈ [0,1),
1
1 + r 
∥∥DΦn(f )(z)∥∥, ‖z‖ = r.
This estimate is sharp.
Remark 7. For f ∈ K , we have the following sharp upper bound [9], [8]:∥∥DΦn(f )(z)∥∥ 1
(1 − r)2 , ‖z‖ = r < 1.
Let f ∈ S be a k-fold symmetric function on the unit disk. Then f satisfies the following
estimates:
r
(1 + rk)2/k 
∣∣f (z1)∣∣ and 1 − rk1 + rk · 1(1 + rk)2/k 
∣∣f ′(z1)∣∣
on |z1| = r < 1. These estimates are sharp and f (z1) = z1/(1 − zk1)2/k is an extremal
function. Therefore, taking into account Theorem 2, we obtain the following result.
Corollary 8. If f ∈ S is k-fold symmetric, then for any r ∈ [0,1),
max
{
(1 − rk)β
(1 + rk)2(α+β)/k+β ,
1 − rk
(1 + rk)2/k+1
}

∥∥DΦn,α,β (f )(z)∥∥, ‖z‖ = r.
This estimate is sharp.
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1
(1 + rk)2/k 
∣∣f ′(z1)∣∣
on |z1| = r < 1. Moreover,
r∫
0
1
(1 + tk)2/k dt 
∣∣f (z1)∣∣
on |z1| = r < 1. The estimates are sharp and an extremal function is the function fk given
by
fk(z1) =


z1
1 − z1 , k = 1,
1
2
log
[
1 + z1
1 − z1
]
, k = 2,
z1∫
0
dt
(1 − tk)2/k , k  3.
Applying again Theorem 2, we obtain the following corollary.
Corollary 9. If f ∈ K is k-fold symmetric, then for any r ∈ [0,1),
max
{[
1
r
r∫
0
dt
(1 + tk)2/k
]α
· 1
(1 + rk)2β/k ,
1
(1 + rk)2/k
}

∥∥DΦn,α,β(f )(z)∥∥
on ‖z‖ = r . This estimate is sharp.
For α = 0 and β = 1/2 in the previous results, we obtain the following corollary.
Corollary 10. If f ∈ S is k-fold symmetric, then for any r ∈ [0,1),(
1 − rk
(1 + rk)2/k+1
)1/2

∥∥DΦn(f )(z)∥∥, ‖z‖ = r.
Moreover, if f ∈ K is k-fold symmetric, then for any r ∈ [0,1),
1
(1 + rk)1/k 
∥∥DΦn(f )(z)∥∥, ‖z‖ = r.
These estimates are sharp.
Let F be an LIF on the unit disk with ordF = δ < ∞. Then we have
∣∣f ′(z1)∣∣ (1 − r)δ−1δ+1 , |z1| = r < 1. (7)(1 + r)
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∣∣f (z1)∣∣ 12δ
{
1 −
(
1 − r
1 + r
)δ}
, |z1| = r < 1 (8)
by [10] (cf. [3, p. 67]). Equalities in (7) and (8) are achieved by the function
f (z1) = 12δ
{
1 −
(
1 − z1
1 + z1
)δ}
. (9)
Therefore, we obtain the following theorem.
Theorem 11. Let F ⊂ S be an LIF of order δ < ∞. If f ∈F , then for any r ∈ [0,1),
∥∥DΦn,α,β (f )(z)∥∥max
{(
1
2rδ
{
1 −
(
1 − r
1 + r
)δ})α(
(1 − r)δ−1
(1 + r)δ+1
)β
,
(1 − r)δ−1
(1 + r)δ+1
}
on ‖z‖ = r . Equality is achieved by the function (9).
In particular, if α = 0, then we do not need the above growth result for LIFs. Therefore,
we can drop the assumption that f ∈ S.
Corollary 12. Let F be an LIF of order δ < ∞. If f ∈F , then for any r ∈ [0,1),
max
{(
(1 − r)δ−1
(1 + r)δ+1
)β
,
(1 − r)δ−1
(1 + r)δ+1
}

∥∥DΦn,0,β (f )(z)∥∥
on ‖z‖ = r . Equality is achieved by the function (9).
Especially, for Φn = Φn,0,1/2, we obtain the following corollary.
Corollary 13. Let F be an LIF of order δ < ∞. If f ∈F , then for any r ∈ [0,1),√
(1 − r)δ−1
(1 + r)δ+1 
∥∥DΦn(f )(z)∥∥
on ‖z‖ = r . Equality is achieved by the function (9).
Note that for δ = 2, respectively δ = 1, we obtain the lower distortion results for the
classes S and K , given in Corollaries 4 and 6.
3. Lower bound on bounded convex complete Reinhardt domains
Let D be a balanced domain in Cn. The Minkowski function h of D is defined as
follows:
h(z) = inf
{
t > 0:
z
t
∈ D
}
.
Then D = {z ∈Cn: h(z) < 1} and ∂D = {z ∈Cn: h(z) = 1}. Moreover, h is a norm on Cn
if and only if D is bounded and convex.
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Gα,β(z) = Ψn,α,β (f )(z)
=
(
f (z1),
(
f (z1)
z1
)α2(
f ′(z1)
)β2z2, . . . ,
(
f (z1)
z1
)αn(
f ′(z1)
)βnzn
)
for z ∈ D, where α2, . . . , αn  0, β2, . . . , βn  0 and f is a locally univalent function on U ,
normalized by f (0) = f ′(0)− 1 = 0, and such that f (z1) = 0 for z1 ∈ U \ {0}. We choose
the branches such that(
f (z1)
z1
)αj ∣∣∣∣
z1=0
= 1 and (f ′(z1))βj ∣∣z1=0 = 1
for 2  j  n. Then, Gα,β(z) is a normalized locally biholomorphic mapping on D. In
this section, we will give a lower bound for ‖DGα,β(z)‖ on a bounded convex complete
Reinhardt domain Ω such that U × {0′} ⊂ Ω ⊂ U ×Cn−1.
Lemma 14. Let Ω be a bounded convex complete Reinhardt domain in Cn and let z =
(z1, . . . , zn), w = (w1, . . . ,wn) ∈ Cn. If |z1|  |w1|, . . . , |zn|  |wn|, then ‖z‖  ‖w‖,
where ‖z‖ = h(z) is the Minkowski function of Ω .
Proof. Since w/{(1 + ε)‖w‖} ∈ Ω for any ε > 0, we have z/{(1 + ε)‖w‖} ∈ Ω for any
ε > 0. Then, we have ‖z‖/{(1 + ε)‖w‖} < 1 for any ε > 0. Thus, ‖z‖  ‖w‖. This com-
pletes the proof. 
Theorem 15. Let Ω be a bounded convex complete Reinhardt domain in Cn such that
U × {0′} ⊂ Ω ⊂ U ×Cn−1. Suppose that F is a subset of LS such that all f ∈F satisfy
ϕ(r)
∣∣f (z1)∣∣, ϕ′(r) ∣∣f ′(z1)∣∣ on |z1| = r, (10)
where ϕ is twice differentiable on [0,1), ϕ(0) = ϕ′(0) − 1 = 0, ϕ′(r) > 0 and ϕ′′(r)  0
for all r ∈ [0,1). If Gα,β = Ψn,α,β(f ), then for any r ∈ [0,1),
max
{
max
2jn
{(
ϕ(r)
r
)αj (
ϕ′(r)
)βj}, ϕ′(r)} ∥∥DGα,β(z)∥∥, (11)
on ‖z‖ = r , where ‖z‖ = h(z) is the Minkowski function of Ω .
Furthermore, if for some f ∈F the estimate in (10) is sharp at z1 ∈ U , then the estimate
in (11) is sharp for Ψn,α,β(f ) at (z1,0, . . . ,0).
Proof. Let w = (w1, . . . ,wn) ∈ ∂Ω . Then, we have
DGα,β(z)w =
(
w1p
2
1, q2w1z2 + p2w2, . . . , qnw1zn + pnwn
)
,
where
p1 =
√
f ′(z1), pj =
(
f (z1)
z1
)αj (
f ′(z1)
)βj , qj =
{(
f (z1)
z1
)αj (
f ′(z1)
)βj}′
for 2 j  n. Thus, we have
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∥∥(p21w1, |q2w1z2| + |p2w2|, . . . , |qnw1zn| + |pnwn|)∥∥
 max
‖w‖=1
∥∥(p21w1,p2w2, . . . , pnwn)∥∥= ∥∥DGα,β(z1,0′)∥∥ (12)
by Lemma 14. Since∥∥DGα,β(z1,0′)∥∥= max‖w‖=1
∥∥(p21w1,p2w2, . . . , pnwn)∥∥
max
{
max
2jn
{(
ϕ(r)
r
)αj (
ϕ′(r)
)βj}, ϕ′(r)
}
(13)
for |z1| = r , we obtain (11) from (12) and (13). From (13), we also have the sharpness.
This completes the proof. 
Remark 16. If f ∈ S, then the assumption ϕ(r) |f (z1)| in (10) can be dropped because
of [3, p. 67].
For F = S or F = K , we obtain the following corollary.
Corollary 17. If f ∈ S, then for any r ∈ [0,1),
max
{
1 − r
(1 + r)3 , max2jn
{
(1 − r)βj
(1 + r)2αj+3βj
}}

∥∥DΨn,α,β (f )(z)∥∥, ‖z‖ = r.
If f ∈ K , then for any r ∈ [0,1),
max
{
1
(1 + r)2 , max2jn
{
1
(1 + r)αj+2βj
}}

∥∥DΨn,α,β (f )(z)∥∥, ‖z‖ = r.
These estimates are sharp.
For k-fold symmetric mappings, we obtain the following corollary.
Corollary 18. If f ∈ S is k-fold symmetric, then for any r ∈ [0,1),
max
{
1 − rk
(1 + rk)2/k+1 , max2jn
{
(1 − rk)βj
(1 + rk)2(αj+βj )/k+βj
}}

∥∥DΨn,α,β (f )(z)∥∥,
on ‖z‖ = r .
If f ∈ K is k-fold symmetric, then for any r ∈ [0,1),∥∥DΨn,α,β (f )(z)∥∥
max
{
1
(1 + rk)2/k , max2jn
{[
1
r
r∫
0
dt
(1 + tk)2/k
]αj
· 1
(1 + rk)2βj/k
}}
on ‖z‖ = r . These estimates are sharp.
Let F be an LIF on the unit disk with ordF = δ < ∞. Then we have the following
corollary.
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max
{
max
2jn
{(
1
2rδ
[
1 −
(
1 − r
1 + r
)δ])αj(
(1 − r)δ−1
(1 + r)δ+1
)βj}
,
(1 − r)δ−1
(1 + r)δ+1
}
on ‖z‖ = r . Equality is achieved by the function (9).
In particular, if α = 0, then we can drop the assumption that f ∈ S.
Corollary 20. Let F be an LIF of order δ < ∞. If f ∈F , then for any r ∈ [0,1),
max
{
max
2jn
{(
(1 − r)δ−1
(1 + r)δ+1
)βj}
,
(1 − r)δ−1
(1 + r)δ+1
}

∥∥DΨn,0,β (f )(z)∥∥
on ‖z‖ = r . Equality is achieved by the function (9).
References
[1] S. Gong, T.S. Liu, On the Roper–Suffridge extension operator, J. Anal. Math. 88 (2002) 397–404.
[2] S. Gong, T.S. Liu, The generalized Roper–Suffridge extension operator, J. Math. Anal. Appl. 284 (2003)
425–434.
[3] A.W. Goodman, Univalent Functions, vol. 1, Mariner, 1983.
[4] I. Graham, H. Hamada, G. Kohr, T.J. Suffridge, Extension operators for locally univalent mappings, Michi-
gan Math. J. 50 (2002) 37–55.
[5] I. Graham, G. Kohr, Univalent mappings associated with the Roper–Suffridge extension operator, J. Anal.
Math. 81 (2000) 331–342.
[6] I. Graham, G. Kohr, An extension theorem and subclasses of univalent mappings in several complex vari-
ables, Complex Variables Theory Appl. 47 (2002) 59–72.
[7] I. Graham, G. Kohr, M. Kohr, Loewner chains and the Roper–Suffridge extension operator, J. Math. Anal.
Appl. 247 (2000) 448–465.
[8] P. Liczberski, V.V. Starkov, Distortion theorems for biholomorphic convex mappings in Cn , J. Math. Anal.
Appl. 274 (2002) 495–504.
[9] J.A. Pfaltzgraff, T.J. Suffridge, Norm order and geometric properties of holomorphic mappings in Cn ,
J. Anal. Math. 81 (2000) 285–313.
[10] C. Pommerenke, Linear-invariante Familien analytischer Funktionen I, Math. Ann. 155 (1964) 108–154.
[11] K. Roper, T.J. Suffridge, Convex mappings on the unit ball of Cn , J. Anal. Math. 65 (1995) 333–347.
