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Abstract
Designs found by maximizing the expected Fisher information gain can result in a singular Fisher
information matrix. This leads to non-unique classical estimates and ill-conditioning of posterior com-
putation. A mitigating strategy for finding designs using Fisher information gain is proposed.
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1 Introduction
Consider an experiment to learn the relationship between k controllable variables and a measurable response.
The experiment consists of n runs where the ith run, for i = 1, . . . , n, involves specifying values of k
controllable variables di = (di1, . . . , dik)
T
and subsequent observation of response yi. On completion of
the experiment, analysis can proceed by assuming y = (y1, . . . , yn)
T
is a realisation from a multivariate
probability distribution, with density/mass function pi(y|θ, D), known up to a p × 1 vector of parameters
θ and where D = (d1, . . . ,dn)
T
is the n × k design matrix. Learning the relationship between controllable
variables and response amounts to estimating the unknown parameters. Prior to the experiment, a question
of interest is: how should the design D be chosen to facilitate the most precise estimation of θ?
The Bayesian decision-theoretic approach is to select the design that maximizes the expectation of a
utility function u(θ,y;D) with respect to the joint distribution of unknown θ and y. That is, choose the
design to maximize
U(D) = Eθ,y|D [u(θ,y;D)] ,
over the space of all designs. The utility is chosen to represent the aim of the experiment. The canonical
utility is Shannon information gain (Lindley, 1956)
uSIG(θ,y;D) = log pi(θ|y, D) − log pi(θ),
where pi(θ) and pi(θ|y, D) ∝ pi(y|θ, D)pi(θ) are the densities of the prior and posterior distributions, re-
spectively. Maximising the expected Shannon information gain is equivalent to maximising the expected
Kullback-Liebler divergence between posterior and prior distributions (where expectation is with respect to
the marginal distribution of y).
Alternatively, Walker (2016) advocates the Fisher information gain
uFIG(θ,y;D) =
∥∥∥∥∂ log pi(θ|y, D)∂θ
∥∥∥∥−
∥∥∥∥∂ log pi(θ)∂θ
∥∥∥∥ ,
where ‖v‖ = vTv. It can be shown that
UFIG(D) = Eθ [tr (I(θ;D))] , (1)
1
i.e. the prior expectation of the trace of the Fisher information matrix I(θ;D).
Seemingly, finding a design to maximize the expected Fisher information gain is appealing. Firstly, for
many models the Fisher information matrix is available in closed form, significantly simplifying calculation
and subsequent maximisation of the expected utility. Contrast this with Shannon information gain where,
typically, even the utility is not available in closed form. Secondly, the objective function under Fisher
information gain appears to parallel common objective functions for pseudo-Bayesian classical design criteria,
e.g. D-, A- and E-optimality (e.g. Atkinson et al., 2007, Chapter 10), where in each case, the objective
function is given as the prior expectation of a scalar function of the Fisher information matrix. Under these
classical criteria, the Fisher information appears since its inverse is an asymptotic approximation to the
variance of the maximum likelihood estimator of θ. To overcome dependence on θ, the scalar function of
I(θ;D) is averaged with respect to a prior distribution on θ. The term “pseudo-Bayesian” refers to the use
of Bayesian machinery for a classical procedure. Note that the objective functions for D- and A-optimality
can also be derived as asymptotic approximations to the expected utility under the Shannon information
gain and negative squared error loss utilities, respectively (e.g. Chaloner and Verdinelli, 1995).
However, in Section 2, it is demonstrated that maximising the expected Fisher information gain can lead
to designs with undesirable properties, i.e. parameters not being classically estimable and ill-conditioning of
posterior computation, for large experiments, under a Bayesian approach. A mitigating strategy is proposed
in Section 3.
2 Undesirable properties of designs found by maximising Fisher
information gain
2.1 Singular FIG-optimal designs
Since the trace is a linear operator, the expected Fisher information gain can be written as
UFIG(D) = tr [Eθ (I(θ;D))]
where Eθ (I(θ;D)) is the prior expectation of the Fisher information matrix. Note that, for p > 1,
Eθ (I(θ;D)) can be singular but UFIG(D) > 0. Therefore a design that maximizes the expected Fisher
information gain (termed FIG-optimal) can still result in singular Eθ (I(θ;D)). Such a design is termed
singular FIG-optimal and denoted D∗FIG.
The expected Fisher information gain can be rewritten as
UFIG(D) = −Eθ,y|D
[
tr
(
∂2 log pi(y|θ, D)
∂θ∂θT
)]
,
= −Eθ,y|D [△ log pi(y|θ, D)] ,
where△ denotes the Laplacian operator. When maximising the expected Fisher information gain,△ log pi(y|θ, D)
does not include terms off the diagonal of the Hessian matrix of log pi(y|θ, D). These terms can make
Eθ (I(θ;D)) singular, resulting in a singular FIG-optimal design.
Below this phenomenon is demonstrated on normal linear models and why such a design may be unde-
sirable for classical and Bayesian analyses discussed.
2.2 Normal linear models
Consider the general normal linear model with
y = Xθ + ǫ, (2)
where X is an n × p model matrix (p ≤ n), ǫ ∼ N
(
0, σ2In
)
, Ip is the p × p identity matrix, and σ
2 > 0
known. Suppose that the elements of X are monomials of elements of D, i.e. the ijth element of X is
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Table 1: SIG-efficiencies (to nearest %) for a singular FIG-optimal and SIG-worst designs for p = 10, α = 1
and a range of n.
n
Design 10 20 30 40 50
Singular FIG-optimal 38 28 24 21 19
SIG-worst 34 25 21 19 17
xij =
∏k
t=1 d
ajt
it , for ajt ∈ N. It is assumed that a1t = 0, for t = 1, . . . , k, so the first column of X is a vector
of ones corresponding to an intercept.
The expected Fisher information gain is UFIG(D) = tr
(
XTX
)
/σ2. Without loss of generality, assume
all elements of D are dij ∈ [−1, 1]. Then a FIG-optimal design has all dij = 1, or all dij = −1, so that
XTX = nJp, where Jp is the p×p matrix of ones. However, under this design X
TX is singular and therefore
the design is singular FIG-optimal. As a consequence of singular XTX , the least squares estimates of θ are
not unique.
Walker (2016) comments that the expected Fisher information gain (1) is derived from an entirely
Bayesian perspective. Therefore the performance of a singular FIG-optimal design should be considered
under a Bayesian analysis.
Assume the following prior distribution: θ ∼ N
(
µ, σ2Ip/α
)
, for some α > 0 controlling prior precision.
The posterior distribution of θ is multivariate normal with mean Pˆ−1 (XTy + αµ) and variance Pˆ = XTX+
αIp.
For the remainder of this section, the following result on the eigenvalues of Pˆ will be useful.
Lemma 2.1. Under the singular FIG-design, the eigenvalues of Pˆ are np+α (with multiplicity one) and α
with (multiplicity p− 1).
Proof. Under the singular FIG-design, Pˆ = nJp + αIp. The eigenvalues of Jp are p (with multiplicity one)
and 0 with (multiplicity p − 1). The lemma follows from properties of eigenvalues (e.g. Gentle, 2007, page
141) .
Under the model given by (2), the expected Shannon information gain is
USIG(D) =
1
2
|Pˆ | −
p
2
logα.
Using Lemma 2.1, it follows that the expected Shannon information gain of the singular FIG-design is
USIG(D
∗
FIG) =
1
2
log
(
1 +
np
α
)
> 0.
Therefore, despite the singular FIG-design resulting in non-unique least squares estimates of θ, the design
does have positive expected Shannon information gain. Note that since the model includes an intercept,
any design will lead to positive USIG(D). The design (termed as SIG-worst and denoted D
0
SIG) with the
smallest expected Shannon information gain is such that all elements of D are zero. In this case the expected
Shannon information gain is
USIG(D
0
SIG) =
1
2
log
(
1 +
n
α
)
.
Table 1 shows SIG-efficiencies for the singular FIG-optimal and SIG-worst designs for p = 10, α = 1 and
different values of n, where the SIG-efficiency of a design D is given by exp
(
log
(
1 + n
α
)
/2− USIG(D)/p
)
.
Observe how, under Shannon information gain, the singular FIG-optimal design is not significantly superior
to the worst possible design, and its efficiency decreases as n increases.
Furthermore, using Lemma 2.1, the spectral condition number with respect to inversion of Pˆ (e.g. Gentle,
2007, pages 203 to 205), given by the ratio of largest eigenvalue to smallest, is κ2(Pˆ ) = (np+α)/α. Therefore,
as n increases posterior computation can become ill-conditioned.
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2.3 General statistical models
For more general models, exact results are not available. However, a singular FIG-optimal design may still
be problematic. Firstly, if the prior expectation of the Fisher information is singular, then iterative methods
for finding maximum likelihood estimates, that rely on the Fisher information, e.g. Fisher scoring, may
break down. Secondly, the matrix
P˜ = I(θ;D)−
∂2 log pi(θ)
∂θ∂θT
,
is commonly used to scale proposals in Markov chain Monte Carlo schemes (e.g. Girolami and Calderhead,
2011). If the Fisher information is expected to be singular, then P˜ may have a high spectral condition
number and posterior computation ill-conditioned.
3 Discussion
Undesirable properties of singular FIG-designs have been discussed in the context of non-uniqueness of
classical estimates, and ill-conditioning of posterior computation. This is only an issue for FIG-optimal
designs that are singular. Non-singular FIG-optimal designs will lead to unique classical estimates and
well-conditioned posterior computations. However, the expected Fisher information gain is not capable of
distinguishing between these designs.
As a mitigating strategy, it is recommended that all FIG-optimal designs are found. The remaining
designs should be ranked according to a secondary utility, e.g. Shannon information gain. This strategy
has computational appeal since due to the tractable form for the expected Fisher information gain (1),
finding all (or at least many) FIG-optimal designs and then ranking according to expected SIG will be less
computationally demanding than directly finding a SIG-optimal design.
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