Abstract. The standard implementation of the GMRES method for solving large nonsymmetric linear systems involves a Gram-Schmidt process which is a potential source of significant numerical error. An alternative implementation is outlined here in which orthogonalization by Householder transformations replaces the Gram-Schmidt process. This implementation requires slightly less storage but somewhat more arithmetic than the standard one; however, numerical experiments suggest that it is more stable, especially as the limits of residual reduction are reached. The extra arithmetic required may be less significant when products of the coefficient matrix with vectors are expensive or on vector and, in particular, parallel machines.
AMS(MOS) subject classifications. 65F10, 65N20 1. Introduction. Of interest here is the generalized minimal residual (GMRES) method of Saad and Schultz [8] . This is an iterative method for solving large linear systems of equations (1.1) Ax b in which A E R nn is nonsymmetric. For a full description of this method and its standard implementation, see [8] . For examples of its successful application to problems arising from the numerical solution of ordinary and partial differential equations, see Brown and Sindmarsh [2] and Wigton, Yu and Young [10] . In brief, the GMRES method begins with an initial approximate solution xo and initial residual ro b-Axo; at the mth iteration, a correction Zm is determined in the Krylov subspace Xm(V) span{v, Av,... ,Am-iv} with v r0 which solves the least-squares problem (1.2) min lib-A(xo + z)l]2. z), (ro) The mth iterate is then Xm xo + Zm. The correction Zm is chosen to reduce the residual norm as much as possible among the space of allowable corrections, and it is clear that the residual norm is nonincreasing from one iteration to the next. Furthermore, one can show that if exact arithmetic were used, then the solution would be reached in no more than n iterations [8, Corollary 3, p. 865].
A natural approach to determining Zm is to determine a basis of Km (ro) and then to solve an m-dimensional least-squares problem for the coefficients of the linear combination of basis elements that solves (1.2) . Since the method is likely to proceed for a number of iterations, a basis should be determined for each m in a way which allows economizing on the arithmetic incurred in incrementing m, e. g., by allowing updating of the matrix factorizations used to solve the least-squares problems for increasing values of m. An obvious choice of a basis for each m is {to, Aro,..., Am-lro}, and the solution of the least-squares problems for these bases can be carried out economically as m is incremented (see Walker [9] ). However, in many applications these least-squares problems are likely to be very ill-conditioned even for fairly small values of m, with a resulting degradation of the performance of the method. The GM-RES implementation of [9] , which uses these bases in conjunction with very stable Householder transformations, was observed by Hindmarsh and Walker [5] to perform significantly worse in stiff ODE solving experiments than the standard implementation of [8] . We also found this implementation to perform far worse on the two numerical problems outlined below than either the standard implementation or the implementation using Householder transformations given in the sequel, although details of the performance of this implementation are not shown here. Consequently, the use of the bases {ro, Aro,..., Am-ro} is not recommended.
The implementation of GMRES given by Saad and $chultz [8] Shad [7, p. 214 has suggested that the Gram-Schmidt process in Arnoldi's method may be an important source of errors in the full and incomplete orthogonalization methods ([6] , [7] ), which are related to GMRES.
There is an alternative orthogonalization procedure based on the use of Householder transformations which is reliable even if the vectors to be orthonormalized are not very independent. A Householder transformation is of the form P I-2uuT, where I is the identity matrix and Ilul12 1 We refer to u as the Householder vector which determines P. Note that p-1 pT p. Also, note that the action of P on a vector or matrix can be easily determined using u; in particular, one need not explicitly form or store P in the applications of interest here. If two vectors of the same norm are given, then it is easy to determine P so that it takes one vector into the other; In view of the greater reliability of orthogonalization based on Householder transformations, as reflected in (1.6) and (1.7), it seems worthwhile to consider implementations of the GMRES method in which this orthogonalization replaces the GramSchmidt process in the implementation of [8] . We outline one such Householder implementation here. It is based on a particular method of using Householder transformations to generate orthonormal bases of Krylov subspaces. This method is essentially that used by Golub, Underwood and Wilkinson [3] Our experiments indicate that the Householder implementation given here has better numerical properties than the Gram-Schmidt implementation, especially in the final iterations when the limits of residual reduction are neared. This Householder implementation uses slightly less storage than the Gram-Schmidt implementation; however, it requires additional arithmetic. The increase in arithmetic is always less than a factor of three, and we mention several important circumstances in which it may not be an overriding concern. We also give a variation of the Householder implementation of GMRES which may be useful in some circumstances on parallel computers. This variation is obtained by using For each trial, we plotted the logarithm of the residual norm versus the number of iterations for the two implementations. It is important to note that in these trials the residual norms were determined "from scratch," i.e., at each iteration, the current approximate solution was computed and multiplied by the coefficient matrix, then the right-hand side vector was subtracted and the norm taken. In particular, the residual norms were not taken to be the values maintained by the GMRES implementations.
An important aspect of these trials is that they show the unreliability of these values as the limits of residual reduction are neared.
The results shown in Figure 1 A numerieal eperimen. We compared the performance of Algorithm 3.1 with that of the Gram-Sehmidt implementation of GMRES using the classical Gram-Sehmidt process with and without reorthogonaliation. There was essentially no difference in the performance of these implementations on the problem considered in the preceding section. However, the difference was significant on a contrived problem (1.1) As in the numerical experiment in the preceding section, we plotted the logarithm of the residual norm versus the number of iterations for these implementations, with the residual norm computed "from scratch." The computing environment and precision were the same as before, and again no preconditioning was used. Algorithm 3.1 performed markedly better than the Gram-Schmidt implementations in our trials. The results shown in Figure 2 are typical. These results were obtained with n 100, a 2,000, and with the maximum number of iterations allowed before restarting equal to 32. The Gram-Schmidt implementation without reorthogonalization performed very poorly. The Gram-Schmidt implementation with reorthogonalization performed considerably better but did not achieve the final residual reduction of Algorithm 3.1 and appeared to suffer greater instability as the limits of residual reduction were approached. Although not shown, the performance of Algorithm 2.2 was about the same as that of Algorithm 3.1 in this and other trials. 
