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a b s t r a c t
The purpose of this paper is to propose a nonparametric circular–linear multivariate re-
gression model using a kernel-weighted local linear method. The case of several linear re-
gressors and one circular regressor is considered.We extend results on the asymptotic bias
and variance of the linear multivariate variable to the case of circular–linear multivariate
variable. The rule-of-thumb selector is used to establish the optimal bandwidths for the
nonparametric model. The suitability of the model is judged from the coefficient of deter-
mination. One simulation experiment and one real problem concerning wind energy are
used to study the power performance of the nonparametric model.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
When considering the analysis of meteorological data, or more generally in earth and environmental sciences, we have
often encounteredmultivariate regressionmodels involving linear and circular regressors and real-valued response (see [1]).
For example,wind energymay be influenced bywind speed,wind direction and other factors.Wind speed is a linear variable,
and wind direction is a circular variable (see, e.g., [2,3]).
In the available literature on circular–linear multivariate regression, researchers have proposed several parametric and
semi-parametric regression models. An earlier study on circular–linear regression was started from the 70s in the last
century. Johnson andWehrly [4] developed parametricmodels for circular–linear dependency based on amaximumentropy
conditional distributionwhich have been generalized by SenGupta [5] to encompass possibly asymmetric directional data on
manifolds. In 2006, SenGupta and Ugwuowo [1] proposed asymmetric circular–linearmultivariate regressionmodels which
were motivated by the need to predict some environment characteristics based on some circular and linear predictors.
On the basis of one of the parametric models proposed in SenGupta and Ugwuowo [1], Bhattacharya and SenGupta [6]
in 2009 proposed a semi-parametric Bayesian hierarchical framework for handling all forms of uncertainty arising in a
linear–circular data set.
The above mentioned models are all based on some pre-given assumption concerning the parametric form of models.
And we have to choose an appropriate model among the many parametric models for fitting in practice. With an inappro-
priate model, the fitted results may be unsatisfactory. As stated by Ruppert and Wand [7], nonparametric regression has
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become a rapidly developing field, as researchers have realized that parametric regression is not suitable for adequately
fitting curves to many data sets that arise in practice. Our interest is in the nonparametric regression model of multivariate
circular–linear regressors.
In the available literature on multivariate regression, researchers have focused on either completely linear regressors
(see, e.g., [7,8]) or completely circular regressors (see, e.g., [9]). However, studies of nonparametric circular–linear
multivariate regression are scarce.
In this paper, we propose a nonparametric regression model for circular–linear multivariate regressors. We mainly
consider the case of several linear regressors and one circular regressor. We consider the independent and identically
distributed data set (Li, Yi), i = 1, 2, . . . , n, where Li = (XTi ,Θi)T , the Xi and the Θi are d1-dimensional linear and one-
dimensional circular regressor variables respectively, and the Yi are scalar response variables. We will assume the model
Yi = m(Li)+ σ(Li)ϵi, i = 1, . . . , n (1)
where σ 2(l) = var(Y |L = l) is finite and the ϵi’s are mutually independent and identically distributed real-valued random
variables with zero mean and unit variance and are independent of the Li’s.
Much of our attention will be devoted to the local linear least squares kernel estimator of m, i.e. m(l;H, κ), where H
denotes the smoothing parameters of the linear kernel and κ denotes the smoothing parameters of the circular kernel.
In this paper, these parameters are all regarded as bandwidth parameters, and we use a simple and fast rule-of-thumb
(ROT) method to select the bandwidths (see, e.g., [10–12]). The suitability of the model is judged from the coefficient of
determination R2.
This article is organized as follows. In Section 2, we present the local linear kernel-weighted least squares regression
estimator of the regression function inmodel (1). In Section 3we present the ROT bandwidth selector and give the technique
of implementation. In Section 4, we illustrate the proposed model using one simulation experiment and one real example
concerning wind energy. Finally, in Section 5, we present conclusions and future work.
2. Local linear kernel estimation of the proposed nonparametric model
Let y = (Y1, . . . , Yn)T be the response vector,
Ll =
1 (X1 − x)
T sin(Θ1 − θ)
...
...
...
1 (Xn − x)T sin(Θn − θ)

the design matrix, and
Wl = diag{KHκ(L1 − l), . . . , KHκ(Ln − l)}
the weight matrix, where KHκ is the linear–circular function,
KHκ(Li − l) = KH(Xi − x) · Kκ(Θi − θ)
= 1
h1 · · · hd1
d1∏
j=1
K (hj)(hj−1/2(Xij − xj)) · Kκ(Θi − θ)
where K (hj) is a standard linear kernel (see [13]) and Kκ is a second-order circular kernel which satisfies the condition (10)
of Theorem 5 in [14] (see [9,14]). In this paper, we consider the same linear kernel for all the linear variables. And the linear
kernel is denoted by K (h). The local linear least squares kernel estimator ofm(l) is given by the first entry of the vectorαβ

= argmin
α,β
n−
i=1
{Yi − α − βT (Li − l)}2KHκ(Li − l) = (LlTWlLl)−1LlTWly.
Thus m(l;H, κ) = eT1(LlTWlLl)−1LlTWly (2)
where e1 is the (d1 + 2)× 1 vector having 1 as the first entry and all other entries 0.
For the computation of (2), we need to choose an appropriate bandwidth vector Hκ = (h1, . . . , hd1 , κ)T . Denoting by
f (L) the product density of L, using a weight function ω(L), the weighted mean integrated squared error (MISE)
E
∫ 
{mˆ(L)−m(L)}2|L1, . . . , Ln

ω(L)f (L)dL

is a function of the bandwidth vector Hκ , and the Hκ that minimizes this error is called the optimal bandwidth vector. An
asymptotic formula of the MISE in this setting is given by
AMISE(h˜, µ˜) = 1
4
−
λ,τ=1
Cλτ (m)h˜λh˜τ µ˜λµ˜τ + [R(K (h))]d1 [R(Kκ)]B(σ ) 1
n

h˜1 · · · h˜d1
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where
h˜ = (h˜1, . . . , h˜d1+1)T , µ˜ = (µ˜1, . . . , µ˜d1+1)T
h˜λ =

hλ, λ = 1, . . . , d1
1, λ = d1, µ˜λ =

µ2(K (h)), λ = 1, . . . , d1
µ2(Kκ), λ = d1 + 1
µ2(K (h)) =
∫
u2K (h)(u)du, µ2(Kκ) =
∫
sin2 θKκ(θ)dθ
R(K (h)) =
∫
[K (h)(u)]2du, R(Kκ) =
∫
[Kκ(θ)]2dθ
Cλτ (m) =
∫
mλλ(l)mττ (l)ω(l)f (l)dl, λ, τ = 1, . . . , d1 + 1, B(σ ) =
∫
σ 2(l)ω(l)dl.
Proof. See the Appendix. 
In the above model, there are d1 + 1 bandwidth parameters. In this paper, we use the ROT method to select these
parameters by virtue of the AMISE.
3. Selection of bandwidths
As stated by Yang and Tschernig [10], nonparametric estimation in general requires little a priori knowledge of the
functions to be estimated. The estimation results depend crucially on the choice of bandwidth. In this paper, we choose
the simple and fast ROT bandwidth selector to establish the parameters of Eq. (2).
Define
hµλ = hλµ2(K (h)), λ = 1, . . . , d1µ2(Kκ), λ = d1 + 1 hµ = (hµ1, . . . ,hµd1+1)T .
Therefore,
AMISE(h˜, µ˜) = AMISE(hµ)
= 1
4
hµTC(m)hµ+

R(K (h))

µ2(K (h))
d1
R(Kκ)
√
µ2(Kκ)

B(σ )
n
1hµ1 · · ·hµd1+1
where C(m) = {Cλτ (m)}, d = d1 + 1.
We introduce a function Q : Rd+ ×M+(d)× R+ → R+:
Q (v,M, a) = 1
4
d−
λ,τ=1
Mλτvλvτ + a√
v1 · · · vd =
1
4
vTMv+ a√
v1 · · · vd
whereM+(d) is a set of non-negative definite d× dmatrices, R+ = (0,∞) andMλµ is the (λ, µ)th entry of a matrixM.
Remark 1. In [10], the authors have proved that Q (v,M, a) has a uniqueminimum vector vopt whenM ∈ M+(d), a is a con-
stant and a > 0. In this paper, AMISE(hµ)has a similar form to functionQ . However, R(K (h))µ2(K (h))d1R(Kκ)√µ2(Kκ)
B(σ ) 1n is not a constant because R(Kκ) and µ2(Kκ) are functions of parameter κ .
In [10], the authors used the ROT method to estimate C(m) and B(σ ) and further to obtain the ROT bandwidths. In that
paper, for the ROT estimation of the regression function and its second-order differential function, the authors used a quartic
Taylor expansion suggested by Fan and Gijbels [12] and adopted the block scheme proposed by Ruppert et al. [11].
In this paper, we alsomake use of the ROTmethod to estimatem(l) andmλλ(l) by virtue of a quartic Taylor expansion. But
unlike in Yang and Tschernig [10], the Taylor expansion about the circular variable in this paper is that of Marzio et al. [9].
That is to say, for very small values of θ we have sin(θ) = θ . In this paper, the ROT estimators of B(σ ) and C(m) are
BROT(σ ) = 1n− k(d)N∗
n−
i=1
{Yi − mˆROT,N∗(Li)}2ω(Li)
fROT(Li)
CROT(m) =

1
n
n−
i=1
mˆROT,N∗,λλ(Li)mˆROT,N∗,µµ(Li)ω(Li)

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where d = d1 + 1,
N∗ = argmax
N
Cp(N) = argmax
N

RSS(N){n− k(d)[n/4k(d)]}
min
N
{RSS(N)} − {n− 2k(d)N}

,
and blocking N = (N1, . . . ,Nd),Nλ, λ = 1, . . . , d, denoting the number of blocks in the λth direction. N = Πd1+1λ=1 Nλ is the
total number of blocks given the choice of Nλ, λ = 1, . . . , d, and RSS(N) denotes the residual sum of squares based on the
quartic fit with blocking N. k(d) = 1+∑4i=1  d+i−1i  is the maximum number of parameters in one block and [a] denotes
the integer part of a. fROT(Li) is the estimated density of data in this paper.
In this paper, the ROT bandwidth is selected as follows:
S1. Give the initial value of κ , κ (0), and compute the corresponding µ2(Kκ(0)), R(Kκ(0)), and AMISE(hµ(0)).
S2. Computehµ(1) = minhµ AMISE(hµ)
= minhµ
14 −
λ,τ=1
Cλτ (m)hµλhµτ + R(K (h))µ2(K (h))d1R(Kκ(0))µ2(Kκ(0))B(σ ) 1
n
hµ1 · · ·hµd1+1

by virtue of the Q function.
S3. Compute κ (1) such that µ2(Kκ(1)) = hµ(1)d1+1.
S4. Let∆ =
AMISE(hµ
(0)
)− AMISE(hµ(1))
AMISE(hµ(0))
.
S5. If∆ < ϵ, sethµROT = hµ(1),κROT = κ (1); otherwise set κ (0) = κ (1) and go to step (2). ϵ is taken as 0.0001 in this paper.
Consequently, we can get the estimated bandwidths
κROT = κ (1), hROT,λ = hµROT,λ/µ2(K (h)), λ = 1, . . . , d1.
Remark 2. For a linear Gaussian kernel, R(K (h)) = 1/(2√π) and µ2(K (h)) = 1. For a second-order von Mises kernel,
R(Kκ) = I0(2κ)/{2π [I0(κ)]2} and µ2(Kκ) = [1 − I2(κ)/I0(κ)]/2, where Iv(z) denotes the modified Bessel function of the
first kind with order v.
4. Experiments
We apply the proposed nonparametric circular–linear multivariate regression model with the ROT bandwidth selector
to one simulation experiment and one real data value for the wind. All programs are written in Matlab. The extraction of
real data used in this paper resorts to GrADS software. In these experiments, for linear variables we use the Gaussian kernel
and for circular variables, we use the von Mises kernel. For illustrating the power of the ROT selector, we compare it with
the canonical cross-validation (CV) selector [15] which is computed using
CV(h1, . . . , hd1 , κ) =
n−
i=1
(Yi − mˆ−i(li))2 (3)
where mˆ−i(li) is the leave-one-out estimator with li deleted. We choose h1, . . . , hd1 , κ to minimize (3).
4.1. The simulation experiment
We consider the model
Y = m(L)+ ϵ, ϵ ∼ N(0, 0.3)
where the regression function is
m(L) = sin(X)+ exp

θ − π
π
2
. (4)
In this model, L = (X, θ)T is a two-dimensional vector. The linear variable X is an independent sample from the uniform
distribution on (0, 1)with sample size n, and the circular variate θ is an independent sample from the vonMises distribution
with mean direction 0 and concentration 1. The sample size n is taken as 60.
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Fig. 1. Real function (4) and the corresponding fit with the ROT and CV bandwidth selectors, for n = 60.
Fig. 2. The initial wind speed, wind direction and air temperature series for lattice point (110°E, 37.5°N) from January 1 to March 1 in 2005 at 850 hPa.
Weuse thenonparametricmodel (1) proposed in this paper to fit the abovemodel. According to the algorithmproposed in
Section 3,we get hROT = 0.0057, κROT = 93.25.With the chosen bandwidths, the local linear least square kernel estimator of
m(L) in function (4) can be computed by using Eq. (2). In addition, we also use CV method to select bandwidths. The results
are hCV = 11, κCV = 90. Fig. 1 shows the function (4) and its corresponding fitted results with ROT and CV bandwidth
selectors. The comparison of the two bandwidth selectors is shown in Table 1. We can see that the CV method is time-
consuming. And for the fitted results, the R2 value with the CV selector is smaller than the one with the ROT selector.
4.2. A real example
In order to show the effectiveness of the new proposedmodel for fitting the regression of thewind energy given thewind
speed, wind direction and time, a study is carried out on a sample taken from NCEP reanalysis data at 850 hPa in 2005. We
randomly choose the lattice point (110°E, 37.5°N). And we choose the data from January 1 to March 1. The sample size is
60. The initial data available are daily wind speed, wind direction and air temperature data. These initial data are plotted in
Fig. 2. In this paper, the linear regressors are two-dimensional and the circular regressor is one-dimensional.
The wind energy per unit area is W = ρv3/2, where v is the wind speed (m/s) and ρ is the air density (kg/m3) which
is computed by using the Clapeyron equation (see [16]). The Clapeyron equation is based on atmospheric pressure, air
temperature and two other constants.
We construct the circular–linear nonparametric model
W = m(L)+ σ(L)ϵ
where L = (t, v, θ), t denotes time (days), v denotes daily wind speed (m/s), θ denotes daily wind direction (rad) and W
denotes the daily wind energy per unit area.
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Fig. 3. The fitted result for wind energy at the lattice point (110°E, 37.5°N) from January 1 to March 1 in 2005 at 850 hPa.
Table 1
The comparison of the ROT bandwidth selector and the CV bandwidth selector.
ROT CV
Simulation experiment Computation time 0.7 s 4933 s
R2 0.9588 0.7628
Real example Computation time 1.6 s 29527 s
R2 1.00 1.00
For the real example, the chosen ROT bandwidths are 48.7, 0.1 and 8.0. The chosen CV bandwidths are 43.7, 0.3 and 6.0
respectively. The values of R2 for the two selectors are both close to 1. The fitted results are shown in Fig. 3. From the figure,
we can see that the fitted effect of the nonparametric model is good. From Table 1, we also find that the computation time
for the ROT selector is significantly shorter than that for the CV selector.
5. Conclusions and future work
In this paper, we have proposed a nonparametric model for circular–linear multivariate variable. We extend results on
the asymptotic bias and variance of the linear multivariate variable to the case of a circular–linear multivariate variable. On
the basis of the AMISE, we choose the optimal bandwidths by virtue of the ROT selector. Both the simulation study and the
experiment with the real data set demonstrate the flexibility and power of the model proposed in this paper.
ROT is a fast and simple bandwidth selector comparedwith the CV selector. However, just as stated by Ruppert et al. [11],
the ROT method has no consistency properties and can perform poorly away from parametric models. In our future work,
we will search for new ways with good consistency properties to select the bandwidths in a nonparametric circular–linear
multivariate regression model.
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Appendix. Proof of the mean square error of mˆ(l) in Eq. (2)
Wemainly give the proof of the conditional MSE of mˆ(l) in (2).
MSE{m(l;H, κ)−m(l)|L1, . . . , Ln} = E{m(l;H, κ)|L1, . . . , Ln}2 + Var{m(l;H, κ)|L1, . . . , Ln}.
From (2), we can get
E{m(l;H, κ)|L1, . . . , Ln} = e1T (LlTWlLl)−1LlTWlm (5)
wherem = {m(L1), . . . ,m(Ln)}. Put
PLi−l = ((Xi − x)T , sin(Θi − θ))T , H = diag{h1, . . . , hd1}.
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Use the expansion
m = Ll
[
m(l)
Dm(l)
]
+ 1
2
P
T
L1−lHm(l)PL1−l
...
PTLn−lHm(l)PLn−l
+ Rm(l) (6)
where Rm(l) denotes the remainder. Then by (4) and (5),
E{m(l;H, κ)−m(l)|L1, . . . , Ln} = 12 e1T (LlTWlLl)−1LlTWl

P
T
L1−lHm(l)PL1−l
...
PTLn−lHm(l)PLn−l
+ Rm(l)
 .
Observe that
LlTWlLl =

n−
i=1
KHκ(Li − l)
n−
i=1
KHκ(Li − l)PTLi−l
n−
i=1
KHκ(Li − l)PLi−l
n−
i=1
KHκ(Li − l)PLi−lPTLi−l
 .
Then using the expansion f (u+ l) = f (l)+ PTuDf (l)+ O(PTu Pu), and using standard results from density estimation,
n−1
n−
i=1
KHκ(Li − l) =
∫
KHκ(L− l)f (L)dL+ op(1) = f (l)+ op(1)
n−1
n−
i=1
KHκ(Li − l)PLi−l =
∫
KHκ(L− l)PL−lf (L)dL+ op(1)
=

µ2(K (h))H 0
0
1
2
(1− γ2(κ))

Df (l)+ op
[
H1
1
]
n−1
n−
i=1
KHκ(Li − l)PLi−lPTLi−l =
∫
KHκ(L− l)PL−lPTL−lf (L)dL+ op(I)
=

µ2(K (h))H 0
0
1
2
(1− γ2(κ))

f (l)+ op
[
H 0
0 1
]
.
It follows from this that
(n−1LTl WlLl)
−1 =
[ {f (l)}−1 + op(1) −Df (l)T {f (l)}−2 + op(1)
−Df (l){f (l)}−2 + op(1) N22
]
where N22 =

µ2(K
(h))H 0
0
1
2
(1− γ2(κ))

f (l)
−1
+ op

H−1 0
0 1

.
Also, it is straightforward to show that
n−1LlTWl
P
T
L1−lHm(l)PL1−l
...
PTLn−lHm(l)PLn−l
 = n−1

n−
i=1
KHκ(Li − l)PTLi−lHm(l)PLi−l
n−
i=1
KHκ(Li − l)PLi−lPTLi−lHm(l)PLi−l

and
n−1
n−
i=1
KHκ(Li − l)PTLi−lHm(l)PLi−l = f (l)tr

Hm(l)

µ2(K (h))H 0
0
1
2
(1− γ2(κ))

+ op(tr(H)+ 1)
n−1
n−
i=1
KHκ(Li − l)PLi−lPTLi−lHm(l)PLi−l = Op
[
H3/21
1
]
.
Thus
E{m(l;H, κ)−m(l)|L1, . . . , Ln} = 12 tr

Hm(l)

µ2(K (h))H 0
0
1
2
(1− γ2(κ))

+ op(tr(H)+ 1).
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For the conditional variance, according to the multivariate local linear regression theory,
Var{m(l;H, κ)|L1, . . . , Ln} = eT1(LTl WlLl)−1LTl WlΣWlLl(LTl WlLl)−1eT1
whereΣ = diag{σ 2(L1), . . . , σ 2(Ln)}.
Consider that
n−1LTl WlΣWlLl =

n−1
n−
i=1
{KHκ(Li − l)}2σ 2(Li) n−1
n−
i=1
{KHκ(Li − l)}2PTLi−lσ 2(Li)
n−1
n−
i=1
{KHκ(Li − l)}2PLi−lσ 2(Li) n−1
n−
i=1
{KHκ(Li − l)}2PLi−lPTLi−lσ 2(Li)

and approximate the components of the above matrix using the following relationships:
n−1
n−
i=1
{KHκ(Li − l)}2σ 2(Li) = |H|−1/2[R(K (h))]d1 [R(Kκ)]σ 2(l)f (l){1+ op(1)}
n−1
n−
i=1
{KHκ(Li − l)}2PTLi−lσ 2(Li) = Op([|H|1/211])
n−1
n−
i=1
{KHκ(Li − l)}2PLi−lPTLi−lσ 2(Li) = |H|−1/2
∫
{K (Hκ)(u)}2MPuPTuMTduσ 2(l)f (l)+ op(N)
where u = [uTxuTθ ]T , Pu = [uTx sin uTθ ]T , K (Hκ)(u) = K (H)(ux)Kκ(uθ ) and
M =
[
H1/2 0
0 1
]
N =
[|H|−1/2H 0
0 1
]
.
Thus,
Var{mˆ(l;H, κ)|L1, . . . , Ln} = |H|
−1/2[R(K (h))]d1 [R(Kκ)]
nf (l)
σ 2(l){1+ op(1)}. 
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