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1 Introduction
In non-parametric instrumental regression the relationship between a response Y and
an endogenous explanatory variable Z is characterised by
Y = f(Z) + ε with E(ε|Z) 6= 0 (1.1a)
where the error term ε and Z are not stochastically mean-independent and f is called
structural function. To account for the lack of mean-independence an additional exoge-
nous random variable W , an instrument, is assumed, that is
E(ε|W ) = 0. (1.1b)
In this paper we are interested in a fully data-driven estimation of the structural function
f based on an identically distributed (id.) sample of (Y, Z,W ) consisting either of
independent or weakly dependent observations. Considering a thresholded least-squares
estimator based on a dimension reduction with data-driven selection of the dimension
parameter we show that the resulting fully data-driven estimator can attain optimal
rates of convergence in a minimax sense.
Typical examples of models satisfying (1.1a–1.1b) are error-in-variable models, si-
multaneous equations or treatment models with endogenous selection. The natural
generalisation (1.1a–1.1b) of a standard parametric model (e.g. Amemiya [1974]) to the
non-parametric situation has been introduced by Florens [2003] and Newey and Powell
[2003], while its identification has been studied e.g. in Carrasco et al. [2007], Darolles
et al. [2011] and Florens et al. [2011]. Applications and extensions of this approach
include non-parametric tests of exogeneity (Blundell and Horowitz [2007]), quantile re-
gression models (Horowitz and Lee [2007]), semi-parametric modelling (Florens et al.
[2012]), or quasi-Bayesian approaches (Florens and Simoni [2012]), to name but a few.
There exists a vast literature on the non-parametric estimation of the structural function
based on an iid. sample of (Y, Z,W ). For example, Ai and Chen [2003], Blundell et al.
[2007] or Newey and Powell [2003] consider sieve minimum distance estimators, Darolles
et al. [2011], Florens et al. [2011] or Gagliardini and Scaillet [2012] study penalised least
squares estimators, Dunker et al. [2014] propose an iteratively regularised Gauß–Newton
methods, while iteratively regularised least squares estimators are analysed in Carrasco
et al. [2007] and Johannes et al. [2013]. A least squares estimator based on dimension
reduction and threshold techniques has been considered by Johannes and Schwarz [2011]
and Breunig and Johannes [2015] which borrows ideas from the inverse problem com-
munity (c.f. Efromovich and Koltchinskii [2001] or Hoffmann and Reiß [2008]). Hall and
Horowitz [2005], Chen and Reiß [2011] and Johannes and Schwarz [2011] prove lower
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bounds for the mean integrated squared error (MISE) and propose estimators which can
attain optimal rates in a minimax sense. On the other hand lower bounds and minimax-
optimal estimation of the value of a linear functional of the structural function has been
shown in Breunig and Johannes [2015].
It is worth noting that all the proposed estimation procedures rely on the choice of at
least one tuning parameter, which in turn, crucially influences the attainable accuracy of
the constructed estimator. In general, this choice requires knowledge of characteristics
of the structural function, such as the number of its derivatives, which are not known in
practice. From an empirical point of view data-driven estimation procedures have been
studied, for example, by Fève and Florens [2014], and Horowitz [2014]. Considering
an iid. sample a fully data-driven estimation procedure for linear functionals of the
structural function which can attain minimax-rates up to a logarithmic deterioration
has been proposed by Breunig and Johannes [2015]. On the other hand side, based
on an iid. sample data-driven estimators of the structural function which can attain
lower bounds for the MISE are studied by Loubes and Marteau [2009] or Johannes and
Schwarz [2011]. However, a straightforward application of their results is not obvious to
us since they assume a partial knowledge of the associated conditional expectation of Z
given W , that is, the eigenfunctions are known in advance, but the eigenvalues have to
be estimated. In this paper we do not impose an a priori knowledge of the eigenbasis,
and hence the estimators considered in Loubes and Marteau [2009] and Johannes and
Schwarz [2011] are no more accessible to us. Instead, we consider a thresholded least
squares estimator as presented in Johannes and Schwarz [2011].
Let us briefly sketch our fully data-driven estimation approach here. For the moment
being, suppose that the structural function can be represented as f = ∑mj=1[f ]juj using
only m pre-specified basis functions {uj}mj=1, and that only the coefficients {[f ]j}mj=1
with respect to these functions are unknown. In this situation, rewriting (1.1a–1.1b) as
a multivariate linear conditional moment equation the estimation of the m coefficients
of f is a classical textbook problem in econometrics (cf. Pagan and Ullah [1999]). A
popular approach consists in replacing the conditional moment equation by an uncondi-
tional one, that is, E[Y vl(W )] =
∑m
j=1[f ]jE[uj(Z)vl(W )], l = 1, . . . ,m given m functions
{vl}ml=1. Notice that once the functions {vl}ml=1 are chosen, all the unknown quantities
in the unconditional moment equations can be estimated by simply substituting em-
pirical versions for the theoretical expectation. Moreover, a least squares solution of
the estimated equation leads to a consistent and asymptotically normally distributed
estimator of the coefficients vector of f under mild assumptions. The choice of the func-
tions {vl}ml=1 directly influences the asymptotic variance of the estimator and thus the
question of optimal instruments minimising the asymptotic variance arises (cf. Newey
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[1990]). However, in many situations an infinite number of functions {uj}∞j=1 and as-
sociated coefficients {[f ]j}∞j=1 is needed to represent the structural function f , but we
could still consider the finite dimensional least squares estimator described above for
each dimension parameter m ∈ N. In this situation the dimension m plays the role of
a smoothing parameter and we may hope that the estimator of the structural function
f is also consistent as m tends to infinity at a suitable rate. Unfortunately, this is not
true in general. Let fm :=
∑m
j=1[fm]juj denote a least squares solution of the reduced
unconditional moment equations, that is, the vector of coefficients ([fm]j)mj=1 minimises
the quantity ∑ml=1{E[Y vl(W )]−∑mj=1 ajE[uj(Z)vl(W )]}2 over all (aj)mj=1. Under an ad-
ditional assumption (defined below) on the basis {vj}j>1 it is shown in Johannes and
Schwarz [2011] that fm converges to the true structural function as m tends to infinity.
Moreover, requiring a suitable chosen dimension parameter m a least squares estimator
f̂m of f based on a dimension reduction together with an additional thresholding can
attain minimax-optimal rates of convergence in terms of the MISE. In this paper we
make use of a method to select the dimension parameter in a fully data-driven way, that
is, neither depending on the structural function nor on the underlying joint distribution
of Z and W . Inspired by the work of Goldenshluger and Lepski [2011] the procedure
combines a model selection approach (cf. Barron et al. [1999] and its detailed discussion
in Massart [2007]) and Lepski’s method (cf. Lepski [1990]).
The main contribution of this paper is the derivation of a non-asymptotic oracle
bound of the MISE for the resulting fully data-driven thresholded least squares estimator
by considering either an iid. sample or by dismissing the independence assumption.
Employing these bounds the minimax optimality up to constant of the estimator is
established in terms of the MISE over a variety of classes of structural functions and
conditional expectations. The estimator which depends only on the data adapts thus
automatically to the unknown characteristics of the structural function.
The paper is organised as follows: in Section 2 we introduce our basic model assump-
tions and notations, introduce the thresholded least squares estimator f̂m as proposed
in Johannes and Schwarz [2011] and present the data-driven method to select the tun-
ing parameter m̂. We prove in Section 3 an oracle upper bound of the MISE for the
resulting fully data-driven estimator f̂m̂ assuming first that the id. sample of (Y, Z,W )
consists of independent observations and second that the sample is drawn from a strictly
stationary process. We briefly review elementary dependence notions and present stan-
dard coupling arguments. The risk bounds are non-asymptotic and depend as usual on
the structural function and the conditional expectation. Employing these risk bounds
we show in Section 4 that within the general framework as presented in Johannes and
Schwarz [2011] the fully data-driven estimator f̂m̂ can attain up to a constant the lower
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bound of the maximal MISE over a variety of classes of structural functions and con-
ditional expectations. In particular we provide sufficient conditions on the dependence
structure such that the fully data-driven estimator based on the dependent observations
can still attain the minimax-rates for independent data.
2 Assumptions and methodology
Basic model assumptions For ease of presentation we consider a scalar regres-
sor Z and a scalar instrument W . However, all the results below can be extended
to the multivariate case in a straightforward way. It is convenient to rewrite the
model (1.1a–1.1b) in terms of an operator between Hilbert spaces. Let us first in-
troduce the Hilbert spaces L2Z := {f : R→ R | ‖f‖2Z := E[f 2(Z)] <∞} and L2W :=
{g : R→ R | ‖g‖2W := E[g2(W )] <∞} endowed with the usual inner products 〈·, ·〉Z and
〈·, ·〉W , respectively. For the sake of simplicity and ease of understanding, we follow and
refer the reader to Hall and Horowitz [2005] for a discussion of the assumption that Z
and W are marginally uniformly distributed on the interval [0, 1]. Obviously, in this
situation both Hilbert spaces L2Z and L2W are isomorphic to L2 := L2[0, 1] endowed with
the usual norm ‖·‖L2 and inner product 〈·, ·〉L2 . The conditional expectation of Z given
W , however, defines a linear operator Tf := E[f(Z)|W ], f ∈ L2Z mapping L2Z into L2W .
Taking the conditional expectation with respect to the instrument W on both sides in
(1.1a) we obtain from (1.1b) that:
g := E(Y |W ) = E(f(Z)|W ) =: Tf (2.1)
where the function g belongs to L2W . Estimation of the structural function f is thus
linked to the inversion of T and it is therefore called an inverse problem. Here und
subsequently, we suppose implicitly that the operator T is compact, which is the case
under fairly mild assumptions (c.f. Carrasco et al. [2006]). Consequently, unlike in
a multivariate linear instrumental regression model, a continuous generalised inverse
of T does not exist as long as the range of the operator T is an infinite dimensional
subspace of L2W . This corresponds to the set-up of ill-posed inverse problems with the
additional difficulty that T is unknown and has to be estimated. In what follows, it
is always assumed that there exists a unique solution f ∈ L2Z of equation (2.1), in
other words, that g belongs to the range of T , and that T is injective. For a detailed
discussion in the context of inverse problems see Chapter 2.1 in Engl et al. [2000], while
in the special case of a non-parametric instrumental regression we refer to Carrasco
et al. [2006]. Considering µ(Z,W ) := E[ε|Z,W ] we decompose throughout the paper
the error term ε = ξ + µ(Z,W ) where ξ is centred due to the mean independence
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of ε given the instrument W as supposed in (1.1b). Moreover, we assume that ξ and
(Z,W ) are independent of each other. Denoting by ‖h‖∞ and ‖h‖Z,W := (Eh2(Z,W ))1/2,
respectively, the usual uniform norm and L2-norm of a real valued function h the next
assumption completes and formalises our conditions on the regressor Z, the instrument
W and the random variable ξ.
Assumption A.1. The joint distribution of (Z,W ) admits a bounded density pZ,W , i.e.,
‖pZ,W‖∞ <∞, while both Z and W are marginally uniformly distributed on the interval
[0, 1]. The conditional mean function µ(Z,W ) := E[ε|Z,W ] is uniformly bound, that is,
‖µ‖∞ <∞ and, thus ‖µ‖Z,W <∞. The random variables {ξi := εi−µ(Zi,Wi)}ni=1 form
an iid. n-sample of ξ := ε− µ(Z,W ) satisfying Eξ12 <∞ and σ2ξ := Eξ2 > 0, which is
independent of {(Zi,Wi)}ni=1.
Matrix and operator notations We base our estimation procedure on the expan-
sion of the structural function f and the conditional expectation operator T in an or-
thonormal basis of L2Z and L2W , respectively. The selection of an adequate basis in non-
parametric instrumental regression, and inverse problems in particular, is discussed in
various publications, (c.f. Efromovich and Koltchinskii [2001] or Breunig and Johannes
[2015], and references within). We may emphasise that, the basis in L2Z is determined by
the presumed information on the structural function and is not necessarily an eigenbasis
for the unknown operator. However, the statistical choice of a basis from a family of
bases (c.f. Birgé and Massart [1997]) is complicated, and its discussion is far beyond
the scope of this paper. Therefore, we assume here and subsequently that {uj}∞j=1 and
{vj}∞j=1 denotes an adequate orthonormal basis of L2Z and L2W , respectively, which do
not in general correspond to the eigenfunctions of the operator T defined in (2.1). The
next assumption summarises our minimal conditions on those basis.
Assumption A.2. There exists a finite constant τ 2∞ > 1 such that the basis {uj}∞j=1 and
{vj}∞j=1 satisfy ‖
∑m
j=1 u
2
j‖∞ 6 mτ 2∞ and ‖
∑m
j=1 v
2
j‖∞ 6 mτ 2∞, for any m ∈ N.
According to Lemma 6 of Birgé and Massart [1997] Assumption A.2 is exactly
equivalent to following property: there exists a positive constant τ∞ such that for
any h belongs to the subspace Dm, spanned by the first m basis functions, holds
‖h‖∞ 6 τ∞√m‖h‖Z . Typical example are bounded basis, such as the trigonometric
basis, or basis satisfying the assertion, that there exists a positive constant C∞ such
that for any (c1, . . . , cm) ∈ Rm, ‖∑mj=1 cjuj‖∞ 6 C∞√m|c|∞ where |c|∞ = max16j6m cj.
Birgé and Massart [1997] have shown that the last property is satisfied for piece-wise
polynomials, splines and wavelets.
Given the orthonormal basis {uj}∞j=1 and {vj}∞j=1 of L2Z and L2W , respectively, we
consider for all f ∈ L2Z and g ∈ L2W the development f =
∑∞
j=1[f ]juj and g =
∑∞
j=1[g]jvj
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where with a slight abuse of notation the sequences ([f ]j)j>1 and ([g]j)j>1 with generic
elements [f ]j := 〈f, uj〉Z and [g]j := 〈g, vj〉W are square-summable, that is, ‖f‖2Z =∑∞
j=1[f ]2j < ∞ and ‖g‖2W =
∑∞
j=1[g]2j < ∞. We will refer to any sequence as a whole
by omitting its index as for example in «the sequence [f ]». Furthermore, for m > 1
let [f ]m := ([f ]j, . . . , [f ]m)t (resp. [g]m) where xt is the transpose of x. Let us fur-
ther denote by Um and Vm the subspace of L2Z and L2W spanned by the basis functions
{uj}mj=1 and {vj}mj=1, respectively. Obviously, the norm of f ∈ Um equals the euclidean
norm of its coefficient vector [f ]m, that is, ‖f‖Z = ([f ]tm[f ]m)1/2 =: ‖[f ]m‖. Clearly,
if (Y, Z,W ) obeys the model equations (1.1a–1.1b) then introducing the infinite di-
mensional random vector [v(W )] with generic elements [v(W )]j = vj(W ) the identity
[g]m := E(Y [v(W )]m) holds true. Consider in addition the infinite dimensional random
vector [u(Z)] with generic elements [u(Z)]j = uj(Z). We define the m×m dimensional
matrix [T ]m := E([v(W )]m[u(Z)]tm) with generic elements 〈vl, Tuj〉W which is throughout
the paper assumed to be non singular for all m > 1 (or, at least for sufficiently large m),
so that [T ]−1m always exists with finite spectral norm ‖[T ]−1m ‖s := sup‖v‖61‖[T ]−1m v‖ <∞.
Note that it is a non-trivial problem to determine under what precise conditions such an
assumption holds (see e.g. Efromovich and Koltchinskii [2001] and references therein).
We consider the approximation fm ∈ Um of f given by [fm]m = [T ]−1m [g]m and [fm]j = 0
for all j > m. Although, it does generally not correspond to the orthogonal projection
of f onto the subspace Um and the approximation error b2m(f) := supk>m‖fm−f‖2Z does
generally not converge to zero as m→∞. Here and subsequently, however, we restrict
ourselves to cases of structural functions and conditional expectation operators which
ensure the convergence. Obviously, this is a minimal regularity condition for us since we
aim to estimate the approximation fm.
Thresholded least squares estimator In this paper, we follow Johannes and Schwarz
[2011] and consider a least squares solution of a reduced set of unconditional moment
equations which takes its inspiration from the linear Galerkin approach used in the in-
verse problem community (c.f. Efromovich and Koltchinskii [2001] or Hoffmann and
Reiß [2008]). To be precise, let {(Yi, Zi,Wi)}ni=1 be an identically distributed sample of
(Y, Z,W ) obeying (1.1a–1.1b). Since [T ]m = E[v(W )]m[u(Z)]tm and [g]m = EY [v(W )]m
are written as expectations we can construct estimators using their empirical counter-
parts, that is, [̂T ]m := n−1
∑n
i=1[v(Wi)]m[u(Zi)]tm and [̂g]m := n−1
∑n
i=1 Yi[v(Wi)]m. Let
1{‖[̂T ]−1m ‖2s 6 n} denote the indicator function which takes the value one if [̂T ]m is non sin-
gular with squared spectral norm ‖[̂T ]−1m ‖2s bounded by n. The estimator f̂m ∈ Um of
the structural function f is then defined by
[f̂m]m := [̂T ]
−1
m [̂g]m1{‖[̂T ]
−1
m ‖s 6 n} (2.2)
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where the dimension parameter m = m(n) has to tend to infinity as the sample size n
increases.
Data-driven dimension selection Our selection method combines model selection
(c.f. Barron et al. [1999] and its discussion in Massart [2007]) and Lepskij’s method (c.f.
Lepski [1990]) borrowing ideas from Goldenshluger and Lepski [2011]. We select the
dimension parameter as minimiser of a penalised contrast function which we formalise
next. Given a positive sequence a := (am)m>1 denote
∆m(a) := max16k6m ak, Λm(a) := max16k6m
log(ak ∨ (k + 2))
log(k + 2) and
δm(a) := m ∆m(a) Λm(a). (2.3)
Thereby, we define δ̂m := δm(a) with a = (‖[T̂ ]−1m ‖2s)m>1. For n > 1, a positive sequence
a := (am)m>1 and αn := n1−1/ log(2+logn)(1 + log n)−1 denote
Mn(a) := min
{
2 6 m 6 bn1/4c : m2 am > αn
}
− 1 (2.4)
where we set Mn(a) := bn1/4c if the minimum is taken over an empty set and bxc
denotes as usual the integer part of x. Thereby, the dimension parameter is selected
among a collection of admissible values {1, . . . , M̂} with random integer M̂ = Mn(a)
and a = (‖[T̂ ]−1m ‖2s)m>1. Taking its inspiration from Comte and Johannes [2012] the
stochastic sequence of penalties (p̂enm)16m6M̂ is defined by
p̂enm := 11 κ σ̂2m δ̂m n−1 with σ̂2m := 2
( n∑
i=1
Y 2i + max16k6m‖f̂k‖
2
Z
)
(2.5)
where κ is a positive constant to be chosen below. The random integer M̂ and the
stochastic penalties (p̂enm)16m6M̂ are used to define the sequence of contrasts (Υ̂m)16m6M̂
by
Υ̂m := max
m6k6M̂
{
‖f̂k − f̂m‖2Z − p̂enk
}
. (2.6)
Setting arg minm∈A{am} := min{m : am 6 am′ , ∀m′ ∈ A} for a sequence (am)m>1 with
minimal value in A ⊂ N we select the dimension parameter
m̂ := arg min
16m6M̂
{
Υ̂m + p̂enm
}
. (2.7)
The estimator of f is now given by f̂m̂ and below we derive an upper bound for its
risk E‖f̂m̂− f‖2Z . By construction the choice of the dimension parameter and hence the
estimator f̂m̂ do rely neither on the structural function and the conditional expectation
operator nor on their regularity assumptions which we formalise in Section 4.
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3 Non asymptotic oracle risk bound
3.1 Independent observations
In this section we derive an upper bound for the MISE of the thresholded least squares
estimator f̂m̂ with data-driven choice m̂ of the dimension parameter. We first suppose
that the identically distributed n-sample {(Yi, Zi,Wi)}ni=1 consists of independent ran-
dom variables. In a second step we dismiss below the independence assumption by
imposing that {(Zi,Wi)}ni=1 are weakly dependent. The next assumption summarises
our conditions on the operator, the solution and its approximation.
Assumption A.3. (a) The matrix [T ]m is non singular for all m > 1 such that [T ]−1m
always exists.
(b) The function µ as in Assumption A.1, the structural function f and its approxima-
tion fm ∈ Um given by [fm]m = [T ]−1m [g]m satisfy ‖µ‖2Z,W ∨ ‖f‖2Z ∨ supm>1‖fm‖2Z 6
Γf2 <∞ and ‖µ‖∞ + ‖f‖∞ + supm>1‖f − fm‖∞ 6 Γf∞ <∞.
The formulation of the upper risk bound relies on theoretical counterparts to the
random quantities M̂ and p̂enm which amongst other we define now referring only
to the structural function f and the operator T . Keep in mind the notation given
in (2.3) and (2.4). For m,n > 1 and a := (‖[T ]−1m ‖2s)m>1 define ∆Tm := ∆m(a),
ΛTm := Λm(a) and δTm := m∆TmΛTm, set MT−n := Mn(4a) and MT+n := Mn(a/4) where
MT−n 6 MT+n by construction. We require in addition that the sequence (MT+n )n>1
satisfies log(n)(MT+n +1)2∆TMT+n +1 = o(n) as n → ∞. In Section 4.2 below we pro-
vide an Illustration considering different configurations for the decay of the sequence
(‖[T ]−1m ‖2s)m>1 where this condition is automatically satisfied.
Theorem 3.1. Assume an i.i.d. n-sample of (Y, Z,W ) obeying (1.1a–1.1b). Let As-
sumption A.1, A.2 and A.3 be satisfied. Set κ = 144 in the definition (2.5) of the penalty
p̂enm. If log(n)(MT+n +1)2∆TMT+n +1 = o(n) as n → ∞, then there exists a constant Σ
f
given as in (C.3) in the Appendix C, which depends amongst others on τ∞, Γf∞ and σξ,
and a numerical constant C such that for all n > 1
E
(
‖f̂m̂ − f‖2Z
)
6 C τ 2∞(1 + σ2ξ + Γf2){ min
16m6MT−n
{[b2m(f) ∨ δTmn−1]}+ n−1 Σf}.
Let us briefly comment on the last result. We shall emphasise that the derived upper
bound holds for all n > 1 true and thus is non-asymptotic. The bound consists of
two terms, a remainder term n−1 Σf which is negligible with respect to the first rhs
term min16m6MT−n {[b2m(f)∨ δTmn−1]}. The dependence of the factor Σf in the remainder
term on the unknown structural function f (and the conditional expectation operator
T ) is explicitly given in its definition (C.3). This dependence is rather complicated
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but allows us still to derive in the next section an uniform bound of Σf over certain
classes of structural functions and conditional expectation operators. On the other
hand side, identifying for 1 6 m 6 MT−n , b2m(f) as upper bound of the squared-bias
and δTmn−1 as upper bound of the variance of the thresholded least squares estimator
f̂m the dominating term min16m6MT−n {[b2m(f) ∨ δTmn−1]} mimics a squared-bias-variance
trade-off. Let us further introduce
mn := arg min
16m6MT−n
{[b2m(f) ∨ δTmn−1]} and Rn := [b2mn(f) ∨ δTmnn−1]. (3.1)
Obviously, the estimator f̂mn minimises within the family {f̂1, . . . , f̂MT−n } of estimators
the upper bound for the risk. The dimension parameter mn and, hence the estimator
f̂mn depend, however, on the unknown structural function and conditional expectation
operator. The estimator f̂mn is therefore not feasible, and called an oracle. We shall
emphasise that due to Theorem 3.1 the risk of the data-driven estimator f̂m̂ is bounded
up to a constant by the riskRn of the oracle within the family {f̂1, . . . , f̂MT−n }. Moreover,
we will show in Section 4 below that Rn is the minimax-optimal rate for a wide range
of classes of structural functions and conditional expectation operators which in turn
establishes minimax optimality of the data-driven estimator.
3.2 Dependent observations
In this section we dismiss the independence assumption and assume weakly dependent
observations. More precisely, (Z1,W1), . . . , (Zn,Wn) are drawn from a strictly station-
ary process {(Zi,Wi)}i∈Z. Keep in mind that a process is called strictly stationary if
its finite dimensional distributions do not change when shifted in time. We suppose
that the observations {(Yi, Zi,Wi)}ni=1 still form an identically distributed sample from
(Y, Z,W ) obeying the model (1.1a–1.1b). Our aim is the non-parametric estimation of
the structural function f under some mixing conditions on the dependence of the process
{(Zi,Wi)}i∈Z. Let us begin with a brief review of a classical measure of dependence,
leading to the notion of a stationary absolutely regular process.
Let (Ω,A , P ) be a probability space. Given two sub-σ-fields U and V of A we in-
troduce next the definition and properties of the absolutely regular mixing (or β-mixing)
coefficient β(U ,V ). The coefficient was introduced by Kolmogorov and Rozanov [1960]
and is defined by
β(U ,V ) := 12 sup
∑
i
∑
j
|P (Ui)P (Vi)− P (Ui ∩ Vi)|

where the supremum is taken over all finite partitions (Ui)i∈I and (Vj)j∈J , which are
respectively U and V measurable. Obviously, β(U ,V ) 6 1. As usual, if U and U ′ are
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two random variables defined on (Ω,A , P ), we denote by β(U,U ′) the mixing coefficient
β(σ(U), σ(U ′)), where σ(U) and σ(U ′) are, respectively, the σ-fields generated by U and
U ′.
We assume in the sequel that there exists a sequence of independent random vari-
ables with uniform distribution on [0, 1] independent of the strictly stationary pro-
cess {(Zi,Wi)}i∈Z. Employing Lemma 5.1 in Viennet [1997] we construct by induc-
tion a process {(Z⊥i ,W⊥i )}i>1 satisfying the following properties. Given an integer
q we introduce disjoint even and odd blocks of indices, i.e., for any l > 1, Iel :=
{2(l − 1)q + 1, . . . , (2l − 1)q} and Iol := {(2l − 1)q + 1, . . . , 2lq}, respectively, of size q.
Let us further partition into blocks the random processes {(Zi,Wi)}i>1 = {(El, Ol)}l>1
and {(Z⊥i ,W⊥i )}i>1 = {(E⊥l , O⊥l )}l>1 where
El = (Zi,Wi)i∈Ie
l
, E⊥l = (Z⊥i ,W⊥i )i∈Iel , Ol = (Zi,Wi)i∈Iol , O
⊥
l = (Z⊥i ,W⊥i )i∈Iol .
If we set further F−l := σ((Zj,Wj), j 6 l) and F+l := σ((Zj,Wj), j > l), then the
sequence (βk)k>0 of β-mixing coefficient defined by β0 := 1 and βk := β(F−0 ,F+k ),
k > 1, is monotonically non-increasing and satisfies trivially βk > β((Z0,W0), (Zk,Wk))
for any k > 1. Based on the construction presented in Viennet [1997], the sequence
(Z⊥i ,W⊥i )i>1 can be chosen such that for any integer l > 1:
(P1) E⊥l , El, O⊥l and Ol are identically distributed,
(P2) P (El 6= E⊥l ) 6 βq+1, and P (Ol 6= O⊥l ) 6 βq+1.
(P3) The variables (E⊥1 , . . . , E⊥l ) are iid. and so (O⊥1 , . . . , O⊥l ).
We shall emphasise that the random vectors E⊥1 , . . . , E⊥l are iid. but the components
within each vector are generally not independent. The next result requires the following
assumption which has been used, for example, in Bosq [1998].
Assumption A.4. For any integer k the joint distribution PZ0,W0,Zk,Wk of (Z0,W0) and
(Zk,Wk) admits a density pZ0,W0,Zk,Wk which is square integrable and satisfies
ΓZW := supk>1‖p(Z0,W0),(Zk,Wk) − pZ,W ⊗ pZ,W‖Z,W×Z,W <∞.
Theorem 3.2. Assume a sample {(Yi, Zi,Wi)}ni=1 obeying (1.1a–1.1b) where {(Zi,Wi)}ni=1
is drawn from a stationary absolutely regular process with mixing coefficients (βk)k>0 sat-
isfying B := ∑∞k=0(k + 1)2βk < ∞ and given k > 1 set Bk := ∑∞j=k βk 6 B. Let the
Assumptions A.1–A.4 be satisfied. Considering the oracle dimension mn as in (3.1)
let kn := b(Γf∞/σξ)2ΓZWmnc and κfn ∈ [6 + 8(Γf∞/σξ)2Bkn , 8(1 + (Γf∞/σξ)2B)]. Set
κ = 288κfn in the definition (2.5) of the penalty p̂enm. If log(n)(MT+n +1)2∆TMT+n +1 = o(n)
as n→∞, then there exists a constant Σf given as in (D.3) in the Appendix D, which
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depends amongst others on τ∞, Γf∞, σξ and B, and a numerical constant C such that
for all 1 6 q 6 n
E
(
‖f̂m̂−f‖2Z
)
6 C
{
[b2mn(f)∨n−1δTmn ]+n−1[Σf∨n3 exp(−n1/6q−1/100)∨n4q−1βq+1]
}
× τ 2∞(1 + σ2ξ + Γf2)(1 + (Γf∞/σξ)2B).
We shall emphasise that the last assertion provides again a non-asymptotic risk bound
for the estimator f̂m̂ with dimension m̂ as in (2.7). Note that, the quantity κfn used to
construct the penalty p̂enm in the last theorem still depends on the mixing coefficients
(βk)k>0 which are generally unknown. However, the condition B =
∑∞
k=0(k+1)2βk <∞
implies ∑∞k=kn βk 6 (kn + 1)−2B and hence, 6 + 8(Γf∞/σξ)2Bkn 6 7 whenever kn =
b(Γf∞/σξ)2ΓZWmnc >
√
8(Γf∞/σξ)2Bkn . Thereby, if mn → ∞ as n → ∞, then there
exists an integer no such that κfn = 7 ∈ [6 + 8(Γf∞/σξ)2Bkn , 8(1 + (Γf∞/σξ)2B)] for all
n > no. The next assertion is thus an immediate consequence of Theorem 3.2, and hence
its proof is omitted.
Corollary 3.3. Let the assumptions of Theorem 3.2 be satisfied. Suppose that mn →
∞ as n → ∞ and that there exists an unbounded sequence of integers (qn)n>1 and a
finite constant L satisfying
sup
n>1
n3 exp(−n1/6q−1/100) 6 L and sup
n>1
n4q−1n βqn+1 6 L. (3.2)
If we set κ = 2016 in the definition (2.5) of the penalty p̂enm, then there exist a numerical
constant C > 0 and an integer no such that for all n > no
E
(
‖f̂m̂ − f‖2Z
)
6 C
{
[b2mn(f) ∨ n−1δTmn ] + n−1[Σf ∨ L]
}
× τ 2∞(1 + σ2ξ + Γf2)(1 + (Γf∞/σξ)2B).
Note that the penalty p̂enm used in the last assertion depends indeed only on known
quantities and, hence the estimator f̂m̂ with dimension m̂ as in (2.7) is fully data-
driven. It is further interesting to compare its upper risk bound given in Corollary
3.3 with the upper bound derived in Theorem 3.1 assuming independent observations.
Both upper bounds coincide up to the multiplicative constants, thereby the discussion
below Theorem 3.1 applies also here. It remains to underline that (3.2) in Corollary 3.3
imposes a sufficiently fast decay of the sequence of the mixing coefficients (βk)k>1. Is it
interesting to note that an arithmetically decaying sequence of mixing coefficients (βk)k>1
satisfies (3.2). To be precise, consider a sequence of integers (qn)n>1 satisfying qn ∼ nr,
i.e., (n−rqn)n>1 is bounded away both from zero and infinity, and assume additionally
βk ∼ k−s. In this situation, the condition (3.2) is satisfied whenever 4 − r < rs and
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1/6 > r. In other words, if the sequence of mixing coefficients (βk)k>1 is sufficiently fast
decaying, that is s > 4(6 + θ) − 1 for some θ > 0, then the condition (3.2) holds true
taking, for example, a sequence qn ∼ n1/(6+θ).
4 Minimax optimality of the data-driven estimator
4.1 Assumptions and notations
We shall access in this section the accuracy of the estimator f̂m̂ with dimension m̂
selected as in (2.7) by its maximal integrated mean squared error over a class F of
structural functions, that is, supf∈F E‖f̂m̂− f‖2Z . The class F reflects prior information
on the structural function, e.g., its level of smoothness. It will be determined by means
of a weighted norm in L2Z and, hence will be constructed flexibly enough to characterise,
in particular, differentiable functions. Given the orthonormal basis {uj}∞j=1 in L2Z and
a strictly positive sequence of weights a = (aj)j>1 we define for h ∈ L2Z the weighted
norm ‖h‖a := (∑j∈N a−1j [h]2j)1/2. Furthermore, we denote by Fa and F ra for a constant
r > 0, respectively, the completion of L2Z with respect to ‖·‖a and the ellipsoid F ra :=
{h ∈ fa : ‖h‖2a 6 r2}. Observe that Fa is a subspace of L2Z for any non-increasing
weight sequence a. Here and subsequently, we assume that there exist a monotonically
non-increasing and strictly positive sequence of weights f := (fj)j>1 tending to zero and
a constant r > 0 such that the structural f belongs to the ellipsoid F rf which captures all
the prior information about the unknown structural function f . Additionally we specify
the mapping properties of the conditional expectation operator T and more precisely,
we will impose a restriction on the decay of the sequence (‖[T ]−1m ‖2s)m>1 which essentially
determines δT used in the upper bounds given in Theorem 3.1 and 3.2. Denoting by
T the set of all operator mapping L2Z and L2W and given a strictly positive sequence of
weights t = (tj)j>1 and a constant d > 1 we define the subset T dt of T by
T dt :=
{
T ∈ T : d−2‖f‖2t 6 ‖Tf‖2W 6 d2‖f‖2t , ∀f ∈ L2Z
}
. (4.1)
We notice that each T ∈ T dt is injective with d−2 6 tj‖Tuj‖2W 6 d2 for all j ∈ N.
Moreover, the sequence s := (sj)j>1 of singular values of T satisfies d−2 6 tjs2j 6 d2, too.
We shall emphasise, if [∇t]m denotes the m-dimensional diagonal matrix with diagonal
entries (tj)16j6m then for all T ∈ T dt holds ‖[T ]m[∇t]1/2m ‖s 6 d which in turn implies
t(m) := max16j6m tj = ‖[∇t]1/2m ‖2s 6 d2‖[T ]−1m ‖2s for all m ∈ N. Notice that the link
condition (4.1) involves only the basis {ul}l>1 in L2Z . In what follows, we introduce an
alternative but stronger condition, which extends the link condition (4.1). We denote
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by T d,Dt for some D > d the subset of T dt given by
T d,Dt =
{
T ∈ T dt : sup
m∈N
‖[∇t]−1/2m [T ]−1m ‖s 6 D
}
. (4.2)
Obviously, for all T ∈ T d,Dt we have ‖[T ]−1m ‖2s 6 ‖[∇t]1/2m ‖2sD2 = t(m)D2 and thus D−2 6
d−2 6 t−1(m)‖[T ]−1m ‖2s 6 D2 for all m ∈ N. In other words, the sequence t characterises the
decay of the sequence (‖[T ]−1m ‖2s)m>1 for each T ∈ T d,Dt . It is important to note, that
the extended link condition (4.2) guaranties further the convergence of the theoretical
approximation fm ∈ Um given by [fm]m := [T ]−1m [g]m to the structural function f , that
is, b2m(f) = o(1) as m→∞. Moreover, assuming in addition f ∈ F rf the approximation
error satisfies f−1m b2m(f) 6 4D4r2 due to Lemma B.9 in the Appendix B. All results of
this section are derived under regularity conditions on the structural function f and
the conditional expectation operator T described by the sequences f and t, respectively.
The next assumption summarises our conditions on these sequences. An illustration is
provided below by assuming a “regular decay” of these sequences.
Assumption A.5. (a) Let t := (tj)j>1 be a strictly positive, finite, monotonically non-
decreasing sequences of weights with t1 = 1.
(b) Let f := (fj)j>1 be strictly positive, monotonically non-increasing sequence of weights
with limit zero, f1 = 1 and ‖∑j>1 fju2j‖∞ 6 τ 2f,∞ for some finite constant τf,∞ > 1.
Note that under Assumption A.5 (a) for each T ∈ T d,Dt the matrix [T ]k is non-
singular with D−2 6 t−1‖[T ]−1k ‖2s 6 D2 for all k ∈ N, and hence the Assumption A.3
(a) holds true. On the other hand side, Assumption A.5 (b) holds in case of a bounded
basis {uj}∞j=1 for any summable weight sequence f, that is,
∑
j>1 fj <∞. More generally,
under Assumption A.2 the additional assumption ∑j>1 jfj < ∞ is sufficient to ensure
Assumption A.5 (b). Furthermore, under Assumption A.5 (b) the elements of F rf are
bounded uniformly, that is, ‖φ‖2∞ 6 ‖
∑
j>1 fju
2
j‖∞‖φ‖2f 6 τ 2f,∞r2 for all φ ∈ F rf . The
last estimate is used in Lemma B.9 in the Appendix B to show that for all f ∈ F rf and
T ∈ T d,Dt the approximation fm satisfies ‖f − fm‖∞ 6 2τf,∞D2r and ‖fm‖2Z 6 4D4r2.
Thereby, setting Γf2 := ‖µ‖2Z,W ∨4D4r2 and Γf2 := ‖µ‖∞+(1+2D2)τf,∞r the Assumption
A.3 (b) holds with Γf2 := Γf2 and Γf∞ := Γf∞ uniformly for all f ∈ F rf and T ∈ T d,Dt .
4.2 Independent observations
A careful inspection of the proof of Theorem 3.1 shows that the constant Σf given as in
(C.3) can be bounded uniformly by a constant Σf as in (E.4) for all f ∈ F rf . Keep in
mind the notation given in (2.3) and (2.4). Let us introduce in analogy to MT−n , MT+n ,
δTm and ∆Tm the quantities Mt−n := Mn(4D2t), Mt+n := Mn(t/(4D2)), δtm := δm(t) and
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∆tm := ∆m(t). Under Assumption A.5 it is easily seen that for each T ∈ T d,Dt we have
(1 + 2 logD)−1D−2 6 δTm/δtm 6 (1 + 2 logD)D2 for all m > 1 and Mt−n 6 MT−n 6 MT+n 6
Mt+n for all n > 1. If we require in addition that (log n)(Mt+n +1)2∆tMt+n +1 = o(n) as n→
∞, then it holds immediately (log n)(MT+n +1)2∆TMT+n +1 = o(n) as n → ∞. Moreover,
the condition is automatically satisfied in both cases considered in the Illustration below.
Theorem 4.1. Assume an i.i.d. n-sample of (Y, Z,W ) obeying (1.1a–1.1b). Let As-
sumption A.1, A.2 and A.5 be satisfied. Set κ = 144 in the definition (2.5) of the penalty
p̂enm. If T ∈ T d,Dt , log(n)(Mt+n +1)2∆tMt+n +1 = o(n) as n→∞, then there exists a con-
stant Σf given as in (E.4) in the Appendix E, and a numerical constant C such that for
all n > 1
sup
f∈Fr
f
E
(
‖f̂m̂ − f‖2Z
)
6 C τ 2∞D4(r2 + σ2ξ + Γf2){ min
16m6Mt−n
{[fm ∨ δtmn−1]}+ n−1 Σf}.
We shall compare the last assertion with the lower bound of the maximal risk over
the classes F rf and T d,Dt given, for example, in Johannes and Schwarz [2011] or Chen
and Reiß [2011]. Given sequences as in Assumption A.5 let us define
m♦n := arg min
16m6Mt−n
{[fm ∨ n−1δtm]} and R♦n := [fm♦n ∨ n−1δtm♦n ] (4.3)
as well as m?n := arg min
m>1
{[fm ∨ n−1∑mj=1 tj]} and R?n := [fm?n ∨ n−1∑m?nj=1 tj]. Assuming a
sufficiently rich class Pε of error distributions Pε (c.f. Johannes and Schwarz [2011] or
Chen and Reiß [2011] for a precise definition) there exists a constant C such that for all
T ∈ T d,Dt we have
inf
f˜
sup
Pε∈Pε
sup
f∈Fr
f
E
(
‖f˜ − f‖2Z
)
> CR?n, for all n > 1, (4.4)
where the infimum is taken over all possible estimators f˜ of f . Obviously, the fully
data-driven estimator f̂m̂ given in (2.2) attains the lower bound up to a constant if and
only if R♦n is of the same order as R?n which leads immediately to the following corollary.
Corollary 4.2. Let the Assumptions of Theorem 4.1 be satisfied. If supn>1{R♦n /R?n} <
∞, then supf∈Fr
f
E
(
‖f̂m̂ − f‖2Z
)
= O(R?n), as n→∞.
We shall emphasise that the last assertion establishes the minimax optimality of the
fully data-driven estimator f̂m̂ over the classes F rf and T d,Dt . Therefore, the estimator is
called adaptive. However, minimax optimality is only attained if the rates R?n and R♦n
are of the same order. This is, for example, the case if the following two conditions hold
simultaneously true: (i) m?n 6 Mt−n and (ii) δtm 6 C
∑m
j=1 tj. Considering the Illustration
below in case (P-P) (i) and (ii) are satisfied, while in case (P-E) (ii) does not hold true.
However, in case (P-E) no loss in terms of the rate occur since the squared bias term
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dominates the variance term, for a detailed discussion in a deconvolution context, we
refer to Butucea and Tsybakov [2007a,b].
Illustration. We illustrate briefly the last results considering the following two con-
figurations for the sequences f and t which are usually studied in the literature (c.f. Hall
and Horowitz [2005], Chen and Reiß [2011], Johannes and Schwarz [2011] or Breunig
and Johannes [2015]). Let
(P-P) fj = j−2p and tj = j2a, j > 1, with p > 1 and a > 1/2;
(P-E) fj = j−2p and tj = exp(j2a − 1), j > 1, with p > 1, a > 0;
then Assumption A.5 is satisfied in both cases. Writing for two strictly positive sequences
(an)n>1 and (bn)n>1 that an ∼ bn, if (an/bn)n>1 is bounded away from 0 and infinity, we
have
(P-P) m?n ∼ n1/(2p+2a+1) and R♦n ∼ R?n ∼ n−2p/(2p+2a+1);
(P-E) m?n ∼ (log n− 2p+(2a−1)+2a log(log n))1/(2a) and R♦n ∼ R?n ∼ (log n)−p/a.
An increasing value of the parameter a leads in both cases to a slower rate R?n, and hence
it is called degree of ill-posedness; cf. Natterer [1984].
4.3 Dependent observations
We dismiss again the independence assumption and assume weakly dependent observa-
tions as introduced in Section 3.2. Moreover, keeping in mind the case of independent
observations we replace Assumption A.3 by Assumption A.5 which allows us to derive
in (F.3) a constant Σf uniformly over the classes F rf depending amongst others on the
quantities Γf2, Γf∞ and σξ.
Theorem 4.3. Assume a sample {(Yi, Zi,Wi)}ni=1 obeying (1.1a–1.1b) where {(Zi,Wi)}ni=1
is drawn from a stationary absolutely regular process with mixing coefficients (βk)k>0
satisfying B := ∑∞k=0(k + 1)2βk < ∞ and given k > 1 set Bk := ∑∞j=k βk 6 B.
Let the Assumptions A.1, A.2, A.4 and A.5 be satisfied. Considering the dimension
m♦n as in (4.3) let kn := b(Γf∞/σξ)2ΓZWm♦n c and κfn ∈ [6 + 8(Γf∞/σξ)2Bkn , 8(1 +
(Γf∞/σξ)2B)]. Set κ = 288κfn in the definition (2.5) of the penalty p̂enm. If T ∈ T d,Dt ,
log(n)(Mt+n +1)2∆tMt+n +1 = o(n) as n → ∞, then there exists a constant Σ
f given as in
(F.3) in the Appendix F, which depends amongst others on τ∞, Γf∞, σξ and B, and a
numerical constant C such that for all 1 6 q 6 n
sup
f∈Fr
f
E
(
‖f̂m̂ − f‖2Z
)
6 C
{
R♦n + n−1[Σf ∨ n3 exp(−n1/6q−1/100) ∨ n4q−1βqn+1]
}
× τ 2∞D4(r2 + σ2ξ + Γf2)(1 + (Γf∞/σξ)2B).
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We shall emphasise that the last assertion provides in analogy to Theorem 3.2 a
non-asymptotic risk bound for the estimator f̂m̂ with dimension m̂ as in (2.7) where the
quantity κfn used to construct the penalty p̂enm still depends on the mixing coefficients
(βk)k>0. As Corollary 3.3 in Section 3.2 follows directly from Theorem 3.2 the next
assertion is an immediate consequence of Theorem 4.3, and hence its proof is omitted.
Corollary 4.4. Let the assumptions of Theorem 4.3 be satisfied. Suppose that m♦n →
∞ as n → ∞ and that there exists an unbounded sequence of integers (qn)n>1 and a
finite constant L satisfying (3.2). If we set κ = 2016 in the definition (2.5) of the
penalty p̂enm, then there exist a numerical constant C and an integer no such that for
all n > no
sup
f∈Fr
f
E
(
‖f̂m̂ − f‖2Z
)
6 C
{
R♦n + n−1[Σf ∨ L]
}
× τ 2∞D4(r2 + σ2ξ + Γf2)(1 + (Γf∞/σξ)2B).
Let us briefly comment on the last result. The additional condition (3.2) is, for exam-
ple, satisfied if the mixing coefficients β have an arithmetic decay as pointed out below
Corollary 3.3. Comparing Corollary 4.4 and Theorem 4.1 we see that both upper bounds
coincide up to the multiplicative constants. Keep in mind that exploiting Theorem 4.1
in case of independent observations Corollary 4.2 establishes minimax optimality of the
estimator f̂m̂ with dimension m̂ as in (2.7) whenever the rates R♦n and R?n coincide.
Exactly in the same manner from Corollary 4.4 follows the minimax optimality of the
estimator f̂m̂ for weakly mixing observations provided the rates R♦n and R?n coincide.
In particular, considering the Illustration in Section 4.2 the estimator f̂m̂ attains the
minimax rates in the mildly and severely ill-posed case (P-P) and (P-E), respectively,
without having in advance the knowledge of the case. It remains to underline that the
penalty p̂enm used in Corollary 4.4 depends again only on known quantities and, hence
the estimator f̂m̂ with dimension m̂ as in (2.7) is fully data-driven, and thus, adaptive.
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Appendix: Proofs
A Notations
We begin by defining and recalling notations to be used in all proofs. Given m > 1,
Um and Vm denote the subspace of L2Z and L2W spanned by the functions {uj}mj=1 and
{vj}mj=1, respectively. Um and U⊥m (resp. Vm and V⊥m) denote the orthogonal projections
on Um and its orthogonal complement U⊥m, respectively. If K is an operator mapping
L2Z to L2W and if we restrict VmKUm to an operator from Um to Vm, then it can be
represented by a matrix [K]m with generic entries 〈vj, Kul〉W =: [K]j,l for 1 6 j, l 6 m.
The spectral norm of [K]m is denoted by ‖[K]m‖s and the inverse matrix of [K]m by
[K]−1m . For m > 1, Idm denotes the m-dimensional identity matrix and for all x ∈ Rm
we denote by xtx =: ‖x‖2 its the euclidean norm. Furthermore, keeping in mind the
notations given in (2.3) and (2.4) we use for all m > 1 and n > 1
∆Tm = ∆m((‖[T ]−1m ‖2s)m>1), ΛTm = Λm((‖[T ]−1m ‖2s)m>1), δTm = m∆TmΛTm,
∆̂m = ∆m((‖[T̂ ]−1m ‖2s)m>1), Λ̂m = Λm((‖[T̂ ]−1m ‖2s)m>1), δ̂m = m∆̂mΛ̂m,
M̂ = Mn
(
(‖[̂T ]−1m ‖2s)m>1
)
, MT−n = Mn(4(‖[T ]−1m ‖2s)m>1), MT+n = Mn(14(‖[T ]−1m ‖2s)m>1),
penm = κσ2mm∆TmΛTmn−1 and p̂enm = 11κσ̂2mm∆̂mΛ̂mn−1. (A.1)
Recall that [̂T ]m = 1n
∑n
i=1[v(Wi)]m[u(Zi)]tm and [̂g]m = 1n
∑n
i=1 Yi[v(Zi)]m where [T ]m =
E[v(W )]m[u(Z)]tm and [g]m = EY [v(W )]m. Given fm :=
∑m
j=1[fm]juj ∈ Um, m > 1,
with [fm]m = [T ]−1m [g]m which is well-defined since [T ]m is non singular. Let ξ :=
ε−µ(Z,W ) with µ(Z,W ) := E[ε|Z,W ] where {ξi}ni=1 forms an iid. sample independent
of {(Zi,Wi)}ni=1. Given Γf2 = ‖µ‖2Z,W ∨ ‖f‖2Z ∨ supm>1‖fm‖2Z we note that σ2Y := EY 2 6
σ2ξ + 2Γ
f
2 and σ2m = 2{σ2Y + max16k6m‖fk‖2Z} 6 2{σ2ξ + 3Γf2} where σ2m > E(Y − fm(Z))2
and σ2ξ = inf‖h‖Z,W<∞ E(ε − h(Z,W ))2 6 σ2Y ∧ E(Y − fm(Z))2. Furthermore, E|Y −
fm(Z)|2k 6 22k−1{E(ξ)2k + (Γf∞)2k} with Γf∞ := ‖µ‖∞ + ‖f‖∞ + supm>1‖f − fm‖∞.
Define the random matrix [Ξ]m := [̂T ]m − [T ]m and random vectors [B]m, [S]m and
[V ]m := [B]m + [S]m given by their components
[B]j :=
1
n
n∑
i=1
ξivj(Wi), [S]j :=
1
n
n∑
i=1
vj(Wi){µ(Zi,Wi) +f(Zi)−fm(Zi)}, 1 6 j 6 m,
where [̂g]m − [̂T ]m[fm]m = [V ]m. Note that E[V ]m = 0, indeed it holds E[B]m = 0 due
to the mean independence, i.e., 0 = E(ε|W ) = E(ξ|W ) +E(ε|W ) = E(ξ), E(µ(Z,W )) =
E(E(µ(Z,W )|W )) = E(E(ε|W )) = 0 and E[S]m = [Tf ]m − [Tfm]m = 0. Define further
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σ̂2Y := n−1
∑n
i=1 Y
2
i , σ̂2m = 74{σ̂2Y + max16k6m‖f̂k‖2Z}, the events
Ωm := {‖[̂T ]
−1
m ‖s 6
√
n}, fm := {4‖[Ξ]m‖s‖[T ]−1m ‖s 6 1},
An := {σ2Y 6 2σ̂2Y 6 3σ2Y }, Bn := {‖[T ]−1k ‖s‖[Ξ]k‖s 6 1/4,∀1 6 k 6 (MT+n +1)},
Cn := {‖[T ]−1k [V ]k‖2 6 18(‖[T ]−1k [g]k‖2 + σ2Y ),∀1 6 k 6 MT+n },
En :=
{
penm 6 p̂enm 6 99 penm; ∀1 6 m 6 MT+n
}
∩
{
MT−n 6 M̂ 6 MT+n
}
,
(A.2)
and their complements Ωcm, fcm, Acn, Bcn, Ccn, and Ecn, respectively. Furthermore, we will
denote by C universal numerical constants and by C(·) constants depending only on the
arguments. In both cases, the values of the constants may change from line to line.
B Preliminary results
This section gathers preliminary results. Given independent observations {(Zi,Wi)}ni=1
the first assertion provides our key arguments in order to control the deviations of the
data-driven selection procedure. Both inequalities are due to Talagrand [1996], the
formulation of the first part can be found for example in Klein and Rio [2005], while the
second part is based on equation (5.13) in Corollary 2 in Birgé et al. [1998] and stated
in this form for example in Comte and Merlevede [2002].
Lemma B.1. (Talagrand’s inequalities) Let X1, . . . , Xn be independent random variables
and let νt = n−1
∑n
i=1 [νt(Xi)− E (νt(Xi))] for νt belonging to a countable class {νt, t ∈
T } of measurable functions. Then, there exists a numerical constant C > 0 such that
E
(
sup
t∈T
|νt|2 − 6H2
)
+
6 C
[
v
n
exp
(−nH2
6v
)
+ h
2
n2
exp
(−nH
100h
)]
, (B.1)
P
(
sup
t∈T
|νt| > 2H + λ
)
6 3 exp
[
− n100
(
λ2
v
∧ λ
h
)]
, (B.2)
for any λ > 0, where
sup
t∈T
sup
x∈Z
|νt(x)| 6 h, E[sup
t∈T
|νt|] 6 H, sup
t∈T
1
n
n∑
i=1
Var(νt(Xi)) 6 v.
Lemma B.2 – B.4 gather preliminary results if {(Zi,Wi)}i∈Z is a stationary absolutely
regular process with mixing coefficients (βk)k>1.
Lemma B.2. Under Assumption A.2 if {(Zi,Wi)}i∈Z is a stationary absolutely regular
process with mixing coefficients (βk)k>0, then
m∑
j,l=1
Var(
q∑
i=1
uj(Zi)vj(Wi)) 6 qm2τ 4∞[1 + 4
q−1∑
k=1
βk].
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Proof of Lemma B.2. Due to Lemma 4.1 in Asin and Johannes [2016] which is a
direct consequence of Theorem 2.1 in Viennet [1997] there exists a sequence (bk)k>1 of
measurable functions bk : R → [0, 1] with Ebk(Z0,W0) = β((Z0,W0), (Zk,Wk)) 6 βk
such that for any measurable function h with Eh2(Z0,W0) <∞ and any integer q holds
Var(
q∑
i=1
h(Zi,Wi)) 6 qE
{
h2(Z0,W0)(1 + 4
q−1∑
k=1
bk(Z0,W0)}.
Setting h(Z,W ) = uj(Z)vl(W ) the last assertion together with Assumption A.2 implies
m∑
j,l=1
Var(
q∑
i=1
uj(Zi)vl(Wi)) 6 q
m∑
j,l=1
E
{
u2j(Zi)v2l (Wi)(1 + 4
q−1∑
k=1
bk(Z0,W0)
}
6 qm2τ 4∞E
{
(1 + 4
q−1∑
k=1
bk(Z0,W0)
}
6 qm2τ 4∞
{
1 + 4
q−1∑
k=1
βk
}
which shows the assertion, and thus completes the proof.
The proof of the next assertion follows along the lines of the proof of Theorem 2.1 and
Lemma 4.1 in Viennet [1997] and we omit the details.
Lemma B.3. Let {(Zi,Wi)}i∈Z be a stationary absolutely regular process with mixing
coefficients (βk)k>0 satisfying B := 2
∑∞
k=0(k + 1)βk <∞. Then
Var(
n∑
i=1
h(Zi,Wi)) 6 4n
(
Eh2(Z0,W0)
)1/2‖h‖∞B1/2.
The next Lemma is a direct consequence of Theorem 2.2 in Viennet [1997] and we omit
its proof.
Lemma B.4. Let {(Zi,Wi)}i∈Z be a stationary absolutely regular process with mixing
coefficients (βk)k>0 satisfying B :=
∑∞
k=0(k+ 1)2βk <∞. Then there exists a numerical
constant C > 0 such that
E|
n∑
i=1
{h(Zi,Wi)− Eh(Zi,Wi)}|4 6 Cn2‖h‖p∞B
The next assertion is due to Asin and Johannes [2016] Lemma 4.10, and we omit its
proof.
Lemma B.5. Let {(Zi,Wi)}i∈Z be a stationary absolutely regular process with mixing
coefficients (βk)k>0. Under the Assumptions A.2 and A.4 we have for any q > 1 and
K ∈ {0, . . . , q − 1}
m∑
j
Var(
q∑
i=1
h(Zi,Wi)vj(Wi))
6 qm{τ 2∞‖h‖2Z + 2‖h‖2∞[γK/
√
m + 2τ 2∞
q−1∑
k=K+1
βk]}. (B.3)
20
In the remaining part of this section we gather in Lemma B.6 –– B.8 preliminary results
linking the different notations introduced in the last section.
Lemma B.6. For all n,m > 1 we have14 <
‖[̂T ]−1m ‖2s
‖[T ]−1m ‖2s
6 4,∀ 1 6 m 6 (MT+n +1)
 ⊂
{
MT−n 6 M̂ 6 MT+n
}
.
Proof of Lemma B.6. Let τ̂m = ‖[̂T ]
−1
m ‖−2s and recall that 1 6 M̂ 6 bn1/4c with
{
M̂ = M
}
=

{
τ̂M+1
(M+1)2 < α
−1
n
}
, M = 1,{
min
26m6M
τ̂m
m2 > α−1n
} ⋂ { τ̂M+1
(M+1)2 < α
−1
n
}
, 1 < M < bn1/4c,{
min
26m6M
τ̂m
m2 > α−1n
}
, M = bn1/4c.
For τm = ‖[T ]−1m ‖−2s we proof below the following two assertions{
M̂ < MT−n
}
⊂
{
min
16m6MT−n
: τ̂m
τm
<
1
4
}
, (B.4)
{
M̂ > MT+n
}
⊂
{
max
16m6(MT+n +1)
τ̂m
τm
> 4
}
. (B.5)
Obviously, the assertion of Lemma B.6 follows now by combination of (B.4) and (B.5).
Consider (B.4) which is trivial in case MT−n = 1. If MT−n > 1 we have min
16m6MT−n
τm
m2 >
4
αn
.
By exploiting the last estimate we obtain
{
M̂ < bn1/4c
}
∩
{
M̂ < MT−n
}
=
MT−n −1⋃
M=1
{
M̂ = M
}
⊂
MT−n −1⋃
M=1
{
τ̂M+1
(M + 1)2 < α
−1
n
}
=
{
min
26m6MT−n
τ̂m
m2
< α−1n
}
⊂
{
min
16m6MT−n
τ̂m
τm
< 1/4
}
while trivially
{
M̂ = bn1/4c
}
∩
{
M̂ < MT−n
}
= ∅, which proves (B.4) because MT−n 6
bn1/4c.
Consider (B.5) which is trivial in case MT+n = bn1/4c. If MT+n < bn1/4c, then
τ
MT+n +1
(MT+n +1)2
<
α−1n , and hence
{
M̂ > 1
}
∩
{
M̂ > MT+n
}
=
bn1/4c⋃
M=MT+n +1
{
M̂ = M
}
⊂
bn1/4c⋃
M=MT+n +1
{
min
26m6M
τ̂m
m2
> α−1n
}
=
{
min
26m6(MT+n +1)
τ̂m
m2
> α−1n
}
⊂
{
τ̂MT+n +1
τMT+n +1
> 4
}
while trivially {M̂ = 1} ∩ {M̂ > MT+n } = ∅ which shows (B.5) and completes the
proof.
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Lemma B.7. Let An, Bn and Cn as in (A.2). For all n > 1 it holds true that
An ∩ Bn ∩ Cn ⊂ {penk 6 p̂enk 6 99 penk, 1 6 k 6 MT+n } ∩ {MT−n 6 M̂ 6 MT+n }.
Proof of Lemma B.7. Let (MT+n +1) > k > 1. If ‖[T ]−1k ‖s‖[Ξ]k‖s 6 1/4, i.e. on the
event Bn, it follows by the usual Neumann series argument that ‖(Idk +[Ξ]k[T ]−1k )−1 −
Idk‖s 6 1/3. Thus, using the identity [̂T ]
−1
k = [T ]
−1
k − [̂T ]
−1
k {(Idk +[Ξ]k[T ]−1k )−1 − Idk}
we conclude
2‖[T ]−1k ‖s 6 3‖[̂T ]
−1
k ‖s 6 4‖[T ]−1k ‖s and
2‖[T ]−1k x‖ 6 3‖[̂T ]
−1
k x‖ 6 4‖[T ]−1k x‖, for all x ∈ Rk. (B.6)
Thereby, since [̂T ]
−1
k ([V ]k) = [̂T ]
−1
k [̂g]k − [T ]−1k [g]k we conclude
‖[T ]−1k [g]k‖2 6 (32/9)‖[T ]−1k [V ]k‖2 + 2‖[̂T ]
−1
k [̂g]k‖2,
‖[̂T ]−1k [̂g]k‖2 6 (32/9)‖[T ]−1k [V ]k‖2 + 2‖[T ]−1k [g]k‖2.
Consequently, on Cn where ‖[T ]−1k [V ]k‖2 6 18(‖[T ]−1k [g]k‖2 + σ2Y ) it follows that
(5/9)(‖[T ]−1k [g]k‖2 + σ2Y ) 6 σ2Y + 2‖[̂T ]
−1
k [̂g]k‖2,
‖[̂T ]−1k [̂g]k‖2 6 (22/9)‖[T ]−1k [g]k‖2 + (4/9)σ2Y .
and thus on An, i.e., σ2Y 6 2σ̂2Y 6 3σ2Y we have
(5/9)(‖[T ]−1k [g]k‖2 + σ2Y ) 6 (3/2)σ̂2Y + 2‖[̂T ]
−1
k [̂g]k‖2,
‖[̂T ]−1k [̂g]k‖2 + σ̂2Y 6 (22/9)‖[T ]−1k [g]k‖2 + (10/9)σ2Y .
Combining the last two inequalities we conclude for all 1 6 k 6 MT+n
(5/18)(‖[T ]−1k [g]k‖2 + σ2Y ) 6 (‖[̂T ]
−1
k [̂g]k‖2 + σ̂2Y ) 6 (22/9)(‖[T ]−1k [g]k‖2 + σ2Y ).
Since on the event An ∩ Bn ∩ Cn the last estimates and (B.6) hold for all 1 6 k 6 MT+n
it follows
An ∩Bn ∩Cn ⊂
{
5σ2m 6 18σ̂2m 6 44σ2m and 4∆Tm 6 9∆̂m 6 16∆Tm, ∀1 6 m 6 MT+n
}
.
From Λ̂m = max16k6m
log(‖[̂T ]−1k ‖2s∨(k+2))
log(k+2) it is easily seen that (4/9) 6 ∆̂m/∆Tm 6 (16/9)
implies 1/2 6 (1 + log(9/4))−1 6 Λ̂m/ΛTm 6 (1 + log(16/9)) 6 2. Taking into ac-
count the last estimates and the definitions penm = κσ2mm∆TmΛTmn−1 and p̂enm =
11κσ̂2mm∆̂mΛ̂mn−1 we obtain
An ∩ Bn ∩ Cn ⊂
{
penm 6 p̂enm 6 99 penm, ∀1 6 m 6 MT+n
}
. (B.7)
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On the other hand, by exploiting successively (B.6) and Lemma B.6 we have
An∩Bn∩Cn ⊂
49 6
‖[̂T ]−1m ‖2s
‖[T ]−1m ‖2s
6 94 , ∀1 6 m 6 (M
T+
n +1)
 ⊂
{
MT−n 6 M̂ 6 MT+n
}
.
(B.8)
From (B.7) and (B.8) follows the assertion of the lemma, which completes the proof.
Lemma B.8. For all m,n > 1 with √n > (4/3)‖[T ]−1m ‖s we have fm ⊂ Ωm.
Proof of Lemma B.8. We observe that ‖[̂T ]−1m ‖s 6 (4/3)‖[T ]−1m ‖s due to the usual
Neumann series argument, if ‖[T ]−1m ‖s‖[Ξ]m‖s 6 1/4, and consequently fm ⊂ Ωm when-
ever
√
n > (4/3)‖[T ]−1m ‖s, which proves the lemma.
Lemma B.9. Let g = Tf and for each m ∈ N define fm ∈ Um with [fm]m := [T ]−1m [g]m.
Given sequences f and t satisfying Assumption A.5, for each f ∈ F rf and T ∈ T d,Dt we
obtain
sup
m>1
f−1m ‖f − fm‖2Z 6 4D2d2r2, ‖f − fm‖2f 6 4D2d2r2, ‖fm‖2Z 6 4D2d2r2 (B.9)
‖f − fm‖2∞ 6 4τ 2f,∞D2d2r2, ‖f‖2∞ 6 τ 2f,∞r2. (B.10)
Proof of Lemma B.9. The proof of (B.9) can be found in Johannes and Schwarz
[2011]. Exploiting ‖h‖2∞ 6 ‖
∑
j>1 fju
2
j‖∞‖h‖2f 6 τ 2f,∞‖h‖2f and (B.9) we obtain (B.10),
which completes the proof.
C Proof of Theorem 3.1
We assume throughout this section that {(Yi, Zi,Wi)}ni=1 is an independent and identi-
cally distributed sample of the random vector (Y, Z,W ) obeying the model equations
(1.1a–1.1b). We shall prove below the Propositions C.1 and C.2 which are used in the
proof of Theorem 3.1. In the proof the propositions we refer to three technical Lemma
(C.3 – C.5) which are shown in the end of this section. Moreover, we make use of
functions ΨT ,Φ1n,Φ2n,ΦT3n,ΦT4n,ΦT5n : R+ → R defined by
ΨT (x) =
∑
m>1 x‖[T ]
−1
m ‖2s exp(−mΛTm/(6x)),
Φ1n(x) = xn exp(−bn1/4c log(n)/(6x)),
Φ2n(x) = n7/6x2 exp(−n1/6/(100x)),
ΦT3n(x) = n3 exp(−n(∆TMT+n )
−1/(25600x2)),
ΦT4n(x) = n3 exp(−n(∆TMT+n +1)
−1/(6400x))
ΦT5n(x) = xn exp(−MT+n log(n)/(6x)). (C.1)
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We shall emphasise that each function in (C.1) is non decreasing in x and for all
x > 0, ΨT (x) < ∞, Φ1n(x) = o(1) and Φ2n(x) = o(1) as n → ∞. Moreover, if
log(n)(MT+n +1)2∆TMT+n +1 = o(n) as n→∞ then there exists an integer no := no(T, τ∞)
depending on T and τ∞ only such that
1 > sup
n>no
{
1024τ 4∞(1 + Γf∞/σξ
)2
(MT+n +1)2∆TMT+n +1n
−1}, (C.2)
and we have also for all x > 0, ΦT3n(x) = o(1), ΦT4n(x) = o(1) and ΦT5n(x) = o(1) as
n→∞. Consequently, under Assumption A.1 and A.2 there exists a finite constant Σf
such that for all n > 1,
Σf >
{
n2o
∨
n3 exp(−n1/6/50)∨ΨT(1+Γf∞/σξ)∨Φ1n(1+Γf∞/σξ)∨Φ2n(1+Γf∞/σξ)∨
ΦT5n
(
1 + Γf∞/σξ
)∨
ΦT3n(1 + Γf∞/σξ)
∨
ΦT4n(‖pZ,W‖∞)∨
E(ξ/σξ)8
∨
(Γf∞/σξ)8
∨
(τ∞/σξ)2E(ξ/σξ)12
}
. (C.3)
Proof of Theorem 3.1. We start the proof with the observation that (pen1, . . . , penM̂)
is by construction a non-decreasing sub-sequence. Therefore, we can apply Lemma 2.1
in Comte and Johannes [2012] which in turn implies for all 1 6 m 6 M̂ that
‖f̂m̂ − f‖2Z 6 85[b2m(f) ∨ p̂enm] + 42 max
m6k6M̂
(
‖f̂k − fk‖2Z − p̂enk /6
)
+
(C.4)
where (x)+ := max(x, 0). Having the last bound in mind we decompose the risk E‖f̂m̂−
f‖2Z with respect to the event En defined in (A.2) on which the quantities p̂enm and M̂
are close to their theoretical counterparts penm, MT−n and MT+n defined in (A.1). To be
precise, we consider the elementary identity
E‖f̂m̂ − f‖2Z = E
(
1En‖f̂m̂ − f‖2Z
)
+ E
(
1Ecn‖f̂m̂ − f‖2Z
)
(C.5)
where we bound the two right hand side (rhs) terms separately. The second rhs term
we bound with help of Proposition C.2, which leads to
E‖f̂m̂ − f‖2Z 6 E
(
1En‖f̂m̂ − f‖2Z
)
+ C n−1 τ 2∞(1 + σ2ξ + Γ
f
2)Σf . (C.6)
Consider the first rhs term. On the event En the upper bound given in (C.4) implies
‖f̂m̂−f‖2Z1En 6 582 min
16m6MT−n
{[b2m(f)∨penm]}+42 max
16k6MT+n
(
‖f̂k − fk‖2Z − penk /6
)
+
.
Keeping in mind that penk = 144τ 2∞σ2kδTk n−1 with δTk = kΛTk∆Tk and σ2k 6 2(σ2ξ + 3Γf2)
we derive in Proposition C.1 below an upper bound for the expectation of the second
rhs term, the remainder term, in the last display. Thereby, we obtain
E
(
1En‖f̂m̂ − f‖2Z
)
6 C τ 2∞(1 + σ2ξ + Γf2){ min
16m6MT−n
{[b2m(f) ∨ n−1δTm]}+ n−1 Σf}.
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Replacing in (C.6) the first rhs by the last upper bound we obtain the assertion of the
theorem, which completes the proof.
Proposition C.1. Under the assumptions of Theorem 3.1 there exists a numerical
constant C such that for all n > 1
E
{
max
16k6MT+n
(
‖f̂m − fm‖2Z − 24τ 2∞mn−1σ2mΛTm∆Tm
)
+
}
6 Cn−1τ 2∞(1 + σ2ξ + Γf2)Σf .
Proof of Proposition C.1. We start the proof with the observation that ‖f̂m −
fm‖2Z1Ωm1fm 6 2‖[T ]−1m ‖2s‖[V ]m‖2 and ‖f̂m − fm‖2Z1Ωm1fcm 6 n‖[V ]m‖21fcm, and hence
‖f̂m − fm‖2Z 6 2‖[T ]−1m ‖2s‖[V ]m‖2 + n‖[V ]m‖21fcm + ‖fm‖2Z1Ωcm.
Since (∆Tm)m>1 as in (A.1) satisfies ∆Tm > ‖[T ]−1m ‖2s and ‖[V ]m‖21fcm 6 ‖[V ]MT+n ‖2
∑MT+n
m=1 1fcm
we obtain
E
{
max
16m6MT+n
(
‖f̂m − fm‖2Z − 24τ 2∞mn−1σ2mΛTm∆Tm
)
+
}
6 2E
{
max
16m6MT+n
‖[T ]−1m ‖2s
(
‖[V ]m‖2 − 12τ 2∞mn−1σ2mΛTm
)
+
}
+ E
{
n
(
‖[V ]MT+n ‖2 − 12τ 2∞MT+n n−1σ2MT+n log(n)
)
+
}
+ 12τ 2∞MT+n σ2MT+n log(n)P (
MT+n⋃
k=1
fck) + max
16m6MT+n
‖fm‖2ZP (
MT+n⋃
k=1
Ωck) (C.7)
where we bound separately each of the four rhs terms. In order to bound the first
and second rhs term we employ (C.14) in Lemma C.4 with K = MT+n and sequence
a = (am)m>1 given by am = ‖[T ]−1m ‖2s and am = n1{m = MT+n }, respectively. Keeping in
mind that in both cases a(K)K2 6 n3/2 there exists a numerical constant C > 0 such
that
E
{
max
16m6MT+n
(
‖f̂m − fm‖2Z − 24τ 2∞mn−1σ2mΛTm∆Tm
)
+
}
6 Cn−1τ 2∞
{
σ2ξΨT (1+Γf∞/σξ)+σ2ξΦ2n(1+Γf∞/σξ)+σ2ξΦT5n(1+Γf∞/σξ)+E(ξ/σξ)12}
+ 6τ 2∞MT+n σ2MT+n log(n)P (
MT+n⋃
k=1
fck) + max
16m6MT+n
‖fm‖2ZP (
MT+n⋃
k=1
Ωck)
with ΨT , Φ2n and ΦT5n as in (C.1), i.e., ΨT (x) =
∑
m>1 x‖[T ]−1m ‖2s exp(−mΛTm/(6x)),
Φ2n(x) = n7/6x2 exp(−n1/6/(100x)) and ΦT5n(x) = xn exp(−MT+n log(n)/(6x)), x > 0.
Exploiting that σ2m 6 2(σ2ξ + 3Γf2), MT+n log(n) 6 n and max16m6MT+n ‖fm‖2Z 6 Γ
f
2 ,
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replacing the probability P (⋃MT+nk=1 Ωck) and P (⋃MT+nk=1 fck) by its upper bound given in
(C.13) and (C.10) in Lemma C.3, respectively, and employing the definition of Σf as in
(C.3) we obtain the result of the proposition, which completes the proof.
Proposition C.2. Under the assumptions of Theorem 3.1 there exists a numerical
constant C such that for all n > 1
E
(
‖f̂m̂ − f‖2Z1Ecn
)
6 C n−1 τ 2∞(1 + σ2ξ + Γf2)Σf .
Proof of Proposition C.2. We start the proof with the observation that ‖f̂m −
fm‖2Z1Ωm 6 n‖[V ]m‖2 6 n‖[V ]M‖2 for all 1 6 m 6 M := bn1/4c, and hence ‖f̂m −
f‖2Z1Ωm 6 3n‖[V ]M‖2 + 6Γf2 where Γf2 > ‖f‖2Z ∨ supm>1‖fm‖2Z which together with
m̂ 6M implies
E
(
‖f̂m̂ − f‖2Z1Ecn
)
6 3E
{
n
(
‖[V ]M‖2 − 12τ 2∞σ2MM log(n)n−1
)
+
}
+ {36τ 2∞Mσ2M log(n) + 6Γf2}P (Ecn) (C.8)
where we bound separately the two rhs terms. In order to bound the first rhs term we
employ (C.14) in Lemma C.4 with sequence a = (am)m>1 given by am = n1{m = K} and
K = M where K2a(K) 6 n3/2. Thereby, there exists a numerical constant C > 0 such
that
E
(
‖f̂m̂−f‖2Z1Ecn
)
6 Cn−1τ 2∞
{
σ2ξΦ1n
(
1+Γf∞/σξ
)
+σ2ξΦ2n
(
1+Γf∞/σξ
)
+E(ξ/σξ)12
}
+ {36τ 2∞Mσ2M log(n) + 6Γf2}P (Ecn)
with Φ1n and Φ2n as in (C.1), i.e., Φ1n(x) = xn exp(−bn1/4c log(n)/(6x)) and Φ2n(x) :=
n7/6x2 exp(−n1/6/(100x)), x > 0. Exploiting further the definition of Σf as in (C.3) and
that σ2M 6 2{σ2ξ + 3Γf2} and M log(n) 6 n the result of the proposition follows now by
replacing the probability P (Ecn) by its upper bound given in (C.12) in Lemma C.3, which
completes the proof.
Lemma C.3. Under the assumptions of Theorem 3.1 there exists a numerical constant
C such that for all n > 1
P
(
Acn) = P
(
{1/2 6 σ̂2Y /σ2Y 6 3/2}c
)
6 C Σf n−2, (C.9)
P
(
Bcn
)
= P
(MT+n +1⋃
m=1
fcm
)
6 C Σf n−2, (C.10)
P
(
Ccn
)
6 C Σf n−2, (C.11)
P
(
Ecn
)
6 C Σf n−2, (C.12)
P
(MT+n⋃
m=1
Ωm
)
6 C Σf n−2. (C.13)
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Proof of Lemma C.3. Consider (C.9). Since Y 21 /σ2Y − 1, . . . , Y 2n /σ2Y − 1 are indepen-
dent and and centred random variables with E
∣∣∣Y 2i /σ2Y − 1∣∣∣4 6 Cσ−8Y E|Y |8 it follows
from Theorem 2.10 in Petrov [1995] that E
∣∣∣n−1∑ni=1 Y 2i /σ2Y − 1∣∣∣4 6 Cn−2σ−8Y E|Y |8
where σY > σξ and E|Y |8 6 C(E(ξ)8 + (Γf∞)8) with Γf∞ > ‖µ‖∞ ∨ ‖f‖∞. Employ-
ing Markov’s inequality and the last bounds we obtain P
(
|n−1∑ni=1 Y 2i /σ2Y − 1| >
1/2
)
6 Cn−2(E(ξ/σξ)8 + (Γf∞/σξ)8). Thereby, the assertion (C.9) follows from the
last bound by employing the definition of Σf given in (C.3) and by exploiting that
{1/2 6 σ̂2Y /σ2Y 6 3/2}c ⊂ {|n−1
∑n
i=1 Y
2
i /σ
2
Y − 1| > 1/2}. Consider (C.10)–(C.12). Let
a be a sequence given by am = ‖[T ]−1m ‖2s where a(m) = ∆Tm and no an integer satisfying
C.2, that is, n > 1024τ 4∞(1 + Γf∞/σξ)2(MT+n +1)2∆TMT+n +1 for all n > no. We distinguish
in the following the cases n 6 no and n > no. Consider (C.10). Obviously, we have
P
(
Bcn
)
6 n−2n2o for all 1 6 n 6 no. On the other hand, given n > no and, hence
n > 256τ 4∞(MT+n +1)2∆TMT+n +1 = 4c
−2τ 4∞K
2a(K) with sequence a = (‖[T ]−1m ‖2s)m>1, inte-
ger K = MT+n +1 and constant c = 1/8 we obtain from (C.23) in Lemma C.5 for all
1 6 m 6 (MT+n +1)
P(fcm) = P(‖[T ]−1m ‖2s‖[Ξ]m‖2s > 1/16) 6 3 exp
[ −n
6400‖pZ,W‖∞∆TMT+n +1
∨ −n
1/2
50
]
and hence, given ΦT4n as in (C.1) and MT+n +1 6 n it follows
P
(
Bcn
)
6 (MT+n +1) max
16m6(MT+n +1)
P(fcm) 6 3 n−2 ΦT4n(‖pZ,W‖∞)∨{n3 exp(−n1/2/50)}.
By combination of the two cases and employing the definition of Σf given in (C.3) we
obtain (C.10). The proof of (C.11) follows a long the lines of the proof of (C.10)
using (C.15) in Lemma C.4 rather than (C.23) in Lemma C.5. Precisely, if 1 6
n 6 no we have P (Ccn) 6 n−2n2o, while given n > no and, hence n > 1024τ 2∞(1 +
Γf∞/σξ)2(MT+n +1)∆TMT+n +1 = 4c
−2τ 2∞(1 + Γf∞/σξ)2Ka(K) with sequence am = ‖[T ]−1m ‖2s,
integer K = MT+n and constant c = 1/16 from (C.15) in Lemma C.4 we obtain for all
1 6 m 6 MT+n
P(‖[T ]−1m [V ]m‖2 > 18(‖fm‖2Z + σ2Y )) 6 P(am‖[V ]m‖2 > 16c2{2‖fm‖2Z + 2σ2Y })
6 3 exp
[ −n
25600(1 + Γf∞/σξ)2∆TMT+n
∨ −n
1/6
50
]
+ 32(τ 2∞/σ2ξ )E(ξ/σξ)12 n−3.
Exploiting the definition of ΦT3n given in (C.1) implies P
(
Ccn
)
6 3{n3 exp(−n1/6/50)} ∨
ΦT3n(1 + Γf∞/σξ)n−2 + 32(τ 2∞/σ2ξ )E(ξ/σξ)12n−2 The assertion (C.11) follows employing
the definition of Σf given in (C.3). Consider (C.12). Due to Lemma B.7 it holds
P
(
Ecn
)
6 P
(
Acn
)
+P
(
Bcn
)
+P
(
Ccn
)
. Therefore, the assertion (C.12) follows from (C.9)–
(C.11). Consider (C.13). We distinguish again the two cases n 6 no and n > no, where
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P
(⋃MT+n
m=1 Ωcm
)
6 n−2n2o for all 1 6 n 6 no. On the other hand, for all n > no we have
n > (16/9)∆TMT+n +1 > (16/9)‖[T ]
−1
m ‖2s for all 1 6 m 6 MT+n , and hence from Lemma
B.8 follows ⋃MT+nm=1 Ωcm ⊂ ⋃MT+nm=1 fcm ⊂ Bcn for all n > no. Thereby, (C.10) implies (C.13)
for all n > no. By combination of the two cases we obtain (C.13), which completes the
proof.
Lemma C.4. Given a non negative sequence a := (am)m∈N let Λam := Λm(a) as in
(2.3), a(K) := max16m6K am, for any x > 0, Φn(x) := n7/6x2 exp(−n1/6/(100x)) and
Ψa(x) :=
∑
m>1 x
2am exp(−mΛam/(6x2)) < ∞, which by construction always exists. If
a(K)K
2 6 n3/2 and Γf∞ > supm>1‖µ + f − fm‖∞ < ∞ then there exists a numerical
constant C such that
E
(
max
16m6K
am[‖[V ]m‖2 − 12τ 2∞σ2mmΛamn−1]
)
+
6 Cn−1τ 2∞
{
σ2ξΨa
(
1 + Γf∞/σξ
)
+ σ2ξΦn
(
1 + Γf∞/σξ
)
+ E(ξ/σξ)12
}
(C.14)
Moreover, if n > 4c−2(1 + Γf∞/σξ)2τ 2∞Ka(K) for c > 0 then for all 1 6 m 6 K holds
P
(
am‖[V ]m‖2 > 16c2{2σ2Y + 2‖fm‖2Z}
)
6 3 exp
[ −nc2
100(1 + Γf∞/σξ)2a(K)
∨ −n
1/6
50
]
+ (8c2)−1(τ 2∞/σ2ξ )E(ξ/σξ)12 n−3. (C.15)
Proof of Lemma C.4. We intend to apply Talagrand’s inequalities given in Lemma
B.1 employing the identity ‖[V ]m‖2 = supt∈Bm |νt|2 where Bm := {t ∈ Um : ‖t‖Z 6 1}and
νt(ξ, Z,W ) =
∑m
j=1(ξ+µ(Z,W ) + f(Z)− fm(Z))[t]jvj(W ) where ε = ξ+µ(Z,W ) and ξ
and (Z,W ) are independent. A direct application, however, is not possible since ξ and
hence, νt are generally not uniformly bounded in ξ. Therefore, let us introduce ξb :=
ξ1
{
|ξ| 6 σξn1/3
} − Eξ1{|ξ| 6 σξn1/3} and ξu := ξ − ξb. Setting νbt (ξ, Z,W ) := νt(ξb, Z,W )
and νut := νt− νbt =
∑m
j=1 ξ
u[t]jvj(W ) we have obviously νt = νtb + νtu. Considering first
the assertion (C.14) it follows
E
(
max
16m6K
{
am[‖[V ]m‖2 − 12τ 2∞σ2mmΛamn−1]
})
+
6 2E
(
max
16m6K
{am[ sup
t∈Bm
|νtb|2 − 6τ 2∞σ2mmΛamn−1]}
)
+
+ 2a(K)E( sup
t∈BK
|νtu|2) (C.16)
where we bound separately each rhs term. Consider the second rhs term. Keeping in
mind that E|ξ|21{|ξ|2 > η2} 6 η−10E(|ξ|12) for any η > 0 and σ2ξ = E|ξ|2 by employing
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successively the independence of the sample, Assumption A.2 and a(K)K 6 n3/2 we
obtain
a(K)E sup
t∈BK
|νtu|2 6 n−1τ 2∞a(K)KE[|ξ|21{|ξ| > σξn1/3}] 6 τ 2∞n−1E(ξ/σξ)12. (C.17)
The first rhs term of (C.16) we bound employing Talagrand’s inequality (B.1) given in
Lemma B.1. To this end, we need to compute the quantities h, H and v verifying the
three required inequalities. Employing |ξb| 6 2σξn1/3 and Assumption A.2 we obtain
sup
t∈Bm
‖νbt ‖∞ = sup
ξ,Z,W
∣∣∣(ξb + µ(Z,W ) + f(Z)− fm(Z))2 m∑
j=1
v2j (W )
∣∣∣1/2
6 {σξn1/3 + ‖µ + f − fm‖∞}τ∞m1/2 =: h. (C.18)
Employing in addition the independence of the sample, the independence between ξ
and (Z,W ) implying E(ξb + µ(Z,W ) + f(Z)− fm(Z))2 6 E(ξ)2 + E(µ(Z,W ) + f(Z)−
fm(Z))2 = E(Y − fm(Z))2 6 σ2m, and Λam > 1 the quantity H is given by
E sup
t∈Bm
|νtb|2 6 n−1E(ξb+µ(Z,W )+f(Z)−fm(Z))2
m∑
j=1
v2j (W ) 6 τ 2∞E(Y−fm(Z))2mn−1
6 τ 2∞2(E(Y )2 + ‖fm‖2Z)mn−1 6 τ 2∞σ2mmΛamn−1 =: H2. (C.19)
It remains to calculate the third quantity v. Using successively the independence of ξ
and (Z,W ) and the uniform distribution of W we obtain
sup
t∈Bm
n−1
n∑
i=1
Var(νt(ξbi , Zi,Wi) 6 sup
t∈Bm
Eν2t (ξb, Z,W )
= sup
t∈Bm
E(ξb)2E(
m∑
j=1
vj(W )[t]j)2 + sup
t∈Bm
E([µ(Z,W ) + f(Z)− fm(Z)]
m∑
j=1
vj(W )[t]j)2
6 σ2ξ + ‖µ + f − fm‖2∞ =: v. (C.20)
Evaluating (B.1) of Lemma B.1 with h, H, v given by (C.18), (C.19) and (C.20), re-
spectively, and exploiting τ 2∞σ2m > σ2ξ and ‖µ+ f − fm‖∞ 6 Γf∞ it follows
E
(
max
16m6K
{am[ sup
t∈Bm
|νbt |2 − 6τ 2∞mn−1σ2mΛam]}
)
+
6 Cn−1
K∑
m=1
am
{
σ2ξ (1 + Γf∞/σξ)2 exp
(
− mΛ
a
m
6(1 + Γf∞/σξ)2
)
+ τ 2∞σ2ξ (1 + (Γf∞/σξ))2mn−2+2/3 exp
(
− n1/6/[100(1 + Γf∞/σξ)]
)}
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Since a(K)K2 6 n3/2 and exploiting the definition of Ψa and Φn we conclude
E
(
max
16m6K
{am[ sup
t∈Bm
|νbt |2 − 6τ 2∞mn−1σ2mΛam]}
)
+
6 Cn−1{σ2ξΨa(1 + Γf∞/σξ) + τ 2∞σ2ξΦn(1 + Γf∞/σξ)}.
We obtain the assertion (C.14) by replacing in (C.16) the last bound and (C.17).
Consider now (C.15). From ‖[V ]m‖ 6 supt∈Bm |νtb| + supt∈Bm |νtu|, supt∈Bm |νtu| 6
supt∈BK |νtu| and am 6 a(K) follows for all 1 6 m 6 K
P
(
‖[V ]m‖ > 4ca−1/2m
)
6 P
(
sup
t∈Bm
|νtb| > 2ca−1/2m
)
+P
(
sup
t∈BK
|νtu| > 2ca−1/2(K)
)
(C.21)
where we bound separately each rhs term. Consider the second rhs term. Applying
successively Markov’s inequality, a(K)K 6 n and (C.17) we obtain
P
(
sup
t∈BK
|νtu| > 2ca−1/2(K)
)
6 (2c)−2a(K)E sup
t∈BK
|νtu|2 6 (2c)−2τ 2∞n−3E(ξ/σξ)12
(C.22)
The first rhs term of (C.21) we bound employing Talagrand’s inequality (B.2) given in
Lemma B.1 with h, H, v as in by (C.18)–(C.20), respectively. Thereby, for all λ > 0 we
have
P
(
sup
t∈Bm
|νtb| > 2{2σ2Y + 2‖fm‖2Z}1/2m1/2τ∞n−1/2 + λ
)
6 3 exp
[ −nλ2
100(σξ + Γf∞)2
∨ −n
2/3λ
100(σξ + Γf∞)τ∞m1/2
]
.
Since n > 4c−2(1+Γf∞/σξ)2τ 2∞Ka(K) > 4c−2τ 2∞mam, letting λ := c{2σ2Y +2‖fm‖2Z}1/2a−1/2m
and using {2σ2Y + 2‖fm‖2Z}1/2 > σξ, am 6 a(K) and n1/2c > 2(1 + Γf∞/σξ)τ∞K1/2a1/2(K) we
obtain
P
(
sup
t∈Bm
|νtb| > 2c{2σ2Y + 2‖fm‖2Z}1/2a−1/2m
)
6 3 exp
[ −nc2
100(1 + Γf∞/σξ)2a(K)
∨ −n
1/6
50
]
We obtain the assertion (C.15) by replacing in (C.21) the last bound and (C.22), which
completes the proof.
Lemma C.5. Let a be a non negative sequence and a(K) := max16m6K am. If n >
4c−2τ 4∞K2a(K) for c > 0 then for all 1 6 m 6 K holds
P
(
am‖[Ξ]m‖2s > 4c2
)
6 3 exp
[ −nc2
100‖pZ,W‖∞a(K) ∨
−n1/2
50
]
(C.23)
where pZ,W denotes the joint density of Z and W .
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Proof of Lemma C.5. We are going to apply Talagrand’s inequality (B.2) in Lemma
B.1 using supt∈Bm2 |νt(x)|2 =
∑m
j,l=1[Ξ]2j,l > ‖[Ξ]m‖2s where νt(Z,W ) =
∑m
j,l=1[t]j,luj(Z)vl(W ).
Therefore, we compute next the quantities h, H and v verifying the three required in-
equalities. Exploiting the independence and identical distribution of the sample and
Assumption A.2 we obtain
E[ sup
t∈Bm2
|νt|2] 6 1
n
m∑
j,l=1
E
(
u2j(Z1)v2l (W1)
)
6 m
2
n
τ 4∞ =: H2, (C.24)
sup
t∈Bm2
‖νt‖2∞ = sup
z,w
m∑
j,l=1
u2j(z)v2l (w) 6 m2τ 4∞ =: h2, (C.25)
sup
t∈Bm2
1
n
n∑
i=1
Var
(
νt(Zi,Wi)
)
6 ‖pZ,W‖∞ sup
t∈Bm2
‖[t]m‖2 = ‖pZ,W‖∞ =: v. (C.26)
Evaluating (B.2) of Lemma B.1 with h, H, v given by (C.24)–(C.26), respectively, for
any λ > 0 we have
P
(
sup
t∈Bm2
|νt| > 2mτ 2∞n−1/2 + λ
)
6 3 exp
[ −nλ2
100‖pZ,W‖∞ ∨
−nλ
100mτ 2∞
]
.
Since n > 4c−2K2a(K)τ 4∞ > 4c−2m2amτ 4∞, 1 6 m 6 K, letting λ := ca−1/2m and using
am 6 a(K) and n1/2c > 2Ka1/2(K)τ 2∞ we obtain
P
(
sup
t∈Bm2
|νt| > 2ca−1/2m
)
6 3 exp
[ −nc2
100‖pZ,W‖∞a(K) ∨
−nc
100τ 2∞Ka
1/2
(K)
]
6 3 exp
[ −nc2
100‖pZ,W‖∞a(K) ∨
−n1/2
50
]
.
A combination of the last bound and supt∈Bm2 |νt(x)| > ‖[Ξ]m‖s implies the assertion,
which completes the proof.
D Proof of Theorem 3.2
Throughout this section we suppose that {(Zi,Wi)}i∈Z is a stationary absolutely regular
process with mixing coefficients (βk)k>0. The sample {(Yi, Zi,Wi)}ni=1 still obeys the
model (1.1a–1.1b) and the Assumption A.1, i.e., {ξi := εi − µ(Zi,Wi)}ni=1 forms an iid.
sample independent of {(Zi,Wi)}ni=1. We shall prove below the Propositions D.1 and
D.2 which are used in the proof of Theorem 3.2. In the proof the propositions we refer to
three technical Lemma (D.3 – D.5) which are shown in the end of this section. Moreover,
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we make use of functions ΨT ,Φ1n,Φ2n,ΦT3n,ΦT4n,ΦT5n : R+ → R defined by
ΨT (x) = Ψ(x) =
∑
m>1 xm
1/2‖[T ]−1m ‖2s exp(−m1/2ΛTm/(48x)),
Φ1n(x) = xn exp(−bn1/8c log(n)/(48x)),
Φ2n(x) = n7/6x2 exp(−n1/6/(200x)),
ΦT3n(x) = n3 exp(−n(MT+n )−1/2(∆TMT+n )
−1/(204800x)),
ΦT4n(x) = n3 exp(−n(MT+n +1)−1(∆TMT+n +1)
−1/(51200x))
ΦT5n(x) = xn exp(−(MT+n )1/2 log(n)/(48x)). (D.1)
We shall emphasise that the functions are non decreasing in x and for all x > 0, ΨT (x) <
∞, Φ1n(x) = o(1) and Φ2n(x) = o(1) as n→∞. Moreover, if log(n)(MT+n +1)2∆TMT+n +1 =
o(n) as n→∞ then there exists an integer no such that
1 > sup
n>no
{
1024τ 4∞(6 + 8(Γf∞/σξ)2B)(MT+n +1)2∆TMT+n +1n
−1}. (D.2)
If in addition qn(MT+n +1)(∆TMT+n +1)
1/2(log n) = o(n2/3) then we have also for all x > 0,
ΦT3n(x) = o(1), ΦT4n(x) = o(1) and ΦT5n(x) = o(1) as n → ∞. Consequently, under
Assumption A.1 and A.2 there exists a finite constant Σf such that for all n > 1,
Σf >
{
n2o
∨
ΨT
(
1+(Γf∞/σξ)2τ∞B1/2
)∨
Φ1n
(
1+(Γf∞/σξ)2τ∞B1/2
)∨
Φ2n
(
1+Γf∞/σξ
)
∨
ΦT3n(1+(Γf∞/σξ)2τ∞B1/2)
∨
ΦT4n(‖pZ,W‖∞B1/2τ 2∞)
∨
ΦT5n
(
1+(Γf∞/σξ)2τ∞B1/2
)
∨
E(ξ/σξ)8
∨
(Γf∞/σξ)8B
∨
(τ∞/σξ)2E(ξ/σξ)12
}
. (D.3)
Proof of Theorem 3.2. The proof follows line by line the proof of Theorem 3.1. By
using Proposition D.2 rather than Proposition C.2 we obtain similar to (C.6) for all
n > 1
E‖f̂m̂ − f‖2Z 6 E
(
1En‖f̂m̂ − f‖2Z
)
+C n−1 τ 2∞{σ2ξ + Γf2}(1 + (Γf∞/σξ)2B)[Σf ∨ n3 exp(−n1/6q−1/100)∨ n4q−1βq+1].
(D.4)
Consider the first rhs term. On the event En defined in (A.2), on which the quantities
p̂enm and M̂ are close to their theoretical counterparts penm, MT−n and MT+n defined in
(A.1), the upper bound given in (C.4) implies
‖f̂m̂ − f‖2Z1En 6 582[b2mn(f) ∨ penmn ] + 42 max
mn6k6MT+n
(
‖f̂k − fk‖2Z − penk /6
)
+
.
Keeping in mind that penk = 288κfnτ 2∞σ2kδTk n−1 with δTk = kΛTk∆Tk , κfn 6 8(1+(Γf∞/σξ)2B)
and σ2k 6 2(σ2ξ + 3Γf2) we derive in Proposition D.1 below an upper bound for the ex-
pectation of the second rhs term, the remainder term, in the last display. Thereby, we
32
obtain
E
(
1En‖f̂m̂−f‖2Z
)
6 C
{
[b2mn(f)∨n−1δTmn ]+n−1[Σf∨n3 exp(−n1/6q−1/100)∨n4q−1βq+1]
}
× τ 2∞(1 + σ2ξ + Γf2)(1 + (Γf∞/σξ)2B).
Replacing in (D.4) the first rhs by the last upper bound we obtain the assertion of the
theorem, which completes the proof.
Proposition D.1. Under the assumptions of Theorem 3.2 there exists a numerical
constant C such that for all 1 6 q 6 n
E
{
max
mn6k6MT+n
(
‖f̂m − fm‖2Z − 48τ 2∞σ2mκfnmΛTm∆Tmn−1
)
+
}
6 C n−1 [Σf ∨n3 exp(−n1/6q−1/100)∨n4q−1βq+1] τ 2∞{σ2ξ +Γf2}(1+(Γf∞/σξ)2B).
Proof of Proposition D.1. The proof follows along the lines of the proof of Propo-
sition C.1. Similarly to (C.7) we have
E
{
max
mn6m6MT+n
(
‖f̂m − fm‖2Z − 48τ 2∞κfnσ2mmΛTm∆Tmn−1
)
+
}
6 2E
{
max
mn6m6MT+n
‖[T ]−1m ‖2s
(
‖[V ]m‖2 − 24τ 2∞κfnσ2mmΛTmn−1
)
+
}
+ E
{
n
(
‖[V ]MT+n ‖2 − 24τ 2∞σ2MT+n κ
f
n MT+n log(n)n−1
)
+
}
+ 24τ 2∞σ2MT+n κ
f
n MT+n log(n)P (
MT+n⋃
k=1
fck) + max
mn6m6MT+n
‖fm‖2ZP (
MT+n⋃
k=1
Ωck)
where we bound separately each of the four rhs terms. Employing (D.12) in Lemma
D.4 with k = mn, K = MT+n , sequence a = (am)m>1 given by am = ‖[T ]−1m ‖2s and
am = n1{m = MT+n }, respectively. Keeping in mind that in both cases a(K)K2 6 n3/2 we
bound the first and second rhs term as follows
E
{
max
mn6m6MT+n
(
‖f̂m − fm‖2Z − 48τ 2∞κfnσ2mmΛTm∆Tmn−1
)
+
}
6 Cn−1τ 2∞
{
σ2ξΨT
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξΦ2n
(
1 + Γf∞/σξ
)
+ σ2ξΦT5n
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξ (1 + Γf∞/σξ)2n7/3q−1βq+1 + E(ξ/σξ)6
}
+ 24τ 2∞κfnσ2MT+n M
T+
n log(n)P (
MT+n⋃
k=mn
fck) + max
mn6m6MT+n
‖fm‖2ZP (
MT+n⋃
k=mn
Ωck)
with ΨT , Φ2n and ΦT5n as in (D.1), i.e., ΨT (x) =
∑
m>1 xm
1/2‖[T ]−1m ‖2s exp(−m1/2ΛTm/(48x)),
Φ2n(x) = n7/6x2 exp(−n1/6/(200x)) and ΦT5n(x) = xn exp(−(MT+n )1/2 log(n)/(48x)), x >
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0. Exploiting that σ2m[MT+n ] 6 2(σ2ξ +3Γf2), κfn 6 8(1+(Γf∞/σξ)2B), MT+n log(n) 6 n and
maxmn6m6MT+n ‖fm‖2Z 6 Γ
f
2 , replacing the probability P (
⋃MT+n
k=mn Ω
c
k) and P (
⋃MT+n
k=mn f
c
k) by
its upper bound given in (D.10) and (D.7) in Lemma D.3, respectively, and employing
the definition of Σf as in (D.3) we obtain the result of the proposition, which completes
the proof.
Proposition D.2. Under the assumptions of Theorem 3.2 there exists a numerical
constant C such that for all 1 6 q 6 n
E
(
‖f̂m̂ − f‖2Z1Ecn
)
6 C n−1[Σf ∨ n3 exp(−n1/6q−1/100) ∨ n4q−1βq+1]
× τ 2∞{σ2ξ + Γf2}(1 + (Γf∞/σξ)2B).
Proof of Proposition D.2. The proof follows along the lines of the proof of Propo-
sition C.2. As in (C.8) with M := bn1/4c and κfn := 8(1 + (Γf∞/σξ)2B) we obtain
E
(
‖f̂m̂ − f‖2Z1Ecn
)
6 3E
{
n
(
‖[V ]M‖2 − 24τ 2∞κfnσ2MM log(n)n−1
)
+
}
+ {72τ 2∞Mκfnσ2M log(n) + 6Γf2}P (Ecn). (D.5)
Considering the first rhs term from (D.12) in Lemma D.4 with sequence a = (am)m>1
given by am = n1{m = K} and k = K = M := bn1/4c where K2a(K) 6 n3/2 it follows that
E
(
‖f̂m̂ − f‖2Z1Ecn
)
6 Cn−1τ 2∞
{
σ2ξΦ1n
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξΦ2n
(
1 + Γf∞/σξ
)
+ σ2ξ (1 + Γf∞/σξ)2n7/3q−1βq+1 + E(ξ/σξ)12
}
+ {72τ 2∞Mκfnσ2M log(n) + 6Γf2}P (Ecn)
with Φ1n and Φ2n as in (D.1), i.e., Φ1n(x) = xn exp(−bn1/8c log(n)/(48x)) and Φ2n(x) :=
n7/6x2 exp(−n1/6/(100x)), x > 0. Exploiting further the definition of Σf as in (D.3) and
that σ2M 6 2{σ2ξ + 3Γf2}, κfn = 8(1 + (Γf∞/σξ)2B) and M log(n) 6 n the result of the
proposition follows now by replacing the probability P (Ecn) by its upper bound given in
(D.9) in Lemma D.3, which completes the proof.
Lemma D.3. Under the assumptions of Theorem 3.2 there exists a numerical constant
34
C such that for all 1 6 q 6 n
P
(
Acn) = P
(
{1/2 6 σ̂2Y /σ2Y 6 3/2}c
)
6 C Σf n−2, (D.6)
P
(
Bcn
)
= P
(MT+n +1⋃
m=1
fcm
)
6 C [Σf ∨ n3 exp(−n1/2q−1/50) ∨ n4q−1βq+1] n−2, (D.7)
P
(
Ccn
)
6 C [Σf ∨ n3 exp(−n1/6q−1/100) ∨ n4q−1βq+1] n−2, (D.8)
P
(
Ecn
)
6 C [Σf ∨ n3 exp(−n1/6q−1/100) ∨ n4q−1βq+1] n−2, (D.9)
P
(MT+n⋃
m=1
Ωm
)
6 C [Σf ∨ n3 exp(−n1/2q−1/50) ∨ n4q−1βq+1] n−2. (D.10)
Proof of Lemma D.3. Consider (D.6). We note that Y = ξ + µ(Z,W ) + f(Z) and
σ2Y = σ2ξ +‖µ+f‖2Z . Thereby, setting η := µ(Z,W )+f(Z) with σ2η := Eη2 = ‖µ+f‖2Z,W ,
where η and ξ are independent, we obtain
P
(
|n−1
n∑
i=1
Y 2i − σ2Y | > σ2Y /2
)
6 P
(
|n−1
n∑
i=1
(ξ2i − σ2ξ )| > σ2Y /6
)
+ P
(
|n−1
n∑
i=1
(η2i − σ2η)| > σ2Y /6
)
+ P
(
|n−1
n∑
i=1
2ηiξi| > σ2Y /6
)
(D.11)
and we bound each rhs term separately. Consider the first rhs term. Since ξ21 −
σ2ξ , . . . , ξ
2
n − σ2ξ are independent and and centred random variables with E(ξ2i − σ2ξ )4 6
CE(ξ)8 it follows from Theorem 2.10 in Petrov [1995] that E(n−1∑ni=1 ξ2i − σ2ξ )4 6
Cn−kE(ξ)8. Employing Markov’s inequality, the last bound and σ2Y > σ2ξ we have
P
(
|n−1∑ni=1 ξ2i −σ2ξ | > σ2Y /6) 6 Cn−2E(ξ/σξ)8. Consider the second rhs term in (D.14).
From Lemma B.4 with h(Z,W ) = {µ(Z,W )+f(Z)}2 = η2 follows E(n−1∑ni=1 η2i−σ2η)4 6
n2‖µ+f‖8∞B and hence, applying Markov’s inequality, σ2Y > σ2ξ and Γf∞ > ‖µ+f‖∞ we
have P
(
|n−1∑ni=1 η2i − σ2η| > σ2Y /6) 6 Cn−2(Γf∞/σξ)8B. It remains to consider the last
rhs term in (D.14). Keeping in mind, that {ξi}ni=1 are iid. and independent of {ηi}ni=1
from Theorem 2.10 in Petrov [1995] follows
E|
n∑
i=1
ηiξi|4 = E(E[|
n∑
i=1
ηiξi|4|η1, . . . , ηn]) 6 n2E(E[|η1ξ1|4|η1, . . . , ηn]) = n2E(η)4E(ξ)4
6 (1/2)n2{E(η)8 + E(ξ)8} 6 (1/2)n2{‖µ + f‖8∞ + E(ξ)8}
and hence, Markov’s inequality, σ2Y > σ2ξ and Γf∞ > ‖µ+f‖∞ imply together P
(
|∑ni=1 ηiξi| >
nσ2Y /12
)
6 Cn−2{(Γf∞/σξ)8 + E(ξ/σξ)8}. Replacing in (D.14) each rhs term by its
respective bound, we obtain P
(
|n−1∑ni=1 Y 2i /σ2Y − 1| > 1/2) 6 Cn−2{(Γf∞/σξ)8 +
E(ξ/σξ)8}. Thereby, the assertion (D.6) follows from the last bound by employing
the definition of Σf given in (D.3) and by exploiting that {1/2 6 σ̂2Y /σ2Y 6 3/2}c ⊂
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{|n−1∑ni=1 Y 2i /σ2Y − 1| > 1/2}. Consider (D.7)–(D.9). Let a be a sequence given
by am = ‖[T ]−1m ‖2s where a(m) = ∆Tm and no an integer satisfying D.2, that is, n >
1024τ 4∞(6+8(Γf∞/σξ)2B)(MT+n +1)2∆TMT+n +1 for all n > no. We distinguish in the follow-
ing the cases n 6 no and n > no. Consider (D.7). Obviously, we have P
(
Bcn
)
6 n−2n2o
for all 1 6 n 6 no. On the other hand, given n > no and, hence n > 512τ 4∞(1 +
4B)(MT+n +1)2∆TMT+n +1 = 8c
−2τ 4∞(1 + 4B)K2a(K) with sequence a = (‖[T ]−1m ‖2s)m>1, in-
teger K = MT+n +1 and constant c = 1/8 we obtain from (D.23) in Lemma D.5 for all
1 6 m 6 (MT+n +1)
P(fcm) = P(‖[T ]−1m ‖2s‖[Ξ]m‖2s > 1/16)
6 6 exp
[ −n
51200τ 2∞‖pZ,W‖∞B1/2(MT+n +1)∆TMT+n +1
∨ −n
1/2
50q
]
+ nq−1βq+1
and hence, given ΦT4n as in (D.1) and MT+n +1 6 n it follows
P
(
Bcn
)
6 (MT+n +1) max
16m6(MT+n +1)
P(fcm)
6 6
{
ΦT4n(τ 2∞‖pZ,W‖∞B1/2) ∨ n3 exp(−n1/2q−1/50) ∨ n4q−1βq+1
}
n−2.
By combination of the two cases and employing the definition of Σf given in (D.3) we ob-
tain (D.7). The proof of (D.8) follows a long the lines of the proof of (D.7) using (D.13) in
Lemma D.4 rather than (D.23) in Lemma D.5. Precisely, if 1 6 n 6 no we have P (Ccn) 6
n−2n2o, while given n > no and, hence n > 1024τ 2∞[6 + 8(Γf∞/σξ)2B](MT+n +1)∆TMT+n +1 =
4c−2τ 2∞2[3 + 4(Γf∞/σξ)2B]Ka(K) with sequence am = ‖[T ]−1m ‖2s, integer K = MT+n and
constant c = 1/16 from (D.13) in Lemma D.4 we obtain for all 1 6 m 6 MT+n
P(‖[T ]−1m [V ]m‖2 > 18(‖fm‖2Z + σ2Y )) 6 P(am‖[V ]m‖2 > 16c2{2‖fm‖2Z + 2σ2Y })
6 6 exp
[ −n
51200(1 + 4(Γf∞/σξ)2τ∞B1/2)(MT+n )1/2∆TMT+n
∨ −n
1/6
100q
]
+ nq−1βq+1 + 64(τ∞/σξ)2n−3E(ξ/σξ)12
Exploiting the definition of ΦT3n given in (D.1) impliesP
(
Ccn
)
6 6{n3 exp(−n1/6q−1/100)}∨
ΦT3n(1 + (Γf∞/σξ)2τ∞B1/2)n−2 + nq−1βq+1 + 64(τ 2∞/σ2ξ )E(ξ/σξ)12n−2 The assertion (D.8)
follows employing the definition of Σf given in (D.3). Due to Lemma B.7 it holds
P
(
Ecn
)
6 P
(
Acn
)
+P
(
Bcn
)
+P
(
Ccn
)
. Therefore, the assertion (D.9) follows from (D.6)–
(D.8). Consider (D.10). We distinguish again the two cases n 6 no and n > no, where
P
(⋃MT+n
m=1 Ωcm
)
6 n−2n2o for all 1 6 n 6 no. On the other hand, for all n > no we have
n > (16/9)∆TMT+n +1 > (16/9)‖[T ]
−1
m ‖2s for all 1 6 m 6 MT+n , and hence from Lemma
B.8 follows ⋃MT+nm=1 Ωcm ⊂ ⋃MT+nm=1 fcm ⊂ Bcn for all n > no. Thereby, (D.7) implies (D.10)
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for all n > no. By combination of the two cases we obtain (D.10), which completes the
proof.
Lemma D.4. Given a non negative sequence a := (am)m∈N let Λam := Λm(a) as in
(2.3), a(m) := max16k6m ak, for any x > 0, Φn(x) := n7/6x2 exp(−n1/6/(200x)) and
Ψa(x) :=
∑
m>1 xm
1/2am exp(−m1/2Λam/(48x)) < ∞, which by construction always ex-
ists. If B > 2∑∞k=0(k + 1)βk, supm>1‖µ + f − fm‖∞ 6 Γf∞ < ∞, a(K)K2 6 n3/2,
Mk := b(σξ/Γf∞)2ΓZWkc and κfn > 2[3 + 4(Γf∞/σξ)2
∑
j>Mk βj] then there exists a finite
numerical constant C > 0 such that
E
(
max
k6m6K
am[‖[V ]m‖2 − 24τ 2∞κfnσ2mmΛamn−1]
)
+
6 Cn−1τ 2∞
{
σ2ξΨa
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξΦn
(
1 + Γf∞/σξ
)
+ σ2ξ (1 + Γf∞/σξ)2n17/6q−1βq+1 + E(ξ/σξ)12
}
(D.12)
Moreover, if n > 4c−2τ 2∞2[3 + 4(Γf∞/σξ)2B]Ka(K) and c > 0 then for all 1 6 m 6 K
holds
P
(
am‖[V ]m‖2 > 16c2{σ2Y + ‖fm‖2Z}
)
6 6 exp
[ −nc2
200{1 + 4(Γf∞/σξ)2τ∞B1/2}K1/2a(K)
∨ −n
1/6
100q
]
+ nq−1βq+1 + (2c)−2(τ∞/σξ)2n−3E(ξ/σξ)12. (D.13)
Proof of Lemma D.4. The proof follows a long the lines of the proof of Lemma C.4
and, hence recall the decomposition (C.16), where the second rhs term is still bound
by (C.17) employing that {ξi}ni=1 forms an iid. sample independent of the instruments
{Wi}ni=1. Precisely, we have
E
(
max
k6m6K
{
am[‖[V ]m‖2 − 24τ 2∞σ2mmΛamn−1]
})
+
6 2E
(
max
k6m6K
{am[ sup
t∈Bm
|νtb|2 − 12τ 2∞σ2mmΛamn−1]}
)
+
+ τ 2∞n−1E(ξ/σξ)12. (D.14)
Therefore, it remains to consider the first rhs term in (D.14). Consider (Zi,Wi)i>1 =
(El, Ol)l>1 and (Z⊥i ,W⊥i )i>1 = (E⊥l , O⊥l )l>1 obeying the coupling properties (P1), (P2)
and (P3). Moreover, introduce analogously (ξbi )i>1 = (~ξ bel , ~ξ bol )l>1. Setting ~vt(~e, ~z, ~w) =
q−1
∑q
i=1 vt(ei, zi, wi) for n = 2pq follows
νt
b = 12
{
1
p
p∑
l=1
{~vt(~ξ bel , El)−E~vt(~ξ bel , El)}+1p
p∑
l=1
{~vt(~ξ bol , Ol)−E~vt(~ξ bol , Ol)}
}
=: 12{νtbe+νtbo}.
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Considering the random variables (Z⊥i ,W⊥i )i>1 = (E⊥l , O⊥l )l>1 rather than (Zi,Wi)i>1 =
(El, Ol)l>1 we introduce in addition νtb
⊥ = 12{νtbe
⊥ + νtbo
⊥}. Keeping in mind that νtbe
and νtbo (respectively, νtbe
⊥ and νtbo
⊥) are identically distributed, the first rhs term in
(D.14) is bounded by
E
(
max
k6m6MT+n
{am[ sup
t∈Bm
|νtb|2 − 12τ 2∞κfnσmmΛamn−1]}
)
+
6 2E
(
max
k6m6MT+n
{am[ sup
t∈Bm
|νtbe⊥|2 − 6τ 2∞κfnσmmΛamn−1]}
)
+
+ 2aKE
(
sup
t∈BK
|νtbe⊥ − νtbe|2
)
+
(D.15)
where we consider separately each rhs term starting with the second. From |νtbe⊥ −
νt
be| = |p−1∑pl=1{~vt(~ξ bel , E⊥l )− ~vt(~ξ bel , El)}| 6 2‖νbt ‖∞∑pl=1 1{E⊥l 6= El} and by exploiting
the coupling property (P3) and (C.18), n3/2 > Ka(K) and ‖µ + f − fK‖∞ 6 Γf∞ we
obtain
a(K)E
(
sup
t∈BK
|νtbe⊥ − νtbe|2
)
+
6 4a(K) sup
t∈BK
‖νbt ‖2∞pβq+1
6 4{σξn1/3 +‖µ+f−fK‖∞}2τ 2∞Ka(K)pβq+1 6 2σ2ξτ 2∞{1+Γf∞/σξ}2n17/6q−1βq+1
(D.16)
Considering the first rhs term in (D.15) we intend to apply Talagrand’s inequality (B.1)
given in Lemma B.1. The computation of the quantities h, H and v verifying the three
required inequalities is very similar to the calculations given in (C.18)–(C.20). Keeping
in mind that ‖νbet ⊥‖∞ = ‖νbet ‖∞ 6 ‖νbt ‖∞ from (C.18) follows
sup
t∈Bm
‖νbet ⊥‖∞ 6 {σξn1/3 + ‖µ+ f − fm‖∞}τ∞m1/2 =: h. (D.17)
Making use of the coupling properties (P1)-(P3) we observe that {(~ξ bel , E⊥l )}pl=1 are
iid., ~νt(~ξ bel , El) and ~νt(~ξ bel , E⊥l ) are identically distributed, {~ξ bel }pl=1 and {El}pl=1 are
independent, and ~ξ bel has iid. components. Consequently, we have
E sup
t∈Bm
|νtbe⊥|2 = p−1
m∑
j=1
Var
[
q−1
q∑
i=1
{ξ bi + µ(Zi,Wi) + f(Zi)− fm(Zi)}vj(Wi))
]
6 p−1{q−1σ2ξm+ q−2
m∑
j=1
Var
[ q∑
i=1
(µ(Zi,Wi) + f(Zi)− fm(Zi))vj(Wi)
]
(D.18)
Considering the second right hand side term, we apply Lemma B.5, and hence given
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Mk := b(σξ/Γf∞)2ΓZWkc we have for all m > k
m∑
j=1
Var
[ q∑
i=1
(µ(Zi,Wi) + f(Zi)− fm(Zi))vj(Wi)
]
6 qm{τ 2∞‖µ+ f − fm‖2Z,W + 2‖µ+ f − fm‖2∞[ΓZWM/
√
m+ 2τ 2∞
q−1∑
j=M+1
βj]}
6 qm{τ 2∞‖µ + f − fm‖2Z,W + σ2ξ [2 + 4(Γf∞/σξ)2
q−1∑
j=Mk+1
βj]}
Given κfk > 2[3 + 4(Γf∞/σξ)2
∑
j>Mk βj] by combination of the last bound and (D.18) we
obtain for all m > k
E sup
t∈Bm
|νtbe⊥|2 6 n−1mτ 2∞{‖µ+ f − fm‖2Z,W + σ2ξ}κfk 6 τ 2∞{σ2Y + ‖fm‖2Z}κfkmn−1
6 τ 2∞σ2mκfkmΛamn−1 =: H2. (D.19)
Consider finally v. Employing successively (P3), (P1) and Lemma B.3 with B >
2∑∞k=0(k + 1)βk we have
sup
t∈Bm
1
p
p∑
l=1
Var(~νt(~ξ bel , E⊥l )) = sup
t∈Bm
Var
[
q−1
q∑
i=1
νt(ξ bi , Zi,Wi)
]
6
σ2ξ
q
+ sup
t∈Bm
Var
[
q−1
q∑
i=1
{µ(Z,W ) + f(Zi)− fm(Zi)}
m∑
j=1
[t]jvj(Wi)
]
6
σ2ξ
q
+ 4
q
sup
t∈Bm
{‖µ+ f − fm‖2∞{E(
m∑
j=1
[t]jvj(Wi))2}1/2‖
m∑
j=1
[t]jvj‖∞B1/2}
6
σ2ξ
q
+ 4
q
‖µ+ f − fm‖2∞m1/2τ∞B1/2
6 q−1m1/2{σ2ξ + 4‖µ + f − fm‖2∞τ∞B1/2} =: v (D.20)
Evaluating (B.1) of Lemma B.1 with h, H, v given by (D.17), (D.19) and (D.20), respec-
tively, and exploiting κfkτ 2∞σ2m > σ2ξ and ‖µ + f − fm‖∞ 6 Γf∞ there exists a numerical
constant C > 0 such that
E
(
max
k6m6K
{am[ sup
t∈Bm
|νtbe⊥|2 − 6τ 2∞κfkmσ2mΛamn−1]}
)
+
6 Cn−1
K∑
m=k
am
{
σ2ξ (1 + (Γf∞/σξ)2τ∞B1/2)m1/2 exp
(
− m
1/2Λam
48(1 + (Γf∞/σξ)2τ∞B1/2)
)
+ τ 2∞σ2ξ (1 + Γf∞/σξ)2mn−2+2/3 exp
(
− n1/6/[200(1 + Γf∞/σξ)]
)}
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Since a(K)(K)2 6 n3/2 from the definition of Ψa and Φn it follows
E
(
max
k6m6K
{am[ sup
t∈Bm
|νtbe⊥|2 − 6τ 2∞κfkmσ2mΛamn−1]}
)
+
6 Cn−1{σ2ξΨa(1 + (Γf∞/σξ)2τ∞B1/2) + τ 2∞σ2ξΦn(1 + Γf∞/σξ)}.
Replacing in (D.15) the rhs terms by the last bound and (D.16), respectively, we obtain
E
(
max
k6m6K
{am[ sup
t∈Bm
|νtb|2 − 12τ 2∞κfkσmmΛamn−1]}
)
+
6 Cn−1{σ2ξΨa(1 + (Γf∞/σξ)2τ∞B1/2) + τ 2∞σ2ξΦn(1 + Γf∞/σξ)}
+ 4σ2ξτ 2∞(1 + Γf∞/σξ)2n17/6q−1βq+1.
which together with (D.14) implies the assertion (D.12). Consider now (D.13). Following
the proof of (C.15) we make use of the bound (C.21) where as in (C.22) the second rhs
term can still be bounded by applying successively Markov’s inequality, a(K)K 6 n and
(C.17). Thereby, we obtain for all 1 6 m 6 K
P
(
‖[V ]m‖ > 4ca−1/2m
)
6 P
(
sup
t∈Bm
|νtb| > 2ca−1/2m
)
+ (2c)−2τ 2∞n−3E(ξ/σξ)12. (D.21)
Considering the first rhs term we make use of the notations νtb =: 12{νtbe + νtbo} and
νt
b⊥ = 12{νtbe
⊥ + νtbo
⊥} introduced in the proof of (D.12) above, where νtbe and νtbo
(respectively, νtbe
⊥ and νtbo
⊥) are identically distributed. Thereby, we have
P
(
sup
t∈Bm
|νtb| > 2ca−1/2m
)
6 2P
(
sup
t∈Bm
|νtbe| > 2ca−1/2m
)
6 2
[
P( sup
t∈Bm
|νtbe⊥| > 2ca−1/2m ) +P(
p⋃
i=1
E⊥l 6= El)
]
6 2
[
P( sup
t∈Bm
|νtbe⊥| > 2ca−1/2m ) + pβq+1
]
(D.22)
where the last inequality follows from the coupling property (P3). The first rhs term in
the last display we bound employing Talagrand’s inequality (B.2) given in Lemma B.1
with h, H, v as in (D.17)–(D.20), respectively. Thereby, using κf1 = 2[3 + 4(Γf∞/σξ)2B]
we have for all K > m > 1 and for all λ > 0
P
(
sup
t∈Bm
|νtbe⊥| > 2τ∞{σ2Y + ‖fm‖2Z}1/2(κf1)1/2m1/2n−1/2 + λ
)
6 3 exp
[
− p100
(
λ2
q−1m1/2{σ2ξ + 4(Γf∞)2τ∞B1/2}
∧ λ
(σξ + Γf∞)τ∞m1/2n1/3
)]
.
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Since n > 4c−2τ 2∞κf1Ka(K) > 4c−2τ 2∞κf1mam letting λ := c{σ2Y + ‖fm‖2Z}1/2a−1/2m and
using {σ2Y + ‖fm‖2Z}1/2 > σξ, am 6 a(K) and n1/2c > 2(1 + Γf∞/σξ)τ∞K1/2a1/2(K) we obtain
P
(
sup
t∈Bm
|νtbe⊥| > 2c{σ2Y + ‖fm‖2Z}1/2a−1/2m
)
6 3 exp
[
− p100
(
c2σ2ξ
q−1K1/2{σ2ξ + 4(Γf∞)2τ∞B1/2}a(K)
∧ cσξ
(σξ + Γf∞)τ∞K1/2a1/2(K)n1/3
)]
6 3 exp
[ −nc2
200K1/2{1 + 4(Γf∞/σξ)2τ∞B1/2}a(K)
∨ −n
1/6
100q
]
We obtain the assertion (D.13) by replacing successively in (D.22) the first rhs term by
the last bound, the resulting bound is then used in (D.21) to derive the assertion, which
completes the proof.
Lemma D.5. Let a be a non negative sequence with a(m) := max16k6m ak and B >
2∑∞k=0(k+ 1)βk. If n > 8c−2τ 4∞(1 + 4B)K2a(K) for c > 0 then for all 1 6 m 6 K holds
P
(
am‖[Ξ]m‖2s > 4c2
)
6 6 exp
[ −nc2
800‖pZ,W‖∞Ka(K)τ 2∞B1/2
∨−n
1/2
50q
]
+nq−1βq+1 (D.23)
where pZ,W denotes the joint density of Z and W .
Proof of Lemma D.5. The proof follows a long the lines of the proof of Lemma C.5 ap-
plying Talagrand’s inequality (B.2) in Lemma B.1 using supt∈Bm2 |νt(x)|2 =
∑m
j,l=1[Ξ]2j,l >
‖[Ξ]m‖2s where νt(Z,W ) =
∑m
j,l=1[t]j,luj(Z)vl(W ). Consider (Zi,Wi)i>1 = (El, Ol)l>1 and
(Z⊥i ,W⊥i )i>1 = (E⊥l , O⊥l )l>1 which satisfy the coupling properties (P1), (P2) and (P3).
Let ~vt(Ek) =
∑m
j,l=1[t]j,l ~ψj,l(Ek) with ~ψj,l(Ek) = q−1
∑
i∈Ie
k
uj(Zi)vl(Wi), then for n = 2pq
it follows
νt = 12
{
1
p
p∑
l=1
{~vt(El)− E~vt(El)}+ 1p
p∑
l=1
{~vt(Ol)− E~vt(Ol)}
}
=: 12{νet + νot }.
Considering the random variables (Z⊥i ,W⊥i )i>1 rather than (Zi,Wi)i>1 we introduce in
addition νt⊥ = 12{νet
⊥ + νot
⊥}. Keeping in mind that νet and νot (respectively, νet ⊥ and
νot
⊥) are identically distributed, we have
P( sup
t∈Bm2
|νt| > x) 6 2P( sup
t∈Bm2
|νet | > x) 6 2
[
P( sup
t∈Bm2
|νet ⊥| > x) +P(
p⋃
i=1
E⊥l 6= El)
]
6 2
[
P( sup
t∈Bm2
|νet ⊥| > x) + pβq+1
]
(D.24)
where the last inequality follows from the coupling property (P3). The first rhs term
in the last display we bound by applying Talagrand’s inequality (B.2) in Lemma B.1.
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Therefore, we compute next the quantities h, H and v verifying the three required
inequalities. Consider h. Exploiting Assumption A.2 we have
sup
t∈Bm2
‖~vt‖2∞ 6
m∑
j,l=1
‖~vj,l‖2∞ 6
m∑
j,l=1
‖u2j‖∞‖v2l ‖∞ 6 m2τ 4∞ =: h2. (D.25)
Consider H. Let Bq := ∑q−1k=1 βk. Exploiting successively that {~ψj,l(E⊥k )}pk=1 form an iid.
sample, ~ψj,l(E⊥1 ) and ~ψj,l(E1) are identically distributed and Lemma B.2 we obtain
E sup
t∈Bm2
|νet ⊥|2 = p−1
m∑
j,l=1
Var(~ψj,l(E1)) = p−1q−2
m∑
j,l=1
Var
( ∑
i∈Ie1
uj(Zi)vl(Wi)
)
6 2m
2τ 4∞
n
(1 + 4Bq) := H2. (D.26)
Consider v. From Lemma B.3 with h(Z,W ) = ∑mj,l=1[t]jluj(Z)vl(W ) follows
sup
t∈Bm2
1
p
p∑
l=1
Var
(
~νt(E⊥l )
)
6 4q−1 sup
t∈Bm2
E
[
(
m∑
j,l=1
[t]j,luj(Z1)ul(W1))2b(Z1,W1))
]
6 4q−1 sup
t∈Bm2
{E(
m∑
j,l=1
[t]j,luj(Z1)vl(W1))2}1/2‖
m∑
j,l=1
[t]jlujvl‖∞{2
∞∑
k=0
(k + 1)βk}1/2
6 4mq−1τ 2∞‖pZ,W‖∞B1/2 =: v. (D.27)
Evaluating (B.2) of Lemma B.1 with h, H, v given by (D.26)–(D.27), respectively, for
any λ > 0 we have
P
(
sup
t∈Bm2
|νet ⊥| > 2
√
2mτ 2∞(1 + 4Bq)1/2n−1/2 + λ
)
6 3 exp
[ −nλ2
800‖pZ,W‖∞mτ 2∞B1/2
∨ −nλ200qmτ 2∞
]
Since n > 8c−2K2a(K)τ 4∞(1 + 4B) > 8c−2m2amτ 4∞(1 + 4Bq), 1 6 m 6 K, letting
λ := ca−1/2m and using am 6 a(K) and n1/2c > 4τ 2∞Ka
1/2
(K) we obtain
P
(
sup
t∈Bm2
|νt| > 2ca−1/2m
)
6 3 exp
[ −nc2
800‖pZ,W‖∞Ka(K)τ 2∞B1/2
∨ −nc
200qKa1/2(K)τ 2∞
]
6 3 exp
[ −nc2
800‖pZ,W‖∞Ka(K)τ 2∞B1/2
∨ −n
1/2
50q
]
A combination of the last bound, (D.24) and supt∈Bm2 |νt(x)| > ‖[Ξ]m‖s implies the
assertion, which completes the proof.
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E Proof of Theorem 4.1
Let us first recall notations and gather preliminary results used in the sequel. Keeping in
mind the notations given in (2.3) and (2.4) we assume throughout this section T ∈ T d,Dt
and use in addition to (A.1) for all m > 1 and n > 1
∆tm = ∆m(t), Λtm = Λm(t), δtm = m∆tmΛtm,
Mt−n = Mn(4D2t), Mt+n = Mn(t/(4d2)). (E.1)
Recall that under Assumption A.5 for allm > 1 it holdsD−2 6 t−1m ‖[T ]−1m ‖2s 6 D2,D−2 6
∆Tm/∆tm 6 D2, (1 + 2 logD)−1 6 ΛTm/Λtm 6 (1 + 2 logD), and D−2(1 + 2 logD)−1 6
δTm/δ
t
m 6 D2(1 + 2 logD) as well as Mt−n 6 MT−n 6 MT+n 6 Mt+n , for all n > 1. Further-
more, the elements of F rf are bounded uniformly, that is, ‖φ‖2∞ 6 ‖
∑
j>1 fju
2
j‖∞‖φ‖2f 6
τ 2f,∞r
2 for all φ ∈ F rf . The last estimate is used in Lemma B.9 in the Appendix B to show
that for all f ∈ F rf and T ∈ T d,Dt the approximation fm satisfies f−1m b2m(f) 6 4D4r2,
‖f −fm‖∞ 6 2D2τf,∞r and ‖fm‖2Z 6 4D4r2. Thereby, setting Γf2 := ‖µ‖2Z,W ∨4D4r2 and
Γf2 := ‖µ‖∞+(1+2D2)τf,∞r the Assumption A.3 (b) holds with Γf2 := Γf2 and Γf∞ := Γf∞
uniformly for all f ∈ F rf and T ∈ T d,Dt . The proof follows along the lines of the proof of
Theorem 3.1 given in Appendix C. We shall prove below the Propositions E.1 and E.2
which are used in the proof of Theorem 4.1. In the proof the propositions we refer to the
three technical Lemma C.4, C.5 and E.3 which are shown in Appendix C and the end of
this section. Moreover, we make use of functions Ψt,Φt3n,Φt4n,Φt5n : R+ → R defined by
Ψt(x) = D2
∑
m>1 xtm exp(−mΛ
t
m/(6(1 + 2 logD)x)),
Φt3n(x) = n3 exp(−n(∆tMt+n )
−1/(25600D2x2)),
Φt4n(x) = n3 exp(−n(∆tMt+n +1)
−1/(6400D2x))
Φt5n(x) = xn exp(−Mt+n log(n)/(6x)). (E.2)
Note that each function in (E.2) is non decreasing in x and for all x > 0, Ψt(x) < ∞,
ΨT (x) 6 Ψt(x), ΦT3n(x) 6 Φt3n(x) and ΦT4n(x) 6 Φt4n(x) with ΨT , ΦT3n and ΦT4n as in (C.1).
Moreover, if log(n)(Mt+n +1)2∆TMt+n +1 = o(n) as n → ∞ then there exists an integer no
such that
1 > sup
n>no
{
1024τ 4∞D2(1 + Γf∞/σξ
)2
(Mt+n +1)2∆tMt+n +1n
−1}, (E.3)
and we have also for all x > 0, Φt3n(x) = o(1), Φt4n(x) = o(1) and Φt5n(x) = o(1) as
n→∞. Consequently, considering Φ1n and Φ2n as in (C.1) under Assumption A.1 and
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A.2 there exists a finite constant Σf such that for all n > 1,
Σf >
{
n2o
∨
n3 exp(−n1/6/50)∨Ψt(1+Γf∞/σξ)∨Φ1n(1+Γf∞/σξ)∨Φ2n(1+Γf∞/σξ)∨
Φt5n
(
1 + Γf∞/σξ
)∨
Φt3n(1 + Γf∞/σξ)
∨
Φt4n(‖pZ,W‖∞)∨
E(ξ/σξ)8
∨
(Γf∞/σξ)8
∨
(τ∞/σξ)2E(ξ/σξ)12
}
. (E.4)
Proof of Theorem 4.1. We start the proof considering the elementary identity (C.5)
given in the proof of Theorem 3.1 where we bound the two rhs terms separately. The
second rhs term we bound with help of Proposition E.2. Thereby, there exists a numerical
constant C such that for all f ∈ F rf hold
E‖f̂m̂ − f‖2Z 6 E
(
1En‖f̂m̂ − f‖2Z
)
+ C n−1 τ 2∞(1 + σ2ξ + Γ
f
2)Σf. (E.5)
Consider the first rhs term. On the event En the upper bound given in (C.4) implies
‖f̂m̂−f‖2Z1En 6 582 min
16m6MT−n
{[b2m(f)∨penm]}+42 max
16k6MT+n
(
‖f̂k − fk‖2Z − penk /6
)
+
.
Keeping in mind that penk = 144τ 2∞σ2kδTk n−1 with δTk = kΛTk∆Tk and σ2k 6 2(σ2ξ + 3Γf2)
we derive in Proposition E.1 below an upper bound for the expectation of the second
rhs term, the remainder term, in the last display. Thereby, from MT−n > Mt−n , b2m(f) 6
fm4D4r2 and δTk 6 D2(1 + 2 logD)δtk there exists a numerical constant C such that for
all f ∈ F rf
E
(
1En‖f̂m̂ − f‖2Z
)
6 C τ 2∞D4(r2 + σ2ξ + Γf2){ min
16m6Mt−n
{[fm ∨ n−1δtm]}+ n−1 Σf}.
Replacing in (E.5) the first rhs by the last upper bound we obtain the assertion of the
theorem, which completes the proof.
Proposition E.1. Under the assumptions of Theorem 4.1 there exists a numerical
constant C such that for all n > 1
E
{
max
16k6MT+n
(
‖f̂m − fm‖2Z − 24τ 2∞mn−1σ2mΛTm∆Tm
)
+
}
6 Cn−1τ 2∞(1 + σ2ξ + Γf2)Σf.
Proof of Proposition E.1. We start the proof with an upper bound similar to (C.7)
using MT+n 6 Mt+n , that is,
E
{
max
16m6MT+n
(
‖f̂m − fm‖2Z − 24τ 2∞mn−1σ2mΛTm∆Tm
)
+
}
6 2E
{
max
16m6MT+n
‖[T ]−1m ‖2s
(
‖[V ]m‖2 − 12τ 2∞mn−1σ2mΛTm
)
+
}
+ E
{
n
(
‖[V ]Mt+n ‖2 − 12τ 2∞Mt+n n−1σ2Mt+n log(n)
)
+
}
+ 12τ 2∞Mt+n σ2Mt+n log(n)P (
Mt+n⋃
k=1
fck) + max
16m6MT+n
‖fm‖2ZP (
MT+n⋃
k=1
Ωck) (E.6)
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where we bound separately each of the four rhs terms. In order to bound the first
and second rhs term we employ (C.14) in Lemma C.4 with K = MT+n and K = Mt+n ,
and sequence a = (am)m>1 given by am = ‖[T ]−1m ‖2s and am = n1{m = Mt+n }, respectively.
Keeping in mind the definition of MT+n , Mt+n and MT+n 6 Mt+n 6 bn1/4c, and hence in
both cases a(K)K2 6 n3/2, there exists a numerical constant C > 0 such that
E
{
max
16m6MT+n
(
‖f̂m − fm‖2Z − 24τ 2∞mn−1σ2mΛTm∆Tm
)
+
}
6 Cn−1τ 2∞
{
σ2ξΨT (1+Γf∞/σξ)+σ2ξΦ2n(1+Γf∞/σξ)+σ2ξΦt5n(1+Γf∞/σξ)+E(ξ/σξ)12}
+ 6τ 2∞MT+n σ2MT+n log(n)P (
MT+n⋃
k=1
fck) + max
16m6MT+n
‖fm‖2ZP (
MT+n⋃
k=1
Ωck)
with ΨT , Φ2n as in (C.1), and Φt5n as in (E.2). Taking into account that ΨT (x) 6 Ψt(x)
and that Assumption A.3 (b) holds with Γf2 := Γf2 and Γf∞ := Γf∞ uniformly for all
f ∈ F rf and T ∈ T d,Dt , it follows that
E
{
max
16m6MT+n
(
‖f̂m − fm‖2Z − 24τ 2∞mn−1σ2mΛTm∆Tm
)
+
}
6 Cn−1τ 2∞
{
σ2ξΨt(1+Γf∞/σξ)+σ2ξΦ2n(1+Γf∞/σξ)+σ2ξΦt5n(1+Γf∞/σξ)+E(ξ/σξ)12}
+ 6τ 2∞Mt+n σ2Mt+n log(n)P (
Mt+n⋃
k=1
fck) + max
16m6MT+n
‖fm‖2ZP (
MT+n⋃
k=1
Ωck)
Exploiting that σ2m 6 2(σ2ξ + 3Γf2), Mt+n log(n) 6 n and max16m6MT+n ‖fm‖2Z 6 Γ
f
2, re-
placing the probability P (⋃Mt+nk=1 Ωck) and P (⋃Mt+nk=1 fck) by its upper bound given in (E.11)
and (E.8) in Lemma E.3, respectively, and employing the definition of Σf as in (E.4) we
obtain the result of the proposition, which completes the proof.
Proposition E.2. Under the assumptions of Theorem 4.1 there exists a numerical
constant C such that for all n > 1
E
(
‖f̂m̂ − f‖2Z1Ecn
)
6 C n−1 τ 2∞(1 + σ2ξ + Γf2)Σf.
Proof of Proposition E.2. Following line by line the proof of Proposition C.2 for
M := bn1/4c there exists a numerical constant C > 0 such that
E
(
‖f̂m̂−f‖2Z1Ecn
)
6 Cn−1τ 2∞
{
σ2ξΦ1n
(
1+Γf∞/σξ
)
+σ2ξΦ2n
(
1+Γf∞/σξ
)
+E(ξ/σξ)12
}
+ {36τ 2∞Mσ2M log(n) + 6Γf2}P (Ecn)
with Φ1n and Φ2n as in (C.1). Exploiting further the definition of Σf as in (E.4) and
that σ2M 6 2{σ2ξ + 3Γf2} and M log(n) 6 n the result of the proposition follows now by
replacing the probability P (Ecn) by its upper bound given in (E.10) in Lemma E.3, which
completes the proof.
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Lemma E.3. Under the assumptions of Theorem 4.1 there exists a numerical constant
C such that for all n > 1
P
(
Acn) = P
(
{1/2 6 σ̂2Y /σ2Y 6 3/2}c
)
6 C Σf n−2, (E.7)
P
(
Bcn
)
6 P
(Mt+n +1⋃
m=1
fcm
)
6 C Σf n−2, (E.8)
P
(
Ccn
)
6 C Σf n−2, (E.9)
P
(
Ecn
)
6 C Σf n−2, (E.10)
P
(MT+n⋃
m=1
Ωm
)
6 C Σf n−2. (E.11)
Proof of Lemma E.3. The proof of (E.7) follows line by line the proof of (C.9) in
Lemma C.3 using the definition of Σf as in (E.4) rather Σf than (C.3) and hence
we omit the details. Consider (E.8)–(E.10). Let a be a sequence given by am =
‖[T ]−1m ‖2s where a(m) = ∆Tm and no an integer satisfying (E.3) uniformly for all T ∈ T d,Dt
and f ∈ F rf , that is, n > 1024τ 4∞D2(1 + Γf∞/σξ)2(Mt+n +1)2∆tMt+n +1 > 1024τ
4
∞(1 +
Γf∞/σξ)2(MT+n +1)2∆TMT+n +1 for all n > no by construction. We distinguish in the fol-
lowing the cases n 6 no and n > no. Consider (E.8). Following line by line the proof
of (C.10) together with ΦT4n(x) 6 Φt4n(x) and Mt+n +1 6 n we have P
(⋃Mt+n +1
m=1 fcm
)
6
3 n−2 Φt4n(‖pZ,W‖∞) ∨ {n3 exp(−n1/2/50)}. By combination of the two cases and em-
ploying the definition of Σf given in (E.4) we obtain (E.8). The proof of (E.9) follows
line by line the proof of (C.11) in Lemma C.3. Exploiting ΦT3n(x) 6 Φt3n(x) we obtain
P
(
Ccn
)
6 3{n3 exp(−n1/6/50)}∨Φt3n(1+Γf∞/σξ)n−2 +32(τ 2∞/σ2ξ )E(ξ/σξ)12n−2 The asser-
tion (E.9) follows employing the definition of Σf given in (E.4). Consider (E.10). Due to
Lemma B.7 it holds P
(
Ecn
)
6 P
(
Acn
)
+P
(
Bcn
)
+P
(
Ccn
)
. Therefore, the assertion (E.10)
follows from (E.7)–(E.9). The proof of (E.11) follows in same manner as the proof of
(C.13), and we omit the details, which completes the proof.
F Proof of Theorem 4.3
The proof follows along the lines of the proof of Theorem 3.2 given in Appendix D. We
shall prove below the Propositions F.1 and F.2 which are used in the proof of Theorem
4.3. In the proof the propositions we refer to the three technical Lemma D.4, D.5 and
F.3 which are shown in Appendix D and the end of this section. Moreover, we make use
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of functions Ψt,Φt3n,Φt4n,Φt5n : R+ → R defined by
Ψt(x) = D2
∑
m>1 xm
1/2tm exp(−m1/2Λtm/(48(1 + 2 logD)x)),
Φt3n(x) = n3 exp(−n(Mt+n )−1/2(∆tMt+n )
−1/(204800D2x)),
Φt4n(x) = n3 exp(−n(Mt+n +1)−1(∆tMt+n +1)
−1/(51200D2x))
Φt5n(x) = xn exp(−(Mt+n )1/2 log(n)/(48x)). (F.1)
Note that each function in (F.1) is non decreasing in x and for all x > 0, Ψt(x) < ∞,
ΨT (x) 6 Ψt(x), ΦT3n(x) 6 Φt3n(x) and ΦT4n(x) 6 Φt4n(x) with ΨT , ΦT3n and ΦT4n as in (D.1).
Moreover, if log(n)(Mt+n +1)2∆tMt+n +1 = o(n) as n → ∞ then there exists an integer no
such that
1 > sup
n>no
{
1024τ 4∞D2(6 + 8(Γf∞/σξ
)2
B)(Mt+n +1)2∆tMt+n +1n
−1}, (F.2)
and we have also for all x > 0, Φt3n(x) = o(1), Φt4n(x) = o(1) and Φt5n(x) = o(1) as
n→∞. Consequently, considering Φ1n and Φ2n as in (D.1) under Assumption A.1 and
A.2 there exists a finite constant Σf such that for all n > 1,
Σf >
{
n2o
∨
Ψt
(
1+(Γf∞/σξ)2τ∞B1/2
)∨
Φ1n
(
1+(Γf∞/σξ)2τ∞B1/2
)∨
Φ2n
(
1+Γf∞/σξ
)
∨
Φt3n(1+(Γf∞/σξ)2τ∞B1/2)
∨
Φt4n(‖pZ,W‖∞B1/2τ 2∞)
∨
Φt5n
(
1+(Γf∞/σξ)2τ∞B1/2
)
∨
E(ξ/σξ)8
∨
(Γf∞/σξ)8B
∨
(τ∞/σξ)2E(ξ/σξ)12
}
. (F.3)
Proof of Theorem 4.3. We start the proof considering the elementary identity (C.5)
given in the proof of Theorem 3.1 where we bound the two rhs terms separately. The
second rhs term we bound with help of Proposition F.2. Thereby, there exists a numerical
constant C such that for all f ∈ F rf hold
E‖f̂m̂ − f‖2Z 6 E
(
1En‖f̂m̂ − f‖2Z
)
+C n−1 τ 2∞{σ2ξ + Γf2}(1 + (Γf∞/σξ)2B)[Σf ∨ n3 exp(−n1/6q−1/100) ∨ n4q−1βq+1].
(F.4)
Consider the first rhs term. On the event En the upper bound given in (C.4) implies
‖f̂m̂ − f‖2Z1En 6 582{[b2m♦n (f) ∨ penm♦n ]}+ 42 maxm♦n6k6MT+n
(
‖f̂k − fk‖2Z − penk /6
)
+
.
Keeping in mind that penk = 288κfnτ 2∞σ2kδTk n−1 with δTk = kΛTk∆Tk , κfn 6 8(1+(Γf∞/σξ)2B)
and σ2k 6 2(σ2ξ + 3Γf2) we derive in Proposition F.1 below an upper bound for the expec-
tation of the second rhs term, the remainder term, in the last display. Thereby, from
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MT−n > Mt−n , b2m(f) 6 fm4D4r2 and δTk 6 D2(1 + 2 logD)δtk there exists a numerical
constant C such that for all f ∈ F rf
E
(
1En‖f̂m̂−f‖2Z
)
6 C
{
[fm♦n∨n−1δtm♦n ]+n
−1[Σf∨n3 exp(−n1/6q−1/100)∨n4q−1βq+1]
}
× τ 2∞D4(r2 + σ2ξ + Γf2)(1 + (Γf∞/σξ)2B).
Replacing in (F.4) the first rhs by the last upper bound we obtain the assertion of the
theorem, which completes the proof.
Proposition F.1. Under the assumptions of Theorem 4.3 there exists a numerical
constant C such that for all n > 1
E
{
max
m♦n6k6MT+n
(
‖f̂m − fm‖2Z − 48τ 2∞σ2mκfnmΛTm∆Tmn−1
)
+
}
6 C n−1 τ 2∞{σ2ξ + Γf2}(1 + (Γf∞/σξ)2B)[Σf ∨ n3 exp(−n1/6q−1/100)∨ n4q−1βq+1].
Proof of Proposition F.1. We start the proof with an upper bound similar to (C.7)
using MT+n 6 Mt+n , that is,
E
{
max
m♦n6m6MT+n
(
‖f̂m − fm‖2Z − 48τ 2∞κfnσ2mmΛTm∆Tmn−1
)
+
}
6 2E
{
max
m♦n6m6MT+n
‖[T ]−1m ‖2s
(
‖[V ]m‖2 − 24τ 2∞κfnσ2mmΛTmn−1
)
+
}
+ E
{
n
(
‖[V ]Mt+n ‖2 − 24τ 2∞σ2Mt+n κ
f
n Mt+n log(n)n−1
)
+
}
+ 24τ 2∞σ2Mt+n κ
f
n Mt+n log(n)P (
Mt+n⋃
k=1
fck) + max
m♦n6m6MT+n
‖fm‖2ZP (
MT+n⋃
k=1
Ωck) (F.5)
where we bound separately each of the four rhs terms. In order to bound (i) the first
and (ii) )second rhs term we employ (D.12) in Lemma D.4 with k = mn, (i) K = MT+n
and (ii) K = Mt+n , and sequence a = (am)m>1 given by (i) am = ‖[T ]−1m ‖2s and (ii) am =
n1{m = Mt+n }. Keeping in mind the definition of MT+n , Mt+n and MT+n 6 Mt+n 6 bn1/4c, and
hence in both cases a(K)K2 6 n3/2, there exists a numerical constant C > 0 such that
E
{
max
mn6m6MT+n
(
‖f̂m − fm‖2Z − 48τ 2∞κfnσ2mmΛTm∆Tmn−1
)
+
}
6 Cn−1τ 2∞
{
σ2ξΨT
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξΦ2n
(
1 + Γf∞/σξ
)
+ σ2ξΦt5n
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξ (1 + Γf∞/σξ)2n7/3q−1βq+1 + E(ξ/σξ)6
}
+ 24τ 2∞κfnσ2Mt+n M
t+
n log(n)P (
Mt+n⋃
k=m♦n
fck) + max
m♦n6m6MT+n
‖fm‖2ZP (
MT+n⋃
k=m♦n
Ωck)
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with ΨT , Φ2n as in (D.1) and Φt5n as in (F.1). Taking into account that ΨT (x) 6 Ψt(x)
and that Assumption A.3 (b) holds with Γf2 := Γf2 and Γf∞ := Γf∞ uniformly for all
f ∈ F rf and T ∈ T d,Dt , it follows that
E
{
max
mn6m6MT+n
(
‖f̂m − fm‖2Z − 48τ 2∞κfnσ2mmΛTm∆Tmn−1
)
+
}
6 Cn−1τ 2∞
{
σ2ξΨt
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξΦ2n
(
1 + Γf∞/σξ
)
+ σ2ξΦt5n
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξ (1 + Γf∞/σξ)2n7/3q−1βq+1 + E(ξ/σξ)6
}
+ 24τ 2∞κfnσ2Mt+n M
t+
n log(n)P (
Mt+n⋃
k=m♦n
fck) + max
m♦n6m6MT+n
‖fm‖2ZP (
MT+n⋃
k=m♦n
Ωck)
Exploiting that σ2m[MT+n ] 6 2(σ2ξ + 3Γf2), κfn 6 8(1 + (Γf∞/σξ)2B), Mt+n log(n) 6 n and
maxm♦n6m6MT+n ‖fm‖2Z 6 Γ
f
2, replacing the probability P (
⋃MT+n
k=m♦n
Ωck) and P (
⋃Mt+n
k=m♦n
fck) by
its upper bound given in (F.10) and (F.7) in Lemma F.3, respectively, and employing
the definition of Σf as in (F.3) we obtain the result of the proposition, which completes
the proof.
Proposition F.2. Under the assumptions of Theorem 4.3 there exists a numerical
constant C such that for all 1 6 q 6 n
E
(
‖f̂m̂ − f‖2Z1Ecn
)
6 C n−1[Σf ∨ n3 exp(−n1/6q−1/100) ∨ n4q−1βq+1]
× τ 2∞{σ2ξ + Γf2}(1 + (Γf∞/σξ)2B).
Proof of Proposition F.2. Following line by line the proof of Proposition D.2 with
M := bn1/4c, Γf∞ := Γf∞ and κfn := 8(1 + (Γf∞/σξ)2B) we have
E
(
‖f̂m̂ − f‖2Z1Ecn
)
6 Cn−1τ 2∞
{
σ2ξΦ1n
(
1 + (Γf∞/σξ)2τ∞B1/2
)
+ σ2ξΦ2n
(
1 + Γf∞/σξ
)
+ σ2ξ (1 + Γf∞/σξ)2n7/3q−1βq+1 + E(ξ/σξ)12
}
+ {72τ 2∞Mκfnσ2M log(n) + 6Γf2}P (Ecn)
with Φ1n and Φ2n as in (D.1). Exploiting further the definition of Σf as in (F.3) and
that σ2M 6 2{σ2ξ + 3Γf2}, κfn = 8(1 + (Γf∞/σξ)2B) and M log(n) 6 n the result of the
proposition follows now by replacing the probability P (Ecn) by its upper bound given in
(F.9) in Lemma F.3, which completes the proof.
Lemma F.3. Under the assumptions of Theorem 4.3 there exists a numerical constant
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C such that for all 1 6 q 6 n
P
(
Acn) = P
(
{1/2 6 σ̂2Y /σ2Y 6 3/2}c
)
6 C Σf n−2, (F.6)
P
(
Bcn
)
6 P
(Mt+n +1⋃
m=1
fcm
)
6 C [Σf ∨ n3 exp(−n1/2q−1/50) ∨ n4q−1βq+1] n−2, (F.7)
P
(
Ccn
)
6 C [Σf ∨ n3 exp(−n1/6q−1/100) ∨ n4q−1βq+1] n−2, (F.8)
P
(
Ecn
)
6 C [Σf ∨ n3 exp(−n1/6q−1/100) ∨ n4q−1βq+1] n−2, (F.9)
P
(MT+n⋃
m=1
Ωm
)
6 C [Σf ∨ n3 exp(−n1/2q−1/50) ∨ n4q−1βq+1] n−2. (F.10)
Proof of Lemma F.3. The proof of (F.6) follows line by line the proof of (D.6) in
Lemma D.3 using the definition of Σf as in (F.3) rather Σf than (D.3) and hence we
omit the details. Consider (F.7)–(F.9). Let a be a sequence given by am = ‖[T ]−1m ‖2s
where a(m) = ∆Tm and no an integer satisfying D.2 uniformly for all T ∈ T d,Dt and
f ∈ F rf , that is, n > 1024τ 4∞D2(6 + 8(Γf∞/σξ)2B)(Mt+n +1)2∆tMt+n +1 > 1024τ
4
∞(6 +
8(Γf∞/σξ)2B)(MT+n +1)2∆TMT+n +1 for all n > no by construction. We distinguish in the
following the cases n 6 no and n > no. Consider (F.7). Following line by line the proof
of (D.7) together with ΦT4n(x) 6 Φt4n(x) and Mt+n +1 6 n we have P
(⋃Mt+n +1
m=1 fcm
)
6
6 n−2 {Φt4n(τ 2∞‖pZ,W‖∞B1/2) ∨ n3 exp(−n1/2q−1/50) ∨ n4q−1βq+1
}
. By combination of
the two cases and employing the definition of Σf given in (F.3) we obtain (F.7). The proof
of (F.8) follows line by line the proof of (D.8) in Lemma D.3. Exploiting ΦT3n(x) 6 Φt3n(x)
we obtainP
(
Ccn
)
6 6{n3 exp(−n1/6q−1/100)}∨Φt3n(1+(Γf∞/σξ)2τ∞B1/2)n−2+nq−1βq+1+
64(τ 2∞/σ2ξ )E(ξ/σξ)12n−2. The assertion (F.8) follows employing the definition of Σf given
in (F.3). Consider (F.9). Due to Lemma B.7 it holds P
(
Ecn
)
6 P
(
Acn
)
+P
(
Bcn
)
+P
(
Ccn
)
.
Therefore, the assertion (F.9) follows from (F.6)–(F.8). The proof of (F.10) follows in
same manner as the proof of (D.10), and we omit the details, which completes the
proof.
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