Abstract: In this paper, we prove that the 1D Cauchy problem of the compressible Navier-Stokes equations admits a unique global classical solution (ρ, u) if the viscosity µ(ρ) = 1 + ρ β with β ≥ 0. The initial data can be arbitrarily large and may contain vacuum. Some new weighted estimates of the density and velocity are obtained when deriving higher order estimates of the solution.
Introduction and Main Results
In this paper, we consider the following compressible Navier-Stokes equations with density-dependent viscosity coefficients:
where t ≥ 0, x ∈ R, ρ = ρ(x, t) and u = u(x, t) represent the fluid density and velocity respectively and the pressure P is given by
For simplicity, we assume that
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In the sequel, we set R = b = 1 without loss of generality. We consider the Cauchy problem for (1.1) with (ρ, u) vanishing at infinity. The initial data is imposed as (ρ, u)| t=0 = (ρ 0 (x), u 0 (x)), x ∈ R.
(1.4)
It is known that in the presence of vacuum, the solution of the compressible Navier-Stokes equations with constant viscosity will behave singularly (see [26] , [27] , [9] ) in general. By some physical considerations, Liu, Xin and Yang in [21] introduced the modified compressible Navier-Stokes equations with density-dependent viscosity coefficients for isentropic fluids. In fact, while deriving the compressible Navier-Stokes equations from the Boltzmann equations by the Chapman-Enskog expansions, the viscosity depends on the temperature and correspondingly depends on the density for isentropic cases. Moreover, the viscous Saint-Venant system for the shallow water equations, derived from the incompressible Navier-Stokes equations with a moving free surface, corresponds a kind of compressible Navier-Stokes equations with density-dependent viscosity (see [6] and references therein).
The one-dimensional compressible Navier-Stokes equations with density-dependent viscosity have been widely studied (see [4, 7, 12, 19, 14, 15, 20, 23, 24, 28, 29] and references therein). However, the global well-posedness of classical solutions with large initial data in multi-dimensional case is completely open. Even the global existence of weak solutions in multi-dimensional case remains open except under spherically symmetric assumptions [6] . In [25] , Vaigant-Kazhikhov first proposed and studied the following two-dimensional Navier-Stokes equations ρ t + div(ρU) = 0, (ρU) t + div(ρU ⊗ U) + ∇P (ρ) = µ△U + ∇((µ + λ(ρ))divU).
(1.5)
Here ρ(x, t) and U = (u 1 (x, t), u 2 (x, t)) represent the density and velocity of the flow respectively. It is assumed in [25] that the shear viscosity µ > 0 is a positive constant and the bulk viscosity satisfies λ(ρ) = ρ β with β > 0 in general. For the periodic problem on the torus T 2 and under assumptions that the initial density is uniformly away from vacuum and β > 3 , Vaigant-Kazhikhov established the global well-posedness of the classical solution to (1.5) in [25] . Jiu-Wang-Xin [17] improved the result and obtained the global well-posedness of the classical solution with large initial data permitting vacuum. Later on, Huang-Li relaxed the index β to be β > 4/3 and studied the large time behavior of the solutions in [10] . For the 2D Cauchy problems with vacuum states at far fields, Jiu-Wang-Xin [16] and HuangLi [11] independently considered the global well-posedness of classical solution in different weighted spaces. Recently, Jiu-Wang-Xin in [18] studied the global wellposedness to the Cauchy problem with absence of vacuum at far fields and proved that if there is no vacuum initially then there will not appear vacuum in any finite time.
In this paper, we will study the global existence and uniqueness of classical solution to the one-dimensional Cauchy problem for the isentropic compressible NavierStokes equations (1.1)- (1.4) . The initial data is assumed to be large and may contain vacuum. The index β ≥ 0 is much more general in comparison with that in [25] , [16] , [11] and [18] such that the constant viscosity is permitted in our result. Note that for the initial data satisfying (1.6)-(1.7), the local existence and uniqueness of classical solutions to (1.1)-(1.4) have been established in [3] , [22] . Thus, to obtain the global classical solution, one needs to obtain a priori estimates of the first and higher order derivatives of the solution. This paper is motivated by [4] in which the one-dimensional initial-boundary problem was studied and [16] in which the twodimensional Cauchy problem of (1.5) was studied. The upper bound of the density will be proved in a new approach in this paper and hence the a priori estimates of the first order derivative of the solution can be obtained in a direct way. However, when deriving the estimates of the higher order derivatives of the solution, new difficulty will be encountered in this paper since the Poincare inequality can not be used and we have no any L p (1 ≤ p < ∞) estimates of the velocity. To overcome this difficulty, inspired by [16] , we obtain some new weighted estimates on the solution (ρ, u) by using Cafferelli-Kohn-Nirenberg weighted inequality and furthermore obtain some L p (1 < p < ∞) and L ∞ estimates of the velocity (see (2.36)). Moreover, by modifying the elegant estimates on the material derivatives of the velocity developed by Hoff ([8] ), the weighted spatial estimates on both the gradient and the material derivatives of the velocity are achieved. Based on these, one can obtain a priori estimates of the higher order derivatives of the solution.
Denote the standard homogeneous and inhomogeneous Sobolev spaces as follows:
The main result of this paper can be stated as
for β ≥ 0 and 2 < α < 1 +
, and the compatibility condition
with some g satisfying
Then for any T > 0, there exists a unique global classical solution (ρ, u)(t, x) to the Cauchy problem (1.1) − (1.4), satisfying 8) whereu is the material derivative of u defined asu = (∂ t + u · ∂ x )u.
Remark 1.1. In our result, the index β ≥ 0 is more general in comparison with the results obtained in [4] for the initial-boundary problem and in [16] for the twodimensional Cauchy problem of (1.5). Much more general viscosity µ(ρ) can be treated in a similar way.
The rest of the paper is organized as follows: In Section 2, we collect some elementary facts and derive the a priori estimates of the solution which are needed to extend the local solution to a global one. In Section 3, we give the proof of the main result.
A priori estimates
In this section, we will establish various a priori estimates and weighted estimates on classical solution (ρ, u) on the interval [0, T ] for any T > 0. Before that, we give the Caffarelli-Kohn-Nirenberg weighted inequalities, which will be used in the a priori estimates of the higher order derivatives of the solution.
where a > . If b = a − 1, then p = 2 and the best constant in the inequality (2.3) is
The proof of (1) can be found in [1] and the proof of (2) can be found in [2] .
Uniform upper bound of the density.
In this subsection, we will present a new approach to obtain the upper bound of the density. The following is the usual energy estimate. Lemma 2.2. Let (ρ, u) be a smooth solution to (1.1) − (1.4). Then for any T > 0, it holds
The upper bound of the density is stated as follows.
Lemma 2.3. Suppose that (ρ, u) is a smooth solution to (1.1) − (1.4). Then for any T > 0, there exists an absolute constant C > 0 which depends on the initial data and
Proof. Let
Using the momentum equation (1.1) 2 , we have
Integrating with respect to x over (−∞, x) yields
Using the mass equation (1.1) 1 , we rewrite (2.4) as
Let X(t, x) be the particle trajectory defined by
It follows from (2.5) and (2.6) that
Integrating (2.7) over (0, t), we have
Then we have
The proof of the lemma is completed.
The estimates of the first derivatives.
The first derivative estimates of the velocity is as follows.
Lemma 2.4. Suppose that (ρ, u) is a smooth solution to (1.1) − (1.4). Then for any
Proof. Using (1.1) 1 ,we rewrite (1.1) 2 as
Multiplying on both sides of (2.8) by u t , integrating over R, we have
It yields
where we used the following equation
Then we estimate the terms I 1 − I 2 as follows.
(2.10)
Direct estimates give
x dx (2.12)
(2.13) Using the Gagliardo-Nirenberg inequality, we get
It concludes that
14)
It follows that
Substituting (2.10) − (2.16) into (2.9), we get
Integrating (2.17) over [0, T ] and using the Cauchy inequality and Gronwall inequality, we have
Using (2.14) again yields
Next we show the first derivative estimates of the density.
Lemma 2.5. Let (ρ, u) be the smooth solution to (1.1) − (1.4). Then for any T > 0, it holds
Proof. Differentiating (1.1) 1 with respect to x, multiplying the resulting equation by ρ x and integrating over R, we have
(2.18)
combining (2.14) and Lemma 2.4, we have
Putting (2.14), (2.19) into (2.18), we get
We can obtain in a similar way that
Substituting (2.21) into (2.20), using Lemma 2.4 and the Gronwall inequality , we have
Weighted energy estimates.
In this subsection, we will establish the weighted energy estimates. These will be used in estimates of the higher derivatives of the velocity.
Lemma 2.6. Let (ρ, u) be the smooth solution to (1.1) − (1.4). Then for any T > 0 and α > 0, it holds
Proof. For any α > 0, multiplying (1.1) 2 by (α+2)|u| α u and integrating with respect to x over R yields that
Use the Gronwall inequality to get
Lemma 2.7. Let (ρ, u) be the smooth solution to (1.1) − (1.4). Then for any T > 0 and 2 < α < 1 +
Proof. Multiplying (1.1) 2 by |x| α u and integrating with respect to x over R yields that
22) The terms J i (i = 1, 2 · · · 5) on the right side of (2.22) are estimated as follows. By the Hölder inequality, Caffarelli-Kohn-Nirenberg weighted inequality and Young inequality, it holds that
23)
J 2 can be estimated as 24) where the index α satisfies 1 2 +
J 3 can be rewritten as
(2.26)
The weight index α > 0 will be chosen to satisfy α(α − 1)
J 32 is estimated as
where θ ∈ (0, 1) and α > 1 are chosen to satisfy 1 3
By (2.27) and (2.29), we first choose α as
Then, to guarantee (2.27), we impose
which implies that
Combining (2.29) and (2.30), the index α is chosen to satisfy
Concerning J 4 and J 5 , we have
(2.32) Substituting (2.23) − (2.32) into (2.22) and applying the Gronwall inequality lead to
x dxdt ≤ C(T ). The proof of the lemma is completed. 
Proof. Differentiating (1.1) 2 with respect to t, we have
Multiplying on both sides of (2.33) by u t , integrating over R and using (1.1) 1 , we have 1 2
(2.34) Now we estimate the terms K 1 − K 5 as follows
35) where we used the fact
which follows from (2.14) and (2.19) . Note that 
Similarly, we can obtain
Integration by parts implies
(2.38)
(2.39) K 5 is estimated as 
Lemma 2.9. Let (ρ, u) be the smooth solution to (1.1) − (1.4). Then for any T > 0, it holds
Proof. Applying (2.19), Lemma 2.5 and Lemma 2.8, we have
and
Then we complete the proof of the lemma.
Inspired by Hoff [8] , we estimate the weighted material derivativeu = (∂ t + u∂ x )u.
Lemma 2.10. Let (ρ, u) be the smooth solution to (1.1)−(1.4). Then for any T > 0 and 2 < α < 1 +
, it holds
Proof. Firstly, applying ∂ t + ∂ x (u·) to equation (1.1) 2 gives
Multiplying on both sides of (2.41) by |x| αu and integrating over R, we have
44) The index α and θ in (2.44) are chosen to satisfy
Moreover, the restriction (2.31) guarantees that
Concerning L 3 , we have
by Lemma 2.7 and Lemma 2.8, we get 
It follows from the Caffarelli-Kohn-Nirenberg weighted inequality that
Lemma 2.11. Let (ρ, u) be the smooth solution to (1.1)−(1.4). Then for any T > 0, it holds
Proof. Differentiating (1.1) 1 with respect to x twice, we get
Multiplying (2.47) by ρ xx , integrating over R and using (1.1) 1 , we have
Combining (2.48) with (2.49), we obtain
(2.50) Differentiating (1.1) 2 with respect to x, we have
(2.52)
Combining (2.50) with (2.52), we get
Using Lemmas 2.7, 2.8, 2.10, and the Gronwall inequality, we get
Furthermore, differentiating (1.1) 1 with respect to x, we have , it holds
Proof. Rewriting the equation (1.1) 2 as
Multiplying on both sides of (2.54) by |x| αu and integrating on R with respect to x, we have 1 2
(2.55)
Next we estimate the terms M 1 − M 4 ,
(2.57) Similar to (2.57), we get
Integration by parts yields
59)
(2.60) Similarly, we have
(2.61) Substituting (2.56), (2.59), (2.60), (2.61) into (2.55) yields
It follows from (2.37) and (2.53) that
Similarly, we have
Lemma 2.13. Let (ρ, u) be the smooth solution to (1.1) − (1.4). Then for any
Proof. Multiplying on both sides of (2.41) byu t and integrating the resulted equation with respect to x over R, we have
where (2.58) has been used. Due to Lemma 2.12, we obtain 
where
It follows from Lemma 2.10 that
Thus, there exists a subsequence τ k such that
Taking τ = τ k in (2.66), then letting k → +∞ and using the Gronwall inequality, one gets that
It follows from (2.41) that
Lemma 2.14. Let (ρ, u) be the smooth solution to (1.1) − (1.4). Then for any 0 ≤ t ≤ T , it holds
Proof. Differentiating (2.41) with respect to t, we have
Multiplying on both sides of (2.67) byu t , integrating the resulted equation over R, we have
Similarly, we have 
Thus there exists a subsequence τ k such that
, then letting k → +∞ and using the Gronwall inequality, one gets that
Lemma 2.15. Let (ρ, u) be the smooth solution to (1.1) − (1.4). Then for any 0 ≤ t ≤ T, 2 < α < 1 + , it holds
Proof. Multiplying on both sides of (2.41) by |x| α 2u t , integrating the resulted equation over R, we have
It follows from (2.58) that
Direct estimates lead to
(2.78) Substituting (2.75) − (2.78) into (2.74), we get
Multiplying the inequality (2.79) by t and then integrating the resulted inequality with respect to t over [τ, t 1 ] with both τ, t 1 ∈ [0, T ] give
There exists a subsequence τ k such that as k → +∞,
Taking τ = τ k in (2.80), then letting k → +∞ and using the Cauchy inequality and Gronwall inequality, one can obtain
The proof of the lemma is completed. Differentiating the above equation with respect to x, we have µ(ρ)u xxx = ρ xu + ρu x + (ρ γ ) xx − (ρ β ) xx u x − 2(ρ β ) x u xx . The proof of the lemma is completed.
This implies that
3. Proof of Theorem 1.1.
In this section, we give the proof of our main result. We first state the local existence and uniqueness of classical solution when the initial data may contain vacuum, the proof is referred to [22] , [3] . With all the a priori estimates in Section 2 at hand, we are ready to prove the main results of this paper in this section. Moreover, since for any τ ∈ (0, T ) Therefore, it follows from a priori estimates in Section 2 that (ρ, u)(x, T * ) satisfy (1.8) and the compatibility condition (1.7) at time t = T * with g(x) = √ ρu(x, T * ). By using lemma 3.1 again, there exists a T * 1 > 0 such that the classical solution (ρ, u) in Lemma 3.1 exists on (0, T * + T * 1 ], which contradicts with T * being the maximal existing time of the classical solution (ρ, u). Thus it holds that T * ≥ T . The proof of Theorem 1.1 is completed.
