We present a hyper-heuristic approach to solve Orienteering Problem with Hotel Selection (OPHS). In practical applications, OPHS appears when a tourist is planning to visit various attractions and there is not enough time to reach all of them in a single day. Therefore, the tourist must build a tour within several days by selecting hotels, where each day has a different time budget. We propose a hyper-heuristic based on a Large Neighborhood Search, composed by a set of low-level heuristics that satisfy the different constraints associated with the problem. We put special emphasis on collaboration between low-level heuristics in order to guide the algorithm to more promising areas. We use 395 benchmark instances with known optimal solutions. This approach proves to be a more general method, with a simpler design compared to the literature, and is able to find 217 of the 395 known optimal solutions, in acceptable computational times.
I. INTRODUCTION
Trip planning including visit to local attractions and accomodations, is a major concern for tourists. Each traveler wants to visit as many attractions as possible, but the time constraint makes impossible to visit all the attractions he/she would like to do. Therefore, every tourist must select the best attractions to visit and make the most effective trip (path) in order to have the best possible journey. This problem is known to be a very challenging one because there are not only many possible tours, but defining a good sequence of hotels is also a hard task. During his/her journey, the traveler wants to find the best possible route for its visits and accomodation. The journey consists in daily trips that start and end in a hotel (not necessarily the same one). As most attractions are only opened during the day, each trip has a time constraint. Moreover, the distance between a hotel and an attraction could take more time than the one available for the trip. Thus, it is important to select the best located hotel for each trip. This problem can be represented as a graph where each node is a hotel or an attraction. Each attraction node has a score that represents the preference of the traveler to visit The associate editor coordinating the review of this manuscript and approving it for publication was Sun-Yuan Hsieh . this attraction. Then, solving the problem consists in finding the best path in the graph that maximizes the number of attractions visited during the available time for the journey according to the traveler's preferences. This problem known as the Orienteering Problem with Hotel Selection (OPHS) is a NP-hard problem where complete solving techniques are difficult to apply to solve problems of big size. The OPHS belongs to a more general class of problems known as Orienteering Problem with Intermediate Facilities (OPIF) [1] , well known applications are for example submarine surveillance activities for multiple missions and the visit of clients during a multi-day tour that requires the selection of hotels. The goal in OPHS is to select hotels and vertices that maximize the total score within a reasonable amount of time, while the tour along the selected points satisfies the time constraints.
In the literature, the common objective of most orienteering problems is to determine a tour that maximizes the total score collected by visiting points of interest at most once, while being limited by a time budget. Therefore, each point of interest is associated with a score and there is a symmetrical travel time between pairs of points of interest. However, in OPHS, a tour must be built that is composed of trips connected to each other, each trip being limited by a time budget. A trip is built by visiting points of interest between a start hotel and an VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ end hotel. Each point of interest is visited at most once during the whole tour.
In literature, many approaches can be found to solving orienteering problems. However, orienteering problems that include hotels have not yet been widely discussed due to their recent formulation. Most authors of these works have proposed sophisticated and efficient meta-heuristics to solve the benchmark instances proposed for these problems. However, the efficiency of meta-heuristics is mainly due to the use of neighborhood operators provided by experts for a specific problem domain, generating a dependency between the resolution method and the problem to be tackled [32] .
In this research, we are interested in hyper-heuristics methods. Hyper-heuristics are search methods or learning mechanisms for selecting or generating low-level heuristics to solve computational search problems [6] . The development of hyper-heuristics is motivated by the goal of aiming at an increased level of generality for automatically solving a range of problems. A hyper-heuristic is concerned with the exploration of a search space of heuristics instead of dealing directly with solutions to the problem. The idea is to develop more generally applicable search methodologies through the combination of low-level heuristics, avoiding generating a dependency between the solving method and the problem to be tackled. We propose a hyper-heuristic based on a Large Neighborhood Search (LNS) [33] for solving OPHS, which is composed of fifteen low-level heuristics classified according to the exploration or intensification of the search.
For testing our approach, we use the 395 benchmark instances with known optimal solutions proposed in [1] , [2] for OPHS. Our hyper-heuristic is able to find an optimal solution for 217 instances in acceptable computational times.
The remainder of this paper is organized as follows: In section II, we present the background. Our solution approach is presented in section III. We evaluate our solution using relevant benchmark instances in section IV. Finally, in section V, we draw conclusions about our approach and offer some ideas for future work.
II. BACKGROUND

A. ORIENTEERING PROBLEM WITH HOTEL SELECTION DESCRIPTION
In practical applications, the Orienteering Problem with Hotel Selection appears when a tourist is planning to visit various attractions and there is not enough time to reach all of them in a single day. Therefore the tourist must build a tour composed by D day trips, each day trip having a different time budget. At the end of each day trip, the tourist must select an accommodation place (hotel) to stay that night and continue the tour the next day from that place. The idea is to maximize the pleasure of the tourist in each day trip by visiting tourist attractions. The tour must start in the initial hotel and end in the final hotel. Figure 1 shows an example where a tourist built a tour composed by two day trips (D = 2), with the visited points of interest in each trip. From initial hotel (h 1 ), the tourist visits tourist attractions until arriving at an intermediate hotel (first trip). The next day, from this last hotel (second trip), the tourist visits new tourist attractions until arriving at the final hotel (h m ).
Formally, an Orienteering Problem with Hotel Selection (OPHS) is given by the following data:
• a set of points of interest P = {p 1 , . . . , p n }, • a set of hotels H = {h 1 , . . . , h m }, • the score score(p l ) of each point of interest in P, • the travelling times t i,j between points of interests, between hotels, and between a point of interest and a hotel,
• the time budget T i of each day trip. We define a trip R i = {h is , p i1 , . . . , p ik , h ie } with time budget T i for each day i. The goal is to build a tour composed of a set of D trips R i , with a starting hotel h is , an ending hotel h ie and a list of points of interest p i1 , . . . p ik ∈ P visited in R i , within the time budget T i , in each trip.
Each trip has a score given by the formula (1) . Hotels have no score.
We define the total score as the addition of the scores of all the trips in the tour.
The solution of OPHS is the set of D trips that maximizes the total score and that satisfies the problem constraints.
The most common problem constraints are:
• A point of interest must be visited at most once.
• Each trip R i must start and end at a hotel.
• Connectivity inside a trip is required.
• The ending hotel of a trip R i must be equal the starting hotel of the next trip R i+1 : h ie = h i+1s
• D trips must be found.
• Each trip R i must be completed within a time budget T i , i ∈ {1, . . . , D}.
• The tour must start in the initial hotel (h 1s = h 1 ) and end in the final hotel (h De = h m ). For mixed integer linear programming formulations of OPHS see [1] , [2] .
B. VARIANTS OF THE ORIENTEERING PROBLEM
In an Orienteering Problem (OP) [36] , a tour must be built that maximizes the total score collected by visiting points of interest at most once, within a limited time budget.
In literature, many OP variants have been proposed [43] , and we will mention the most relevant ones. OP is extended to Team OP (TOP) [39] where multiple tours must be built. OP with Time Windows (OP-TW) [40] and Team OP-TW (TOP-TW) [28] consider an additional constraint where each point of interest has an associated time window, to build a tour and multiple tours respectively. Time Dependent OP (TDOP) [29] considers a dependency on travel time that changes according to the properties of the network, such as: congestion levels, construction zones, etc. TDOP is extended to TDOP with Time Windows (TDOP-TW) [30] and Time Dependent Team OP with Time Windows (TDTOP-TW) [28] . In [45] TOP incorporates vehicles to extend to Capacitated TOP (CTOP) where multiple tour must be built for each vehicle to maximize the total score, without violating the capacity and time budget of each vehicle. Multi-Constraint TOP with Multiple Time Windows (MCTOPM-TW) is introduced in [46] to incorporate one or more time windows for each point of interest on different days.
Later OP variants that include hotels have been proposed. OP with Hotel Selection (OPHS) is formulated by means of a mixed integer linear programming [1] . To tackle this problem the authors propose the Skewed Variable Neighborhood Search (SVNS) which uses different moves focused on identifying the best hotels combinations (Hotels-Shake), moves that search for the best points of interest given a selected hotels combination (Vertices-Shake) and 9 moves focused on improving the trip score and increasing the available time. For evaluation, they define a set of 229 instances where 224 have known optimal value. Their algorithm solves all the instances, however later it is not able to solve the other hardest problems with a larger number of feasible sequences of Hotels (TNFS) proposed in [2] . The more feasible sequences exist, the more difficult the problem is. A memetic algorithm is introduced in [2] which is able to solve more instances than their previous work using SVNS. They propose 176 more complex instances with a known optimal solution. The memetic algorithm combines different hotel sequences and as local search technique uses a Variable Neighborhood Descent method using 6 different moves. Finally, an approach based on Greedy Randomized Adaptive Search Procedure (GRASP) is presented [34] . GRASP is composed of three steps: preprocessing, construction and local search. In this GRASP in the construction phase, a point of interest is inserted in its best position in each iteration through the random selection of a candidate in the Restricted Candidate List (RCL). In the local search four operators are proposed, two operators focused on the improvement of the hotels within the tour, and two operators focused on the improvement of the points of interest within the tour. Subsequently, OPHS is extended to OPHS with Time Windows (OPHS-TW) [31] .
OPHS can be seen as a special case of Traveling Salesman Problem with Hotel Selection (TSPHS) [44] when all points of interest must be visited during a tour composed of a set of D trips to minimize.
In recent years, many routing problem for tourist have been modeled as Tourist Trip Design Problem (TTDP), where the most basic version of TTDP corresponds to the OP [47] .
C. HYPER-HEURISTICS
The term hyper-heuristic was initially presented as the idea of heuristics choosing heuristics in the context of combinatorial optimization. However, the definition has been extended to refer to a search method or learning mechanism for selecting or generating heuristics to solve computational search problems [6] .
Hyper-heuristics can be classified according to the nature of the heuristic search space and the source of feedback during learning. The first classification refers to selection methodologies or generation of heuristics, and the second to types of learning that can be offline, online and without learning. There is also a distinction between low-level heuristics which can be constructive or perturbative.
Constructive heuristics are based on the idea of building a solution through an iterative process that culminates in a complete solution. In [8] a hyper-heuristic with online learning is presented that uses constructive graph-coloring heuristics to solve the timetabling problem. The solution is represented as an ordered list of graph-colouring heuristics, therefore, a solution is an iterative construction process where a graph-colouring heuristic is selected and applied. In [37] a hyper-heuristic with offline learning is presented to solve a one-dimensional bin packing problem. Beginning with a set of rules learned from the current state of the problem, constructive low-level heuristics are selected and applied until a complete solution is built. Hyper-heuristics that use constructive heuristics have also been used in problem domains such as: packing problems [18] , [19] , [22] and vehicle routing problems [20] , [21] .
On the other hand, perturbative heuristics are selected and applied to solutions randomly generated or generated by constructive heuristics. They perform simple local searches to iteratively improve the solution until reaching some stopping criterion. Hyper-heuristics that use perturbative heuristics can be divided into two types: low-level heuristic selection methods and move acceptance methods [10] , [11] . The selection method of low-level heuristics can be performed in a non-adaptive way (without learning): low-level heuristics are selected randomly or according to some predefined order, or in an adaptive way (online learning): low-level heuristics are selected based on a learnt probability weighting. With respect to the move acceptance method, a move is accepted or rejected based on the quality of the resulting solution after performing the move on the current solution. This can be done in a deterministic or non-deterministic way. The hyper-heuristics that use perturbative heuristics have been applied in problem domains such as: personnel scheduling [5] , [12] , timetabling [12] , [13] , shelf space allocation [14] , [15] , packing [16] and vehicle routing problems [17] .
The hyper-heuristics that use low-level heuristics generation methodologies are based on the idea of generating low-level heuristics (constructive or perturbative) from already defined components. Problem domains such as packing [23] , [24] , [38] and satisfiability [25] - [27] have been addressed with this methodology.
The distinctive feature of hyper-heuristics relies on the fact that they operate on a search space of heuristics rather than directly in the search space of solutions of the underlying problem that is being addressed [7] .
Recent work on routing problems based on hyperheuristics: An analysis of hyper-heuristics when solving Periodic Vehicle Routing Problems (PVRPs) is presented [35] . Simple hyper-heuristics, learning based hyper-heuristics and Variable Neighborhood Search (VNS) based methods are discussed. They conclude that their hyper-heuristics with a more general and simple design achieve competitive results to those delivered by meta-heuristics in this problem. An approach based in hyper-heuristic [41] is used to solve Urban Transit Route Design Problem (UTRDP). In this problem efficient travelling routes for vehicles in a public transportation must be found. An extensive study the performance of several selection and acceptance method in hyper-heuristics is presented. The hyper-heuristic by mean of the sequence based selection method (SS) combined with great deluge acceptance method (GD) is able to find improved results in an acceptable computational time. Later a hyper-heuristic to Solve the Low-Carbon Location Routing Problem (LCLRP) [42] is presented. This hyper-heuristic uses the second exponential smoothing method to predict the performance of low-level heuristics. The hyper-heuristic obtained good quality solutions in reasonable computing time, taking into consideration time windows, simultaneous pickup and delivery with heterogeneous fleets.
III. HYPER-HEURISTIC APPROACH
In this section, the components of our approach are explained. The hyper-heuristic begins with the selection of an individual from a population generated through an initialization process and then works on a feasible space of low-level heuristics. This approach is based on a Large Neighborhood Search (LNS) by using two stages to perturb and improve the solution by selecting and applying low-level heuristics. The perturbation stage promotes the exploration of the search space, and the improvement stage promotes search space exploitation. Therefore, low-level heuristics can be classified in shaking and local search respectively. During a selection procedure, the hyper-heuristic determines which individual in the population must be replaced and which individual should conform the next iteration. Algorithm 1 shows the pseudo-code of the hyper-heuristic. Through two successive stages, an initial population of individuals is generated, where each individual represents a tour. A tour is an ordered sequence of trips, where each trip is composed of a sequence of points of interest between a start hotel and an end hotel. Algorithm 2 details in pseudo-code the two stages of the Initialization process.
1) CREATING OF HOTEL PAIRS
An Orienteering Problem (OP) [36] is solved independently for each possible pair of hotels in each trip, generating potential sequences of points of interest. In total, m * m * D OP problems have to be solved in this preprocessing phase (line 1 of Algorithm 2). To reduce this number, we use the following rule. A pruning rule is applied that allows discarding pairs of hotels in each trip during the whole process if they do not comply with the following constraints [2]:
• For a start hotel h is and an end hotel h ie in a trip R i , the time budget T i for that trip must not be exceeded (t h is ,h ie ≤ T i ). Tour ← removeDuplicatePoints(Tour); 20 Tour ← localSearch(Tour); 21 Population ← addIndividual(Tour); 22 end 23 return Population;
• From the starting hotel h is of the trip R i , it should be possible to reach the final hotel h m in the remaining time of the tour (t h is ,h m ≤ D k=i T k ). In order to perform this preprocessing in a small amount of computing time, only the Insert III-C2 heuristic was used to solve each OP, unlike the Greedy sub-OP heuristic mentioned in [1] . Subsequently, each potential sequence of points of interest associated with a pair of hotels is ordered according to the score collected in regard to that trip. Unlike [2] , the total scores collected are not updated in later stages of the algorithm. The preliminary idea is that different pairs of hotels with different time budgets (trips) condition different sequences of points of interest. However, in this stage by generating each trip independently, points of interest could be visited in different trips. The next step will use these trips to build the tours of the initial population and will ensure that a point of interest will be visited only once in each tour.
2) CREATING INITIAL POPULATION
Ordered sequences of trips are generated (tours) to create the initial population. Therefore, it is necessary to generate sequences of hotels through the selection of an end hotel given a start hotel determined by the end hotel of the previous trip. For this, a recursive function is used that begins with start hotel h 1 and then, the following hotels are added one by one to the sequence until completing the D trips. The last hotel must be the final hotel h m . The selection of an end hotel given a start hotel is determined using a Roulette Wheel Selection.
End hotels with higher scores collected on the current trip (OP solved) according to start hotel will be more likely to be selected. The aforementioned process is based on the idea used in [2] . Once a sequence of hotels is generated, we assign to each pair of hotels in the tour the precomputed points of interest by the preprocessing phase III-A1. The duplicated points of interest are then eliminated. Eliminating points of interest that have a longer time saved by being excluded is prioritized.
Then, Local search III-C is applied to improve the sequence of trips. In this stage, we adapt our Local search to make it simpler, occupying a smaller heuristic space: Insert, Replacement, Two-opt, Move and Swap (see III-C2). This process is repeated until the number of individuals (tours) necessary for the initial population is generated. Finally, an individual is selected from the population through a Tournament selection, a stage detailed in III-D.
A hyper-heuristic based on a population algorithm allows the diversification among the initial solutions: different sequences of hotels will indeed be constructed in the initial population due to the random procedure used.
B. SHAKING
In this stage, the solution (tour) is perturbed promoting the exploration of the search space in order to escape from a local optimum. Therefore, points of interest and pairs of hotels are perturbed.
In each iteration, a shaking type low-level heuristic is randomly selected and then applied to the current tour generating a new feasible tour. Four feasible shaking heuristics are defined:
• Delete-first-half: For each trip within the tour, the first half of the points of interest are deleted.
• Delete-last-half: For each trip within the tour, the last half of the points of interest are deleted.
• Hotel-mutation: A trip i is randomly selected such that i ∈ [1, D − 1]. Then, the end hotel of the trip i (also the start hotel of the trip i + 1) is changed by a new hotel that does not exceed the time budget for both trips.
• Trip-mutation: A Hotel-mutation is first performed. Then, points of interest of the trip i and the trip i + 1 are also changed by those calculated previously in the Initialization stage III-A1. These new points of interest are added in sequential order, if they were not already included in the tour. All moves in these heuristics are feasible according to the constraints.
C. LOCAL SEARCH
In this stage, the solution (tour) is improved, by promoting the exploitation of the search space in order to find a local optimum. Therefore, the search for points of interest and hotels is intensified. The low-level heuristics are iteratively applied on the solution generated in the Shaking stage until a stopping criterion is reached. VOLUME 8, 2020 1) SELECTION The selection of low-level heuristics in this stage is made through a ranking between three values: 1, 0 and −1. Initially, all heuristics start with a ranking value equal to 1. Then, at each iteration, this value changes according to the following rules:
• If during the application of a heuristic, the new solution is identical to the current solution, the ranking value of that heuristic is set to −1.
• If during the application of a heuristic, the new solution has a higher total score or a decrease in the total tour time with respect to the current solution, the ranking value of all the heuristics is set to 1.
• If during the application of a heuristic, the value of the total score and the total time of the tour do not improve with respect to the current solution, the ranking value of that heuristic is set to 0. Therefore, the heuristic with the highest ranking value is selected. When there is more than one heuristic with the highest ranking value, the selection criterion is random. Finally, the stopping criterion is reached when all heuristics have a ranking value equal to −1. Algorithm 3 shows the pseudo-code of the Local search. A maximum number without improvements is defined for all low-level heuristics in this stage (MaxWI ).
The objective is to force all the heuristics to be applied until there are no improvements to the solution. This heuristic selection methodology is inspired by a work [3] that simultaneously addresses four problem domains: Max-SAT, one dimensional bin packing problem, personnel scheduling problem and flow shop problem through the HyFlex framework [4] .
2) LOW LEVEL HEURISTICS
At each iteration in the Local search stage, low-level heuristics are selected and applied until the stopping criterion mentioned above is achieved. The eleven low-level heuristics that improve a solution by increasing the total score or decreasing the total time while maintaining the total score on the tour are presented below.
• Insert: For each point of interest not included, the best feasible position is sought in the tour. Then, the point of interest is included in that position. A feasible position is defined as an insertion where the time budget for the trip where the point of interest will be included is not exceeded. The best position in the tour is defined as the highest ratio [1] between the score of the point of interest to be inserted over the increase of time in the trip when considering that position. X ← X ; 20 end 21 return X ; is sought. If there is such a position, the point of interest is inserted in it. Otherwise, the included points of interest with the lowest score within each trip are potentially considered to be excluded. Finally, the point of interest is inserted in the feasible position (if it exists after the exclusion) with the lowest time increase and then, the point of interest with lowest score is excluded from the trip where the insertion was made. The included point interest score must be greater than the excluded one. We define R i = {h is , p i6 , p i2 , p i3 , h ie } as a trip with time budget T i , p 3 the point of interest to be excluded with lowest score and POIs = {p 4 , p 5 } a list of points of interest not included with higher score compared to p 3 . The point of interest p 4 is inserted in the feasible position with lowest time increase after the exclusion of p 3 , in this example between h s and p 6 , such that
• Two-opt: For each trip, two pivots in which the reordered points of interest generate a decrease in the time of the trip are sought. The pair of pivots that generates the greatest decrease in the time of the trip is applied. We define R i = {h is , p i6 , p i2 , p i3 , p i1 , p i9 , h ie } as a trip with time budget T i , l = {2, 5} a list of pivot positions with the greatest decrease, in this example between p 2 and p 9 , such that R i = {h is , p i6 , p i9 , p i1 , p i3 , p i2 , h ie } is generated.
• Move: For each included point of interest, the new feasible position within the tour that generates the greatest decrease in the total time is sought. If the position exists, the included point of interest is moved to that position. We define R i = {h is , p i6 , p i2 , p i3 , p i1 , h ie } as a trip with time budget T i , p 3 the point of interest to be moved. In this example p 3 is moved to the last position (the greatest decrease), such that R i = {h is , p i6 , p i2 , p i1 , p i3 , h ie } is generated. • Swap: For each trip, a pair of included points of interest that generate a decrease in the time of the trip is exchanged. We define R i = {h is , p i6 , p i2 , p i3 , p i1 , h ie } as a trip with time budget T i , l = {2, 4} a list of exchange positions that generate a decrease. In this example p 2 and p 1 are exchanged, such that R i = {h is , p i6 , p i1 , p i3 , p i2 , h ie } is generated.
• Extract-insert: For each trip, a point of interest is excluded (Extract) and then points of interest not included are inserted (Insert) while the time budget is not exceeded. That point of interest is excluded if its score is less than the sum of the included points of interest scores. Iteratively the next point of interest is considered for exclusion. We define R i = {h is , p i6 , p i2 , p i3 , p i1 , h ie } as a trip with time budget T i , p 6 the first point of interest to be excluded and POIs = {p 4 , p 5 } a list of points of interest to be included. In this example p 4 and p 5 are inserted (as
• Extract2-insert: Same procedure as Extract-insert, but now every two consecutive points of interest in each trip are considered for exclusion.
• Extract5-insert: Same procedure as Extract-insert, but now every five consecutive points of interest in each trip are considered for exclusion. Variant that allows the intensification of the search in trips with many points of interest.
• Hotel-improvement: A new feasible hotel is sought to be replaced on the tour and generate a decrease in total time. A feasible hotel is defined by the pruning rule mentioned above, therefore, the information calculated in the Initialization III-A1 is also used. The best feasible hotel found is replaced on the tour, that is, the hotel that generates the greatest decrease over total tour time. Given a feasible hotel found in the trip i, with i ∈ [1, D − 1], the end hotel of the trip i and the start hotel of the trip i + 1 are replaced. We define R i = {h is , h ie } as a trip and R i+1 = {h i+1s h i+1e } as the next trip, where by the definition of the problem h ie = h i+1s .
• Hotel2-improvement: Same procedure as Hotelimprovement, but now two feasible consecutive hotels are replaced on the tour. Given a pair consecutive feasible hotels found in the trip i, with i ∈ [1, D − 2], the end hotel of the trip i, both hotels of the trip i+1 and the start hotel of the trip i + 2 are replaced. This variant allows the intensification of the search when the tour has many trips.
• Hotels-crossover: The best crossover between the current sequence of hotels and the individuals of the population is sought. The best crossover is defined as the greatest decrease in the total time of the tour after to applying the crossover. Given a crossover on the trip i, 
D. SELECTION PROCEDURES
The selection procedures determine which individual of the population should be replaced by the recently improved solution in the Local search stage, and which individual should be selected for the next iteration. These two procedures are described below:
• Replacement (cf lines [6] [7] [8] [9] . If the total score of the new improved solution is greater than or equal to the total score of the base solution, the base solution is replaced by the improved solution. Otherwise, through a Tournament selection, the worst individual in the population is selected to be replaced by the improved solution.
• Selection (cf line 3). Through a Tournament selection, the best individual of the population is selected to become the current tour of the next iteration. The Tournament selection performs two important roles: it allows the selection of the best solutions that will form the following iterations, and it allows the elimination of the worst individuals of the population [3] . In the first case, it selects the best from the tournament, in the second case the worst.
E. DISCUSSION
We have paid special attention when designing our hyper-heuristic in many aspects. We have selected low-level heuristics that are easy to implement and that do not require excessive computational time. It is very important to verify that the actions of the low-level heuristics can collaborate. Moreover, with each low-level heuristic we have also associated a specific goal. Finally, we use dynamic data structures that allow us to obtain an efficient collaboration.
IV. EXPERIMENTS AND RESULTS
We have performed experiments with benchmark instances proposed in the literature. The hardware platform for the experiments was a PC Intel Core i7-2600 with 3.40 GHz processor and 16 GB RAM under Ubuntu 14.04.5 LTS operating system. The algorithm has been implemented in C++. For all experiments the algorithm was executed 3 times. 
A. BENCHMARK INSTANCES
We use 395 instances with known optimal solutions created in [1] and [2] . Each instance contains a set of points of interest, a set of hotels, and an ordered set of trips to built with their respective time budgets. The table 1 summarizes the 395 instances distributed in 16 sets. These instances contain between 32 to 102 points of interest, between 3 and 17 available hotels, and finally between 2 to 10 trips to build.
As mentioned in [2] , the SET5 15-10 is the largest and most complex set of instances, it could generate a total number of up to 1.185878765 × 10 11 possible feasible sequences of hotels.
B. PARAMETER TUNING
Four parameters are involved in the presented algorithm: MaxIter, PopSize, MaxWI and TournSize. To select these parameters appropriately, the two largest and most complex sets of instances were studied using a tuning method: SET5 15-8 and SET5 15-10.
We obtain MaxIter = 200, PopSize = 30, MaxWI = 20 and a tournament size based on the size of the population of individuals ( PopSize 2 ), TournSize = 15. These parameters showed a compromise between the quality of the solution and computational time, especially in the largest and most complex sets of instances. Table 2 summarizes the results obtained by the hyper-heuristic (HH) in each set of instances and compares HH with the three algorithms that solve OPHS: Skewed Variable Neighborhood Search (SVNS) [1] , Memetic Algorithm (MA) [2] and Greedy Randomized Adaptive Search Procedure (GRASP) [34] . The first column indicates the set, the second and third column respectively indicate the percentage gap obtained by MA in the best case and on average. The best case value for each instance set is the average of the best value found from all runs of each instance that belongs to this instance set. The fourth column indicates the results obtained by the deterministic SVNS. The fifth and sixth column respectively indicate the percentage gap obtained by GRASP in the best case and on average. The seventh and eighth column respectively indicate the percentage gap obtained by HH in the best case and on average. The results are highlighted in bold when algorithm obtained better performance.
C. RESULTS
The calculated gap is the percent difference between the known optimal solution and the obtained result: Finally, the last four columns respectively indicate the average computational time in seconds used by MA, SVNS, GRASP and HH. The computational times in HH were adjusted 1 according the hardware platform used in MA and SVNS [2] . Table 3 shows the optimal solutions found in each approach (best cases) in the 395 test instances. In the best runs HH was able to find the optimal solution for 217 instances among 395. All computational results obtained by HH are detailed on our site. 2
D. STATISTICAL ANALYSIS
We have used pairwise Wilcoxon non-parametric test to compare the performance of HH. For this, we used the best performance obtained by the best algorithm (MA) to date [2] . The hypotheses considered in this test are:
• H 0 : HH found the same quality solutions as the algorithm from the literature.
• H 1 : HH found different quality solutions than the algorithm from the literature. Table 4 and 5 show the test results. The number of negative ranks indicates the cases when MA outperforms HH. Positive ranks indicate the cases when HH outperforms MA. Considering a confidence level of 95%, HH found different quality solutions in both comparisons. We conclude that HH outperforms MA for the quality solutions obtained. changes in the PopSize, TournSize and MaxWI parameters do not significantly affect the performance of the algorithm. Table 7 shows the convergence in MaxIter with PopSize = 30, TournSize = 15 and MaxWI = 20. HH can still find better solutions by increasing MaxIter. 
V. CONCLUSION AND FUTURE WORK
We introduced a hyper-heuristic based on a Large Neighborhood Search to solve OPHS. Through a set of low-level heuristics, this hyper-heuristic is able to explore the search space and intensify the search in more promising areas.
This approach has shown to be a more general method, with a simpler design in comparison to methods from the literature, and is able to find quality results in acceptable computational times.
By employing simple and general heuristics in an intelligent way, the hyper-heuristic is capable of generating comparable results to those of special purpose approaches. Although the goal of the present study is not to beat the specific approaches in the literature, our hyper-heuristic works well on all of the problems and for 217 instances among 395 of the benchmark problems, the hyper-heuristic we developed actually obtained the best result among all those reported in the literature. It is a simple, robust and very effective general approach.
The hyper-heuristic has shown itself to be capable of self-adapting to the instance of the problem by searching and choosing a good combination of simple low-level heuristics. Furthermore, we have proved that the selection of simple and efficient low-level elements is a major task when designing hyper-heuristics. Some characteristics of the low-level heuristics, such as average performance, adaptation capability, solution quality, and execution time are determinants in order to obtain a good trade-off between the quality of the solutions and the speed to search such solutions. Furthermore, the set of low-level heuristics must be able to cooperate among themselves. Therefore, we strongly require to select a diverse and simple set of low-level heuristics which can improve/overcome single behaviours, allowing the hyper-heuristic to combine the strength and compensate for the poor performance of (specific-purpose) heuristics.
One of our main challenges for future work is to extend our approach to solve other orienteering problems with intermediate facilities. We also focus our efforts on designing general-purpose adaptive optimization algorithms to solve applications in other domains similar to tourism design problems.
