Abstract. We introduce the concept of a prehomogeneous determinant as a nonreduced version of a linear free divisor. Both are special cases of prehomogeneous vector spaces. We show that the roots of the b-function are symmetric about −1 for reductive prehomogeneous determinants and for regular special linear free divisors. For general prehomogeneous determinants, we describe conditions under which this symmetry still holds.
basis of global degree 0 vector fields δ k = A k x = x t A t k ∂ x ∈ Γ(V, Der(− log D)) 0 , A k ∈ C n×n , k = 1, . . . , n.
Then, by Saito's criterion [Sai80, Thm. 1.8.ii], f = det(δ 1 , . . . , δ n ) ∈ Sym(V * ), is a homogeneous defining equation for D of degree n. Therefore the can assume that δ 1 = ǫ is the Euler vector field
and then also that δ 2 , . . . , δ n ∈ Γ(V, Der(− log f )) 0 where Der(− log f ) is the module of vector fields tangent to (the level sets of) f . We denote by G D ⊆ GL V the unit component of the stabilizer of f ∈ P Sym(V * (1) G ⊆ GL V is connected with dim G = dim V , (2) ρ = id : G ֒→ GL V , (3) f (x) = det(ρ(A 1 )x, . . . , ρ(A n )x) ∈ Sym(V * ), g = A 1 , . . . , A n , is reduced.
We shall consider the more general objects defined by dropping the third condition. However, we shall frequently impose the additional condition of reductivity on G when we study b-functions in Section 2.
Definition 1.1. Let G ⊆ GL V be a connected algebraic group with dim G = dim V = n such that (G, ρ, V ) is a prehomogeneous vector space where ρ = id : G ֒→ GL V . Consider a relative invariant (1.1) f (x) = det(dρ(A 1 )x, . . . , dρ(A n )x) ∈ Sym(V * )
defined by generators A 1 , . . . , A n of the Lie algebra g of G. We call the (possibly nonreduced) discriminant divisor D ⊆ V defined by f a prehomogeneous (discriminant) determinant, and a linear free divisor in case f is reduced. We call D reductive if G is a reductive group. We set G D = G, g D = g, and ρ D = ρ, and we denote the character of f by χ D : G D → C * and its derivative by dχ D : g D → C. We call In particular, we may pick A 1 ∈ g D such that
(1.4) dχ D (A 1 ) = 1.
We choose A 1 = E/n if D is a linear free divisor. For A ∈ g D , we abbreviate (1.5) 
As deg f = n by (1.1) and G D ⊆ GL V with dim V = n by Definition 1.1, we have Proof. The converse being trivial, let us assume that the second condition holds.
As d det = tr, this gives using (1.2) that
Then both χ D and det •ρ D induce characters on G D /A D . But the latter has character group isomorphic to Z by (1.3). Using (1.7), this implies the equality 
Proof. Choosing A 1 = E/n, the first statement follows from (1.1) and Saito's criterion. By [Jac79, Ch. III, §7, Thm. 10], reductivity of g D means that 
On the other hand, it follows from (1.6), (1.2), and (1.4) that
and hence A 1 ∈ s D by (1.10). Using (1.9) and (1.11), this shows that A 1 ∈ c D after subtracting a suitable element of s D .
In order to say more, we shall focus on the reductive case for the remainder of this section. The following result is proved in [dGMS08, Cor. 4 .4] in the case of linear free divisors. 
For the convenience of the reader we give a proof of the following general fact which is probably well-known to specialists. Lemma 1.6. Every finite representation V of a complex semisimple Lie algebra s is defined over Q with respect to some V Q .
Proof. Let h be a Cartan and b be a Borel subalgebra of s. By Chevalley's Normalization [Ser01, Ch. VI, §6, Thm. 11] s has a rational form s Q . By complete reducibility we may assume that V is an irreducible s-module. Let V ω = U (s)⊗ b L ω where U (s) denotes the universal enveloping algebra of s and L ω is a complex one dimensional b-module of weight ω ∈ h * . Then set E ω = V ω /N ω where N ω is generated by all s-modules strictly contained in V ω . By [Ser01, Ch. VII, §3, Thm. 2], V = E ω where ω is integer on the coroots in h Q by [Ser01, Ch. VII, §4, Prop. 3.(b)]. This implies that V ω is a direct sum of rational weight spaces for h Q and is thus defined over Q. Then N ω is the maximal s-module in V ω that meets L ω in zero. Choosing a Q-basis of L ω , V ω also decomposes as a direct sum of Q-vector spaces U (s Q ) ⊗ b Q L ω,Q compatible with the above direct sum decomposition. Clearly N ω is homogeneous with respect to both direct sums and hence defined over Q.
Proof of Theorem 1.5. We show that ρ D is defined over Q when restricted to a D , which implies (a) by (1.8) and A 1 = E/n. Then 2. b-functions of reductive prehomogeneous determinants
where D V denotes the ring of algebraic differential operators on V . In general, the existence of the b-function has been established by I.N. Bernstein [Ber72] in the global and by J.E. Björk [Bjö79] in the local case. M. Kashiwara [Kas77] proved that the roots of the b-function are negative rational numbers. Let (G, ρ, V ) be a reductive prehomogeneous vector space. Then there is a compact Zariski dense subgroup H ⊆ G and one can assume that H ⊆ U (n) for some basis x of V . We refer to this basis x and the dual basis y of V * as unitary coordinates. For a relative invariant f of (G, ρ, V ) with character χ f , the function f * ∈ Sym(V ) defined by
is then a relative invariant of (G, ρ * , V * ) with character 
as in (2.1) and that 
Now let D be a (not necessarily reductive) prehomogeneous determinant defined by f as in Definition 1.1. Then we abbreviate
where the latter is defined in the presence of the functional equations (2.4).
For A ∈ g D , we abbreviate
as in (1.5) using (1.4) and (1.8). Note that (1.6) also holds for Proof. In unitary coordinates, we have ρ *
. Thus, f * in Definition 2.1 coincides with f * in (2.2). This shows that f * = 0 and that f * is reduced if and only if f is reduced.
If D is a reductive prehomogeneous determinant, the two (equivalent) equalities
and (2.3).
The following observation was the starting point for our study of the symmetry of b-functions of prehomogeneous determinants in the remainder of this section. 
Proof. From (1.6), (1.12), and (2.9) we deduce that
. So by (2.4) and (2.10), we have
which holds true since δ 1 , . . . , δ n OV,p = ∂ x1 , . . . , ∂ xn OV,p . The equality (2.12) gives rise to an exact sequence
As U is affine and the sheaf R is quasicoherent, we have 
for some m ∈ N. Let F denote the Fourier transform. Then, by (1.5), (2.8), and (2.10), we have
. Combining (2.10), (2.13), and (2.14) yields that
and hence, using (2.4) and (2.5),
We conclude the following from Lemma 2.4 using Theorem 1.4, and from (2.6), (2.7), and [Kas77] .
Theorem 2.5. For any reductive prehomogeneous determinant
has degree n and rational negative roots symmetric about −1. In particular, −1 is the only integer root. Remark 2.6. In [CJUE04, Prob. 3.2], Castro-Jiménez and Ucha-Enríquez ask whether −1 is the only integer root of the b-function for any linear free divisor. Theorem 2.5 gives a positive answer to this question in the case of reductive prehomogeneous determinants. In Theorem 4.5 in Section 4, we shall also settle the case of certain nonreductive linear free divisors.
Examples
Up to dimension 4 all linear free divisors have been classified in [GMNS07, §6.4]. Figure 1 lists their b-functions computed using Macaulay 2 [M2] . Here g 2 is the nonAbelian Lie algebra of dimension 2 and g 3 is characterized as having 2-dimensional Abelian derived algebra g ′ 3 , on which the adjoint action of a basis vector outside g ′ 3 is semi-simple with eigenvalues 1 and 2 (see [Jac79, Ch. I, §4]). Observe that, except for having degree greater than n, also the nonreductive divisors in Table 1 satisfy the statement of Theorem 2.5.
Discriminants of quiver representations are at the origin of linear free divisors and form a rich source of reductive determinants. We shall briefly review the basics of the theory to understand the following three examples and refer to [BM06] for more details.
A quiver Q = (Q 0 , Q 1 ) is a directed finite graph with vertex set Q 0 and edge
we associate the representation space
The quiver group
acts on Rep(Q, d) through the quiver representation
Note that Z = C · (I di ) i∈Q0 , where I i ∈ GL i (C) denotes the unit matrix, lies in the kernel of ρ Q,d . The Tits form q :
The following example of a linear free divisor is the discriminant of the star quiver studied in [GMNS07, Exa. 5.3]. We use the microlocal calculus developed in [SKKŌ81] 
2 , g = (g 1 , g 2 ). The infinitesimal vector fields for this group action are given by
where x i,j are coordinates on C 2×3 and ∂ i,j = ∂ xi,j . The discriminant is a reductive linear free divisor D defined by the product of maximal minors
with associated character
We first enumerate the different orbits by specifying a generic element x 0 . We denote by O i,j (or O i if there is only one) an orbit of dimension i of a point x i,j 0 (or x j 0 ), and by Λ i,j (or Λ i ) its conormal space. In order to calculate the dimension of the orbit of x 0 it is sufficient to determine the tangent space T x0 = dρ(g)x 0 which is spanned by the evaluation of the vector fields (3.1) at x 0 .
(1) Orbits of rank 2: (1.a) 1 open orbit: (1.c) 3 orbits of rank 2 and dimension 4 with exactly one zero column: 0 , we shall now compute the action ρ x0 of the isotropy group G x0 on the normal space V x0 = V /T x0 to the tangent space T x0 to the orbit of x 0 . We omit the trivial cases of the open and of the zero orbit and describe V x0 by identifying it with a representative subspace in V .
(1) x 0 = x 5,1 0 :
(2) x 0 = x 4,3 0 : 
This is the only nonprehomogeneous normal action. 
This is a prehomogeneous action with nonreduced discriminant {vw 2 = 0}. (5) x 0 = O 2,1 :
This is a prehomogeneous action with reduced discriminant {wr(ur − vw) = 0} The holonomy diagram in Figure 2 shows the incidence relations between the good orbit conormals subject to intersections in codimension one. Recall that Λ 4,0 is not good as it is not prehomogeneous. We shall apply the method in [SKKŌ81] Figure 2. Holonomy diagram of Example 3.1 E E E
An elementary local calculation shows that all the intersections in this chain are smooth and transversal at the generic point which is the situation of [SKKŌ81, Cor. 7.6]. Therefore it remains to calculate ord Λ f s for all Λ in the chain (3.3) using the following formula from [SKKŌ81, Prop. 4.14]:
.
and (x 0 , y 0 ) ∈ Λ is generic such that dρ x0 (A 0 )y 0 = y 0 . By (3.2), we have
which can be determined from the preceding computations. Note that the contragredient action ρ * on the dual space (C 2×3 ) * identified with C 3×2 by the trace pairing is given by dρ
One computes
Using the formula in [SKKŌ81, Cor. 7.6] this yields
From this we conclude that
is the b-function of D which is also confirmed by Macaulay 2 [M2].
The next two examples are reductive nonreduced prehomogeneous determinants arising from quiver representations.
Example 3.2. We modify the star quiver in Example 3.1 by adding an additional source. Consider the resulting star quiver D 3 in Figure 3 and the dimension vector d = (2, 2, 1, 1, 1) with q(d) = 1. The quiver group GL(Q, d) = GL 2 (C) × GL 2 (C) × Figure 3 . The star quiver in Example 3.2 w w n n n n n n n n n n n n n n n (x2,1,x2,2)
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and D 2 are defined by the functions
Since D 1 is the square of a quadratic form and D 2 is the reductive linear free divisor from Example 3.1, we have 
is open. The nonreduced discriminant D defined by the function
is a reductive prehomogeneous determinant. As in Example 3.2, one computes
and the reduced discriminant does not have the symmetry property.
b-functions of special linear free divisors
The symmetry of the b-functions of nonreductive prehomogeneous determinants in Section 3 motivates to try to weaken the hypotheses of Theorem 2.5. In the case of linear free divisors, this turns out to be possible.
Consider a linear free divisor D defined by f as in Definition 1.1. In [GMNS07, Thm. 6.1], we proved that a D has a basis A 2 , . . . , A n = S 2 , . . . , S s , N 1 , . . . , N n−r as in the proof of Theorem 1.4: the dρ D (S i ) are semisimple and commute, the dρ D (N i ) are nilpotent, and the N i are homogeneous with respect to the S i with rational weight. Then, as in (1.13), we have
Assume now that D * = V * . Then the analog of (4.1) for D * reads
As tr
Using (1.7), we conclude from (4.3) the following formulas.
Lemma 4.1. For a linear free divisor D with
As an immediate consequence of (1.7) and Lemma 4.1, we obtain an equivalence of (1.12) and (2.9). Proof. The classical proof essentially works in our setting:
The existence of b f (s) and b f * satisfying (2.4) follows from (2.9) by the character argument in [Kim03, Prop. 2.22] which also gives the converse implication.
In the reductive case,
have complex conjugate coefficients f α = f * α in unitary coordinates. This is not necessary to show that
and similarly
for any m ∈ N. The equality in (2. Under the stronger assumption of regularity we can prove more. 
Euler homogeneity and normal representations
The condition of (strong) Euler homogeneity arose in the context of the logarithmic comparison theorem in [CMMNMCJ02, Conj. 1.4] (see also [CJNMM96] and [GS06] ) and has been studied in [GMNS07, §7] in the case of linear free divisors. It is conceivable that all linear free divisors are (strongly) Euler homogeneous, but there is neither a proof nor a counter-example. The following statement is implicit in the proof of [GMNS07, Lem. 7.5].
Lemma 5.2. If D is (locally) defined by f and Euler homogeneous with Euler vector field ǫ then D is strongly Euler homogeneous if
Assume now that D is a linear free divisor. Then the preceding observation can be formulated as follows. The localization f x0 ∈ Sym(V * ) of f at x 0 [SKKŌ81, Def. 6.7] is the homogeneous nonzero polynomial defined by
By [SKKŌ81, Def. 6.8], f x0 (x ′ ) induces a relative invariant f x0 (y) of the representation (G D,x0 , ρ D,x0 , V x0 ) with character χ fx 0 = χ D where y = y 1 , . . . , y k are coordinates on V x0 . Note however that the latter might not be a prehomogeneous vector space.
In 
Denoting by A ′ i the matrix consisting of the upper k rows of A i , (5.1) implies that
. . , x n By hypothesis, f 
Koszul freeness and Euler homogeneity
Koszul-freeness is a natural finiteness condition on logarithmic vector fields and is also closely related to the logarithmic comparison theorem (see [Tor04] and [CMNM05] ). In geometric terms, Koszul freeness of a free divisor D ⊆ V can be defined as the local finiteness of the logarithmic stratification by maximal integral submanifolds along logarithmic vector fields as defined in [Sai80, §3] . is a quasi-isomorphism. For isolated singularities the LCT can be explicitly characterized in the quasihomogeneous case (see [HM98] ) and there are partial results for the nonquasihomogeneous case (see [Sch07] ). An algebraic version of the LCT is conjectured to hold for all hyperplane arrangements in characteristic 0 (see [Ter78, Conj. 3 .1] and [WY97, §1]). A global version of the LCT has been proved in [GMNS07, Thm. 1.6] for reductive linear free divisors and it is conceivable that LCT holds for any linear free divisor.
The LCT has been studied intensively in the case of free divisors. The main conjecture in this case is the following from [CMMNMCJ02, Conj. 1.4] and has been proved in [GS06, Thm. 1.6] for n ≤ 3. Even for the converse implication, which holds for plane curves by [CMMNMCJ02, Thm. 3 .5], a counter-example is missing. A weaker converse has been proved in [CJNMM96] : Any locally quasihomogeneous free divisor satisfies the LCT. By definition, such divisors admit at any point a defining equation which is quasihomogeneous with respect to strictly positive weights on a local coordinate system. Under the additional Spencer type hypothesis the strictness can be dropped except for one weight (see [CJGVHHU07,  
