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SUMMARY
Motivated by the complex physics of multi-component mixtures in strongly non-
ideal, real-gas (RG) conditions reported in the field of chemical engineering, this work aims
to address the behavior of multi-phase thermodynamics from a broader point of view. The
focus is to evaluate the differences, as well as the possible sources of errors that would
arise in a computational fluid-dynamics (CFD) simulation when conventional single-phase
and multi-phase equilibrium RG thermodynamics are employed: an area of research that
despite the active interest in many communities (especially CFD), has not been completely
understood.
Knowledge of the effects that multi-phase RG thermodynamics with the assumption of
vapor-liquid equilibrium (VLE) can have on a flow dynamics is important because it es-
tablishes the relevance of the fully coupled CFD-VLE solver. In fact, this relevance may
go beyond the stand-alone calculation of a multi-phase state, providing important insights
about the physics that may not be captured if the single-phase assumption is invoked.
This work provides an extensive study of RG mixtures from a physical and numerical point
of view. The difficulties associated with their modeling are discussed in detail and solutions
are provided accordingly. Emphasis is given to the occurrence and suppression of numerical
noise in form of pressure oscillations that can pollute the simulation to the point that it
cannot be performed. Extension of existing models to eliminate such problem is achieved
by incorporating the effects of VLE thermodynamics in a consistent manner, ultimately
forming a new and robust tool to investigate the physics further.
The resulting model is applied to non-reacting and reacting flows in canonical setups where
emphasis is devoted to the discussion of the differences and sources of errors that would
occur if this multi-phase behavior is not taken into account. Results show that the dif-
ferent thermodynamic states reached by this advanced model can have an impact on the
flow physics, especially in a non-reacting (or more in general cold) regime. In particular,
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the strong non-linear coupling between the VLE thermodynamics and the transport prop-
erties is identified as a key element of difference with respect to the single-phase model
counterpart. These differences manifest into the occurrence of localized changes in the fluid
properties (such as density) that affect the flow-field in their vicinity, causing visible dis-
crepancies even when time-averaging is performed.
Concurrently, results obtained on the reacting side and carried out (for the first time) with
finite-rate kinetics suggest that any VLE formation between the products and the reactants
may be considered of minor importance. The latter conclusion is supported by the analy-
sis conducted on the multi-phase field which appears to be largely composed of the vapor
solution, as expected, hence limiting the analogous effect observed the non-reacting system




1.1 Scope and motivation
Real-gas (RG) thermodynamics represents one of the most important topics in computa-
tional physics. Evidence of this can be found in many examples of published works ranging
from the CO2 processing [6, 18, 100], to heat exchanger design and cooling [203, 71, 199,
161, 241], to Earth and planetary exploration [21, 217], to pharmaceutical studies [198] and
to fluid mechanics and combustion applications [134, 125, 89, 192, 229, 245, 226].
RG thermodynamics is so important because of the operating conditions usually found in
the aforementioned fields. These are very far from ideal in terms of both pressure and
temperature therefore their thermodynamic representation cannot be accurately achieved
by the common ideal-gas (IG) model.
For instance, power generation cycles based on super-critical CO2 constitute a significant
area of research in the energy community. Super-critical carbon dioxide contains the con-
crete potential to replace the commonly used steam-based generators because of its higher
density obtained with high-pressure and moderately high-temperature conditions (∼ 30
MPa or above, 700◦ C) that can be translated into a volume reduction of many plant
hardware components (such as turbines) [16], ultimately reducing the cost and theoretically
improve the production efficiency by roughly 50% [210]. Other important applications of
super-critical CO2 systems include its recycling through oxy-fuel combustion that can dras-
tically reduce emissions [74].
The important role of RG thermodynamics has been also highlighted in the context of en-
gine design and optimization, including diesel engines [169, 89], gas-turbines engines [172]
and rockets [125, 116, 229] because of their range of operating conditions. All of these
applications operate at high (20-50 bar for gas turbines, 50-250 bar for rockets)[60, 213]
or very high (1000-2000 bar for diesel engines) [68] pressures to achieve higher machine
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performances: high compression ratio in the case of diesel engines and high efficiency/spe-
cific impulse in the case of gas turbines and rockets. Likewise, chemical processes involving
separation, precipitation and storage require the use of more sophisticated thermodynamic
and transport models [49].
Since the improvements of large computing systems, computational fluid dynamics (CFD)
has represented an important portion of the research in the field of RG mixing and com-
bustion, where the role of non-ideal thermodynamics and transport has been constantly
highlighted to overcome the limitations of the IG counterpart through the study of single-
and multi-component jet configurations [192, 136, 89] or more canonical applications [146,
82, 245]. Despite the fact that RG, super-critical thermodynamic models have been devel-
oped for three decades and the need of RG thermodynamics has been clearly established
by the comparison with the IG model, less attention has been dedicated to the differences
between single- and multi-phase states within the RG model itself. As a result, a major
aspect has not been extensively incorporated so far: the role of multi-phase conditions in
RG systems.
The importance of such complex thermodynamic states occurring at non-ideal conditions
has been already identified in many of the applications cited above. Diesel engines are
likely to show this behavior due to the combination of high-pressure, ambient (low) temper-
ature and multi-component mixing characterized by heavy hydrocarbons at the injection
[170, 169]. Chemical processes involving bio-diesel [198, 190], oil processing [58], refrigera-
tion systems [88] and CO2 separation through absorption [8] for current and future power
plants are only few additional examples in which multi-phase RG thermodynamics has a
strong impact on the physics. Even more interesting, the role of multi-phase conditions has
been proposed in a recent work [98] as a possible explanation of the Venus’ atmosphere
temperature profile measured by the VeGa-2 probe in 1985. Regarding rockets and gas
turbines, there is no clear evidence of this multi-phase phenomenon however the non-ideal
conditions at which they operate (high pressure, low temperature at injection) and the
fact that they are characterized by multi-component mixing prior to combustion, also sug-
gests the potential occurrence of this multi-phase behavior. These applications clearly pose
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fundamental questions in the physics of RG mixtures, immediately followed by modeling
challenges associated with the simulation of such systems when fluid-mechanics with or
without combustion are also taken into account. Are there any differences between the
single-phase and the multi-phase RG thermodynamics from a microscopic and macroscopic
point of view and what are the valid mathematical and numerical models that can represent
these systems under these conditions?
This evidently broad range of applications of RG thermodynamics with multi-phase effects
therefore poses interesting challenges from both a scientific and an engineering point of
views: correct understanding of the physics behind this problem can help the development
of the numerical and computational tools to perform high-fidelity simulations with the ul-
timate goal to improve the design process and the system performances. Because of these
reasons, the present work aims to advance this topic by leveraging the current state-of-the
art information on RG thermodynamics, with a more in-depth analysis and development of
new theoretical and numerical tools and their coupling with CFD. The latter part has been
found particularly lacking in the literature and therefore it forms an important contribution
of this work.
1.2 Background
The following two sub-sections introduce the thesis work by providing definitions and de-
scriptions of the topic, highlighting the main questions that will be expanded later through
the literature review and the objectives statement. Each of the physical and numerical
concepts introduced here is addressed in depth in the following chapters.
1.2.1 Preliminaries on real gas thermodynamics
The definition of a “real-gas” (RG) can denote different meanings in gas dynamics. Gener-
ally speaking, it represents a thermodynamic state that is far from an “ideal-gas” (IG) case.
This IG case presents the following peculiar characteristics: molecules have zero volume
and do not exert interaction forces among them with the exception of conservative elastic
forces occurring during their collisions [87].
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Using these two main assumptions, the following state relations describing the link among
the main thermodynamic variables can be obtained: Eq. (1.2.1) which represents the “stan-
dard” equation of state (EoS) and Eq. (1.2.2) which represents the “thermal” EoS:
pV = RuT (1.2.1)
E = CvT (1.2.2)
where p is the pressure, V is the molar volume, Ru is the universal gas constant, T is the
temperature, E is the molar internal energy, Cv is the molar heat capacity at constant
volume and is assumed constant. In Eq. (1.2.2), the reference energy is taken to zero at the
absolute zero, for convenience. The above assumptions are typically used to denote a gas
as “thermally” and “calorically” perfect.
When RG thermodynamic effects are investigated in the context of high-temperatures, more
advanced description of the specific heat at constant volume Cv is required in the thermal
EoS, particularly in the case when the molecule shape and structure are more complex than
a simple “point mass”. In this case, even though the standard equation of state remains
that of Eq. (1.2.1), the different description of Cv through the inclusion of rotational and
vibrational (and more) modes to store energy, modifies Eq. (1.2.2) only. Some of these
modes are usually taken into account by employing temperature-dependent functions of
Cv
1 in form of polynomials [123, 80], whereas more rigorous and complete approaches are
available by employing the partition function concept [87]. As a result, this type of RG
behavior is taken into account even when the IG EoS in the form of Eq. (1.2.1) is used.
However, in this work, the RG definition takes one step forward that includes the above.
Inter-molecular forces exerted among molecules are considered beyond elastic collisions and
the volume occupied by the molecule at a given pressure and temperature is considered
finite (hence the point-mass assumption is no longer used).
These two improvements on the molecules physical representation have an impact on both
the standard and the thermal EoS. Specifically, the fact that the molecules must have a
different (realistic) volume at a given pressure and temperature modifies the standard EoS,
1Typically electronic modes are neglected
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whereas the fact that inter-molecular forces are now accounted have a result on the work
done by one molecule on another, hence affecting the mutual energy transfer. This has an
impact on the form of the thermal EoS.
Depending on the magnitude of these inter-molecular forces, the fluid may assume different
phases: the liquid, the vapor/gas or the so-called super-critical. These are schematically
represented in Fig. 1, where the density phase diagram of a single component (oxygen) is
represented as a function of pressure and temperature (p-T diagram). For each species,
the critical point can be identified with the corresponding critical values of pressure pc and
temperature Tc (red dot in Fig. 1). The sub-critical regime occurs at pressures p < pc
and is characterized by the liquid and vapor/gas phase. On the other hand the super-
critical regime occurs at pressures p > pc and is characterized by a single phase called
“super-critical” phase. This, depending on the value of the temperature, is commonly split
into two “pseudo-phases” called compressibile liquid for T < Tc and super-critical fluid for
T > Tc. The important thing to underline is the presence of a sharp transition between
the liquid and the vapor/gas phase at the sub-critical regime, whereas a smooth transition,
called pseudo-boiling line [148] occurs at the super-critical state. This difference has an
enormous impact on the modeling and numerical aspects of the problem which are going to
be discussed later.
During an injection process, depending on the values of pressure and temperature, “super-
critical injection” and “sub-critical injection” can be also used to denote the thermodynamic
state at which the species (or the mixture) are injected. A “trans-critical injection” instead
denotes the transformation that a fluid, initially in its compressible liquid state, becomes
super-critical by crossing the pseudo-boiling line [243, 142]. From the density color-map
showed in Fig. 1 it is apparent that properties can vary significantly depending on the ther-
modynamic regime, thus it is important to correctly represent them.
Early experimental work in 1820 of Cagniard de la Tour [41] begun to establish the founda-
tions regarding the definition of a “fluid” beyond those of liquid and gas that were common
from the direct experience. Thanks to his work [41], an enormous amount of experiments
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Figure 1: Phase diagram of oxygen in the p−T space. The black dot represents the critical
point at the intersection of the long-dash lines for the critical temperature and pressure. The
grey line is the pseudo-boiling line [148] or Widom line [200] and corresponds to the region
of maximum specific heat at constant pressure (cf. Chap. R). The density is represented
by the colored contours in the background.
were followed for nearly 50 years, recently reported in the work of Berche et al. [14], that
effectively outlined the definition of what we commonly indicate as “phase diagram” today,
that is the domain of existence of different states (or phases) of a pure component (such as
that illustrated in Fig. 1).
Later, this work was used by Van der Waals in 1873 when he introduced the concept of the
compressibility factor Z [230] along with the concept of the Corresponding States Principle
(CSP), stating that when pressure p and temperature T are normalized by their correspond-
ing critical values, the resulting compressibility factor Z shows a sort of universal trend, no
matter the selected species.
This concept is shown in Fig. 2 for some pure substances, underlining the fact that a gen-
eralized compressibility chart can be outlined based on experimental values of only few
species. This knowledge was particularly useful in the past, where some strongly non-ideal
conditions were not possible to be reached in the experiments with the available technology.
Additional experiments showed that, although this CSP was a powerful tool to investigate
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pure substances in non-ideal conditions, some of them did not show such self-similar behav-
ior, but additional non-linear dependencies of the compressibility factor were required to
be modeled as the molecule “complexity” was increased, especially near the critical point.
This led to the introduction of an additional constant named the acentric factor ω by
Pitzer [160] in 1955 which provides a measure of the non-sphericity of the molecules. With
Figure 2: Generalized compressibility chart. (Adapted from [182])
the species-dependent, critical quantities properly defined, a more rigorous discussion of
the pure component phase diagram is introduced next. Figures 3 and 4 show relevant 2D
contour maps and corresponding isobaric lines at different temperatures for N2 and C6H14,
respectively. These two species are used in Chap. 5. The two-dimensional maps show the
densities and the specific heat capacities, where two different isobaric lines are convention-
ally taken to show the different behavior of the pure component properties as the pressure
and temperature are varied. The critical point is indicated by the red dot in both diagrams.
With reference to the nomenclature introduced in Fig. 1, one can observe that in the sub-
critical regime, the classical liquid and gas/vapor phases are observed. These are separated
by the boiling line, which consists of a subset of points in the thermodynamic space where
all the properties undergo to a sharp jump. This jump physically corresponds to the energy
7
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Figure 3: Nitrogen 2D contour maps of a) density and b) specific heat at constant pressure.
The same properties are showed in c) and d) at the two reference pressures indicated with
the dashed lines in the 2D maps. The red dot indicates the critical point. The red dot
indicates the critical point. The specific enthalpy is showed in e). These pictures have been
generated using the Peng-Robinson EoS.
8
(a) (b)

















p = 1.5 MPa




















p = 1.5 MPa



















p = 1.5 MPa
p = 5.0 MPa
 NIST (1.5 MPa)
 NIST (5.0 MPa)
(e)
Figure 4: n-hexane 2D contour maps of a) density and b) specific heat at constant pressure.
The same properties are showed in c) and d) at the two reference pressures indicated with
the dashed lines in the 2D maps. The red dot indicates the critical point. The specific
enthalpy is showed in e). These pictures have been generated using the Peng-Robinson
EoS.
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associated to the phase change, called the heat of vaporization. For example in the nitrogen
case of Fig. 3a, if one imagines to move along the isobaric line of 1.5 MPa, as temperature
increases, the transition from the liquid phase to the gaseous phase is experienced. Given
the endothermic nature of this phase transition, the gas enthalpy variation is identical to
the heat of vaporization, which is a constant for a given pressure. As a result, the nitrogen
enthalpy suddenly increases as showed in Fig. 3e (and similarly in Fig. 4e) and a sudden
decrease in the specific heat at constant pressure is accompanied (cf. Fig. 3d and Fig. 4d).
On the other hand as the pressure is elevated above the species’ critical value, the thermo-
dynamic state enters into the super-critical regime. Here, properties show different trends
as temperature is increased and in particular they do not show any sudden change any-
more. The fluid transitions from a “liquid-like” state (high density) to a “gas-like” state
(low density) in a smooth manner. The distinction between the two “pseudo phases” is no
longer sharp and the fluid seems rather to behave as a “single-phase” not a pure liquid,
nor a pure gas and both together, all at the same time. This is clear by looking at the
profiles of Figs. (3)–(4) of density, enthalpy and specific heat at constant pressure: abrupt
changes of the properties are not observed. One important point to observe is the peak
of Cp during the transition between the liquid-like to the gas-like state (cf. trans-critical
transition of Fig. 1). This peak seems to define the transition (although not sharp) between
the two pseudo phases and moves as pressure is changed, becoming sharper (but not a
discontinuity) as the pressure is lowered close to the critical value. For this reason, the
envelope of the Cp maxima has been defined as pseudo-boiling line or Widom line [124, 200]
in analogy with the sub-critical boiling line. For a trans-critical injection (see Fig. 1), the
fluid goes from a compressible liquid (T < Tc, p > pc) condition to a super-critical fluid
(T > Tc, p > pc) condition, and the Widom line cross-over mimics the action of a super-
critical heat of vaporization release, that is instead released in a continuous manner. The
characterization of the Widom line has recently attracted a lot of attention. For example
Banuti [10] discusses the concept of heat of vaporization in the super-critical regime and
provides an equation to quantify it. In addition, the shift of the Widom line towards higher
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temperatures as pressure is increased is described with a simple algebraic equations vali-
dated against some pure components. In another work [11], Banuti discusses the similarity
between the actual sub-critical evaporation and the presence of a Widom line and provides
another simple model to re-scale the phase diagram for a simple component beyond the
use of the classical reduced temperature Tr = T/Tc and pressure pr = p/pc by introducing
a new scaled reduced pressure p∗r that is only a function of the acentric factor ω showing
that the phase diagram will now “look” the same for a set of different species and effec-
tively extending the principle of corresponding states. Following this work, Lapenna et al.
[96] studied the effect of the pseudo-boiling transition of nitrogen using DNS simulations
of a TML by defining a pseudo-boiling ratio and decomposing it into two parts. On the
other hand, analytical efforts have been made in order to uniquely define the Widom line
locus. In addition to the aforementioned works which attempted to extend past algebraic
correlations, the work of Lamorgese et al. [95] tackles the calculation of the Widom line
using the SRK EoS using the concept of zero temperature derivative of the specific heat
at constant pressure. Following the same approach, his work [95] is further extended and
although not being the primary goal of the present investigation, a generic approach to
calculate the Widom line for the generic cubic equation of state (GCEoS) model is provided
in Appendix R along with some quantitative analysis.
All the works discussed so far refer to the single component state diagram, which no matter
the scaling laws, it can be uniquely defined by the species critical point, meaning that also
the thermodynamic states are “readily” available once the temperature and pressure are
known. However, what happens in case of mixtures? State diagrams are hardly uniquely
definable in the form of Fig. 3a and Fig. 4a mainly because the critical point is no longer
a constant but a function of the mixture composition itself (this is discussed later). A shift
from single- to multi-phase behavior can also have an impact on transport properties and
chemical reactions that must be taken into account accordingly. These arguments introduce
to the problem of a multi-phase condition in RG mixtures, which is discussed next.
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1.2.2 Preliminaries on VLE
Definition of the thermodynamic regime, i.e., sub-critical or super-critical, is relatively easy
for a single component based on the information provided in the previous section. The
knowledge of the species’ critical point is enough to compare to the actual state and deter-
mine where it falls in the phase diagram. However what happens for mixtures? How is the
mixture’s critical point defined? Can the single species’ critical point be directly used to
determine the information on the mixture? All these are important questions that need to
be addressed not only for the scientific importance, but also because of the following reason:
if the mixture properties follow similar variations as those displayed in Fig. 1 for a single
component, it becomes extremely important to determine in which state the mixture falls
as failure to do so may return erroneous state properties.
It is already known [163] that the mixture critical point can be much higher than the com-
ponents’ individual values and it is obviously a function of the amount of each component
in the mixture2. Concurrently, the existence of Widom lines have been identified for binary
mixtures using molecular dynamics [174] with a physical meaning that seems to resemble
that of a single component.
As a result, even if super-critical pressures are chosen with respect to one or more compo-
nents according to the diagram of Fig. 1, it is not certain that the mixture will enter the
same thermodynamic state. Therefore, the mixture can enter in a multi-phase, sub-critical
(with respect to the mixture) condition, meaning that more than one phase can co-exist at
the same point. A-priori knowledge of the mixture critical locus (i.e., the envelope of the
temperature, pressure and composition states defining the local critical point) is certainly
an important aspect of the problem. It can be used in fact before the actual simulation to
identify whether the desired operating conditions would fall in any multi-phase region or
not, helping the proper choice of the associated numerical tool (single- or multi-phase). Dif-
ferent simplified approaches have been suggested to compute the mixture critical point. All
2The critical locus may exhibit very complex behaviors as indicated in the work of [231]. It can be
extremely difficult to predict the critical line from the information of the individual components’ critical
points.
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of them use the so-called group contribution method, where a sort of averaging procedure
is applied on each component’s individual critical properties [167, 30]. These can provide
a rough estimate of the critical locus, however significant departures can be observed de-
pending on the mixture and the conditions [163]. The most rigorous method to compute
the critical locus is that of Heidemann and Khalil [67]. This method is directly derived
from thermodynamic considerations by imposing the constraint that the second and third
derivatives of the Helmholtz free energy A with respect to any component number of moles
in the system at constant pressure and volume has to be zero.
Once the occurrence of a multi-phase condition is established, another aspect to be consid-
ered is the time-scale associated to the transition from single- to multi-phase. An exhaustive
theory regarding the rates at which phase-change is achieved in this context does not seem
to be well established and considerable amount of research is expected to align into this
direction. Characteristic relaxation times between phases have been proposed by [42, 2]
using the concept of homogeneous nucleation theory. This concept was later used by Qiu
et al. [168] to justify the hypothesis of phase equilibrium in a numerical calculation. How-
ever these phase non-equilibrium models are still far to be fully incorporated into a CFD
calculation and identification of these is considered out of the scope of the present work3.
As a consequence, the hypothesis of phase-equilibrium is invoked throughout the rest of the
present work.
Furthermore, if the analysis is restricted to the liquid and the vapor phases only, the prob-
lem becomes similar to that of the vapor-liquid equilibrium (VLE) “dome” that is formed
for a single component in the common p-v diagram as represented in Fig. 5(a), where the
thermodynamic state is a function of the amount of each phase that is formed4. However,
in the case of a mixture, finding a phase-fraction, i.e., the right amount of liquid and vapor
3Incorporation of a phase non-equilibrium model can be potentially achieved by adding another transport
equation for the phase-fraction variable β. The challenge here will most likely be associated to the develop-
ment of a reliable source term, similar to a reaction rate in case of a reacting mixture that would properly
predict the transition from a single-phase to a multi-phase state, given an arbitrary initial condition.
4Note that complex mixtures may actually exhibit an even more complex phase behavior, involving more
than two phases. This will be discussed in Sec. 1.3.1.
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(a) p-v diagram - single component (b) p-X diagram - mixture
Figure 5: a) Sketch of the p-v diagram of a single substance. The vapor-liquid equilibrium
(VLE) dome is identified at the center of the figure. In there, the thermodynamic state is in
phase equilibrium, meaning that both liquid and vapor phases exist at the same time. For
this reason, each point of the VLE “dome” is characterized by a phase-fraction (or quality
[46]) that defines the thermodynamic state. b) p-X diagram for a mixture identifying the
VLE dome for a given temperature. Mixture critical point is qualitatively indicated in red.
phase formed at equilibrium is inevitably a composition-dependent problem as schemati-
cally depicted in Fig. 5(b). One way to illustrate the presence of VLE in a multi-component
mixture is through the pressure-composition p-X diagram, where X refers to the mole (or
mass, alternatively) fraction of one component in the (binary) mixture. In this diagram,
temperature is typically maintained constant and existence of the VLE dome is explored by
varying the pressure and the composition. The VLE dome interior represents the thermody-
namic states ensemble where both liquid and vapor coexist. For a mixture, this means that
each component has some liquid and some vapor contribution at the same time. Outside
the dome, single phase states exist, either liquid or vapor. These are connected through
a similar pseudo-boiling line that departs from the mixture’s critical point (at the given
isotherm) and effectively defines the mixture’s super-critical state, where the distinction
between the original liquid and vapor phases no longer exists.
The important analogy between the two VLE domes is that they define a thermodynamic
state that is in equilibrium, that is the two phases are assumed to be completely “blended” or
in other words there is no net interface between the two. This thermodynamic state occurs
at a particular condition in nature dictated by the minimum of the Gibbs free energy [129],
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which is a direct consequence of the application of the 2nd law of thermodynamics. There-
fore, given that a particular thermodynamic state must be unique, it means that for a given
set of p, T and X values, the (equilibrium) state is either single-phase or multi-phase: other
possibilities do not exist. As a result, the fundamental questions arise: a) since even at
“super-critical” conditions in one (or more) components, multi-phase conditions can occur,
and given that the latter is the most stable state that exists (therefore the most likely to
occur), shouldn’t it be the VLE5 model the most correct approach to use, compared to the
single-phase counterpart, when dealing in general with RG mixtures? b) is there currently
available a comprehensive VLE thermodynamic model and associated numerical tools that
can be consistently incorporated into a CFD solver? c) once VLE is consistently taken
into account, are there any substantial effects that can corroborate its use, compared to
the single-phase model, when dealing with RG mixtures? This work aims to answer these
questions.
One last thing has to be underlined. Since the VLE condition is a direct consequence of the
2nd law of thermodynamics, its imposition is necessary and sufficient to find it. That is,
EoS models are not enough to find VLE states, as the minimum Gibbs free energy condition
needs to be imposed at the top of the procedure. This and other related details are going
to be discussed in Sec. 2.2.
1.3 Literature review
In this section, the literature review that supports the scope and leads to the objectives of the
present work is presented. In order to provide a cohesive reading path, general observations
and theoretical studies on super-critical mixtures and RG thermodynamics are given first.
Next, the numerical challenges associated with the simulation of super-critical flows are
discussed. Finally, past efforts related to simulation with VLE are presented.
5Once again, it is emphasized that any non-equilibrium model may be important in the transition between
a single- and a multi-phase state.
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(a) p < pc (b) p > pc
Figure 6: Schematics of a sub-critical, versus a super-critical jet of two distinct components
in a shear coaxial type injection (From [226]).
1.3.1 General observations, experimental and theoretical studies of RG mix-
tures
Extensive experimental research conducted over the past thirty years [122, 120, 121, 29, 148]
has proven through the use of many different imaging techniques that there is a clear dis-
tinction between mixing at sub-critical versus super-critical conditions.
As schematically illustrated in Fig. 6, the process that typically characterizes classical two-
phase atomization (spray) in the sub-critical state with droplet formation, atomization and
evaporation (Fig. 6(a)) [202] appears substantially different from a diffusion-dominated
mixing that on the other hand takes place at super-critical pressures (Fig. 6(b)). In the
sub-critical regime, first the jet breaks into irregular ligament shapes (primary breakup)
surrounded by the gaseous environment that eventually further decompose into droplets of
smaller size where the evaporation process becomes important. Mass and energy transfer
between the liquid phase and the surrounding gas phase occurs through the evaporation
process which ultimately leads to combustion for a reacting mixture. The interface between
the liquid and the gas appears regular and distinct as a clear discontinuity, where shear
and surface tension promote the liquid breakup and subsequent atomization. On the other
hand when a jet develops in super-critical conditions, the interface between the liquid and
the gas are no longer distinguishable and the mixing seems more dominated by diffusion
processes. Surface tension and heat of vaporization are also absent because there are no
phases to be distinguished.
Early experimental works conducted by Meyer et al. [122, 120, 121] highlighted this
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process by visualizing liquid oxygen (LOX)/gaseous hydrogen (GH2) and liquid nitrogen
(LN2)/gaseous helium (GHe) shear coaxial jets. The results, as illustrated in Figs. 7(a)
and (b), respectively for a sub-critical and a super-critical LN2/GHe jet, show the behavior
described. While the liquid ligaments and droplets formation were clearly visible in the left
picture, they were absent in the right picture.
Similar experiments were carried out by Chehroudi et al. [29] and Oshwald et al. [148]. In
(a) p = 1 MPa (b) p = 6 MPa
Figure 7: LN2/GHe coaxial jets under different pressure conditions (taken from [120]).
the first study [29], liquid nitrogen (LN2) at sub-critical temperatures between 90 K and
110 K was injected into gaseous nitrogen (GN2) at fixed super-critical temperature of 300
K, while the pressure was systematically varied from sub-critical to super-critical in order
to investigate both operating regimes. In either cases, the same observations regarding the
different jet breakup mechanism were reported. This is illustrated in Fig. 8. In addition,
an extensive discussion was made regarding the jet growth rate and mean axial profile: the
conclusion of this study was that when the jet is at its purely super-critical, pseudo-gaseous
state, it behaves more like an incompressible gas with stratified density characteristics and
in fact, typical scaling laws developed in such context for jet growth rate and axial profiles
in the self-similar domain were observed to successfully match the experimental measure-
ments.
In the work of Oshwald et al. [148], two different laboratories (AFRL and DLR) performed
analogous experiments with the aim to further validate the experimental approach and
confirm the earlier observations. Both studies agreed on the manifestation of two different
breakup regimes, one more characterized by classical spray behavior at pressures lower than
the critical value and one characterized by a gas-like behavior, where droplet formation was
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(a) (b) (c)
Figure 8: Liquid nitrogen (LN2)/gaseous nitrogen (GN2) jet application studied by
Chehroudi et al. [29]. Different jet characteristics are observed as the pressure is varied
from (a) sub-critical, to (b) near-critical, to (c) super-critical.
not reported. Disagreement was instead reported in the measurement of the jet potential
core length obtained with different techniques. These observations were denoted irrespec-
tive of i) the type of species, ii) the use of external acoustic forcing (which showed less
impact on the super-critical jet) and iii) the fact that the mixture was ignited as discussed
in the H2/O2 case.
Additionally, both of these studies [29, 148] pointed out the drastic differences in the jet
shape and mixing not only when the pressure ranges from sub-critical to super-critical
regimes, but also when the temperature was continuously varied across its pseudo-boiling
value (Tpb) for a fixed super-critical pressure (where the pseudo-boiling temperature was
defined as the temperature where the specific heat at constant pressure reaches its maxi-
mum). They noticed that the jet spreading for T < Tpb was smaller compared to the case
when T > Tpb, confirming the fact that characteristic mixing time and length scales are sig-
nificantly affected by the thermodynamic regime. Experimental work of Candel et al. [23]
reported the study liquid-oxygen (LOX) with methane and hydrogen at various pressure
conditions based on the early work of Singla et al. [201]. According to the visualization,
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they reported substantially different flame behavior as the pressure was increased from sub-
critical to super-critical with respect to the oxygen critical pressure. On the one hand,
the sub-critical condition showed a “shell”-shaped flame structure surrounded by a cloud
of LOX droplets. On the other hand, the super-critical regime showed a different flame
shape where its self-sustaining mechanism was identified to be mixing-dominated rather
than vaporization-dominating as in the sub-critical counterpart, hence leading to the im-
portant conclusions that mixing, rather than vaporization, should drive combustor design
at such high pressures.
Another important study is that of Manin et al. [113] because it treated hydrocarbons,
specifically n-dodecane at conditions that are typically employed in diesel engines. In this
work [113], different injections conditions were analyzed by varying the injection pressure
and temperature and the near-field jet region was closely observed to study the effect of
those thermodynamic parameters on the breakup mechanism. The n-dodecane was injected
into a nitrogen environment. They reported that surface tension effects, such as droplets and
primary breakup instabilities, were observed even when the operating pressure was raised
above the fuel’s critical value, while absence of such phenomena was progressively observed
as the pressure was raised even more. A similar note was made by Chehroudi in another
work [28], where the role of multi-component mixing even at high pressures was clearly
indicated as a critical aspect of the mixtures under RG regime, indicating that multi-phase
conditions may occur even when the pressure is raised above a reference super-critical value
(based for example on one of the components).
Analogous conclusions can be found in many other experimental works [28, 147, 61, 103,
187, 196, 186, 183] and references therein. More recently, Baab et al. [7] explored the char-
acterization of an n-hexane under-expanded jet into a super-critical nitrogen environment
and focused on the mean speed of sound profiles measurements along the axial and radial
dimensions as the jet evolved into the chamber. This work was later numerically investi-
gated by [224] who reported qualitative agreement of the simulation with the jet vapor and
liquid phase distribution in the chamber, thus confirming that phase-separation (VLE) can
occur at “super-critical” pressures (based on one component).
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It is clear from these experimental works that i) as the pressure is varied in both non-reacting
and reacting systems, macroscopic differences in the jet, micro-mixing and/or flame shapes
arise, ii) these differences are mainly driven by the disappearance of droplets and typical
primary breakup instability mechanisms, substituted by diffusion-driven mechanisms as the
pressure is increased. Finally, iii) there seems to be a third portion of the picture, in which
super-critical, multi-component mixing can produce local multi-phase conditions. These are
difficult to predict in advance and cannot be avoided by simply setting the pressure at an
arbitrarily “high” value. This behavior is characterized by a multi-phase, multi-component
RG characteristics that add on top of the single-phase ones. As a result, it is a strong
function of the species being used in addition to the values of pressure and temperature.
Unfortunately not many experimental data are available for this particular regime, sup-
porting the fact that additional investigations are required in order to quantify the effect of
multi-phase conditions in RG flows. These aspects need further understanding and model-
ing.
A novel theoretical work that attempts to explain the change in behavior of mixing in
super-critical regime has been proposed by Dahms [36] and Dahms and Oefelein [37, 38]
by combining the use of linear and non-linear gradient theory with a complex RG equation
of state such as the Benedict-Webb-Rubin or Helmholtz. The linear gradient theory was
developed by Van der Waals in 1893 [230] and later revisited by Cahn and Hilliard in 1958
[22] to describe the microscopic inter-facial behavior of two phase fluids. This theory says
that the difference in the mixing process from a sharp to a diffused liquid/gas interface is a
result of three different combined effects [37]: 1) the broadening of the interface thickness,
2) the reduced mean free path of molecules relative to the interface thickness, and 3) the
reduction of surface tension. In a sharp gas/liquid interface, the thickness is smaller than
the mean free path, thus the interface dynamics is governed by the local molecular pro-
cesses (i.e., continuum equations are no longer valid across the interface) and the interface
temperature reaches the equilibrium value dictated by the VLE conditions [37, 38]. On the
other hand, a diffused interface is thicker by at least one order of magnitude of the mean
free path. In this case, the interface dynamics enter the continuum regime where diffusive
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(Fickian) processes dominate and the interface temperature does not reach an equilibrium
value (dictated by the VLE), rather is composed of a continuous temperature profile going
from the gas-like to the liquid-like respective (far-field) temperatures.
This theory was applied to the adiabatic mixing between n-dodecane and N2 and as shown in
Figure 9: Schematics of a sub-critical, versus a super-critical interface structure for LOX-
GH2 mixture (From [36]). Liquid-gas sharp interfaces are associated with high mean free
path λ, large Knudsen number Kn and surface tension σ. The interface dynamics is governed
by the local molecular processes and vapor-liquid equilibrium. On the other hand, super-
critical interfaces are diffused and enter the continuum regime as the local mean free path
is much smaller than the interface thickness. Knudsen number is small and surface tension
σ tends to zero. Vapor-liquid equilibrium no longer defines the interface thermodynamic
state and therefore this state can be modeled with conventional Navier-Stokes equations
with single-fluid approach.
Fig. 9 [37], sharp interfaces are associated with a high Knudsen number (the ratio between
the mean free molecular path and the interface thickness), where the continuum hypothesis
is not valid and a rigorous VLE calculation is needed to determine the interface tempera-
ture. Conversely in a diffused interface, a lower value of the Knudsen number is obtained
and the approach where a unique phase, i.e., the super-critical phase, exists (single fluid or
phase approach) becomes valid.
This theory provides a theoretical foundation about the interface dynamics of two different
macroscopic observations, however it does not contemplate the fact that multi-component
mixtures can form VLE even at high pressures because the mixture critical point can reach
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much larger values than the corresponding value of each component. If VLE establishes at
a given point in space and time, the equation of state convexity is lost, that is a thermody-
namic state becomes no longer unique, unless an energy criterion (i.e., 2nd thermodynamic
law) is employed which brings back the solution uniqueness. Furthermore, even within the
region of vapor-liquid equilibrium where no interface occurs, the thermodynamic properties
of the mixture cannot be calculated with a single equation of state because it does contain
any information about how much liquid or vapor are at a given point and forcing the so-
lution to behave as a “single fluid” (one phase, either liquid or vapor) may lead to large
errors in the prediction of the thermodynamic states or even non-physical states as shown
later in this work.
In another work, Poursadegh et al. [165] investigated theoretically and experimentally the
injection of n-propane into nitrogen, again with relevance to internal combustion engines.
In their work [165], they proposed a model to distinguish the time scale related to the
droplet evaporation to the time scale related to the droplet formation as the primary jet
entered the combustion chamber with the ultimate goal to provide an understanding about
the conditions under which the droplet formation can be effectively neglected and the flow
treated with the single-fluid model.
All the above remarkable works contributed to the fundamental understanding of the differ-
ences that occur when mixing (with or without combustion) of one or multiple components
is operated at elevated pressures. By doing so, most of the times, the aforementioned
multi-phase effects that may occur at the same conditions are neglected, with the effect
one may ignore the physics related to them. Additionally, while the calculation of phase
equilibrium from a given state represents a well-established tool in the field of chemical
engineering, the associated thermodynamic properties (necessary for a CFD calculation)
are not so well-established. For instance, Fig. 10 shows a piece of the classifications of RG
mixtures collected in the work of Van Konynenburg et al. [231] where, depending on the
shape of their VLE (phase) diagram, binary mixtures were categorized in “Types”. In this
picture, Type I and Type III mixtures are discussed. When dealing with Type I mixtures,
only one critical locus line, that is the mixture critical point envelope as the amount of one
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component is varied (for fixed temperature), exists. This line departs from the critical point
of one component taken alone and continuously propagates up to the critical point of the
other component. Conversely, when dealing with Type III mixtures, two distinct critical
curves can be observed: one that departs from the component with relatively high critical
temperature and propagates up to infinite pressures and a second critical line that departs
from the component with relatively low critical temperature and matches the critical point
of the mixture 3-phase (vapor-liquid-liquid) region. The first behavior is typically observed
in combinations of low molecular weight hydrocarbons with non-hydrocarbons, such as ni-
trogen, whereas the Type III behavior is observed in heavier hydrocarbon mixtures [169].
A more detailed discussion of mixture phase diagrams can be found in [189, 152].
Once established that RG mixtures can represent (very complex) phase behavior even at
Figure 10: Schematic representation of critical loci curves for mixtures of Type I and III
(borrowed from [169]).
high-pressures, the next question is how to carry the existing RG mathematical and numer-
ical models one step forward in order to be fully compatible with the conservation equations
for fluid mechanics so that a comprehensive simulation tool becomes available to study the
effects of these conditions, even if initially applied to relatively simplistic configurations. To
do so, a review of the numerical methods used so far in the RG community is an essential
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part of the research problem. This is discussed next.
1.3.2 Numerical methods for real-gas simulations
Inspired by the experimental observations and theoretical models, the computational fluid
dynamics (CFD) community has produced an enormous amount of research on all kinds
of applications of RG flows, from canonical to more complex. Whenever the assumption
of pure single-phase, super-critical fluid (hereafter also called single-fluid approach) was
invoked throughout the calculation, the choice between pseudo phases was made at most,
usually based on the one that provides the minimum Gibbs free energy when the EoS of
the cubic family was employed (see Appendix A).
This approach to the problem solution is quite intuitive: since the operating conditions
are purely super-critical, whether a single or a multi-component mixture is being used, the
interface between the two pseudo-phases is dominated by Fickian diffusion and it is thick
enough that it is directly resolved by the computational grid. All the inter-facial phenomena
occur at the continuum scales, therefore conventional Navier-Stokes equations coupled with
a more accurate EoS that is capable to correctly represent the thermodynamic states in
this regime represent a complete and physically correct model to study the problem. Even
assuming that this is the case all the time, this approach carries uncertainties from physical
and numerical points of view that need to be addressed separately. This is confirmed by
the fact that each of these following topics represents an active area of research in different
communities. In this section, the difficulties related to the solution of RG flows (even when
the single-fluid approach is used) are described with particular emphasis on the numerical
methods.
Simulations of RG flows require additional physical and numerical efforts that are of less
importance in IG conditions [12]. Typically, transport properties, as dynamic viscosity
µ, thermal conductivity λ and binary mass diffusion coefficient Dij require models that
are representative of molecular processes happening at scales smaller than the continuum.
These models need to be augmented with high-pressure and/or high-density corrections to
capture their deviations with respect to the ideal condition. For dynamic viscosity and
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thermal conductivity, usually the models of Chung [31] and Reid et al. [163] are used with
reasonable accuracy, whereas for the binary mass diffusion coefficients either the model of
Takahashi [214] or Fuller/Riazi [52, 178] have been reported in the literature. If complex
multi-component transport models are used, additional coefficients are required [12]. On
the other hand, EoS require non-linear mixing rules that in turn are expressed with the
inclusion of binary interaction parameters kij , usually tuned for specific mixtures to achieve
superior accuracy in the prediction of certain properties in particular regimes [163]. These
parameters can be constant or temperature-dependent, producing an even stronger non-
linearity in the equations, as well as non-trivial complexity in the derivation of mixture
properties such as departure functions, fugacity coefficients and their derivatives [46].
Various models have been proposed over the years for these parameters [104], however the
lack of experimental data and the fact that interactions occurring at molecular scales are
strong functions of the species forming the mixture makes it difficult to formulate them in
a generalized form, ultimately producing an additional model uncertainty that was recently
found to play a non-negligible role in the development of turbulent structures of binary
mixtures [9].
As a consequence, experimental and numerical techniques have not reached the stage of
a well-established framework, and considerable amount of work is still expected to be
done in order to answer questions from a more fundamental perspective, for example,
those related to the pseudo-boiling understanding and characterization [200, 10], to multi-
component transport modeling and relevance [181, 57, 244, 12], to multi-phase occurrence
[169, 224, 226, 227](primarily addressed in this work) or to unified modeling for computing
transport properties in all regimes [163]. Concurrently, similar efforts are expected to be
made on the numerical techniques front, for example, related to the modeling (and ulti-
mately understand the importance of) closure models for EoS sub-grid terms in the context
of Large-Eddy Simulations (LES) [221, 197, 19, 96, 180, 235], or the improvement of ther-
modynamic/transport properties tabulation for acceleration purposes [157, 130].
On top of all the aforementioned challenges, one major issue related to the simulation of
super-critical mixtures remains the suppression of numerical pressure waves that form when
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fully conservative schemes are employed. In such cases, in fact, the numerical errors accumu-
lated by the spatial and temporal discretization can be amplified by the EoS non-linearity.
Typically, this phenomenon happens for two main reasons:
Figure 11: Schematic representation of a shear-coaxial injector mixing region. The flow is
characterized by two streams, one in pseudo-liquid state (high p, low T ) and one in pseudo-
gas state (high p, high T ) which produce a high- and low-density regions, respectively.
When these mix, a high density gradient region forms. This is challenging to be resolved
numerically.
• the flow is characterized by large density gradients. This is typical of non-reacting
and reacting flows that are formed by at least two streams of different fluids, different
thermodynamic conditions or both. One example is the shear-coaxial injector config-
uration where a fuel and an oxidizer are injected into a confined environment. This
is schematically represented in Fig. 11. The differences in the species and/or injection
conditions in terms of pressure and temperature can produce a drastic difference in
the densities of two steams (up to three orders of magnitude), ultimately producing
a region of large density gradients where these two streams merge;
• one or both of the aforementioned streams may incur a trans-critical injection (see
Fig. 1) across which the EoS expresses very large non-linear effects and thermodynamic
properties have very large gradients. As a consequence, a small perturbation of a
given thermodynamic state, (say) in temperature or internal energy, can produce a
significant departure of a derived thermodynamic property, for example the pressure.
This problem is quantitatively explained in Sec. 3.2.2, in a different way than reported in
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other works [108, 216, 188], hence constituting another contribution of this work.
As previously stated, the amount of research performed by the CFD community on this
topic has been tremendous. For the purpose to categorize these by the use of the numer-
ical scheme to suppress the problem described earlier, Tab. 1 reports some major groups
with their most relevant works. As immediately observable, each group adopts different
techniques to address the problem of non-physical oscillations. The most practical solution
would be to refine the grid in the regions of high density gradients, however, this can become
difficult to apply to a complex system. Certainly, use of filtering [132, 134, 146, 144, 145] or
artificial dissipation schemes [116, 125, 248, 236, 194, 193, 229, 191, 158, 157, 179, 188] are
popular choices, along with the use of hybrid schemes that couple an higher-order method to
spatially resolve the (convective) fluxes away from those high-density gradients regions and
a lower-order method, usually of the family of the upwind schemes, to resolve the gradients
in those critical regions [115, 59, 90, 89, 91]. However it is important to note that reducing
the spatial discretization order may not be enough to solve the problem as the accuracy of
the cell-interface states can be reduced, hence increasing even more the error fed to the EoS
when reversed thermodynamic problem solutions are sought (see Sec. 3.2.2).
All these solve the governing equations in their fully conservative (FC) form. Another class
of methods is that of quasi-conservative (QC) family, which instead treat the energy equa-
tion non conservatively. One approach is that of Terashima et al. [216, 79] who proposed
to solve directly for the energy equation written in form of pressure, later used by Matheis
et al. [118]. In this way, pressure becomes a transported quantity and it does not need
to be calculated from the total energy and density, thus avoiding magnifying their errors
due to poor resolution in the region of high-density gradients. However, this approach (and
other non-conservative approaches) come with their own limitations in the sense that even
though the pressure oscillations are eliminated, the corresponding temperature field has an
error because its value does not correspond to that obtained if the energy equation is solved
for (unless grid refinement is adopted [118]).
Another QC approach is that recently introduced by Pantano [151] or Lacaze et al. [92]
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Table 1: List of the research groups with significant work on the super-critical mixing
studies. Table indicates the criteria used for the spatial, temporal discretization as well as
any specific treatment that is used in the overall numerical method. The discrimination




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































a This refers to the way inviscid fluxes are integrated. Viscous fluxes are found to be always integrated






which use an additional transport equation, in the first case, for a group that is a function
of the specific heat ratio γ [151] and, in the second case, for the mechanical pressure [92] to
obtain directly the pressure field and avoid the conversion from energy to temperature. An-
other method is that of the Double-Flux (DF) [108], which extended its original application
to TPG EoS [1, 15] and has been proven to be an effective and low-cost method to resolve
single-phase transcritical flows [108]. Given its simplicity, this method has been chosen for
this work and extended to include VLE thermodynamics (discussed in Sec. 3.2.3), which
constitutes another contribution to this work.
Another source of uncertainty in the simulation of RG flows is carried by the EoS model
itself. The amount of EoS presented in the literature is vast [163] however, if one restricts
the attention to the CFD field, the class of the cubic EoS are largely used because they
provide the best compromise between accuracy and cost. Among these, the Peng-Robinson
(PR EoS) [154], the Soave-Redlich-Kwong (SRK EoS) [207], the Redlich-Kwong (RK EoS)
[177] are widely used and will be used in this work too. It is however important to under-
line that these EoS are models that may work better in some regimes than in others and
for certain categories of species [104, 163]. More accurate EoS are available such as the
volume-translated PR, [3] which adds a correction to the calculated volume (density), im-
proving the prediction accuracy in the liquid/compressible liquid regimes. Another choice
is the Benedict-Webb-Rubin EoS [13] (later further modified by other works [75, 247]),
which consists of a sum of different terms (up to 32), each coming with an associated con-
stant for each species. Nevertheless, the most accurate model is the Helmholtz EoS [163],
(which would require up to 42 constants for each species to be completely defined). Some
works in the CFD community have successfully carried out simulations with these more
accurate EoS [119, 161, 141], however, much higher computational costs with respect to the
cubic EoS family was reported. For this reason, these are avoided in this work, however,
as will be discussed in Sec. 2.2.2, the VLE analytical framework developed in this work is
EoS independent [227]; therefore, it can potentially be associated with the aforementioned
EoS.
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1.3.3 Previous computational efforts with VLE
As stated in the previous section, working with the single-fluid assumption relies on the
fact, that for some (undefined) high-pressure threshold, the mixture forms one phase at
most, even in the case of multi-component. However, local multi-phase conditions can oc-
cur as pointed out in many chemical engineering resources (see [46, 49, 170, 168, 169] and
references therein), as well as recent works in the field of fluid-mechanics [44, 208, 118, 224,
245, 226]. In fact, as initially discussed in the works of [44, 208], the EoS do not have the
capability to predict properties of both single- and multi-component mixtures within their
VLE regions. Thus, non-physical properties may lead to complex eigenvalues for the Euler
Jacobian matrix that becomes non hyperbolic or in other words the EoS convexity is lost.
This was confirmed by a later study conducted by Qiu et al. [171], where regular and ret-
rograde condensation of a single component was studied in presence of shocks. In order to
account for multi-phase phenomena, they all [44, 208, 171] employed an homogeneous phase
equilibrium (VLE) solver for which an additional variable indicating the phase-fraction was
computed. This has a big impact on all the thermodynamic relations that get modified ac-
cordingly, effectively producing a multi-phase model in contrast to the single-phase strategy
commonly used. This leads to the next problem: what are the thermodynamic properties
in the VLE region? In a numerical simulation, the VLE problem itself, i.e., finding the
amount of liquid/gas at given T , p and X is a known procedure [126, 127, 170, 129], contin-
uously updated for robustness, convergence and range of application [49, 138, 77, 205, 48].
However, not so established is the determination of all the rest of mixture properties that
follow. This aspect becomes very important when a CFD solver needs to be coupled: how
to compute the specific heats, speed of sound, fluid compressibilities and partial molar
properties? It is clear that, if VLE forms, correct determination of all the thermodynamic
properties is essential to aim for that correct physics representation that is missing in the
single-fluid approach. Even in the case those properties do not differ too much from those
predicted with the single-fluid approach (and this is not the case as proven in Chap. 4),
having established their correct form is preparatory to the development and use of corre-
sponding reduced-order/simplified models because the latter can be validated and justified
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against the exact values.
The main challenge embedded in the determination of VLE thermodynamic properties is
the fact that the VLE problem is a function of pressure and temperature (at fixed compo-
sition). That is, when all the typical thermodynamic properties are sought as derivatives
of primary variables with respect to temperature and pressure at fixed composition, if the
original state is a VLE state, then its derivatives must be taken into account accordingly
and cannot be ignored. To put in perspective, for fixed composition, say mole fractions X,
variation of pressure and/or temperature varies the amount of liquid and vapor composi-
tion, including the phase fraction. This aspect was not found extensively covered in the
literature.
One example is the work of [56] who reported the use of VLE with highly accurate EoS
such as Helmholtz. In this work [56], the VLE problem was addressed and the importance
of the accuracy embedded with the EoS was provided as well, however VLE thermodynamic
properties are not discussed. Other works instead [219, 218] tackle the issue by providing
thermodynamic relationships [219] and expressing the derivatives of the VLE by exploiting
their dependency on specific volume and enthalpy. However, how to actually compute these
quantities is not provided for multi-component mixtures [218].
VLE-coupled CFD works have been recently reported by Matheis et al. [118], Yi et al. [245]
and Pelletier et al. [153]. However, Matheis et al. [118] do not discuss how the thermody-
namic properties are computed in the VLE region. The approach of Yi et al. [245] uses
the mixture properties computed with VLE, such as density, to calculate the other ther-
modynamic properties using the single-fluid formulation where in addition, a frozen, single
phase approach was reported to be used during the inviscid fluxes reconstruction, while
retaining the multi-phase VLE approach at the conversion between conservatives to prim-
itives stage. This approach contains inherent inconsistencies from a thermodynamic point
of view because mixed single- and multi-phase strategies are used together. Pelletier et al.
[153] assume that the VLE composition between the liquid and vapor phases is the same
throughout the simulation with the purpose to save computational time. Unfortunately,
the amount of liquid and vapor phases are determinant in the evaluation of thermodynamic
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properties as discussed in Chap. 4 and keeping them equal may result in an approximation.
In another work, Qiu et al. [169] have reported the application of a simple linear blending
rule between the liquid (L) and the vapor (V) phase for the mixture specific heat at constant
pressure Cp in the VLE region, computed as Cp = βCVp + (1−β)CLp [169], where the phase
fraction β indicates the mole fraction of the vapor phase in the mixture. This approach
may lead to significant departures from the actual solution as showed in Chap. 4, as well
as further discussed in Appendix C.
Another important point to raise is that the differences between the single-fluid approach
and the VLE model are not extensively reported either. For example, the ECN spray A jet
configuration has been studied by using different models: the single-fluid approach [140, 32],
the VLE model [118, 184] and the Lagrangian particle tracking model for the liquid phase
[238]. All studies show good agreement of the liquid jet penetration length and spreading
rate with experimental data. Therefore another motivation of this work is: what is the
effect of VLE compared to the single-phase approach? It is in-fact obvious that if no effect
is found and indeed the only purpose is to understand how much liquid and how much
vapor phase is found in the multi-component region, then VLE can be only be used as
a post-processing tool, with online calculations performed with the single-fluid approach
only, which also turns out to be computationally much faster. Other works [245, 184] use
an approximate formula to compute the speed of sound in the two phase region based on
the method of Wood [242].
In the works of Traxinger and Tudisco [224, 223, 226], the correct model based on the
numerical differentiation proposed by Nichita [139] was used, however this model carries its
own limitations, particularly related to the order of accuracy of the numerical derivatives
and their associated computational cost which is discussed in this work in Chap. 4. Works
of [49, 26], devoted substantial efforts to the calculation of thermodynamic properties in
two phase systems, however their focus is limited to some variables only, particularly the
speed of sound and the compressibilities. This lack of information, simplified approaches or
limitations of the pre-existing models motivated the present work to enhance this particular
field.
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Finally, it is important to mention the relevance that molecular dynamics (MD) simulations
are expected to provide to macroscopic models, such as that developed in this work. Molec-
ular dynamics simulations treat the thermodynamic system as an ensemble of particles at
the molecular scale from which macroscopic properties can be extracted [62]. Enormous
amount of research has been performed in the past decade on this thanks to the develop-
ment of large-scale computing systems and works of Mills et al. [135] and Raju et al. [175]
are only examples of the application of such methods to obtain physical properties of ma-
terials or more in general thermodynamic systems. Recently, efforts have been devoted to
the investigation of super-critical and sub-critical properties of single- and multi-component
systems using MD. Examples are the calculation of Widom lines in binary mixtures [174],
or VLE diagrams in multi-component mixtures [237, 234, 173]. The latter are currently
limited to provide the equilibrium density across the VLE interface, while a larger number
of variables is required for a CFD simulation as discussed.
1.4 Objectives
As seen in the previous sections, simulation of RG flows involves a considerably broad
range of physical and numerical models development and application. In order to provide a
contribution to the current existing framework and understanding of the underlying physics
of these complex mixtures, the following objectives are identified for this work:
• Develop a multi-phase equilibrium real-gas thermodynamic library that is
consistent with thermodynamic laws and investigate the differences with
pre-existing models both from a physical and computational point of view.
This first objective is an essential portion of the overall thesis goal. A thermody-
namically consistent multi-phase RG model is necessary to develop first and validate
against currently available models. This includes to develop a VLE solver (T , p,
X) first and then augment it with the solution of all the thermodynamic properties
that are correctly computed in the VLE region. Differences of this model with other
pre-existing models are studied. Zero-dimensional (0D) thermodynamics is initially
sufficient to investigate these differences and it is applied on different mixtures with
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different level of complexity. This first step should provide a clear answer between
the differences in the thermodynamic properties among all the models. The same
investigation needs to be conducted on the transport properties, for which a proper
model within the VLE region has not been proposed yet. Within this study, different
equations of states of the cubic family and associated mixing rules are going to be
explored in order to identify what is the best compromise for the subsequent CFD
simulations;
• Couple the VLE solver with the CFD solver by taking into account con-
sistency with all the numerics and study the mutual effects of VLE ther-
modynamics, numerical scheme and grid resolution.
With the developed stand-alone VLE model, the next step is to attach it to a CFD
solver that is capable to treat both non-reacting and reacting flows. To do so, all the
direct and inverse thermodynamic problems encountered by the CFD solver need to be
extended to include the effect of VLE. That is, the algorithm that treats the solution
of T , p and X will likely be not enough and reversed problems, such as conversion
between internal energy and density to temperature and pressure will be required.
Moreover, the inclusion of a stable numerical scheme to treat large density gradients
discontinuity needs to be incorporated and adapted consistently to VLE. This requires
first to understand the source(s) or errors in numerical simulations that involve flows
with high-density gradients, and then adapt the corresponding numerical algorithms
to the multi-phase RG thermodynamics. Furthermore, the following questions will
be investigated: does resolution have any effect on VLE? What is the relationship
between the error produced by the spurious oscillations and VLE (if any)? To answer
these questions, simple 1D and 2D test cases will be considered.
• Analyze the effects that VLE thermodynamics has on non-reacting and
purely reacting flows, identifying (if any) the key sources of such differences
compared to the single-fluid approach.
Once the CFD solver is properly coupled with VLE, the next objective is to understand
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what is its effect on the flow field compared to the single-fluid model. This will help to
establish its relevance since no specific works have addressed this comparison so far.
For this purpose, canonical configurations, including temporal mixing layers (TML)
or spatial mixing layers (SML) are going to be used. Depending on the simulation
cost, the setup will be chosen between a 2D or a 3D format, however in both cases,
systematic anlayses between the VLE and the non-VLE (single-fluid) models will be
carried out. For the non-reacting cases, a mixture already validated in objective 1
will be used, while for the reacting cases, the focus will be a methane-oxygen based
mixture because of its relevance in the aerospace field (discussed later) and the fact
that it is not completely clear what is its behavior from a VLE perspective. In this
context, a purely reacting flow is meant to be a thermodynamic condition where the
reactants do not form VLE by themselves (as this is going to be investigated in the
non-reacting case), rather where VLE is potentially formed only by the products, if
it occurs.
1.5 Outline
This first chapter was dedicated first to background information on RG thermodynamics,
introducing the basic key concepts and terminology that were necessary to explain the prob-
lem, the past studies and the proposed work. Next, emphasis on the literature, past works
and relevant questions that have not been extensively answered yet have been discussed.
All this brought to the formulation of the present work objectives. The rest of this thesis
is organized as follows:
Chapter 2 details the analytical formulation used in this work. This includes the governing
equations and all the sub-models. In this part, the novel analytical VLE framework to
compute thermodynamic properties is discussed along with its use with the cubic EoS and
adaptation to the pre-existing transport models. Chapter 3 discusses the numerical meth-
ods used for both the fluid mechanics and the thermodynamics. In this chapter, the details
regarding how to solve the VLE problems and associated issues are extensively reported, as
well as the problem of the pressure oscillations in conservative schemes and the extension
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of the Double-Flux model to incorporate VLE effects. In Chapter 4, zero-dimensional ther-
modynamics is applied to various mixtures to address the different outcomes with different
thermodynamic models, EoS and mixing rules. Chapter 5 applies all the theoretical/nu-
merical framework to both reacting and non-reacting canonical configurations and provides
broad discussion regarding the relevance of VLE from different point of views. Chapter 6
finally provides the conclusions were thesis contributions are delineated and future work




In this chapter the equations for the generic multi-component, compressible, reacting mix-
ture’s fluid-mechanics are discussed. Where applicable, the assumptions that are considered
for the present study are introduced and justified accordingly. Next, a specific section is
dedicated to the RG thermodynamics, introducing to the VLE problem for a generic EoS
first and then the specific equations for the GCEoS model are provided. Next, the transport
model is discussed and validation is shown accordingly. Finally, the general formulation of
the chemical kinetics are detailed.
2.1 Governing equations for the fluid mechanics
The Navier-Stokes equations are considered in the present work. They describe the motion
of an unsteady, compressible, reacting, multi-species fluid through the conservation of mass,
momentum, total energy and species. By invoking the continuum assumption and neglecting

















(ρeT + p)ui + qIKi − ujτij
)





(ρYkui + ji,k) = ω̇k k = 1, · · · , Ns . (2.1.4)
In the above equations, ρ is the density, ui is the velocity component along the i = 1, 2, 3
direction of a Cartesian reference frame, p is the pressure, τ is the viscous stress tensor, eT






qIK is the heat diffusion flux in its “Irving-Kirkwood” form including the enthalpy flux by
mass diffusion, Yk is the mass fraction for species k (or i where applicable) and jk is the mass
diffusion flux for species k , k varying between 1 and Ns, the number of species considered
in the mixture. Finally, ω̇k is the rate of production/destruction of species k in the mixture.
The δij indicates the Kronecker delta.
2.1.1 Momentum diffusion and stress tensor
Within the assumption of Newtonian fluid, the relationship between the shear stress tensor











Similarly to all other state functions, the dynamic viscosity µ depends on two state variables,
such as the temperature T and/or the pressure p, as well as the mixture composition. It
is important to underline that even under conditions where thermodynamic departures
from ideal gas (such as the compressibility values) are small, transport properties such as
dynamic viscosity can display quite significant departures. To illustrate this point, Fig. 12
shows the comparison between oxygen IG and RG compressibility factor Z and dynamic
viscosity µ for two different temperatures and for a range of pressures. Real-gas calculations
to compute the compressibility are performed with an advanced EoS (the PR EoS) which
can capture non-ideal thermodynamic states (more discussion follows in Sec. 2.2), whereas
transport properties calculations are performed either with the classical mixture-averaged
model, typically used for TPG mixtures, as well as with a different transport model of
Chung [31] that can employ corrections for high-pressure (high-density) situations. From
these pictures, it can be observed that even at relatively “high” temperatures of 300 K,
while the departure of the compressibility factor for the RG case with respect to the IG
case is less than 5%, the corresponding departure for the dynamic viscosity reaches values
above 10%. This is even more pronounced in the 115 K case (Fig. 12(c) and (d)), where the
oxygen crosses its vapor-liquid “dome” transforming its thermodynamic state from vapor
to sub-critical liquid to super-critical, compressible liquid (cf. Fig. 1). In this case, the
sudden jump in the compressibility is accompanied by a huge jump in dynamic viscosity,
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that shows departures of the order of one order of magnitude. Although the sub-critical
state is not of interest in the present work, one can recognize that in both cases, beyond the
critical pressure value for O2 (pc = 5.04 MPa), the difference in the transport property is
significant compared the corresponding prediction provided by the TPG model or the Chung
[31] model without high-pressure correction, thus making important the use of such model.
More details and validation are provided in Sec. 2.3. The second viscosity coefficient in
Eq. (2.1.6) is the volume viscosity. According to the Stokes’ hypothesis [47], the coefficient




, must be zero because the stress tensor should
be traceless. An analysis of this hypothesis for real gas flows was given in [114], where
nearly zero effects were showed on λ on the main flow features. For this reason, the Stokes’



















2.1.2 Heat and mass diffusion
2.1.2.1 General multi-component formulation
For a complete description of the molecular and heat diffusion fluxes, one can refer to the
Keizer’s [81] fluctuation-dissipation theory and non-equilibrium thermodynamics. In his




























where Jk is the partial molar flux for species k, QIK is the Irving-Kirkwood form of the
heat flux, µl is the chemical potential of species l in the mixture and Ru is the universal gas
constant. Once written in this form, the diffusion coefficients can be immediately recognized:
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(a) Compressibility factor - T = 300 K























(b) Dynamic viscosity µ - T = 300 K
















(c) Compressibility factor - T = 115 K




















(d) Dynamic viscosity µ - T = 115 K
Figure 12: Comparison of the compressibility and dynamic viscosity for oxygen at 300
K and 115 K for a range of pressures. In the labels, TPG denotes the classical, mixture
averaged model in which the mixture viscosity is only a function of pressure and composition,
RG-LowP denotes the transport model of Chung [31] without the high-pressure correction,
whereas the RG-HighP indicates the same model [31] with the high-pressure correction.
For reference, the NIST data is also superimposed, indicating the importance of the high-
pressure correction over both models that do not employ the correction.
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• Lkq are the Soret diffusion elements.
• Lkl are the Fick diffusion elements.
• Lqq is the Fourier diffusion element.
• Lql are the Dufour diffusion elements.
However, for a fluid mechanics/CFD application, it is more convenient to recast these
diffusion fluxes with respect to the gradients of primitive variables such as T , p or Xk.
After lengthy derivations one can prove that it is possible to write the overall diffusion
fluxes as the sum of contributions caused by temperature, pressure and species gradients
[81]:










In the above, the mass diffusion caused by species gradients and the heat diffusion caused
by temperature gradients constitute the Fick’s and Fourier’s type of diffusion, respectively.
The additional terms appearing are instead cross diffusion effects since the diffusion of a
certain property is caused by the gradients of another property. The rigorous derivation of
the Aj,k, Bj,k, Cj,kl, Aq, Bq and Cql coefficients is beyond the scope of the present work.
The reader is referred to the works of Bird [17], Palle [149] and Giovangigli et al. [57] for
detailed discussions on how to link the above diffusion terms of Eq. (2.1.12) to the funda-
mental diffusivity coefficients, depending on whether they are approached from a statistical
mechanics, a statistical thermodynamics or a macroscopic point of view.
For the scope of the current work, this approach is discarded for the following reasons:
first the inclusion of the Soret and Dufour effects are still controversial for RG mixtures
at super-critical conditions even (ed especially) without phase-equilibrium [131, 105, 144,
149, 150, 233, 181, 27]. Pioneering work of Miller et al. [131] investigated the role of
these two effects using compressible mixing layers and concluding that the Soret effect had
an important effect on the shear layer growth when the pressure gradients where aligned
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with the species gradients, which would occur at the edge of strong vortices. Simplified
one-dimensional analyses of Palle [149] and Ribert et al. [181] found that these two effects
were of minor and negligible effects on H2/O2 flames due to the large reaction rates, re-
spectively. Analogous results were reported by [93] on oxygen droplet evaporation at high
pressures. Similar results were also discussed by Giovangigli et al. [57] who found that
while the Soret diffusion had an appreciable effect on the species diffusion fluxes, the flame
structure was not significantly altered. In the work of Mahle et al. [112] Soret contribution
was presented to significantly contribute to instantaneous differences observed in TML con-
figurations using H2/O2, however differences on the order of 10% or less were identified in
time-averaged properties. More recently, Kim et al. [82] and Traxinger et al. [225] explored
the LOX-Kerosene and LOX-H2 / LOX-CH4 laminar diffusion flames using parametric EoS
[82] and different propellant conditions [225] with the flamelet model and the unitary Lewis
number diffusion model (therefore ignoring the multi-component diffusion model). In the
first case [82], good agreement with a chemical equilibrium solver was reported, whereas in
the second study [225] no specific comparison was reported for the one-dimensional flames
since the focus was on the investigations of phase-separation occurrence in reacting systems
(here discussed in Chap. 5). More importantly Yao et al. [244] recently suggested that the
full multi-component mass diffusion model does not have a significant impact on the phase
stability locus of relevant mixtures. This study [244] along with [225] seem to agree on the
fact that Soret and Dufour effects, along with complex multi-component diffusion models of
Eq. (2.1.12) do not have a major impact on the effect of VLE occurrence, thus it is possible
for the present study to use simplified diffusion models which would still take into account
for non-ideal transport, as briefly outlined in Fig. 12, while retaining the reduction of the
computational cost that is of crucial importance for the present study.
Another important reason related to the use of the simplified diffusion model is in fact
related to the high cost of the calculation of phase-equilibrium thermodynamics, thus inclu-
sion of the above diffusion model would make the overall calculations unfeasible, even for
the relatively simple 3D cases treated here (especially for those treated with implicit chem-
istry integration as discussed in Chap. 5). Furthermore, the effects of phase-equilibrium
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thermodynamics are already relatively unexplored as far as their impact on the numerical
scheme and the overall physics of the problem being studied. Since the major goal of this
work is to isolate the effect that VLE has on RG mixtures without any additional perturba-
tion included by either a physical or numerical aspect, the simplified approach for diffusive
fluxes is chosen here, which is discussed in Sec. 2.1.2.2.
2.1.2.2 Simplified diffusion model
After discarding the Soret and Dufour effects, the heat and mass diffusion fluxes become
based on Fick’s and Fourier’s type of diffusion and they can be expressed as follows :














Here Vi,k is the diffusion velocity for species k in the i-th direction, Xk is the mole fraction
for species k, λ is the thermal conductivity and hk is the partial massic enthalpy of species
k. For completeness, the corresponding partial molar enthalpy Hk is defined, which can be
obtained from the massic one using the following relationship:
Hk = hkMk , (2.1.15)
where Mk is the molar mass of the component k in the mixture. Dk,m is the pseudo
binary diffusion coefficient between the species k and the mixture and allows for a simpler
representation of the species diffusive fluxes by neglecting multi-component diffusion (also







where DA,B is the generic binary diffusion coefficient of species “A" into species “B". Despite
these assumptions, exact mass conservation is not mathematically enforced in Eq. (2.1.13)
as the net species diffusion flux
∑NS
k=1 Vi,kYk is not necessarily zero. For this reason, a













The final expression for the mass diffusion flux is therefore:
ji,k = ρYk (Vi,k + Vcori ) . (2.1.18)
2.1.3 Relations needed to close the problem
With all the equations discussed so far in Sec. 2.1, all the state relations are missing in order
to close the problem. In general, for a compressible solver in its fully conservative form,
the massic internal energy e, the density ρ and the composition Yk are directly obtained
from the integration of the governing equations Eqs. (2.1.1)–(2.1.4), from which pressure,
temperature and the associated transport properties need to be computed. Without loss of
generality the following state relations can be declared:
p = p(ρ, T, Yk) , e = e(ρ, T, Yk) , µ = µ(ρ, T, Yk) ,
λ = λ(ρ, T, Yk) , DA,B = DA,B(ρ, T, Yk) . (2.1.19)
In all the above, specific thermodynamic and transport models are to be defined. Concern-
ing the thermodynamics, an EoS needs to be specified. In this work the thermodynamic
equilibrium is assumed, therefore an algebraic EoS is going to be used (in other words
time does not play a role here). The EoS defines the links between pressure, tempera-
ture, density, internal energy and composition, plus additional relationships between other
state variables, where required. Depending on the complexity of the EoS, the p and e re-
lationships of Eq. (2.1.19) can be very complicate, involving non-trivial mathematical steps
for derivation and specific numerical treatments for their solutions as already discussed in
[114]. In addition, the functional dependency of p and e of Eq. (2.1.19) can evolve further, in
case VLE is taken into account. Specifically, all the state relations of Eq. (2.1.19), plus all
other thermodynamic variables that are directly or indirectly related to them through exact
thermodynamic relations, need to be further corrected to account for the phase-equilibrium,
which is an additional assumption invoked in the present work on top of the thermodynamic
equilibrium.
In such case, another state variable: the phase-fraction β needs to be defined. As more rig-
orously discussed in Sec. 2.2.2, β is the ratio between the mixture number of moles in the
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vapor phase, over the total number of moles in the mixture. At equilibrium, β = β(T, p, Yk)
is not an independent variable of the system as it can be uniquely defined by the system
temperature, pressure and composition, however its inclusion drastically changes the func-
tional form of most of the relations written in Eq. (2.1.19) (plus all other derived relations),
which therefore need to be adjusted accordingly to ensure thermodynamic consistency and
correctness. This aspect will be extensively discussed in Sec. 2.2.2.
On the other hand, the transport properties of Eq. (2.1.19) will be computed using the
model of Chung [31] and employing the high-pressure correction. This model is presented
in Sec. 2.3. In case VLE occurs, the functional dependency of µ, λ and DA,B does not
change, and the thermodynamic properties (such as ρ) coming from the VLE are going to
be used instead. To further explain this point, if µ is the dynamic viscosity in a mixture that
forms VLE, it is avoided here to compute µ = βµV + (1−β)µL where µV and µL are be the
viscosities of the vapor and the liquid phases only, but the original single-phase functional
form of Chung [31] is still used, generally expressed in Eq. (2.1.19), where ρ is corrected
for the VLE. The reason behind this choice is motivated by the following discussion: the
model of Chung [31] is already capable to deal with both phases, either liquid or vapor at
both sub-critical or super-critical conditions, hence it is already adapted to deal with two
phases, though not occurring at the same point together. The VLE method discussed in
Sec. 2.2.2 essentially blends already some properties between the two phases: one of these
is the density. As a result, with a blended value of density that is already representative
of the whole mixture in the VLE state, there is no reason to blend the viscosities of the
two phases computed separately. First, viscosity is not an extensive variable, for which a
“mass" or “volume" (or β) based average would physically make sense, and secondly by im-
posing a linear blend rule, some non-linearities between the two phases will be intrinsically
destroyed. As demonstrated in Appendix C, simplifications of non-linear relationships can
lead to significant errors in the predictions of some thermodynamic variables, therefore it is
preferred to not use the linear blend rule for the viscosity and proceed with original func-
tional dependencies of all transport properties of Eq. (2.1.19) and directly use VLE-based
state variables, where needed. Same discussion follows for the mixture thermal conductivity
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in presence of VLE.
2.2 Real gas thermodynamics
In this section, the entire thermodynamic module is discussed both from a single-phase
and VLE perspective. The generic definitions that hold for either the single- and the
multi-phase states are provided, followed by an extensive mathematical description of the
VLE model. Particular emphasis is given to the calculation of the mixture thermodynamic
properties in presence of VLE that although well established for single-phase systems, they
are not for multi-phase equilibrium systems. This is one major contribution of the present
work. Finally, the formulation of the single-phase RG thermodynamics is given in form of a
Generalized Cubic EoS (GCEoS), where all the combinations of EoS and mixing rules (MR)
are introduced. As discussed in Sec. 1.3.2, many different EoS models are available. Usually
an higher model accuracy is accompanied by a corresponding higher computational expense
to compute the properties. As a result, an EoS of the “cubic” family has been chosen for
the present study because it compromises the accuracy with cost. One main advantage of
the GCEoS is the fact that analytic forms of some thermodynamic problems are available
at least within the single-phase region. These are discussed further in Sec. 2.2.3.




V 2 + δV + ε . (2.2.1)
By varying the form of the coefficients Θ, δ and ε different models can be obtained [163].
This form illustrates the physics modeled by cubic EoSs. Recall that this form of EoS differs
from the ideal law because it takes into account some inter-molecular forces:
• The first term is RuTV−b instead of
RuT
V and models the repulsive force that molecules
exert on each other at short distance. The b term is proportional to the actual volume
of the molecule, that is a correction to the molecule volume occupied at a given
pressure and temperature is applied.
• The second term Θ
V 2+δV+ε models the long-range attractive forces between the molecules
such as electrostatics forces, polarization or London dispersion forces. These forces
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are responsible in maintaining gas molecules together and that allow for the liquid
state to exist. They decrease the pressure caused by the fluid on the walls of a vessel,
hence the negative sign for this term.
Once again it is important to understand that any EoS model is independent of the VLE
model which comes from pure thermodynamic concepts related to the second law. Theoret-
ically any EoS (or group of EoSs) can be adapted to VLE as long as one has the ability to
achieve enough mathematical description of two or more phases in which one is interested.
For instance, it is possible to have two different EoS models, one that predicts the gaseous
phase only and one that predicts the liquid phase only. Both can be concurrently used as
sub-models for the VLE as long as the problem solution follows the same steps detailed in
Sec. 2.2.2. For the present GCEoS case, this problem does not exist because the GCEoS
can predict both the gaseous and the liquid phase.
In the next three sections, the generic main definitions for a Ns component, real-gas mixture
are given, followed by the description of the VLE model and the GCEoS model. The idea is
that the first two sections are EoS-free and can be theoretically applied to any EoS model.
The division of these three subsections is intentional in order to emphasize the fact that
the GCEoS model is auxiliary to both the generic (single-phase) RG model, as well as the
VLE model but the opposite does not hold.
2.2.1 Main definitions
Let p, T , ρ the pressure, the temperature and the density of a multi-component mixture
with Ns species, each having mole fraction Xi, a corresponding mass fraction Yi, molecular
weight MWi and molar mass Mi = MWi/1000, i = 1, · · · , Ns. Without loss of generality,
the link between the above state variables can be expressed (as in Eq. (2.1.19)) through a
general form of EoS that is explicit in pressure:
p = p(T, ρ,X) , (2.2.2)
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where X = {Xi | i = 1, · · · , Ns} and Y = {Yi | i = 1, · · · , Ns} are the sets of mole and mass






where Ru= 8.31451 J/mol-K is the universal gas constant, M is the mixture molar mass
(or weight) and V= M/ρ is the mixture molar volume. In the following sections, partial
derivatives will be in general expressed as (∂(·)/∂(◦))x notation, where x, represents the
variable or the set of variables that is considered constant during the derivation process and
will be specified accordingly. Finally, variables denoted with over bars, such as Ψ represent
the extensive quantity corresponding to the intensive quantity Ψ. For a mole-based intensive
quantity, the relationship Ψ = NΨ holds, where N=
∑Ns
i=1Ni is the sum of the number of
moles for each species Ni or Nk in the mixture. Additional definitions, useful throughout















where the system extensive mass M and volume V have been introduced alongside the
specific volume v. Additional important relations are the conversions between mole fractions
Xi and mass fractions Yi and the different possible computations of the mixture molecular
































Departure functions are constructed from the principle of corresponding states [46] and
define the deviations that the actual real-gas property has compared to the corresponding
ideal-gas value. Indicating as ∆Φ = Φ − Φig the departure function of a generic thermo-
dynamic, mole-based, intensive variable Φ with respect to its corresponding ideal gas value
Φig, the (intensive) internal energy E, enthalpy H, entropy S, Gibbs energy G = H − TS



































































dρ− lnZ = ∆G
RuT
− (Z − 1) . (2.2.16)
The above departure functions are obtained when T , p and X are maintained constant [46].
Another definition, useful for later purposes is the Helmholtz energy departure function











Regarding the corresponding IG value Φig, the general form can be expressed as Φig =∑Ns
i=1Xiψ
ig
i , where ψ
ig
i is the i−th species, mole-based, IG property that can be obtained, for
example, using the NASA 9-coefficients [123] or CHEMKIN 7-coefficients [80] polynomials.
Note that in case of entropy, ψigi is also a function of pressure, therefore the result obtained
from the polynomials must be added to the pressure term −Ruln(p/1bar). Moreover, when
ideal-gas mixture entropy is computed, the additional mixing term −Ru
∑Ns
i=1XilnXi needs
to be added to Φig [43]. These additional terms have also an impact on the calculation of
the Gibbs and Helmholtz energies according to their definitions.











































where γ = Cp/Cv = cp / cv is the specific heats ratio. Finally, introducing the definition of















































we can define another important quantity: the isentropic compressibility κs as [163]:




In this way, a different definition of the speed of sound can be obtained, which will result




Using the definition of κT from Eq. (2.2.21) into Eq. (2.2.20) and compare the result with
Eq. (2.2.23) it is also possible to obtain the following relationship:
κT
κs
= γ . (2.2.24)
Another important relationship between cp, cv and αp is given by [43]:



















At this stage, the derivatives (∂p/∂T )ρ,X, (∂ρ/∂T )p,X and (∂p/∂ρ)T,X are assumed to be
known with the analytical expression of the EoS in Eq. (2.2.2).
The partial molar quantity of a generic intensive mixture property Ψ is defined for each













, i = 1, . . . , Ns (2.2.26)
where Ni = {Nj | j = 1, · · · , Ns, j 6= i}. The set of partial molar quantities has the unique





For an IG , the relationship simplifies to Ψi = ψigi because Ψ ≡ Φig (defined earlier)
Partial molar volume and partial molar enthalpy are also of interest, both particularly
useful for example in the determination of mass and energy diffusion terms as indicated in


























The fugacity fi of the i-th species in a non-ideal mixture is used in place of the pressure to
describe RG behaviors of the species alone, as well as in the mixture. One way to look at
it, is to define the chemical potential of the i-th species in an ideal µigi and a non-ideal µi
case [43]:





, µigi (T, p,X) = µ
◦






where µ◦i (T, p0) is the reference chemical potential of the i-th species at the reference pres-
sure p0. By taking the difference of both quantities one obtains:





= RuT lnφi(T, p,X) , (2.2.29)
where the fugacity coefficient φi(T, p,X) = fi(T, p,X)/pXi has been defined. Clearly, the
fugacity defines the departure function of the species chemical potentials, in fact if fi =
pXi, as in the ideal case, one recovers µi = µigi . Equation (2.2.29) also represents the
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mathematical definition of the fugacity and the fugacity coefficient. Given the fact that the
chemical potential is the partial molar Gibbs free energy of species i in the mixture, one
obtains [46]:




















where the interchange between Gibbs and Helmholtz energies in the above step is simply
an additional manipulation that makes the actual calculation easier once an EoS model is




















where ∆AT,V is computed from Eq. (2.2.17).
2.2.2 Multi-phase equilibrium, real-gas thermodynamics
In this section, the known concept of VLE applied for a generic, multi-component mixture
at given temperature, T , pressure p and composition X is introduced first. Next, all the
multi-phase, thermodynamic properties in presence of VLE are derived, which constitutes
a key contribution of this work.
2.2.2.1 The VLE problem
To represent multi-phase behavior of multi-component mixtures, the assumption of phase
equilibrium (VLE) is invoked throughout the calculations. This assumption imposes equal-
ity of pressure, temperature and fugacity of both the liquid (L) and the vapor (V) phase
such that [46]:
pL = pV = p; TL = TV = T ; fLi = fVi i = 1, . . . , Ns . (2.2.31)
Note that this method assumes two or more components in the system. For single compo-
nent one can use other methods such as Clausius-Clapeyron equation discussed in classical
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thermodynamic books, or Maxwell’s method or Antoine’s equation as discussed in Ap-
pendix E. An additional unknown β is introduced, which indicates the ratio between the
mixture number of moles in the vapor phase over the total number of moles. Then, mass
conservation imposes [49]: Xi = βyi + (1 − β)xi, where xi and yi correspond to the mole
fractions of species i in the liquid and the vapor phase, respectively. Both xi and yi satisfy
the condition:
∑Ns
i=1 xi = 1 and
∑Ns
i=1 yi = 1. For each phase taken separately, still all the
formulas discussed in Sec. 2.2.1 hold, provided that the substitution xi ← Xi and yi ← Xi
is made for the liquid and the vapor phase, respectively, wherever mole fractions are used,
including the calculation of the phase molar mass with Eq. (2.2.11).
However, additional blend rules for the phase properties are required in order to define the
properties of the whole mixture and close the problem. Two extensive properties are re-
quired to be blended. In this work, similarly to other works [118, 168], the extensive volume
and the extensive internal energy are blended, however other approaches are possible were
volume and enthalpy are blended [44]:




















where N , NL and NV are the total number of moles of the mixture, liquid and vapor
phase respectively. Therefore, by using the definition β = NV /N and observing that











E = βEV + (1− β)EL . (2.2.35)
In the above, for example the vapor molar mass MV = MV (y) and the vapor phase internal
energy is EV = EV (T, p,y), with y = {yi | i = 1, · · · , Ns} (and similarly ML and EV for
the liquid phase). Both can be computed using the single phase thermodynamics formulas
however y is unknown and needs to be computed along with x = {xi | i = 1, · · · , Ns} and β.
Also note that Eqs. (2.2.34)–(2.2.35) naturally collapse to the single phase ones in case a
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pure liquid (β = 0, x = X) or a pure vapor (β = 1, y = X) exist. The latter conditions may
happen either in a sub-critical (pure liquid or pure gas/vapor) or super-critical (compressible
liquid or super-critical fluid) state.
To find the unknowns, the fugacity equalities of Eq. (2.2.31) are recast in form of fugacity
coefficient and defining the vapor to liquid phase mole fractions ratio for each i-th component





i=1 yi = 0 needs to be added. This latter constraint can be further
manipulated using the definition of Ki and Xi = βyi+(1−β)xi to obtain the Rachford-Rice














1 + β(Ki − 1)
= 0 . (2.2.37)
The system of Eqs. (2.2.36)–(2.2.37) is solved for given mixture temperature T , pressure
p and composition X (hereafter called Tp problem). It is very important to keep in mind
the temperature, pressure and composition dependency of the unknowns: β = β(T, p,X),
y = y(T, p,X), x = x(T, p,X).
Fugacity coefficients in each phase are determined using Eq. (2.2.30), where proper phase
mole fractions are used as specified above. It is emphasized the fact that in Eq. (2.2.36),
the assumption of pV = pL = p has been used. Accounting for mechanical non-equilibrium
would provide a model for the pressures ratio, which involves capillarity effects [49, 106]. In
addition, Eq. (2.2.36) has been written in logarithmic form in order to improve numerical
convergence. Solution of Eqs. (2.2.36)–(2.2.37) is also known as VLE problem [127] and
its solution is discussed in Sec. 3.4.1.
Once these basic variables are known, mixture compressibility Z is obtained using its def-
inition in Eq. (2.2.3) and H = E + pV = E + pM/ρ, where ρ and E are now calculated
through Eq. (2.2.34) and Eq. (2.2.35). Similarly G = βGV + (1 − β)GL, S = (H −G)/T
and A = G − pM/ρ follow their definitions too (for the Gibbs energy, the same approach
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of Eq. (2.2.33) is used, however S and A follow their definitions, for thermodynamic con-
sistency). Other phase-related quantities are also available such as the ρη, Mη, Zη, where
η = L or V . For example ρL = ρL(T, p,x) is obtained by inversion of Eq. (2.2.2) once
x is known. Typically for the family of cubic EoS, such as the Peng-Robinson EoS [154],
this means to obtain ZL = ZL(T, p,x) first through a cubic, algebraic equation (see Ap-
pendix A), and then compute ρL = pML/(ZLRuT ). If during the solution of the cubic
equation in ZL multiple real roots arise, that is ZL = [Z1, Z2, Z3]T with Z1 < Z2 < Z3,
the choice is now correctly based on the phase, which is known upfront. For instance if ZL
is sought, then ZL = Z1. On the contrary, if the vapor phase is being sought, the same
procedure applies and ZV = Z3.
Note that the solution ZL = [Z1, Z2, Z3]T would be different if one approaches the problem
in the form Z = Z(T, p,X) because x 6= X in the VLE region. In other words, solving
for Z = Z(T, p,X), meaning solving the problem assuming “single-fluid” provides a differ-
ent (erroneous) solution, and in addition, the choice that one would make on the value of
Z in case multiple real roots occur, would be, at the best, based on the minimum Gibbs
energy criterion (see Appendix A), if not arbitrary. The minimum Gibbs criterion (which
boils down to the Maxwell’s criterion for a single component mixture), simply computes
the Gibbs energies of the “presumed” pseudo phases corresponding to a lower and upper
value of the Z vector, and the pseudo phase corresponding to the minimum Gibbs energy
is chosen because it is considered more stable.
However, the application of VLE imposes Eq. (2.2.31) and guarantees the true Gibbs energy
minimum [126]. That is the same as saying that VLE ensures to reach a fourth value of the
mixture compressibility factor such that the system is at an even lower value of the Gibbs
energy, not reachable with the Z = Z(T, p,X) (single fluid) approach.
For example, Fig. 13(b) shows the variation of the N2/C6H16 mixture compressibility as a
function of the nitrogen mole fraction, for p = 10 MPa and T = 377.9 K. This mixture is
known to form VLE for a range of values of pressure and temperature [45, 164] for which the
VLE diagram is represented in Fig. 13(a) along with the chosen p = 10 MPa isobaric line.
The two curves agree identically at the extremes, where the single phases occur, whereas
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substantial variations can be observed in the center values of compressibility where VLE
forms. Figure 13(c) shows the mixture Gibbs energy as a function of the mixture compress-
ibility (essentially G is plotted along the Z curves of Fig. 13(b)) for the two approaches.
While the two values of G match in the single phase regions, the value computed with
VLE is always smaller than the minimum Gibbs approach in the center region, where VLE
occurs, confirming the fact that the mixture tends to spontaneously form a multi-phase
system that needs to be taken into account correctly.
Because of the above statements, even when the Z = Z(T, p,X) problem returns one real
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Figure 13: VLE diagram (a), mixture compressibility (b) and Gibbs free energy (c) for a
nitrogen/hexane (N2/C6H16) mixture as a function the amount of N2 in mole fractions. The
mixture pressure and temperature are maintained fixed in Fig. b) and c) at p = 10 MPa
and T = 377.9 K, respectively. For these plots, the PR EoS has been used (see also [226]).
value of Z, it cannot be said that VLE does not form. Instead the whole procedure based
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on Eq. (2.2.31) must be followed and only in the case the result of β = 0 or β = 1 is
obtained, one can conclude that only one phase exists, and therefore the single fluid/phase
approach theory discussed in Sec. 2.2.1 is perfectly valid [129]. Algorithm 1 in Appendix D
summarizes the steps to perform in order to compute the phase quantities described above
once the VLE problem is solved (description on how to solve the VLE problem is addressed
in Sec. 3.4.1 but extensive details are given in [129]). Algorithm 2 instead summarizes the
steps to compute some basic mixture quantities. Once again, if VLE does not occur, the
well-known single phase RG thermodynamics applies and phases/mixture values become
identical.
2.2.2.2 Real gas - VLE thermodynamics: main derivatives
The information provided in the previous section are in general enough for a calculation
that requires only minimal output, such as mixture density, compressibility or internal en-
ergy. However, in general all the quantities defined in Sec. 2.2.2.1 are needed. Calculation
of higher order thermodynamic variables in the VLE region requires the knowledge of the
derivatives of the VLE variables. This can be seen immediately if one considers the calcu-
lation of Cp. Its definition must be the one dictated by thermodynamics. This involves H,













































which is substantially different from a simple blend between phase quantities in the form
Cp = βCVp + (1 − β)CLp used by [169] (refer to Appendix C for more insights). Note that
EV = EV (T, p,y), EL = EL(T, p,x), meaning that both y and x dependency on T need
to be taken into account with the derivative. The same applies to the last term for the
density derivative with respect to temperature. In fact, whenever a temperature/pressure
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derivative appears, even with fixed mixture “global” composition X, phase compositions x




































are required to construct all the VLE thermodynamic variables. The last four are vectors
of dimension Ns.
The approach requires to impose Eq. (2.2.31). First, the following change in variables is
made:
vi = βyi , li = (1− β)xi i = 1, · · · , Ns (2.2.40)
such that one can write X = v+ l, with v = {vi | i = 1, · · · , Ns} and l = {li | i = 1, · · · , Ns}.









The variables v, T and p are now the independent variables. Determination of all the quan-
tities in Eq. (2.2.39) essentially requires the knowledge of both temperature and pressure
derivatives of the vi quantities. The step-by-step derivations are given in Appendix K. In
the following the final result is directly provided, which is given by the solution of two linear
systems:
AχT = bT , (2.2.42)









































































with i, k = 1, · · · , Ns and δij the Kronecker delta.
Note that A is the same for both systems and thus it can be assembled/inverted only once.
All the fugacity coefficients (frozen) derivatives appearing in Eqs. (K.0.23)–(K.0.25) can
be easily computed using an EoS model (see Sec. M.3), thus the above formulation can be
applied to any EoS that is capable to provide the fugacity coefficient and its derivatives. It
is interesting to underline the fact that the vk derivatives lead to a linear system. This is
due to the effect that all species-related properties are not independent but they are linked
to each other. Additional important formulas are the phase molar masses derivatives with

























These are also provided in Appendix K. Algorithm 3 in Appendix D summarizes the steps
that are required to compute all the quantities of Eq. (2.2.39). Note, this requires that
VLE exists and it is known in terms of β, x, y.
2.2.2.3 Real gas - VLE thermodynamics: mixture and phase derivatives
With the above formulas, many additional properties for the mixture, as well as the phases
separately, can be constructed. Here only some relevant quantities are discussed, for brevity.
Additional details are given in Appendix K. The mixture density and internal energy

















































































































































All of above require the knowledge of the VLE derivatives of Eq. (2.2.39), as well as specific,
phase-related derivatives, such as (∂ρL/∂p)T,X or (∂EL/∂T )p,X and similar. The latter are
derived in Appendix K. Note that these derivatives do not correspond to the ones directly
derived from the EoS and the departure functions because the variation of VLE quantities
is also involved and must be taken into account using the total differential concept (see
Appendix K). For example (∂ρL/∂p)T,X is not equal to (∂ρL/∂p)T,X,x, which is the one
(easily) computed from the EoS and their difference is related to the existence of all the
Eq. (2.2.39) in the VLE region (see Eq. (K.0.35) for this specific example). Algorithm
5 provides the necessary steps to compute the derivatives in each phase, while Algorithm
4 provides the final steps to compute additional derivatives for the VLE mixture, up to
specific heats, isothermal compressibility, isobaric expansivity and speed of sound. The last
quantities to compute are the partial molar volume and enthalpy in the VLE region. These
are discussed in the next section.
2.2.2.4 Real gas - VLE thermodynamics: partial molar quantities
The starting point is the definition of partial molar volume of Eq. (2.2.28). Using Eq. (2.2.32)





















i = 1, · · · , Ns . (2.2.53)
Since V η = V η(T, p,σ), where:
σ = {σi | i = 1, · · · , Ns} =

NL = {NLi | i = 1, · · · , Ns} if η = L













i if η = V
, (2.2.55)
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and NLi , NVi are the number of moles of species i in each phase. The total differential of


























where σk = {σi | i = 1, · · · , Ns, i 6= k} has been defined to make it consistent with the
previous notation. Because the partial molar quantities are by definition taken at constant
temperature and pressure, the first two terms in Eq. (2.2.56) vanish. Next, by evaluating










































i = 1, · · · , Ns. (2.2.58)
In both phases, the summation term contains the product between two quantities:
(∂V η/∂σk)T,p,σk which describes how the phase extensive volume changes with an infinites-
imal addition of moles of species k in the phase η, and the term (∂σk/∂Ni)T,p,σk,Ni , which
describes how much the number of moles of species k in the phase η changes for an in-
finitesimal addition of number of “total” moles of species i in the mixture. This is the most
challenging term to compute and it is going to be the subject of the next discussion.
Given the number of crucial steps involved, the step-by-step derivation is reported in Ap-
pendix L and only the final result is shown here, for brevity. The vapor contribution
(∂NVk /∂Ni)T,p,NVk ,Ni of Eq. (2.2.57) is obtained by solving Ns times the following linear
system in the unknown vector χ(i)N :
Cχ(i)N = b
(i)
































































However, given the fact that the matrix C does not depend on i, the matrix inversion itself
must be done only once for all the unknowns. On the other hand, the liquid contribution
(∂NLk /∂Ni)T,p,NVk ,Ni of Eq. (2.2.57) is easily obtained from the vapor contribution by ex-
ploiting mass continuity (see Appendix L). Algorithm 6 in Appendix D summarizes the
steps to compute the partial molar volume for each species in the mixture, in case VLE
occurs. If VLE does not occur, the single phase formula applies.
Next, the formula to compute the partial molar enthalpy in the VLE region is derived.






















































i = 1, · · · , Ns ,
which leads to:














i = 1, · · · , Ns . (2.2.63)
Finally, an approximate method to compute partial molar quantities is proposed and will
be used later in Chap. 4. Given that one can compute the respective phase-related molar
volume and enthalpy V ηi and H
η
















HLi xi , (2.2.64)
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i + (1− β)xiV Li
Xi




i + (1− β)xiHLi
Xi
, i = 1, · · · , Ns , (2.2.66)






2.2.3 The Generic-Cubic Equation of State (GCEoS) model
In Sec. 2.2.2, an EoS-free theoretical framework was provided under the following assump-
tions: a) equilibrium as per Eq. (2.2.31) and b) two phases exist at most. Inclusion of
a three phase equilibrium can be easily derived following the same steps and taking into
account another value of β for the equilibrium between the second and the third phase
[66, 101, 102] (equilibrium between the first and the third follows as a consequence). Addi-
tionally, the inclusion of capillarity effects is also possible [49], provided that a generic and
robust model for surface tension is available. This would imply additional terms appearing
in all derivation of Sec. 2.2.2.
Under these assumptions, the remaining task is to provide an EoS model for all the spe-
cific derivatives that are required. In the present work, the focus is on the family of
the 3-parameters cubic EoS which have been widely used in the context of fluid flows
[125, 248, 158, 157, 116, 59, 90, 136, 89, 188, 193, 108, 109, 110, 64, 143] as well as reservoir
simulations [49, 168] because of their good compromise between accuracy and simplicity.
Some derivatives have been already provided for a specific EoS, as for example in the works
of [125, 116, 143, 82], however an extension of these works is made here by providing all the
derivatives that are necessary for Sec. 2.2.1 and Sec. 2.2.2 for a class of EoS models, from
now on denoted as generic cubic EoS model (GCEoS). Additionally, four different kinds of
mixing rules are investigated.
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2.2.3.1 General definitions and main properties






(M + δ1Bmρ)(M + δ2Bmρ)
, (2.2.67)
where Am = Am(T,X) and Bm = Bm(X) are mixture-dependent parameters that require
additional modeling, called mixing rules. In this work, four types listed in Tab. 3 are
analyzed. By varying the coefficients δ1 and δ2, different EoS models can be obtained
as provided in Tab. 4: Peng-Robinson (PR), Redlich-Kwong (RK), Soave-Redlich-Kwong
(SRK), Van der Waals (VDW) and blended PR-RK. Additional information are provided
below:
• pc,i, Tc,i and ωi are the main species-dependent, constant parameters (from which the
“3-parameters” label is obtained);
• additional useful constant, species-dependent parameters are the critical compress-
ibility Zc,i and the critical molar volume Vc,i = Zc,iRuTc,i/pc,i. All these need to be
stored in a species database;
• the VDW EoS is a degenerate 3-parameters EoS since it requires two and not three
parameters (ωi is not used);
• for the PR-RK EoS the value of δ1 is species-dependent and is obtained through the
non-linear equation reported in Tab. 3, for which additional constants are given in
Tab. 2. After it is known for each species, the corresponding value of δ2 is computed.
For this reason, an additional mixing rule needs to be defined in order to compute the








where δ1,i and δ2,i, i = 1, · · · , Ns are those obtained from the formulas in Tab. 4;
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• Ai, Bi, are species-dependent, EoS-dependent constants, while αi(T, ωi) is another
EoS-dependent and species-dependent value, that has also a non-linear dependency
on the temperature T ;
• in all cases, kij represent the interaction parameters, which are empirical constants
meant to improve accuracy for specific mixtures. Generally, they are tuned against
experimental data, however some analytical models have also been proposed for them.
Clearly kii = 0 and kij = kji by definition. A good list of these is given in [212];
• special care is needed for the Okong’o/Miller mixing rule (MR-3) where A∗ is effec-
tively a symmetric matrix built with mixed species properties that are pre-computed
before hand (see Tab. 3):


















2(ωi + ωj) , Zc,ij =
1
2(Zc,i + Zc,j) , (2.2.69)
and similarly αij = αij(T, ωij), fij = fij(ωij , Zc,ij) according to the formulas of Tab. 4
for each EoS;
• for all the following discussion, the “global” mixture conditions are considered, that is
if a derivative of a generic function ψ: e.g. (∂ψ/∂p)T,X is provided, the same identical
analytical formula holds to compute the same quantity in each phase, provided that
the substitutions x ← X and y ← X are applied for the liquid and the vapor phase,
respectively. This means to recompute in a systematic manner all the phase related
properties as per Algorithm 1 and 5 in Appendix D. Additionally, no referring to
a multi-phase condition is made to any of the following mixture properties. All the
following discussion pertains to a single-phase system.
First, the compressibility equation is provided. Using Eq. (2.2.2) into Eq. (2.2.67) to
eliminate the density and rearranging, the following cubic, algebraic equation is obtained:
a1Z
3 + a2Z2 + a3Z + a4 = 0 , (2.2.70)
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Table 2: Additional parameters for the PR-RK EoS [33]
parameters for δ1,i parameters for fi(ωi)
d1 0.428363 A1 −2.4407
d2 18.496215 A0 0.0017
d3 0.338426 B1 7.4513
d4 0.660000 B0 1.9681
d5 789.723105 C1 12.5040



































− δ1δ2B3m . (2.2.71)
Solution of Eq. (2.2.70) for given T , p and X involves the selection of the real root in
case multiple real values occur as discussed in Sec. 2.2.2.1. The minimum Gibbs energy
criterion discussed in Appendix A cannot provide any VLE solution but only single phase
solutions are allowed. Hence, in case an additional VLE problem is investigated according
to Eq. (2.2.31), the root selected with the minimum Gibbs energy can be used as initial
condition for the VLE problem (see Sec. 3.4.1). Another useful formula involving the
compressibility factor, is the one obtained when density and temperature are known. By






(M + δ1Bmρ)(M + δ2Bmρ)
, (2.2.72)
from which the derivative with respect to temperature at constant density and composition



















In Eq. (2.2.73), the derivative of Am with respect to temperature appears. Before contin-
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uing the discussion about the EoS derivatives, some ancillary derivatives of Am, Bm and
αi are required. These steps are easy, although very tedious and involve the derivation of
terms appearing in Tab. 3 and Tab. 4, which are EoS and mixing rule dependent. First, the
derivatives of αi appearing in Tab. 4 are given in Tab. 5 for each EoS. Additionally, more
useful derivatives of the quantity √αiαj are provided in Eqs. (2.2.74)–(2.2.76), which will
be used later.
Next, the form of Am coefficient of Tab. 3 is recast in the form: Am = c1+c2T c4 +c3T , where
c1, c2 and c3 are temperature-independent and are functions of the mixture only, while c4
is an EoS-dependent constant. These are obtained by unrolling completely the sums of
Tab. 3 and group together the terms containing no dependency on T , dependency on T c4
(through which c4 is identified) and T , respectively. An example is given in Appendix F
for PR/MR-1 while Tab. 6 summarizes these quantities for each mixing rule. Note that
this form is not possible to be obtained for the PR-RK EoS due to the power dependency
of T in the αi function (see Tab. 4). Next, the derivatives of c1, c2 and c3 coefficients
can be computed. These are listed in Tab. 7 and Tab. 8. In this way, the derivatives of
Am coefficients can be easily expressed as reported in Tab. 9. For the PR-RK EoS the
derivatives are computed explicitly and are listed in Tab. 10. Similarly, derivatives of the
mixture-dependent coefficient Bm can be defined. These do not depend on the temperature
and therefore depend only on the type of the mixing rule chosen and not on the EoS. These
are given in Tab. 11. Additional useful derivatives are those of the single Aij elements of













































Table 3: Mixing rules for GCEoS [163, 104]. For short notation, these will be indicated as
MR-X where X is the correspondig number.
Mixing rule (MR) Am Bm






















































































































































2.2.3.2 Departure functions and derivatives of main state variables
The internal energy departure function for GCEoS is obtained directly through the appli-
















M2 + (δ1 + δ2)BmρM + δ1δ2B2mρ2
, (2.2.77)
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Table 6: Mixture-dependent c1, c2, c3 and c4 coefficients for each EoS used (except PR-RK).
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Table 7: Mixture-dependent c1, c2, c3 first derivative with respect to the generic mole
































































































































































































































































































































































































































Table 8: Mixture-dependent c1, c2, c3 second derivative with respect to the generic mole
fraction Xk. Here Xk = {Xi | i = 1, · · · , Ns, i 6= k}. In the derivation of all the above, the


































































































































































































































Table 10: Relevant derivatives of Am for PR-RK for different mixing rules. Derivatives of√
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Table 11: Relevant derivatives of Bm.
Derivatives of Bm(X)























Table 12: Relevant derivatives of Aij . The derivatives of αi are given in Tab. 5.
Derivatives of Aij(T )





αi(T )αj(T )(1− kij)
Aiαi(T ) +Ajαj(T )











































if δ1, δ2 6= 0
(for all GCEoS except VDW)
ρ
M2
if δ1 = δ2 = 0
(for VDW EoS only)
(2.2.78)































if δ1 = δ2 = 0 .
(2.2.79)
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M2 + (δ1 + δ2)BmρM + δ1δ2B2mρ2
=
=y
Use ρ = pM/(ZRuT )






M2 + (δ1 + δ2)BmρM + δ1δ2B2mρ2
,
(2.2.80)
where B̃m = Bmp/(RuT ) has been defined. Thus, following Eq. (2.2.14) the entropy depar-










Using Eq. (2.2.78), Eq. (2.2.79) and Eq. (2.2.80)














if δ1, δ2 6= 0








if δ1 = δ2 = 0 .
(2.2.81)
For later purpose, Eq. (2.2.79) and Eq. (2.2.81) can be further manipulated in order to
















































if δ1, δ2 6= 0








if δ1 = δ2 = 0 .
(2.2.83)
With available ∆E and ∆S all other departure functions can be constructed by applying
Eqs. (2.2.12)–(2.2.16). Particularly, the departure function of Helmholtz energy at constant
V and T is important because it is used later for the determination of the fugacity coefficient.

























if δ1 = δ2 = 0 .
(2.2.84)
































if δ1 = δ2 = 0 .
(2.2.85)
And the specific heat at constant pressure departure function is readily computed using

























− AmρM [2M + (δ1 + δ2)Bmρ](M + δ1Bmρ)2(M + δ2Bmρ)2
, (2.2.87)
while (∂ρ/∂T )p,X is obtained by inversion of Eq. (K.0.32). Equations (2.2.86) and (2.2.87)
hold for all GCEoS/MR combinations, provided that Am, Bm and (∂Am/∂T )X are prop-
erly supplied. In addition, Eqs. (2.2.86)–(2.2.87) allow to compute the single-phase isen-
tropic speed of sound, the isobaric expansivity and the isothermal compressibility using
Eq. (2.2.20), and Eq. (2.2.21), respectively.
Given the considerable amount of formulas involved, it is preferred once again to point the
reader to Appendix M for step-by-step derivations of all the other quantities that are left.
These include the derivatives of the compressibility factor (Sec. M.1), additional derivatives
of the departure functions (Sec. M.2), definition of fugacity coefficient and its derivatives
(Sec. M.3) and definitions of partial molar quantities (Sec. M.4).
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2.3 Transport properties
With the simplifying assumptions invoked in Sec. 2.1.2.2 the transport properties are dis-
cussed in this section according to Eq. (2.1.19): the viscosity µ, the thermal conductivity
λ and binary diffusion coefficients Dk,m. Regarding the calculation of viscosity and ther-
mal conductivity in non-ideal conditions, the method of Chung [31] has been chosen, as
done by Masquelet [114], Ma [107] and many other works [163, 34]. This model is based
on the Corresponding State Principle (CSP) and it represents a compromise between cost
and prediction of RG transport properties of various species, as well as mixtures. Another
advantage is related to the fact that this method mostly requires similar species-dependent
properties that are shared with the GCEoS model, therefore minimal additional coding
effort is required.
On the other hand, the method of Fuller et al. [52] is chosen to compute the mixture
pseudo binary diffusion coefficients. This method requires some additional constants that
are readily available in common resources [163], and it is relatively computationally inex-
pensive compared to alternatives. Regarding the calculation of its high-pressure correction,
the method of Riazi et al. [178] is chosen instead of the other common option represented by
the Takahashi method [214] because it is fully analytical and its main shortcoming (wrong
asymptotic behavior at low pressures) is irrelevant for the current work. It is important to
highlight the fact that the thermodynamic and transport models are distinct and do not
require each other from an implementation point of view. In other words, one could use
the TPG model for thermodynamics with the Chung [31] and Riazi et al. [178] models for
transport. Of course this (and any other) inconsistent choice, although possible, may come
with erroneous outcomes, therefore consistent selection of the whole RG modules is always
advised.
2.3.1 Viscosity
The calculation of molecular viscosity is treated in this section. The expression proposed










where µ is the mixture viscosity in N.s.m−2 (or Pa.s) and Vc,m is a critical volume of the
mixture computed as Vc,m = (σm/0.809)3 in cm3.mol−1. For consistency, it is recommended
that the Lennard-Jones parameter σ is determined from the critical volume of each compo-












σi = 0.809V 1/3c,i . (2.3.4)







Note that in the expression for σij (Eq. 2.3.3) an interaction parameter xiij can also be
specified. However, due to the lack of data or associated predictive models, these are often
set to unity.











+ µ∗∗ , (2.3.6)
The dimensionless temperature T ∗, the other Lennard-Jones parameter εkB and the collision
integral Ωv are related by:



























Ωv = A(T ∗)−B + Ce−DT
∗ + Ee−FT ∗ , (2.3.11)
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where kB is the Boltzmann constant, while the other parameters that appear are defines
as [70]:
A = 1.16145 B = 0.14874
C = 0.52487 D = 0.77320
E = 2.16178 F = 2.43787
Note also that the expression for εijkB (Eq. 2.3.9) may include a binary interaction parameter
ζij which is also set to one usually, unless specific data/models are available for it.
The function Fc,m accounts for the shape and polarity of the molecules through its depen-
dencies on the acentric factor ω, the dimensionless dipole moment µr and the association
factor κ:
Fc,m = 1− 0.2756ωm + 0.059035µ4r,m + κm





























































Table 35 summarizes the non-zero values of these coefficients for the species considered in
this work.
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+ E2G1eE5y + E3G1







Clearly, the low-pressure viscosity: µ0 is immediately available by setting y to zero. This
step is particularly useful for the computation of the thermal conductivity as discussed in
the next subsection. In the above, the parameters E1 to E10 are a linear functions of the
acentric factor ω of the mixture:
E1 = 6.324 + 50.412ωm E2 = 0.00121− 0.001154ωm
E3 = 5.283 + 254.209ωm E4 = 6.623 + 38.096ωm
E5 = 19.745 + 7.630ωm E6 = −1.9− 12.537ωm
E7 = 24.275 + 3.45ωm E8 = 0.7972− 1.117ωm
E9 = −0.2382 + 0.06770ωm E10 = 0.06863 + 0.3479ωm
One flaw of Chung’s method is that it does not allow to recover the single component
viscosities asymptotically as already pointed out by [114, 107]. In addition, as discussed by
Masquelet [114] this method also suffers when species with negative acentric factor (such as
H2) are considered.
2.3.2 Thermal conductivity











where λ is the thermal conductivity in W.(m.K)−1, the superscript 0 in µ0 denotes the
low-pressure viscosity mentioned earlier and q is defined as:






and Ψ is a function of the molar heat capacity at constant volume Cv, the acentric factor
ω and the reduced temperature Tr:





β = 0.7862− 0.7109ωm + 1.3168ω2m
Z = 2.0 + 10.5(T ∗m)2















B1 = 2.4166 + 0.74824ωm
B2 = −0.50924− 1.5094ωm
B3 = 6.6107 + 5.6207ωm
B4 = 14.543− 8.9139ωm
B5 = 0.79274 + 0.82019ωm
B6 = −5.8634 + 12.801ωm
B7 = 91.089 + 128.11ωm
The mixing rules used to compute the mixture properties are also the same ones than for
the viscosity computation.
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2.3.3 Mass diffusion coefficients
The method of Fuller et al. [52] modifies the classical expression from Chapman and Enskog












The pressure dependency satisfies the phenomenological law that pD or ρD is essentially
constant at low pressures. The atomic diffusion volumes Σv represent the additional input
to the model compared to the original theory, however they improve the results, avoid the
expensive computation of the collision integrals and can be easily estimated using a group
contribution method (see Table 11-1 from Poling [163]). The factor CD is a constant and
it is equal to 0.00143 for a diffusion coefficient in cm2/s and the pressure p in bar. The





For high-pressure regimes where the density is large enough, the assumption of pD or ρD
being constant with increasing pressure is no longer valid. Instead, these quantities decrease
with either increasing pressure or increase density. Very few models exist because of the
scarcity of experimental data and the one chosen for this work is the one by Riazi and









Where pr is the reduced pressure. Other possible models for high-pressure mass diffusion
coefficients include the empirical correlation by Takahashi [214] and the more fundamental
work by Harstad and Bellan [63].
2.3.4 Verification
Verification of the transport model is carried out in this subsection. First, the viscosities and
thermal conductivities of relevant species considered in non-ideal conditions in the present
work are presented. Figure 14 shows the viscosity and the thermal conductivity for O2, N2,
CH4 and C6H14 which are mainly used in the next sections. The properties are plotted as a
function of pressure for two relevant temperatures, both meaningful for the results that are
85
going to be discussed later in Chap. 5. Data is verified against NIST values. In this case,
the low pressure model of Chung without high-pressure/high-density correction is turned
off to improve the picture quality. The absence of that was in fact already highlighted
in Fig. 12 for O2, therefore its repetition is avoided in this case. In all cases, the Chung
model performs very well with the reference data. In general, one can observe that as
temperature increases, the non-ideal effects reduce, even if pressure increases, indicating
that temperature has a more important effect, as far as non-ideal conditions, than pressure.
Next, the calculation of the thermal conductivity for mixtures is considered here. The
experimental work of Yorizane et al. [246] is taken as reference which considers high-pressure
binary mixtures of argon and carbon dioxide at 298 K. Figure 15 shows the predictions
of the mixture thermal conductivity as the amount of CO2 is varied and by varying the
pressure too (from 11 bar to 71 bar). Dashed curves correspond to the empirical curvefits
taken from the work of Stiel and Thodos [211]. Some disagreement is observed between the
model and the reference data especially at higher pressures. This represents one level of
uncertainty that is considered acceptable for the present work as it seems limited between
5% and 7%. Finally, in order to validate the current implementation for the calculation of
the binary mass diffusion coefficients, the experimental work of Takahashi et al. [215] is
considered here. In his work [215], the mass diffusion coefficients of the CO2-C2H4 system
are measured for different temperatures and pressures by varying the amount of one species
into the mixture. Particularly the amount of CO2 is varied such that the mixture presents
“traces" of CO2 into a bath of C2H4 or viceversa. The actual amount of the species in the
mixture is not exactly specified in the paper [215], therefore a reference “trace" amount in
the present work is considered of 1% by mass in the present work. Additional tests performed
in the vicinity of such reference values did not bring any different conclusions so they are
omitted here. The model of Eq. (2.3.22) augmented with the high-pressure correction of
Eq. (2.3.23) is the model tested here. It is compared against the corresponding “low-
pressure" model which employs only Eq. (2.3.22) without any correction, as well as the
experimental data of [215]. This comparison is shown in Fig. 16. In this figure, one may
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Figure 14: Viscosity and thermal conductivity of the relevant single components used in the
present work. The data is recorded for two reference temperature and a range of pressures
and validated against the NIST database.
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Figure 15: High-pressure thermal conductivities for mixture of argon and carbon dioxide at
298 K.
observe that at low pressures all the data agree. Particularly there is an overlap between the
low-pressure model and the corrected model indicating that the correction does not have any
impact, as expected. As pressure increases, the correction is shown to have some effects that
according to the experimental data, reduce the coefficients, while the low-pressure model
would predict a higher value. The effect of the mixture solvent is not particularly clear,
both in the analytical model, as well as from the experimental data since experimental dots
seem to follow an overlapped trend, similarly to what predicted by the Fuller/Riazi model.
Overall, given the absence of a more accurate model with comparable computational speed,
the present model is considered satisfactory, which overall shows consistent trends with
experimental data, although the mass diffusivity seems to be over-predicted in magnitude.
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Figure 16: Effect of pressure, temperature and mixture solvent on the binary diffusion
coefficient of the CO2-C2H4 system.
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2.4 Chemistry
A brief discussion on how to compute the reaction rate ω̇k in Eq. (2.1.4) is given in this








ν ′′kiMk , (2.4.1)
we seek to determine the reaction rate of each species in the mixture ω̇k. In the above,
i = 1, · · · , NR is the index of the reaction step, k = 1, · · · , Ns is the species index in
the mixture and Mk is the generic symbol to indicate the species k in the mixture. The
stoichiometric coefficients ν ′ik and ν ′′ik are those referring to the reaction step i and species
k in the forward and reverse direction, respectively. Enforcing mass conservation, i.e.the











νkiMk = 0 , i = 1, · · · , NR , (2.4.2)
where νki = ν ′′ki − ν ′ki. By definition, the reaction rate for each species k is the sum of the



















ki i = 1, · · · , NR . (2.4.4)
















where Eq. (2.2.11) has been also used in the last step. The latter represents a generic way
to formulate Eq. (2.4.4) for any EoS because of the compressibility factor appearing in the
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scaling law that defines the concentration. However, in this work the assumption of an IG
behavior from a kinetic point of view is made, meaning that Z is set to 1 in Eq. (2.4.6).
The reason is once again related to the fact that low temperature thermodynamics that is
supposed to be the regime where VLE forms is essentially a cold-flow region. As soon as the
temperature overcomes values that are already considered “low" from a kinetics point of view
(such as 500-600 K), VLE disappears as discussed in Chap. 4 and the mixture has already
the tendency to behave towards the ideal gas regime. Of course, this assumption may have
a strong impact in other contexts, such as ignition delays computations as discussed in the
work of [84], however this is not the case of the present work. Nevertheless future outlooks
may look into this effect as well.
The forward reaction rate kf,i for each reaction is typically specified using the Arrhenius
form:





where Af,i is the pre-exponential factor, bi is the temperature power coefficient and Ea is the
activation energy specified in the units consistent with Ru and T . The knowledge of these
parameters require sophisticated, ad-hoc studies that go beyond the scope of the current
work [176], however the tuning procedure used in this work with the scope of investigating
the role of species production near the flame on the VLE formation is addressed in Sec. 5.5.1.
Regarding the calculation of the backwrd reaction rate kb,i, the relationship between the





















is the equilibrium constant of the i-th reaction in the mechanism. In Eq. (2.4.9), p0 is
the standard-state pressure of 1 bar, ∆S0i and ∆H0i represent the change in entropy and
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enthalpy of the i-th reaction:





k,f (T ) , (2.4.10)





k,f (T ) . (2.4.11)
and S0k,f (T ), H0k,f (T ) represent the entropy and enthalpy of formation of the species k (in
the step i) obtained from its formation reaction at the standard state, respectively [228].
Typically both of these quantities can be computed using curvefit polynomials taken from







In this chapter, a detailed description of the analytic tools used throughout the rest of the
work are provided and emphasis is given to the various assumptions employed along with
their justification. The main contribution to this work is the development of a consistent
thermodynamic model with VLE [227] previously non-existent in the literature. This ef-
fort partly addresses the content of Objective 1. In addition, thermodynamic relations
are provided for the GCEoS model, which were also not extensively found, especially in
conjunction with several mixing rules. The material presented in this chapter is the subject




NUMERICAL METHODS: IMPLEMENTATION AND
VERIFICATION
This chapter presents the numerical methods used to solve the analytic problems formulated
in Chap. 2. Well-established methods are not discussed here for brevity and the reader
is referred to the literature, cited accordingly. The present discussion mainly focuses on
the development of robust tools to simulate RG flows in high-density gradients conditions
without and with VLE. In parallel, the solutions the thermodynamic problems that involve
VLE are discussed and their impact on erroneous choice of the thermodynamic condition
emphasized.
3.1 Background on the numerical approach
The Navier-Stokes equations written in Sec. 2.1 are discretized using the conventional finite-
volume method [220, 111]. Advection fluxes are solved for using an upwind-based spatial
discretization that employs the MUSCL [5] interpolation at cell-faces from cell-centered
values (discussed later). Time integration is carried out using the second-order accurate
method of MacCormack [111, 5]. Regarding the viscous fluxes, these are computed us-
ing second-order accurate finite-difference derivatives based on the cell-centered properties.
The time-step determination is based on the well-known Courant-Friedrich-Levy (CFL)
condition which is also adjusted to take into account the local restrictions imposed by the
diffusive time scales [5]. These tools are considered well-established and therefore the reader
is referred to the cited literature. More emphasis is given here regarding the spatial inte-
gration. This, although it is known too, it is considered preparatory to the discussion of
the quasi-conservative (QC) treatment, as well as their extension to VLE thermodynamics
which is another contribution of this work.
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3.2 Spatial integration
3.2.1 Upwind flux-difference splitting scheme
The baseline spatial integration scheme is based on a flux-difference splitting (FDS) scheme,
which was already applied to trans-critical flows [116, 114] and validated against more canon-
ical conditions [55]. The interface states are reconstructed using the Monotone Upstream
Centered Scheme for Conservation Laws (MUSCL) technique, which deals with the inviscid
part of the fluxes. This technique evaluates the left and right states at each cell interface,
setting up the resolution of a Riemann problem. For this study, an approximate Riemann
solver of type HLLC is chosen [220] as exact Riemann solvers are too expensive, even for a
TPG EoS. With reference to Fig. 17 and the nomenclature introduced in Sec. 3.1, following
the MUSCL approach from van Leer [232], the left and right states at a cell interface in









































)(U i+2 − U i+1) ,
(3.2.2)
where U i is the volume-averaged vector of primitive variables stored at the cell center i,
whereas Eq. (3.2.1) and Eq. (3.2.2) define the left and right interface state (in the form
of a vector of primitive variables), respectively. Here, the function φ represents the Total
Variation Diminishing (TVD) limiter. The TVD condition states that the total variation∑
i |Ui+1 − Ui| decreases for each iteration [65] and ensures the monotonicity of the recon-
structed state at the interface as extrapolated stated should not create local maxima in the




= U i+2 − U i+1





= U i − U i−1







Equations (3.2.1) and (3.2.2) may be modified depending on the local flow conditions.
In particular, by modifying the flow-limiters ξi, one can turn on and off the higher order
extrapolation. If all the ξi are set to one, the first order extrapolation is achieved, otherwise if
they are set to zero, higher order extrapolation can be achieved depending on the coefficient
κ with possible values of -1 (second-order upwind), 1 (second-order central) and 13 (third-
order upwind biased). However, depending on the limiter φ that is used, this dependency on
κ can disappear. The flow limiter ξi can be a function of space (that is why the dependency
on i and i+ 1), making it useful if particular flow sensors are needed, such as in the vicinity
of shocks or large discontinuities. In this work, it is set to zero since large gradient regions
(particular density jumps) are treated with the Double-Flux (DF) model. In this way, third
order extrapolation is achieved away from zones that require this special treatment.
For this work, the TVD limiter is chosen to be the minmod (MM) among others [220, 111, 5]
because it was found to be the most stable one:
φmm(r) = max[0; min(r; 1)] . (3.2.5)
Also, for the present work, the reconstruction technique is applied to the set of primitive
variables (ρ, ui, p, Yk). While the reconstruction technique described above ensures the
monotonicity property for each of these primitive variables alone, attention must be given to
ensure the TVD property over all variables and especially that the gradient does not change









). If it becomes negative, the MUSCL reconstruction is over-written by the following
(a) (b)
Figure 17: Schematic representation of a) generic extrapolation of (volume-averaged) prim-




















Similarly, the monotonicity of temperature, which is used in the Riemann solver described
next, the following kind of relationship needs to be verified:
max(Ti, Ti+1) ≥ TLi+ 1
2
≥ min(Ti, Ti+1) (3.2.7)
If it is not the case, one of density or pressure interpolated values needs to be recomputed





Since pressure, density and species are the extrapolated primitive quantities at the inter-
face, temperature needs to be computed accordingly. This step involves the solution of the
PRHO problem which, depending on whether the VLE model is included or not, it can have
two different ways to be solved as it will be discussed in Sec. 3.4.2. Once the extrapolated
primitive vectors are known at left and right interface, the Riemann problem can be solved.
Essentially the Riemann problem solves for the evolution of the initial state discontinuity
(provided by UL and UL) and detects what is the interface state with respect to the waves
that form as schematically illustrated in Fig. 17(b). In other words, the unknowns states
U
L,∗ and UR,∗ are found and depending on the wave speeds it is determined whether the
interface pertains to the UL, UL,∗, UR or UR,∗ condition (in the sketch of Fig. 17(b), the
interface pertains to UL,∗). Next, using the interface state, the vector of the conservatives
U∗ is updated, which is used to compute the inviscid flux F in,∗.
3.2.1.1 Approximate Riemann solver
The Riemann problem represents the solution of a conservation equation that has a disconti-
nuity as initial condition. With reference to the earlier terminology this can be summarized
as:
U(x, t = 0) =

U
L for x < 0
U
R for x >= 0
(3.2.8)
Physically, this can be imagined as the evolution of the wave system that results from the
interaction of two gases, initially separated by a seal, at different states (which can be
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translated into different values of the conservative vector U). As the seal is removed, a
system of waves establishes to satisfy the limiting initial states forming an intermediate two
states separated by a contact discontinuity. Determination of the fluid properties in these
intermediate states represents the actual solution of the problem. For simple gases, this
solution can be carried out in an exact fashion by employing an iterative process, however
this is usually too expensive and in practice never used in CFD problems. For this reason,
approximate solvers are available which compute the intermediate states in an approximate
manner, however using explicit formulas and thus avoiding expensive iterations. For this
study, the HLLC modification by Toro [220] of the original HLL approximate solver by
Harten et al. [65] is selected. One important feature of this model is that the pressure and
the velocity of the intermediate states (indicated with the (∗) superscript in Fig. 17(b)) are
readily available [220]. For this reason, the interface temperature is again found by solving
for another PRHO problem (again this may or may not involve VLE). If one does not have
pressure available directly from the approximate Riemann solver, then internal energy and
density are available, meaning that an ERHO problem needs to be solved instead. The
approximation of the method comes into the estimation of the wave speeds that forms from
the initial discontinuity. For these, additional sub-models can be used. For this study,
the approach of Davis [40] is used for its simplicity and robustness already used in other
relevant studies [114]. It should be underlined that the generic formulation of the HLLC
Riemann solver is EoS independent [220] and thus it does not get modified in the presence
of VLE as well. The inclusion of the VLE effects come in the determination of the wave
speed approximation that requires the speed of sound. As a result, the mixture speed of
sound can be computed by taking into account VLE or not by following the procedure
discussed in Sec. 2.2.2. For additional details regarding the HLLC Riemann solver, the
reader is referred to [220].
3.2.2 The problem of pressure oscillations in conservative schemes
The MUSCL scheme discussed in Sec. 3.2.1, like any other scheme that integrates the
governing equations in their conservative form presents an issue related to the calculation
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of the fluid thermodynamic properties from the conservative variables. In general, the
combination of the MUSCL scheme with the MacCormack time integration was sufficient
to obtain satisfactory results in the RG regime similarly to what done in past as well [114],
however this does not seem to be always the case since different RG conditions, along
with different grid resolutions can present the problem mentioned above. So what is the
relationship between the scheme, the RG condition and the grid resolution? To illustrate
this point, there is no need to investigate on a complex case, rather a simple case is good
enough. This is the purpose of this section.
When the governing equations are solved in a conservative form, at the end of each sub-time
step all the conservative quantities are known through the vector U . As a result, temperature
and pressure are computed using the information of density, internal energy (obtained from
total energy minus the kinetic energy) and species mass fractions. In other words, an
ERHO problem needs to be solved. When the pressure is computed, nonphysical states can
be obtained in terms of large amplitude fluctuations that can even reach negative values
within a single temporal integration step. This issue is not related to the lack of convergence
of the ERHO problem algorithm as instead can happen when VLE is used (discussed in
Sec. 3.5.3). The thermodynamic problem is most likely showing perfect convergence from
a mathematical point of view, however it results to converge to an impossible state. Before
going to the explanation of the problem and the root cause of it, the steps required are
summarized in the following bullets:
• density, ρ, internal energy E and species compositions Y (or X) are known at the end
of the time integration step;
• if internal energy is written as E = E(ρ, T,X) = Eig(T,X) + ∆E(ρ.T,X), where
∆E is, for example given in Eq. (2.2.77), no matter the complexity, T can be found
iteratively using any non-linear equation solution algorithm;
• once T is found, pressure p can be found using Eq. (2.2.67).
Note the above pseudo-algorithm does not involve VLE necessarily. In fact, for the present
section it is assumed that one phase occurs at most at a given point with the ultimate goal
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to highlight the fact that the pressure-oscillation problem does not depend on the use of
VLE.
When Eq. (2.2.67) is applied, a corresponding state is found, therefore there is no con-
vergence problem “as such” (of course the non-linear equation E = E(ρ, T,Y) is assumed
to have converged here, which it does). So if a corresponding erroneous value of pressure
is found, why that happens? The only possible explanation is hidden in the error that is
carried by the inputs of Eq. (2.2.67), that is, density, temperature, species and therefore
internal energy and all the rest of the conservatives. For example the value of density ρ that
is taken from the conservatives after the time integration, for instance, must be interpreted
as ρ = ρ∗ + ρε where ρ∗ is the (unknown) true value, whereas ρε is its corresponding error
associated to the spatial and temporal discretization accuracy that comes from the numer-
ical scheme. Same holds for internal energy and species. When these values are introduced
into the thermodynamic state relations, both the true value and the error are given as in-
puts. As a result, the output, say the temperature, is going to be affected by an error too:
T = T ∗ + T ε and similarly the pressure when the last step is performed.
The next question is: what is the relationship between the initial error that comes from the
conservatives and the final error, say in the pressure value? The answer is again hidden in
the EoS and specifically in the mutual derivatives of the state variables. To explain it sim-
ply, imagine to have an imaginary EoS where pressure is only a function of internal energy
through a coefficient: p = kE and assume for simplicity that k = 1. Then if an error of 1%
on E that comes from the spatial and numerical integration is introduced, the same percent-
age of error will be propagated in p because p = kE = k(E∗ + Eε) = kE∗ + kEε = p∗ + pε
due to the fact that the relationship is linear. However, if more in general, k = ∂p/∂E is
not a constant, the relationship becomes non-linear. This means that if k is large enough
(and this can happen for example near material jumps or discontinuities in general), a 1%
error in E can be quickly amplified into a nonphysical value of p. This is what happens
with super-critical flows with governing equations solved in their conservative form. The
coupling between the spatial/numerical integration error and the EoS strong non-linearities
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near density jumps causes a formidable combination that drives (even) the small error pro-
duced by the numerical integration to a non-physical state. The same issue happens with
the TPG EoS, with the difference that TPG EoS is much less non-linear in the dependency
of state variables, therefore it does not amplify the initial error, to the point that it seems
that no error is created at all.
What is the source of the numerical/spatial integration error? For a given numerical scheme
it comes from the grid resolution. As a result, the problem of non-physical pressure fluc-
tuations is directly tied to the spatial and temporal resolution of the flow gradients. This
concept is now going to be illustrated and proven from a more rigorous point of view, and
examples will be also given for clarity.
Consider the dependency of the pressure and temperature from the conservative variables
in the way listed above: T = T (ρ, e,Y), p = p(ρ, T,Y), where now e = E/M is the internal











































In the above, all the notation is consistent with that introduced in Sec. 2.2.2. Substitution
of Eq. (3.2.9) into Eq. (3.2.10) and rearranging provides an immediate dependency of the





























































































Substituting Eq. (3.2.12) and Eq. (3.2.13) into Eq. (3.2.11) one gets the final form of the
























































For the purpose of demonstration in this section, the simplification of single component is


































 de . (3.2.15)
Note that this assumption does not alter the conclusions, instead the dependency on multi-
component derivatives can be an additional augmenting factor for the error which can be
included in future studies as a further refinement of the present description.
Next, the total differential of the internal energy de of Eq. (3.2.15) needs to be related
to the differential of the total energy, which is the quantity that is integrated directly in



















[(ρeT + p)u] = 0 . (3.2.18)
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Since eT = e + 1/2u2 = e + k (sum of internal and kinetic energy), the differential of e is:
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have been defined. Next, the total differentials of the conservative variables need to be
tied to the spatial and temporal integration. Since in general ρ = ρ(x, t), ρu = ρu(x, t)
and ρeT = ρeT (x, t), the total differentials can be easily written with respect to the axial


















which obviously enforce the first principles just like Eq. (3.2.18). In fact, by substituting






















Equation 3.2.23 states that if one addresses the problem of a contact discontinuity where
a material jump (density, temperature, energy) exists, however pressure and velocity are
maintained the same across the interface, the right-end side is zero identically in time, and
dp = 0 is recovered identically from Eq. (3.2.20) for any time. However, Eq. (3.2.22) is
effectively solved numerically through the solution of Eq. (3.2.18). This means that for the
same example of a contact discontinuity traveling at a given velocity and at a given pressure,
the right-hand side of Eq. (3.2.23) does not match zero identically because the gradients of
u and p are not solved directly but indirectly by integrating the conservative variables. As a
result, non zero values of d(ρ), d(ρu) and d(ρeT ) are given as inputs to Eq. (3.2.20), which
in turn provides a non-zero value of dp, hence a spurious pressure oscillation at a given point
and at a given time. The error for the conservative differentials is amplified by the Γ1, Γ2 and
Γ3 factors, which are EoS dependent and assume very large (physical) values near contact
discontinuities. For this reason, contact discontinuities are the most difficult flow features
to capture under strong RG situations without generating pressure oscillations. In fact,
as discontinuities, a) they present inherent important numerical challenges because spatial
integration in general suffers near discontinuities and b) they provide the most non-linear
behavior of the RG EoS. Note that since the problem comes from the spatial integration,
one may be tempted to solve the problem by merely switch to a first-order integration
scheme, such as the MUSCL scheme discussed in Sec. 3.2.1 where all ξi are set to one. This
will not help the solution of the problem because with a lower order spatial integration, the
spatial derivatives of Eq. (3.2.18) will be represented in an even worse manner, thus making
the error larger and not smaller. The solution with the present numerical framework is
in fact to increase the grid resolution which is in fact a corresponding alternative to the
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increase of the numerical scheme order and not decrease it. On the other hand, higher order
derivatives may still suffer near discontinuities so an error will still be produced. As a result,
with the present numerical framework is seems that the only way to solve the problem is
to increase the grid resolution and maintain the order of the spatial discretization low near
contact discontinuities, however the resolution requirements may vary from case to case for
the same reasons discussed above.
To illustrate all these concepts, consider the case of a “simple” one-dimensional nitrogen
contact discontinuity convection. The contact is generated in a “smoothed top-hat" profile
that moves from left to right at constant speed and pressure. A sketch of the setup is given
in Fig. 18. The profile extends onto a one-dimensional domain of L = 0.1 m. At locations
Figure 18: Schematic representation of the one-dimensional N2 contact discontinuity with
a smoothed top-hat profile.
Table 13: Conditions at which the 1D N2 contact discontinuity is studied.
Tmax (K) ρmax (kg/m3) Tmin (K) ρmin (kg/m3) p (MPa) u (m/s)
Case 1 300.0 793.1 100.0 56.9 5.0 100.0
Case 2 298.0 436.6 126.9 45.45 3.97 4.9
x = L/4 and x = 3L/4, the center of an hyperbolic tangent profile is imposed such that the
smoothed profile is achieved. The generic hyperbolic profile for the property Φ is specified
as Φ(x) = 0.5[(Φmin + Φmax) + (Φmax −Φmin)tanh((x− x0)/ε)], where the min/max values
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represent the limit conditions at the top-hat extremes given in Tab. 13, depending on the
variable that is set. In the formula, x0 is the center of the hyperbolic profile, whereas
ε = L/50 is the reference half-width of the profile. In all cases, the left and right boundary
conditions are specified as periodic.
The simulation is run for one time step only, using first order time and spatial integration.
The first order time integration is achieved by performing only the predictor step of the
MacCormack method [111, 5]. Once the integration is complete, all the fields at the time
step zero (initial condition) and time step one are used to reconstruct the total pressure
variation of Eq. (3.2.20) and compare against the pressure that is obtained after the actual
numerical integration. Few important notes are worth:
• the total differentials of the conservative variables of Eq. (3.2.20) are reconstructed
using their definition of Eq. (3.2.22), where the derivatives are computed using finite
differences. Moreover, the spatial derivative is taken as the minimum of the respec-
tive upwinded values. Although minor differences were observed if different spatial
gradients reconstruction was performed, the overall conclusion did not change. For
example: (∂ρ/∂t)dt ∼ ρn+1j − ρnj and (∂ρ/∂x)dx ∼ min[ρnj+1 − ρnj , ρnj − ρnj−1] where
j = 1, · · · , N − 1 is the local cell-center value and N the respective total number of
equally-spaced points in the domain;
• the Γ1, Γ2 and Γ3 coefficients of Eq. (3.2.20) are function of time, therefore an av-
eraged value of the quantities involved between the zeroth and the first time step is
used to reconstruct those.
Several numerical experiments are carried out by varying the number of (equally-spaced)
points in the domain. Specifically N = [151, 5001, 15001] is used, corresponding to an ap-
proximate number of points within each smoothed hyperbolic tangent of Nh = [6, 200, 600]
points, respectively. Figure 19 shows the Γ coefficients of Eq. (3.2.20) for case 1 as the
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Figure 19: Coefficients of Eq. (3.2.20) for Case 1 using the PR EoS.

































































Figure 20: Total variation of the conservative variables according to Eq. (3.2.20) for Case
1 using the PR EoS.













Case 1 - N=151 - EoS = PR
reconstructed
solver
(a) N = 151





















(b) N = 5001





















(c) N = 15001
Figure 21: Pressure variation after one time step for Case 1 using the PR EoS. The recon-
structed method refers to pn+1i = pni +dp where dp is computed using Eq. (3.2.20), whereas
the solver method refers to a pure integration using the first order MacCormack time in-
tegration (predictor step only) and the first order MUSCL spatial integration discussed in
Sec. 3.2.1.
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Figure 22: Coefficients of Eq. (3.2.20) for Case 1 using the TPG EoS.

































































Figure 23: Total variation of the conservative variables according to Eq. (3.2.20) for Case
1 using the TPG EoS.













Case 1 - N=151 - EoS = TPG
reconstructed
solver
(a) N = 151





















(b) N = 5001





















(c) N = 15001
Figure 24: Pressure variation after one time step for Case 1 using the TPG EoS. The recon-
structed method refers to pn+1i = pni +dp where dp is computed using Eq. (3.2.20), whereas
the solver method refers to a pure integration using the first order MacCormack time in-
tegration (predictor step only) and the first order MUSCL spatial integration discussed in
Sec. 3.2.1.
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Figure 25: Comparison of a) density, b) c1, c) c2, d) d1 and e) d2 variables defined in
Eq. (3.2.21) that form the Γ coefficients in Eq. (3.2.20) using the PR EoS and TPG EoS
for Case 1.
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resolution is varied. The PR EoS is used here first. The important thing to highlight here
is the fact that the values of the coefficients do not depend on the resolution, as expected,
because they are mostly defined by thermodynamic derivatives. However, since some fluid
variables appear, such as u, ρ and eT , spikes are observed for the lowest resolution due to
the time-average operation performed which already takes into account the error in these
variables produced by the spatial and temporal integration (showed for example in the pres-
sure next). This effect is also responsible for the relatively minor difference between the
results directly computed with the numerical method and the results reconstructed with
Eq. (3.2.20) which are showed next. Figure 20 shows the total differential of the conser-
vative variables obtained for the three resolutions. It is apparent that the error is localized
in correspondence of the neighborhood of the density jump and it decreases as resolution
increases as discussed before. Next, the comparison of the actual pressure field obtained
after the single iteration and the pressure reconstructed as pn+1j = pnj +dp where dp is given
by Eq. (3.2.20) is showed in Fig. 21. As one can easily observe, the pressure oscillations
began right where the errors in the conservatives were observed earlier in Fig. 20 and in
turn amplified by the Γ coefficients of Fig. 19. The oscillations almost agree identically,
except on few points where differences are observed due to the different method used to get
to the same result. It is important to understand that in this situation, even the truncation
error matters and therefore whether a quantity is computed as x/y or x ∗ (1/y) can make a
difference from a numerical point of view. As the resolution increases the error diminishes,
as expected.
Next, the same numerical experiment is carried out for case 1, however the EoS is switched
to the TPG. In this case, Eq. (3.2.20) still holds identically and the same procedure can
be repeated to investigate the results. Figures 22–24 show the same quantities discussed
earlier for the PR EoS. Starting from the end, one immediately recognizes the fact that no
pressure oscillations are obtained in this case. Looking at Fig. 22 and Fig. 23, the following
comments can be made:
• errors in the conservative variables are still obtained in this case, however they are
at least one order of magnitude less than the corresponding RG case. The reason is
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related to the different densities that for the same pressure and (top-hat) temperature
profile are given by the different EoS as showed in Fig. 25a. Since the value of the
density in the case of TPG is one order of magnitude smaller than the corresponding
RG case, the numerical derivatives carry the same error order, therefore the total
differentials provide a much lower error;
• The Γ coefficients reported in Fig. 22 have much less values than the corresponding
RG values encountered earlier.
As a result, a smaller error in the conservatives is multiplied by a smaller amplification
factor given by the Γ coefficients and as a consequence, an overall near-zero pressure fluc-
tuation is obtained.
Why the Γ coefficients are smaller in the TPG case? Similarly to what discussed for the
density in Fig. 25(a), Fig. 25(b)–25(e) provide the coefficients c1, c2, d1 and d2 defined in
Eq. (3.2.21) which compose the Γ coefficients. As one can immediately notice, these coef-
ficients are much different depending on the EoS, especially in the transition zone between
the compressed liquid and the super-critical gas, which happens to be exactly the neighbor-
hood of the hyperbolic tangent jump of the top-hat profile. The differences between these
coefficients can be roughly estimated to be around one order of magnitude. In conclusion,
both the total differentials of the conservative variables and the Γ coefficients show an order
of magnitude difference depending on whether the RG EoS is used compared to the TPG
EoS. When these two values are multiplied, a huge amplification factor is achieved in the
case of the RG EoS, producing non-physical, unacceptable pressure oscillations. Essentially,
the reduced error of the TPG EoS is the effect of the fact that the TPG EoS is incapable to
correctly reproduce the properties in the compressed liquid regime, which therefore assume
values that are much closer to the actual gaseous state, reducing the derivatives. Next,
case 2 of Tab. 13 is explored using the same approach. Using the same arguments made
before, one immediately recognizes that much smaller pressure oscillations are obtained in
this case irrespective of the use of the PR EoS. The reason is related to both changes of
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Figure 26: Coefficients of Eq. (3.2.20) for Case 2 using the PR EoS.

































































Figure 27: Total variation of the conservative variables according to Eq. (3.2.20) for Case
2 using the PR EoS.











Case 2 - N=151 - EoS = PR
reconstructed
solver
(a) N = 151



















(b) N = 5001



















(c) N = 15001
Figure 28: Pressure variation after one time step for Case 2 using the PR EoS. The recon-
structed method refers to pn+1i = pni +dp where dp is computed using Eq. (3.2.20), whereas
the solver method refers to a pure integration using the first order MacCormack time in-
tegration (predictor step only) and the first order MUSCL spatial integration discussed in
Sec. 3.2.1.
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the operating pressure and (more importantly), the temperature in the compressed liquid
regime, that is increased by only 27 K, as well as to the reduction of the operating velocity.
First, from Fig. 27 one observes that while the changes in dρ and d(ρeT ) are comparable to
those obtained for case 1 in Fig. 20, the variation d(ρu) exhibits a much less value because
of the near-zero operating condition which reduces the corresponding error in the spatial
discretization. Similarly, the coefficients Γ in Fig. 26, show smaller values compared to the
corresponding coefficients of case 1. The reason is because the chosen operating conditions
modify the thermodynamic derivatives to a smaller value. This is showed in Fig. 29. De-
spite the pictures in Fig. 29 look very similar to those of Fig. 25 (the small variation is
only achieved because of the change in pressure from 5 to 3.97 MPa), one should not get
confused from the fact that now the operating point has changed. This means that the
values of c1–d2 need to be taken at T = 128.5 K and no longer at T = 100 K. By doing
so, the values of the Γ coefficients get reduced as demonstrated in Fig. 26 and an overall
reduction in the pressure oscillation is obtained in the end.
From the analyses showed so far, it is apparent that the problem of pressure fluctuations
appearing in the conservative schemes is essentially due to the strong non-linear behavior
of the RG EoS. This effect is independent of the inclusion of VLE, which was in fact not
considered here and it seems to disappear only when considerable amount of grid points
are introduced to accurately represent the mean-flow gradients, depending on the operating
condition chosen. For this reason, a different strategy is required to address this issue which
has to be numerical in nature due to the cause of the problem. As a result, many approaches
might be used in principle to fix the problem and this can be a future research topic by itself
(see Tab. 1). For this work, the Double-Flux (DF) method is chosen because its simplicity
and effectiveness already demonstrated [108]. The improvement to this method is going to
be the inclusion of VLE, which is discussed in Sec. 3.2.3.
3.2.3 The Double-Flux method
Starting from the understanding of the problem of pressure oscillations built in Sec. 3.2.2,
it is clear from Eq. (3.2.20) that the problem will never be solved unless:
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Figure 29: Comparison of a) density, b) c1, c) c2, d) d1 and e) d2 variables defined in
Eq. (3.2.21) that form the Γ coefficients in Eq. (3.2.20) using the PR EoS and TPG EoS
for Case 2.
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• a very high number of points is used to resolve the discontinuity;
• a non-stiff EoS is chosen, such as the TPG or CPG EoS. This will eliminate the
oscillations, but will introduce unacceptable non-physical values of the thermodynamic
properties in the non-ideal regime;
• a different functional dependency between pressure, internal energy and density is
chosen.
The third approach is the one selected to develop the Double-Flux (DF) model, initially
developed by Abgrall and Karni [1] and Billet and Abgrall [15] and later applied by Ma et al.
[108] for trans-critical flows. In this approach, the pressure dependency between pressure,
density and internal energy is selected to be as follows:
e = p







Equation (3.2.24) is not an approximation in general. It can be in fact demonstrated that
every functional dependency of p = p(ρ, e,Y) can be reduced to Eq. (3.2.24) by arranging
the definitions of γ∗ and e∗ [108]. For example in a CPGmixture, e∗ = 0 and γ∗ = γ = const,












where γ is the common specific heats ratio. For this reason, in general γ∗ and e∗ maintain
the same non-linear dependencies on temperature, density and mixture composition. It can
be shown [108] that the pressure equilibrium across a contact discontinuity depends on the






γ∗ − 1dp+ ρde
∗ = 0 . (3.2.27)
As a result, if γ∗ and e∗ are maintained constant during the spatial and temporal integration,
their variation is null and the pressure equilibrium can be recovered if it exists. In this
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procedure, the mixture is essentially treated as a local CPG, where its properties are updated
at every cell at the beginning of the time integration and maintained constant throughout
the rest of the integration step. With this notion, the DF method introduces two fluxes at
Figure 30: Schematic representation of the spatial integration carried out with the DF
method (adapted from [108]).
each cell interface by using the contiguous values of γ∗ and e∗ between the cells that share
the interface. The integration procedure is described as follows:
1. at the beginning of each time step, using the previous information of temperature,
pressure, composition and all other thermodynamic properties (as for example internal
energy and speed of sound) that have been computed, the values of γ∗ is computed
with Eq. (3.2.25) and the value of e∗ is computed by inversion of Eq. (3.2.24). These
are determined for each cell and stored in memory. These values do not change during
the whole time step, meaning that if sub-time steps are performed, the same values
are still used;
2. with reference to Fig. 30, two fluxes are computed at each cell interface. For the
115
resolution of the spatial integration, the MUSCL extrapolation described in Sec. 3.2.1
is still used to determine the quantities at the interface, however γ∗ and e∗ are not
extrapolated and their first order extrapolation must be used;
3. with extrapolated density, composition and pressure, temperature is computed at the
interface using the EoS;
4. for the solution of the Riemann problem, internal energy at the interface is calculated
using Eq. (3.2.24). If the left flux (L) at cell j is being sought, the values of γ∗j and e∗j
are used for both cells j and j+1 as sketched in Fig. 30. Note that the corresponding
internal energies at the two sides of the interface computed with Eq. (3.2.24) will still
differ because extrapolated densities and pressures will be different. Only the values
of γ∗ and e∗ are copied;
5. interface states of densities, momentum and internal energies are sent to the Riemann
solver and the same HLLC approximation can be used. The only difference is that,
depending on the flux that is being sought, if the wave speed needs to be approximated,
the speed of sound is computed by inversion of Eq. (3.2.25) and not by recomputing
it using the extrapolated value of temperature;
6. similar procedure is performed for the right (R) flux;
7. update of the conservatives is performed in the form F in,L(j)−F in,R(j − 1);
8. after the time integration, density ρ, velocities and species are readily available directly
from the vector U using the information of ρu, ρv, ρw and ρYk;
9. pressure is computed by inversion of Eq. (3.2.24) where e = (ρeT − ρk)/ρ and k =
0.5(u2 + v2 + w2). In this procedure, γ∗ and e∗ are still maintained the same that
were computed at the beginning of the time step;
10. temperature is obtained by solving a PRHO problem using the EoS: T = T (ρ, p,Y);
11. all the thermodynamic and transport properties can be updated. For example internal
energy and speed of sound: e = e(ρ, T,Y), c = c(ρ, T,Y);
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12. total energy is updated as: eT = e+ k;
13. if this is the end of the last sub-time step, γ∗ and e∗ are recomputed for each cell
using Eq. (3.2.25) and the inversion of Eq. (3.2.24), respectively.
Figure 31 shows the pseudo codes for a sub-time integration step using a) the MUSCL
scheme (i.e.a fully-conservative (FC) scheme) and b) the DF scheme (i.e.a quasi-conservative
(QC) scheme). For clarity, at each stage the known quantities are indicated with the (̂·)
symbol and the thermodynamic problem to be solved is specified as well. As one can im-
mediately notice, either the PRHO and/or the ERHO problem need to be solved multiple
times within the integration stage, depending on the scheme. One intermediate step that
is performed in common between the two schemes is the calculation of the cell interface
temperature after the Riemann problem is solved. In fact, after the Riemann problem, all
the conservatives and the pressure are known [220] and temperature needs to be computed.
This temperature is typically used to compute the transport properties at that interface
location. The reason is that viscous fluxes are computed using central derivatives, hence
the information at the cell interfaces of transport properties is required (this step is lumped
in Fig. 31 into the “Update conservatives” step in case a viscous solution is sought).
Next, one can notice that each thermodynamic problem is split in two possible parts, namely
the VLE and the non-VLE part, depending on whether the VLE model is activated or not,
respectively. This makes a substantial difference in the way the actual thermodynamic
problem is solved, as well as the speed required for each single problem (and hence the
whole simulation) to be executed. For example the PRHO problem can be solved in the
form of T = T (ρ̂, p̂, X̂) for the non-VLE problem or in the form ρ(T, p̂, X̂, β) = ρ̂ for the
VLE problem. In the first case, an explicit analytical solution may be available, depending
on the EoS chosen, whereas in the second case, an iterative solution can be attempted only.
In addition, the latter requires to solve a double nested loop where the innermost solves for
the VLE problem of Eqs. (2.2.36)–(2.2.37) because β is involved and is unknown, whereas
the outer loop tries to match Eq. (2.2.34) or Eq. (2.2.35), depending on whether a PRHO
or an ERHO problem are being solved for. More details on this will be given in Sec. 3.4,
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which will address the specific solution of each thermodynamic problem with and without
VLE. The important thing at this stage is to recognize immediately the difference of the
thermodynamic problem that needs to be solved with and without VLE, essentially due to
the existence of β (i.e.multi-phase) and the different functional dependencies of E and ρ.
Another important point to highlight is that the use of VLE now also affects the calculation
of the γ∗ and e∗ properties for the DF method according to Eq. (3.2.24) and Eq. (3.2.25).
The reason is that ρ as well as the speed of sound can include the functional dependency on
β as discussed in Sec. 2.2.2. As a result, this upgrades the DF model to account for VLE
thermodynamics, which is another contribution made in this work.
Finally, it is also important to point out the fact that other works [118, 245] have reported
the use of VLE thermodynamics only at the conversion from conservatives to primitives,
that is the MUSCL reconstruction (or the alternative spatial integration method) is always
treated as if VLE is absent. This makes the spatial integration completely detached from the
temporal integration from a thermodynamic point of view because there is an inconsistency
between the state assumed for the spatial derivatives that compose the numerical fluxes and
the corresponding primitives that result at a later stage after the time integration. As it will
be demonstrated in Sec. 3.5.3 and Sec. 3.5.4, ignoring the presence of VLE in the regions
where the thermodynamic state falls into the multi-phase regime can produce significant
errors in the calculation of all the thermodynamic properties. For this reason, in this work
the fully consistent thermodynamic route between the spatial and the temporal integration
is chosen at the price to have a significant cost increase for each simulation for the reasons
specified above. An alternative way to solve this problem, still maintaining thermodynamic
consistency will be described in Sec. 3.3, which will constitute another contribution of this
work from a modeling perspective.
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Solution at tn
MUSCL reconstruction - solve a PRHO problem
VLE problem
ρ(T, p̂, X̂, β) = ρ̂
non-VLE problem
T = T (ρ̂, p̂, X̂)
Flux computation - HLLC Riemann solver.
Interface pressure is known analytically [220]
Cell-interface transport prop-
erties - solve a PRHO problem
VLE problem
ρ(T, p̂, X̂, β) = ρ̂
non-VLE problem
T = T (ρ̂, p̂, X̂)
Update conservatives
Update primitives - solve an ERHO problem
VLE problem
E(T, p, X̂, β) = Ê
ρ(T, p, X̂, β) = ρ̂
non-VLE problem
T = T (ρ̂, Ê, X̂)
p = p(ρ̂, T, X̂)
Update other thermo proper-







Compute and store DF quan-
tities Eqs. (3.2.24)–(3.2.25)
VLE problem
γ∗ = γ∗(T̂ , p̂, X̂, β)
e∗ = e∗(T̂ , p̂, X̂, β)
c = c(T̂ , p̂, X̂, β)
non-VLE problem
γ∗ = γ∗(T̂ , p̂, X̂)
e∗ = e∗(T̂ , p̂, X̂)
c = c(T̂ , p̂, X̂)
MUSCL reconstruction - solve a PRHO problem
VLE problem
ρ(T, p̂, X̂, β) = ρ̂
non-VLE problem
T = T (ρ̂, p̂, X̂)
Flux computation - HLLC Riemann solver.
Interface pressure is known analytically
[220]. For total energy eT = e + k,
use Eq. (3.2.24) for internal energy e
Cell-interface transport prop-
erties - solve a PRHO problem
VLE problem
ρ(T, p̂, X̂, β) = ρ̂
non-VLE problem
T = T (ρ̂, p̂, X̂)
Update conservatives
Compute pressure by inversion of Eq. (3.2.24)
where e is obtained from the conservatives
Update primitives - solve a PRHO problem
VLE problem
ρ(T, p̂, X̂, β) = ρ̂
non-VLE problem
T = T (ρ̂, p̂, X̂)
Update other thermo properties (with
or without VLE). This step recomputes
internal energy as E = E(ρ̂, T̂ , X̂)
MC step done?





Figure 31: Summary of the time integration steps performed for the hybrid scheme. (a)
FC scheme and (b) QC scheme. MC indicates the MacCormack integration step. (adapted
from [108]). In this picture, the generic (̂·) quantity indicates a known value, not to be
confused with the HLLC interface states in Fig. 17. This helps to clarify in each stage what
is given and what is the unknown. 119
The two schemes of Fig. 31 can be also implemented together to work at the same
time within the same simulation. Since the DF method is not only expected to be a more
dissipative scheme [108], but also due to the fact that it introduces the conservation error
[108, 109], it is convenient to implement both schemes in a way that the DF method would
be activated only in those zones that require it in order to avoid the problem of pressure
oscillations as discussed in Sec. 3.2.2. Given that this issue occurs near the regions where
high density gradients appear, the most intuitive choice to activate the FC or the QC scheme
is obviously though a density gradient sensor in the form of ξ = |∇ρ|/ρ, which is similar
to that used by [108]. If ξ is greater than a user-defined threshold, then the DF method
is activated, otherwise the FC scheme is retained for the spatial integration. In order to
investigate on a proper value of ξ to choose, along with perform the validation of the DF
scheme, two relevant cases are selected which are discussed next.
3.2.3.1 One-dimensional (1D) N2 advection
In the first testcase, the advection of a simple one-dimensional (1D) contact discontinuity
is investigated. The contact discontinuity has the form indicated in Fig. 18 whereby only
nitrogen is considered. The only difference is the domain length which is chosen to be
L = 1 m in this case in order to perform some comparison with the results reported by [108].
Moreover, two initial conditions are explored, namely the “smooth” top-hat profile similar to
Fig. 18 and the actual top-hat profile that connects the two states with a pure discontinuity.
The conditions are those specified for Case 1 in Tab. 13 only, which represents a much more
difficult situation to be solved for as discussed earlier in Sec. 3.2.2. Figures 32 to 35 show

















































































Figure 32: a) density, b) scheme switch (0 = FC, 1 = QC), c) temperature and d) pressure
profiles of the 1D top-hat profile obtained with N = 51 grid points.
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Figure 33: a) density, b) scheme switch (0 = FC, 1 = QC), c) temperature and d) pressure
profiles of the 1D top-hat profile obtained with N = 151 grid points

















































































Figure 34: a) density, b) scheme switch (0 = FC, 1 = QC), c) temperature and d) pressure
profiles of the 1D top-hat profile obtained with N = 201 grid points.

















































































Figure 35: a) density, b) scheme switch (0 = FC, 1 = QC), c) temperature and d) pressure
profiles of the 1D top-hat profile obtained with N = 401 grid points.
the evolution of the 1D profile as resolution is varied using N = 51, 151, 201, 401 grid points
for the top-hat profile. The comparison is taken after one cycle (i.e.t = 0.01 s) using the
pure DF scheme and the hybrid FC/QC scheme with ξ = 0.1, 0.2, 0.3, 0.4. Both density and
temperature agree well with the results of [108]. Improvements on the solution comparison
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Figure 36: a) density, b) scheme switch (0 = FC, 1 = QC), c) temperature and d) pressure
profiles of the 1D “smoothed” top-hat profile obtained with N = 51 grid points.

















































































Figure 37: a) density, b) scheme switch (0 = FC, 1 = QC), c) temperature and d) pressure
profiles of the 1D “smoothed” top-hat profile obtained with N = 151 grid points.

















































































Figure 38: a) density, b) scheme switch (0 = FC, 1 = QC), c) temperature and d) pressure
profiles of the 1D “smoothed” top-hat profile obtained with N = 201 grid points.

















































































Figure 39: a) density, b) scheme switch (0 = FC, 1 = QC), c) temperature and d) pressure
profiles of the 1D “smoothed” top-hat profile obtained with N = 401 grid points.
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are observed as the number of grid points is increased, as expected. The DF solution is
the most dissipative one compared to the hybrid solutions, however it is the only one that
strongly imposes the pressure (and the velocity - not shown) equilibrium across the contact
discontinuity. As the FC scheme is activated, even in the regions where the density gradient
is lower, an error occurs due to the pressure oscillation error discussed in Sec. 3.2.2. This
error increases as the switch threshold increases, obviously, therefore a trade-off between the
amount of numerical dissipation and the error in the pressure equilibrium must be accepted.
Based on these first calculations, it seems that the threshold of ξ = 0.3 represents a good
compromise. Analogous conclusions can be inferred from the “smoothed” top-hat profile
results showed in Figs. (36)–(39).
3.2.3.2 Two-dimensional (2D) N2/n-C12H26 advection
The second testcase is directly borrowed from [108]. As sketched in Fig. 40 it represents the
advection of a 2D n-dodecane blob into a nitrogen environment within a squared domain of
side 1 mm. The interface between the two material is considered sharp at t = 0. Figure 41
Figure 40: Schematic representation of the 2D N2/n-C12H26 advection testcase (figure
borrowed from [108]).
provides the density and fuel profiles along the y direction after one period of simulation
(t = 0.02 ms). Comparison against the results of [108] provide very good agreement and
yet the ξ = 0.3 threshold seems to be the best choice for the hybrid scheme. This is further
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Figure 41: a) Density and b) n-dodecane profiles taken along the y direction after one period
of simulation corresponding to t = 0.02 ms. The expected exact solution and the results
reported by [108] are superimposed for comparison.
emphasized by the pressure results showed in Fig. 42 in which the scheme switch and the
corresponding pressure field are illustrated for the different scheme options after one period.
Again the pure DF results of Fig. 42(i) are the one that ensure the pressure equilibrium,
however considerable amount of dissipation is introduced as shown in Fig. 41(a). Conversely
as the parameter ξ is increased, less numerical dissipation is introduced, however larger
pressure fluctuations appear due to the same problem discussed before. In conclusion, the
ξ = 0.3 seems to be the most appropriate choice and therefore it will be used for the rest
of the work.
3.3 An alternative way to compute cell-interface temperature
The schematics of Fig. 31 clearly identifies one important limitation of the current numer-
ical framework from the performances point of view. As specifically discussed in Sec. 3.4,
solution of thermodynamic problems with VLE involves substantially more amount of cal-
culations, resulting into an overall more expensive simulation. While the ERHO problem
is called only at the end of each sub-time iteration for the conversion of conservative to
primitive variables, the PRHO problem represents one of the most invoked algorithms in
both the FC and QC scheme, especially for the determination of the inviscid fluxes after
the MUSCL reconstruction as explained in Sec. 3.2.1 and Sec. 3.2.3.
Improvements on the speed-up of the ERHO solver are made on the algorithm side and
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(a) Switch, ξ = 0.1 (b) p [Pa], ξ = 0.1 (c) Switch, ξ = 0.2 (d) p [Pa], ξ = 0.2
(e) Switch, ξ = 0.3 (f) p [Pa], ξ = 0.3 (g) Switch, ξ = 0.4 (h) p [Pa], ξ = 0.4
(i) p [Pa], pure DF
Figure 42: Collection of the scheme switch field and the corresponding pressure field
obtained for different values of the ξ parameter, as well as the pure DF scheme. In the
switch pictures, the red color indicates where the QC scheme is activated only, whereas
the blue color indicates the regions where the FC scheme is activated only. The pressure
colormap is in [Pa] units.
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are explained in Sec. 3.4.3. This section focuses on the improvements of the performances
as far as inviscid fluxes computation. The idea is to replace the solution of the PRHO
problem after the MUSCL reconstruction with a new, less expensive procedure. Since the
most expensive part of the PRHO problem is related to the calculation of the VLE state for
given extrapolated values of p, ρ and X, the key argument of the new approach is to exploit
the VLE field, already computed from the previous iteration. For this purpose, the phases
densities are also required to be computed and stored at each point: ρL = ρL(T, p,x) and
ρV = ρV (T, p,y). For the present discussion, it is therefore assumed that ρL, ρV , ρ, p, T ,
x, y and X are available as cell-center values from the previous iteration.
Next, in a similar manner as already done in MUSCL, all the previous variables except
temperature are extrapolated at the cell-interface using the same formulas of Eq. (3.2.1)
and Eq. (3.2.2). First, with the extrapolated values of X, x and y, the corresponding
thermodynamically-consistent value of β can be computed by solving Eq. (2.2.37) using
for example the bisection or Newton method (or combined [129]). This gives the right











into Eq. (2.2.34) it is easy to prove the following alternative definition of the blend rule
between the phases in terms of the compressibilities:
Z = βZV + (1− β)ZL . (3.3.2)
With the known values of ρL, ρV , ρ, p, x, y and X at the cell interface, Eq. (3.3.2) would
have only the temperature to iterate on since it is also a non-linear algebraic equation.
However, if the coefficient Am can be written in the form Am = c1+c2T c4 +c3T as presented
in Tab. 6, which happens for all the GCEoS except PR-RK, then following Eq. (2.2.72)
it is easy to prove that the compressibility can be written in the following form where the





c1 + c2T c4 + c3T
(M + δ1Bmρ)(M + δ2Bmρ)
. (3.3.3)
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In the above, note that the dependency of δ1 and δ2 on the phase is dropped since it
is assumed that PR-RK is not used here. In a more compact form, Eq. (3.3.4) can be
re-written as:
ZL = αL0 + αL1
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, (3.3.9)
have been defined in analogy with Eq. (3.3.4). Equations (3.3.6)–(3.3.9) are supposed to
be readily known at the interface because they do not depend on the temperature and can
be easily computed by using the extrapolated values of ρL, ρV , x, y. Next, by substituting
Eq. (3.3.5) into Eq. (3.3.2) and using Eq. (2.2.3) to replace Z on the left-hand side, after
few manipulations it can be shows that the following result is obtained:
m1T
c4 +m2T +m3 = 0 , (3.3.10)
where:
m1 = βαV1 cV2 + (1− β)αL1 cL2 , (3.3.11)
m2 = β(αV0 + αV1 cV3 ) + (1− β)(αL0 + αL1 cL3 ) , (3.3.12)





To obtain Eq. (3.3.10), the fact that cV4 ≡ cL4 = c4 for all GCEoS except PR-RK has
been used (cf. Tab. 6). The coefficients m1, m2 and m3 can be easily computed with
the variables extrapolated at the interface leaving Eq. (3.3.10) to assume in the worst case
(PR or SRK) the form of a bi-quadratic algebraic equation, for which the analytic solution
is known. This procedure does not involve any iterative component, except the solution
of the Rachford-Rice equation Eq. (2.2.37), which is called only once per cell-interface
solution. In contrast, the full solution of the PRHO problem would have required, besides
other iterative algorithms (see Sec. 3.4.2) to solve for Eq. (2.2.37) many times for each
cell-interface because of the double-nested loop involving the solution of the Tp problem.
If in the extrapolation of x and y at the beginning of this procedure it turns out that
SUM(x) < ε or SUM(y) < ε, then the single phase PRHO problem is followed. It is
interesting to note that the above procedure directly falls into the analytical solution of the
single-phase PRHO problem discussed later in Eq. (3.4.9), so in a way, the above procedure
represents a more generic way to solve the PRHO problem analytically, which can include
or exclude VLE. For example, if SUM(y) < ε, the mixture is taken in the liquid phase,
β = 0 and all the coefficients above with superscript (·)V are canceled, recovering the form
of Eq. (3.4.9). In this work, it was found that a tolerance of ε = 1e− 7 was good enough.
Given that this new approach represents another important contribution of this work, and
overall it does not require any specific new algorithm/knowledge other than those discussed
so far, its validation is directly performed with the results in Chap. 5.
3.4 Numerical methods for the thermodynamics
In this section, the focus is on the discussion of thermodynamic problems that are rele-
vant for a general purpose simulation. Depending on the set of governing equations and/or
the numerical scheme, different types of thermodynamic problems may be encountered as
illustrated in Fig. 31. The scope of each of them is to find a third state property out of
two known state properties and mixture composition. First, the solution of the so called
Tp problem, which consists of finding density ρ out of temperature, pressure and composi-
tion is discussed. This represents the most important piece of the entire thermodynamics
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numerical solution as it involves the discussion of the VLE problem solution itself. Next,
the single- and dual-variable algorithms, as well as the calculation of all thermodynamic
properties are discussed. Finally, zero-dimensional mixing models are given, which are used
in Chap. 5. All the proposed numerical recipes are not meant to be the best in terms of
performances, however they are absolutely reliable in terms of robustness. That is, even
though more algorithms are available in the literature for the solution of the specific ther-
modynamic problem (cited later accordingly), they still require a backup approach in case
of lack of convergence, which is usually the problem of faster numerical recipes due to their
requirement of a very close solution to start with. All the algorithms referred in this sections
are listed in Appendix D.
3.4.1 Solution of the Tp problem
The Tp problem represents the calculation of mixture density ρ (and compressibility Z)
out of temperature T , pressure p and composition X summarized in Algorithm 2. In
case of a multi-phase system, this requires to solve the actual VLE problem, meaning the
determination of β, x and y as per Eq. (2.2.36) and Eq. (2.2.37). Figure 43 illustrates
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Figure 43: Basic algorithm of the VLE problem solution.
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a basic flow diagram for the resolution of the VLE problem. The key numerical tool is
the Successive Substitution Iteration (SSI) method. This essentially solves Eqs. (2.2.36)–
(2.2.37) and determines whether the present mixture is stable (hence liquid or vapor -
single phase thermodynamics applies) or unstable (VLE actually forms and multi-phase
thermodynamics must be followed). To start the SSI numerical recipe, an estimation of the












, i = 1, · · · , Ns , (3.4.1)
where, pc,i, Tc,i and ωi are the critical pressure, temperature and acentric factor of each
species i in the mixture. With the estimated values of Ki and X, Eq. (2.2.37) can be solved
in β. Once β is known, both x and y can be computed by using the mass balance equation
X = βy + (1− β)x and the definition of Ki = yi/xi:
xi =
Xi
1 + β(Ki − 1)
, i = 1, · · · , Ns (3.4.2)
yi = Kixi , i = 1, · · · , Ns . (3.4.3)
Next, using the values of x and y, the fugacity coefficients in both phases can be computed:
φVi = φV (T, p,y), φLi = φL(T, p,x) using Eq. (M.3.18) and the exit condition of Eq. (2.2.36)
can be checked. If a specified tolerance εV LE is not met, a new estimation of Ki can be
computed using the same Eq. (2.2.36): Ki = φLi /φVi , and the procedure repeats until the
error tolerance or a maximum number of iterations Nmax is reached. For the SSI method,
the algorithm discussed in [127, 129] is used, which is summarized in Algorithm 8.
In some circumstances, the SSI method can have difficulty to converge or it may converge
to the wrong solution. For example it may predict single phase systems in the regions where
VLE exists or vice versa. This is due to the initial estimation of Ki coefficients which may
be too inaccurate for mixtures at a state very far from ideal. To overcome this issue, the SSI
algorithm is usually augmented with the Tangent Plane Distance (TPD) stability analysis
introduced by Michelsen [126]. The stability analysis not only provides the information
whether the mixture is stable as single phase, but it also provides very good estimations of
130
the Ki coefficients to start (or continue) the SSI method if the result tells that a two-phase
mixture exists.
The stability test represents the distance of the generic hyper-plane (i.e. in theNs-dimensional
space) from the mixture Gibbs free energy computed at T , p and X, with “potential” two-
phase composition ζi which is called trial phase. The complete theory of the TPD analysis
can be found in [126, 129, 49]. A (modified) TPD function relative to the trial phase η is
defined as:
TPDη(T, p,X, ζ) = 1 +
Ns∑
i
ζi{lnζi + lnφηi (T,P, ζ)− [lnXi + lnφi(T, p,X)]︸ ︷︷ ︸
di(T,p,X)=d
−1} , (3.4.4)
where φi = φi(T, p,X) is the i-th component fugacity coefficient in the mixture, evaluated
as single-phase. That is for given T , p and X, the mixture compressibility is evaluated
using the minimum Gibbs criterion method (discussed in Appendix A). This ensures to
start the stability analysis from the (single) phase that has the lowest Gibbs energy. As a
result, the vector quantity di(T, p,X) = lnXi+lnφi(T, p,X) is a constant for given T , p and
X. Effectively, TPDη represents the minimum (absolute) difference of the Gibbs energy
between the actual mixture considered as single phase, and the respective mixture that
shows VLE with composition ζ in the phase η. As a consequence, TPDη < 0 is required for
VLE to exist, meaning that the mixture that forms phase-split has a lower Gibbs energy
than the mixture that is considered as single phase. This modified version introduced by
Michelsen [129] is the result of the original TPD function:
TPD∗,η(T, p,X, ζ) =
Ns∑
i
ζi{lnζi + lnφηi (T,P, ζ)− [lnXi + lnφi(T, p,X)]︸ ︷︷ ︸
di(T,p,X)=d
} , (3.4.5)
when an unconstrained optimization problem is sought. It can be proven that Eq. (3.4.4)
has the same stationary points of Eq. (3.4.5) and therefore can provide the same information
about phase stability with the exception that the problem is more convenient to be solved
because it is not formulated as a constrained optimization problem [129]
For the given trial phase ζ, the phase equilibrium condition of Eq. (2.2.31) on the fugacities
equality still needs to be enforced. Using the logarithm form, an iterative procedure on the
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trial phase ζ is immediately found:
lnζi + lnφηi (T, p, ζ)− lnXi − lnφi(T, p,X) = 0 ,
lnζi + lnφηi (T, p, ζ)− di(T, p,X) = 0 → ζ
n+1
i = exp[di(T, p,X)− lnφ
η
i (T, p, ζ
n)] ,
i = 1, · · · , Ns . (3.4.6)
Equation (3.4.6) is effectively an SSI method for the stability analysis. The last thing to
do is how to define the trial phase η. In this work, η = L or η = V are used directly.
This means that with the given Ki already estimated with Eq. (3.4.1) or SSI method at a
given iteration, two different trials are computed: the vapor one (η = V ) as ζi = KiXi and
the liquid one (η = L) as ζi = Xi/Ki. Next, for both of them Eq. (3.4.6) is applied until
||ζn+1i − ζni || < εTPD and the TPDη function for both trials is evaluated using Eq. (3.4.4).
The phase η that shows the smallest TPDη function indicates the direction the current mix-
ture tends to. For example if TPDL < TPDV , the current mixture is more “liquid-like” and
the new estimation ofKi coefficients is given in the formKi = Xi/ζi. Conversely if TPDV <
TPDL, the new estimation of Ki coefficients is given in “vapor-like” form: Ki = ζi/Xi. This
new estimation of Ki coefficients can be given to the SSI method described in Algorithm 8.
If both TPDη ∼ 0 it means that the trial phase effectively matches the single phase condi-
tions, i.e. ζ → X, which means that the single phase initially investigated is actually stable
and no VLE forms. This condition is called “trivial” solution. More trial phases can be
investigated by defining different forms of the Ki coefficients as suggested by [49], in order
to start the stability test from different points in the compositional space and ensure that
the found composition is the one that provides the smallest value of Eq. (3.4.4), however
this requires even more stability tests that can substantially increase the overall computa-
tional overhead. In this work it was found that trying both η = L or η = V was enough
for the present purposes as also confirmed in [72]. The stability analysis can be accelerated
by using a Newton method or quasi-Newton method discussed in [49, 72]. Algorithm 9
summarizes the steps in order to conduct the stability analysis.
Algorthm 11 for the solution of the VLE problem does not necessarily represent the only
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possible choice. In fact, SSI and stability analysis can be run in multiple sequence, by con-
ducting more checks, however this will affect the overall simulation cost. Another possible
improvement of the method is to implement the full Newton method to solve Eq. (2.2.31).
One possibility is to use the approach of [49] in which β, and lnKi are chosen as set of inde-
pendent variables. Another approach, followed in this work, is that of [129] which uses the
molar flows vi = βyi as independent variables. The theoretical development as well as the
algorithm used are summarized in Appendix I. Usually the SSI and the Newton methods
are combined together. The SSI method is typically used up to a certain tolerance, larger
than the one used for SSI alone, from which the Newton method is started. The Newton
method is fast to converge, and it is very suitable for CFD simulations where previous so-
lution can be used as initial guess, however it fails if the mixture is actually single phase or
if the initial guess is not close to the final solution and therefore it needs to be switched off
and the SSI method has to be recovered in combination with the stability analysis. Usually
this happens at the phase boundaries where a computational cell can switch between a
single and a double phase condition such that the initial guess is effectively wrong and too
far from the final state. As a result, many computational cells can experience fail of the
Newton method, for which SSI needs to be used alone, ultimately producing a waste of
computational time. Nevertheless, some speedup of about 5% was observed when Newton
method was used (see Chap. 5), making its application useful, however the speedup itself
may depend on the simulation and the conditions themselves. For example it may depend
on how spread out is the VLE region in the first place compared to the overall domain size.
3.4.2 Solution of the single-variable problems
Single-variable problems are identified as those that have only one unknown to iterate on.
These are usually obtained when the objective function depends on the unknown only, or if
other dependencies are explicitly known. For this work, single-variable problems are iden-
tified as the Tρ and pρ problems, that is when temperature-density and pressure-density
(as well as composition X) are known, respectively. Thus, pressure and temperature are
sought in the first and second case, respectively. Note that if the single-phase assumption is
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invoked at all the times, the Tρ problem reduces to the immediate solution of Eq. (2.2.67),
while the pρ problem requires in general an iterative procedure, still on Eq. (2.2.67) where
F = p(T, ρ̂, X̂)− p̂ is used as objective function, whereby p(T, ρ̂, X̂) is the value computed
with Eq. (2.2.67), while p̂ and ρ̂ are the known values. Alternatively the approach with
F = ρ(T, p̂, X̂)− ρ̂ is also possible by solving Eq. (2.2.70) in Z = Z(T, p̂, X̂) first and then
use Eq. (2.2.3) to find the corresponding ρ = ρ(T, p̂, X̂) and update the objective function.
In this case, the value of T is first guessed and then updated by the algorithm.
The update of the unknown itself can be done using any numerical algorithm for non-
linear algebraic equations, such as bisection and Newton-Raphson. In the latter case, the
derivatives of F with respect to the unknown are either (∂p/∂T )ρ,X or (∂ρ/∂T )p,X readily
available for single-phase problems from Eq. (2.2.86) and Eq. (2.2.87) respectively. Addi-
tionally, it should be pointed out that the single-phase pρ problem can be actually solved
analytically for all GCEoS except the PR-RK EoS. In fact, as discussed in Sec. 2.2.3.1, with
the coefficient Am expressed as: Am = c1 + c2T c4 + c3T , substituting it into Eq. (2.2.67)




2(c1 + c2T c4 + c3T )
(M + δ1Bmρ)(M + δ2Bmρ)
. (3.4.7)






(M + δ1Bmρ)(M + δ2Bmρ)
r3 =
ρ2c2
(M + δ1Bmρ)(M + δ2Bmρ)
r4 =
ρ2c3
(M + δ1Bmρ)(M + δ2Bmρ)
r5 = r2 + p , (3.4.8)
the following form of the EoS can be obtained:
(r4 − r1)T + r3T c4 + r5 = 0 . (3.4.9)
For all GCEoS except PR-RK EoS, the structure of Eq. (3.4.9) is such that it resembles a
bi-quadratic algebraic equation at most (when c4 = 1/2), for which an analytical solution
is readily available similarly to classical 2nd order equations, while other cases are even
simpler. Regarding PR-RK, there is no such opportunity and a numerical approach similar
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to that discussed above has to be followed using any algorithm for the solution of non-linear
algebraic equations.
Regarding the multi-phase case, a general Newton-Raphson (NR) method can be employed
as discussed next. For convenience, we discuss the pρ problem only, however the exact
approach applies to the Tρ problem as well. The basic NR formula to update the current
temperature estimate from step n to step n+ 1 writes as:
Tn+1 = Tn − F (T
n, p̂, ρ̂, X̂, βn)(





where F (Tn, p̂, ρ̂, X̂, βn) = ρ(Tn, p̂, X̂, βn)− ρ̂ and
(






∂ρ(Tn, p̂, X̂, βn)/∂T
)
p,X
. In the latter, ρ(Tn, p̂, X̂, βn) is computed with Eq. (2.2.34),
while (∂ρ(Tn, p̂, X̂, βn)/∂T )p,X is now computed through Eq. (2.2.49) in order to take into
account multi-phase (VLE) physics. This requires that a Tp problem is solved within
the main loop at each step, making the overall calculation much more expensive than
the corresponding single-phase method. Equation 3.4.10 is very general because it can be
applied to both single and multi-phase thermodynamic calculations. The only difference
is the determination of the derivative of F which can be computed with the single- or
multi-phase formulas, depending on the value of β at the current iteration. Algorithm 12
summarizes the steps required for the solution of the pρ problem. Similar steps are required
for the solution of the Tρ problem. The initial guess T0 can come from a previous solution,
if known, or from the analytical solution of Eq. (3.4.9) if a single-phase system is initially
assumed. However, sometimes the analytical solution may return a complex value of T if
a strong VLE solution exists from the known p, ρ,X state and it is forced to behave as a
single-phase by means of Eq. (3.4.9). This part will be further discussed in Sec. 3.5.
3.4.3 Solution of the multi-variable problems
Multi-variable problems are identified as those that have more than one unknown, typically
two, to iterate on. In this work, the Eρ and the Ep problems are considered, corresponding
to the thermodynamic problems that, beyond composition, have mixture internal energy
and density, or mixture internal energy and pressure known respectively. Both problems
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can be formulated in a common general fashion described as follows.
Given the presence of two unknowns, namely φ and ψ, two objectives functions: F1(φ, ψ,Ω),
F2(φ, ψ,Σ) are required to be satisfied simultaneously. Here Ω and Σ represent, in general,
known vectors that are auxiliary to the analytic form of each objective function. Application



































where superscript n indicates that the quantity is computed at the previous iteration step.
The solution update is performed by inverting the Jacobian matrix and by computing ∆
such that φn+1 = φn + λ∆φ and ψn+1 = ψn + λ∆ψ can be computed. Here, λ(0, 1]
identifies a coefficient that applies the so-called line-search method. This coefficient de-
amplifies (reduces) the change of the variable due to the linearization, usually improving
the algorithm robustness. Of course as λ is chosen far from 1, the convergence is slower,
however smaller steps are taken in the procedure such that the linearization does not cause
a large enough variation to cause numerical instabilities. For this work, this coefficient is
chosen as suggested by [25] in the form (see also Algorithm 13):
λ = MIN(λ0,ABS(∆Tmax/∆T),ABS(∆pmax/∆p)) (3.4.12)
where λ0 is a minimum value chosen by the user and ∆Tmax, ∆pmax represent the maximum
increments allowed by the iteration in temperature and pressure, against the current values
∆T and ∆p, respectively. These are also chosen by the user and should be usually tuned on
the order of magnitude of the pressure and temperature that is being simulated in order to
have the best performances. Starting values ∆T = ∆T0, ∆p = ∆p0 should also be chosen
by the user to start the algorithm, following the same rule of thumb.
Table 14 identifies each term of Eq. (3.4.11) for the specific type of problem, while Algorithm
13 provides the corresponding numerical procedure for the Eρ problem. Note that in the
Ep problem, the pressure is treated as a variable and density is updated using temperature.
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Table 14: Symbols description for the Eρ and Ep multi-variable problems.
problem φ ψ Ω Σ F1 F2 (∂F1/∂φ)ψ (∂F1/∂ψ)φ (∂F2/∂φ)ψ (∂F2/∂ψ)φ











































Additionally, the procedure of Eq. (3.4.11) is valid for both single- and multi-phase system.
In the first case, the derivatives of E and ρ are those involving the departure functions of
Eqs. (M.2.1)–(M.2.2) and Eqs. (2.2.86)–(2.2.87), whereas in the second case, the deriva-
tives are replaced with Eqs. (K.0.42)–(K.0.43) and Eqs. (2.2.49)–(K.0.32), respectively.
The determination of which one needs to be used is once again given by β, for which a Tp
problem needs to be solved in the loop as described in Algorithm 13
It should be noted that the single-phase Eρ problem can be also solved in another way by
exploiting the functional dependency of E (and its departure function) with ρ directly as
in Eq. (2.2.79) and thus its derivative in Eq. (2.2.85). In this way, given that E and ρ are
constant, the iteration is made on temperature only similarly to Eq. (3.4.10) and pressure
is subsequently obtained by applying Eq. (2.2.67). Obviously this approach will not work
in presence of VLE and erroneous results can be obtained if the starting state of E, ρ and
X pertains to a multi-phase state. Additional details can be found in Algorithm 13.
Finally, other methods are worth to be mentioned. For example the solution of the Eρ
problem can be attempted by using a full Newton method [128], in which the VLE prob-
lem is embedded in the Jacobian matrix, avoiding to solve the Tp problem inside the loop.
Other methods (some applicable to other problems too) are based on entropy maximization
[77, 205, 25]. Particularly [25] proposed a solution of the Eρ problem by approximating
the Jacobian of Eq. (3.4.11). This algorithm is described in Appendix J. The mentioned
methods can be used with the proposed methods in this work to achieve good compromise
between speed and robustness.
In this work, additional speed up for the solution of the Eρ problem is attempted to be
achieved by using the information of the VLE derivatives at the current iteration, such
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as ∂β/∂T and ∂β/∂p to predict the next VLE state. Figure 44 illustrates the basic idea
Iteration n: Tn, pn, X̂, Ê, ρ̂
Solve Tp problem: get
βn, xn, yn (see Fig. 43)
Compute thermo properties
En, ρn and others. Con-
struct the Jacobian J and
residuals of Eq. (3.4.11)
Update solution:
Tn+1 = Tn+λ∆T ,
pn+1 = pn + λ∆p
Converged? (see Alg. 13)
ERHO-VLE
problem solved:
β, y, x, T , p.
yes
no: n = n+ 1
Compute VLE derivatives of
phase composition at iter.
n: (∂Σ/∂T )n, (∂Σ/∂p)n,
Σ = [x,y]. Use Eq. (2.2.39).
no - accelerate
Estimate VLE prop-
erties: Σn+1 = Σn +
(∂Σ/∂T )n∆T + (∂Σ/∂p)n∆p





Compute βn+1 by solving the
Rachford-Rice Eq. (2.2.37)
n = n+ 1
Figure 44: Speed-up mechanism for the ERHO problem.
behind this concept. With the solution at the current iteration n, all the steps to compute
the Jacobian and the residuals of Eq. (3.4.11) as well as perform the update are illustrated
on the left column. This algorithm is discussed in details in Algorithm 13. In this pro-
cedure, the most expensive part is certainly the internal solution of the Tp problem that
needs to be performed for each update in temperature and pressure to verify if the current
solution is a VLE state or not. This step is that of Fig. 43, hence very expensive because
it involves the call to the SSI method and the TPD method at each sub-iteration. In order
to mitigate this issue, an acceleration procedure can be embedded into the algorithm. This
is illustrated in the right column of Fig. 44. With the knowledge of the solution at time n
and the increments ∆T and ∆p, the derivatives of the VLE composition can be estimated:
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(∂y/∂T ), (∂y/∂p), (∂x/∂T ), (∂x/∂p) using all the analytical formulation developed for
Eq. (2.2.39). Next, if the sum of both estimated vectors is above a certain threshold fixed





i and therefore βn+1 can be obtained by solving the non-linear Rachford-
Rice equation of Eq. (2.2.37). In this way, a new estimated VLE information is available,
bypassing completely a new full solution of the Tp problem.
Certainly, different many alternatives are possible. For example all the VLE properties can
be estimated at once using the derivatives of Eq. (2.2.39). In this way, the solution of
Eq. (2.2.37) is also avoided, however an inconsistency between the VLE properties is likely
to be introduced, which can make the overall method unstable. The present way was found
to be the most stable.
In addition, since the acceleration procedure is essentially a VLE prediction through a lin-
earization of the solution at iteration n, calling too many consecutive times the acceleration
step within the algorithm may still result into an unstable route. For this reason, it is sug-
gested to call this acceleration when the overall algorithm error is below a certain threshold
εacc and no more than Nacc consecutive times within the main loop. If either of the two
conditions at the current iteration are not satisfied, the classical, non-accelerated algorithm
is suggested to be followed. In this work, these two routes have been used in an hybrid
sense, where εacc ≤ 1e7 (in the form of ABS(∆T)+ABS(∆p) - see Algorithm 13) or less and
Nacc between 5 and 10 were found to be a good compromise. Finally, it is recommended to





and xn+1i = x
n+1
i /SUM(xn+1). Some additional information regarding the performances of
this method are given in Sec. 3.5.3.
3.4.4 Adiabatic and isochoric mixing models
Adiabatic and isochoric mixing models have been already used by Ma et al. [109] to highlight
the effect of the numerical diffusion over the physical diffusion on the real mixing, however
these two models were again used always without the VLE model. Although the adiabatic
model was adapted to VLE by [168], the present work extends the isochoric model to
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incorporate multi-phase effects as well. For a binary mixture, the general definitions of the
adiabatic and isochoric mixing models write:
H(Tmix, p,X, β) = X1H1(T1, p) +X2H2(T2, p) , (3.4.13)
V (Tmix, p,X, β) = X1V1(T1, p) +X2V2(T2, p) . (3.4.14)
In these models, the inputs are the 2 species and their respective temperatures T1 and T2 at
which they mix. Pressure is assumed to be fixed for both models. In both cases, the mixture
molar enthalpy and molar volume are weighted with the respective species molar enthalpies
and volumes at their initial temperatures by using the molar fractions as weights. Thus,
the right-hand side of Eqs. (3.4.13)–(3.4.14) are known from the initial conditions and the
goal is to find the mixture final temperature Tmix that establishes at the end of the mixing
process. This temperature, can be found by assuming that VLE forms or not. If VLE is
removed from the models, Tmix is found by an iterative procedure, similar to the pρ problem
in Algorithm 12 for a single phase mixture, where V (Tmix, p,X) = M(X)/ρ(Tmix, p,X) and
H(Tmix, p,X) = H ig(Tmix,X) + ∆H(Tmix, p,X) are used as objective functions.
On the other hand, if VLE is also allowed, the objective functions change toH(Tmix, p,X, β) =
E + p/ρ and V (Tmix, p,X, β) = M/ρ where E and ρ are computed from Eqs. (2.2.34)–
(2.2.35). This calculation is obviously more expensive since it requires the solution of a Tp
problem in the innermost loop.
3.4.5 Numerical computation of multi-phase thermodynamic variables
In Sec. 2.2.2.2–2.2.2.4 the analytical derivation of all thermodynamic properties in presence
of VLE was discussed. In this section, the numerical determination of such derivatives is
presented with the scope to provide an alternative way of computing some of them and
compare later with the analytical method. The basic idea is that properties that involve
derivatives in the VLE region must account for the variations of β and all other related
quantities (for example in pressure and temperature). Failure to do so would result in an
approximate evaluation of such derivative with an associated error. One example is the
calculation of Cp = (∂H/∂T )p,X: in case H is also a function of β, the only possibility is
to perturb the temperature and maintain the pressure constant in order to construct the
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perturbed states. These can be later on used to compute the derivative with central or
“upwind” differences in the thermodynamic space. For example once the VLE problem is
solved at T , p, X specified and β ∈ (0, 1), temperature can be perturbed such that H+(T +
∆Tε, p,X, β+) and H−(T−∆Tε, p,X, β−) are found and similarly for other properties. This
means that additional Tp problems need to be solved in series. Sometimes one can use one-
sided (i.e. upwind) derivatives, which would reduce the number of Tp problems by half,
given that E and H are already known at the end of the time step integration and for
example one can compute Cp = (H+−H)/∆Tε, however this would reduce the accuracy of
the results. Regardless, this choice must be selected near phase boundaries, where increment
(positive or negative) in temperature or pressure can lead the system outside the two phase
region, making the derivative calculation effectively wrong since the dependency of E and
H on β is lost. To avoid this, a specific phase sensor can be used in the form:
Sφ =




0.5(∆+ −∆−) , (3.4.15)
Where φ is intended to be the generic variable being perturbed (for example H) and
∆+/− refers to the pressure/temperature algebraic increment. The criterion is that if
MAX(SH , SE) > εs, one sided derivatives are used, otherwise central derivatives are used.
In addition, if one sided derivatives are to be used, if the current perturbed value of the
phase fraction β+/− is greater than the initial value β, one sided derivatives in the form
(φ− φ−)/(|∆−|) are used, otherwise the form (φ+ − φ)/(∆+) is used.
Similarly to Cp, derivatives like (∂ρ/∂T )p,X ≈ (ρ+ − ρ−)/∆Tε and (∂p/∂ρ)T,X ≈ 1/(ρ+ −
ρ−)/∆pε are obtained in the same way by exploiting the perturbed Tp problems. In this
way isobaric expansivity αp and isothermal compressibility κT of Eq. (2.2.21) are calcu-
lated. Isentropic compressibility is then readily computed using Eq. (2.2.22). The deriva-
tive (∂p/∂T )ρ,X is computed by exploiting the dependency between αp and (∂p/∂ρ)T,X
in Eq. (2.2.21) which are already known. This avoids to solve additional Tp problems in
which temperature and pressure are varied at the same time with the constraint to keep the
density the same. For the same reason, calculation of Cv is done by using the link between
Cp, αp and κT of Eq. (2.2.25). Once Cp and Cv are computed, the two phase mixture
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γ = Cp/Cv is also computed. For the numerical experiments later showed in this work (or
the simulations showed in [226]), the values εs = 0.02, ∆Tε = 0.001 K and ∆pε = 0.5 Pa
were used.
In a similar manner, all the temperature and pressure derivatives in each phase can be com-
puted. Note that mole fraction based numerical derivatives are intrinsically wrong because
a perturbation on the i-th species mole fraction: Xi + ∆Xε would necessarily result into a
perturbation of all other mole fractions to maintain the unity constraint on their sum. As a
result, derivatives like (∂(·)/∂Xi)Xi would not be rigorously satisfied. Algorithm 14 reports
the procedure to compute the thermodynamic variables using numerical derivatives. A
note must be made on the calculation of the speed of sound. Other approximate methods












where c2,V and c2,L are the speed of sounds of the vapor and liquid phases, respectively,
computed using Eq. (2.2.20), ρL is the liquid phase density and κLT is the isothermal com-
pressibility of the liquid phase computed using Eq. (2.2.21). The second method is that of








Sometimes, due to the calculation of numerical derivatives, the approach of c with Eq. (2.2.23)
may fail because the value of κs is physically very small and therefore is very sensitive
to numerical errors. When the approach of Eq. (2.2.23) fails, the second approach of
Eq. (3.4.16) can be used and if the latter has also issues, the approach of Eq. (3.4.17) can
be used. Although very rarely observed, the latter situation can still happen and therefore
the aforementioned methods are implemented in series to improve the overall process ro-
bustness [226]. If any of Eq. (2.2.25) or Eq. (3.4.17) are used, isentropic compressibility
κs is computed by inversion of Eq. (2.2.23) and isothermal compressibility κT is computed
using Eq. (2.2.25), using the previously computed values of Cp and αp.
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Table 15: Mixture properties for CH4 and H2S.
species Tc (K) pc (bar) ω (−) MW (kg/kmol) kij
CH4 190.6 46 0.011 16 0.0 0.083
H2S 373.2 89.4 0.097 34 0.083 0.0
3.5 Validation of the VLE framework
In this section, different zero-dimensional (0D) test-cases for the thermodynamics only
are used to verify and validate the calculation of the VLE for a generic multi-component
mixture. Particularly the attention is given to the TPD method and the solution of the
PRHO and ERHO problems. The last two examples are meant to demonstrate the fact
that erroneous thermodynamic states are going to be found if an initial state that belongs
to a VLE condition is treated as a non-VLE state. Since this issue is completely separate
from that introduced by the occurrence of pressure oscillations discussed in Sec. 3.2.2, the
conclusions is that the solution of RG mixtures can suffer two errors: one purely numerical
and the other purely physical in nature. Both of them can lead to erroneous results and
therefore they need to be addressed separately [226]. More results on the 0D VLE testcases,
as well as analyses of thermodynamic variables are provided in Chap. 4.
3.5.1 TPD stability analysis method
The Tangent Plane Distance (TPD) analysis is a key tool for the Tp solver. The validation
of the TPD is performed against the data published by Qiu et al. [170]. First, consider a
mixture of CH4 (methane) and H2S (hydrogen sulfide). In Tab. 15, the relevant parameters
used for the mixture are reported. Note that the interaction parameters kij have been tuned
for PR EoS specifically [170]. The first test is conducted on the TPD function trend for an
equi-molar X = [0.5, 0.5] mixture (called feed) at T = 190.0K, p = 4.05MPa conditions.
The mixing rule of Van der Waals (MR1 in Tab. 3) is used for all the EoS to be consistent
with the published data. By varying the methane trial molar composition, (which is ζi
in Eq. (3.4.4)) the TPD is evaluated using different EoS models. The result is shown in
Fig. 45(a).
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Table 16: Properties for (A) and (B) mixtures.
species Tc (K) pc (bar) ω (−) MW (kg/kmol) ki,CH4 ki,CO2 ki,H2S
CH4 190.6 46 0.008 16 0.0 0.0 0.0
H2S 373.2 89.4 0.1 34 0.0.0755B 0.0999B 0.0
CO2 304.2 73.8 0.225 44 0.095A, 0.1005B 0.0 0.0
H2O 647.3 220.5 0.344 18 0.4928 0.0 0.04
First, note that the best agreement is found with PR EoS. This is not surprising as the
interaction parameters used are fixed for all the EoS, however they are tuned for PR. Nev-
ertheless the trend is well captured by all the EoS. This TPD is constructed in the following
way: first the trial feed is assumed to be liquid: ζ = x and TPD∗,L is computed according
to Eq. (3.4.5). It can be easily shown that this corresponds to the left branch of Fig. 45(a).
Similarly, TPD∗,V is computed with ζ = y. It can be proven that this corresponds to the
right branch of Fig. 45(b). Next, the TPD curve of Fig. 45(a) is essentially constructed
as MIN(TPD∗,L,TPD∗,V ) which has 5 stationary points: 2 maxima and 3 minima. The
largest maxima occurs at TPD= 0.0 and coincides with methane trial mole fraction of 0.5
as the feed, that is ζ = X. This is the so-called trivial solution, where the trial composition
is equal to the feed composition, however it does not represent the solution to the problem
because it is not the smallest value in the picture. In fact, the other 3 minima represent
the conditions at which the TPD does not provide a trivial solution as it is negative. Those
minima correspond to the solution of the phase split, meaning that the mixture tends to
form a multi-phase solution at a lower Gibbs free energy. The smallest value is the actual
solution. For the present situation the lowest peak corresponds to the liquid branch of
around ζCH4 = xCH4 ∼ 0.95, from which the corresponding second phase composition yCH4
can be computed from Eqs. (3.4.2)–(3.4.3) and Eq. (2.2.37) iteratively. A second exam-
ple is provided for the same mixture by computing the (normalized) Gibbs free energy of
mixing ∆Gmix/RuT . The initial and final states for this calculation are: 1) the 2 species
considered separately and 2) the 2 species considered together in the mixture, which is
considered single phase (i.e. either liquid or gas). This is plotted against the feed (actual)
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Figure 45: TPD analysis for the CH4/H2S mixture. a) TPD function for X = [0.5, 0.5]
composition, b) Normalized Gibbs energy variation as the mixture composition is varied,
c) same as b) with some reference lines to help the discussion in the text and d) trend of
the phase fraction β.
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CH4 mole fraction in Fig. 45(b) and (c) with some reference lines to help the following
discussion. Again the best agreement is obtained for PR EoS for the same reason. This
plot represents the Gibbs energy variation from the initial state (two species separated) to
the final state (single-phase mixture) as the amount of methane is changed. At each point
of this curve, a tangent line can be defined, however a TPD line is the loci that connects
the possible minima of this function. There are 2 possible tangent planes connecting all the
minimum Gibbs values located at A,B and C. Since the plane connecting A with B along
the liquid branch shows a Gibbs energy value which is above it, the mixture is unstable if
considered liquid only and therefore it splits in a liquid-liquid way. The previous example
of the TPD for X = [0.5, 0.5] in Fig. 45(a) is contained in this loci. On the other hand,
the plane connecting A with C is a fake VLE because there is a region (around B) where
the Gibbs energy is below the plane, which would indicate stability. Similar discussion fol-
lows for the branch between B and C. Point B cannot connect C without crossing ∆Gmix,
therefore a specific point B’ must exist in between B and C such that by connecting B’ with
C, the ∆Gmix lies completely above the plane, indicating phase instability and therefore
split. To summarize: a plot of the ∆Gmix of mixing between state 1) species considered
separately and 2) species considered in the mixture, where mixture is always assumed single
phase indicates that: the region where XCH4 ∈ [0, A] will have a stable liquid mixture, the
region where XCH4 ∈ [A,B] has an unstable liquid mixture, which will split in 2 phases
(liquid+liquid, LLE), the region where XCH4 ∈ [B,B′] will have a stable liquid mixture,
the region where XCH4 ∈ [B′, C] will have both (single) gas and liquid unstable phases,
therefore it will split in a gas+liquid (VLE) mixture and the region where XCH4 ∈ [C, 1]
will have a stable gas phase mixture. This behavior is readily observable in the trend of
β provided in Fig. 45(d), where the locations A,B,B’ and C are directly translated in a
specific behavior of phase stability (β zero or one) or instability (β between zero and one).
Note that the central region where β ∈ (0, 1) is actually a liquid-liquid equilibrium for the
reasons explained above. Another validation is performed in a point-wise manner for given
mixtures and conditions, still reported in [170]. Basically, equilibrium calculations using
the Tp and corresponding β are computed. Two types of mixtures are considered: (A) a
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Table 17: Results for (A) and (B) mixtures.
mixture T [K] p [bar] composition (X) stable? (Y/N) β - PR-MR1 β Qiu et al. [170]
(A) 220.0 60.8 (0.9, 0.1) Y (gas) 1.0 1.0
(A) 220.0 60.8 (0.8, 0.2) N 0.9710 0.9701
(A) 220.0 60.8 (0.7, 0.3) N 0.5708 0.5695
(A) 220.0 60.8 (0.57, 0.43) N 0.0505 0.0488
(A) 220.0 60.8 (0.4, 0.6) Y (liquid) 0.0 0.0
(B) 310.95 76.0 (0.1488, 0.2991, N 0.4959 0.504
0.0494, 0.5027)
(B) 380.35 129.3 (0.1496, 0.3009, N 0.499 0.4936
0.0498, 0.4997)
CH4-CO2 mixture and a CH4-CO2-H2S-H2O mixture. The relevant parameters used for
these tests are summarized in Tab. 16. The results of phase-stability and phase-split are
shown in Tab. 17. Results are satisfactory and thus provide the conclusion of the correct
implementation of the Tp solver with phase stability (TPD) analysis.
3.5.2 Gibbs free energy for a mixture that forms VLE
A second example to provide validation of the VLE framework is given by Fig. 46 already
used in Sec. 2.2.2 for model discussion purposes only. Figure 46(a) shows the isotherm VLE
diagram for the N2/C6H14 mixture at T = 377.9 K. The VLE curve in black represents
the loci of the point where the transition between the single-phase and the multi-phase
conditions occur. Inside the VLE curve (dome), two phase condition exists, that is β ∈ (0, 1),
whereas outside the VLE dome a single phase condition exists, that is β = 0 or β = 1 for
liquid and vapor, respectively. A reference isobar is taken at 10 MPa which intersects the
VLE curve at two points: the dew point (transition from liquid to VLE) and the bubble
point (transition from VLE to vapor). Along this line, the compressibility factor Z and the
Gibbs free energy are computed according to the analytic model discussed in Sec. 2.2.2 with
and without VLE. Figure 46(b) shows the diagram of the compressibility factor along the
reference isobaric line. While the VLE and the non-VLE solutions agree identically outside
the VLE dome, they show disagreement within the VLE region due to the effect that β has
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Figure 46: a) VLE diagram of the N2C6H14 mixture for various iso-therms at different
pressures. Reference dotted data is taken from [45]. Horizontal black dashed line indicates
the iso-baric reference line at 10 MPa. b) Compressibility factor plotted along the iso-baric
line of 10 MPa as a function of the nitrogen mole fraction. The result is showed with and
without the VLE model. c) Mixture Gibbs free energy as function of the compressibility
factor along the same iso-baric reference line of 10 MPa computed with and without the
VLE model. d) Phase fraction (β) colormap diagram of the mixture VLE loci at 377 K.
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on the definition of density through Eq. (2.2.34), and therefore Z through Eq. (2.2.3). As
one can already guess, this difference within the VLE region will have an impact on all the
rest of the thermodynamic properties. This will be the subject of Chap. 4.
Next, if one plots the Gibbs free energy along the curve of Fig. 46(b), the picture of
Fig. 46(c) is obtained. As desired and expected, the Gibbs free energies match outside the
VLE dome (note the zoomed inset), while inside the VLE dome the one computed with the
VLE model always lies below the corresponding value computed with the non-VLE (single-
phase) model. This result indicates not only the correctness of the results, but also indicates
that the most stable solution, i.e.the VLE solution needs to be chosen in this situation. As
a consequence, the consistent thermodynamic model for all the thermodynamic properties
discussed in Sec. 2.2.2 needs to be followed.
Another interesting point to add is the relevance of the definition of β outside the VLE
dome. In analogy with a single-component case, there is no real phase distinction in the
super-critical regime. The same happens for mixtures. The liquid β = 0 and the vapor
β = 1 regions in Fig. 46 must merge at some location above the VLE dome, however there
is no real criterion for it. For this work, the criterion of Z∗ = ΩBmp/RuT is chosen. If
the local compressibility is Z > Z∗, the mixture is considered in its vapor-like state and
therefore “labeled” with β = 1, otherwise it is declared in its pseudo-liquid state and β = 0.
Here Ω = 2.5 has been chosen. Figure 46(d) shows the colormap of the β field corresponding
to Fig. 46(a). The color yellow indicates the β = 1 state, while the color purple indicates
the β = 0 state. It should be noted that this distinction would not make any difference in
the results, nor the conclusions. However a more rigorous criterion, perhaps based on the
Widom line criterion can be added to the list of future work.
3.5.3 Solution of the ERHO problem
In this section, the solution of the ERHO problem is discussed. In this case, the N2/CH4
mixture is considered, for which the VLE diagram is reported in Fig. 47. Reference data is
taken from [24]. If the reference composition of X = [0.5, 0.5] is considered, two reference
thermodynamic states are identified, namely point A at T = 150 K, p = 3 MPa and
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Table 18: Relevant thermodynamic mixture properties for the N2/CH4 VLE diagram of
Fig. 47 at the two reference points A and B.
T [ K ] p [ MPa ] Z [ - ] ρ [ kg/m3 ] e [ kJ/kg ] β [ - ]
Point A 150.0 3.0 0.395 134.06 -2070.491 0.538
Point B 150.0 4.5 0.187 424.74 -2130.904 0.0
point B at T = 150 K, p = 4.5 MPa, respectively. Clearly, point A lies inside the VLE
dome, whereas point B lies outside. With the construction of Fig. 47 all the properties are
known, specifically density and internal energy are known. These are reported in Tab. 18
along with other relevant properties. Starting from the known values of density and
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Figure 47: VLE diagram of N2/CH4 at fixed temperature of 150 K for a range of pressures
and amount of nitrogen in the mixture.
internal energy, the corresponding ERHO problems can be run for both points A and B
to recover the initial conditions of T and p. The algorithms are started from T0 = 420 K
and p0 = 9 MPa, respectively to mimic the solution of a condition that is very far from the
target state. Figure 48 shows the residuals trajectories of a) internal energy and density
for point A. In the picture, four trajectories are represented for the ERHO problem: i) the
analytical model with VLE, ii) the numerical model with VLE, iii) the analytical model
with accelerated strategy with VLE and iv) the non-VLE model treated as single phase
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0.20Initial Guess ε = 0.38
Solution ε = 0.00
Initial Guess non-VLE ε = 0.35
Solution non-VLE ε = 0.00, p= −1.28 MPa
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Solution non-VLE ε = 0.00, p= −1.28 MPa 












(b) Density residual - Point A
Figure 48: a) Internal energy and b) density residuals 3D trajectories in the thermodynamic
space as the ERHO algorithm advances iterations using different models for point A.
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Figure 49: a) Internal energy and b) density residuals as a function of the number of
iterations for the different models for point A.
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0.20Initial Guess ε = 0.38
Solution ε = 0.08
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Solution ε = -128.76 









(b) Density residual - point B
Figure 50: a) Internal energy and b) density residuals 3D trajectories in the thermodynamic
space as the ERHO algorithm advances iterations using the dual-variable algorithm for point
A when the non-VLE model is forced to work.
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In ernal energy error vs number of i era ions
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Density error vs number of iterations
non-VLE dual iter.
(b)
Figure 51: a) Internal energy and b) density residuals as a function of the number of
iterations using the dual-variable algorithm for point A when the non-VLE model is forced
to work.
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algorithm. All of the above have been discussed in Sec. 3.4.3. To facilitate the comparison,
the solution is placed on the respective residual surface that is drawn in its neighborhood.
Based on these pictures, the following conclusions can be drawn:
• there is not much difference in terms of trajectory between the analytical model and
the analytical model with acceleration technique, however this does not mean that
they converge with the same speed. More insights are given later on this;
• the numerical model shows some differences in the residual trajectories. There are
also performance differences which are discussed more next;
• while both the numerical and the analytical models treated with VLE thermodynamics
show convergence, substantial difference is observed in the non-VLE model treated
as single-variable algorithm. First, the initial residual in internal energy is different
because for fixed Ê, the corresponding value of E is different and so the residual. This
is not observed in the density residual because density is not treated in the single-
variable iteration, hence it remains fixed at the known state: ρ ≡ ρ̂ at each iteration,
because the iteration is conducted on temperature only. For this model, both final
states show convergence, however while the temperature convergences to a somewhat
physical value (T ∼ 96 K in Fig. 48(a)), the corresponding pressure computed with
Eq. (2.2.67) provides a negative value. This indicates that the non-VLE model as
a single-variable iteration finds a solution as per the residual minimization, however
that solution is wrong and nonphysical. Note that the pressure for the present case
is maintained fixed at the initial value p0 throughout the algorithm iteration because
pressure is not involved. After the internal energy residual is minimized, a sudden
jump is observed in the trajectory in Fig. 48(b) due to the application of Eq. (2.2.67).
The above arguments are confirmed by the plots in Fig. 49.
A test about the performances of the non-VLE solution algorithm treated as a double-
iteration method is illustrated in Fig. 50 and Fig. 51. In contrast to the single-iteration
strategy, this method does not show convergence at all, and instead keeps on oscillating
around the minimum residual targets. This strategy would simply recover the last state
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obtained when the maximum number of iterations is hit, obviously still providing an er-
roneous solution. To complete the discussion, Fig. 52 and Fig. 53 show the same test
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(b) Density residual - point B
Figure 52: a) Internal energy and b) density residuals 3D trajectories in the thermodynamic
space as the ERHO algorithm advances iterations using different models for point B.
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Figure 53: a) Internal energy and b) density residuals as a function of the number of
iterations for the different models for point B.
conducted on point B starting from the same initial guess as point A. It is interesting to
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realize that the two residuals at the first iteration are still different between the single- and
dual-variable algorithms, even if the initial point is a non-VLE state. The reason is due
to the difference in the functional dependency of the internal energy and density in both
methods. While ρ = ρ̂ and E = E(ρ̂, T,X) is the functional dependency in the single-
variable iteration, ρ = ρ(T, p,X) and E = E(ρ, T,X) is the functional dependency in the
dual-variable iteration. For this reason, even at the first iteration, where T and p are the
same in both algorithms, ρ is different and hence the internal energy residual is different
too. Nevertheless all the methods converge to the same, correct solution. It is important to
underline the fact that in this case, the difference in the number of iterations between the
single- and the dual- variable iteration methods is huge as shown in Fig. 53(a), making the
use of the dual-variable iteration a waste of computational resources. However, one should
keep in mind that as the dual-variable iteration method is mandatory in case of VLE occurs,
its applicability is strictly tied to whether or not the final state (or even the states that
occur in between the initial guess and the final solution) are VLE states or not. In fact,
as it has been proven by the previous discussion that the single-variable approach would
fail to produce correct results in case VLE appears, it is extremely difficult to know exactly
when to use it during a VLE calculation because the discriminant condition is exactly the
subject of the algorithm calculation and therefore it is unknown a-priori. For example, one
can use the previous knowledge of T and p and β to guess whether the new values of E
and ρ pertain to a VLE state or not by setting a threshold in T above which the non-VLE
solution is automatically assumed. However, this choice is somewhat arbitrary and can
produce errors if it fails to be satisfied during the computation. Another alternative is to
exploit the 0D computations as in Fig. 47 to compute and store a-priori the values of E and
ρ and compare these to the actual values Ê and ρ̂ at the beginning of the ERHO problem
to select which algorithm to use. However this approach has also its own limitations. First,
pre-computing the values of E and ρ from Fig. 47 is not an easy task as in that figure
T is maintained constant as parameter. Varying both p and T within a certain range of
interest would still represent a non-trivial task to perform, especially due to the resolu-
tion of both variables which can represent another sensible parameter for the simulation.
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Another limitation is that this analysis would be relatively simple for two components. If
more than two components are of interest, the number of independent variable increases
with an associated difficulty to a) produce the pre-computed results within a certain ther-
modynamic region and b) access these pre-computed data during the simulation. While all
these argument can be important hints for future work investigations, in the present work
the choice is made upfront once by selecting whether the VLE model is used or not. If the
VLE thermodynamics is chosen, the double-iteration algorithm is used everywhere unless
a single-component state is detected. If the non-VLE method is chosen instead, the single-
variable iteration method is used everywhere. In order to mitigate the effect of slowness of
the double iteration method in the regions where it is not really needed, an investigation
on the parameters that rule the algorithm is made. Table 19 shows the results obtained for
the ERHO problem conducted on point A. The results are shown in terms of number of
iterations and run-time execution for the various double-variable iteration methods. The
initial condition is still chosen to be 420 K and 9 MPa respectively and an overall tolerance
method of 1e-4 is fixed for all cases (see Algorithm 13). Two “macro” cases are investigated.
The difference is the parameter λ that regulates the solution update with the line-search
method as per Eq. (3.4.12). Case 1 uses a value of 0.1, while Case 2 uses 0.9. Within
each case, sub-cases are investigated by also varying the maximum increment in pressure
∆pmax and temperature ∆Tmax allowed by the line-search method (cf. Eq. (3.4.12)), as
well as the initial increments ∆T0 and ∆p0 used to start the algorithm. Regarding the
algorithms, the fully analytical (developed in this work), the fully numerical of [25] and the
fully analytical with the acceleration technique discussed in Fig. 44 with specific parameters
stated accordingly are used. Results indicate that λ and ∆pmax, ∆Tmax play a big role in
the convergence acceleration (it is highlighted the fact that ∆p0, ∆T0 turned out to be
not as important as ∆pmax, ∆Tmax because they are only used at the first iteration). By
varying these parameters a considerable decrease of the number of iterations, as well as the
computational time can be achieved. Moreover, application of the acceleration technique
offers an additional speed-up, making it attractive to be used in combination with the fully
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Table 19: Performances of the solution of the ERHO problem for point A of Fig. 47 using
different parameters of the line-search method for the solution update and different dual-



























































































































































































































































































































































































































































































































































































































analytical method. The present algorithm represents the best compromise made for this
work and therefore it will be used for all other simulations unless specified differently.
3.5.4 Solution of the PRHO and TRHO problems
The treatments of the PRHO and TRHO problems are similar to the ERHO problem
discussed in the previous section, with the exception that these are intrinsically single-
variable iteration algorithms and therefore there is no issue with respect to what algorithm
to use. However, some of these have the analytical solution as discussed in Sec. 3.4.2,
which is only mathematically possible in the regions that do not have VLE. Similarly to
the discussion made for the ERHO problem, there is no generic criterion to be able to
choose which route to take (whether the analytical- non VLE or the numerical-VLE) with
100% of certainty. Obviously if the state to be sought is a VLE state there is no choice
but the single-variable numerical algorithm, however using the analytical formula in the
non-VLE region would definitely be beneficial from a performances point of view, but risky
in case a VLE solution is the target state because errors will occur as showed next. For
the same reason, starting the single-variable iteration method from the analytical solution
is also a dangerous approach. For these reasons, in order to be consistent with the choice
made for the ERHO problem, for the present work the single-variable numerical method
is always chosen when the VLE option is turned on, unless a single-component state is
found during the solution. Improvements of the present method and how to come up with
a more efficient but reliable strategy to detect which method to choose in advance will be
left to future studies. Nevertheless it should be noted that the single-variable iteration of
the PRHO problem is much cheaper than the dual-variable iteration of the ERHO problem,
which really represents the bottleneck form a performance point of view and thus it puts
considerable amount of limitations on the use of fully conservative (or hybrid) schemes,
where this type of method cannot be avoided in the transition form the conservative to the
primitive variables.
With the goal to demonstrate the importance to take into account VLE in the solution of
a thermodynamic problem that has VLE as target state, the following example is made.
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First, the VLE diagram of N2-C6H14 is represented again in Fig. 54, this time with different
isotherms [226]. Next, two different compositions are chosen from Fig. 54(a) namely X∗ =
[XN2 , XC6H14 ] = [0.5, 0.5] and X∗∗ = [0.95, 0.05] and both pρ and Tρ problems are explored.
For the Tρ problem, the conditions of X = X∗ and X = X∗∗ are selected in Fig. 54(a)
and both density and pressure for each isotherm are recorded along these lines. Then,
using the inputs of temperature and density, pressure re-calculation is attempted using
both a VLE and non-VLE based Tρ problem. Similarly for the pρ problem X = X∗ and
X = X∗∗ in Fig. 54(a) are selected and pressure and density are recorded for each isotherm
along these. Then re-calculation of T out of p and ρ is attempted with an PRHO problem
with and without the use of VLE. The results are shown in Fig. 55 and Fig. 56. For
X = X∗ strong departures of the recomputed pressure and temperature from the reference
values are observed. These also include negative values of pressures for the smallest value
of temperature. As the mixture temperature increases, the error reduces in both cases,
as expected, since the VLE effects reduce and thus a calculation with a non-VLE based
algorithm becomes close to the actual solution. On the other hand for X = X∗∗ much
smaller errors are observed for both cases. This is because the mixture is mostly made of
N2, which, even at 310 K has gaseous properties, hence minor VLE conditions occur again.
It is interesting to note that for the erroneous values of p and T the curve shape is wake-
like, with the two extremes that match the real non-VLE conditions. This is not surprising
since it is the same behavior observed in case of a single component Tρ problem, shown
in Fig. 54(b) for N2, where wave-like solutions occur within the VLE dome with different
levels of errors in the computed pressure, unless an auxiliary method is used to replace
the EoS based pressure, as for example the Antoine equation for the saturation pressure
as discussed in Appendix E. This occurs because of the impossibility by the EoS in form
of Eq. (2.2.67) to predict discontinuities in the derivatives, which is required by the phase
boundaries.
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T = 115 K (non-VLE)
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Crit. point
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Figure 54: (a) Solid lines: isothermal VLE diagram for the present mixture for a range of
pressures as a function of the N2 mole fraction. Dots (•): comparison taken from [45, 164].
Colored domes indicate the regions where mixture forms VLE, while outside the domes,
single phase is found (either vapor or liquid). (b) Tρ problem for N2 with and without VLE
information, which is provided using Antoine’s equation (see Appendix E) [46].
3.6 Summary
In this chapter, extensive evaluation of the numerical methods used for the present ther-
modynamic model have been discussed and analyzed from both physical and numerical
perspectives. The presented material partly addresses the items listed in Objective 2.
The most important results obtained from this analysis are:
• the origin of the pressure oscillations due to the errors in the spatial and temporal
discretization and their relationship with the EoS;
• adaptation of the Double-Flux method to VLE thermodynamics;
• the selection of the hybrid scheme switch parameters between the FC and QC scheme
based on the compromise between an acceptable level of pressure fluctuations and
numerical dissipation introduced;
• the introduction of a new method to compute temperature out of density, pressure
and composition in a consistent manner with VLE thermodynamics;
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(b) pρ problem
Figure 55: (a) Constant temperature-density and (b) constant pressure-density diagrams
for X = X∗ = [0.5, 0.5]. Solid lines (—) in the legend indicate the reference solution
extracted from Fig. 54. Dashed lines (- -) indicate the non-VLE solution, while symbol (N)
indicate the VLE solution.
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T = 488 K
(b) pρ problem
Figure 56: (a) Constant temperature-density and (b) constant pressure-density diagrams
for X = X∗∗ = [0.95, 0.05]. Solid lines (—) in the legend indicate the reference solution
extracted from Fig. 54. Dashed lines (- -) indicate the non-VLE solution, while symbol (N)
indicate the VLE solution.
• the characterization of the numerical algorithms used for the resolution of thermody-
namic problems involving VLE and their impact on performances;
• the crucial importance to adapt the thermodynamic problem to VLE in case a target
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VLE state is sought in order to avoid the occurrence of nonphysical states.
The above points highlight the fact that the simulation of super-critical mixtures can suffer
two distinct problems, both leading to the same result of non-physical states. One is related
to the numerics only and shows the occurrence of nonphysical pressure and temperature
oscillations because the error introduced by the numerical differentiation is fed into the EoS
which can amplify it given its stiff nature in regions of high-density gradients. The second
can also provide errors in the thermodynamic state, both in temperature and pressure if a
VLE state is not treated as such during the resolution of inverse thermodynamic problems.
For these reasons, both of these issues must be addressed and as the numerical experiments
treated in this chapter show, fixing one does not fix the other. This point has even more
insights which will be addressed in Chap. 5.
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Chapter IV
RESULTS: ZERO-DIMENSIONAL (0D) THERMODYNAMICS
In this chapter, the results for the zero-dimensional (0D) thermodynamics are provided and
discussed. The ultimate goal is to compare different thermodynamic models and prove the
existence of different, sometimes substantially, outcomes if multi-phase equilibrium thermo-
dynamics is ignored or accounted in a simplified manner. Different mixtures with increasing
complexity are analyzed and discussed by providing the results for all the thermodynamic
properties discussed in Sec. 2.2.2 as well as their effect on the mixture transport properties
according to the models discussed in Sec. 2.3.
For all the derivatives required by the single- and multi-phase thermodynamics the GCEoS
model is used. The EoS models and the MR models are those listed in Tab. 4 and Tab. 3,
respectively. Although the baseline EoS-MR model considered throughout the present work
is the PR-3 model, some evaluation of the effects of the other combinations is also discussed
in this chapter with important conclusions.
For the thermodynamics model, the following results will refer to three models labels as
follows:
1. “VLE”to indicate the multi-phase equilibrium model presented in Sec. 2.2.2;
2. “non-VLE”to indicate the single-phase model, that is the one that selects the phase
based on the minimum Gibbs free energy criterion of Appendix A;
3. a hybrid, approximate method that is referred to as “frozen VLE”. This method
is made of two steps: one “exact” step which consists of the calculation of VLE
identically to method 1) and a second step which uses the same analytical deriva-
tives of Sec. 2.2.2 in the VLE region, but it assumes that all the VLE derivatives,
such as (∂β/∂T )p,X, (∂β/∂p)T,X, (∂MV /∂T )p,X, (∂ζi/∂p)T,X,ζi are zero. This means
that “total” derivatives match with frozen derivatives as for example (∂Eη/∂T )p,X ≡
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(∂Eη/∂T )p,X,ζ related to Eq. (K.0.44). This applies to all the mixture, as well as
phase properties discussed in Sec. 2.2.2. This approach leads to the calculation of
some thermodynamic properties in the VLE by merely blending phase specific prop-
erties as Σ = βΣV + (1− β)ΣL, where Σ, ΣV and ΣL represent the generic property
in the mixture, vapor phase and liquid phase, respectively. A proof of this statement
is given in Appendix C;
A final note is made on the evaluation of partial molar quantities which can be performed
with exact (Eq. (2.2.53) and Eq. (2.2.63)) and approximate (Eqs. (3.4.16)–(3.4.17)) for-
mulas. The first approach is associated to the “VLE” model in order to be consistent with
the fact that all the properties are consistent with thermodynamic laws, whereas the sec-
ond approach is associated with the “frozen VLE” method. Note that approximation of
Eqs. (3.4.16)–(3.4.17) does not necessarily imply the frozen VLE assumption as these are
independent simplifications. Nevertheless they are both lumped together under the “frozen
VLE” method in order to avoid unnecessary multiplication of terminology. Concerning
the “non-VLE” model, the exact single-phase formulas, such as those listed for GCEoS in
Sec. M.4 are employed.
This chapter is organized in the following way: for each chosen mixture, the VLE diagram
is first computed and validated against available data published elsewhere. Next, a combi-
nation of iso-composition, iso-thermal and/or iso-baric lines are identified in the diagram
and specific properties are computed along these using the different thermodynamic models
listed above.
4.1 Binary mixture # 1: N2/CH4
4.1.1 VLE diagram and main properties
The first binary mixture considered is N2/CH4. First, the 3D VLE diagram is provided in
Fig. 57(a) along with iso-thermal slices, separately displayed in Fig. 57(b). The red and
blue shaded areas in Fig. 57(a) represent the VLE dome boundaries where the mixture
pseudo-phase is considered vapor-like or liquid-like, respectively. The pseudo transition
here is considered to happen at the condition where Z∗ = 2.5Bmp/RuT as introduced in
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Figure 57: a) 3D VLE diagram for the N2/CH4 mixture. The three iso-thermal VLE domes
are the same represented also in (b) where dots represent data taken from [24]. Dashed
and dotted lines indicate the iso-composition and the iso-baric conditions along with data
is analyzed further.
 
T = 130 K - MR = 3
T = 130 K - Ref. Data
T = 150 K - MR = 3
T = 150 K - Ref. Data
T = 170 K - MR = 3
T = 170 K - Ref. Data
Sec. 3.5.1. The thermodynamic models are evaluated along iso-composition and iso-baric
lines sketched in Fig. 57(b).
Figure 58 shows the iso-composition properties of the mixture taken at different amount of
N2 according to Fig. 57(b). Each variable here is able to show different features and therefore
the importance of the fully analytical VLE model. For example the β field shows that the
variations with respect to the pressure (and indirectly temperature) can be much different
as the composition is varied. Particularly, despite the monotonic decreasing trend observed
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T = 130 K - VLE
T = 130 K - non VLE
T = 130 K - froz. VLE
T = 150 K - VLE
T = 150 K - non VLE
T = 150 K - froz. VLE
T = 170 K - VLE
T = 170 K - non VLE
T = 170 K - froz. VLE
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(a) XN2 = 0.2
















(b) XN2 = 0.5
















(c) XN2 = 0.8
 
T = 130 K - VLE
T = 130 K - non VLE
T = 130 K - froz. VLE
T = 150 K - VLE
T = 150 K - non VLE
T = 150 K - froz. VLE
T = 170 K - VLE
T = 170 K - non VLE
T = 170 K - froz. VLE
Figure 58: Iso-composition results for the N2/CH4 mixture. Variables are organized
column-wise with respect to the fixed amount of N2 mole fraction. Variables labeled as
(·)× 10x indicate that the represented data is multiplied by the factor 10x.
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in all cases, the first derivative with respect to the pressure can change drastically, up to the
point where the second derivative changes sign for the XN2 = 0.5 case. This is immediately
visible in the (∂β/∂p)T,X (and (∂β/∂T )p,X) pictures. This has a huge consequence on all
the thermodynamic variables that use these derivatives, depending on whether the VLE or
the frozen VLE model is used. While the disagreement between the VLE and the frozen
VLE model in (∂p/∂ρ)T,X and c is somewhat less pronounced with a higher error occurring
near the phase boundaries, the error for cp, αp and κT is huge, with trends that are also
drastically different. For example in cp, the frozen VLE model cannot take into account for
sudden jumps near phase boundaries because of the fact that (∂β/∂T )p,X is assumed to be
zero, however when multiplied by (EV − EL) according to Eq. (2.2.38) it introduces a big
effect, which is not taken into account in the frozen VLE case. This is also true because
the approximation (∂ρ/∂T )p,X ≈ (∂ρ/∂T )p,X,ζ and similarly for other involved derivatives
is made in the frozen case.
In all cases, the no VLE model performs poorly in the 2-phase region, with the tendency
to produce nonphysical discontinuities in the variables and their derivatives. This is due to
the fact that the minimum Gibbs criterion suddenly jumps between the phases and selects
a completely different compressibility root, as visible in the Z pictures. This choice creates
a discontinuity that reflects in all variables and that does not exist in the VLE case where
the fields of β and Z are continuous, with discontinuous first derivatives at the phases
boundary. Finally, in the single-phase regions all the models agree as expected because all
the mathematical assumptions match with the real physics being computed. Figures 59–61
show relevant mixture variables obtained along the iso-baric lines according to Fig. 57(b)
where analogous observations can be made. One interesting feature to observe is the trend in
the compressibility factor in Fig. 59(e). While the green line at T = 170 K for the non-VLE
case shows a discontinuity, the curve for the same model at 150 K is not discontinuous but
smooth. Nevertheless a difference still persists between the non-VLE model and the VLE
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T = 130 K - VLE
T = 130 K - non VLE
T = 130 K - froz. VLE
T = 150 K - VLE
T = 150 K - non VLE
T = 150 K - froz. VLE
T = 170 K - VLE
T = 170 K - non VLE
T = 170 K - froz. VLE
Figure 59: Iso-baric results for the N2/CH4 mixture. Variables: β, Z and dβ/dp.
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T = 130 K - VLE
T = 130 K - non VLE
T = 130 K - froz. VLE
T = 150 K - VLE
T = 150 K - non VLE
T = 150 K - froz. VLE
T = 170 K - VLE
T = 170 K - non VLE
T = 170 K - froz. VLE
Figure 60: Iso-baric results for the N2/CH4 mixture. Variables: dβ/dT , dp/dρ and cp.
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T = 130 K - VLE
T = 130 K - non VLE
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T = 150 K - VLE
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T = 150 K - froz. VLE
T = 170 K - VLE
T = 170 K - non VLE
T = 170 K - froz. VLE
Figure 61: Iso-baric results for the N2/CH4 mixture. Variables: c, αp and γ.
model. For the non-VLE model, the first trend occurs when two distinct real roots appear
in Eq. (2.2.70) and one of them is selected according to the minimum Gibbs energy criterion
of Appendix A. The model switches between the two roots when the energy criterion is
met, creating a physical discontinuity in the thermodynamic space. On the other hand the
second type of trend is not associated with the existence of two distinct real roots, but
only one is present. Hence, the minimum Gibbs criterion is not even invoked since there
is no choice to be made. However in both cases the VLE solution shows a different trend.
This demonstrates the fact that the presence of VLE is not associated with the case that
multiple real roots appear in the compressibility since even in the case of a single root, the
VLE algorithm may reveal the existence of a lower Gibbs energy solution associated with a
multi-phase state.
This point is important because it suggests that the VLE (or the TPD stability analysis)
should be attempted virtually always because there is no real a-priori information (not
even the fact that a single real compressiblity root exists) that can be used to bypass
the Tp problem solution of Fig. 43 and establish with 100% accuracy that VLE will not
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Figure 62: Partial molar volume (top row), enthalpy (mid row) and liquid-phase partial
molar volume (bottom row) computed along iso-composition line XN2 = 0.5 using the three
different thermodynamic models.
171
0.0 0.2 0.4 0.6 0.8 1.0




















0.0 0.2 0.4 0.6 0.8 1.0




















0.0 0.2 0.4 0.6 0.8 1.0





















 VN2  T = 130 K





XkVk T = 130 K
 VN2  T = 150 K





XkVk T = 150 K
 VN2  T = 170 K





XkVk T = 170 K
V  T = 130 K
 V  T = 150 K
 V  T = 170 K
0.0 0.2 0.4 0.6 0.8 1.0














0.0 0.2 0.4 0.6 0.8 1.0














0.0 0.2 0.4 0.6 0.8 1.0















 hN2  T = 130 K





Xkhk T = 130 K
 hN2  T = 150 K





Xkhk T = 150 K
 hN2  T = 170 K





Xkhk T = 170 K
h  T = 130 K
 h  T = 150 K
 h  T = 170 K
0.0 0.2 0.4 0.6 0.8 1.0






















0.0 0.2 0.4 0.6 0.8 1.0






















0.0 0.2 0.4 0.6 0.8 1.0























 VVN2  T = 130 K





ykVVk  T = 130 K
 VVN2  T = 150 K





ykVVk  T = 150 K
 VVN2  T = 170 K





ykVVk  T = 170 K
VV  T = 130 K
 VV  T = 150 K
 VV  T = 170 K
Figure 63: Partial molar volume (top row), enthalpy (bottom row) and vapor-phase partial
molar volume (bottom row) computed along the iso-baric line p = 4 MPa using the three
different thermodynamic models.
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form. This aspect is another consequence of the higher cost associated with this equilibrium
thermodynamics with RG EoS. Of course, one can use the assumption that for temperatures
and pressures above certain T ∗ and p∗ threshold values, VLE does not form, however these
values are problematic to be found. For simple mixtures (2 or 3 species at most), these
could be identified with some 0D studies like those presented in this chapter, however if
the mixture gets too complex, this option is difficult to apply. Furthermore, in procedures
like the ERHO or PRHO problems, the values of T and/or p are unknown a-priori and
therefore cannot be compared with any threshold value, hence assumption of VLE or non-
VLE must be done a-priori and then verified with the algorithm itself, increasing the overall
computational cost.
Figure 62 and 63 illustrate the partial molar volume and partial molar enthalpy for the
mixture as well as a selected phase obtained for the iso-composition (only XN2 = 0.5 shown)
and iso-baric (only p = 4 MPa shown) case, respectively. The pictures are differentiated
according to the thermodynamic model indicated in the label. Each picture shows the
partial molar property for each species (such as VN2), the overall mixture property (such as
V = M/ρ or V L = ML/ρL) and the thermodynamic constraint that has to be satisfied by
definition (such as
∑Ns




k = V L) at each examined temperature
according to Fig. 57(b). The goal of this is to conclude the following information: while
the thermodynamic constraint is satisfied in all conditions, the individual partial molar
properties can exhibit significant departures depending on the thermodynamic model. This
leads to the conclusion that although the model provided by Eqs. (3.4.16)–(3.4.17) can give
a reasonable estimation of the actual property, errors can be made with the computation
of energy diffusion terms as per Eq. (2.1.14). As a result, this can play an important role in
problems where such terms are dominant as for example in heat and mass transfer studies.
This conclusions is valid for the mixture, as well as specific phase properties.
4.1.2 Effect of VLE on transport properties
Figures 64 and 65 illustrate the transport properties of the N2/CH4 mixture computed along
the same iso-composition and iso-baric lines of Fig. 57(b), respectively. In the pictures, the
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dynamic viscosity, the thermal conductivity and the binary mass-diffusion coefficients DA,B
used in Eq. (2.1.16) are provided. It is emphasized that all these properties are already
computed with all the high-density corrections since the importance of accounting it has
been already discussed in Sec. 2.3. The first thing to notice is that the frozen VLE
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(c) XN2 = 0.8
Figure 64: Dynamic viscosity µ, thermal conductivity λ and binary mass diffusion coeffi-
cient DN2,CH4 computed along the three iso-composition lines of Fig. 57(b) using the three
different thermodynamic models. Data is organized column-wise with the labels (a), (b)
and (c) indicating the column of the relative composition.
model matches with the VLE model for the viscosity and the mass diffusion coefficients,
whereas differences are observable for the thermal conductivity in both pictures. This is
related to the fact that the model of Chung [31] for the viscosity and the model of Fuller
[52] with the Riazi correction [178] are only function of basic thermodynamic properties,
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(b) p = 4 MPa
Figure 65: Dynamic viscosity µ, thermal conductivity λ and binary mass diffusion co-
efficient DN2,CH4 computed along the three iso-baric lines of Fig. 57(b) using the three
different thermodynamic models. Data is organized column-wise with the labels (a) and
(b) indicating the column of the relative pressure.
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such as pressure, temperature and density. These, as already demonstrated in Fig. 59 are
transparent to the frozen VLE model which is only effective after these are computed. In
fact, since the thermal conductivity is a function of the mixture Cv (cf. Eq. (2.3.21)), a
difference exists because the VLE and non-VLE assumptions have different ways to compute
this quantity as discussed above. In all cases, the non-VLE model provides a drastically
different answer that can play a significant role if any of these parameters have a dominant
effect in a simulation.
4.1.3 Effect of other GCEoS/MR combinations
Figures 66–69 show the study performed on the different type of combinations of GCEoS-
MR presented in Sec. 2.2.3 along the iso-composition line XN2 = 0.2. The results are
showed with the VLE model only in order to reduce the amount of variables and improve
the pictures readability. The first thing to highlight is that no EoS combination with
MR-2 is able to provide any VLE diagram. The algorithm fails to converge so the phase
boundaries are not detected. This clearly identifies the MR-2 model are not suitable for
VLE calculations. The reason is hidden in the fact that this formula forces the mixing to
behave in a linear manner, whereas a non-linear representation of the non-ideal mixing is
necessary to capture the phase boundaries. For this reason, this mixing rule is discarded.
Next, another combination that does not work properly is the PR-RK with MR-4. As
illustrated in Fig. 69, the phase boundaries for this combination produces wrong results,
hence this combination is also discarded and anything else showed on the PR-RK EoS will
not contain this MR.
Overall, all the other combinations of EoS and MR worked fairly well. The major effect on
the results is certainly provided by the EoS choice itself rather than the MR. For example
the VDW EoS in Fig. 66 produces poor agreement with the reference data. This reflects in
all other properties, such as density and speed of sound in Fig. 66(b) and (c). The latter
can be easily compared with the baseline PR MR-3 combination showed in Fig. 58(a).
The RK and SRK EoS performed similarly, with good agreement of the VLE diagram and
properties compared to the baseline PR MR-3. On the MR side, very minor difference is
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observed. The MR-4 is found to be essentially overlapped to MR-1, while some very minor
differences are visible for the MR-3 model. Overall, this makes MR-4 not that attractive
because a) it cannot be applied to all the present GCEoS models and b) it comes with a
slight additional cost between 5% and 10% due to the additional number of floating point
operations involved in the calculations that are clearly visible by looking at the analytic
formulas in Sec. 2.2.3. This additional cost is not really justified since identical results
can be obtained with the other MR. Specifically, MR-1 and MR-3 perform very similar,
even from a computational point of view, where no significant difference has been observed
between the two.
The PR-RK EoS has also some controversial behavior and certainly it cannot be preferred
from a computational point of view since the substantially more floating point operations
that come with it result into a cost increase which has a baseline of 150% up to peaks of
300% compared to PR and SRK depending on the problem. Figure 69(a) shows that the
VLE diagram is more accurately represented for the 170 K, however not so well represented
for the 150 K and 170 K, especially for the lower branch of the dome.
This first analysis on the EoS seems to suggest that PR, SRK and RK with MR-1 or MR-3
are valid combinations that provide the best compromise between cost and accuracy. This
point will be also analyzed for the next binary mixture.
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Figure 66: (a) VLE diagram, (b) density profiles and (c) speed of sound profiles obtained
with the VDW EoS for the iso-composition XN2 = 0.2 case. Dotted data is taken from [24].
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Figure 67: (a) VLE diagram, (b) density profiles and (c) speed of sound profiles obtained
with the RK EoS for the iso-composition XN2 = 0.2 case. Dotted data is taken from [24].
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Figure 68: (a) VLE diagram, (b) density profiles and (c) speed of sound profiles obtained
with the SRK EoS for the iso-composition XN2 = 0.2 case. Dotted data is taken from [24].
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T = 130 K - MR = 1
T = 130 K - MR = 3
T = 130 K - MR = 4
T = 150 K - MR = 1
T = 150 K - MR = 3
T = 150 K - MR = 4
T = 170 K - MR = 1
T = 170 K - MR = 3
T = 170 K - MR = 4
T = 130 K - Ref. Data
T = 150 K - Ref. Data
T = 170 K - Ref. Data
Figure 69: (a) VLE diagram, (b) density profiles and (c) speed of sound profiles obtained
with the PR-RK EoS for the iso-composition XN2 = 0.2 case. Dotted data is taken from
[24].
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4.2 Binary mixture # 2: CH4/CO2
4.2.1 VLE diagram and main properties
The second mixture under consideration is another binary mixture with CH4/CO2. For this
mixture, interaction parameters of kij = 0.048, i 6= j are used with the PR MR-3 (baseline)
combination. Figure 70(a) shows the iso-thermal VLE diagram with reference data. In order
to avoid repetition with the previous results, for this case the analyses conducted at iso-baric
conditions are carried out, for which the respective VLE diagram is illustrated in Fig. 70(b).
Furthermore in Fig. 71 and Fig. 72 the relevant mixture properties for the iso-composition
taken at XCH4 = 0.1 (left column) and iso-thermal taken at T = 220 K (right column)
conditions are showed only, for brevity (analyses conducted onto other lines lead to the exact
conclusions). Similarly to what discussed earlier, the first derivatives of the main VLE
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(a) iso-thermal VLE (Dotted data from [240])
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Figure 70: a) Iso-thermal and b) iso-baric VLE diagrams for CH4/CO2 mixture.
 
T = 230 K - MR = 3
T = 247.5 K - MR = 3
T = 265 K - MR = 3
T = 282.5 K - MR = 3
T = 300 K - MR = 3
T = 230 K - Ref. Data
T = 247.5 K - Ref. Data
T = 265 K - Ref. Data
T = 282.5 K - Ref. Data
T = 300 K - Ref. Data
 
p = 2 MPa - MR = 3
p = 4 MPa - MR = 3
p = 6 MPa - MR = 3
p = 8 MPa - MR = 3
properties play a crucial role for the mixture thermodynamic derivatives. The departures
among the thermodynamic models observed for cp and γ are simply unacceptable and even
the error in the speed of sound between the VLE and the frozen VLE model appears larger
than the previous case and it increases as pressure increases. Other observations regarding
the no VLE model and the behavior in the single-phase regions remain the same, leading to
the same conclusions as before. The same discussion holds for the partial molar quantities
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T = 220 K
Figure 71: Iso-composition (left column) and
iso-thermal (right column) results set # 1 (ρ,
β, cv. ∂p/∂ρ and ∂β/∂T ) for the CH4/CO2
mixture.
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T = 220 K
Figure 72: Iso-composition (left column) and
iso-thermal (right column) results set # 2 (cp,
γ, ∂p/∂T , κS and c) for the CH4/CO2 mix-
ture.
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p = 6 MPa - froz. VLE
p = 8 MPa - VLE
p = 8 MPa - non VLE
p = 8 MPa - froz. VLE
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Figure 73: Partial molar volume (top row) and enthalpy (bottom row) computed along
iso-composition line XCH4 = 0.1 using the three different thermodynamic models.
as well, here displayed in Fig. 73 for the iso-composition case of XCH4 = 0.1 only, for
brevity. Analogously to the N2/CH4 mixture, some partial molar quantities are analyzed
here. The goal is to first validate the overall approach by ensuring that the thermodynamic
consistency is achieved in the VLE region and then explore the sensitivity of the various
thermodynamic models on these properties. Figure 73 shows the mixture overall partial
molar volume and enthalpy with the various models along the XCH4 = 0.1 iso-composition
line. Again the criterion used here is to plot each species partial molar quantities, their
thermodynamic constraint and the whole mixture property, separately computed with its
own formula. Again substantial differences are observed between the VLE and the frozen
VLE models, which can be quantified to be on the order of 500% or more, whereas even
larger discrepancy is observed with the no VLE model. Note that for the p = 8 MPa case,
all the three models agree because no VLE dome is intersected (cf. Fig. 70(b))
Figure 74 shows both the partial molar volumes in the liquid (top row) and the vapor
(bottom row) phases. For the full VLE model, these are given by Eqs. (2.2.57)–(2.2.58),
whereas for the frozen VLE model these are given by Eq. (2.2.64), respectively. By looking
at these results, it is easy to recognize that the same arguments made so far still apply on
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Figure 74: Liquid phase partial molar volume (top row) and vapor phase partial molar
volume (bottom row) computed along iso-composition line XCH4 = 0.1 using the three
different thermodynamic models.
the phases taken separately.
4.2.2 Effect of VLE on transport properties
For this case, the transport properties are analyzed along the iso-composition (XCH4 = 0.1)
and iso-thermal (T = 220 K) case identified in Fig. 70(b). These are given in Fig. 75 and
Fig. 76, respectively. Similarly to the conclusions drawn in the previous case, one can easily
notice that the viscosity and mass diffusion binary coefficients are not affected by the choice
of the VLE, versus the frozen VLE model, while the thermal conductivity does. In all cases,
disagreement within the VLE region can span between 50% and 500%, depending on the
model and the conditions that are considered.
4.2.3 Effect of other GCEoS/MR combinations
Effect of different EoS and MR is also investigated in this case. The numerical tests are
reported in Figs. (77)–(80), where the isothermal case of T = 220 K highlighted in Fig. 70(b)
is discussed only here for brevity. Other tests led to the same conclusions. For these cases,
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p = 2 MPa - VLE
p = 2 MPa - non VLE
p = 2 MPa - froz. VLE
p = 4 MPa - VLE
p = 4 MPa - non VLE
p = 4 MPa - froz. VLE
p = 6 MPa - VLE
p = 6 MPa - non VLE
p = 6 MPa - froz. VLE
p = 8 MPa - VLE
p = 8 MPa - non VLE
p = 8 MPa - froz. VLE
Figure 75: a) dynamic viscosity b) thermal conductivity and c) binary mass diffusivity for
the CH4/CO2 mixture at XCH4 = 0.1 using the three different thermodynamic models.
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p = 2 MPa - VLE
p = 2 MPa - non VLE
p = 2 MPa - froz. VLE
p = 4 MPa - VLE
p = 4 MPa - non VLE
p = 4 MPa - froz. VLE
p = 6 MPa - VLE
p = 6 MPa - non VLE
p = 6 MPa - froz. VLE
p = 8 MPa - VLE
p = 8 MPa - non VLE
p = 8 MPa - froz. VLE
Figure 76: a) dynamic viscosity b) thermal conductivity and c) binary mass diffusivity for
the CH4/CO2 mixture at T = 220 K using the three different thermodynamic models.
the binary interaction parameters have been tuned to match the experimental data at the
best (just like the PR MR-3 case discussed previously). These are provided in the figures
caption.
First, similarly to the observations made for the N2/CH4 case, the VDW EoS performs
poorly. Although it may be useful for other applications, this EoS is discarded for the rest
of the work. Similarly, the accuracy of the PR-RK EoS is not as high as expected (other
tested binary interaction parameters did not improve the results thoroughly), and its higher
computational cost makes it not suited for the present work. Therefore, although it may
be useful for other applications, this EoS is discarded for the rest of the present work.
The RK EoS in Fig. 78 also shows some limitations in this case. It is well known [114] that
this EoS has a lower accuracy compared to SRK or PR, mainly because of the dependency
on the acentric factor ωi, which is dropped for the RK case as visible in Tab. 4. In the
previous N2/CH4 case, this effect was not that visible because both N2 and CH4 have ω on
the order of 10−2. Since CO2 has ωi on the order of 10−1 (see Tab. 35), this effect is much
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Figure 77: (a) VLE diagram, (b) density profiles and (c) speed of sound profiles obtained
with the VDW EoS for the iso-thermal T = 220 K case. Dotted data is taken from [240].
The binary interaction parameters used in this case are kij = [0.0, 0.135, 0.135, 0.0].
more visible for the present mixture and therefore the limitation of the RK EoS is more
highlighted. For this reason, the RK EoS is dropped for the rest of the work.
Finally, SRK has performances that are very close to PR. Ultimately there is no real factor
that makes one EoS to be more preferred to the other, in fact these two are the most widely
used in the propulsion/combustion community. There is also no particular difference in
terms of computational cost since they share some sub-models (cf. Tab. 4) and therefore
code routines. In addition, the superior performance of MR-3 over MR-1 is also highlighted
through the SRK case by looking at the VLE plot of Fig. 79(a). With these arguments,
it can be concluded that either SRK or PR with MR-3 or MR-1 can be used with almost
identical outcome in terms of both accuracy and performances.
For this reason the PR MR-3 model is going to be chosen as a preferred model (mostly
because of lab history) over SRK, which again can be chosen just like PR with no much
differences in the outcome (and in fact it is now available in the CFD solver).
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Figure 78: (a) VLE diagram, (b) density profiles and (c) speed of sound profiles obtained
with the RK EoS for the iso-thermal T = 220 K case. Dotted data is taken from [240]. The
binary interaction parameters used in this case are kij = [0.0, 0.125, 0.125, 0.0].
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Figure 79: (a) VLE diagram, (b) density profiles and (c) speed of sound profiles obtained
with the SRK EoS for the iso-thermal T = 220 K case. Dotted data is taken from [240].
The binary interaction parameters used in this case are kij = [0.0, 0.048, 0.048, 0.0].
4.3 Ternary mixture: CH4/N2/C2H6
4.3.1 VLE diagram and main properties
The third case discussed is that of a ternary mixture involving species CH4/N2/C2H6. The
ternary VLE diagram for various iso-baric and iso-thermal conditions is shown in Fig. 81
along with reference data, for validation. Data is analyzed for all cases along different “test
lines” which consider only mixture composition variations. These lines are shown in Fig. 81
for reference and are obtained as follows:
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p = 2e6 MPa - MR = 1
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p = 4e6 MPa - MR = 3
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Figure 80: (a) VLE diagram, (b) density profiles and (c) speed of sound profiles obtained
with the PR-RK EoS for the iso-thermal T = 220 K case. Dotted data is taken from [240].
The binary interaction parameters used in this case are kij = [0.0, 0.015, 0.015, 0.0].
• test line 1: XN2 = 0.2, XCH4 ∈ [0.0, 1.0−XN2 ], XC2H6 = 1.0−XN2 −XCH4 ;
• test line 2: XN2 ∈ [0.0, 1.0−XCH4 ], XCH4 = 0.2, XC2H6 = 1.0−XN2 −XCH4 ;
• test line 3: XN2 = 1.0−XCH4 −XC2H6 , XCH4 ∈ [0.0, 1.0−XC2H6 ], XC2H6 = 0.2.
Since the conclusions are the same for every test line analyzed, only the results pertaining
to test line 3 are showed in Fig. 82 and Fig. 83. These correspond to the conditions of
Fig. 81(d) and Fig. 81(f), respectively. The conclusions for the present case are identical to
those discussed earlier for both binary mixtures. The scope of the present test case is simply
to demonstrate that the discrepancies between the models are not limited to the cases of
binary mixtures, but as expected, they extend to any arbitrary complex mixture that shows
VLE. One interesting difference between the results of T = 140 K and those of T = 200 K
is that in the first case, the test line 3 is initially in the liquid regime and enters the VLE
dome for larger amount of N2, while in the second case test line 3 is completely in the VLE
dome and in fact it starts with a β > 0 value for N2 close to zero (see Fig. 82, column b)).





































































































































































































































(f) p = 4 MPa, T = 200 K
Figure 81: Ternary VLE diagrams for CH4/N2/C2H6 mixture at different pressures and
temperatures. Solid blue and dashed red lines indicate the dew and bubble point contours.
Symbols are taken from [222].
For completeness, the partial molar volume and enthalpy along the test line 3 of
Fig. 81(d) and (f) are reported in Fig. 84. This time, an even complex representation
appears because of the existence of three different partial molar quantities, one for each
species in addition to the thermodynamic constraint and the mixture property. Once again,
as the thermodynamic model is changed, substantial differences are observed in the outcome.
It is also interesting to note how for test line 3 of the T = 200 K case, some thermodynamic
and transport properties (discussed later) show a good agreement between the VLE and
the non VLE case for XN2 > 0.2. This is already visible in the density plot of Fig. 82
(b) (top), where the differences between the VLE and the non VLE model for XN2 > 0.2
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T = 140 K - VLE
T = 140 K - non VLE
T = 140 K - froz. VLE
 
T = 200 K - VLE
T = 200 K - non VLE
T = 200 K - froz. VLE
Figure 82: Ternary mixture relevant proper-
ties set # 1 (ρ, β and ∂β/∂T ) analyzed along
the test line # 3 of Fig. 81 for p = 4 MPa and
varying the temperature: T = 140 K (left col-
umn) and T = 200 K (right column). These
correspond to the test line # 3 of Fig. 81(d)
and Fig. 81(f) respectively.
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Figure 83: Ternary mixture relevant prop-
erties set # 2 (cp, γ and c) analyzed along
the test line # 3 of Fig. 81 for p = 4 MPa and
varying the temperature: T = 140 K (left col-
umn) and T = 200 K (right column). These
correspond to the test line # 3 of Fig. 81(d)
and Fig. 81(f) respectively.
are less than 5%. The same difference is transferred to the transport properties µ and the
mass diffusivities showed next. The reason of this behavior is explained in Fig. 85 where
the phase densities are plotted separately for all the models. This figure shows that the
vapor contribution in density ρV is very close between the VLE and the non VLE models
as XN2 > 0.2. This means that y ∼ X for this particular condition. Therefore, as β also
increases with XN2 (cf. Fig. 82 column (b)), the importance of the liquid density contri-
bution ρL decreases in the overall mixture density balance and both models agree quite
well.
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Figure 84: Partial molar volume (top row) and enthalpy (bottom row) computed along
test line # 3 of Fig. 81(d) (T = 140 K, p = 4 MPa) and Fig. 81(f) (T = 200 K, p = 4 MPa).
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Figure 85: Investigation about the behavior of the phases densities for the T = 200 K,
p = 4 MPa case of Fig. 82f.
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4.3.2 Effect of VLE on transport properties
Transport properties are illustrated in Fig. 86 and Fig. 87 for this ternary mixture. The
conditions refer again to the test line # 3 of Fig. 81(d) and Fig. 81(f). For simplicity, mass
diffusion properties in this case are reported directly in the Hirschfelder-Curtiss approxi-
mation [70] of Eq. (2.1.16). Similar considerations made previously apply here too. Note
that the error in the transport properties that would occur between the VLE and the non
VLE method within the multi-phase region would be very high for the Fig. 81(d) case.
Conversely, for the Fig. 81(f) case, is possible to notice the agreement between the non VLE
and the VLE models for XN2 > 0.2 for the viscosity and the mass diffusion coefficients be-
cause of the reasons explained before. On the other hand, thermal conductivity also shows
differences in case Fig. 81(f) as illustrated in Fig. 87(b). Again this behavior is explained by
the dependency of λ on cv according to Eq. (2.3.21). Since cv shows discrepancies between
the VLE and the non VLE model (cf. Fig. 83 (b)), this is transferred to λ.
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Figure 86: a) dynamic viscosity b) thermal conductivity and c)-d)-e) mass diffusivity
coefficients (in Hirschfelder-Curtiss form) for the T = 140 K, p = 4 MPa case, corresponding
to Fig. 81(d)
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Figure 87: a) dynamic viscosity b) thermal conductivity and c)-d)-e) mass diffusivity
coefficients (in Hirschfelder-Curtiss form) for the T = 200 K, p = 4 MPa case, corresponding
to Fig. 81(f)
4.4 Prudhoe bay mixture
4.4.1 VLE diagram and main properties
The final mixture considered for this study is the Prudhoe bay gas [159], which consists
of 14 species involving different hydrocarbons, including CH4, as well as O2, N2 and CO2.
The VLE diagram of this mixture is provided in [159] for a constant composition reported
in Tab. 20 and by varying temperature and pressure. This VLE data is first used to
Table 20: Mixture composition in mole fractions for the Prudhoe bay gas [159].
species CH4 C2H6 C3H8 i-C4H10 n-C4H10 i-C5H12 n-C5H12
Xi 0.83331 0.096155 0.035998 0.003417 0.004585 0.0403E-2 0.0342E-2
species C6H14 C7H16 C8H18 C7H8 N2 O2 CO2
Xi 0.0046E-2 0.0003E-2 0.0001E-2 0.0002E-2 1.4992E-2 0.0008E-2 1.0738E-2
further validate the present multi-phase equilibrium model in Fig. 88(a). Next, iso-baric
lines indicated in the same picture are analyzed and compared with available data in the
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Figure 88: a) VLE diagram of the Prudhoe gas at fixed composition (dotted data taken
from [159]), b) speed of sound comparison along p = 1 MPa with different models: (—)
VLE, (– –) no VLE, (...) frozen VLE, c) Iso-baric enthalpy (cfr. Fig. 88(a)), d) speed
of sound along iso-baric lines (Fig. 88(a), dotted data taken from [159]), e) isentropic
compressibility along iso-baric lines (Fig. 88(a), dotted data taken from [139]), f) specific
heat and constant pressure (cfr. Fig. 88(a)). In b) and d) solutions are as follows: (—)
VLE, (...) frozen VLE, (– –) Wood’s equation [242]. In c) and f) solutions are as follows:
(—) VLE, (...) frozen VLE, no VLE (– –).
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literature. Figure 88(b) shows the comparison of the calculated speed of sound at fixed
pressure of 1 MPa using all three thermodynamic models (indicated in the picture legend).
While the single-phase (no VLE) model again shows very low performances for the same
reasons discussed earlier, the frozen VLE model shows acceptable results, with reasonably
good capability to capture the mixture phase boundaries. Still, an error of about 300%
is achieved for the lowest peak, which can be unacceptable, depending on the application.
Next, Fig. 88(d) displays more iso-baric curves for the speed of sound, now including ref-
erence data, the frozen VLE model and the Wood’s equation [242]. The purpose of this
picture is to essentially compare the frozen VLE assumption and the Wood’s equation.
It is apparent that the difference between the two approaches is significant and leads to
the following conclusions: a) the frozen VLE model performs much better than the simple
Wood’s correlation; given that both require the knowledge of the VLE data (i.e.β, xi and
yi), the computational cost of both models is about the same because no VLE derivatives
are required, however significant improvement can be achieved, b) the reason why the frozen
VLE model performs better compared to the Wood’s equation is related to some non-linear
terms between the phase properties that are neglected in the Wood’s correlation. These
appear to be crucial to capture the phase boundaries reasonably well, although the full
VLE model contains all the necessary information to get the correct result. More insights
between the frozen VLE assumption and the Wood’s equation are given in Appendix C.
In the same appendix, some additional explanations regarding the reason why the frozen
VLE assumption performs better on the speed of sound and not as good in the specific
heats calculation (see Fig. 88(f)) are also given. Figure 88(e) shows the comparison of
the isentropic compressibility κS with reference data computed with the different models.
Analogous discussion made for the speed of sound holds. Finally, Fig. 88(c) and (d) show
the mixture enthalpy and specific heat at constant pressure for the same iso-baric lines. It
is possible to formulate the following conclusions:
• the single-phase (no VLE) model shows the same features discussed earlier. This
model is incorrect to predict properties within the multi-phase region, as expected;
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• the frozen VLE model predicts the same value of enthalpy as the full VLE model
(lines are overlapped). This is not surprising since the multi-phase enthalpy is only a
function of the VLE variables and not their derivatives;
• on the other hand, the value of cp shows huge departures between the VLE and the
frozen VLE model, again due to the lack of representation of correct phase-boundaries
trends introduced by the VLE derivatives which are not taken into account by the
frozen VLE method. Once again this underlines the fact that with the frozen VLE
model, errors and inconsistencies can be introduced and, depending on the type of
analysis being performed, this can play a crucial role in the outcome. This will have
a consequence on the thermal conductivity (see next);
• in the real single-phase zone represented by the 8 MPa curves, all the models collapse
to a unique (correct) solution.
4.4.2 Effect of VLE on transport properties
Two examples are chosen to analyze the transport properties on this mixture, namely the
iso-thermal condition at T = 200 K and the iso-baric condition at p = 5 MPa. The results
of dynamic viscosity and thermal conductivity for these cases are showed in Fig. 89 and
Fig. 90, respectively. Identical conclusions discussed for the previous cases apply.
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Figure 89: a) Dynamic viscosity and b) thermal conductivity for the iso-thermal condition
at T = 200.
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Figure 90: a) Dynamic viscosity and b) thermal conductivity for the iso-baric condition at
p = 5 MPa.
4.5 Considerations on numerical vs analytical derivatives for the cal-
culation of VLE properties
The present VLE model discussed so far for two-phase equilibrium systems represents the
analytical version of a numerical approach initially proposed by [139] and later used by [223]
and [226]. This is the one discussed in Sec. 3.4.5. One can compute all the thermodynamic
properties in a VLE system by constructing finite differences in the thermodynamic space of
all the derivatives discussed in this work. Although consistency and correctness is achieved
[139, 223, 226], particular attention has to be given near the phase boundaries, where the
perturbation of the current VLE state to construct the numerical derivative can fall outside
the actual VLE dome, affecting the overall result of the derivative itself in an erroneous
manner. This issue is briefly pointed out in [139], and only in [226], a specific phase sensor
was proposed. Nevertheless, the sensor itself can be problem-dependent and case-specific
tuning procedure might be required upfront. On the other hand, the present analytical
model completely eliminates the issue because once the VLE is found, (β ∈ (0, 1)), the
derivatives are computed in an analytical manner, without any perturbation of the current
state.
Another advantage of the present model is related to the gain in the calculation speed
to compute all the properties. Although the present model requires substantial amount of
floating point operations, including linear system solutions with associated matrix inversions
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(see Appendix D), it is still computationally more efficient than solving for the numerical
derivatives as in [139, 223, 226] because the latter requires to solve additional VLE problems
of Eqs. (2.2.36)–(2.2.37) in the perturbed temperature or pressure states to construct the
derivatives with finite differences. To illustrate this point, Tab. 21 reports the computational
cost, in terms of time to compute all the thermodynamic properties after the solution of the
VLE problem with both the numerical [139, 223, 226] and the analytical (present) VLE
models. It is immediately clear that at least a speed up of 30% is achieved with the present
Table 21: Comparison of computational times to calculate all the thermodynamic proper-
ties between the numerical model [139] and the analytical model (present work). Data is
collected based on the mixtures considered above.
Mixture Case Details Num. points Numer. Analyt. Time
computed model [ms] model [ms] reduction (%)
N2/CH4 iso-X 0.2 T = 130 K ,p ∈ [0.1, 6] MPa 2000 43.19 27.54 -36.23
N2/CH4 iso-X 0.2 T = 150 K ,p ∈ [0.1, 6] MPa 2000 55.23 30.19 -45.33
N2/CH4 iso-X 0.2 T = 170 K ,p ∈ [0.1, 6] MPa 2000 58.53 30.79 -47.39
N2/CH4 iso-X 0.5 T = 130 K ,p ∈ [0.1, 6] MPa 2000 72.88 33.83 -53.58
N2/CH4 iso-X 0.5 T = 150 K ,p ∈ [0.1, 6] MPa 2000 91.71 36.68 -60.00
N2/CH4 iso-X 0.5 T = 170 K ,p ∈ [0.1, 6] MPa 2000 23.46 23.46 -00.00
N2/CH4 iso-p 2 MPa T = 130 K ,XN2 ∈ [0, 1] 2000 92.14 35.13 -61.87
N2/CH4 iso-p 2 MPa T = 150 K ,XN2 ∈ [0, 1] 2000 75.41 32.22 -57.27
N2/CH4 iso-p 2 MPa T = 170 K ,XN2 ∈ [0, 1] 2000 23.24 23.24 -00.00
N2/CH4 iso-p 4 MPa T = 130 K ,XN2 ∈ [0, 1] 2000 27.39 27.39 -00.00
N2/CH4 iso-p 4 MPa T = 150 K ,XN2 ∈ [0, 1] 2000 70.25 36.69 -47.77
N2/CH4 iso-p 4 MPa T = 170 K ,XN2 ∈ [0, 1] 2000 52.66 28.93 -45.06
Ternary test line # 3 T = 140 K , p = 4 MPa 2000 180.61 76.94 -57.39
Ternary test line # 3 T = 200 K , p = 4 MPa 2000 253.13 60.62 -76.05
Prudhoe gas iso-T 160 K p ∈ [0.1, 8] MPa 2000 460.36 335.54 -27.11
Prudhoe gas iso-T 200 K p ∈ [0.1, 8] MPa 2000 1209.98 675.03 -44.21
Prudhoe gas iso-T 240 K p ∈ [0.1, 8] MPa 2000 1545.95 730.33 -52.76
Prudhoe gas iso-T 260 K p ∈ [0.1, 8] MPa 2000 253.18 253.18 -00.00
Prudhoe gas iso-p 1 MPa T ∈ [140, 260] K 2000 993.88 580.04 -41.63
Prudhoe gas iso-p 3 MPa T ∈ [140, 260] K 2000 1013.89 563.43 -44.42
Prudhoe gas iso-p 5 MPa T ∈ [140, 260] K 2000 1017.69 548.64 -46.08
Prudhoe gas iso-p 7 MPa T ∈ [140, 260] K 2000 1231.07 596.13 -51.57
Prudhoe gas iso-p 8 MPa T ∈ [140, 260] K 2000 511.55 511.55 -00.00
analytical model, even in the Prudhoe gas case which contains 14 species, confirming the
advantage of the present model over the numerical model. Note that both models have the
same computational time when no VLE calculations are involved. Additional information
regarding the speed-up will be addressed in Sec. 5.1.2 and Sec. 5.2.2 where the present
thermodynamic model is attached to the CFD solver.
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4.6 Summary
In this chapter, important physical and computational details about the complete multi-
phase thermodynamic model introduced in Sec. 2.2.2 are presented. The validation is made
against several mixtures with increasing complexity using different thermodynamic mod-
els: the fully analytical VLE model, the single-phase (no VLE) model and the frozen VLE
model which does not take into account the VLE variables derivatives in the calculation of
thermodynamic properties. Separate studies on the difference EoS and MR are performed
as well. The material presented in this chapter completes the fulfillment of the requisites
listed in Objective 1.
The results show that the single-phase model does not perform well in the two-phase re-
gions as expected, therefore it should be avoided for such conditions. On the other hand, the
frozen VLE method performs much better, with primary thermodynamic properties that
match with the VLE model, however secondary thermodynamic properties, such as specific
heats and speed of sounds can show discrepancies ranging from few percent to some orders
of magnitudes, depending on the variable and the chosen conditions. These differences can
be also transferred to the transport properties, particularly the thermal conductivity.
Studies on different EoS-MR combinations reveal that the EoS model plays the biggest
role in the results compared the MR model. Particularly MR-2 (arithmetic) is found to
be useless for VLE calculations because it does not retain the intrinsic non-linear mixing
that is peculiar of the other models. The preferred EoS remain PR and SRK, which best
compromise cost and accuracy. There is no specific criterion that would prefer one to the
other because they perform very similar. The MR-4 is more expensive than 1 and 3 due
to the larger amount of floating point operation involved and it does not perform well with
PR-RK therefore it is discarded. In the end, MR-1 and MR-3 are those that seem to be
quite equivalent for practical computational purposes.
Finally, investigations on performances of the fully analytical VLE model and the corre-
sponding fully numerical model reveal a superior outcome of the present analytical model.
Speed-up of a 30% baseline is observed with all the considered mixtures, mainly because
197
multiple calculations in series of VLE problems to construct finite differences in the ther-
modynamic space is avoided.
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Chapter V
RESULTS: SIMULATION OF NON-REACTING AND REACTING
FLOWS
In this chapter, the results on the simulations of non-reacting and reacting flows are dis-
cussed. The overall goal is to investigate on the effect of VLE thermodynamics on fluid-
mechanics according to Objective 3. In addition, Objective2 is completed. To do so,
complex setups from a geometrical point of view are disregarded in this analysis for mainly
two reasons. One: the use of multi-component VLE requires very expensive calculations at a
given point in space and time; as it will be demonstrated this becomes quickly very imprac-
tical to be translated to large scales computations as they would require, with the present
implementation, an enormous amount of computational resources and time. Two: never-
theless, for the scope of demonstrating the effects of VLE thermodynamics on the flow field,
relatively simple configurations are enough, and in fact they would provide more insights
than complex configurations as a number of unnecessary complexities, such as turbulence
closure, would carry their own model uncertainty. On the other hand, simple configurations
are more manageable as parametric studies can be performed more quickly and can provide
important understanding on the resolution, numerics, thermodynamics and their non-linear
coupling.
5.1 One-dimensional (1D) advection of a multi-species contact discon-
tinuity
The first case investigated is on the advection of a simple one-dimensional (1D) contact
discontinuity made of two components. The selected mixture is N2/C6H14, already validated
for VLE in Sec. 3.5.2. The goal of this simulation is to demonstrate the independence
between the error generated by the conservative scheme, addressed by the Double-Flux
method as discussed in Sec. 3.5.2, and the error in the thermodynamic state committed if
single-phase thermodynamics is used when multi-phase conditions are expected to occur.
199
The latter was already proved for 0D thermodynamics in Chap. 4, however in this chapter,
the same argument is proven when the governing equations are solved in a region where
multi-phase conditions occur.
The viscous fluxes are turned off here with the following two goals: a) validate the effect of a
pure QC scheme over the FC scheme as done by [109] and b) demonstrate that even in a very
simple test a difference between VLE and non-VLE thermodynamics can occur irrespective
of the resolution and the numerical scheme. It is very important to underline that the goal
is not to explore the conditions under which VLE and non-VLE thermodynamics provide
the biggest difference, which in fact can be a non-trivial task to perform by itself due to the
number of variables (the space is at least three dimensional in p, T and one mole fraction)
to vary even in a binary mixture, rather to prove the existence of a difference, which is
relatively unexplored. This is in fact very important to isolate from the resolution and
scheme effects [226].
5.1.1 Case setup and results discussion
The one-dimensional domain is chosen of length L = 0.2 mm and the initial interface be-
tween the two species is positioned at x0 = 0.05 mm. The contact moves from left to
right and it is initialized with uniform pressure and velocity of p = 5 MPa and u = 50
m/s respectively. Finally, the species and temperature profiles are imposed along the x
axis using an hyperbolic tangent profile of the following form: T (x) = 0.5(TN2 + TC6H14) +
0.5(TN2 − TC6H14)tanh[(x − x0)/w], XN2 = 0.5 − 0.5tanh[(x − x0)/w], XC6H14 = 1 − XN2 ,
where w = 0.005 mm is the initial interface thickness. Two different cases are studied,
whereby the difference is on the species temperatures. Specifically for Case 1, TN2 = 350 K
and TC6H14 = 595 K is used, while for Case 2 TN2 = 293 K and TC6H14 = 479 K is used.
Inflow and outflow conditions are imposed on the left and right side, respectively.
Preliminary analysis of adiabatic (H) and isochoric (V) zero-dimensional mixing models (cf.
Sec. 3.4.4) conducted with and without VLE show the occurrence of two distinct mixing be-
haviors as shown in Fig. 91. The VLE dome corresponding to 5 MPa is also superimposed.
Observations indicate strong differences between H and V mixing models. In addition, im-
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Figure 91: Adiabatic (H) and isochoric (V) mixing lines with and without VLE ther-
modynamics at p = 5 MPa conducted for (a) case 1 and (b) case 2. VLE dome is also
superimposed with blue, dotted/dashed lines to indicate the bubble and dew curves, re-
spectively.
portant differences are observed between the VLE and the non-VLE solutions, especially for
Case 2, where the mixing occurs almost completely in the VLE dome and thus accounting
for these effects becomes more important than Case 1, where only marginally differences
are observed for the V curves only since the H curves do not intersect the VLE dome at
all. Moreover, it is clear that both VLE and non-VLE models completely agree outside the
dome, as expected.
Next, simulations are conducted for the two test cases over a total physical time of 2µs,
corresponding to the time needed by the interface to reach the final abscissa xf = 0.15 mm.
To have a direct interpretation of the 0D mixing models, both FC and QC schemes are
employed separately with and without VLE. In addition, increase the resolution using N =
128, 1024 and 8192 grid points is systematically done. The results are shown in Fig. 92 and
Fig. 93 for Case 1 and 2 respectively. Several observations and conclusions can be drawn.
Pressure deviations/fluctuations are first obtained for the FC scheme as the resolution is
coarsened. Due to the relatively small density gradient imposed across the interface for Case
1 (∆ρ = ρC6H14/ρN2 = 2.85), initial small pressure fluctuations are convected out of the do-
main and the final pressure field reaches a drifted value with respect to the true solution.
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(a) N = 128
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(b) N = 1024
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(c) N = 8192
Figure 92: Sequence of pressure p, phase fraction β, reduced temperature T∗, nitrogen
mass fraction YN2 , mixing temperature T, density ρ, speed of sound c and specific heat at
constant volume cv for case 1. Sensitivity analysis on numerical scheme, thermodynamics
and resolution is shown.
Conversely in Case 2, the density ratio is more than doubled (∆ρ = ρC6H14/ρN2 = 7.59),
corresponding to an initial density gradient that is larger over the chosen interface width.
As a result, in accordance with the observation of [109] and the discussion of Sec. 3.2.2,
pressure fluctuations are observed. These reduce as the resolution increases, eventually
leading to a complete overlap between the FC and the QC solutions. This is irrespective of
the use of VLE thermodynamics. Moreover QC solutions do not show any pressure drift,
as expected.
Next, the trends of the phase fraction β, reduced temperature T∗ = (T−TN2)/(TC6H14−TN2),
nitrogen mass fraction YN2 and additional mixing variables are analyzed across the inter-
face. The major conclusion obtained from this data is the presence of a fake VLE region
for the QC scheme at low resolution for Case 1, also in agreement with [109]. The reason
is the tendency of the QC scheme to behave as a perfectly iso-choric mixing model at low
resolutions. As a result, the mixing line enters the VLE dome for a range of N2 mole frac-
tion approximately between 0.65 and 0.85. As the resolution increases, the two mixing
lines and the other profiles tend to overlap completely. This is true for all the variables
analyzed across the interface (discrepancies can be clearly observed in all the properties at
low resolution where the fake VLE region occurs).
On the other hand, the story for Case 2 is different as in this case the solution pertains
to a real VLE condition. From a physical point of view, the profile of β provides insights
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(c) N = 8192
Figure 93: Sequence of pressure p, phase fraction β, reduced temperature T∗, nitrogen
mass fraction YN2 , mixing temperature T, density ρ, speed of sound c and specific heat at
constant volume cv for case 2. Sensitivity analysis on numerical scheme, thermodynamics
and resolution is shown.
on the VLE thickness, which almost matches the whole interface thickness due to the fact
that all binary composition lie inside the VLE dome as observable from the mixing tem-
perature curves of Fig. 91(b). Conversely, the non-VLE solution, as expected provides a
sudden change in β from zero to one, indicating the transition from pure liquid to pure gas
at another physical location. Despite the resolution increase, this difference does not vanish
and is still observed at the highest resolution of N = 8192.
Regarding the thermodynamic variables analyzed across the interface, the situation is even
more interesting. First of all the mixing temperature at low resolution almost matches the
profiles of Fig. 91. As the resolution increases all the models tend to overlap until the mixing
temperature differences are not very appreciable (∼ 10 K at most). This is actually not
very surprising because the problem under study concerns a simple interface convection,
with a temperature profile that is imposed as initial condition in all cases and it is supposed
to be transported downstream without alterations, given the fact that also diffusive fluxes
are not taken into account. Conversely, derived thermodynamic properties, i.e. properties
that are computed from the imposed temperature and pressure profiles, now show large
departures as VLE and non-VLE thermodynamics is employed. These differences can be
easily observed in density, speed of sound, specific heat at constant volume and all other
properties that use these (not shown). These differences can have a range of error up to
70%-80% and do not disappear with resolution increase, rather become more clear and
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“converged”. It is very difficult to establish a-priori the error magnitude on each variables.
For example, while the error in density is more visible for low amounts of N2 and seems
to reduce at higher concentrations of N2, this is not true for speed of sound, where the
error trend is in fact reversed. This provides a further emphasis on the non-linearity of the
problem.
This simple simulation proves that the effects of the use of Double-Flux, versus VLE ther-
modynamics are different in the simulations of super-critical mixtures and given the obvious
coupling of the two effects through the governing equations, one can influence the other in
a deceptive manner. For this reason, it is absolutely important to use the QC scheme only
in the regions where numerical artifacts would otherwise occur.
5.1.2 Performance evaluation
The previous 1D case is tested with various combination of models in order to assess the
performances. Since the previous simulations used the fully numerical PRHO problem
to reconstruct the interface states as illustrated in Fig. 31, the first test is to evaluate the
performances between the use of numerical derivatives and analytical derivatives to compute
the thermodynamic properties in the VLE region, as well as to solve all the thermodynamic
problems (ERHO and PRHO). Before doing so, a clarification is made:
1. by “numerical” model is meant all the numerical framework that does not use any
formulas derived in Sec. 2.2.2. Specifically:
• the ERHO problem is solved with the numerical Jacobian as suggested by Castier
[25]. This algorithm is given in Appendix J. Note that generally speaking
this can be used for both single- and multi-phase conditions with the relatives
drawbacks discussed in Sec. 3.4.3 and Sec. 3.5.3;
• all the thermodynamic properties in the VLE regions are computed using second-
order differentiation of the actual state as described in Sec. 3.4.5 with the relative
numerical recipe given in Algorithm 14;
• the PRHO problem is solved using the Newton method as per Eq. (3.4.10) where
the (∂ρ/∂T )p,X is the one computed with finite differences at the step above;
206
• this method (where applicable i.e.in case viscous fluxes are also taken into ac-
count), computes the partial molar properties in the approximate way given by
Eqs. (3.4.16)–(3.4.17).
2. by “analytical” model is meant all the numerical framework that does use all the
formulas derived in Sec. 2.2.2. Specifically:
• the ERHO problem is solved with the method described in Sec. 3.4.3 using the
analytical Jacobian computed using the VLE derivatives listed in Tab. 14 with
the corresponding analytical formulas provided in Sec. 2.2.2;
• the thermodynamic properties in the VLE region are computed using the ana-
lytical framework discussed in Sec. 2.2.2;
• the PRHO problem is again solved using the Newton method as per Eq. (3.4.10),
however this time the derivative (∂ρ/∂T )p,X is computed analytically at the step
above;
• where applicable, this framework computes the partial molar properties in the
VLE region with the exact formulas of Sec. 2.2.2.4.
Note that a first performance evaluation between the “numerical” and and the “analyti-
cal” model was already made in Sec. 4.5 for the calculation of thermodynamic properties,
leading to the conclusion that the analytical model was significantly faster for 0D calcula-
tions.
For the present purpose, the reference case is selected to be Case 2 with resolution N = 1024
points. The results are listed in Tab. 22: Table 22 shows the simulation times, in seconds,
using the various models. The top part of the table refers to the use of the SSI method for
VLE only, described in Fig. 43, whereas the bottom part of the table refers to the same
cases, where now the VLE (Tp) problem, whenever encountered, is solved with blended
SSI and full Newton method (reported in Appendix I). The switch factor is selected to be
εs = 1e− 6 over an overall algorithm tolerance of 1e− 8. A larger switching tolerance was
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Table 22: Comparison of computational times to solve Case 2 on the N = 1024 grid with
the two different numerical schemes and by using the fully numerical and fully analytical
framework for the VLE thermodynamics (top). Investigation on the use of the full Newton
method (see Algorithm I) is also done for the same cases (bottom). The switch between the
SSI and full Newton for VLE is chosen to εs = 1e− 6, while the overall algorithm tolerance
is set to ε = 1e − 8. For this latter case, the additional speed up due to the use of the
Newton method is also provided in parentheses with respect to the cases conducted with
the SSI method only.
Without full Newton for VLE
Scheme Numerical model [s] Analytical model [s] speed up [%]
Pure MUSCL 3.65E+03 7.12E+02 +80.49
Pure DF 3.11E+03 7.74E+02 +75.11
With full Newton for VLE (εs = 1e− 6)
Scheme Numerical model [s] Analytical model [s] speed up [%]
Pure MUSCL 3.10E+03 6.91E+02 +77.70 (+2.9)
Pure DF 2.76E+03 7.32E+02 +73.47 (+5.4)




















































Figure 94: Solution comparison of the 1D advection for Case 2 of Tab. 22. Results are
carried out using the FC (MUSCL) scheme only with VLE thermodynamics. The different
lines pertain to the different algorithms used to solve for VLE thermodynamics: (−) Fully
analytical VLE model, (−) fully analytical VLE model with the use of the Newton method,
(•) fully numerical VLE model, (N) fully numerical VLE model with Newton method.
Results show (a) the pressure field, (b) the phase fraction field and (c) the temperature
field.
in fact observed to lead to an increase of computational cost due to the larger number of
times where the Newton method would fail, hence SSI method would be called from scratch,
causing an overall cost increase.
It is apparent that the use of the analytical approach has superior performances over the
numerical approach with a cost saving (speed up) up to 80%. The additional use of the
Newton method for the VLE problem adds a small additional improvement around 5%.
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Figure 95: Solution comparison of the 1D advection for Case 2 of Tab. 22. Results are
carried out using the QC (DF) scheme only with VLE thermodynamics. The different
lines pertain to the different algorithms used to solve for VLE thermodynamics: (−) Fully
analytical VLE model, (−) fully analytical VLE model with the use of the Newton method,
(•) fully numerical VLE model, (N) fully numerical VLE model with Newton method.
Results show (a) the pressure field, (b) the phase fraction field and (c) the temperature
field. Both PRHO and ERHO problems have fixed tolerances of 1e − 5 with λ0 = 0.9,
∆Tmax = 100 K and ∆pmax = 0.5 MPa.
This is due to the fact that the use of the Newton method still requires significant amount
of floating point operations, such as the matrix of the fugacity derivatives with respect to
the phase molar composition and the Jacobian matrix inversion itself (cf. Appendix I).
Comparison between all the methods is displayed in Fig. 94 and Fig. 95. Final pressure,
density and phase fraction fields are represented with 100% agreement between all the ap-
proaches. All the other variables show the same agreement.
A second study is done on the performances evaluation between the use of the fully nu-
merical PRHO problem for the reconstruction of cell-interfaces thermodynamic problems
as in Fig. 31 (solved through Eq. (3.4.10)) and the use of its analytical version described
in Sec. 3.3. For this test, the thermodynamic analytical model for VLE is used only (when
applicable - i.e.when VLE thermodynamics is used). Tables 23–26 show the performances
obtained for the simulations of Case 1 and 2, by varying the interface reconstruction model
in presence of VLE only. This analysis is conducted on the different grids used earlier
(the number of processors for each grid is showed in parentheses). Data is then plotted in
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Table 23: Comparison of computational times to solve Case 1 on different grids using dif-
ferent thermodynamic models (VLE and non VLE). This data refers to the PRHO problem
solved numerically as in Sec. 3.4.2. For each grid resolution, the number of processors used
to run the case is given in parentheses. Simulation time is given in seconds.
Case 1 - Fully numerical PRHO - Eq. (3.4.10)
Scheme N = 128 (1) N = 1024 (64) N = 8192 (128)
Pure DF - VLE 2.31E+01 8.59E+01 2.37E+03
Pure DF - non VLE 2.66E+00 2.46E+01 3.24E+02
Pure MUSCL - VLE 4.94E+01 2.78E+02 7.00E+03
Pure MUSCL - non VLE 3.44E+00 2.18E+01 3.42E+02
Table 24: Comparison of computational times to solve Case 1 on different grids using dif-
ferent thermodynamic models (VLE and non VLE). This data refers to the PRHO problem
solved analytically using the framework discussed in Sec. 3.3. For each grid resolution, the
number of processors used to run the case is given in parentheses. Simulation time is given
in seconds.
Case 1 - Fully analytical PRHO - Eq. (3.3.10)
Scheme N = 128 (1) N = 1024 (64) N = 8192 (128)
Pure DF - VLE 1.24E+01 6.36E+01 1.20E+03
Pure DF - non VLE 2.90E+00 2.52E+01 3.14E+02
Pure MUSCL - VLE 4.07E+01 2.37E+02 3.45E+03
Pure MUSCL - non VLE 3.24E+00 2.01E+01 3.21E+02
Table 25: Comparison of computational times to solve Case 2 on different grids using dif-
ferent thermodynamic models (VLE and non VLE). This data refers to the PRHO problem
solved numerically as in Sec. 3.4.2. For each grid resolution, the number of processors used
to run the case is given in parentheses. Simulation time is given in seconds.
Case 2 - Fully numerical PRHO - Eq. (3.4.10)
Scheme N = 128 (1) N = 1024 (64) N = 8192 (128)
Pure DF - VLE 5.89E+01 7.12E+02 2.21E+04
Pure DF - non VLE 2.40E+00 2.28E+01 2.51E+02
Pure MUSCL - VLE 9.29E+01 7.74E+02 2.33E+04
Pure MUSCL - non VLE 3.16E+00 2.03E+01 2.95E+02
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Table 26: Comparison of computational times to solve Case 2 on different grids using dif-
ferent thermodynamic models (VLE and non VLE). This data refers to the PRHO problem
solved analytically using the framework discussed in Sec. 3.3. For each grid resolution, the
number of processors used to run the case is given in parentheses. Simulation time is given
in seconds.
Case 2 - Fully analytical PRHO - Eq. (3.3.10)
Scheme N = 128 (1) N = 1024 (64) N = 8192 (128)
Pure DF - VLE 2.02E+01 2.31E+02 7.39E+03
Pure DF - non VLE 2.65E+00 2.48E+01 2.55E+02
Pure MUSCL - VLE 4.42E+01 2.71E+02 7.56E+03
Pure MUSCL - non VLE 2.70E+00 2.35E+01 2.96E+02



















































































































Figure 96: Performances comparison on the simulations of Case 1 and Case 2 with all
schemes, thermodynamic model and PRHO solution combinations. Pictures refer to the
data reported in Tab. 23–Tab. 26.
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Fig. 96 for better comparison. For each run, the number of processors is displayed in blue
parentheses, while the speedup between the two PRHO interface models is showed for the
FC and QC scheme separately. The comparison is made on the analytical model over the
numerical model, hence a negative number actually indicates performances improvement.
When VLE is turned off, good performance improvement is observed for nearly all the FC
and QC cases. Some positive small numbers are observed as well, which may be the effect
of the additional variables communication (such as ρL and ρV ) which is still done even if
there is a single phase field everywhere. Overall, without the use of VLE, it seems that
both models are nearly equivalent from a performance point of view.
On the other hand, when VLE is used, the results show a difference. In particular all
runs show negative numbers indicating a net improvement of the analytical PRHO model
over the numerical one. This difference is even more emphasized for Case 2, where the
VLE region is more spread out and requires substantial use of the VLE-based cell-interface
temperature determination. Note that for Case 1, in the high resolution regime the case
does not exhibit VLE as known from Fig. 92, yet a considerable increase of the cost is
observed compared to the case where VLE is a-priori turned off. This is the issue discussed
in Sec. 3.4.3 and Sec. 3.5.3. When the existence of VLE is a-priori unknown, attempt to
solve the Tp problem with the SSI method (or call of the stability analysis) is mandatory,
however if the state turns out to be a single-phase one, an overall computational waste is ef-
fectively made. Methods to know VLE existence a-priori and thus select before-hand which
method to use, can be only confined to binary mixtures for which VLE diagrams are readily
available to span a 3D thermodynamic space, however for all other cases the complete SSI
approach needs to be run. As mentioned before, in this work the full approach is considered
always, assuming that no VLE information is available a-priori. Additional methods to
avoid unnecessary computations, such as feeding pre-computed VLE diagrams to the CFD
solver (for example using tabulation), can be explored in future works. For completeness,
the validation of the fully analytical PRHO model over the fully numerical PRHO model for
cell-interface temperature reconstruction are given in Sec. Q.1. It is immediate to recognize
that Figs. (155)–(156) match identically with Figs. (92)–(93).
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5.2 Two-dimensional (2D) shock/bubble interaction
A second test case is conducted on a two-dimensional domain and simulates the interaction
of a shock with a super-critical droplet. The case is schematized in Fig. 97(a). The scope
of this test case is to study the transition of the droplet interface from a VLE to a non-VLE
condition, as the thermodynamic state is suddenly changed by the shock.
5.2.1 Case setup and results discussion
For this test case diffusive fluxes are once again turned off, however the hybrid scheme
employing both the QC and FC scheme with a switch threshold of ερ = 0.3 is directly used.
The 2D domain is of squared shape with side L = 1 m and the uniform grid is discretized
using 256×256 grid points. The initial droplet is placed at the center of the square with
a diameter d = L/4. The droplet is composed of C6H14, whereas the surrounding environ-
ment is assumed to be N2. A mixing buffer thickness tM = L/15 is adopted to initialize
a mixing region between the two species using again a hyperbolic tangent profile, similar
to that used for the 1D convection case, with a width parameter w = 0.01 for the tanh
function. The initial shock position corresponds to L/10 from the left side.
The initial state of the unperturbed (u = v = 0) region is set to p = 20 MPa and T = 311
K: a condition that is expected to form VLE for this mixture according to Fig. 54(a).
On the other hand, post shock conditions are computed according to [85] and correspond
to p = 56.98 MPa, u = 266.75 m/s and T = 425.70 K with nitrogen only: this con-
dition is expected to instead push the mixture away from the VLE dome. Analysis is
conducted by taking four instantaneous snapshots corresponding to four different time in-
stants: t1 = 29.47µs, t2 = 48.92µs, t3 = 65.88µs and t4 = 92.81µs, roughly corresponding
to an interaction of the shock with 0, 25, 75 and 100 percent of the bubble (initial) surface,
qualitatively illustrated in Fig. 97(b). With these snapshots, first data is extracted in the
region confined by a nitrogen mass fraction concentration between 0.1 and 0.9. Next, a
conditional average based on the nitrogen mole fraction is performed on all the data using
20 bins. With this operation, mean and standard deviation of every property is computed
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(a) (b)
Figure 97: Schematic of the 2D shock-droplet interaction with (a) relevant dimensions and
(b) shock qualitative position at which data is analyzed. Top and bottom outlets, as well
as the inflow are treated as subsonic conditions, whereas the right outlet is treated with the
supersonic condition.
inside each bin. Results are shown in the following.
First, the data collected over the four time instants is plotted such that pressure appears
as function of N2 mole fraction and data is also colored with the phase fraction β. This
is showed in Fig. 98 along with a representation of the time sequence contour plots of the
phase fraction, pressure and temperature in Fig. 99. This first data set has been obtained
with the fully numerical PRHO problem approach described in Fig. 31. By looking at the
plots, one may observe that the points within the interface experience an abrupt change
in their thermodynamic state dictated by the post-shock conditions and its reflection with
the bubble itself due to the different impedance of the fluid states through which the shock
propagates. At the initial condition, most of the points lie inside the VLE dome, as expected
and confirmed by the envelope of the T = 310.93 K isotherm directly taken from Fig. 54.
Next, as pressure and temperature increase the interface points exit the dome, which in turn
also changes its shape, particularly reduces, as confirmed by the T = 488.40 K isotherm
also taken from Fig. 54 for reference. Next, the conditional averaged data is analyzed. Fig-
ure 100 shows density, speed of sound, temperature and specific heat at constant pressure
mean and (shaded) standard deviation within the interface at the same time instants. This
time, the plots show concurrently the results obtained with all the models: VLE, non-VLE
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Figure 98: Representation of the bubble interface thermodynamic state during the four time
instants analyzed. Symbols correspond to the different times and they are colored based on
the local value of the phase fraction β. VLE domes at T = 310.93 K and T = 488.4 K are
directly taken from Fig. 54. Symbols are scattered from the initial raw data with an interval
of 7 to improve picture readability. This data is obtained by using the fully numerical PRHO
problem solution for the temperature interface reconstruction for the VLE problem.
and frozen VLE. The results are very clear: the thermodynamic states computed with and
without VLE show large differences (up to ∼ 80% ) at t = t1 where the interaction has not
occurred yet. This further confirms the fact that using VLE and non-VLE thermodynamics
may have a strong impact on all the properties. As the shock-bubble interaction continues,
the differences tend to reduce because there is more and more region of the bubble contour
that now belongs to a non-VLE state (confirmed by Fig. 98). However, residual discrep-
ancies are still present, even in the final time instant where both solutions are expected
to completely lie in the non-VLE state. This residual error is generated by the history of
the local solution and its interaction with the fluid-mechanics. On the other hand, more
agreement is observed between the VLE and the frozen VLE results. Note that given the
fact that Euler equations are solved only, for the FC scheme, the difference between the
VLE and the frozen VLE models come through the speed of sound, for which its definition
through the (∂p/∂ρ)S derivative of Eq. (2.2.23) has a different outcome because of the





(a) t = t1 (b) t = t2 (c) t = t3 (d) t = t4
Figure 99: Time sequence contour snapshots of phase fraction β, pressure p and temperature
T . This data is obtained by using the fully numerical PRHO problem solution for the
temperature interface reconstruction for VLE.
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(a) t = t1
















(b) t = t2
















(c) t = t3
















(d) t = t4
Figure 100: From top to bottom: density, speed of sound, temperature and specific heat
at constant pressure sequence conditional averages (with shaded) standard deviations for
the four time instants. The results are for the VLE, non-VLE and frozen VLE models.
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out by Fig. 100 Regarding the QC scheme, the difference between the VLE and non-VLE
models is coupled through cp because of the calculation of γ∗ in Eq. (3.2.25), later used
to compute the internal energy in Eq. (3.2.24) and therefore everything else. Overall, the
frozen VLE model performs better compared to the single-phase (no VLE) model, confirm-
ing the observations and the conclusions already drawn in Chap. 4.
When the same problem is run with the fully-numerical PRHO problem for the tempera-
ture cell-interface reconstruction of Sec. 3.3, similar results with identical conclusions are
obtained. These results are summarized in Sec. Q.2, providing further confirmation re-
garding the validity of both approaches to reconstruct the cell-interface temperature during
the solution of the inviscid fluxes. Analogously, identical conclusions were obtained when
a 512×512 grid points domain was used (not shown), confirming the separation between
the error committed when non-VLE thermodynamics is used from the error related to the
scheme and resolution are already pointed out in Sec. 5.1.
5.2.2 Performance evaluation
The 256x256 case was simulated on 256 processors with uniform work load distribution
(same number of cells/processor). The simulation is composed of 960 iterations. The study
is performed by varying the numerical method to compute the reconstructed temperature
at the cell interface using the fully numerical or the fully analytical PRHO model and
the thermodynamic model. All the cases are run with the “analytical” model as per the
definition given in Sec. 5.1.2. The numbers in parentheses refer to the relative cost increase
with respect to the non-VLE model. For convenience, this is expressed in “number of
times” the cost of the associated non-VLE simulation. For the accelerated simulation, the
εacc = 1e5 withNacc = 5 was used. First, one can notice that the simulations conducted with
the VLE model are roughly one order of magnitude more expensive than the corresponding
ones where the single-phase thermodynamics is used. Surprisingly, the frozen VLE case
happened to be slightly more expensive than the corresponding VLE case or roughly close.
This is a bit counter-intuitive because the frozen VLE model does not perform the same
amount of floating point operations in the calculation of thermodynamic derivatives however
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Table 27: Comparison of computational times to solve the 2D shock/bubble interaction
using different numerical/thermodynamic models. The main comparison (row) is made
on the method to reconstruct the temperature at cell interface using the fully numerical
approach PRHO approach of Fig. 31 or the fully analytical PRHO approach of Sec. 3.3.
The second criterion (column) is the thermodynamic model ranging from the non-VLE to
the frozen VLE, to the full VLE models. Investigation is also made on the use of the ERHO
problem acceleration technique discussed in Sec. 3.5.3 when it is coupled with the full VLE
model. Additional results for the present analyses are given in Sec. Q.2.
Simulation runtime [s]
non-VLE frozen VLE VLE VLE+ERHO acceleration
fully numerical PRHO 106 1223 (11.5×) 1145 (10.8×) 1021 (9.6×)
fully analytical PRHO 65 521 (8.0×) 531 (8.1×) 489 (7.5×)
a more detailed analysis revealed that some cells required more iterations, sometimes hitting
the maximum number specified because of the following reason. When for example the
ERHO problem is solved in the VLE region with Eq. (3.4.11), the objective functions contain
the correct information of the VLE. This is because the functional dependency of internal
energy and density as per Eq. (2.2.34) and Eq. (2.2.35) does not require any approximation:
β is computed through the consistent Tp method of Fig. 43. However, when the Jacobian is
computed, it contains derivatives of E and ρ. These, according to the frozen VLE model are
approximated. If one thinks in a one-dimensional sense, the Newton method solution update
becomes xn+1 = xn − λF/F ′ where F is computed correctly, however F ′ is approximated.
As a result, this can lead to more iterations or oscillations near the solution itself that,
despite the fact to be close to the actual value it does not meet the tolerance criteria, hence
producing an overall cost increase. A workaround to this issue was found by decreasing the
value of λ, say from 0.9 to 0.6. This reduces the Newton step size and avoids the issue of
jumping on either side of the solution because of a large increment. Though this solved the
problem, it also affected the iterations where this does not naturally occur and the initial
value of λ would have been enough to converge, causing again an overall cost increase.
On the other hand, the use of the ERHO problem acceleration produced some cost saving
on the order of 10 and 8 percent compared to the corresponding full VLE model. However,
this was found to be very sensitive to the parameters εacc and Nacc. This is not surprising
since these provide a linearization of the VLE problem and especially at cells that define
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the phase boundary, this can lead to a lack of convergence. As a general rule of thumb, it
is recommended to keep these values low and not to force the problem to use the linearized
solution too much, otherwise lack of convergence, resulting into an increase of cost (because
the non accelerated method is then recovered from scratch).
One key result of Tab. 27 is given by the use of the fully analytical PRHO method over
the fully numerical one. In general, the cost reduces by one order of magnitude in all cases,
including the non-VLE case. This is not surprising because even in the non-VLE case the
numerical PRHO model requires (in general) iterations as per Eq. (3.4.10). However, if
the analytical formula can be used, Eq. (3.3.10) effectively becomes Eq. (3.4.9), with an
analytical solution.
The results of some of these combinations are given in Sec. Q.2, for completeness. It is
therefore proven that the numerical and analytical approaches to resolve the PRHO problem
at cell-interface is equivalent, with the major exception that the second approach is much
faster than the first.
5.3 Three-dimensional (3D) non-reacting temporal mixing layer (TML)
A 3D laminar temporal mixing layer (TML) is studied next. The scope of this example is to
further establish the relationship between numerical scheme, resolution and thermodynamic
model, now with inclusion of viscous fluxes [226]. These effects have not been extensively
studied in the literature, thus their mutual effects need to be isolated on relatively simple
configurations.
5.3.1 Case setup and results discussion
The TML configuration (shown in Fig. 101 along with the relevant dimensions) is a well
known setup. Periodic boundary conditions along the x (streamwise) and z (spanwise)
directions are used, while non-reflective outflow is used along the y (crosswise) direction.
This configuration has been used in many DNS studies of super-critical mixing but this is the
first study of two-phase mixing using VLE, with or without DF. The initialization is designed
to create a perturbed mixing layer that results in a vortex roll-up due to amplification of
the perturbing mode.
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The domain is rectangular of sizes Lx×Lz×Ly, and the focus is on TML evolution in a cubic
sub-domain of Lx×Lz×HTML where HTML = Ly/3. Two additional cubic sub-domains are
added on the top and the bottom of the center one, each of them of length Lbuff = Ly/3
as well. While the center domain is discretized using an uniform mesh in all directions,
the top and bottom sub-domains have stretched grid along the cross direction using an
hyperbolic tangent function (see Fig. 101). The domain sizes are computed using the method
discussed by [134] and summarized in Appendix P. The value of the Reynolds number is
fixed to 600, the nominal convective Mach number to 0.4 and the pressure to 5 MPa for
all cases. Top stream is filled with n-hexane (C6H14) with three different temperatures,
while the bottom stream is filled with nitrogen at fixed temperature for a total of three
cases summarized in Tab. 28. Initial vorticity thickness, stream velocities and domain
sizes are given in Tab. 28. The focus is on the study of a single vortex, excited with
a 2D perturbation. The initialization approach follows the work of Miller et al. [134].
Mean streamwise velocity, temperature and species profiles are based on the error function
as indicated in Eq. (5.3.1) (ζ̄ = (ū, T̄ , ȲN2), ζB = (uB, TB, YN2,B), ζT = (uT, TT, YN2,T)),
however the initial perturbation is imposed in a 2D fashion with the distribution indicated
by Eq. (5.3.2) for the cross-wise velocity component only.

















In this way u(x, y, z) = u(y), v(x, y, z) = v′(x, y), w(x, y, z) = 0, T (x, y, z) = T (y),
YN2(x, y, z) = YN2(y) and YC6H14(x, y, z) = 1 − YN2(y) are obtained. For all the simu-
lations F2D = 30. In the following, the case of 643 grid (in the TML box) is considered as
the reference resolution, however effects of grid resolutions on the results is also addressed.
First, different grids are analyzed to establish the solver capability to predict typical TML
characteristics. Figure 102 shows the time history of the normalized momentum thick-
ness as a function of the normalized time τ = t∆u/δω,0 where t is the physical time and
∆u = |uT−uB| (defined in Tab. 28), for all three cases using three different resolutions. The
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Figure 101: Illustration of
the grid setup used for
TML with relevant dimen-
sions. Top stream is filled
with C6H14, while bottom
stream is filled with N2.
Table 28: Conditions for Case 1 to Case 3 for the
TML. Lengths values are in ×10−6, while vorticity
thickness values are in ×10−7 units. Subscripts T
and B refer to “TOP”and “BOTTOM”, respectively.
For all cases: p = 5 MPa, Re0 = 600, M0 = 0.4, TB =
293.0 K, ρB = 58.44 kg/m3, ZB = 0.984, TB/Tc =
2.32, pB/pc = 1.47.
Case 1: TT = 595 K, ρT = 136.88 kg/m3, ZT = 0.636
TT /Tc = 1.17, p/pc = 1.65
Lx [m] Ly [m] Lz [m] uB [m/s] uT [m/s] δω,0 [m]
4.3024 12.907 4.3024 -88.322 106.914 5.901
Case 2: TT = 555 K, ρT = 202.09 kg/m3, ZT = 0.462
TT /Tc = 1.09, p/pc = 1.65
Lx [m] Ly [m] Lz [m] uB [m/s] uT [m/s] δω,0 [m]
3.9676 11.902 3.9676 -79.122 99.1887 5.442
Case 3: TT = 479 K, ρT = 443.14 kg/m3, ZT = 0.244
TT /Tc = 0.94, p/pc = 1.65
Lx [m] Ly [m] Lz [m] uB [m/s] uT [m/s] δω,0 [m]
2.9612 8.8837 2.9612 -115.27 155.477 4.062
momentum thickness is computed as in [133] with formulas described in Appendix P. All
these simulations are run with the hybrid FC/QC scheme and VLE thermodynamics. In all
cases one may observe that the 323 resolution tends to slightly overestimate the momentum
thickness, while the 643 and the 1283 cases agree reasonably well. As a result, based on
the conclusions of the test cases of Sec. 5.1 and Sec. 5.2, the 643 cases is considered as a
reference for further exploration here.
It is further observed that the trend and the magnitudes of Cases 1 and 2 are very close (for
different grids), while Case 3 shows both a smaller momentum thickness magnitude and a
plateau value that is reached approximately after τ = 15 for all grids. This behavior can
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be attributed to the fact that Case 3 has a much larger inertia within the n-hexane stream
because of its larger density value. One can see from Fig. 3(c) and Fig. 4(c) how n-hexane
for both Case 1 and Case 2 lies more towards the pseudo-gas phase (corresponding to a
lower density), while it lies in the liquid-like side for Case 3. As a result, the higher density
in the top stream for Case 3, produces a higher inertia effect, which tends to slow down the
formation of stream-wise momentum gradients along the crosswise direction and thus the
vortex formation. This was also reported by [134] who discussed the reduction of kinetic
energy production within the roll-up as density was increased. Figure 103 shows the com-



















































Figure 102: Comparison of the normalized momentum thickness for all cases for different
resolutions of the TML box: 323, 643 and 1283. For these simulations VLE thermodynamics
is always used.
















































Figure 103: Comparison of the normalized momentum thickness for the 643 cases with and
without VLE.
parison of the momentum thickness for the hybrid scheme with and without VLE at the
fixed resolution of 643. No difference is apparent between the two thermodynamic models
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(a) Case 1 - T (b) Case 1 - Z (c) Case 1 - switch (d) Case 1 - β
(e) Case 2 - T (f) Case 2 - Z (g) Case 2 - switch (h) Case 2 - β
(i) Case 3 - T (j) Case 3 - Z (k) Case 3 - switch (l) Case 3 - β
Temperature T Compressibility Z Hybrid switch Phase fraction β
Figure 104: Instantaneous contour plots of relevant quantities at τ = 10 for (a)-(b) Case 1, (c)-(d)
Case 2 and (e)-(f) Case 3. Figures refer to the hybrid, VLE simulations at 643 resolution for all cases.
For the hybrid switch, only discrete values must be considered: white (zero) FC scheme activated,
black (one) QC scheme activated.
at least within the time window under study, during the initial growth. Figure 104 shows
instantaneous snapshots for some of the relevant variables of all three cases at τ = 10. First,
notice that temperature and compressibility extremes reflect the nominal values reported
in Tab. 28. Additionally a phase split is visible on the phase fraction plots. While for Case
1, phase split is completely absent (i.e., gas phase always occurs as β = 1), moderate phase
split is observed for Case 2, where β ranges between 0.7 and 1. Finally, strong phase split is
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observed for Case 3, where β spans all the available range in a continuous manner. Analysis
also shows that the QC algorithm is activated automatically in the interface region that
contains higher density gradients (see Fig. 104(c), (g) and (k)).
A conditional average of the mixing temperature versus the N2 mole fraction is performed
using 30 bins and all the available simulations time history. For the hybrid cases, the re-
sults are shown in Fig. 105 along with adiabatic (H) and isochoric (V) zero-dimensional
mixing models used with and without VLE. The mixing line lies between the two extremes
identified by the H and V curves. While for Case 1 and Case 2 very small differences are ob-
served between the VLE and non-VLE simulations, more differences are observed for Case 3,
where discrepancies up to 20 K are clearly visible, especially within the center region, where
the VLE is important because the combination of temperature, pressure and composition
places the mixture at the center of the VLE dome. These error magnitudes are in agree-
ment with Fig. 55(b) and Fig. 56(b), suggesting that an a-priori run of the pρ problem for
the mixture at given operating conditions with and without VLE can provide a reasonably
reliable estimate of the error expected during the simulation, and thus one can determine
whether VLE is needed or not. In addition, a larger discrepancy of the mixing temperature
lines are visible in this case compared to the simple one-dimensional test case discussed in
Sec. 5.1. This is related to the dual effect of the diffusive fluxes that contribute to spread
out the initial profiles, producing different states that generate a corresponding difference
in the thermodynamics, and the multi-dimensionality of the problem. While the test case
of Sec. 5.1 is a pure convection problem, this is not and the effects of mass, momentum
and energy transfer in the other directions (mainly the cross-wise), produce an additional
variation of the thermodynamic states which reflect into different properties depending on
whether VLE is activated or not. Also note for Case 3 that differences between H-VLE
and H-non VLE curves are in agreement with the results of [169, 118], who attribute the
higher temperature in the H-VLE lines to the heat released by the phase change. Finally,
the similar wave-like structure of the non-VLE mixing line is observed. The same trend is
observed for the zero-dimensional models that do not employ VLE, however the differences
are more significant for the V curves. This wave-like shape, once again in agreement with
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the 0D results of Fig. 55(b) and Fig. 56(b) confirms the fact that within the VLE region,
the single-phase EoS tends to form this shape to accommodate the mathematical model,
but producing erroneous results.
To provide more emphasis on the real mixing, the same simulations are run without the
use of the hybrid scheme, i.e., by using the pure FC and the QC schemes separately, with
and without VLE and by varying the resolution as well for a total of additional 36 different
realizations. Looking at Fig. 106 and Fig. 107, the following observations can be made
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Figure 105: Hybrid 643 real mixing curves for all three cases with and without VLE.
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Figure 106: Effect of the resolution and VLE thermodynamics with pure FC scheme.
(H and V curves are removed to improve figures readability):
• In Cases 1 and 2 an increase in the resolution makes FC and QC lines closer. The
FC curves tend to match with the H curves, while QC curves tend to match the V
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Figure 107: Effect of the resolution and VLE thermodynamics with pure QC scheme.
(a) Pure DF (QC) (b) Pure MUSCL (FC)
Figure 108: Density contours for the (a) QC and (b) FC scheme at τ = 5.
(a) Pure DF (QC) (b) Pure MUSCL (FC)
Figure 109: Pressure contours for the (a) QC and (b) FC scheme at τ = 5.
curves as resolution decreases (refer to Fig. 105 for H and V curves). This is in agree-
ment with other observations [109][118], as well as the 1D case discussed in Sec. 5.1.
Furthermore the effect of VLE is minor, as expected, and it always points towards a
larger temperatures in the regions where the curves enter the dome (especially true
for Case 2);
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• In Case 3, the situation is much more different. It is still true that increasing the
resolution reduces the differences between FC and QC, and that each curve tends
to the H and V extremes; however, the extremes itself are different, depending on
whether VLE is used or not. As a result, similarly to the conclusions drawn in
Sec. 5.1, substantial discrepancies are observed in both the trend and the magnitude
of the mixing curves. Also note that the non-VLE curves again exhibit a “wave-like”
behavior. Another important observation is that increasing the resolution for the
non-VLE simulations does not compensate the VLE effect. In other words, similarly
to the observations for the test cases in Sec. 5.1, VLE is a physical phenomenon
that cannot be compensated for by an increase in the resolution and its role as a
sub-grid closure model becomes hence questionable [118]. VLE does not represent a
phenomenon that is not resolved. VLE is a thermodynamic model that for a set of
(T, p,X) provides an answer on whether phase-split occurs or not. It does not matter
whether that set of values is obtained on a DNS-type grid or a coarse grid. In a
different perspective, if VLE occurs at a location with some non-zero and non-unity
value of β, it is not true that if resolution is increased, the stage of β = 0 and β = 1
is reached. This is proven by these results, although the same conclusion could have
been formulated based on the 0D results of Chap. 4. On the other hand, this does
not mean that effects of turbulence and its resolution (or modeling) will not play a
role. In fact if turbulence effects are included, the mixing will be affected by it and
so the thermodynamic state at a given point, which can ultimately change the VLE.
These observations emphasize the fact that while DF model is a numerical method
that serves to stabilize the resolution of sharp density gradients interfaces, its utility
reduces as the resolution increases [108, 226]. On the other hand, VLE is independent
of grid resolution and is needed to get the correct thermodynamic state that otherwise
would exhibit errors.
In addition, the same conclusion that H and V curves are related to the use of the pure FC
and QC schemes in accordance with the analysis performed by [109] and the observations
of [118] are made. In other words, the mixing mechanism established by a pure QC scheme
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can be very different from that generated by the FC scheme, with a trend that resembles
that of the V curve. This is related to the non-conservative nature of the QC scheme [118],
and confirms that the use of an hybrid scheme between a FC and QC method becomes a
must in order to mitigate this effect and confine the use of a QC scheme only to the regions
where it is absolutely necessary. Note, this extends to any QC scheme, including those
based on the pressure transport equation as pointed out by [118]. For completeness, the
































(b) Spec. heat at constant volume













(c) Spec. heat at constant pressure













(d) Speed of sound
effect of the use of the FC or the QC scheme alone is showed in Fig. 108 and Fig. 109 for
Case 3. In particular Fig. 108 shows the density field extracted at τ = 5 for the (a) pure
Double-Flux (QC) and (b) pure MUSCL (FC) scheme, respectively. Similarly, Fig. 109
shows the pressure field for the identical snapshots in both cases. One can immediately
observe that while the QC scheme does not show any pressure artifact , the FC scheme
clearly displays localized pressure oscillations in correspondence of the density gradient.
Though not exagerated because of the accurate resolution of the density gradient itself,
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these oscillations perturb the field and can get worse in case the density gradient increases
for fixed grid, or the resolution reduces for fixed density gradient as discussed in Sec. 3.2.2.
These results once again prove the issue of pressure oscillations related to the use of FC
scheme and the benefit that comes from the use of any associated QC scheme.















































Figure 110: Relevant properties computed along the mixing lines for the hybrid 643 case of
Fig. 105 with and without VLE. (a) Density, (b) specific heat at constant volume, (c) specific
heat at constant pressure, (d) speed of sound, (e) phase fraction, (f) dynamic viscosity, (g)
thermal conductivity. Note that the triangles symbols for β ∈ (0, 1) obtained for the non-
VLE case are artificially obtained through the conditional average operation and indicates
the fact that some points switch between pure liquid (β = 0) or pure gas (β = 0), such that
their time- and conditional-averaged value is 0 < β < 1.
Figure 110 presents the results of some thermodynamic mixture properties computed along
the mixing lines of the hybrid 643 case of Fig. 105 with and without VLE to further em-
phasize the role of phase equilibrium on other properties. The following conclusions can be
drawn:
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Figure 111: Gibbs energy variation computed along the mixing lines for the hybrid 643 case
of Fig. 105 with and without VLE.
• overall, large discrepancies in the properties can be observed when VLE is not used.
Observations indicate errors as large as 80%, depending on the variable. Also incon-
sistencies in the trends are observed.
• specific heat at constant volume exhibits enormous departures. This would correspond
to an non-physical value of γ = cp/cv. On the other hand, use of VLE is able to re-
establish the correct trend and maintain γ ∼ O(1).
• the big differences observed in the speed of sound may have a significant impact in
a problem acoustically dominated. This is especially true for an injector-chamber
acoustic interaction where the mixing zone, not yet reacted, can produce these drifts
in the acoustic frequencies, having a strong impact on the results.
• the field of β is continuous, with first derivative discontinuities at the phase bound-
aries. This occurs for all other properties. The field of β also reflects the colored plots
of Fig. 104.
• the trend of λ reflects the trend of cp, used to compute it according to the model of
Chung [31]. The big differences observed in the λ field suggest also the importance
that VLE effects may have in heat transfer problems.
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Finally, Fig. 111 shows the Gibbs free energy variation ∆G computed along the mixing line
for the same cases. This variation is defined as ∆G = GV LE(T, p,X) − GnV LE(T, p,X)
and is computed in the following way: for each of the three cases computed with and
without VLE the fields of pressure, temperature and mass fractions are given as input
to perform a Tp problem returning all the variables, including the Gibbs energy. This
operation is performed with and without VLE with the scope to analyze the solution that
would be returned independently of the simulations options. The reason is the fact that
VLE thermodynamics returns, by definition [126, 127], a lower Gibbs energy compared
to the corresponding single phase assumption, when the initial state is the same. Since
between the VLE and the non-VLE simulations, there is a difference (even small), between
the mixing lines, the two solutions cannot be compared directly for the Gibbs energy. Thus,
for each simulation result, a corresponding VLE and non-VLE solution is computed offline
with the goal to get both GV LE and GnV LE , through which ∆G is computed and compared.
First, one may observe that all the curves have data which is less or equal to zero. Clearly,
the zones where ∆G = 0 correspond to the single phase regions. Conversely, the regions
with ∆G < 0 indicate that the most stable solution is the one computed with VLE because
its Gibbs energy is lower compared to the one computed without VLE. However, the major
point to highlight is that while this is quite logical for the solutions computed directly
with VLE (solid curves in Fig. 111) because they indicate the correctness of the computed
solution with respect to the corresponding non-VLE solution, this is also observed for the
data computed without VLE (symbols in Fig. 111). This confirms that for the simulations
run without VLE, the answer corresponds to a thermodynamic state, for which a more
stable solution exists and it is not reached during the simulation, because of the single-
phase assumption invoked.
The relevance of these observations is that in practical problems of super-critical mixing in
complex configurations, regimes where VLE is needed may co-exist with non-VLE regimes
both locally in space and in time. Thus, for robustness algorithms must deal with both
such regimes without encountering instability that will be unacceptable when large scale
simulations are being performed. Forcing the problem to meet the non-VLE single phase
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solution may not be an optimal solution to this problem.
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Figure 112: Relevant properties computed along the mixing lines for the hybrid 643 case 3
of Fig. 105 with different combinations of VLE model, VLE derivatives model and PRHO
model for temperature reconstruction. Mixture properties are showed along the mixing line.
5.3.2 Effect of the frozen VLE model and performance evaluation
The effect of different VLE models is isolated and studied separately. Since Case 3 is the
one that shows more significantly the effect of phase-split, simulations are run again for
this case only by varying few options. This is done because all the results showed before
for VLE were run with the fully numerical model for VLE thermodynamics (described in
Sec. 3.4.5) and the fully numerical model for the PRHO model for interface temperature
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reconstruction [226]. In the following, the VLE model itself is tested and verified again by
using the fully analytical model for the thermodynamics described in Sec. 2.2.2, as well as
the different methods to reconstruct the interface temperature in the PRHO problem. The
simulations are organized as follows:
• the full VLE model is run with the fully analytical thermodynamics according to the
definition given in Sec. 5.1.2 by varying the PRHO problem solution: the numerical
one (as per Eq. (3.4.10)) and the analytical one (as per Eq. (3.3.10));
• identical simulations are run with the options specified above, but setting the ther-
modynamic model to the frozen VLE;
• reference solution conducted with the numerical VLE derivatives and numerical PRHO
problem is also provided, for reference.
Figure 112 shows the similar results discussed in the previous section. Overall, all the VLE
simulations agree very well with past simulations confirming once again that a) both the
numerical and the analytical model to compute thermodynamic quantities within the VLE
region are equivalent and b) both the methods to resolve the PRHO problem at cell-interface
are equivalent.
The interesting thing to notice is the effect of the use of the frozen VLE model over the
full VLE model. While minor differences are observable in the mixing temperature, density,
dynamic viscosity and phase fraction, some clear deviations are noticeable in the speed of
sound, however considerable differences are observable in the specific heats, which in turn
affect the thermal conductivity. This is in perfect agreement with the conclusions drawn
for the 0D thermodynamics in Chap. 4: setting to zero some important VLE derivatives
has a direct effect on the thermodynamic derivatives. Particularly in this case this effect is
more evident in the values of the specific heats and the thermal conductivity.
Some additional information regarding the simulation speed are provided in Tab. 29 in terms
of time per step. These data refers to the simulations run on 256 processors with uniform
load balancing. For these cases, no acceleration techniques are used for VLE and the hybrid
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Table 29: Time-per-step comparison of the Case 3 simulation using different thermody-
namic and reconstruction models for the PRHO problem. All the simulations refer to the
hybrid FC/QC scheme with switch threshold of 0.3. Numbers in parentheses report the
cost increase (ratio) with respect to the non-VLE simulation.
Time per step [s] on 256 processors with uniform load distribution
non-VLE VLE (num. model) frozen VLE (an. model) VLE (an. model)
fully numerical PRHO 0.38 74 (195×) 33 (86×) 21 (55×)
fully analytical PRHO 0.40 — 21 (55×) 9 (22×)
FC/QC scheme is always used with switch threshold of 0.3. The results show what was
already highlighted for the 1D and 2D cases discussed before. The simulation employing
VLE is at least one order of magnitude more expensive than the corresponding simulation
employing single-phase RG thermodynamics. In addition, by varying the strategy of the
PRHO problem solution, significant improvements can be achieved. The worst case is that
employing numerical derivatives with the fully numerical PRHO problem, which can take
up to 74 seconds per iteration for the present setup. On the other hand, the combination
of analytical VLE thermodynamics with fully analytical PRHO problem provides the best
performance. Note that for the VLE case with analytical model, use of the analytical instead
of the numerical approach for the PRHO problem at cell-interface provides a cost reduction
of about 2.3×, which is quite significant. On the other hand, the cost for the frozen VLE
model shows larger values with respect to the VLE model in both cases due to the lack of
convergence of some points during the simulation as discussed in Sec. 5.2.2 (in this case the
factor λ was kept constant across all the simulations). For this reason, and given the fact
that the frozen VLE does not give fully correct results in the thermodynamic/transport
space, this model is no longer investigated for the rest of this work.
Finally, notice the small cost increase (about 5%) of the fully analytical PRHO problem
in case the non-VLE model is used. This is consistent with what already reported for
the 1D case in Sec. 5.1.2. This cost increase is associated with the additional variable
communication that needs to be done. The results obtained for the non-VLE simulations are
also compared in Sec. Q.3 for the purpose to further validate the approach of the two PRHO
methods for the single-phase calculations. These results along with those presented in the
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previous test cases are satisfactory for validation purposes, therefore no more validations
are required.
5.4 Two-dimensional (2D) non-reacting spatial mixing layer (SML)
The next problem represents an extension of the previous TML. The scope is to investigate
if any of the differences occurring locally in the thermodynamic properties have any macro-
scopic effect on the evolution of the fluid-mechanic structures, ultimately affecting mixing.
If any difference shows, then it is possible to clearly state that VLE has an impact on the
mixing.
5.4.1 Case setup and results discussion
The best configuration to employ for the present purposes is a spatial mixing layer (SML),
schematically represented in Fig. 113. Given the considerable computational expense that
VLE requires, identified in the previous sections, the problem is simplified to a two-dimensional
(2D) configuration. Despite the obvious consequences that this simplification produces (ab-
sence of three-dimensional flow structures and mixing, vortex stretching in the vorticity
production) in the results, the goal here is to compare one-to-one the VLE to the non-VLE
model to identify if any modification in the flow-field occurs by running a longer simulation
in comparison to the previous TML setup.
For this reason, the numerical setup is chosen to employ the analytical model for the VLE
thermodynamics as well as the full analytical PRHO model for both VLE and non-VLE case
to reconstruct the cell-interface temperature. As demonstrated in Tab. 29, this combination
provides the best performances in terms of computational speed for the VLE simulations
and although the numerical PRHO problem can be used almost transparently for the non-
VLE case from a computational point of view, even minor differences are avoided here by
choosing the exact numerical setup between the two analyses. In this way, the only differ-
ence between the two will be retained in the thermodynamic model.
As a consequence, despite the 2D simplification, in case any difference in the flow-field oc-
curs, a similar conclusions is expected to be found in a 3D setup because the only difference
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Figure 113: Sketch of the generic spatial mixing layer (SML) setup. Main dimensions are
indicated along with the boundary conditions.
is in the thermodynamics. Figure 113 shows the schematic representation of a SML. A
similar configuration was already used in many past works involving super-critical studies
[188, 92, 108], however this is the first time that it is employed with VLE and particularly
used to identify the differences between the single- and multi-phase equilibrium model in
RG mixtures. Two different streams (top and bottom) with different species are initially
flowing from left to right at their own speed and thermodynamic condition. The two fluids
are separated by a solid wall flat plate of square shape with side h. The other relevant di-
mensions are chosen as L = 21h and H = 10h [188, 92, 108] with chosen size for the splitter
plate is h = 0.24mm. The reason for this choice is related to the injector dimensions of a
sub-scale rocket combustor [76]. Although the present configuration does not employ the
same injection conditions, the scale is chosen similar to that in order to establish whether
the flow structures generated by a splitter plate of this size can trigger the formation of
VLE if the thermodynamic states of the incoming species are also chosen to trigger it. Nev-
ertheless the same geometry configuration will be used later to study the reacting flow in
Sec. 5.6. The reference frame is placed at the middle-right side of the square plate. Top
and bottom boundaries are treated as slip, adiabatic walls, whereas the splitter plate is
treated with no-slip adiabatic condition. Subsonic, characteristic-based inflow boundaries
are specified for the top and bottom streams, while the supersonic outflow with specified
pressure is selected as outflow boundary [39].
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Mean axial velocity profiles are specified for both streams to mimic the formation of the
boundary layer [188, 92, 108]. These are specified in the form u(y)/Ub = [(y − yref )/w]1/7,
where Ub represents the bulk velocity of each stream, yref the reference coordinate where
the no-slip condition must be enforced and w is a width that indicates how fast the free
stream velocity has to be recovered [188, 92, 108]. For the present case, Tab. 30 summarizes
all the necessary information. The chosen operating pressure is 5 MPa. In this way the
Table 30: Relevant properties used to initialize the 2D SML non-reacting setup.
2D SML non-reacting setup
species Ub [m/s] T [K] yref [mm] w [mm] p [MPa]
top stream C6H14 30 479 h/2 4.5h 5
bottom stream N2 50 293 -h/2 -4.5h 5
same conditions as Case 3 of Tab. 28 are reproduced, however this time in a different con-
figuration, which is of particular interest for any injector-type problem with species streams
initially separated.
The computational domain is discretized using 750 cells along the x (length) direction and
250 cells along the y (height) direction. Out of these, 50 are used to discretize the square
splitter plate in both directions. Next, a stretching factor of 3% is applied in both directions
after L/2 and ±H/4 to fit the number of cells into the domain sizes. This also helped to save
some computational time avoiding to over-fit the grid in the regions away from the splitter
plate and at the same time help to dissipate vortical structures along the x direction, close
to the outlet to avoid formation of back-flow effects that are known to cause numerical
instabilities. Grid is showed in Fig. 114. The simulation is initially run for 0.945 ms to
eliminate any effect of the initial condition. This physical time corresponds to roughly 7.5
flow-through time (FTT) where FTT is computed as L/U = 126µs where U = 40.0 m/s is
a good representative value of the flow average velocity along the axial direction. Given the
fact that this initial simulation time is meant to simply eliminate any effect of the initial
condition, there is no need use VLE here, hence the non-VLE model is used only. Next,
from t1 = 0.945 ms, now renamed as t1 = 0.0 s to indicate a new (current) value of the
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(a) (b)
Figure 114: Computational domain discretization: (a) broad view and (b) near splitter-
plate zoomed view.
initial condition, both the VLE and the non-VLE simulations are run again for 1 ms more,
during which statistics are collected.
To emphasize once again the computational expense required by VLE to run, two signif-
icant values are reported. The time-per-step required by the non-VLE simulation on 512
processors was 0.12 seconds, while the time-per-step required by the VLE simulation on
1024 processors was 1.7 seconds. Thus assuming perfect scaling between the two simula-
tions, this puts once again the VLE model to be roughly 28 times more expensive than the
corresponding single-phase model. This is in agreement with the analysis showed earlier for
the TML and reported in Tab. 29. Note that according to the same previous analysis, other
choices regarding the numerics would have significantly impacted the cost, making even the
simulation of a 2D setup very challenging from a computational time point of view.
In addition to time-averaged data, instantaneous data is saved at time intervals of ∆t =
2.5µs for the purpose to investigate about local mixing differences in both space and time.
Figures 115 and 116 show the time sequence of density, phase fraction and speed of sound
for the VLE and non-VLE simulation, respectively. The five snapshots are taken at time
intervals of 30 µs starting from the initial condition (identical in both) to the physical time
120µs, almost corresponding to one FTT.
One first observation is that the field of β spans again all the range between zero and one
for the VLE case, whereas the non-VLE case contains only zero or one values, as expected.
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(a) ρ [kg/m3] - t1 = 0.0 [µs] (b) β [-] - t1 = 0.0 [µs] (c) c [m/s] - t1 = 0.0 [µs]
(d) ρ [kg/m3] - t2 = 30.0 [µs] (e) β [-] - t2 = 30.0 [µs] (f) c [m/s] - t2 = 30.0 [µs]
(g) ρ [kg/m3] - t3 = 60.0 [µs] (h) β [-] - t3 = 60.0 [µs] (i) c [m/s] - t3 = 60.0 [µs]
(j) ρ [kg/m3] - t4 = 90.0 [µs] (k) β [-] - t4 = 90.0 [µs] (l) c [m/s] - t4 = 90.0 [µs]
(m) ρ [kg/m3] - t15 = 120.0 [µs] (n) β [-] - t5 = 120.0 [µs] (o) c [m/s] - t5 = 120.0 [µs]
Figure 115: Time sequence for the VLE 2D SML. Snapshots show the density, phase fraction and
speed of sound at the five time instants starting from the initial condition (top row).
For correctness, the phase fraction field in both cases is reported as “cell-centers” values
240
(a) ρ [kg/m3] - t1 = 0.0 [µs] (b) β [-] - t1 = 0.0 [µs] (c) c [m/s] - t1 = 0.0 [µs]
(d) ρ [kg/m3] - t2 = 30.0 [µs] (e) β [-] - t2 = 30.0 [µs] (f) c [m/s] - t2 = 30.0 [µs]
(g) ρ [kg/m3] - t3 = 60.0 [µs] (h) β [-] - t3 = 60.0 [µs] (i) c [m/s] - t3 = 60.0 [µs]
(j) ρ [kg/m3] - t4 = 90.0 [µs] (k) β [-] - t4 = 90.0 [µs] (l) c [m/s] - t4 = 90.0 [µs]
(m) ρ [kg/m3] - t5 = 120.0 [µs] (n) β [-] - t5 = 120.0 [µs] (o) c [m/s] - t5 = 120.0 [µs]
Figure 116: Time sequence for the non-VLE 2D SML. Snapshots show the density, phase fraction
and speed of sound at the five time instants starting from the initial condition (top row). Note that
the phase fraction field has been intentionally left in the cell-center based solution in order to not
artificially produce β ∈ [0, 1] during the post-processing.
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as directly obtained form the numerical integration. This is because visualization post-
processing may interpolate data from cell-centers to cell-nodes, creating artificial β ∈ [0, 1]
values that could be deceptive. Note that VLE is constantly appearing right at the splitter
plate front, where vortices are formed due to the high strain rate.
Next, one may observe that although the main vortex propagation between the two cases is
similar and no difference in the number of vortices is observed at a given time, substantial
differences in the local vortex features, predominantly forming at the leading edges can
be noticed in the VLE case in comparison with the non-VLE case. Once formed locally,
these flow features propagate upward along the vortex edge, creating smaller structures that
modify the local vorticity value as showed in Fig. 117, ultimately modifying the macroscopic
vortex shape, which appears more fragmented.
Because these features are generated locally after each vortex is shed from the splitter plate,
it is possible to introduce the definition of a “micro-mixing” characteristic that shows only
when VLE is turned on. As a result, a big difference between the two sequences appear:
while the non-VLE case clearly shows spatial hydrodynamic instability that is mostly linear,
the VLE case displays these micro-mixing features that are clearly generated by a non-linear
effect, thus although the main vortex linear growth is observable, local disruption of these is
superimposed on it. One hint that can drive the explanation of such behavior is the density
and speed of sound fields displayed in Fig. 115. Vortex leading fronts show local peaks in
both density and speed of sound that are not visible in the non-VLE case. Particularly the
increase in the speed of sound causes a reduction in the simulation CFL determination up
to 50% with respect to the non-VLE case, adding additional simulation overhead.
In order to analyze the possible reason of such behavior, a study is conducted on the vortex
leading edge interface for both simulations. Data is extracted across the vortex front using
a segment that moves with the vortex itself. Figure 161 shows the evolution of this line and
its exact location for both cases. Due to the physics complexity and the strong non-linear
behavior among all the variables, an ensemble of these is necessary to look concurrently.
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(a) ωz [1/s] - t1 = 0.0 [µs] - VLE (b) ωz [1/s] - t1 = 0.0 [µs] - non-VLE
(c) ωz [1/s] - t2 = 30.0 [µs] - VLE (d) ωz [1/s] - t2 = 30.0 [µs] - non-VLE
(e) ωz [1/s] - t3 = 60.0 [µs] - VLE (f) ωz [1/s] - t3 = 60.0 [µs] - non-VLE
(g) ωz [1/s] - t4 = 90.0 [µs] - VLE (h) ωz [1/s] - t4 = 90.0 [µs] - non-VLE
(i) ωz [1/s] - t5 = 120.0 [µs] - VLE (j) ωz [1/s] - t5 = 120.0 [µs] - non-VLE
Figure 117: Time sequence of the five snapshots of the vorticity z component for the
VLE (left column) and non-VLE (right column). Micro-mixing generated by the non-linear
coupling between VLE thermodynamics and fluid-mechanics enhances vortex breakdown.





















































































































































































Figure 118: First set of properties collected across the reference abscissa s at the vortex
leading edge (cf. Fig. 161) for both simulations: (a) C6H14 mass diffusion coefficient, (b)
N2 mass diffusion coefficient, (c) dynamic viscosity, (d) density, (c) speed of sound and (d)
thermal conductivity. Colors refer to the time instant (indicated on the axis). Solid lines
indicate the VLE solution, while dashed lines indicate the non-VLE solution.
Figures 118 and 119 show relevant variables collected across the reference abscissa s at the
vortex leading edge.
First, it is possible to observe the peaks reached in density (Fig. 118(d)) and speed of sound













































































































































































Figure 119: Second set of properties collected across the reference abscissa s at the vortex
leading edge (cf. Fig. 161) for both simulations: (a) temperature vs N2 mass fraction (mixing
line), (b) temperature, (c) temperature gradient, (d) phase fraction, (c) C6H14 distribution
(d) C6H14 gradient. Colors refer to the time instant (indicated on the axis). Solid lines
indicate the VLE solution, while dashed lines indicate the non-VLE solution.
two-phase zone merges with the single-phase zone predominantly made of C6H14 at approx-
imately s = 150µm (see Fig. 119(d) and (e)). These are formed by low-probability events
that are characterized by pockets of fluid largely composed of C6H14 at a lower temperature
than the injection temperature (479 K). This is confirmed by the joint PDFs reported in
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Fig. 120 between C6H14 mass fraction and temperature and speed of sound and C6H14 mass
fraction. This speed of sound joint PDF (Fig. 120(b)) shows a peak value corresponding









































































Figure 120: Joint PDF between (a) n-hexane mass fraction and temperature and (b) speed
of sound and temperature. Data refers to the line segment extracted for the VLE simulation
at vortex leading edge.








































































Figure 121: Joint PDF between (a) n-hexane mass fraction and temperature and (b) speed
of sound and temperature. Data refers to the line segment extracted for the non-VLE
simulation at vortex trailing edge.
to the most probable event across the vortex front. This is characterized by pure/almost
pure n-hexane (> 99% by mass) at a temperature very close to the injection one with a
corresponding speed of sound around 320 m/s. Other small peaks are:
• medium to high mass fraction of n-hexane with corresponding low speed of sound (∼
155 m/s). This region represents the low-diluted VLE state;
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• low mass fraction of n-hexane corresponding to values of speed of sound close to the
pure hexane (∼ 320 m/s). This is the high-diluted VLE state;
• high mass fraction of n-hexane with corresponding high speed of sound around 400-
450 m/s. This is the region where almost pure n-hexane gets colder and it is responsi-
ble for the low-probability regions of high speed of sound (cf. Fig. 120(a)). Note that
this region does not necessarily fall into VLE as illustrated in Fig. 122(a), however it
is a region that evolves right next to it.
• the same observations cannot be made for the non-VLE solution in Fig. 121, where
it is immediately clear that mixture states with high amount of n-hexane never reach
temperatures lower than the injection value. In fact, whenever n-hexane portions gets
colder, there is also sufficient amount of N2 in the mixture such that a diluted solution
is formed.
All the above observations are confirmed by looking at Fig. 122(a), which shows the speed
of sound trend with respect to temperature as the amount of n-hexane is changed in the
mixture. This data is computed off-line to emphasize the one-to-one comparison between
the data obtained with the simulations and the stand-alone RG-VLE thermodynamics.
Symbols are also colored by the phase fraction in order to increase picture quality. This





























































Figure 122: Speed of sound versus temperature for different amounts of hexane in the
mixture. Symbols are also colored by the phase fraction to indicate the presence or absence
of VLE. For clarity, the injection point for C6H14 is also indicated.
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picture shows that as the mixture is diluted with N2, it falls into the VLE region with
a corresponding decrease in the speed of sound. This value can get very close to that of
pure n-hexane at larger temperatures. This explains why high-diluted VLE regions have
comparable speed of sound as pure C6H14 at its injection point. On the other hand, for
almost pure n-hexane composition, if temperature is reduced from the injection condition,
speed of sound can increase dramatically because of the large gradients that characterize
the n-hexane in its initial state (this is valid for all other properties).
The question that remains to answer is why n-hexane gets so cold at the vortex front edge
and why this does not happen for the non-VLE simulation, especially because as showed in
Fig. 122(a) these peaks are more likely to happen where VLE does not form directly. The
answer is hidden into the transport properties and their non-linear coupling with all other
variables.
As illustrated in Fig. 118, the thermal conductivity λ contains a peak within the VLE region
and similarly occurs for viscosity. This does not occur for the non-VLE case. At the same
time, mass diffusion coefficients exhibit lower values in the VLE region compared to the
corresponding non-VLE case. Since (almost pure) n-hexane is located on the same side
of the peaks, it is clear now that the VLE thickness acts as a barrier for the mass diffu-
sion of N2 into C6H14, while promoting temperature diffusion with respect to the non-VLE
simulation. As a result, the (almost pure) n-hexane that lies right next to the VLE front
experiences less dilution effects and larger temperature diffusion, hence zones of very high
n-hexane concentration with lower injection temperature are created locally, producing the
effect explained in Fig. 122(a) where n-hexane tends to become more liquid-like with in-
creased density and speed of sound.
This effect does not happen in the non-VLE situation because transport properties, espe-
cially the thermal conductivities do not show any peaks. As a consequence, there is no
dominant effect between mass and thermal diffusion. The n-hexane in the neighborhood
of VLE experiences both N2 entrainment and temperature reduction at the same rate so
the mixture becomes both colder and diluted, with the result to behave more as a gas-like
state, exhibiting lower speed of sound and density values. This is shown in Fig. 122(b) for
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completeness. Note that in this case, as the mixture gets diluted the speed of sound tends





























Figure 123: Lewis number calculated across the reference abscissa s at the vortex leading
edge (cf. Fig. 161).
into a single parameter is to look at the Lewis number defined as the ratio between the
thermal α and mass diffusivity. If Le = α/Dm,C6H14 is defined with respect to the n-hexane
diffusivity and plotted along the same abscissa across the vortex leading edge, Fig. 123 is
obtained. As one can immediately see, all profiles are characterized by a larger Le for the
VLE simulation over the non-VLE simulation, confirming the fact that the VLE thickness
enhances thermal diffusion over mass diffusion, promoting the transition of the near C6H14
pockets toward a more pseudo-liquid state.
Next, another interesting question to answer is why the same effect does not happen or is
significantly reduced at the vortex trailing edge. To do so, the same identical analysis is
conducted on a line segment intersecting the vortex trailing edge (representation is given in
Fig. 162), however the pictures are provided in Sec. Q.4 through Figs. (163)–(167) in order
to reduce the present section length. Key observations are now focused at s = 50µm where
the vortex trailing edge approximately begins and are given in the following discussion:
• at s ∼ 50µm mass diffusion coefficients of both species in the VLE simulation are
less or equal than the corresponding non-VLE solution. Overall, their magnitude is
similar to the leading edge case so this information is not enough to establish what is
happening;
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• peaks in viscosity, density, speed of sound and thermal conductivity are absent or
drastically reduced. This is an observation that can be directly made in Fig. 116. In
addition, the magnitudes of µ and λ are smaller than the leading edge case of about
15%;
• the VLE thickness is considerably reduced in this case as observable from the phase
fraction plot in Fig. 164(d). This forces species and temperature gradients to be higher
than the leading edge case. This is directly observable by comparing Fig. 119(c) and
(f), with Fig. 164(c) and (f). Particularly the C6H14 gradient almost doubles, whereas
the temperature gradient has moderately higher values (about 35% at the largest
peak);
• with the above considerations, and by also looking at the Lewis number plot in
Fig. 167, the vortex trailing edge is characterized by roughly equal rates of ther-
mal and mass diffusion in the VLE case. In addition, both temperature and species
gradients are higher than the corresponding leading edge because the VLE thickness
is reduced, therefore both energy and mass transfer find highly favorable conditions.
As a result, the moment C6H14 gets colder, it also gets diluted enough by N2 so that
properties do not have time to shift toward the liquid-like state1. This is further
proven in the joint PDFs of Figs. (165)–(165) where absence of the high n-hexane
with low temperature regions is noticed.
Finally, time-averaged density and temperature contour fields are showed in Fig. 124 and
Fig. 125, respectively. By looking at both fields, one recognizes that the SML thickness
is smaller in the VLE case compared to the non-VLE case. This is more quantitatively
showed in Fig. 126 where reference minimum and maximum contour values of density and
temperature are extracted from the same pictures along with a reference line of 0.5 N2 mass
fraction. In the non-VLE case, the shear layer appears thicker along the y axis because of
1Again here the concept of time is used in analogy to the fluid-mechanics only. The assumption of phase
equilibrium does not capture any time-dependent thermodynamic transition.
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(a) ρ - VLE (b) ρ - non-VLE
Figure 124: Time-averaged density fields for the (a) VLE and (b) non-VLE case.
(a) T - VLE (b) T - non-VLE
Figure 125: Time-averaged temperature fields for the (a) VLE and (b) non-VLE case.
the vortex spatial instability that propagates in space and time without any superimposed
effect. On the contrary in the VLE case, the same effect is limited by the local instability
caused by the Le number effect discussed earlier, with the overall effect to produce a thinner
layer.
It is also interesting to point out the different shear layer attaching mechanism visible from
all the pictures. This is particularly evident from Fig. 126(c) which shows the reference
YN2 = 0.5 line in opposite direction near the splitter plate. This is further confirmed by
the additional quantities that are plotted at different axial locations in Figs. (168)–(172) in
Appendix Q.4.
Another observation that follows from the above ones is that as the VLE shear layer is
thinner, the local unsteady phenomena dictated by the Le effect can be also interpreted as
a potential source of mixing improvement, ultimately affecting mixing efficiency, that is not
observed in the non-VLE case.
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(c) N2 mass fraction contour
Figure 126: (a) Density contour lines extracted from the time-averaged field at the values
of ρmin = 120 kg/m3 (N2 side - bottom) and ρmax = 380 kg/m3 (C6H14 side - top), (a)
temperature contour lines extracted from the time-averaged field at the values of Tmin =
320K (N2 side - bottom) and Tmax = 450 kg/m3 (C6H14 side - top), (c) N2 mass fraction
contour lines extracted from the time-averaged field at the value of 0.5.
The key conclusion of this first part of the results section is that VLE definitely can affect
mixing. Local thermodynamic and transport properties are strongly coupled with the whole
system of equations, thus local change in their values dictated by the phase-split has an
impact over the fluid mechanics and ultimately mixing.
5.5 Three-dimensional (3D) reacting temporal mixing layer (TML)
In this section, the first reacting case is presented. The scope of this simulation is to
analyze first whether or not VLE would occur in a pure reacting flow, that is the condition
established by the mixing between the combustion products and one or both the reactants
as described in the Objective 3 in Sec. 1.4 and not by the reactants independently (which
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would fall back into the non-reacting cases discussed earlier in Sec. 5.3 and Sec. 5.4).
Secondly, the objective is to study its effect on the main flow properties compared to the
non-VLE simulations as done for the non-reacting simulations.
The first step to complete before the actual simulation is the choice of the reactants and their
chemical mechanism for the finite-rate model discussed in Sec. 2.4. This part is discussed
in the next section.
5.5.1 Choice of the finite-rate kinetics
Due to the significant interest of methane in the aerospace community as a potential fuel
for high-pressure devices, such as the private-sector programs developed at SpaceX with
the Raptor engine and BlueOrigin with the BE-4 engine, as well as the increasing interest
in the Rotating-Detonation-Engine (RDE) technology [209, 166] as a potential alternative
architecture for future engines, the methane/oxygen combination is primarily investigated
in this work as a reacting mixture.
The interest of methane over hydrogen and kerosene (RP-1) combinations to drive a flying
vehicle can be summarized in the following points [213, 69]:
• methane produces lower specific impulse than hydrogen, however the complications
in the architecture that the H2-based engine requires are significantly larger. This
includes for example the design and manufacturing of the turbo-pumps for pump-fed
systems. Due to the big difference between H2 and O2 in terms of critical properties
and boiling point, fuel and oxidizer manifolds and rotating parts undergo to a signif-
icantly different design and realization process. On the other hand, CH4 and O2 are
more similar from this point of view, thus providing a more similar approach to the
design of the engine components;
• methane is heavier than hydrogen but lighter than RP-1. However methane contains a
larger chemical energy per unit mass than RP-1. This means that methane produces a
hotter flame for a given pressure and initial propellants temperature than RP-1. This
has an overall benefit on the characteristic speed and the specific impulse, which can
be found to be 5% higher for the same operating pressure;
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• due to the larger density than H2, methane requires smaller tanks, with an overall
weight reduction of the whole vehicle. In addition, methane does not exhibit the
phenomenon of material embrittlement, caused by the diffusion of hydrogen molecules
into the material which can cause severe structure failure under high-pressure regimes;
• methane does not form coke in its combustion products as RP-1. This is particularly
undesirable for the re-usability philosophy as it makes very difficult to use the same
engine again because of these particles deposit inside the engine circuits;
• in contrast to hydrogen and RP-1, methane also pressurizes itself in its tanks by a
process called autogenous pressurization, which means that complex pressurization
systems (such as involving different gases separated by bulkheads) can be avoided,
increasing the overall vehicle simplicity and reliability;
• methane works better as a coolant compared to RP-1 and also because of the absence
of the coking phenomenon. This makes it also attractive for its use not only for
primary stages, but also upper stages that may involve the use of expander cycles
[99];
• Even more interestingly, methane has the potential to be produced on Mars, in which
case, both mission duration and vehicle architecture would benefit considerably.
Overall, the choice of methane as fuel is driven by the impact that the consequent engine
and launch vehicle architecture would make on the program cost and maintenance, promot-
ing the development of safer, cheaper and more affordable space missions.
Generally speaking, the choice of the chemical mechanism for high-pressure combustion
represents by itself an open area of active research for which a complete agreement has not
been reached yet. One important choice that needs to be made first is the selection of the
mechanism complexity, for which the two main categories: i) the detailed/skeletal or ii) the
quasi-global/global. The detailed/skeletal mechanism class typically achieves high accuracy
in the prediction of flame properties such as flame speed, ignition delay, flame structure and
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Figure 127: Tree diagram of the main differences between the class of detailed/skeletal
mechanism and the quasi-global/global.
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these mechanisms are designed to obtain very high accuracy in the breakdown pathway
followed by the fuel and oxidizer as they shift from their pure reactants state to the stable
products at equilibrium conditions. For this reason, these mechanism are characterized by
intermediate species (radicals), which may appear only during a transient phase and then
disappear again. For these species, real-gas constants, such as those listed in Tab. 35 are
still unknown or limited to some arbitrary values [163], making the overall application of
RG thermodynamics difficult, or at least affected by another level of uncertainty.
On the other hand, quasi-global or global models do not show this issue because they are
mostly limited to the use of major species, i.e.radicals are absent, for which RG thermody-
namics constants are well-known. Of course, due to the model reduction, flame properties
cannot be predicted all with the same accuracy for a broad range of temperatures and
pressures and specific tuning procedures can be instead adopted to match some properties
that are more relevant for the case under study. One example is the work of Frassoldati et
al. [51] who modified the mechanisms of Westbrook-Dryer [239] (WD) and John-Lindstedt
[78] (JL) to match the one-dimensional diffusion flame species distribution and the NOx
formation at ambient pressure. Another example is the work of Andersen et al. [4] who
tuned the same mechanisms rate constants to improve the prediction of CO and CO2 using
plug-flow reactor simulations again at 1 atm.
Another important consideration that applies for this work is the fact that an increase in
the number of species dictated by the detailed model does require a significant cost increase
in the simulation, particularly for the VLE routines that are already expensive. Some op-
erations, such as the calculation of the Aij or Cij matrices of Eq. (K.0.23) and Eq. (L.0.23)
respectively (along with their inversion to compute the unknowns) would scale as N2s . Since
the present work aims to investigate the use of finite-rate kinetics with VLE for the first
time in oxy-methane conditions, and given that the formation of minor species are expected
to have a small impact on that because of i) their low amount within the flame and ii)
very high temperature at which they form, the simplified global mechanism of WD [239] is
employed for this exercise.
Next, once the mechanism is chosen, the operating conditions need to be chosen as well
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before tuning. For the present work, the attention is on the CH4-LOX conditions at which
a sub-scale rocket engine was investigated experimentally and for which extensive amount
of data is available [76]. These conditions are reported in Tab. 31. With these conditions,
Table 31: Operating conditions of the sub-scale rocket engine described in the work of [76].
Sub-scale rocket engine operating conditions
species u [m/s] T [K] p [MPa]
fuel stream CH4 153.0 263.7 13.3
oxidizer stream O2 20.0 115.3 13.3
the WD mechanism is tuned against GRI [206] for the prediction of the ignition delay in a
constant-pressure environment, as well as one-dimensional diffusion flame for the prediction
of major species concentration. These two criteria are considered adequate for the present
case due to the non-premixed nature of the flame. The details are discussed next.
The WD mechanism is composed of 5 species: CH4, O2, CO, CO2 and H2O. For all these,
the RG constants are well-known and are provided in Tab. 35. The WD model is composed
of two steps, one of which is reversible, making effectively a 3-steps mechanism. These are
given in Eq. (5.5.1):
(1) CH4 + 1.5O2 → CO + 2H2O
(2) CO + 0.5O2 → CO2
(3) CO2 → CO + 0.5O2 . (5.5.1)
For each step, the forward rates are expressed using the Arrhenius form similar to Eq. (2.4.7),
where species reaction orders are additionally added to capture more non-linear effects [239].
Table 32 reports the values of these constants after the tuning procedure. First the adiabatic
flame temperature is compared against the detailed mechanisms for different equivalence
ratios. Note that this analysis does not involve the use of the finite-rate constants showed
in Tab. 32 as it is performed at the chemical equilibrium conditions where only the number
of species involved (with respect to their heat of formation) matters. Figure 128 shows
relevant results obtained for the tuned WD mechanism against the GRI. All the results are
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(g) 1D diff. flame species at ξ = 500 1/s
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(h) 1D diff. flame species at ξ = 15000 1/s
Figure 128: Relevant results collected for the comparison between the WD [239] global
mechanism and the GRI [206] detailed mechanism at 13.3 MPa. Results include: (a)
adiabatic flame temperature, (b) ignition delay versus mixture initial temperature for φ = 1,
(c) temperature history for ignition delay at T0 = 1300 K, (d) temperature history for
ignition delay at T0 = 1700 K, (e) temperature distribution within the 1D diffusion flame
for strain rate of 500 s−1, (f) temperature distribution within the 1D diffusion flame for
strain rate of 15000 s−1, (g) species distribution within the 1D diffusion flame for strain rate
of 500 s−1, (h) species distribution within the 1D diffusion flame for strain rate of 15000
s−1.
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Table 32: Forward rates used for each reaction of Eq. (5.5.1). Tuning procedure has been
performed against GRI [206]. Units are in cm, s, mol and cal.
Arrhenius model for the WD mechanism at 13.3 MPa
reaction forward reaction rate
(1) kf,1 = 1.59 · 1012exp(−47.8e3/RuT )[CH4]0.7[O2]0.8
(2) kf,2 = 3.38 · 1013exp(−40.7e3/RuT )[CO][O2]0.25
(3) kf,3 = 5.0 · 1012exp(−40.7e3/RuT )[CO2]
obtained at a pressure of 13.3 MPa. First, Fig. 128(a) shows the adiabatic flame tempera-
ture for different equivalence ratios. As expected, due to the absence of minor species, the
adiabatic flame temperature shows higher values. This cannot be corrected and must be
retained as model limitation, however additional considerations are going to be made in the
results discussion in Sec. 5.5.3 to put this point in perspective.
Figures 128(b), (c) and (d) show the ignition time delay as a function of the initial mixture
temperature (at stoichiometric conditions) and two temperature histories for these cases,
respectively. In this case, the agreement is found quite satisfactory. Finally, Fig. 128(e),
(f) show the temperature profiles of the one-dimensional opposed diffusion flame for two
different strain rates ξ, while Fig. 128(g), (h) show the corresponding major species profiles.
The 1D diffusion flame has been run using the Cantera package. Due to the absence of
an extensive RG capability, these simulations are run using the TPG thermodynamics and
for this reason, both reactants are initially set to the temperature of 300 K. Despite this
assumption, this approximation is not too far from what is effectively expected to happen
since at temperatures of 300 K or lower, the mixture does not react as known (and proven
with the constant-pressure ignition delay studies). On the other hand, at sufficiently high
temperatures, the mixture is expected to behave as a perfect gas, therefore the present
approach to justify the kinetics is considered adequate. Opposed-flame studies are run





















where the reactants densities are associated to the single streams conditions of temperature
and pressure. In the above, ξ represents the strain rate in s−1 and ∆x corresponds to the
flame width. In this case, the selected value is 0.24 mm, which is representative of the
injector post-tip width relative to the case under study [76]. By varying ξ, different flow
rates are obtained. For this study, and interval of ξ ∈ [50, 15000] has been investigated. For
ξ < 500 s−1 both mechanisms started to exhibit low temperature flames, with high width
beyond the chosen value of ∆x (see also Fig. 173). On the other hand, for ξ > 15000, no
convergence of the steady-state algorithm was achieved, indicating that both mechanisms at
the current condition also show a similar extinction strain rate. By looking at temperature
and species distribution within the flame, as well as the ignition time delay, the present
approximate kinetics model offers a reasonably good representation of the flame properties,
hence it can be used for the following analyses.
5.5.2 VLE diagram for CH4/O2
Before running the actual simulation, the VLE diagram for the reactants is investigated first.
The reason is to verify that the conditions at which the simulation will run (further verified
a-posteriori) do not form VLE between the reactants. For this reason, the CH4/O2 mixture
is studied similarly to what showed earlier in Fig. 46(a) with N2/C6H14 combination and
the presence of multi-phase conditions is analyzed by varying the pressure and composition
for different isotherms. The result is showed in Fig. 129. As immediately apparent, for the
present mixture VLE forms only for pressures that are approximately equal or less than 5
MPa. This means that the current operating condition of 13.3 MPa will not show multi-
phase conditions, as desired (the goal here is to explore whether or not the combustion
products can form VLE). Furthermore, one important thing to notice is that the 5 MPa
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Figure 129: VLE diagram for the CH4/O2 combination. Dashed black line indicates the
operating condition for the present TML case.
threshold approximately represents a limit between the sub-critical and the super-critical
state for the present mixture. In fact, given the values of the critical pressure of methane
and oxygen that are very close to 5 MPa (see Tab. 35), running the present mixture at
pressure below this value to investigate VLE effects, would be erroneous because of the
sub-critical condition that would be reached by the two species in their respective stream.
As a result, the present thermodynamic and numerical framework would not be consistent
with the physics as far as the single-component behavior.
5.5.3 Case setup and verification of the non-reacting solution
The TML geometry for the present case is set up in the same way as done for the N2/C6H14
case discussed in Sec. 5.3.1. With reference to Fig. 101, sizes are chosen as follows: HTML =
Lx = Lz = Lbuff = 0.8 mm. This size is roughly three times the injector post-tip width
reported in the experiment [76], thus the present application is qualitatively representa-
tive of the thermodynamic conditions and length-scales occurring in that application in the
near-injector region. It is emphasized that the goal is not to study the true experimental
condition and geometry through a simplified exercise, which would be in fact too preten-
tious. Instead, the goal is to investigate its operating condition from a thermodynamic and
VLE perspective only by choosing a simplified model (a 3D box) that despite the number
of assumptions employed, contains some similarities with that experiment, particularly the
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conditions in the vicinity of the injector where the reactants mix and start to burn.
The domain is uniformly discretized using 963 points in the central HTML box, while hy-
perbolic stretching along the y direction is applied along the two adjacent boxes using 33
points. Non-reflecting, subsonic outflow is applied at the top and bottom boundaries. Slip,
adiabatic conditions are imposed along the span-wise direction, while periodic conditions
are applied along the stream-wise direction.
The mean flow initial conditions are prescribed using a tanh function for the stream-wise
velocity component, temperature and composition in the form of ζ(y) = 0.5[(ζT + ζB) +
(ζT − ζB)tanh(y/w0)], where w0 = 5 · 10−5 and the T and B subscripts correspond to the
“TOP” (O2 stream) and “BOTTOM” (CH4 stream) conditions given in Tab. 31. Pressure
is uniformly specified.
Regarding the perturbation, pre-computed turbulence is preferred in this case in contrast to
a prescribed perturbation field. The reason is to explore another way to excite the formation
of random vortices and their impact on VLE (if any). Incompressible, isotropic turbulence
is pre-computed and summed to the main flow in the form of pressure and velocity. The
incompressible turbulent field is calculated using the model of Kraichnan [86] for the energy
spectrum. The uRMS for each stream is specified to be 5% of the O2 stream-wise velocity
component. It was in fact observed that higher perturbation would cause loss in numerical
stability due to the fact that strong vortices in the LOX side would produce big pressure
fluctuations. On the other hand, imposition of two different perturbation fields would have
required to impose artificial smoothing at the interface. The present choice was verified to
be the most robust solution that offers a good compromise between the physical meaning
and the numerical robustness of the initial condition.
Regarding the reacting simulation, none of the laminar diffusion flame profiles could be used
as an initial profile because i) they did not have the correct boundary values of temperature
for the reactants and ii) they were computed by iterating on the strain-rate in the direction
perpendicular to the flame brush, which is not known for this specific initial condition. As
a consequence, the top 1/4 of HTML is initialized by specifying tanh profiles of temperature
and H2O/CO2 products at ∼ 2000 K using a similar function as given above. The profiles
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are imposed such that the temperature smoothly matches that of the O2 free stream, while
water and carbon dioxide start from 85% and 5% by mass to zero. The remaining part is
specified as methane. Regarding the bottom 1/4 of HTML, the same criterion is applied,
however the oxygen is now imposed as left-over. This is done in order to mimic reactants
diffusion, trigger combustion and at the same time initialize a burnt solution. For the pro-
files of H2O and CO2, the decaying factor in the hyperbolic tangent profile has been chosen
as w0/2 and w0/3, respectively. Figure 130 and 131 show the relevant fields at the initial
condition.
(a) x-velocity [m/s] (b) y-velocity [m/s] (c) z-velocity [m/s]
Figure 130: Initial conditions used for the 3D TML: velocity component fields.












(a) T [K] profile across HTML






















(b) Species profiles across HTML
Figure 131: Initial conditions used for the 3D TML: burnt solution.
Before running the reacting solution, the non-reacting solution is first performed (without
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the burnt initial condition) to verify the absence of VLE between methane and oxygen at
the present conditions according to the diagram of Fig. 129. Figure 132 and 133 show the
(a) T [K] (b) Z [-] (c) β [-]
Figure 132: Non-reacting fields: XY plane. (a) Temeprature, (b) compressibility factor
and (c) phase-fraction.
(a) T [K] (b) Z [-] (c) β [-]
Figure 133: Non-reacting fields: XZ plane. (a) Temeprature, (b) compressibility factor
and (c) phase-fraction.
temperature, compressibility factor and phase fraction fields along the XY and XZ planes,
respectively. It is recognized that, despite the whole range of continuous temperature values
achieved by the mixing between the two species, no VLE formation is recovered. That is,
the mixture is its pure super-critical state and no multi-phase conditions are obtained. The
mixture moves from the compressible liquid (β = 0) to the super-critical fluid (β = 1) con-
ditions without any intermediate state. This pseudo-phase transition condition is detected
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Figure 134: Non-reacting field: scatter plot of the temperature data.
using the Z∗ criterion given in Sec. 4.1.1. This is further showed in Fig. 134 where a scatter
plot of the temperature field is superimposed to the original VLE diagram illustrated earlier
in Fig. 129. This is another proof of the predictive capability of the 0D thermodynamics
with respect to the actual simulation regarding the formation of VLE.
5.5.4 Justification of the implicit integrator use for chemistry
One issue that has been observed during the simulation of the reacting case was the oc-
currence of non-physical values of the reaction rates, as well as product species. Further
investigations revealed that the time-step used for the integration of the governing equations
was not sufficient to capture the chemical time scales of the reaction mechanism employed,
particularly the CO-CO2 dissociation/recombination (reactions 2 and 3 in Eq. (5.5.1)). To
solve this issue, use of an implicit integrator by means of the package DVODE [20] was
required instead of using explicit time integration of the chemical kinetics.
To illustrate this need, an intermediate (evolved) solution computed with DVODE is restarted
using a direct explicit integration of the chemical reaction rates with the time step com-
puted in the conventional way [111, 5]. After few time steps, the reaction rates are compared
with the corresponding DVODE solution. The results are showed in Fig. 135 and Fig. 136,
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respectively. One can immediately notice the erroneous values of the reaction rates both in
(a) ω̇CH4 [kg/m
3s] × 105 (b) ω̇CO2 [kg/m
3s] × 108
Figure 135: Methane (a) and carbon dioxide (b) reaction rates computed with explicit time
integration.
(a) ω̇CH4 [kg/m
3s] × 105 (b) ω̇CO2 [kg/m
3s] × 105
Figure 136: Methane (a) and carbon dioxide (b) reaction rates computed with implicit
time integration using DVODE [20].
terms of spatial distribution and magnitude in case the explicit solved is used. On the other
hand with the implicit solver these artifacts go away and the field smoothness is recovered.
Similar fields related to other species showed the same effects.
Further analysis was conducted to prove the initial hypothesis. Characteristic chemical
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time-scales for each reaction step were estimated following the method suggested by Turns
[228], for uni-molecular and bi-molecular reactions. Application of these criteria resulted in
the equations Eqs. (5.5.4)–(5.5.6) where e = 2.7182 and kf,1, kf,2 and kf,3 were calculated
directly using those listed in Tab. 32 and all the species concentrations were calculated



















Figure 137 shows all three chemical time scales. Given that the CFL time-step observed
(a) τc,1 [ns] (b) τc,2 [ns] (c) τc,3 [ns]
Figure 137: Characteristic chemical time scales associated with each reaction step listed in
Eq. (5.5.1).
during the simulations was oscillating between 1.5 and 1.7 nanoseconds, it is immediate to
recognize the fact that both reactions 2 and 3 would have an under-resolved progression rate
in time, which would result in wrong/non-physical production rates and ultimately species.
Note that even though the first reaction would not exhibit such restriction, its non-linear
coupling with the O2 recombination makes it also affected by the same issue. The present
analysis justifies the use of the implicit integration method for chemistry. Unfortunately
this has observed to add an additional 2-3× in the computational overhead with respect
to the explicit integration. An alternative to DVODE can be the use of multiple explicit
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sub-iterations that can reduce the integration step and follow a smoother integration path.
However, based on Fig. 137 it is apparent that at least 10 sub-iterations would have been
required. Since each sub-iteration requires the update of density, hence the solution of a
Tp problem, this approach has been found to be even more expensive than the DVODE
one, therefore it was discarded as option. The simulation was carried out for roughly 37
µs, approximately corresponding to 6 FTT (based on the averaged TML velocity).
5.5.5 Results and discussion
A first analysis is conducted on the fields snapshots taken on the YZ and XZ center planes.
These are given in Figs. (138)–(142) and Figs. (174)–(178), respectively. The snapshots are
taken at 5 equally-spaced time intervals between the VLE and the non-VLE solutions. By
looking at the β field of these images it is possible to recognize that effectively VLE forms
within two different narrow regions at the top and the bottom of the flame next to the
colder reactants streams. The two regions of VLE present different features: the one at the
top (VLE-OX) spans all the TML width and comprises values of β that are larger or equal
than 0.95. That is, the phase separation is mostly formed by vapor phase. This region
forms almost immediately, as soon as hot reactants start to diffuse into the oxygen stream.
On the other hand the bottom VLE region (VLE-F) is characterized by a delayed appearance
in time, as well as larger values of the phase fraction (β ≥ 0.98) and a more irregular spatial
distribution. This is visible in both X and Y planes (cf. Sec. Q.6). The occurrence of
VLE in both regions next to the flame do not seem to produce significant differences in
the other field variables. Some differences can be qualitatively observed in the speed of
sound magnitude, which happens to be lower within the VLE zones, as learned from all the
previous analyses. Other than that, wrinkling features and even the spatial distribution of
the heat release do not appear significantly different between the two simulations.
To investigate more, the centerline data is plotted during the same time snapshots in
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(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 138: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane YZ at time t1 = 0.21µs .
(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 139: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane YZ at time t2 = 10.18µs .
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(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 140: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane YZ at time t3 = 19.30µs .
(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 141: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane YZ at time t4 = 28.22µs .
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(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 142: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane YZ at time t5 = 37.09µs .
Fig. 143 for both the simulations. The difference in the values of the speed of sound is now
quantitatively visible in Fig. 143(c), where discrepancies in the values up to 35% appear
right where VLE forms predominantly (y ∼ −0.2 and y ∼ 0.2 mm) as it can be seen from the
β field in Fig. 143(e). In the other regions, these differences are not that high, although the
solution lines between the VLE and the non-VLE regions do not match exactly. Since the
VLE solution shows nearly complete vapor contribution, while the non-VLE is completely
vapor in the same regions, the differences are not expected to be significant. Additional
post-processing is conducted by performing a subdivision in 10 sectors along the y axis. This
division is schematically represented in Fig. 144 for clarity. Volume-averaged properties are
computed in each sector at each time and relevant results are showed in Fig. 145 for sectors
3, 8 and 9 (others did not show anything different). As a confirmation of the previous
observations, the properties, except the speed of sound do not show a significant departure
between the two thermodynamic models. One last important analysis to perform is the
understanding of the VLE formation and whether it can be predicted by off-line calculations.
For the present discussion, the t = t5 = 37.09µs instant is considered. Analyses on other
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Figure 143: Relevant field variables plotted along the TML centerline for the same time
instants indicated in Figs. (138)–(142). Vorticity plot in Fig. (f) is limited to the first and
last time instants in order to achieve a better picture quality. Variables are: (a) density, (b)
temperature, (c) speed of sound, (d) thermal conductivity, (e) phase fraction, (f) vorticity
x component.
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Figure 144: 3D TML domain subdivision in sectors.
time instants revealed the identical conclusions.
First, the VLE data is split in two parts. Given that the VLE distribution clearly shows
differences in the way it is distributed in space and time, the VLE-OX data and the VLE-F
data are first separately collected (that is all the variables are stored only when 0 < β < 1
in both regions) and then average µ and standard deviation σ are computed to understand
what is the state that forms VLE. Table 33 shows the results for both the regions: By
Table 33: Mean and standard deviation values computed within the VLE-OX and VLE-F
regions at t = t5.
VLE-OX, t = t5
T [K] p [MPa] YCH4 YO2 YH2O YCO2 YCO
µ 292.16 13.353 1.18e-4 0.965 0.0325 1.27e-3 5.86e-4
σ 81.82 0.0051 6.71e-5 0.027 0.0252 1.26e-3 6.70e-4
VLE-F, t = t5
T [K] p [MPa] YCH4 YO2 YH2O YCO2 YCO
µ 311.11 13.355 0.988 1.24e-4 0.0113 1.98e-4 4.58e-4
σ 35.56 0.01108 0.0111 1.72e-5 0.0104 1.95e-4 5.48e-4
reading the data in the table, the following conclusions can be drawn:
• the pressure is essentially constant at 13.3 MPa. This value can be maintained con-
stant for the subsequent analysis;
• in the VLE-OX region, the major species are oxygen and water. Carbon monoxide
and methane have very small concentration, therefore they can be neglected in the
following. It is not clear what is the role of carbon dioxide in the VLE (which also
shows largely scattered distribution), therefore it is considered for the next analysis;
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Figure 145: Sector-averaged variables as function of time. Only sectors number 3, 8 and
9 are showed in order to improve the picture clarity. Other sector-averages showed similar
behavior. Variables are: (a) density, (b) temperature, (c) speed of sound, (d) thermal
conductivity, (e) dynamic viscosity, (f) velocity y component.
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Figure 146: Temperature-Oxygen mole fraction diagram for the top side of the TML for
YCO2 = 0.0012. The color map refers to the phase fraction field as the amount of oxygen and
temperature are varied. Dew line is represented with a white dashed line at approximately
constant XO2 = 0.00379. Bubble line is represented with a green dashed curve on the right
side of the picture (cf. the value of the β field). Blue and black lines indicate the isochoric
and adiabatic mixing models. Specifically: blue line (. . . ) indicates the isochoric mixing
with TH2O = TCO2 = 2000 K, black line (. . . ) indicates the adiabatic mixing with TH2O =
TCO2 = 2000 K, blue line (.-) indicates the isochoric mixing with TH2O = TCO2 = 2500 K,
black line (.-) indicates the adiabatic mixing with TH2O = TCO2 = 2500 K. In all cases the
initial oxygen temperature is set to 115 K. Squared blue symbols refer to the data directly
extracted from the TML.
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Figure 147: Temperature-methane mole fraction diagram for the bottom side of the TML.
The mixture is considered binary with water only. The color map refers to the phase fraction
field as the amount of methane and temperature are varied. Dew line is represented with
a white dashed line at approximately constant XCH4 = 0.00753. Bubble line is represented
with a green dashed curve on the right side of the picture (cf. the value of the β field).
Blue and black lines indicate the isochoric and adiabatic mixing models. Specifically: blue
line (. . . ) indicates the isochoric mixing with TH2O = 2000 K, black line (. . . ) indicates
the adiabatic mixing with TH2O = 2000 K, blue line (.-) indicates the isochoric mixing with
TH2O = 2500 K, black line (.-) indicates the adiabatic mixing with TH2O = 2500 K. In all
cases the initial methane temperature is set to 263 K. Squared blue symbols refer to the
data directly extracted from the TML.
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• in the VLE-F region, all species except methane and water have very small amount,
hence these will be neglected.
With the above observations, the following 0D analysis is separately conducted on both
VLE regions by performing constant pressure Tp problems at 13.3 MPa and assuming
that the top VLE region is composed only by O2-H2O-CO2, whereas the bottom region is
composed only by CH4 and H2O. Using the data in Tab. 33, the thermodynamic states
are varied between 190 K and 460 K for the VLE-OX part, while 260 K - 400 K are used
as extremes for the VLE-F counterpart. Additionally, for the VLE-OX region, the amount
of CO2 is varied as a fixed parameter as 0.0001, 0.0012, 0.0024 and 0.0036 for a total
of 4 zero-dimensional simulations. These four values are considered representative of its
scattered distribution obtained in Tab. 33.
The results for VLE-OX in the case of YCO2 = 0.0012 and VLE-F are given in Fig. 146 and
Fig. 147, respectively. Other results for VLE-OX are provided in Sec. Q.6 for completeness,
however they do not add significant flavor to the following analysis. The pictures represent
the VLE diagrams of temperature as a function of oxygen and methane mole fractions,
respectively. Note that in Fig. 146 the amount of O2 does not reach exactly one because
of the fixed amount of CO2 in the mixture. First, by looking at Fig. 146 compared to the
other pictures in Sec. Q.6, the amount of CO2 does not play a crucial role, therefore it can
be concluded that the VLE-OX is predominantly formed by O2 and H2O. In both cases,
the field of β is imposed as color map. One may observe that the VLE zone spans almost
all the boundaries, with exception of the zones of high-concentration, high-temperature of
O2 and CH4 that fall in the pure super-critical state with respect to the single component.
This is confirmed by the Dew (dashed white on the left) and Bubble (dashed-dot green)
lines plotted at the left and right of each picture, indicating the limits of the multi-phase
regions.
The TML data referring to the specific VLE region is scattered and super-imposed to the
β fields. It is evident that this data falls on the high-range of β, and it is enclosed in the
region of high species concentration as expected. To add more emphasis on the discussion,
adiabatic (black) and isochoric (blue) mixing lines are super-imposed on the picture. These
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lines are computed with the following criteria: a) for the VLE-OX region (Fig. 146), oxygen,
water and carbon dioxide are mixed by assuming 115 K for O2 and two different (common)
temperatures of the other two species: 2000 K and 2500 K, plotted using the dotted and
the dashed-dotted lines, respectively; b) for the VLE-F region (Fig. 147), methane and water
are mixed by assuming 263 K for CH4 and the same two different temperatures for water:
2000 K and 2500 K, plotted using the dotted and the dashed-dotted lines, respectively.
These results reveal that 0D mixing models can reasonably well capture the VLE trends
in both cases therefore they can be used as a predictive tool to investigate whether VLE
will form or not even in the reacting case. Note that scattered data are in β regions that
are smaller than those observed in Fig. 142. For example in Fig. 146, dots fall in the
regions for β ≥ 0.8 rather than 0.95. This is due to the fact that TML data do not exactly
correspond to the offline VLE calculations, nor mixing calculations. In fact, scattered dots
may refer to pressure values that are not exactly 13.3 MPa and additionally contain traces
of other species that slightly modify the VLE state, even if by a small amount. Despite
these differences zero dimensional analyses reveal quite good prediction of the VLE states.
One last observation is related to the mixing models. VLE diagrams clearly suggest that
there could potentially be regions where β spans all the values between zero and one. This
does not happen in the present case because of the mixing process between (hot) water
and the other two cold reactants. For example in Fig. 146 a β ∼ 0.1 would be obtained
(regardless of the amount of CO2) if the composition would be 90% water and 10% O2.
Potentially, this can show more significant discrepancies in the flow field as showed in the
non-reacting SML application of Sec. 5.4. However, this cannot happen in the present case
because water can be only formed by the flame, therefore as soon as it is produced it comes
with a high temperature. As a result, oxygen and water can never mix in a way such that
90% H2O would fall in the 200K < T < 460K region, which is confirmed by the 0D mixing
models. On the other hand, another application (such as cooling) involving liquid water
and at the same time mixing with (even warm) oxygen, can now fall in the β ∼ 0.1 region,
producing completely different effects.
The latter analysis is to emphasize the fact that thermodynamic states, especially involving
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phase equilibrium represent delicate conditions that once perturbed, may show drastically
different results.
5.6 Unsteady VLE formation in a 2D reacting spatial mixing layer
(SML)
The last testcase explored is a spatial mixing layer (SML) in reacting conditions. The ge-
ometry, grid and setup is identical to that indicated in Fig. 113, however the conditions are
taken again from Tab. 31 with the goal to investigate if a different geometry can produce
substantially different results between the two thermodynamic models compared to the 3D
TML case (in accordance with Objective 3). The chemical kinetics is the same discussed
in Sec. 5.5.1, therefore once again the DVODE routines are used for the chemical kinetics
integration. The top stream is composed of methane, while the bottom stream is composed
of oxygen. The non-reacting simulation is first run for roughly 2 ms corresponding to ap-
proximately 30 FTT to eliminate the effect of the initial transient. As illustrated in Fig. 148,
(a) ρ [kg/m3] (b) β [-] (c) T [K]
(d) p [MPa] (e) Switch [-] (f) ωz [1/s] ×106
Figure 148: Relevant flow field properties computed at the evolved non-reacting solution, before
the ignition. The phase fraction field (a) shows no VLE formation, in agreement with both 0D
thermodynamics of Fig. 129 and the TML results of Figs. (132)–(134).
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the evolved solution of the non-reacting field does not show VLE formation between the
two reactants at the present conditions. This is not surprising given the analysis performed
before hand with the 0D thermodynamics of Fig. 129 and the TML results of Fig. 132. The
dynamic switch between the FC and the QC scheme is also illustrated in Fig. 148(e) for
completeness along with the pressure field in Fig. 148(d). It is stressed that without the
use of the QC scheme, the simulation was showing strong pressure oscillations due to the
large density gradients (cf. Fig. 148(a)), eventually failing after few tens of iterations. This
is once again not surprising given the strong difference in densities of the two streams as
discussed in Sec. 3.2.2.
The solution of Fig. 148 is ignited by using the following criterion: computational cells that
show an equivalence ratio 0.95 < φ < 1.05 are provided with products (80% H2O, 20%
CO2 by mass) at the temperature of 2500 K; on the other hand regions outside this range
of equivalence ratio are provided with a temperature that smoothly merges between a nom-
inally burning solution of 2500 K and the temperature in the reactants’ free stream using a
linear profile, depending on the amount of the fuel or oxidizer amount in the computational
cell. Many different initialization procedures have been tested, however no significant dif-
ferences were observed in the outcome as far as VLE production and its correlation with the
field variables. The initialized burnt solution is further simulated for a physical time of 51
µs, half of it corresponding to the time during which the flame was observed to extinguish,
possibly due to the approximations introduced with the chemical kinetics and the overall
case setup, such as the geometry. Nevertheless, this computational time was enough to ob-
tain a comparison of the reacting solution between the VLE and the non-VLE model during
the unsteady flow field evolution, which is once again the only objective of the present com-
putational exercise. Insights from this relatively simple, yet complex simulations (from a
numerical, theoretical, physical and computational overhead point of view) are intended to
determine the effect (if any) of a multi-phase RG solution on the major field variables as
done with the other cases discussed so far.
The use of DVODE resulted into the computational expense of roughly 5.6 seconds per
iteration on 1024 processors for the VLE case, compared to the 0.23 seconds per iteration
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for the non-VLE setup using the same number of processors. This places again the non-VLE
option around 20 times faster than the VLE counterpart, in agreement with all the cases
discussed before.
Figure 149 and Fig. 150 show some field variables collected from the VLE and the non-VLE
simulations, respectively. The pictures show time instants starting from t = 0 correspond-
ing to the ignition time to t = 25µs, roughly corresponding to the time after which the
flame was extinguished because a lower temperature was reached in the flammable mixture,
preventing reactions to self-sustain. This was observed in both simulations.
The VLE solution clearly displays regions in which multi-phase conditions occur, however
they are mostly restricted to values of β ≥ 0.98 as observable in Fig. 149(a)–(c). This has
an obvious consequence on the flow field that is, the VLE solution is expected to behave
very close to the non-VLE solution. In addition, VLE regions do not appear directly inside
the flame (cf. Fig. 149(m)–(o)) as obviously expected, because of the high temperature
condition, and rather they appear in its neighbor, where the temperature and composition
reach the possible value for its formation. This is discussed later. One major observed
difference is reported in the value of the speed of sound that drastically reduces within the
VLE region. This was continuously observed in the 0D cases studied in Chap. 4 as well. In
the VLE simulation in fact, the lowest value of speed of sound is about 165 m/s, which is the
lowest peak throughout the simulation. On the contrary, the same regions in the non-VLE
simulation display a lower peak of approximately 300 K. This difference, although impor-
tant, does not seem to produce macroscopic differences in the flow field major variables, at
least qualitatively within the time window simulated.
However using the concepts learned from the non-reacting cases simulated before, the sim-
ulations are run further up to 51 µs to explore the possibility of macroscopic differences as
the VLE regions, once formed, continue to evolve in space and time.
Figure 151 shows the phase fraction, density and mixture fraction fields computed at
t = 51µs for the VLE (top row) and non-VLE (bottom row) simulation, respectively.
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(a) β[-] -t = 3µs (b) β[-] -t = 11µs (c) β[-] -t = 25µs
(d) ρ[kg/m3] -t = 3µs (e) ρ[kg/m3] -t = 11µs (f) ρ[kg/m3] -t = 25µs
(g) T [K] -t = 3µs (h) T [K] -t = 11µs (i) T [K] -t = 25µs
(j) HRR[W/m3] -t =
3µs
(k) HRR[W/m3] -t =
11µs
(l) HRR[W/m3] -t =
25µs
(m) c[m/s] -t = 3µs (n) c[m/s] -t = 11µs (o) c[m/s] -t = 25µs
Figure 149: Field variables extracted from the VLE simulation at three different time instants
after which the flame was extinguished.
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(a) β[-] -t = 3µs (b) β[-] -t = 11µs (c) β[-] -t = 25µs
(d) ρ[kg/m3] -t = 3µs (e) ρ[kg/m3] -t = 11µs (f) ρ[kg/m3] -t = 25µs
(g) T [K] -t = 3µs (h) T [K] -t = 11µs (i) T [K] -t = 25µs
(j) HRR[W/m3] -t =
3µs
(k) HRR[W/m3] -t =
11µs
(l) HRR[W/m3] -t =
25µs
(m) c[m/s] -t = 3µs (n) c[m/s] -t = 11µs (o) c[m/s] -t = 25µs
Figure 150: Field variables extracted from the non-VLE simulation at three different time
instants after which the flame was extinguished.
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(a) β[-] (b) ρ[kg/m3] (c) Zf [-]
(d) β[-] (e) ρ[kg/m3] (f) Zf [-]
Figure 151: Phase fraction, density and mixture fraction fields at t = 51µs for the VLE (top)
and non-VLE (bottom) models.
The mixture fraction was defined as [155]:
Zf =
νYCH4 − YO2 + Y 0O2
νY 0CH4 + Y
0
O2
, ν = νO2MWO2
νCH4MWCH4
, (5.6.1)
where ν = 4 is computed for the stoichiometric reaction and Y 0CH4 , Y
0
O2 represent the
amount of methane and oxygen in the fuel and oxidizer streams, respectively (both equal
to one). From these pictures, one may observe that once again the differences between the
two simulations are very minor. A more quantitative comparison is provided in Fig. 152,
where iso-lines of density and mixture fraction are compared between the two models at
two different time instants. As one can immediately observe, the differences between the
two models are very small, although the two curves are not exactly overlapped either. Local
differences can be appreciated, however global flow features are retained in contrast to what
was observed with the non-reacting SML. The same is observed in Fig. 180 which shows
a different iso-density contour. This confirms the initial observation that the occurrence
of VLE states with near-one phase fraction values can perturb the flow field only a little,
causing very small effects on the overall flow field in agreement with the observations made
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(a) ρ = 700 [kg/m3]- t = 42.5µs













(b) ρ = 700 [kg/m3]- t = 51µs













(c) Zf = 0.2 [-]- t = 42.5µs













(d) Zf = 0.2 [-]- t = 51µs
Figure 152: Iso-density (top) at 700 kg/m2 and iso-mixture fraction (bottom) at stoichio-
metric value of 0.2 comparison between the two thermodynamic models at two different
time instants.
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for the 3D TML discussed in Sec. 5.5.5.
Following the similar approach adopted for the 3D TML, offline investigations about the
states at which VLE forms are separately made in order to confirm the fact that all the
visualized VLE states can be predicted before-hand using the 0D tools. Table 34 shows
Table 34: Mean and standard deviation values computed within the VLE region at t =
42.5µs.
VLE data, t = 42.5µs
T [K] p [MPa] YCH4 YO2 YH2O YCO2 YCO
µ 268.26 12.98 0.701 0.288 0.0058 0.0017 0.0003
σ 34.12 0.28 0.158 0.164 0.0052 0.0015 0.0002
the mean and the standard deviations of the mixture properties obtained with the VLE
ensemble at t = 42.5µs. In this case, it is interesting to notice that there is no clear
distinction between how much methane or oxygen contributes most to the VLE formation
and it rather seems that both of them contribute. However, since it has been already
confirmed many times that VLE does not occur between methane and oxygen only at these
pressures, a third species has to inevitably be taken into account. In this case, while CO is
the least amount in the mixture, it is assumed that it does not contribute at all, similarly
to what has been done earlier. On the other hand, H2O and CO2 show a similar order
of magnitude both in the average and the standard deviation. For this reason, a ternary
VLE diagram is employed in this case. The main species are chosen to be methane, oxygen
and water, while carbon dioxide is varied as a fixed parameter for each run. The results
are showed in Fig. 153 for fixed YCO2 = 0.002. Other combinations of this value ranging
from 0.0001 to 0.004 did not provide any substantial difference in the outcome. The VLE
diagrams are explored for fixed pressure at p = 13.0 MPa (small variations of this value
also did not produce any appreciable difference in the outcome). Data from the simulation
at t = 42.5µs is extracted with the following criteria: β ∈ (0, 1) and T ∈ [Ti − 1, Ti + 1]K,
where Ti = 240 , 265 , 300K and superimposed to the respective ternary diagram with blue


















































































































(c) T = 300 [K]
Figure 153: Ternary VLE diagrams between CH4/O2/H2O at p = 13.0 MPa for YCO2 =
0.002. Simulation data is superimposed with blue triangles.
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to the dew point line. It is very interesting to notice that VLE would exists for the whole
range of H2O amount, spanning all the possible values of phase fraction (note the bubble
point lines confined to the almost 100% amount of water), however, this is very unlikely to
be obtained in a pure reacting system, where the only way to produce water and carbon
dioxide is by means of a flame.
5.7 Summary
In this chapter, various applications of the VLE thermodynamics coupled with CFD have
been investigated with the ultimate goal to quantify the differences (where applicable) of the
VLE versus the non-VLE model. Canonical configurations ranging from 1D to 3D setups
have been employed and systematic investigations have been targeted for each test case by
varying the geometry, the conditions, the thermodynamics and the resolution, depending
on the case. These test cases complete the fulfillment of Objective 2 and address the
Objective 3. The major points found can be summarized as follows:
• resolution itself does not impact the VLE formation in the sense that VLE does
not represent an “unresolved” phenomenon that disappears as the grid is refined.
The multi-phase thermodynamic model is a point-wise calculation that requires 2
independent thermodynamic variables, plus composition to be checked at every point
in space and time. It does not matter whether this set of variables is produced
by a turbulent, laminar, non-reacting or reacting flow with any type of resolution.
If the type of flow being solved produces the same set through the coupling with
fluid mechanics, the same VLE result will be obtained. In that sense, if the flow
inputs contains approximations and/or errors due to an unresolved field, the same
errors may translate into the presence of VLE. On this regard, the approximations
introduced by the global chemical mechanism need to be put in perspective. Even
if the thermodynamic conditions that followed in the CFD calculations are slightly
off due to the kinetics approximations, a systematic one-to-one comparison has been
carried out between the two thermodynamic models. Hence, even with a detailed
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model, if the same conditions occur, the same VLE formation (along with all the
outlined effects) is expected as well;
• following the previous statement, use of the QC scheme by means of the Double-Flux
model should be limited only to the regions of high density gradients. In fact, due
to the numerical approximations of the thermodynamic states introduced with its
algorithm, fake VLE states can occur, unless the resolution is increased;
• when the non-VLE model is used, a higher Gibbs free energy solution is effectively
reached if the conditions fall in a multi-phase state;
• in non-reacting solutions, the VLE model can produce drastically different results in
the flow-field variables compared to the non-VLE solution. This is mainly due to the
fact that the β field spans all the possible values between zero and one and therefore,
in contrast to the non-VLE case where either the vapor or the liquid solution are
chosen, non-linearly blended values of the vapor and the liquid solutions are instead
chosen. As a result, not only the VLE region can express considerably different values
of the flow properties, but it has been found that their non-linear coupling with the
transport properties (in turn affected by the VLE solution in a non-linear fashion), can
exhibit a critical role in the flow structure development. On this regard, a competing
effect between mass and heat diffusion has been isolated as a possible explanation of
this effect through the Lewis number;
• on the other hand, in pure reacting solutions, the differences between the VLE and the
non-VLE models do not appear as big, but rather confined in minor flow properties
differences that are localized in space and time. The main reason for this is the
fact that the only way VLE can form is through the introduction of small amount
of hot products in large amount of colder reactants, such that the mixture falls in
temperature values between 190 K and 300 K with values of β that always exceeded
0.95;
• in all cases, 0D thermodynamic tools have been demonstrated to be a valid approach
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to estimate, with good accuracy, the occurrence of VLE. These, can be therefore used
as an a-priori model to understand if, and how important, the VLE effect can be in a





A primary focus of this work has been the understanding, followed by the determination of
a correct analytical thermodynamic framework of RG mixtures in presence of vapor-liquid
equilibrium (VLE), which was found particularly missing in past works. While the solu-
tion of the multi-phase, multi-component equilibrium problem that minimizes the mixture
Gibbs free energy at fixed temperature, pressure and composition to find the amount of
liquid and vapor in the mixture is a well-established tool, the overall set of thermodynamic
VLE quantities necessary for a CFD calculation were not extensively treated so far. This
point was considered as a major objective because it establishes the role of VLE compared
to the single-fluid (non-VLE) approach in a flow simulation. Reduced-order models or sim-
plified models might in fact return a biased solution to the extent that a direct comparison
between the two models could not rigorously carried out.
These VLE thermodynamic properties use a different set of independent variables than
those attempted in other works (which did not provide the whole ensemble of quantities
necessary for a CFD calculation), whereby the product between the phase-fraction and the
vapor molar fractions was used, providing extreme flexibility in all the subsequent deriva-
tions. In this process, emphasis was given to the role of the frozen part of the derivative,
compared to the actual VLE contribution: the first assumes that no variation of the VLE
properties occurs as temperature and/or pressure are varied, while the second part takes
this effect into account. The latter contribution was the most challenging term to deter-
mine, which resulted in approximated formulas or numerical differentiation in past works.
Thanks to the adopted change in variables, this term was easily computed and it helped
to identify the main differences when this framework was subsequently compared to the
non-VLE counterpart.
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This model was applied on different mixtures with different levels of complexity in compar-
ison to other two simplified models: the single-fluid (non-VLE) and the frozen VLE model,
the latter obtained by neglecting all the VLE derivatives discussed earlier. This was found
to resemble some approximated models reported in the literature. The three models showed
different results, highlighting the fact that the VLE derivatives play a crucial role in terms
of trend and magnitudes on all properties. In particular, the VLE model displays contin-
uous trends that connect the liquid/vapor limiting states, however with discontinuous first
derivatives. This near-phase-boundary trend cannot be captured by the single-phase model
because of the sudden switch it uses between the liquid or the vapor phase based on the
local value of the Gibbs free energy. On the other hand the frozen VLE model matches the
primary thermodynamic functions trends but it fails to correctly predict their derivatives
because of the employed assumption.
While this study was conducted on the selected mixtures by maintaining fixed pressure,
temperature or composition, the thermodynamic results were directly fed into the trans-
port coefficients models. Therefore the present work also provides a first study on the effect
of VLE on transport properties from a modeling perspective. It was shown that as the ther-
modynamic properties vary inside the VLE region, an associated departure corresponded in
the transport properties, particularly thermal conductivity and mass diffusion coefficients,
which displayed sensible differences when computed with the other thermodynamic models.
In addition, the investigation of RG mixtures with VLE was extended to the evaluation of
different EoS models of the cubic family (GCEoS) combined with different mixing rules, all
relevant for CFD applications. The analysis helped to restrict the attention to the use of the
PR EoS or SRK EoS combined with the mixing rule of either Van der Waals or Harstadt for
the best outcome in terms of computational speed and accuracy. Nevertheless it is empha-
sized that the provided VLE analytical model is EoS-independent and potentially any EoS
can be used in place of the GCEoS. The present analytical model was found to outperform
the corresponding numerical framework by at least 30% in gain of computational speed
when applied to the selected mixtures.
In parallel to the development of a correct VLE thermodynamic model, a robust numerical
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algorithm to compute the inviscid fluxes in presence of high-density gradients was imple-
mented to work with and without VLE in a consistent manner. First, a detailed explanation
of the problem of pressure oscillation was provided in an analytical fashion and compared
to the numerical simulations. This was the first time such explanation was given in this
form. Moreover, this approach was applied to both RG and TPG cases using the same
case setup and resolution, proving that i) the EoS non-linear response is the major factor
that is responsible for the error magnification that comes from the spatial and temporal
integration and ii) the input error that comes from the integration cannot be mitigated by
simply reducing the order of accuracy of the numerical scheme, which would in fact increase
it.
Based on the literature survey, it was found that currently there is no unique choice in the
CFD community to handle this problem and that the solution offered by the Double-Flux
(DF) method is an easy and robust way to circumvent the issue of spurious numerical os-
cillations in purely conservative schemes. This scheme, was implemented to work with a
fully conservative scheme based on the MUSCL extrapolation at cell-interfaces so that a
novel hybrid scheme was obtained. An additional improvement was the derivation of an
analytical solution to the PRHO problem for the determination of the reconstructed tem-
perature at the cell interfaces with given density, pressure and composition in presence of
VLE (required by the DF method). This analytical formula was already available for single-
phase conditions only, whereas in this work, its extension to VLE was found applicable to a
class of cubic EoS and later proven to be particularly useful to improve the computational
cost of VLE simulations because it avoided the more expensive iterative PRHO alternative
algorithm.
The VLE algorithms were extensively validated and the importance of the solution of a VLE
state with a VLE physical model was highlighted: if a thermodynamic state corresponds to
a VLE condition and a reversed thermodynamic problem is attempted, failure to treat it
with the correct VLE thermodynamics may result in errors which are completely indepen-
dent of the errors caused by the numerical integration. This aspect already provided the
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important conclusion that pressure oscillations caused by the numerical integration (cor-
rected by the DF method) and erroneous thermodynamic states found by using the wrong
thermodynamic model for a given state are independent, therefore both solutions are re-
quired in a RG simulation whose condition falls in the mixture VLE state.
The present numerical and physical model was then applied to canonical configurations
to study its effect on non-reacting and reacting flows. The results provided the following
conclusions. 1) The use of DF must be limited to only the regions of high-density gradi-
ents as its use can generate erroneous thermodynamic states (including VLE) due to the
non-conservative error in temperature. This confirmed the same conclusions reported in
earlier works [109]. 2) The VLE states are independent of resolution, that is if the grid is
refined it does not disappear, thus it represents a physical model that captures a different
physics: the same physics cannot be captured by not using it and by refining the grid. 3)
Flow properties differ between VLE and non-VLE simulations. Particularly while these
were not found to have macroscopic effects on a single vortex evolution in a 3D TML, they
showed an important effect on a 2D SML where clear differences were observed in both the
instantaneous and time-averaged flow field. It was particularly interesting to investigate
the reasons of this difference. It was in fact found that the non-linear coupling between the
VLE states and the transport properties caused a strong imbalance between the thermal
conductivity and mass diffusivity at the vortex leading edges as they were formed down-
stream the splitter plate. This had the effect to promote the quicker transition of the VLE
front edge to a non-VLE state due to heat transfer, with the ultimate effect to change the
vortex dynamics by reducing its width along the cross-wise direction. This was directly
observable in the time-averaged field that showed a thinner SML width compared to the
non-VLE counterpart. This study proved that the VLE can have a big impact to the flow
field evolution and that its non-linear coupling with the transport properties can actually
unveil different flow dynamics: a point that was never showed before.
Regarding the reacting cases, the focus has been on the investigation of VLE states pro-
duced by purely reacting conditions, that is the reactants do not form VLE by themselves
(as it would have fallen in the previously treated case). For this scope, methane/oxygen
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was selected as combination. Before running the simulations in fact, off-line thermodynamic
investigations revealed the absence of VLE for pressures above 5 MPa. This pressure is also
very close to the critical pressures of both species, therefore pressures below this thresh-
old would have resulted in falling directly in the sub-critical regime for the components
themselves, not directly accounted by the present numerical and physical framework. A
preparatory study was then conducted on the chemical mechanism to be used to represent
the finite-rate kinetics. A 3-steps global mechanism was chosen with respect to a detailed
one, mainly because of two reasons: i) further increase in the computational simulation cost
as the number of species was increased and ii) lack of RG parameters for the minor species
that would have been taken into account. The chemical mechanism was tuned against a
detailed model to take into account the different operating conditions, especially in pres-
sure (13.3 MPa). Unfortunately, the tuning of this mechanism was observed to require a
chemical time-scale resolution that was below that of the explicit time step based on the
CFL condition. Therefore to avoid erroneous calculations of the species reactions rates, an
implicit ODE solved was required. This further increased the simulation cost between 2
and 3 times that significantly impacted the (already high) overhead of the VLE cases.
The simulations were carried out in both a 3D TML and a 2D SML. In both cases, VLE
was observed to be formed between hot products and cold reactants as postulated in the
thesis objectives, however its effect was found particularly minor, mainly because of the
value of the phase fraction that were equal or above 0.95, thus very close to a pure gaseous
solution.
Though the post-processing carried out from the reacting cases did not show significant
differences between the VLE and the non-VLE solution, it was interesting to observe that
VLE can form in the vicinity of a flame. Use of VLE thermodynamics combined with finite-
rate kinetics was also done in this work for the first time.
Nevertheless it should be pointed out that unsteady VLE formation in reacting systems may
become important in other combustion applications that for example operate at marginal
conditions. These include ignition, blow off or lifted flames, where the role of the reacting
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mixture before the actual reaction can form VLE, ultimately producing a change in the evo-
lution of the subsequent combustion. This is also suggested by the fact that VLE pockets
formed by the vortex breakdown in the non-reacting SML case were following a different
spatial and temporal evolution downstream the splitter plate compared to the non-VLE
case.
In all the simulations, the role of zero-dimensional thermodynamics has been demonstrated
to be particularly useful in both pre- and post-processing. Off-line solution of Tp problems
to extract the VLE diagrams combined with the mixing models (adiabatic and isochoric)
has been extensively used to either predict or confirm the VLE formation. These tools
can be used to investigate the formation of VLE states regardless of the number of compo-
nents (although the analysis would considerably complicate with many species of the same
amount), and can therefore help to establish a-priori if VLE forms or not.
Some major limitations of the present work are also highlighted as these help to open the
future research. The assumption of phase equilibrium throughout the calculations may not
be sufficient to physically represent the inter-facial behavior of multi-component mixtures,
however it is not clear to what extent can be considered correct. Formulation of a consistent
phase non-equilibrium model and its comparison against the VLE counterpart is definitely
an objective to pursue. In addition, the VLE thermodynamic properties have not been
extensively validated in this work, mainly because of lack of data. The only validation that
has been performed in this work against experimental data is that of the speed of sound
for the Prudhoe gas which, although being a quite complex mixture, it does not provide an
ultimate validate of the whole formulation. Despite the correctness of their mathematical
formulation in fact, it is known that EoS models can predict properties with poor accuracy.
These would affect the VLE properties as well. As a result, experimental apparatus that can
measure VLE properties of various multi-component mixtures and/or accurate molecular
dynamics simulations can help on this regard. Typically, these should not be limited to the
characterization of VLE diagram but possibly extended to more complex variables such as
fluid compressibilities, speed of sound and even transport properties.
296
6.2 Achievements/contributions
The following contributions are identified for this work [226, 227].
Contributions on the modeling side:
• developed a fully consistent, analytical, EoS-independent model for RGmulti-component
mixtures with phase-equilibrium thermodynamics;
• extended 0D mixing models to incorporate VLE;
• provided a detailed, analytical explanation for the occurrence of pressure oscillations
in conservatives schemes when RG thermodynamics is employed;
• extended the Double-Flux model to work consistently with VLE;
• found an analytical formula to compute the interface temperature in presence of VLE,
when density, pressure and composition are known;
• developed a fully consistent numerical hybrid scheme that can account for VLE ther-
modynamics: from the spatial integration, to the calculation of transport properties;
• demonstrated the effects that VLE thermodynamics has on reversed thermodynamic
problems;
• demonstrated the independence of the error generated by the numerical scheme over
the error generate by the thermodynamic model;
• run a first VLE-finite rate kinetics coupled simulation;
• provided a generic formulation to compute the Widom line in case the GCEoS is used.
Contributions on the physics side:
• demonstrated the effect of VLE on the transport properties;
• demonstrated the difference in the states predicted by VLE thermodynamics over the
single-fluid approach, as well as the frozen VLE model;
• demonstrated the independence of the VLE model over the grid resolution;
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• found a novel, Lewis number-driven effect that is caused by the non-linear coupling
between the VLE states and their effect on the transport properties;
• proved the formation of VLE states in reacting systems in the flame vicinity,
6.3 Future work
As extensively discussed so far, employment of RG thermodynamics with VLE required to
touch several aspects of the simulation framework on either the numerics and the physics
sides. This means that each of these aspects can be further studied and improved.
In general, this work has provided new insights about the physics of RG mixtures in pres-
ence of phase-equilibrium. In particular the role of the compressibility effects dictated by
the RG model, coupled with the VLE thermodynamics and transport has shown a new type
of vortex breakdown that could not be captured by the non-VLE case. From a modeling
perspective, this also suggests that a consistent and robust RG-VLE numerical framework
is indispensable to be used and failure to adjust even one aspect in the simulation pipeline
(thermodynamic algorithms, spatial integration and VLE properties) may produce differ-
ences in the results.
In the following some suggestions on the future outlooks are given:
• research about how to mitigate the non-conservative error carried by the DF model.
This would benefit both the VLE and the non-VLE simulations;
• the present analytical model can be further expanded by relaxing the pressure equi-
librium condition between the two phases and account for capillarity effects;
• one of the most limiting conditions found in the present work has been the enormous
cost associated with the VLE calculations. To mitigate this issue and make the VLE
model fully applicable to large scale geometries, one idea can be to exploit the con-
clusions obtained through the reacting cases. Although restricted to methane/oxygen
combinations, these simulations essentially proved that in a pure reacting system, VLE
formation is a minor effect and therefore it can be neglected, especially if the purpose
of the simulations is not purely scientific, as done in this work. As a consequence, by
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using the zero-D thermodynamics and mixing models, one may first understand if the
reactants produce VLE by themselves. If yes, then one may explore the possibility
to tabulate the VLE properties upfront for the binary reactants only and for a range
of temperatures and pressures that is reasonably representing the desired operating
conditions. Then, one may consider only the VLE formed by the reactants and use the
single-fluid assumptions alone where the temperature is sufficiently high, or where the
composition is no longer binary (hence hot products are found). However one should
keep in mind that if the VLE conditions already occur for a non-reacting mixture that
is already non-binary (e.g. ternary or more), this tabulation approach can be quickly
become difficult to apply as well;
• more in general, use of tabulation or any sort of acceleration techniques (e.g. GPU)
or neural networks to increase the computational efficiency of VLE calculations can
be definitely explored;
• from an application point of view, there can be multiple options, ranging from jet
in cross flows, to other types of injectors that use different species. Again the fact
that VLE may not be important in a purely reacting system (i.e.next to the flame),
does not mean that if the system is reacting it can be ignored upfront. In fact, if the
reactants form VLE by themselves before reacting, the whole range of phase fraction
can be reached with all the same potential consequences that have been discussed in
this work for the non-reacting results;
• obviously, the role of LES closures has not been addressed in this work and therefore it
represents another area of study where combined effects between VLE and turbulence
are worth to be investigated further. This would effectively mean to find a model for
the unresolved, filtered component of all the thermodynamic equations given in this
work;
• extensive validation of VLE thermodynamic properties in multi-component mixtures
using either experimental apparatus and/or molecular dynamics simulations;
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• implement the method of [67] to calculate the mixture critical loci as a function of
two thermodynamic variables and composition. Explore the possibility on how to use
this tool to establish an a-priori knowledge of the VLE diagram that can be exploited
during the calculation to avoid unnecessary calculation. These include for example
the solution of the ERHO problem using VLE only in the regions that are potentially
showing it, while using the single-phase approach in the regions above the mixture
critical point;
• exploration of the role of phase non-equilibrium to establish the role of temperature
and pressure gradients across the VLE interface. This aspect can be potentially
carried out by introducing a transport equation for the phase fraction β, hence it
would be no longer linked to Eq. (2.2.36). The challenge for this task it to find a
proper model for the rate of change of β itself, which would go as a source term in the
above transport equation, similarly to what is commonly done for finite-rate chemical
reactions. Nevertheless it is important to underline the fact that even in the case phase
non-equilibrium is considered, the thermodynamic relations derived in the present
work will still hold in the hypothesis of local thermodynamic equilibrium, unless the
additional assumption of local thermodynamic non-equilibrium is superimposed on it
(in which case the EoS will take the form of an ODE, i.e., no longer in an algebraic
form).
In addition, few ideas about where the present work may produce some spin-offs in similar
areas of study are given:
• in sub-critical regimes, Eulerian-Lagrangian numerical framework require the VLE
model to match the droplet-environment jump conditions. These are usually re-
stricted to simplified models (e.g. Clausius-Clapeyron) based on single-component
thermodynamics. If one wants to extend this approach to a multi-component strat-
egy, the analytical framework presented in this work is the one to use (especially when
accounting for capillarity effects). In that case, since either mass and energy trans-
fer are imposed at the droplet interface, all the properties derived in this work are
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necessary;
• the present framework can be used “as is” for every problem that required the modeling
of no more than 2 phases in equilibrium. For example if one is interested to evaluate
solid-liquid or solid-vapor states, this framework is already good enough, provided
that proper EoS are supplied to the solid phase.
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Appendix A
MINIMUM GIBBS CRITERION FOR COMPRESSIBILITY ROOT
SELECTION
For a cubic EoS, substitution of Eq. (2.2.3) into Eq. (2.2.2) leads to a unique cubic equation
in the compressibility factor in the form a1Z3 + a2Z2 + a3Z + a4 = 0, which can be solved
in an analytical manner. First the two quantities are computed:
Q = A
2 − 3B
9 , R =
2A3 − 9AB + 27C
54 . (A.0.1)
Where A = a2/a1, B = a3/a1 and C = a4/a1. Then a decision is made out of the sign of
the quantity Q3 −R2:
• if Q3 −R2 < 0, the cubic equation has only one real root:
Z = −sign(R)
[(R2 −Q3)1/2 + |R|]1/3 + Q[(R2 −Q3)1/2 + |R|]1/3
− A3 , (A.0.2)































Given the fact that the middle root Z2 corresponds to an unstable state [46] we re-define:
Z1 = MAX(Z1, Z3) and Z2 = MIN(Z1, Z3). At this point, the following distinctions must
be made:
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• if this is a phase structure calculation, such as that required for Algorithm 1 in Ap-
pendix D, the choice of the correct value of Z is made based on the known phase that
is being solved for. If this is a liquid (η = L) calculation, then Z = Z2, while if this
is a vapor (η = V ) calculation, then Z = Z1. Note that all coefficients a1-a4 need to
be computed in the specific phase η;
• if this is a direct calculation of the mixture compressibility using the single-fluid









ln fi(T, p,X)|Z=Z2 − ln fi(T, p,X)|Z=Z1
)
. (A.0.7)
Where fi are the species fugacities calculated using their respective fugacity coefficient
in Eq. (2.2.30), using either the liquid or the vapor compressibility, wherever it is
required in the formulas. If ∆Gmix/RuT ≥ 0, the vapor solution is chosen: Z = Z1
and the mixture is considered in the vapor state, otherwise, the liquid solution is
chosen: Z = Z2 and the mixture is considered in the liquid state. This means that
the mixture is always going to be made of a single phase and no VLE is possible to
predict with this approach.
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Appendix B
MOLE NUMBER TO MOLE FRACTION DERIVATIVE
CONVERSION
Let M = M(T, p,X) a generic thermodynamic variable that depends on Ns + 2 state
variables, say temperature, pressure and species mole fractions. The same dependency can
be expressed in terms of number of moles: M = M(T, p,N). Here X = {Xi | i = 1, · · · , Ns}
and N = {Ni | i = 1, · · · , Ns}. Since by definition Xi = Ni/N where N =
∑Ns
j=1Nj , every
mole number is independent of each other, whereas every mole fraction is not. This leads
to the trivial conclusion that Xj = Xj(N) for each j. As a result, variation of a single mole
number has the consequence to modify all species mole fractions. That is, after writing the








































































PHYSICAL MEANING OF THE “FROZEN” VLE ASSUMPTION
In this appendix, we provide some details regarding the meaning of the “frozen” VLE as-
sumption. First we begin with the derivative of the mixture density with respect to the tem-
perature. Starting from Eq. (2.2.49) and using the fact that by assumption (∂β/∂T )p,X =

























Note that it is not possible to completely separate the liquid portion from the vapor portion
(thus writing the derivative in the form Σ = βΣV +(1−β)ΣL) because of ρ as in Eq. (2.2.34).
As a result, an intrinsic non-linearity remains between the two phases for this specific term.
Next, we consider the specific heat at constant pressure. Starting from Eq. (2.2.38) and











































































=βCVp + (1− β)CLp , (C.0.3)
which is exactly the approach used in [169].
Using analogous concepts, the isothermal compressibility and the isobaric expansivity are










































Next, the isentropic compressibility is still computed with Eq. (2.2.22) and the speed of
sound with Eq. (2.2.23). Note that a lot of non-linearities are retained even with the
frozen assumption. This is mainly due to the density factor that pre-multiplies the terms
representing each phase separately.
In is finally interesting to determine further insights on the speed of sound, and particularly
on the way it is approximated with the classical Wood’s equation [242]. First, Eq. (C.0.4)
and Eq. (C.0.5) need to be further simplified and forced to be represented by a pure linear
composition between the terms in each phase. To do so, we have to imagine to decompose
the density factor and eliminate the non-linear terms. Note this is not possible explicitly









































 = βκVT + (1− β)κLT . (C.0.7)
Next, application of Eq. (2.2.22) gives:
κS = βαVp + (1− β)αLp −
T
ρ
β2αV,2p + (1− β)2αL,2p + 2β(1− β)αVp αLp
βcVp + (1− β)cLp
. (C.0.8)




β2αV,2p + (1− β)2αL,2p + 2β(1− β)αVp αLp

















































which is the Wood’s formula [242]. With the all discussion above, the following conclusions
can be drawn:
• the frozen VLE assumption still retain some important non-linearities between the
phases. Not all the quantities can be written in the linear form Σ = βΣV +(1−β)ΣL.
This is especially true for the speed of sound;
• if the frozen speed of sound is further simplified by eliminating all non-linear terms and
forcing all the intermediate quantities to behave only linearly, the Wood’s equation
is retrieved. In these conditions, the only information about VLE is encapsulated in
the values of β, xi and yi. Hence, there is no surprise about the poor agreement that
this correlation is known to exhibit [139].
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Appendix D
ALGORITHMS FOR THE PRESENT THERMODYNAMIC MODEL
Algorithm 1 generateVLstructure(T ,p,ζ,η)
1: Inputs: T , p, ζ ← x if η = L or ζ ← y if η = V
2: Compute phase molar mass: Mη = Mη(ζ) with Eq. (2.2.11)
3: Compute phase compressibility: solve Zη = Zη(T, p, ζ, η) see Appendix A
4: Compute phase density: ρη = pMη/ZηRuT
5: Compute phase energies: [Eη, Hη, Sη, Gη, Aη] = [Eη, Hη, Sη, Gη, Aη](T, p, ζ) using
Eqs. (2.2.12)–(2.2.16)
6: Compute phase fugacity coefficient: φηi = φ
η
i (T, p, ζ) i = 1, · · · , Ns using
Eq. (2.2.30)
7: Compute phase fugacity: fηi = f
η




i ζi i = 1, · · · , Ns
Algorithm 2 solveTP(T ,p,X)
1: Inputs: T , p, X
2: Solve VLE problem: [β, x, y] =VLE(T, p,X) using Eqs. (2.2.36)–(2.2.37) Using
Algorithm 11 (see also [49, 129])
3: Obtain liquid mixture: CALL generateVLstructure(T ,p,x,L) using Algorithm 1
4: Obtain vapor mixture: CALL generateVLstructure(T ,p,y,V ) using Algorithm 1
5: Compute mixture density: ρ - Use Eq. (2.2.34)
6: Compute mixture compressibility: Z - Use Eq. (2.2.3) (Note M uses X here
computed using Eq. (2.2.11))
7: Compute mixture internal energy: E - Use Eq. (2.2.35)
8: Compute mixture additional energies: H, S, G, A using their definitions (e.g.
H = E + pM/ρ, G = βGV + (1− β)GL, S = (H −G)/T )
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Algorithm 3 computeTPvariations(T ,p,X,β,x,y)
1: Inputs: T , p, X, β, x, y
2: Obtain liquid mixture: CALL generateVLstructure(T ,p,x,L) using Algorithm 1
3: Obtain vapor mixture: CALL generateVLstructure(T ,p,y,V ) using Algorithm 1












using specific EoS model












using specific EoS model












using specific EoS model
7: Compute and store: Aik, bT,i, bp,i using Eqs. (K.0.23)–(K.0.25)
8: Compute and store: χT ,χp by inverting Eq. (K.0.21) and Eq. (K.0.22), respectively
9: Compute: all quantities in Eq. (2.2.39) using Eq. (K.0.3), Eq. (K.0.7), Eq. (K.0.8),
Eqs. (K.0.16)–(K.0.18)
10: Compute (Optional): Ki coefficients derivatives using Eq. (K.0.9) and Eq. (K.0.19)
11: Compute: Derivatives of MV and ML using Eqs. (K.0.28)–(K.0.31)
Algorithm 4 computeAdditionalDerivatives(T ,p,X,β,y,x)
1: Inputs: T , p, X, β, y, x
2: Get basic derivatives: CALL computeTPvariations(T ,p,X,β,x,y) Using Algorithm
3
3: Compute: CALL computeAdditionalPhaseDerivatives(T ,p,X,L,x) Using Algorithm 5
4: Compute: CALL computeAdditionalPhaseDerivatives(T ,p,X,V ,y) Using Algorithm 5
5: Compute: (∂E/∂T )p,X from Eq. (K.0.42)
6: Compute: (∂E/∂p)T,X from Eq. (K.0.43)
7: Compute: (∂ρ/∂T )p,X from Eq. (2.2.49)
8: Compute: (∂ρ/∂p)T,X from Eq. (2.2.50)
9: Compute: (∂p/∂T )ρ,X from Eq. (K.0.32)
10: Compute: (∂Z/∂T )p,X from Eq. (K.0.40)
11: Compute: (∂Z/∂p)T,X from Eq. (K.0.41)
12: Compute: αp and κT from Eq. (2.2.21)
13: Compute: Cp from Eq. (2.2.38)
14: Compute: Cv from Eq. (2.2.25)
15: Compute: γ = Cp/Cv
16: Compute: κs from Eq. (2.2.22)
17: Compute: c from Eq. (2.2.23)
Note that the version of Algorithm 12 is specific for the case in which VLE is turned
on. More in general, if an analytic solution in the form of Eq. (3.4.9) is not available, the
same algorithm can be used for the single-phase system with the following exceptions:
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Algorithm 5 computeAdditionalPhaseDerivatives(T ,p,X,η,ζ)
1: Inputs: T , p, X, η, ζ, All other variables already computed in the phase η using
Algorithm 3.
2: Get basic derivatives from the EoS : Compute (∂Zη/∂ζk)T,p,X,ζk , (∂Z
η/∂T )p,X,ζ ,
(∂Zη/∂p)T,X,ζ ,
3: (∂∆Eη/∂ζk)T,p,X,ζk , (∂∆E
η/∂T )p,X,ζ , (∂∆Eη/∂p)T,X,ζ ,
4: (∂p/∂ρη)T,X,ζ , (∂p/∂T )ρη ,X,ζ ,(∂ρη/∂ζk)T,p,X,ζk Using an EoS model.
5: Compute: (∂ρη/∂p)T,X,ζ and (∂ρη/∂T )p,X,ζ from Eq. (K.0.37)
6: Compute: (∂ρη/∂T )p,X using Eq. (K.0.34)
7: Compute: (∂ρη/∂p)T,X using Eq. (K.0.35)
8: Compute: (∂Zη/∂T )p,X using Eq. (K.0.38)
9: Compute: (∂Zη/∂p)T,X using Eq. (K.0.39)






v,j precomputed using NASA or CHEMKIN poly-
omials)
11: Fetch from memory: Eigk (precomputed using NASA or CHEMKIN polyomials)
12: Compute: (∂Eη/∂ζk)T,p,X,ζk from Eq. (K.0.46)
13: Compute: (∂Eη/∂T )p,X,ζ from Eq. (K.0.47)
14: Compute: (∂Eη/∂p)T,X,ζ from Eq. (K.0.48)
15: Compute: (∂Eη/∂T )p,X from Eq. (K.0.44)
16: Compute: (∂Eη/∂p)T,X from Eq. (K.0.45)
Algorithm 6 computePartialMolarVolume(T , p, X, β, x, y)
1: Inputs: T , p, X, β, x, y
2: Obtain liquid mixture: CALL generateVLstructure(T ,p,x,L) using Algorithm 1
3: Obtain vapor mixture: CALL generateVLstructure(T ,p,y,V ) using Algorithm 1
4: Compute: CALL computeAdditionalPhaseDerivatives(T ,p,X,L,x) Using Algorithm 5
5: Compute: CALL computeAdditionalPhaseDerivatives(T ,p,X,V ,y) Using Algorithm 5
6: for i = 1, Ns do
7: if i == 1 then
8: Compute: Get matrix C with Eq. (L.0.23) and compute its inverse C−1
9: end if
10: Compute: Assemble vector b(i)N through Eq. (L.0.24)
11: Compute and store: χ(i)N by solving Eq. (L.0.25)
12: Compute and store: δki − χ
(i)
N,k using Eq. (L.0.21)
13: end for
14: Compute: (∂V V /∂NVk )T,p,NVk and (∂V
L
/∂NLk )T,p,NLk using Eq. (L.0.4) and Eq. (L.0.5)
for each k
15: Compute: (∂V V /∂Ni)T,p,Ni and (∂V
L
/∂Ni)T,p,Ni using Eq. (2.2.57) and Eq. (2.2.58)
for each i
16: Compute: Vi using Eq. (2.2.53) for each i
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Algorithm 7 computePartialMolarEnthalpy(T , p, X, β, x, y)
1: Inputs: T , p, X, β, x, y
2: Compute: CALL computePartialMolarVolume(T , p, X, β, x, y) using Algorithm 6






4: Compute: Partial molar enthalpy Hi using Eq. (2.2.63)
• the solution of the Tp problem at line 9 can be removed;
• the CALL to Algorithm 4 for the derivatives can be replaced by the calculation of the
single-phase derivative (∂ρ/∂T )p,X using Eq. (2.2.86) and Eq. (2.2.87) as discussed
in Sec. 2.2.3.2. Of course this approach will be less computationally expensive than
the multi-phase algorithm.
Similarly to the PRHO problem, the solution of the ERHO problem of Algorithm 13 in
case of a single-phase system also simplifies drastically since the functional dependency of the
internal energy E on β is lost and E = E(ρ̂, T, X̂), where ρ̂ and X̂ are directly obtained from
the conservatives at the end of the time integration step. Since E(ρ̂, T, X̂) = Eig(T, X̂) +
∆E(ρ̂, T, X̂) where ∆E is given by Eq. (2.2.77), the ERHO algorithm is essentially broken
in two steps:
• solve E = E(ρ̂, T, X̂) by iterating on T first. This assumes the same form as Eq. (3.4.10),
where F (Tn, ρ̂, X̂) = E(Tn, ρ̂, X̂)− Ê and (∂F (Tn, ρ̂, X̂)/∂T )ρ,X is determined using
(∂Eig/∂T )ρ,X = cigv and Eq. (M.2.1). That is, a single-variable iteration algorithm is
used;
• compute p = p(ρ̂, T̂ , X̂) using Eq. (2.2.67).
The above, is the same approach used for TPG mixtures.
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Algorithm 8 [β, x, y, flag]=SSI(T ,p,X,εV LE ,Nmax,K = Ki)
1: Inputs: T , p, X, εV LE , Nmax, K = Ki
2: ! Main loop
3: while ε > εV LE do
4: iter = iter + 1
5: ! Check on the maximum number of iterations
6: if iter == Nmax then
7: Exit
8: end if
9: ! Check if this is a single phase mixture according to [129]
10: if (
∑Ns
i=1XiKi − 1 ≤ 0) then
11: ! This mixture is pure liquid
12: β = 0, x = X, y = 0
13: flag = −1
14: Exit
15: else if (1−
∑Ns
i=1Xi/Ki > 0) then
16: ! This mixture is pure vapor
17: β = 1, y = X, x = 0
18: flag = −1
19: Exit
20: else
21: ! This mixture has VLE
22: Compute: β from Eq. (2.2.37) using Newton or bisection (or combined)
method. See [129].
23: Compute: x using Eq. (3.4.2)
24: Compute: y using Eq. (3.4.3)
25: flag = 1
26: end if
27: ! If VLE exists, compute fugacity and check the error
28: Obtain liquid mixture: CALL generateVLstructure(T ,p,x,L) using Algorithm 1
29: Obtain vapor mixture: CALL generateVLstructure(T ,p,y,V ) using Algorithm 1
30: Compute: Update the error according to Eq. (2.2.36): ε = ||lnKi − lnφLi + lnφVi ||
31: Compute: Update coefficients Ki for the next iteration (if it occurs): Ki = φLi /φVi ,
i = 1, · · · , Ns
32: Outputs: β, x, y, flag
33: end while
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Algorithm 9 [K,nphases]=StabilityAnalysis(T ,p,X,εTPD,d = di,K = Ki)
1: Inputs: T , p, X, εTPD, Nmax, di, Ki
2: n = 0
3: K0 = K
4: ! Run the vapor-like trial phase
5: ζVi = K0iXi
6: ζVi = ζVi /SUM(ζLi ) ! This normalization is required
7: Compute: Update ζV , TPDV , nphases-V:
8: CALL UpdateTrialComposition(T ,p,X,εTPD,d = di,V ,ζV ) Using Algorithm 10
9:
10: ! Run the liquid-like trial phase
11: ζLi = Xi/K0i
12: ζLi = ζLi /SUM(ζLi ) ! This normalization is required
13: Compute: Update ζL, TPDL, nphases-L:
14: CALL UpdateTrialComposition(T ,p,X,εTPD,d = di,L,ζL) Using Algorithm 10
15:
16: ! Now make the final decision based on the values of the TPD functions
17: if (nphases-V > 1).AND.(nphases-L > 1) then
18: ! Both trials are unstable. Pick the one with lowest TPD function value.
19: if TPDV < TPDL then
20: ! gas-like mixture
21: Compute: Update Ki coefficients: K = ζV /X
22: else
23: ! liquid-like mixture
24: Compute: Update Ki coefficients: K = X/ζL
25: end if
26: nphases = 2
27: else if nphases-V > 1 then
28: ! gas-like mixture
29: Compute: Update Ki coefficients: K = ζV /X
30: nphases = 2
31: else if nphases-L > 1 then
32: ! liquid-like mixture
33: Compute: Update Ki coefficients: K = X/ζL
34: nphases = 2
35: else
36: ! This is a trivial solution. Mixture is stable as single phase.
37: Compute: Update Ki coefficients with dummy values: K = 1
38: nphases = 1
39: end if
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Algorithm 10 [ζf , TPDη, nphases]=UpdateTrialComposition(T ,p,X,εTPD,d = di,η,ζ)
1: Inputs: T , p, X, εTPD, di, η, ζ
2: n = 0
3: ζ0 = ζ
4: ! Main loop
5: while ε > εTPD do
6: n = n+ 1
7: Obtain mixture at phase η: CALL generateVLstructure(T ,p,ζn,η) using Algo-
rithm 1
8: Compute: Update trial composition using Eq. (3.4.6): ζn+1i = exp[di(T, P,X) −
lnφηi (T, p, ζ
n)]
9: Compute: Update error ε = ||ζn+1i − ζni ||
10: end while
11: ! Now compute the TPDη function
12: Compute: TPDη(T, p,X, ζn+1) using Eq. (3.4.4)
13: ! Determine if this is a trivial solution
14: trivial =.FALSE.
15: if ||ζn+1 −X|| < 1e−5 then
16: trivial =.TRUE.
17: end if
18: if (TPDη < 0).AND.(trivial == .FALSE.) then
19: ! VLE esists
20: nphases = 2
21: else
22: ! This is a trivial solution
23: nphases = 1
24: end if
25: ! Declare output
26: ζf = ζn+1
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Algorithm 11 [β, x, y]=VLE(T ,p,X)
1: Inputs: T , p, X
2: Compute: Solve single-phase state Z = Z(T, p,X). Use min. Gibbs energy method
(see Appendix A)
3: Compute: single-phase mixture density using ρ = pM/ZRuT , M = M(X) from
Eq. (2.2.11)
4: Compute: single-phase mixture fugacity coefficient φi = φi(T, p,X) i = 1, · · · , Ns
using Eq. (2.2.30)
5: Compute: d = di = lnXi + lnφi(T, P,X) i = 1, · · · , Ns
6: Compute: Estimate Ki coefficients for each species i, using Eq. (3.4.1)
7: Run SSI: for 3 steps:[β, x, y, flag]=SSI(T ,p,X,εV LE ,3,K = Ki). Use Algorithm 8
8: Run stability analysis: [K,nphases]=StabilityAnalysis(T ,p,X,εTPD,d = di,K = Ki).
Use Alg. 9
9: ! The above stability test can be done even if SSI returns a single-phase system
using Ki from Eq. (3.4.1)
10: if (flag== −1).AND.(nphases == 1) then
11: ! both SSI and stability test agree that the system is single phase
12: ! it is safe to use output from SSI
13: else
14: ! SSI and stability analysis do not agree
15: ! Run SSI again with larger Nmax and use Ki estimation from stability analysis
16: Run SSI: [β, x, y, flag]=SSI(T ,p,X,εV LE ,Nmax,K = Ki). Use Algorithm 8
17: end if
18: Outputs: β, x, y
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Algorithm 12 [T , β, x, y] = solvePRHO(p,ρ,X, Nmax, εPR, ∆Tmax T0, p0, λ0)
1: Inputs: p, ρ, X, Nmax, εPR, ∆Tmax, T0
2: n = 0
3: ! Initialize the temperature guess and the known value of density
4: T 1 = T0
5: ρ̂ = ρ
6: ! Main loop
7: while (ε > εpr).AND.(n ≤ Nmax) do
8: n = n+ 1 ! Update iteration count
9: Solve the Tp problem (this gives β, x, y): CALL solveTP(Tn,p,X) using
Algorithm 2
10: ! Get all the mixture derivatives
11: Compute: CALL computeAdditionalDerivatives(T ,p,X,β,y,x) using Algorithm 4
12: ! Update objective function and its derivative
13: Compute: F = ρ− ρ̂, (∂F/∂T )p,X = (∂ρ/∂T )p,X
14: Declare: ε = F
15: ! Update unknown
16: Compute: Tn+1 using Eq. (3.4.10) and compute ∆T = Tn+1 − Tn
17: ————————————————————————————————
18: Optional: ! Temperature update can be done using a line-search method
19: Compute: λ = MIN(λ0,ABS(∆Tmax/∆T )), λ0 ∈ (0, 1]
20: ! Update temperature using a modified version of Eq. (3.4.10):
21: Compute: Tn+1 = Tn − λF/F ′
22: ————————————————————————————————
23: end while
24: Outputs: T , β, x, y
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Algorithm 13 [T , p, β, x, y] = solveERHO(E,ρ,X, Nmax, εER, ∆Tmax, ∆pmax, T0, p0,
λ0)
1: Inputs: E, ρ, X, Nmax, εER, ∆Tmax, ∆pmax, T0, p0, λ0
2: n = 0
3: ! Initialize the temperature and pressure guess and the known values
4: T 1 = T0
5: p1 = p0
6: Ê = E
7: ρ̂ = ρ
8: ! Main loop
9: while (ε > εER).AND.(n ≤ Nmax) do
10: n = n+ 1 ! Update iteration count
11: Solve the Tp problem (this gives β, x, y, E, ρ): CALL solveTP(Tn,pn,X)
using Algorithm 2
12: ! Get all the mixture derivatives
13: Compute: CALL computeAdditionalDerivatives(T ,p,X,β,y,x) using Algorithm 4
14: ! Update objective function and its derivative
15: Compute: F1 = E − Ê, (∂F1/∂T )p,X = (∂E/∂T )p,X, (∂F1/∂p)T,X = (∂E/∂p)T,X
16: Compute: F2 = ρ− ρ̂, (∂F2/∂T )p,X = (∂ρ/∂T )p,X, (∂F2/∂p)T,X = (∂ρ/∂p)T,X
17: ! Assemble Jacobian and compute variations
18: Compute: J from Eq. (3.4.11) and compute its inverse J −1
19: Compute: (∆T ∆p)T = −J −1(F1 F2)T
20: Declare: ε = ||F 21 + F 22 || or ε = ABS(∆T ) + ABS(∆p)
21: ! Update unknowns
22: Compute: Tn+1 = Tn + ∆T , pn+1 = pn + ∆p
23: ————————————————————————————————————–
24: Optional: ! Temperature/pressure update can be done using a line-search method
25: Compute: λ = MIN(λ0,ABS(∆Tmax/∆T ),ABS(∆pmax/∆p)), λ0 ∈ (0, 1]
26: ! Update temperature/pressure :
27: Compute: Tn+1 = Tn − λ∆T
28: Compute: pn+1 = pn − λ∆p
29: ————————————————————————————————————–
30: end while
31: Outputs: T , p, β, x, y
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Algorithm 14 computeNumericalDerivatives(T , p, ρ, X, x, y, β, ∆Tε, ∆pε, εs)
1: Inputs: T , p, X, x, y, β, ∆Tε, ∆pε, εs
2: ! Once the VLE problem is solved, first compute all properties that do not require derivatives
3: Obtain liquid mixture: CALL generateVLstructure(T ,p,x,L) using Algorithm 1
4: Obtain vapor mixture: CALL generateVLstructure(T ,p,y,V ) using Algorithm 1
5: Compute mixture density: ρ - Use Eq. (2.2.34)
6: Compute mixture compressibility: Z - Use Eq. (2.2.3) (Note M uses X here
computed using Eq. (2.2.11))
7: Compute mixture internal energy: E - Use Eq. (2.2.35)
8: Compute mixture additional energies: H, S, G, A using their definitions (e.g.
H = E + pM/ρ)
9: ! perturb the temperature forward and keep pressure constant
10: ! define a local value of β, i.e. β+ to check whether the perturbed state goes outside the dome
11: Define: β+ = 0
12: Define: ∆T = ∆Tε
13: while (β+ = 0).OR.(β+ = 1) do
14: ! perturb temperature
15: Compute: T+ = T + ∆T
16: ! reduce the temperature in case we loop again
17: Compute: ∆T = ∆T/2
18: ! solve the perturbed Tp problem
19: Run: CALL solveTP(T+,p,X) using Algorithm 2
20: ! the above provides all the properties in the perturbed state (·)+,
21: ! including a new value of β+ for the exit condition
22: end while
23: Store: ∆T+ = 2∆T
24: ! perturb the temperature backward and keep pressure constant
25: ! define a local value of β, i.e. β− to check whether the perturbed state goes outside the dome
26: Define: β− = 0
27: Define: ∆T = ∆Tε
28: while (β− = 0).OR.(β− = 1) do
29: ! perturb temperature
30: Compute: T− = T −∆T
31: ! reduce the temperature in case we loop again
32: Compute: ∆T = ∆T/2
33: ! solve the perturbed Tp problem
34: Run: CALL solveTP(T−,p,X) using Algorithm 2
35: ! the above provides all the properties in the perturbed state (·)−,
36: ! including a new value of β− for the exit condition
37: end while
38: Store: ∆T− = −2∆T
39: ! Compute the sensor for both E and H
40: Compute: SE = computeSensor(E,E+, E−,∆T+,∆T−) using Eq. (3.4.15)




1: ! Now compute the first set of derivatives
2: if MAX(SE ,SH)> εs then
3: ! Use upwind differentiation based on the last value of the perturbed β
4: Declare: sensor = −1
5: if β− > β then
6: ! With lower T solution goes towards more gas, use backward
7: Compute: cp = (H −H−)/(−∆T−)
8: Compute: αp = ρ(1/ρ− 1/ρ−)/(−∆T−)
9: Compute: (∂β/∂T )p = (β − β−)/(−∆T−)
10: Compute: (∂ρ/∂T )p = (ρ− ρ−)/(−∆T−)
11: ! Compute everything else in the same way
12: else
13: Declare: sensor = 1
14: ! With lower T solution goes towards more liquid, use forward
15: Compute: cp = (H+ −H)/(∆T+)
16: Compute: αp = ρ(1/ρ+ − 1/ρ)/(∆T+)
17: Compute: (∂β/∂T )p = (β+ − β)/(∆T+)
18: Compute: (∂ρ/∂T )p = (ρ+ − ρ)/(∆T+)
19: ! Compute everything else in the same way
20: end if
21: else
22: ! Use central differentiation
23: Declare: sensor = 0
24: Compute: cp = (H+ −H−)/(∆T+ −∆T−)
25: Compute: αp = ρ(1/ρ+ − 1/ρ−)/(∆T+ −∆T−)
26: Compute: (∂β/∂T )p = (β+ − β−)/(∆T+ −∆T−)
27: Compute: (∂ρ/∂T )p = (ρ+ − ρ−)/(∆T+ −∆T−)
28: ! Compute everything else in the same way
29: end if
30: ! perturb the pressure forward and keep temperature constant
31: ! define a local value of β, i.e. β+ to check whether the perturbed state goes outside the dome
32: Define: β+ = 0
33: Define: ∆p = ∆pε
34: while (β+ = 0).OR.(β+ = 1) do
35: ! perturb pressure
36: Compute: p+ = p+ ∆p
37: ! reduce the pressure in case we loop again
38: Compute: ∆p = ∆p/2
39: ! solve the perturbed Tp problem
40: Run: CALL solveTP(T ,p+,X) using Algorithm 2
41: ! the above provides all the properties in the perturbed state (·)+,





1: Store: ∆p+ = 2∆p
2: ! perturb the pressure backward and keep temperature constant
3: ! define a local value of β, i.e. β− to check whether the perturbed state goes outside the dome
4: Define: β− = 0
5: Define: ∆p = ∆pε
6: while (β− = 0).OR.(β− = 1) do
7: ! perturb pressure
8: Compute: p− = p−∆p
9: ! reduce the pressure in case we loop again
10: Compute: ∆p = ∆p/2
11: ! solve the perturbed Tp problem
12: Run: CALL solveTP(T ,p−,X) using Algorithm 2
13: ! the above provides all the properties in the perturbed state (·)−,
14: ! including a new value of β− for the exit condition
15: end while
16: Store: ∆p− = −2∆p
17: ! Now compute the second set of derivatives
18: if sensor== −1 then
19: Compute: κT = −ρ(1/ρ− 1/ρ−)/(−∆p−)
20: Compute: (∂β/∂p)T = (β − β−)/(−∆p−)
21: Compute: (∂ρ/∂p)T = (ρ− ρ−)/(−∆p−)
22: ! Compute everything else in the same way
23: else if sensor== 1 then
24: Compute: κT = −ρ(1/ρ+ − 1/ρ)/(∆p+)
25: Compute: (∂β/∂p)T = (β+ − β)/(∆p+)
26: Compute: (∂ρ/∂p)T = (ρ+ − ρ)/(∆p+)
27: ! Compute everything else in the same way
28: else if sensor== 0 then
29: ! Use central differentiation
30: Compute: κT = −ρ(1/ρ+ − 1/ρ−)/(∆p+ −∆p−)
31: Compute: (∂β/∂p)T = (β+ − β−)/(∆p+ −∆p−)
32: Compute: (∂ρ/∂p)T = (ρ+ − ρ−)/(∆p+ −∆p−)
33: ! Compute everything else in the same way
34: end if
35: ! Compute other derivated properties
36: Compute: cv using Eq. (2.2.25) and (∂p/∂T )ρ using Eq. (2.2.21)
37: Compute: γ = cp/cv
38: Compute: κs using Eq. (2.2.22)
39: Compute: c using Eq. (2.2.23)
40: Compute: Vk and hk using Eqs. (3.4.16)–(3.4.17)
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Appendix E
MAXWELL CRITERION AND ANTOINE’S EQUATION
The Maxwell criterion is based on the concept of “equal area” rule, specifically designed
to handle the dome region for a single species. Figure 154 shows three different isotherms
computed for nitrogen within a given interval of pressure and density. The super-critical
isotherm (T = 230K) is essentially an hyperbola, meaning that it follows the behavior of
ideal gas. The critical isotherm at T = Tc = 126.2 K is still monotone however is has a
strong change in the first derivative at the critical point because the species switches from
liquid-like to gas-like behavior. Finally, the sub-critical isotherm (T = 115K) crosses the
nitrogen dome and it shows not only a change in first but also second derivative. This
behavior is mathematically provided by the two terms (attraction/repulsion) appearing in
the EoS, however it does not represent what physically happens in the dome as a range of
pressures between values A and B in Fig. 154 are allowed to satisfy the density at the same
temperature. This is not true since the dome is characterized by a constant pressure, equal to
the saturation value, for the given temperature crossing the two phase region. From a VLE
point of view, this is the reason why the single species Tp problem is ill-posed. A complete
range of densities is in fact allowed to satisfy the same values of sub-critical temperature
T and the corresponding saturation pressure ps = ps(T ), creating an undefined state. In
other words there is no unique density for pressure in range of pA and pB that satisfy the
given temperature T . It is also important to point out that the EoS is not able to provide
the saturation pressure, therefore, for given T and p, multiple densities (corresponding to
multiple roots in Eq. (2.2.70)) can be mathematically obtained. Maxwell’s idea is to exploit
the concept of phase equilibrium between liquid and gas within the dome. The equilibrium
condition is expressed in terms of Gibbs free energy variation:
dG = V dp− SdT . (E.0.1)
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(a) (b)
Figure 154: Illustration of the Maxwell method through the “equal area” rule. (a) Three
different isotherms shown for N2: sub-critical, critical and super-critical. (b) sub-critical
isotherm sliced at the corresponding saturation pressure ps(T ) to create two equal areas in
the VLE region.
which has to be zero across the dome to satisfy phase equilibrium. Integrating Eq. (E.0.1)










Given that the Gibbs free energy variation has to be zero, the above equation becomes the
definition of the Maxwell criterion:




Equation E.0.3 is true only if p = ps(T ) in the integral, which geometrically corresponds
to the equality of the two areas created by the saturation line on the isotherm (that is why
it is called “equal area” rule). If the EoS from Eq. (2.2.67) is substituted into Eq. (E.0.3),
after the integration the following expression is obtained for GCEoS:

















where Vj = ZjRuT/p is the molar volume calculated at j condition (C or D) to close the
problem. Using Eq. (E.0.4), the saturation pressure can be computed and compared to the
actual value of pressure, assuming that a Tρ or Tp problem are being solved. If p > ps
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the liquid root is chosen, otherwise the vapor root is chosen. Note, this method does not
allow to solve any VLE problem inside the dome as a single phase will be always resulted.
Additionally this method matches with the minimum Gibbs criterion of Appendix A for a
single species.
Another (easier) method to predict the saturation pressure for a single species is the An-
toine’s equation. This is a more empirical relationship that can be used in the same way as
the Clausius-Clapeyron equation[46].
log10pc(T ) = A−
B
T + C . (E.0.5)
Where T is the temperature and A, B, C are species-dependent constants, usually tuned
for specific ranges of temperatures. A good list of these is given in [163].
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Appendix F
OBTAIN C1, C2, C3 AND C4 FOR PR/MR-1 COMBINATION










































































































































































ACCESSORY DERIVATIVES FOR THE DETERMINATION OF THE
FUGACITY COEFFICIENT
First, we derive the term (∂N2Am/∂Ni)Ni . Independently of the mixing rule, the generic




j=1XiXjAij , where Aij is a short form to
indicate any possible Ai, Aj (as well as αi and αj where applicable) groups for each mixing
rule listed in Tab. 3. For example for MR-1 Aij =
√




















N21A11 +N2N1A21 +N3N1A31 + · · ·+NiN1Ai1 + · · ·+NNsN1ANs1+
+N1N2A12 +N22A22 +N3N2A32 + · · ·+NiN2Ai2 + · · ·+NNsN2ANs2+
+N1N3A13 +N2N3A23 +N23A33 + · · ·+NiN3Ai3 + · · ·+NNsN3ANs3 + · · ·+
+N1NiAi3 +N2NiA2i +N3NiA2i + · · ·+N2i Aii + · · ·+NNsNiANsi + · · ·+
+N1NNsA1Ns +N2NNsA2Ns +N3NNsA2Ns + · · ·+




=N1Ai1 +N2Ai2 +N3Ai3 + · · ·+Ni−1Ai−1i−1 + · · ·+Ni+1Ai+1i+1 + · · ·+NNsAiNs+
+N1A1i +N2A2i +N3A3i + · · ·+Ni−1Ai−1i−1 + 2NiAii +Ni+1Ai+1i+1+
+ · · ·+NNsANsi =
=y





Regarding the term (∂NBm/∂Ni)Ni we need to differentiate depending on the mixing rule


















[N1B1 +N2B2 +N3B3 + · · ·+NiBi + · · ·+NNsBNs ] =
=Bi , (G.0.2)
























































Recognizing that the term in parentheses has the same formal structure of the one analyzed










NjBij −Bm = 2
Ns∑
j=1
XjBji −Bm . (G.0.3)
In order to make the notation shorter, we can define a more generic symbol B̃i to indicate









Bi for MR-1, MR-2, MR-3
2
∑Ns
j=1XjBji −Bm for MR-4.
(G.0.4)
The derivative of Eq. (G.0.4) with respect to the generic k-th mole fraction is also used in

































Where (∂Bm/∂Xk)Xk is given in Tab. 11.
Another important auxiliary derivative is the following (assuming the most general case in

















































































ACCESSORY DERIVATIVES FOR THE DETERMINATION OF THE
PARTIAL MOLAR QUANTITIES
One important term that is required for the determination of the partial molar enthalpy is

















































































































FULL NEWTON METHOD FOR THE VLE PROBLEM
The starting point is again Eq. (2.2.31) written in logarithm form. The independent vari-
ables used are the so called molar flows, corresponding to the vi = βyi variables already
used in Sec. 2.2.2.2. As a result, Eq. (2.2.31) is written in the form of g(v) = 0, where
v = {vi | i = 1, · · · , Ns}:
gi(v) = lnfVi − lnfLi i = 1, · · · , Ns . (I.0.1)
Next, the Taylor expansion of Eq. (I.0.1) is made. In this operation, temperature, pressure
and overall mixture composition (meant in terms of either mole numbers and/or mole
fractions) are maintained constant:







Recognizing as J = Jij = (∂gi/∂vj)T,p,N the Jacobian matrix, the Newton iteration method
is readily obtained as:
∆vn+1 = −J(vn)−1g(vn) , (I.0.3)
where v0 = βy0 is the starting guess coming from an (existing) VLE solution, i.e. either




















Given the fact that lnfVi = lnφVi + lnp + lnyi = lnφVi + lnp + ln(vi/β) and lnfLi = lnφLi +















































Using the fact that (∂vi/∂vj) = δij , (∂β/∂vj) = [∂(
∑Ns
















+ δij(Xi − vi)













































































































































1− β . (I.0.10)
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Algorithm 15 summarizes the steps that are required to run the full Newton method for
VLE.
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Algorithm 15 [β, x, y]=fullNewtonVLE(T ,p,X,y,x,β,εnwt)
1: Inputs: T , p, X, y, x, β, εnwt
2: Compute: Switch to molar flows: v = βy
3: n = 0
4: while ε > εnwt do
5: n = n+ 1
6: Obtain liquid mixture: CALL generateVLstructure(T ,p,x,L) using Algorithm 1
7: Obtain vapor mixture: CALL generateVLstructure(T ,p,y,V ) using Algorithm 1
8: ! Need to assemble the Jacobian Jij
9: for i = 1, Ns do
10: for j = 1, Ns do
11: ΦVij = 0
12: ΦLij = 0
13: ! Need to assemble ΦVij and ΦLij
14: for k = 1, Ns do













18: Compute: Jij using Eq. (I.0.11)
19: end for
20: Compute: Objective function component gi(v) = lnφVi − lnφLi + lnyi − lnxi
21: end for
22: Compute: Update the error ε = ||g(v)||
23: ! Note at this step one should put a check on β. If the system is single phase then it should exit,
24: ! otherwise the Jacobian matrix becomes singular and the Newton method will produce garbage.
25: Compute: Jacobian inverse J −1
26: Compute: ∆v using Eq. (I.0.3)
27: Compute: Update the solution
28: v = v + ∆v
29: β = SUM(vi)
30: yi = vi/β
31: xi = (Xi − vi)/(1− β)
32: Ki = yi/xi
33: end while
34: Outputs: β, x, y
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Appendix J
SOLUTION OF THE Eρ PROBLEM WITH NUMERICAL JACOBIAN
Another way to solve the Eρ problem, which finds the pressure and the temperature out of
the density ρ∗, internal energy e∗ and composition X∗k of a mixture, is the one suggested





ρV (T, p, yk)
+ (1− β) M
L
ρL(T, p, xk)
− ρ∗ = ρ− ρ∗ , (J.0.1)
F2 = βEV (T, p, yk) + (1− β)EL(T, p, xk)− E∗ . (J.0.2)

































Where ∆T = Tj+1 − Tj and ∆p = pj+1 − pj for some starting values of T0 and p0. The
Jacobian derivatives of the residuals do not have an analytic formula, thus they have to be
computed numerically by using the j, j−1 and j−2 iteration history:
T (j − 1)− T (j) p(j − 1)− p(j) 0 0
T (j − 2)− T (j) p(j − 2)− p(j) 0 0
0 0 T (j − 1)− T (j) p(j − 1)− p(j)

























F2(j − 1)− F2(j)
F2(j − 2)− F2(j)
F1(j − 1)− F1(j)
F1(j − 2)− F1(j)

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or in a more compact form:
a11 a12 0 0
a21 a22 0 0
0 0 a11 a12

















First, we construct the solution history by varying the starting values of T and p based on
some input factors Tfact and pfact such that ∆T ← ∆T · Tfact and ∆p← ∆p · pfact. Then,
the coefficients aij of Eq. (J.0.4) and the residuals differences r1, r2, r3, r4 can be computed
such that the corresponding Jacobian derivatives dr1, dr2, dr3, dr4 are calculated from
the subsequent iteration onwards. Then, using Eq. (J.0.3) the values of ∆T and ∆p are
updated, on which an additional line search can be applied. In Algorithm 16 the required
steps are listed. Similarly to the pρ problem, some inputs for the eρ problem are required.
For this work, λ0 = 0.9, Tfact = 0.011, pfact = 0.12, ε1 = ε2 = ε3 = 0.001, ∆T0 = 10 K,
∆Tmax = 100 K, ∆p0 = 0.5 MPa, ∆pmax = 1 MPa.
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Algorithm 16 [T , p, β, x, y, Z] = solveERHONJ(E,ρ,X, Nmax, ∆Tmax, ∆pmax, T0, p0,
λ0 , Tfact, pfact,ε1, ε2, ε3, ∆T0, ∆p0)
1: Inputs: E, ρ, X, Nmax, εER, ∆Tmax, ∆pmax, T0, p0, λ0, Tfact, pfact, ε1, ε2, ε3, ∆T0,
∆p0
2: ! Assign the target values
3: E∗ = E
4: ρ∗ = ρ
5: !Attempt single phase solution:
6: E(T, ρ,X) = Eig(T,X) + ∆E(T, ρ,X) ! Using Eq. (2.2.77)
7: Evaluate: |E(T, ρ∗,X)−E∗| < ε1 ! solved with Newton method in the form of Eq. (3.4.10)
8: Compute: p = p(T, ρ∗,X) Using Eq. (2.2.67)
9: Solve the Tp problem (this gives β, x, y, E, ρ): CALL solveTP(T ,p,X) using
Algorithm 2
10: Compute: E(T, ρ,X) = Eig(T,X) + ∆E(T, ρ,X)
11: if |ρ− ρ∗| < ε1 AND |E − E∗| < ε2 then
12: Single phase solution is fine. Values of T and p are correct.
13: else
14: ! Assign the initial guesses of T and p and their increments
15: T = T0, p = p0
16: ∆T = ∆T0, ∆p = ∆p0
17: ! Construct the solution history
18: for j=1,3 do
19: Update: T (j) = T , p(j) = p
20: Solve Tp (this gives β, x, y, E, ρ): CALL solveTP(T (j),p(j),X) using Algo-
rithm 2
21: ! Update residuals:
22: ε1(j) = |ρ− ρ∗|
23: ε2(j) = |E − E∗|
24: Update: T = T + ∆T
25: Update: p = p+ ∆p
26: Update: ∆T = ∆T · Tfact
27: Update: ∆p = ∆p · pfact
28: end for
29: end if
30: j = 0
31: while ε < ε3 do
32: j = j + 1
33: Update T/p variations: aij Eq. (J.0.4)
34: Update res. difference: r1-r4 Eq. (J.0.4)
35: Update Jacobian: dru1-dru4 Eq. (J.0.4)
36: Compute: J −1 ! Inverse Jacobian
37: Update: ∆T and ∆p using Eq. (J.0.3)
38: Update: ε = |∆T |+ |∆p| ! Overall error
39: Compute: λ = MIN(λ0,ABS(∆Tmax/∆T ),ABS(∆pmax/∆p)) ! Apply line search
40: Update: T ← T + λ∆T , p← p+ λ∆p
41: Solve Tp (this gives β, x, y, E, ρ): CALL solveTP(T ,p,X) using Algorithm 2
42: Update: T (j), T (j − 1), T (j − 1), p(j), p(j − 1), p(j − 2)
43: Update residuals: F1(j), F1(j − 1), F1(j − 2), F2(j), F2(j − 1), F2(j − 2)
44: end while
45: Compute: Z = pMW/ρRuT
46: Output: T , p, β, yk, xk, Z
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Appendix K
MULTI-PHASE THERMODYNAMICS MATHEMATICAL DETAILS
Recalling Eq. (2.2.39), temperature derivatives are derived next. The fugacities equality of
Eq. (2.2.31) is rewritten in logarithmic form, for convenience, and both sides are differen-











= 0 , i = 1, · · · , Ns . (K.0.1)
Given the link between the fugacity and fugacity coefficient for each i-th species in the
phase η (L or V) with composition ζ (y for η = V and x for η = L):
fηi = φ
η




i + lnp+ lnζi ,
























































i = 1, · · · , Ns .
(K.0.2)




































































i = 1, · · · , Ns ,
(K.0.4)
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where δki is the Kronecker delta. With analogous steps, one obtains for the vapor phase



























i = 1, · · · , Ns.
(K.0.5)
Substituting Eqs. (K.0.4)–(K.0.5) into Eq. (K.0.1), using Eq. (2.2.40) and rearranging, the


























i = 1, · · · , Ns.
(K.0.6)
In addition, using the dependency between vi, β, xi, yi of Eq. (2.2.40), the following



















































































i = 1, · · · , Ns , (K.0.8)
where yi = {yj | j = 1, · · · , Ns, j 6= i} and xi = {xj | j = 1, · · · , Ns, j 6= i} have been
defined. For completeness, the temperature derivative of the Ki = yi/xi factors are also



















i = 1, · · · , Ns . (K.0.9)
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Next, the derivatives of the fugacity coefficients in each phase appearing in Eq. (K.0.6)
need to be addressed. Since for each i-th specie: φVi = φVi (T, p,y(T, p,X)) and φLi =












































dxk i = 1, · · · , Ns .
(K.0.11)
As a result, in order to obtain the “total” partial derivative of the fugacity coefficient with

















































i = 1, · · · , Ns .
(K.0.13)
The above derivatives are composed of two terms, one “frozen” part, which considers the
phase composition fixed as the temperature is varied and the second that takes into account
this variation. By taking the difference between Eq. (K.0.12) and Eq. (K.0.13), the following




















































































































































 i = 1, · · · , Ns . (K.0.15)
























































































































 i = 1, · · · , Ns . (K.0.20)
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By looking at Eq. (K.0.15) and Eq. (K.0.20) one immediately realizes that both linear
systems can be written in the following compact form:
AχT = bT , (K.0.21)








































































with i, k = 1, · · · , Ns.
Note that A is the same for both systems and thus it can be assembled/inverted only once.
All the fugacity coefficients (frozen) derivatives appearing in Eqs. (K.0.23)–(K.0.25) require
an EoS model, thus the above formulation can be applied to any EoS that is capable to
provide the fugacity and its derivatives. It is interesting to underline the fact that the
vk derivatives lead to a linear system. This is due to the effect that all species-related
properties are not independent but they are linked to each other. Additional important
formulas are the phase molar masses derivatives with respect to pressure and temperature.
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Additional mixture, as well as phase-related derivatives are given below. The deriva-


































The above require the knowledge of the derivatives of ρV = ρV (T, p,y(T, p,X)) and ρL =
ρL(T, p,x(T, p,X)). In short notation, for the generic phase η = (L or V) with molar com-






















where ζk = {ζi | i = 1, · · · , Ns, i 6= k}. From Eq. (K.0.33) the “total” derivatives with



















































Equations (K.0.34) and (K.0.35) require the additional derivative of the phase density with
respect to the phase mole fraction. This is obtained by applying the general form of the





















In the above, the (frozen) derivative (∂Zη/∂ζk)T,p,ζk requires a specific EoS model as well.
Given the form of the EoS assumed to be explicit in pressure as in Eq. (2.2.2), a note
must be made on the phase pressure/density/temperature derivatives. Particularly one can














































where now (∂p/∂ρη)T,X,ζ and (∂p/∂T )ρη ,X,ζ can be directly computed from the EoS model.
Next, the derivatives of the phase compressibilities are obtained. Using the general form of


















































where (∂Zη/∂T )p,X,ζ and (∂Zη/∂p)T,X,ζ can be also computed from the EoS model.




















































Note that the form of Eqs. (K.0.40)–(K.0.41) holds for a single phase mixture identically
(that is can be used in single phase conditions too).
Finally, the last important variations to compute are the internal energy derivatives. By

















































On the other hand, given that Eη = Eη(T, p, ζ(T, p,X)), using again the total differential,


























































































































= Cigv,j . Since E
ig
































































where (∂∆Eη/∂T )p,X,ζ , (∂∆Eη/∂p)T,X,ζ and (∂∆Eη/∂ζk)T,p,X,ζk are again computed with
an EoS model. In the above, Cigv,j and E
ig
j have been used to denote the j-th species
IG molar specific heat at constant volume and internal energy, respectively, while Cη,igv
indicated the mixture IG molar specific heat at constant volume in the phase η. Algorithm
5 in Appendix D provides the necessary steps to compute the derivatives in each phase,
while Algorithm 4 provides the final steps to compute additional derivatives for the VLE




MULTI-PHASE THERMODYNAMICS: PARTIAL MOLAR
QUANTITIES
Regarding the first term of Eq. (2.2.63), using the fact that pV η = σZηRuT (with σ defined











































































To proceed further, a conversion between a mole based derivative to a mole fraction based
derivative is required. The reason for this is that some numerical simulation tools are based
on mass/mole fractions and therefore having the formulas based on these is more convenient.


















After applying Eq. (L.0.3) to the compressibility derivatives of Eq. (L.0.1) and Eq. (L.0.2)


































Both (∂ZV /∂yj)T,p,yj and (∂Z
V /∂xj)T,p,xj can be now easily obtained from the EoS model.
Next, the unknowns (∂σk/∂Ni)T,p,σk,Ni are derived. To begin, the equilibrium condition
of Eq. (2.2.31) (in logarithmic form) and the continuity condition: Nk = NLk + NVk , k =




























i, k = 1, · · · , Ns . (L.0.7)
Since lnfηk = lnf
η
k (T, p,σ), application of the total differential at constant T and p and its





























































 = 0 i, k = 1, · · · , Ns .
(L.0.10)
Conversion of the fugacity to its corresponding fugacity coefficient gives:
lnfLk = lnφLk + lnp+ lnxk k = 1, · · · , Ns , (L.0.11)
lnfVk = lnφVk + lnp+ lnyk k = 1, · · · , Ns , (L.0.12)
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thus, by differentiating Eq. (L.0.11) and Eq. (L.0.12) by NLj and NVj , respectively, the


























































Furthermore, by expanding the logarithm derivative in the last term of Eq. (L.0.13) and
































Also, by applying the identity of Eq. (L.0.3) to the fugacity coefficient derivatives the




































Substituting Eq. (L.0.17) and Eq. (L.0.18) into Eq. (L.0.15) and Eq. (L.0.16) and then











































 = 0 i, k = 1, · · · , Ns .
(L.0.19)
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By multiplying both sides by N and recalling that β = NV /N and 1 − β = NL/N , the











































 = 0 i, k = 1, · · · , Ns .
(L.0.20)
Using Eq. (L.0.7) one can reduce the number of variables by expressing one set as a function
of the other set. Without loss of generality, by expressing the derivatives of the liquid phase











i, k = 1, · · · , Ns . (L.0.21)


























































) i, k = 1, · · · , Ns .
(L.0.22)































































the following linear system needs to be solved Ns times in the unknown vector χ(i)N :
Cχ(i)N = b
(i)
N i = 1, · · · , Ns , (L.0.26)
however, given the fact that the matrix C does not depend on i, the matrix inversion itself
must be done only once for all the unknowns. Algorithm 6 in Appendix D summarizes the
steps to compute the partial molar volume for each species in the mixture, in case VLE
occurs. If VLE does not occur, the single phase formula applies.



























Using the result of Eq. (L.0.27) and knowing that pressure and temperature are maintained













































i = 1, · · · , Ns. (L.0.29)
Following the same method used for Eq. (L.0.1) and Eq. (L.0.2), the above relations can



































i = 1, · · · , Ns.
(L.0.31)
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Finally, application of the identity Eq. (L.0.3) on the mole number based, internal energy















































i = 1, · · · , Ns.
(L.0.33)
The derivatives (∂Eη/∂ζk)T,p,ζk are assumed to be available with the EoS model by applying
Algorithm 5 and derivatives (∂NVk /∂Ni)T,p,NVk ,Ni and (∂N
L
k /∂Ni)T,p,NLk ,Ni correspond to
χ
(i)
N already computed with Eq. (L.0.26). Algorithm 7 in Appendix D summarizes the steps
required to compute the partial molar enthalpy in the VLE region.
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Appendix M
ADDITIONAL DERIVATIONS FOR THE GCEOS
M.1 Additional derivatives of the compressibility factor
Derivatives of the single-phase compressibility factor with respect to temperature, pres-
sure and the k-th species are required. For the temperature and pressure derivatives,
Eqs. (K.0.40)–(K.0.41) can be used too, however another form is also provided below.
The approach is to differentiate Eq. (2.2.70) with respect to temperature and pressure such































































3a1Z2 + 2a2Z + a3
, (M.1.2)
1These derivatives, as the rest of formulas discussed in this section are intended to be applied for the
generic η phase in the VLE region as well. For example (∂Z/∂T )p,X of Eq. (M.1.1) must be used as
(∂Zη/∂T )p,X,ζ in Eq. (K.0.38) with Zη = Zη(T, p, ζ(T, p,X)) and η = L or V .
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Regarding the derivative with respect to the k-th species mole fraction, although the formal































3a1Z2 + 2a2Z + a3
,
(M.1.4)
attention must be dedicated to the derivatives of a1-a4 coefficients since δ1 and δ2 become
mixture-dependent for PR-RK EoS according to Eq. (2.2.68). For this reason, the results
















































































































































































































































































= δ2,k . (M.1.7)
M.2 Additional derivatives of the internal energy departure function
Similarly to the derivatives of Z, the derivatives of the internal energy departure function
∆E are required for the single-phase mixture (as well as in the generic phase η). These





































































































(Z + δ1B̃m)(Z + δ2B̃m)

















































if δ1 = δ2 = 0 .
(M.2.3)
Whereas for the mole fraction based derivative, again a distinction has to be made due to
the dependency of δ1 and δ2 on the mixture for PR-RK EoS. For convenience, we rename
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if δ1 = δ2 = 0 ,
(M.2.4)
where:















































































 (δ2 − δ1)


























































have been defined. Obviously, for EoS other than PR-RK, the derivatives (∂δ1/∂Xk)Xk and
(∂δ2/∂Xk)Xk vanish identically.
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M.3 Fugacity coefficient and its derivatives
The fugacity coefficient along with its derivatives are important quantities to compute all
the variables discussed in Sec. 2.2.2. The derivation of the fugacity coefficient follows
directly its definition of Eq. (2.2.30), however, attention must be given to the derivation
according to the types of EoS due to the different form appearing in Eq. (2.2.84). In order
to reduce the amount of algebraic steps, the fugacity coefficients for all GCEoS, except
VDW are derived first and then the same quantity for VDW EoS are derived next. In the
first derivation, the reader should always keep in mind the dependency of δ1 and δ2 on the
mixture for PR-RK, which will show in additional terms for the final formula. If δ1, δ2 6= 0
(all GCEoS except VDW), the first step requires to compute the extensive Helmholtz energy

















where in the second term, N2/N has been used to represent N for later convenience. Next,
the derivative of Eq. (M.3.1) with respect to the i-th mole number is performed. In this
step, the extensive volume V has to be maintained constant, so the auxiliary relationship









































NBmRuT (δ2 − δ1)
]














T,V ,Ni︸ ︷︷ ︸
term 4
i = 1, · · · , Ns .
(M.3.2)














































































































































In addition, using the identity of Eq. (L.0.3) and the result of Eq. (M.1.7) one can









(δ2,j − δ1,j)(δij −Xj) . (M.3.8)
Using the results of Eq. (M.3.7), Eq. (M.3.8) and the results of Appendix G (par-




















BmRuT (δ2 − δ1)
− AmB̃i





j=1(δ2,j − δ1,j)(δij −Xj)
)







BmRuT (δ2 − δ1)
− AmB̃i
B2mRuT (δ2 − δ1)
− AmBm(S2,i − S1,i)





















































































Using the results of Eq. (G.0.6) and Eq. (G.0.7) and rearranging, the following final
result can be obtained:
− N
2Am












BmRuT (δ2 − δ1)
[
















































BmRuT (δ2 − δ1)2
+
− ρAm∆̃i
BmRuT (δ2 − δ1)(δ2Bmρ+M)(δ1Bmρ+M)
− lnZ i = 1, · · · , Ns . (M.3.14)






























Eq. (M.3.14) can be rewritten in the following form:
lnφi =− ln(Z − B̃m) +
B̃i
Bm




























BmRuT (δ2 − δ1)2
− Am











Similarly, for the VDW EoS we use the result of Eq. (2.2.84) corresponding to δ1 =









































such that application of Eq. (2.2.30) provides the fugacity coefficient with analogous
steps are done before:










M.3.1 Derivative with respect to the mole fraction
As a set of useful fugacity derivatives, the i-th fugacity coefficient derivative with respect
to the k-th generic mole fraction is derived first. Again due to the substantial amount
of steps the derivation for all GCEoS except VDW are lumped together first and then
VDW is addressed alone. For PR, RK, SRK and PR-RK, Eq. (M.3.18) is considered. For
360




(Z − 1) , Ti = U Vi =
Am










S = ln(Z − B̃m) , W =
X
Y











ρ(δ2B̃m + Z)(δ1B̃m + Z)
, (M.3.23)



























































































































































































































































































































































































































































= −δ2,k , (M.3.36)
using Eq. (M.3.35), Eq. (M.3.36) and Eq. (M.1.7), Eq. (M.3.34) can be written in





=− (δ2,k − δ1,k) (δ2 − δ1)− (S2,i − S1,i) (δ2,k − δ1,k)(δ2 − δ1)2
=
=− (δ2,k − δ1,k)





























(δ2B̃m + Z)(δ1B̃m + Z)︸ ︷︷ ︸
D
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(δ2B̃m + Z)(δ1B̃m + Z)
−BmB̃2m
δ2δ1,k + δ1δ2,k

















B̃m(δ2 + δ1) + 2Z

























(S2,i − S1,i) + Z(δ1,k − δ2,k) . (M.3.42)
Obviously, if the derivatives of EoS other than PR-RK are needed, many of the above
reduces to zero given the result of Eq. (M.3.19).
With an analogous approach for VDW EoS, by referring to Eq. (M.3.22) and by defining




























































































M.3.2 Derivative with respect to temperature
Following a similar strategy as in Sec. M.3.1, derivatives of the fugacity coefficient with
respect to temperature are derived next. First the derivation for GCEoS except VDW is
generalized and then VDW is derived independently. Once again in the derivation of the
GCEoS derivatives, the most general form is provided first, obtained for the PR-RK EoS.
For the remaining EoS few terms need to be canceled out according to Eq. (M.3.19).











































































































































































































































































































Not a function of T






















































RuT 3(δ2B̃m + Z)2(δ1B̃m + Z)2
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M.3.3 Derivative with respect to pressure
Derivative of the fugacity coefficient with respect to pressure is carried out in the same way
























































































































































BmRuT (δ2 − δ1)
]
T,X︸ ︷︷ ︸
Does not depend on p

















Does not depend on p































































































Not a function of p

































































RuMT (δ2B̃m + Z)(δ1B̃m + Z)
+
− pZ
































































































































M.4 Partial molar quantities
Partial molar volume and enthalpy for single-phase mixtures are derived according to their
definition of Eq. (2.2.28). First the partial molar volume for the i-th species in the mixture





































, i = 1, · · · , Ns . (M.4.1)































, i = 1, · · · , Ns
(M.4.2)














, i = 1, · · · , Ns , (M.4.3)
where (∂ρ/∂p)T,X is already available for GCEoS through its inverse computed in Eq. (2.2.87).
As a result, the derivative (∂p/∂Ni)T,V ,Ni needs to be computed only. To begin, Eq. (2.2.67)
is recast in a form that contains the number of moles N and the extensive volume V :
p =y






2 + (δ1 + δ2)V NBm + δ1δ2N2B2m
. (M.4.4)
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Next, the derivative is computed. Using the results of Eq. (G.0.1), Eq. (G.0.4) and















j=1XjAji[V 2 + (δ1 + δ2)V Bm + δ1δ2B2m]−AmB̃m[V (δ1 + δ2) + 2Bmδ1δ2]




AmBm[V (S1,i + S2,i) +Bm(δ2S1,i + δ1S2,i)]
[V 2 + (δ1 + δ2)V Bm + δ1δ2B2m]2
, i = 1, · · · , Ns .
(M.4.5)
It is easy to verify also that the last term in Eq. (M.4.5) vanishes identically if PR-RK EoS
is not considered.
Next the partial molar enthalpy for GCEoS is derived. For convenience, the derivation is
again split in two parts, that pertaining to all EoS except VDW and the one for VDW













, i = 1, · · · , Ns . (M.4.6)
However H = H ig + ∆H = H ig + ∆E + (Z − 1)RuT . Using the result of Eq. (2.2.79) (for
δ1, δ2 6= 0) and the fact that pV = NZRuT , one gets:



















i = 1, · · · , Ns . (M.4.7)
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, i = 1, · · · , Ns , (M.4.8)

























= H igi ,
(M.4.9)








































































































Using the results of Eq. (G.0.1), Eq. (G.0.4), Eq. (M.3.8) and Eqs. (M.3.10)–(M.3.11),







































B̃i(δ1 − δ2) +Bm(S1,i − S2,i)
]}
, (M.4.11)
where Aji and dAji/dT are given in Tab. 12.
• term 2







































































































Using Eq. (H.0.1) and Eq. (H.0.2)
M2





























+ MBm [S1,i(M + δ2Bmρ)− S2,i(M + δ1Bmρ)]
V (M + δ1Bmρ)(M + δ2Bmρ)
(M.4.13)
• term 3



































MBm [S1,i(M + δ2Bmρ)− S2,i(M + δ1Bmρ)]


















(M + δ1Bmρ)(M + δ2Bmρ)
+









] [S1,i(M + δ2Bmρ)− S2,i(M + δ1Bmρ)]





























= RuT . (M.4.16)
Gathering together all the results, the following final version of the partial molar enthalpy
for GCEoS (except VDW) is obtained:



































































] [S1,i(M + δ2Bmρ)− S2,i(M + δ1Bmρ)]
(M + δ1Bmρ)(M + δ2Bmρ)
, i = 1, · · · , Ns .
(M.4.17)
It is easy to verify that if an EoS other than PR-RK is used, the last two terms vanish to
zero identically.
Finally, the partial molar enthalpy for VDW EoS is derived. Using the result of Eq. (2.2.79)
(for δ1 = δ2 = 0) and the fact that pV = NZRuT , one gets:











+ pV −NRuT , i = 1, · · · , Ns .
(M.4.18)
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Following similar steps as done before, it is easy to prove the following result:
























i = 1, · · · , Ns . (M.4.19)
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Appendix N
EULER EQUATIONS FOR A GENERIC EOS
In order to derive the Euler equations (Eqs. (2.1.1)-(2.1.4) are employed with the viscous
terms set to 0. First, the following generic derivatives of the internal energy are required







































result of Eq. (2.2.21)
=
= −


























































with αp the thermal expansion coefficient, κs the isentropic compressibility and κT the
isothermal compressibility defined earlier in Sec. 2.2.1. As a result, the derivatives that
























































































By splitting the time and space derivatives with the partial derivatives shown earlier, the


































































































Recognizing that for any gas, κs = 1/ρc2, as written in Eq. (2.2.23), the general, EoS-



















As one can notice, this form is suitable for any kind of EoS and particularly for VLE as
well which can be considered as another advanced EoS model.
378
Appendix O
THERMODYNAMIC AND TRANSPORT SPECIES PROPERTIES
USED IN THIS WORK
The database of the species constants used in the present work are given in the following
table. These are found either in [163, 149] or on NIST website.
Table 35: List of species-dependent properties used in the present work: Tc critical temper-
ature, pc critical pressure, ω acentric factor, Vc critical volume, Σv Fuller parameter (used
in Eq. (2.3.22)) and molecular weight.
Species Tc [K] pc [MPa] ω [-] Vc [m3/kmol] Σv [-] MW [kg/kmol]
CH4 190.56 4.599 0.008 98.6·10−3 25.14 16.04
N2 126.2 3.395 0.0039 8.9·10−2 18.5 28.01
O2 154.58 5.053 0.00222 77.37·10−3 16.3 31.99
C6H14 507.82 3.034 0.299 36.95·10−2 127.74 86.17
H2 33.19 1.315 -0.214 6.64·10−2 6.12 2.01
H2S 373.4 8.963 0.009 98.0·10−3 27.52 34.08
H2O 647.14 22.06 0.334 55.95·10−3 13.1 18.01
CO2 304.12 7.374 0.225 94.07·10−3 26.9 44.01
Ar 150.86 4.898 -0.002 74.57·10−3 16.2 39.94
C2H4 282.4 5.040 0.089 130.4·10−3 41.04 28.05
n-C12H26 658.1 1.82 0.574 74.8·10−2 107.22 170.34
C2H6 305.32 4.872 0.099 145.5·10−3 45.66 30.07
C3H8 369.83 4.248 0.152 200.0·10−3 66.18 44.09
i-C4H10 407.85 3.647 0.186 26.27·10−2 127.74 58.12
n-C4H10 425.16 3.796 0.200 25.50·10−2 107.22 58.12
i-C5H12 469.7 3.375 0.252 31.10·10−2 107.22 72.14
n-C5H12 433.75 3.199 0.197 30.32·10−2 107.22 72.14
C7H16 540.3 2.736 0.349 432.0·10−3 148.26 100.21
C8H18 568.7 2.490 0.399 49.20·10−2 148.24 114.23
C7H8 591.75 4.108 0.264 31.60·10−2 148.26 92.14
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Appendix P
DETERMINATION OF TML DIMENSIONS
The TML dimensions used in Sec. 5.3 are determined in a similar manner are done by
[134] and are summarized below. With fixed Mach number Ma, Reynolds number Re0 and















Where subscripts T and B refer to the top and bottom stream properties, respectively (see
also Tab. 28). Next, by defining the following quantities:












Finally, the domain lengths are defined as:
Lx = λ0δω,0 ,
Ly = 3λ0δω,0 ,
Lz = λ0δω,0 . (P.0.4)
Where λ0 = 7.29 is a factor associated to the first-mode unstable wavelength [134]. In addi-
tion to the properties already listed in Tab. 28, the properties listed in Tab. 36 are obtained
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Table 36: Additional input conditions for Case 1 to Case 3 for the TML. These, along with
those listed in Tab. 28 are used to determine the TML dimensions according to Eqs. (P.0.1)–
(P.0.4).
Case 1: cT = 176.675 m/s, µT = 1.955 · 10−5 Pa · s
Case 2: cT = 151.692 m/s, µT = 2.418 · 10−5 Pa · s
Case 3: cT = 317.020 m/s, µT = 7.398 · 10−5 Pa · s
All cases: cB = 356.281 m/s, µB = 1.796 · 10−5 Pa · s
for the free-stream conditions, using the PR EoS. Finally, the expression to compute the



















ρu(x, y = −3Ly/2)dy ,




ρu(x, y)dx . (P.0.6)




In this Appendix, any additional result that is not directly important for the main body is
added. The reason for this appendix is to create a repository of results that sometimes may
result redundant/repetitive in the main body, however they are still useful, for example
validation purposes.
Q.1 Results for the 1D N2/C6H14 contact advection
Figures 155 and 156 show the relevant variables of the N2/C6H14 one-dimensional advection
discussed in Sec. 5.1. In this particular case, the figures illustrate the grid dependency of the
properties when the fully-analytical PRHO problem is used to reconstruct the temperature
at the cell interface, before the call to the approximate Riemann solver. As discussed
in Sec. 3.3, in fact, the cell-interface temperature can be determined by imposing the
“match condition” on the compressibilities between the whole mixture and the two phases,
if they occur. This condition is mathematically provided by Eq. (3.3.2). As these pictures
illustrate, the mixture properties do not “sense” the difference between the FC and the QC
scheme for sufficiently refined grids [226]. Moreover, these trends match those computed
with the fully numerical PRHO problem showed in Figs. (92)–(93), providing validation of
the consistency and correctness between the two approaches.
Q.2 Results for the 2D blob/shock interaction
Figure 157 shows the time-dependent scatter plot of the thermodynamic state obtained
for YN2 ∈ [0.1 0.9] at the four instants considered in Fig. 97. As the comparison can be
immediately done along with Fig. 158, the shock/bubble interaction simulated with the fully
analytical PRHO model for cell-interface temperature reconstruction is formally identical
to that simulated with the fully numerical model. The shock increases both temperature
382












































































































































































































































(m) N = 128

















(n) N = 1024

















(o) N = 8192
Figure 155: Sequence of pressure p, phase fraction β, reduced temperature T∗, nitrogen
mass fraction YN2 , mixing temperature T, speed of sound c and specific heat at constant
volume cv for case 1 obtained with the fully-analytical PRHO model for the temperature
interface reconstruction. Sensitivity analysis on numerical scheme, thermodynamics and
resolution is shown.
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(m) N = 128

















(n) N = 1024

















(o) N = 8192
Figure 156: Sequence of pressure p, phase fraction β, reduced temperature T∗, nitrogen
mass fraction YN2 , mixing temperature T, speed of sound c and specific heat at constant
volume cv for case 2 obtained with the fully-analytical PRHO model for the temperature
interface reconstruction. Sensitivity analysis on numerical scheme, thermodynamics and
resolution is shown.
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T = 310.93 K
T = 488.4 K
t1 = 29.47 s
t2 = 48.92 s
t3 = 65.88 s









Figure 157: Representation of the bubble interface thermodynamic state during the four
time instants analyzed. Symbols correspond to the different times and they are colored based
on the local value of the phase fraction β. VLE domes at T = 310.93 K and T = 488.4 K
are directly taken from Fig. 54. Symbols are scattered from the initial raw data with an
interval of 7 to improve picture readability. This picture refers to the simulation run with
the fully analytical PRHO model for temperature interface reconstruction.
and pressure of the bubble interface initially located within the VLE dome with the result
to obtain a single-phase state. The main thermodynamic (mean and standard deviation)
variables are displayed in Fig. 159 in analogy with Fig. 100, for which identical conclusions
can be formulated.
Q.3 Results for the 3D non-reacting TML
Additional results for the non-reacting TML of Sec. 5.3.2 are listed here. These represent
the comparison of the non-VLE results obtained for Case 3 according to Tab. 29. The goal
is to prove the equivalence of the PRHO problem method (analytical vs numerical) even in





(a) t = t1 (b) t = t2 (c) t = t3 (d) t = t4
Figure 158: Time sequence contour snapshots of phase fraction β, pressure p and tempera-
ture T . This picture refers to the simulation run with the fully analytical PRHO model for
temperature interface reconstruction.
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(a) t = t1
















(b) t = t2
















(c) t = t3
















(d) t = t4













(a) t = t1













(b) t = t2













(c) t = t3













(d) t = t4
















(a) t = t1
















(b) t = t2
















(c) t = t3
















(d) t = t4
Figure 159: From top to bottom: density, speed of sound, temperature and specific heat at
constant pressure sequence conditional averages (with shaded) standard deviations for the
four time instants. The results are for the VLE, non-VLE and frozen VLE models. This
picture refers to the simulation run with the fully analytical PRHO model for temperature
interface reconstruction.
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no-VLE - numerical PRHO
no-VLE - analytical PRHO
(a) Mixing temperature



























(c) Speed of sound

























(e) Spec. heat const. pres.
















(f) Spec. heat const. vol.


































Figure 160: Relevant properties computed along the mixing lines for the hybrid 643 case 3
of Fig. 105 with the non-VLE model and different PRHO model for temperature reconstruc-
tion. Mixture properties are showed along the mixing line. Similarly to what explained for
Fig. 110, the β ∈ (0, 1) values are artificially obtained because of the time- and conditional-
average operation.
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Q.4 Results for the 2D non-reacting SML
Additional results for the 2D SML are reported below, for clarity. Particularly Fig. 161 and
Fig. 162 refer to the reference line position across the vortex leading and trailing edges,
respectively that have been used for both the VLE and non-VLE simulation to understand
the different vortex dynamics that ultimately causes a difference in the macroscopic mix-
ing. Next, key results of the mixture properties extracted along this reference abscissa are
illustrated in Fig. 163 and Fig. 163 for the trailing edge case.
Next, joint PDFs are given in Fig. 165 and Fig. 166 for the VLE and non-VLE case, re-
spectively. The Lewis number profile along the same abscissa is given in Fig. 167. For a
detail explanation about these pictures and their correlation with the leading edge case, the
reader is referred to Sec. 5.4.1.
Regarding the statistics, various properties are plotted against the axial location at sev-
eral x/h ratios, where h is the splitter plate height. According to the discussion made in
Sec. 5.4.1, the shear layer is thicker in the VLE case.
Q.5 Results for the 1D diffusion flame for kinetics verification
Figure 173 shows the one-dimensional diffusion flame temperature and major species profiles
obtained for the CH4/O2 diffusion flame at 13.3 MPa for a strain rate value of ξ = 50 s−1.
Q.6 Results for the reacting 3D TML
Additional results for the 3D reacting TML are showed in Figs. (174)–(179). In the first
sequence: Figs. (174)–(178), the TML flow field is analyzed along the XZ plane with relevant
variables. As observed in Figs. (138)–(142), VLE is formed in two separate regions, the
389
(a) VLE - t = t1 (b) non-VLE - t = t1
(c) VLE - t = t2 (d) non-VLE - t = t2
(e) VLE - t = t3 (f) non-VLE - t = t3
(g) VLE - t = t4 (h) non-VLE - t = t4
(i) VLE - t = t5 (j) non-VLE - t = t5
Figure 161: Identification of the reference line taken to study the vortex leading edge.
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(a) VLE - t = t1 (b) non-VLE - t = t1
(c) VLE - t = t2 (d) non-VLE - t = t2
(e) VLE - t = t3 (f) non-VLE - t = t3
(g) VLE - t = t4 (h) non-VLE - t = t4
(i) VLE - t = t5 (j) non-VLE - t = t5







































































































































































Figure 163: First set of properties collected across the reference abscissa s at the vortex
trailing edge (cf. Fig. 162) for both simulations: (a) C6H14 mass diffusion coefficient, (b)
N2 mass diffusion coefficient, (c) dynamic viscosity, (d) density, (c) speed of sound and (d)
thermal conductivity. Colors refer to the time instant (indicated on the axis). Solid lines







































































































































































Figure 164: Second set of properties collected across the reference abscissa s at the vortex
trailing edge (cf. Fig. 162) for both simulations: (a) temperature vs N2 mass fraction
(mixing line), (b) temperature, (c) temperature gradient, (d) phase fraction, (c) C6H14
distribution (d) C6H14 gradient. Colors refer to the time instant (indicated on the axis).
Solid lines indicate the VLE solution, while dashed lines indicate the non-VLE solution.
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Figure 165: Joint PDF between (a) n-hexane mass fraction and temperature and (b) speed
of sound and temperature. Data refers to the line segment extracted for the VLE simulation
at vortex trailing edge.



















































































Figure 166: Joint PDF between (a) n-hexane mass fraction and temperature and (b) speed
of sound and temperature. Data refers to the line segment extracted for the non-VLE



























Figure 167: Lewis number calculated across the reference abscissa s at the vortex trailing
edge (cf. Fig. 162).
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(a) x/h = 0.5
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(b) x/h = 1.0
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(c) x/h = 2.0
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(d) x/h = 4.0
Figure 168: N2 mass fractions profiles extracted at several x locations downstream the SML.
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(a) x/h = 0.5
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(b) x/h = 1.0
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(c) x/h = 2.0
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(d) x/h = 4.0
Figure 169: Speed of sound profiles extracted at several x locations downstream the SML.
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(a) x/h = 0.5
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(b) x/h = 1.0
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(c) x/h = 2.0
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(d) x/h = 4.0
Figure 170: Density profiles extracted at several x locations downstream the SML.
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(a) x/h = 0.5
300 350 400 450 500













(b) x/h = 1.0
300 350 400 450 500













(c) x/h = 2.0
300 350 400 450 500













(d) x/h = 4.0
Figure 171: Temperature profiles extracted at several x locations downstream the SML.
(TOP) region mainly characterized by a mixing between oxygen, water and minor amount
of carbon dioxide, and a (BOTTOM) region, mainly formed by methane and water. As
discussed for the YZ plane, these VLE regions have a minor impact on the flow field variables
because the phase fraction is very close to one. On the other hand, Fig. 179 displays
the VLE diagrams of the TOP VLE region displayed in the temperature-oxygen mass
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(a) x/h = 0.5
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(b) x/h = 1.0
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(c) x/h = 2.0
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(d) x/h = 4.0
Figure 172: Dynamic viscosity profiles extracted at several x locations downstream the SML.
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(a) Temperature at ξ = 50 s−1
0.00 0.05 0.10 0.15 0.20



























(b) Major species at ξ = 50 s−1
Figure 173: One-dimensional laminar diffusion flame at 13.3 MPa between CH4 and O2
for a strain rate of ξ = 50 s−1. (a) Temperature and (b) major species distribution across
the flame width.
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fraction diagram, parametrized by the amount of CO2. As discussed in Sec. 5.5.5, the VLE
distribution of the data is well represented by the 0D mixing models, which indicate how
the state falls in the two-phase region.
(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 174: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane XZ at time t1 = 0.21µs .
(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 175: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane XZ at time t2 = 10.18µs .
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(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 176: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane XZ at time t3 = 19.30µs .
(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 177: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane XZ at time t4 = 28.22µs .
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(a) ρ [kg/m3] (b) β [-] (c) T [K] (d) c [m/s] (e) HRR [W/m3]
(f) ρ [kg/m3] (g) β [-] (h) T [K] (i) c [m/s] (j) HRR [W/m3]
Figure 178: Relevant field variables obtained for the VLE (top) and non-VLE (bottom)
solutions on plane XZ at time t5 = 37.09µs .
Q.7 Results for the reacting 2D SML
Figure 180 shows additional comparison of the iso-density lines of 350 kg/m2 evaluated
at two different time instants. The comparison between the two thermodynamic models
indicate that only local, minor differences exist and the overall vortex structure is retained.
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Figure 179: Temperature-Oxygen mole fraction diagram for the top side of the TML for
(a) YCO2 = 0.0001, (b) YCO2 = 0.0024 and (c) YCO2 = 0.0036. The color map refers to
the phase fraction field as the amount of oxygen and temperature are varied. Dew line is
represented with a white dashed line at approximately constant XO2 = 0.00379. Bubble
line is represented with a green dashed curve on the right side of the picture (cf. the value
of the β field). Blue and black lines indicate the isochoric and adiabatic mixing models.
Specifically: blue line (. . . ) indicates the isochoric mixing with TH2O = TCO2 = 2000 K,
black line (. . . ) indicates the adiabatic mixing with TH2O = TCO2 = 2000 K, blue line (.-)
indicates the isochoric mixing with TH2O = TCO2 = 2500 K, black line (.-) indicates the
adiabatic mixing with TH2O = TCO2 = 2500 K. In all cases the initial oxygen temperature
is set to 115 K. Squared blue symbols refer to the data directly extracted from the TML.
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(a) ρ = 350 [kg/m3]- t = 42.5µs













(b) ρ = 350 [kg/m3]- t = 51µs
Figure 180: Iso-density (top) at 350 kg/m2 comparison between the two thermodynamic
models at two different time instants.
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Appendix R
WIDOM LINE LOCUS FOR THE GCEOS
The pseudo-boiling line or Widom line is commonly identified as the locus of points in the
phase diagram where the single component, or the mixture crosses the pseudo-phase from
compressible liquid to super-critical fluid or vice-versa. Methematically, this is defined as
the locus of points where the specific heat at constant pressure peaks [95]. In this appendix,
this condition is formally derived for the GCEoS. The starting point is the definition of the
specific heat at constant pressure through Eq. (2.2.25), which is re-proposed here in a
slightly different form, for convenience:

























= Cv + Ω . (R.0.1)
where (∂p/∂T )ρ,X and (∂p/∂ρ)T,X are expressed in Eq. (2.2.86) and Eq. (2.2.87), respec-
tively. Substituting Eq. (2.2.86) and Eq. (2.2.87), the expression of the Ω factor is obtained
after manipulations:
Ω = Ru
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2ZT + (δ1 + δ2)Bm
] = RuFG ,
(R.0.2)
where Bm = Bmp/Ru has been defined. For convenience, the numerator and the denomina-
tor of Eq. (R.0.2) are also defined as F and G, respectively. Now by following the definition,
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where (∂Z/∂T )p,X has been given in Eq. (M.1.1).



































































Depending on whether the Chemkin [80] (Eq. (R.0.9)) or NASA [123](Eq. (R.0.10)) poly-
nomials are used for the determination of the specific heats, the following two formulas
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(a) N2 (b) O2
(c) CH4
Figure 181: Two dimensional density color maps for (a) N2, (b) O2 and (c) CH4 displaying
the Widom line in dashed white color departing from the species critical point (red dot).
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apply for the temperature derivative of the species’ specific heat at constant volume.
dCigv,i
dT
= Ru(α2 + 2α3T + 3α4T 2 + 4α5T 3) (R.0.9)
dCigv,i
dT
= Ru(−2β1T−3 − β2T−2 + β4 + 2β5T + 3β6T 2 + 4β7T 3) (R.0.10)
(R.0.11)
where αi and βi represent the species-dependent coefficients that can be found in the
Chemkin [80] or NASA [123] databases, respectively.
If Eq. (R.0.3) is solved in temperature for given pressure and composition, the Widom line
locus can be plotted for a given species or mixture. To illustrate this procedure, Fig. 181
shows the density color maps for nitrogen, oxygen and methane along with the Widom line
departing from the critical point.
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