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Abstract-Evolutionary programming is a stochastic optimization procedure that can be applied 
to difficult combinatorial problems. Experiments are conducted with three standard optimal control 
problems (linear-quadratic, harvest, and push-cart). The results are compared to those obtained with 
genetic algorithms and the General Algebraic Modeling System (GAMS), a numerical optimization 
software package. The results indicate that evolutionary programming generally outperforms genetic 
algorithms. Evolutionary programming also compares well with GAMS on certain problems for 
which GAMS is specifically designed and outperforms GAMS on other problems. The computational 
requirements for each procedure are briefly discussed. 
INTRODUCTION 
Classic numerical optimization algorithms for optimal control are computationally intensive. The 
required calculations become prohibitive as the number of elements in the problem increase [l]. 
In contrast, Ambati et al. [2] indicate that the required computations for optimization procedures 
based on simulated evolution increases as 0( n log n) when applied to combinatorial problems such 
as the n-city traveling salesman problem. Other research in simulated evolution has indicated 
the broad utility of these procedures in addressing a variety of optimization problems [3-61. 
There have been three main lines of investigation in simulated evolution: genetic algorithms, 
evolution strategies, and evolutionary programming. These methods are broadly similar: each 
maintains a population of trial solutions, imposes random changes to each solution, applies a 
selection criterion to assess the adequacy of proposed solutions, and determines which to retain 
for further exploration. The methods differ in the specific representation, mutation operations, 
and selection procedures. Most importantly, genetic algorithms emphasize mutation operators 
based on observed genetic mechanisms (e.g., crossover and bit mutation). These procedures were 
first introduced by Fraser [7,8] and Bremermann [9,10], and subsequently studied in [ll-131 and 
many others. In contrast, evolution strategies [14,15] and evolutionary programming [16-191 are 
broadly similar and emphasize the adaptation and diversity of behavior from parent to offspring 
over successive generations. No specific concern is given to mimicking mechanisms of genetic 
transfer as observed in biota. 
Michalewicz et al. [20] indicate that genetic algorithms had not been applied to optimal control 
problems until [21]. But genetic algorithms have been applied to control problems repeatedly 
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[22-251. Further, evolutionary programming methods were first applied to control problems in 
[17,18] and more recently in [26-301 and others. Back [31] indicates that Schwefel [32] used 
evolution strategies for control problems and it is expected that they could be applied more 
broadly. 
This paper examines the use of evolutionary programming and genetic algorithms on three 
optimal control problems. Results with genetic algorithms are due to Michalewicz et al. [20], who 
compared the performance of their procedure with the student version of the General Algebraic 
Modeling System (GAMS), a widely available numerical optimization software package. First, a 
brief background into methods of simulating evolution is offered. Evolutionary programming and 
genetic algorithm techniques are compared and contrasted. Next, the optimal control problems 
are detailed. The results of several trials are compared statistically. Finally, conclusions are 
reached regarding the relative merits of evolutionary and genetic approaches to optimization and 
their application to control problems. 
METHODS OF 
SIMULATED EVOLUTION 
Genetic Algorithm 
Genetic algorithms, like all optimization techniques, require an objective function that describes 
the worth of any candidate solution. Given such a function, the algorithm starts with a population 
of feasible trial solutions and evaluates each with respect to the objective. Holland [12, pp. 70-711 
proposed that all coding structures should be taken as binary strings. The number of solutions 
to be maintained generally follows from the available computational facilities. Solutions are 
reproduced in proportion to their fitness relative to all other existing solutions (reproduction with 
emphasis) [la, p. 881. Th e selected solutions are recombined using genetic operators to create new 
solutions. This procedure is iterated until either a suitable solution is obtained or the available 
computation time is exhausted (Figure 1). 
procedure genetic 
begin 
t :=o; 
initialize 
algorithm; 
P(t); 
evaluate P(t); 
while not (terminate condition) do 
begin 
t :=t+l; 
select P(t) from P(t-1); 
recombine P(t); 
mutate P(t); 
evaluate P(t); 
end; 
end. 
Figure 1. Pseudocode for a simple genetic algorithm. 
Although Holland [12, pp. 97-1111 proposed the use of crossover, inversion, and bit mutation, 
inversion has not yielded improved performance in practice [33, p. 211 and most research in genetic 
algorithms relies strictly on crossover and simple mutation. Crossover combines components of 
two parent coding structures to form two offspring. The operator exchanges segments between 
the parents as indicated in Figure 2. Bit mutation is conducted by providing a probability for 
individual components to flip. The probabilities for crossover and bit mutation typically range 
over 0.6 to 0.95 and 0.001 to 0.01, respectively [3,13,34]. 
Michalewicz et al. [20] utilized a modified genetic algorithm to address three control problems 
(the procedure is repeated in [35]). S ince the selected problems involved the use of real-valued 
Evolutionary Programming 
Before crossover: 
Parent 1: O,lr m,2, x1,3, . .’ I Zl,kr ‘. ., Zl,n. 
Parent 1: x2,1, X2,2> x2,3, , X2,k, , 22,~~. 
After crossover: 
Offspring 1: x1,1, x1,2, 21,3, . I Xl,kr x2,k+lr . > x2,n. 
Offspring 2: X2,1, X2,2> x2,3, . 1 X2sk, xl,k+lv , xl,n. 
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Figure 2. The simple crossover operator applied to two parent coding strings of 
length 7~. A position, k, is selected and two offspring are created by splicing together 
the first section of the first parent with the second section of the second parent and 
vice versa. 
control inputs, binary strings were forsaken in favor of floating point codings. Additional mod- 
ifications were made to the genetic operators. Mutation was conducted with two procedures. 
Uniform mutation caused a single component of the coding string to be removed and replaced 
by a random value from the domain of the parameter. Non-uniform mutation imposed a change 
to a selected parameter (say, pk, where k indicates the position in the coding) such that: 
{ 
Pk + A(& UB - pk), if a random digit is 0, 
Pk = 
pk - Act, Pk - LB), if a random digit is 1, 
0) 
where UB and LB are the upper and lower bounds on the domain for the parameter. The 
function A(t, y) returns a value in the range [0, y] such that the probability of A(t, y) being close 
to 0 increases as t increases: 
A(t, y) = y (1 - T(‘-~/@) , (2) 
where r is a random number from [O,l], T is the preselected maximum generation (iteration) 
number, and b is a system parameter determining the shape of the density function. This operator 
was applied to all components of the solution. The probabilities for the random digit being set 
to 0 or 1, in (1) above are not specified in [20]. These may be assumed to occur with equal 
likelihood. Michalewicz et al. used the common crossover operator and an additional arithmetic 
crossover, which performed a linear combination of two parent solutions. Given two vectors to 
be crossed, xi and x2, the operator creates two offspring, xi and xi, as follows: 
xi =axl+(l-a)xz, and 
xb=axs+(l-a)xi. 
(3) 
The parameter a is either held constant or is set to a function of the generation number. Similar 
methods of crossover have previously been proposed and studied in [lo]. 
Evolutionary Programming 
Fogel conceived of using simulated evolution on a population of contending algorithms to 
develop artificial intelligence, and explored this evolutionary programming in a series of studies 
([16-18,361; and others). Intelligent behavior was viewed as requiring the composite ability to: 
(1) predict one’s environment, and (2) translate predictions into suitable responses in light of 
the given goal. To provide maximum generality, the environment was described as a sequence 
of symbols taken from a finite alphabet. The problem was defined as evolving algorithms (finite 
state machines [37,38]) that would operate on the sequence of known symbols, in such a manner 
as to produce an output symbol that is likely to maximize the performance of the algorithm, 
given the next symbol to appear in the environment and a well-defined payoff function. Details 
regarding this procedure are offered in [18,29]. 
The procedure can be adapted for optimal control problems. The representation in evolutionary 
programming follows from the problem at hand. In real-valued vector optimization, the coding 
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will be taken naturally as a string of real values. The initial population is selected at random 
with respect to a density function and is scored with respect to the given objective. Offspring 
are created from these parents through random mutation. Typically, in real-valued optimization 
problems, each component is perturbed by a Gaussian random variable with mean zero and an 
adaptable variance term [39]. Some applications involve the use of an additional self-adapting 
covariance structure [40]. Selection is based on a probabilistic tournament. Each solution is placed 
in competition against randomly selected opponents from the population. The solution receives 
a “win” if it outperforms or is equal to its opponent. Typically, each solution must undergo 10 
competitions, but this can be varied depending on the desired stringency of competition. Those 
solutions with the most wins are selected to become parents of the next generation. The procedure 
is iterated until a suitable solution is obtained or the available computer time is exhausted. 
Specifically, for the following optimal control problems, evolutionary programming is imple- 
mented as follows: 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
The initial population comprises P trial solutions, each taken as a pair of real-valued vec- 
tors, xi and pxi, i = 1,. . P, with their dimension corresponding to the given number 
of control inputs to be determined, say n. The components of each xi, i = 1,. . P, 
are selected in accordance with a uniform distribution ranging over [-0.5, 0.51 for uncon- 
strained problems, and over [0, i] when the controls are constrained to be positive. The 
initial components of pXi are selected in accordance with a uniform distribution ranging 
over [0,0.25]. 
Each solution xi, i = 1,. . . , P, is scored with respect to the given objective function. 
Each parent (xi,pxi), i = 1,. . P, creates a single offspring (xi, pxi) by: 
xx.9 = x&d + N(O,px,(j)), j = l,...,n 
pxi(j) = px,(j)+ N 0 ( , *), j =l,..., 72, 
where xi(j), xi(j), pxi(j) and pxb(j) denote the jth component of the vectors xi, xi, 
pxi and pxi, respectively, N(p, 0) denotes a Gaussian random variable with mean p and 
standard deviation 0, and c is a scaling constant, here arbitrarily set to 36 to allow for 
the slow adaptation of the variability of the distribution of new trials from each parent. 
If the values px:(j) are negative, they are set equal to the nominal value of 10W4. If the 
control problem requires strictly positive inputs and a perturbation generates a negative 
component of xi, that perturbation is replaced with a new random mutation until the 
component is positive. 
Each offspring vector xi, i = 1,. . . , P, is evaluated in light of the objective function. 
Pairwise comparisons are conducted over all solutions xi and xi, i = 1,. . . , P. For each 
solution, 10 randomly selected opponents are chosen from among all parents and offspring 
with equal probability. In each comparison, if the conditioned solution offers at least as 
good performance as the randomly selected opponent, it receives a “win.” 
The P solutions out of xi and xi, i = 1,. . . , P, that have the most “wins” are selected to 
be parents of the next population. Their associated vectors px, or px: are included. 
If the available computational effort is exhausted, then halt; else proceed to Step (3) and 
continue to iterate. 
SELECTED 
CONTROL PROBLEMS 
The current research focuses on three optimal control problems studied in [20]: the linear- 
quadratic problem, the harvest problem, and the push-cart problem. The problems are easily 
stated. 
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The Linear-Quadratic Problem 
The linear-quadratic problem is defined as: 
n-l 
minimize J = 42,’ +c(s&+TtQ), subject to (4) 
k=O 
xk+l = aXk + buk, k=0,1,..., n-l, (5) 
where xc is given, a, b, q, s, T are given constants, xk E R is the state and ?_Lk E R is the control 
of the system. 
The value for the optimal performance of (4), subject to (5) is 
J* = K. xo2, (6) 
where Kk is the solution of the Riccati equation 
Kk =s+ra2 (r+?Fk+l) and K, = q. (7) 
The problem will be addressed for the 10 cases listed in Table 1. All experiments were run with 
n = 45 and x0 = 100 to facilitate comparison to [20]. 
Table 1. The ten test csses for the linear-quadratic problem; N = 45 and zo = 100 
in all cases. 
The Harvest Problem 
Case 
I 
II 
III 
IV 
V 
VI 
VII 
VIII 
IX 
X 
S 
1 
10 
1000 
1 
1 
1 
1 
1 
1 
1 
r 
1 
1 
1 
10 
1000 
1 
1 
1 
1 
1 
q 
1 
1 
1 
1 
1 
0 
1000 
1 
1 
1 
a b 
1 
1 
1 
1 
1 
1 
1 
0.01 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
0.01 
100 
The harvest problem is defined as: 
n-1 
maximize J = x(uk)“‘, subject to the equation of growth: (8) 
k=O 
Xk+l = axk - ukT and the equality constraint: (9) 
x0 = xn, (IO) 
where xc is given, a is a constant, and xk E &! and uk E I@ are the state and the (nonnegative) 
control, respectively. 
The optimum value J’ of (8) subject to (9) and (10) is: 
0.5 
J* = 
x0 (an - 1)2 
an-l (a - 1) 1 * (11) 
The problem will be addressed with xc = 100, a = 1.1, and n = 2, 4, 10, 20, and 45. Note 
that the final state is constrained. As a consequence, not all sequences ~0,. . . , u,_l of positive 
reals generate admissible sequences zk, such that x0 = x,. Following the procedure in [20], for 
any generated sequence uc, . . . , ~~-2, the value u,+i is set equal to ax,_1 - x,. If ZL,_~ < 0, 
the sequence is discarded and a new sequence is generated. 
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The Push-Cart Problem 
The push-cart problem consists of maximizing the total distance q(n) traveled in a given time 
unit minus the total effort: 
maximize J = xl(n) - -& ng u2(k), subject to: (12) 
k=O 
n(k + 1) = 22(k), (13) 
z2(k + 1) = 222(k) - Xl(k) + -$ U(k). (14) 
The optimal value of (12) is: 
n-1 
J*+-?-$_-&2. 
k=O 
(15) 
The problem will be solved for 20 = 100 and discretizations R. = 5, 10, 15, 20, 25, 30, 35, 40, 
and 45. 
EXPERIMENTAL RESULTS 
Michalewicz et al. [20] unfortunately omitted the settings for many system parameters, such 
as the value of b in (2) and a in (3). Also left undetailed were the upper bounds for the parameter 
values (and the lower bounds in problems for which the components varied over R). This precludes 
implementing their procedure. They noted that there are problems with genetic algorithms 
that can delay or preclude discovering desired solutions (e.g., insufficient number of iterations, 
insufficient population size, premature convergence to a non-optimal point, and so forth). Their 
approach to these concerns was to test the algorithm on the selected class of problem, analyze 
the results and adjust the genetic algorithm system parameters in order to generate acceptable 
performance on any member of that class. 
Table 2. The results for the linear-quadmtil problem after 10,000 generations. Evo- 
lutionary programming was executed three times for each set of dynamic parameters 
(Table 1). The results for the genetic algorithm and the exact solution are taken 
from [20]. Results marked with an asterisk are possibly in error, as discussed in t,he 
conclusions. 
c:asc> Evol~~t.ionnry I’rogra~lntrit~g Ckllcl,ic Algorithtrl I~hct Solutioll 
l.A I.filRX) x IO I.(iIXT,!) x IO’ 16, Ixo.:~3!N 
I.11 LfilXX” x IU’ 
I (: I.(ilXl!J x IO’ 
il.11 I .I)!) IX!):< x IO” I.1 I I.51 x Iov) II)!J.llio.7!)7s 
il.13 I .O!)WX7 x loft 
II.<’ I .(I’,?‘, I’ x IO-! 
ill./\ I .I)o:{!fx!) x 10; I .l)O!J5,:! x 10; lO.~lO!~.!~!JO.~ll!)!)r, 
lll.lS I.001:~71 x 107 
Ill.<’ I.OI)I(i2~I x 107 
I\‘.11 3.70x112 x IO’ :3.717,15 x IO’ 37.1)1:,.(i’211x7 
IV.13 3.703X77 x IO.’ 
1v.c: 3.703492 x IO” 
V.I\ 2.880080 x 10” ‘2.85524 x 111”’ 287,560.:37252 
V.B 2.880036 x 10” 
v.c 2.884033 x 10” 
(Continued, next page) 
Evolutionary Programming 
Table 2, continued. 
Case Evolutionary Programming Genetic Algorithm Exact Solution 
V1.A 1.618449 x lo4 1.61863 x lo4 16,180.3399 
V1.B 1.618847 x lo4 
v1.c 1.618965 x lo4 
V1I.A 1.621497 x lo4 1.73564 x lo4 16,180.3399 
VI1.B 1.620451 x lo4 
v11.c 1.622165 x lo4 
VII1.A 1.000133 x 104 1.00009 x 104 10,000.5 
VII1.B 1.000117 x 104 
VII1.C 1.000142 x lo4 
1X.A 4.310799 x 104 4.42524 x 105* 431,004.0987 
1X.B 4.319744 x 104 
1x.c 4.308830 x lo4 
X.A 2.127527 x lo4 1.48445 x lo4 10,000.9999 
X.B 1.957339 x 104 
x.c 2.237536 x lo4 
3ocQw 
f 25oooO 
P 
.g 
$ 2owOo. 
‘Z 
0 
15ooc0 
1OCGW 
5c000. 
01 1 
0 2ooo 4ooo 6KQ 8ooO loo00 12MQ 
Geilcratiom 
(a) Rapid initial learning rate. 
Figure 3. A typical learning rate on the linear-quadratic problem (Case IVa) with 
evolutionary programming. 
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In contrast, in the current experiments no attempt was made to adjust evolutionary program- 
ming to any problem. The initial ranges of parameter values, standard deviations, and competi- 
tions per solution were chosen as being reasonable in light of previous investigations [39,40] and 
were not varied. It is presumed that improved performance could be obtained if these parameters 
were also subject to optimization. Further, evolutionary programming self-tuned the distribution 
of new trials on-line. 
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38oW 
Generations 
Do 
(b) A better view of the optimization after the 500th generation. 
Figure 3. A typical learning rate on the linear-quadratic problem (Case IVa) with 
evolutionary programming. 
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Figure 4. A typical learning rate on the harvest problem (n = 20.A) with evolutionary 
programming. 
Research in [20] utilized a population of 70 parents, conducted three random trials with each 
test case, and reported the best results. The evolutionary programming experiments used an 
identical population size (P = 70 parents) to provide for reasonable comparisons and were also 
repeated three times on each test case. Michalewicz et al. executed their genetic algorithm over 
40,000 generations in each trial, but in most cases very little improvement was made to the best 
discovered solution over the final 30,000 generations. Evolutionary programming was executed 
Evolutionary Programming 
Table 3. The results for the harvest problem after 1,000 generations. Evolutionary 
programming was executed three times for each chosen dimension. The results for 
the-genetic algorithm and the exact solution are taken from [20]. 
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n Evolutionary Programming Genetic Algorithm Exact Solution 
2.A 6.331738 6.3317 6.331738 
2.B 6.331738 
2.c 6.331738 
4.A 12.721037 12.7206 12.721038 
4.B 12.721038 
4.c 12.721038 
8.A 25.905673 25.9024 25.905710 
8.B 25.905698 
8.C 25.905695 
1 0.A 32.820901 32.8152 32.820943 
1 .O.B 32.820875 
1 0.c 32.818861 
2 !O.A 73.095000 73.1167 73.23768 
2 !O.B 72.162341 
2 !O.C 73.234749 
4 .5.A 214.033813 277.3990 279.275275 
4 15.B 206.228981 
4 :5.c 212.817655 
over 10,000 generations on the linear-quadratic problem and 1,000 generations on the harvest 
and push-cart problems. There was little reason to continue the trials because the procedure 
was able to discover solutions that were close to the exact solution in almost all cases within this 
amount of computation. The results are indicated in Tables 2-4. Figures 3-5 indicate typical 
learning rates with evolutionary programming with a selected case from each problem. 
Table 4. The results for the push-cart problem after 1,000 generations. Evolutionary 
programming was executed three times for each chosen dimension. The results for 
the genetic algorithm and the exact solution are taken from [20]. 
rl Evolutionary Programming 
5.A 0.119994 
5.B 0.119997 
5.c 0.119989 
10.A 0.142300 
10.B 0.142202 
1o.c 0.142340 
15.A 0.150074 
15.B 0.149475 
15.c 0.149723 
20.A 0.152570 
20.B 0.153278 
2o.c 0.153725 
Genetic Algorithm 
0.119979 
0.140195 
0.142546 
0.149953 
Exact Solution 
0.120000 
0.142500 
0.150371 
0.154377 
(Continued, next page) 
CAM 27:11-H 
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Table 4 (continued). 
n Evolutionary Programming 
25.A 0.154726 
25.B 0.154876 
25.C 0.153788 
30.A 0.156115 
30.B 0.156113 
3o.c 0.154587 
35.A 0.154419 
35.B 0.155896 
35.c 0.153981 
40.A 0.152148 
40.B 0.153331 
4o.c 0.156482 
45.A 0.156591 
45.B 0.156633 
45.c 0.152898 
Genetic Algorithm Exact Solution 
0.143030 0.156800 
0.123045 0.158426 
0.110964 0.159592 
0.072378 0.160469 
0.072364 0.161152 
.llJ 
0 ux) 409 600 800 loo0 1 lo 
culeratiom 
Figure 5. A typical learning rate on the push-cart problem (n = 15.A) with evolu- 
tionary programming. 
A statistical comparison of these results can be made using a nonparametric sign-test. A 0.05 
level of significance is assumed. The null hypothesis for these tests is that, for the selected number 
of generations, on any trial, the probability of evolutionary programming outperforming the best 
reported results with the genetic algorithm [20] is 0.5, and vice versa. 
After 10,000 generations in each of the linear-quadratic problems, evolutionary programming 
outperforms the genetic algorithm in 20 out of 27 trials. There likely are errors in the results for 
Case V reported in [20], precluding comparison over all 30 trials. This result yields a test statistic 
of 2.494, P-value < 0.015. Thus, the null hypothesis may be rejected: the results are statistically 
Case 
I 
II 
III 
IV 
V 
VI 
VII 
VIII 
IX 
X 
Evolutionary Programming 
Table 5. The best results of the three trials with the genetic algorithm on the linear- 
quadratic problem ss presented in [ZO]. Note that in Case IX, the beat score grows 
worse from generation 100 to 10,000. Further, in Case V, the best score grows worse 
from generation 1,000 to 20,000 and the reported best score at 1,000 and 10,000 is 
actually superior to the exact solution. 
Generations 
1 100 1,000 10,000 20,000 30,000 40,000 
17904.4 3.87385 1.73682 1.61859 1.61817 1.61804 1.61804 
13572.3 5.56187 1.35678 1.11451 1.09201 1.09162 1.09161 
17024.8 2.89355 1.06954 1.00952 1.00124 1.00102 1.00100 
15082.1 8.74213 4.05532 3.71745 3.70811 3.70162 3.70160 
5968.42 12.2782 2.69862 2.85524 2.87645 2.87571 2.87569 
17897.7 5.27447 2.09334 1.61863 1.61837 1.61805 1.61804 
2690258 18.6685 7.23567 1.73564 1.65413 1.61842 1.61804 
123.942 72.1958 1.95783 1.00009 1.00005 1.00005 1.00005 
7.28165 4.32740 4.39091 4.42524 4.31021 4.31004 4.31004 
9971341 148233 16081.0 1.48445 1.00040 1.00010 1.00010 
99 
Multi. 
Factor 
104 
10s 
107 
104 
10s 
104 
104 
104 
10s 
104 
significant, in favor of evolutionary programming. (For information on nonparametric statistical 
tests, see [41,42].) 
Similarly, in the push-cart problem, after 1,000 generations, evolutionary programming gener- 
ates better performance than the genetic algorithm in all 27 trials. This result is also statistically 
significant, P-value < 0.0001. 
For the harvest problem, after 1,000 generations, evolutionary programming outperforms the 
genetic algorithm in 11 of 15 trials and is equal to it in three others. Taking a sample size 
of 15, these results are not statistically significant at LY = 0.05, P-value > 0.070. There is 
insufficient evidence to suggest that the likelihood of evolutionary programming outperforming 
the reported best results with the genetic algorithm is greater than 0.5. But the sign-test, as 
with all nonparametric hypothesis tests, is not very powerful (power is defined as the probability 
of rejecting the null hypothesis when it is false). 
Michalewicz et al. report that GAMS achieves the exact solution to each of the linear-quadratic 
and push-cart problems, but fails to achieve solutions to harvest problems of eight or more 
variables. By including an additional constraint to restrict the feasible set of solutions, GAMS 
was able to address harvest problems of up to 10 variables before failing. In contrast, both genetic 
algorithms and evolutionary programming achieve reasonable solutions to all of the selected 
harvest problems. 
CONCLUSIONS 
The results reported in [20] suggest possible discrepancies. For example, in Case IX of the 
linear-quadratic problem, the best solution is seen to grow worse from the 100th to the 10, OOOth 
iteration (4.32740 x lo5 ‘co 4.42524 x 105) (Table 5). But Michalewicz [43] indicated through 
personal communication that they incorporated the use of an elitist strategy which always main- 
tains the best solution in the population. Similar anomalies are indicated in Case V in the 
linear-quadratic problem, in which the best, score grows worse from iteration 1,000 to 20,000 
(2.69862 x lo5 to 2.87645 x 105). Also, as indicated, the values for the best solution at, the 
l,OOOth and 10,OOOth generation are superior to the actual best solution (2.87569 x 105), and 
therefore appear to be in error. 
Michalewicz et al. [20] cited previous research in which optimization based on crossover was 
outperformed by procedures emphasizing only Gaussian mutations [44]. They reported that 
their results “contradicted that view. The crossover operators are very important in exploring 
promising areas in the search space and are responsible for early (but not premature) convergence; 
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a decrease in the crossover rates deteriorate the performance of our system.” But the current 
experiments outperformed results offered in [20] and did not utilize any crossover operators. 
(a) The possible points that can be reached using a uni- 
form crossover operator (choose each component from ei- 
ther parent with a given probability) are limited to the 
n vertices of the hypercube defined by the minimum and 
maximum values for each component across both parents. 
The case is illustrated for two dimensions but extends to 
an arbitrary number of dimensions. The dark circles rep- 
resent two parents, the open circles indicate the possible 
offspring. One-point crossover can generate a subset of the 
offspring that are possible under uniform crossover. The 
limitations of crossover can be illustrated by assuming ar- 
bitrary contour lines for a function F(zr , ~2). 
(b) The Rosenbrock function, 
F(z1,22) = loo(rq -22)2+(1-x1)2, 
21, x2 E [-4,41. 
4 
3 
2 
1 
0 
-1 
-2 
-3 
-4 
(c) A contour plot for the FLosenbrock function. 
The global minimum point is (1,l). Consider, for 
example, two parents placed in or near the para- 
bolic groove of the Rosenbrock function. In gen- 
eral, uniform crossover (and by consequence one- 
point crossover) will not be able to move in the 
direction of the global minimum because it is con- 
strained to search along the coordinate axes. The 
procedure will quickly stall out (prematurely con- 
verge) when recombinations of parents generate 
points that are associated with greater error. This 
can occur even when the error surfaces possesses 
no local optima. The efficacy of crossover opera- 
tors depends on the contours of the specific error 
surface. 
Figure 6. 
Gaussian mutations tend to work well in a variety of domains ([44-471; and others) because (1) 
they offer the ability to generate continuously varying trial solutions with any selected average 
step size, and (2) they maintain the behavioral link between parent and offspring. Crossover 
cannot always provide both of these conditions. Uniform crossover [11,48], which selects each 
component from either offspring with equal probability, is constrained to reach only the n vertices 
of the hypercube defined by the minimum and maximum values for each of the n components 
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across both parents (see Figure 6). The standard one-point crossover can reach only a subset of 
these points. There may well be conditions for which such operators are especially appropriate, 
but these special cases are completely determined by the shape of the adaptive landscape (error 
surface). 
It appears likely that increased performance with crossover was observed in [20] simply because 
it provided for a larger effective step size during the initial phase of the search than did their 
mutation operators. Most completely randomly selected solutions are likely to be poor, and 
large initial steps away from such points typically offer a greater chance of discovering improved 
solutions than would concentrating the search around each solution’s local neighborhood. This 
is further supported by comments in [20] indicating “the significance of the particular operators 
changes with the age of the evolution process,” that is, crossover is more effective in the early 
stages of their procedure, while simple mutations are more effective in the final stages. Decreasing 
the rate of crossover served to increase the significance of their simple mutation operations, which 
either scattered component values completely at random or provided for only fine-tuned search. 
Both of these extremes are undesirable during the initial phases of the search. 
The current results indicate that there simply is no ubiquitous power in crossover, as is often 
claimed [12, pp. 97, 110; 33, pp. 17-18; 47, p. 1061. Evolutionary programming generated results 
that were at least as good or statistically significantly better than those obtained by the genetic 
algorithm and did not require any external adjustments. 
The proposed evolutionary algorithm is more computationally efficient than the modified ge- 
netic algorithm in [20]. While there is no requirement for decoding binary strings, as is com- 
monly done in genetic algorithms, the calculations required for applying each genetic operator 
exceed those required for perturbing both the solution and its corresponding variance vector with 
Gaussian random variables. The non-uniform mutation involves the use of a random binary, two 
exponents, two multiplies, and three additions per component and is applied to the entire solution 
vector. The other mutation and crossover operations provide an additional burden. In contrast, 
generating Gaussian random variables (or pseudo-Gaussian) requires no more than two uniform 
random variables, two multiplies, and a logarithm. One can make both procedures faster by 
incorporating a look-up table for uniform and Gaussian random variables, but the exponential 
calculations would still be required under the procedure in [20]. 
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Figure 7. A comparison of the total CPU time (sets) required for the genetic algo- 
rithm and GAMS, as reported in (201. The required computation for GAMS increases 
as at least a quadratic function of the number of parameters. The required computa- 
tion for the genetic algorithm to reach 40,000 generations is seen to increase linearly 
with the number of dimensions. 
Michalewicz et al. indicate that while GAMS arrives at good solutions in most cases (except the 
harvest problem) the time required to reach such solutions tends to grow at least quadratically 
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Figure 8. While the computation required under the genetic algorithm to reach 40,000 
generations increases linearly with the number of dimensions, the time required to 
approximate the exact solution to within six decimal places in seen to increase faster 
than linearly. The data is taken from [20]. 
0.16 -
Figure 9. The exact solution for the push-cart problem of n dimensions is shown along 
with the best discovered solutions after 1,000 generations with genetic algorithms [20] 
and evolutionary programming. The performance of the genetic algorithm deterio- 
rates rapidly after 20 dimensions. The performance of evolutionary programming 
does not deteriorate as rapidly. 
with the number of dimensions of the problem. In contrast, they indicate that the required CPU 
time under genetic algorithms increases as a linear function of the dimension of the problem 
(Figure 7). This is correct, but implies more than can be defended. While the computation per 
iteration under the genetic algorithm is a linear function of the dimension of the problem, the 
number of iterations required to reach a suitable solution is not necessarily linear (Figure 8). 
Figure 9 indicates the exact solution for the push-cart problem of n dimensions and the best 
discovered solution after 1,000 generations using the modified genetic algorithm and evolutionary 
programming. Note that the performance of the genetic algorithm deteriorates rapidly after 20 
dimensions. 
Since the genetic algorithm was able to discover solutions that were very close to the global 
best within the maximum allowed number of generations (40,000) and because the CPU time is 
seen to increase linearly with the number of dimensions, it is possible to get the impression that 
the procedure offers a nearly optimal solution in linear time. This is not correct. The total time 
required to achieve a suitable solution to large problems should be expected to increase at least 
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faster than linearly and as a result, in opposition to the claims in 1201, the genetic algorithm may 
not compete well with GAMS (on problems for which GAMS arrives at a feasible solution). On 
the smaller problems, GAMS is a reasonable choice over a stochastic optimization method. 
The current evolutionary programming experiments did not indicate any rapid degradation in 
performance, and therefore it is not possible to speculate on the nature of the computational 
burden required to reach nearly global solutions to more complex problems (higher dimension). 
This remains for future research. 
It has been claimed [12, pp. 16-171 that evolutionary simulations that rely on mutation in 
the absence of specific genetic operators are equivalent to enumerative procedures, doomed to 
failure on all but the simplest problems. Such claims were repeated as recently as in [49]: “The 
first attempts to mesh computer science and evolution . . . fared poorly because they . . . relied 
on mutation rather than mating to generate new gene combinations.” But there was previous 
evidence to the contrary ([14,15,18,50,51]; and others) and there is now considerably more ev- 
idence to the contrary [4-61. Moreover, evolutionary algorithms have repeatedly outperformed 
genetic algorithms in optimization problems [29,40,44,52-541. The current research supports this 
growing body of literature. 
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