This paper exploits a three dimensional panel data set of prices on 25 traded goods, over 88 quarters, across 96 cities in the U.S. and Japan. We present evidence that the distribution of intra-national real exchange rates is substantially less volatile and on average closer to zero, than the comparable distribution for international relative prices. We also show that an equally-weighted average of goods-level real exchange rates tracks the nominal exchange rate well, suggesting strong evidence of sticky prices.
Introduction
International markets have been more segmented than intra-national markets for at least as long as the Swiss have eaten cheese. And it continues to be so today. So that is not news. The extent of segmentation, when quantitatively documented, appears striking nonetheless. In a seminal paper that looks at price volatility, Engel and Rogers (1996) showed that the dispersion of prices of similar goods increases with the distance between city pairs, a pattern that holds even within a country. However, when the price comparisons cross national political boundaries (the U.S. and Canada in their example), the dispersion of prices goes far beyond distance (and hence transportation costs): crossing the U.S.-Canada border is equivalent to crossing a distance of 75,000 miles. This is striking given that formal trade barriers between these two countries are low -and declining over time, and physical barriers to trade between the northern U.S. states and the southern Canadian provinces are presumably less important than those existing among east and west coast U.S. cities. Moreover, differences in culture and legal systems between these two countries also appear small.
Whatever the reason for the sizable "Border" effect, its existence is at least consistent with the literature on the speed of convergence to the law of one price (LOP) or purchasing power parity (PPP). Studies of convergence of real exchange rates using crosscountry evidence (e.g., Frankel and Rose, 1996 , among many others) have settled down on a near-consensus of three to five years for the half-life of PPP deviations. This is in strong contrast to half-life estimates based on purely intra-U.S. prices. Parsley and Wei (1996) estimated that the half-life of deviations from the LOP is only about one year. They show that the convergence rate does slow down as the (physical) distance between price observations increases. However, despite the fact that the distance between international price observations tends to be greater than that for prices observed intra-nationally, they find that distance alone cannot explain the difference in convergence rates.
There is an analogue in studies using international trade quantity data to this pricedata-based PPP, or LOP, literature. Using the value of exports and imports, McCallum (1995) showed that trade between Canadian provinces is 2200% larger than between Wei (1996) showed that the home bias in the goods market is equally non-negligible when they examine trade between and within the other OECD countries. Crucini, Telmer, and Zachariadis (1999) provide an interesting recent twist based on a large cross section of goods prices in European capital cities in 1985. They find that while the real exchange rate based on a value-weighted price index (e.g. CPI) may be far away from zero, the equally-weighted average of individual goods-level real exchange rates was actually fairly close to one. In other words, the equally-weighted average of goods prices in local currencies between two European cities, say, Paris and Bonn, is a good predictor of the nominal exchange rate in that year. This suggests that markets (in Europe at least) may, in fact, be more integrated, and borders may matter less than studies examining the variability of price differences would suggest. Of course, among the European countries in their sample, the exchange rates were (nearly) fixed, and the physical distance and policy-induced trade barriers were low. The "Border" effect could be more significant between country pairs that do not have the same environment.
In this paper, we exploit a three-dimensional panel data set of prices for 25 commodity-level goods (e.g., one box of facial tissue, 175 count), in 88 quarters (1975:1-1996:4) , in 96 cities in Japan and the United States. Each of the 25 goods is selected so that we can match the definition of the good reasonably well between the two countries 1 .
We aim for several objectives. First, we examine the behavior of the average goods-level real exchange rate for the U.S. and Japan -the counterpart to the measure examined in the Crucini, et al. (1999) paper. Our data set allows us to ask two questions that the earlier paper cannot address. Does the average exchange rate between countries stray farther away from zero than that between cities within a country? And second, is there any tendency for the average exchange rate to move closer towards zero over time?
Second, we examine the infamous "Border" effect, which is related to the dispersion of the real exchange rate. The "Border" effect is defined as the extra dispersion in prices between cities in different countries beyond what can be explained by physical 1 A subset of the U.S. data has been examined in Parsley and Wei (1996), and O'Connell and Wei (1997) .
innovation is on understanding its dynamics. We ask two related questions. First, is there any evidence that the "Border" narrows over time? And second, is there evidence linking the evolution of the "Border" effect with plausible economic candidates (e.g., the unit cost of international transportation)?
In contrast to Crucini, et al., we present evidence that the mean of goods-level international log real exchange rates is substantially more volatile, and farther away from zero on average, than the comparable mean of intra-national log real exchange rates. We also show that the equally-weighted average of goods-level real exchange rates tracks closely the nominal exchange rate. This seems to be very strong evidence of sticky prices in local currencies. We turn next to economic explanations for this so-called "Border"
effect. Focusing on variability in goods-level real exchange rates, we confirm previous findings that international borders matter a great deal. However, there is evidence that the "Border" effect between Japan and the U.S. declines over time in our sample.
Furthermore, shipping costs, distance, exchange rate and relative wage variability collectively explain a substantial portion of the "Border" effect.
Data
Appendix Table 1 provides a brief description of the goods and their correspondence between Japan and the United States. In some cases the correspondence is remarkable given there was no single price reporting authority. In other cases we see that there is a basic, if not exact coherence in the cross-country data. The source for the Japanese data is the Annual Report on the Retail Price Survey, published by the Statistics Bureau of the Management and Coordination Agency of the Government of Japan. This print publication contains the prices of a large number of goods and services (~700) for a sample of Japanese cities (~70) on a monthly basis for the year. For this study we selected the first month of each quarter to obtain a time match with our U.S. data set. There is still a slight time mismatch however. The U.S. data are generally sampled seven to ten days prior to the Japanese data. For every quarter in our sample (1976.1 -1997.4 ), all fortyeight Japanese cities were part of the sample.
The source for the U.S. data is the Cost of Living Index published by the American Chamber of Commerce Researchers Association. This data set is described in more detail in Parsley and Wei (1996) . Briefly, for this study we selected forty-eight U.S. cities and the twenty-five traded goods most closely resembling those available in the Japanese Annual Report. Each quarterly issue of Cost of Living Index reports prices from a cross section of U.S. cities (currently exceeding 300). We selected U.S. cities that appeared in roughly 90 percent of the quarterly surveys. Appendix Table 2 lists the U.S. and Japanese cities we include.
Statistical results
3.1 The mean of goods-level real exchange rates Crucini et al. (1999) note that even though value weighted average deviations from LOP over goods can be big for the sample of European cities in 1985, the equally weighted average was remarkably close to zero for that year. We will see if this result is something specific to their sample of countries, which were under a fixed exchange rate arrangement, or to the particular year for which they have data.
In this paper, we focus only on those goods most clearly in the traded goods category, in part, to abstract from the Balassa-Samuelson effect. Of course, the retail price of any good could have tradable and non-tradable components. We will come back to this issue later. We attempt to limit variations in individual goods themselves through our matching process.
We choose one benchmark city from Japan and one from the United States. The benchmark cities are Tokushima for Japan, and Louisville for the United States. These are 'centrally located' and 'representative' cities of their respective countries. This produces a sample of 189 city pairs in total.
We repeated all of the analysis of this paper using a different set of benchmark cities (Osaka and Houston) and found the results were not sensitive to this choice. Note this procedure still produces (without missing values) roughly 4700 goods-level real exchange rates, each period, or over 400,000 time-series observations. We obtain a further scale reduction by conducting our analysis at the annual frequency. Annual observations have the additional benefit of allowing U.S. to examine more non-price economic determinants than otherwise possible since these often are observed less frequently.
, be the U.S. dollar price of good k in city i at time t. For a given city pair (i,j) and a given good k at a time t, we could define a goods-level log real exchange
We find it informative to study and compare the distributions of three types of goods-level log exchange rates: ( )
over all city-pairs within the U.S., ( )
over all city-pairs within Japan, and ( )
over all city-pairs where city i is in the U.S. and city j in Japan. This suggests that there may not be a trend decline in the average violation of law of one price for traded goods. Of course, we naturally should be cautious in making a time series inference based on observations at two points in time. So we now turn to some time series evidence. Let us define the average within-U.S. log real exchange rate at time t, ( ) t us r , , as the average of ( )
over all goods and all city pairs within the U.S. We can define ( ) t japan r , and ( )
in an analogous way.
The left panel of Table 1 presents, and Figure 3 plots the three average log real exchange rates over time , respectively. It is clear that the intra-national average log real exchange rates (or percentage deviation of prices of the same good between two cities), i.e., within both U.S. and Japan, are fairly close to zero. In fact they vary within plus/minus ten percent in each of the twenty-two years in our sample. In comparison, the average log real exchange rate between U.S. and Japan makes much larger gyrations, from over 15% in 1982 to -75% in 1995.
We cannot fail to notice that the time series path of the average log real exchange rate between U.S. and Japan resembles the log of the nominal yen/dollar exchange rate.
We formally tested this hypothesis by regressing the first difference in the log average real exchange rate on a constant and the first difference in the log nominal exchange rate. 3 In accord with our expecations, the nominal exchange rate explains much of the variationthe adjusted R 2 of the equation is .47, and the coefficient on the nominal exchange rate is estimated at 0.78 with a standard error of 0.18. In fact, it is not possible to reject the hypothesis that the coefficient estimate is 1.0 even at the 15% level. This seems to us very strong evidence that sticky prices in local currencies (as opposed to relative price of nontradables), is a big part of CPI-based real exchange rate movements. This, from a different angle, confirms the finding in Rogers and Jenkins (1995) .
This also suggests a potential reconciliation with the Crucini et al. (1999) finding.
Namely, within their sample of European countries in 1985 exchange rates were tied by the European Monetary system -hence exchange rate movements were bounded. This is consistent with our intra-national samples (Japan-Japan, and U.S-U.S.) evidence where nominal exchange rates are fixed. Incidentally, there is also the possibility, partly borne out by evidence presented in Figure 3 , that 1985 was a special year. The deviations from the law of one price in 1985 (or any year during 1980-86) were smaller than either earlier or later years.
It may be also useful to gauge absolute deviations from the LOP. For a given citypair (i,j), a given good k, and a time period t, the absolute deviation is defined as:
, where the sum is over all (i,j) U.S. pairs, and over all goods k.
We can define ( ) t japan X , , and ( )
analogously. In the right-handside of Table 1 , and in Figure 4 , we present evidence on the mean absolute percentage deviation from the LOP. Once again, we see the same pattern. Within each country, the mean absolute deviations are between 10-15% (somewhat larger in the United States than in Japan). However, the cross-country mean absolute deviations are several times as large, between 50%-75%.
Declining border?
We would like to understand if international market integration has increased over time (or equivalently, whether the "Border" effect has diminished). Clearly, the evidence in the previous sub-sections is that the average violation of the law of one price does not have a downward trend. However, the range in which the violation can take place, or the zone of no-arbitrage could nonetheless narrow over time. In this section, we turn to an explicit investigation of the dynamics of the "Border" effect.
The logic of no-arbitrage imposes two inequality constraints on the prices of an identical good, k, in two different locations, i and j. Let ( ) t ij C , be the cost of engaging in arbitrage activity for transporting and selling one unit of good k from location i to j (or the reverse). Then, the price in one location plus the cost of arbitrage has to be at least as great as the price of the same good in another location.
As long as a given price differential between the two locations satisfies these inequalities, it will not trigger arbitrage. To put it differently, within the zone of noarbitrage, the price differential can potentially take on an infinite number of possible values. Because of this, we think that the best specification to explore these restrictions is to look at how the standard deviation of price differentials (or other measure of range of possible price differentials) may be linked to factors related to the cost of arbitrage. This is the approach that Engel and Rogers (1996) adopted.
More formally, we adopt a measure of range of possible differentials that is specific to a given city-pair and year. We make it year-specific by pooling over information from the twenty-five goods and four quarters in a given year, in the in order to study the evolution of the "Border" effect. Let the change in the real exchange rate relative to benchmark city j be
, where ij represents a city pair.
Prior to calculating variability we remove the good-specific fixed effects by regressing the vector of Q's on individual good dummies (for Q's over all goods and all quarters in that year, for that city pair). Let ( )
be the residuals from that regression. We compute the standard deviation of q as our measure of variability.
Later, for robustness checks, we also adopt an alternative measure of dispersion across cities -the interquartile range (75 th -25 th fractiles of the distribution). In our regression analysis we stack the twenty-two annual observations of the variability of q, and pool all city pairs into each regression.
Results and Inferences
Table 2 presents summary statistics on our dependent variable. We summarize the data by averaging over all intra-national city pairs for the Japanese-only, and U.S.-only city pairs and we similarly average over all cross-country city pairs. Looking across the columns we see that as suggested by Figures 1 and 2 , the percentage deviations within Japan or within the U.S. are smaller than for the international city pairs. so that the variation of relative prices also varies with the distance. Introducing sticky goods prices explicitly demonstrates the impact of exchange rate variability on real exchange rates measured between countries. A third important difference between intranational city pairs and international city pairs is the potential existence of non-traded inputs (e.g., labor) and its effect on relative prices. Engel and Rogers (1996) hypothesize that within country relative wages are less variable than that for cross-border city pairs. Their econometric evidence generally supports this hypothesis. Empirically however they find that inclusion of relative wage variability has little impact on the "Border" effect. We wish to check whether this result holds between the United States and Japan.
We begin our investigation of this "Border" effect with a benchmark regression posited by Engel and Rogers (1996) . We estimate
where dist ij is the greater-circle distance between cities i and j, and Border ij is a dummy variable that equals 1 if cities i and j are in different countries. The great circle distance is computed by using the latitude and longitude of each city in our sample. The source for the Japanese latitude and longitude data is the United Nations, and the source for the United States is the U.S. Naval Observatory. 4 This regression involves 189 city pairs (using Tokushima and Louisville as the benchmark cities) each with twenty-two time periods.
The first column of Table 3 reports results from this regression. We confirm that price dispersion increases with distance and that the "Border" effect is economically and statistically significant. Both estimates are of the hypothesized sign. Compared to Engel and Rogers, both effects are somewhat larger for our data. In fact, Engel and Rogers calculate that the "Border" adds as much as 75,000 miles does to the cross-country volatility. In our case, the number is roughly 13 billion miles. 5 Of course, Japan and the U.S. are further apart (the actual distance between Osaka and Houston is 6,891 miles) than between Canada and the U.S. The average distance between our international city pairs is over six times that between the U.S. and Canadian cities studied by Engel and Rogers.
However, this is not the whole story. Whereas distance accounts for roughly thirty-two percent of the variability of relative prices between the U.S. and Canada, in our case distance contributes less than two percent of the variability of relative prices between the U.S. and Japan. Moreover, the yen/dollar exchange rate has been a lot more volatile than the Canadian dollar/U.S. dollar rate, and the relative wage differential is also likely to be more variable between Japan and the U.S. In the present study, the "Border" effect contributes roughly forty percent to the standard deviation. The question remains whether this effect declines over time and is influenced by identifiable economic factors.
In column 2 we add three regressors: a time trend, and interaction terms between the time trend and distance and the border dummy variable. Of these three new variables, only the trend/border interaction variable is significant. Its negative sign suggests that the "Border" effect is declining over time, albeit slowly. The coefficient on the border dummy now captures the "Border" effect at the beginning of our sample, 1976. We re-run the regression, dropping the insignificant interaction terms. These results, which are presented in the third column in the table, leave our conclusions unaffected.
The next two specifications examine economic factors differing by country; hence they represent potential economic explanations for a "Border" effect. We make an attempt to measure explicitly and directly three such factors: the unit costs of transportation and insurance, the variability of nominal exchange rate, and, the variability of the relative wage differential. The Engel and Rogers paper (1996) captures the variability of the wage differential explicitly, but infers the effect of exchange rate volatility only indirectly. We present summary statistics on these variables in Table 4 , and graph them in Figure 6 .
One effect we should expect to be relevant for cross-country price volatility is shipping and insurance costs. We hypothesize that the log of the shipping and insurance cost is the sum of two components: one depends on the log of distance, which has already been included in the regression, and the other is the cost per unit of distance. We For the domestic part of the unit cost, we have no direct observations. In this case, we assign a value equal to one-half the minimum of the international shipping cost. This is admittedly arbitrary, but plausible. We note that assigning a value of zero would overly penalize international city pairs (and hence might explain too much of the "Border" effect).
Another of the potential explanations alluded to above is exchange rate variability.
Figure 3 above, and the regression of the average real goods-level exchange rate on the nominal exchange rate suggests sticky prices. Thus we include the standard deviation of daily changes in the (log of) the nominal exchange rate as an additional regressor.
7
We add both unit shipping costs and exchange rate volatility to the regression. This perturbation to our basic specification has a major effect. Exchange rate volatility has a positive effect on cross-country price variability as expected, and the coefficient estimate is highly statistically significant. According to the table an increase in daily exchange rate volatility of one-percent, is associated with an 18 percent increase in annual cross-country 12 price volatility. Adding this variable also has a positive impact on the estimate of shipping costs. According to this specification, reducing shipping costs reduces cross-country price variability by nearly three times as much as the reduction in shipping costs. The stunning result in the table however is that now the "Border" effect has reversed sign. In other words, these two variables have more than explained the "Border" effect!
The next variable we want to control for is variability of the differences in wages.
Here we are trying to get at the non-traded component of goods prices. This variable is defined, analogous to the dependent variable, as the standard deviation of the first difference of the log of the Japanese wage minus the first difference of the log of the U.S.
wage.
8
The coefficient on the variability of the wage difference are positive and statistically significant. Moreover, adding this variable to our equation further reduces the "Border" effect, and raises the impact of shipping costs slightly.
In sum, the three variables collectively have not only reduced the "Border" effect, but also have reversed the sign of the effect. In other words, we have more than explained the "Border" effect. It is important to know if any of this is robust against more scrutiny.
Extensions
In the regressions so far a number of the independent variables are stacked for each city pair included in the regression. It is possible that this procedure would understate the standard errors in our regressions. Moreover, more efficient parameter estimates are attainable by explicitly considering the cross-equation error correlations. In an effort to focus more precisely on the determinants of the "Border" and to see if they are truly significant once we allow for possible correlation of the error terms across city pairs and across time, we implement systems estimation using the seemingly unrelated regressions method.
In our sample we have 95 international city pairs and only twenty-two time series observations. Hence it is not possible to obtain parameter estimates since the variancecovariance matrix will be singular. Additionally, missing values will affect the estimation 8 The source for this data is also the March 1999 IFS CD (lines 65 for Japan, and 65ey for the U.S.).
of the cross-equation correlations. We address these issues by selecting the first ten international city pairs containing no missing values using each of the Tokushima and Louisville benchmarks. Thus the resulting system has twenty equations. We allow the intercept to be different in each equation, and hence, to be different for each city-pair. We impose the restriction that the coefficients on all other regressors are the same.
We proceed sequentially as before by beginning with a benchmark specification, given in column 1 of Table 5 . We first estimate the effects of shipping costs. The point estimate is slightly lower than in the OLS regressions but is still positive and statistically significant. Exchange rate volatility enters the equation with virtually the same point estimate as in the OLS equations. In the final specification we add wage variability.
Again, the coefficient estimate on wage variability is virtually unchanged while its statistical significance increases tremendously. However now, the economic impact of shipping costs on real exchange rate variability is reduced.
We try several extensions to test the robustness of our results. First, we repeat the analysis using the interquartile range (75 th -25 th percentiles of the distribution) of our real exchange rate variability measure. These results are presented in Table 6 A second robustness test was to repeat the analysis using two different benchmark cities. We selected Osaka and Houston, partly because Houston, like Louisville had only two quarters of missing values, and partly because we wanted to select larger, coastal cities for the analysis. These results are reported in Table 7 .
The basic findings reported earlier are qualitatively valid in these alternative definitions of the dependent variable, alternative estimation method, and alternative choice of the benchmark cities. In particular, the border effect adds significantly to price dispersion, and shipping costs, exchange rate volatility and relative wage volatility are all related to the border effect.
Concluding remarks
This paper exploits a three dimensional panel data set of prices on 25 traded goods, over 88 quarters, across 96 cities in the U.S. and Japan. We present evidence that the average closer to zero, than the comparable distribution for international relative prices.
We also show that an equally-weighted average of goods-level real exchange rates tracks the nominal exchange rate well, suggesting strong evidence of sticky prices.
We turn next to economic explanations for the dynamics of this so-called "Border"
effect. Focusing on dispersion in prices between city pairs, we confirm previous findings that crossing national borders adds significantly the price dispersion. Using our point estimates crossing the U.S.-Japan "Border" is equivalent to adding 13 billion miles to the cross-country volatility. We make a direct and explicit inference on the influence of shipping costs, distance, exchange rate and relative wage variability on the "Border" effect.
In our calculations, the "Border" effect diappears after controlling for these additional variables. 
