in which the coefficients Pi(s, X) are expansible in descending powers of X when | X | is large, includes as special cases many differential equations of classical importance. It is accordingly the subject of an extensive Uterature.
In particular, the problem of the asymptotic dependence of its solutions upon the complex parameter X has been the subject of many investigations, in which for suitably restricted configurations a theory of considerable generality has been deduced.
A familiar change of variable gives to the equation the form d2u (2) --{\2q0(s) + \qi(s) + q2(s, \)}u = 0, in which q2(s, X) is bounded for large values of X. The saUent hypothesis, then, which has most generaUy been assumed and under which a developed theory is known, is that the variable s be real, and that on the basic interval considered, the characteristic equation Ô2 -q0(s) = 0 have roots di(s) which are everywhere distinct.f In recent papers the author has studied the asymptotic forms for a type of equation not subject to this hypothesis by virtue of the fact that the coefficient q0(s) becomes zero at some point of the domain of the variable considered. The form of the solutions was determined, moreover, for the entire complex plane. % With such a configuration of variables, the feature of prime interest was found to Ue in the incidence of the Stokes' phenomenon, under which the analytic forms used for the asymptotic representation of any specific solution must be changed in a discontinuous manner as the point (s, X) varies across certain specifiable boundaries in the complex (5, X) space. This is attributable to the fact that the asymptotic representation utilizes multiple-valued expressions for the description of the single-valued solutions of the equation.
Referring to the equation in form (2) the investigation cited was made for the case in which the coefficient q0(s) vanishes at some point like any real positive power of the variable, but under the assumption that the term in X does not occur, i.e., qi(s) =0. In the present paper the case in which the term in X is present while at some point the term in X2 vanishes to the second order is to be studied.* It is planned as a sequel to apply the results of this discussion to a study of the functional form of the solutions of the Mathieu equation over the complex plane, in a manner resembling that in which the earlier results were applied to a study of the Bessel's functions.
It may be of interest to note that the case to be considered bears a certain formal limiting relationship to a class of cases which by suitable transformations may be brought under the theory developed in the earlier papers cited. Thus, consider the equation . .
and if r< 4/2+1' it is always possible to choose a so as to make the second highest power of X which occurs the zeroth power. Then if -p2 is written for the highest power of X, the equation takes the form
It is seen that when v= 2, as in the equation (2), the transformation is possi-* In this connection cf. for the case of a real variable Goldstein, S., A note on certain approximate solutions of linear differential equations of the second order (2), Proceedings of the London Mathematical Society, (2), vol. 33 (1932) , p. 246.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use ble whenever r<\. For this class of equations the equation (2), in which r -\, may evidently be regarded as a limiting form.
2. The normal equation. In the differential equation (2) let the zero of the coefficient q0(s) be designated by s0, and with c as a tentatively undetermined constant let the change of variable Whatever choice of the constant c is made, the zero of the coefficient Xo2 (z) clearly occurs at the origin. It is readily found that c may always be so chosen that the relation
is satisfied, and this choice will be made inasmuch as it is convenient for subsequent purposes. The equation (3) will then (i.e., when (4) is satisfied) be designated as in normal form, and the preUminary normaUzation of the equation will be assumed in the discussion which is to ensue. The more specific description of the equation for which a theory is to be deduced may be given, as follows, through the means of an enunciation of the hypotheses to be made. The variable z is to be complex, and is to vary over a simply connected (finite or infinite) fundamental region Rx, which includes the origin and in which the hypotheses, to be enumerated from (i) to (v) below, are simultaneously fulfilled. It may be considered as a blanket hypothesis upon the equation that some such region exists. The expUcit assumptions are the following: (iii) The coefficient xÁz> X) is analytic in P" and in any finite portion of R, is bounded uniformly when | X | ¿5 sufficiently large.
The enunciation of hypotheses (iv) and (v), which are less transparent, will be deferred to §7.
For definiteness the function arg xo(z) will be determined by the relation Í lim z-lxo( z) | =0. 
serve respectively to define the symbols which occur upon the left. The function r¡(z), which is analytic in Rz because of the hypotheses (i) and (ii), is found to vanish at the origin in virtue of the normahzation (4). It follows from this and the hypotheses that outside of any neighborhood of the origin the functions <p(z) and <l?(z) are bounded from zero uniformly when | X | is sufficiently large, while at the origin they have zeros of the first and second orders respectively. The function ^(z) is accordingly analytic (with proper definition at z=0) and uniformly bounded in any finite portion of Rz. Lastly, it may be shown that since the zero of <p(z) is a simple one, the expression -3/*y <t>" , 3 /*V is analytic (with proper definition at z = 0). Let Mp,v(£) denote the confluent hypergeometric function customarily so designated,* and let the functions yi(z), y2(z) be defined by the formulas (6) y,(z) = H^-lliMk,±i,m, j = l, 2.t
The functions M satisfy the equation
from which it may be found by direct substitution that the functions (6) are solutions of the differential equation This equation, (7), will be referred to briefly as the related equation. The similarity of its structure to that of the given equation (3), which is evident in so far as the coefficients of X and X2 are concerned, extends also to the remaining element. For with the analyticity of the expression u(<p) established, it is easily seen that the coefficient Q(z, X), as well as xÁz> ^), satisfies the hypothesis (iii). t It is to be consistently understood that when the index j is used in conjunction with double signs, then_/'= 1 is to be associated with the upper signs and.;'= 2 with the lower ones.
For values of the variable % which are numerically small they are conveniently described by the formulas
For large values of £ they are describable by asymptotic formulas. Due to the incidence of the Stokes' phenomenon, however, such description is dependent upon the location of the variable £. The origin, z=0, is an ordinary point for both the given and the related equations, and the region Rs accordingly consists of a single sheet. The relation (5e), however, maps the z plane upon a Riemann surface having a simple branch point at £=0, and hence there corresponds to Rz a two-sheeted region R( which is the domain of variation for the variable £. In this domain let the sectors Hw be denned by the relations (9) S<W: (¿-D' + ^wS^A + y)*-«, A = -2, -1, 0, 1, « denoting an arbitrarily small but positive and fixed constant. It is clear that these sectors overlap considerably and also that they completely cover the domain R(. The corresponding sub-regions of R, will be designated by the same symbols. It is to be noted that they depend upon the parameter X. When £ lies in the sector 2<0) and 111 is sufficiently large, it is known that n(í±l with^.
It may be noted that the formula as written is formally correct even in the exceptional cases when the index k is a quarter of a real odd integer. The term in which the gamma function is infinite is then merely to be omitted. When £ does not lie in E<0) the appropriate formulas may be deduced by the use of those above in conjunction with the relations Mk ,±i/4(í) = iefTÍIiM-k,±ii¿Xe~rx)-From these facts it may be computed that when | £ | >iV,t and £ lies in the sector S(W, then yj(z) = *(z)r^r(i ± \)icl,kU-w2\i + ^f\ It is to be understood that if k is such that one of the gamma functions is infinite, then the coefficient C which multiplies it in (11) is to be assigned the value zero. The formulas (10) differ for different values of h. It is readily observed, however, that in any region common to two of the sectors E(i)j¡their difference is asymptotically negligible. When it is a matter of choice as to which sector is to be considered as containing the point £, then the choice is always immaterial.
The formulas (12a) yA,,(z) = + {r(-h)cihlm(») + r(J)cil,-*(*)}, which are found to have the inverse form * The symbol E will be used consistently to designate some function which is bounded. There is to be no implication that the symbol denotes the same function in different instances.
The formula given for Mp,"_by Whittaker and Watson, p. 346, appears to be in error. t The symbolism | J | >N is to be interpreted merely as an abbreviation of the statement when | {I is sufficiently large.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use In this y(z) may be any solution of the related equation and the integration may be extended over any desired path which extends from any fixed point * to the variable point z. To each choice of these elements there evidently cor-[January responds a solution u. The correspondence between a solution « and the associated function y will be indicated by the use of the same subscripts upon the former as may be attached to the latter. From the relations (5e) and (5f) it follows that When the form of u(z) has been derived, this formula serves readily to yield the form of u'(z). For the case in which the formula (17) is to be appUed to the particular solutions Uh,j(z) associated with the related solutions yA,,(z) it is convenient to define the symbols U and Y by the formulas
in which ym(z)=y(z), and yin)(z) for n>0 is to be subsequently defined. Then formula (17) With £ bounded the variables z and £i are likewise bounded. The boundedness of the functions Va,,(z) and hence of the expression Qs(y, y, 1) follows directly, and accordingly formulas (24) and (21) Since y(0)(z) is bounded it follows directly by induction that for any index » t It is to be understood that M is used merely to denote some sufficiently large constant.
¿•'»|Sm{*}\
The series in the formula (23) accordingly converges for sufficiently large values of | X |, and is in fact of the order 0(\ X |_1).
The conclusion thus deduced, together with that which immediately follows from (18) since yil,j(z)\~1!2, and hence Q¡(y', y, 1)X~1/2, are bounded, is the following, i.e., that
. .
. 7. Additional hypotheses. When £ is not restricted to be numerically bounded the considerations are less simple than those of §6. In particular some stipulations restricting the configuration of the domain of the variables must be made, and will be framed in the following way.
A sub-region of R( will be styled as a region of the type r if it is simply connected (finite or infinite), and fulfills the following specifications:
(a) that it contains the origin and lies entirely within some one of the half planes bounded by the axis 9î(£) =0; (b) that it contains no more than one segment of any line on which 9î(£) is constant.
Concerning a region of this type, r, it will be observed that it invariably contains upon its boundary (possibly at infinity if the region is infinite) a specific point £OT, so located that there passes through each point £ of the region an ordinary curve, T, which joins the origin with the point £m, and upon which the abscissa, 9î(£), varies monotonically with the arc length (in the sense of non-decreasing or non-increasing). The symbol T will be reserved for the designation of arcs of curves of the type described.
As a hypothesis upon the fundamental domain Rx, and upon the range of the parameter X, it wiU be assumed that (iv) The region Rx is such that for each admissible value of X every point of the corresponding region Ri lies in some sub-region of the type r.
If the domain Rz is finite no additional assumptions respecting the given equation need be made. However, if the domain is infinite the discussion to follow necessitates the further and final hypothesis, i.e., that (v) For all arcs upon which | z | =^4 (A an arbitrarily large but fixed constant) and which for some admitted value of\ correspond to a curve of the type T, a relation
is uniformly satisfied.
8. The solutions ma,,(z). Let any region of the type r be considered and let the index A be determined by a (any) sector S(w which contains the region in question. With y(z) in the formula (17) replaced by yk,i(z) the relation assumes the form (20) in which the limit of integration * still remains to be specified. This limit will be chosen as either * = £m or * = 0 as dictated by the requirement that in proceeding along a T curve from the point * to the point £ the abscissa shall be algebraically non-decreasing in the case/ = l, and non-increasing in the case/= 2. Inasmuch as the reasoning is entirely similar the discussion will be given only for the case j = 1. Then when the chosen region is one in which 9î(£)>0, * =0, while if 8i(£)<0 in r, then *=£m. The formulas (13a) and (19) show directly that when | £ | is large the functions Yhj(z) are bounded. Since in the assumed configuration the quantities £2*e_« and (£ £r1)2*e_(£_fl) are likewise bounded, it is clear from the first and second of the formulas (22) It may be noted in connection with these formulas that in any region r within which | 9î(£) | is unbounded the solution of the sub-dominant form is unique except for a constant factor. This follows from the fact that every solution u(z) must be expressible in the form
with coefficients which are free from z, and unless the coefficient of the dominant solution on the right is zero the solution is itself of the dominant form.
It should also be remarked that each set of solutions uh,,(z) of the description (33) has been deduced for a specific region r, and, although the notation has not been designed to indicate the fact, this set of solutions for any one region rx is not, in general, identical with that for another region r2. In a special but important case the existence of a set of solutions which retain the forms (32), (33) over two abutting regions r may be deduced as follows. Let n and r2 be two regions of this type which lie within one and the same sector S(w and which abut along the imaginary £ axis, ri lying in the half-plane 9î(£) ¿0, and r2 in the half-plane 3î(£) =0. Denote by ma,i(z) the solution which is sub-dominant in rx and by Uh,2(z) the solution which is sub-dominant in r2. These solutions are linearly independent, as may be seen by comparing the respective formulas (33) along the imaginary axis. Hence Ma,i(z) and uh.2(z) are of the dominant form respectively in the regions r2 and n, and are thus described by the formulas (32) and (33) over the two regions n and r2 simultaneously. Such a pair of regions may constitute a large portion or even the whole of the region E(W.
9. The solutions for general values of £. Between any three of the various solutions u(z) which have been defined there exists a linear relation with constant coefficients. Thus, in particular, for each index A It is sometimes possible to justify replacing a coefficient [0] by 0 itself on the ground that the forms given for two sectors S( h) which have a region in common must be asymptotically equivalent within that region. Thus, by way of illustration, if every sector Hu> consists of but two regions r, and there accordingly exist solutions having the forms (39) over the entire sectors SU), it is found that formulas (40) Now unless the coefficient indicated as [0] is actually 0, the term in which it occurs is dominant in the region common to S(_1) and S(0> and the formula conflicts with the appropriate formula (39). Hence in this case it must be concluded that the coefficient in question actually vanishes.
Lastly, when | £ | g N these solutions may be described by the formulas UhÁz) = U^T){ r( -?)<%-**>*<*> + r(j)Ä,^._!"(£) } 
