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DIFFUSION SEMIGROUP ON MANIFOLDS WITH TIME-DEPENDENT METRICS
LI-JUAN CHENG
Abstract. Let Lt := ∆t + Zt, t ∈ [0,Tc) on a differential manifold equipped with a complete geo-
metric flow (gt)t∈[0,Tc), where ∆t is the Laplacian operator induced by the metric gt and (Zt)t∈[0,Tc) is
a family of C1,∞-vector fields. In this article, we present a number of equivalent inequalities for the
lower bound curvature condition, which include gradient inequalities, transportation-cost inequalities,
Harnack inequalities and other functional inequalities for the semigroup associated with diffusion pro-
cesses generated by Lt. To this end, we establish derivative formulae for the associated semigroup and
construct couplings processes for these diffusion processes by parallel displacement and reflection.
Key words : Lt-diffusion processes, geometric flow, curvature, coupling, transportation-cost in-
equality, Harnack inequality, gradient inequality
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1. Introduction
In this article, we want to clarify the connection between the behavior of distributions of diffusion
processes, and the geometry of their underlying manifold carrying a geometric flow of complete
Riemannian metrics, more precisely, a d-dimensional differential manifold M equipped with a family
of complete Riemannian metrics (gt)t∈[0,Tc) for some Tc ∈ (0,∞], which isC1 in t. Let ∇t and ∆t be the
Levi-Civita connection and the Laplace-Beltrami operator associated with the metric gt, respectively.
For simplicity, we take the notation: for X, Y ∈ TM,
RZt (X, Y) := Rict(X, Y) −
〈
∇tXZt, Y
〉
t
− 1
2
∂tgt(X, Y),
where Rict is the Ricci curvature tensor with respect to the metric gt, (Zt)t∈[0,Tc) is a C
1,∞-family
of vector fields, and 〈·, ·〉t := gt(·, ·). Consider the diffusion process Xt generated by Lt := ∆t + Zt
(called Lt-diffusion process Xt), which is assumed to be non-explosive before Tc. Let {Ps,t}0≤s≤t<Tc
be the semigroup associated with Xt. The main work of this article is to study behaviors of Ps,t by
using a new curvature condition, i.e. the low bound of RZt . Compared with the usual Bakry-Emery’s
curvature condition, it contains an additional term from the time derivative of the metric.
When the metric is independent of t, many excellent scholars did deep research on the develop-
ment of stochastic analysis on manifolds. In [7, 18, 29], derivative formulae for the associated dif-
fusion semigroup, known as the Bismut-Elworthy-Li formula, was given by constructing a damped
gradient operator. This formula was later applied to gradient estimates, transportation-cost inequal-
ities and other important functional inequalities, see for instance [4, 3, 5, 6, 32, 34, 38]. Besides,
coupling methods play an important role on stochastic analysis. In [27], T. Lindvall and L.C.G.
Rogers introduced the coupling processes for multi-dimensional diffusion processes, this idea was
then extended by W.S. Kendall [22] and M. Cranston [16] to Riemannian manifolds, and further well
refined in [16, 35]. It is worth mentioning that by using coupling methods, M.-F. Chen and F.-Y.
Wang [8, 10, 9] gave auxiliary results for estimates of the first eigenvalue on Riemannian manifolds.
Moreover, based on constructing suitable coupling processes, some equivalent important functional
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inequalities, including dimension-free Harnack inequalities, transportation-cost inequalities and gra-
dient inequalities, were presented for the lower bound curvature condition (see e.g. [34, 38] and
reference therein). For the case of manifolds with boundary, we refer the readers to [36, 37, 38] for
details. All these work motivate us to extend the derivative formulae and coupling processes to the
time-inhomogeneous case, which are then applied to deriving some important functional inequalities
for the diffusion semigroup.
Before moving on, let us briefly recall some known results in the time-inhomogeneous Riemannian
setting. In 2008, M. Arnaudon, K. Coulibaly and A. Thalmaier [1] first constructed the gt-Brownian
motions (i.e., the diffusion generated by 1
2
∆t), and established the Bismut formula under the Ricci
flow, which in particular implies gradient estimates of the associated heat semigroup, see also [15] for
details. Next, by constructing horizontal diffusion processes, K. Coulibaly [2] investigated optimal
transportation inequalities on time-varying manifolds. Moreover, K. Kuwada and R. Philipowski
[25] studied the non-explosion of gt-Brownian motions under some super Ricci flow. We would
like to indicate that K. Kuwada [23] has developed coupling methods to estimate the gradient of the
semigroup by constructing a sequence of time-inhomogeneous geodesic random walks. Very recently,
R. Haslhofer and A. Naber characterize For more development on stochastic analysis in this setting,
see [24] for reviewing the monotonicity of the L-transportation cost from a probabilistic viewpoint;
see [12] for stochastic analysis on the path space over time-inhomogeneous manifolds.
The paper is organized as follows. In Section 2, we will give some basic notations and notions
for time-varying differential manifolds, introduce the construction of Lt-diffusion processes and then
present several auxiliary results for the related diffusion semigroup.
In Section 3, we will show that, by constructing suitable local martingales, a local derivative
formula can be obtained by using local geometry of the manifold. Moreover, a globe derivative
formula will be studied here as well. These arguments essentially follow from A. Thalmaier [29]
with some necessary modifications to our inhomogeneous context, since e.g. geometric quantities are
time-dependent and the underlying process is time-inhomogeneous. As applications, we will study
local gradient inequalities for the diffusion semigroup. By applying the ideas from [30], the main
issue left should be to find a suitable testing function to give a subtle upper estimate.
Next, we will show a number of equivalent functional inequalities of the semigroup for the lower
bound of RZt . Inspired from [3, 27], our first issue is to give some asymptotic formulae to characterize
RZt . Based on these formulae and the globe derivative formula established in Theorem 3.2, a number
of equivalent gradient inequalities for the lower bound of RZt will be given in Theorem 3.6 below.
Then we will further consider dimension-free Harnack inequalities by using the gradient inequality
established in Theorem 3.6. We point out that when the metric is independent of t, these equivalences
are well-known (see e.g. [4, 3, 5, 38]). Here, we make some necessary modification as the generater
operator and geometric quantities are time-dependent.
In Section 4, we will construct coupling processes for Lt-diffusion processes by solving SDEs on
M × M with singular coefficients on the space-time cut-locus. Compared with [23], it looks straight-
forward. When the metric is independent of t, our construction is due to [35]. In our setting, as
the SDEs we consider below are non-autonomous and the radiant process is non-differentiable on
the space-time cut-locus, we need apply some results from [25, 28] and find a suitable approxima-
tion to our desired process. As applications, we will consider the transportation-cost inequality on
time-inhomogeneous spaces. We would like to indicate that very recently the author uses coupling
methods to investigate transportation-cost inequalities on path space of Lt-diffusion processes [13]
and dimension-free Harnack inequalities on time-varying manifolds with boundary [14].
We end this section by making some conventions on the notations. Let Bb(M) be the set of all
measurable functions, C
p
0
(M) the set of all Cp-smooth real functions with compact supports on M
and C
p
c (M) the set of all C
p-smooth real functions with constant outside a compact set. For any
two-tensor Tt and any function f , we write Tt ≥ f , if Tt(X, X) ≥ f 〈X, X〉t holds for X ∈ TM. For
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any functions f and ϕ, respectively, defined on [0, Tc) × M and [0, Tc) × M × M, we simply write
ft(x) := f (t, x) and ϕt(x, y) := ϕ(t, x, y), t ∈ [0, Tc), x, y ∈ M. E(s,x) and P(s,x) denote, respectively,
the expectation and the probability taken for the underlying process starting from x at time s. When
s = 0, we simply write Ex := E(0,x) and Px = P(0,x).
2. Preliminaries
Let F (M) be the frame bundle over M and Ot(M) the orthonormal frame bundle over M with
respect to the metric gt. Define p : F (M) → M the projection from F (M) onto M. For any
u ∈ Ot(M), let HtX(u) be the ∇t-horizontal lift of X ∈ TpuM and Hti (u) = Htuei (u), i = 1, 2, · · · , d, where
{ei}di=1 is the canonical orthonormal basis of Rd. Set {Vα,β(u)}dα,β=1 := Tlu(exp(Eα,β)), u ∈ F (M) be
the canonical basis of vertical fields over F (M), where Eα,β is a canonical basis ofMd(R),Md(R) is
the d × d matrix space on R, and lu : Gld(R) → F (M) is the left multiple operator from the general
linear group Gld(R) to F (M), i.e. lu exp(Eα,β) = u exp(Eα,β).
Let Bt := (B
1
t , B
2
t , · · · , Bdt ) be a Rd-valued Brownian motion on a complete filtered probability
space (Ω, {Ft}t≥0, P). To construct a Lt-diffusion process, we first need to construct the corresponding
horizontal diffusion process by solving the Stratonovich SDE
dut =
√
2
d∑
i=1
Hti (ut) ◦ dBit + HtZt (ut)dt −
1
2
d∑
α,β=1
Gα,β(t, ut)Vαβ(ut)dt,
us ∈ Os(M), pus = x, s ∈ [0, Tc),
(2.1)
where Gα,β(t, ut) := ∂tgt(uteα, uteβ). Similarly as explained in [1], the last term is essential to ensure
ut ∈ Ot(M). Since {HtZt}t∈[0,Tc) is C1,∞-smooth, the equation has a unique solution up to its life time
ζ := lim
n→∞ ζn, where
ζn := inf{t ∈ [s, Tc) : ρt(pu0, put) ≥ n}, n ≥ 1, inf ∅ := Tc, (2.2)
and ρt stands for the Riemannian distance induced by the metric gt. Let X
(s,x)
t = put. Then X
(s,x)
t
solves the equation
dX
(s,x)
t =
√
2ut ◦ dBt + Zt(X(s,x)t )dt, X(s,x)s = x := pus
up to the life time ζ. By the Itoˆ formula, for any f ∈ C2
0
(M) and t ∈ [s, Tc),
f (X
(s,x)
t ) − f (x) −
∫ t
s
Lr f (X
(s,x)
r )dr =
√
2
∫ t
s
〈
u−1r ∇r f (X(s,x)r ), dBr
〉
is a martingale up to ζ, where 〈·, ·〉 is the inner product on Rd; that is, X(s,x)t is the diffusion process
generated by Lt. When Zt = 0, the process Yt := X
(s,x)
t/2
, t ∈ [2s, 2Tc) is generated by 12∆t/2 and
is known as the gt/2-Brownian motion. When s = 0, we simply write X
(0,x)
t as X
x
t or Xt without
confusion.
Throughout this article, we assume the diffusion process Xt generated by Lt is non-explosive before
time Tc (see [24] for sufficient conditions to ensure the non-explosive). Then this process gives rise
to an inhomogeneous Markov semigroup {Ps,t}0≤s≤t<Tc on Bb(M):
Ps,t f (x) := E( f (X
(s,x)
t )), x ∈ M, f ∈ Bb(M),
which is called the diffusion semigroup generated by Lt. Here and in what follows, E stands for the
expectation taken for the underlying process. Moreover, the Markov semigroup {Ps,t}0≤s≤t<Tc enjoys
the following properties.
Proposition 2.1. The following properties hold true.
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(i) For any 0 ≤ s ≤ t < Tc, f ∈ Bb(M) and x ∈ M, there exists a unique probability measure
ps,t(x, dy) such that
Ps,t f (x) =
∫
M
f (y) ps,t(x, dy).
(ii) The measure ps,t(x, dy) is equivalent to the volume measure µt with respect to the metric gt,
that is
ps,t(x, dy) = p(s, x; t, y)µt(dy), (2.3)
where p(s, x; t, y) is a fundamental solution to the following equation:
∂
∂s
p(·, x; t, y)(s) = −Lsp(s, ·; t, y)(x);
limt↓s p(s, x; t, ·) = δx(·).
(iii) For any f ∈ Bb(M) and 0 ≤ s ≤ t < Tc,
Ps,t f (x) =
∫
M
f (y)p(s, x; t, y)µt(dy).
Moreover, the backward Kolmogorov equation
d
ds
Ps,t f = −LsPs,t f (2.4)
holds for all 0 ≤ s ≤ t < Tc.
(iv) If f ∈ C1,2([0, Tc) × M) such that ‖(Lt + ∂t) f ‖∞ := supx∈M |(Lt + ∂t) f |(x) is locally bounded
with respect to t in [0, Tc), then the forward Kolmogorov equation
d
dt
Ps,t f (t, x) = Ps,t(Lt + ∂t) f (t, x) (2.5)
holds for all 0 ≤ s ≤ t < Tc.
Proof. (a). Let Xt be a Lt-diffusion process. By the Markov property, for 0 ≤ s < t < Tc and x ∈ M,
let ps,t(x, ·) = L(Xt |Xs = x), the law of Xt conditional Xs = x. Then
Ps,t f (x) = E( f (X
(s,x)
t )) =
∫
M
f (y)ps,t(x, dy)
for any f ∈ Bb(M).
(b). First, suppose M is compact. Then it is easy for us to see from [19] that by replacing the
Laplacian operator ∆t with ∆t + Zt, and repeating the same argument as in the proof of [19, Theorem
2.1], the existence of a fundamental solution on compact manifolds can be derived similarly. Then,
for general case, given an open set Ω ⊂ M, one can treat Ω as a manifold itself. Let us denote by pΩ
the heat kernel of Ω. Minimality of the heat kernel implies that pΩ vanishes on the boundary ∂Ω, at
least if ∂Ω is smooth. This implies, in turn, that pΩ increases on enlarging of Ω (see [17]). The way
the global heat kernel p is constructed in M is the following: one first defines pΩ for precompact sets
Ω and then lets p := limk→∞ pΩk where {Ωk} is an increasing sequence of precompact open sets with
smooth boundaries, which exhaust M. The differentiability conditions on p(s, x; t, y) follow from
those on fundamental solutions in the fixed metric case, together with the C1,∞-smoothness of the
metric.
(c). Let u(s, x) =
∫
M
p(s, x; t, y) f (y)µt(dy). Then it is easy to see that u is a solution to the following
heat equation: 
∂
∂s
u(s, x) = −Lsu(s, ·)(x);
u(t, x) = f (x).
Thus by the Feymann-Kac formula, we have∫
M
f (y)ps,t(x, dy) = Ps,t f (x) = u(s, x) =
∫
M
p(s, x; t, y) f (y)µt(dy).
FUNCTIONAL INEQUALITIES ON TIME-VARYING MANIFOLDS 5
(d). By using the Itoˆ formula,
f (t, X
(s,x)
t ) − f (s, x) = Mt +
∫ t
s
(Lr + ∂r) f (r, X
(s,x)
r )dr,
with Mt being a true martingale due to the boundedness of (Lr + ∂r) f on each interval [s, t], we prove
the result by taking expectations on both sides of the above equation. 
Remark 2.2. In [19], the author proved the existence of fundamental solution by using the parametrix
method introduced by E. Levi. It is easy to see from [19, 21] that the fundamental solution also exists
for the equation by replacing L = ∆t +
∂
∂t
with a locally uniformly parabolic operator on a manifolds
M, which is written in locally coordinates as
Lu =
∑
i, j
ai, j(x, t)
∂2u
∂xi∂x j
+
∑
i
bi(x, t)
∂u
∂xi
+
∂u
∂t
,
and all the coefficients involved are at least C1.
Given T ∈ (0, Tc), we deduce from (2.4) that Ps,T f , s ∈ [0, T ] is the solution to the following
backward heat equation 
∂su(·, x)(s) = −Lsu(s, ·)(x), s ∈ [0, T ];
u(T, x) = f (x).
(2.6)
Indeed, the theory presented here is meant to be applied to our familiar forward heat equation by a
time reversal. More precisely, let (XTt )t∈[0,T ] be a L(T−t)-diffusion process, which is assumed to be
non-explosive before time T , and {Ps,t}0≤s≤t≤T be the associated semigroup. Then PT−t,T f , t ∈ [0, T ]
solves the equation 
∂tu(·, x)(t) = Ltu(t, ·)(x), t ∈ [0, T ],
u(0, x) = f (x).
(2.7)
We would like to indicate that in [1], derivative formulae and gradient estimates of the semigroup
{Ps,t}0≤s≤t≤T have been investigated by using the g(T−t)-Brownian motion under Ricci flow.
3. Derivative formulas and their applications
3.1. Derivation formulas. In this subsection, we establish derivative formulas on the local and
whole manifold respectively, which is then applied to gradient estimates, dimensional-free Harnack
inequalities and other functional inequalities of the semigroup.
For u ∈ Ot(M), the lift operators RZt (u), Gt(u) ∈ Rd ⊗ Rd are defined by
RZt (u)(a, b) =
〈
RZt (u)a, b
〉
= RZt (ua, ub) and Gt(u)(a, b) = ∂tgt(ua, ub),
where a, b ∈ Rd. Now, let us introduce the Rd ⊗ Rd-valued process {Qs,t}0<s≤t<Tc , which solves the
ODE: for a, b ∈ Rd, 
d〈Qs,ta,b〉
dt
= −
〈
RZt (ut)Qs,ta, b
〉
,
Qs,s = I,
(3.1)
where ut is the horizontal Lt-diffusion process of Xt. When s = 0, we simply write Qt := Q0,t.
If there exists K ∈ C([0, Tc) × M) such that RZt ≥ K(t, ·) for each t ∈ [0, Tc), then, from (3.1), it
follows that
‖Qs,t‖ ≤ exp
[
−
∫ t
s
K(r, Xr)dr
]
,
where ‖ · ‖ is the operator norm on Rd.We now introduce a local version of derivative formula of Ps,t.
When it reduces to the fixed metric case, it looks more like that given by A.Thalmaier [29].
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Theorem 3.1. For 0 ≤ s < t < Tc, let x ∈ M and D be a compact domain in [s, t] × M such that
(s, x) ∈ D◦, the interior of D. Let τD = inf{r ∈ (s, Tc) : (r, X(s,x)r ) < D} and F ∈ C1,2([s, t] × D) satisfy
the heat equation
∂rF(·, x)(r) = −LrF(r, ·)(x), (3.2)
for all (r, x) ∈ [s, t] × D. Then for any adapted absolutely continuous R+-valued process h such that
h(s) = 0 and h(r) = 1 for all r ≥ t ∧ τD, and E(s,x)(
∫ t
s
h′(r)2dr)α < ∞ for some α > 1
2
, we have
(us)
−1∇sF(s, ·)(x) = 1√
2
E
(s,x)
{
F(t ∧ τD, Xt∧τD)
∫ t
s
h′(r)Q∗s,rdBr
}
, (3.3)
where Q∗s,r is the transpose of Qs,r.
Proof. Without loss of generality, we assume s = 0 and simply drop the upper script x in Xxt . Since Z
is a C1,∞ vector field and F is a classic solution of (3.2), then it is easy to see that F ∈ C1,3([s, t]×D).
For u ∈ Or(M) and r ∈ [0, Tc), let G(u, r) = u−1∇rFr(pu). Then according to (3.2), we have
∂
∂r
G(u, r) =
d∑
i=1
∂
∂r
ueiFr(pu)ei = −
d∑
i=1
uei(LrFr)(pu)ei = −u−1∇rLrFr(pu).
By this and the Bochner-Weitzenbo¨ck formula, we see that for r ∈ [0, t],
∂
∂r
G(u, r) = −LOr(M)G(·, r)(u) +
(
RZr (u) +
1
2
Gr(u)
)
G(u, r), (3.4)
where LOr(M) := ∆Or(M) + H
r
Zr
and ∆Or(M) is the horizontal Laplacian operator of ∆r. On the other
hand, noting that ur is the solution to (2.1), and using the Itoˆ formula, one obtains that for fixed
t0 ∈ [0, t],
dG(ur, t0) =dMr + LOr(M)G(·, t0)(ur)dr −
1
2
∑
α,β
Gα,β(t0, ur)Vα,β(ur)G(·, t0)(ur)dr, (3.5)
where dMr :=
√
2Hr
urdBr
G(·, t0)(ur). Moreover, the last term above on the rightmost hand satisfies
that
−1
2
∑
α,β
Gα,β(t0, ur)Vα,β(ur)G(·, t0)(ur)
= −1
2
∑
α,β
Gα,β(t0, ur)(ureβFr)(Xr) · eα
= −1
2
Gt0 (ur)G(ur, t0).
With this, (3.5) and (3.4), we conclude that
d
〈∇rFr(Xr), urQra〉r = d 〈G(ur, r),Qra〉 = √2HessrFr (urdBr, urQra)(Xr), (3.6)
which implies that 〈∇rFr(Xr), urQra〉r is a local martingale.
On the other hand, by the Itoˆ formula, one has
dF(r, Xr) =
√
2
〈∇rFr(Xr), urdBr〉r ,
and
F(t ∧ τD, Xt∧τD ) = F(0, x) +
√
2
∫ t∧τD
0
〈∇rFr(Xr), urdBr〉r .
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Therefore, noting that h′(r) = 0 for r ≥ t ∧ τD, we have
E
x
{
F(t ∧ τD, Xt∧τD )
∫ t
0
〈
h′(r)Qra, dBr
〉}
=E
x
{(
F(0, x) +
√
2
∫ t∧τD
0
〈∇rFr(Xr), urdBr〉r
) ∫ t
0
〈
h′(r)Qra, dBr
〉}
. (3.7)
As
∫ t
0
〈h′(r)Qra, dBr〉 is a true martingale, we then have
1√
2
E
x
{
F(t ∧ τD, Xt∧τD )
∫ t
0
〈
h′(r)Qra, dBr
〉}
=E
x
{∫ t
0
〈∇rFr(Xr), urQra〉r (h − 1)′(r)dr
}
=E
x
{[〈∇rFr(Xr), urQra〉r · (h − 1)(r)] ∣∣∣t0
}
− Ex
∫ t
0
(h − 1)(r)d 〈∇rFr(Xr), urQra〉r
=
〈
∇0F0(x), u0a
〉
0
,
where the last step follows from (3.6) that
∫ t
0
(h− 1)(r)d 〈∇rFr(Xr), urQra〉r is a true martingale. Now
given arbitrary s ∈ [0, Tc), repeating the above argument, we prove (3.3) and then finish the proof. 
Next, we introduce the following globe derivative formula for Ps,t without using hitting time. For
the corresponding result in the fixed metric case, we refer the readers to [30]. Let Cutt(x) be the set
of the gt-cut-locus of x on M.
Theorem 3.2. Assume that for each s ∈ [0, Tc), (Ls+∂s)ρ2s ≤ c+h1(s)+h2(s)ρ2s holds outside Cuts(o)
for some constant c > 0 and some non-negative functions h1, h2 ∈ C([0, Tc)). If
RZs ≥ h3(s) − 16e−
∫ s
0
(h2(r)+16)drρ2s (3.8)
holds for some h3 ∈ C([0, Tc)), then for all 0 ≤ s ≤ t < Tc and h ∈ C1([s, t]) satisfying h(s) = 0 and
h(t) = 1,
u−1s ∇sPs,t f (x) = E(s,x)
{
Q∗s,tu
−1
t ∇t f (Xt)
}
=
1√
2
E
(s,x)
{
f (Xt)
∫ t
s
h′(r)Q∗s,rdBr
}
, (3.9)
where x ∈ M and f ∈ C1(M) such that f is constant outside a compact set. In particular, by taking
h(r) =
(r−s)∧(t−s)
t−s , it holds
u−1s ∇sPs,t f (x) =
1√
2(t − s)
E
(s,x)
{
f (Xt)
∫ t
s
Q∗s,rdBr
}
.
Proof. We again assume s = 0. By the Itoˆ formula (see [25, Theorem 2]),
dρ2r (Xr) ≤ 2
√
2ρr(Xr)dbr +
(
c + h1(r) + h2(r)ρ
2
r (Xr)
)
dr
holds for some one-dimensional Brownian motion bt. Let λ(r) =
∫ r
0
(h2(s) + 16)ds. Then, we have
d
[
e−λ(r)ρ2r (Xr)
]
≤e−λ(r)
[
2
√
2ρr(Xr)dbr +
(
c + h1(r) + h2(r)ρ
2
r (Xr)
)
dr
]
− e−λ(r)(h2(r) + 16)ρ2r (Xr)dr
=2
√
2e−λ(r)ρr(Xr)dbr − 16e−λ(r)ρ2r (Xr)dr + (c + h1(r))e−λ(r)dr.
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Thus, letting C(t, x) = eρ
2
0
(x)+ct+
∫ t
0
h1(s)ds, we obtain
E
x exp
{
16
∫ t∧ζn
0
ρ2r (Xr)e
−λ(r)dr
}
≤Ex exp
{
2
√
2
∫ t∧ζn
0
ρr(Xr)e
−λ(r)dbr
}
· C(t, x)
≤Ex exp
{
16
∫ t∧ζn
0
ρ2r (Xr)e
−2λ(r)dr
}1/2
· C(t, x),
where ζn is defined as in (2.2) with s = 0. From this, it is easy to deduce that
E
x exp
{
16
∫ t∧ζn
0
ρ2r (Xr)e
−λ(r)dr
}
≤ C(t, x)2.
Now letting n → ∞, we arrive at
E
x exp
{
16
∫ t
0
ρ2r (Xr)e
−λ(r)dr
}
≤ C(t, x)2.
Combining this with (3.8), and letting K(r, x) := h3(r) − 16e−
∫ r
0
(h2(s)+16)dsρ2r , we deduce that RZr ≥
Kr, r ∈ [0, t], and
sup
x∈K
E
xe
∫ t
0
K−(r,Xr)dr ≤ sup
x∈K
E
x exp
{
16
∫ t
0
e−
∫ r
0
(h2(u)+16)duρ2r (Xr)dr
}
< ∞, (3.10)
where K ⊂ M is a compact subset. Then, following the proof of [26, Theorems 8.5 and 9.1], it is easy
to derive from (3.10) that supr∈[0,t] ‖|∇rPr,t f |r‖∞ < ∞. Therefore, the first equality in (3.9) for s = 0
follows from (3.6) by taking F(r, x) = Pr,t f (x), r ∈ [0, t].
Next, due to the first equality in (3.9) for s = 0, we know that for any a ∈ Rd with ‖a‖ = 1,
E
x sup
r∈[0,t]
| 〈∇rPr,t f (Xr), urQra〉r | ≤ sup
r∈[0,t]
‖|∇rPr,t f |r‖∞Exe
∫ t
0
K−(r,Xr)dr < ∞,
which implies that 〈∇rPr,t f (Xr), urQra〉r , r ∈ [0, t]
is a uniformly integrable martingale. Hence (3.3) holds for t in place of t ∧ τD and any h ∈ C1([0, t])
with h(0) = 0 and h(t) = 1. Therefore, the second equality in (3.9) holds for s = 0. 
If there exists a non-negative φ ∈ C([0,∞)) and h ∈ C([0, Tc)) such that RZt ≥ −h(t)φ(ρt), then by a
similar argument as in the proof of [25, Lemma 9], there exists a non-increasing function F satisfying
limr→0 rF(r) < ∞ such that
(Lt + ∂t)ρt(x) ≤ F(ρt(x)) + h(t)
∫ ρt(x)
0
φ(s)ds + |Zt(o)|t. (3.11)
Hence, the assumptions in Theorem 3.2 are ensured by each of the following conditions:
(A1) there exists a non-negative function C ∈ C([0, Tc)) such that RZt ≥ −C(t) for all t ∈ [0, Tc);
(A2) there exist two non-negative functions C1,C2 ∈ C([0, Tc)), such that for all t ∈ [0, Tc),
Rict ≥ −C1(t)(1 + ρ2t ) and ∂tρt +
〈
Zt,∇tρt
〉
t
≤ C2(t)(1 + ρt).
Remark 3.3. If (A2) holds, then
(Lt + ∂t)ρ
2
t =2ρt(Lt + ∂t)ρt + 2 = 2ρt(∆t + ∂t + Zt)ρt + 2
≤2ρt∆tρt + 2C2(t)(ρt + ρ2t ) + 2
≤2ρt
√
(d − 1)C1(t)(1 + ρ2t ) coth
(√
C1(t)(1 + ρ
2
t )/(d − 1)ρt
)
+ 2C2(t)(ρt + ρ
2
t ) + 2.
Combining this with the inequality coth(s) ≤ 1 + s−1, we know that under (A2), the conditions in
Theorem 3.2 are satisfied.
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3.2. Gradient estimates. In [30], a local gradient estimate is given by using the local geometry of
M. Inspired from this, local gradient estimates of Ps,t f are studied by using local version of derivative
formula, and the corresponding result is presented as follows.
Theorem 3.4. Let RZs ≥ Ks for some K ∈ C([0, Tc) × M). Given x ∈ M, let
κs(x) = sup
r∈[s,s+1]
 sup
Br(x,1)
K(r, ·)− + |Zr|r(x)
 .
Then there exists a constant c > 0 such that for any f ∈ Bb(M),
|∇sPs,t f |s(x) ≤
‖ f ‖∞ exp [c(1 + κs(x))]√
(t − s) ∧ 1 . (3.12)
Proof. Without loss of generality, we consider s = 0 for simplicity. By the semigroup property and
the contraction of Ps,t, it suffices to prove (3.12) for 0 < t ≤ 1 ∧ Tc. It is easy to see that if we choose
some explicit process h in Theorem 3.1, then the associated gradient estimate of Ps,t f can be achieved
by only using local geometry of the manifold. To this end, for x ∈ M, let D = {(r, y) ∈ [0, t] × M :
ρr(x, y) ≤ 1}. It is easy to see that D is closed and hence compact, since ρr(x, y) is continuous in
(r, x, y) (see [23, Lemma 2.5]). Let ϕ(t, Xt) = cos(piρt(x, Xt)/2). Let X0 = x and
T (r) =
(∫ r
0
ϕ−2(t, Xt)dt
)
1{r≤τD} +∞1{r>τD},
where τD is the first hitting time of (r, Xr) to ∂D. Define
τ(r) = inf{u ≥ 0 : T (u) ≥ r}, r ≥ 0.
Then T ◦ τ(r) = r for r ≤ τD. Moreover,
τ′(r) =
1
T ′ ◦ τ(r) = ϕ
2(τ(r), Xτ(r)), r ≤ τD.
Since ϕ ≤ 1, we have τ(r) ≤ r. Define h(r) = 1
t
∫ r∧τ(t)
0
ϕ−2(u, Xu)du. Then, h meets the requirement
of Theorem 3.1 and∫ τ(t)
0
h′(r)2dr =
1
t2
∫ τ(t)
0
ϕ−4(r, Xr)dr =
1
t2
∫ τ(t)
0
ϕ−2(r, Xr)dT (r) =
1
t2
∫ t
0
ϕ−2(τ(r), Xτ(r))dr. (3.13)
Moreover, let v ∈ TxM and |v|0 = 1. By the definition of Qr and RZr ≥ −κ0 on D, we have
|urQru−10 v|r ≤ |v|0eκ0 , r ≤ τ(t), 0 < t ≤ 1.
Combining this with Theorem 3.1, we have
∣∣∣∣〈∇0P0,t f (x), v〉
0
∣∣∣∣ ≤ 1√
2
‖ f ‖∞eκ0(x)
(
E
x
∫ τ(t)
0
h′(r)2dr
)1/2
=
1√
2
‖ f ‖∞eκ0(x) 1
t2
∫ t
0
ϕ−2(τ(r), Xτ(r))dr.
Thus, it suffices for us to estimate the last term above. Before this, we prove that (τ(r), Xτ(r)) is
non-explosive on D, i.e. the life time τ := inf{r ≥ 0, (τ(r), Xτ(r)) ∈ ∂D} satisfies τ = ∞, a.e.
For n ≥ 1, let τn = inf{r : ϕ(τ(r), Xτ(r)) ≤ 1/n}. Note that Xτ(r) is generated by ϕ2Lτ(r), then by
(3.11), there exists some constant c > 0 such that
ϕ2(Lτ(r) + ∂1)ϕ
−1
= −(Lτ(r) + ∂1)ϕ + 2ϕ−1|∇τ(r)ϕ|2τ(r) ≤ cϕ−1,
where ∂1 denotes the derivative with respect to the first variable. Hence, we have
E
xϕ−1(τ(t ∧ τn), Xτ(t∧τn )) ≤ ϕ−1(0, x)ect = ect, t ≥ 0, n ≥ 1. (3.14)
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On the other hand, Exϕ−1(τ(t ∧ τn), Xτ(t∧τn)) ≥ nP(τn < t). By this and (3.14), it is easy to see that
P
x(τn < t) ≤ n−1ect.
Letting n → ∞, we have Px(τ < t) = 0, t ≥ 0, i.e. Px(τ = ∞) = 1.
Next, by using the Itoˆ formula,
dϕ−2(τ(r), Xτ(r)) ≤ dMr +
[
ϕ2
(
Lτ(r) + ∂1
)
ϕ−2
]
(τ(r), Xτ(r))dr (3.15)
holds for some local martingale Mr. According to (3.11) and the definition of κ, there exists a constant
c1 > 0 such that for all r ∈ [0, t],
sin(piρr(x, ·)/2) (Lr + ∂r) ρr(x, ·) ≤ c1(1 + κ0(x))
holds on D. Thus, there exists a constant c2 > 0 such that for all r ∈ [0, t],
ϕ2 (Lr + ∂r) ϕ
−2
= −2ϕ−1 (Lr + ∂r) ϕ + 6ϕ−2|∇rϕ|2r ≤ c2(1 + κ0(x))ϕ−2
holds on D. Combining this with (3.13) and (3.15), we obtain that for t ∈ (0, 1],
E
x
∫ τ(t)
0
h′(r)2dr =
1
t2
∫ t
0
E
xϕ−2(τ(r), Xτ(r))dr
≤ 1
t2
∫ t
0
ec2(1+κ0(x))rdr ≤ c3
t
ec3(1+κ0(x)) (3.16)
for some constant c3 > 0. From this, it follows that
∣∣∣∣〈∇0P0,t f (x), v〉
0
∣∣∣∣ ≤ ‖ f ‖∞eκ0(x)
(
E
∫ τ(t)
0
h′(r)2dr
)1/2
≤ ‖ f ‖∞c4e
c4(1+κ0(x))
√
t
holds for some constant c4 > 0 and all t ∈ (0, 1]. This completes the proof. 
Remark 3.5. We would like to indicate that recently, the author with X. Chen and J. Mao give local
gradient estimates for some important geometric quantities under Ricci flow, mean curvature flow
and Yamabe flow by using some probabilistic method, see [11] for more details.
Next, we aim to provide various equivalent semigroup inequalities for the lower bound curvature
condition, i.e.
RZt ≥ Kt, for some K ∈ C([0, Tc) × M). (3.17)
By using the derivative formula, we have
Theorem 3.6. Assume (A1) or (A2) holds. Let p ≥ 1 and p˜ = p∧2. Then for any K ∈ C([0, Tc)×M)
and t ∈ [0, Tc) such that Kt(x)−/ρ2t (x) → 0 as ρt(x) → ∞, the following statements are equivalent to
each other.
(i) The curvature condition (3.17) holds for the function K.
(ii) For any x ∈ M, 0 ≤ s ≤ t < Tc and f ∈ C1c (M),
|∇sPs,t f (x)|ps ≤ E(s,x)
{
|∇t f |pt (Xt)e−p
∫ t
s
K(r,Xr)dr
}
.
(iii) For any 0 ≤ s ≤ t < Tc, x ∈ M and positive function f ∈ C1c (M),
p˜[Ps,t f
2 − (Ps,t f 2/p˜)p˜]
4(p˜ − 1) ≤ E
(s,x)
{
|∇t f |2t (Xt)
∫ t
s
e−2
∫ t
u
K(r,Xr)drdu
}
,
where when p = 1, the inequality is understood as its limit as p ↓ 1:
Ps,t( f
2 log f 2)(x) − (Ps,t f 2 log Ps,t f 2)(x) ≤ 4E(s,x)
{
|∇t f |2t (Xt)
∫ t
s
e−2
∫ t
u
K(r,Xr)drdu
}
.
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(iv) For any 0 ≤ s ≤ t < Tc, x ∈ M and positive function f ∈ C1c (M),
|∇sPs,t f |2s (x) ≤
[Ps,t f
p˜ − (Ps,t f )p˜](x)
p˜(p˜ − 1)
∫ t
s
(
E(s,x)
{
(Pu,t f )2−p˜(Xu)e−2
∫ u
s
K(r,Xr)dr
})−1
du
,
where when p = 1, the inequality is understood as its limit as p ↓ 1:
|∇sPs,t f |2s(x) ≤
[Ps,t( f log f ) − (Ps,t f ) log Ps,t f ](x)∫ t
s
(
E(s,x)
{
Pu,t f (Xu)e
−2
∫ u
s
K(r,Xr)dr
})−1
du
. (3.18)
Remark 3.7. Consider a special case: L = ∆ and K = 0, i.e., gt is a super Ricci flow. Then Theorem
3.6(ii)-(iv) give equivalent characterizations for the super Ricci flow. It is worth mentioning that
very recently R. Haslhofer and A. Naber [20] use a sharp infinite dimensional gradient estimate to
characterize solutions of the Ricci flow.
To prove this result, we first need to characterize RZt by using the Taylor expansions first. When
the metric is independent of t, the following results are essentially due to [3, 32].
Lemma 3.8. For s ∈ [0, Tc) and x ∈ M, let X ∈ TxM with |X|s = 1. Let f ∈ C∞0 (M) such that
∇s f (x) = X and Hesss
f
(x) = 0, and let fn = n + f for n ≥ 1. Then,
(i) for any p > 0,
RZs (X, X) = lim
t↓s
Ps,t |∇t f |pt (x) − |∇sPs,t f |ps (x)
p(t − s) ;
(ii) for any p > 1,
RZs (X, X) = lim
n→∞ limt↓s
1
t − s

p{Ps,t f 2n − (Ps,t f
2
p
n )
p}
4(p − 1)(t − s) − |∇
sPs,t fn|2s
 (x)
= lim
n→∞ limt↓s
1
t − s
Ps,t |∇t f |2t −
p{Ps,t f 2n − (Ps,t f
2
p
n )
p}
4(p − 1)(t − s)
 (x); (3.19)
(iii) RZs (X, X) is equal to each of the following limits:
lim
n→∞ limt↓s
1
(t − s)2
{
(Ps,t fn)
[
Ps,t( fn log fn) − (Ps,t fn) log Ps,t fn
] − (t − s)|∇sPs,t f |2s} (x);
lim
n→∞ limt↓s
1
4(t − s)2
{
4(t − s)Ps,t |∇t f |2t + (Ps,t f 2n ) log Ps,t f 2n − Ps,t f 2n log f 2n
}
(x).
Proof. (a). Without loss of generality, we only prove for s = 0. Since ∇0 f = X and Hess0
f
(x) = 0, by
the Bochner-Weitzenbo¨ck formula, we have
Γ
0
2( f , f )(x) :=
1
2
L0|∇0 f |20(x) −
〈
∇0 f ,∇0L0 f
〉
0
(x) = Ric0(X, X) −
〈
∇0XZ0, X
〉
0
.
Thus, the first assertion follows from the Taylor expansions at point x (we drop x below for simplic-
ity):
P0,t|∇t f |pt = |∇0 f |p0 +
(
p
2
|∇0 f |p−2
0
L0|∇0 f |20 −
p
2
|∇0 f |p−2
0
∂tgt |t=0(∇0 f ,∇0 f )
)
t + o(t), (3.20)
and
|∇0P0,t f |p0 = |∇0 f |
p
0
+ pt|∇0 f |p−2
0
〈
∇0L0 f ,∇0 f
〉
0
+ o(t), (3.21)
where in the first equality we use the following equality,
∂t|∇t f |2t = −∂tgt(∇t f ,∇t f ).
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(b). Let fn = n + f , which is positive for large n. Then, for small t > 0 and large n,
P0,t f
2
n − (P0,t f 2/pn )p =
8(p − 1)t2
p
〈
∇0 f ,∇0L0 f
〉
0
− 2(p − 1)t
2
p
∂tgt |t=0(∇0 f ,∇0 f )
+
4(p − 1)t
p
|∇0 f |20 +
4(p − 1)t2
p
Γ
0
2( f , f ) + t
2O(n−1) + o(t2).
By this and (3.21) for p = 2, we prove the first equality in (3.19). Similarly, the second equality
follows from (3.20) for p = 2.
(c). The equalities in (iii) can be proved by combining (3.20) and (3.21) for p = 2 with the
following two asymptotic formulae respectively.
(P0,t fn){P0,t( fn log fn) − (P0,t fn) log P0,t fn}
=t|∇0 f |20 + t2Γ02( f , f ) + 2t2
〈
∇0 f ,∇0L0 f
〉
0
− 1
2
t2∂tgt |t=0(∇0 f ,∇0 f ) + t2O(n−2) + o(t2);
(P0,t f
2
n ) log P0,t f
2
n − P0,t( f 2n log f 2n )
= − 4t|∇0 f |20 − 4t2
〈
∇0L0 f ,∇0 f
〉
0
+ 2t2∂tgt |t=0(∇0 f ,∇0 f ) − 2t2L0|∇0 f |20 + o(t2) + t2O(n−1).

Proof of Theorem 3.6. According to the proof of Theorem 3.2, E(s,x) exp(p
∫ t
s
K−(s, Xs)ds) < ∞ holds
for any p > 0, 0 ≤ s ≤ t < Tc and x ∈ M. So, we obtain (i) of Lemma 3.8 by applying (ii)
to f ∈ C∞
0
(M) such that Hesss
f
(x) = 0 or applying (iii) to n + f in place of f , or applying (iv) to
( f + n)2/p when p > 1 (resp. f + n when p = 1) in place of f . Thus, it suffices to show that (i) implies
(ii)–(iv).
First, if RZt ≥ Kt, t ∈ [0, Tc), then by the first equality in (3.9) and (3.1), we have
|∇sPs,t f |s(x) ≤ E(s,x)
{
|∇t f |t(Xt) exp
[
−
∫ t
s
K(u, Xu)du
]}
≤ E(s,x)
{
|∇t f |pt (Xt) exp
[
−p
∫ t
s
K(u, Xu)du
]}1/p
,
thus, (ii) holds.
To prove (iii) and (iv), let p ∈ (1, 2]. Without loss of generality, we only prove for s = 0. By
Theorem 2.1 and (ii) with p = 1, for 0 < u < ζn (ζn is defined as in (2.2) with s = 0),
d(Pu,t f
2/p)p(Xu)
= dMu + (Lu + ∂u)(Pu,t f
2/p)p(Xu)du
= dMu + p(p − 1)(Pu,t f 2/p)p−2(Xu)|∇uPu,t f 2/p|2u(Xu)du
≤ dMu + p(p − 1)(Pu,t f 2/p)p−2(Xu)E(u,Xu)
{
2
p
f
2−p
p (Xt)|∇t f |t(Xt)e−
∫ t
u
K(r,Xr)dr
}2
du
≤ dMu + 4(p − 1)
p
(Pu,t f
2/p)p−2(Pu,t f 2(2−p)/p)(Xu)E(u,Xu)
(
|∇t f |2t (Xt)e−2
∫ t
u
K(r,Xr)dr
)
du,
where Mu is the local martingale part of (Pu,t f
2/p)p(Xu). Moreover, since 2− p ∈ [0, 1], by the Jensen
inequality,
Pu,t f
2(2−p)/p ≤ (Pu,t f 2/p)2−p,
we then arrive at
d(Pu,t f
2/p)p(Xu) ≤ dMu + 4(p − 1)
p
E
(u,Xu)
(
|∇t f |2t (Xt)e−2
∫ t
u
K(r,Xr)dr
)
du, u < ζn.
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By taking integral over [0, s ∧ ζn], this implies
E
x(Ps∧ζn ,t f
2/p)p(Xs∧ζn ) − (P0,t f 2/p)p(x) ≤
∫ s∧ζn
0
4(p − 1)
p
E
x
[
|∇t f |2t (Xt) exp
(
−2
∫ t
u
K(r, Xr)dr
)]
du.
Letting n → ∞, we obtain
d
du
P0,u(Pu,t f
2/p)p(x) ≤ 4(p − 1)
p
E
x
{
|∇t f |2t (Xt)e−2
∫ t
u
K(r,Xr)dr
}
, u ∈ [0, t].
This implies (iii) for s = 0 by taking integral over [0, t].
Similarly,
d(Pu,t f (Xu))
p
= dM˜u + p(p − 1)(Pu,t f )p−1(Xu)|∇uPu,t f |2u(Xu)du, 0 < u < ζn,
where M˜u is the local martingale part of (Pu,t f (Xu))
p, which, together with (ii), implies
d
du
P0,u(Pu,t f )
p
= p(p − 1)P0,u{(Pu,t f )p−2|∇uPu,t f |2u}.
Thus,
d
du
P0,u(Pu,t f )
p ≥
p(p − 1)
{
E
x
[
|∇uPu,t f |u(Xu)e−
∫ u
0
K(r,Xr)dr
]}2
Ex
{
(Pu,t f )2−p(Xu)e−2
∫ u
0
K(r,Xr)dr
}
≥ p(p − 1)|∇
0P0,t f |20
Ex
{
(Pu,t f )2−p(Xu)e−2
∫ u
0
K(r,Xr)dr
} .
Integrating over [0, t], we prove (iv) for s = 0. 
3.3. Dimension-free Harnack inequalities. The study of dimension-free Harnack inequalities was
initiated in [33], which is applied to characterize some important properties of the underlying pro-
cesses, see [38]. Note that when the metric is fixed, the following equivalence of (i) and (iv) are
essentially due to [34]. In what follows, we simply write ps,t(x, y) = p(s, x; t, y).
Theorem 3.9. Let p ∈ (1,∞) and K ∈ C([0, Tc)). Then the following assertions are equivalent to
each other.
(i) The curvature condition (3.17) holds for the function K.
(ii) For any f ∈ B+
b
(M) and 0 ≤ s ≤ t < Tc,
(Ps,t f )
p(x) ≤ Ps,t f p(y) exp

p
4(p − 1)
[∫ t
s
e2
∫ r
s
K(u)dudr
]−1
ρ2s (x, y)
.
(iii) For any f ∈ B+
b
(M) with f ≥ 1 and 0 ≤ s ≤ t < Tc,
Ps,t log f (x) ≤ log Ps,t f (y) +
[
4
∫ t
s
e2
∫ r
s
K(u)dudr
]−1
ρ2s(x, y).
(iv) For any 0 ≤ s ≤ t < Tc and x, y ∈ M,∫
M
ps,t(x, y)
(
ps,t(x, y)
ps,t(y, z)
) 1
p−1
µt(dz) ≤ exp

p
4(p − 1)2
[∫ t
s
e2
∫ r
s
K(u)dudr
]−1
ρ2s (x, y)
.
(v) For any 0 ≤ s ≤ t < Tc and x, y ∈ M,∫
M
ps,t(x, y) log
ps,t(x, y)
ps,t(y, z)
µt(dz) ≤
[
4
∫ t
s
e2
∫ r
s
K(u)dudr
]−1
ρ2s(x, y).
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Proof. By [37, Proposition 2.4], (ii) and (iii) are equivalent to (iv) and (v) respectively. Moreover,
according to [38, Corollary 1.4.3], we see that (ii) implies (iii). Thus, it is sufficient to prove that
“(i)⇒(ii)” and “(iii)⇒(i)”.
(a) (i) implies (ii). We consider the case for s = 0. By approximation and the monotone class
theorem, we may assume that f ∈ C2(M), inf f > 0 and f is constant outside a compact set. Given
x , y and t > 0, let γ : [0, t] → M be the constant speed g0-geodesic from x to y with length ρ0(x, y).
Let νs =
dγs
ds
. Then we have |νs|0 = ρ0(x, y)/t. Let
h(s) =
t
∫ s
0
e2
∫ r
0
K(u)dudr∫ t
0
e2
∫ r
0
K(u)dudr
.
Then h(0) = 0 and h(t) = t. Let ys = γh(s) and
ϕ(s) = log P0,s(Ps,t f )
p(ys), s ∈ [0, t].
To get ϕ′(s), we first see that
d(Ps,t f (Xs))
p
= dMs + (Ls + ∂s)(Ps,t f )
p(Xs)ds
= dMs + p(p − 1)(Ps,t f )p−2(Xs)|∇sPs,t f |2s (Xs)ds, s < ζn,
where Ms is the local martingale part of (Ps,t f (Xs))
p, which implies that
E
x(Ps∧ζn ,t f (Xs∧ζn ))
p − (P0,t f )p(x) = p(p − 1)Ex
∫ s∧ζn
0
(Pu,t f )
p−2(Xu)|∇uPu,t f |2u(Xu)du.
Moreover, due to Theorem 3.6(ii), it holds |∇uPu,t f |u ≤ e−
∫ t
u
K(r)drPu,t|∇t f |t. From this and inf f > 0,
we deduce by letting n→ ∞ that
E
x(Ps,t f (Xs))
p − (P0,t f )p(x) = p(p − 1)
∫ s
0
E
x
[
(Pu,t f )
p−2(Xu)|∇uPu,t f |2u(Xu)
]
du. (3.22)
By this and the Kolmogorov equations, we obtain
dϕ(s)
ds
=
1
P0,s(Ps,t f )p
{
p(p − 1)P0,s(Ps,t f )p|∇s log Ps,t f |2s + h′(s)
〈
∇0P0,s(Ps,t f )p, νs
〉
0
}
≥ p
P0,s(Ps,t f )p
P0,s
{
(Ps,t f )
p
(
(p − 1)|∇s log Ps,t f |2s −
ρ0(x, y)
t
h′(s)e−
∫ s
0
K(u)du|∇s log Ps,t f |s
)}
≥−pρ0(x, y)
2h′(s)2e−2
∫ s
0
K(u)du
4(p − 1)t2 ,
for s ∈ [0, t]. Since h′(s) = te2
∫ s
0 K(u)du∫ t
0
e2
∫ r
0 K(u)dudr
, we arrive at
dϕ(s)
ds
≥ −pρ0(x, y)
2e
∫ s
0
2K(u)du
4(p − 1)(
∫ t
0
e2
∫ r
0
K(u)dudr)2
, s ∈ [0, t].
By integrating over s from 0 and t, we complete the proof.
(b) (iii) implies (i). Suppose that s = 0. Let x ∈ M and X ∈ TxM be fixed. For any n ≥ 1, we may
take f ∈ C∞(M) such that f ≥ n, f is constant outside a compact set, and
∇0 f (x) = X, Hess0f (x) = 0.
Taking γt = expx
[
−2t∇0 log f (x)
]
, we have ρ0(x, γt) = 2t|∇0 log f |0(x) for t ∈ [0, t0], where t0 is a
positive constant such that ρ0(x, γt) < r and r > 0. By using (iv) with y = γt, we obtain
P0,t(log f )(x) ≤ log P0,t f (γt) +
t2|∇0 log f |2
0
(x)∫ t
0
e2
∫ r
0
K(u)dudr
, t ∈ [0, t0]. (3.23)
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Since L0 f ∈ C20(M) and Hess0f (x) = 0 implies ∇0|∇0 f |20(x) = 0 at point x, by Taylor’s expansion, we
have
P0,t(log f )(x) = log f (x) + t( f
−1L0 f − |∇0 log f |20)(x) +
t2
2
A + o(t2) (3.24)
for small t > 0, where
A :=
L2
0
f
f
− (L0 f )
2
f 2
− 2
f 2
〈
∇0L0 f ,∇0 f
〉
0
− L0|∇
0 f |2
0
f 2
+
4|∇0 f |2
0
L0 f
f 3
− 6|∇
0 f |4
0
f 4
+
∂tgt |t=0(∇0 f ,∇0 f )
f 2
+
1
f
dLt f
dt
∣∣∣∣∣
t=0
.
On the other hand, let Nt = P
0
x,γt
∇0 log f (x), where P0x,γt is the g0-parallel displacement along the
g0-geodesic γ : t → γt. We have γ˙t = −2Nt and ∇0γ˙tNt = 0. Thus, note that Hess0f (x) = 0, the Taylor
expansion of log P0,t f (γt) at x is the following
log P0,t f (γt) = log f (x) + t( f
−1L0 f − 2|∇0 log f |20)(x) +
t2
2
B + o(t2),
where
B :=
L2
0
f
f
− (L0 f )
2
f 2
+
4L0 f |∇0 f |20
f 3
−
4
〈
∇0L0 f ,∇0 f
〉
0
f 2
− 4 |∇
0 f |4
0
f 4
+
1
f
dLt f
dt
∣∣∣∣∣
t=0
.
Combining this with (3.23) and (3.24), we arrive at
1
t
1 − t∫ t
0
e2
∫ r
0
K(u)dudr
 |∇0 log f |20(x)
≤ 1
2
(L0|∇0 f |20 − 2
〈
∇0L0 f ,∇0 f
〉
0
f 2
+
2|∇0 f |4
0
f 4
+
1
f 2
∂tgt |t=0(∇0 f ,∇0 f )
)
(x) + o(1).
Letting t → 0, we obtain
1
2
L0|∇0 f |20(x) −
〈
∇0L0 f ,∇ f
〉
0
(x) ≥ K(0)|∇0 f |20(x) +
1
2
∂tgt |t=0(∇0 f ,∇0 f )(x) −
|∇0 f |4
0
f 2
(x).
By the Bochner-Weitzenbo¨ck formula, it follows that for n ≥ 1,
Ric0(X, X) −
〈
∇0XZ0, X
〉
0
≥ K(0)|X|20 +
1
2
∂tgt |t=0(X, X) −
|X|4
0
n
.
This implies (i) for s = 0 by letting n → ∞. 
Remark 3.10. Let p
s,t
x,y(z) =
ps,t(x,z)
ps,t(y,z)
for x, y, z ∈ M and 0 ≤ s ≤ t < Tc. According to [37, Proposition
2.4], we have the following statements, which are equivalent to Theorem 3.9 (ii)(iii) respectively.
(ii’) For any 0 ≤ s ≤ t < Tc, ps,tx,y satisfies
Ps,t((p
s,t
x,y)
1/(α−1))(x) ≤

p
p − 1
[
4
∫ t
s
e2
∫ r
s
K(u)dudr
]−1
ρ2s(x, y)

1/(α−1)
, x, y ∈ M.
(iii’) For any 0 ≤ s ≤ t < Tc, ps,tx,y satisfies
Ps,t{log ps,tx,y}(x) ≤
[
4
∫ t
s
e2
∫ r
s
K(u)dudr
]−1
ρ2s (x, y), x, y ∈ M.
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3.4. Other functional inequalities. In [6] functional inequalities of the following type are shown to
be useful on manifolds with a fixed metric. We now extend this type of results to our case.
Theorem 3.11. Let K ∈ C([0, Tc)). The following assertions are equivalent to each other.
(i) The curvature condition (3.17) holds for the function K.
(ii) For any 0 ≤ s ≤ r ≤ t < Tc and 1 < q1 ≤ q2 such that
q2 − 1
q1 − 1
=
∫ t
s
e2
∫ u
s
K(τ)dτdu∫ r
s
e2
∫ u
s
K(τ)dτdu
, (3.25)
it holds
{Ps,r(Pr,t f )q2 }
1
q2 ≤ (Ps,t f q1)
1
q1 ,
for all positive function f ∈ Bb(M).
(iii) For any 0 ≤ s ≤ r ≤ t < Tc and 0 < q2 ≤ q1 or q2 ≤ q1 < 0 such that (3.25) is satisfied,
(Ps,t f
q1)
1
q1 ≤ {Ps,r(Pr,t f )q2 }
1
q2
for all positive function f ∈ Bb(M).
Proof. From Theorem 3.6, we know that (i) is equivalent to Theorem 3.6 (iii) with p = 1 for K ∈
C([0, Tc)). Thus, it suffices for us to show that each of (ii) and (iii) is equivalent to Theorem 3.6 (iii)
with p = 1 for K ∈ C([0, Tc)).
(a) Theorem 3.6 (iii) with p = 1 for K ∈ C([0, Tc)) implies (ii) and (iii). We again prove this
assertion for s = 0. By an approximation argument, it suffices to prove for f ∈ C∞(M) such that
inf f > 0 and f is constant outside a compact set. In this case, given t ∈ (0, Tc), let
q(s) = 1 +
(q1 − 1)
∫ t
0
e2
∫ r
0
K(u)dudr∫ s
0
e2
∫ r
0
K(u)dudr
and ψ(s) = {P0,s(Ps,t f )q(s)}
1
q(s) ,
for all s ∈ (0, t]. Then ∫ s
0
e−2
∫ s
r
K(u)dudr +
q(s) − 1
q′(s)
= 0,
which together with (3.22) implies(
ψ′ψq−1q2
q′
)
(s) =P0,s(Ps,t f )
q(s) log(Ps,t f )
q(s) − P0,s(Ps,t f )q(s) log P0,s(Ps,t f )q(s)
+
q(s)2(q(s) − 1)
q′(s)
P0,s(Ps,t f )
q(s)−2 |∇sPs,t f |2s .
Due to Theorem 3.6 (iii) with p = 1 for K ∈ C([0, Tc)), we further have(
ψ′ψq−1q2
q′
)
(s) ≤ q(s)2
(∫ s
0
e−2
∫ t
u
K(r)drdu +
q(s) − 1
q′(s)
)
P0,s(Ps,t f )
q(s)−2|∇sPs,t f |2s = 0.
Therefore, in case (ii) one has q′(s) < 0 so that ψ′(s) ≥ 0, while in case (iii) one has q′(s) > 0 so that
ψ′(s) ≤ 0. Hence, the inequalities in (ii) and (iii) hold.
(b) (ii) or (iii) implies Theorem 3.6 (iii) with p = 1 for K ∈ C([0, Tc)). We only prove that (ii)
implies (iii), since “(ii) implies (iii)” can be shown in a similar way. We also only consider s = 0. Let
q1 = 2 and q2 = 2(1 + ε) for small ε > 0. According to (3.25), we take r(ε) such that
1
1 + 2ε
=
∫ r(ε)
0
e2
∫ u
0
K(τ)dτdu∫ t
0
e2
∫ u
0
K(τ)dτdu
= 1 −
∫ t
r(ε)
e2
∫ u
0
K(τ)dτdu∫ t
0
e2
∫ u
0
K(τ)dτdu
.
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Then,
2ε
1 + 2ε
∫ t
0
e2
∫ u
0
K(τ)dτdu =
∫ t
r(ε)
e2
∫ u
0
K(τ)dτdu ∼ (t − r(ε))e2
∫ t
0
K(τ)dτ,
i.e.
(t − r(ε)) ∼ 2ε
∫ t
0
e−2
∫ t
u
K(τ)dτdu.
So, we obtain from (ii) that
0 ≥ lim
ε→0
1
ε
{[P0,r(ε)(Pr(ε),t)2(1+ε)]
1
(1+ε) − (P0,t f 2)}
= P0,t f
2 log f 2 − (P0,t f 2) log P0,t f 2 − 4
∫ t
0
e−2
∫ t
u
K(r)drdu · P0,t |∇t f |2t .
Therefore, Theorem 3.6 (iii) with p = 1 holds for K ∈ C([0, Tc)). 
4. Coupling for Lt-diffusion processes and its applications
4.1. Coupling processes. We aim to construct coupling processes for Lt-diffusion processes by par-
allel translation and mirror reflection in this subsection.
Let us introduce some basic notions first. Recall that Cutt(x) is the set of the gt-cut-locus of x on
M. Then, for each t ∈ [0, Tc), the gt-cut-locus Cutt and the space time cut-locus CutST are defined by
Cutt = {(x, y) ∈ M × M | y ∈ Cutt(x)};
CutST = {(t, x, y) ∈ [0, Tc) × M × M | (x, y) ∈ Cutt}.
Set D(M) = {(x, x)|x ∈ M}. For any (x, y) < Cutt with x , y, let {Jti }d−1i=1 be Jacobi fields along the
minimal geodesic γ from x to y with respect to the metric gt, such that {Jti , γ˙ : 1 ≤ i ≤ d − 1} is an
orthonormal basis at x and y. Let
IZ(t, x, y) =
d−1∑
i=1
∫
γ
(〈
∇tγ˙Jti ,∇tγ˙Jti
〉
t
−
〈
Rt(J
t
i , γ˙)γ˙, J
t
i
〉
t
+
1
2
∂tgt(γ˙, γ˙)
)
(γ(s))ds
+ Ztρt(y, ·)(x) + Ztρt(x, ·)(y),
where Rt is the curvature tensor with respect to the metric gt. Moreover, let P
t
x,y : TxM → TyM be
the gt-parallel translation along the geodesic γ. Define the gt-mirror reflection by
Mtx,y : TxM → TyM; v 7→ Ptx,yv − 2 〈v, γ˙〉t (x)γ˙(y).
It is well known that Ptx,y and M
t
x,y are smooth outside Cutt and D(M). For convenience, we set P
t
x,x
and Mtx,x be the identity for x ∈ M. Our main result in this subsection is the following.
Theorem 4.1. Let x , y and 0 < T < Tc be fixed. Let U : [0, T ] × M × M → TM be C1-smooth in
(CutST ∪ [0, T ] × D(M))c such that U(t, x1, x2) ∈ Tx2M for (t, x1, x2) ∈ [0, T ] × M × M.
(i) There exist two Rd-valued Brownian motions Bt and B˜t on a complete filtered probability
space (Ω, {Ft}t≥0, P) such that
1{(Xt ,X˜t)<Cutt}dB˜t = 1{(Xt,X˜t)<Cutt}u˜
−1
t P
t
Xt,X˜t
utdBt,
where Xt with lift ut and X˜t with lift u˜t solve the following equation
dXt =
√
2ut ◦ dBt + Zt(Xt)dt, X0 = x,
dX˜t =
√
2u˜t ◦ dB˜t +
{
Zt(X˜t) + U(t, Xt, X˜t)1{Xt,X˜t}
}
dt, X˜0 = y.
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Moreover, for any J ∈ C([0, T ] × M × M) such that J ≥ IZ on (CutST ∪ [0, T ] × D(M))c,
dρt(Xt, X˜t) ≤
{
J(t, Xt, X˜t) +
〈
U(t, Xt, X˜t),∇tρt(Xt, ·)(X˜t)
〉
t
1{Xt,X˜t}
}
dt
holds up to the coupling time T0 := inf{t ∈ [0, T ] : Xt = X˜t} with convention inf ∅ = T.
(ii) The first assertion in (1) holds by replacing Pt
Xt,X˜t
with Mt
Xt,X˜t
. In this case, for any J ∈
C([0, T ] × M × M) such that J ≥ IZ on (CutST ∪ [0, T ] × D(M))c,
dρt(Xt, X˜t) ≤ 2
√
2dbt +
{
J(t, Xt, X˜t) +
〈
U(t, Xt, X˜t),∇tρt(Xt, ·)(X˜t)
〉
t
1{Xt,X˜t}
}
dt (4.1)
holds up to the coupling time T0, where bt is a one-dimensional Brownian motion.
Proof. We first deal with the reflecting coupling case for U = 0. For the parallel coupling case, the
proof is similar by replacing Mtx,y with P
t
x,y below. The proof is divided into two parts.
Part I: Construction of (Xt, X˜t). Let ut and Xt := put solve (2.1). To get rid of the trouble that M
t
x,y
does not exist on Cutt ∪D(M), we modify this operator so that it vanishes in a neighborhood of these
sets. To this end, for any n ≥ 1 and ε ∈ (0, 1), let hn,ε ∈ C∞([0, T ] × M × M) so that
0 ≤ hn,ε ≤ (1 − ε), hn,ε|Ccn = 1 − ε, and hn,ε|C2n = 0,
where
Cn := {(t, x, y) ∈ [0, T ] × M × M : d((t, x, y),CutST) ≤ 1/n}
and d is a distance on [0, T ] × M × M such that, for (s, x1, y1), (t, x2, y2) ∈ [0, T ] × M × M,
d((s, x1, y1), (t, x2, y2)) = |t − s| + sup
r∈[0,T ]
ρr(x1, x2) + sup
r∈[0,T ]
ρr(y1, y2).
Moreover, let ϕn ∈ C∞([0, T ] × M × M) such that 0 ≤ ϕn ≤ 1, ϕn|D2n = 0 and ϕn|Dcn = 1, where
Dn :=
{
(t, x, y) ∈ [0, T ] × M × M : ρt(x, y) ≤ 1
n
}
.
Let u˜n,εt and X˜
n,ε
t := pu˜
n,ε
t solve the SDE
du˜
n,ε
t =
√
2(hn,εϕn)(t, Xt, X˜
n,ε
t )
d∑
i=1
Hti (u˜
n,ε
t ) ◦ dB˜it −
1
2
∑
α,β
Gα,β(t, u˜n,εt )Vαβ(u˜n,εt )dt
+
√
2[1 − (hn,εϕn)2(t, Xt, X˜n,εt )]
d∑
i=1
Hti(u˜
n,ε
t ) ◦ dB′t i + HtZt (u˜
n,ε
t )dt,
u˜
n,ε
0
∈ Ot(M), pu˜n,ε0 = y,
(4.2)
where B′t is a Brownian motion on R
d independent of Bt, and on (CutST)
c,
dB˜t = (u˜
n,ε
t )
−1
Mt
Xt,X˜
n,ε
t
utdBt.
Since the coefficients involved in (4.2) are at least C1, there exists a solution u˜
n,ε
t solving the equation
(4.2). Let
L˜n,ε(t) :=∆t(x) + ∆t(y) + Zt(x) + Zt(y) + hn,εϕn(t, x, y)
d∑
i, j=1
〈
Mtx,yVi,W j
〉
t
ViW j, (4.3)
where {Vi} and {Wi} are orthonormal bases at x and y respectively. It is easy to see that (Xt, X˜n,εt ) is
generated by L˜n,ε(t) and hence, is a coupling of Lt-diffusion processes as the marginal operators of
L˜n,ε(t) coincide with Lt.
Now, let P
x,y
n,ε be the distribution of (Xt, X˜
n,ε
t ), which is a probability measure on the path space
MTx × MTy , where MTx := {γ ∈ C([0, T ],M) : γ0 = x} is equipped with the σ-field F Tx induced by all
measurable cylindric functions. Since {Px,yn,ε : n ≥ 1, 0 < ε < 1} is a family of couplings for Px and Py,
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it is easy to see that {Px,yn,ε : n ≥ 1, 0 < ε < 1} is tight. Then, for each ε > 0, there exists a probability
measure P
x,y
ε and a subsequence {nk} such that Px,ynk,ε converges weakly to Px,yε as k → ∞. Meanwhile,
there exists a subsequence {εl} such that Px,yεl converges weakly to some Px,y as l →∞. Let
L˜t(x, y) = Lt(x) + Lt(y) + 1(Cutt∪D(M))c(x, y)
d∑
i, j=1
〈
Mtx,yVi,W j
〉
t
ViW j.
Then it is easy to see that Px,y solves the martingale problem for L˜t up to the coupling time, i.e. for
any f ∈ C∞
0
(M × M \ D(M)),
f (ξt, ηt) −
∫ t
0
L˜s f (ξs, ηs)ds, 0 ≤ t ≤ T
is a Px,y-martingale with respect to the natural filtration up to the coupling time. Here and in the
sequel, (ξ·, η·) ∈ C([0, T ];M × M) is the canonical path. It is well known that solutions to martingale
problem for L˜s can be constructed as solutions to a stochastic differential equation. Therefore, there
exist two independent d-dimensional Brownian motions Bt and B
′
t on a complete probability space
(Ω,F ,Ft, P), and two processes Xt, X˜t such that
dItoˆXt =
√
2utdBt + Zt(Xt)dt, X0 = x,
dItoˆX˜t =
√
21Cutct (Xt, X˜t)M
t
Xt,X˜t
utdBt +
√
21Cutt (Xt, X˜t)u˜tdB
′
t + Zt(X˜t)dt, X˜0 = y
holds up to T0 := inf{t ∈ [0, T ] : Xt = X˜t}, where dItoˆ stands for the Itoˆ differential operator. By
letting X˜t = Xt after T0, we complete the proof of the first assertion.
Part II: Proof of (4.1). (a) We only consider noncompact M. For the compact case, the proof is
simpler by dropping the stopping time τ below. Since the generator L˜n,ε(t) is strictly elliptic and all
the coefficients involved are at least C1, and hence by Remark 2.2, Px,y((Xt, X˜
n,ε
t ) ∈ ·) has a density
p
n,ε
t (z,w) with respect to µt ⊗ µt. Moreover, Cutt is closed and µt ⊗ µt(Cutt) = 0, then it is easy to see
that the set
{t ∈ [0, T ] | (t, Xt, X˜n,εt ) ∈ CutST} (4.4)
has Lebesgue measure zero almost surely. This implies 1Cutt (Xt, X˜
n,ε
t ) = 0, a.s. Then, by [25, Theorem
2] (the Itoˆ formula for radial process ρt(x, Xt), x ∈ M), we have
dρt(Xt, X˜
n,ε
t ) =
√
2
d∑
i=1
hn,εϕn(M
t
Xt,X˜
n,ε
t
utei)ρt(Xt, ·)(X˜n,εt )dBit +
√
2
d∑
i=1
uteiρt(·, X˜n,εt )(Xt)dBit
+
√
2[1 − (hn,εϕ)2](t, Xt, X˜n,εt )
d∑
i=1
u˜
n,ε
t eiρt(Xt, ·)(X˜n,εt )dB′t i
+ (L˜n,ε(t) + ∂t)ρt(Xt, X˜
n,ε
t )dt − dln,εt .
This implies
dρt(Xt, X˜
n,ε
t ) ≤
√
2(hn,εϕn + 1)2 + 2[1 − (hn,εϕn)2] dbn,εt − dln,εt
+ [hn,εϕnIZ + (1 − hn,εϕn)S ](t, Xt, X˜n,εt )dt
=2
√
(hn,εϕn)(t, Xt, X˜
n,ε
t ) + 1 db
n,ε
t − dln,εt
+ [hn,εϕnIZ + (1 − hn,εϕn)S ](t, Xt, X˜n,εt )dt, (4.5)
where b
n,ε
t is a one-dimensional Brownian motion, l
n,ε
t is an increasing process which increases only
when (Xt, X˜
n,ε
t ) ∈ Cutt, and for (t, x, y) < CutST,
S (t, x, y) := Ltρt(·, y)(x) + Ltρt(x, ·)(y) + ∂tρt(x, y).
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Let B be a fixed bounded smooth open domain in M. Given N ≥ 1, the Laplacian comparison theorem
implies that there exists a constant C > 0 such that S (t, x, y) ≤ C for all (t, x, y) ∈ ([0, T ] × B × B) ∩
(CutST ∪DN)c. Then, it follows from (4.5) that, when (t, Xt, X˜n,εt ) ∈ ([0, T ]×B×B)∩DcN and n ≥ N,
dρt(Xt, X˜
n,ε
t ) =2
√
(hn,εϕn)(t, Xt, X˜
n,ε
t ) + 1 db
n,ε
t − dl˜n,εt
+ [hn,εϕnJ + (1 − hn,εϕn)C](t, Xt, X˜n,εt )dt, (4.6)
where l˜
n,ε
t is a larger increasing process. Now let f ∈ C2(R) with f ′ ≥ 0 and f ′|[0,1/N] = 0. By the Itoˆ
formula, we obtain from (4.6) that, for the coordinate process (ξt, ηt) with τ := inf{t ≥ 0 : (ξt, ηt) <
B × B} and any n ≥ N,
S
n,ε
t ( f ) := f ◦ ρt(ξt∧τ, ηt∧τ)
−
∫ t∧τ
0
{
2(hn,ε + 1) f
′′ ◦ ρ + [hn,εJ + (1 − hn,ε)C] f ′ ◦ ρ} (s, ξs, ηs)ds
is a P
x,y
n,ε-supermartingale, where ρ(t, ·, ·) := ρt(·, ·), t ∈ [0, T ]. Thus, for any 0 ≤ t′ < t ≤ T and
Ft′ -measurable nonnegative φ ∈ Cb(MTx × MTy ), one has
E
x,y
n,εφS
n,ε
t ( f ) ≤ Ex,yn,εφS n,εt′ ( f ), n ≥ N, (4.7)
where E
x,y
n,ε is the expectation with respect to P
x,y
n,ε.
(b) Since the strict ellipticity of L˜n,ε(t) is uniform in n, and all coefficients of this operator are
uniformly bounded in n on any compact set K ⊂ M × M, the density pn,εt , t ∈ (0, T ] satisfies a
Harnack inequality uniform in n on K (see [31, Theorem 1]1). That is for each t ∈ (0, T ], there exists
a constant C > 0 such that p
n,ε
t ≤ C on K for all n ≥ 1. Let G be an open set containing Cutt. Then,
P
x,y
ε ((ξt, ηt) ∈ G ∩ K◦) = lim
k→∞
P
x,y
nk,ε((ξt, ηt) ∈ G ∩ K◦) ≤ Cµt ⊗ µt(G ∩ K◦),
where K◦ is the inner set of K. Since Cutt is a closed set of measure zero with respect to µt ⊗ µt, by
letting G → Cutt and then K → M × M, we obtain
P
x,y
ε ((t, ξt, ηt) ∈ CutST) = Px,yε ((ξt, ηt) ∈ Cutt) = 0.
Therefore, we have, for any δ > 0, there exists m ≥ 1 such that∫ t
0
P
x,y
ε ((s, ξs, ηs) ∈ Cm)ds ≤ δ. (4.8)
Moreover, it is easy to see that Cm is closed since d is continuous and CutST is closed (see [28]),
which implies
lim
k→∞
P
x,y
nk,ε((s, ξs, ηs) ∈ Cm) ≤ Px,yε ((s, ξs, ηs) ∈ Cm), 0 ≤ s ≤ T.
With this and (4.8), we obtain that
lim
k→∞
∫ t
0
P
x,y
nk,ε((s, ξs, ηs) ∈ Cm)ds ≤ δ. (4.9)
Let
S εt ( f ) = f ◦ ρt(ξt∧τ, ηt∧τ) −
∫ t
0
1{s<τ}
[
2(2 − ε) f ′′ ◦ ρ + ((1 − ε)J + εC) f ′ ◦ ρ](s, ξs, ηs)ds.
1By a localization argument, there exist finite local coordinates covering the compact set K. Meanwhile, the corre-
sponding heat kernel is uniformly bounded in n on any local coordinates by [31, Theorem 1] and the reference measures
are equivalent to each other on K, thus the heat kernel is uniformly bounded in n on the compact set K.
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Combining this with (4.7), (4.8) and (4.9), and noting that hn,ε = 1 − ε on Ccm for n ≥ m, we obtain
that there exists some constant c1 > 0, such that
E
x,y
ε S
ε
t ( f )φ (4.10)
=E
x,y
ε φ
{
f ◦ ρt(ξt∧τ, ηt∧τ) −
∫ t
0
1{s<τ}
[
2(2 − ε) f ′′ ◦ ρ + ((1 − ε)J + εC) f ′ ◦ ρ](s, ξs, ηs)ds}
= lim
k→∞
E
x,y
nk,εφ
{
f ◦ ρt(ξt∧τ, ηt∧τ) −
∫ t
0
1{s<τ}
[
2(2 − ε) f ′′ ◦ ρ + ((1 − ε)J + εC) f ′ ◦ ρ](s, ξs, ηs)ds}
≤ lim
k→∞
E
x,y
nk,εS
nk ,ε
t ( f )φ + δc1 ≤ lim
k→∞
E
x,y
nk,εφS
nk,ε
t′ ( f ) + δc1
≤ lim
k→∞
E
x,y
nk,εφ
{
f ◦ ρt(ξt′∧τ, ηt′∧τ) −
∫ t′
0
1{s<τ}
[
2(2 − ε) f ′′ ◦ ρ
+ ((1 − ε)J + εC) f ′ ◦ ρ](s, ξs, ηs)ds} + 2δc1
=E
x,y
ε φS
ε
t′( f ) + 2δc1.
Letting δ→ 0, we conclude that
E
x,y
ε φS
ε
t ( f ) ≤ Ex,yε φS εt′( f ). (4.11)
Similarly, let
S t( f ) = f ◦ ρt∧τ(ξt∧τ, ηt∧τ) −
∫ t∧τ
0
[
J f ′ ◦ ρ + 4 f ′′ ◦ ρ] (s, ξs, ηs)ds.
Then S εt ( f ) → S t( f ) uniformly as ε→ 0. By (4.11) and then with a same discussion as in (4.10), we
obtain that
E
x,yφS t( f ) ≤ Ex,yφS t′ ( f ),
for all t > t′ and Ft′ -measurable nonnegative φ ∈ Cb(MTx × MTy ). This means that S t( f ) is a Px,y-
supermartingale.
(c) Now, let f ∈ C2(R) with f ′ ≥ 0 be fixed. For any N ≥ 1, let
TN := inf{t ∈ [0, T ] : ρt(ξt, ηt) ≤ 1/N}.
One has TN → T0 as N → ∞. Let us take f˜ ∈ C2(R) such that f˜ ′ ≥ 0, f˜ ′|[0,1/(2N)] = 0 and f˜ = f on
[1/N,∞). Let
dNt( f ) := d f ◦ ρt(ξt, ηt) −
[
J f ′ ◦ ρ + 4 f ′′ ◦ ρ] (t, ξt, ηt)dt, N0( f ) := f ◦ ρ0(x, y).
Then due to the concrete choice of f˜ , one has Nt∧TN∧τ( f ) = S t∧TN∧τ( f˜ ) and hence Nt∧TN∧τ is a
supermartingale with respect to Px,y. Letting N → ∞, we conclude that Nt∧T0∧τ( f ) is also a Px,y-
supermartingale. Now, choosing explicit f leads to obtain (4.1). The rest part is similar to the proof
[35, Theorem 2.1.1](c)(d), we omit it here.
When U , 0, by replacing Lt(y) with Lt(y) + U(t, x, y) and with a similar argument as above, we
then complete the proof. 
4.2. Transportation-cost inequalities. In this subsection, we apply coupling methods to get some
transportation-cost inequalities.
We denote
Wp,t(µ, ν) =
(
inf
η∈C (µ,ν)
∫
M×M
ρ
p
t (x, y)dη(x, y)
)1/p
,
the Wasserstein distance associated to p ≥ 1, where C (µ, ν) is the set of all probability measures on
M × M with marginal µ, ν ∈ P(M) and P(M) is the space of all the probability measures on M.
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Our main task in this subsection is to prove the transportation-cost inequalities on the manifolds
carrying geometric flows. In fact, these inequalities have already investigated by constructing hori-
zontal diffusion processes, see [2]. Now we review them by using coupling methods. Note that when
the metric is independent of t, the equivalence of (i) and (ii) is due to [32].
Theorem 4.2. Let p ≥ 1 and K ∈ C([0, Tc)). Then the following assertions are equivalent to each
other.
(i) The curvature condition (3.17) holds for the function K.
(ii) For any x, y ∈ M and 0 ≤ s ≤ t < Tc,
Wp,t(δxPs,t, δyPs,t) ≤ ρs(x, y)e−
∫ t
s
K(r)dr.
(ii′) For any ν1, ν2 ∈ P(M) and 0 ≤ s ≤ t < Tc,
Wp,t(ν1Ps,t, ν2Ps,t) ≤ Wp,s(ν1, ν2)e−
∫ t
s
K(r)dr.
Proof. It is easy to see that (ii’) and (ii) are equivalent. It suffices for us to show that “(i)⇔ (ii)”. By
using coupling process (Xt, X˜t) by parallel displacement in Theorem 4.1 with U = 0, we obtain from
(i) that
Wp,t(δxPs,t, δyPs,t) ≤
{
E
(
ρt(Xt, X˜t)
p
∣∣∣(Xs, X˜s) = (x, y))}1/p ≤ ρs(x, y)e−
∫ t
s
K(u)du.
That is, (i) implies (ii). On the other hand, if (ii) holds, then letting Πx,y be the optimal coupling for
δxPs,t and δyPs,t for the L
p-transportation cost for f ∈ C1(M) and f is constant outside a compact set,
we have
|∇sPs,t f |s ≤ lim
y→x
∫
M×M | f (x′) − f (y′)|Πx,y(dx′, dy′)
ρs(x, y)
≤ lim
y→x

∫
M×M
( | f (x′) − f (y′)|
ρt(x′, y′)
)p/(p−1)
Πx,y(dx
′, dy′)

(p−1)/p
· Wp,t(δxPs,t, δyPs,t)
ρs(x, y)
≤e−
∫ t
s
K(u)du
(
Ps,t|∇t f |p/(p−1)t
)(p−1)/p
.
By Theorem 3.6 “(ii)⇒(i)”, this implies (i). 
Remark 4.3. Actually, coupling methods are powerful tools for investigating similar problems on
other general spaces.
(i) Recently, transportation-cost inequalities on the path space of Lt-diffusion space have been
investigated in [13] by construcing suitable coupling process.
(ii) We would like to indicate that the dimension-free Harnack inequalities estabalished in The-
orem 3.9 also can be proved by using coupling methods. Indeed, the author investigated
dimension-free Harnack inequalities for reflecting diffusion semigroups on time-varing man-
ifold when ∂M , ∅, see [14] for details.
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