This paper considers an important practical problem in testing time-series data for nonlinearity in mean. Most popular tests reject the null hypothesis of linearity too frequently if the the data are heteroskedastic. Two approaches to redressing this size distortion are considered, both of which have been proposed previously in the literature although not in relation to this particular problem. These are the heteroskedasticityrobust-auxiliary-regression approach and the wild bootstrap. Simulation results indicate that both approaches are effective in reducing the size distortion and that the wild bootstrap offers better performance in smaller samples. Two practical examples are then used to illustrate the procedures and demonstrate the dangers of using non-robust tests.
Introduction
The empirical properties of econometric tests for nonlinearity in mean in time-series data have been well documented in the literature (Lee et al., 1993 and Barnett et.al., 1997 . As a result it is reasonably well known that non-constant variance in time-series data can cause problems for these tests. In particular, there is a tendency to overreject the null hypothesis of linearity in mean if the time series being tested is heteroskedastic.
In some cases it is important to distinguish between the rejection of the null hypothesis due to neglected nonlinearity in mean and not merely the presence of heteroskedasticity. For example, there is a growing literature on the importance of asymmetric loss functions in the context of the conduct of monetary policy (Kim et al., 2002 , Elliot et al., 2003 . This type of loss function could imply a nonlinear policy reaction function. It is likely that the estimation of these reaction functions will require the use of macroeconomic variables that are known to be heteroskedastic. In these situations a test for nonlinearity in mean is required that has the correct size even when heteroskedasticity is present.
The basic test for nonlinearity that will be used in this paper is the neural network test originally proposed by White (1989) as implemented Teräsvirta et al. (1993) because of its suitability for use in the proposed testing strategy and also because it is known to have good power against a number of nonlinear models. Of course the testing procedure outlined in the paper can be used in conjunction with other well-known tests for nonlinearity. Lee et al. (1993) conclude that the original version of the neural network test cannot distinguish between nonlinearities in mean and non-constant variance, a result given limited empirical support in the simulation exercises reported by Dahl (1999) . On the other hand, Barnett et.al. (1997) , who included (G)ARCH processes into their single blind experiment, concluded that only the neural network test was capable of providing such a distinction.The procedure which is proposed here to correct for the size distortion suffered by tests for nonlinarity in mean in the presesence of heteroskedasticity is to use the heteroskedastic-robust-regression framwork outlined by Davidson and MacKinnon (1985) . Clear expositions of this method in the context of testing for nonlinearity can also be found in Granger and Teräsvirta (1993) .
Although this framework is capable of dealing with the potential presence of heteroskedasticity of an unknown form, the type of heteroskedasticity used in the simulation design is limited to the GARCH type (Engle, 1982 , Bollerslev, 1986 ). This choice is determined by the prevalence of this type of heteroskedasticity in economic and financial time-series data. In addition, an appropriate bootstrapping technique will be investigated to see if this improves the small sample performance of the test. This paper makes a number of contributions to the current state of the literature. A number of theoretical results are established. Amongst them the conditions of which need to be imposed on a linear process in order to apply a robust regression version of the V23 test and the ability of the fixed-design wild bootstrap to approximate this distribution consistently. From an the empirical perspective, the size and power of the robust-regression approach to testing for nonlinearity in mean in the presence of non-constant variance is evaluated. The procedure is shown to be an effective way of reducing the size distortion.
It is also demonstrated that the use of the wild bootstrap, proposed by Liu (1988) , Mammen (1993) and Davidson and Flachaire (2000) , in conjunction with the robust-regression approach offers further small-sanple improvements to the size of the test. This result derives from the ability of the wild bootstrap to replicate the lower-order moments of the empirical distribution of residuals.
The rest of the paper is structured as follows. Section 2 is a brief perspective on the testing problem that covers the heteroskedasticity-robust auxilliary regression approach to testing for nonlinearity in mean and also introduces the wild bootstrap. Section 3 establishes the required theoretical results. In Sections 4 and 5 of the paper the empirical performance of the auxilliary regression using both the asymptotic distribution and the wild bootstrap to determine the significance of the testing procedure is evaluated. In Section 6 the tests are applied to the Yen/US$ exchange rate and the US 3-month Treasury Bill rate, being two of the data sets examined by Lee et al. (1993) in their comprehensive comparison of tests for nonlinearity. It is shown that ignoring the presence of heteroskedasticy can result in the null of linearity in mean being rejected too easily. Section 7 is a brief conclusion.
An overview of the testing problem
Consider the nonlinear time-series model y t = g (y t−1 ; β) + ε t ε t ∼ i.i.d.
where the mean function g (y t−1 ; β) may be decomposed into linear and nonlinear components as follows
Note that y t−1 = (y t−1 , . . . , y t−p ) 0 which implies that the analysis is restricted to time-series models 1 . In this specification, β and δ are (p × 1) and (q × 1) parameter vectors representing the linear and nonlinear contributions to the mean respectively. The definition of linearity in mean is φ (y t−1 ; δ) = 0. For most nonlinear models φ (y t−1 ; δ) can be reformulated so that φ (y t−1 ; δ) = 0 if δ = 0. Sometimes it is even sufficient if one particular parameter in the vector δ equals zero although this situation introduces the problem of the remaining parameters in δ being unidentified under the null hypothesis.
In order to implement a test for nonlinearity in this framework, the form of the function φ (y t−1 ; δ) must be specified, reflecting the nonlinear model that is envisaged under the alternative hypothesis. A popular specification for φ (y t−1 ; δ) that has good power against a range of alternative nonlinear models is use of second-and third-order cross products of y t . This specification is a variant introduced by Teräsvirta et al. (1993) of the original test proposed by White (1989) where the nonlinear model under the alternative hypothesis takes the form of a neural network. The test regression is
and the associated null hypothesis of linearity is specified as
These restrictions may be tested by means of a familiar F-test when the additional assumption is made that the error term, ε t , is normally distributed. The test can also be conducted 1 Extending the analysis to models including exogneous variables is straightforward.
within a Lagrange Multiplier framework as follows. Let b β be a consistent estimate of the parameter vector under the null hypothesis of linearity and let the scores with respect to the parameter vector δ be denotedŜ ³β´= 1
If the relation is indeed linear thenŜ ³β´s hould be close to zero, and the LM test of this hypothesis is given by
where the covariance of the scores is the information matrix, I
³Ŝ´.
It is well known that this LM statistic is easily computed by means of an auxiliary regression (see for example, MacKinnon, 1992, p109) . Define b ε t as the residuals estimated from the linear model
The LM test statistic may be computed as
where the coefficient of determination R 2 is calculated from the auxiliary regression which regresses the residuals b ε t on the explanatory variables and the partial derivatives of φ t = φ (y t−1 ; δ) with respect to the parameter vector β. The regression is given by
where the vector d t is defined as
Essentially the vector d t comprises all the unique second-and third-order cross products of y t−1 . The advantage of using the LM test as opposed to the F-test stems from the fact that the former does not require the residuals to be normally distributed in order for it to follow its asymptotic χ 2 (q) distribution.
Heteroskedastic-robust regression
To this point the innovations, ε t , of the nonlinear time-series model of equation (1) have been assumed to be i.i.d. This assumption is now relaxed to allow for heteroskedasticity as follows
The extension to nonconstant residual variance h 2 (y t−1 ; γ) is straightforward, so long as ∂h 2 (y t−1 ; γ) /∂β = 0, and h 2 (y t−1 ; γ) is completely specified. The LM test for nonlinearity may now be implemented as follows. Estimate the residuals from the heteroskedastic model imposing the null hypothesis of linearity. This will provide estimates of the standardised residuals e ε t = b ε tĥ −1 and also e y t−1 = y t−1ĥ −1 andd t = d tĥ −1 . The LM test is again calculated as T R 2 , with R 2 now being the coefficient of determination from the auxiliary regression with the standardised variables .
Often, however, not enough information is available to specify the variance function h 2 (w t ; γ) and it is desirable to cater for unspecified heteroskedasticity when testing the linearity of the conditional mean. A regression-based approach to achieve this was proposed by Davidson and MacKinnon (1985) . It is best described by the following steps 2 This is numerically equivalent to calculating the test statistic Davidson and MacKinnon (1985) and Godfrey and Orme (2004) . Wooldridge (1990) provides the conditions under which this testing procedure will result in a test statistic whos asymptotic distribution under the null hypothesis is χ 2 q . As previously noted, in the context of the V23 test, the vector d t comprises all the unique second-and third-order cross products of the lagged dependent variable. It follows, therefore, that this test will have the required asymptotic distribution if and only if the process {y t } satisfy the conditions established by Wooldridge (1990) . The existence of the asymptotic distribution for the V23 test is established in Section 3.
Wild bootstrap
Notwithstanding the existence of the asymptotically the distribution of the V23 test, related work by Godfrey and Orme (2004) has indicated a persistent small-sample size distortion in the heteroskedastic-robust testing framework. The heteroskedastic processes of interest here, namely (G)ARCH processes, are known to be near epoch dependent (NED) functions of mixing processes (Sin and White, 1996, Davidson, 2000) . It has recently been established that the block (Künsch, 1989) and stationary bootstrap (Politis and Romano, 1994) deliver consistent inference on parameter estimates when applied in the context of NED processes (Goncalves and White, 2000, 2001) .Unfortunately this result is not useful in the present context, since these two bootstrap techniques not only preserve the structure in the residual variance but will potentially also capture nonlinear dependence in the data. They are, therefore, not suitable in the context of testing for nonlinear dependence in mean where the null hypothesis is that of linearity, as it is paramount that the bootstrapping technique complies with the restrictions imposed by the null hypothesis. In these circumstances the wild bootstrap proposed by Liu (1988) , Mammen (1993) and Davidson and Flachaire (2000) appears to be the only suitable alternative. The wild bootstrap has been shown to particularly useful in bootstrapping (G)ARCH processes (Gonçalves and Killian, 2004) . In conjunction with the robust-regression approach, therefore, the wild bootstrap may offer improvements to the size of the V23 test in small samples, given that the heteroskedasticity-robust V23 test statistic is asymptotically pivotal.
The intuition of the wild bootstrap is to preserve the observed time pattern in the resid-ual variance. This is achieved by resampling the residuals in such a way that (at least) the first two moments of the observed regression residuals are maintained. Consider the residuals {e ε t } , t = 1 . . . T defined byε t = δε t −ε, whereε t is the OLS residual from the model estimated under the null hypothesis andε = 1/T P δε t . The rescaling factor is δ = p T/(T − k) with k being the number of estimated parameters (Mammen, 1993 , Flachaire, 1999 , Bergström, 1999 .The general resampling scheme for the wild bootstrap is given by
where g(ε t ) = |ε t | and v t = ½ 1 with probability 0.5 −1 with probability 0.5 .
( 1 1 ) which is the algorithm suggested by Davidson and Flachaire (2000) . The limited simulation simulation evidence provided by Godfrey and Orme (2001) tends to support the choice of this choices for g(ε t ) and v t .
There are methods for creating bootstrap samples using the wild bootstrap in the context of autoregressive models, namely, the fixed-design wild bootstrap, F DW B, and the recursive wild bootstrap, RW B (Gonçalves and Killian, 2004) . The former generates the bootstrap realisations from
whereas the latter requires the recursive scheme
For the latter starting values for y * 0 are required. In order to negate any significant impact of the choice of starting values a series that is longer than required is generated and then the initial redundant observations discarded. Gonçalves and Killian (2004) show that both versions of the wild bootstrap (recursive and fixed-design) allow consistent inference over the regression parameter vector β, when the data follow a range of (G)ARCH processes. They present empirical and theoretical evidence. It is interesting to note that, while the RW B, enjoys theoretical justification for a smaller class of GARCH families, it performs just as well as the F DW B, even in cases where it is lacking theoretical support. This section will establish that approximating the null distribution of T R 2 u by its fixed design wild bootstrap equivalent is a consistent strategy.
Theoretical results
This section will establish the following two important theoretical results 1. Given a set of assumptions on the data generating process for {y t }, the heteroskedasticrobust version of the V23 test has an asymptotic χ 2 q distribution.
2. The wild boostrap will generate a consistent estimate of this distribution.
Before proceeding to establish these results it is necessary to set up a series of required assumptions on the DGP for {y t } .
Process assumptions
When imposing the null hypothesis, the data generating process for {y t } is
where, as before,
where the lag polynomial β (L) is assumed to have all roots outside the unit circle. In order to prove the theoretical results required for consistent inference by the V23 test, a number of assumptions on the residual sequence {ε t } are required. In essence these conditions require that the higher order moments of the residual sequence are well behaved. Note that these assumptions are stronger than those of Gonçalves and Killian (2004) who establish that the wild bootstrap can be used improve the small sample coverage probabilities of confidence intervals for the parameter vector of the linear model.
The following Assumptions A1 -A10 establish the necessary conditions.
Assumption (A1) E (ε t |F t−1 ) = 0, almost surely, where
,m for any k, l and m ≥ 1 and all t is uniformly bounded.
,m in probability for any k, l and m ≥ 1 and m, l ≥ k.
,m,r for any k, l, m and r ≥ 1 and all t is uniformly bounded. Note that τ k,l,m,r = 0 if m 6 = r and m, r 6 = k, l due to the m.d.s.
property of {ε t }. This is therefore the same as assumption (iv) in GK.
ity for any k, l, m and r ≥ 1, where l, m, r ≥ k.
Assumption (A10) E |ε t | 8r is uniformly bounded, for some r > 1.
It is demonstrated in Deo (2000) that a number of GARCH and stochastic volatility models satisfy these assumptions, conditional on innovations which possess an appropriate number of higher moments. Based on these assumptions the required theoretical results may now be established.
Consistency of the V23 test
The relevant theory is provided by Wooldridge (1990) . Here the relevant theorem from
Wooldridge is adapted for application to the V23 test. Let λ t (y t−1 ) represent a q-dimensional vector of misspecification indicators. In this case λ t (y t−1 ) = d t , the vector of unique second and third-order cross products of the p elements in y t−1 , which does not depend on any parameter estimates or other nuisance parameters, thus simplifying the analysis considerably.
Furthermore let
where the last equality follows from the linearity of the model under the null hypothesis.
Wooldridge's Theorem 2.1 can now be restated as follows.
Theorem 1 (Wooldridge 2.1) Assume the following conditions hold under the null hypothesis:
(i) Regularity conditions A.1 (Wooldridge, 1990 , Mathematical Appendix, p 40)
where
where R 2 u is the uncentered R 2 from the regression
respectively.
Proof. See Wooldridge (1990, p 41) .
Closer inspection reveals that the auxilliary regression outlined in this theorem is in fact identical to that outlined earlier in the context of the heteroskedastic-robust implementation of the V23 test, recognising that
is the residual obtained by regressing the elements in b λ t on b µ t = y t−1 . This theorem therefore provides the necessary proof of the existence of the asymptotic χ 2 q distribution for the V23 test, provided that the conditions required by the theorem are satisfied in the current context. This is now established in the following Lemma.
Lemma 2 Given assumptions A1 -A10, the conditions A.1 in Wooldridge (1990, p 40) are fulfilled.
Proof. Appendix
Consistency of the wild bootstrap
Having established that the V23 test, in its robust implementation, has an asymptotic χ 2 q distribution, it is now necessary to prove that wild bootstrap will provide a consistent estimate of this distribution. Gonçalves and Killian (2004) have recently shown that both versions of the wild bootstrap (recursive and fixed-design) allow consistent inference over the regression parameter vector β, when the data follow a range of (G)ARCH processes. The task here is to extend these results to approximating the asymptotic χ 2 q distribution of the V23 test. The proof provided here applies only to the fixed-design wild bootstrap because stronger conditions are required for the recursive bootstrap and, in any event, the existing evidence suggests that there are no significant differences in the empirical performance of the two resampling schemes.
Theorem 3 Under the assumptions A1 -A10 it follows that
where P * is the probability measure induced by the fixed design wild bootstrap. T R 2 u and T R 2 * u are the robust regression test statistics based on the data and the fixed design wild bootstrap replications respectively.
The proof, provided in the Appendix, draws on the Wooldrige's (1990) demonstration
It the context of the bootstrap what is required is the similar result that
where λ * t , µ * t and B * T refer to bootstapped quantities. Of course, an important part of the proof is to establish that
Design of the simulation experiments
The data generating processes included in the experiment fall naturally into two categories each with six different models.
Size simulations (linear-in-mean processes):
These include standard normal random numbers (RNDN) and an autoregressive model of order one (AR1) as models linear in mean and in variance; and two ARCH and two GARCH models as models which are linear in mean, but nonlinear in variance.
Power simulations (nonlinear processes):
A Size and power simulations were conducted using normaly distributed perturbations when simulating the processes. In order to investigate the sensitivity of the robust regression approach and the wild bootstrap approach, the size simulations were repeated using standardised χ 2 (2) and t (5) random deviates. The results will supplement the empirical investigation by Godfrey and Orme (2001) who investigate the robustness of several wild bootstrap mechanisms to nonnormality. Both variations of the wild bootstrap,F DW B and RW B, are applied.
Before simulation results are reported it is required to establish whether the moment requirements set up earlier are fulfilled. In particular the existence of the 8th moment has to be established.
Lemma 4 A GARCH(1,1) process, of the form y t = γ y t−1 + ε t , ε t = z t h t and h
Proof. Appendix.
In order to check this condition for the simulated GARCH and ARCH processes (the latter being a special case of the general GARCH process with β = 0) it is required to draw on the moments of the standard normal-, χ 2 (2)-and t (5)-distributed deviates. It is well known that only the first 4 moments of the t (5) distribution are finite (Abramowitz and Stegun, 1972) and hence the (G)ARCH models simulated with leptokurtotic innovations do not comply with the imposed moment restrictions.
Lemma 5 The ARCH2 and GARCH2 process with N (0, 1) innovations have finite 8th moments. The ARCH1 and GARCH2 processes with N (0, 1) innovations and all ARCH and GARCH processes with t (5) and χ 2 (2) innovations do not have finite 8th moments.
While the theoretical results provided in this paper do not support the application of the fixed-design bootstrap to the GARCH processes with non-normal innovation process, it is instructive to include these processes into the simulation design for two reasons. First they were included, in a different context by Orme (2001, 2004) , who established that the wild bootstrap has the potential to be robust to the types of non-normalities introduced by these two innovation processes. Second, it is not always straightforward to establish whether the innovation process follows a particular distribution, especially when there is uncertainty about the process specification. Of course this paper deals with a particular type of specification testing and it is therefore natural to investigate some robustness properties of the wild bootstrap procedure.
Simulation Results
In all the simulation results to follow the asymptotic V23 test is denoted simply as V23, the test based on the robust regression is denoted, V23hc, and the wild-bootstrap version of the robust-regression test is denoted V23wb, where REC (FD) indicates that the recursive (fixed design) algorithm has been applied. The size simulation results are reported Table 1. A number of conclusions are immediately apparent.
1. First, the asymptotic V23 test rejects the correct null hypothesis far too frequently when there is heteroskedasticity in the data. The size distortions are especially dra-matic for those processes which have a strong ARCH component (ARCH1, ARCH2 and GARCH1).
2. The heteroskedastic-robust-regression test reduces substantially the size distortion of the simple V23 test. The V23hc, however, does tend to be overly conservative, when the nominal size is small (α = 0.01 or α = 0.05). This is the case for all simulated processes although, as expected, the size distortion diminishes with increasing sample size. A similar result has been obtained by Godfrey and Orme (2004) In general, it appears that simple robust-regression approach does offer potential benefits in correcting the size distortion suffered by tests of nonlinearity in the presence of ARCH.
The benefit can be substantially enhanced by employing the wild bootstrap to determine the significance of the test statistic, particularly in smallish-samples.
The power results for the four test statistics are reported in Table 2 . Perhaps the most striking result is that the NAR process is not detected particularly reliably by any version of the test. This is not surprising as the NAR process is known to be notoriously difficult to detect. For the other data generating processes, especially the SAR, BILINAR and LSTAR, all the tests seem to have acceptable power. Furthermore the empirical power reported here is comparable to results reported in other studies (Lee et al., 1993 , Dahl, 1999 .
From a purely practical point of view it seems that using the robust-regression versions of the test when the data are not in fact heteroskedastic does not appear to result in significant decrease in power. This statement has one caveat. It appears that for the BILIN class of models (BILIN and BILINAR) the power of the robust approaches is significantly less than for the test based on the asymptotic distribution. This power leakage is less noticeable for the wild bootstrap versions of the test and further decreases as the sample size increases to 200. to choose between them when the nominal size is set at 10%. There does appear to be some difference between the tests when the nominal size is reduced. Here the conservative nature of the V23hc procedure, hinted at in the discussion of the size results, seems to manifest itself in a significant loss of power. If anything, therefore, the power results reinforce the conclusion reached previously that the bootstrap implementation of the robust-regression test is to be preferred. This conclusion ignores any computational considerations as bootstrapping of the heteroskedasticity-consistent auxiliary regression is far more demanding in a computational sense then merely using the asymptotic distribution.
The Tables 3 and 4 illustrate how V23hc and V23wb fare when residuals are not normaly distributed. As discussed previously, it is not necessary to assume normality in order to apply these tests and it is interesting to investigate their empirical properties when residuals are either leptokurtotic or skewed 3 . A comparison of the results in Table 1 and those in Table 3 indicate that the tendency of the robust regression approach to be conservative is slightly enhanced when t (5) random deviates are used in the simulation. The V23wb, on the other hand, appears to be unaffected by the use of leptokurtotic errors in all simulated sample sizes. On balance it appears as if the recursive wild bootstrap test fares better for the models applied in this paper. The effects of skewed residuals are as expected with the performance of the robust regression V23 test being unaltered. This result is consistent with the observation that the absence of skewness is not a condition for the validity of the robust regression approach. As far as the wild bootstrap is concerned, the results reported by Godfrey and Orme (2001) are confirmed. They report that the particular version of the wild bootstrap applied in this paper is robust to skewed residuals in small samples. As sample sizes increase, however, a significant size distortion appears. When residuals display skewness in large samples it might be wise to apply the bootstrap algorithm described in equations (10) and (??) which also reproduces the skewness of the observed residuals. Table 4 : Size of the V23 test for nonlinearity in mean when residuals are CHI square distributed with 2 degrees of freedom.
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Empirical illustration
In order to illustrate the practical implementation of the robust tests for nonlinearity described in the paper, two data sets used by Lee et al. (1993) -LWG hereafter -are used, namely, the Japanese Yen/US Dollar exchange rate (monthly observations, 1974:1-1990:7) and the US three month Treasury bill interest rate (monthly observations, 1959:1-1990:7) .
They assumed that the residuals of the respective models under the null hypothesis were homoskedastic, although they recognised the implications for the size of the test should this assumption be violated. The results reported by LWG are now revisited and subjected to the three versions of the V23 test.
Turning first to the Yen / US$ exchange rate, the residuals from an AR(1) regression on the continuously-compouned returns are displayed in Figure 1 . In testing these data for nonlinearity in mean LWG found that a number of tests failed to reject the null hypothesis of linearity. These included the Neural Network test (White, 1989) , the RESET test (Ramsey, 1969) , the McLeod-Li test (McLeod and Li, 1983 ) and the BDS test (Brock et al., 1996) .
Only one test, the Bispectrum test (Hinich, 1982) rejected the null hypothesis of a linear AR(1) model for the exchange rate returns.
Since there is no clear indication of heteroskedasticity, at least in terms of volatility clustering, in the data, it is expected that the robust and non-robust versions of the V23 test come to the same conclusion. This indeed turns out to be the case as all three versions of the test fail to reject the null hypothesis of an AR (1) 1974 1975 1976 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1987 1988 1989 Figure 1: Residuals from an AR(1) model of the monthly changes of the logarithm of the US-YEn exchange rate. for nonlinearities appears to be crucial in the context of this interest rate data set. 1959 1960 1962 1964 1965 1967 1969 1970 1972 1974 1975 1977 1979 1980 1982 1984 1985 1987 1989 Figure 2: Residuals from an AR(6) model of the monthly changes of the US 3 month T-bill rate.
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Conclusion
This paper has addressed an important practical problem faced when testing for nonlinearity in mean in time-series data, namely that tests reject the null hypothesis of linearity too frequently when the data have non-constant variance. This is a particularly acute problem given the prevalence of autoregressive conditional heteroskedasticity in most economic and financial time series. A testing strategy based on the heteroskedastic-robust-auxiliary regression and the wild bootstrap is proposed and its empirical performance evaluated in this paper. Monte Carlo experiments verify that the approach has the potential to eliminate the observed size distortion and that this improvement comes without significant loss of power in most cases. If anything the results indicate a slight preference for the wild bootstrap version of the heteroskedastic-consistent test. Two empirical examples of the testing strategies are provided which emphasise the need for caution in interpreting the results of nonlinearity tests which are not robust to the presence of heteroskedasticity.
In order to come to these conclusions, a number of theoretical results had to be established. First the applicability of the V23 test to GARCH type processes was investigated and necessary process assumptions established. It was then shown that these assumptions do not allow for the particular non-normalities introduced by the chosen t-and χ 2 -distribution. Last, it was shown that, given an asymptotic χ 2 -distribution of the V23 test, the fixed-design wild bootstrap can consistently replicate this distribution.
Several issues warrant further investigation. In this paper attention has been focussed on a single test for nonlinearity. Further simulation with other suitable tests will provide more evidence on the efficacy of both these robust testing strategies. Finally, it is important to note that the heteroskedasticity examined in this paper is limited to the GARCH class. Selfevidently the robustness of the tests to GARCH cannot automatically be taken to extend to other types of heteroskedasticity.
A Simulated DGPs
All but the ARCH and GARCH data generating processes in this study have been used before in either Lee et al. (1993) or Teräsvirta et al. (1994) .
Autoregressive model (AR1):
Bilinear model (BILIN):
Threshold autoregressive model (TAR):
Sign autoregressive model (SAR):
where sgn(x) = 1 for all x > 1, sgn(x) = 0 for x = 0 and sgn(x) = −1 for all x < 1.
Nonlinear autoregressive (NAR): ARCH :
GARCH :
If not stated otherwise the error term ε t was drawn from a standard normal distribution.
B Technical Results
Lemma 6 (DGP) Given the DGP φ (L) y t = ε t where the polynomial order is known and all roots outside the unit circle, the (p × 1) vector y t−1 = (y t−1 , . . . , y t−p ) 0 can be represented as follows:
Further note that the second and third order cross products of y t can be written as follows:
Proof. The proof of the first part is from Gonçalves and Killian (2004) . The process under consideration is
where the autoregression coefficient lag polynomial of known order p is
assuming that β p is non-zero and all roots outside the unit circle. Further process assumptions are those used by GK in their set of assumptions A. The assumption are general enough to allow for a GARCH(p,q) error process but does exclude some more complicated asymmetric GARCH-type processes. Given stationarity the process in (13) can be represented by an infinite order MA process
noting that ψ 0 = 1 and ψ j = 0 for all j < 0. Define the (p × 1) vector y t−1 = (y t−1 , . . . , y t−p ) 0 and note that y t−1 can be restated as
The second part of the Lemma follows immediately.
Lemma 7 (A5a1) Given Assumptions A, © y Proof. Gonçalves and Killian (2004, Theorem 3.1) 
Lemma 8 (A5a2) Given Assumptions A, © y 0 t−1 λ t ª satisfies the UWLLN and UC assumption.
Proof. This will be shown elementwise. The vector λ t contains 2nd and 3rd order cross products of the p elements in y t−1 . y 0 t−1 λ t therefore contains 3rd and 4th order cross products.
Consider first a typical 3rd order product y t−k y t−l y t−m with 1 ≤ k, l, m ≤ p. It will be demonstrated that (i) E (y t−k y t−l y t−m ) = B 3 = σ P T t=1 ε t−k−i ε t−k−j ε t−k−n . To investigate further write
recognise that {z t } is a martingale difference series and therefore , by application of An-
By means of the assumption A5 the remainder disappears.It
can be shown to be valid, as in Gonçalves and Killian (2004, Theorem 3 .1) by means of the dominated convergence theorem. It remains to establish (c). Recognise that by Markov's inequality
3T | /η and therefore (for any given η) it suffices to show
P T t=1 ε t−k−i ε t−l−j ε t−m−n and that by assumption A5 the last summand will be bounded but dependent on k, l and
Further recognise that by the stationarity assumption for the process under the null hypothesis Now consider a typical 4th order product y t−k y t−l y t−m y t−r with 1 ≤ k, l, m, r ≤ p. It will be demonstrated that (i) E (y t−k y t−l y t−m y t−r ) = B 4 = σ
The proof is along the same lines as that for the typical 3rd order product utilising assumptions A6 and A7.
Lemma 9 (A8c1) Given Assumptions A, {λ 0 t ε t ε 0 t λ t } satisfies the UWLLN and UC assumption.
Proof. The elements in the (1 × q) vector λ 0 t ε t are of the following form: e λ (k,l) . It is apparent that this will result in terms with cross products of the form {ε 2 t e ε t−1 } where e ε t−1 is a cross product of either order 5 or 6. In order to show that {λ 0 t ε t ε 0 t λ t }satisfies a WLLN the arguments in Lemma A5a2 can be repeated drawing on the asumptions A8 and A9.
..,k i for any k 1 , . . . , k i ≥ 0 and all t is uniformly bounded for i = 3, . . . , 6. Note that τ k 1 ,...,
Lemma 10 (A8c2) Given Assumptions A, © y Proof. Given the definition of λ t it is apparant that there will be terms of the form (ii) β 0 ∈ int (Φ).
These are very standard regularity conditions which are routinely assumed for the linear GARCH processes under consideration.
(iii) (a) {ε t (y t , y t−1 , β) : β ∈ Φ} is a sequence of scalar functions such that ε t (·, β) is Borel measurable for each β ∈ Φ and ε t (y t , y t−1 , ·) is continuously differentiable on the interior of Φ for all y t , y t−1 , t = 1, 2, . . .. Assumption A assumes measurability of ε t wrt to the σ-field F t−1 and continuous differentiability is apparent from the linear specification of ε t (·) = y t −m t (·).
is continuously differentiable on the interior of Φ for all y t−1 , t = 1, 2, . . ..
Due to the linearity of m t (·), it follows that µ t ³ y t−1 , b β´= y t−1 and hence this condition is trivially fulfilled.
(iii) (c) In these assumptions Wooldridge imposes requirements on a weighting vector, C t , which is set to be identical to 1 for all observations in the current application. All imposed assumptions regards measurability, symmetry, positive semidefiniteness and differentiability are hence fulfilled.
(iii) (d) {λ t (y t−1 , β) : β ∈ Φ} is a sequence of 1 × q vectors satisfying the measurability requirements and λ t (y t−1 , ·) is differentiable on int (Φ) for all y t−1 , t = 1, 2, . . .. Given that for the V23 test λ t ³ y t−1 , b β´is the vector of unique second and third order cross-products of elements in y t−1 , and therefore is independent of any parameter values, the latter condition is again trivially given. For the former it is important to note that as per process assumptions y t is measurable and it follows from Theorem 3.33 in Davidson (1994) that it's cross products are measurable as well.
(iv) (a) T 
The second line is from the definition of the wild bootstrap residuals, ignoring the asymptotically neglegible rescaling. The last equality is due to the unit variance characteristic of η ∈ R q and η 0 η = 1. Since v t is independent of η 0 (λ t − µ t B T ) 0 ε t , E * ³ T
