A central question in optimization is to maximize (or minimize) a linear function over a given polytope P . To solve such a problem in practice one needs a concise description of the polytope P . In this paper we are interested in representations of P using the positive semidefinite cone: a positive semidefinite lift (psd lift) of a polytope P is a representation of P as the projection of an affine slice of the positive semidefinite cone S d + . Such a representation allows linear optimization problems over P to be written as semidefinite programs of size d. Such representations can be beneficial in practice when d is much smaller than the number of facets of the polytope P . In this paper we are concerned with so-called equivariant psd lifts (also known as symmetric psd lifts) which respect the symmetries of the polytope P .
Introduction

Preliminaries and definitions
Linear programming is the problem of computing the maximum (or minimum) of a linear function over a polytope P . In order to solve such a problem in practice one needs to have an efficient description of the polytope P . An important technique to obtain such efficient formulations which has received renewed attention recently is that of extended formulations or lifts: the idea is to represent P as the projection of a higher-dimensional convex set Q which has a simpler description than P . For the purpose of optimizing a linear function, one can work over the higher-dimensional convex set Q instead of P : indeed if P = π(Q) where π is a linear projection map and is the linear objective function then we have:
whereˆ = • π is linear. There are many examples where extended formulations allow us to reduce the size of optimization problems. Consider for example the 1 ball in R n which requires 2 n linear inequalities for its description: using a simple construction one can show that this polytope is the projection of a polytope in R 2n which can be described using 2n linear inequalities only. When lifting the polytope P to a higher-dimensional convex set Q, it is natural to consider convex sets Q of the form Q = K ∩ L where K is a proper cone (i.e., a convex, closed, full-dimensional and pointed cone) and L is an affine subspace. Indeed in this case the optimization problem (1) over Q is a conic program [BTN01a] . When the cone K is the nonnegative orthant K = R m + a K-lift is usually referred to as an LP lift since the resulting optimization problem is a linear program. Another important special case, which is the main focus of this paper, is when K is the cone of positive semidefinite matrices K = S d + . In this case the lift is called a psd lift of size d and the resulting optimization problem (1) over Q is a semidefinite program. Definition 1. Let P ⊂ R n be a polytope. We say that P has a psd lift of size d if there exist an affine subspace L ⊂ S d and a linear map π : S d → R n such that P = π(S d + ∩ L). The polytope P ⊂ R n of interest often has a lot of symmetries, i.e., it is invariant under a certain group of transformations of R n . For example the square [−1, 1] 2 in the plane is invariant under permutation of coordinates; and the regular n-gon is invariant under the action of the dihedral group D 2n consisting of n rotations and n reflections. For such symmetric polytopes one may be interested in lifts that "respect" this symmetry. In the context of linear programming, such lifts were first studied by Yannakakis [Yan91] where he showed that any symmetric LP lift of the matching polytope must have exponential size. In the more recent works [KPT10, Goe14, Pas09, GPT13] , it was shown that the symmetry requirement can have a significant impact on the size of the smallest lifts, i.e., there are polytopes (like the permutahedron for example) where there is a large gap between the smallest LP lift and the smallest symmetric LP lift. The recent work of Chan el al. [CLRS13] establishes a strong connection between symmetric LP lifts and the Sherali-Adams hierarchy: it is shown that the approximation quality of any polynomial-size symmetric LP for the maximum cut problem can be achieved by a constant number of rounds of the Sherali-Adams hierarchy.
The works cited above studied the symmetry requirement in the context of LP lifts. In this paper we are interested in psd lifts that respect the symmetries of the polytope P . Intuitively a psd lift P = π(Q) where Q = S d + ∩ L respects the symmetry of P if any transformation T ∈ GL(R n ) which leaves P invariant can be lifted to a transformation Φ(T ) ∈ GL(S d ) that preserves both S d + and L, and so that the following equivariance relation holds: for any y ∈ Q, π(Φ(T )y) = T π(y). Such lifts are commonly called symmetric in the literature [KPT10, GPT13] . In this paper however we prefer to use instead the term equivariant which is more descriptive and mathematically standard. It is known that the transformations of S d which leave the psd cone S d + invariant are precisely congruence transformations, see e.g. [Tun00, Theorem 9.6.1]. This motivates the following definition of equivariant psd lift which we adopt in this paper:
Definition 2. Let P ⊂ R n be a polytope invariant under the action of a group G ⊂ GL(R n ). Assume
is a psd lift of P of size d. The lift is called G-equivariant if there is a group homomorphism ρ : G → GL(R d ) such that the following two conditions hold: (i) The subspace L is invariant under conjugation by ρ:
(ii) The following equivariance relation holds:
We remark that, unlike in the LP case where there is only one natural way to define the notion of symmetric (or equivariant) lift, for psd lifts there are a number of natural choices of definition. We discuss other alternative definitions in Section 1.3 and we see how they compare with the one we adopt here. One reason we consider the definition above is that it is satisfied by the lifts produced by the well-known sumof-squares hierarchy (cf. Appendix A). In fact, one main contribution of the present paper is to show that for a certain class of polytopes we call regular orbitopes (see Section 3 for a definition), any equivariant psd lift must be of sum-of-squares type. Another reason to consider the proposed definition above is that it is consistent with the framework of symmetry reduction for semidefinite programs [GP04, BGSV12] .
Observe also that the notion of equivariant lift is defined with respect to a group G which leaves P invariant. The group G does not have to be the full automorphism group Aut(P ) in general. Indeed one may be interested in lifts that preserve only a certain subset of the symmetries of P , but not all of them. One example we discuss in detail later is the parity polytope which is invariant under permutation of coordinates as well as under certain sign switches. In Section 4 we mention two examples of well-known lifts of the parity polytope which are equivariant with respect to one set of transformations but not the other.
The factorization theorem An important tool that allows us to study equivariant lifts is a certain factorization theorem. In [Yan91] , Yannakakis showed that LP lifts of a polytope P can be characterized by nonnegative factorizations of the so-called slack matrix of P . For equivariant lifts, a similar factorization theorem exists and was proved by Gouveia et al. in [GPT13] . Using arguments identical to the proof of Theorem 2.12 in [GPT13] one can also prove the following factorization theorem for equivariant psd lifts, which we will use later in the paper:
Theorem A. Let P ⊂ R n be a polytope invariant under the action of a finite group G ⊂ GL(R n ). Assume P = π(S d + ∩ L) is a G-equivariant psd lift of P of size d, i.e., there is a homomorphism ρ : G → GL(R d ) such that conditions (i) and (ii) of Definition 2 hold. Let X = ext(P ) be the extreme points of P . Then there exists a map A : X → S (ii) The map A satisfies the following equivariance relation:
Examples To illustrate the definition of equivariant psd lift, we now give a simple example of an equivariant psd lift and another example of a psd lift that does not satisfy the definition of equivariance. 
We can write this lift in standard form as
where L and π are given by:
Note that the intersection S 3 + ∩ L is known as the elliptope in S 3 and is illustrated in Figure 1 . The symmetry group of the square [−1, 1] 2 is the dihedral group of order 8, denoted D 8 . To show that the lift (4) is D 8 -equivariant, consider the group homomorphism ρ : D 8 → GL(R 3 ) defined by:
It is easy to see that the congruence operation by ρ(T ) stabilizes the subspace L, and that the following equivariance relation holds:
Thus this shows that the psd lift (4) is D 8 -equivariant. ♦
We now show an example of a non-equivariant psd lift.
Example 2. A nonequivariant psd lift of the hyperboloid Let H be the hyperboloid in R 3 defined by:
One can construct a psd lift of H of size 6 as follows (see e.g., [BPT13, page 261]):
The hyperboloid H is clearly invariant under permutation of coordinates, i.e., for any permutation σ ∈ S 3 we have (
However the lift we just constructed does not respect this symmetry: indeed to construct the lift we imposed a particular ordering of the variables where the last coordinate x 3 does not play the same role as the first two coordinates x 1 and x 2 . It is not difficult to formally show that the lift (5) does not satisfy Definition 2 of equivariance when G = S 3 . In Appendix B we prove that indeed the lift given above does not satisfy the definition of equivariant lift with respect to the group G = S 3 . Note however that the lift is equivariant with respect to permuting the coordinates x 1 and x 2 . ♦
Contribution
Summary
In this paper we present a representation-theoretic framework to study equivariant psd lifts of a general class of symmetric polytopes called regular orbitopes.
• Our first contribution is a structure theorem stating that any equivariant psd lift of size d of a regular orbitope is necessarily of sum-of-squares type, where the functions in the sum-of-squares decomposition come from an invariant subspace of dimension smaller than d 2 . This theorem shows that in order to study equivariant psd lifts, one has to understand the structure of low-dimensional invariant subspaces in F(X), where F(X) is the space of functions on the vertices of the polytope, and where invariance is with respect to the natural action of the symmetry group G ⊂ Aut(P ) on F(X). In particular if one can show that low-dimensional invariant subspaces are composed only of low-degree polynomials, then any lower bound on the Lasserre/sum-of-squares hierarchy would automatically translate to a lower bound on equivariant psd lifts.
• We apply the theorem to two well-known examples where such a phenomenon occurs, namely the parity polytope and the cut polytope. In both cases we show that low-dimensional invariant subspaces of F(X) correspond (essentially) to low-degree polynomials. Thus using the structure theorem, this shows that if we have a small equivariant psd lift, then the sum-of-squares hierarchy is exact after a small number of steps. For the parity polytope we prove a lower bound of n/4 on the sum-of-squares hierarchy which implies an exponential lower bound on the size of any equivariant psd lift of the parity polytope. Similarly for the cut polytope using the well-known lower bound of Laurent of n/2 [Lau03] our results yield an exponential lower bound on the size of any equivariant psd lift of the cut polytope.
Statement of results
In this brief section we give a more precise statement of our results. The family of polytopes that we focus on in this paper fall under the class of so-called orbitopes [BV88, BB05, SSS11]: Let G be a finite subgroup of GL(R n ), the group of n × n real invertible matrices. Given x 0 ∈ R n , let X = G · x 0 := {g · x 0 : g ∈ G} be the orbit of x 0 under G, and consider the polytope P defined as the convex hull of X:
Such a polytope is called an orbitope [SSS11] . In this paper we are concerned with a special class of orbitopes which we call regular orbitopes: in a regular orbitope we require that the stabilizer of x 0 is the trivial subgroup {I} where I is the identity, i.e., if g ∈ G and g · x 0 = x 0 , then g = I. Another way of saying this is that for any x ∈ X, there is a unique element g ∈ G such that x = g · x 0 . Such an action of G on X is usually called regular and this is why we use the term regular orbitope. Note that for regular orbitopes we have |X| = |G| and elements of X can be identified with elements of G.
A simple example of a regular orbitope is the hypercube P = [−1, 1] n . Indeed, if we let G ⊂ GL(R n ) be the subgroup of GL(R n ) consisting of diagonal matrices with diagonal elements equal to +1 or −1, then the orbit of x 0 = 1 ∈ R n (the all-ones vector) is equal to {−1, 1} n . Also the only element of G that stabilizes x 0 is the identity I.
Orbitopes have a rich symmetry; for example they are clearly invariant under the action of G. In this paper we are interested in psd lifts of orbitopes that respect their symmetry. We prove a result showing that any equivariant psd lift of size d of a regular orbitope P is essentially a "sum-of-squares" lift where the functions in the sum-of-squares decomposition come from a certain G-invariant subspace of dimension at most d 2 . More precisely let F(X) be the space of real-valued functions on X and note that G acts naturally on
We prove the following theorem:
Theorem B. Let P be a G-regular orbitope as defined above. Assume P has a G-equivariant psd lift of size d. Then there exists a G-invariant subspace V of F(X) with the following properties:
(i) For any linear form , there exist functions f j ∈ V such that we have the following sum-of-squares certificate of the nonnegativity of max − on X (where max := max x∈X (x)):
The theorem above establishes a connection between small G-equivariant psd lifts and low-dimensional G-invariant subspaces of F(X). Thus to obtain lower bounds on the sizes of equivariant psd lifts one has to study the structure of such subspaces of F(X). In particular, if one can show that such subspaces correspond to low-degree polynomials, then any lower bound on the sum-of-squares hierarchy will yield a lower bound on G-equivariant psd lifts.
Theorem B deals with psd lifts that respect the G-symmetry of the G-regular orbitope P (the symmetry group considered is the same as the group used to construct P ). However, one may be interested in psd lifts that respect the Γ-symmetry of P where Γ is a larger symmetry group which contains G. For example the hypercube P = [−1, 1] n described earlier is not only invariant with respect to the action of G (i.e., switching signs of coordinates) but is also invariant with respect to permutation of the coordinates. When the larger symmetry group Γ has a certain nice product structure (described in more detail in Section 3), the theorem above can be extended to Γ-equivariant lifts. Using this extension of Theorem B (cf. Theorem 2) we study certain well-known regular orbitopes and we prove lower-bounds on the size of psd equivariant lifts.
Parity polytope The first example we study is the so-called parity polytope, denoted PAR n , and which is defined as the convex hull of all points x ∈ {−1, 1}
n that have an even number of −1's. It is easy to see that PAR n is indeed a regular orbitope. One can also check that PAR n is invariant under coordinate permutations as well as transformations that switch the sign of an even number of coordinates. Let Γ parity be the subgroup of GL(R n ) generated by these transformations. We show that low-dimensional Γ parity -invariant subspaces of F(X) consist of low-degree polynomials (where X denotes the vertices of the parity polytope). We also show that the sum-of-squares hierarchy for PAR n requires at least n/4 iterations to converge. Thus, using the structure theorem, this allows us to obtain the following exponential lower bound on the size of any Γ parity -equivariant lift of the parity polytope:
Theorem C. Let PAR n be the parity polytope defined as the convex hull of all points x ∈ {−1, 1}
n that have an even number of −1's. Then any Γ parity -equivariant psd lift of PAR n for n ≥ 8 must have size ≥ n n/4 . Note that in the theorem above, equivariance is with respect to the full symmetry group Γ parity consisting of coordinate permutations and even sign switches. As we see in Section 4 there are well-known polynomialsize LP lifts of PAR n , however they are not equivariant with respect to the full symmetry group.
Cut polytope Using the framework described above we also study the cut polytope defined as:
Let Γ cube ⊂ GL(R n ) be the symmetry group of the hypercube [−1, 1] n which consists of signed permutation matrices, i.e., permutation matrices where nonzero entries are either +1 or −1 (the group Γ cube is also known as the hyperoctahedral group). The cut polytope is invariant under the action of Γ cube which acts on the space of n × n symmetric matrices by congruence transformations. By studying low-dimensional invariant subspaces of functions on the vertices of the hypercube {−1, 1} n and using the lower bound of Laurent [Lau03] on the sum-of-squares hierarchy for the cut polytope, we prove the following exponential lower bound on the size of any equivariant psd lift of CUT n : Theorem D. Any psd lift of CUT n that is equivariant with respect to the cube group Γ cube must have size ≥ n n/4 .
Note that Theorems C and D above are stated in terms of exact psd lifts of the parity polytope and cut polytope. Our framework however also allows us to consider approximate lifts. For example, for the parity polytope and the cut polytope, we show that the approximation quality of any approximate equivariant psd lift of small size can be achieved using the sum-of-squares hierarchies with a small number of iterations. We refer to Sections 4 and 5 for the precise statements of these results.
Related work In independent work, Lee et al. [LRST14] have also considered symmetric psd lifts for the maximum cut problem (and more generally constraint satisfaction problems) and proved that such lifts cannot be much stronger than the sum-of-squares hierarchy. In their work however they adopted a definition of symmetric psd lift that is different from the one we consider here: in [LRST14] , a psd lift of the cut polytope
denotes the natural action of S n on S n which permutes rows/columns). Note that this definition is more restrictive than ours since it requires ρ(σ) to be a permutation matrix whereas in our Definition 2, we allow ρ(σ) to be any invertible matrix in GL(R d ). In this regard our framework is more general and applies to a wider class of psd lifts.
Our framework also allows us to study equivariant lifts with respect to arbitrary groups and not only permutation symmetry. Note for example that in Theorem D we consider lifts of the cut polytope that are equivariant with respect to Γ cube which is larger than S n . For this reason the lower bound as stated in Theorem D cannot be directly compared with the lower bound in [LRST14] . By modifying Lemma 2 however one could actually prove a result similar to Theorem D where the group Γ cube is replaced with S n : the lower bound we get is slightly worse but is still exponential in n.
Organization of the paper The paper is organized as follows. In Section 2 we review some background material concerning the sum-of-squares hierarchy as well as some basic results in representation theory which are used later in the paper. In Section 3 we describe the general framework of regular orbitopes and we prove the structure theorem (Theorem B) as well as its extension for symmetry groups Γ with a product structure. In Section 4 we study the parity polytope. We first prove a lower bound of n/4 on the sumof-squares hierarchy of the parity polytope. We then prove a key lemma showing that in F(X) (the space of real-valued functions on X, the vertices of the parity polytope), any low-dimensional invariant subspace can be realized by low-degree polynomials. This allows us to obtain an exponential lower bound on the size of any equivariant psd lift of the parity polytope. Finally in Section 5 we consider the cut polytope. Just as for the parity polytope we study low-dimensional invariant subspaces of F({−1, 1} n ) and we show that they (essentially) consist of low-degree polynomials. This lemma combined with Theorem 2 and the lower bound of Laurent [Lau03] yields an exponential lower bound on the size of any equivariant psd lift of the cut polytope.
Notations We collect here some of the notations that are used throughout the paper. We denote by S n the space of n × n real symmetric matrices and by S n + the cone of positive semidefinite matrices. The group of n × n real invertible matrices is denoted by GL(R n ). Also if V is a vector space we let V * be the dual space of V which consists of linear forms on V . For a set X we let F(X) be the space of real-valued functions on X. Finally, the symmetric group on n elements is denoted by S n .
Discussion on the definition of equivariant psd lifts
Before concluding this section, we discuss other possible definitions of equivariant psd lifts and how they compare with Definition 2 adopted in this paper.
In [GPT13] a general framework for conic lifts is introduced and a definition of symmetric lifts is also proposed. In the case of positive semidefinite lifts, the definition proposed in [GPT13] is stated in Definition 3 below. We call such lifts projectively-equivariant for a reason that we discuss later.
Definition 3. Let P be a polytope invariant under the action of a group G ⊂ GL(R n ). Assume that
such that the following two conditions hold: (i) The subspace L is invariant under the action of Φ(T ) for all T ∈ G:
It turns out that the definition above is less restrictive than the definition of equivariance adopted in this paper (cf. Definition 2), for the following reason. Assume we have a G-projectively-equivariant psd lift
is necessarily a congruence transformation [Tun00, Theorem 9.6.1]; in other words there exists
The two definitions of equivariance, Definitions 2 and 3, now look very similar. The difference however, and this is the main point, is that even though the map ρ : G → GL(R d ) is required to be a group homomorphism for equivariant psd lifts, this is not the case for projectively-equivariant psd lifts. Observe that the projectively-equivariant definition does however require that the map T → Φ(T ) = ρ(T )·ρ(T )
T be a group homomorphism, but this does not necessarily imply that ρ is a group homomorphism: it only implies that ρ(I) = ±I and ρ(T 1 T 2 ) = ±ρ(T 1 )ρ(T 2 ). In other words, whereas for equivariant psd lifts the map ρ : G → GL(R d ) is a linear representation of G, in projectively-equivariant psd lifts, ρ is only a projective representation of G (which explains the term projectively-equivariant).
This is actually an important difference and one can come up with examples of lifts that are projectivelyequivariant but not equivariant, as we show next:
One can check that the following is a valid psd lift of the disk of size 2:
We show that this lift is projectively-equivariant but does not satisfy the definition of equivariance. To do so we first write this lift in standard form
where
The disk is clearly invariant under the action of isometries O(R 2 ) of the plane. Consider the subgroup G = {I, −I} of order 2 of O(R 2 ), where I is the identity matrix. To show that the lift is G-projectivelyequivariant, let Φ :
The map Φ is a homomorphism from G to Aut(S 2 + ). Furthermore the equivariance relation (8) in the definition of projective-equivariance is satisfied because:
This lift of D however is not G-equivariant. Indeed note that Φ(−I) is a congruence operation by ρ(−I) = 0 1
If ρ were a homomorphism from G to GL(R 2 ) we should have ρ(−I) 2 = I, but this is not the case here since ρ(−I) 2 = −I. Also we see that there is no choice of sign for ρ(−I) that would make ρ a homomorphism because (±ρ(−I)) 2 = ρ(−I) 2 = −I. ♦ It turns out that for the example given above, there is no equivariant psd lift of size 2, as we show in the next proposition:
where I is the 2 × 2 identity matrix. Then there is no G-equivariant psd lift of D of size 2.
Proof. Since the 2 × 2 psd cone has dimension 3, the only way to give a size 2 psd lift of a compact convex set in R 2 is for the lift to be of the form
where L is a two dimensional affine subspace of S 2 + . Then for every (x, y) ∈ R 2 there must be a unique X (x,y) ∈ L such that π(X (x,y) ) = (x, y). Furthermore, if (x, y) = (x , y ) then X (x,y) = X (x ,y ) (otherwise they would project to the same point).
If such a lift is G-equivariant then there is a map ρ : G → GL(R 2 ) such that the congruence operation Φ(−I)(X) = ρ(−I)Xρ(−I)
T leaves the affine subspace L invariant and satisfies the equivariance relation
In particular Φ fixes exactly one point in L, the point X (0,0) . If, in addition, the lift is G-equivariant then ρ must be a homomorphism so ρ(−I) 2 = I. Then since Φ(−I) is not the identity, ρ(−I) is not I or −I. Hence ρ(−I) has two distinct eigenvalues λ 1 = 1 and λ 2 = −1. It follows that ρ(−I) and Φ(−I) are diagonalizable and that the eigenvalues of Φ(−I) are λ 2 1 = 1, λ 2 2 = 1 and λ 1 λ 2 = −1. But then the set of fixed points of Φ(−I) form a two dimensional subspace of S 2 . Such a subspace must either not intersect L at all (if it is parallel to L) or intersect L in infinitely many points. This contradicts the fact that Φ(−I) has exactly one fixed point in L, completing the proof. Now one can check that the following lift of size 3 of the disk is G-equivariant:
The disk thus gives an example where there is a gap between projectively-equivariant and equivariant lifts. An open question is to know how large this gap can be.
Question 1. What is the largest gap between sizes of equivariant psd lifts and projectively-equivariant psd lifts?
2 Background
Sum-of-squares and theta-bodies
A systematic way to construct equivariant psd lifts of polytopes is to use the approach of Lasserre [Las09] or the closely related theta body construction of [GPT10] based on sums-of-squares. We will use here the terminology of theta bodies which will be more convenient. Let X be a finite set in R n . We are interested in constructing psd lifts of the polytope conv(X). The idea of the theta-body construction is to use the dual characterization of conv(X) which says that conv(X) is the intersection of all the halfspaces in R n containing it. More precisely, given a linear form on R n let
Note that the halfspace {x ∈ R n : (x) ≤ max } contains X. In fact duality theorems of convex analysis state that the following equality holds:
be the ring of polynomials in n variables and let I ⊂ R[x] be the vanishing ideal of X, i.e., I is the set of polynomials which vanish on X. Given two polynomials p, q ∈ R[x] we say that p ≡ q mod I if p − q ∈ I. Also given a polynomial p ∈ R[x], we say that p is k-sos mod I if we can write
Consider the following k'th sum-of-squares relaxation of the quantity max :
Note that we clearly have sos,k max ≥ max . The k'th theta body relaxation of conv(X) is defined as:
The family (TH k (I)) k forms a hierarchy of outer approximations for conv(X), i.e., we have conv
An important property about the convex sets TH k (I) is that they can be represented using semidefinite programming; in other words they have a psd lift, cf. [BPT13, Chapter 7, Theorem 7.13]. Since X is finite, one can actually show [GPT10] that the theta-body hierarchy converges in a finite number of steps, i.e., there exists k such that conv(X) = TH k (I). The smallest k for which conv(X) = TH k (I) is called the theta-rank of I. Note that conv(X) = TH k (I) if and only if for any linear form on R n , the linear polynomial max − (x) is k-sos modulo I. One can show that the theta-body hierarchy presented here is equivariant with respect to the symmetry group of X, cf. Appendix A for more details.
Representation theory
In this section we recall some basic facts concerning representation theory of finite groups which will be used later in the paper. We refer to [Ser77] for a reference. Given a finite group G, a real finite-dimensional representation of G is a pair (V, ρ) where V is a real finite-dimensional vector space and ρ : G → GL(V ) is a group homomorphism. Two representations (V 1 , ρ 1 ) and (V 2 , ρ 2 ) are called G-isomorphic if there is an isomorphism f :
for all x ∈ V 1 and g ∈ G. A subspace W of V is an invariant subspace for the representation ρ if for any x ∈ W and g ∈ G we have ρ(g)x ∈ W . The representation (V, ρ) of G is called irreducible if it does not contain any invariant subspace except {0} and V itself. Irreducible representations of a group G are the building blocks of any representation of G. The following result is a standard fact in representation theory: any finite-dimensional real representation (V, ρ) of G can be decomposed as
where each V i is isomorphic to a direct sum of m i copies of an irreducible representation W i of G. This decomposition (12) is a canonical decomposition and is called the isotypic decomposition of V . It satisfies the following important property: if W is an irreducible subspace of V that is G-isomorphic to W i then W is contained in V i . The subspace V i is called the isotypic component of the irreducible representation W i in V . This decomposition result can be used to prove the following proposition which will be needed later:
Proposition 2. Let (V, ρ) be a real finite-dimensional representation of a finite group G and assume
is a decomposition of V into irreducibles, i.e., each W i is an irreducible subspace of V . Assume furthermore that the W i are sorted in nondecreasing order of dimension, i.e., dim
Proof. Any irreducible subrepresentation of W is isomorphic to one of the W i for some i < i 0 . Thus W is contained in the direct sum of isotypic components of the W i 's for i < i 0 , thus W is contained in
3 Equivariant psd lifts of regular orbitopes
Regular orbitopes
In this section we recall the definition of regular orbitope given in the previous section, and we prove a structure theorem about equivariant psd lifts of such polytopes.
Definition 4. Let G be a finite subgroup of GL(R n ). A G-orbitope in R n is a polytope of the form P = conv(G · x 0 ) where G · x 0 := {g · x : g ∈ G} is the orbit of x 0 under the action of G. Furthermore, P is called a G-regular orbitope if the stabilizer of x 0 is {I}, i.e., if g · x 0 = x 0 ⇒ g = I.
Let P = conv(X) be a G-regular orbitope where X = G · x 0 . Since the identity I is the only element of G which stabilizes x 0 , it holds that for any x ∈ X there is a unique element g =: i(x) ∈ G such that g · x 0 = x. Observe that i : X → G is an injection that allows us to identify elements of X with elements of G; furthermore i satisfies the following important identity:
Note that the product g i(x) corresponds to the product in the group G ⊂ GL(R n ). The polytope P is clearly invariant under the action of G, i.e., G · P = P . We are interested in psd lifts of P that are equivariant with respect to this action of G. The next theorem shows that any such equivariant lift is of sum-of-squares type where the functions in the sum-of-squares decomposition come from a G-invariant subspace. Before stating the theorem, recall that F(X) is the space of real-valued functions on X. Observe that G acts on F(X) by
Theorem 1. Let P = conv(X) be a G-regular orbitope and assume that P has a G-equivariant psd lift of size d. Then there exists a G-invariant subspace V of F(X) with the following properties:
Proof. Assume we have a G-equivariant psd lift of size d of P . By the factorization theorem (cf. Theorem A), we know that there exist maps A :
we have:
where max := max x∈X (x). Furthermore, since the lift is equivariant, the map A satisfies the equivariance relation
where ρ : G → GL(R d ) is a group homomorphism. Using this equivariance relation, and the fact that P is a regular orbitope one can show that Equation (14) is in fact a sum-of-squares certificate of the positivity of max − on X. Indeed we have for any x ∈ X:
where equality (a) follows from the fact that x = i(x) · x 0 and (b) follows from the equivariance relation (15) satisfied by A. The last equality (c) uses the following well-known identity which holds for matrices U, X, V of appropriate sizes:
where vec is the operation which vectorizes a matrix by stacking its columns in a single column and where ⊗ denotes the Kronecker product of matrices. Note that A(x 0 ) ⊗ B( ) is positive semidefinite since A(x 0 ) and B( ) are positive semidefinite. Thus let
be a rank-one decomposition of A(x 0 ) ⊗ B( ). Equation (16) shows that:
where each f k ∈ F(X) is defined by
Define V to be the subspace of F(X) spanned by the d 2 entries of ρ, i.e.,
Clearly each f k defined in (18) belongs to V . We will now show that V is a G-invariant subspace and
• To show G-invariance, note that for any g ∈ G and any x ∈ X we have:
where in ( * ) we used the fact that i(g · x) = g i(x), and where α k,l are scalars. Thus this shows that
is a linear combination of the t kl and thus V is a G-invariant subspace of F(X).
• To show that dim V ≤ α G (d) · d observe that if n 1 , . . . , n k are the dimensions of the irreducible components of the representation ρ : G → GL(R d ) of G, then the matrices ρ(i(x)) are all, up to a global change of basis, block-diagonal with blocks of size n 1 , . . . , n k . Thus we have dim V ≤ i n Remark 1. Observe that the theorem above could be stated more generally without using the language of lifts. Assume p(x) is a function that is nonnegative on X and has an equivariant certificate of nonnegativity of the form p(x) = A(x), B ∀x ∈ X where B ∈ S d + and A : X → S d + satisfies the equivariance relation:
Then the arguments in the proof above show that p(x) must be a sum of squares of functions in the Ginvariant subspace V spanned by the entries of ρ (cf. Equation (19)). In the theorem above, the function p(x) corresponds to the facet-defining linear function p(x) = max − (x) but the proof of the theorem did not use this specific form of the function p(x). ♦
Symmetry groups with a product structure
The previous theorem deals with psd lifts of G-regular orbitopes that are equivariant with respect to the group G. It is often the case however that P is invariant under a larger symmetry group Γ that contains G. Indeed recall the example of the hypercube from the introduction and consider the group G ⊂ GL(R n ) consisting of diagonal matrices with +1 or −1 on the diagonal, i.e.,
If we let x 0 = 1 ∈ R n be the all-ones vector in R n then the orbit of x 0 under the action of G is X = {−1, 1} n and thus the orbitope P = conv(X) is just the hypercube P = [−1, 1] n . Note that P is clearly invariant under the action of G, i.e., it is invariant under "switching signs" of coordinates. However this is not the only symmetry possessed by P ; for example P is also invariant with respect to permutation of the coordinates. Actually it is known that the the symmetry group of the hypercube [−1, 1] n is precisely the group of signed permutation matrices which consists of permutation matrices where nonzero entries are either +1 or −1. This symmetry group is also known as the hyperoctahedral group and we will denote it by Γ cube . One important property of Γ cube is its product structure: any signed permutation matrix T ∈ Γ cube can be written in a unique way as T = DΠ where D is a diagonal matrix with +1 or −1 on the diagonal, and Π is a permutation matrix. In other words, we have:
It turns out that in general if P is a G-regular-orbitope that is invariant under a group Γ with a product structure like the one of the hypercube, one can extend Theorem 1 to deal with the larger symmetry group Γ instead of just G. This is what we describe next.
Let G be a finite subgroup of GL(R n ) and let P = conv(X) be a G-regular orbitope where X = G · x 0 . Let H be another finite subgroup of GL(R n ) and assume that the following is true:
(H1) H stabilizes X, i.e., for any h ∈ H and x ∈ X we have h · x ∈ X.
(H2) H acts on G by conjugation, i.e., for any h ∈ H and g ∈ G we have hgh −1 ∈ G.
In the example of the hypercube, the group H is the symmetric group S n , i.e., the group of permutation matrices. Consider now the group Γ ⊂ GL(R n ) formed by taking all possible products of the form gh where g ∈ G and h ∈ H:
One can show that Γ is indeed a subgroup of GL(R n ) since we have:
When G ∩ H = {I} (e.g., in the case of the hypercube) the group Γ is known as the semidirect product of G and H and is denoted G H. Since G and H leave P invariant then clearly Γ leaves P invariant too. Consider the map i : X → Γ defined by i(x) := g where g ∈ G is the unique element in G such that g · x 0 = x. It is clear that i satisfies: x = i(x) · x 0 . Furthermore one can verify the following important identity satisfied by i: for any t = gh ∈ Γ and x ∈ X we have
where g h ∈ G is such that hx 0 = g h x 0 (such a g h always exists because hx 0 ∈ X = G · x 0 ). To see why the identity above is true, note that if x = g x 0 with g =: i(x) ∈ G we have
Using identity (23) one can prove the following theorem which generalizes Theorem 1 to Γ-equivariant lifts.
Theorem 2. Let P = conv(X) be a G-regular orbitope and assume that P has a Γ-equivariant psd lift of size d, where Γ has the form (22). Then there exists a Γ-invariant subspace V of F(X) with the following properties:
Proof. The proof of this theorem is the same as the proof of Theorem 1. The only difference is in equality (*) of Equation (20) where we use identity (23) instead of (13) and which allows to show that for any g ∈ G, h ∈ H the function x → t i,j (gh · x) is a linear combination of the t k,l 's. Note that the functions t ij ∈ F(X), defined by t ij (x) = ρ(i(x)) ij only depend on the restriction ρ| G of ρ to G (since i(x) ∈ G). This is why the dimension of the subspace V is bounded by dim
Because the statements of Theorem 1 and Theorem 2 are very similar, let us emphasize the significant (and only) difference between them: In Theorem 1, the subspace V of functions is G-invariant, whereas in Theorem 2 the subspace V of functions is Γ-invariant. Before concluding this section we illustrate the previous theorem by revisiting the example of the square P = [−1, 1] 2 which we saw in the introduction (cf. Example 1). As we saw earlier the square [−1, 1] 2 is a regular orbitope where the group G is the group of 2 × 2 diagonal matrices with +1 or −1 on the diagonal and where x 0 = (1, 1) ∈ R 2 . The full symmetry group of the square [−1, 1] 2 is the dihedral group of order 8, which we will denote by Γ here. Note that Γ has a semidirect product structure Γ = G S 2 where S 2 is the group of 2 × 2 permutation matrices.
In Example 1 in the introduction we gave a construction of a Γ-equivariant psd lift of P of size 3. We can apply Theorem 2 to this lift: Theorem 2 says that there must exist a Γ-invariant subspace V of F({−1, 1}
2 ) with the following properties: (i) Any facet inequality (x) ≤ max of P has a sum-of-squares certificate:
where f j ∈ V .
(ii) The dimension of V is bounded by dim V ≤ 3 (indeed α G (d) = 1 since G is isomorphic to Z 2 2 for which all the real irreducible representations of G have dimension one).
It is actually not difficult to construct this subspace V explicitly. Indeed, let V be the subspace spanned by the following three functions:
Clearly dim V ≤ 3, and it is easy to see that this subspace is Γ-invariant. To check that point (i) above is true consider for example the facet inequality 1 − x 1 ≥ 0 of P . Then we can verify that for any x ∈ {−1, 1} 2 we have:
The same is also true for the other facet inequalities. Thus the subspace V we just constructed satisfies points (i) and (ii). Now one may wonder if there exists an equivariant psd lift of the square P = [−1, 1] 2 of size 2. Using Theorem 2 this would mean that there exists a Γ-invariant subspace V of F({−1, 1}
2 ) of dimension ≤ 2 which allows us to certify the four facet inequalities of P using sum-of-squares. Later in the paper we will study in more detail the space of functions on the hypercube {−1, 1} n and their invariant subspaces, cf. Lemma 2. Using this lemma one can actually show that such a subspace V of dimension ≤ 2 cannot exist, ruling out the existence of Γ-equivariant psd lifts of size 2 of the square [−1, 1] 2 .
Remark 2. Actually it is known that there does not exist any psd lift (even a nonequivariant one) of the square [−1, 1] 2 of size 2. Indeed it was shown in [GRT13] that any psd lift of a full-dimensional polytope P in R n must have size at least n + 1. ♦
The parity polytope
In this section we study the example of the parity polytope and we prove strong lower bounds on equivariant psd lifts using the results from the previous section.
Definitions
Define EVEN n to be the set of points x ∈ {−1, 1} n that have an even number of −1's, i.e.:
The convex hull of EVEN n is called the parity polytope and is denoted PAR n :
The parity polytope is an instance of a regular orbitope. Indeed let G parity ⊂ GL(R n ) be the subgroup of GL(R n ) consisting of diagonal matrices with +1 or −1 on the diagonal and with an even number of −1's, i.e.:
G parity = {diag( ) : ∈ EVEN n }.
It is clear that the orbit of x 0 = 1 ∈ R n is EVEN n and that PAR n is a G parity -regular orbitope.
Symmetry group
The parity polytope is invariant under the action of G parity , i.e., it is invariant under switching an even number of signs. In addition to G parity -invariance, the parity polytope is also invariant under permutation of coordinates. Let Γ parity be the group that consists of evenly-signed permutation matrices, i.e., signed permutation matrices with an even number of −1's. Then one can check that PAR n is invariant under the action of Γ parity . Note that Γ parity has the product structure described in Section 3.2. It is easy to see that the conditions (H1) and (H2) of the previous section are verified with G = G parity and H = S n . The group Γ parity consists of all possible products of the form gh where g ∈ G parity and h ∈ S n : Γ parity := {gh : g ∈ G parity , h ∈ S n } = G parity S n .
Note that in this case Γ parity has a semidirect product structure since G parity ∩ S n = {I}.
Facet description of the parity polytope When n > 2, the parity polytope is a full-dimensional polytope in R n . It has the following description using linear inequalities:
If n ≥ 4 each of the 2n + 2 n−1 inequalities are facet-defining. If n = 3 the inequalities −1 ≤ x ≤ 1 are redundant giving the simpler description with 4 facets PAR 3 = {x ∈ R n :
Nonequivariant polynomial-size lifts of the parity polytope Polynomial-size lifts of the parity polytope have been known since the original paper of Yannakakis [Yan91] . In fact there are two known LP lifts of the parity polytope of size respectively O(n 2 ) and O(n). The two lifts respect some of the symmetry of the parity polytope however none of them is equivariant with respect to the full symmetry group Γ parity = G parity S n . We refer the reader to Appendix C where we review the definition of these lifts and discuss their symmetry properties.
A lower bound on the theta-rank of the parity polytope
In this section we prove a lower bound on the sum-of-squares hierarchy for the parity polytope. This lower bound will allow us to prove later that Γ parity -equivariant psd lifts of the parity polytope must have exponential size.
The theta-body construction outlined in Section 2.1 can be used to get semidefinite programming relaxations of the parity polytope PAR n . Observe that EVEN n defined in (24) is the real variety of the ideal I parity generated by the polynomials x 2 1 − 1, . . . , x 2 n − 1 and x 1 . . . x n − 1:
Since EVEN n has a finite number of points, we know that there exists a finite value k such that TH k (I parity ) = conv(EVEN n ) = PAR n . The smallest k for which this is true is the theta-rank of I parity (cf. Section 2.1). In this section we prove the following:
Proposition 3. The theta-rank of I parity is at least n/4 . Proof. Observe that the parity polytope PAR n is contained in the hypercube [−1, 1] n ; furthermore the inclusion is strict i.e., PAR n [−1, 1] n . Thus let (x) ≤ b be a facet inequality for PAR n that is not valid for the hypercube, e.g., for concreteness we can consider the following inequality:
This inequality is not valid for the hypercube because if we take x 1 = · · · = x n−1 = 1 and x n = −1 the left-hand side evaluates to n. Assume for contradiction that b − (x) is k-sos modulo I parity with k < n/4. Then this means we have:
where SOS(x) is a sum-of-squares polynomial with deg SOS(x) < n/2. Let I cube = x 2 1 − 1, . . . , x 2 n − 1 be the vanishing ideal of the hypercube {−1, 1} n . The equation above can be rewritten as:
Note that since the inequality b − (x) ≥ 0 is not valid for the hypercube we must have necessarily β(x)(x 1 . . . x n − 1) / ∈ I cube : indeed, otherwise b − (x) would be a sum-of-squares modulo I cube but this is not possible because b − (x) takes negative values on the hypercube.
It is well known that polynomials modulo I cube can be seen as square-free polynomials, i.e., linear combinations of monomials of the form x I := i∈I x i where I ⊆ [n]. Now observe that the term β(x)(x 1 . . . x n −1) has degree at least n/2 modulo I cube (i.e., as a square-free polynomial). Indeed if β(x) ≡ I⊆[n] b I x I mod I cube then we have the following equalities mod I cube :
Since β(x)(x 1 . . . x n − 1) / ∈ I cube there is at least one I ⊆ [n] with |I| ≤ n/2 such that b I c − b I = 0. Thus this means that deg β(x)(x 1 . . . x n − 1) > max(|I|, |I c |) ≥ n/2. But SOS(x) has degree < n/2 by our assumption. This contradicts equality (27).
Equivariant psd lifts of the parity polytope
In this section we study psd lifts of the parity polytope that are equivariant under the full symmetry group Γ parity . Given two integers n and k ≤ n/2 we define:
Theorem 3. Assume PAR n has a S d + -lift that is Γ parity -equivariant of size d < D n,k where k ≤ n/2. Then the (k − 1)'st theta body relaxation of I parity is exact, i.e., TH k−1 (I parity ) = PAR n .
Proof. Assume we have a Γ parity -equivariant psd lift of PAR n of size d. We can apply Theorem 2 with P = PAR n and Γ = Γ parity = G parity S n . Since G parity ∼ = Z n−1 2 , all the real irreducible representations of G parity are one-dimensional. Thus Theorem 2 says that there exists a Γ parity -invariant subspace V of F(EVEN n ) with dim V ≤ d such that for any linear form ∈ (R n ) * we have:
where max := max x∈EVENn (x) and where each f i ∈ V . In Lemma 1 (cf. below) we show that such an invariant subspace, when d < D n,k , is composed entirely of polynomials of degree ≤ k − 1. Thus Equation (29) shows that max − is (k − 1)-sos modulo I parity for any ∈ (R n ) * . Thus this shows that TH k−1 (I parity ) = PAR n .
Note that, using Remark 1 from the previous section, one can actually state a more general theorem relating approximate equivariant lifts and the sum-of-squares hierarchy. Indeed one can prove the following:
Theorem 4. Assume P ⊆ R n is an outer-approximation of PAR n (i.e., PAR n ⊆ P ) and assume P has a Γ parity -equivariant psd lift of size d. If d < D n,k for some k ≤ n/2 then necessarily PAR n ⊆ TH k−1 (I parity ) ⊆ P where TH k−1 (I parity ) is the (k − 1)'st theta-body/sum-of-squares relaxation for the parity polytope.
Proof. The proof is very similar to the proof of Theorem 3 above. Given a linear form let max and max be respectively the maximum of on PAR n and P . Note that max ≤ max since PAR n ⊆ P , and hence the linear function max − (x) is nonnegative on EVEN n . Since we have a Γ parity -equivariant psd lift of P and since EVEN n ⊆ P the factorization theorem says that we have an equivariant certificate of nonnegativity of max − on EVEN n of the form:
where A satisfies the equivariance relation A(g · x) = ρ(g)A(x)ρ(g)
T for all x ∈ EVEN n , g ∈ Γ parity . Thus by Remark 1, we know that max − (x) is a sum-of-squares of functions in a Γ parity -invariant subspace V of dimension ≤ d. Thus using Lemma 1 below it holds that max − (x) is a sum-of-squares of functions of degree ≤ k − 1 modulo I parity . This is true for any facet-defining linear form of P thus, by the definition of the theta-body relaxation (cf. Equation (11)) we have TH k−1 (I parity ) ⊆ P .
Exponential lower bounds Before stating Lemma 1 on invariant subspaces of F(EVEN n ) which is crucial for the proofs of the two theorems above, we state the following simple corollary of Theorem 3 which is a consequence of the n/4 -lower bound on the theta rank of I parity . Corollary 1. Any Γ parity -equivariant psd lift of PAR n for n ≥ 8 must have size ≥ n n/4 . Proof. We apply Theorem 3 above with k = n/4 . We know that the theta body relaxation of order n/4 −1 is not exact. Thus this means that any Γ parity -equivariant psd lift of PAR n must have size d ≥ D n, n/4 . One can then easily check from the definition of D n,k that when n ≥ 8 we have D n,k ≥ n n/4 . Invariant subspaces of functions on EVEN n To complete the proof of Theorems 3 and 4, it remains to show that low-dimensional invariant subspaces of F(EVEN n ) are necessarily composed of low-degree polynomials. First note that any function on F(EVEN n ) can be realized as a square-free polynomial of degree ≤ n/2. In fact one can show the following: Proposition 4. Let n ≥ 1. Given I ⊆ [n], we denote by x I the square-free monomial i∈I x i .
• If n is odd, then the monomial functions x → x I for |I| < n/2 constitute a basis of F(EVEN n ).
• If n is even, then the monomial functions x → x I with |I| < n/2 together with x → x I + x I c for |I| = n/2 constitute a basis of F(EVEN n ).
Proof. Given a ∈ EVEN n , let 1 a ∈ F(EVEN n ) be the indicator function for a, i.e., 1 a (x) = 1 if x = a and 1 a (x) = 0 otherwise. Clearly the family of functions {1 a } a∈EVENn forms a basis of F(EVEN n ). Observe that 1 a can be written as the following polynomial:
The following identities are true on EVEN n : x 2 i = 1 and x I = x I c for any x ∈ EVEN n . If we expand the polynomial expression for 1 a above using the previous identities we see that, when n is odd, 1 a is a linear combination of the square-free monomials x I for |I| < n/2. When n is even any monomial of the form cx I where |I| = n/2 can be rewritten as c(x I + x I c )/2. Thus this shows that the square-free monomials given in the statement of the proposition form a generating set for F(EVEN n ). Since the number of such monomials is 2 n−1 = dim F(EVEN n ), they form a basis of F(EVEN n ).
Given 0 ≤ k ≤ n/2, denote by Pol k (EVEN n ) the subspace of F(EVEN n ) spanned by the monomial functions of degree k from the previous proposition. So we have:
The proposition above shows that the space F(EVEN n ) decomposes as:
We are interested in subspaces of F(EVEN n ) that are Γ parity -invariant. Recall that Γ parity is the group of evenly signed permutations. Thus a subspace V of F(EVEN n ) is Γ parity -invariant if for any f ∈ V , and any ∈ {−1, +1} n such that n i=1 i = 1, and any σ ∈ S n the function:
is also in V . Recall that an invariant subspace V is called irreducible if it does not contain any nontrivial invariant subspace, i.e., if W is an invariant subspace of V , then W = {0} or W = V . It is clear that the subspaces Pol k (EVEN n ) are Γ parity -invariant. The next result shows that these subspaces are actually irreducible. Lemma 1. Under the action of Γ parity , F(EVEN n ) decomposes into irreducible invariant subspaces as
Proof. It is easy to see that Pol k (EVEN n ) is invariant for each k = 0, 1, . . . , n/2 . It remains to show that each of these is irreducible. For any k = ∈ [n], let k, ∈ Γ parity be defined by k, = diag(1, . . . , −1, . . . , −1, . . . , 1) where the two entries equal to −1 are in position k and . Given an element p ∈ F(EVEN n ) we denote by (id + k ) · p the polynomial p + k · p. Observe that whenever I ⊂ [n], then
if (k ∈ I and ∈ I) or (k / ∈ I and / ∈ I) 0 if either exactly one of k ∈ I and ∈ I occur. Now fix some arbitrary k < n/2 (we deal with the case n = 2k separately) and let V be a (non-zero) invariant subspace of Pol k (EVEN n ). Let p(x) ∈ V be a non-zero square-free polynomial. By the invariance of V under the permutation action, assume that p contains the monomial x 1 x 2 · · · x k and so is of the form p(x) = cx 1 · · · x k + |I|=k,I ={1,2,...,k} c I x I where c = 0. We will show that necessarily V = Pol k (EVEN n ). We first show that
Once this is established we will know, by the S n -invariance of V , that V is equal to Pol k (EVEN n ). To establish (30), first note that if i ∈ {k + 2, k + 3, . . . , n} then
because neither of x i and x k+1 appear in x 1 x 2 · · · x k . It remains to check that every other monomial of degree k is in the kernel of n i=k+2 (id + k+1,i ) . Consider any other monomial x I , i.e. I ⊂ {1, 2, . . . , n} with |I| = k and for which there is some ∈ I with ≥ k + 1. Consider two cases, first the case where k + 1 / ∈ I. Then there is some ≥ k + 2 such that ∈ I. But then (id + k+1, ) · x I = 0 and so since the i,j commute,
Then there is some ≥ k + 2 such that / ∈ I. This is because if there were no such then we must have I ⊇ {k + 1, k + 2, . . . , n} which cannot have cardinality k since we assumed k < n/2. It then follows that (id + k+1, ) · x I = 0 and so that
Finally consider the case when n = 2k. In this situation since V is invariant under the permutation action we can assume
I ={n/2,n/2+1,...,n}
Applying the same argument as above, we see that
Since the action of S n on
generates a basis for Pol n/2 (EVEN n ) we can conclude that V = Pol n/2 (EVEN n ). The second part of the theorem is a direct consequence of Proposition 2 on low-dimensional invariant subspaces. When n is odd note that dim Pol
and thus consists of polynomials of degree at most k − 1. In the case where n is even we have dim Pol n/2 (EVEN n ) = 1 2 n n/2 . Thus any invariant subspace V with dim V < min
5 The cut polytope
Definitions
The maximum cut problem on a graph G = (V, E) with V = {1, . . . , n} and weights w ij for ij ∈ E is the problem of labeling each vertex i ∈ V with a label x i = +1 or x i = −1 in such a way that the total weight of edges connecting two vertices with a different label is maximized. This problem can be written as follows:
Note that for a given labeling x i = ±1 of vertices, the quantity (1 − x i x j )/2 is equal to 1 if i and j have different labels, and 0 otherwise. The formulation (31) shows that the maximum cut problem is the problem of maximizing a quadratic form on the hypercube {−1, 1} n . Using standard techniques, one can convert this problem into a linear program, by working in a lifted space. Indeed it is not hard to see that the problem (31) is equivalent to the problem below:
Note that the objective is now linear in the variable X. Define the cut polytope CUT n as the convex hull of all outer products xx T for x ∈ {−1, 1} n :
Formulation (32) shows that the maximum cut problem is a linear program over the cut polytope CUT n . Note that the cut polytope is a n(n−1)/2-dimensional polytope in the space S n of n×n symmetric matrices.
Sum-of-squares relaxations
In this section we review the semidefinite programming relaxations of the cut polytope as described for example in [Lau03] . We adopt the sum-of-squares point of view (as opposed to the "moment" point of view) to make the connection with the theta body construction of Section 2.1 clear. The construction we describe here actually applies for general polytopes P of the form:
where X is a finite set in R n . Note that the cut polytope corresponds to the case X = {−1, 1} n . To obtain semidefinite relaxations for P we can use the same idea of theta-body relaxations but instead of working with linear forms , we work with quadratic forms q. Indeed, from duality theorems of convex analysis, we know that P is the intersection of all halfspaces that contain it. Given a linear form L ∈ (S n ) * , let
Note that L(xx T ) is a quadratic form, and thus L max is the solution of a quadratic maximization problem over X . We have the following dual characterization of P :
. . , x n ] be the ring of polynomials in n variables and let I ⊂ R[x] be the vanishing ideal of
Note that we have L sos,k max ≥ L max . The k'th sum-of-squares relaxation of P can be defined by:
The superscript in TH
k (I) refers to the fact that we are working with quadratic forms instead of linear forms. Observe that the k'th relaxation is exact (i.e. TH (2)
max for any L ∈ (S n ) * ; or equivalently if for any quadratic form q ∈ R[x], the polynomial q max − q is k-sos mod I where q max := max x∈X q(x).
To obtain relaxations for the cut polytope we take I to be the vanishing ideal of {−1, 1} n , i.e., I = I cube := x 2 1 − 1, . . . , x 2 n − 1 . We will use the notation Q k (CUT n ) to denote the k'th sos relaxation of the cut polytope:
k (I cube ). Remark 3. The relaxation Q k (CUT n ) described above is known as the "node-based" relaxation and is usually described in the literature in terms of moment matrices, see e.g., [Lau04] . Indeed Q k (CUT n ) defined above is the projection on the second-order moments of the Lasserre hierarchy of the hypercube {x ∈ R n : x 2 i = 1}. Explicitly, we have:
where (y I ) |I|≤2k is a vector indexed by subsets I ⊆ [n] of cardinality ≤ 2k and where M k (y) is the moment matrix associated to y defined by:
where I J denotes symmetric difference. We refer the reader to [Lau04] for more details. ♦ Laurent showed [Lau04, Corollary 18] that the hierarchy Q k (CUT n ) converges to CUT n in finitely many steps: she showed that for n ≥ 6, Q n−4 (CUT n ) = CUT n . Furthermore, in [Lau03] she showed that when k ≤ n/2 we have Q k (CUT n ) = CUT n :
She conjectures that for k = n/2 the relaxation is tight [Lau03, Conjecture 4].
Equivariant psd lifts of the cut polytope
Symmetries of the hypercube and the cut polytope From the definition of the cut polytope, it is clear that any symmetry of the hypercube is automatically inherited by CUT n . In fact, let
n be the vertices of the hypercube in R n . If T ∈ GL(R n ) leaves C n invariant, i.e., T C n = C n , then the congruence transformation by T leaves CUT n invariant, i.e., T XT T ∈ CUT n for any X ∈ CUT n . As we already saw before, the hypercube [−1, 1] n is a regular orbitope. Indeed if we let G cube be the subgroup of GL(R n ) that consists of diagonal matrices with +1 or −1 on the diagonal,
n is the regular-orbitope associated to G cube and x 0 := 1. We also saw that the full symmetry group of the hypercube Γ cube is the hyperoctahedral group which consists of signed permutation matrices:
The group Γ cube acts on the space of n × n symmetric matrices by congruence transformations as follows:
Furthermore, the polytope CUT n is invariant under this action, and one can show using the same ideas of Appendix A that the sum-of-squares relaxations Q k (CUT n ) are Γ cube -equivariant. In this section we are interested in psd lifts of CUT n that are equivariant under this action of Γ cube . Our main result is to show that any such equivariant lift must have exponential size. To do so we first prove that any Γ cube -equivariant lift of CUT n must essentially be a low-degree sum-of-squares lift like Q k (CUT n ). Then using the lower bound of Laurent [Lau03] , this implies an exponential lower bound on any Γ cube -equivariant psd lift of CUT n .
Theorem 6. Assume CUT n has a Γ cube -equivariant S d + -lift where d < n k for some k ≤ n/2. Then the (k − 1)'st sum-of-squares relaxation of CUT n/2 is exact, i.e., Q k−1 (CUT n/2 ) = CUT n/2 .
Proof. Assume we have a Γ cube -equivariant psd lift of CUT n of size d. Using arguments very similar to Theorem 2 (where linear forms are replaced by quadratic forms) we can show that there exists a Γ cubeinvariant subspace V of F(C n ) with dim V ≤ d such that for any quadratic form q on n variables with q max := max x∈Cn q(x) we have:
where each f i ∈ V . In Lemma 2 (cf. below) we show that such an invariant subspace of dimension d < n k , is composed entirely of polynomials of the form g(x) + e n (x)h(x) where g and h are polynomials of degree at most k − 1 and e n (x) = x 1 . . . x n is the n'th elementary symmetric polynomial.
We can use this to show that the (k − 1)'st sos relaxation of CUT n/2 is exact. Assume for simplicity that n is even n = 2m (the argument for n odd is very similar). Let q ∈ R[x 1 , . . . , x m ] be an arbitrary quadratic form on m variables. We will show that q max − q(x) is k-sos mod I Cm where I Cm is the vanishing ideal of C m = {−1, 1} m . Defineq a quadratic form in n = 2m variables by:
Note that the polynomialq does not depend on x m+1 , . . . , x n and note also that max x∈Cnq (x) = max x∈Cm q(x), i.e.,q max = q max . From Equation (38) we know thatq max −q(x) admits a sum-of-squares decomposition where each sos term lives in the subspace V , i.e., we have:
where deg g j ≤ k − 1 and deg h j ≤ k − 1 and e n (x) is the n'th elementary symmetric polynomial e n (x) = x 1 . . . x n . If we plug x m+1 = x 1 , x m+2 = x 2 , . . . , x 2m = x m in the equation above we get:
since e n (x 1 , . . . , x m , x 1 , . . . , x m ) = 1 mod I Cm . Since deg(g j + h j ) ≤ k − 1, this shows that q max − q is (k − 1)-sos mod I Cm . Since q was an arbitrary quadratic form on m = n/2 variables, this shows that the (k − 1)'st level of the SOS hierarchy of CUT n/2 is exact.
Like for the parity polytope one can also state a result relating approximate equivariant lifts of the cut polytope and the sum-of-squares hierarchy. To state the result it is convenient to introduce the notion of a (c, s)-approximation from the paper [CLRS13] . Given two real numbers c ≤ s we say that an outerapproximation P of CUT n achieves a (c, s)-approximation of CUT n if for any linear form L on S n such that
where L max and L max are respectively the maximum of L on CUT n and P . We can now state the following theorem (we omit the proof since it is very similar to the arguments from the previous proofs):
Theorem 7. Assue P is an outer-approximation of CUT n which achieves a (c, s)-approximation and which admits a Γ cube -equivariant psd lift of size d. If d < n k for some k ≤ n/2 then the (k − 1)'st sum-of-squares relaxation of CUT n/2 is a valid (c, s)-approximation of CUT n/2 . Exponential lower bound Using Laurent's lower bound of n/2 on the sum-of-squares hierarchy for the cut polytope, one obtains as a corollary of Theorem 6 the following exponential lower bound for Γ cubeequivariant psd lifts of CUT n .
Corollary 2. Any Γ cube -equivariant psd lift of CUT n must have size ≥ n n/4 . Proof. Let m = n/2 . We apply Theorem 6 with k = m/2 +1. Laurent [Lau03] proved that Q k−1 (CUT m ) = CUT m and thus this means that any Γ cube -equivariant psd of lift of CUT n must have size greater than or equal
A lemma on invariant subspaces of functions on the hypercube To complete the proof of Theorem 6, it remains to study low-dimensional invariant subspaces of F(C n ). It is known that any function f ∈ F(C n ) can be seen as a square-free polynomial of degree at most n. Let Pol k (C n ) be the space of homogeneous square-free polynomials of degree k. Note that dim Pol k (C n ) = n k and that:
We are interested in subspaces of F(C n ) that are Γ cube -invariant. Recall that Γ cube is the group of signed permutation matrices. Thus a subspace V of F(C n ) is Γ cube -invariant if for any f ∈ V , and any ∈ {−1, +1} n and any σ ∈ S n the function:
is also in V . It is clear that the subspaces Pol k (C n ) are Γ cube -invariant. The next result shows that these subspaces are actually irreducible under the action of Γ cube .
Lemma 2. Under the action of Γ cube , F(C n ) decomposes into irreducible invariant subspaces as
Furthermore, suppose k < n/2. Then Pol n−k (C n ) ∼ = e n (x) Pol k (C n ) where e n (x) = x 1 . . . x n is the n'th elementary symmetric polynomial. Hence if V is a Γ cube -invariant subspace with dim(V ) < n k then every f ∈ V has the form
where g(x) and h(x) have degree ≤ k − 1.
Proof. It is easy to see that Pol k (C n ) is Γ cube -invariant for each k. It remains to show that each of these is irreducible. For any k ∈ [n], let k ∈ Γ cube be defined by k = diag(1, . . . , −1, . . . , 1) where the −1 is in the k'th position. If I ⊆ [n] we denote by x I the monomial i∈I x i . Observe that for a given k ∈ [n] and I ⊆ [n] we have:
In other words the action of (id + k ) on F(C n ) annihilates all monomials involving x k . Similarly the action of
annihilates all monomials involving any x k , k ∈ K since the (id + k ) commute. Now fix some arbitrary k and let V be a (non-zero) invariant subspace of Pol k (C n ). We will show that necessarily V = Pol k (C n ). Since V = {0}, V contains a nonzero square-free polynomial p(x). By the invariance of V under the permutation action, we can assume that p contains the monomial x 1 x 2 · · · x k and so is of the form p(x) = cx 1 · · · x k + |I|=k,I ={1,2,...,k} c I x I with c = 0. Now note that by the previous observation we have:
Hence V is a subspace containing x 1 x 2 · · · x k and hence, since V is invariant under the permutation action, it contains every square-free monomial of degree k. It follows that V = Pol k (C n ) and so Pol k (C n ) is irreducible.
To show the second part of the theorem, we use Proposition 2 from the introduction. Indeed note that dim Pol k (C n ) = n k . Thus Proposition 2 says that if V is an invariant subspace and dim V < n k with k ≤ n/2 then necessarily V is contained in the direct sum
Thus this means that any f ∈ V can be decomposed as:
where g i ∈ Pol i (C n ) and g n−i ∈ Pol n−i (C n ). Now note that for i < n/2, Pol n−i (C n ) ∼ = e n (x) Pol i (C n ) because multiplication by e n (x) is an involution of F(C n ) that sends square-free polynomials of degree i to squarefree polynomials of degree n − i. Thus we can write g n−i (x) = e n (x)h i (x) for some h i ∈ Pol i (C n ). Thus we get that
where deg g ≤ k − 1 and deg h ≤ k − 1.
Conclusion
In this paper we presented a general framework to study equivariant psd lifts of so-called regular orbitopes using tools from representation theory. We studied two particular examples in detail, namely the parity polytope and the cut polytope and we derived strong lower bounds for sizes of equivariant psd lifts.
Other examples of regular orbitopes There are clearly other examples of regular orbitopes that one could study using the framework developed in this paper. One interesting such example is that of regular polygons in the plane. One can verify that the regular N -gon is indeed a regular orbitope where the group G consists of the rotation matrices R jα of angles jα where j ∈ {0, . . . , N − 1} and α = 2π/N . Regular polygons have been studied before in the context of LP lifts and it has been shown in [GPT13, Proposition 3.5] that when N is prime or a power of a prime, there is no equivariant LP lift of the N -gon of size smaller than N . On the other hand, a famous construction by Ben-Tal and Nemirovski [BTN01b] shows that the regular N -gon admits a nonequivariant LP lift of size O(log N ). It would be interesting to know what is the corresponding gap between equivariant and nonequivariant psd lifts of these polytopes.
Non-polyhedral orbitopes Also, even though our paper was mainly concerned with orbitopes constructed from finite groups G, the structure theorems of Section 3 also apply when G is a compact subgroup of GL(R n ) and P is not necessarily polyhedral. For example, an interesting regular orbitope initially studied in [SSS11] is the convex hull of SO(n), where SO(n) is the set of n × n special orthogonal matrices. In [SPW14] it is shown that this convex body is a spectrahedron and an explicit semidefinite description is given. The structure theorem of this paper can also be applied to this example and shows that one can study equivariant psd lifts of conv(SO(n)) by studying invariant subspaces of F(SO(n)) (the space of real-valued functions on SO(n)).
It is interesting that, for the purpose of obtaining lower bounds, our study of the parity polytope already implies an exponential lower bound on the size of equivariant lifts of conv(SO(n)): indeed it is known, by a celebrated result of Horn [Hor54] that SO(n) projects onto PAR n via the diagonal map, i.e., diag(SO(n)) = PAR n . This can be used to show that any psd lift of conv(SO(n)) equivariant with respect to an appropriate symmetry group can be turned into a Γ parity -equivariant lift of PAR n of the same size. Hence our exponential lower bound on the size of Γ parity -equivariant psd lifts of PAR n automatically gives an exponential lower bound on the size of certain equivariant psd lifts of conv(SO(n)). The details of this argument are given in [SPW14] .
A Equivariance of the theta-body hierarchy
In this appendix we show that psd lifts constructed from the theta-body hierarchy satisfy Definition 2 of equivariance.
Let X be a finite set in R n and let P = conv(X). Assume X is invariant under the action of a group Γ ⊆ GL(R n ). Let I ⊂ R[x] be the vanishing ideal of X, and let TH k (I) be the k'th theta-body of I. Since X is finite we know that there exists a finite value k ∈ N such that P = TH k (I). This equality gives a description of P as a psd lift. We show here that this psd lift satisfies the definition of Γ-equivariance.
To prove equivariance of the theta-body lift it is convenient to use the abstract formulation of theta-bodies given in [GPT10] , which we recall here: For a polynomial p ∈ R[x], we let [p] ∈ R[x]/I be the equivalence class of p modulo I:
Also if k is an integer we denote by R[x] ≤k /I the space of polynomials that have degree ≤ k modulo I, where the degree of an element in R[x]/I is defined by:
deg(q).
From [GPT10] , and since we are dealing with finite sets X, the k'th theta-body TH k (I) is given by:
Note that Equation (40) 
is positive semidefinite. Thus if we identify S d k with quadratic forms on R[x] ≤k /I (by fixing a basis) then Equation (40) can be rewritten as:
i.e., L the image of the affine space {y ∈ (R[x] ≤2k /I) * , y([1]) = 1} under the linear map y → H y,k ;
• and π is the linear map, which given a quadratic form of the form H y,k for some y, returns the n-tuple (y ([x 1 ]) , . . . , y([x n ])) ∈ R n (this linear map π is well-defined when P is full-dimensional, cf. [GT12] ).
We now proceed to show that the psd lift (41) satisfies the definition of Γ-equivariance, where Γ is the automorphism group of X (the real variety of I). Lemma 3. Given y ∈ (R[x] ≤2k /I) * we have for any g ∈ Γ and any p ∈ R[x] ≤k /I:
Remark 4. One can interpret the identity (42) in matrix terms as follows: Given g ∈ Γ, let θ(g) be the d k × d k matrix which corresponds to the linear map p ∈ R[x] ≤k /I → g · p. Define ρ(g) = θ(g −1 )
T . Then identity (42) is the same as:
H g·y,k = ρ(g)H y,k ρ(g) T
where H g·y,k and H y,k are interpreted as symmetric matrices of size d k . ♦ Proof. We have:
Equality (*) follows because the action of Γ on R[x]/I satisfies:
which is straightforward to show.
Using this lemma it is easy to check that the theta-body lift (41) satisfies the definition of Γ-equivariance.
B Nonequivariant lift of the hyperboloid
Here we show that the lift of the hyperboloid given in Example 2 is not equivariant with respect to the natural action of S 3 on R 3 . To prove this we first write the lift in standard form as follows: • and π : S 6 → R 3 is the projection which maps a symmetric matrix X ∈ S 6 to its first three diagonal entries:
π(X) = (X 11 , X 22 , X 33 ).
Let σ = (2, 3) ∈ S 3 be the transposition which permutes the second and third coordinates and leaves the first coordinate fixed. To show that the lift is not symmetric we will show that there does not exist any R ∈ GL(R 6 ) that satisfies the equivariance relation:
π(RXR T ) = σπ(X) = (X 11 , X 33 , X 22 ) ∀X ∈ S 6 + ∩ L.
Indeed if such an R exists one can use the equivariance relation above to show (cf. Lemma 4 below) that the first three rows of R must be respectively e 1 , e 3 and e 2 (where e i is the i'th vector of the canonical basis of R 6 ), i.e., R must have the form:
where P = 
Using a simple calculation we see that such an R does not stabilize the affine subspace L because if X is of the form (44) then we have
which is not in L when y = 0. It remains to show that any R ∈ GL(R 6 ) for which the equivariance relation (45) is true must have the form (46).
Let u, v, w ∈ R 6 be the first three rows of R. Note that for any X ∈ S 6 , we have (RXR T ) 11 = u T Xu, (RXR T ) 22 = v T Xv and (RXR T ) 33 = wfor all t ≥ 1. Equating the coefficients of the polynomials we get u 1 = 1 and u 2 = u 3 = u 4 = u 5 = u 6 = 0.
In the case where the right-hand side of (44) is replaced by X 22 (resp. X 33 ) we use the same reasoning to show that u = e 2 (resp. e 3 ).
C Nonequivariant polynomial-size lifts of the parity polytope C.1 A O(n 2 ) LP lift of the parity polytope that is S n -equivariant
In this section we describe an LP lift of PAR n given by Yannakakis [Yan91] which has size O(n 2 ). We will see that this lift is equivariant with respect to permutation of coordinates, but is not equivariant with respect to switching an even number of signs.
Given k ∈ {0, . . . , n}, define S k to be the set of points in the hypercube {−1, 1} n that have exactly k components equal to −1:
n : x has exactly k components equal to −1} .
Let K n = {0, 2, . . . , 2 n/2 } be the set of even numbers between 0 and n. Note that PAR n is by definition the convex hull of ∪ k∈Kn S k :
PAR n = conv k∈Kn S k .
Observe that for each k, the convex hull of S k can be easily described as:
conv(S k ) = x ∈ R n : −1 ≤ x ≤ 1 and
As a consequence we have the following LP lift of PAR n :
PAR n = x ∈ R n : ∃λ (k) ∈ R and z (k) ∈ R n for all k ∈ K n such that
Using the description of conv(S k ) of Equation (48) we get that:
The number of linear inequalities of the lift above is:
r n := 2n|K n | + |K n | = (2n + 1)|K n | = (2n + 1)( n/2 + 1).
It is not difficult to verify that the lift (49) is equivariant with respect to permutation of the coordinates. One can show however that this lift is not equivariant with respect to switching an even number of signs. We have omitted the proof here for space reasons. Intuitively, one way of seeing this is to note that the operation of switching signs does not preserve the slices S k . Consider for example = diag(−1, −1, 1, . . . , 1) (the transformation which switches the sign of the first two components), and let x = (−1, −1, 1, . . . , 1) and y = (1, 1, −1, −1, 1, . . . , 1) be two points in the slice S 2 (i.e., they have two components equal to −1). Then note that x and y are not in the same slice anymore since x ∈ S 0 while y ∈ S 4 .
C.2 A linear-size dynamic programming LP lift of the parity polytope
There is a smaller yet less well known LP lift of the parity polytope due to [CK04, Section 2.6.3] (see also [KP11] ). This lift is equivariant with respect to switching an even number of signs. However it is not equivariant with respect to the permutation action.
The key observation behind this LP lift is that (x 1 , x 2 , . . . , x n ) ∈ EVEN n if and only if there exists z ∈ {−1, 1} such that (x 1 , x 2 , z) ∈ EVEN 3 and (z, x 3 , . . . , x n ) ∈ EVEN n−1 (simply take z = x 1 x 2 ). The following lemma is the analogue of this for parity polytopes.
Lemma 5. The parity polytope PAR n can be described in terms of PAR 3 and PAR n−1 as PAR n = {x ∈ R n : ∃z s.t. (x 1 , x 2 , z) ∈ PAR 3 and (z, x 3 , . . . , x n ) ∈ PAR n−1 }.
Proof. If x ∈ EVEN n then by the observation before the statement of the lemma we can take z = x 1 x 2 and see that (x 1 , x 2 , z) ∈ EVEN 3 ⊂ PAR 3 and (z, x 3 , . . . , x n ) ∈ EVEN n−1 ⊂ PAR n−1 . Since all of the vertices of the parity polytope are contained in the right-hand side of (50), we can conclude that the parity polytope itself is contained in the right-hand side of (50). For the reverse inclusion, suppose there exists z such that (x 1 , x 2 , z) ∈ PAR 3 and (z, x 3 , . . . , x n ) ∈ PAR n−1 . Then by the facet description of the parity polytope (25) we have that −1 ≤ x i ≤ 1 for i ∈ [n] and that the following inequalities hold:
x 1 − x 2 + z ≤ 1, −x 1 + x 2 + z ≤ 1 (52) 
Adding the inequalities in (51) with those in (53) as well as the inequalities in (52) with those in (54) gives all of the inequalities in (25), showing that x ∈ PAR n .
Repeatedly applying this result shows that PAR n = x ∈ R n : ∃z 2 , z 3 , . . . , z n−2 s.t.
(x 1 , x 2 , z 2 ) ∈ PAR 3 , (z n−2 , x n−1 , x n ) ∈ PAR 3 , and (z i , x i+1 , z i+1 ) ∈ PAR 3 for i ∈ {2, 3, . . . , n − 3} .
This description shows that PAR n is the projection of a polytope with 4(n − 2) facets. It is not too hard to show that this lift is actually equivariant with respect to switching an even number of signs. However one can see that this lift is not equivariant with respect to permutations since we have broken permutation symmetry by imposing a particular ordering on the variables.
