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Abstract
Most communication systems use a finite signal set as their alphabet set to form a code-
book to transmit data over a communication channel in a reliable fashion. The problem
with Conventional methods which implement Coded Modulation (CM) schemes such as
Trellis Coded Modulation or Multi-level Coding Multi-Stage Decoding is their complex-
ity of dealing with codes with different rates in each level which makes the design and
implementation a difficult task.
One simple way to implement Coded Modulation is Bit-Interleaved Coded Modulation
(BICM) which uses only a single binary encoder to transmit data. Although BICM is a
suboptimal scheme compared to CM, its simplicity, from a practical point of view, is a great
motivation to design BICM scheme achieving rates close to those obtained by CM. Lots
of efforts have been taken place in the past twenty years to design optimal constellation
for different snr regimes in CM under various constraints. Some of them are revisited in
this study. A novel approach, called Adjustable Weights Model (AWM), will be presented
to design constellations which work very well in both CM and BICM schemes. The model
also induces a particular labelling on the constellation.
In this work, some properties of AWM are studied. AWM is used to facilitate design
of near optimal signalling for CM and BICM schemes. An optimization problem is formed
to find the optimal parameters of the proposed model. Global optimization methods are
used to solve the optimization problems. It is shown that the optimal points are always
on the boundary of the domain by using data processing inequality . Some suboptimal
solutions are provided by moment and cumulants matching techniques. The model has the
ability to produce different constellations by adjusting its weights. It is well established
that the optimal constellation for high snr region is equillattice. This model also converges
to an equillattice constellation in high snr region. Number of nonzero weight parameters
in the model can vary according to snr, help us to circumvent the saturation problem with
conventional CM scheme.
BICM capacity is presented and its relation with CM capacity is discussed. BICM
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capacity, as a function of snr, is expanded around zero snr. Different constellations and
their labeling can be characterized based on the coefficients in the Taylor expansion. The
most important difference between CM and BICM is the effect of labelling in the former
scheme. Labelling is irrelevant in CM, but greatly influences the system performance in
BICM. Effect of labelling and how to search for optimal labeling is part of this study. It is
shown that AWM is optimal at medium and low snr regimes. The model coupled with its
underlying labelling is first order optimal. Although Gray labelling is optimal at high snr,
it is not optimal in the low snr regime. Higher order optimal constellations are defined to
be the constellations that have more than one coefficient in their Taylor expansion matched
with CM capacity coefficients. It gives us a powerful tool to study constellation in medium
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An extensive amount of work has been done so far to determine the capacity maximizing
modulation for various number of signal points and different dimensionality. Since the
Gaussian distribution achieves the capacity of AWGN channel, it was commonly accepted
that for approaching channel capacity by a discrete input distribution, the constellation
points should be chosen with a Gaussian-like probability distribution. However, [1] showed
that it is possible to approach channel capacity with an equi-probable constellation if we
choose the location of the points to represent a geometrically Gaussian-like distribution.
Although, from practical implementation perspective and complexity issues, one usually
considers the uniform distribution, PX(x) =
1
|X | . This was one of the main motivation of us
working with the model introduced and developed through this study. Different researchers
were focusing to design constellation to optimize different measure like minimum distance
of constellation [2] [3] [4] [5] or BER for uncoded system [6]. [7] studies capacity miximizing
constellation for both CM and BICM schemes. It shows that any probabilistic shaping gain
can also be obtained by geometric shaping gain.
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One somehow surprising observation made by Ungerboeck in his well-known work [8]
was that to obtain rates close to capacity of a Gaussian channel with capacity C, it is
enough to use a constellation with only 2C+1 points. This observation has been improved
in [9] to show that 2C−1 input levels suffices to achieve rate of C-1 bits and with 2C+1 levels
we can achieve a rate of C - 0.4.
It was first mentioned in [3] that channel capacity can not be achieved if we use equi-
probable equally spaced constellation. [3] discusses the gap between channel capacity and
the rate achieved by equi-probable equally spaced one-dimensional constellations. This gap
is equal to 1.53 dB for large signal-to-noise ratio [3] [4]. In [9], using bounding techniques,
it is shown that in the equi-probable equally spaced case with N points, the capacity




as N →∞. The gap is smaller for lower snr values [3].
The fundamental idea of coded modulation is to maximize the overall performance
of the system by jointly designing of encoder and modulator together. The first break-
through in implementing CM scheme was introducing TCM (trellis-codeded modulation)
by Ungerboeck [8] and MLC (Multilevel coding) by Imai and Hirakawa [10]. Mapping
by set partitioning is the main approach of Ungerboeck to Coded Modulation. Set par-
titioning is based on maximizing the minimum intra-subset Euclidean distance. Imai’s
approach to Coded Modulation is to transmit each bit position of binary representation
of constellation points (labelling) using a binary code Ci at level i. At receiver, each bit
level is decode separately, considering it is provided with the already decoded bits in the
previous stages. The advantage of MLC is that any code can be used as component code
to encode individual levels. High performance codes such as LDPC or Turbo codes have
great attraction to be used in this method.
One interesting fact about MLC is its optimality under usage of binary codes. Huber
ert al. [11] [12] [13] proved independent of each other that the Coded Modulation capacity
can be achieved by multilevel codes in conjunction with Multi-Stage decoding if and only
if the rates of the codes in each level is adjusted properly. [10] is a very good reference
on theoretical background and also practical rules for designing and implementing coded
2
modulation schemes. It shows how to achieve power and bandwidth-efficient MLC schemes
close to theoretical limits.
In BICM scheme, introducing a bit interleaver between the binary encoder and the
modulator gives us the benefits that the encoder and modulator become independent from
each other. In this case, both of them can be designed separately to optimize the overall






and in [15] using typical sequences, the authors show that it is indeed achievable even
when the interleaver is not ideal ( using a finite-length interleaver). In this case, the choice
of labelling highly affects the performance of the system and the resulting rates. For a
given constellation, one tries to find the optimum binary labelling from a BICM capacity
maximization point of view. [14] conjectured that Gray lebeling maximizes BICM capacity
but we show that it is not true for all range of snr. [8] compared Gray labeling with Set
Partitioning labeling which is used in TCM (Trellis Coded Modulation) scheme for various
PSK and QAM constellations.
In [16] optimal binary labeling, input distributions and input alphabets for BICM
capacity are discussed at low snr regime. By some examples it shows that for different snr
regions the BICM capacity is maximized with different labelings.
1.2 Contributions
Main contribution of this study is to present a new method for generating capacity ap-
proaching constellations which also induces a specific binary labelling on the constellation
points. We discuss the advantages of using this model in CM context and also we show
that the produced constellation in addition with its specific labelling achieves higher BICM
capacity in low and medium snr regions compared to Gray labelling.
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The constellations are generated based on the model: X =
∑m
i=1wiBi which is a
weighted sum of m binary random variables taking values from {−1, 1}. We call our model




resulting constellation has 2m points with probability of choosing each point from the
signal set X the same and equal to PX(xi) = 12m i = 1, ..., 2
m.
We will see that this model characterizes large size constellations with smaller number of
parameters, hence, facilitate the optimization of the constellation to make the gap to coded
modulation capacity smaller. We will provide several methods to find optimal parameters
of the model in an efficient and computationally less expensive ways compared to other
constellation optimization algorithms.
AWM is very powerful in the sense that it can adjust its weights to utilize geometric
shaping gain in any signal-to-noise ratio. A fixed-size constellation can not achieve rates
higher than log2M even for very large snr. The model has the flexibility to increase the
constellation size to achieve higher rates with introducing new non-zero weight parameters.
It also shows promising performance to close the gap between BICM capacity and
corresponding Coded Modulation capacity at low snr regime. We show the constellation
produced by this model is actually First Order Optimal (FOO). As we will see, this model
outperforms Gray labelling in some snr region and achieves Gaussian capacity at low snr.
Higher order optimality is also studied based on the coefficients of Taylor expansion for
BICM capacity around zero snr. An optimality criterion is given to help us character-
ize constellation and compare performance of different constellation and their associate
labelling in low and medium snr.
1.3 Organization
We introduce our proposed model in the second chapter. Some interesting properties of
the model is discussed there.
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In the third chapter, Coded Modulation scheme is revisited. Different problems in op-
timal design in Coded Modulation is discussed and an Optimization problem is formulated
to find the optimal parameters for CM when generating the input constellation based on
our model. Some methods for solving the optimization problem are presented. Among
which are genetic algorithm and moment matching.
In chapter four, a more practical approach to coded modulation is discussed; Bit-
Interleaved Coded Modulation. In BICM, labelling comes to play. Performance of different
signalling and their labelling are compared and optimal signalling are characterized based
on first and second coefficients in the Taylor expansion of mutual information.






Channel capacity, a fundamental concept in information theory, first was introduced by
Shannon [17] as the maximum rate which can be transmitted reliably over a communication
channel. Following his work, lots of effort have been taken place to obtain expressions for
channel capacity of different communication systems models. Mutual information between
two random variables X and Y is defined [18]




in which expectation is taken with respect to PX,Y (X, Y ).





Where the maximization is performed over all the input distributions satisfying the under-
lying constraints of the problem.
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Although the optimal input distribution may be continues in some channel models, [19]
shows that it is discrete for most of the known channel models or we can achieve rates very
close to channel capacity by a discrete distribution.
Coded Modulation capacity is defined as the maximum mutual information achieved
when a constellation is used as the codebook alphabet i.e. elements of the codewords
are chosen form a set with finite cardinality |X | < ∞. Suppose X is a random variable
with probability PX over X . The optimization is over the set of alphabet set X and the
probability distributions PX on X which satisfy the assumed constraints (average power or
peak-power constraints) called D. Hence for a given m, the problem is to find the location
and probability of the points for an m-point constellation that gives the maximum rate.





Through out this study we assume an Additive White Gaussian Noise (AWGN) channel






2.2 The Proposed Model
In this section, we introduce our proposed model. In this model the input random variable




wiBi wi ∈ R i = 1, ...,m (2.5)
where Bi’s are iid Bernouli random variables on {−1, 1} with P (−1) = P (1) = 12 . With
this definition, X is discrete random variable defined over a constellation X . The number
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of points in the signal set X is a power of two, 2m, which is characterized only by m
parameters: w1, ..., wm. The random variable X can be seen as the weighted sum of m
Bernouli random variables. We call w = (w1, ..., wm) weight vector or parameter vector
interchangeably through this study. Each constellation point has probability equal to 1
2m
unless some of them happens to occur at the same point of real line. In this case, the
probabilities of points add up and the resulting constellation is no longer equi-probable.
Another fact about our model is that, the resulting constellation is always symmetric,
regardless of whether they overlap or not.
We can generalize this model to produce high-dimensional constellations. Suppose C is
a M ×m matrix with M = 2m and entries come from {−1, 1}. Each row of C is a vertex
of a 2m-dimesnional zero-mean hyper-cube. now
X = C W (2.6)
represents a 2m-point constellation in N-dimensional space for W a m×N matrix of real
numbers. X is an M ×N matrix in which each row represents a constellation point. This
model can represents any constellation if one can solve the linear system in (2.6) for W.
Suppose we want to see if this model can produce an equi-probable equi-distannt 16-
QAM constellation. In this case M=16 and m = log2M = 4 and
C =

−1 −1 −1 −1





1 1 1 1
 (2.7)



















Figure 2.1: The model can produce 16-QAM
AWM is able to produce 16-QAM constellation using the weight matrix given above.
It can be easily seen that this model is capable of producing most basic constellations of
interest like PAM and QAM.
The equation in (2.6) can also be interpreted as linear projection of vertices of a hyper-
cube using projection matrix W. As it is shown in [16] a constellation for BICM is First
Order Optimal(FOO) if and only if it is a linear projection of a zero-mean hypercube.
Another way to look at coefficient matrix C beside the vertices of a hyper-cube is the
following. Suppose we sort the m-digit binary expansion of integer form 0 to 2m − 1 in an









Consider φ to be a mapping from {0, 1} to {−1, 1}
φ :{0, 1} 7→ {−1, 1}
φ(b) = 2b− 1 (2.11)
If φ is performed element-wise on C1, the result is the matrix C defined in (2.6). For








is the same as C4×2.
Therefore, There is a one-to-one correspondence between C and C1 defined by one-
to-one mapping φ. The advantage of considering C1 is that it is equivalent to a binary
labelling on the constellation. We assign a unique m-bit binary string to each constellation
point. In future chapters, we will see the effect of this binary labelling on the performance
of the system and discuss different binary labellings associated with a given constellation.
Lemma 1. The columns of C are orthogonal to each other and all have the same length
equal to
√
M . In other words
CT × C =

M 0 · · · 0
0 M · · · 0
. . .
...
0 · · · 0 M
 (2.13)
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is a diagonal matrix of size m×m.
Proof: It is obvious from the construction.
From now on, we just consider one-dimensional constellation produced by our model
based on (2.6) for W of size m × 1 denoted by weight vector w. In one-dimensional
constellation, X is an M × 1 matrix and we show it by vector x.From now on, we use
these notations: X the random variable defined on the alphabet set X , PX the probability
distribution of X, x the vector containing constellation points and w represents the weight
vector.
some basic facts about the model is given in the following theorem.
Theorem 1. 1. permuting the elements of w does not change the resulting constella-
tion. The constellation produced by w′ = (wσ(1), ..., wσ(m)) is the same as the one
generated by w = (w1, ..., wm).
2. If we multiply any subset of elements of w in (-1) the constellation remains un-
changed. for I ⊂ {1, 2, ...,m} define w′ by
w′i =
{
−wi if i ∈ I
wi if i ∈ I
(2.14)
then
Xw = Xw′ . (2.15)
if σ is a permutation results in non-increasing order of elements of w, then w′ is a
weight vector with non-increasing elements. From part(1) we can consider only weight
vector with non-increasing elements :
w1 ≥ w2 ≥ · · · ≥ wm (2.16)
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if I ⊂ {1, · · · ,m} contains all the indices with negative elements at that position in
weight vector w, then w′ defined in part(2) is a weight vector with non-negative elements.
Without loss of generality, we can just work with weight vectors with non-negative elements
0  w . (2.17)
2.2.1 some special cases
Here, we analysis two special cases in our model.
First w1 = w2 = · · · = wm = w
Second
wi = 2





wi−1 i = 2, · · ·m. (2.19)
In the first case, X = w
∑m
i=1Bi so X has a Binomial distribution
X ∼ B(m, 1
2
) (2.20)
over m+1 points. Each two adjacent points come from two different realization of Bi’s
which only differ in one Bernouli random variable, let’s say Bj.
w|xi − xi+1| = w|(b1 + · · ·+ 1 + · · ·+ bm)− (b1 + · · · − 1 + · · ·+ bm)| = 2w . (2.21)
So the constellation is equi-distant in this case. If m is even, there is always one point at





Figure 2.2: First cases: An example
In the second case, we will obtain an equi-distant equi-probable constellation. We can
make any PAM constellation with equally spaced points and uniform distribution over the
constellation points by choosing wi’s to satisfy (2.19).
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Figure 2.3: Second case: the coefficients in a dyadic form wi = 2
−i
2.2.2 Moments
Moment generating function of a random variable X is defined to be
φX(t) = E[e
tX ] (2.22)








Using the fact that moment generating function of sum of random variables is the product
of moment generating functions of the random variables




[etwi + e−twi ] = cosh(twi) (2.25)
so
φX(t) = cosh(tw1) cosh(tw2) · · · cosh(twm). (2.26)
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We can simply calculate the first and second moments of the random variable defined by































where (2.27) follows from E[Bi] = 0 and (2.28) from
E[BiBj] =
{
E[B2i ] = 1 if i = j
0 if i 6= j
(2.29)
or in a more compact form
E[BiBj] = δij. (2.30)
From (2.28) we can see that the average power of the constellation represented by w is









i if n even
0 if n odd
(2.31)
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2.3 Average Power Constraint Implies Peak-Power con-
straint
Although average power is the only constraint we considered on the model, this constraint
imposes another restriction on the placements of the points in the constellation. To obtain


















w2i − P ) , λ ≥ 0 (2.33)
To find the optimum points we try to solve
∇L = 0. (2.34)
taking derivative with respect to each wi
∂
∂wi





so the optimum occurs at
w1 = w2 = ... = wm = w (2.36)
plugging (2.36) in the average power constraint∑
i
w2i = P ⇒ mw2 = P




i = 1, ...,m (2.37)
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so the peak power implied by the average power constraint P is
m∑
i=1














The mutual information between two random variables indicates how much information
each carries about the other one and is defined




Where expectation is taken with respect to PX,Y (X, Y )[18]. Mutual information between
two random variables can be calculated in several ways based on the definition in (3.1)
which we mention some of them here.
I(X;Y ) = H(X) +H(Y )−H(X, Y ) (3.2)
I(X;Y ) = H(Y )−H(Y |X) (3.3)
I(X;Y ) = H(X)−H(X|Y ) (3.4)
If we face a continues random variable in calculating entropy terms, we have to use differ-
ential entropy h(X) in (3.4).
According to what we have seen so far, the weight vector w completely characterize
the constellation and its average power. Define
I(m,w) = I(X;Y ) = I(X;X +N) (3.5)
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to be the mutual information between Y, the output of the AWGN channel and the input
X, which is a random variable defined over the constellation characterized by w. N is a
zero-mean unit variance white Gaussian noise independent of signal X.
N ∼ N (0, 1). (3.6)
Y is a mixed-gaussian random variable with at most 2m components located at the constel-
lation points x1, · · · , x2m . A random variable is called a mixed-gaussian random variable









αi = 1 αi ≥ 0 i = 1, · · · , K (3.8)
pdf for a mixed-gaussian random variable is shown in the following figure for the parameters
α = [0.5 0.2 0.3] (3.9)
p = [−3 0 3]. (3.10)
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Figure 3.1: pdf for a mixed-gaussian with 3 components
Suppose X is the channel input random variable defined over X = {x1, · · · , xM} with
pmf = [p1, · · · , pM ]. Since the channel noise N is independent of the input X, the output
pdf is








and since [p1, · · · , pM ] is a pmf
M∑
i=1
pi = 1 pi ≥ 0 i = 1, · · · ,M (3.12)
As we see (3.11) agrees follows the condition of the definition of a mixed-gaussian distri-
bution and hence Y is a mixed-gaussian random variable.
If input constellation is generated based on our model and assume all the points are






for xi ∈ X (3.13)






PN(y − xi) (3.14)
We can calculate mutual information using
I(X;Y ) = h(Y )− h(Y |X) (3.15)
= h(Y )− h(X +N |X) (3.16)
= h(Y )− h(N) (3.17)
where (3.17) follows from the fact that
h(X +N |X) =
∫
h(X +N |X = x)PX(x) dx (3.18)
= h(N)
∫
PX(x) dx = h(N). (3.19)





We need to compute the entropy of Y to obtain the mutual information.
3.1 Coded Modulation Capacity
Given a constellation X the Coded Modulation capacity is defined as the maximum mutual
information achieved when the constellation is used as the codebook alphabet.
21










In [10] authors show that we can design channel code with MLC (multi-level coding)
and MSD (multi-stage decoding) that achieves coded modulation capacity by assigning
appropriate rate to each level in the code. We will talk more about coded modulation
capacity and how to achieve it in later sections.
3.2 Equillatice Constellation
In this section, we will look at the behaviour of the mutual information in a given snr as a
function of number of input constellation points for equillatice (equi-probable equi-distant)
constellation.
If we choose xi = i+ t we will end up with an equi-distant constellation. Then we will
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find t such that
∑






+ tm = 0 ⇒ t = −m+ 1
2
(3.23)
⇒ xi = i−
m+ 1
2




































































is an equillatice constellation with unit average power. scaling this constellation
with
√
P yields an equillatice constellation with average power equal to P:
X =
√




x2i = P (3.31)
from now on, we denote the m-point equillatice constellation with Xm = {Xm1 , ..., Xmm}.




so we have: Xmi = d(i− m+12 ) i = 1, ...,m
Theorem 2. : Xm has the following properties:
1- It is a symmetric m-point constellation with average power equal to P:
E[Xm] = 0 and E[(Xm)2] = P
2- Xmmin = d
1−m
2
and Xmmax = d
m−1
2
⇒ Xmmin = −Xmmax
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Xmmax is monotone increasing in m.
3- The support of the constellation Xmmax −Xmmin is increasing in m.
4- The distance between adjacent points d =
√
12P
m2−1 is decreasing in m.
5- for odd m, there is always one point in the origin: Xmm+1
2
= 0
3.2.1 Optimizing the Probability Distribution
we want to optimize the rate for a 4-point equi-distant constellation over the probabilities
of constellation points. we assume a symmetric constellation. so the probability mass
function of the points is P = {p1, p2, p2, p1} such that pi ≥ 0 and
∑
i pi = 1. so
2p1 + 2p2 = 1 or p2 = 0.5− p1 (3.32)











1 + 2(0.5− p1)x22 (3.34)
= 2p1(x
2
1 − x22) + x22 (3.35)
also since we have the equally spaced condition
|x1| = |3x2| (3.36)














There are some constraints on choosing p1, x1 :




E[X2] ≤ P (3.40)
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since I(X;X+N) is a continues function and the domain is compact, the function achieves
its maximum on the region defined by two constraints. Based on the result in [21] mutual
information is a strictly increasing function of snr (P here). so the second inequality
always holds with equality. The following optimization problem is equivalent to the original














If we follow the same path for an 8-point equi-distant constellation to find the optimal
probability distribution, we could get the following optimization problem:






i ≤ P ⇒ 2(p1x21 + p2x22 + p3x23 + p4x24) ≤ P (3.44)
or
2(p1 + 9p2 + 25p3 + 49p4)x
2




2(p1 + 9p2 + 25p3 + 49p4)
(3.46)






The same reasoning as the previous section, show that the above optimization problem is










so for each 4-tuple (p1, p2, p3, p4) we first calculate the corresponding x1 and hence the
corresponding equidistant constellation:
X = [−7x1 − 5x1 − 3x1 − x1 x1 3x1 5x1 7x1] (3.49)
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Actually for the above optimization problem, we first reduce the domain to be the inter-
section of the hypercube
{(p1, p2, p3, p4)| 0 ≤ pi ≤ 0.5 i = 1, · · · , 4} (3.50)
and the fist orthant of R4 (4-dimensional Euclidean space) and again confine the search
space to the points on the hyperplane
∑4
i=1 pi = 0.5.
The results are shown in the following figures:
Figure 3.3: comparison between optimal probability distribution for 8-PAM constellation
and uniform distribution
The rate for 8-point equillatice constellation is also shown on the same figure for com-
parison purposes. As we can see the rates with optimal probabilities is always greater than
those for equillatice. This shaping gain is higher for medium SNR regime and decreases as
snr increases. We know that for high snr regime, equillatice constellation is optimal [21],
so both curves coincide with each other and as you see in the second figure, the optimal
probability distribution over constellation points converges to the uniform distribution.
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Figure 3.4: Optimal probabilities for different snr values
3.2.3 limiting behavior
In a fixed snr (fixed P) if we increase m, the input distribution looks more and more like


































































There is a conjecture that the mutual information is a strictly increasing function of
m for any given fixed snr. if we establish the above statement to be true, we can find an
upper bound for the rate of any equillatice constellation for all value of m.
Y = X +N . Since X, N are independent






























in this case,we follow a few steps to yield the mutual information:
I(X;Y ) = h(Y )− h(Y |X)
= h(Y )− h(X +N |X) = h(Y )− h(N) (3.58)
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Where
h(Y ) = −
∫ ∞
−∞










PY (y) log [Q(y − a)−Q(y + a)]dy
h(Y ) = log (2a)−
∫ ∞
−∞
PY (y) log [Q(y − a)−Q(y + a)]dy (3.59)
3.3 Functional Properties of Mutual Information
Mutual information in general is a functional of joint probability distribution PXY (X, Y )
or PX(X)PY |X(Y |X). Here we present some properties of entropy and mutual information
in discrete case mentioned in [21].
Mutual information is weakly continues in the input distribution PX when the input
variance is finite and the noise is additive Gaussian.
Theorem 3. If Xk → X in distribution and sup varXk <∞ then I(Xk, snr)→ I(X, snr)
for any snr ≥ 0
LetM be the collection of all probability measures on (R,B). We defineMm to be the
collection of all the discrete random variables (constellations) which can be defined based
on our model with m parameters that satisfies average power constraint.
Mm = {X ∈M| X =
m∑
i=1
wiBi; wi ≥ 0;
m∑
i=1
w2i ≤ P} (3.60)






Theorem (3) shows that PX 7→ I(X,P ) is weakly continues on Mm, therefore it achieves
its maximum on Mm. Following Theorem (3) in [21] the optimization problem can be
written as
C(m,P ) = max
X∈Mm
I(X,P ) (3.62)
The above discussion doesn’t say anything about uniqueness of the optimal weight vectors.
There might be different weight vectors that give the same maximum rate over Mm.










Note that the above relation hold when we have a constellation with unit variance EX2 = 1
and Y is related to X through a AWGN channel Y =
√
snrX +N .
Theorem 4. C(m,P) defined in (3.76) is a monotone increasing function of P.
Proof: If a constellation X with average power P achieves the maximum of (3.76), and
we scale it to have average power P’ when P < P ′, then using (3.63) we have C(m,P ) =








X;Y ) ≤ C(m,P ′) based on definition, we have
Cm(P ) < Cm(P
′).






We define the non-gaussianness of a random variable based on the Kullbak-leibler di-
vergence between its distribution and its gaussian counterpart distribution (gaussian dis-
tribution with the same mean and variance of X). For every random variable X with finite
variance σ2X <∞, its Non-Gaussianness is defined as
DX = D(PX || N (EX, σ2X)). (3.65)
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According to the formula in [21] :
D(Y1||Y2) = D(X1 +N ||X2 +N) = I(X1;Y1)− I(X2;Y2) (3.66)
The following theorem is useful in dealing with input distribution with finite cardinality.
Theorem 5. If Y and Y’ are output of an AWGN channel when X and X’ are input
random variables, respectively. The divergence between the output distributions in both
cases is given by
D(PY ||PY ′) = I(X ′;Y ′)− I(X;Y ) (3.67)
Proof: see [22]
Since we know that gaussian distribution achieves capacity , if we let X’ to be gaussian
with the same mean and variance of X
D(PY ||PY ′) = C − I(X, Y )
=⇒ I(X;Y ) = C −DY (3.68)
Where DY is non-Gaussianness of random variable Y. If one tries to find the optimum
input constellation that maximizes the mutual information achieved by it, the problem is
equivalent to find the input constellation that minimizes DY .
3.3.1 continuity of mutual information on D(K,P)
I(m,w) is a function of m parameters: w1, ..., wm.
I( . ; . ) : Rm 7→ R+
⋃
{0}





S(m,P ) = {w = (w1, .., wm) | wi ≥ 0,
m∑
i=1
w2i ≤ P} (3.70)
D(m,P ) = {X =
m∑
i=1
wiBi | w = (w1, .., wm) ∈ S(m,P )} (3.71)
According to the definition, D(m,P) is the set of all constellation produced by the m-vector
coming from S(m,P). We consider each constellation to be a point in a 2m-dimensional
space. So D(m,P)is a subset of R2
m
.
S(m,P) is the intersection of a m-dimensional sphere of radius
√
P and the first orthant
of m-dimensional Euclidean space. It is a closed and bounded subset of Rm, so according
to the Heine-Borel theorem [20], S(m,P) is a compact set. It is also a convex set. On the
other hand, D(K,P) is the set of all constellation with cardinality up to 2m and subject to
an average power constraint P which are produced based on (2.5).
D(K,P) is a subset of R2
m
. we want to check if it is closed and bounded. There is
a linear function maps each point w ∈ S(m,P ) to a point x ∈ D(m,P ). D(m,P) is the
image of a compact set under a continues mapping, hence it is compact.
Since each X ∈ Mm and its average power can be completely characterized by w, we
can consider mutual information as a function of w ∈ S(m,P ). so
I(X,P ) = I(m,w) (3.72)
for corresponding w. Since I(m,w) is a continues function on S(m,P), it achieves its
maximum on S(m,P).We can form an equivalent optimization problem to the one in (3.76)
C(m,P ) = max
w∈S(m,P )
I(m,w) (3.73)
C(m,P) interpreted as the maximum rate (in bits per symbol) achieved when the constella-
tion produced with m parameters is sent over an AWGN channel and the input constellation
is subject to an average power constraint:
E[X2] ≤ P (3.74)
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The solution to the above maximization problem always exists
∃ w∗ ∈ S(m,P ) s.t. I(m,w∗) = max
w∈S(m,P )
I(m,w). (3.75)
If I(m,w) was a strictly convex function in addition to continuity, the maximum point
is unique,i.e. there is only one local optimum which is the same as global optimum [20].
Unfortunately as we will show it is not true in general.
There is no closed form for the mutual information function in this case. It’s a highly
non-linear function with a lot of local optima on S(m,P), so finding global optimum point is
not easy and requires special care. Using numerical method for optimization like gradient
descent is very likely to give us an sub-optimum point. Most of this gradient based algo-
rithms are local solver which starting from an initial point, converge to one of its nearest
local optima. But we are interested in characterizing C(m,P ) which gives us incentive to
find global optima of the mutual information function on the convex compact set S(m,P).
Although the domain is a convex set but unfortunately, the objective function is not a
convex function, which means we can not use fast, reliable solver for convex optimization.
Also we have to make sure that the output of the optimization algorithm is actually a
global maximum not a local one which is not an easy task. for convex optimization prob-
lem, the local optimum is indeed the same as global optimum and we can use any local
optimization solver [20].
3.4 Solving The Optimization Problem
The problem of finding the optimal weight vector that gives the maximum mutual infor-
mation is a global optimization problem. The objective function might have several local
optima which can be easily find by a gradient based solver. However, since we are inter-
ested in finding the maximum value the mutual information function can attain on the
whole domain, the problem is a global optimization problem.
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In this section, we review some common global optimization algorithms and then apply
them to our problem of finding optimum weight vector. First, following [23] we show that
the optimum always lies on the boundary of S(m,P).
Theorem 6. The maximum always occurs on the boundary so we can rewrite the above
optimization problem as:
C(m,P ) = max





















w22i = P (3.78)









we have X2 = βX1.
Y1 = X1 + Z (3.81)













Z +W = X1 + Z (3.84)
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so the introduced noise term is
W = Z(1− 1
β
) (3.85)
for any β > 1, X2− Y2− Ỹ forms a Markov chain. Using data processing inequality, we
have:
I(X2;Y2) = I(βX1;Y2) (3.86)
≥ I(βX1; Ỹ ) = I(βX1;Y1) (3.87)
= I(X1;Y1) (3.88)
⇒ I(X2;Y2) ≥ I(X1;Y1) (3.89)
The second point which is on the boundary yield higher mutual information compared to
any other point strictly in the sphere.we conclude that we just need to limit our search space
to the points on the boundary of S(m,P).
3.4.1 Randomized Initial Points
one way to solve the above optimization problem for finding its global maximum is to run
a local solver several times, each time with a different initial points for a specific number
of steps or accuracy and choose the greatest value between all the outputs. We may hope
that one can overcome the problem of trapping in a local maximum, if we increase the
number of times we run the solver joint with cleverly choosing initial points. we want to
explore the whole search space S(m,P)which means we have to spread the initial points
over the search space. There are many different algorithms regarding how to choose initial
point in each run of the solver.
3.4.2 Genetic Algorithm
Genetic Algorithm (GA) is a search method that mimics the natural evolution process. It
is now widely used in science and engineering for solving complicated global optimization
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problem. At the beginning, we randomly choose N points from the search space as our
initial population which is also called first generation. We evaluate the objective function
in all N points of first generation. We then discard µ portion of the points with the
lowest objective function value from the first generation. We then replace the discarded
population using a process called mating. The newly generated points in addition to the
points remained from the first generation, all together form the second generation. We
then again evaluate the objective function for the second generation and rank them based
on the value of objective function at those points. We then continue the same steps of
discarding and mating to form the third generation of size N. We terminate the algorithm
after reaching a specific number of iteration or accuracy.
There are so many different ways to implement mating process. In general, we choose
pairs of chromosome from the remaining chromosome randomly. we call each pair , parents.
Each parents pair then produce two offsprings through mating process. There are also many
ways to choose pairs from the remaining population as parents. One can simply choose
uniformly over the remaining population. One can also assign a probability proportional
to the value of the objective function at that point i.e the higher the value, the higher the
chance of selecting that point as one of the parent. The simplest method for mating is
single crossover. In single crossover, one point is selected for both parents strings and all the
genes after that point in the parents chromosome are swapped. The resulting chromosomes
are two children appear in new generation.
Parents Children
Figure 3.5: one-point crossover
Another important concept in GA is mutation. It tries to avoid GA to converge very fast
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to a sub-optimum solution through randomly changing the chromosomes of the remaining
population in each generation.
In the following figure, you can see optimal rates for m = 3 and m = 4 achieved by
solving the optimization problem using genetic algorithm. The capacity of the channel is
also show for comparison purposes on the same plot. The optimal weight vector for some
snr is given in the tables.
Figure 3.6: optimal rates achieved by Genetic Algorithm
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w1 w2 w3 rate
0 dB 0.6763 0.6874 0.2647 0.4982
5 dB 0.982 1.0928 1.0018 1.0204
10 dB 1.7048 1.1794 2.388 1.5443
15 dB 3.193 4.241 1.8552 2.3706
Table 3.1: optimal weights for m = 3
w1 w2 w3 w4 rate
0 dB 0.4834 0.4665 0.5843 0.4552 0.4994
5 dB 0.7932 0.8795 0.9343 0.9416 1.0249
10 dB 1.3103 1.0083 1.806 2.0012 1.7107
15 dB 3.7676 2.4502 1.5433 3.0072 2.4577
Table 3.2: optimal weights for m = 4
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3.5 A New Representation of The Optimization Prob-
lem
Since the optimal point is always on the boundary (as we show in Theorem (6) ) we can just
limit our search space for the optimal solution that maximize rates just to be the boundary
of the domain defined by the constraints of non-linear programming (3.73). For example,
in 2-D we can represent each point of the boundary using polar coordinates system as
w1 = r cos θ
w2 = r sin θ. (3.90)
Since we have the following set of constraints∑
i
w2i = P wi ≥ 0 i = 1, 2 (3.91)
we need r and θ to satisfy the following
r =
√
P , 0 ≤ θ ≤ π
2
(3.92)
We plot the rate achieved by the points on the boundary defined by (3.92) as a function
of θ for P = 1 and P = 10.
For 3-D we parametrize weight vector w = [w1 w2 w3] as
w1 = r sinφ cos θ
w2 = r sinφ sin θ
w3 = r cosφ (3.93)
For P = 1 the optimal weight vector is wopt = [0.5750 0.5921 0.5646] which occur at
[φ θ] = [0.62 0.79] and the maximum achieved rate at this snr point is ropt = 0.49901345
40
Figure 3.7: rates on the surface of r =
√
P for P = 1
for P = 10 as you can see from the following figure there are multiple optima. One of
them for example has weight vector wopt = [2.346614 1.162627 1.772484] which occur at
[φ θ] = [0.595 0.46] and the maximum achieved rate at this snr point is ropt = 1.6833267.
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Figure 3.8: rates on the surface of r =
√
10
Another point which is a candidate for optimal solution is [φ θ] = [0.375 0.925]
which gives the weight vector wopt = [1.770912 2.349960 1.158255].
3.5.1 general n-dimensional case
We can define an spherical coordinate system in a n-dimensional Euclidean space Rn like
what we did for 3-dimensional Euclidean space. A generalization of the previous section is
as following.
There is a radial coordinate r and n-1 angular coordinates φ1, ..., φn−1 in which φn−1
varies between [0 2π) radians but the first n-2 angular coordinates can only take values
from [0, π] radians. Then we can compute the weight parameters w1, ...wn in Cartesian
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coordinate system from their equivalents parameters in spherical coordinates as following
w1 =r cos(φ1)
w2 =r sin(φ1) cos(φ2)
w3 =r sin(φ1) sin(φ2) cos(φ3)
wn−1 =r sin(φ1) sin(φ2)... sin(φn−2) cos(φn−1)
wn =r sin(φ1) sin(φ2)... sin(φn−2) sin(φn−1) (3.94)
Then at each snr point we set r =
√








I(r, φ1, ..., φn−1) (3.95)
and then obtaining the optimal weight vectors is just an easy transformation from spherical
coordinates back to Cartesian coordinates using (3.94). After this step, we just need to use
a linear transformation the one like in (2.6) to get the optimal 2n-point input constellation.
3.6 Derivative Expressions
In this section we derives some useful expressions for derivative of mutual information with
respect to weight parameters around zero which facilitate analysis in later sections. We
first start with a simple example and then generalize the result in a theorem.
Suppose w = (w1, w2) with w1 > w2 ≥ 0, so the input constellation is
X = [−w1 − w2 − w1 + w2 w1 − w2 w1 + w2] (3.96)
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2 [e−y(w1−w2) + ey(w1−w2)] (3.97)













2 cosh y(w1 − w2)] (3.98)
I(X;Y ) = h(Y )− h(Z) (3.99)
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We now state the generalization of the above example in the following theorem. Based on
the above observations we have the following theorem:






































if wk = 0 we have 2
k−1 distinct points: µ1 = µ2, µ3 = µ4 ...., µ2k−1 = µ2k

















fY |wk=0 = 0 (3.111)
⇒ ∂I
∂wk
|wk=0 = 0 (3.112)
3.7 Finding Optimum Parameters Using Moment Match-
ing
Since the Gaussian distribution is the optimal input distribution for AWGN channel that
maximizes the achievable rate we are trying to find weight parameters wi in a way that the
output distribution looks like Gaussian or in other words the difference between the output
distribution and its Gaussian counterpart is as small as possible. We can consider different
metrics as measuring the deviation form Gaussian. Here following the work in [22] we
are trying to match as many moments as possible with moments of Gaussian distribution.
The moments of the distribution in AWM are simply characterized in (2.31). X and N are
independent,hence
E[Y k] = E[Xk] + E[Nk]. (3.113)
Since we have m parameters, we can find parameter vector by solving the following set
of equations for the first m non-zero moments. Since odd moments of a Gaussian distribu-
tion are zero similar to AWM, we can match the first 2m moments of both distributions
and form the following system of equations:
w21 + ..+ w
2
m + E[N
2] = E[X2g ]
w41 + ..+ w
4
m + E[N
4] = E[X4g ]
.
.
w2m1 + ...+ w
2m
m + E[N
2m] = E[X2mg ]
(3.114)
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σp(k − 1)!! if k even
0 if k odd
(3.115)
where n!! denotes the double factorial, which is the product of all odd number from 1 to






3 + 1 = σ





3 + 3 = 3σ





3 + 15 = 15σ
6 = 15(P + 1)3
(3.116)
unfortunately the above system of non-linear equations does not have any real solution.
We take another approach to find a weight vector using moment matching strategy. We
select w to satisfy the first equation in (3.114) and try to minimize the difference between





















− 2w21w22 − 2w21w23 − 2w22w23 (3.119)
= P 2 − 2w21w22 − 2w21w23 − 2w22w23 (3.120)
|w41 + w42 + w43 + 3− 3(P + 1)2| (3.121)
= |P 2 − 2w21w22 − 2w21w23 − 2w22w23 + 3− 3P 2 − 6P − 3| (3.122)
= | − 2P 2 − 2w21w22 − 2w21w23 − 2w22w23 − 6P | (3.123)






























We solve (3.125) by Lagrange multipliers method. The Lagrangian of the above optimiza-
tion problem is































2 − 2λw3 = 0 (3.129)
Since we assume all weight parameters are non-zero (positive)
w22 + w
2
3 = λ (3.130)
w12 + w
2
3 = λ (3.131)
w21 + w
2








w2 = w2 = w3. (3.133)
The result holds for general case. If we have m parameters, the weight vector that minimizes
the difference between the fourth moments is
w1 = w2 = · · · = wm (3.134)
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3.7.1 Cumulant Matching
The cumulants of a random variable X, denoted as km, are the coefficients of the following








where φ(t) is the characteristic function of random variable X, defined as








k2 = µ2 − µ21
k3 = 2µ
3
1 − 3µ1µ2 + µ3
k4 = µ4 − 4µ3µ1 − 3µ22 + 12µ2µ21 − 6µ41 (3.137)
using (3.137) we can evaluate the first few cumulants for our model with weight vector
w = (w1, .., wm)
k0 = 1
k1 = µ1 = 0
















For a Gaussian random variable only the first two cumulants k1, k2 are non-zero [24].
For a standard normal noise N
k1(N) = 0 (3.139)
k2(N) = 1 (3.140)
ki(N) = 0 i = 3, 4 · · · (3.141)
So
k1(Y ) = k1(X) (3.142)
k2(Y ) = k2(X) + 1 (3.143)
ki(Y ) = ki(X) i = 3, 4 · · · (3.144)
Since the cumulants of a Gaussian distribution with the same mean and variance of Y,
N ∼ (E[Y ], σ2Y ) are zero for order 3 and above, we are trying to minimize cumulants of Y
of order 3 and above. We can match the first two cumulants easily. If there are multiple
minimizer for each cumulant say kp, we choose the one that minimizes the absolute value




















w2i − P ) (3.146)
∂L
∂wi




i = 1, · · ·m (3.148)




Which yield the same result using moment matching approach.
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3.7.2 Using Taylor Expansion
Mutual Information in general is a functional of joint probability distribution of input and
output. But if the channel (PY |X(Y |X)) is fixed and we just scale the constellation to
satisfy the average power constraint at the input, we can consider the mutual information
to be a function of snr. We can write it as a Taylor series expansion around zero snr. By
using Taylor expansion of mutual information I(X, snr) around zero snr given in [22] for






snr2 + (2− (EX3)2)snr
3
6




Trying to maximize the mutual information in low snr regime is equivalent to maximiz-
ing the coefficients of the low terms of expansion in (3.150). Since the coefficients up to














2 − 2(w21w22 + w21w23 + · · ·+ w2m−1w2m) (3.152)
so












6(1− 2T )− (1− 2T )2 (3.155)
max
E[X2]=1
5− 4T 2 − 8T (3.156)
min
E[X2]=1
4T 2 + 8T (3.157)
Lagrangian
























w2j ) = µ i = 1, · · · ,m (3.162)
The solution to (3.162) is
w1 = w2 = · · · = wm (3.163)
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3.8 Properties of Coded Modulation Capacity
Suppose a communication system consists of a binary channel encoder followed by a mod-
ulator. We take each m-bit string of encoder output and map it to a constellation point
through a labelling function µ : {0, 1}m 7→ X . We can indicate each m-bit string of the
encoder output by B1B2 · · ·Bm. Since µ is a one-to-one mapping, the mutual information
between the channel input X and the output Y is equal to the mutual information between
the encoder output B1B2 · · ·Bm and the channel output Y
I(X;Y ) = I(B1B2 · · ·Bm;Y ) (3.164)
Expanding the mutual information in (3.164) using chain rule [18] gives
I(B1B2 · · ·Bm;Y ) = I(B1;Y ) + I(B2;Y |B1) + · · · I(Bm;Y |B1B2 · · ·Bm−1). (3.165)
Expansion in (3.165) is the main essence of MLC-MSD (Multi-Level Coding Multi-Stage
Decoding ) first proposed by Imai and Hirakawa [10] to achieve coded modulation capacity.
We can design m binary codes each with appropriate rate associated with I(Bk;Y |B1 · · ·Bk−1)
in a multilayer fashion. Decoding is performed in a sequential manner. The first bit is
decoded first while the other bits are considered noise in decoding B1. In decoding Bk the
first k-1 bits B1 · · ·Bk−1 are know and presented to the decoder. Decoder is provided with
the knowledge of already decoded bits in each stage.
In this method, if each code rate is adjusted to the corresponding term in the expansion
of (3.165)














Figure 3.9: Coded Modulation Block Diagram
There are some questions might arise regarding Coded Modulation and MLC-MSD
implementation of it. Chain rule in (3.165) can be written in many different ways where
each expansion can be interpreted as a decoding order of bits in the decoder. For example,
consider two different ways of expanding I(B1B2;Y )
I(B1B2;Y ) = I(B1;Y ) + I(B2;Y |B1) (3.168)
I(B1B2;Y ) = I(B2;Y ) + I(B1;Y |B2) (3.169)
The first one corresponds to a MLC scheme that decodes B1 first and then passes it to
the next stage to decode B2. The rate for the code that encodes B1 is r1 = I(B1;Y ) and
the rate of the code that encodes B2 is r2 = I(B2;Y |B1) for this decoding order in the
decoder.
However, the second one corresponds to a MLC scheme that decodes B2 first and
then passes it to the next stage to decode B1. The rate for the code that encodes B1 is
r′1 = I(B1;Y |B2) and the rate of the code that encodes B2 must be set to r′2 = I(B2;Y )
for this decoding order if we want to achieve reliable communication.
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In general these quantities are not equal
r′1 6= r1 (3.170)
r′2 6= r2 (3.171)
i.e. rate associated to each level is different for each decoding order.
Does that affect the overall performance of the system? Chain rule answers this ques-








the overall rate associated to Coded Modulation scheme is independent of the order in
which bits are decoded in the decoder as long as the rates for each level chosen correctly.
In the following example we will see this phenomenon in more details. Suppose we use
a 4-PAM constellation with a specific labelling, say Natural labelling to see the effect of
order of decoding.
X = {−3 − 1 + 1 + 3} (3.173)
with labelling
{00 01 10 11}. (3.174)
00 01 10 11
-3 -1 +1 +3
Figure 3.10: 4-PAM with Natural labelling
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Calculating both terms in (3.168) leads to the followings
I(Y ;B1) = h(Y )− h(Y |B1)
= h(Y )− [h(Y |B1 = 0)PB1(0) + h(Y |B1 = 1)PB1(1)] (3.175)
I(B2;Y |B1) = h(Y |B1)− h(Y |B1B2)
= h(Y |B1 = 0)PB1(0) + h(Y |B1 = 1)PB1(1)
− [h(Y |B1B2 = 00)PB1B2(0, 0)
+ h(Y |B1B1 = 01)PB1B2(0, 1)
+ h(Y |B1B2 = 10)PB1B2(1, 0)
+ h(Y |B1B2 = 11)PB1B2(1, 1)] (3.176)
for the first term:
PB1(0)[h(Y |B1 = 0)− (PB2(0)h(Y |B1B2 = 00) + PB2(1)h(Y |B1B2 = 01))]
= PB1(0)[h(Y |B1 = 0)− h(Y |B1 = 0, B2)] = PB1(0)I(B2;Y |B1 = 0) (3.177)
and for the second term:
PB1(1)[h(Y |B1 = 1)− (PB2(0)h(Y |B1B2 = 10) + PB2(1)h(Y |B1B2 = 11))]
= PB1(1)[h(Y |B1 = 1)− h(Y |B1 = 1, B2)] = PB1(1)I(B2;Y |B1 = 1) (3.178)
so equation (3.176) can be rewritten as:
I(B2;Y |B1) = PB1(0)I(B2;Y |B1 = 0) + PB1(1)I(B2;Y |B1 = 1) (3.179)
In this case Y is a mixed-Gaussian random variable with four components at constellation
points. h(Y |B1 = 0) is the entropy of a mixed-Gaussian random variable with two com-
ponents at -3, -1 and h(Y |B1 = 1) is the entropy of a mixed-Gaussian random variable
with two components at +1, +3. I(B2;Y |B1 = 0) is the mutual information obtained by
transmitting a two-point constellation over an AWGN channel with points at -3, -1 and
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I(B2;Y |B1 = 1) is the mutual information obtained by transmitting a two-point constella-
tion over an AWGN channel with points at +1, +3 . The rates obtained by this particular
decoding order is shown in the following figure:
Figure 3.11: first order of decoding given in (3.168)
If we choose another decoding order in this example, we would have:
I(B1B2;Y ) = I(B2;Y ) + I(B1;Y |B2) (3.180)
I(Y ;B2) = h(Y )− h(Y |B2)
= h(Y )− [h(Y |B2 = 0)PB2(0) + h(Y |B2 = 1)PB2(1)] (3.181)




[I(B1;Y |B2 = 0) + I(B1;Y |B2 = 1)] (3.182)
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Figure 3.12: second order of decoding given in (3.168)
The significant difference in the rates achieved by the second bit (red graphs) in
both cases can be easily understood form the constellation structure. I(B2;Y |B1) and
I(B1;Y |B2) can be seen as a weighted sum of two mutual information whose values de-
pend on the relative positioning of points in each subset determined by a specific bit. For
example in the first case when B1 = 0 the subset contains two points -3, -1 but in the
second case when B2 = 0 the subset contains -3 , +1 which are further apart compared to
the fist case so
I(B2;Y |B1 = 0) < I(B1;Y |B2 = 0). (3.183)
The same argument can be applied to get
B2;Y |B1 = 1) < I(B1;Y |B2 = 1) (3.184)
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Hence
I(B2;Y |B1) < I(B1;Y |B2). (3.185)




[h(Y |B1 = 0) + h(Y |B1 = 1)] = h(Y |B1 = 0) (3.186)
1
2
[h(Y |B2 = 0) + h(Y |B2 = 1)] = h(Y |B2 = 0) (3.187)
In the second term, the two Gaussian components are twice spaced than the components
in the first term, hence the second mixed-Gaussian term has more power. On the other
hand, the first term is more Gaussian like distribution so the comparison needs to evaluate
the exact values. But we already know from previous section that
h(Y |B1 = 0) < h(Y |B2 = 0) (3.188)
therefore
I(Y ;B2) < I(Y ;B1) (3.189)
As you see from two above figures, each decoding order results in in totaly different R1
and R2 but the summation R = R1 +R2 is the same and does not depend on the order of
decoding:
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In Bit-Interleaved Coded Modulation (BICM) scheme, we introduce an interleaver between
the binary encoder and the modulator. The interleaver tries to diminish the correlation
between different bit positions. This approach makes the design of encoder and modulator
independent from each other and we can design them separately to optimize the overall
performance of the system. Each m-bit subsequent of the encoder output are mapped to
a constellation point through a labelling function µ : {0, 1}m → X . For this model, Caire





and in [15] using typical sequence,s the authors show that it is indeed achievable. In this
case, in contrast to Coded Modulation scheme, the choice of labelling highly affects the
performance of the system and the resulting rate.
Encoder
B′1 · · ·B′m
Interleaver
B1 · · ·Bm
Modulator
X
Figure 4.1: BICM Transmitter
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Y
DEM De - Interleaver Decoder
Figure 4.2: BICM Receiver
For a given constellation, we are trying to find the optimum binary labelling from a
BICM capacity maximization point of view. In [14], the authors conjectured that Gray
labelling maximizes BICM capacity but we show that it is not true for all range of snr.
[8] compares Gray labelling with Set Partitioning labelling which is used in TCM (Trellis
Coded Modulation) scheme for various PSK and QAM constellations.
In [16] optimal binary labelling, input distributions and input alphabet for BICM ca-
pacity are discussed at low snr regime. By some examples it shows that for different snr
regions the BICM capacity is maximized with different labellings.
Calculating BICM capacity requires to compute m mutual information for each position.
Because of the mixed-Gaussian noise term in each subchannel, we can not obtain a closed
form expression for BICM capacity in general.
Hence, the problem here is to find parameter vectors w = (w1, ..., wm) to maximize∑m
i=1 I(Bi;Y ) subject to underlying constraints of the problem. Here we assume average
power constraint E[X2] ≤ P which is equivalent to:
m∑
i=1
w2i ≤ P (4.2)













This problem here is similar to (3.73) in nature with different objective function compared
to (3.73).
There are different ways to solve this optimization problem in which the objective
function doesn’t admit a closed form expression. The objective function is not convex,
hence, special care must be taken when trying to find global optimal using numerical
methods.
4.1 Effect of Labelling
With the introduction of interleaver we can consider the BICM as m parallel binary input
continues-output channel with rate I(Bk;Y ) associated to k th sub-channel. with the
assumption of an interleaver with infinite depth, the k subchannels are considered to be
independent [14] [25], or the correlation among sub-channels are assumed to be neglected.
So the general rate achieved in this scheme is the summation of rates of sub-channels as
given in (4.1). Using data processing inequality, [14] shows that BICM capacity for a given
constellation is always less than or at most equal to Coded Modulation capacity of the
constellation.
CBICMX ≤ CCMX (4.4)
I have calculated and plotted the BICM capacity for 4-PAM and 8-PAM constellations
for a range of snr. For comparison purposes, I also plotted the CM capacity of both
constellations on the same plot.
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Figure 4.3: BICM capacity for two different labellings , 4-PAM
64
Figure 4.4: BICM capacity for two different labellings, 8-PAM(in Eb/N0)
As it is seen from both plots, the BICM capacity for both labellings are less than CM
capacity. Gray labelling is optimal in high snr regime and also achieves CM capacity at
high snr regime. Gray labelling has more than 1.5dB gain compared to Natural labelling
for R = 1 bit/channel use.
There is a relatively huge gap between CM capacity and BICM capacity for Gary
labelling at medium to low snr regime. This is where AWM comes to play its role. As it
is seen from the following figure, it compensate most of the gap in this snr region.
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Figure 4.5: BICM capacity for two different labellings, 8-PAM
4.2 Asymptotic Behaviour of BICM Capacity
We can approximate any capacity function C(snr) around snr = 0 using Taylor series
expansion as
C(snr) = α snr + β snr2 +O(snr3). (4.5)






We can express BICM capacity as CM capacity terms.
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Lemma 3.





PBi(b) I(Y ;X|Bi = b) (4.7)
Proof: For each term in the summation
I(Y ;Bi) = h(Y )− h(Y |Bi)
= h(Y )− h(Y |X) + h(Y |X)− h(Y |Bi)
= I(Y ;X)− I(Y ;X|Bi) (4.8)


















PBi(b) I(Y ;X|Bi = b) (4.10)
Each term in (4.7) is a Coded Modulation mutual information. Using Theeorem 7 in [?]
































The first term of (4.12) is
m log e (1− (E[X])
2
E[X2]




Hence the first coefficient of the Taylor expansion for BICM scheme is














E[X] = 0 (4.16)















In particular for our model with its underlying labelling
E[X|B1 = 0] = −w1
E[X|B1 = 1] = w1
E[X|B2 = 0] = −w2
E[X|B2 = 1] = w2 (4.19)
E[X2|Bi = b] = w21 + w22 (4.20)








2) = log e. (4.21)
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If we use the constellation points produced by the model but with Gray labelling
E[X|B1 = 0] = −w1
E[X|B1 = 1] = w1
E[X|B2 = 0] = 0
E[X|B2 = 1] = 0 (4.22)
E[X2|B1 = 0] = w21 + w22 (4.23)
E[X2|B1 = 1] = w2! + w22 (4.24)
E[X2|B2 = 0] = (w1 + w2)2 (4.25)




















< log e (4.27)
4.3 Higher Order Optimality
In [26], the coefficients of Taylor expansion for a coded modulation capacity of a general
constellation is given. We expand capacity (in nats per channel use) in the form of
C = αsnr + βsnr2 +O(snr2). (4.28)
Using Theorem 5 in [26] we will obtain simple expressions for α and β in Coded Modulation
scheme and then we will extend the results for BICM scheme. In the following, we restate
Theorem 5 in [26]
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Theorem 8. let x = (x1, · · · , xk) and z = (z1, · · · , zk) be two independent k-dimensional
real-valued random vector where the components of z are are iid Gaussian random variables
with parameters (0, σ2). If there exists constant δ and µ such that


















Where X and N are independent and N is a Gaussian random variable with zero mean and















β = − log e
4
var2(X) (4.34)
Using (4.7) we can obtain expressions for the first two coefficients of Taylor expansion in
BICM scheme.





PBi(b) I(Y ;X|Bi = b) (4.35)
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Following common notation in BICM literature, we denote the subset of constellation
points which have bit b in position i by X ib .
According to (4.7) the corresponding coefficients for BICM capacity are






CM(X ib ) (4.36)






CM(X ib ) (4.37)
We bring all the pieces together in the following theorem.
Theorem 9. For BICM with equi-probable binary encoding the coefficients for the first two























var2(X ib ) − m var2(X)
]
(4.39)
Now, we apply (4.39) to our model. For m = 2 we have
X 10 = { −w1 − w2, −w1 + w2 } (4.40)
X 11 = { w1 − w2, w1 + w2 } (4.41)
X 20 = { −w1 − w2, w1 − w2 } (4.42)
X 21 = { −w1 + w2, −w1 + w2 } (4.43)
Therefore
var(X 10 ) = w22 (4.44)
var(X 11 ) = w22 (4.45)
var(X 20 ) = w21 (4.46)
































2)− 2(w21 + w22)2
]









2)− w41 − w42
]
=













< − log e
4
var2(X) = βCM (4.49)
So
αAWM = αCM (4.50)
βAWM < βCM (4.51)
but if we use the constellation generated according to (2.5) with Gray labelling we will
obtain:
X 10 = { −w1 − w2, −w1 + w2 } (4.52)
X 11 = { w1 − w2, w1 + w2 } (4.53)
X 20 = { −w1 − w2, w1 + w2 } (4.54)
X 21 = { −w1 + w2, w1 − w2 } (4.55)
Therefore
var(X 10 ) = w22 (4.56)
var(X 11 ) = w22 (4.57)
var(X 20 ) = (w1 + w2)2 (4.58)































(2w42 + (w1 − w2)4 + (w1 + w2)4)− 2(w21 + w22)2]














= − log e
4
var2(X) = βCM (4.61)
So
αGray < αCM (4.62)
βGray > βCM (4.63)
Which shows sub-optimality of Gray labelling in low snr. For 4-PAM with Natural la-
belling:
X 10 = {−3µ , −µ } (4.64)
X 11 = {+µ , +3µ} (4.65)
X 20 = {−3µ, +3µ } (4.66)
X 21 = {−µ, +µ } (4.67)
var(X) = 5µ2 (4.68)
var(X 10 ) = µ2 (4.69)
var(X 11 ) = µ2 (4.70)
var(X 20 ) = 9µ2 (4.71)

























(3µ4 + 81µ4)− 2(25µ4)] (4.74)





βCM > βCM (4.75)
4-PAM with Natural labelling is not first-order optimal.
4.3.1 Optimal Labelling Criteria
we are trying to find labelling for a given constellation to make BICM capacity as close as
possible to CM capacity. for small snr values, this is equivalent to make the first few terms
in Taylor expansion similar to corresponding terms in CM expansion.























var(X ib ) (4.78)
and trying to design labelling in such a way to minimize the difference in the second term.
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