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Abstract Let S be a semigroup, let n ∈ N be a positive natural number, let A, B ⊆ S,
let U ,V ∈ βS and let let F ⊆ { f : Sn → S}. We say that A is F-finitely embeddable
in B if for every finite set F ⊆ A there is a function f ∈ F such that f (An) ⊆ B,
and we say that U is F-finitely embeddable in V if for every set B ∈ V there is a
set A ∈ U such that A is F-finitely embeddable in B. We show that F-finite embed-
dabilities can be used to study certain combinatorial properties of sets and ultrafilters
related with finite structures.We introduce the notions of set and of ultrafilter maximal
for F-finite embeddability, whose existence is proved under very mild assumptions.
Different choices of F can be used to characterize many combinatorially interest-
ing sets/ultrafilters as maximal sets/ultrafilters, for example thick sets, AP-rich sets,
K (βS) and so on. The set of maximal ultrafilters for F-finite embeddability can be
characterized algebraically in terms of F . This property can be used to give an alge-
braic characterization of certain interesting sets of ultrafilters, such as the ultrafilters
whose elements contain, respectively, arbitrarily long arithmetic, geoarithmetic or
polynomial progressions. As a consequence of the connection between sets and ultra-
filters maximal for F-finite embeddability we are able to prove a general result that
entails, for example, that given a finite partition of a set that contains arbitrarily long
geoarithmetic (resp. polynomial) progressions, one cell must contain arbitrarily long
geoarithmetic (resp. polynomial) progressions. Finallywe applyF-finite embeddabili-
ties to study a few properties of homogeneous partition regular diophantine equations.
Some of our results are based on connections between ultrafilters and nonstandard
models of arithmetic.
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1 Introduction
The notion of finite embeddability of sets of integers was introduced by Di Nasso [8]
to study problems related to difference sets in combinatorial number theory (see also
[22] where this notion was implicitly used by Ruzsa).
Definition 1.1 ([8], §4) Let A, B ⊆ Z. We say that A is finitely embeddable in B if
each finite subset F of A has a rightward translate F + k = { f + k | f ∈ F} included
in B.
In [5], Blass and Di Nasso considered the notion of finite embeddability of sets of
natural numbers, as well as a related notion defined for ultrafilters.
Definition 1.2 ([5], §1) Let U ,V ∈ βN. We say that U is finitely embeddable in V if
for every set B ∈ V there is a set A ∈ U such that A is finitely embeddable in B.
Blass and Di Nasso proved many basic properties of the finite embeddability of
sets and ultrafilters on N, for example that the finite embeddability of sets is related
with the notion of “leftward V-shift” (a notion first considered by Krautzberger [15]
and independently introduced by Beiglböck [2] to give a ultrafilter proof of Jin’s
theorem). They also showed how finite embeddability can be characterized in terms
of nonstandard extensions of N. In Luperi Baglini [18], we continued the study of the
finite embeddability, both with standard and nonstandard methods. Our main result
was that there exist ultrafilters maximal for finite embeddability and that the set of
such maximal ultrafilters is the closure of the minimal bilateral ideal of (βN,⊕),
namely K (βN,⊕). We also provided some applications to combinatorial number
theory.
The main idea behind the applications of the finite embeddability is that if A is
finitely embeddable in B then for every “combinatorially interesting” finite structure
in A there is a translate of that structure in B. This allows to deduce some combinatorial
properties of B. In this paper we want to generalize this idea by modifying the notion
of “finite embeddability” that we are going to consider, by allowing the use of more
general functions to embed finite subsets of a set A into a set B. In this way we will
be able to study in a single setting different notions such as arithmetic, polynomial
and geoarithmetic progressions, partition regular diophantine homogeneous equations,
piecewise syndetic sets and so on (see Sect. 6). Even if we are mostly interested in
applications to combinatorial number theory on N,F-finite embeddabilities can be
introduced for a generic semigroup1 S.
1 Namely, we assume to have a binary operation · defined on S such that (S, ·) is a semigroup. For all
properties and definitions regarding semigroups we refer to [12].
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Definition 1.3 Let S be a semigroup, let A, B ⊆ S, let n ≥ 1 be a natural number
and let F ⊆ { f : Sn → S}. We say that A is F-finitely embeddable in B and we write
A ≤F B if for every finite set F ⊆ A there is f ∈ F such that
f
(
An
) := { f (a1, . . . , an) | ∀i ≤ n ai ∈ A} ⊆ B.
Definition 1.4 Let U ,V ∈ βS, let n ≥ 1 and let F ⊆ { f : Sn → S}. We say that U is
F-finitely embeddable in V and we write U ≤F V if for every set B ∈ V there exists
A ∈ U such that A ≤F B.
In Sect. 2 we study some basic properties of F-finite embeddabilities for semi-
groups, and in Sect. 3 we study some basic properties of F-finite embeddabilities
of ultrafilters and we introduce the notions of ultrafilter maximal (or weakly maxi-
mal) for F-finite embeddability. In Sect. 4 we study such ultrafilters by means of a
nonstandard characterization of F-finite embeddabilities of ultrafilters based on cer-
tain particular iterated nonstandard models of arithmetics (nonstandard techniques are
used only Sect. 4 and to prove Lemma 5.5). We use this characterization to provide an
algebraic characterization of maximal ultrafilters for a large family ofF-finite embed-
dabilities, which is used to improve and generalize the main results obtained in [5,18].
In Sect. 5 we prove that the families of sets maximal for F-finite embeddabilities
are strongly partition regular whenever they are partition regular (see Definition 5.1).
Finally, in Sect. 6 we show some examples of applications ofF-finite embeddabilities.
In particular, we obtain an algebraic characterization of the sets
• {U ∈ βN | ∀A ∈ U A is AP-rich};
• {U ∈ βN | ∀A ∈ U A contains arbitrarily long geoarithmetic progressions};
• {U ∈ βN | ∀A ∈ U A contains arbitrarily long polynomial progressions},
and we also prove that the family of sets that contain arbitrarily long geoarithmetic
(resp. polynomial) progressions is strongly partition regular. Finally, we applyF-finite
embeddabilities to show some properties of partition regular homogeneous diophan-
tine equations.
2 F -finite embeddabilities of semigroups
In this section we want to prove a few basic properties of F-finite embeddabilities
between subsets of semigroups. We start our study by fixing some notations that will
be used throughout the paper.
Definition 2.1 Let n ≥ 1 be a natural number, and let S be a semigroup. We let:
• P(S) = {A ⊆ S};
• P f in(S) = {A ⊆ S | A is finite};
• F (Sn, S) = { f : Sn → S};
• F R(S,·) = { fr ∈ F(S, S) | r ∈ S and ∀s ∈ S fr (s) = s · r};
• F L(S,·) = {gr ∈ F(S, S) | r ∈ S and ∀s ∈ S gr (s) = r · s}.
When S is commutative, we set F(S,·) := F R(S,·) = F L(S,·).
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In the next proposition we summarize the first basic propertis of F-finite embeddabil-
ities of sets.
Proposition 2.2 Let S be a semigroup, let A, A1, A2, B, B1, B2 ∈ P (S) and let
F ,F1, . . . ,Fk ∈ F(Sn, S). Then:
(i) if F = { f } then A ≤{ f } B if and only if f (An) ⊆ B;
(ii) if A ≤F1∪....∪Fk B then there is an index i ≤ k such that A ≤Fi B;
(iii) if A1 ⊆ A2 and A2 ≤F B then A1 ≤F B;
(iv) if B1 ⊆ B2 and A ≤F B1 then A ≤F B2.
Proof The only proof which is not trivial is that of (ii). It is clear that it is sufficient
to show that this property holds for k = 2, since the general case follows easily by
induction. Let us suppose that A ≤F1∪F2 B. If F ≤F1 B for every finite subset F of
A then, by definition, A ≤F1 B. Otherwise there exists a finite subset F0 of A such
that
f
(
Fn0
)
 B for every f ∈ F1. (1)
Now let F ∈ P f in(A). Since A ≤F1∪F2 B there exists f ∈ F1 ∪ F2 such that
f ([F0 ∪ F]n) ⊆ B. By (1) we have that f ∈ F2 so, in particular, F ≤F2 B. Since
this holds for every finite subset F of A we have that A ≤F2 B. 
unionsq
It is not difficult to notice (see e.g. [5,16]) that
(
P (N) ,≤F(N,+)
)
is a preorder,
namely that the finite embeddability is reflexive and transitive on P (N). This will not
be always the case for a general semigroup S and a general family F of functions;
however, it is not difficult to isolate the conditions that ensure that ≤F is a preorder.
Proposition 2.3 Let S be a semigroup. The relation ≤F is
(i) transitive if and only if for every finite F ⊆ S, for every functions f, g in F
there is a function h in F such that h (Fn) ⊆ g ([ f (Fn)]n);
(ii) reflexive if and only if for every finite F ⊆ S there is a function f in F such
that f (Fn) ⊆ F.
Proof (i) Let ≤F be transitive. Let F be a finite subset of S and let f, g be functions
in F . Then F ≤F f (Fn) and f (Fn) ≤F g ([ f (Fn)]n) so F ≤F g ([ f (Fn)]n). As
F is finite, this happens if and only if there is a function h in F such that h (Fn) ⊆
g ([ f (Fn)]n).
Conversely, let A, B,C be subsets of S such that A ≤F B and B ≤F C . Let F be
a finite subset of A and let f, g ∈ F be such that f (Fn) ⊆ B and g ([ f (Fn)]n) ⊆ C .
If h ∈ F is such that h (Fn) ⊆ g ([ f (Fn)]n), we have that h (Fn) ⊆ C , so A ≤F C
and F is transitive.
(ii) This equivalence is a direct consequence of the definitions. 
unionsq
Definition 2.4 We say that a family of functions F ⊆ F(Sn, S) is transitive (resp.
reflexive) if (P (S) ,≤F ) is transitive (resp. reflexive).
In particular, let us note that, for every semigroup S, bothF R(S,·) andF L(S,·) are transi-
tive sets of functions, and that if S has an identity then they are also reflexive.Moreover,
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from Proposition 2.3 we deduce that if n = 1 then g ([ f (Fn)]n) = (g ◦ f ) (F). In
this case an immediate consequence of Proposition 2.3 is that if F is closed under
composition then ≤F is transitive, and if the identity map i : S → S is in F then ≤F
is reflexive. In particular if F ⊆ F(S, S) and (F , ◦) is a monoid then (P (S) ,≤F ) is
a preorder.
The basic idea behind the applications ofF-finite embeddabilities (see e.g. [5,8,18]
for some examples regarding ≤F(N,+)) is that the relation A ≤F B permits to “lift”
certain combinatorial properties of A to B. The idea is that sets that are maximal with
respect to F-finite embeddabilities are combinatorially rich (in a sense that has to be
precised, and that will depend on F). Since in the following we will study in detail
these sets, let us fix some notations.
Definition 2.5 Let S be a semigroup and let F ⊆ F(S, S) be transitive. We denote by
M (S,F) the set of maximal elements in (P (S) ,≤F ), namely
M (S,F) = {A ⊆ S | S ≤F A} .
Clearly S ∈ M (S,F), so M (S,F) = ∅. A simple characterization of the sets in
M (S,F) is stated in the following proposition, whose proof follows easily from the
definitions.
Proposition 2.6 Let A ⊆ S. The following conditions are equivalent:
(i) A ∈ M (S,F);
(ii) for every finite set F ⊆ S we have that F ≤F A.
Example Let us give some examples.
(i) We recall that (see e.g. [12], Definition 4.45) a subset A of a semigroup S is thick
iff for every finite F ⊆ S there is s ∈ S such that F · s ⊆ A. Therefore, from
Proposition 2.6 it is immediate to deduce that, for every semigroup S,
M
(
S,F R(S,·)
)
= {A ⊆ S | A is thick} .
(ii) Let S = N and let
A = { fa,b (x) ∈ F(N, N) | a, b ∈ N, b > 0 and fa,b (x) = a + bx ∀x ∈ N
}
.
Then from Proposition 2.6 we deduce that
M (N,A) = {A ⊆ N | A is AP-rich}
since, given any k ∈ N, for every fa,b ∈ A we have that fa,b ([0, . . . , k]) is an
arithmetic progression of length k + 1.
(iii) Let again S = N and let
G =
{
fr,a,b (n,m) ∈ F(N, N) | r, a, b ∈ N, r > 1, b > 0 and
fr,a,b (n,m) = rn (a + mb) ∀ (n,m) ∈ N2
}
.
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Let us call GAP-rich a set A ⊆ N if it contains arbitrarily long geoarithmetic
progressions, namely if for every k ∈ N there are r > 1, b > 0, a ∈ N such that
r i (a+ jb) ∈ A for every 1 ≤ i, j ≤ k. Then, similarly to the case ii, by applying
Proposition 2.6 we deduce that
M (N,G) = {A ⊆ N | A is GAP-rich} .
(iv) Let  = {a, b}, let + be the free semigroup on  and let
F = { fn ∈ F(+, +) | n ∈ N, fn (w) = wan ∀w ∈ +
}
.
Then
M
(
+,F) = {A ⊆ + | ∀m ∈ N, ∀w1, . . . , wm ∈ +
∃n ∈ N such that wi an ∈ A ∀i ≤ m
}
.
In Sect. 5 wewill prove a result regarding sets maximal forF-finite embeddabilities
that will be useful for applications. We conclude this section by proving a relationship
between F R(S,·)-finite embeddabilities and a general notion of density for semigroups.
In [5] the authors observed that Banach density is increasing with respect to finite
embeddability, namely that, for every A, B ⊆ N, if A ≤F(N,+) B then BD (A) ≤
BD (B). Our generalization of this result to arbitrary semigroups is based on a general
notion of density for semigroups introduced byHindman and Strauss [13], that extends
the usual notions of density for left amenable semigroups based on nets of finite sets.
Let us recall its definition.
Definition 2.7 Let (D,≤) be an upward directed set, let S be a semigroup, let F =
〈Fn〉n∈D be a net2 in P f in (S) and let A ⊆ S. Then
d∗F (A) = sup{α ∈ R | (∀m ∈ D) (∃n ≥ m)
(∃x ∈ S ∪ {1}) (|A ∩ (Fn · x)| ≥ α|Fn|)},
where we have set |A ∩ (Fn · 1)| = |A ∩ Fn| (namely, s · 1 = s for every s ∈ S).
We also recall that, given a natural number b, the semigroup S is b-weakly left
cancellative if, for all x, y ∈ S, we have that
| {s ∈ S | s · x = y} | ≤ b.
Theorem 2.8 Let S be a b-weakly left cancellative semigroup and let A, B ⊆ S. If
A ≤F R
(S,·)
B then 1b d
∗
F (A) ≤ d∗F (B).
2 Namely Fn ⊆ Fm whenever n ≤ m.
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Proof Let α ∈ [0, 1] ⊆ R and let us suppose that α ≤ d∗F (A). Let m ∈ D. Let
n ≥ m and x ∈ S ∪ {1} be such that |A ∩ (Fn · x)| ≥ α|Fn|. A ∩ (Fn · x) is a
finite subset of A, therefore there exists y ∈ S such that (A ∩ (Fn · x)) · y ⊆ B.
Hence |B ∩ (Fn · x · y)| ≥ | (A ∩ (Fn · x)) · y|. Since S is a b-weakly left cancellative
semigroup, we have that | (A ∩ (Fn · x)) · y| ≥ 1b |A∩ (Fn · x)| ≥ 1bα. Since this holds
for every α ≤ d∗F (A) , we deduce that d∗F (B) ≥ 1b d∗F (A). 
unionsq
Two immediate consequences of Theorem 2.8 are the following.
Corollary 2.9 Let S be a b-weakly left cancellative semigroup and let T be a thick
subset of S. Then d∗F (T ) ≥ 1b .
Proof If T is thick then S ≤F(S,·) T . The thesis follows by observing that, clearly,
d∗F (S) = 1. 
unionsq
Corollary 2.10 Let S be a b-weakly left cancellative semigroup. Let A, B ∈ P (S).
If d∗F (A) > 0 and A ≤F R(S,·) B then d
∗
F (B) > 0.
Let us note that if (S, ·) = (N,+) and Fn = {1, . . . , n} for every n ∈ N then
d∗F is the upper Banach density, so the result regarding Banach density and finite
embeddability on N is a particular case of Corollary 2.10.
3 F -finite embeddabilities of ultrafilters
In this section we study some basic properties of (βS,≤F ). Let us observe that, if
(P (S) ,≤F ) is transitive, then (βS,≤F ) is transitive: in fact, let U ≤F V ≤F W . Let
A ∈ W and let B ∈ V,C ∈ U be such that B ≤F A,C ≤F B. Since (P (S) ,≤F )
is transitive we have that C ≤F A, therefore U ≤F W and the transitive property of
(βS,≤F ) is proved. It is immediate to observe that an analogous result holds when
F is reflexive.
From now on we assume (βS,≤F ) to be transitive. We fix some notations that will
be important throughout the paper.
Definition 3.1 Let S be a semigroup. For every ultrafilter U ∈ βS we set
U (n) :=
n times
︷ ︸︸ ︷
U × · · · × U = {A1 × · · · × An | Ai ∈ U ∀i ≤ n}
and
F
(
U (n)
)
=
{
A ⊆ Sn | ∃B ∈ U (n) such that B ⊆ A
}
.
Moreover we let G
(U (n)) = {W ∈ β (Nn) | F (U (n)) ⊆ W}.
Given a function f : Sn → S we will denote by f : β(Sn) → βS the unique
continuous extension of f . Let us recall (see e.g. [12], Lemma 3.30) that f is defined
as follows:
∀U ∈ β(Sn) f (U) =
{
A ⊆ S | f −1(A) ∈ U
}
.
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Moreoverwewill denote by the extension of the semigroup operation · toβS defined
as follows (see e.g. [12], Section 4.1 for the properties of this extension):
∀U ,V ∈ βS U  V = {A ⊆ S | {s ∈ S | {r ∈ S | s · r ∈ A} ∈ V} ∈ U} .
As usual, we will also identify every element s ∈ S with the principal ultrafilter
Us = {A ⊆ S | s ∈ A}.
We start our study of (βS,≤F ) with the analog of Proposition 2.2 for ultrafilters.
Proposition 3.2 Let S be a semigroup, let n ≥ 1 be a natural number, let U ,V be
ultrafilters on S and let F ,F1,F2 ⊆ F(Sn, S). Then:
(i) if F = { f } then U ≤F V if and only if V = f (W) for every W ∈ G
(U (n));
(ii) U ≤F1∪F2 V if and only if U ≤F1 V or U ≤F2 V;
(iii) if F1 ⊆ F2 and U ≤F1 V then U ≤F2 V .
Proof (i) From Proposition 2.2 we get the following equivalence
U ≤{ f } V ⇔ ∀A ∈ V ∃B ∈ U f
(
Bn
) ⊆ A ⇔ ∀A ∈ V f −1 (A) ∈ F
(
U (n)
)
and the thesis follows since W ∈ G (U (n)) ⇔ F (U (n)) ⊆ W .
(ii) Let us suppose that U ≤F1∪F2 V . There are only two possibilities:
1. For every set B in V there is a set A in U such that A ≤F1 B;
2. There is a set B inV such that, for every set A inU , A is notF1-finitely embeddable
in B.
In the first case U ≤F1 V; in the second case U ≤F2 V . In fact, let A ∈ V . A∩ B ∈ V ,
so there exists C ∈ U such that C ≤F1∪F2 A ∩ B. But C F1 A ∩ B so from
Proposition 2.2 it follows that C ≤F2 A ∩ B. In particular C ≤F2 A, so U ≤F2 V as
claimed.
(iii) This is a trivial consequence of the definitions. 
unionsq
Whenon S is defined an order relation≤, a natural question that arises is if (βS,≤F )
is an extension of (S,≤) having (S,≤) as its initial segment, namely if
• ≤F coincides with ≤ when restricted to S;
• everyprincipal ultrafilter isF-finitely embeddable in everynonprincipal ultrafilter;
• nonprincipal ultrafilters are not F-finitely embeddable in principal ultrafilters.
When this happens we say that (βS,F) is a coherent extension of (S,≤). In [16,18]
we proved that
(
βN,F(N,+)
)
is a coherent extension of (N,≤). For a general ordered
semigroup and a general family F this property does not hold, as can be seen by
considering the semigroup (N,+) with its usual ordering and
F = {cn | n ∈ N} ∪ {id}
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where, for every n ∈ N, cn is the constant function with value n and id is the identity
function on N. It is immediate to see that U ≤F V for every U ,V ∈ βN, so (βN,F)
is not a coherent extension of (N,≤).
To characterize coherent extensionswe use two lemmas, whose proofs follow easily
from the definitions.
Lemma 3.3 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F(Sn, S). Let s, r ∈ S. The following two conditions are equivalent:
(i) Us ≤F Ur ;
(ii) there is a function f in F such that f (s, s, . . . , s) = r .
Lemma 3.4 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F(Sn, S). The following two conditions are equivalent:
(i) every principal ultrafilter U is F-finitely embeddable in every nonprincipal
ultrafilter V;
(ii) for every element s ∈ S, for every infinite subset A of S there is a function f
in F such that f (s, s, . . . , s) ∈ A.
By combining Lemmas 3.3 and 3.4 we obtain the desired characterization of coher-
ent extension.
Proposition 3.5 (βS,F) is a coherent extension of (S,≤) if and only if F satisfies
the following two conditions:
(i) ∀ f ∈ F ,∀r, s ∈ S if r < s then f (r, r, . . . , r) < f (s, s, . . . , s);
(ii) for every s < r ∈ S there exists f ∈ F such that f (s, s, . . . , s) = r .
From Proposition 3.5 it follows that (βN,≤F(N,+) ) and (βN,A) are coherent exten-
sions of (N,≤) while (βN,≤F(N,·) ), (βN,G) are not.
We now want to study “maximal” ultrafilters. Since, in general, (βS,≤F ) is not
an order, we make precise what we mean by “maximal ultrafilter” in the following
definition.
Definition 3.6 Let F be a transitive set of functions and let U ∈ βS. Then we say
that U is a maximal ultrafilter if, for every V ∈ βS,V ≤F U . We say that U is weakly
maximal if, for every V ∈ βS, if U ≤F V then V ≤F U .
Notice that every maximal ultrafilter is weakly maximal by definition and that,
since we assume F to be transitive, if there exists a maximal ultrafilter then every
weaklymaximal ultrafilter is maximal.Wewill denote byW (βS,F) the set of weakly
maximal ultrafilters in (βS,≤F ), and by M (βS,F) the set of maximal ultrafilters in
(βS,≤F ).
In [18] we showed that in (βN,≤F(N,+) ) there are maximal ultrafilters, and that
the set of such maximal ultrafilters is K (βN,⊕), namely the closure of the mini-
mal bilateral ideal of (βN,⊕). This result was used to (re)prove some combinatorial
properties of the ultrafilters in K (βN,⊕), which can be used to deduce some combi-
natorial properties of piecewise syndetic sets in (N,+). Our main aim now is to find
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the properties that ensure the existence of (weakly) maximal ultrafilters for a generic
pair (βS,F).
To perform our study we will use the following terminology: chains with respect to
≤F will be called ≤F -chains and their upper bounds (when they exist) will be called
≤F -upper bounds.
Our claim is that every ≤F -chain has a ≤F -upper bound. To prove this claim we
recall two results which have been proved, e.g., in [18].
Lemma 3.7 If I is a totally ordered set then there is an ultrafilter V on I such that,
for every element i ∈ I , the set
Gi = { j ∈ I | j ≥ i} .
is included in V .
Proposition 3.8 Let I be a totally ordered set and let V be given as in Lemma 3.7.
Then for every A ∈ V, i ∈ I there exists j ∈ A such that i ≤ j .
By applying Lemmas 3.7 and 3.8 it is possible to show that every ≤F -chain has a
≤F -upper bound.
Proposition 3.9 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F(Sn, S) be a transitive family. Then every ≤F -chain 〈Ui | i ∈ I 〉 in βS has a
≤F -upper bound U .
Proof If I has a greatest element i then the ultrafilter Ui is the ≤F -upper bound of
the ≤F -chain.
Otherwise, let us suppose that I has not a greatest element. Let V be an ultrafilter
on I with the property expressed in Lemma 3.7. Let us consider the limit ultrafilter3
U = V − lim
i∈I Ui .
We claim that U is the ≤F -upper bound of the given ≤F -chain.
Let B ∈ U and i ∈ I . Since B ∈ U , we have that
IB = {i ∈ I | B ∈ Ui } ∈ V,
so IB ∩ Gi = ∅. Let j ∈ IB ∩ Gi . Since B ∈ U j , and Ui ≤F U j , there is a set
A ∈ Ui such that A ≤F B; this proves that Ui ≤F U for every index i ∈ I , so U is a
≤F -upper bound for the chain. 
unionsq
Corollary 3.10 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F(Sn, S) be transitive and reflexive. Then W (βS,F) = ∅.
3 We recall thatV − limi∈I Ui is the ultrafilter on S defined by the following relation: for every A ⊆ S, A ∈
V − limi∈I Ui ⇔ {i ∈ I | A ∈ Ui } ∈ V .
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Proof Let ≡F be the equivalence relation defined on βS by setting
U ≡F V ⇔ U ≤F V and V ≤F U .
For every U ∈ βS we let [U] denote its equivalence class with respect to ≡F , and we
let
X = {[U] | U ∈ βS} .
It is immediate to observe that if we set, ∀U ,V ∈ βS,
[U] ≤ [V] ⇔ U ≤F V
then we have that (X,≤) is a partially ordered set. Moreover, linear chains in (X,≤)
correspond to ≤F -chains in (βS,≤F ), so Proposition 3.9 ensures that every chain in
(X,≤) has an upper bound. Therefore, by Zorn’s Lemma there is a maximal element
[U] in (X,≤) so, by construction, U ∈ W (βS,≤F ). 
unionsq
In [18] to prove deduce the existence of maximal elements from the existence
of weakly maximal elements in (βN,≤F ) we used that (βN,≤F(N,+) ) is upward
directed,4 namely that for every U ,V ∈ βN ∃W ∈ βN such that U ,V ≤F(N,+) W
(for a proof of this fact, see [5] or [16]). We now want to prove that
(
βS,F(S,·)
)
is
upward directed for every commutative semigroup S. We prove a stronger result that,
when applied to a commutative semigroup S, provides a common F(S,·)-upper bound
to U ,V for every U ,V ∈ βS.
Proposition 3.11 Let S be a semigroup and let U ,V ∈ βS. Then U ≤F R
(S,·)
U V and
V ≤F L
(S,·)
U V . In particular, if S is commutative then bothU andV areF(S,·)-finitely
embeddable in U  V .
Proof Let A ∈ U  V . By definition, {s ∈ S | {r ∈ S | s · r ∈ A} ∈ V} ∈ U . Now let
B = {s ∈ S | {r ∈ S | s · r ∈ A} ∈ V}
and, for every s ∈ B, let
Cs = {r ∈ S | s · r ∈ A} .
It is immediate to see that Cs ≤F L
(S,·)
A for every s ∈ B, since s ·CS ⊆ A. This shows
that V ≤F L
(S,·)
U V . To prove that U ≤F R
(S,·)
U V we now show that B ≤F R
(S,·)
A. In
fact, let F = {s1, . . . , sn} be a finite subset of B. Let C = Cs1 ∩ ... ∩ Csn . C ∈ V , so
C = ∅ and, for every r ∈ C , by construction we have that F · r ∈ A. This concludes
the proof. 
unionsq
Corollary 3.12 If S is a commutative semigroup with identity then
(
βS,F(S,·)
)
is
upward directed. In particular M(βS,F(S,·)) = ∅.
4 Let us observe that the converse holds as well: in fact, if there is a maximal element in
(
βN,≤F
)
then(
βN,≤F
)
is trivially upward directed.
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For a generic semigroup S and a generic family of functions F it is not immediate
to decide if (βS,≤F ) is upward directed or not. Nevertheless, in many cases that are
interesting for applications the property of being upward directed can be deduced from
the following result.
Proposition 3.13 Let S be a semigroup, let n ≥ 1 be a natural number and let
F1,F2 ⊆ F(Sn, S). Let us assume that F1 ⊆ F2. If
(
βS,≤F1
)
is upward directed
then
(
βS,≤F2
)
is upward directed.
Proof We know from Proposition 3.2 that if U ≤F1 V then U ≤F2 V for every
U ,V ∈ βS. Now let U ,V ∈ βN and let W ∈ βS be such that U ≤F1 W and
V ≤F1 W . Then U ≤F2 W and V ≤F2 W , so ≤F2 is upward directed as well. 
unionsq
An immediate consequence of Proposition 3.13 is that (βN,≤A) is upward directed,
sinceF(N,+) ⊆ A and≤F(N,+) is upward directed.Moreover, since (A, ◦) is a monoid,
we can apply Corollary 3.10 to deduce that there are maximal ultrafilters in (βN,A)
(we will study these ultrafilters in Sect. 6.1).
A first immediate result on sets of maximal ultrafilters is the following.
Proposition 3.14 Let S be a semigroup, let n ≥ 1 be a natural number and let
F1,F2 ⊆ F (Sn, S). If F1 ⊆ F2 then M (βS,F1) ⊆ M (βS,F2).
Proof For every ultrafilters U ,V in βN, if U ≤F1 V then U ≤F2 V , so we have the
thesis. 
unionsq
In the next section we will show how to characterize M (βS,F) by means of a
nonstandard characterization of≤F . In particular wewill be able to give a nonstandard
characterization of upper cones, that are defined as follows for every semigroup (S, ·)
and every set F ⊆ F(Sn, S) (even when F is not transitive).
Definition 3.15 Let S be a semigroup, let n ≥ 1 be a natural number, let U ∈ βS and
let F ⊆ F(Sn, S). The upper cone of U in (βS,≤F ) (notation: CF (U)) is the set
CF (U) = {V ∈ βS | U ≤F V} .
An interesting topological property of upper cones is that they are closed in the
Stone topology.
Proposition 3.16 Let S be a semigroup and let n ≥ 1 be a natural number. For every
ultrafilter U ∈ βS, for every F ⊆ F (Sn, S) the cone CF (U) is closed in the Stone
topology.
Proof Let V ∈ CF (U). Let A ∈ V . By definition of closure in the Stone topology,
there exists W ∈ CF (U) with A ∈ W . Since U ≤F W , there exists B ∈ U such that
B ≤F A. Since this holds for every A ∈ V , we obtain that U ≤F V , so V ∈ CF (U).
This shows that CF (U) is closed. 
unionsq
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4 Nonstandard characterizations
In this section we assume that the reader knows the basics of nonstandard analysis.
We refer to [6], 4.4 for the foundational aspects of nonstandard analysis and to [7] for
all the nonstandard notions and definitions.
4.1 The hyperextension ∗∗S
Following an approach similar to the one used in [9,10,16,17,19] wework in hyperex-
tensions of S where the star map can be iterated (the existence of such hyperextensions
has been proved by Benci and Di Nasso [3]). This can be done by considering a set
X ⊃ S and a star map ∗ : V (X) → V (X) with the transfer property, where V (X) is
the superstructure on X . For our purposes it will be sufficient to consider ∗∗S:
S
∗−→∗S ∗−→∗∗S.
In particular, ∗S is a nonstandard extension of S and ∗∗S is a nonstandard extension of
∗S and of S.
We will use these nonstandard extensions to identify ultrafilters and nonstandard
points via the following association5:
(α1, . . . , αn) ∈∗∗Sn ⇒ U(α1,...,αn) =
{
A ⊆ Sn | (α1, . . . , αn) ∈∗∗A
} ;
U ∈ β(Sn) ⇒ μU =
{
(α1, . . . , αn) ∈∗∗S | U = U(α1,...,αn)
}
.
It follows from the definitions that, if we set α ∼u β ⇔ Uα = Uβ , then ∼u is
an equivalence relation. The set μ (U) is called the monad of U , and its elements are
called generators of U .
A simple, but important, observation is the following:
Observation 4.1 Let U ∈ βS. Then
⋃
W∈G(U (n))
μ (W) = μ (U)n .
A particularity of these iterated nonstandard extensions is that they allow to charac-
terize many operations between ultrafilters in terms of their generators. E.g., in [9,16]
it is proved that, for every α, β ∈∗N,
Uα ⊕ Uβ = Uα+∗β,
Uα  Uβ = Uα·∗β.
It is not difficult to see that this result can be generalized to arbitrary semigroups.
5 To work, this association needs a technical hypothesis that we will always assume, namely that the
hyperextension ∗S has the k+-enlarging property, where k is the cardinality of P (S). See e.g. [16,17,19–
21] for details.
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Theorem 4.2 Let S be a semigroup. Let α, β ∈∗S. Then Uα  Uβ = Uα·∗β .
Proof By definition: A ∈ Uα  Uβ ⇔
{
s ∈ S | {r ∈ S | s · r ∈ A} ∈ Uβ
} ∈ Uα ⇔
α ∈∗{s ∈ S | β ∈∗{r ∈ S | s · r ∈ A}} ⇔ α ·∗β ∈∗∗A. 
unionsq
This nonstandard characterization of ultrafilters and operations (for (S, ·) =
(N,+), (N, ·)) has been used in [9,16,17] and [19] to study problems in combina-
torial number theory on N related to the partition regularity of certain (linear and
nonlinear) equations. See also [10], where the use of nonstandard analysis in various
aspects of combinatorics is presented by means of some examples. In the next section
we will show how it can be used to characterize the cones CF (U).
4.2 Nonstandard Characterization of CF (U)
In this section we do not make any assumption on F , so we do not assume F to be
transitive or ≤F to be upward directed.
In [5] the following nonstandard characterization of ≤F(N,+) has been proved by
Blass and Di Nasso (see also [8] for a similar result regarding the finite embeddability
between sets of integers).
Proposition 4.3 ([5], Proposition 16) Let A, B ⊆ N. Then A ≤F(N,+) B if and only if
there exists α ∈∗N such that α + A ⊆∗B.
It is possible to generalize Proposition 4.3 to every semigroup S and every family
of functions F ⊆ F (Sn, S).
Proposition 4.4 Let S be a semigroup, let n ≥ 1 be a natural number, let A, B be
subsets of S and let F ⊆ F (Sn, S). The following two conditions are equivalent:
(i) A ≤F B;
(ii) there is a function ϕ in ∗F such that ϕ (An) ⊆∗B.
Proof For every finite subset F of A, let us consider the set
RF =
{
f ∈ F | f (Fn) ⊆ B} .
Since A ≤F B the family {RF }F∈P f in(A) has the finite intersection property,6 so
⋂
F∈P f in(A)
∗RF = ∅.
Letϕ be a function in this intersection.By construction and transfer,ϕ has the following
two properties:
1. ϕ ∈∗F ;
2. ϕ ( ∗Fn) ⊆∗B for every finite subset F of A.
As ∗Fn = Fn for every finite subset of S, by condition (2) it follows that ϕ (An) ⊆∗B.
6 Since, as we already pointed out, we assume that the hyperextensions that we are working with satisfy
the |P(S)|+-enlarging property.
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Conversely, let ϕ be a function in ∗F such that ϕ (An) ⊆ ∗B. By contrast, let us
suppose that A is not F-finitely embeddable in B. Let F be a finite subset of A such
that, for every function g ∈ F , g (Fn) is not included in B. By transfer it follows that,
for every function ψ ∈∗F , ψ ( ∗Fn) is not included in ∗B, and this is absurd because
∗Fn = Fn ⊆ A and ϕ (An) ⊆∗B. 
unionsq
Let us observe that Proposition 4.3 is a consequence of Proposition 4.4, since
∗F(N,+) =
{
tα : ∗N →∗N | tα (η) = α + η ∀η ∈∗N
}
,
so tα (A) = α + A for every A ⊆ N.
For our purposes it is important to consider the hyperextensions ∗ϕ of internal
functions ϕ : ∗Sn →∗S; in particular, we will use the following property.
Proposition 4.5 Let S be a semigroup, let n ≥ 1 be a natural number, let
ϕ ∈ ∗(F (Sn, S)) be an internal function and let α1, . . . , αn, β1, . . . , βn ∈ ∗Sn. If
(α1, . . . , αn) ∼u (β1, . . . , βn) then ( ∗ϕ) (α1, . . . αn) ∼u ( ∗ϕ) (β1, . . . , βn).
Proof Let A ⊆ S. Since (α1, . . . αn) ∼u (β1, . . . , βn), we have that
(α1, . . . αn) ∈∗
{
(s1, . . . , sn) ∈ Sn | ϕ (s1, . . . , sn) ∈∗A
}
⇔ (β1, . . . , βn) ∈∗
{
(s1, . . . , sn) ∈ Sn | ϕ (s1, . . . , sn) ∈∗A
}
.
Then
(∗ϕ
)
(α1, . . . αn) ∈∗∗A
⇔ (α1, . . . , αn) ∈∗
{
(s1, . . . , sn) ∈ Sn | ϕ (s1, . . . , sn) ∈∗A
}
⇔ (β1, . . . , βn) ∈∗
{
(s1, . . . , sn) ∈ Sn | ϕ (s1, . . . , sn) ∈∗A
}
⇔ ( ∗ϕ) (β1, . . . , βn) ∈∗∗A,
so ( ∗ϕ) (α1, . . . αn) ∼u ( ∗ϕ) (β1, . . . , βn). 
unionsq
Equivalently, Proposition 4.5 can be restated by saying that for every internal func-
tion ϕ ∈ ∗(F (Sn, S)) and for every elements (α1, . . . , αn) , (β1, . . . , βn) ∈ ∗Sn we
have that
if U(α1,...,αn) = U(β1,...,βn) then U(∗ϕ)(α1,...,αn) = U(∗ϕ)(β1,...,βn).
Now, given any internal function ϕ ∈ ∗(F (Sn, S)), let ϕ : β (Sn) → βS be the
function such that
ϕ
(
U(α1,...,αn)
) = U∗ϕ(α1,...,αn)
for every (α1, . . . , αn) ∈∗Sn . This is the extension to internal functions of the associ-
ation f ∈ F (Sn, S) → f ∈ F (β (Sn) , βS). In fact we have the following:
Proposition 4.6 Let S be a semigroup, let n ≥ 1 be a natural number and let ϕ ∈
∗(F (Sn, S)). If ϕ =∗g for some standard function g ∈ F (Sn, S) then
ϕ = g.
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Proof Let us notice that, for every set A ⊆ S and for every (α1, . . . , αn) ∈ ∗Sn , we
have that
A ∈ g (U(α1,...,αn)
) ⇔ g−1(A) ∈ U(α1,...,αn)
⇔ (α1, . . . , αn) ∈∗
(
g−1(A)
)
⇔∗g (α1, . . . , αn) ∈∗A
⇔ A ∈ U∗g(α1,...,αn).
Moreover, the function ϕ =∗g satisfies the following property:
∀ (s1, . . . , sn) ∈ Sn ϕ (s1, . . . , sn) =
( ∗g
)
(s1, . . . , sn) = g (s1, . . . , sn) ,
hence, by transfer, we have that
∀ (η1, . . . , ηn) ∈∗Sn,
( ∗ϕ
)
(η1, . . . , ηn) =
( ∗∗g
)
(η1, . . . , ηn) =
( ∗g
)
(η1, . . . , ηn) ,
so g
(
U(α1,...,αn)
) = U∗g(α1,...,αn) = Uϕ(α1,...,αn) = U∗ϕ(α1,...,αn) = ϕ
(
U(α1,...,αn)
)
. 
unionsq
Corollary 4.7 Let S be a semigroup, let n ≥ 1 be a natural number, let A, B ⊆ S
and let F ⊆ F (Sn, S). The following two conditions are equivalent:
(i) A ≤F B;
(ii) there is a function ϕ ∈ ∗F such that, for every ultrafilter U in β (Sn) with
An ∈ U , for every (α1, . . . , αn) ∈ ∗Sn with U = U(α1,...,αn), we have that
B ∈ U(∗ϕ)(α1,...,αn).
Proof FromProposition 4.4we know that A ≤F B if and only if there is a functionϕ ∈∗F such that ϕ (An) ⊆∗B. By transfer, ϕ (An) ⊆∗B if and only if ∗ϕ ( ∗An) ⊆∗∗B. So:
A ≤F B ⇔
(∃ϕ ∈∗F) ( ∗ϕ ( ∗An) ⊆∗∗B)
⇔ (∃ϕ ∈∗F) (∀ (α1, . . . , αn) ∈∗Sn
) (
(α1, . . . , αn) ∈∗An ⇒∗ϕ (α1, . . . , αn) ∈∗∗B
)
⇔ (∃ϕ ∈∗F) (∀ (α1, . . . , αn) ∈∗Sn
)(
An ∈ U(α1,...,αn)
⇒ B ∈ U∗ϕ(α1,...,αn)
)
.

unionsq
To deduce a nonstandard characterization of the cones from the previous nonstandard
characterization of F-finite embeddabilities we need one last result.
Lemma 4.8 Let S be a semigroup, let n ≥ 1 be a natural number, let U ∈ βS, let
F ⊆ F (Sn, S) and let B ∈ P (S). The following two conditions are equivalent:
(i) there is a set A in U such that A ≤F B;
(ii) there is a function ϕ in ∗F such that B ∈ ϕ (W) for every W ∈ G (U (n)).
Proof The implication (i)⇒ (ii) is a consequence of Corollary 4.7, since by construc-
tion An ∈ W for every W ∈ G (U (n)).
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Conversely, let us suppose that ∀A ∈ U A F B. From Proposition 4.4 this is
equivalent to say that
∀A ∈ U ∀ϕ ∈∗F ∃a1, . . . , an ∈ A s.t. ϕ (a1, . . . , an) /∈∗B.
Let ϕ be given as in (ii). For every A ∈ U let
Aϕ =
{
(a1, . . . , an) ∈ An | ϕ (a1, . . . , an) /∈∗B
}
.
The family
{
Aϕ
}
A∈U has the finite intersection property, so there is (α1, . . . , αn) ∈⋂
A∈U ∗Aϕ . By construction
• (α1, . . . , αn) ∈ μnU ;• ∗ϕ (α1, . . . , αn) /∈∗∗B.
From Observation 4.1 we deduce that, if we set W = U(α1,...,αn), then W ∈ G
(U (n))
and B /∈ ϕ (W), which is absurd. 
unionsq
We can now state the desired nonstandard characterization of the upper cones
CF (U).
Theorem 4.9 Let S be a semigroup. For every U ∈ βS, for every natural number
n ≥ 1 and for every F ⊆ F (Sn, S) we have
CF (U) =
{
U(∗ϕ)(α1,...,αn) | ϕ ∈ ∗F , (α1, . . . , αn) ∈ μ (U)n
}
= {ϕ (W) | ϕ ∈∗F ,W ∈ G (U (n))},
where the closure is taken in the Stone topology.
Proof Let V ∈ CF (U); by definition, for every set B in V there is a set A in U such
that A ≤F B. From Lemma 4.8 we deduce that there is a function ϕ in ∗F such that
B ∈ ϕ (W) for every W ∈ G (U (n)).
So V ∈ {ϕ (W) | ϕ ∈∗F ,W ∈ G (U (n))}, hence
CF (U) ⊆
{
ϕ (W) | ϕ ∈∗F ,W ∈ G (U (n))}.
Conversely, let V ∈ {ϕ (W) | ϕ ∈∗F ,W ∈ G (U (n))}. Then for every set B in V there
is a function ϕ in ∗F and a ultrafilterW ∈ G (U (n)) such that B ∈ ϕ (W); fromLemma
4.8 it follows that there is a set A in U such that A ≤F B. So U ≤F V and hence
{
ϕ (W) | ϕ ∈∗F ,W ∈ G (U (n))} ⊆ CF (U) .

unionsq
Corollary 4.10 For every semigroup S, for every ultrafilter U ∈ βS we have that
CF R
(S,·)
(U) = {U  V | V ∈ βS}.
123
722 L. Luperi Baglini
Proof Let U ∈ βS. Notice that, by definition, G (U (1)) = U . Since
F R(S,·) = { fr ∈ F (S, S) | r ∈ S and fr (s) = s · r ∀s ∈ N} ,
we have that
∗F R(S,·) =
{
fη ∈∗(F (S, S)) | η ∈∗S and fη (μ) = μ · η ∀μ ∈∗S
}
.
If fη ∈∗F R(S,·), by transfer ∗ fη : ∗∗S →∗∗S is the function such that, for every α ∈∗∗S,
( ∗ fη
)
(α) = α ·∗η.
Hence we deduce from Theorem 4.9 that, if U = Uα , then
CF R
(S,·)
(U) = {Uα·∗μ | μ ∈∗S
}
.
Since Uα·∗μ = Uα  Uμ we conclude that
CF R
(S,·)
(U) = {Uα  Uμ | Uμ ∈ βS
} = {U  V | V ∈ βS}.

unionsq
4.3 Generating functions
The characterization of cones given byTheorem4.9 can be simplified formany choices
of the set of functions F , in analogy to Corollary 4.10. The central idea for this
semplication is that of “generating function of F”, that we now define.
Definition 4.11 Let S be a semigroup, let G ∈ F (Sn × Sk, S) and let R be a subset
of Sk . The set of functions generated by the pair (G, R) is the set
F (G, R) =
{
fr1,...,rk (s1, . . . , sn) ∈ F
(
Sn, S
) | (r1, . . . , rk) ∈ R and
∀ (s1, . . . , sn) ∈ Sn fr1,...,rk (s1, . . . , sn)
= G ((s1, . . . , sn) , (r1, . . . , rk))
}
.
G is called the generating function of F (G, R), and R is called the set of parameters
of F (G, R). Whenever F = F (G, R) for some G, R we will also say that F is
generated by the pair (G, R).
Most interesting families of functions F are generated by appropriate pairs (G, R).
In particular, for every semigroup S, if GL ,GR : S × S → S satisfy
GL (s, r) = s · r, GR (s, r) = r · s
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then it is immediate to see that
F LS = F (GL , S) and F RS = F (GR, S) .
However there are many more families generated by a pair. We list three examples for
S = N in the following table.
Set of functions Generating function, set of parameters
A G (n, (a, b)) = an + b, R = N2\ {(0, b) | b ∈ N}
G G ((n,m) , (r, a, b)) = rn (a + mb),
R =
{
(r, a, b) ∈ N3 | r > 1, b > 0
}
Non-constant polynomials G (n, (a0, . . . , am )) =
∑m
i=0 ai ni ,
with degree m R = Nm+1\ {(a0, 0, 0, . . . , 0) | a0 ∈ N}
When the set F is generated by a pair we can rephrase Theorem 4.9 to obtain
an algebraical characterization of cones. We will use the following notation: given
R ⊆ Sk , we will denote by R the set
R =
{
U ∈ β
(
Sk
)
| R ∈ U
}
.
We also recall that, given ultrafilters U ∈ β (Sn) ,V ∈ β (Sk) ,U ⊗ V is the ultrafilter
on Sn+k defined by the following condition: for every A ⊆ Sn+k, A ∈ U ⊗ V if and
only if
{
(s1, . . . , sn) ∈ Sn |
{
(r1, . . . , rk) ∈ Sk | (s1, . . . , sh, r1, . . . , rk) ∈ A
}
∈ V
}
∈ U .
Theorem 4.12 Let G : Sn × Sk → S, let R be a nonempty subset of Sk , let U be an
ultrafilter on S and let us consider F = F (G, R). Then
CF (U) =
{
G (W ⊗ V) | W ∈ G (U (n)) ,V ∈ R
}
.
Proof From Theorem 4.9 we know that
CF (U) =
{
U(∗ϕ)(α1,...,αn) | ϕ ∈ ∗F , (α1, . . . , αn) ∈ μ (U)n
}
. (2)
Let us notice that
∗F =∗F (G, R) =∗
{
fr1,...,rk ∈ F(Sn, S) | r1, . . . , rk ∈ R and
∀ (s1, . . . , sn) ∈ Sn fr1,...,rk (s1, . . . , sn) = G ((s1, . . . , sn) , (r1, . . . , rk))
}
=
{
ϕβ1,...,βk ∈∗
(
F
(
Sn, S
)) | β1, . . . , βk ∈∗R and
∀ (α1, . . . , αn) ∈∗Sn ϕβ1,...,βk (α1, . . . , αn) =∗G ((α1, . . . , αn) , (β1, . . . , βk))
}
.
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We observe that, by definition of set of generators, for every ultrafilter V in β (Sk)
we have that V ∈ R if and only if there is a k-tuple (β1, . . . , βk) in ∗Rk such that
V = U(β1,...,βk ).
Claim For every k-tuple (β1, . . . , βk) in ∗Rk and for every (α1, . . . , αn) ∈∗Sn we have
U(∗ϕβ1,...,βk
)
(α1,...,αn)
= G (U(α1,...,αn) ⊗ U(β1,...,βk )
)
.
Let us suppose that the claim has been proved. Then
{
U(∗ϕ)(α1,...,αn) | ϕ ∈∗F , (α1, . . . , αn) ∈ μ (U)n
}
=
{
G (W ⊗ V) | V ∈ R,W ∈ G
(
U (n)
)}
,
and the thesis follows by Eq. (2).
To prove the claim, let A be a subset of S and let (α1, . . . , αn) ∈∗Sn . To simplify
the notations, let
→
α= (α1, . . . , αn) , →s = (s1, . . . , sn) ,
→
β= (β1, . . . , βk) and
→
b=
(b1, . . . , bk). Then:
A ∈ G
(
U→
α
⊗ U→
β
)
⇔
{
→
s ∈ Sn |
{→
b∈ Sk | G
(→
s ,
→
b
)
∈ A
}
∈ U→
β
}
∈ U→
α
⇔
{
→
s ∈ Sn |→β∈∗
{→
b∈ Sk | G
(→
s ,
→
b
)
∈ A
}}
∈ U→
α
⇔
{
→
s ∈ Sn | ∗G
(
→
s ,
→
β
)
∈∗A
}
∈ U→
α
⇔→α∈∗
{
→
s ∈ Sn | ∗G
(
→
s ,
→
β
)
∈∗A
}
⇔∗∗G
(
→
α , ∗
→
β
)
∈∗∗A
⇔
(
∗ϕ→
β
)(→
α
)
∈∗∗A ⇔ A ∈ U(∗ϕ→
β
)(→
α
),
so the claim is proved. 
unionsq
Let us note that the result of Theorem 4.12 simplifies when n = 1. In fact, in this
case G
(U (1)) = U , therefore
CF (U) =
{
G (U ⊗ V) | V ∈ R
}
.
Example Let F be the following family of functions:
F = {h p : N → N | p is prime and h p (m) = mp ∀m ∈ N
}
.
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The generating function of F is G (m, p) = mp, and its set of parameters is P =
{p ∈ N | p is prime}. So
CF (U) =
{UV | V ∈ P
} = {UV | V ∈ βN and P ∈ V},
where
UV = {A ⊆ N | {n ∈ N | {m ∈ N | nm ∈ A} ∈ V} ∈ U} .
From Theorem 4.12 we can deduce a characterization of M
(
βS,F(S,·)
)
for every
commutative semigroup S, which generalizes the main result in [18].
Theorem 4.13 Let S be a commutative semigroup with identity. Then
M
(
βS,F(S,·)
) = K (βS,).
Proof From Theorem 4.12 we have that, for every ultrafilter U ∈ βS,
CF(S,·) (U) = {U  V | V ∈ βS}.
Since (S, ·) is commutative then (S, ·) is contained in the (topological and algebraic)
center of (βS,). Therefore the center of (βS,) is dense (in the Stone topology)
in βS. Hence for every U ∈ βS we have that CF(S,·) (U), being the closure of a right
ideal, is a (closed) bilateral ideal of βS (see e.g. Theorem 2.19, [12]). Therefore, for
every U ∈ βS we have that
K (βS,) ⊆ CF(S,·) (U) (3)
since K (βS,) is the minimal closed bilateral ideal in βS. Now, if U ∈ K (βS,)
then {U  V | V ∈ βS} ⊆ K (βS,), therefore
∀U ∈ K (βS,) CF(S,·) (U) ⊆ K (βS,). (4)
Equation (3) shows that K (βS,) ⊆ ⋂U∈βS CF(S,·) (U), while Eq. (4) shows that⋂
U∈βS CF(S,·) (U) ⊆ K (βS,). FromCorollary 3.12we know thatM
(
βS,F(S,·)
) =
∅, and it is immediate to notice from the definitions that
M
(
βS,F(S,·)
) =
⋂
U∈βS
CF(S,·) (U) .
Therefore M
(
βS,F(S,·)
) = K (βS,). 
unionsq
Let us note, in particular, that Theorem 4.13 entails also Corollary 3.12. Moreover,
this allows for another characterization of the elements of M
(
βS,F(S,·)
)
.
Corollary 4.14 Let S be a commutative semigroup with identity and letU ∈ βS. Then
we have the following two properties:
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(i) U ∈ M (βS,F(S,·)
)
if and only if every set A ∈ U is piecewise syndetic;
(ii) for every piecewise syndetic set A there exists a maximal ultrafilter U such that
A ∈ U .
Proof From Theorem 4.13 we have that U ∈ M (βS,F(S,·)
)
iff U ∈ K (βS,).
Then the results follow from the known facts (see e.g. [12], Theorem 4.40) that U ∈
K (βS,) iff ∀A ∈ U A is piecewise syndetic and that for every piecewise syndetic
set A there exists U ∈ K (βS,) such that A ∈ U . 
unionsq
We conclude this section by observing that, as an immediate consequence of Corol-
lary 4.14, we have the following property of piecewise syndetic sets in commutative
semigroups.
Corollary 4.15 Let S be an infinite commutative semigroup with identity. Let A ⊆ S
be piecewise syndetic. Then for every infinite B ⊆ S there exists C ⊆ B,C infinite,
such that C ≤F(S,·) A.
Proof Let A, B be given and let U be a nonprincipal ultrafilter such that B ∈ U . From
Corollary 4.14 we deduce that there exists a maximal ultrafilter V such that A ∈ V .
Let D ∈ U be such that D ≤F(S,·) A. If we set C = D ∩ B we have the thesis. 
unionsq
5 Relationships between maximal sets and maximal ultrafilters
In this section we prove certain relationships between maximal sets and maximal
ultrafilters which are based on the notion of “partition regular family of sets”. Let us
recall the definition.
Definition 5.1 A family P of subsets of a semigroup7 S is partition regular if for
every finite partition S = A1 ∪ ... ∪ An there exists an index i ≤ n such that Ai ∈ P .
P is strongly partition regular if for every set A ∈ P and for every finite partition
A = A1 ∪ ... ∪ An there is an index i ≤ n such that Ai ∈ P .
These notions can be equivalenty formulated in terms of ultrafilters.
Proposition 5.2 Let P ⊆ P(S). Then:
(i) P is partition regular if and only if there exists U ∈ βS such that U ⊆ P;
(ii) P is strongly partition regular if and only if P is a union of ultrafilters, i.e. if
for every A ∈ P there exists U ∈ βS such that A ∈ U and U ⊆ P.
See, e.g., [12], Theorem 3.11 for a proof of Proposition 5.2.
In this section we do not suppose ≤F to be upward directed: in fact, we want to
show that this property of ≤F can be derived by properties of the family M(S,F).
Our main result in this section is Theorem 5.6, which shows that for every semigroup
S and for every family of functions F ⊆ F (Sn, S) the family M(S,F) is weakly
partition regular if and only if it is strongly partition regular. To arrive to this result
we need three lemmas.
7 Actually the definition, as well as all the results of this section, holds even if S is only a set and not a
semigroup.
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Lemma 5.3 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F (Sn, S). If M(S,F) is weakly partition regular then M(βS,F) = ∅, and
M(βS,F) = {U ∈ βN | U ⊆ M(S,F)} .
In particular ≤F is upward directed.
Proof Since M(S,F) is weakly partition regular there exists U ⊆ M(S,F). Since
all sets A ∈ U are maximal in (S,≤F ) we obviously have that U ∈ M(βS,F), so
M(βS,F) = ∅ and ≤F is upward directed. Moreover, let V ∈ M(βS,F): since
U ≤F V , for every set B ∈ V there exists A ∈ U such that A ≤F B. B has to be
maximal since A is maximal, hence V ⊆ M(S,F). 
unionsq
A consequence of Lemma 5.3 is the following:
Lemma 5.4 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F (Sn, S). If M(S,F) is strongly partition regular then
M(S,F) = {A ⊆ S | ∃U ∈ M(βS,F) such that A ∈ U} .
Proof Let M(S,F) be strongly partition regular. Let A ∈ M(S,F). From Proposition
5.2 we deduce that there exists U ⊆ M(S,F) such that A ∈ U . It is immediate to
see that, since every set B ∈ U is maximal, then U ∈ M(βS,F). Conversely, let A
be such that there exists U ∈ M(βS,F) such that A ∈ U . Let V be an ultrafilter such
that B ∈ M(S,F) for every B ∈ V . Since U is maximal, V ≤F U . Then there exists
B ∈ V such that B ≤F A and, since B is maximal, we deduce that A is maximal. So
U ⊆ M(S,F). 
unionsq
Conversely, knowing that (βS,≤F ) is upward directed (i.e., that M(βS,F) = ∅)
gives informations about M(S,F) and M(βS,F):
Lemma 5.5 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F (Sn, S). Let us suppose that M(βS,F) = ∅. Then M(S,F) ⊆ ⋃ M(βS,F).
Proof Let A ∈ M(S,F), and let us suppose by contradiction that for every maximal
ultrafilterU the set A is not inU , i.e. that the complement Ac is inU . LetU ∈ M(βS,F)
and let α ∈∗N be a generator of U . In particular, α ∈∗(Ac).
Since A ∈ M(S,F), Ac ≤F A so, by applying Proposition 4.4, we know that there
is a function ϕ in ∗F with ϕ ([Ac]n) ⊆∗A. By transfer, this implies that
(∗ϕ)
( ∗[Ac]n) ⊆∗∗ A.
As α ∈ ∗Ac, this entails that ( ∗ϕ)(α, α, . . . , α) ∈ ∗∗A, so A ∈ U(∗ϕ)(α,...,α). From
Theorem 4.9 we deduce that Uα ≤F U(∗ϕ)(α,...,α) and, since Uα is maximal, this entails
that U(∗ϕ)(α,...,α) is maximal. This is absurd, since this would entail that both A and Ac
are in U(∗ϕ)(α,...,α). 
unionsq
By combining the results proved in this section we obtain the following result, that
we will use repeatedly in the next section.
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Theorem 5.6 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F (Sn, S). Then the following two conditions are equivalent:
(i) M(S,F) is weakly partition regular;
(ii) M(S,F) is strongly partition regular.
Proof (i) ⇒ (ii) Let us suppose that M(S,F) is weakly partition regular. Then from
Lemma 5.3 we deduce that that
⋃
M(βS,F) ⊆ M(S,F) and that M(βS,F) = ∅,
so we can apply also Lemma 5.5 to obtain that M(S,F) ⊆ ⋃ M(βS,F). So
M(S,F) =
⋃
M(βS,F)
and we conclude by applying Proposition 5.2.
(ii) ⇒ (i) This implication holds for every family of sets. 
unionsq
6 Applications
In this section we want to show a few simple applications of F-finite embeddabilities
to combinatorial number theory. Our approach is based on the notion of ≤F -upward
closed family of sets.
Definition 6.1 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F(Sn, S). We say that a family P of subsets of S is ≤F -upward closed if ∀A ∈
P,∀B ∈ P(S), if A ≤F B then B ∈ P .
Proposition 6.2 Let S be a semigroup, let n ≥ 1 be a natural number and let F ⊆
F(Sn, S). Let P = ∅ be a ≤F -upward closed family of subsets of S. Then:
(i) ∀U ,V ∈ βS, if U ⊆ P and U ≤F V then V ⊆ P;
(ii) if M(βS,F) = ∅ and P is weakly partition regular then U ⊆ P for every
U ∈ M(βS,F);
(iii) if n = 1 and F = F R(S,·) (resp., F = F L(S,·)) then
IP = {U ∈ βS | U ⊆ P}
is a right (resp. left) closed ideal in (βS,). In particular, if S is commutative
then IP is a closed bilateral ideal in (βS,), hence K (βS,) ⊆ IP .
Proof (i) Let U ⊆ P and let U ≤F V . Let A ∈ V and let B ∈ U be such that B ≤F A.
B ∈ P , therefore A ∈ P , so V ⊆ P .
(ii) Let V be an ultrafilter such that A ∈ P for every A ∈ V and let U ∈ M(βS,F).
Let A ∈ U . Since U ∈ M(βS,F) there exists B ∈ V such that B ≤F A. By
construction, B ∈ P , so A ∈ P .
(iii) If IP is empty then the thesis holds. Otherwise, let U ∈ IP . From Proposition
3.11 we know that U ≤F R
(S,·)
U  V , therefore from (i) we deduce that U  V ∈ IP .
Hence IP is a right ideal in (βS,). It is routine to prove that IP is also closed. 
unionsq
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Example It is immediate to prove that the family
TGAP := {A ⊆ N | A contains a translate of
arbitrarily long geoarithmetic progressions}
is ≤F(N,+)-upward invariant. It is also partition regular (since it extends the family of
GAP-rich sets, which is partition regular as proved by V. Bergelson in [4]). Therefore
from Proposition 6.2 we deduce that for every ultrafilter U ∈ K (βN,⊕), for every
A ∈ U , A ∈ TGAP .
Results similar to Proposition 6.2 (framed for finite embeddabilities) have been
used in [5,16,18] to reprove some known results regarding piecewise syndetic sets in
(N,+) and ultrafilters in K (βN,⊕). In the next sections we will use Proposition 6.2
to prove some results regarding other important families of sets and ultrafilters.
6.1 Arithmetic progressions
Let S = N and let F = A.8 We noticed in Sect. 3 that A is transitive, reflexive and
upward directed, and we observed in Sect. 2 that, by applying Proposition 2.6, we
have that
M(N,A) = {A ⊆ N | A is AP-rich} .
Theoriginal version ofVanderWaerdenTheorem (see [23]) on arithmetic progressions
states that the family of AP-rich subsets of N is partition regular. Since ≤A is upward
directed, from Theorem 5.6 we obtain a new proof of the (known) stronger version of
Van der Waerden Theorem:
Theorem 6.3 The family AP = {A ⊆ N | A is AP-rich} is strongly partition regular.
In particular from Proposition 5.3 we have that M(N,A) = ⋃ M(βN,A), so we
obtain that
M(βN,A) = {U ∈ βN | ∀A ∈ U A is AP-rich} .
Moreover, by definitionwe have thatF(N,+) ⊆ A andF(N,·) ⊆ A, so fromProposition
3.14 it follows that
K (βN,⊕) ∪ K (βN,) ⊆ M(βN,A). (5)
This result can be improved by noticing that AP is both F(N,+)- and F(N,·)-upward
invariant, therefore M(βN,A) is a bilateral ideal both in (βN,⊕) and in (βN,). It
is not difficult to prove that the reverse inclusion of (5) does not hold.
Proposition 6.4 There exists U ∈ M(βN,A) such that U /∈ K (βN,⊕)∪ K (βN,).
Proof FromTao-Green Theorem (see [11]) it is known that the set P of prime numbers
contains arbitrarily long arithmetic progressions. Let U ∈ M(βN,A) be an ultrafilter
such that P ∈ U . We claim that U /∈ K (βN,⊕) ∪ K (βN,).
U /∈ K (βN,⊕): P is not piecewyse syndetic in (N,+).
8 We recall that A = { fa,b ∈ F(N, N) | a, b ∈ N, a = 0 and fa,b(n) = an + b ∀n ∈ N
}
.
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U /∈ K (βN,): let us consider the family
S = {A ⊆ N | A contains at least two even numbers} .
It is immediate to see that S is weakly partition regular and ≤F(N,·)-upward closed.
Moreover, from Theorem 4.13 we have that M(βN,F(N,·)) = K (βN,) so, for every
V ∈ K (βN,), from Proposition 6.2 it follows that V ⊆ S. Since P /∈ S, we can
conclude that U /∈ K (βN,). 
unionsq
Theorem 4.12 can be used to characterize the cones CA(U). It is easy to see that A
is the set of functions generated by G : N × N2 → N, where
∀n ∈ N,∀(a, b) ∈ N2 G(n, (a, b)) = an + b,
with set of parameters R = N2\ {(0, n) | n ∈ N}. From Theorem 4.12 it follows that,
for every ultrafilter U in βN,
CA(U) =
{
G(U ⊗ V) | V ∈ R
}
.
The previous characterization can be made more explicit by recalling that
A ∈ G(U ⊗ V) if and only if
{
n ∈ N |
{
(a, b) ∈ N2 | an + b ∈ A
}
∈ V
}
∈ U .
Finally, this characterization of the cones, together with the fact that K (βN,⊕) ⊆
M(βN,A), provides another characterization of AP-rich sets andmaximal ultrafilters,
namely:
• A ⊆ N is AP-rich iff for every ultrafilter U ∈ K (βN,⊕) there exists V ∈ R
such that A ∈ G(U ⊗ V);
• M(βN,A) = {G(U ⊗ V) | V ∈ R
}
for every U ∈ K (βN,⊕) ∪ K (βN,).
6.2 Generalized arithmetic progressions
The first generalization of arithmetic progressions that we consider are the polynomial
progressions introduced by Hirschfeld in [14]. Let us recall their definition:
Definition 6.5 A polynomial progression of length l and degree d is a sequence of
the form {P(1), P(2), . . . , P(l)}where P(x) is a polynomial with natural coefficients
whose degree is d. In this case we say that the sequence {P(1), P(2), . . . , P(l)} is
generated by P(x). Moreover, given a semigroup S ⊆ N and a subset D ⊆ {0, . . . , d}
we say that P(x) = ∑di=0 ai xi is a (S, D)-polynomial if, for every i ≤ d, ai ∈ S if
i ∈ D and ai = 0 if i /∈ D.
The main result of [14] can be restated as follows.
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Theorem 6.6 For every finite partition N = A1 ∪ · · · ∪ An there is an index i ≤ n
such that for arbitrary large k ∈ N there are polynomial progressions of length k and
degree d in Ai generated by a (S, D)-polynomial.
Given a semigroup S ⊆ N and D ⊆ {0, . . . , d}, let
PS,D = {P(x) | P(x) is a (S, D)-polynomial}.
From Proposition 2.6 it is immediate to see that
M(N,PS,D) = {A ⊆ N | A contains arbitrarily long polynomial
progressions of degree d generated by a (S, D)-polynomial}.
Therefore Theorem 6.6 is equivalent to say that M(N,PS,D) is partition regular. Hence
we can apply Theorem 5.6 and we obtain the following result.
Theorem 6.7 The family M(N,PS,D) is strongly partition regular.
Let us note that Theorem 6.3 is a particular case of Theorem 6.7. Now let D =
{d0, . . . , dk} ⊆ {0, . . . , k}. By definition, PS,D is generated by the pair (G, S), where
∀x ∈ N,∀ad0 , . . . , adk ∈ S we have
G(x, ad0 , . . . , adk ) =
k∑
i=0
adi x
di .
From Bonus 3 in [14] we know that K (βN,⊕) ⊆ M(βN,PS,D), so from Theorem
4.12 we obtain the following characterization of M(βN,PS,D): given any ultrafilter
U ∈ K (βN,⊕), we have that
M(βN,PS,D) = {G(U ⊗ V) | V ∈ S}.
Now let us consider geoarithmetic progressions. In [4], Bergelson proved (as a conse-
quence of a more general results regarding multiplicatively large sets) the following
result regarding geoarithmetic progressions.
Theorem 6.8 (Bergelson, Theorem 1.4 in [4]) Let n, r ∈ N and letN = A1∪· · ·∪Ar .
Then there exists k ≤ r, a, b ∈ N and d, q ∈ Ak such that
{
bq j (a + id) | 0 ≤ i, j ≤ n
}
⊆ Ak .
As a consequence of Theorem 6.8 we have, in particular, that the family of GAP-
rich sets is partition regular. This result was improved in various ways in [1], obtaining
Ramsey-theoretical results related to geoarithmetic progressions for semigroups, as
well as some algebraical properties of the set of ultrafilters whose elements are GAP-
rich sets. Here we want to prove a few more results about these ultrafilters.
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Proposition 6.9 The family {A ⊆ N | A is GAP-rich} is ≤F(N,·)-upward invariant.
Proof Let A be GAP-rich. Let A ≤F(N,·) B. Let n ∈ N and let a, b ∈ N and
d, q ∈ A such that {bq j (a + id) | 0 ≤ i, j ≤ n} ⊆ A. Let m ∈ N be such that
m · {bq j (a + id) | 0 ≤ i, j ≤ n} ⊆ B. Then {mbq j (a + id) | 0 ≤ i, j ≤ n} ⊆ B,
therefore B is GAP-rich. 
unionsq
Hence, from Proposition 6.2 we obtain the following (known, see e.g. [1], Corollary
4.5) result regarding K (βN,).
Corollary 6.10 The family of ultrafilters whose elements are GAP-rich is a closed
bilateral ideal in K (βN,). Therefore for every ultrafilter U ∈ K (βN,), for every
set A ∈ U , A is GAP-rich.
As in Sect. 2, let
G =
{
fr,a,b (n,m) ∈ F(N2, N) | r, a, b ∈ N, r > 1, b > 0 and
fr,a,b (n,m) = rn (a + mb) ∀ (n,m) ∈ N2
}
.
From Proposition 2.6 it is immediate to notice that the family of GAP-rich sets can
be characterized as the family of maximal sets for ≤G-finite embeddability. Therefore
from Theorem 5.6 we get the following result.
Proposition 6.11 The family of GAP-rich sets is strongly partition regular.
Finally, by applying Theorem 4.12 we obtain a characterization of M (βN,G). In
fact, as we noticed in Sect. 4.3, G is generated by the pair (G, R), where
G ((n,m) , (r, a, b)) = rn (a + mb) , R =
{
(r, a, b) ∈ N3 | r > 1, b > 0
}
.
Therefore, from Theorem 4.12 we obtain that the family of ultrafilters U such that
every set A ∈ U is GAP-rich is
M (βN,G) = {G (W ⊗ V) | W ∈ G (U (2)) ,V ∈ R
}
,
where U is any maximal ultrafilter in (βN,G). For example from Corollary 6.10 we
can take any U ∈ K (βN,).
6.3 Partition regularity of diophantine equations on N
An interesting topic in combinatorial number theory is the study of the partition reg-
ularity of nonlinear diophantine equations9 (see e.g. [17,19]). In this section we want
9 Let us recall that, given a polynomial P(x1, . . . , xn) with integer coefficient, the equation
P(x1, . . . , xn) = 0 is partition regular if and only if for every finite partition N = A1 ∪ · · · ∪ Am there is
an index i ≤ m and elements a1, . . . , an ∈ Ai\{0} such that P(a1, . . . , an) = 0.
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to prove a result regarding homogeneous equations. We recall that one of the most
interesting (and challenging) open problems in this field (posed in 1975 by P. Erdös
and R. Graham) regards a homogeneous equation: in fact, it concerns the partition
regularity of the pythagorean equation
x2 + y2 − z2 = 0.
The result that we want to prove concerns a relation between homogenous partition
regular equations and ≤F(N,·) . Let P(x1, . . . , xn) be a homogeneous polynomial with
integer coefficients,10 and let RP be the set
RP = {A ⊆ N | ∃a1, . . . , an ∈ A such that P(a1, . . . , an) = 0} .
Proposition 6.12 The following facts are equivalent:
(i) RP is partition regular;
(ii) for every U ∈ K (βN,) we have that U ⊆ RP.
Moreover, if RP is partition regular then
IP = {U ∈ βN | ∀A ∈ U A ∈ RP }
is a closed bilateral ideal in (βN,).
Proof Since P(x1, . . . , xn) is homogeneous then RP is clearly≤F(N,·)-upward invari-
ant, so that (i) ⇒ (ii) follows from Proposition 6.2. The converse is an immediate
consequence of Proposition 5.2. Finally, that IP is a bilateral ideal whenever RP is
partition regular is again a consequence of Proposition 6.2. 
unionsq
Corollary 6.13 The set
H =
{
U ∈ βN | for every homogeneous polynomial P(x1, . . . , xn)
if RP is partition regular then U ⊆ RP
}
is a closed bilateral ideal in (βN,). In particular, K (βN,) ⊆ H.
Proof It is immediate to notice that, if
PH = {P(x1, . . . , xn) | RP is partition regular}
then
H =
⋂
P∈PH
IP .
Therefore H is an intersection of closed bilateral ideals, hence it is a closed bilateral
ideal. 
unionsq
10 Throughout this section, all the polynomials we consider will have integer coefficients.
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Since U ∈ K (βN,) iff ∀A ∈ U A is piecewise syndetic in (N, ·), we conclude with
the following characterization of homogeneous partition regular polynomial.
Corollary 6.14 Let P(x1, . . . , xn) be a homogeneous polynomial. The following facts
are equivalent:
(i) P(x1, . . . , xn) is partition regular;
(ii) for every piecewise syndetic set A in (N, ·) there exists a1, . . . , an ∈ A such
that P(a1, . . . , an) = 0.
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