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(OLC)Abstract The cutting stock problem (CSP) is one of the signiﬁcant optimization problems in oper-
ations research and has gained a lot of attention for increasing efﬁciency in industrial engineering,
logistics and manufacturing. In this paper, new methodologies for optimally solving the cutting
stock problem are presented. A modiﬁcation is proposed to the existing heuristic methods with a
hybrid new 3-D overlapped grouping Genetic Algorithm (GA) for nesting of two-dimensional rect-
angular shapes. The objective is the minimization of the wastage of the sheet material which leads to
maximizing material utilization and the minimization of the setup time. The model and its results
are compared with real life case study from a steel workshop in a bus manufacturing factory. The
effectiveness of the proposed approach is shown by comparing and shop testing of the optimized
cutting schedules. The results reveal its superiority in terms of waste minimization comparing to
the current cutting schedules. The whole procedure can be completed in a reasonable amount of
time by the developed optimization program.
ª 2014 Production and hosting by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University.1. Introduction
The cutting stock problem (CSP) is one of the oldest and most
studied problems in the ﬁeld of combinatorial optimization.
Cutting stock problems in all their variants have been exten-
sively treated in literature in the last decades [12,13,25]. Due
to their complexity, most approaches found in literature reliedon heuristics. At least three different heuristic methods for
solving the CSP can be identiﬁed in literature [5,6,24]. They
are namely, sequential heuristic procedures [14,16], linear pro-
gramming based methods [8,9,15] and meta-heuristics tech-
niques [18,19], especially for the two-dimensional case.
Among these different heuristics, it is worth mentioning that
application of (GA), [17,21,33] is now ubiquitous in the studies
related to materials and manufacturing [3,4,31], (GA) is
applied to determine the optimized layout of rectangular parts
that are related to metal cutting problems. This paper aims to
solve those problems by determining a set of cutting patterns
(to obtain the blanks). Also, CSP will be solved by determining
the necessary quantity that each pattern is to be cut to meet the
Nomenclature
Bv Bill of material of product, where ‘‘v’’ is the prod-
uct index
bv,f,e blanks in product where ‘‘v’’ is the product index,
‘‘f’’ is the blank index and ‘‘e’’ is the number of dif-
ferent thickness
bv,f (r) Quantity of blank index ‘‘f’’ in the product
bv,f (St) Quantity of demand blank index ‘‘f’’ in the prod-
uct will be stored
bv,f (St  1) Quantity of blank index ‘‘f’’ in the product
which was stored from last production plan
C cost of weight unit for sheet
CSP cutting stock problem
DCM developed combination method
Dv product lot size
dx sheet width
e the number of different material thickness
Fj (a) ﬁtness value
f blank index
i pattern index
j considered as a variable that refers to solution or
gene or ﬁnal Genetic solution
1y sheet length
M number of solutions in population
Nx,y for calculate the no. of sheets required from index
x, y
nv;fx;y no. of blank index ‘‘f’’ from one sheet index ‘‘x, y’’
from one product index ‘‘v’’
OF objective function
P products set
PSVj proportional selection value
Q it is a cost function represented a penalty if there is
increase in patterns
QBf Quantity of each blank index ‘‘f’’ in each pattern
QPi Quantity of pattern index ‘‘i’’ in each solution
Rv,f Blanks required
S
x;y
i no. of sheets in each pattern, where ‘‘i’’ is the pat-
tern index
SP total number of patterns given in the population
Te material thickness
v product index
x, y sheet index, where ‘‘x’’ is width index and ‘‘y’’ is
length index
Zv;fx;y binary variable (=1 if optimum solution and =0
if otherwise)
dv;fx;y the cost function
q material density
; the weight factor
b the expected number of Gene to be allocated to the
best individual during each generation
a 2  b
Arrays
[arr1 (i, j)] ‘‘Genes and patterns’’ array.
[arr2 (f, i)] ‘‘Blanks and patterns’’ array
[arr3 (f, i)] the Quantity of blanks in each Pattern
[arr4 (f, j)] variable array refers to the Quantity of blanks
in each of: solutions, genes and ﬁnal Genetic
solutions
[arr5 (f)] target array
[arr6 (f, j)] used as a constraint to check the blanks in the
target, with the blanks in new gene.
[arr7 (i)] considered the new pattern index ‘‘i’’ which is
added to the gene to ﬁnd ﬁnal Genetic solution
[arr8 (i, j)] ﬁnal genetic solution, where ‘‘i’’ pattern index
and ‘‘j’’ ﬁnal Genetic solution
[arr9 (i, j)] population solutions and patterns array
492 M.R. Rostom et al.demand and collection of the items and by setting up the times
for number of cuts that are required for each pattern and han-
dling efﬁciently [29].
While previously, those problems used to be generally trea-
ted separately or in rare cases, just a couple of those problems
can be combined together. Thus, this proposal comes to show
a new approach to use multi-objective optimization procedure
from selected hybrid heuristics GA [26]. The goal of this
approach is to optimize the layout of rectangular parts. Also
the aim is to minimize the trim loss and the cost and efﬁciency
of the cutting operation. This approach also allows the use of
the left over sheets from other previous plans. Consequently,
the cost will be minimized and the storage area will be reduced.
Though in literature, many researches with evolutionary
methods are used in solving cutting stock problems [23,28],
only few of them tackled our point of the research. Abd El-
Hady and Metwalli [1] focused on the optimization of Reel-
Cutting Planning Problem which is concerned with ﬁnding
the best selection of a strategic reel set. Besides, the corre-
sponding tactical cutting lengths ‘‘sheets set’’, from a wide fea-
sible space, was used in producing a set of blanks. This was
attained by applying overlapped chromosome representation
for optimization [7]. That model was not applicable to largescale CSP because it avoided cutting blanks of more than
one size from a sheet [11,20]. The work presented herein con-
siders cutting blanks of more than one size from a single sheet.
It allows using ‘‘variant Blanks’’, ‘‘Quantity of each Blank’’,
‘‘variant patterns’’ and ‘‘Quantity of patterns’’.
This work also, considers other objectives to minimize the
total material cost and the number of pattern in order to opti-
mize the set up time, a factor that was not considered before.
Terashima et al. [30] presented a GA based method that
produced general hyper-heuristics to solve (2-D.CSP). The
GA used a variable-length representation, which evolved com-
binations of condition-action rules producing hyper-heuristics
to solve a wide range of problems, and introduced by deﬁning
the exact location of the ﬁgures, that is, where a particular ﬁg-
ure should be placed inside the object. The investigation con-
sidered two kinds of heuristics which are selecting the ﬁgures
and objects, and placing the ﬁgures into the objects. That work
intended to choose the most representative heuristics in its
type. Also, it considered the individual’s performance that
was presented in related studies, and in an initial experimenta-
tion on a collection of benchmark problems. Some of the heu-
ristics were described also in Ross et al. [2] and Hopper et al.
[32]. Each one of the selection heuristics was unable to solve
3D overlapped grouping Ga for optimum 2D guillotine cutting stock problem 493all instants of the problem. Herein, the developed combination
methods have an effect on blanks arrangement [27]. This will
be reﬂected in achieving the best population with minimum
trim loss, and patterns by using Selection heuristics
improvements.
Lin [22] has been involved in ﬁnding the best way of placing
a set of rectangles within another rectangle whose area is min-
imized. Such problems are nonlinear and combinatorial. It
proposed a GA that incorporates a novel random packing pro-
cess, and an encoding scheme for solving the assortment prob-
lem. Random Bottom left strategy (BL) is using the following
steps: From top right of sheet, To bottom right of sheet, Shift-
ing by allowable size in X axis and Selecting starting point in
right side randomly. These steps did not consider the blanks
rotation. On the other hand, our research involves using
Improved Bottom left with rotation. Thus, adding this ﬁnding
as a ﬁnal step to the previous ones will result in getting the best
orientation.
2. Mathematical formulation
The Bill of material ‘‘Bv’’ must be checked and updated in the
simulation which has the tree of each product from the Bill of
material, different material thickness ‘‘e’’ and different blanks
‘‘bv,f,e’’:
Bv ¼
XF
f¼1
XE
e¼1
bv;f;e ð1Þ
The product set ‘‘P’’ collects the Bill of Material ‘‘Bv’’ for all
products.
P ¼
XV
v¼1
Bv ð2Þ
Substitute (1) in (2) to get the products set ‘‘P’’ as follows;
P ¼
XV
v¼1
XF
f¼1
XE
e¼1
bv;f;e ð3Þ
The product lot size ‘‘Dv’’ in feasible solution is added to cal-
culate the Total Blanks lot size required: Blanks
required = product lot size * Quantity of blank index ‘‘f’’ in
the product.
Rv;f ¼ Dvbv;fðrÞ . . . ð4Þ
Also the Blanks required must be equal to the multiplication of
the sheets number in each pattern ‘‘Sx;yi ’’ by ‘‘n
v;f
x;y the number
of blank index ‘‘f’’ from one sheet index ‘‘x,y’’ from one prod-
uct index ‘‘v’’
Rv;f ¼
XI
i¼1
Sx;yi
XV
v¼1
XF
f¼1
nv;fx;y
 !
ð5Þ
To calculate the Number of sheets required ‘‘Nx,y’’ from sheet
index ‘‘x, y’’; one can use
Nx;y ¼
XI
i¼1
Sx;yi ð6Þ
The blanks stored from last production plan should be consid-
ered when the Blanks required are calculated;Rv;f ¼
XV
v¼1
XF
f¼1
ðbv;fðStÞ þ bv;fðSt 1ÞÞ ð7Þ
bv,f(St) is the quantity from blank index f in the product that
will be stored, bv,f(St  1) is the Quantity of blank index f in
the product which was stored from last production plan.
In case, there is no storage stock of blanks from the previ-
ous productions plan, the equation will be as below:
RV;f ¼
XV
v¼1
XF
f¼1
bv;fðStÞ ð8Þ
The total material cost dv;fx;y is formulated as follows:
dV;fx;y ¼
XE
e¼1
ððNx;y½dx  ly  Te  q  CÞÞZV;fx;y ð9Þ
The objective function ‘‘OF’’ is deﬁned as combination of
costs. The optimization problem can take the form:
OF =minimize [Pattern set size + the cost function] and thus:
OF ¼ minimize
XV
v¼1
XF
f¼1
dx;y þQ
XX;Y
x;y
Nxy ð10Þ
From Eqs. (6) and (10) one can get:
OF ¼ minimize
XV
v¼1
XF
f¼1
dx;y þQ
XX;Y
x;y
XI
i¼1
Si ð11Þ
The proportional selection value ‘‘PSVj’’ and the probability
equations should be used to achieve the objective function by
applying the weight factor ‘‘;’’ for each objective as follows:
PSVj ¼ FjðaÞP
FjðaÞ M ; ð12Þ
where ‘‘M’’ is the number of solutions in population, and Fj(a)
is the ﬁtness value.
Probability ¼ / þ
Rank
Population Size1 ðb aÞ
Population Size
ð13Þ
where b is the expected number of Gene to be allocated to the
best individual during each generation and a= 2  b,
1 6 b 6 2. Usually b= 1.5.
3. Developed approach
The Combination methods and the Three Dimension Over-
lapped Chromosome (3-D.OLC), which is based on Grouping
Genetic Algorithm (GGA), are developed to solve the Two
Dimension Cutting Stock Problem (2-D.CSP). The objective
of the developed approach is to minimize the cost function
by optimizing the trim loss, and minimize the Setup time. This
will occur by optimizing the number of patterns that will
decrease the handling difﬁculty.
The developed approach consists of three stages; the ﬁrst
one is data collection and preparation which collects the Bill
of material data of products, lot size, and raw material prices.
Then some sorting of this data is performed to get suitable
information about different thickness groups and its blanks
lot sizes.
The second stage is the feasible solution which uses the
space of the collected data thickness group. This feasible
solution gives the two main methodologies’ equations for
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for the rectangular shapes. The ﬁrst methodology is width to
width and width to length, which is used for solving the com-
plex layout of patterns. The second methodology is the usage
of several guillotine strip packing stages.
The third stage is the (GGA) using (3-D.OLC). This study
ﬁnds out that the complexity of the extreme diversity did not
allow the new population to be applied as a direct input for
the (GA) program to reach the optimum solution. These diver-
sities are the variant blanks, quantity of each blank, Patterns,
Quantity of each Pattern, Sheets, and Quantity of each sheet.
As a result, the study develops the ‘‘3-D Overlapped Chromo-
some’’ which is based on (GGA) in order to be used in popu-
lation, to get the optimum solution.
An intelligent code is developed to create a mechanism that
depends on the adopted approach. This code will help achieve
the cutting pattern and to include different blanks type to solve
2-D large scale CSP. The developed approach uses the ﬁtness
function to evaluate the multi-objectives function by selecting
a weight factor for each objective to get the optimum solution.3.1. Developed combination method
The developed combination method (DCM) is created by
using the ﬁrst two stages from developed approach. First one
is data collection that collects the data according to bill of
products material, lot size, and raw material prices. Second
stage is Data preparation that obtains suitable information
about different thickness groups and its blanks lot sizes. The
equations of this stage were clariﬁed in the above Mathemati-
cal formulation. Then; the feasible solution creates the best
population with minimum trim loss, and patterns by using
Selection heuristics improvement and Combination methods
for blanks arrange. This population will be used as input for
the third stage based on (GGA).
3.1.1. The selection heuristics improvement
Most of the literature selection heuristics studied the material
sorting by just decreasing or increasing in size, but did not per-
form the length or width options. In this research, sorting is
done by Ascending or Descending on the sheets. There is a dif-
ference between material selection (Blanks) and sheets selec-
tion where each one has three probabilities, namely,
decreasing, increasing and random.
3.1.2. Population initialization
For sheets sorting, the dimension varies between (Ascending
‘‘A’’ and Descending ‘‘D’’). So the sorting will be (AA – AD
– DA – DD) for length and width. By applying the cut to
length and cut to width options, the number of solutions will
be 8. Then by using the almost ﬁrst ﬁt and the almost second
ﬁt for both of sheets and blanks, the total number of solutions
for each problem will then be 32.
3.1.3. Combination method for rectangle blanks arrange in 2D –
CSP
The Combination method is designed for solving some of CSP.
It uses the same methods of sorting in length and width in
‘‘material sort’’ or ‘‘sheets sort’’. But the Combination method
is based on placing the blanks in an object by using the bestcombination of blanks to ﬁnd out the best solution. The com-
bination of blanks is implemented by using a sort condition of
length, width, and area or combination of them. There are lots
of methods performed, but the best 8 methods are chosen to
ﬁnd the optimum solution, with the objective of minimizing
scrap or maximize blanks. The combination methods are
deﬁned in Table 1.
3.1.4. DCM program
This is a newly developed (DCM) program that has been cre-
ated by Visual Access using the new methodologies. This pro-
gram collects and prepares the products data and assorts
sheets by thickness group. Then the Set of Heuristics and
developed combination methods are used to provide the pop-
ulation, which is used as input for (GA) program. The DCM-
program enables calculating the ﬁnal heuristic solution for the
2-D cutting problems. Also, it has a simple list based on pro-
cessing that allows rapid input of data for both blanks and
sheets stock. Easy layout for cutting pattern, and the factory
parameters can be set for some types of equipment such as
shears and cut off saws, is considered to be another advantage.
The results can be optimized according to more than one
objective criterion to minimize the scrap, minimize the number
of patterns which leads to improve the setup time and handling
times.
3.1.5. Veriﬁcation of ‘‘DCM program’’
There is a need to utilize a similar program in order to verify
the output results from the developed DCM program. Conse-
quently, the commercial package ‘‘FastCUT’’, which is intro-
duced by FastCAM Company [10], is chosen for veriﬁcation.
It provides optimum nest to a set of rectangular shaped parts
or bars into a set of rectangular shaped sheets or bars of stock
material. The FastCUT is a computer program that enables to
calculate blank size from sheets based materials. Few examples
are used to compare results between the two programs. These
are given in Table 2.
It was found out that only, most of the time, the results of
the selection heuristics improvement’s scrap are better than the
FastCUT. But, this study shows that the results of the
(DCM)’s scrap are always better than the FastCUT. As an
example; the scrap percentage is improved in raw material
(Aluminum 3103 H16) thickness (2 mm) between FastCUT
and selection heuristics improvement by 1.11%. Also, the
scrap percent improves by 0.3% in DCM. Most of the pattern
that was provided by DCM program is easier to be cut than
FastCUT program. That also decreases the setup time.
3.2. Grouping Genetic Algorithm (GGA) implementation
The developing of the (GGA) as a random search technique
must be tailored to several stages. These stages are as follows.
The ﬁrst stage is encoding, in which the string or chromosome
carries the genes information. The second stage is initializa-
tion, in which the ﬁrst generation is populated. Then the last
stage is the selection, where the parent’s chromosomes are cho-
sen. In addition, the genetic operators such as ‘‘crossover’’ and
‘‘mutation’’ operators are applied over the selected parent’s
chromosomes to generate a new population. The evaluation
stage, where the values of the objective function or the ‘‘ﬁt-
ness’’ values of the chromosomes are calculated.
Table 3 Chromosome form.
Group Sub group Component (Blanks)
Sheets Pattern quantity Pattern index b1 b2 b3 bu
Sheet 1 l1 · d1 QP1 1
Sheet 1 l1 · d1 QP2 2
Sheet 2 l2 · d2 QP3 3
Sheet 2 l2 · d3 QP4 4
Sheet x, y ly · dx QPi i
Table 1 Heuristics of combination method.
Name Criteria Objective Sort condition
Best ﬁt scrap dimension Scrap Min Length then width
B.F scrap dim. rotate Scrap Min Length then width rotate ﬁrst blank
B.F scrap dim. rotate all Scrap Min Length then width rotate all blanks
Best ﬁt area Blanks Max Area
Best ﬁt area then length Blanks Max Area then length
Best ﬁt dimensions Blanks Max Length then width
Best ﬁt length Blanks Max Length
Best ﬁt length then area Blanks Max Length then area
Table 2 Comparison between FastCUT and the developed program.
Raw material study No. of blanks type Sheet dimension FastCUT (%) Best selection heuristics improvement (%) Best ‘‘DCM’’ (%)
St.42-6 mm 104 3000 · 1500 4.15 4.15 4.15
AL3103 H16-2 mm 38 3000 · 1500 7.9 6.79 6.5
St.37-1.5 mm 109 2500 · 1250 2.42 1.8 1.4
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mosome’’ for the above stages, the study was able to ﬁgure out
implementation and development contribution, as will be dis-
cussed below.
3.2.1. TheThreeDimensionOverlappedChromosome (3-D.OLC)
representation
In this study, one of the important aspects of our contribution
stems from the newly developed overlapped structure of the 3-
D chromosome (3-D.OLC) for solving very complicated prob-
lems having a lot of variant aspects and relational constraints.
The form of the 3-D chromosome imbeds the constraints rela-
tions of the different types of the used sheets, different patterns
from each sheet and the quantity of each one with variant
blanks and the quantity of each blank in each pattern. These
constraints are imbedded into the coordinate space of the over-
lapped 3-D chromosome structure. The relational constraints
are therefore satisﬁed by the 3-D overlapped chromosome
structure without the need for considering the constraints in
the process of handling the usual one dimensional chromo-
some. The 3-D overlapped chromosome thus enforces physical
constraint interrelations to deﬁne the chromosome space. It is
designed also to contribute in visualizing the problem in 3-
Dimensions for each solution and to therefore implement the
relational constraints. The solution of the problem has there-
fore facilitated the use of the new population as a direct input
for the (GGA) program to reach the optimum solution. This
enabled the solution of these very complicated problems witha lot of variant aspects by applying the developed (3D-OLC)
to facilitate appropriate trading of data during the usage of
the GGA-operators. The chromosome can be presented as
shown in Table 3.
3.2.2. Genetic Algorithm data structure and implementation
The study presents the Algorithm for solving the three dimen-
sional problem by using (3-D OLC), which is based on (GGA)
by using Visual-Access program code. The Algorithm is per-
formed with ‘‘the input and the output’’. The ﬁrst step is the
inputs that consist of three arrays; solution with pattern, pattern
with blanks and the target. The second step is the outputs that
consist of two stages Gene creation and ﬁnal Genetic solutions.
3.2.2.1. Inputs. The input have three arrays [arr9 (i, j) popula-
tion solutions and patterns] (as ﬁrst dimension), [arr2 (f, i)]
refers to blanks and patterns] (as second dimension), and
[arr4 (f) population solutions and blanks] (as third dimension).
In the input population solutions and blanks, arr4 (f, j) is equal
to arr5 (f) which is the target. This 3-D OLC is shown in
Table 4.3.2.2.2. Outputs. There are two stages: Gene’s generation and
ﬁnal Genetic solutions by using (GGA).
The ﬁrst stage which is Gene’s generation has 3-D over-
lapped Grouping Genetic Algorithm which consists of:
arr1 ði; jÞ : The Genes and patterns: ðFirst dimensionÞ
Table 4 Three dimension description.
Solutions from population Genes generation from each parent Final genetic solutions
First dimension arr9 (i, j) arr1 (i, j) arr8 (i, j)
Second dimension arr2 ( f, i) arr2 ( f, i) arr2 ( f, i)
Third dimension arr4 ( f, j) arr4 ( f, j) arr4 ( f, j)
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Þarr4 ðf; jÞ : the Quantity of blanks in genes: ðThird dimension
This 3-D OLC is shown in Table 4.
The Quantity of blanks in each pattern is equal to the
Quantity of pattern index ‘‘i’’ in each solution multiplied by
the Quantity of each blank type ‘‘f’’ in each pattern. This gives
arr3 ðf; iÞ ¼ QPi 
XF
f¼0
QBf ð14Þ
The arr4 is used to calculate the total number of blanks in the
gene.
arr4 ðf; jÞ ¼
XI
i¼0
ðQPi 
XF
f¼0
QBfÞ ð15Þ
arr4 ðf; jÞ ¼
XI
i¼0
arr3ðf; iÞ ð16Þ
In second stage; The Three-Dimensional ﬁnal Genetic solu-
tions generated from Grouping Genetic Algorithm, consists of;
arr8 ði; jÞ :the final Genetic Solutions and patterns:
ðFirst dimensionÞ
arr2 ðf; iÞ : the Blanks and patterns: ðSecond dimensionÞ
arr4 ðf; jÞ :the Quantity of blanks in final Genetic Solutions:
ðThird dimensionÞ
The array arr7 (i) will be used as the trials of the patterns in
order to complete the genearr1 (i, j) to ﬁnd the ﬁnal Genetic
solution. Constraints 1 and 2 that are deﬁned latter should
be checked in each trail. The ﬁnal genetic solution given in
arr8 (i, j) where ‘‘i’’ pattern index and ‘‘j’’ ﬁnal Genetic solu-
tion is shown in the following equation:
arr8 ði; jÞ ¼ arr1 ði; jÞ þ
XI
i¼0
arr7 ðiÞ ð17Þ
The blanks of the ﬁnal genetic solution are given in arr4 (f, j)
by using the following equation:
arr4ðf; jÞ ¼ arr4 ðf; jÞ þQPi  arr2 ðf; iÞ ð18Þ
The Three-Dimensional ﬁnal Genetic solutions generated from
Grouping Genetic Algorithm are presented in Fig. 1.
The three dimensions in each population solutions; genes
generation and ﬁnal genetic solution are also shown in Table 4.
3.2.2.3. Constraints. 3.2.2.3.1. Constraint (1). The arr6 (f, j) is
used as a constraint to check the (blanks demand in target
table) and the (blanks given in new gene), using the following
equation and conditions:
arr6 ðf; jÞ ¼ arr5 ðfÞ  arr4 ðf; jÞ ð19ÞThis is applied to check the ‘‘Target Blanks Quantities’’ and
the ‘‘Gene Blanks Quantities’’, by using the following three
conditions:
 If arr6 (f, j) = 0, then the ‘‘Gene Blanks Quantities’’ will
equal the ‘‘Target Blanks Quantities.’’ As a result; the Gene
will equal one of the solutions of the population which will
equal the ﬁnal Genetic solution.
 If arr6< 0, then the ‘‘Gene Blanks Quantities’’ are greater
than the ‘‘Target Blanks Quantities.’’ As a result; there will
be more blanks than the target. In this case, refer to con-
straint (2).
 If arr6> 0, then the ‘‘Gene Blanks Quantities’’ are greater
than the ‘‘Target Blanks Quantities.’’ As a result; the ﬁnal
Genetic solution can be achieved.
3.2.2.3.2. Constraint (2). This constraint is deﬁned to sat-
isfy the following:
Max: No:of over blanksP No:of over blanks given
PMin:No:of over blanks ð20Þ
3.2.2.3.3. Constraint (3). The following constraint is
deﬁned to guarantee that:
Solutions given from GA  Population population SPSP
 ðNo:of crossover or mutationÞ
ð21Þ
where SP is the total number of patterns given in population.4. Case study
The real life case was obtained from a sheet metal workshop
in a bus factory manufacture. One model (a quantity of 10
buses) was chosen from the production plan of the buses.
The Raw material (Steel 37) and thickness (3 mm) were also
chosen from the B.O.M. A total of 31 types of sheets with
various dimensions are used in this case study. The target
of the demand from the rectangular blanks is shown in
Table 5. The objective is to minimize the material cost and
the setup time.
This problem is solved by applying the following steps:
i. Developed combination method (DCM) as presented in
Section 3.1.
 The selection heuristics improvement presented in
Section 3.1.1, population initialization presented in
Section 3.1.2 and Combination methods presented in
Section 3.1.3.
 The Results of the population and veriﬁcation using
FastCUT program.
Figure 1 Three dimensional ﬁnal genetic solutions.
Table 5 The target of the demand.
Blanks no. Quantity Length Width Description
1 10 29 30 St.37 plate 30 · 29 · 3 mm
2 5 125 1000 St.37 sheet 1000 · 125 · 3 mm
3 3 280 1200 St.37 sheet 1200 · 280 · 3 mm
4 20 40 47 St.37 sheet 47 · 40 · 3 mm
5 8 150 1200 St.37 sheet 1200 · 150 · 3 mm
6 80 64 2500 St.37 sheet 2500 · 64 · 3 mm
7 3 27 270 St.37 sheet 270 · 27 · 3 mm
8 3 33 270 St.37 sheet 270 · 33 · 3 mm
9 10 63 65 St.37 sheet 65 · 63 · 3 mm
10 20 90 130 St.37 sheet 130 · 90 · 3 mm
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presented in Section 3.2
 Inputs: The population given from DCM program as
shown in Section 3.2.2.2.
 Using Genetic Algorithm operators, crossover and
mutation.iii. The evaluation using PSV and probability equation (12)
and (13).
These steps will be discussed in details as follows:
i. Using the developed combination method (DCM): The solutions given from the selection heuristics im-
provement and combination methods were 48 solu-
tions. One of the best (DCM) solutions is the ‘‘Best ﬁt
scrap-dimension rotate all’’ as shown previously in
Table 1.
 The scrap was improved by 0.15% (from 1.81% in
the best heuristic to 1.66% in DCM) and by 0.3%
(from 1.96% in commercial package of FastCUT to
1.66% in DCM).Solution
No.38 from population 
Solution
No.27 from populationii. Using Grouping Genetic Algorithm implementation:
 The output of the DCM program, which is 48
solutions having 80 patterns, was used as an input to
the (GGA) Program.
 Using Genetic Algorithm operators, crossover and
mutation, the program calculates the number of tri-
als and solutions according to the Genetic Algorithm
parameters given in Table 6.
 For the Crossover operator; the total number of
solutions was 2747. The best one ‘‘solution num-
ber 1597’’ improved the scrap by 0.47% (from 1.-
66% in DCM to 1.19% in crossover). That result is
shown in Fig. 2, which is better than ‘‘FastCUT’’
optimum output.The Steps of using crossover operator are as follows:
– Choose the Parent: solution number 27 and 38 from
population’’i23 i26 i35 i46 i54 i57 i58 i61
1 1 1 1 1 2 1 1
i3 i30 i46 i54 i57 i62
1 1 1 1 3 1
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498 M.R. Rostom et al.– Adjust the crossover limits (from pattern number 55 to 60):
Solution i23 i26 i35 i46 i54 i57 i58 i61
Solution 38 1 1 1 1 1 2 1 1
Solution i3 i30 i46 i54 i57 i62
Solution 27 1 1 1 1 3 1
Zero
Gene
– Steps of using crossover operator Two Genes are created:
Gene 1 and Gene 2
Gene.1 i23 i26 i35 i46 i54 i57 i61
Solution 38 1 1 1 1 1 3 1
Gene.2 i3 i30 i46 i54 i57 i58 i62
Solution 27 1 1 1 1 2 1 1
Gene number 1 is an accepted gene, but gene number 2 is an
unaccepted gene where the scrap has increased and there are
also over blanks.
– The ﬁnal Genetic solution No. 1597 given from gene num-
ber1 with scrap 1.19% then:
Crossover Solution i23 i26 i35 i46 i54 i57 i61
1597 1 1 1 1 1 3 1
– The chromosome of the Crossover ﬁnal Genetic solution
No. 1597 is then as follows:
Pattern Blanks Sheets
Pattern
quantity
Pattern.
index
b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 Sheet
dimensions
1 i23 4 0 0 0 2 0 10 3 0 3 1250 625
1 i26 6 0 0 6 1 0 0 0 20 0 1180 1250
1 i35 0 1 0 2 0 20 0 0 0 0 1380 625
1 i46 0 4 0 0 0 0 0 0 0 0 1000 500
1 i54 0 0 18 0 0 0 0 0 0 0 2500 1160
3 i57 0 0 19 0 0 0 0 0 0 0 2500 1216
1 i61 0 0 5 0 0 0 0 0 0 0 2500 320– For the mutation operator, the total number of mutation
solutions is equal 230. The best solution was ‘‘number
160’’ which has improved the scrap by 0.12% (from
1.19% in crossover to 1.07% in mutation) as shown in
Fig. 3.
The mutation best solution No. 160 Clariﬁcation as follows:
solution of the scrap.
Figure 2 Crossover solutions of the scrap.
3D overlapped grouping Ga for optimum 2D guillotine cutting stock problem 499– Choose the parent: ‘‘best crossover solution number
1597’’7 i61
1Crossover Solution. i23 i26 i35 i46 i54 i5
1597 1 1 1 1 1 3
– Add the mutation operator number 8 between i50 and i55:
Figure 3 Mutation57 i61
3 1
o Crossover Solution. i23 i26 i35 i46 i54 i
1597 1 1 1 1 1
Zer
– The Gene is given after mutation as:i61
1Solution i23 i26 i35 i46 i57
1597 1 1 1 1 3
– Search for the best pattern given to solve the problem andew pattern 
i63
2achieve blanks need:
Mutation Solution i23 i26 i35 i46 i57 i61 N
160 1 1 1 1 3 1
Table 7 Comparison between the solutions from ‘‘FastCUT’’ and developed approach.
Solution type Solution number or case Scrap (%) Quantity
of pattern
Quantity
of sheets
Total area
Solution from ‘‘FastCUT’’ – 1.96 10 10 16,567,000
Best heuristic Material sort-Width_Asc_
Length_Desc
1.81 7 7 16,542,265
Developed combination
method (DCM)
Best ﬁt scrap-dimension
rotate all
1.66 8 9 16,523,750
Genetic Algorithm using (Crossover) 1597 1.19 7 9 16,438,750
Genetic Algorithm using (Mutation) 160 1.07 7 10 16,418,750
Figure 4 The chromosome for the best solution.
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3D overlapped grouping Ga for optimum 2D guillotine cutting stock problem 501– The Chromosome of the mutation ﬁnal Genetic solution
No. 160 is then as follows:
Pattern Blanks Sheets
Pattern quantity Pattern index b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 Sheet
dimensions
1 i23 4 0 0 0 2 0 10 3 0 3 1250 625
1 i26 6 0 0 6 1 0 0 0 20 0 1180 1250
1 i35 0 1 0 2 0 20 0 0 0 0 1380 625
1 i46 0 4 0 0 0 0 0 0 0 0 1000 500
3 i57 0 0 19 0 0 0 0 0 0 0 2500 1216
1 i61 0 0 5 0 0 0 0 0 0 0 2500 320
2 i63 0 0 9 0 0 0 0 0 0 0 2500 576Table 9 Final evaluation
Scrap
Mutation 160 1.071336
C1597 1.191696
C1 1.610661
C.M. rotate 1.663718
C113 2.114652
C1819 1.662782
C2390 3.229967
C2134 1.996531
C1326 1.789132
C1931 2.122025
C334 2.569693
C959 2.423369
C831 3.251582
C1198 2.496586
C2271 2.496586
C1461 2.547773
C1072 2.933592
C2626 4.552079
C1327 4.60113
C1462 5.317109
C1536 5.66081
C1073 5.681353
Table 8 Weight factors.
Weight factor
of scrap (%)
Weight fa
number of
50 40results.
Number of patterns Nu
7 10
7 9
6 6
8 9
7 7
9 9
3 6
8 9
9 10
8 9
7 7
9 9
6 8
9 10
9 10
9 10
9 11
5 6
9 9
9 9
9 9
9 10
ctor of
patterns (%)
Weight facto
number of s
10mbe
r of
heetsThe ﬁnal result of the case study is a comparison between
the three criteria namely the scrap, the quantity of patterns
and the quantity of sheets. The results show improvement of
heuristics, developed combination methods (DCM) and
Genetic Algorithm (3-D OLC) over the FastCUT program
as shown in Table 7.
– The scrap has improved by 0.15% from (1.96%) in the
FastCUT to (1.81%) in the best heuristics.
– The scrap has improved by 0.3% from (1.96%) in the Fast-
CUT to (1.66%) in best solution from developed combina-
tion methods; also, the quantity of pattern has improved by
20%.r of sheets
(%)– The scrap of the Genetic Algorithm has improved by
(0.9%) from 1.96% in the FastCUT to 1.07% in the best
solution from Genetic Algorithm (solution No. 160).
The number of patterns also has improved by 30% from 10
patterns by using the FastCUT to 7 patterns in the best opti-
mum solution. The optimum 3D – Chromosome for this solu-
tion is shown in Fig. 4.
iii. Evaluation:
The evaluation is done by using the ﬁtness function based
on proportional selection value equation in two steps, and
achieved by considering the weight factors as shown below
in Table 8.
Theses weights can be considered as postulation according
to the users’ assessment and relative importance. It can be
adapted very easily in the program to achieve the optimum
solution. These weights have been assumed according to the
‘‘bus frame industry’’ evaluations, which are applied in the
adopted real life case study. These assumptions gave the prior-
ity to the scrap weight since it directly affects the cost. The sec-
ond weight is given to the pattern that leads to the
improvement of the setup time and handling efﬁciency. Finally
the sheets weight is deﬁned in order to standardize the sheets
type as much as possible.
The ﬁrst step has evaluated the outcomes of GGA, by using
the crossover operator. From all possible solutions, the cross-
over GGA has selected the best one of them. This selection is
based on the best scrap which was lower than 6%. According
to equation number (13), as mentioned before, the highest
probability is for solution number (C1597 in crossover solu-
tions) because it has the minimum scrap that is based on the
scrap weight factor. The second step is done by evaluating
the best solution that is accomplished from using crossover
and mutation operators. Based on the ﬁtness function, theOverall proportional selection value Rank Probability (%)
0.5294 22 7.035
0.5415 21 6.818
0.5500 20 6.602
0.5879 19 6.385
0.6817 18 6.169
0.6969 17 5.952
0.7123 16 5.736
0.7160 15 5.519
0.7268 14 5.303
0.7373 13 5.087
0.7590 12 4.870
0.8262 11 4.654
0.8457 10 4.437
0.8470 9 4.221
0.8470 8 4.004
0.8557 7 3.788
0.9297 6 3.571
1.0124 5 3.355
1.1964 4 3.139
1.3182 3 2.922
1.3766 2 2.706
1.3885 1 2.489
502 M.R. Rostom et al.evaluation shows that the highest probability is for (Mutation
solution number 160). That probability is more preferable than
the crossover solution number (C1597) that is based on the
scrap weight factor, as shown in Table 9.5. Conclusion
The main goal of this work is accomplished by solving the (2-D
CSP). The contribution is achieved through two directions
namely, the DCM and the (3D-OLC). The (DCM) is estab-
lished to create effective solutions that are used as a population
initiation, which is considered as a prime data base to be as an
input for the (GGA) program. The ﬁrst DCM direction
includes two stages. The ﬁrst one is to selection heuristics
improvement by constituting a relation that is controlled by
the sheets dimension and the sheets sorting. The second stage
is to establish groups of blanks that were tested by being posi-
tioned on the sheets in order to reach the best nesting (best
group with best sheet in order to achieve minimum scrap).
These effective solutions lead to better results compared to
the selection heuristics. For veriﬁcation and comparison, the
FastCUT ‘‘commercial program’’ was applied. The results of
the solutions in this developed method came out equal to or
better than the FastCUT program, in terms of the scrap per-
centage and the number of patterns.
The second direction is the (3D-OLC) that is designed to
contribute in visualizing the problem in each solution and to
implement the relational constraints. Ideally, the solution for
this problem would have used the new population as a direct
input for the (GGA) program to reach the optimum solution.
But that solution could not be applied because of the complex-
ity of the extreme diversity in each solution separately in terms
of used patterns and the quantity of each one, the blanks and
the variety of the quantity of each blank in each pattern, and
the different types of the used sheets. Therefore, in order to
accomplish the best possible solution, this work was able to
solve these problems by applying the (3D-OLC) to facilitate
trading data during the usage of the GGA-operators. A com-
puter Program is implemented to ﬁnd the optimum solution of
the CSP, by using the developed approach (DCM, 3D-OLC).
The program has an efﬁcient high speed and convenient imple-
mentation interaction.
The model and the obtained results are compared with a
real life case study from a sheet metal workshop in bus manu-
facturing factory. The effectiveness of the proposed approach
is demonstrated by shop testing between the current cutting
schedules and the developed optimum results. The test is
applied on a thickness group of a particular manufactured
model. The comparison reveals that the superiority of this
new GGA model, in terms of the direct material cost. Compar-
ing the results of the FastCUT, DCM, and GGA by using 3D-
OLC, it was found that the trim loss ratio has improved by
0.3% from (1.96%) in the FastCUT optimum solution to
(1.66%) in DCM. Also, the pattern number has improved by
20%, and the results of (GGA) has improved by (0.9%) from
1.96% in the FastCUT to 1.07% in the best solution using the
developed approach. The number of patterns also has
improved by 30% from 10 patterns by using the FastCUT to
7 patterns in the best optimum solution. If the company’s
annual forecast would consider this ratio, then the value of
the savings would be almost equal to (1,980,00 LE).The present work thus presented new effective methods, the
developed combination method (DCM) and the Three Dimen-
sional Overlapped Chromosome (3D-OLC) GA. These tech-
niques achieved optimum solution for the 2D guillotine
cutting stock problem. The results reveal its superiority in
waste minimization compared to the current cutting schedules.
The entire procedure can also be completed in an efﬁcient and
reasonable amount of time.
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