INTRODUCTION
Airborne surveillance radar systems operate in a strong, dynamic interference environment. The interference may be deliberate (jamming) or nonhostile clutter. The ability to detect weak targets, such as slow and low flying aircraft, requires the suppression of the interference in real time. Space-time adaptive processing (STAP) techniques promise to be the best means to suppress severe, dynamic interference.
Consider a phased array with N spatial channels, possibly subarrays of a larger array, with M pulses per coherent processing interval (CPI). The simplest STAP algorithm uses the NM-dimensional covariance matrix to minimize the expected squared error with respect to the desired signal [1] . It can be shown that this fully adaptive joint domain optimal (JDO) algorithm is optimal in terms of the output signal to interference plus noise ratio (SINR). In a practical situation the covariance matrix is estimated using secondary data from range cells surrounding the range cell of interest.
The JDO algorithm suffers from two major drawbacks that restrict its application to real time STAP processing. The estimation of the covariance matrix requires between 2NM and 3NM independent, identically distributed, secondary data samples. In a nonstationary and inhomogeneous clutter environment, this is impractical. The second problem is that the computational load is proportional to (NM) 3 , making it difficult to implement the algorithm in real time.
To overcome these drawbacks with the optimal algorithm, factored space and time algorithms have been proposed [2] . These algorithms spatially process the radar returns, followed by a temporal adaptive processor or vice versa. However, both these cascade configurations significantly reduce the performance potential with respect to the optimal algorithm [3] . In [3] , Wang and Cai also introduce the joint domain localized (JDL) algorithm that transforms the space-time data to the angle-Doppler domain. The transformation localizes the interference in angle-Doppler space and, hence, requires the solution of a smaller adaptive problem. This algo-rithm is computationally efficient, requiring limited secondary data.
In [3] , the authors assume that the receiving antenna is a uniformly spaced linear array of ideal, isotropic, point elements. Under this assumption, the inverse Fourier coefficients form the spatial steering vector, allowing for the use of a discrete Fourier transform (DFT) to transform the space domain to the angle domain. A DFT also transforms the time domain to the Doppler domain. The orthogonality of the Fourier coefficients localizes the target space-time signal to a single point in angle-Doppler space and the JDL processor then suppresses the interference in angle-Doppler space.
In a practical situation, however, the elements of the array cannot be isotropic point sensors. Due to their physical size, the sensors not only spatially sample the incident fields, but also re-radiate them. These re-radiated fields interact with the other sensors causing mutual coupling between the elements. Further, the assumption of a linear array is restrictive. The array may be planar, allowing for degrees of freedom in azimuth and elevation. Therefore, in practice, the Fourier coefficients do not form the spatial steering vector and a DFT does not transform the spatial domain to the angle domain. In a physical array, the spatial steering vectors must be measured or obtained using a numerical electromagnetic analysis. The steering vectors so obtained can be used to transform the space domain to the angle domain. However, unlike in the ideal case, these steering vectors do not form an orthogonal set.
Until now, when applying JDL to a real array, the nonorthogonal nature of the spatial steering vectors has been ignored [4] . Further, the use of a window to suppress transform sidelobes is discouraged since this leads to a nonorthogonal transform. The lack of a window results in high sidelobes in the angleDoppler space.
This paper modifies the traditional JDL algorithm to account for the nonorthogonality of measured steering vectors. This modification is then extended to allow for the use of windows to transform the space domain to the angle domain and from the time to the Doppler domain. Both results are achieved by modifying the adaptive steering vector. The modifications are tested on measured data to illustrate the improvement in performance of the JDL algorithm.
Section 2 introduces the JDL algorithm as applied to the ideal case of a linear array of isotropic, point sensors. Section 3 details the use of nonorthogonal steering vectors and the use of windowed transformations. Section 4 presents examples to illustrate the improvement in processing performance obtained by accounting for the nonorthogonality of the steering vectors and the use of windows. The examples are taken from the multichannel airborne radar measurements (MCARM) [5] database. Finally, Section 5 presents some conclusions and a summary of the results presented here.
JOINT DOMAIN LOCALIZED PROCESSING
Consider a linear array of N ideal isotropic point sensors receiving an incident plane wave as shown in Fig. 1 . Each channel receives M data samples corresponding to the M pulses in a CPI. Therefore, for each range bin, the data is a length MN vector X whose entries numbered (m Ϫ 1)N ϩ 1 to mN correspond to the returns from pulse number m.
In the range cells without a target, we have
and in range cells with a target
where S is the signal vector, C is the vector of interference sources, and N is the noise vector. The term S in Eq. (2), corresponding to a target at angle and relative speed , is given by
where ␣ is the target amplitude, f t is the normalized Doppler frequency, and f s is the normalized spatial frequency given by the temporal steering vector, and ᮏ denotes the Kronecker product. The vector S with unit target amplitude (␣ ϭ 1) is effectively the space-time steering vector. Equation (3) shows that the spatial and temporal components of the steering vector are Fourier coefficients; i.e., an inner product with the space-time steering vector is equivalent to a two-dimensional DFT. Using the 2D DFT, the space-time data X is transformed to the angle-Doppler data . The DFT transforms the target data to a single point in the angle-Doppler domain; i.e., the signal is localized.
In JDL, radar signals are processed in the angleDoppler domain. The signal vector, corresponding to the angle-Doppler of interest is transformed to a single point in the angle-Doppler space. A local processing region (LPR), as shown in Fig. 2 , is formed around the signal point and interference is suppressed in this region. The covariance matrix corresponding to this LPR is estimated using secondary data from neighboring range cells. The adaptive weights are calculated by
where R l is the estimated covariance matrix corresponding to the LPR of interest and s is the steering vector for the adaptive process. This vector must not be confused with either the spatial steering vector (s s ) or the temporal steering vector (s t ) of Eq. 
The adaptive weights can be used to find a statistic for detection by hypothesis testing. In this paper, the modified sample matrix inversion (MSMI) statistic is used. The JDL-MSMI statistic is given by [4] 
where l is the primary angle-Doppler data vector from the LPR and the range cell of interest. The number of adaptive unknowns is equal to the product of the number of angle bins and the number of Doppler bins in a LPR. Therefore, as compared to JDO and even factored space-time approaches, JDL deals with far fewer unknowns, i.e., JDL is an fast adaptive process. Also, because of the fewer unknowns involved, the covariance matrix can be estimated accurately from limited secondary data samples.
JDL USING NONORTHOGONAL STEERING VECTORS AND WINDOWS
As Section 2 demonstrates, the JDL adaptive algorithm has significant advantages over other adaptive algorithms. However, the algorithm assumes two idealized conditions. It is assumed that the array is linear and equispaced. Further, it is assumed that the array elements are isotropic point sensors.
The assumption of a linear array is restrictive. To allow for degrees of freedom in azimuth and eleva- tion, the array may be planar. Further, of an array of point sensors is not achievable in practice. Each array element must have a nonzero physical size, which leads to mutual coupling between the elements. In a practical situation, the spatial steering vectors are not the Fourier coefficients of Eq. (3). The steering vector associated with a given angle is the measured magnitude and phase taper due to a calibrated far field source. If measurements are not available, the steering vectors can be obtained from a numerical electromagnetic analysis of the receiving antenna.
In a practical array, the spatial component of Eq. (6) 
The temporal steering vector s t is unchanged and forms the Fourier coefficients. The measured spatial steering vectors for different angle bins are not orthogonal to each other. Hence, the signal space-time steering vector spreads in the angle-Doppler domain; i.e., Eq. (8) has to be modified to reflect the nonorthogonality of the steering vectors. Melvin and Himed [4] work with a real antenna array and use the measured steering vectors. However, they ignore the nonorthogonal nature of these steering vectors. For the JDL algorithm using three angle and three Doppler bins, the adaptive steering vector is given by
where 7·, ·8 denotes the inner product, s s m (n) is the spatial steering vector corresponding to angle bin n, the bin of interest. s s m (n Ϫ 1) and s s m (n ϩ 1) are associated with the adjacent angle bins. Therefore, the nonideal nature of the array can be accounted for by modifying the adaptive steering vector. This formulation can be easily extended to JDL algorithms using more than three angle bins. Note that the primary and secondary data are also transformed to angle-Doppler space using the measured steering vectors, not a 2D DFT. A DFT is valid for the transformation from time to Doppler space only.
In a radar system, a beam is transmitted in a particular direction and the returns are processed for targets in that direction only. Hence, while the all Doppler bins are examined, the angle bin of interest remains constant over the entire CPI. Therefore, for each CPI, the adaptive steering vector of Eq. (11) can be calculated a priori.
The
The use of windows is discouraged [3, 4] to maintain the simple form of the steering vector in Eq. (8). The rationale presented is that the window voids the orthogonality of the DFT, leading to a spread of the steering vector in angle-Doppler space. In [4] , the authors point out that using windows in conjunction with Eq. (8) reduces the performance of JDL. However, not using windows implies that the transformation has high sidelobes, hence reducing the ability to discriminate between signal and interference and between two closely spaced targets.
In the case of a real antenna array, the spatial steering vectors are nonorthogonal, requiring the use of Eq. (11) 
where, s t (m) is the temporal steering vector for Doppler bin m and s s m (n) is the measured spatial steering vector for angle bin n; w t ᭪ s t (n) represents a point by point multiplication of the two length-M vectors. Equation (12) can be extended if more than three Doppler or angle bins are used per LPR.
The angle bin of interest is constant over the entire CPI. Further, since the temporal steering vectors form the Fourier coefficients, the inner product between two windowed steering vectors is dependent only on the difference between the two indices; i.e.,
Therefore, the steering vector of Eq. (12), for the entire CPI, can be evaluated a priori, independent of the actual Doppler bin of interest.
EXAMPLES
In this section we present examples to illustrate the improvement in adaptive performance by taking the nonorthogonal nature of the spatial steering vectors into account. The use of windowed transformation from the space-time domain to the angleDoppler domain is also illustrated.
The examples use data from the multichannel airborne radar measurements (MCARM) database, a vast collection of clutter and signal measurements collected by an airborne radar over multiple flights with multiple acquisitions on each flight. The radar is a rectangular array of 8 elements in elevation and 16 elements in azimuth. The 8 elevation elements are combined to form 2 subarrays of 4 elements each, resulting in a 2 ϫ 16 element phased array. Although the antenna comprises 32 channels, only 22 channels are digitized (N ϭ 22). Depending on the flight, the 22 channels were chosen from one of two possible configurations. The examples presented in this paper are based on certain acquisitions from flight 5. This flight used elements arranged in a 2 ϫ 11 rectangular grid. Each CPI used 128 linear FM pulses (M ϭ 128). On receipt, all the data were translated to the baseband.
The database is an invaluable asset for the testing of adaptive and nonadaptive processing algorithms on actual measured airborne radar data. It includes clutter measurements over different terrain and the returns from a target aircraft flying approximately parallel to the radar platform. Further, some acquisitions include the signals (tones) from a moving target simulator (MTS) of known Doppler shift and power. Also provided with the data is a set of measured spatial steering vectors for some specified azimuth and elevation angles. These steering vectors are used in [4] and here for spatial processing of the data.
Two examples are presented here to illustrate the improvement in detection performance by accounting for the nonorthogonal nature of the steering vectors. For each example three scenarios are compared. In the first two scenarios, the space-time data are transformed using a DFT in time and the measured steering vectors in space. The first scenario ignores the nonorthogonal nature of the spatial steering vectors and uses Eq. (8) as the adaptive steering vector. The second scenario accounts for the nonorthogonality and so it uses Eq. (11) to evaluate the adaptive steering vector. The final scenario uses a window before transforming the time domain to Doppler domain. This scenario uses Eq. (12) to evaluate the adaptive steering vector for JDL. In all examples three angle bins and three Doppler bins form the LPR. The covariance matrix of the interference is assumed using two guard cells and 18 secondary data cells on either side of the range bin of interest. The MSMI statistic of Eq. (9) is used for detection.
The performance of windowed JDL is sensitive to the choice of window. In [6] Harris compares the properties of many different possible windows. His figure of merit to compare different windows is the difference between the equivalent noise bandwidth and the normalized 3-dB bandwidth of the window. Using this criterion, he concludes that for fixed point arithmetic, the Kaiser-Bessel window is the top performer. The sidelobes of the Kaiser-Bessel window can be controlled by a parameter ␤ which is half the time-bandwidth product of the window. In this work, we use a 128-point Kaiser-Bessel window with ␤ ϭ log(128) in the time domain. In the space domain, due to the limited number of elements available, the reduction in the mainbeam gain is significant even for shallow windows. Hence, a window is not used in the space domain.
Example 1: Injected Target
In the first example, a fictitious target of the chosen amplitude, direction, and Doppler is added to the MCARM data at a particular range bin. The amplitude and phase taper of the injected target at each of the 22 channels is obtained from the measured steering vectors. The amplitude of the injected target is chosen such that it is too weak to be observed by nonadaptive digital beamforming. The JDL algorithm is used to detect the injected target by suppressing the clutter.
The JDL processing is performed at the target angle bin for a few range bins surrounding the injected target and for all Doppler bins. In this example, the figure of merit used to compare the three scenarios is the separation between the MSMI statistic at the target range/Doppler bin and the highest statistic at other range or Doppler bins. A large separation implies a large difference between target and residual interference, i.e. improving the ability to detect the target.
In this example, the data from acquisition 575 on flight 5 were used. The acquisition corresponds to 128 pulses and 22 channels. The parameters of the injected target are as follows:
• Range bin ϭ 290. Figure 3 plots the MSMI statistic, at the broadside and target range bin, as a function of Doppler for the first scenario where nonorthogonality is ignored. The statistic at the target location is clearly visible over the surrounding clutter. However, the target is found at Doppler bin Ϫ8 (16.84 dB), not the expected Ϫ9 (12.78 dB). The separation between the statistic at bin Ϫ8 and the highest clutter statistic at bin Ϫ24 (13.71 dB) is 3.13 dB. The statistic at Doppler bin Ϫ9 is actually lower than the surrounding clutter. Figure 4 shows the same plot when the nonorthogonal nature of the spatial steering is accounted for. The improved detection performance is clearly visible with the peak in the correct Doppler bin of Ϫ9 (19.09 dB). The highest statistic at Doppler bin 53 (10.70 dB) is 8.39 dB below the statistic at the target. This is an improvement of 5.26 dB over the first case. Figure 5 plots the results when the Kaiser-Bessel window is used. The statistic is maximum at Doppler bin Ϫ9 (18.47 dB). The highest clutter statistic at bin Ϫ50 is at 9.67 dB, showing a separation of 8.80 dB, an improvement of 5.67 dB over the first case and 0.41 dB over the second case. the target, at range bin 290 (18.47 dB), stands out over the surrounding clutter. The separation over the highest clutter statistic (15.34 dB at range bin 266) is 3.13 dB, an improvement of 11.86 dB over the first case and 0.64 dB over the second scenario.
Example 2: MTS Tones
On flight 5 acquisition 152 includes clutter and tones from a moving target simulator (MTS) received at preselected Doppler frequencies. Five tones are received at approximately Ϫ800 Hz (0 dB), Ϫ600 Hz (Ϫ14 dB), Ϫ400 Hz (Ϫ20 dB), Ϫ200 Hz (Ϫ26 dB), and 0 Hz (Ϫ31 dB). The data in this acquisition are the returns from 128 pulses measured at 22 channels.
Using the GPS and INU data of the radar platform, the known location of the MTS source and the timing of the MTS pulse, it is possible to calculate the locations of the tones in range and angle. For acquisition 152, the tones are located mainly in range bin 450 and about 6°towards the nose. The pulse repetition frequency for this flight was 1984 Hz; hence the separation of 200 Hz corresponds to nearly 13 Doppler bins.
Using the acquisition with the MTS tones allows us to compare the performance of the JDL algorithm in the above scenarios on real data. The tones act as returns from moving targets. The presence of five MTS tones makes it difficult to define a figure of merit to compare the different scenarios. In this example a visual inspection will be used for the comparison. Figure 9 plots the results of using a nonadaptive digital beamformer to locate the MTS tones in Doppler at the range bin and the angle of the transmitter. The strongest tones at Doppler bins Ϫ52 and Ϫ39 are clearly visible over the clutter. The other three tones are visible, but are embedded in the surrounding clutter. Figure 10 plots the results of using the JDL algorithm without accounting for the nonorthogonality of the steering vectors. As can be seen, the five MTS tones are clearly visible, with the strongest tone at bin Ϫ53 spread out over Doppler space. A few spurious tones are also seen. Figure 11 plots the results of taking the nonorthogonality into account. The five MTS tones all clearly stand out over the clutter and the spread of the strongest tone has been curtailed. The spurious tones are completely sup- pressed. Figure 12 plots the case where the KaiserBessel window is used to transform the time domain to the Doppler domain. Again, the five tones clearly stand out and the spread of the strongest tone is curtailed. This case shows some improvement over Fig. 11 .
CONCLUSIONS
The joint domain localized (JDL) processing algorithm [3] significantly speeds up the adaptive process by concentrating on a local processing region (LPR) in angle-Doppler space. The space-time domain data is transformed to the angle-Doppler domain before adaptation. The traditional JDL algorithm assumes that the spatial and temporal steering vectors form an orthogonal set. However, for a real array, the spatial steering vectors suffer from the effects of mutual coupling and so they do not form an orthogonal set. Further, to maintain the orthogonality of the steering vectors, windows are not used in the transformation from the space-time to the angle-Doppler domain. This paper has shown that for a real antenna, ignoring the nonorthogonal nature of the spatial steering vectors leads to significant degradation of the ability of the JDL algorithm to suppress interference. A simple modification to the adaptive steering vector is used to account for the nonorthogonality. This is shown to perform significantly better than the traditional JDL algorithm.
To further improve the JDL processing, the adaptive steering vector is modified to allow for the use of windows in the transformation. The windows suppress the high sidelobes associated with nonwindowed transforms. This modification is shown to further improve the performance of the JDL algorithm.
In this paper, the proposed modifications are tested using real data from the multichannel airborne radar measurement (MCARM) database. This data set consists of clutter, target, and MTS tones. In the case of the injected target and in the case of the MTS tones, the proposed modifications result in significantly better performance over traditional joint domain localized processing.
