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Resumo
Sa˜o analisados dois modelos econome´tricos para a regressa˜o probito linear em
respostas bina´rias espacialmente dependentes ou correlacionadas, os quais tem apli-
cac¸a˜o em problemas de escolha discreta para dados de a´rea. A incorporac¸a˜o desta
correlac¸a˜o, via um processo latente, tem como consequeˆncia uma func¸a˜o de veros-
similhanc¸a, envolvendo va´rias integrais, que exceto em casos especiais, na˜o podem
ser resolvidas analiticamente.
O primeiro modelo insere a estrutura espacial na forma de defasagens ou erros
espacialmente correlacionados na varia´vel latente. Para este modelo apresentamos
treˆs me´todos de estimac¸a˜o, a saber: ma´xima verossimilhanc¸a (MV) via algoritmo
EM , me´todo dos momentos generalizados (MMG) e ana´lise Bayesiana via MCMC.
O segundo, objeto central da tese, introduz a dependeˆncia espacial ao modelo
como um efeito aleato´rio espacialmente estruturado, na forma de um processo au-
toregressivo espacial. Analisamos este modelo atrave´s de um enfoque hiera´rquico
Bayesiano, sugerindo prioris adequadas, bem como, usando Metropolis em Gibbs,
estudando duas poss´ıveis distribuic¸o˜es para a transic¸a˜o. Sa˜o feitas simulac¸o˜es, ge-
rando amostras de va´rios cena´rios poss´ıveis e discutidos os resultados encontrados.
Em particular, sa˜o mostradas as vantagens das modificac¸o˜es aqui propostas em
relac¸a˜o aos procedimentos encontrados na literatura para este modelo. Tambe´m e´
apresentado dois exemplos de dados reais. O primeiro, referente as eleic¸o˜es presi-
denciais dos 48 estados cont´ıguos dos EUA realizada em 1996, com um total 3110
condados. O u´ltimo conjunto de dados trata-se das eleic¸o˜es presidenciais brasileiras
de 2002 no segundo turno. Neste caso, a estrutura espacial e´ definida pela regia˜o ad-
ministrativa de Campinas, composta por 90 munic´ıpios. Em ambos os casos, va´rios
modelos espaciais sa˜o ajustados e seus resultados discutidos.
vAbstract
This work analyzes two probit regression models with spatial dependence for
binary responses. These models have been used for the discrete choice problem.
The incorporation of this dependence through latent process cause the likelihood
function to involve many integrals, which cannot be solved analytically unless in
particular cases.
The first model considered the spatial structure in the form of lagged or spatially
correlated errors in the latent variable. For this model, three estimation methods
are presented: Maximum Likelihood (ML) via EM algorithm, Generalized Method
of Moments (GMM) and the Bayesian approach via MCMC.
The second model plays a central role in this dissertation. It introduces the
spatial dependence as structured random effects that take the form of a spatial au-
toregressive process. This model is analyzed through a hierarchical Bayesian model.
Some prior distributions are suggested and the Metropolis-in-Gibbs algorithm is
used, considering two possible transition distributions. Some simulation exercises
are carried out. In these exercises, the samples are generated under different possible
designs. It is shown the advantages of the modifications proposed here compared to
the procedures found in the econometrics literature. Two examples of real data are
also presented. The first relates to the presidential elections of 48 contiguous US
states realized in 1996, in a total of 3110 counties. The last data set refers to the
Brazilian presidential elections of 2002. In this case, the Administrative Region of
Campinas, Sa˜o Paulo, comprehended by 90 counties, defines the spatial structure.
In both cases several different spatial regression models are fitted and the results
are discussed.
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1Introduc¸a˜o
Econometria Espacial e´ um subcampo de econometria que lida com a interac¸a˜o
espacial e a estrutura espacial em modelos de regressa˜o em dados de sec¸a˜o trans-
versa e dados de painel [Paelinck e Klaassen (1979), Anselin (1988)]. O foco na
localizac¸a˜o e na interac¸a˜o espacial ganhou recentemente um papel mais central, na˜o
so´ na econometria aplicada, como tambe´m na economia teo´rica [Bruenckner (2003)].
No passado, modelos que incorporavam o espac¸o (ou geografia) eram encontrados
em campos mais especializados, como a economia regional e urbana [Pace, Barry
e Sirmans (1998)]. Entretanto, mais recentemente, a aplicac¸a˜o dos me´todos da
econometria espacial abrangem va´rios campos tradicionais da economia, tais como
estudo de demanda [Case (1991)], economia internacional [Aten (1996)], economia
do trabalho [Topa (1996)], entre outros.
Historicamente, econometria espacial surgiu no comec¸o dos anos 70, na Europa,
com a necessidade de tratar de dados regionais nos modelos econome´tricos. Como
a primeira refereˆncia bibliogra´fica do assunto, Paelinck e Klaassen (1979) definiu o
campo em quatro caracter´ısticas distintas: (a) o papel da interdependeˆncia espacial
nos modelos espaciais;(b) a assimetria nas relac¸o˜es entre agentes no espac¸o; (c) a
importaˆncia de fatores explicativos observados em outros locais e (d) modelagem
expl´ıcita do espac¸o. Em Anselin (1988), econometria espacial e´ definida como uma
“colec¸a˜o de te´cnicas que tratam com peculiaridades causadas pelo espac¸o (geografia)
nas ana´lises estat´ısticas dos modelos da cieˆncia regional”. Em outras palavras,
econometria espacial lida com metodologias que seguem a considerac¸a˜o expl´ıcita
dos efeitos espaciais, tais como a autocorrelac¸a˜o e a heterogeneidade espacial. Isto
produz quatro a´reas de interesse: (a) a especificac¸a˜o formal dos efeitos espaciais nos
modelos econome´tricos; (b) a estimac¸a˜o dos modelos que incorporam tais efeitos; (c)
especificac¸a˜o de teste e diagno´sticos da presenc¸a dos efeitos e (d) a predic¸a˜o espacial
ou interpolac¸a˜o. Neste trabalho, o foco estara´ centrado nos dois primeiros itens,
desde de que sa˜o a preocupac¸a˜o central da metodologia econome´trica.
Modelo de escolha discreta e´ um modelo no qual o agente, presumi-se, tem que
optar por uma escolha dentro de um conjunto discreto [Train (2003)]. Tal modelo
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abrange muitas a´reas da Economia, incluindo adoc¸a˜o de tecnologia e planejamento
do uso da terra [Anselin (2002), Holloway, Shankar e Rahman (2002), Pinkse e Slade
(1998)]. Inevitavelmente, estes problemas sa˜o caracterizados por alguma forma de
dependeˆncia espacial. Embora a modelagem desta interac¸a˜o espacial seja largamente
usada em aplicac¸o˜es envolvendo varia´vel dependente cont´ınua [Anselin (1988)], tais
aspectos sa˜o raramente incorporados nos modelos de escolha discreta, particular-
mente no contexto do modelo probito [Pinkse e Slade (1998), Holloway, Shankar e
Rahman (2002), Fleming (2002)]. Isto e´, em parte, devido a complexidade adici-
onal que a dependeˆncia espacial introduz nestes modelos, necessitando de estima-
dores mais complexos [Fleming (2002)]. Uma revisa˜o dos modelos de regressa˜o de
varia´vel dependente cont´ınua citado acima, com dependeˆncia espacial e´ apresentada
no Cap´ıtulo 1.
Va´rias metodologias tem sido propostas para lidar com a estimac¸a˜o deste quando
ha´ dependeˆncia espacial. McMillen (1992) propoˆs estimac¸a˜o por ma´xima verossimi-
lhanc¸a (MV) via algoritmo EM para os modelos com heterocedasticidade espacial,
tanto no caso autorregressivo quanto para o caso de erros com estrutura espacial.
Pinkse e Slade (1998) adotam o me´todo dos momentos generalizados (MMG) estu-
dando um problema de concorreˆncia entre postos de gasolina, quando a competic¸a˜o
e´ local. Em particular, a configurac¸a˜o espacial e´ usada para determinar se ha´ uma
tendeˆncia de formac¸a˜o de grupos. Outra alternativa e´ a abordagem Bayesiana, apre-
sentada por LeSage (2000) e Holloway, Shankar e Rahman (2002), que estende de
modelo probito Bayesiano proposto por Albert e Chib (1993) para o caso mode-
los espaciais autorregressivos e com erros espacialmente correlacionados. Estes treˆs
casos sera˜o mostrados no Cap´ıtulo 2.
Smith e LeSage (2003) apresentam outro modelo Bayesiano para a incorporac¸a˜o
da dependeˆncia espacial. Esta extensa˜o envolve um efeito aleato´rio primeiro introdu-
zido por Besag, York e Mollie (1991) e empregado por va´rios autores, principalmente
no contexto de geoestat´ıstica [Diggle, Tawn e Moyeed (1998)]. Esta abordagem
permite que tanto dependeˆncia espacial quanto a heterogeneidade sejam tratadas
simultaneamente. O ponto chave deste modelo, segundo Smith e LeSage (2003),
dado que assumimos que indiv´ıduos pro´ximos geograficamente tendem a exibir um
comportamento similar, e´ agrupar os indiv´ıduos em regio˜es. Assume-se que os in-
div´ıduos dentro de cada regia˜o sa˜o homogeˆneos, sugerindo que toda a dependeˆncia
espacial ocorre em n´ıvel regional. Esta abordagem, tema central deste trabalho, sera´
apresentada no Cap´ıtulo 3.
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Um estudo de simulac¸a˜o referente ao modelo de Smith e LeSage (2003) e´ feito
no Cap´ıtulo 4. Dividimos este estudo em duas partes: (a) estudamos e comparamos
a estimac¸a˜o dada pela func¸a˜o semip g da Econometric Toolbox de James Lesage
(www.spatial-econometrics.com) para MATLAB com um algoritmo pro´prio. Isto e´
feito com diferentes tamanhos de amostra e (b) estudamos a estimac¸a˜o do modelo
sob diferentes cena´rios de dependeˆncia espacial. Isto e´, simulamos dados com de-
pendeˆncia baixa, moderada e alta. Nesta segunda parte, comparamos o modelo do
Cap´ıtulo 4 com um modelo probito com efeito aleato´rio na˜o estruturado [McCulloch
e Searle (2001), Moura e Migon (2002)].
Finalmente, no Cap´ıtulo 5, apresentamos dois exemplos de dados reais. O pri-
meiro, refere-se as eleic¸o˜es presidenciais americanas de 1996, em que a estrutura
espacial usada e´ dos 48 estados cont´ıguos daquele pa´ıs. Nestes dados, os munic´ıpios
ou condados sa˜o considerados como indiv´ıduos e os estados como as regio˜es onde a
interac¸a˜o espacial ocorre. O segundo exemplo, e´ o resultado das eleic¸o˜es presidenci-
ais brasileiras de 2002, mais precisamente do segundo turno. Aqui, os dados foram
coletados na Regia˜o Administrativa de Campinas, SP, composta por 90 munic´ıpios.
Nestes dados os munic´ıpios sa˜o indiv´ıduos e, ao mesmo tempo, sa˜o as regio˜es onde
ocorre a interac¸a˜o espacial. Em ambos os casos, alguns modelos sa˜o analisados,
entre eles, o modelo probito padra˜o, probito com efeito aleato´rio na˜o estruturado e
os modelos dos cap´ıtulos 3 e 4.
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51 Modelos de regressa˜o
gaussianos espaciais
Neste cap´ıtulo apresentamos os modelos de regressa˜o para varia´vel dependente
cont´ınua com dependeˆncia espacial. Na Sec¸a˜o 1.1 mostramos duas poss´ıveis abor-
dagens para os dados espaciais. Uma, mais comum entre os econometristas e outra
entre os estat´ısticos. Neste trabalho, usamos a primeira abordagem. Na Sec¸a˜o 1.2,
revisamos os modelos de regressa˜o gaussianos, descritos por Anselin (1988), que
consiste em definir modelos espec´ıficos impondo restric¸o˜es nos paraˆmetros em um
modelo geral. Mostramos as poss´ıveis definic¸o˜es para a matriz de pesos espaciais
na Sec¸a˜o 1.3. Nas sec¸o˜es seguintes, seguimos com os me´todos de estimac¸a˜o. A es-
timac¸a˜o por ma´xima verossimilhanc¸a [Anselin (1988)] e´ mostrada na 1.4, o me´todos
dos momentos generalizados [Kelejian e Prucha (1999)] na Sec¸a˜o 1.5. Finalmente, a
abordagem Bayesiana [LeSage (1997)] e´ apresentada na Sec¸a˜o 1.6.
1.1 Introduc¸a˜o
Em estudos recentes, as a´reas geogra´ficas, tais como munic´ıpios e setores cen-
sita´rios,entre outros, vem sendo levadas em considerac¸a˜o como unidades da ana´lise,
e me´todos estat´ısticos e econome´tricos espec´ıficos tem sido desenvolvidos com o
objetivo de incorporar a estrutura espacial refletida na distribuic¸a˜o da varia´vel de-
pendente [Assunc¸a˜o (2002)]. A maioria dos me´todos da estat´ıstica espacial1 sa˜o
adaptac¸o˜es da regressa˜o linear ou modelos lineares generalizados para introduzir a
dependeˆncia do espac¸o nos dados na distribuic¸a˜o conjunta da varia´vel dependente.
Tais dados sa˜o referidos por dados de a´rea.
Os pesquisadores adotam duas abordagens principais [Cressie (1993), Assunc¸a˜o
1No Apeˆndice A e´ apresentado uma introduc¸a˜o a` estat´ıstica espacial para dados de a´rea.
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(2002)]. Uma delas e´ o ajuste de um conjunto simultaˆneo de equac¸o˜es autoregres-
sivas para dados de a´rea, assumindo que as varia´veis dependentes sa˜o normalmente
distribu´ıdas [Anselin (1988)]. Esta abordagem foi desenvolvida essencialmente por
econometristas e, para dados que seguem a distribuic¸a˜o normal com a´reas indexadas
por i, e´ comum assumir
yi = ρ(
∑
j
w1ijyj) + x
t
iβ + ²i, (1.1)
onde xi e´ vetor de covaria´veis, ρ ∈ (−1, 1), w1ij sa˜o medidas de proximidades ou
pesos espaciais2 com w1ii = 0, e
²i = δ(
∑
j
w2ij²j) + ui, (1.2)
com ui : i = 1, . . . , n independentes e identicamente distribu´ıdos com N(0, σ
2) e com
δ ∈ (−1, 1) e outro conjunto de pesos espaciais w2ij com w2ii = 0. Usando notac¸a˜o
matricial, temos a seguinte equac¸a˜o linear em que a varia´vel dependente aparece em
ambos os lados,
Y = ρW1Y +Xβ + ², (1.3)
² = δW2²+ u.
Va´rios modelos espec´ıficos podem ser obtidos fazendo com que alguns paraˆmetros
sejam iguais a zero. Anselin (1988, 2002) denomina esta abordagem de Econometria
espacial, que foi primeiro aplicado em campos especializados tais como as cieˆncias
regionais e a economia urbana. Recentemente, os me´todos da econometria espacial
tem sido aplicados em uma grande variedade de problemas emp´ıricos da economia
tradicional que incluem, entre outros, ana´lise de demanda [Case (1991)] , economia
internacional [Aten (1996)] e economia do trabalho [Topa (1996)], entre outros.
Outra abordagem comum e´ baseada num conjunto de distribuic¸o˜es condicio-
nais autoregressivas determinando a distribuic¸a˜o conjunta das varia´veis dependentes
[Besag e Kooperberg (1995), Assunc¸a˜o (2001)]. A mais usual das aplicac¸o˜es desta
abordagem tem sido os estudos de mapeamento de doenc¸as baseados em modelos
lineares generalizados para dados de contagem. Uma situac¸a˜o t´ıpica e´ ter o nu´mero
de eventos de doenc¸a em cada a´rea modelada como contagem de Poisson. Sob a su-
posic¸a˜o de risco constante sobre a regia˜o, Ei eventos sa˜o esperados na i-e´sima a´rea.
2Ver Sec¸a˜o 1.3 e Sec¸a˜o A.2.1
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Entretanto, ha´ heterogeneidade espacial no risco e da´ı a a´rea i tem risco relativo ξi
cuja variac¸a˜o e´ explicada por covaria´veis e por efeitos aleato´rios com e sem estrutura
espacial:
Y ∼ Poisson(Eiξi),
log(ξi) = x
t
iβ + φi + ηi. (1.4)
Onde ηi : i = 1, . . . , n sa˜o independentes e identicamente distribu´ıdos com N(0, σ
2)
e φi segue um campo aleato´rio markoviano [Besag (1974)].
Para modelos normais, alguns autores tais como Cressie (1993), Assunc¸a˜o (2002)
mostram a equivaleˆncia entre estas duas abordagens. No Apeˆndice B, mostramos o
caso apresentado por Cressie (1993).
1.2 Modelos gaussianos espaciais
Partindo de um modelo de regressa˜o linear dentro deste contexto, a dependeˆncia
espacial pode ser incorporada de duas maneiras distintas: como um regressor adici-
onal na forma de varia´vel W1Y espacialmente defasada ou na estrutura do erro. O
primeiro caso e´ denominado modelo de defasagem espacial e sa˜o apropriados quando
o interesse principal e´ analisar a existeˆncia e a forc¸a da interac¸a˜o espacial. Isto e´
interpretado como uma dependeˆncia espacial substantiva, ja´ que e´ diretamente rela-
cionada com o modelo espacial (um modelo que incorpora interac¸a˜o espacial)[Anselin
(2002)]. A dependeˆncia espacial no termo de erro da regressa˜o, ou modelo de erros
espaciais e´ referido como uma perturbac¸a˜o no modelo de regressa˜o. E´ adequado
quando e´ de interesse corrigir um potencial vie´s causado pela autocorrelac¸a˜o devido
ao uso de dados espaciais, indiferente se o modelo de interesse e´ espacial ou na˜o,
pois em alguns problemas cient´ıficos, o interesse principal esta´ nos efeitos das co-
varia´veis na resposta. Isto e´, nos coeficientes β das covaria´veis. Neste caso, tanto na
econometria quanto no mapeamento de doenc¸as a estrutura espacial aparece como
uma perturbac¸a˜o [Assunc¸a˜o (2002)].
Nesta sec¸a˜o mostramos os modelos de regressa˜o espacial baseados na abordagem
desenvolvida principalmente pelos econometristas, em especial por Anselin (1988),
que introduziu uma classe de modelos autorregressivos espaciais para dados de sec¸a˜o
1.2 Modelos gaussianos espaciais 8
transversa que tem a forma apresentada na equac¸a˜o (1.3),
Y = ρW1Y +Xβ + ²,
² = δW2²+ u.
u ∼ N(0, σ2In),
onde Y : n×1 e´ vetor da varia´vel dependente e X : n×p matriz de planejamento
ou covaria´veis. W1 eW2 sa˜o matrizes conhecidas n×n de pesos espaciais, usualmente
contendo a especificac¸a˜o da contigu¨idade de primeira ordem, definida no Apeˆndice
A.2.1. A inclusa˜o expl´ıcita de efeitos espaciais em modelos de regressa˜o pode ser
feita de diferentes formas. Neste caso, usamos a classe de modelos de regressa˜o
espacial mais simples, denominada modelos com efeitos espaciais globais, que supo˜e
que e´ poss´ıvel capturar a estrutura de correlac¸a˜o espacial em um u´nico paraˆmetro,
que e´ adicionado no modelo de regressa˜o padra˜o.
Partindo do modelo geral de (1.3), podemos chegar a modelos particulares com
a imposic¸a˜o de restric¸o˜es. Por exemplo, com X = 0 e W2 = 0 resulta no modelo
espacial autoregressivo de primeira ordem
Y = ρW1Y + ², (1.5)
² ∼ N(0, σ2In).
Este modelo tenta explicar a variac¸a˜o de Y como uma combinac¸a˜o linear das
unidades vizinhas ou cont´ıguas. O modelo e´ denominado um autorregressivo de
primeira ordem porque representa uma analogia ao autorregressivo da ana´lise de
se´ries temporais. Pore´m, segundo LeSage (1997), tem pouca utilidade pra´tica.
Com W2 = 0 ou δ = 0 temos o modelo de regressa˜o espacial autorregressivo
(SAR)3.
Y = ρW1Y +Xβ + ², (1.6)
² ∼ N(0, σ2In).
Este modelo e´ o ana´logo aos modelos de varia´veis defasadas no tempo. Aqui te-
mos uma varia´vel explanato´ria adicional na matriz de planejamento X para explicar
a variac¸a˜o de Y sobre a amostra espacial das observac¸o˜es. Podemos ainda escrever
3spatial autoregressive
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o modelo SAR na forma reduzida,
Y = (In − ρW1)
−1Xβ + (In − ρW1)
−1², (1.7)
o que implica que o erro resultante ²∗ = (In − ρW1)
−1² tem distribuic¸a˜o normal
multivariada com me´dia zero e matriz de covariaˆncia
Σ1 = σ
2[(In − ρW1)
′(In − ρW1)]
−1. (1.8)
Sua log-verossimilhanc¸a e´
l(ρ, β, σε/Y ) ∝ −
n
2
ln|Σ1| −
1
2
[(Y −X1β)
tΣ−11 (Y −X1β)], (1.9)
em que X1 = (In − ρW1)
−1X. Este caso inclui tambe´m a especificac¸a˜o de fatores
comuns, que consiste em adicionar W1X a`s varia´veis explicativas.
Finalmente, com W1 = 0 ou ρ = 0, resulta no modelo de regressa˜o com erros
autocorrelacionados (SEM)4,
Y = Xβ + ², (1.10)
² = δW2²+ u,
u ∼ N(0, σ2In).
Fazendo ² = (In − δW2)
−1u, uma forma equivalente de expressar (1.10) e´
Y = Xβ + u∗, (1.11)
onde u∗ = (In − δW2)
−1u. Logo sua matriz de covariaˆncia e´
Σ2 = σ
2[(In − δW2)
′(In − δW2)]
−1. (1.12)
E log-verossimilhanc¸a
l(ρ, β, σε/Y ) ∝ −
n
2
ln|Σ2| −
1
2
[(Y −Xβ)tΣ−12 (Y −Xβ)] (1.13)
O modelo SEM e´ um caso especial da regressa˜o com erros na˜o-esfe´ricos, na
qual os elementos fora da diagonal da matriz de covariaˆncia expressa a dependeˆncia
4spatial error model
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espacial.
1.3 Pesos espaciais
Um problema fundamental na ana´lise da correlac¸a˜o espacial e´ falta de identi-
ficac¸a˜o dos paraˆmetros da matriz de variaˆncia-covariaˆncias. A matriz de covariaˆncia
conte´m n diferentes termos σ2i , bem como, n(n − 1)/2 termos σij. Claramente, n
observac¸o˜es contidas numa sec¸a˜o transversa na˜o tem informac¸a˜o suficiente para es-
timar os termos da matriz de covariaˆncia. Um modo de contornar o problema e´
impor restric¸o˜es na estrutura de variaˆncia-covariaˆncia e expressa´-la como func¸a˜o de
um pequeno nu´mero de paraˆmetros. Na geoestat´ıstica5, a covariaˆncia e´ especificada
diretamente como uma func¸a˜o da distaˆncia entre dois pares de observac¸o˜es.
Em contraste, nos modelos de dados de a´rea (ou tambe´m chamado de latice), a
estrutura de covariaˆncia segue, indiretamente, um processo espacial latente (campos
aleato´rios markovianos) atrave´s de uma especificac¸a˜o da matriz de pesos espaciais.
Diferentes especificac¸o˜es para os pesos e suas consequ¨eˆncias sa˜o revistas nesta sec¸a˜o
e tambe´m sa˜o apresentadas na Sec¸a˜o A.2.1.
Formalmente, a matriz de pesos espaciais e´ uma matriz positiva n × n que
especifica o “conjunto de vizinhanc¸a”para cada observac¸a˜o. Para cada linha i, um
elemento na˜o zero wij define j como vizinho de i. Por convenc¸a˜o, uma observac¸a˜o na˜o
e´ um vizinho de si mesma, enta˜o os elementos da diagonal sa˜o iguais a zero (wii = 0).
Note que esta definic¸a˜o e´ mais abrangente a que o termo vizinho sugere. Na maioria
das aplicac¸o˜es em econometria, os vizinhos sa˜o unidades espaciais cont´ıguas, como o
exemplo na Figura 1.1. Para facilitar a interpretac¸a˜o e para fazer as estimativas dos
paraˆmetros em diferentes modelos mais compara´veis, a matriz de pesos espaciais e´
tipicamente padronizada por linha. Cada elemento numa matriz padronizada,
wpij =
wij∑
j wij
,
esta´ entre 0 e 1, o que sugere que uma varia´vel defasada do tipo W1Y e´ uma me´dia
ponderada dos valores vizinhos. Note que a matriz padronizada resultante na˜o e´
sime´trica, desde que
∑
j wij 6=
∑
iwji, que deve ser levada em conta nas te´cnicas de
estimac¸a˜o.
5Ver Apeˆndice A
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Figura 1.1: Exemplo de layout espacial
A especificac¸a˜o da matriz de pesos envolve alguma arbitrariedade e e´ frequ¨en-
temente dada como a maior fraqueza dos modelos em latice. Va´rias alternativas
sa˜o sugeridas na literatura, baseada em distaˆncia, contigu¨idade e algumas me´tricas
mais gerais, como em Pinkse e Slade (1998) que da´ crite´rios de distaˆncia baseado
em fatores econoˆmicos.
Va´rias questo˜es acerca das poss´ıveis alternativas para os pesos espaciais reque-
rem algumas considerac¸o˜es. Primeiro, mesmo quando os pesos sa˜o baseados na
contigu¨idade, estruturas de pesos diferentes podem resultar do mesmo layout espa-
cial. Um exemplo cla´ssico e´ uma grade regular, onde as opc¸o˜es sa˜o denominadas
como caso torre (somente fronteiras comuns), o caso bispo (somente com ve´rtices em
comum) e caso rainha (fronteiras e ve´rtices em comum). Dependendo do crite´rio
escolhido, uma determinada a´reas tera˜o de 4 (torre ou bispo) a 8 (caso rainha)
vizinhos em me´dia, excetuando os efeitos de fronteiras.
O segundo tipo de problema ocorre quando os pesos espaciais sa˜o baseados
em crite´rios de distaˆncia, como, por exemplo, definir que duas unidades i e j sa˜o
ditas vizinhas se a distaˆncia entre elas (no caso de dados de a´rea, distaˆncia entre
os centro´ides) e´ menor que um dado valor cr´ıtico. Quando ha´ uma distribuic¸a˜o
heterogeˆnea das a´reas, uma distaˆncia muito pequena tendera´ a produzir muitas
observac¸o˜es desconexas. Por outro lado, distaˆncia muito grandes resultariam em
um nu´mero excessivo de vizinhos para um pequeno nu´mero de unidades.
Uma terceira questa˜o surge quando estes pesos sa˜o baseados nas distaˆncias
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“econoˆmicas”[Case (1991)], na˜o em distaˆncias geogra´ficas. Neste caso, temos o pro-
blema “distaˆncia zero”. Este problema ocorre quando uma medida de distaˆncia,
tal como dij = |zi − zj| e´ zero porque as duas observac¸o˜es apresentam perfis socio-
econoˆmicos ideˆnticos. Para um melhor entendimento, Anselin (1988, 2002) apresenta
uma longa discussa˜o sobre as poss´ıveis escolhas da matriz de pesos espaciais.
1.4 Estimac¸a˜o por ma´xima verossimilhanc¸a
Estimac¸a˜o de ma´xima verossimilhanc¸a (MV) para os modelos espaciais descritos
acima foram apresentados por Ord (1975)6. O ponto de partida e´ a suposic¸a˜o de
normalidade para os termos de erro ² em (1.6) e u em (1.10). A func¸a˜o de veros-
silhanc¸a vem de uma distribuic¸a˜o normal multivariada de Y . Infelizmente, a log-
verossimilhanc¸a para a regressa˜o espacial na˜o e´ igual a soma as log-verossimilhanc¸as
associadas com as observac¸o˜es individuais [Anselin (2002)], devido a complexidade
adicional decorrente da estrutura espacial da matriz de variaˆncia.
Para o modelo SEM, a log verossimilhanc¸a (1.13) pode ser expandida da forma
l(δ, β, σ/Y ) ∝ −
n
2
ln(σ2)− ln|In − δW2|
−
1
2σ2
[(Y −Xβ)t[(In − δW2)
t(In − δW2)](Y −Xβ)] (1.14)
Uma inspec¸a˜o mais atenta em (1.14) revela que, condicionalmente a δ, a ma-
ximizac¸a˜o da log-verossimilhanc¸a e´ equivalente a minimizac¸a˜o do somas de qua-
drados dos res´ıduos na regressa˜o das varia´veis transformadas Y ′ = Y − δV Y em
X ′ = X − δV X [Anselin (1988)], condicionado ao paraˆmetro δ. A condic¸a˜o de pri-
meira ordem (primeira derivada) para o βˆMV (δ) resultara´ no estimador de mı´nimos
quadrados generalizados:
βˆMV (δ) = [X
t(In − δV )
t(In − δV )X]
−1X t(In − δV )
t(In − δV )Y. (1.15)
e, similarmente, o estimador de MV para σ2 e´
σˆ2MV (δ) =
(Y −XβˆMV (δ))
t[(In − δV )
t(In − δV )](Y −XβˆMV (δ)
n
(1.16)
6Outros tratamentos cla´ssicos para a estimac¸a˜o MV em modelos espaciais podem ser encontra-
dos em Whittle (1954), Cressie (1993), entre outros.
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Entretanto, um estimador consistente para δ na˜o pode ser obtido a partir dos
res´ıduos de mı´nimos quadrados ordina´rios. De fato, o estimador para δ deve ser
obtido da maximizac¸a˜o expl´ıcita da verossimilhanc¸a concentrada, definida como,
l(δ/Y ) ∝ −
n
2
ln(σˆ2MV (δ))− ln|In − δW2| −
1
2σˆ2MV (δ)
×
× [(Y −XβˆMV (δ))
t[(In − δW2)
t(In − δW2)](Y −XβˆMV (δ))].
A log-verossimilhanc¸a para o modelo SAR em (1.9) e´ obtida usando os mesmos
princ´ıpios gerais,
l(ρ, β, σε/Y ) ∝ −
n
2
ln(σε
2)− ln|In − ρV |
−
1
2σε2
[(Y − ρW1Y −Xβ)
t(Y − ρW1Y −Xβ)] (1.17)
Analogamente ao caso anterior, condicionado em ρ, temos os estimadores de
primeira ordem7 βˆMV e σˆ2MV
βˆMV (ρ) = [X
tX]−1X t(Y − ρW1Y ), (1.18)
ou, com
βˆ0 = [X
tX]−1X tY,
e0 = Y −Xβˆ0,
βˆL = [X
tX]−1X tW1Y,
eL = Y −XβˆL,
temos
βˆMV (ρ) = βˆ0 − ρβˆL, (1.19)
e
σˆ2MV (ρ) =
(e0 − ρeL)
t(e0 − ρeL)
n
(1.20)
que produzira´ uma log-verossimilhanc¸a concentrada em um u´nico paraˆmetro. As
log-verossimilhanc¸as concentradas sa˜o otimizadas usando te´cnicas diretas de busca,
pois func¸o˜es na˜o lineares como essas log-verossimilhanc¸as sa˜o relativamente bem
estudadas e existem algoritmos sa˜o eficientes para sua maximizac¸a˜o [Natarajan,
7ver Anselin (1988) detalhes
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McCulloch e Kiefer (2000)].
1.5 Me´todo dos momentos generalizados
Recentemente, algumas te´cnicas tem sido desenvolvidas para estimar os coefici-
entes nos modelos de erros espaciais (SEM) como uma aplicac¸a˜o dos princ´ıpios gerais
dos me´todos dos momentos. Kelejian e Prucha (1999) desenvolveram um conjunto
de condic¸o˜es de momento que produz equac¸o˜es de estimac¸a˜o para os paraˆmetros do
modelo SEM. Especialmente, assumindo um vetor de erros independentes e iden-
ticamente distribu´ıdos u em(1.10), temos as seguintes condic¸o˜es, aqui assumindo
W2 = W por convenieˆncia de notac¸a˜o,
E[utu/n] = σ2,
E[utW tWu/n] = σ2
tr(W tW )
n
, (1.21)
E[utWu/n] = 0.
Onde tr e´ o operador trac¸o da matriz. Substituindo u por ² − δW² em (1.21)
resultara´ em um sistema de treˆs equac¸o˜es para os paraˆmetros δ, δ2 e σ2,
Γn × [δ, δ
2, σ2]t − γn = 0. (1.22)
Onde, denotando W 3 = W tWW e W 4 = W tW tWW , temos
Γn =

2
n
E(²tW²) −1
n
E(²tW tW²) 1
2
n
E(²tW 3²) −1
n
E(²tW 4²) 1
n
tr(W tW )
1
n
E(²tW tW + ²tW tW²) −1
n
E(²tW 3²) 0
 , (1.23)
e
γn =

1
n
E(²t²)
1
n
E(²tW tW²)
1
n
E(²tW²)
 (1.24)
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Considere agora a contrapartida amostral em que ²ˆ e´ um preditor de ²,
Gn × [δ, δ
2, σ2]t − gn = νn(δ, σ
2) (1.25)
Onde,
Gn =

2
n
E(²ˆtW²ˆ) −1
n
E(²ˆtW tW²ˆ) 1
2
n
E(²ˆtW 3²ˆ) −1
n
E(²ˆtW 4²ˆ) 1
n
tr(W tW )
1
n
E(²ˆtW tW + ²ˆtW tW²ˆ) −1
n
E(²ˆtW 3²ˆ) 0
 , (1.26)
e
gn =

1
n
E(²ˆt²ˆ)
1
n
E(²ˆtW tW²ˆ)
1
n
E(²ˆtW²ˆ)
 (1.27)
e νn(δ, σ
2) e´ um vetor 3×1 que pode ser visto como um vetor de res´ıduos. Definiremos
agora o estimador MMG para δ e σ2 como um estimador de mı´nimos quadrado na˜o-
lineares, ditos δˆmqnl,n e σˆ2mqnl,n correspondente a (1.22). Mais especificamente,
(δˆmqnl,n, σˆ2mqnl,n) = argmin[νn(δ, σ
2)tνn(δ, σ
2), {−a < δ < a, 0 < σ2 < b}] (1.28)
em que a ≥ 1. Kelejian e Prucha (1999) mostram que estes estimadores sa˜o con-
sistentes (convergem em probabilidade para δ e σ2, respectivamente). Tais estima-
dores podem ser usados para a obtenc¸a˜o de estimadores consistentes para β num
contexto de mı´nimos quadrados generalizados via´veis (MQGV)8. Seja Σ2(δ) definida
em (1.12), aqui enfatizando o fato de ser func¸a˜o de δ, enta˜o, o verdadeiro estimador
de β em (1.10) por mı´nimos quadrados generalizados e´ definido como
βˆG = [X
tΣ−12 (δ)X]
−1X tΣ−12 (δ)y,
e o estimador por MQGV correspondente a algum estimador de δ, dito δˆ, e´
8Feasible Generalized Least Square (FGLS)
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definido como
βˆgv = [X
tΣ−12 (δˆ)X]
−1X tΣ−12 (δˆ)y, (1.29)
e que Σ−12 e´ inversa generalizada de Moore-Penrose, caso Σ
−1
2 seja singular. Mais
detalhes das suposic¸o˜es necessa´rias para estes resultados, assim como a distribuic¸a˜o
assinto´tica deste estimador, sa˜o apresentadas em Kelejian e Prucha (1999).
Desde que δ e´ considerado um paraˆmetro de perturbac¸a˜o (nuisance), sua signi-
ficaˆncia estat´ıstica (um teste para a autocorrelac¸a˜o espacial) na˜o pode ser obtida,
mas seu me´rito e´ melhorar estimadores consistentes para os coeficientes de regressa˜o
[Anselin (2002)].
Uma abordagem diferente e´ mostrada para MMG em Conley (1999). O estima-
dor apresentado e´ um minimizador padra˜o para uma forma quadra´tica nas condic¸o˜es
de momentos amostrais, em que a matriz de covariaˆncia e´ obtida por me´todos na˜o
parame´tricos. Especialmente, as covariaˆncias espaciais sa˜o estimadas de me´dias pon-
deradas das covariaˆncias por pares das observac¸o˜es que esta˜o dentro de uma dada
distaˆncia.
1.6 Modelos Bayesianos
Aqui adotamos a abordagem de Geweke (1993) para estender os modelos autor-
regressivos espaciais da Sec¸a˜o 1.2, que foi apresentado por LeSage (1997).
Baseado no modelo apresentado em (1.3), temos
Y = ρW1Y +Xβ + ²
² = δV ²+ u
u ∼ N(0, σ2V )
V = diag(v1, v2, ..., vn). (1.30)
e que a mudanc¸a feita no modelo ba´sico e´ na suposic¸a˜o sobre os erros u. Assumimos
que os erros sejam heteroceda´sticos, com a magnitude das variaˆncias vi : i = 1, ...n
representando quantidades a serem estimadas. Esta suposic¸a˜o de uma heterogenei-
dade espacial e´ mais apropriada em muitos casos do que a tradicional suposic¸a˜o de
variaˆncia constante, quando o teorema de Gauss-Markov e´ va´lido [LeSage (1997)].
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Para os modelos SEM em (1.6), temos as seguintes prioris usuais
β ∼ N(c, T )
v−1i
iid
∼ Gama
(
r
2
,
r
2
)
σ−2 ∼ Gama(α, υ)
δ ∼ U [λ−1min, λ
−1
max] (1.31)
e no modelo SAR a u´nica mudanc¸a e´ para a priori de δ, isto e´,
ρ ∼ U [λ−1min, λ
−1
max], (1.32)
ja´ que neste caso δ = 0. Em ambos os casos, temos que c, α, υ e r sa˜o hiper-
paraˆmetros conhecidos. λmin e λmax sa˜o, respectivamente, o menor e o maior auto-
valor da matriz9 W1. A priori para os termos vi : i = 1, ...n foi usada por Geweke
(1993) para modelar a heterocedasticidade e outliers, enfatizando o fato de que a
distribuic¸a˜o gama dos termos vi : i = 1, ...n tem me´dia igual a 1 e variaˆncia 2/r. Isto
implica que quando r e´ grande, a distribuic¸a˜o de vi fica degenerada em 1, resultando
em V = In caso homoceda´stico, em que In e´ a matriz identidade. Valores grandes
para r esta˜o associados a crenc¸a de que na˜o ha´ outlier nem heterocedasticidade no
modelo. Para tornar o modelo mais geral, LeSage (1997) adiciona uma priori para
r
r ∼ Gama(γ, ξ). (1.33)
Pore´m nas aplicac¸o˜es, LeSage (1997) usa o valor de r conhecido e fixo. No
restante do trabalho tambe´m assumiremos que r e´ conhecido.
Usamos Monte Carlo via cadeia de Markov (MCMC) para fazer infereˆncias a
respeito destes paraˆmetros. O me´todo que foi adotado e´ o amostrador de Gibbs
[Gelfand e Smith (1990)] que requer que tenhamos as distribuic¸o˜es condicionais
completas. A seguir sa˜o apresentadas as distribuic¸o˜es para o modelo SEM (ver
LeSage (1997) para SAR). Seja V = diag(vi) e B = In − δW ,
1. Condicional a posteriori de β
β|(δ, σ2, V, y) ∼ N(βˆ, σ2B−1V B−1), (1.34)
9consultar Ord (1975), Cressie (1993), Anselin (1988) para justificativa te´cnica da restric¸a˜o
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em que
βˆ = [X t(σ2B−1V B−1)−1X]−1[X t(σ2B−1V B−1)−1y + T−1c] (1.35)
2. Condicional a posteriori de σ2
σ−2|(β, δ, V, Y ) ∼ Gama(
n
2
+ α,
H
2
+ υ), (1.36)
em que H = [y −Xβ]t(σ2B−1V B−1)−1[y −Xβ]
3. Condicional a posteriori de δ
δ|(β, σ2, V, Y ) ∝ |V ′|−
1
2 exp{−
1
2σ2
(y −Xβ)t(V ′)−1(y −Xβ)}, (1.37)
em que V ′ = (I − δW )−1V (I − δW )−1.
4. Condicional a posteriori para vi
v−1i |(β, δ, σ
2, v−i, Y ) ∝ Gama(
r + 1
2
,
ηtη/σ2 + r
2
), (1.38)
em que η e´ a i-e´sima coluna da matriz (I − δW )(y −Xβ) e
v−i = (v1, ..., vi−1, vi+1, ..., vn).
Em resumo, o esquema de estimac¸a˜o comec¸a com valores iniciais arbitra´rios
β0, δ0, σ
2
0, V0. Amostra-se das distribuic¸o˜es de 1 a` 4, atualizando os valores a cada
etapa. Repetindo este processo um nu´mero adequado de iterac¸o˜es.
LeSage (1997, 2000) mostrou que a distribuic¸a˜o condicional de δ na˜o tem uma
forma de uma distribuic¸a˜o conhecida. Sugere enta˜o um passo Metropolis-Hasting
[Metropolis (1953), Hastings (1970)] dentro do procedimento de amostragem do
amostrador de Gibbs, frequentemente chamado de Metropolis em Gibbs [Gamer-
man (1997)]. Algumas sugesto˜es para a proposta do nu´cleo de transic¸a˜o sa˜o a
distruibuic¸a˜o normal e a distribuic¸a˜o t- com treˆs graus de liberdade [LeSage (1997)
e Holloway, Shankar e Rahman (2002)]. Adicionando a restric¸a˜o ao paraˆmetro no
intervalo de [λ−1min < ρ <, λ
−1
max] atrave´s de uma amostragem de rejeic¸a˜o durante o
passo.
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2 Modelo probito
Neste cap´ıtulo apresentamos algumas das te´cnicas de estimac¸a˜o existentes no que
se refere a modelos probito com dependeˆncia espacial. Na Sec¸a˜o 2.1, a definic¸a˜o do
modelo probito e´ mostrada, segundo duas abordagens, ambas envolvendo a definic¸a˜o
de uma varia´vel latente normal. Na sec¸a˜o seguinte, mostramos o modelo probito cuja
dependeˆncia espacial e´ introduzida via varia´vel latente. Na sec¸a˜o 2.3, apresentamos
a estimac¸a˜o de ma´xima verossimilhanc¸a via algoritmo EM, proposto por McMillen
(1992). O me´todo dos momentos generalizados, devido a Pinkse e Slade (1998) e´
apresentado na Sec¸a˜o 2.4. Finalmente, na Sec¸a˜o 2.5, apresentamos a abordagem
Bayesiana do problema de estimac¸a˜o devido a LeSage (2000).
2.1 Introduc¸a˜o
Suponha que N varia´veis aleato´rias independentes bina´rias Y1, ..., YN sa˜o obser-
vadas, e cada Yi segue uma distribuic¸a˜o de Bernoulli com probabilidade de sucesso
pi. Tal probabilidade, por sua vez, e´ relacionada com um conjunto de covaria´veis
discretas ou cont´ınuas por meio de uma func¸a˜o de ligac¸a˜o H. Assim definimos o
modelo de regressa˜o bina´ria como
Yi ∼ Bernoulli(pi),
pi = H(x
t
iβ), i = 1, ..., N, (2.1)
em que β : k × 1 e´ vetor de paraˆmetros desconhecidos, xti = (xi1, ..., xiN ) e´ vetor de
covaria´veis conhecido e H e´ uma func¸a˜o de distribuic¸a˜o acumulada (fda) conhecida
ligando as probabilidades pi a` estrutura linear x
t
iβ. O modelo probito e´ obtido
quando H e´ a fda da normal padra˜o, do mesmo modo que o modelo logito e´ obtido
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se H e´ a fda da log´ıstica1.
Albert e Chib (1993) apresentam este modelo como tendo uma estrutura de
regressa˜o padra˜o impl´ıcita em varia´veis latentes cont´ınuas normalmente distribu´ıdas.
Isto e´, introduzindo N varia´veis aleato´rias independentes latentes Y ∗1 , ..., Y
∗
N em que
Y ∗i ∼ N(x
t
iβ, 1) e definindo
Yi =
{
1 se Y ∗i > 0,
0 se Y ∗i ≤ 0.
(2.2)
Obviamente os Y ∗i sa˜o desconhecidos,isto e´, na˜o observa´veis. Pore´m, dado Yi, a
varia´vel latente segue uma distribuic¸a˜o normal truncada de acordo com (2.2). Esta
abordagem enta˜o, junta o modelo probito em Yi com uma regressa˜o linear padra˜o em
Y ∗i , isto permite tambe´m que elaboremos o modelo probito de modo mais flex´ıvel, por
exemplo, usando uma mistura de distribuic¸o˜es normais para o modelo de varia´veis
latentes [Albert e Chib (1993)]. Uma das aplicac¸o˜es mais conhecidas do modelo
probito se refere aos chamados experimentos de dose-resposta em toxicologia, onde
a varia´vel latente tem a interpretac¸a˜o de toleraˆncia dos indiv´ıduos a substaˆncias
to´xicas [ Collet (2003)].
Outra interpretac¸a˜o para este modelo e´ atrave´s dos modelos de escolha discreta
[Pinkse e Slade (1998), Train (2003)]. Assuma que existam N agentes ou indiv´ıduos
e que estes escolham uma entre um conjunto a de escolhas. Em particular, assuma
que a = a0, a1
2, enta˜o o dado observado yi relativo ao agente i e´ bina´rio assumindo
o valor 1 se o agente escolhe a alternativa a1 e 0 caso contra´rio. Seja enta˜o, Uia0 a
func¸a˜o utilidade individual para a escolha de a0 e Uia1 a func¸a˜o utilidade individual
para a escolha de a1 em que i = 1, ..., N . A escolha observada indica qual delas
produziu a maior utilidade. Da´ı,
Yi =
{
1 se Uia1 > Uia0
0 se Uia1 ≤ Uia0
(2.3)
Onde a mais comum formulac¸a˜o e´ o modelo utilidade aleato´ria linear [Greene (2003)],
isto e´
Uia1 = x
t
iβ1 + ε1 e Uia0 = x
t
iβ0 + ε0 (2.4)
1Para uma discussa˜o mais geral destes modelos, ver McCulloch e Searle (2001)
2Para a = 1, ..., c ter´ıamos o modelo probito multinomial. Ver Natarajan, McCulloch e Kiefer
(2000)
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Assim, fazendo Y ∗i = Uia1 − Uia0 tem-se,
P [Yi = 1|xi] = P [Uia1 > Uia0 |xi]
= P [Y ∗i > 0|xi] (2.5)
onde,
Y ∗i = x
t
i(β1 − β0) + (ε1 − ε0),
= xtiβ + εi. (2.6)
Fazendo εi ∼ N(0, 1) chegamos ao modelo probito em (2.2).
A func¸a˜o de verossimilhanc¸a para o modelo probito acima pode ser escrita como
[Albert e Chib (1993)],
L(β, Y ∗|y) =
n∏
i
{1(y∗
i
>0)1(yi=1) + 1(y∗i≤0)1(yi=0)} × φ(Y
∗
i ;x
t
iβ, 1). (2.7)
Onde 1(Z∈A) e´ a func¸a˜o indicadora que assume o valor 1 se a varia´vel aleato´ria
Z esta´ contida no conjunto A, 0 caso contra´rio e φ(.;µ, σ2) e´ a func¸a˜o densidade de
probabilidade da N(µ, σ2).
2.2 Modelo probito com dependeˆncia espacial
O modelo probito com dependeˆncia espacial foi primeiro estudado na literatura
econome´trica por McMillen (1992), em que a estimac¸a˜o por ma´xima verossimilhanc¸a
via algoritmo EM ( Expectation Maximization) [Dempster, Laird e Rubin (1977)]
foi proposto para produzir estimativas consistentes para o modelo. Ja´ Pinkse e Slade
(1998) usou o me´todo dos momentos generalizados para estimar um modelo probito
com erros espacialmente correlacionados. Como destacado por McMillen (1992),
tais procedimentos de estimac¸a˜o sustentam-se sobre propriedades assinto´ticas. Uma
alternativa, proposta por LeSage (2000) e´ um modelo bayesiano, que e´ computacio-
nalmente mais oneroso, mas e´ mais robusto nos casos em que o tamanho da amostra
e´ pequeno. Esta abordagem permite que a dependeˆncia espacial e a heterogeneidade
espacial sejam tratadas simultaneamente.
Assumindo os modelos espaciais SAR e SEM em (1.6) e (1.10), respectivamente,
um caso particular do modelo probito com estrutura espacial e´ quando tais modelos
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acima referidos sa˜o as respectivas varia´veis latentes do modelo em (2.2). Isto e´,
Yi =
{
1 se Y ∗i > 0,
0 se Y ∗i ≤ 0.
(2.8)
Onde, na forma matricial, as varia´veis latentes sa˜o,
Y ∗ = ρWY ∗ +Xβ + ², (2.9)
² ∼ N(0, σ2In),
no caso SAR e
Y ∗ = Xβ + ², (2.10)
² = δV ²+ u,
u ∼ N(0, σ2In),
para o caso SEM.
A autocorrelac¸a˜o espacial esta´ geralmente associada a` heterocedasticidade, difi-
cultando a estimac¸a˜o por ma´xima verossimilhanc¸a. Isto se da´ pois esta correlac¸a˜o
(bem como a dependeˆncia) produz uma func¸a˜o de verossimilhanc¸a envolvendo va´rias
integrais, tornando o processo de estimac¸a˜o dif´ıcil [McMillen (1992), Fleming (2002),
Holloway, Shankar e Rahman (2002)].
2.3 Estimac¸a˜o de MV via algoritmo EM
Na sec¸a˜o anterior foi apresentado um caso particular de como os efeitos espaciais
podem ser incorporados em uma regressa˜o probito. Este modelo probito espacial,
entretanto, tem uma estrutura de variaˆncia e covariaˆncia complicada dada em (1.8)
e (1.12), fato que dificulta a estimac¸a˜o por ma´xima verossimilhanc¸a direta. Todavia,
o algoritmo EM da´ um meio para se obter estas estimativas. No procedimento de
estimac¸a˜o por este algoritmo, a varia´vel dependente discreta e´ substitu´ıda pelo valor
esperado da varia´vel latente e o valor esperado da func¸a˜o de log-verossimilhanc¸a e´
maximizada usando os valores obtidos como se fossem a pro´pria varia´vel latente.
Iterativamente, dadas as novas estimativas dos paraˆmetros retorna-se ao primeiro
passo. Este processo continua ate´ a convergeˆncia.
Usaremos o algor´ıtmo EM com as seguintes definic¸o˜es. A varia´vel latente Y ∗
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como sendo os dados completos. Enta˜o a log-verossimilhanc¸a para os dados com-
pletos e´ dado por, no caso SAR similar a (1.9),
l(ρ, β, σε/Y
∗) ∝ −
n
2
ln|Σ1(ρ)| −
1
2
(Y ∗ −X1β)
tΣ1(ρ)
−1(Y ∗ −X1β), (2.11)
Onde X1 = (In−ρW )
−1X. Para o modelo SEM na varia´vel latente, temos de (1.13)
l(ρ, β, σε/Y
∗) ∝ −
n
2
ln|Σ2(δ)| −
1
2
(Y ∗ −Xβ)tΣ2(δ)
−1(Y ∗ −Xβ) (2.12)
No caso da construc¸a˜o do algoritmo EM para os modelos SAR e SEM, usaremos
W = V matriz de pesos espaciais.
O passo E requer que calculemos as esperanc¸as condicionais E[Y ∗|Y ], o que
e´ relativamente simples ja´ que e´ o ca´lculo da esperanc¸a de uma normal truncada.
Seguindo o algoritmo proposto por McMillen (1992), seja λaij o elemento ij da ma-
triz (I − ρW )−1 e λbij o elemento ij de (I − δW )
−1. Enta˜o, das formas reduzidas
apresentadas em (1.7) e (1.11), temos
Y ∗i =
N∑
j
λaijx
t
jβ +
N∑
j
λaijεj = x
∗
iβ + ν
a
i (2.13)
Y ∗i = x
t
jβ +
N∑
j
λbijuij = x
t
jβ + ν
b
ij (2.14)
Note-se que var(νai ) = σ
2
ε
∑N
j λ
a
ij ≡ σ
2
νa
i
e var(νbi ) = σ
2
ε
∑N
j λ
b
ij ≡ σ
2
νb
i
. McMillen
(1992) definiu σ2ε = 1 argumentando que, desta forma, elimina o problema de iden-
tificabilidade do modelo probito, que na˜o permite a estimac¸a˜o simultaˆnea de σε e
β.
Tomando a esperanc¸a condicional em (2.13), para o modelo SAR, temos
Yˆ ∗i = E[Y
∗
i |Yi = 1] = x
∗
iβ + σνai φ(x
∗
iβ/σνai )/Φ(x
∗
iβ/σνai ) (2.15)
Yˆ ∗i = E[Y
∗
i |Yi = 0] = x
∗
iβ + σνai φ(x
∗
iβ/σνai )/[1− Φ(x
∗
iβ/σνai )]
A contrapartida para o modelo SEM,
Yˆ ∗i = E[Y
∗
i |Yi = 1] = xiβ + σνbi φ(xiβ/σνbi )/Φ(xiβ/σνbi ) (2.16)
Yˆ ∗i = E[Y
∗
i |Yi = 0] = xiβ + σνbi φ(xiβ/σνbi )/[1− Φ(xiβ/σνbi )]
A maximizac¸a˜o das log-verossimilhanc¸as neste caso e´ feita em duas etapas. Primeiro
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e´ feita a maximizac¸a˜o com respeito a β condicionada aos paraˆmetros ρ ou δ que
esta˜o dentro das matrizes Σ1(ρ) e Σ2(δ) respectivamente. A segunda etapa e´ a
maximizac¸a˜o sobre os paraˆmetros ρ ou δ condicionada aos valore de β. Este passo M
condicional [Natarajan, McCulloch e Kiefer (2000)] e´ mais simples pois a estimativa
de ma´xima verossimilhanc¸a (MV) condicional de β e´ simplesmente o estimador de
mı´nimos quadrados generalizados:
βˆSAR = [X
t
1Σ1(ρ)
−1X1]
−1X t1Σ1(ρ)
−1Yˆ ∗, (2.17)
βˆSEM = [X
tΣ2(δ)
−1X]−1X tΣ2(δ)
−1Yˆ ∗. (2.18)
Onde Yˆ ∗ = E[Y ∗|Y ]. A estimativa de MV de ρ e´ obtida maximizando
−
n
2
ln|Σ1(ρ)| −
1
2
(Y ∗ −X1βˆSAR)
tΣ1(ρ)
−1(Y ∗ −X1βˆSAR), (2.19)
e a estimativa de δ maximizando
−
n
2
ln|Σ2(δ)| −
1
2
(Y ∗ −XβˆSEM)
tΣ2(δ)
−1(Y ∗ −XβˆSEM ) (2.20)
As func¸o˜es na˜o-lineares tais como (2.19) e (2.20) sa˜o relativamente bem estudadas
e existem va´rios algoritmos muito eficientes para maximiza´-las. Neste trabalho,
usaremos essencialmente as rotinas de otimizac¸a˜o do programa MATLAB [LeSage
(1997)].
O Algoritmo
• Passo 0: Deˆ valores iniciais para β(0), para ρ(0) no modelo SAR e δ(0) no SEM.
Fac¸a contador m = 0;
• Passo 1: (passo E) Para cada i, calcule as esperanc¸as condicionais (2.15) ou
(2.16). Obtenha Yˆ ∗(m);
• Passo 2a: (Passo M condicional 1) Fac¸a
βˆ(m+1)
SAR
= [X t1Σ1(ρ)
−1X1]
−1X t1Σ1(ρ)
−1Yˆ ∗(m), (2.21)
βˆ(m+1)
SEM
= [X tΣ2(δ)
−1X]−1X tΣ2(δ)
−1Yˆ ∗(m). (2.22)
• Passo 2b: (Passo M condicional 2) Usando os valores de β encontrados no
passo anterior, maximize (2.19) ou (2.20). Obtenha ρ(m+1) ou δ(m+1).
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• Passo 3: Se a convergeˆncia e´ atingida fac¸a βˆEM = βˆ
(m+1)
SAR e ρˆEM = ρ
(m+1) ou
βˆEM = βˆ
(m+1)
SEM e δˆEM = δ
(m+1). Caso contra´rio, fac¸a m = m + 1 e retorne ao
passo 1.
Resta enta˜o obter a estimativa da matriz de variaˆncia e covariaˆncias. Para
isto, define-se ηi ≡ Yi − Φ(x
∗
iβ/σνi) e Ω = E(ηη
t). Para um dado ρ, o estimador
via mı´nimos quadrados ponderados na˜o linear e´ obtido minimizando ηtΩ−1η com
respeito a β. Note que E(ηηt) = E[(Y − E(Y ))(Y − E(Y ))t e que
cov(Yi, Yj) = Φ2(x
∗
iβ/σνi, x
∗
jβ/σνj, τij)− Φ(x
∗
iβ/σνi)Φ(x
∗
jβ/σνj) (2.23)
Onde Φ2 e´ func¸a˜o de distribuic¸a˜o da normal bivariada e τij o coeficiente de cor-
relac¸a˜o. Condicionado em ρ a matriz de covariaˆncia de β e´ (F tΩ−1F ), Onde
Fi = φ(x
∗
iβ/σνi)x
∗
i e Ω tem como um elemento t´ıpico (2.23).
Os coeficientes de correlac¸a˜o τij sa˜o calculados usando a matriz [(I − ρW )
t(I −
ρW )]−1, que e´ obtida depois do modelo ter sido estimado pelo algoritmo EM.
2.4 Me´todo dos Momentos Generalizados
Uma alternativa para o algoritmo EM acima e´ usar o me´todo dos momentos
generalizado [Pinkse e Slade (1998), Fleming (2002), Conley (1999)] que, embora
ineficiente, e´ assintoticamente consistente. Pinkse e Slade (1998) consideram inicial-
mente o modelo de erros espacial (SEM). Entretanto, fazem uma generalizac¸a˜o que
acrescenta pouco para complexidade do modelo. Considere o modelo em (2.2) cuja
varia´vel latente e´ definida como
Y ∗i = g(θ, xi) + u˜i (2.24)
Onde θ = (β, ρ). Assumimos que o vetor de erros u˜i tem me´dia 0 e uma matriz
positiva definida de variaˆncia Vn, Onde n indica que esta matriz pode variar com
o tamanho da amostra. Ainda, denotando a variaˆncia de εi em um tamanho de
amostra n por [vni]
2. Se os verdadeiros vni sa˜o conhecidos, podemos dividir cada
observac¸a˜o pelo seu respectivo desvio padra˜o e aplicar o modelo probito padra˜o.
Quando vni e´ desconhecido, temos que estimar o vetor θ todo . Para isto, Pinkse e
Slade (1998), Fleming (2002) usam o me´todo dos momentos generalizados(MMG).
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Uma vez que os res´ıduos de (2.24) na˜o sa˜o observa´veis, usa-se o conceito de
res´ıduos generalizados, devido a Cox e Snell (1968), definido como
u˜i(θ) = E[ui|yi, θ] = [Yi − Φ(G(θ))]
φ(G(θ))
Φ(G(θ))[1− Φ(G(θ))]
(2.25)
Onde φ(.) e Φ(.) sa˜o func¸a˜o densidade e distribuic¸a˜o acumulada da normal padra˜o,
respectivamente. Ainda Gn(θ) = g(θ, xi)vni
A condic¸a˜o de momento usada e´ a ortogonalidade entre os regressores e os erros,
isto e´,
E[Ztnu(θ)] = 0 (2.26)
e suas contrapartidas amostrais
Sn(θ) = n
−1Ztnu(θ) = 0
Onde Z e´ a matriz de varia´veis instrumentais, que deve incluir as varia´veis
endo´genas X. E seja
S(θ) = lim
n−→∞
E[Sn(θ)]. (2.27)
O estimador pelo me´todo dos momentos generalizado e´ dado por
θˆ = argmin
θ
Qn(θ) (2.28)
Onde Qn(θ) = Sn(θ)
tMnSn(θ) e Mn alguma matriz definida-positiva. Finalmente,
definimos Q(θ) = S(θ)tMS(θ), com M um matriz definida-positiva para a qual a
sequ¨eˆncia Mn converge. Pinkse e Slade (1998) da´ o teorema e sua prova, para a
consisteˆncia assinto´tica do estimador θˆ, bem como a normalidade assinto´tica e a
estimac¸a˜o da matriz de covariaˆncia.
2.5 Modelo Bayesiano
Modelos espaciais de escolha discreta Bayesianos foram propostos em detalhe
por LeSage (2000) sendo uma extensa˜o para o modelo na˜o espacial apresentado por
Albert e Chib (1993). LeSage (2000), baseado em Geweke (1993), estende os mode-
los SAR e SEM incorporando a heterocedasticidade independente da dependeˆncia
espacial [Fleming (2002)]. Isto e´ importante pois a heterocedasticidade causa incon-
sisteˆncia nos modelos de escolha discreta [Greene (2003)].
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As prioris do modelo probito SEM, similares a (1.31) sa˜o,
β ∼ N(c, T )
v−1i
iid
∼ Gama
(
r
2
,
r
2
)
σ−2 ∼ Gama(α, υ)
δ ∼ U [λ−1min, λ
−1
max] (2.29)
No modelo SAR a u´nica mudanc¸a e´ para a priori de ρ, isto e´,
ρ ∼ U [λ−1min, λ
−1
max], (2.30)
ja´ que neste caso δ = 0.
Em ambos os casos, temos que c, T , α, υ e r sa˜o conhecidos. λmin e λmax sa˜o,
respectivamente, o menor e o maior autovalor da matriz W
A estimac¸a˜o e´ feita via Me´todos de Monte Carlo em Cadeia de Markov (MCMC),
usando o amostrador de Gibbs similarmente ao apresentado na sec¸a˜o (1.6). Para
tanto, a condicional da varia´vel latente dado os demais paraˆmetros deve ser calcu-
lada. Conforme Albert e Chib (1993) e LeSage (2000), temos as seguintes condicio-
nais completas para o modelo SEM.
2.5.1 Distribuic¸o˜es condicionais a posteriori
Seja V = diag(vi) e X1 = (In − ρW )
−1X.
1. Condicional a posteriori de β
β|(δ, σ2, V, Y ∗, Y ) ∼ N(βˆ, σ2B−1V B−1), (2.31)
Onde
βˆ = [X t(σ2B−1V B−1)−1X]−1[X t(σ2B−1V B−1)−1y∗ + T−1c] (2.32)
2. Condicional a posteriori de σ2
σ−2|(β, δ, V, Y ∗, Y ) ∼ Gama(
n
2
+ α,
H
2
+ υ), (2.33)
Onde H = [y∗ −Xβ]t(σ2B−1V B−1)−1[y∗ −Xβ]
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3. Condicional a posteriori de δ
δ|(β, σ2, V, Y ∗, Y ) ∝ |V ′|−
1
2 exp{−
1
2σ2
(y∗ −Xβ)t(V ′)−1(y∗ −Xβ)}, (2.34)
Onde V ′ = (I − δW )−1V (I − δW )−1.
4. Condicional a posteriori para vi
v−1i |(β, δ, σ
2, v−i, Y
∗, Y ) ∝ Gama(
r + 1
2
,
ηtη/σ2 + r
2
), (2.35)
Onde η e´ a i-e´sima coluna da matriz (I − δW )(y∗ −Xβ) e
v−i = (v1, ..., vi−1, vi+1, ..., vn).
5. Condicional a posteriori para a varia´vel latente Y ∗i
Y ∗i |(β, ρ, σ
2, V, Y ) ∼
{
Ntr(xtiβ, vi) a` esq. em 0 se Yi = 1
Ntr(xtiβ, vi) a` dir. em 0 se Yi = 0
(2.36)
Onde Ntr(.) e´ a distribuic¸a˜o normal truncada.
Em resumo, o esquema de estimac¸a˜o comec¸a com valores iniciais arbitra´rios β0, ρ0,
θ0, σ0, V 0, Y ∗0. Amostra-se das distribuic¸o˜es de 1 a` 5 atualizando os valores a cada
etapa. Repetindo este processo um nu´mero adequado de iterac¸o˜es.
Aqui a escolha dos valores para o hiperparaˆmetro r e´ de grande importaˆncia,
pois sua magnitude permite ou na˜o o modelo a lidar eficientemente com a variaˆncia
na˜o constante e valores aberrantes. Valores pequenos de r, em torno de 2 a 7,
permite que a heterocedasticidade seja levada em conta. Valores grandes de r, 20 a
50, produzira˜o estimativas de vi pro´ximos de 1, tornando o modelo homoceda´stico.
LeSage (1997, 2000) e Holloway, Shankar e Rahman (2002) sugerem 4 < r < 7 para
um estudo inicial. Como dito no Cap´ıtulo 1, poder´ıamos assumir uma priori para
este paraˆmetro como em (1.33). Pore´m, manteremos como conhecido.
No Apeˆndice C, apresentamos um estudo de simulac¸a˜o para os me´todos acima
descritos, em que os comparamos via erros quadra´ticos me´dios.
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3 Modelo probito com efeito
aleato´rio
Smith e LeSage (2003) apresentam outro modelo Bayesiano para a incorporac¸a˜o
da dependeˆncia espacial. Este extensa˜o envolve um efeito aleato´rio primeiro introdu-
zido por Besag, York e Mollie (1991) e empregado por va´rios autores, principalmente
no contexto de geoestat´ıstica [Diggle, Tawn e Moyeed (1998)]. Esta abordagem
permite que tanto dependeˆncia espacial quanto a heterogeneidade sejam tratadas
simultaneamente. O ponto chave deste modelo, segundo Smith e LeSage (2003),
dado que assumimos que indiv´ıduos pro´ximos geograficamente tendem a exibir um
comportamento similar, e´ agrupar os indiv´ıduos em regio˜es. Assume-se que os in-
div´ıduos dentro de cada regia˜o sa˜o homogeˆneos, sugerindo que toda a dependeˆncia
espacial ocorre em n´ıvel regional.
Este cap´ıtulo apresenta-se da seguinte forma. Na Sec¸a˜o 3.1 apresentamos a for-
mulac¸a˜o do problema segundo uma abordagem de escolha discreta e da maximizac¸a˜o
de utilidade. Na Sec¸a˜o 3.2, o modelo hiera´rquico Bayesiano especificado para este
caso, bem como, as condicionais completas calculadas na Sec¸a˜o 3.3. Alguns casos
particulares destes modelos sa˜o mostrados na Sec¸a˜o 3.4, tais como homoceda´sticos e
o caso de dados agregados ou com apenas uma observac¸a˜o por a´rea. O amostrador
de Gibbs para este modelo e´ definido na Sec¸a˜o 3.5. Finalmente, na Sec¸a˜o 3.6, mos-
tramos duas poss´ıveis transic¸o˜es para o Metro´polis em Gibbs, para a condicional do
paraˆmetro de dependeˆncia espacial.
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3.1 Escolhas de agentes espacialmente distribu´ı-
dos
Suponha que existam dados sobre as escolhas de um conjunto de indiv´ıduos ou
agentes distribu´ıdos em um sistema de m regio˜es espaciais. Em particular, suponha
que apenas duas escolhas mutuamente exclusivas sejam relevantes as quais denomi-
naremos ‘0’ e ‘1’. A escolha observada para cada indiv´ıduo (k = 1, ..., ni; i = 1, ...,m)
na i-e´sima regia˜o e´ tratada como uma realizac¸a˜o de uma varia´vel aleato´ria, Yik, em
que
Yik =
{
1 se o indiv´ıduo k da regia˜o i escolhe 1
0 se o indiv´ıduo k da regia˜o i escolhe 0
(3.1)
Podemos postular que as escolhas sa˜o baseadas em func¸o˜es de utilidade aleato´rias
[Smith e LeSage (2003), Greene (2003), Train (2003)], em que a k-e´sima utilidade,
para cada uma das duas alternativas, e´ assumida como tendo a forma
Uik0 = γ
twik0 + α
t
0sik + θi0 + εik0, (3.2)
Uik1 = γ
twik1 + α
t
1sik + θi1 + εik1,
em que wika e´ um vetor de dimensa˜o w de atributos observados para a alternativa
a = 0, 1 e sik e´ um vetor s-dimensional de atributos observados relativos ao indiv´ıduo
k. O termo θia + εika, representa a contribuic¸a˜o para a utilidade de todos outros
atributos na˜o observa´veis da regia˜o i, indiv´ıduo k e alternativa a. Separando em
efeito regional, θia, representando componente na˜o observa´vel de utilidade relativa
a` escolha a comum a todos indiv´ıduos da regia˜o i, e um efeito individual, εika,
representando todos os outros componentes na˜o observa´veis. Tomando a diferenc¸a
de utilidades para o indiv´ıduo k,
Y ∗ik = Uik1 − Uik0,
= γt(wik1 − wik0) + (α
t
0 − α
t
1)sik + (θi1 − θi0) + (εik1 − εik0)
= xtikβ + θi + εik, (3.3)
em que β = (γt, αt0−α
t
1)
t e´ o vetor de paraˆmetros, o vetor de atributos xik = [(wik1−
wik0)
t, stik]
t, o efeito regional θi = (θi1−θi0) e os efeitos individuais εik = (εik1−εik0),
independentes do efeito regional. Enta˜o, seguindo a hipo´tese de maximizac¸a˜o de
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utilidades, similar a (2.5),
P [Yik = 1] = P [Uik1 > Uik0] = P [Y
∗
ik > 0]. (3.4)
Para as quantidades na˜o observa´veis do modelo, e´ postulado que toda dependeˆncia
entre a diferenc¸a de utilidades para os indiv´ıduos em regio˜es diferentes sa˜o captura-
das pela dependeˆncia entre os efeitos regionais (θi, i = 1, ...,m). Em particular, os
aspectos comuns a indiv´ıduos em uma dada regia˜o i podem ser similares a indiv´ıduos
de regio˜es vizinhas. Isto e´ feito assumindo que o vetor de interac¸a˜o, θ, apresenta a
seguinte estrutura autorregressiva espacial1
θi = ρ
m∑
j=1
wijθj + ui, i = 1, ...,m. (3.5)
Onde os elementos wij sa˜o medidas de proximidade espacial
2 entre as regio˜es i e
j. Os erros ui sa˜o assumidos como sendo normais independentes identicamente
distribu´ıdos (iid) com me´dia 0 e variaˆncia σ2. Escrevendo da forma matricial, em
que θ = (θi : i = 1, ...,m) e u = (ui : i = 1, ...,m), temos
θ = ρWθ + u, u ∼ N(0, σ2Im) (3.6)
sendo W a matriz de proximidade espacial com wii = 0 e Im matriz identidade. Seja
Bρ = Im − ρW
e assumindo que Bρ e´ na˜o singular temos θ = B
−1
ρ u e
θ|ρ, σ2 ∼ N(0, σ2[BtρBρ]
−1) (3.7)
Os efeitos individuais, εik sa˜o assumidos como sendo normais (iid) com me´dia 0
e variaˆncia vi independentes dos efeitos regionais θi. As variaˆncias vi, indexada
na regia˜o, implica que estamos postulando a homocedasticidade intra-regia˜o e he-
terocedasticidade inter-regia˜o. Se denotarmos o vetor de efeitos individuais da
i-e´sima regia˜o por εi = (εik : k = 1, ..., ni), enta˜o nossa suposic¸a˜o implica que
εi ∼ N(0, viIni). Expressando em termos globais, se ε = (ε
t
i : k = 1, ..., ni)
t temos
1Esta e´ especificac¸a˜o simultaˆnea para as dependeˆncias regionais e segue a abordagem eco-
nome´trica, apresentada no Cap´ıtulo 1 e em [Anselin (2002)]
2ver Sec¸a˜o(A.2.1)
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que ε ∼ N(0, V ) em que V e´ da forma,
V =

v1In1
. . .
vmInm
 (3.8)
Dado que definimos o modelo probabil´ıstico para os efeitos espaciais e para os efeitos
individuais3, se fizermos ε∗ik = θi + εik em (3.3) temos que,
E[ε∗ik] = 0 ti ≡ V ar[ε
∗
ik] =
σ2
1− ρ
∑
j wij2
+ vi, (3.9)
em que supomos que o processo descrito em (3.5) e´ estaciona´rio na variaˆncia. A
verossimilhanc¸a para (3.3) fica enta˜o
L(β, y∗|y) =
m∏
k=1
nk∏
i=1
{1(y∗
ik
>0)1(yik=1) + 1(y∗ik≤0)1(yik=0)} ×
φ(y∗ik;x
t
ikβ, ti). (3.10)
Onde φ(.;µ, σ2) e´ densidade da distribuic¸a˜o normal com me´dia µ e variaˆncia σ2.
Podemos ainda expressar (3.3) na forma matricial em que Y ∗i = (Y
∗
ik : k = 1, ..., ni)
t
e Xi = (xik : k = 1, ..., ni)
t, enta˜o a diferenc¸a de utilidade para a regia˜o i tem a
forma
Y ∗i = Xiβ + θi1i + εi, i = 1, ...,m, (3.11)
onde 1i e´ um vetor ni × 1 unita´rio. Definindo n =
∑m
i ni , Y
∗ = (Y ∗i : i = 1, ...,m)
e X = (X ti : i = 1, ...,m)
t a equac¸a˜o regional (3.11) pode ser reduzida na forma
Y ∗ = Xβ +∆θ + ε, (3.12)
em que
∆ =

11
. . .
1m
 (3.13)
3Conley (1999) denomina de efeitos idiossincra´ticos dado que sa˜o tidos como as reac¸o˜es peculi-
ares de cada indiv´ıduo
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Analogamente a (3.9), se fizermos ε∗ = ∆θ + ε, temos a seguinte matriz de co-
variaˆncias para o vetor de varia´veis latentes ,Y ∗,
T ≡ V ar[ε∗] = ∆t{σ2[BtρBρ]
−1}∆+ V. (3.14)
3.2 Modelo hiera´rquico Bayesiano
Uma cr´ıtica aos modelos Bayesianos e´ que a informac¸a˜o a priori e´ raramente
rica o bastante para definir exatamente a distribuic¸a˜o a priori, notadamente no que
se refere a` incerteza sobre os valores dos paraˆmetros dessa distribuic¸a˜o, ditos hiper-
paraˆmetros. Neste caso, e´ tido como necessa´rio incluir esta incerteza no modelo,
embora a estrutura de uma distribuic¸a˜o a priori possa parecer insuficiente para re-
presentar tal grau de ignoraˆncia. A ana´lise hiera´rquica Bayesiana considera que isto
ainda pode ser feito sob o paradigma Bayesiano4 atrave´s de uma estruturac¸a˜o ade-
quada desta distribuic¸a˜o a priori. Esta particular modelagem da informac¸a˜o a priori
decompo˜e a distribuic¸a˜o a priori em va´rios n´ıveis condicionais, permitindo a dis-
tinc¸a˜o entre itens de informac¸a˜o estrutural e subjetiva. De acordo com o paradigma
Bayesiano, a incerteza em qualquer um destes n´ıveis e´ incorporada nas distribuic¸o˜es
a priori adicionais.
Assim, comec¸amos por postular as distribuic¸o˜es a` priori para todos os paraˆ-
metros do modelo descrito na sec¸a˜o anterior. Por simplicidade e sem perda de
generalidade, adotaremos prioris condicionalmente conjugadas ou difusas na maioria
dos casos [Gelman (1997), Carlin e Louis (2000)]. Enta˜o para o modelo da varia´vel
latente em (3.12), temos a seguinte estrutura para o modelo hiera´rquico,
(I) Condicionalmente a β, ρ, σ2, θ, e V , as varia´veis latentes Y ∗ik tem distribuic¸a˜o
normal N(xtikβ + θi, vi) com i = 1, . . . ,m; k = 1, . . . , ni.
(II) Condicionalmente a ρ e σ2, o vetor de efeitos espaciais θ tem distribuic¸a˜o
normal multivariada N(0, σ2[BtρBρ]
−1).
(III) condicionalmente a V , ε tem distribuic¸a˜o normal multivariada N(0, V ).
Para completar o modelo hiera´rquico, designamos as seguintes prioris para
β, ρ, σ2 e V = diag(v1, . . . , vm).
4Robert (2003) Cap´ıtulos 1 e 8
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(IV) Sejam as prioris, similares a Smith e LeSage (2003),
β ∼ N(µ0,Σ0) (3.15)
ρ ∼ Beta(a, b) (3.16)
vi
iid
∼ InvGama
(
r
2
,
r
2
)
(3.17)
σ2 ∼ InvGama(α, υ) (3.18)
Reparametrizando σ2 = 1/φ e vi = 1/v
∗
i para facilitar os ca´lculos na sec¸a˜o
seguinte, redefinimos novamente as duas u´ltimas prioris,
v∗i
iid
∼ Gama
(
r
2
,
r
2
)
(3.19)
φ ∼ Gama(α, υ) (3.20)
Smith e LeSage (2003) usam uma distribuic¸a˜o uniforme para a priori de ρ, conforme
(2.29), usando a restric¸a˜o do valor de ρ entre o inverso no menor autovalor e o
inverso do maior autovalor da matriz de W [Anselin (2002), Cressie (1993)]. Aqui,
usamos a restric¸a˜o de 0 < ρ < 1 como em Assunc¸a˜o (2002), em que adotamos
a distribuic¸a˜o Beta para a priori de ρ. E´ uma forma de generalizar a distribuic¸a˜o
uniforme proposta por Smith e LeSage (2003), LeSage (2000),ja´ que esta distribuic¸a˜o
e´ um caso particular da distribuic¸a˜o Beta, em que os paraˆmetros tem valores a = 1 e
b = 1. Esta priori permite mais flexibilidade, quando da suspeita de que os dados tem
alta correlac¸a˜o espacial ou mesmo quando tem correlac¸a˜o baixa, conforme mostra a
figura 3.1.
3.3 Estimac¸a˜o do modelo
A estimac¸a˜o sera´ feita via amostrador de Gibbs, que amostra de um conjunto
de distribuic¸o˜es condicionais completas a posteriori dos paraˆmetros, analogamente
ao apresentado nos Cap´ıtulos 2 e 3. Para implementar a abordagem de amostra-
gem MCMC, precisamos calcular essas distribuic¸o˜es condicionais completas para
todos os paraˆmetros do modelo. Estes ca´lculos sa˜o apresentados a seguir, em
que consideramos modelo hiera´rquico apresentado a seguir, com Bρ = (I − ρW ) e
V ∗ = diag(v∗1In1 , . . . , v
∗
mInm), onde Ini e´ matriz identidade de dimensa˜o ni o nu´mero
de indiv´ıduos na i-e´sima a´rea.
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Figura 3.1: Distribuic¸a˜o Beta para alguns valores dos paraˆmetros a e b
1. Condicional para β
A distribuic¸a˜o condicional para β, dada as demais quantidades de interesse e´
definida como
pi(β|ρ, φ, θ, V ∗, y∗, y) ∝ pi(y∗|β, ρ, φ, θ, V ∗, y)× pi(β) (3.21)
Combinando as informac¸o˜es em (I) da Sec¸a˜o 3.2 e (3.15) em (3.21) temos,
pi(β|ρ, φ, θ, V ∗, y∗, y) ∝ exp{−
1
2
(β − βˆ)t[X tV ∗X + Σ0](β − βˆ)}. (3.22)
Onde,
βˆ = [X tV ∗X + Σ0]
−1[X tV ∗(y∗ −∆θ) + Σ0µ0].
Logo, a condicional para β e´ uma normal multivariada definida como
pi(β|ρ, φ, θ, V ∗, y∗, y) ∼ N(βˆ, [X tV ∗X + Σ0]
−1) (3.23)
2. Condicional para θ
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Seja
pi(θ|β, ρ, φ, V ∗, y∗, y) ∝ pi(y∗|β, ρ, φ, θ, V ∗, y)× pi(θ|ρ, φ) (3.24)
a distribuic¸a˜o condicional de θ, seu ca´lculo e´ similar a distribuic¸a˜o de β. Ana-
logamente, usando (I) da Sec¸a˜o 3.2 e (3.5) em (3.24) temos,
pi(θ|β, ρ, φ, V ∗, y∗, y) ∝ exp{−
1
2
(θ − θˆ)tM(θ − θˆ)} (3.25)
Onde
M = ∆tV −1∆+ φBtρBρ
e
θˆ = M−1∆tV −1(y∗ −∆θ)
Assim a condicional para θ e´
pi(θ|β, ρ, φ, V ∗, y∗, y) ∼ N(θˆ,M−1) (3.26)
3. Condicional para ρ
Para determinar a condicional a posteriori de ρ usamos a distribuic¸a˜o de θ
para obtermos na condicional para ρ
pi(ρ|β, φ, θ, V ∗, y∗, y) ∝ pi(θ|ρ, φ)× pi(ρ) (3.27)
Logo, substituindo (3.16) em (II), temos,
pi(ρ|β, φ, θ, V ∗, y∗, y) ∝ φ
m
2 |Bρ|exp
{
−
φ
2
θt(BtρBρ)θ
}
ρa(1− ρ)b−1 (3.28)
Como dito no Cap´ıtulo 2, LeSage (1997, 2000) mostrou que esta distribuic¸a˜o
condicional de ρ na˜o tem uma forma de uma distribuic¸a˜o conhecida. Sugere
enta˜o um passo Metropolis-Hasting [Metropolis (1953), Hastings (1970)] den-
tro do procedimento de amostragem do amostrador de Gibbs, frequ¨entemente
chamado de Metropolis em Gibbs [Gamerman (1997)]. Algumas sugesto˜es
para a chamada proposta do nu´cleo de transic¸a˜o da cadeia do MCMC sa˜o
a distribuic¸a˜o normal e a distribuic¸a˜o t com treˆs graus de liberdade [LeSage
(1997)]. Neste trabalho sera˜o apresentadas duas propostas diferentes para o
nu´cleo de transic¸a˜o, discutidas na Sec¸a˜o 3.6.
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4. Condicional para φ
Analogamente a condicional para ρ, a distribuic¸a˜o condicional de φ e´ dada por
pi(φ|β, ρ, θ, V ∗, y∗, y) ∝ pi(θ|ρ, φ)× pi(φ) (3.29)
Usando a priori em (3.19) em (II) da Sec¸a˜o 3.2,
pi(φ|β, ρ, θ, V ∗, y∗, y) ∝ φ
m
2 exp
{
−φ
θt(BtρBρ)θ
2
}
×
×φc−1exp
{
−φ
1
d
}
(3.30)
= φ
m+2c
2
−1exp
{
−φ
θt(BtρBρ)θ + 2
2d
}
.
Finalmente, temos
pi(φ|β, ρ, θ, V ∗, y∗, y) ∼ Gama(c′, d′), (3.31)
em que c′ = m+2c
2
e d′ =
θt(BtρBρ)θ+2
2d
5. Condicional para V ∗
Para este caso, dada a priori definida em (3.20), vamos determinar as condi-
cionais a posteriori de cada componente v∗i da matriz V
∗. Definimos enta˜o
o vetor v∗−i = (v
∗
1, . . . , v
∗
i−1, , v
∗
i+1, . . . , v
∗
m) e da estrutura hiera´rquica definida
em (I) e (III) da Sec¸a˜o 3.2, a distribuic¸a˜o condicional a posteriori para cada
componente v∗i da matriz V
∗ e´ dada por
pi(v∗i |β, ρ, φ, θ, v
∗
−i, y
∗, y) ∝ pi(y∗|β, ρ, φ, V ∗, y)× pi(v∗i ) (3.32)
Substituindo em (3.32) a priori definida em (3.20) e a distribuic¸a˜o das varia´veis
latentes em (I),
pi(v∗i |β, ρ, φ, θ, v
∗
−i, y
∗, y) ∝ |V ∗|
1
2 exp
{
−
(y∗ − y′)tV ∗(y∗ − y′)
2
}
×
×(v∗i )
r
2
−1exp{
r
2
v∗i }
=
(
m∏
i
(v∗i )
ni
2
)
exp
{
−
(y∗ − y′)tV ∗(y∗ − y′)
2
}
×
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×(v∗i )
r
2
−1exp{
r
2
v∗i }
onde y′ = ∆θ+Xβ. Para expressar a func¸a˜o acima com relac¸a˜o apenas ao k-
e´simo indiv´ıduo da i-e´sima regia˜o, temos (y∗−y′)tV ∗(y∗−y′) =
∑m
i
∑ni
k e
2
ikv
∗
i ,
em que eki = y
∗
ik − y
′
ik. Enta˜o para o k-e´simo indiv´ıduo da i-e´sima regia˜o∑ni
k e
2
ikv
∗
i . Usando este resultado na equac¸a˜o acima, temos que
pi(v∗i |β, ρ, φ, θ, v
∗
−i, y
∗, y) ∝ (v∗i )
ni+r
2
−1exp
{
−
∑ni
k eik + r
2
v∗i
}
. (3.33)
Temos enta˜o,
pi(v∗i |β, ρ, φ, θ, v
∗
−i, y
∗, y) ∝ Gama(g, h) (3.34)
Onde g = ni+r
2
e h =
∑ni
k
eik+r
2
6. Condicional para Y ∗
Finalmente, para a distribuic¸a˜o condicional das varia´veis latentes dada as de-
mais quantidades de interesse e os dados observados e´ ana´logo ao resultado
descrito na Sec¸a˜o 3.5. Partindo da identidade
pi(y∗|β, ρ, φ, θ, V ∗, y) ∝ pi(y|y∗)× pi(y∗|β, ρ, φ, θ, V ∗). (3.35)
E usando a verossimilhanc¸a em (3.10) temos
pi(y∗|β, ρ, φ, θ, V ∗, y) ∝
m∏
i
ni∏
k
[
1(y∗
ik
>0)1(yik=1) + 1(y∗ik≤0)1(yik=0)
]
×
×(v∗i )
−ni/2exp
[
−
1
2v∗i
(y∗ik − x
t
ikβ − θi)
2
]
Agora, para cada indiv´ıduo y∗ik, temos
pi(y∗ik|β, ρ, φ, θ, V
∗, y) ∝
[
1(y∗
ik
>0)1(yik=1) + 1(y∗ik≤0)1(yik=0)
]
×
×(v∗i )
−ni/2exp
[
−
1
2v∗i
(y∗ik − x
t
ikβ − θi)
2
]
(3.36)
Seguindo Albert e Chib (1993) e Smith e LeSage (2003), resulta na distribuic¸a˜o
normal truncada,
Y ∗ik|(β, ρ, φ, θ, V
∗, y) ∼
{
Ntr(xti1β + θi, v
∗
i ) a` esq. em 0 se yi = 1
Ntr(xti1β + θi, v
∗
i ) a` dir. em 0 se yi = 0
(3.37)
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Onde Ntr(., .) denota a distribuic¸a˜o normal truncada.
3.4 Casos particulares
Nesta sec¸a˜o consideramos dois casos especiais do modelo sob estudo. Primeiro,
consideramos o caso em que os indiv´ıduos sa˜o intercambia´veis entre as regio˜es, o
que acarreta, a homocedasticidade entre as regio˜es. O segundo caso, representa
uma agregac¸a˜o de valores que se encontram dispersos dentro de cada a´rea. Isto
implica que a dependeˆncia espacial ocorre diretamente entre estes indiv´ıduos que
sera˜o tratados tambe´m como regio˜es. Este e´ o caso mais comum de dados, por
exemplo, um munic´ıpio e´ tratado como indiv´ıduo e ao mesmo tempo como regia˜o
num estudo de votos em alguma eleic¸a˜o [Smith e LeSage (2003)].
3.4.1 Caso homoceda´stico
Este caso representa uma situac¸a˜o em que as variaˆncias individuais sa˜o tidas
como iguais para todas as regio˜es, enta˜o a matriz de variaˆncias regionais, V se reduz
a
V = vIm. (3.38)
Com esta versa˜o do modelo, as distribuic¸o˜es condicionais a posteriori de β, θ, ρ
e φ continuam as mesmas. A mudanc¸a ocorre na distribuic¸a˜o condicional de V ,
consequ¨entemente para V ∗. O ı´ndice para a regia˜o em (3.32) desaparece e temos
enta˜o,
pi(v∗|β, ρ, φ, θ, y∗, y) ∝ Gama(g, h), (3.39)
onde g = n+r
2
, h = e
′e+r
2
, sendo que e = y∗ − y′ de acordo com a notac¸a˜o da
sec¸a˜o anterior. Tambe´m a distribuic¸a˜o condicional a posteriori de y∗ki tem um ligeira
modificac¸a˜o, substituindo v∗i , indexados nas regio˜es, por v
∗ do caso homoceda´stico.
3.4.2 Dados agregados
Outro caso especial e´ quando temos apenas uma observac¸a˜o, em geral uma in-
formac¸a˜o agregada, por a´rea. Neste caso, o nu´mero de regio˜es determina o tamanho
da amostra. Este caso e´ muito comum na pra´tica, sendo um ponto importante para
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estimac¸a˜o deste modelo como veremos no cap´ıtulo seguinte. Note que, pelo me-
nos em princ´ıpio, podemos considerar heterocedastidade entre os indiv´ıduos, mas
a existeˆncia de uma u´nica observac¸a˜o por regia˜o torna a estimac¸a˜o da regia˜o i
variaˆncias mais complicada [Smith e LeSage (2003)]. Para este caso, enta˜o, adotare-
mos a hipo´tese de homocedasticidade descrita na subsec¸a˜o anterior. As distribuic¸o˜es
condicionais a posteriori sera˜o as mesmas que para o caso da subsec¸a˜o anterior.
3.5 Amostrador de Gibbs
Em resumo, o esquema do amostrador de Gibbs se inicia atribuindo valores
iniciais arbitra´rios para os paraˆmetros que chamaremos de β0, θ0, ρ0, φ0, V ∗0 e a
varia´vel latente Y ∗0. Amostramos do seguinte conjunto de distribuic¸o˜es condicionais
a posteriori, calculados na sec¸a˜o anterior,
1. pi(β|ρj, φj, θj, V ∗j, y∗j, y), que e´ uma distribuic¸a˜o normal multivariada com
paraˆmetros definidos em (3.23). Isto atualiza os valores do vetor β que deno-
taremos por βj+1;
2. pi(θ|βj+1, ρj, φj, V ∗j, y∗j, y), que tambe´m e´ uma distribuic¸a˜o normal multivari-
ada definida em (3.26). Obtemos, enta˜o θj+1;
3. pi(ρ|βj+1, φj, θj+1, V ∗j, y∗j, y), que e´ obtido usando o algoritmo M-H, que sera´
descrito na Sec¸a˜o 3.6;
4. pi(φ|βj+1, ρj+1, θj+1, V ∗j, y∗j, y), que tem uma distribuic¸a˜o Gama, como des-
crito em (3.31);
5. pi(v∗i |β
j+1, ρj+1, φj+1, θj+1, v∗j−i, y
∗j, y), uma distribuic¸a˜o Gama conforme (3.34),
com k = 1, . . . ,m;
6. pi(y∗|βj+1, ρj+1, φj+1, θj+1, V ∗j+1, y) cuja distribuic¸a˜o normal truncada e´ des-
crita em (3.37).
O amostrador de Gibbs prossegue ate´ que a convergeˆncias seja atingida. Note que o
amostrador de Gibbs na˜o precisa necessariamente seguir esta ordem de amostragem.
Adotamos arbitrariamente esta configurac¸a˜o do algoritmo. A Figura 3.2 mostra
uma descric¸a˜o esquema´tica das etapas do amostrador de Gibbs. Comenta´rios sobre
a convergeˆncia deste algoritmo sa˜o apresentados no Apeˆndice D.
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Figura 3.2: Amostrador de Gibbs para a ana´lise MCMC.
3.6 Metropolis em Gibbs para posteriori de ρ
Para implementar o algoritmo Metro´polis-Hastings (M-H)5 e´ necessa´rio que a
densidade da proposta seja especificada. Tipicamente, esta densidade e´ selecionada
de uma famı´lia de distribuic¸o˜es que requerem a especificac¸a˜o de alguns paraˆmetros
tais como paraˆmetros de escala e locac¸a˜o [Chib e Greenberg (1995)]. Uma famı´lia de
densidade para a proposta , devido a Metropolis (1953), e´ dado por q(x, y) = q1(yx),
em que q1(.) e´ uma densidade multivariada. A proposta y e´ enta˜o amostrada de
acordo com processo y = x+ z, em que z e´ chamada de varia´vel aleato´ria de incre-
mento e segue a distribuic¸a˜o q1. Sendo a proposta igual ao valor corrente mais um
ru´ıdo, este caso e´ chamado de cadeia passeio aleato´rio [Chib e Greenberg (1995),
Gamerman (1997)]. Poss´ıveis escolhas para q1 incluem a densidade da distribuic¸a˜o
normal e a densidade da distribuic¸a˜o t. A segunda famı´lia de densidades para a
5Ver apeˆndice
3.6 Metropolis em Gibbs para posteriori de ρ 42
proposta e´ dada pela forma q(x, y) = q2(y). Em contraste, com a cadeia passeio
aleato´rio, as propostas sa˜o geradas independentemente do valor corrente x - uma
cadeia independente na terminologia de Tierney (1994). Como no primeiro caso, po-
demos tomar q2 como sendo uma distribuic¸a˜o normal ou uma distribuic¸a˜o t. Pore´m,
neste caso e´ necessa´rio especificar a locac¸a˜o da densidade da proposta bem como sua
dispersa˜o. Carlin e Louis (2000) sugerem que para o paraˆmetro de dispersa˜o seja
o mais pro´ximo poss´ıvel do da dispersa˜o da distribuic¸a˜o a posteriori, talvez sendo
obtido uma estimativa grosseira das amostras iniciais. Outra sugesta˜o, e´ escolher
este paraˆmetro para obter uma raza˜o de aceitac¸a˜o observada perto de 50% . A
densidade de gerac¸a˜o da proposta e´ a distribuic¸a˜o normal. Dada a distribuic¸a˜o con-
dicional a posteriori de ρ, na Figura 3.3, e´ similar a uma distribuic¸a˜o normal com o
mesmo paraˆmetro de locac¸a˜o. Nas subsec¸o˜es a seguir sera˜o apresentadas as densi-
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Figura 3.3: Distribuic¸a˜o condicional de ρ x Normal
dades normais propostas seguindo estas duas famı´lias ou abordagens para escolha,
para estuda´-las simularemos um processo espacial com a mesma estrutura usada no
Cap´ıtulo 3.
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3.6.1 Cadeias independentes
Neste caso, a transic¸a˜o proposta e´ formulada independentemente da posic¸a˜o
atual ρ(j) da cadeia. A proposta e´ gerada por uma distribuic¸a˜o normal com me´dia µ
e variaˆncia τ 2. Para a me´dia do nu´cleo de transic¸a˜o, usamos o ma´ximo nume´rico da
func¸a˜o de densidade condicional de ρ, seguindo Chib, Nardari e N.Shepard (2002),
usando uma rotina de otimizac¸a˜o para obteˆ-la. Estes autores sugerem ainda que
a variaˆncia seja menos a segunda derivada nume´rica desta func¸a˜o (informac¸a˜o ob-
servada de Fisher). Entretanto, no intuito de economizar em tempo de gerac¸a˜o,
adotamos a sugesta˜o de Carlin e Louis (2000) e usamos as primeiras amostras para
obter uma estimativa da variaˆncia a posteriori.
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Figura 3.4: Condicional amostrada usando cadeias independentes - ρ = 0.75
3.6.2 Cadeias passeio aleato´rio
Novamente a caracterizac¸a˜o da cadeia se refere a` transic¸a˜o proposta. Um passeio
aleato´rio e´ uma cadeia de Markov onde a evoluc¸a˜o e´ dada por ρ(j) = ρ(j−1) + zi
em que zi e´ uma varia´vel aleato´ria com uma distribuic¸a˜o independente da cadeia
[Gamerman (1997)]. Algumas distribuic¸o˜es foram propostas para este problema
particular de estimac¸a˜o do paraˆmetro de espacialidade. LeSage (1997, 2000), por
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exemplo, propo˜e uma distribuic¸a˜o normal ou uma t − Student com 3 graus de
liberdade, adicionando ainda a restric¸a˜o λ−1min < ρ
j+1 < λ−1max nos valores que as
propostas podem assumir, em que λmin e λmin sa˜o, respectivamente, o menor e o
maior autovalor da matriz de proximidade W . A restric¸a˜o que usamos tanto aqui
quanto no caso de cadeias independentes, 0 < ρj+1 < 1, conforme descrito na Sec¸a˜o
3.2. Usaremos a distribuic¸a˜o normal com paraˆmetro de escala obtido conforme
descrito na subsec¸a˜o anterior. A Figura 3.5 mostra a convergeˆncia usando o passeio
aleato´rio como proposta usando va´rios valores iniciais para a cadeia.
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Figura 3.5: Condicional amostrada usando cadeias passeios aleato´rios- ρ = 0.75
3.6.3 Escolha para o algoritmo M-H
O tempo gasto para gerar uma amostra de tamanho 500 no MATLAB usando
um processador Athlon XP 1GHZ e´ de aproximadamente 1.10 segundos para M-H
com cadeias independentes e de 1.04 segundos para cadeia passeio aleato´rio. Neste
trabalho, optamos pela proposta usando cadeias independentes geradas pela distri-
buic¸a˜o normal, que apesar de ser ligeiramente mais lenta devida ao procedimento
de otimizac¸a˜o usado para encontrar o paraˆmetro de escala, a convergeˆncia e´ mais
ra´pida que no caso de cadeia passeio aleato´rio usada por LeSage (1997, 2000) [Figura
3.4 e Figura 3.5].
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Mostramos um breve estudo de convergeˆncia, usando alguns dados simulados,
no Apeˆndice D.
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4 Estudo de simulac¸a˜o
Neste cap´ıtulo fazemos um estudo de simulac¸a˜o do modelo apresentado no
cap´ıtulo 3. Fazemos uso de uma biblioteca de func¸o˜es do MATLAB Econometric
Toolbox, desenvolvida por James LeSage, da Universidade de Toledo, EUA. Fazemos
uso tambe´m de um algoritmo pro´prio para a estimac¸a˜o via MCMC, tambe´m imple-
mentado no MATLAB. Dividimos este cap´ıtulo da seguinte forma. Na Sec¸a˜o 4.1,
apresentamos brevemente como os dados sa˜o gerados. Na Sec¸a˜o 4.2, mostramos uma
estrate´gia alternativa para o amostrador de Gibbs. As simulac¸o˜es sa˜o divididas em
duas partes. A primeira, na Sec¸a˜o 4.3, geramos dados com diferentes tamanhos de
amostras, fixada a estrutura espacial. Isto e´, aumentamos o nu´mero de indiv´ıduos
por a´rea, mantendo os paraˆmetros fixos. A u´ltima parte, na Sec¸a˜o 4.4, dada a estru-
tura espacial e o nu´mero de observac¸o˜es por a´reas fixa, geramos dados com diferentes
valores para o coeficiente espacial ρ. Nos dois casos, comparamos, segundo o erro
quadra´tico me´dio, o modelo espacial com o modelo probito com efeito aleato´rio na˜o
estruturado e tambe´m com probito padra˜o.
4.1 Gerac¸a˜o dos dados
As simulac¸o˜es do modelo com efeitos aleato´rios espacialmente estruturados sa˜o
feitas usando a estrutura de vizinhanc¸a da Regia˜o Administrativa de Campinas,
SP, composta por 90 munic´ıpios, dada na figura 4.1. Geramos os dados segundo
um modelo relativamente simples com apenas duas covaria´veis, relativo ao k-e´simo
indiv´ıduo da i-e´sima regia˜o,
Y ∗ik = β1x1ik + β2x2ik + θi + εik
θi = ρ
∑
j
wijθj + ui,
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onde os valores de gerac¸a˜o, escolhidos aleatoriamente, sa˜o β1 = 3, 14, β2 = −1, 62,
ρ = 0, 70 e wij =
w∗ij∑
j
w∗
ij
com w∗ij = 1 se os munic´ıpios sa˜o contiguos e 0 caso
contra´rio. Por simplicidade, os erros εik e ui foram gerados de normais padra˜o. A
x1ik e´ varia´vel uniforme com me´dia zero e variaˆncia 8,33 (uma varia´vel uniforme em
[-5,5]) e x2ik e´ uma varia´vel normal com me´dia zero e variaˆncia 3. Note que a me´dia
zero das covara´veis, em aplicac¸o˜es, pode ser obtida subtraindo-se suas respectivas
me´dias. Finalmente, temos a regra para discretizac¸a˜o,
Yik =
{
1 se Y ∗ik > 0,
0 se Y ∗ik ≤ 0.
(4.1)
Dividimos a primeira parte das simulac¸o˜es em treˆs casos ou situac¸o˜es. A pri-
meira, a situac¸a˜o mais cr´ıtica para o modelo (4.1), quando temos apenas uma ob-
servac¸a˜o ou um indiv´ıduo por a´rea. Este caso, referido no cap´ıtulo anterior, e´ comum
no que se refere a dados de a´rea, quando a informac¸a˜o esta´ agregada para refletir o
comportamento me´dio de uma determinada a´rea. No segundo caso, simulamos um
nu´mero um pouco maior de indiv´ıduos por a´rea, em que verificamos se a instabili-
dade na cadeia de ρ persiste quando aumentamos o nu´mero de indiv´ıduos por a´rea,
fixada a estrutura de vizinhanc¸a. Aqui, usamos ni = 5 para todas as a´reas. Fi-
nalmente, no terceiro caso, consideramos um nu´mero maior de observac¸o˜es, fixando
ni = 15.
A segunda parte, consiste na estimac¸a˜o do modelo do cap´ıtulo anterior com treˆs
poss´ıveis valores do coefiente de dependeˆncia espacial, isto e´, simulamos modelos
com ρ pequeno. moderado e grande e comparamos, em termos de erro quadra´tico
me´dio das estimativas pontuais dos paraˆmetros em relac¸a˜o aos respectivos valore
de gerac¸a˜o, com o modelo de efeitos aleato´rios na˜o estruturados e o modelo probito
padra˜o.
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Figura 4.1: Regia˜o administrativa de Campinas
4.2 Amostrador de Gibbs: Esquema 2
Neste trabalho, propomos um artif´ıcio no amostrador de Gibbs, o qual deno-
minamos Esquema 2, para tentar contornar a instabilidade na cadeia. Sabemos
que uma cadeia de Markov na˜o precisa seguir necessariamente uma sequ¨eˆncia como
apresentado na Figura 3.2, amostrando-se a cada passo de todas as condicionais com-
pletas. Podemos fazer com que a cadeia se desloque, por um determinado per´ıodo
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de tempo, com alguns paraˆmetros fixos. Neste caso, fixamos o coeficiente espacial
ρ = 0 por um nu´mero n1 de iterac¸o˜es do amostrador de Gibbs para enta˜o comec¸ar
a amostrar e atualizar este paraˆmetro e os demais (Figura 4.2).
Quando ρ = 0, o modelo apresentado em (3.5) torna-se um modelo probito com
efeito aleato´rio na˜o estruturado[McCulloch e Searle (2001)],
θi = ui,
onde ui segue uma distribuic¸a˜o normal com me´dia zero e variaˆncia φ
−1. Consequen-
temente, a equac¸a˜o do modelo em (3.12) fica,
Y ∗ = Xβ +∆U + ε, (4.2)
com ∆ definido em (3.13) e o vetor de efeitos aleato´rios na˜o estruturados U =
(u1, . . . , un)
t, em que ui
iid
∼ N(0, φ−1). Note que as condicionais completas apresen-
tadas no cap´ıtulo anterior, sera˜o as mesmas, excetuando o fato de na˜o termos mais
a distribuic¸a˜o condicional de ρ dada as demais quantidades e a condicional de θ que
na˜o depende mais do espac¸o.
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4.3.1 Caso 1: ni = 1
Smith e LeSage (2003), em um estudo de simulac¸a˜o similar ao que e´ apresen-
tado aqui, afirmam que a estimac¸a˜o via MCMC do modelo hiera´rquico, apesar de
estimar bem os paraˆmetros de regressa˜o β, subestimam o coeficiente autorregressivo
ρ. Os autores, pore´m, na˜o explicam nem sugerem alternativas para lidar com este
problema.
Primeiro, ajustamos os dados gerados usando a rotina semip g da Econometric
Toolbox de James LeSage, cujo amostrador de Gibbs foi definido na Sec¸a˜o 3.5 .Para
a priori de φ = 1/σ2, fizemos α = 0, 001 e η = 1000, r = 100 para a priori de
v∗ = 1/v, ja´ que simulamos os modelos de modo homoceda´stico. Para a priori Beta
de ρ usamos a = 3 e b = 1. Para os coeficientes da regressa˜o usamos µ0 = (0, 0)
t e
Σ0 = 10
6I2. Definimos um burn-in de 2000 e amostramos as 2000 iterac¸o˜es seguintes.
Para obtermos a estimac¸a˜o pontual de cada um dos componentes do vetor
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Figura 4.2: Esquema 2 - Amostrador de Gibbs para a ana´lise MCMC
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(β, ρ, φ, v), precisamos selecionar uma medida que resuma a distribuic¸a˜o a posteriori
marginal, tal como me´dia, mediana ou moda. Quando a distribuic¸a˜o a posteriori
e´ simetrica, a me´dia e a mediana sera˜o iguais; para posteriori sime´trica unimodal,
todas as treˆs medidas coincidira˜o. Para posteriori assime´tricas, a escolha e´ menos
clara, embora a mediana seja eventualmente preferida desde que e´ uma medida in-
termedia´ria entre moda (que considera apenas o valor correspondente ao ma´ximo
da densidade) e a me´dia (que pode, eventualmente, dar muito peso a valores extre-
mos) [Carlin e Louis (2000)].Sabemos que Smith e LeSage (2003) adotam a me´dia
da posteriori amostrada para a estimac¸a˜o pontual dos paraˆmetros. Na Tabela 4.1
apresentamos os resultados da estimac¸a˜o de uma amostra gerada, onde vemos que
as estimativas dos coeficientes da regressa˜o β e φ esta˜o distantes dos valores de
gerac¸a˜o, sugerindo a na˜o convergeˆncia da cadeia (Figura 4.3).
Tabela 4.1: Valor real e as estimativas me´dias, mediana e moda
Paraˆmetros β1 β2 ρ φ
Valores de gerac¸a˜o 3,14 -1,62 0,70 1
Me´dia 6,053 - 2,144 0,607 0,439
Mediana 6,119 - 2,141 0,652 0,274
Moda 4,928 - 2,101 0,732 0,303
Desv.Pad 1,576 0,683 0,211 0,524
2,50% 3,145 - 3,490 0,093 0,077
97,50% 8,963 - 0,876 0,902 2,093
Modelos como este, com muitos paraˆmetros em relac¸a˜o aos dados dispon´ıveis ti-
picamente, conduzem a altas correlac¸o˜es a posteriori entre paraˆmetros que reduz dra-
maticamente o movimento do amostrador de Gibbs atrave´s do espac¸o parame´trico
[Carlin e Louis (2000)].
A variaˆncia φ do processo ui tem uma correlac¸a˜o forte com as demais cadeias
relativas aos outros paraˆmetros do modelo, em particular com o β da regressa˜o, o
que pode estar ocasionando a lentida˜o na convergeˆncia do amostrador de Gibbs.
A distribuic¸a˜o a posteriori de ρ exibe uma assimetria (Figura 4.4) com a moda da
distribuic¸a˜o situando-se ao redor do valor de gerac¸a˜o do paraˆmetro. Quando Smith
e LeSage (2003) concluem que para este caso especial ocorre subestimac¸a˜o, usando
a me´dia como estimador do coeficiente de dependeˆncia espacial ρ, na˜o levaram em
considerac¸a˜o que neste caso, em que a distribuic¸a˜o a posteriori e´ assime´trica, de-
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Tabela 4.2: Correlac¸a˜o cruzadas a posteriori dos paraˆmetros: φ correlacionado com
demais paraˆmetros
β1 β2 ρ φ v
β1 1
β2 - 0,74 1
ρ 0,08 0,02 1
φ - 0,42 0,29 0,17 1
v - 0,08 0,03 - 0,06 - 0,10 1
vemos levar em considerac¸a˜o as demais alternativas de medidas que resumem a
distribuic¸a˜o, tais como mediana e moda. Como dito acima, no exemplo, a moda e´
a medida que mais se aproxima do valor de gerac¸a˜o de ρ.
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Figura 4.3: Cadeias dos paraˆmetros de regressa˜o β - cadeias na˜o convergiram
Usando os mesmos valores para os hiperparaˆmetros citados acima, ajustamos o
modelo aos dados gerados, com ρ = 0 fixo por 2000 iterac¸o˜es. Depois deste per´ıodo,
definimos um burn-in de 2000 iterac¸o˜es e amostramos as 2000 seguintes.
Com esta estrate´gia para o amostrador de Gibbs, a cadeia amostrada dos paraˆ-
metros de regressa˜o β mostrou-se mais bem comportada que no caso anterior (Figura
4.5), apresentando assimetria na distribuic¸a˜o a posteriori. O coeficiente ρ, tambe´m
exibe uma assimetria de sua distribuic¸a˜o a posteriori.Em ambos os casos, devido a
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Figura 4.4: Cadeias dos paraˆmetros ρ e φ
este fato, as estimativas pontuais da moda, foram as que mais se aproximaram dos
valores de gerac¸a˜o. Isto e´ constatado tambe´m no resultado da estimac¸a˜o (Tabela
4.3)
Para estudar melhor este modelo, simulamos 50 amostras e para cada uma ajus-
tamos o modelo usando o Esquema 2 e tambe´m usando semip g da Econometric
Toolbox.
Os resultados das 50 simulac¸o˜es (Tabela 4.4) mostram que a mediana foi a
medida de melhor desempenho para todas a quantidades de interesse, com o menor
erro quadra´tico me´dio (dado que conhecemos os valores reais dos paraˆmetros).
4.3.2 Caso 2: ni = 5
Apresentamos primeiro o exemplo de uma amostra gerada, em que mostramos
que a cadeia amostrada de ρ e´ esta´vel, ao contra´rio do que acontecia no Caso 1. Isso
e´ devido ao fato de que, quando temos mais indiv´ıduos dentro das a´reas a amostra
conte´m mais informac¸a˜o sobre os efeitos regionais θi. Consequentemente, mais in-
formac¸a˜o temos sobre a dependeˆncia espacial, ρ. A Tabela 4.5, mostra o resultado
da estimac¸a˜o usando o Esquema 2 e tambe´m a func¸a˜o semi p. A distribuic¸a˜o a
posteriori de ρ, na Figura 4.7, como no Caso 1, exibe assimetria.
Completando o estudo do Caso 2, geramos 50 amostras, para as quais usamos
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Tabela 4.3: Valor real e as estimativas me´dias, medianas e modas
Paraˆmetros β1 β2 ρ φ
Valores de gerac¸a˜o 3,14 -1,62 0,70 1
Probito padra˜o 2,146 -0,841 - 0,075
Me´dia 11,300 -4,220 0,649 3,086
Mediana 13,420 -4,302 0,994 2,432
Smith e LeSage (2003) Moda 16,38 - 1,502 0,899 1,491
semip-g DP 5,877 2,217 0,647 2,411
2,50% 2,757 - 7,743 -0,993 0,519
97,50% 19,97 - 0,923 0,998 9,850
Me´dia 3,383 - 1,352 0,566 1,945
Mediana 3,321 - 1,340 0,577 1,686
Esquema 2 Moda 3,143 - 1,556 0,691 1,133
DP 0,745 0,456 0,180 1,264
2,50 % 2,204 - 2,389 0,227 0,271
97,50% 5,129 - 0,550 0,878 4,979
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Figura 4.5: Cadeias dos paraˆmetros de regressa˜o β
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Figura 4.6: Cadeias dos paraˆmetros ρ e φ
Tabela 4.4: Caso 1 - resultados das simulac¸o˜es de 50 amostras
Esquema 2 Smith e LeSage (2003)
Estimativa Dp EQM Estimativa Dp EQM
Me´dia 3,438 0,775 0,650 7,44 4,980 41,650
β1 Mediana 3,062 0,6249 0,3706 7,292 5,177 42,250
Moda 2,724 0,569 0,476 6,857 5,562 42,680
Me´dia -1,758 0,536 0,290 - 3,771 2,547 10,720
β2 Mediana -1,580 0,470 0,207 - 3,728 2,772 11,660
Moda -1,401 0,480 0,259 - 3,564 3,144 13,04
Me´dia 0,624 0,066 0,043 0,501 0,439 0,186
ρ Mediana 0,681 0,077 0,034 0,530 0,536 0,268
Moda 0,695 0,080 0,034 0,642 0,649 0,268
Me´dia 1,395 0,364 0,279 4,614 4,919 35,650
φ Mediana 0,981 0,392 0,144 3,940 4,561 28,060
Moda 0,625 0,109 0,151 3,435 4,384 23,870
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Tabela 4.5: Valor real e as estimativas me´dias, medianas e modas
Paraˆmetros β1 β2 ρ φ
Valores de gerac¸a˜o 3,14 -1,62 0,70 1
Probito padra˜o 1,668 -0,950 - 0,099
Me´dia 3,342 - 1,846 0,820 1,330
Mediana 3,247 - 1,799 0,834 1,214
Smith e LeSage (2003) Moda 2,926 - 1,776 0,820 1,245
semip-g Desv,Pad 0,518 0,298 0,098 0,530
2,50% 2,579 - 2,613 0,595 0,686
97,50% 4,785 - 1,389 0,977 2,761
Me´dia 3,107 - 1,717 0,676 0,669
Mediana 3,077 - 1,706 0,687 0,620
Esquema 2 Moda 2,985 - 1,762 0,664 0,613
DP 0,369 0,238 0,119 0,253
2,50 % 2,487 - 2,251 0,414 0,319
97,50% 3,919 - 1,316 0,867 1,315
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Figura 4.7: Distribuic¸a˜o a posterori de ρ
o Esquema 2 e semi p para o ajuste do modelo. Os resultados sa˜o mostrados na
Tabela 4.6
Neste caso, a moda foi a melhor estimativa para os paraˆmetros de interesse. No
caso dos coeficientes de regressa˜o β, as estimativas pelas treˆs medidas se aproxi-
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Tabela 4.6: Caso 2 - resultados das simulac¸o˜es de 50 amostras
Esquema 2 Smith e LeSage (2003)
Estimativa Dp EQM Estimativa Dp EQM
Me´dia 3,346 0,761 0,602 3,688 0,972 1,214
β1 Mediana 3,327 0,834 0,707 3,691 1,088 1,447
Moda 3,286 0,882 0,773 3,714 1,140 1,585
Me´dia - 1,739 0,411 0,179 - 1,917 0,551 0,388
β2 Mediana - 1,728 0,431 0,193 - 1,923 0,604 0,450
Moda - 1,712 0,494 0,247 - 1,943 0,632 0,497
Me´dia 0,622 0,215 0,051 0,521 0,190 0,066
ρ Mediana 0,646 0,219 0,049 0,528 0,201 0,068
Moda 0,684 0,230 0,049 0,539 0,229 0,068
Me´dia 1,206 0,607 0,399 1,540 1,345 2,041
φ Mediana 1,086 0,558 0,309 1,474 1,382 2,072
Moda 0,966 0,498 0,241 1,382 1,530 2,409
mam. Isto e´ devido a simetria da distribuic¸a˜o a posteriori de β. O coeficiente de
dependeˆncia espacial, ρ, a diferenc¸a entre as estimativas ainda e´ consequeˆncia da
assimetria da distribuic¸a˜o a posteriori (Figura 4.7).
4.3.3 Caso 3: ni = 15
Finalmente consideramos um nu´mero grande de indiv´ıduos por a´reas, ni = 15
para todo i. O custo computacional cresce muito neste caso, pois lidamos com
va´rias operac¸o˜es matriciais (decomposic¸a˜o de Cholesky e autovalores) com grande
quantidade de dados. Primeiro, como nos Caso 1 e Caso 2, vamos gerar uma amostra
e ajustar o algoritmo do Esquema 2 e semi p. ,
As estimativas obtidas usando semi p superestimam os paraˆmetros, em com-
parac¸a˜o com as estimativas obtidas pelo Esquema 2 (Tabela 4.7).
A assimetria da distribuic¸a˜o a posteriori de ρ diminuiu quando aumentamos o
nu´mero de observac¸o˜es por a´rea (Tabela 4.9). Os valores da me´dia, mediana e moda
amostrais esta˜o bem pro´ximas nas duas alternativas de estimac¸a˜o. Finalizando o
estudo deste caso, geramos 50 amostras, e para as quais ajustamos com os dois
procedimentos. As estimativas dos paraˆmetros produzidas mostram que quando
4.3 Simulac¸a˜o 1 59
Tabela 4.7: Valor real e as estimativas me´dias, medianas e modas
Paraˆmetros β1 β2 ρ φ
Valores de gerac¸a˜o 3,14 -1,62 0,70 1
Probito padra˜o 1,836 -0,993 - 0,090
Me´dia 3,393 - 1,819 0,748 1,046
Mediana 3,378 - 1,819 0,755 1,008
Smith e LeSage (2003) Moda 3,322 - 1,818 0,758 0,912
semip-g DP 0,265 0,158 0,090 0,255
2,50% 2,912 - 2,093 0,549 0,646
97,50% 3,873 - 1,518 0,902 1,633
Me´dia 3,094 - 1,645 0,790 1,293
Mediana 3,066 - 1,642 0,796 1,242
Esquema 2 Moda 2,993 - 1,626 0,808 1,166
DP 0,174 0,111 0,062 0,347
2,50 % 2,792 - 1,870 0,659 0,757
97,50% 3,486 - 1,436 0,898 2,058
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Figura 4.8: Distribuic¸a˜o a posteriori de ρ
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Tabela 4.8: Caso 3 - resultados das simulac¸o˜es de 50 amostras
Esquema 2 Smith e LeSage (2003)
Estimativa Dp EQM Estimativa Dp EQM
Me´dia 3,234 0,279 0,083 2,958 0,292 0,114
β1 Mediana 3,234 0,281 0,084 2,957 0,294 0,115
Moda 3,213 0,301 0,091 2,958 0,310 0,124
Me´dia - 1,650 0,159 0,025 - 1,507 0,154 0,033
β2 Mediana - 1,650 0,158 0,025 - 1,505 0,153 0,033
Moda - 1,640 0,154 0,023 - 1,504 0,152 0,033
Me´dia 0,673 0,109 0,012 0,650 0,137 0,020
ρ Mediana 0,681 0,108 0,011 0,656 0,137 0,019
Moda 0,700 0,109 0,011 0,667 0,138 0,019
Me´dia 1,141 0,231 0,071 1,227 0,379 0,188
φ Mediana 1,111 0,225 0,061 1,178 0,359 0,154
Moda 1,053 0,204 0,042 1,124 0,349 0,131
Tabela 4.9: Medida de assimetria da posteriori de ρ
Caso assimetria
Caso 1 -0,790
Caso 2 -0,641
Caso 3 -0,406
aumentamos o nu´mero de observac¸o˜es por a´rea, as treˆs medidas de resumo da poste-
riori ficam muito pro´ximas, como pode ser visto na Tabela 4.8. Como foi constatado
no estudo preliminar com uma amostra, a assimetria do coeficiente de dependeˆncia
espacial tende a diminuir com o aumento da informac¸a˜o dispon´ıvel sobre os efeitos
regionais θi. Neste caso, temos 15 indiv´ıduos dentro de cada a´rea dando informac¸a˜o
sobre o efeito da a´rea sobre eles, enquanto no Caso 1, temos apenas um indiv´ıduo
para estimar o efeito regional.
Neste u´ltimo caso, qualquer uma das medidas poderia ser usada como medida de
resumo da posteriori, ja´ que esta˜o todas pro´ximas. Numericamente, sugerimos o uso
da moda ou da mediana com estimador pontual para as quantidades de interesse.
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4.4 Simulac¸a˜o 2
Nesta sec¸a˜o estudamos a estimac¸a˜o do modelo em va´rios cena´rios de dependeˆncia
espacial. Isto e´ feito simulando o modelo (4.1) usando valores pequenos, moderados
e grandes do paraˆmetro ρ. Introduzimos na comparac¸a˜o tambe´m os resultados da es-
timac¸a˜o do modelo probito com efeito aleato´rio na˜o estruturado(EANE) apresentado
na sec¸a˜o anterior. E´ feito isto pois o uso de efeitos aleato´rios, mesmo na˜o estrutu-
rado, introduz correlac¸a˜o entre as observac¸o˜es que tenham algum efeito aleato´rio em
comum [McCulloch e Searle (2001)]. Esperamos com isso, que na presenc¸a de pouca
pertubac¸a˜o devido ao espac¸o, mas na˜o nula, o modelo na˜o espacial seja tambe´m
uma alternativa mais simples para lidar com este problema, ja´ que na˜o envolve a
estimac¸a˜o de ρ. Isso evita o passo Metro´polis no amostrador de Gibbs.
Estudamos treˆs poss´ıveis valores para ρ: 0,2, 0,5 e 0,7 . As 25 amostras foram
geradas a partir da estrutura espacial da Figura 4.1, com 5 observac¸o˜es por a´rea
(ni = 5), segundo os mesmos coeficientes de regressa˜o e de perturbac¸a˜o da sec¸a˜o
anterior. Desta vez, entretanto, as prioris usadas foram vagas.
Os resultados sa˜o apresentados na Tabela 4.10. Para as amostras geradas com
baixa dependeˆncia espacial (ρ = 0, 2), em termos de erro quadra´tico me´dio, os
coeficientes de regressa˜o β foram melhores estimados pelo modelo espacial, embora
o modelo com efeito aleato´rio na˜o espacial tenha estimado relativamente bem os
paraˆmetros. Vemos que conforme aumentamos a perturbac¸a˜o causada pelo espac¸o
nos dados, como era de se esperar, temos que as estimativas encontradas pelo modelo
espacial tende a melhorar, em termos de erro quadra´tico me´dio. No caso do modelo
EANE, quando a dependeˆncia espacial e´ alta (ρ = 0, 7), suas estimativas diferem
muito dos valores de gerac¸a˜o (magnitude do EQM), sendo, obviamente, prefer´ıvel o
uso do modelo espacial.
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Tabela 4.10: Estimativas com respectivos erros quadra´ticos me´dios para os diferentes
valores de ρ
A. Estimativas para ρ = 0, 2
Valor gerado β1 = 3, 14 β2 = −1, 62 ρ = 0, 2
Probito padra˜o 2,231 (0,856) -1,125(0,246) -
Me´dia 3,324 (0,174) -1,694 (0,059) -
EANE Mediana 3,317 (0,163) -1,686 (0,053) -
Moda 3,327 (0,201) -1,663 (0,055) -
Me´dia 3,243 (0,116) -1,650 (0,048) 0,259 (0,204)
Esquema 2 Mediana 3,210 (0,101) -1,633 (0,046) 0,242 (0,225)
Moda 3,218 (0,229) -1,626 (0,058) 0,166 (0,225)
B. Estimativas para ρ = 0, 5
Valor gerado β1 = 3, 14 β2 = −1, 62 ρ = 0, 5
Probito padra˜o 2,071 (1,182) -1,093 (0,280) -
Me´dia 3,351 (0,131) -1,749 (0,049) -
EANE Mediana 3,284 (0,090) -1,737 (0,040) -
Moda 3,088 (0,233) -1,693 (0,046) -
Me´dia 3,184 (0,036) -1,645 (0,013) 0,477 (0,053)
Esquema 2 Mediana 3,208 (0,053) -1,653 (0,013) 0,498 (0,045)
Moda 3,383 (0,162) -1,725 (0,0511) 0,541 (0,031)
C. Estimativas para ρ = 0, 7
Valor gerado β1 = 3, 14 β2 = −1, 62 ρ = 0, 7
Probito padra˜o 2,010 (1,307) -1,118 (0,259) -
Me´dia 3,677 (0,648) -2,039 (0,299) -
EANE Mediana 3,694 (0,669) -2,053 (0,318) -
Moda 3,665 (0,795) -2,092 (0,391) -
Me´dia 3,156 (0,115) -1,730 (0,078) 0,687 (0,013)
Esquema 2 Mediana 3,138 (0,115) -1,716 (0,074) 0,704 (0,011)
Moda 3,237 (0,244) -1,698 (0,064) 0,705 (0,011)
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5 Aplicac¸a˜o em dados reais
Neste cap´ıtulo apresentamos dois exemplos de dados reais para o ajuste dos
modelos dos cap´ıtulos 2 e 3, em que tambe´m ilustramos com outros modelos, tal
como o probito com efeitos aleato´rios espacialmente estruturados. Na Sec¸a˜o 5.1,
apresentamos aplicac¸a˜o do modelo definido no Cap´ıtulo 3, com dados referentes as
eleic¸o˜es presidenciais dos EUA no ano 1996, que foram introduzidos na literatura
por Smith e LeSage (2003). Na Sec¸a˜o 5.2, usamos va´rios modelos da Econometria
Espacial para escolha discreta, com dados das eleic¸o˜es presidenciais brasileiras de
2002. Finalizando, na Sec¸a˜o 5.3, fazemos uma breve discussa˜o quanto a performance
dos modelos.
5.1 Eleic¸o˜es presidenciais americanas de 1996
Neste exemplo, usamos os dados das eleic¸o˜es presidenciais de 1996 de um con-
junto de 3110 munic´ıpios (condados) dos EUA. A estrutura espacial e´ definida pelos
48 estados contiguos dos EUA, excluindo os estados do Havai, Alaska e Porto Rico,
e e´ apresentada na Figura 5.1. Estes dados foram primeiro apresentados por Smith
e LeSage (2003). A varia´vel dependente e´ definida como Yi = 1 nos munic´ıpios onde
Clinton teve a maioria dos votos e Yi = 0 naqueles onde seu concorrente Dole ob-
teve a maioria. Seguindo a abordagem usada por Smith e LeSage (2003), tratamos
os munic´ıpios como indiv´ıduos e os estados como regio˜es onde a interac¸a˜o espacial
ocorre. Isto e´, estamos considerando a interac¸a˜o espacial entre os estados e supondo
que os munic´ıpios dentro dos estados sejam homogeˆneos entre si.
As varia´veis regressoras usadas na ana´lise sa˜o o logar´ıtmo da populac¸a˜o residente
em a´reas urbanas, o logar´ıtmo da proporc¸a˜o de pessoas com ate´ o curso superior e
o logar´ıtmo da proporc¸a˜o de pessoas com po´s-graduac¸a˜o, conforme descreve Smith
e LeSage (2003).
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Figura 5.1: Estados Unidos - os 48 estados cont´ıguos
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5.1.1 Estimac¸a˜o
Para ana´lise destes dados, estimamos quatro modelos,
(I) Modelo probito padra˜o.
(II) Modelo probito heteroceda´stico com efeito aleato´rio.
(III) Modelo probito homocesda´stico com efeito aleato´rio espacial.
(IV) Modelo probito heteroceda´stico com efeito aleato´rio espacial.
O modelo IV e´ estimado usando as duas alternativas apresentadas nos cap´ıtulos
anteriores. Isto e´, usamos o Esquema 2 (IVa) e tambe´m a rotina semip g (IVb).
Lembrando que na˜o sa˜o modelos diferentes, sa˜o formas diferentes de implementar o
amostrador de Gibbs.
Prioris
(i) Em I, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β
(ii) Em II, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β, α = 0.001 e η = 1000 para φ = 1/σ2
e r = 7 para v∗i = 1/vi.
(iii) Em III, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β, α = 0.001 e η = 1000 para φ = 1/σ2
e r = 7 para v∗ = 1/v, a = 1 e b = 1 para ρ.
(iv) Em IV, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β, α = 0.001 e η = 1000 para φ = 1/σ2
e r = 7 para v∗i = 1/vi, a = 1 e b = 1 para ρ.
O valor do hiperparaˆmetro r = 7, foi sugerido em Smith e LeSage (2003), Le-
Sage (2000) como uma regra padra˜o para um estudo inicial, e foi usado no modelo
heteroceda´stico para as variaˆncias regionais e tambe´m para o modelo homoceda´stico
para a variaˆncia global.
Os modelos espaciais foram estimados usando o amostrador de Gibbs segundo
o Esquema 2, com n1 = 1000 iterac¸o˜es. Dado este per´ıodo, definimos um burn-in
de 5000 iterac¸o˜es e amostramos outras 5000 iterac¸o˜es para fazer infereˆncias. Para
a func¸a˜o semip g, usamos mesmo nu´mero de iterac¸o˜es, bem como para o modelo
probito padra˜o.
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Tabela 5.1: Heterodasticidade nos estados
Estimativas paras estados vi
Estado 2,5% 25% mediana 75% 97,5%
1 7,480 9,367 10,462 11,637 14,234
2 4,057 5,337 6,066 6,879 8,703
15 2,794 3,906 4,563 5,357 6,952
14 1,933 2,959 3,640 4,407 6,266
16 1,851 2,643 3,189 3,775 5,190
22 1,518 2,402 2,985 3,661 5,257
23 1,433 2,261 2,826 3,467 4,932
25 1,486 2,262 2,758 3,325 4,622
10 1,149 2,089 2,750 3,516 5,372
4 1,335 2,087 2,532 3,077 4,298
27 1,210 1,833 2,228 2,682 3,801
5.1.2 Resultados
Segundo Smith e LeSage (2003), ao usar o modelo heteroceda´stico, que da´ menos
peso a valores aberrantes, as estimativas obtidas para os β sa˜o mais robustas, fazendo
com que a dependeˆncia espacial melhor estimada. Smith e LeSage (2003) sugerem
que valores para os vi estimados maiores que 2.468 indicam heterocesdaticidade.
Este valor e´ consequeˆncia da escolha do hiperparaˆmetro r. A Tabela 5.11 mostra os
maiores valores encontrados. Temos que 9 dos 48 estados tiveram suas estimativas
acima de 2.468, indicando uma heterocedasticidade moderada nos dados [Smith e
LeSage (2003)].
As figuras 5.2 e 5.3 mostram as cadeias amostradas do Esquema 2 dos coeficientes
de regressa˜o e tambe´m para ρ e φ usadas para as infereˆncias no modelo IVa. Neste
exemplo, o nu´mero de indiv´ıduos por a´rea na˜o e´ fixo, como no estudo de simulac¸a˜o.
Estudo este, em que constatamos empiricamente, que quando aumentamos o nu´mero
de observac¸o˜es em cada a´rea, a assimetria da distribuic¸a˜o a posteriori de ρ tende a
diminuir. A Figura 5.3, relativa ao modelo IVa, mostra a assimetria da posteriori
de ρ.
O modelo probito padra˜o em I (Tabela 5.2) produziu posteriores muito diferentes
dos outros modelos. Em parte, e´ devido a dependeˆncia espacial entre os estados,
1Os estados esta˜o numerados em ordem alfabe´tica, conforme Apeˆndice E.
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Figura 5.2: Distribuic¸a˜o a posteriori de β - Modelo IVa
na˜o contemplada pelo modelo, e tambe´m pela restric¸a˜o na variaˆncia assumida como
igual 1, por questo˜es de identificabilidade [Albert e Chib (1993), McMillen (1992)].
Na Tabela 5.2, vemos que o modelo espacial homoceda´stico e o heteroceda´stico,
modelos II e IV respectivamente, produziram estimativas diferentes em magnitude,
particularmente no que se refere ao coeficiente de dependeˆncia espacial. Enquanto,
no caso homoceda´stico, a moda da distribuic¸a˜o a posteriori de ρ e´ igual a 0,65,
indicando dependeˆncia espacial mais acentuada, o caso heteroceda´stico, com moda
igual a 0,53, tende a indicar uma dependeˆncia mais moderada. O valor produzido
por IVb e´ ainda menor, 0,428 ,indicando dependeˆncia espacial baixa.
Isto e´ reforc¸ado pelo fato de que as estimativas produzidas pelo modelo na˜o
espacial de efeitos aleato´rios (II) serem relativamente pro´ximas das produzidas pelo
modelo heteroceda´stico espacial. Este fato e´ notado na Tabela 4.10.B do estudo de
simulac¸a˜o do Cap´ıtulo 4. Tambe´m, das deviances mostradas na Tabela 5.7, temos
que a qualidade do ajuste entre os modelos estruturados e os na˜o estruturados sa˜o
pro´ximos, mas com uma certa vantagem para os efeitos estruturados, principalmente
para a implementac¸a˜o via Esquema 2 aqui proposta. Ale´m disso, fica evidenciado a
necessidade de efeito aleato´rio para contemplar a dependeˆncia espacial, haja visto a
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Figura 5.3: Distribuic¸a˜o a posteriori de ρ e φ -Modelo IVa
perda de ajuste ao se remover tal estrutura, caso do modelo I.
Novamente, sabemos que os efeitos aleato´rios, mesmo na˜o estruturados, introdu-
zem correlac¸a˜o entre as observac¸o˜es que tenham algum efeito em comum [McCulloch
e Searle (2001)]. Aqui, os efeitos θi sa˜o comuns a todos os indiv´ıduos da regia˜o i, pois
como dito, tratamos os munic´ıpios como indiv´ıduos e os estados como regio˜es onde
a interac¸a˜o espacial ocorre. A Figura (5.4) que os efeitos estimados pelo modelos II
e IVa, sa˜o muito pro´ximos.
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Tabela 5.2: Resultados da estimac¸a˜o dos modelos I a IV
I
2,5% 25% mediana moda 75% 97,5%
β1 1,908 8,357 12,104 12,588 15,816 22,398
β2 -5,090 -4,268 -3,845 -4,079 -3,382 -2,511
β3 4,430 6,304 7,128 6,945 8,140 9,736
II
2,5% 25% mediana moda 75% 97,5%
β1 -18,357 -12,034 -8,829 -8,413 -5,539 0,421
β2 -2,158 -1,218 -0,719 -0,861 -0,216 0,756
β3 -0,946 0,712 1,589 1,929 2,463 4,197
φ 0,625 0,995 1,246 1,351 1,558 2,275
III
2,5% 25% mediana moda 75% 97,5%
β1 -37,289 -18,620 -12,635 -8,651 -7,319 2,253
β2 -7,745 -3,982 -2,915 -2,282 -2,005 -0,632
β3 1,080 3,560 5,059 5,808 6,843 12,620
ρ 0,301 0,548 0,655 0,654 0,749 0,891
φ 0,233 0,688 1,070 1,072 1,568 2,930
IVa. Esquema 2
2,5% 25% mediana moda 75% 97,5%
β1 -18,269 -12,081 -8,842 -10,034 -5,609 0,568
β2 -2,298 -1,307 -0,769 -0,566 -0,249 0,702
β3 -1,035 0,702 1,610 1,550 2,521 4,169
ρ 0,180 0,443 0,568 0,534 0,685 0,860
φ 0,608 0,981 1,233 1,230 1,536 2,314
IVb. semip g
2,5% 25% mediana moda 75% 97,5%
β1 -24,636 -15,678 -10,915 -8,54 -6,080 3,081
β2 -5,362 -3,934 -3,123 -2,696 -2,327 -0,756
β3 1,475 4,011 5,321 5,604 6,689 9,217
ρ -0,031 0,282 0,423 0,428 0,557 0,775
φ 0,433 0,604 0,734 0,757 0,880 1,271
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Figura 5.4: Efeitos regionais nos estados
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5.2 Eleic¸o˜es presidenciais brasileiras de 2002
Os dados desta sec¸a˜o sa˜o referentes a`s eleic¸o˜es presidenciais brasileiras, no ano
de 2002. Mais precisamente, sa˜o os resultados do segundo turno das eleic¸o˜es na
regia˜o administrativa de Campinas (Figura 4.1), composta por 90 munic´ıpios. Como
varia´vel dependente, definimos, Yi = 1 se Lu´ız Ina´cio Lula da Silva obteve a maioria
dos votos no munic´ıpio i e Yi = 0 caso Jose´ Serra tenha a maioria. Como resultado
final, Lula ganhou em 55 munic´ıpios da regia˜o.
Como varia´veis regressoras, usamos os ı´ndices que compo˜em o I´ndice de Desen-
volvimento Humano Municipal (IDHM), calculado no ano 2000, para cada munic´ıpio
da regia˜o. Sa˜o eles,
• I´ndice de esperanc¸a de vida (IDHM-L);
• I´ndice de educac¸a˜o (IDHM-E);
• I´ndice de PIB (IDHM-R)
A regia˜o administrativa de Campinas e´ uma das regio˜es mais desenvolvidas
do pa´ıs. Isto e´ refletido no IDH municipal, que na regia˜o, e´ de desenvolvimento
moderado(IDH entre 0,7 e 0,8) a alto (IDH maior que 0,8). O IDH e´ calculado como
uma me´dia simples dos treˆs ı´ndices acima que resumem caracter´ısticas importantes
dos munic´ıpios, como qualidade de vida, escolaridade e renda.
Como este e´ um exemplo ilustrativo, na˜o levamos em considerac¸a˜o o nu´mero de
habitantes, ou mesmo, o nu´mero de eleitores em cada munic´ıpio.
5.2.1 Estimac¸a˜o
Como uma ilustrac¸a˜o das te´cnicas estudadas na Econometria Espacial para es-
colha discreta, para os dados acima descritos, estimamos os seguintes modelos,
(A) Modelo probito padra˜o;
(B) Modelo probito com efeito aleato´rio;
(C) Modelo probito SAR;
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(D) Modelo probito SEM;
(E) Modelo probito com efeito aleato´rio espacial.
Embora os modelos possam ser estimados por ma´xima verossimilhanc¸a e me´todo
dos momentos generalizados [Fleming (2002), Takeyama e Barbosa (2004)], em todos
os casos adotamos a abordagem Bayesiana. Em particular, usamos as func¸o˜es sarp g
e sem g [LeSage (2000)] para a estimac¸a˜o dos modelos C e D, respectivamente, da
Econometric Toolbox do Matlab. O probito padra˜o e´ implementado de acordo com
Albert e Chib (1993). O modelo B e´ estimado usando o Esquema 2 da Sec¸a˜o 4.2,
bem como para o modelo E. Sendo que para o u´ltimo caso, utilizamos tambe´m
a func¸a˜o semip g [Smith e LeSage (2003)], como no exemplo da sec¸a˜o anterior.
Ainda, dado que temos apenas uma ”observac¸a˜o”por munic´ıpio, B e E sa˜o modelos
homoceda´sticos.
Prioris
Os hiperparaˆmetros usados na estimac¸a˜o dos modelos sa˜o
(a) Em A, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β
(b) Em B, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β, α = 0.001 e η = 1000 para φ = 1/σ2
e r = 7 para v∗ = 1/v.
(c) Em C, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β, α = 0.001 e η = 1000 para φ = 1/σ2
e r = 7 para v∗ = 1/v.
(d) Em D, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β, α = 0.001 e η = 1000 para φ = 1/σ2
e r = 7 para v∗ = 1/v.
(e) Em E, µ0 = (0, 0, 0)
t e Σ0 = 10
6I para β, α = 0.001 e η = 1000 para φ = 1/σ2
e r = 7 para v∗ = 1/v, a = 1 e b = 1 para ρ
As prioris de ρ e δ nos casos C e D, respectivamente, sa˜o definidas como uma
U [λ−1min, λ
−1
max], onde λmin e λmax sa˜o, respectivamente, o menor e maior autovalor
da matriz de pesos espaciais W . As func¸o˜es ja´ implementadas sarp g e sem g, tem
esta priori como padra˜o, que deixamos inalteradas. Note que, em C e D, na˜o ha´
nenhuma restric¸a˜o para que ρ (ou δ) seja positivo. Ao contra´rio do que acontece em
E ao assumirmos uma priori Beta, estamos limitando ρ entre 0 e 1.
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O nu´mero de iterac¸o˜es usadas e´ diferente para cada modelo. O modelo probito
padra˜o em A tem convergeˆncia mais ra´pida, pois envolve apenas os coeficientes
de regressa˜o β, usamos 500 iterac¸o˜es de burn-in e amostramos 2000 posteriores.
Em C, D usamos 2000 iterac¸o˜es de burn-in e o mesmo nu´mero para as infereˆncias.
Finalmente, para D, deixamos a cadeia com ρ fixo por 500 iterac¸o˜es para depois
fazer um burn-in de 2000 iterac¸o˜es. Amostramos as pro´ximas 2000 iterac¸o˜es.
5.2.2 Resultados 1
Os resultados das estimac¸o˜es sa˜o apresentados nas Tabelas 5.3 e 5.4.
Observamos que em todos os modelos estimados, a distribuic¸a˜o a posteriori de
β3, referente ao IDHM-R e´ muito dispersa e centrada em torno de zero, como mostra
a Figura 5.2, no caso do modelo Ea. Numa ana´lise mais ampla, ou num procedimento
de selec¸a˜o de varia´veis, esta varia´vel seria retirada. Tal situac¸a˜o e´ considerada na
pro´xima subsec¸a˜o.
As estimativas do coeficiente espacial ρ, nos modelos C e D mostraram uma
dependeˆncia moderada, 0,53 e 0,54, respectivamente. Note que, os modelos sa˜o
estruturalmente diferentes. O modelo C e´ similar ao autorregressivo e D similar a
uma me´dia mo´vel, o que resulta em interpretac¸o˜es diferentes em cada caso.
Temos ainda que as distribuic¸o˜es a posteriori do modelo D sa˜o menos dispesas
que as dos demais modelos, notadamente, o coeficiente β1. O modelo E, nas duas
alternativas de estimac¸a˜o, uma diferenc¸a substancial e´ vista nas estimativas da pos-
teriori. Especialmente, na posteriori de ρ, a Figura 5.6 mostra as cadeias geradas
pelas duas alternativas. A cadeia produzida por semip g e´ muito mais insta´vel,
ale´m de estar sempre muito pro´ximo do limite do espac¸o parame´trico ρ ∈ [0, 1]
usado tambe´m por semip g.
5.2.3 Resultados 2
Dada as concluso˜es da subsec¸a˜o anterior, fizemos outra ana´lise, agora conside-
rando apenas a varia´vel IDHM-E, referente ao ı´ndice de educac¸a˜o. Os resultados de
estimac¸a˜o sa˜o mostrados nas tabelas 5.5 e 5.6.
Em termos gerais, os modelos A, B e Ea apresentaram resultados razoavelmente
similares na estimac¸a˜o de β. Entretanto, quando analisamos os resultados tendo
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Figura 5.5: Cadeias de β - Modelo Ea
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Tabela 5.3: Resultados da estimac¸a˜o dos modelos A a C
A
2,5% 25% mediana moda 75% 97,5%
β1 -18,860 -13,753 -11,056 -10,056 -8,349 -3,141
β2 2,512 8,853 12,518 14,049 16,032 23,331
β3 -11,151 -5,444 -2,365 -1,819 0,765 5,764
B
2,5% 25% mediana moda 75% 97,5%
β1 -35,497 -21,531 -15,962 -14,691 -11,302 -3,970
β2 1,219 11,828 17,637 19,994 24,718 40,749
β3 -18,809 -7,769 -2,911 -5,017 2,040 12,975
φ 0,118 0,450 1,134 1,706 3,532 20,262
C
2,5% 25% mediana moda 75% 97,5%
β1 -26,213 -16,895 -12,981 -12,824 -8,853 -2,177
β2 -0,273 8,720 14,142 14,211 19,909 30,676
β3 -15,400 -6,943 -2,510 -1,042 2,075 9,553
ρ 0,228 0,433 0,531 0,594 0,614 0,778
φ 0,862 1,203 1,442 1,252 1,756 2,520
como refereˆncia a deviance (Tabela 5.8) de cada modelo, temos que a correc¸a˜o
devido ao efeito aleato´rio espacial melhora a qualidade de ajuste do modelo. O
mesmo ocorre com o modelo B, que e´ um caso particular de E quando ρ = 0,
cuja qualidade do ajuste e´ melhor que do modelo probito padra˜o em A. Isto e´
ainda refletido na proporc¸a˜o de acerto calculada Tabela 5.8. O modelo SAR em
C, obteve um desempenho parecido com o modelo probito padra˜o. Novamente, o
modelo C apresentou a menor dispersa˜o das posterioris do coeficiente de regressa˜o
β e tambe´m de paraˆmetro do dependeˆncia espacial δ. Pore´m, comparativamente,
teve um desempenho ruim.
Na Figura 5.8, temos as cadeias para o paraˆmetro de dependeˆncia espacial ρ,
amostradas de Esquema 2 e de semip g, em que percebe-se que a cadeia produzida
por esta func¸a˜o e´ muito insta´vel, como na Subsec¸a˜o 5.2.2. Note que a distribuic¸a˜o
a posteriori de ρ e´ quase toda concentrada pro´xima de 1. Enquanto a posteriori
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Tabela 5.4: Resultados da estimac¸a˜o dos modelos D e E
D
2,5% 25% mediana moda 75% 97,5%
β1 -6,699 -4,480 -3,367 -2,938 -2,224 -0,211
β2 0,454 3,125 4,618 3,984 6,090 8,874
β3 -3,729 -1,943 -0,833 -1,065 0,210 2,537
ρ 0,324 0,468 0,545 0,551 0,624 0,778
φ 0,109 0,138 0,157 0,157 0,181 0,237
Ea. Esquema2
2,5% 25% mediana moda 75% 97,5%
β1 -52,857 -32,938 -22,150 -16,219 -13,156 2,958
β2 -8,210 10,788 20,611 20,112 30,783 53,362
β3 -26,745 -7,952 1,333 -0,469 12,150 36,458
ρ 0,420 0,630 0,707 0,686 0,779 0,886
φ 0,029 0,057 0,090 0,084 0,145 0,311
Eb. semip g
2,5% 25% mediana moda 75% 97,5%
β1 -41,038 -22,549 -15,477 -15,841 -9,414 0,845
β2 -7,481 8,507 17,380 16,323 25,514 50,410
β3 -25,039 -9,984 -3,116 -6,742 4,507 15,932
ρ 0,685 0,931 0,976 0,966 0,993 0,998
φ 0,781 1,437 2,172 2,133 3,143 7,146
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Tabela 5.5: Resultados da estimac¸a˜o dos modelos
A
2,5% 25% mediana moda 75% 97,5%
β1 12,959 20,271 24,009 24,287 27,894 35,829
B
2,5% 25% mediana moda 75% 97,5%
β1 13,432 21,622 27,135 27,863 33,135 47,228
φ 0,724 2,591 4,826 3,787 9,525 24,910
C
2,5% 25% mediana moda 75% 97,5%
β1 13,611 24,034 30,314 30,641 36,341 49,653
ρ 0,243 0,429 0,509 0,510 0,590 0,725
φ 0,864 1,219 1,469 1,449 1,752 2,494
produzida pelo Esquema 2, tem uma forte assimetria, como mostrado empiricamente
no Cap´ıtulo 4.
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Tabela 5.6: Resultados da estimac¸a˜o dos modelos
D
2,5% 25% mediana moda 75% 97,5%
β1 1,029 3,310 4,574 3,860 5,956 8,459
δ 0,600 0,691 0,739 0,758 0,780 0,860
φ 0,117 0,149 0,172 0,149 0,199 0,258
Ea. Esquema 2
2,5% 25% mediana moda 75% 97,5%
β1 11,609 20,055 25,703 23,144 33,292 48,165
ρ 0,044 0,393 0,585 0,627 0,713 0,872
φ 0,300 1,199 4,458 3,702 10,899 30,663
Eb. semip g
2,5% 25% mediana moda 75% 97,5%
β1 19,870 48,022 65,939 55,077 87,787 112,373
ρ 0,243 0,994 0,998 0,925 0,998 0,999
φ 0,214 3,465 6,673 1,853 11,065 18,864
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Figura 5.7: Cadeias de β gerados do Esquema 2 e de semip g
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Figura 5.8: Cadeias de ρ gerados do Esquema 2 e de semip g
Tabela 5.7: Deviance - Sec¸a˜o 5.1
Modelos Deviance Prop Acerto
I 4, 267× 103 0.487
II 3, 606× 103 0.674
III 3, 634× 103 0.658
IVa. Esquema 2 3, 526× 103 0.681
IVb. semip g 3, 597× 103 0.676
5.3 Avaliac¸a˜o dos modelos
Hepple (2003) sugere algumas alternativas para a escolha de modelos Bayesia-
nos no contexto da Econometria Espacial, mas restringe-se aos casos dos modelos
gaussianos na˜o hiera´rquicos, mostrados no Cap´ıtulo 1.
Medidas como BIC (Bayesian Information Criterion) ou fator de Bayes sa˜o
aplica´veis nos casos mais simples como o probito padra˜o e o efeito aleato´rio na˜o
estruturado. Pore´m, no caso dos modelos hiera´rquicos na˜o sa˜o simples conceitual-
mente. Outra alternativa e´ o DIC (Deviance Information Criterion)[Spiegelhalter
(2002)] que poderia ser usada em modelos hiera´rquicos. Pore´m, neste trabalho o
objetivo aqui e´ ilustrar os modelos de escolha discreta na Econometria Espacial e
portanto a comparac¸a˜o e´ feita utilizando-se apenas medidas ba´sicas de uso geral,
como a deviance padra˜o.
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Tabela 5.8: Deviance - Sec¸a˜o 5.2
Modelos Deviance Prop Acerto
A 103,603 0.677
B 88,773 0.744
C 105,052 0.678
D 116,909 0.411
Ea. Esquema 2 76,529 0.766
Eb. semip g 148,799 0.722
Apresentamos a deviance e proporc¸a˜o de acertos, como medidas brutas da qua-
lidade do ajuste. A Tabela 5.7 mostra certa vantagem no ajuste para o modelo
com efeito aleato´rio espacial, estimado pelo Esquema 2. Para os dados da Sec¸a˜o
5.2, o modelo com efeito aleato´rio espacial apresenta resultados consideravelmente
melhores que os demais modelos.
Note que, como enfatizado por Anselin (2002) e LeSage (1997), estes mode-
los econome´tricos sa˜o mais adequados quando o interesse e´ a ana´lise da interac¸a˜o
espacial dos agentes econoˆmicos.
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Conclusa˜o
Nesta dissertac¸a˜o sa˜o estudados alguns modelos de regressa˜o probito para dados
bina´rios com dependeˆncia espacial atrave´s de simulac¸o˜es e a ana´lise de dois conjuntos
de dados. Os principais resultados sa˜o descritos a seguir.
Os modelos de regressa˜o probito padra˜o na˜o lidam satisfatoriamente com dados
de estrutura espacial de a´rea apresentando resultados ruins. Os modelos probito tipo
SAR e SEM tambe´m na˜o se mostraram efetivos, apesar de apresentarem uma pro-
posta para a modelagem da dependeˆncia espacial. Em ambos os casos, os resultados
foram ruins tanto nas simulac¸o˜es quanto nos dados reais.
O modelo hiera´rquico Bayesiano e´ uma ferramenta poderosa na investigac¸a˜o da
dependeˆncia espacial em fenoˆmenos econoˆmicos de escolha discreta. Em particular,
no caso do modelo com efeito aleato´rio espacialmente estruturado.
Um caso particular deste modelo, em que o efeito aleato´rio na˜o e´ estruturado,
mais simples e mais difundido na literatura, mostrou-se efetivo mesmo nos casos
de dependeˆncia espacial moderada. Uma das vantagens deste modelo, seguindo a
abordagem Bayesiana, esta´ no fato de que neste caso o passo Metro´plois em Gibbs
na˜o e´ necessa´rio. Isto diminui consideravelmente o tempo computacional.
E finalmente, as modificac¸o˜es propostas neste trabalho melhoram as estimativas
em relac¸a˜o aos algoritmos dispon´ıveis na literatura econome´trica. Em especial, as
modificac¸o˜es propostas no amostrador de Gibbs, em que fixamos o coeficiente espa-
cial por um certo nu´mero de iterac¸o˜es. Isto fez com que as cadeias geradas durante o
MCMC fossem mais esta´veis, produzindo resultados melhores. Com esta mudanc¸a,
as melhorias na estimac¸a˜o do modelo foram considera´veis, conforme apresentado dos
estudos de simulac¸a˜o e nos conjuntos de dados
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APEˆNDICE A -- Introduc¸a˜o aos dados
espaciais
A estat´ıstica espacial e´ o ramo da estat´ıstica que estuda me´todos cient´ıficos para
a coleta, descric¸a˜o, visualizac¸a˜o e ana´lise de dados que possam ser modelados como
processos estoca´sticos espaciais. Bailey e Gatrell (1995), Assunc¸a˜o (2001) e outros,
dividem a estat´ıstica espacial em quatro categorias, de acordo com a tipologia dos
dados, ou seja, esta categorizac¸a˜o diz respeito a` natureza estoca´stica das observac¸o˜es.
Sa˜o elas:
• Dados de processos pontuais
Sa˜o conjuntos de dados onde o principal interesse esta´ nas coordenadas ge-
ogra´ficas que representam as localizac¸o˜es exatas dos eventos de interesse. Neste
caso, o dado aleato´rio de interesse e´ a pro´pria localizac¸a˜o espacial do evento.
• Dados de superf´ıcies aleato´rias (geoestat´ıstica)
Neste caso, os dados aleato´rios definem uma superf´ıcie Y (x) para o fenoˆmeno
estudado. Geralmente, existem n estac¸o˜es de coleta de dados em localizac¸o˜es
fixas (x1, . . . , xn). Nestas estac¸o˜es, a superf´ıcie Y (x) e´ observada exatamente
gerando as varia´veis aleato´rias (Y (x1), . . . , Y (xn)) cuja distribuic¸a˜o conjunta e´
induzida pela distribuic¸a˜o da superf´ıcie aleato´ria Y (x). Krigagem e´ o me´todo
chave para este tipo de dado, basicamente um modelo de regressa˜o com erros
correlacionados pela distaˆncia entre as estac¸o˜es de coleta. A correlac¸a˜o dos
erros e´ definida a partir de um variograma, que e´ uma func¸a˜o que mede o grau
de interdependeˆncia entre os erros de acordo com a distaˆncia.
• Dados de a´rea
A.1 Ana´lise de dados de a´rea 84
Este tipo de dado pode ser visualizado em mapas onde o espac¸o e´ particionado
em a´reas. A partic¸a˜o geogra´fica pode ser constitu´ıda por diviso˜es administra-
tivas, pol´ıticas ou diviso˜es feitas com base em caracter´ısticas geof´ısicas tais
como, por exemplo, zonas clima´ticas. Assim, os dados de a´rea sa˜o representa-
dos por um vetor (y1, . . . , yn) onde cada um dos valores yi esta´ associado com
uma das a´reas i do mapa. A principal caracter´ıstica deste tipo de dado e´ que
ele representa uma agregac¸a˜o de valores que encontram-se dispersos dentro de
cada a´rea. Isto e´, yi esta´ associado a toda a´rea i e na˜o a uma posic¸a˜o espec´ıfica
dentro da a´rea. As a´reas podem tambe´m representar uma grade (latice) re-
gularmente espac¸ada (imagens de sate´lite, por exemplo), bem como grades
irregulares tais como aquelas formadas por diviso˜es pol´ıtico-administrativas,
como por exemplo os munic´ıpios do Estado de Sa˜o Paulo.
Alguns dos principais interesses ao se fazer infereˆncias sobre o padra˜o espacial
sa˜o: testar se o padra˜o e´ aleato´rio ou na˜o; obter mapas mais suaves que o
mapa observado; detectar poss´ıveis sub-regio˜es de valores mais elevados do
que o esperado sob algum modelo e corrigir o efeito espacial em modelos de
regressa˜o.
• Dados de iterac¸a˜o espacial
Neste caso, tambe´m temos estac¸o˜es ou posic¸o˜es fixas, tal como na geoes-
tat´ıstica. Pore´m, estas estac¸o˜es sa˜o consideradas como pares ordenados, sendo
que um dos elementos do par e´ considerado uma origem enquanto outro e´ um
destino. O que trafega entre estes pares e´ um fluxo e e´ este fluxo que e´
aleato´rio. Assim, o dado aleato´rio que deve ser modelado e´ da forma yij repre-
sentando um fluxo da estac¸a˜o i para estac¸a˜o j (por exemplo, fluxo migrato´rio,
de pacientes entre centros me´dicos, etc).
A.1 Ana´lise de dados de a´rea
Nosso interesse principal na˜o reside na predic¸a˜o do valor de um atributo em pon-
tos da regia˜o de estudo onde este na˜o foi observado, pois usualmente observamos
estes valores em todas as a´reas. Particularmente, estamos interessados na detecc¸a˜o
e poss´ıvel explicac¸a˜o de padro˜es espaciais ou tendeˆncias ´presentes nos dados . Com
dados espacialmente cont´ınuos muitos dos modelos que usamos descrevem a variac¸a˜o
espacial somente em termos da localizac¸a˜o. Por exemplo, o objetivo principal dos
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modelos de krigagem e´ a interpolac¸a˜o espacial o´tima, na˜o necessariamente expli-
cando padro˜es ou tendeˆncias [Bailey e Gatrell (1995)]. Com dados de a´rea estamos
mais interessados em explicar a variac¸a˜o espacial na varia´vel de interesse em termos
de covaria´veis medidas sobre o mesmo conjunto de a´reas, bem como em termos da
permutac¸a˜o espacial destas a´reas. Tais ana´lises sa˜o relevantes em qualquer contexto
envolvendo a relac¸a˜o espacial entre duas ou mais medidas sobre um conjunto regu-
lar ou irregular de a´reas, como por exemplo, relac¸a˜o entre fatores socio-econoˆmicos,
taxa de doenc¸as ou fatores ambientais.
Matematicamente, se no caso da geoestat´ıstica estudamos com um processo
{Y (s), s ∈ R}, indexado por qualquer localizac¸a˜o em R, agora lidamos com o caso
{Y (Ai), Ai ∈ A1, . . . , Am}, um conjunto de varia´veis aleato´rias indexado apenas
por conjunto fixo de sub-regio˜es (A1, . . . , Am) de R com A1
⋃
. . .
⋃
Am = R. Por
simplicidade, vamos denotar as varia´veis aleato´rias Y (Ai) por Yi, e o valor observado
por yi. Nossas observac¸o˜es na˜o sa˜o uma amostra de poss´ıveis localizac¸o˜es onde o
atributo pode acontecer (geoestat´ıstica), mas constituem uma poss´ıvel realizac¸a˜o de
valores do atributo em todas as localizac¸o˜es.Isto e´, entendemos como uma amostra da
superpopulac¸a˜o de todas as poss´ıveis realizac¸o˜es que poderiam ocorrer do processo
sobre estas a´reas.
Nosso interesse e´ inferir se ha´ tendeˆncias ou padro˜es espaciais nos valores das
varia´veis de interesse observadas sobre as a´reas, Ai. Podemos tambe´m tentar ex-
plicar isto em termos de um rearrajamento destas a´reas e os valores de poss´ıveis
covaria´veis, xti = (xi1, . . . , xin), observados em cada Ai. Usamos os conceitos de va-
riac¸a˜o momento de primeira ordem d’a varia´vel resposta Yi ( modelagem da me´dia
µi de Yi), bem como a variac¸a˜o momento de segunda ordem (isto e´, COV (Yi, Yj)).
A.2 Explorando os dados de a´rea
Nesta sec¸a˜o consideramos va´rias te´cnicas explorato´rias que podem ser usadas
informalmente para investigar hipo´teses ou sugerir modelos. Um assunto que deve
ser discutido primeiramente e´ de como medir a proximidade das observac¸o˜es quando
as a´reas tem forma irregular. Discutimos enta˜o, abordagens simples de como estimar
a variac¸a˜o da me´dia µi do atributo de interesse sobre a regia˜o de estudo.
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A.2.1 Medidas de proximidade
Em casos em que os atributos variam continuamente sobre a a´rea de estudo
(geoestat´ıstica) e´ natural usar a distaˆncia entre a localizac¸a˜o dos pontos como base
da medida de proximidade espacial. Nos casos de dados de a´rea, precisamos definir
medidas de proximidade entre as unidades geogra´ficas.
Esta medida de proximidade ou estrutura espacial das n unidades geogra´ficas e´
usualmente expressa atrave´s de uma matriz quadrada W : n×n de pesos, cujos ele-
mentos, wij, representam uma medida espacial de proximidade. Os elementos desta
matriz medem o grau de proximidade espacial (pesos espaciais), em que definimos
wii = 0
1. A escolha dos elementos wij e´ arbitra´ria e deveria ser feita considerando o
problema sob ana´lise. Alguns poss´ıveis crite´rios sa˜o [Bailey e Gatrell (1995)]:
1. wij = 1 se o centro´ide da a´rea j e´ um dos k centro´ide mais pro´ximos da a´rea
i e 0 caso contra´rio.
2. wij = 1 se o centro´ide da a´rea j dista menos que uma distaˆncia d espec´ıfica
da a´rea i e 0 caso contra´rio.
3. wij = d
γ
ij em que d
γ
ij e´ uma distaˆncia entre os centro´ide das a´reas i e j.
4. wij = 1 se a a´rea j tem um fronteira em comum com a a´rea i, 0 caso contra´rio.
Note que a matriz W pode ser assime´trica. Uma das escolhas mais comuns e´ o
crite´rio (4), que produz uma matriz W sime´trica. Simetria e´ importante em alguns
modelos de regressa˜o espacial, como em [Assunc¸a˜o (2001), Bailey e Gatrell (1995)].
Esta definic¸a˜o, entretanto, assume a existeˆncia de um mapa da regia˜o de estudo em
que as fronteiras possam ser distinguidas.
A.2.2 Me´dias mo´veis espaciais
Dado como definimos as diferentes medidas de proximidade para os dados de
a´rea, consideramos agora me´todos que exploram como a me´dia µi da varia´vel de
interesse varia sobre a regia˜o de estudo. Como na geoestat´ıstica, uma maneira muito
simples de estimar variac¸o˜es e tendeˆncias, em termos globais, e´ estimar o valor de
1por convenc¸a˜o, a i-e´sima regia˜o na˜o e´ vizinha de si mesma
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µi por uma me´dia ponderada de valores nas a´reas vizinhas. Usando a matriz de
proximidade espacial W , temos um conjunto de ponderac¸o˜es para a vizinhanc¸a. A
estimativa suavizada e´ enta˜o,
µˆi =
∑m
j=1 wijyj∑m
j=1 wij
.
O denominador e´ desnecessa´rio casoW seja padronizada de modo a ter
∑m
j=1 wij = 1,
que e´ frequ¨entemente usada.
A.2.3 Autocorrelac¸a˜o espacial
Suponha que a estrutura espacial das n unidades geogra´ficas seja dada pela ma-
triz de proximidade W , definida segundo algum crite´rio definido na sec¸a˜o A.2.1.
Sejam Y1, Y2, . . . , Yn varia´veis aleato´rias medidas nas n a´reas. A noc¸a˜o de autocor-
relac¸a˜o espacial destas varia´veis esta´ ligada a` ide´ia de que valores observados em
a´reas pro´ximas mostram-se mais similares (ou mais dissimilares) do que o espe-
rado sob a hipo´tese de que a distribuic¸a˜o das varia´veis e´ invariante por permutac¸a˜o
dos ı´ndices 1, 2, . . . ,m que localizam as a´reas no espac¸o [Bailey e Gatrell (1995),
Assunc¸a˜o (2001)]. Deste modo, a dependeˆncia espacial pode ocorrer quando a´reas
pro´ximas tendem a ter valores similares (autocorrelac¸a˜o positiva) ou quando as a´reas
pro´ximas tendem a ter valores dissimilares (autocorrelac¸a˜o negativa).
Para mensurar esta autocorrelac¸a˜o, va´rias te´cnicas tem sido sugeridas. O ı´ndice
de Moran mede o grau de correlac¸a˜o entre pares de varia´veis Yi e Yj ponderados
pela medida de proximidade geogra´fica wij
I =
n
∑m
i
∑m
j wij(yi − y)(yj − y)∑m
i (yi − y)
2(
∑
i6=j wij)
(A.1)
Note que I toma a forma usual de um coeficiente de correlac¸a˜o linear com o nu-
merador mostrando a me´dia dos produtos dos desvios em relac¸a˜o a` me´dia global
(ponderada pela proximidade espacial entre as a´reas) e o denominador envolve uma
medida de variabilidade dos desvios [Assunc¸a˜o (2001)]. Quando as varia´veis sa˜o
espacialmente independentes o valor esperado de I e´ pro´ximo de zero. Quando ha´
similaridade entre essas a´reas pro´ximas, I tende a ser positivo. Quando ha´ dissimi-
laridade entre as a´reas (fenoˆmeno raro de ser observado), I tende a ser negativo.
A hipo´tese impl´ıcita no ca´lculo do ı´ndice de Moran e´ a estacionaridade de pri-
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meira e segunda ordem, e o ı´ndice perde a validade ao ser calculado para dados na˜o
estaciona´rios. Se os dados forem na˜o estaciona´rios de primeira ordem, os vizinhos
tendera˜o a ter valores mais parecidos com a´reas distantes, pois cada valor e´ compa-
rado a` me´dia global inflacionando o ı´ndice. Outro ı´ndice, que e´ usado com menor
frequ¨eˆncia do que o ı´ndice de Moran e´ o ı´ndice proposto por Geary,
C =
(m− 1)
∑m
i wij(yi − y)
2
2
∑m
i (yi − y)
2(
∑
i6=j wij)
(A.2)
O ı´ndice de Geary (C de Geary) difere do ı´ndice de Moran por utilizar a diferenc¸a
entre os pares, enquanto que Moran usa a diferenc¸a entre cada ponto e a me´dia
global. Isto faz com que este ı´ndice seja similar ao conceito do variograma da
geoestat´ıstica, enquanto o ı´ndice de Moran similar ao correlogramo.
Note que nenhuma destas estat´ısticas e´ restrita em (−1, 1) como no caso da
correlac¸a˜o na˜o espacial. Pore´m, podemos ajusta´-las por seus limites teo´ricos para
restringi-las no intervalo (−1, 1), embora um fator de correc¸a˜o apropriado possa
parecer confuso matematicamente [Bailey e Gatrell (1995)]. Por exemplo, um limite
teo´rico para o ı´ndice de Moran e´ dado por,
|I| ≤
m∑
i6=j
∑
wij
{∑m
i=1 {
∑m
i=1 wij(yi − y¯)}
2∑m
i=1(yi − y¯)
2
}1/2
e I e´ dividido por este limite para ficar restrito ao intervalo (−1, 1).
Um ponto de interesse e´ a generalizac¸a˜o do ı´ndice de Moran I ou do ı´ndice
de Geary C para estimar a correlac¸a˜o espacial em diferentes ordens para produzir
enta˜o um correlogramo. Isto pode ser feito simplesmente calculando o valor do ı´ndice
usando a matriz de proximidade apropriada para a defasagem desejada, W (k). No
caso do ı´ndice de Moran, podemos estimar a correlac¸a˜o espacial de ordem k por:
I(k) =
m
∑m
i=1
∑m
j=1 w
(k)
ij (yi − y¯)(yj − y¯)∑m
i=1(yi − y¯)
2
∑m
i6=j
∑m
j=1 wij
,
onde w
(k)
ij sa˜o os elementos da matriz W
(k).
Vamos fazer algumas considerac¸o˜es em relac¸a˜o a` ana´lise da correlac¸a˜o ou de-
pendeˆncia espacial. Uma vez que comec¸amos a examinar a dependeˆncia espacial
sobre uma a´rea qualquer pore´m em escalas pequenas de R, estamos, implicitamente,
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assumindo que o processo e´ isotro´pico2. Se este na˜o e´ o caso, enta˜o qualquer tenta-
tiva de estimar efeitos de segunda ordem tem o problema de que estes podem na˜o
ser necessariamente constantes sobre a escala escolhida e pode ser confundida com
variac¸o˜es de primeira ordem. Estes comenta´rios implicam que se usarmos um cor-
relogramo espacial em uma situac¸a˜o em que ha´ efeitos de primeira ordem em uma
escala maior, enta˜o qualquer dependeˆncia espacial pode ser devida a estes efeitos ao
inve´s da dependeˆncia de segunda ordem.
A.2.4 Teste para a autocorrelac¸a˜o espacial
Na subsec¸a˜o anterior, sugerimos usar o correlogramo (correlac¸a˜o espacial de
ordem k,k = 1, 2, ...)para estudar a dependeˆncia espacial nos dados de a´rea. Preci-
samos agora considerar mais formalmente a questa˜o sobre o que constitui uma alta
ou baixa correlac¸a˜o espacial.
Consideraremos apenas o ı´ndice de Moran I. Ha´ duas principais abordagens para
testar valores observados de I as quais veˆem da hipo´tese de que na˜o ha´ correlac¸a˜o
espacial.
(A) Teste de permutac¸a˜o aleato´ria
Suponha que temos m valores, yi : i = 1, ...,m, relacionados com as a´reas Ai.
Enta˜o, temos m! poss´ıveis permutac¸o˜es deste mapa, cada um correspondendo a
um rearranjo diferente dosm valores yi sobre as a´reas. Uma destas permutac¸o˜es
corresponde aos dados que foram observados. O valor de I pode ser calculado
para qualquer uma destas m! permutac¸o˜es e se obter uma distribuic¸a˜o emp´ırica
para os poss´ıveis valores de I sobre as permutac¸o˜es aleato´rias dos m valores.
Se o valor de I correspondente a` permutac¸a˜o observada de yi for um va-
lor extremo na distribuic¸a˜o encontrada enta˜o podemos interpretar isto como
evideˆncia de autocorrelac¸a˜o espacial.
(B) Distribuic¸a˜o amostral aproximada de I
Se ha´ um nu´mero grande ou moderado de a´reas observadas enta˜o um resul-
tado aproximado para a distribuic¸a˜o amostral de I sob certas condic¸o˜es pode
2Um processo espacial e´ dito isotro´pico se, junto com a estacionaridade, a covariaˆncia depende
somente da distaˆncia entre Ai e Aj e na˜o da direc¸a˜o entre as a´reas. Ver Cressie (1993), Bailey e
Gatrell (1995)
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ser usado para produzir um teste. Se assumirmos que yi sa˜o observac¸o˜es de
varia´veis aleato´rias Yi com distribuic¸a˜o normal, enta˜o Yi e Yj sa˜o espacialmente
independentes (i 6= j),e I tem um distribuic¸a˜o amostral que e´ aproximada pela
normal com
E(I) =
−1
(m− 1)
,
V ar(I) =
m2S1 −mS2 + 3(
∑
i6=j wij)
2
(m2 − 1)(
∑
i6=j wij)2
− (
−1
m− 1
)2.
Em que
S1 =
1
2
∑
i6=j
(wij + wji)
2,
S2 =
∑
i
(wi. + w.i)
2 em que wi. =
∑
j
wij w.i =
∑
j
wji
Com alguns resultados teo´ricos adicionais3, um teste de hipo´tese de que na˜o
existe dependeˆncia espacial pode ser realizado. Basta padronizar a estat´ıstica I
e comparar com valores de uma distribuic¸a˜o normal padra˜o . Um valor extremo
observado de I indica autocorrelac¸a˜o espacial significante.
As hipo´teses dos dois testes apresentados acima sa˜o um tanto diferentes. O
teste de aleatorizac¸a˜o faz a suposic¸a˜o de que nenhum valor de yi ale´m do que foi
observado e´ realiza´vel [Bailey e Gatrell (1995)]. Os dados sa˜o tratados como sendo
uma populac¸a˜o e a u´nica questa˜o que esta´ sendo investigada e´ como os valores sa˜o
arranjados espacialmente. Este teste e´ enta˜o um teste de padro˜es ou organizac¸a˜o
dos valores observados relativos ao conjunto de todos os poss´ıveis padro˜es dado os
dados. Ja´ o teste usando a distribuic¸a˜o amostral aproximada faz a suposic¸a˜o de
que os valores yi sa˜o realizac¸o˜es de varia´veis aleato´rias normais, isto e´, sa˜o uma
realizac¸a˜o de um processo e outras poss´ıveis realizac¸o˜es podem ocorrer. O teste e´
enta˜o um teste de dependeˆncia ou correlac¸a˜o espacial.
3Assunc¸a˜o (2001) mostra as condic¸o˜es necessa´rias para a convergeˆncia do ı´ndice de Moran.
Tambe´m mostra algumas limitac¸o˜es deste teste
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APEˆNDICE B -- Equivaleˆncia entre
modelos
Para modelos normais, alguns autores tais como Cressie (1993), Assunc¸a˜o (2002)
mostram a equivaleˆncia entre estas duas abordagens, denominadas autorregressivo
simultaˆneo (AS) e autoregressivo condicional (AC) em alguns casos particulares.
Assunc¸a˜o (2002) mostra a equivaleˆncia entre os modelos de regressa˜o espacial com
uma covaria´vel. Cressie (1993) mostra a equivaleˆncia no caso especial em que as
matrizes de covariaˆncia dos dois modelos coincidem, conforme mostraremos a seguir
Seja o modelo AS tal que em (1.3), ² ∼ N [0,Σ] (δ = 0) seja uma distribuic¸a˜o
normal multivariada, em que Σ e´ uma matriz diagonal. E os elementos de ² tambe´m
sejam indexados em suas localizac¸o˜es. Enta˜o de (1.3) temos
Y ∼ N [µ,∆]. (B.1)
Onde ∆ = [(In − B)
t]−1Σ[(In − B)]
−1 (se [(In − B)]
−1 existe). B e´ a matriz de
dependeˆncia espacial, com bii = 0 , da qual ρW e´ um caso particular. O modelo
AC, expressando a distribuic¸a˜o na forma da famı´lia exponencial, pode ser escrito
como
f(yi|yj : j 6= i) = (2piτi
2)−
1
2 exp[(yi − ηi(yj : j 6= i))
2/2τi
2], (B.2)
onde f define a densidade condicional de Yi dado Yj = yj : j 6= i e ηi e τi
2 sa˜o a me´dia
e a variaˆncia condicional respectivamente. Sob certas condic¸o˜es de regularidade
[Cressie (1993)], podemos expressar η como,
ηi(yj : j 6= i) = µi +
n∑
j=1
cij(yj − µi). (B.3)
Apeˆndice B -- Equivaleˆncia entre modelos 92
onde cijτj
2 = cijτi
2 e cii = 0 e cik = 0 a menos que a regia˜o i seja vizinha a j. Dadas
a`s condic¸o˜es apresentadas em Cressie (1993), temos
Y ∼ N(µ, (In − C)
−1M). (B.4)
se existe (In − C)
−1. Onde M ≡ diag(τ1
2, ..., τ1
2).
Temos a equivaleˆncia dos modelos se
[(In −B)
t]−1Σ[(In −B)]
−1 = (In − C)
−1M.
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APEˆNDICE C -- Simulac¸a˜o
Anselin (1988) ilustra va´rios exemplos de modelos espaciais usando um conjunto
de dados de crimes em 49 setores censita´rios de Columbus, Ohaio, EUA. A varia´vel
dependente Y ∗, combina o total de arrombamento de casas e roubos de carros na
vizinhanc¸a por mil famı´lias agregadas nestes setores censita´rios. McMillen (1992)
discretiza esta varia´vel com a regra,
Yi =
{
1 se Y ∗i > 40,
0 se Y ∗i ≤ 40.
(C.1)
Isto e´, Y = 1 caso o setor tenha uma alta taxa de criminalidade. Como em
Anselin (1988) e McMillen (1992), usamos estes dados para ilustrar a te´cnica e
na˜o adquirir conhecimento substantivo sobre o padra˜o espacial do crime. Para as
varia´veis independentes, Anselin (1988) usou X1 a renda me´dia e X2 o valor me´dio
do imo´veis dos setores censita´rios. A distribuic¸a˜o espacial dos setores pode ser vista
na Figura C.1.
A partir destas covaria´veis sa˜o geradas 2500 amostras segundo o modelo probito
SAR em (2.9), usando como valores de gerac¸a˜o para os paraˆmetros as estimativas
encontradas por McMillen (1992). Enta˜o, o modelo gerado e´ o seguinte,
Y ∗i = 0.429
∑
j
wijY
∗
j + 2.58β0 − 0.128x1iβ1 − 0.029x2iβ2 + εi, (C.2)
onde εi ∼ N(0, 1) e wij =
w∗ij∑
j
w∗
ij
. Onde w∗ij = 1 se os setores sa˜o cont´ıguos e 0
caso contra´rio. A discretizac¸a˜o foi feita usando (C.1).
Para cada amostra, ajustamos os modelos usando as treˆs te´cnicas apresentadas
na Sec¸a˜o 3.2: ma´xima verossimilhanc¸a (MV) via algoritmo EM [McMillen (1992)],
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Figura C.1: Estrutura espacial usada nas simulac¸o˜es - Mapa e sua matriz de con-
tigu¨idade
me´todo dos momentos generalizados (MMG) [Pinkse e Slade (1998)] e a abordagem
Bayesiana [LeSage (1997)].
Na estimac¸a˜o dos paraˆmetros por MV, usamos como valores iniciais para o
algoritmo EM, (β0, β1, β2)
t = (0, 0, 0)t e ρ = 0.5. Este sa˜o os mesmos valores iniciais
usados por McMillen (1992). Para a maximizac¸a˜o da verossimilhanc¸a, usamos a
func¸a˜o sar da Econometric Toolbox, que basicamente ajusta o modelo SAR gaussiano
(Cap´ıtulo 2) na varia´vel latente gerada pelo algoritmo EM. A condic¸a˜o de parada
para o algoritmo e´ quando a diferenc¸a das estimativas dos passo anterior com o
passo atual for menor que 0.001 .
A estimac¸a˜o pelo MMG proposta por Pinkse e Slade (1998) e´ uma otimizac¸a˜o
da forma quadra´tica,
[Sn(β, ρ)]
tMnSn(β, ρ)
definida na Sec¸a˜o 3.4. A matrizMn deve ser definida positiva. Neste trabalho, como
em Pinkse e Slade (1998), usamos Mn = In, onde In e´ matriz identidade. Outro
aspecto importante do MMG e´ a escolha das varia´veis instrumentais. Pinkse e Slade
(1998) sugerem que, dentre as varia´veis instrumentais, devem estar as pro´prias re-
gressoras Xe a varia´vel latente espacialmente ”defasada”, WY ∗. Usamos os algorit-
mos de otimizac¸a˜o dispon´ıveis no programa MATLAB para encontrar as estimativas
dos paraˆmetros por MMG. Os valores iniciais usados para o procedimento iterativo
de otimizac¸a˜o usados aqui sa˜o (β0, β1, β2)
t = (0, 0, 0)t e ρ = 0.3
Uma das vantagens da utilizac¸a˜o do MMG e´ a simplicidade de implementac¸a˜o
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computacional. Este procedimento envolve ca´lculo simples dos res´ıduos generaliza-
dos definidos em (2.25) e dado o grande nu´mero de algoritmos ja´ implementados de
otimizac¸a˜o de formas quadra´ticas, torna-se um problema relativamente simples.
Na abordagem Bayesiana, utilizamos os comando sarp g da Econometric Tool-
box. A escolha do hiperparaˆmetro r da distribuic¸a˜o a priori de v e´ um ponto impor-
tante. Se escolhemos r pequeno estamos supondo heterocedasticidade ou que possua
algum valor aberrante e r pequeno admitimos que os dados sa˜o homodeca´sticos sem
valores aberrantes. LeSage (1997, 2000) sugere a escolha de valores entre 4 < r < 7.
Aqui, usamos r = 4, supondo heterocedasticidade e poss´ıveis valores aberrantes nos
dados gerados. Os hiperparaˆmetros para a priori de β foram escolhidos de tal forma
que esta fique vaga, pore´m pro´pria. Assim, dado que a priori de β e´ N(c, T ), defini-
mos c = (0, 0, 0)t e T = 106Ip, onde Ip e´ matriz identidade de dimensa˜o p. Ajustamos
o modelo com um burn-in de 100 e amostramos as 1000 iterac¸o˜es seguintes, conforme
sugere LeSage (1997, 2000).
Tabela C.1: Valor real e as estimativas me´dias, erro padra˜o e erro quadra´tico me´dio
de 2500 amostras simuladas
Paraˆmetros β0 β1 β2 ρ
Valor Real 2.588 -0.128 -0.029 0.429
Me´dia 1.882 -0.105 -0.018 0.181
EM Erro Padra˜o 0.677 0.045 0.013 0.099
EQM 0.956 0.002 0.289×10−3 0.071
Me´dia 1.663 -0.134 -0.013 0.237
MMG Erro Padra˜o 1.330 0.110 0.018 0.324
EQM 2.624 0.012 0.597×10−3 0.142
Me´dia 2.387 -0.136 -0.023 0.233
Bayes Erro Padra˜o 0.519 0.040 0.014 0.108
EQM 0.142 0.001 0.223×10−3 0.050
As estimativas produzidas pelos treˆs me´todos foram resumidas na Tabela C.1. A
abordagem Bayesiana do modelo probito SAR obteve os melhores resultados dentre
os me´todos testados, produzindo estimador com o menor erro quadra´tico me´dio
(EQM) em relac¸a˜o ao verdadeiro valor do paraˆmetro. As estimativas dos coeficiente
de regressa˜o β1 e β2, em me´dia, foram que mais se aproximaram dos valores de
gerac¸a˜o com um EQM das 2500 amostras de 0.0017 e 0.22× 10−3, respectivamente.
Os resultados obtidos pelo MMG apresentaram a maior dispersa˜o e os maiores EQM
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das estimativas dos paraˆmetros nas amostras simuladas (Figura C.2).
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Figura C.2: Histograma das Simulac¸o˜es - β1 = −0.128 e β2 = −0.029
Note que todos os me´todos subestimaram o coeficiente de dependeˆncia espacial
ρ ficando longe do valor de gerac¸a˜o.
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Figura C.3: Histograma das Simulac¸o˜es - ρ = 0.429
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APEˆNDICE D -- Infereˆncia e estudo da
convergeˆncia
O me´todo ba´sico para fazer infereˆncias a partir de um esquema como o amos-
trador de Gibbs e´ usar uma colec¸a˜o de todas as amostras simuladas para resumir
a distribuic¸a˜o a posteriori dos paraˆmetros e calcular quantis, momentos e outras
quantidades de interesse [Gelman (1997)].Pore´m, infereˆncias usando me´todos itera-
tivos de simulac¸a˜o requer alguns cuidados que discutiremos nesta sec¸a˜o. Usaremos
dados simulados para verificar a convergeˆncia e ilustrar os me´todos para formac¸a˜o
da amostra para estimar as quantidades de interesse.
Me´todos iterativos de simulac¸a˜o tem duas questo˜es que devemos levar em con-
siderac¸a˜o para se fazer infereˆncia. Primeiro, se o nu´meros de iterac¸o˜es for pequeno,
as simulac¸o˜es podem na˜o representar adequadamente a distribuic¸a˜o de que se quer
amostrar. Mesmo que as simulac¸o˜es tenham alcanc¸ado aproximadamente a con-
vergeˆncia, as primeiras iterac¸o˜es ainda sa˜o dependentes dos valores iniciais da ca-
deia ao inve´s da distribuic¸a˜o de interesse. Segundo problema e´ a autocorrelac¸a˜o nas
amostras da cadeia simulada, que, em geral, produzem estimativas menos precisas
que as produzidas por uma amostra independente [Carlin e Louis (2000)]. A cor-
relac¸a˜o serial nas simulac¸o˜es na˜o e´ em si um problema pois, dado que a convergeˆncia
foi atingida, as amostras sa˜o identicamente distribu´ıdas da distribuic¸a˜o de interesse.
Mas tal correlac¸a˜o pode causar certas ineficieˆncias na simulac¸a˜o [Gelman (1997)].
Para diminuir o efeito dos valores iniciais, geralmente descartamos a primeira
metade de cada sequ¨eˆncia e usamos a segunda metade para fazermos as infereˆncias.
Este per´ıodo e´, eventualmente chamado de pre´-convergeˆncia ou burn-in[Gamerman
(1997), Gelman (1997), Carlin e Louis (2000)].
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D.1 Simulac¸a˜o de mu´ltiplas cadeias
Uma maneira ou forma simples de verificar a convergeˆncia e´ a utilizac¸a˜o de va´rias
cadeias em paralelo comec¸ando de pontos diferentes [Gamerman (1997)]. Com isso,
evita-se que as cadeias se concentrem em regio˜es em torno de uma moda local, no
caso da multimodalidade da posteriori. A verificac¸a˜o visual de similaridade entre as
trajeto´rias das cadeias apo´s algumas iterac¸o˜es e´ certamente um ind´ıcio forte para
a convergeˆncia. Usando dados simulados a partir da estrutura espacial usada no
Cap´ıtulo 4, com 15 observac¸o˜es por a´rea, consideramos treˆs cadeias paralelas para
a verificac¸a˜o informal da convergeˆncia. A Tabela D.1 mostra os paraˆmetros usados
na gerac¸a˜o dos dados a partir do modelo em 3.12.
Tabela D.1: Valores de gerac¸a˜o e valores iniciais das treˆs cadeias
Pontos iniciais
Paraˆmetros real Cadeia 1 Cadeia 2 Cadeia 3
β1 -3.14 10 -10 - 10
β2 2.77 10 10 -10
β3 -1.61 10 10 -10
ρ 0.75 0.01 0.99 0.4
Para este estudo da convergeˆncia, as treˆs cadeias foram simuladas fazendo-se
5000 iterac¸o˜es. A Figura D.1 mostra as se´ries para o vetor β e para o paraˆmetro ρ.
As cadeias referentes ao paraˆmetro ρ aparentemente convergem rapidamente para o
mesmo ponto.
D.2 Monitoramento formal da convergeˆncia
Gelman e Rubin (1992), ale´m da verificac¸a˜o visual, propuseram alguns me´todos
formais para a detecc¸a˜o da convergeˆncia. Dadas as cadeias paralelas simuladas com
diferentes pontos iniciais, checamos se a variac¸a˜o entre as cadeias de um determinado
paraˆmetro de interesse e´ aproximadamente igual a variac¸a˜o total dentro das cadeias
durante as N u´ltimas iterac¸o˜es [Carlin e Louis (2000)]. Especificamente, estimamos
o fator de reduc¸a˜o de escala1 potencial [Gelman e Rubin (1992), Gelman (1997)],
1scale reduction factor
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Figura D.1: Cadeias mu´ltiplas
definido como, √
Rˆ =
√(
N − 1
N
+
1
N
B
S
)
, (D.1)
onde B/N e´ a variaˆncia estimada entre as me´dias das m cadeias paralelas, S e´
a media das m variaˆncias de cada cadeia. Os autores recomendam calcular estes
fatores para todos os paraˆmetros de interesse. Se
√
Rˆ esta´ distante de 1 para todos
eles, as iterac¸o˜es devem continuar. Uma vez que
√
Rˆ esta´ pro´ximo de 1 para todos os
escalares de interesse, coletamos as sequ¨eˆncias das cadeias como se fossem amostras
da distribuic¸a˜o a posteriori. A Tabela D.2 mostra os valores dos fatores de reduc¸a˜o
de escala para as cadeias geradas a partir dos dados simulados.
Gelman (1997) diz que valores abaixo de 1,2 sa˜o aceita´veis, dependendo do pro-
blema estudado. Aqui, vemos que o coeficiente espacial ρ tem ra´pida convergeˆncia.
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Tabela D.2: Fator de reduc¸a˜o de escala potencial estimado
Iterac¸o˜es
√
Rˆ para os paraˆmetros
β1 β1 β1 ρ
50 1,031 1,047 1,041 1,026
500 1,058 1,049 1,050 1,001
2000 1,052 1,056 1,007 1,0
5000 1,059 1,060 1,011 1,0
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APEˆNDICE E -- Dados
E.1 Eleic¸o˜es presidenciais norte-americanas
Este dados esta˜o dispon´ıveis gratuitamente na pa´gina de James LeSage, da Uni-
versidade de Toledo, EUA, www.spatial-econometrics.com. Tambe´m e´ gratuito a
biblioteca de func¸o˜es denominada Econometric Toobox para Matlab. A Tabela E.1
mostra a lista dos estados norte-americanos.
Tabela E.1: Os 48 estados cont´ıguos dos EUA
ID Estado ID Estado ID Estado
1 Alabama 17 Maine 33 Ohio
2 Arizona 18 Maryland 34 Oklahoma
3 Arkansas 19 Massachusetts 35 Oregon
4 California 20 Michigan 36 Pennsylvania
5 Colorado 21 Minnesota 37 Rhode Island
6 Connecticut 22 Mississippi 38 South Carolina
7 Delaware 23 Missouri 39 South Dakota
8 Florida 24 Montana 40 Tennessee
9 Georgia 25 Nebraska 41 Texas
10 Idaho 26 Nevada 42 Utah
11 Illinois 27 New Hampshire 43 Vermont
12 Indiana 28 New Jersey 44 Virginia
13 Iowa 29 New Mexico 45 Washington
14 Kansas 30 New York 46 West Virginia
15 Kentucky 31 North Carolina 47 Wisconsin
16 Louisiana 32 North Dakota 48 Wyoming
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E.2 Eleic¸o˜es presidenciais brasileiras
Os dados dos resultados da eleic¸ao esta˜o dispon´ıveis na pa´gina do Tribunal Re-
gional Eleitoral de Sa˜o Paulo (http://www.tre-sp.gov.br). Os ı´ndices podem ser
encontrados na pa´gina da Secretaria de Planejamento do Estado de Sa˜o Paulo
www.planejamento.sp.gov.br. A Tabela E.2 apresenta os dados usados.
Tabela E.2: Regia˜o Administrativa de Campinas
ID Munic´ıpio Resp IDHM-L IDHM-E IDHM-R IDH
1 Agua´ı 1 0,776 0,853 0,729 0,786
2 A´guas da Prata 1 0,802 0,884 0,745 0,810
3 A´guas de Lindo´ia 0 0,812 0,836 0,774 0,807
4 A´guas de Sa˜o Pedro 0 0,874 0,933 0,918 0,908
5 Americana 1 0,791 0,928 0,801 0,840
6 Amparo 0 0,746 0,881 0,791 0,806
7 Analaˆndia 0 0,805 0,886 0,721 0,804
8 Araras 1 0,827 0,894 0,763 0,828
9 Artur Nogueira 1 0,801 0,853 0,733 0,796
10 Atibaia 0 0,801 0,866 0,791 0,819
11 Bom Jesus dos Perdo˜es 0 0,762 0,859 0,719 0,780
12 Braganc¸a Paulista 1 0,801 0,887 0,772 0,820
13 Brotas 1 0,844 0,861 0,747 0,817
14 Cabreu´va 1 0,769 0,845 0,708 0,774
15 Caconde 0 0,798 0,853 0,694 0,782
16 Campinas 1 0,787 0,925 0,845 0,852
17 Campo Limpo Pta 1 0,780 0,898 0,738 0,805
18 Capivari 0 0,812 0,860 0,735 0,803
19 Casa Branca 1 0,806 0,875 0,748 0,810
20 Charqueada 0 0,763 0,869 0,713 0,782
21 Conchal 0 0,792 0,825 0,694 0,770
22 Cordeiro´polis 1 0,864 0,881 0,758 0,835
23 Corumbata´ı 0 0,770 0,860 0,711 0,780
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ID Munic´ıpio Resp IDHM-L IDHM-E IDHM-R IDH
24 Cosmo´polis 1 0,787 0,884 0,726 0,799
25 Divinolaˆndia 0 0,815 0,862 0,686 0,788
26 Elias Fausto 1 0,782 0,840 0,683 0,768
27 Engenheiro Coelho 0 0,793 0,858 0,723 0,791
28 Esp´ırito Santo do Pinhal 1 0,816 0,857 0,751 0,808
29 Estiva Gerbi 1 0,805 0,882 0,694 0,794
30 Holambra 1 0,805 0,876 0,801 0,827
31 Hortolaˆndia 1 0,787 0,883 0,700 0,790
32 Indaiatuba 1 0,798 0,898 0,791 0,829
33 Ipeu´na 0 0,770 0,852 0,736 0,786
34 Iracema´polis 1 0,827 0,891 0,767 0,828
35 Itapira 1 0,762 0,864 0,755 0,794
36 Itatiba 1 0,801 0,898 0,785 0,828
37 Itirapina 1 0,746 0,865 0,737 0,783
38 Itobi 0 0,815 0,854 0,676 0,782
39 Itupeva 1 0,780 0,871 0,769 0,807
40 Jaguariu´na 1 0,839 0,877 0,772 0,830
41 Jarinu 0 0,704 0,842 0,732 0,760
42 Joano´polis 0 0,762 0,824 0,711 0,766
43 Jundia´ı 1 0,816 0,928 0,826 0,857
44 Leme 1 0,793 0,860 0,734 0,796
45 Limeira 1 0,793 0,890 0,759 0,814
46 Lindo´ia 0 0,849 0,853 0,757 0,820
47 Louveira 0 0,780 0,874 0,746 0,800
48 Mococa 1 0,815 0,885 0,728 0,809
49 Mogi Guac¸u 1 0,800 0,886 0,752 0,813
50 Moji-Mirim 1 0,794 0,900 0,781 0,825
51 Mombuca 0 0,763 0,804 0,684 0,750
52 Monte Alegre do Sul 0 0,824 0,862 0,749 0,811
53 Monte Mor 1 0,787 0,862 0,700 0,783
54 Morungaba 0 0,762 0,856 0,744 0,788
55 Nazare´ Paulista 0 0,762 0,810 0,666 0,746
56 Nova Odessa 1 0,831 0,901 0,746 0,826
57 Paul´ınia 1 0,805 0,924 0,811 0,847
58 Pedra Bela 0 0,754 0,785 0,661 0,733
59 Pedreira 1 0,805 0,869 0,757 0,810
60 Pinhalzinho 0 0,812 0,845 0,707 0,788
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61 Piracaia 0 0,801 0,854 0,722 0,792
62 Piracicaba 1 0,799 0,913 0,795 0,836
63 Pirassununga 1 0,836 0,907 0,774 0,839
64 Rafard 0 0,812 0,877 0,720 0,803
65 Rio Claro 1 0,772 0,903 0,799 0,825
66 Rio das Pedras 1 0,767 0,882 0,724 0,791
67 Saltinho 0 0,872 0,906 0,775 0,851
68 Sta Ba´rbara d’Oeste 1 0,813 0,906 0,738 0,819
69 Sta Cruz da Conceic¸a˜o 1 0,792 0,873 0,743 0,803
70 Sta Cruz das Palmeiras 1 0,812 0,856 0,719 0,795
71 Sta Gertrudes 1 0,793 0,835 0,717 0,782
72 Sta Maria da Serra 1 0,812 0,845 0,682 0,780
73 Sto Antoˆnio de Posse 1 0,793 0,843 0,735 0,790
74 Sto Antoˆnio do Jardim 1 0,806 0,810 0,681 0,766
75 Sa˜o Joa˜o da Boa Vista 1 0,865 0,889 0,776 0,843
76 Sa˜o Jose´ do Rio Pardo 1 0,818 0,882 0,745 0,815
77 Sa˜o Pedro 0 0,749 0,854 0,751 0,785
78 Sa˜o Sebastia˜o da Grama 0 0,808 0,835 0,690 0,778
79 Serra Negra 0 0,812 0,841 0,799 0,817
80 Socorro 0 0,849 0,852 0,736 0,812
81 Sumare´ 1 0,805 0,874 0,720 0,800
82 Tambau´ 1 0,800 0,877 0,698 0,792
83 Tapiratiba 1 0,802 0,865 0,708 0,792
84 Torrinha 1 0,844 0,862 0,724 0,810
85 Tuiuti 0 0,792 0,811 0,686 0,763
86 Valinhos 1 0,782 0,911 0,832 0,842
87 Vargem 0 0,828 0,824 0,693 0,782
88 V.Grande do Sul 0 0,850 0,842 0,715 0,802
89 Va´rzea Paulista 1 0,785 0,898 0,701 0,795
90 Vinhedo 1 0,831 0,893 0,848 0,857
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APEˆNDICE F -- Programa
Neste Apeˆndice apresentamos o programa usado na estimac¸a˜o dos modelos.
F.1 Amostrador de Gibbs
function [resultado]=gibbs_rac(y,X,W,gibbs,priori,aux);
namos=gibbs.namos; % NUMERO DE DADOS A AMOSTRAR
nomit=gibbs.nomit; % BURN-IN
aquece1=gibbs.aq1; aquece2=gibbs.aq2; namos1=gibbs.metro;
% PRIORIS
a=priori.a; % Priori para ro
b=priori.b;
c=priori.c; % Priori para sigma
d=priori.d;
r=priori.r; % Priori para vis
% ENTRADA
m=aux.m; nobs=aux.nobs; mn=m*nobs;
% VALORES INICIAIS PARA O AMOSTRADOR DE GIBBS
beta=zeros(length(priori.beta),1);
phi=1; % valor inicial para phi=1/sigma;
V=eye(mn);V=sparse(V); % valores iniciais para vis
Z=y; % valores iniciais para Z
Teta=zeros(m,1); % valores iniciais para teta
ro=0; mi=priori.beta; T=priori.var; T1=inv(T);
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A=0.5*(m+r); % Locacao da posteriori gamma de v
aquecero=aquece1+aquece2; descarta=nomit+aquecero;
ntotal=namos+descarta;
%*************************
% AMOSTRADOR DE GIBBS
%*************************
hwait = waitbar(0,’AMOSTRADOR DE GIBBS...’); iter=1; Ep=1; while
iter<=ntotal
% Amostra da condicional de Teta
XB=X*beta;
H=I-ro*dw+ro*ro*W2;
S1=inv(phi*H+V);S1=full(S1);
tetahat=S1*V*(Z-XB);
Teta=mvnrnd(tetahat,S1,1)’;
Teta=Teta-mean(Teta);
% Amostra da condicional de phi=1/sigma
DT=Teta’*H*Teta;
gama=d*DT+2;
gama=2*d/gama;
phi=gamrnd(0.5*m+c,gama);
%****************************************************
% PERIODO n1 RO FIXO
%****************************************************
if iter>aquecero
ro=mhromin(ro,W,Teta,namos1,a,b); % Algoritmo MH
end;
%*************************
% Amostra das condicionais dos vis
E=Z-XB-Teta;E=E’*E;
E=2/(E+r);
Ep=gamrnd(A,E);
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V=Ep*speye(m);
% Amostra da condicional de Z
for k=1:mn
media=XB(k,1)+Teta(k,1);
if y(k)==1% Amostra normal trunc. em zero esq.
Z(k)=normlt_rnd(media,1/Ep,0);
else % Amostra normal trunc. em zero a dir.
Z(k)=normrt_rnd(media,1/Ep,0);
end;
end;
% Amostra da condicional de beta
XV=(X’*V*X+T1);
S=inv(XV);
ya=X’*V*(Z-Teta)+T1*mi;
bhat=S*ya;
beta=mvnrnd(bhat,S,1)’;
% AMAZENA OS DADOS
if iter>descarta
bsave(1:length(priori.beta),iter-descarta)=beta;
tsave(1:m,iter-descarta)=Teta;
rsave(1,iter-descarta)=ro;
ssave(1,iter-descarta)=phi;
vsave(1,iter-descarta)=Ep;
%zsave(1:mn,iter-descarta)=Z;
end;
iter=iter+1;
%***************************
% FIM DO AMOSTRADOR DE GIBBS
%***************************
end;
% Saı´da do programa
infer.bamos=bsave; infer.tamos=tsave; infer.ramos=rsave;
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infer.samos=ssave; infer.vamos=vsave; infer.zamos=Z;
resultado=infer;
% ***************
% FUNCOES
% ***************
function ronovo=mhromin(ronovo,W,Teta,namos,a,b);
m1=fminbnd(@romin,0,1,optimset([],’off’,’TolFun’,1e-06),W,Teta,a,b);
stde=0.5; for i=1:namos
fro1=robeta(ronovo,W,Teta,a,b);
roamos1=normrnd(m1,stde);
ace=0;
while ace==0 % Razao de aceitacao
if (roamos1>0)&(roamos1<1)
ace=1;
else roamos1=normrnd(e1,stde);
end;
end;
fro2=robeta(roamos1,W,Teta,a,b);
u=rand(1);
razao=fro2/fro1;
p=min(1,razao); % Razao de aceitacao
if u<p
ronovo=roamos1;
end;
rosave(i,1)=ronovo;
if i==50 % variancia da proposta
stde=std(rosave(1:50,1));
end;
end;
% ***************
function roat=mhro(roat,W,Teta,namos,a,b);\\
c=1; for i=1:namos
fro1=robeta(roat,W,Teta,a,b);
ronovo=roat+c*normrnd(0,1);
aceita=0;
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while aceita==0
if (ronovo>0)&(ronovo<1)
aceita=1;
else ronovo=roat+c*normrnd(0,1);
end;
end;
fro2=robeta(ronovo,W,Teta,a,b);
razao=fro2/fro1;
p=min(1,razao);
u=rand(1);
if u<p
roat=ronovo;
end;
rsave(i,1)=roat;
if i==50
c=std(rsave(1:50,1));
end;
end;
% ***************
function [rocalc]=robeta(ro,W,Teta,a,b);
% Calcula o valor de p(x) para o passo M-H
n=length(W(1,:)); div1=ro^(a-1); div2=(1-ro)^(b-1);
A0=speye(n)-ro*W; T1=Teta’*A0*A0*Teta;\\
A=det(A0); B=0.5*T1; \\
rocalc=div2*div2*A*B^(-0.5*n-1);
% ***************
function [rocalc]=romin(ro,W,Teta,a,b);\\
n=length(W(1,:));
div1=ro^(a-1); div2=(1-ro)^(b-1);\\
A0=speye(n)-ro*W;T1=Teta’*A0*A0*Teta;\\
A=det(A0); B=0.5*T1;\\
rocalc=-div2*div2*A*B^(-0.5*n-1);
% ***************
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