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Abstract
We construct multidimensional interpolating tensor product MRA’s
of the function spaces C0(R
n,K) , K = R or K = C, consisting of real
or complex valued functions on Rn vanishing at infinity and the func-
tion spaces Cu(R
n,K) consisting of bounded and uniformly continuous
functions on Rn. We also construct an interpolating dual MRA for both
of these spaces. The theory of the tensor products of Banach spaces is
used. We generalize the Besov space norm equivalence result from Donoho
(1992, Interpolating Wavelet Transforms) to our n-dimensional construc-
tion.
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1 Introduction
Chui and Li [7] have constructed a one-dimensional MRA of function space
Cu(R) (bounded and uniformly continuous complex valued functions on R) for
interpolating wavelets. Donoho [18] has derived convergence results for inter-
polating wavelets on space C0(R). Goedecker’s book [21] contains also some
material about multidimensional interpolating wavelets. Goedecker [21] uses
the term interpolating wavelets to mean Deslauriers-Dubuc wavelets whereas
some other authors such as Chui and Li [7] use the term to mean roughly
wavelet families whose mother scaling function has the cardinal interpolation
property ϕ(k) = δk,0 for all k ∈ Z (one-dimensional case). We follow the lat-
ter convention in this article. Chui and Li [6] have also constructed a general
framework for multivariate wavelets. However, the theory in that article uses
function space L2(Rn) and so it is unsuitable for the approach in this arti-
cle. Dubuc and Deslauriers [19, 13] have investigated interpolation processes
related to the Deslauriers-Dubuc fundamental functions. Han and Jia [26] have
discussed fundamental functions (see the article for a definition) satisfying the
cardinal interpolation property. Numerical values for the wavelet filters of the
Deslauriers-Dubuc wavelets have been given in [21] and [33].
Theory for orthonormal wavelets has been developed e.g. by Daubechies
[9, 10], Meyer [42], and Wojtaszczyk [51]. Kovacˇevic´ and Sweldens [33] have
investigated the use of digital filters for multidimensional biorthogonal wavelets.
Lewis [40] has constructed a MRA of function space L2(R) for interpolating
wavelets in one dimension. Lawton et al. [39] have presented conditions for
the refinement mask of an orthonormal MRA. Ji and Shen [30] have given a
condition for the refinement mask to be interpolatory and a condition for a
dual refinement mask. Krivoshein and Skopina [35] have presented convergence
results for frame-like wavelets that are not frames. Karakaz’yan et al. [32] have
described symmetric interpolatory masks generating dual compactly supported
wavelet systems and they have also given formulas for dual refinement masks.
Shui et al. [48] have shown how to construct M -band wavelets with all the
following properties: compact support, orthogonality, linear-phase, regularity,
and interpolation. This kind of scaling functions exist only whenM ≥ 4. Dahlke
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et al. [8] have developed a new method to construct higher dimensional scaling
functions. Their method is based on solutions to specific Lagrange interpolation
problems by polynomials. Han [25] has investigated symmetries of refinable
functions. DeVore et al. [14] have developed some theory for multidimensional
orthonormal MRA of space Lp(Rd), 0 < p < ∞, d ∈ Z+. He and Lai [28]
have constructed nonseparable box spline wavelets on Sobolev spaces Hs(R2).
Wavelets have also been discussed in [27].
The theory about tensor products of Banach spaces has been presented e.g.
in [46]. We use the notation from [46] for Banach space tensor products in
this article. Schaefer’s book [47] contains some material about tensor products
of topological vector spaces. Book [41] contains also an introduction to tensor
products of Banach spaces. Doman´ski et al. [16, 17] have done some research
on them. Michor [43] has represented tensor products of Banach spaces us-
ing category theory. Grothendieck [24] gives a classical presentation for tensor
products of locally convex spaces. Theory for tensor products of Banach spaces
can also be found in book [12]. Kustermans and Vaes [36] have developed some
theory for space C0(G) where G is a compact or a locally compact group and
for the tensor products of C0(G). Daws [11] has presented some material on
tensor products of Banach algebras. Glo¨ckner [20] has shown that the tensor
products of topological vector spaces are not associative. Reinov [45] has inves-
tigated Banach spaces without the approximation property. Brodzki and Niblo
[5] have done some research on the rapid decay property of discrete groups and
the metric approximation property.
An introduction to Besov spaces can be found e.g. in [4]. An introduction
to Besov spaces using the Fourier transform based definition of these spaces can
be found in [50]. DeVore and Popov [15] have investigated the connection of
Besov spaces with the dyadic spline approximation and interpolation of Besov
spaces. Kyriazis and Petrushev [37] have given a method for the construction
of unconditional bases for Triebel-Lizorkin and Besov spaces. The relationship
between orthonormal wavelets and Besov spaces has been discussed by Meyer
[42]. Almeida [1] has investigated wavelet bases in (generalized) Besov spaces.
Section 2 introduces some definitions used in the rest of this article. Some
results on function spaces and sequences that are needed in the construction of
the MRA’s are given in section 3. Section 4 contains results on Banach space
tensor products that are needed in the construction of the MRA’s. We give
some general definitions needed by the MRA’s in section 5. A multivariate MRA
of Cu(R
n,K), K = R or K = C, is constructed in section 6. A multivariate
MRA of C0(R
n,K), K = R or K = C, is constructed in section 7. The interpo-
lating dual MRA is presented in section 8. The Besov space norm equivalence
from Donoho [18] is generalized for the n-dimensional interpolating MRA’s in
section 9.
2 Preliminaries
2.1 General
When n ∈ N, n ≥ 2, and P1, . . . , Pn are propositions we define
P1 =⇒ P2 =⇒ . . . =⇒ Pn
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to mean
(P1 =⇒ P2) ∧ (P2 =⇒ P3) ∧ . . . ∧ (Pn−1 =⇒ Pn).
The set of all positive real numbers is denoted by R+ and the extended real
line by R∗. We define R0 := {x ∈ R : x ≥ 0}, R0∗ := {x ∈ R∗ : x ≥ 0}, and Z+
to be the set of positive integer numbers. If A is a set and P (x), x ∈ A, is
a proposition then we define ∃defx ∈ A : P (x) to mean that ∃y ∈ A : P (y) and
x is defined to be some element of A for which P (x) is true. When A and B
are arbitrary sets, f is a function from A into B, and X ⊂ A the image of X
under f is denoted by f [X ]. The set-theoretic support of a function f : X → C
where X is a set is denoted by suppset f . The topological support of a function
f : T → C where T is a topological space is denoted by supp f . When E is
a metric space, x ∈ E, and r ∈ R+ the closed ball of radius r centred at x is
denoted by BE(x; r). When A is a set we denote the cardinality of A by #A.
Definition 2.1. When A is an arbitrary set define idA : A → A to be the
identity function on A, i.e. idA(x) = x for all x ∈ A.
Definition 2.2. When n ∈ Z+ define
Z(n) := {k ∈ Z+ : k ≤ n}.
When n ∈ N define
Z0(n) := {k ∈ N : k ≤ n}
and
Z±(n) := {k ∈ Z : |k| ≤ n}.
Definition 2.3. When A is a set in which a commutative binary operation +
is defined, B ⊂ A, and a ∈ A define
a+B := B + a := {a+ x : x ∈ B}.
We define the differences ∆mh and ∆h as in [50] and [3, def. V.4.1].
Definition 2.4. Define(
∆1hf
)
(x) := (∆hf)(x) := f(x+ h)− f(x)
for all x ∈ Rn, h ∈ Rn, and f ∈ CRn and
∆mh f := ∆h(∆
m−1
h f)
for all m ∈ N+ 2, h ∈ Rn, and f ∈ CRn .
2.2 Sequences and Cartesian Products
Definition 2.5. When n ∈ Z+ define
0n := (0)k∈Z(n)
and
1n := (1)k∈Z(n).
Definition 2.6. When n ∈ Z+ define J+(n) := {0, 1}n \ {0n}.
4
Definition 2.7. When I is a countable nonempty set define
eIk := (δj,k)j∈I
for all k ∈ I.
Definition 2.8. Define
ek := e
N
k for all k ∈ N
eˇk := e
Z
k for all k ∈ Z
eˇk := e
Z
n
k for all k ∈ Zn.
When n ∈ Z+ define
e
[n]
k := e
Z(n)
k for all k ∈ Z(n).
Definition 2.9. Let n,m ∈ Z+, n ≥ m. Define
sproj(m, s) := (s[1], . . . , s[m]) ∈ Cm
where s ∈ Cn.
Definition 2.10. Let n,m ∈ Z+. Define
scomb(s, t) := (s[1], . . . , s[n], t[1], . . . , t[m]) ∈ Cn+m
where s ∈ Cn and t ∈ Cm.
2.3 Vector Spaces
Suppose that A and B are topological vector spaces. We define A =tvs B to be
true iff A and B are the same topological vector space, i.e. A and B are the
same vector space and have the same topology. A and B are called algebraically
isomorphic iff A and B are isomorphic as vector spaces. A function ι : A։ B
is called an algebraic isomorphism iff ι is an isomorphism from vector space A
onto vector space B (i.e. ι is a linear bijection from A onto B). A function
η : A։ B is called a topological isomorphism iff η is an algebraic isomorphism
from A onto B and a homeomorphism from topological space A onto topological
space B (i.e. ι is an algebraic isomorphism that preserves the topology). A and
B are called topologically isomorphic iff there exists a topological isomorphism
from A onto B. We define L(A,B) to be the set of all continuous linear functions
from A into B.
When B is a topological vector space we define A ⊂tvs B to be true iff A is
a topological vector subspace of B.
Suppose that E and F are normed vector spaces. We define E =n.s. F to
be true iff E and F are the same normed vector space, i.e. E and F are the
same vector space (they consist of the same elements, have the same scalar field,
and the addition and scalar multiplication operations are the same) and have
the same norm. We define E ∼=1 F to be true iff E and F are isometrically
isomorphic.
The term operator shall mean a bounded linear function from a normed vec-
tor space into another one. The term projection shall mean a linear projection
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of a vector space onto a vector space. The topological dual of a Banach space
A is denoted by A∗. Unless otherwise stated A∗ is equipped with the norm
topology. The unit ball of a normed vector space A is denoted by BA. When
A is a Banach space and (x˜k)
∞
k=0 is a sequence in A
∗ we use the notation x˜k
w-*→ x˜
to mean that the sequence (x˜k)
∞
k=0 converges to x˜ in the weak-* topology of A
∗.
Convergence in the norm topology is denoted by x˜k → x˜.
When E is a Banach space and A and B open or closed subspaces of E
the topological direct sum of A and B is denoted by A ∔ B, i.e. A ∔ B is
the algebraic direct sum of vector spaces A and B and both A and B are
topologically complemented in the normed vector space A∔B.
When A and B are Banach spaces we use the notation A ⊂1 B to mean
that A is isometrically embedded in B, i.e. A ⊂ B and the inclusion map is
distance preserving. When B is a Banach space we use the notation A ⊂c.s. B
to mean that A is a closed subspace of B. When E is a Banach space, A ⊂ E,
and B ⊂ E∗ we define B⊥A to be true iff 〈b˜, a〉 = 0 for all a ∈ A and b˜ ∈ B.
∀a ∈ A, b˜ ∈ B : 〈b˜, a〉 = 0.
When E is a normed vector space and x ∈ E we may use the notation ‖x|E‖
to mean the norm of x in E. When B is a normed vector space and we write
A :=n.s. {x ∈ B : P (x)} we assume that ‖x|A‖ := ‖x|B‖ for each x ∈ A.
When A is a vector space we may define a norm ‖ · ‖A on A so that ‖ · ‖A is
defined on a larger set E containing A as a subset.
Definition 2.11. Let E be a set and A be a vector space so that A ⊂ E.
Suppose that ‖ · ‖A : E → R0∗ is a norm on A. We say that the norm ‖ · ‖A
characterizes A on E iff ‖x‖A <∞ for all x ∈ A and ‖y‖A =∞ for all y ∈ E\A.
2.4 Function Spaces and Sequence Spaces
When p ∈ [1,∞], B is a Banach space, and I a denumerable set we denote the
lp space consisting of a subset of BI by lp(I, B). As usual, lp(I) :=n.s. l
p(I,C).
When K = R or K = C, n ∈ Z+, and p ∈ [1,∞] we denote the Lp space
consisting of a subset of the Borel functions from Rn into K by Lp(Rn,K).
As usual, Lp(Rn) :=n.s. L
p(Rn,C). When X and Y are Borel spaces define
bor(X,Y ) to be the set of all Borel functions from X into Y .
Definition 2.12. Let T be a topological space and K = R or K = C. Define
Cb(T,K) := {f : f is a continuous and bounded function from T to K}
where the norm of an element f is given by
‖f‖ = sup
x∈T
|f(x)|
and Cb(T ) :=n.s. Cb(T,C).
Cb(T,K) is a Banach space.
When f is a function from Rn into C and a ∈ C
lim
‖x‖→∞
f(x) = a
is equivalent to
∀ε ∈ R+ : ∃r ∈ R+ : ∀x ∈ Rn \BRn(0; r) : |f(x)− a| < ε.
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Definition 2.13. Let E be a metric space and K = R or K = C. Define
Cu(E,K) :=n.s. {f ∈ Cb(E,K) : f is uniformly continuous on E}
and Cu(E) :=n.s. Cu(E,C).
Functions vanishing at infinity are defined as in [38].
Definition 2.14. Let T be a locally compact Hausdorff space and K = R
or K = C. Function f ∈ Cb(T,K) is said to vanish at infinity if the set
{t ∈ T : |f(t)| ≥ ε} is compact for all ε ∈ R+. The Banach space of all
functions vanishing at infinity is defined by
C0(T,K) :=n.s. {f ∈ Cb(T,K) : f vanishes at infinity}
and C0(T ) :=n.s. C0(T,C).
Definition 2.15. Let T be a locally compact Hausdorff space and K = R or
K = C. Define
Ccom(T,K) :=n.s. {f ∈ Cb(T,K) : supp f is compact}
and Ccom(T ) :=n.s. Ccom(T,C).
We have Ccom(R
n) ⊂n.s. C0(Rn) ⊂c.s. Cu(Rn) ⊂c.s. Cb(Rn) for each n ∈ Z+
[18, section 2], [38].
Definition 2.16. Let K = R or K = C and n ∈ Z+. Let E be a closed
subspace of Cb(R
n,K) for which the following condition is true:
∀f ∈ Cb(Rn,K), c ∈ R+,d ∈ Rn : f ∈ E ⇐⇒ f(c · −d) ∈ E.
Let a ∈ R+, b ∈ Rn, and f˜ ∈ E∗. The a-dilatation and b-translation of f˜ ,
denoted by f˜(a · −b), is defined by [7]
〈f˜(a · −b), f〉 := 1
an
〈
f˜ , f
( ·+ b
a
)〉
for all f ∈ E.
Definition 2.17. Let f ∈ CRn , r1 ∈ R+, and f˜ ∈ C(BRn(0; r1))∗. Let m ∈ N.
We say that pair (f˜ , f) spans all the polynomials of degree at most m iff∑
k∈Zn
〈
f˜ , p(·+ k)|BRn (0;r1)
〉
f(x− k) = p(x)
for all x ∈ Rn and for all polynomials p of n variables that are of degree at most
m.
We define the modulus of continuity in the standard way [3, def. V.4.2]:
Definition 2.18. When n ∈ Z+, m ∈ Z+, and p ∈ [1,∞] define
ωmp (f ; t) := sup{‖∆mh f |Lp(Rn)‖ : h ∈ BRn(0; t)}
and
ω(f ; t) := ω1∞(f ; t)
for all f ∈ bor(Rn,C) and t ∈ R0.
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We have
lim
t→0
ω(f ; t) = 0
for all f ∈ Cu(Rn) and n ∈ Z+.
The Besov spaces on Rn are denoted by Bsp,q(R
n). There are two ways to
define Besov spaces and for certain combinations of parameters these yield dif-
ferent spaces. One way to define these spaces is based on the Fourier transform
and the other on the modulus of continuity. The former definition is used e.g. by
Peetre [44] and the latter by DeVore and Popov [15]. Triebel [50] uses the term
“Besov space” for the spaces defined by the latter definition and denotes them
by Λsp,q and he denotes the spaces defined by the former definition by B
s
p,q. Both
definitions yield the same spaces for the range of parameters s > np used in this
article [18]. The two definitions also yield the same spaces Bsp,q(R
n) for s > 0,
1 ≤ p <∞, and 1 ≤ q ≤ ∞ [50]. The spaces Bsp,q(Rn) are quasi-Banach spaces
for −∞ < s <∞, 0 < p ≤ ∞, 0 < q ≤ ∞ and Banach spaces if 1 ≤ p ≤ ∞ and
1 ≤ q ≤ ∞ [50].
We have Zs(Rn) =tvs Bs∞,∞(Rn) for all s ∈ R+ where Zs(Rn) are the
Ho¨lder-Zygmund spaces [50]. We also haveCs(Rn) =tvs Zs(Rn) =tvs Bs∞,∞(Rn)
when s ∈ R+ \Z+ where Cs(Rn), s ∈ R+ \Z+, are the Ho¨lder spaces on Rn [50].
When m ∈ N we denote the Banach space of functions with bounded and uni-
formly continuous partial derivatives up to mth degree equipped with the usual
norm by Cm(Rn), see [50]. When m ∈ Z+ we have Cm(Rn) ⊂ Zm(Rn).
Definition 2.19. Let n ∈ R+, s ∈ R+, p ∈ [1,∞], and q ∈ [1,∞]. Let m ∈ Z+
and m > s. Define
‖f‖(c)Bsp,q(Rn);m := ‖f‖Lp(Rn) +
∥∥∥t ∈]0, 1[ 7→ t−s− 1q ωmp (f ; t)∥∥∥
Lq(]0,1[)
for all f ∈ bor(Rn,C).
Replacing the ranges ]0, 1[ by ]0,∞[ in the definition above results equiva-
lent norms. Denote these norms by ‖ · ‖(c’)Bsp,q(Rn);m. Norms ‖ · ‖
(c)
Bsp,q(R
n);m and
‖ · ‖(c’)Bsp,q(Rn);m are equivalent norms on B
s
p,q(R
n) for the range of parameters
given in Definition 2.19. Norms ‖ · ‖(c)Bsp,q(Rn);m and ‖ · ‖
(c’)
Bsp,q(R
n);m characterize
the Besov space Bsp,q(R
n) on bor(Rn,C) for the given range of parameters.
Note that Lp(Rn) ⊂ S′(Rn) for all n ∈ Z+ and p ∈ [1,∞]. See [3, def. V.4.3].
2.5 Tensor Products
Definition 2.20. When n ∈ Z+ define
e⊗k :=
n⊗
l=1
ek[l]
and
eˇ⊗k :=
n⊗
l=1
eˇk[l].
for all k ∈ Zn.
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The square ordering is defined as in [46] and [49] in the following.
Definition 2.21. Define function σsq : N→ N2 by
σsq(0) = (0, 0) (1)
and
σsq(k) =
{
(i, n); k = n2 + i ∧ i ∈ Z0(n) ∧ n ∈ N
(n, n− i); k = n2 + n+ i ∧ i ∈ Z(n) ∧ n ∈ N (2)
Function σsq is called the square ordering. Define also functions σsq1 : N → N
and σsq2 : N→ N by setting σsq1(k) := σsq(k)[1] and σsq2(k) := σsq(k)[2] for all
k ∈ N.
Function σsq is a bijection from N onto N
2. The tensor product basis is
defined as in [46]:
Definition 2.22. Let E and F be Banach spaces that both have Schauder
bases. Let (ak)
∞
k=0 and (bk)
∞
k=0 be Schauder bases of E and F , respectively.
The sequence (aσsq1(k) ⊗ bσsq2(k))∞k=0 ⊂ E ⊗ F is called the tensor product basis
generated by Schauder bases (ak)
∞
k=0 and (bk)
∞
k=0.
The tensor product basis is a Schauder basis for both E⊗ˆεF and E⊗ˆπF
[46, 49].
When E and F are Banach spaces consisting of complex valued functions
(in particular, real valued functions), u ∈ E, and v ∈ F the tensor product u⊗v
is identified with a function on the Cartesian product of the domains of u and
v by setting (u⊗ v)(x⊗ y) = u(x)v(y) where x belongs to the domain of u and
y belongs to the domain of v.
When n ∈ Z+, α is a uniform crossnorm, and A1, . . . , An are Banach spaces
then the completed tensor product of several Banach spaces is defined by the
recursive formula
A1⊗ˆα · · · ⊗ˆαAn :=n.s. (A1⊗ˆα · · · ⊗ˆαAn−1)⊗ˆαAn.
The indexed completed tensor product is defined by
n⊗ˆ
α
j=1
Aj :=n.s.
 n−1⊗ˆ
α
j=1
Aj
 ⊗ˆαAn
where n > 1. When n = 1 define
1⊗ˆ
α
j=1
Aj :=n.s. A1.
The concept of norm in tensor product spaces is used in two slightly different
ways. When we speak about norm α defined on space E⊗F we mean that α is a
function that maps each element u ∈ E⊗F to its norm ‖u‖ in R0. On the other
hand uniform crossnorms and tensor norms are assignments of a reasonable
crossnorm to each pair of Banach spaces.
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A tensor norm is defined to be a finitely generated uniform crossnorm [46].
The Schatten dual of a tensor norm α is denoted by αs. When α is a tensor
norm αs is a uniform crossnorm. Uniform crossnorms do not generally respect
subspaces. I.e. if X is a closed subspace of a Banach space E and Y is a
closed subspace of a Banach space F the norm of an element u ∈ X⊗ˆαY is not
necessary equal in spaces X⊗ˆαY and E⊗ˆαF [46]. However, it is possible to use
the norm inherited from E⊗ˆαF in vector space X ⊗ Y . Then the closure of
X ⊗ Y with the inherited norm in E⊗ˆαF is a closed subspace of E⊗ˆαF [41,
chapter 1]. We give the following definition for this kind of construction.
Definition 2.23. Let E and F be Banach spaces and α a norm on E⊗F . Let
X be a closed subspace of E and Y a closed subspace of F . Define X⊗α;E⊗ˆαF Y
to be the normed vector space formed by using the norm inherited from E⊗ˆαF
in the vector space X ⊗ Y , i.e. ‖u‖X⊗α;E⊗ˆαFY := αE,F (u) for all u ∈ X ⊗ Y .
Define X⊗ˆα;E⊗ˆαFY to be the closure of X ⊗α;E⊗ˆαF Y in space E⊗ˆαF . The
notations X⊗α;E⊗F Y and X⊗ˆα;E⊗FY may also be used for the aforementioned
definitions.
Now X ⊗α;E⊗ˆαF Y is a normed subspace of E⊗ˆαF and X⊗ˆα;E⊗ˆαFY is a
closed subspace of E⊗ˆαF .
If α is a reasonable crossnorm, a ∈ X∗, and b ∈ Y ∗ then a⊗b is a continuous
linear functional on X ⊗α Y and ‖a⊗ b‖ = ‖a‖‖b‖ [46]. We have
(a⊗ b)(x⊗ y) = a(x)b(y) (3)
for all x ∈ X and y ∈ Y and the elements of X∗ ⊗ Y ∗ may be interpreted as
linear functionals on X ⊗α Y . There is an isometric embedding
X∗ ⊗αs Y ∗ ⊂1 (X ⊗α Y )∗ . (4)
for tensor norms α [46]. See also [12].
3 Some Theorems on Function Spaces and Se-
quences
Lemma 3.1. Let K = R or K = C. Let I be a denumerable set and a ∈ KI .
Suppose that σ1 and σ2 are bijections from N onto I. Then
(a[σ1(k)])
∞
k=0 ∈ c0(N,K) ⇐⇒ (a[σ2(k)])∞k=0 ∈ c0(N,K).
Proof. Suppose that (a[σ1(k)])
∞
k=0 ∈ c0(N,K). Let h > 0. Then there exists
n1 ∈ N so that |a[σ1(k)]| < h for each k ∈ N, k > n1. Let
n2 := max
{
σ−12 (σ1 (k)) : k ∈ Z0(n1)
}
.
Suppose that k ∈ N, k > n2. Then
k 6= σ−12 (σ1 (l)) ∀l ∈ Z0(n1)
=⇒ σ2 (k) 6= σ1 (k) ∀l ∈ Z0(n1)
=⇒ σ2(k) = σ1 (l0) for some l0 ∈ N, l0 > n1
=⇒ |a[σ2(k)]| = |a[σ1(l0)]| < h.
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Hence
lim
k→∞
a[σ2(k)] = 0.
and so (a[σ2(k)])
∞
k=0 ∈ c0(N,K). Similarly, if (a[σ2(k)])∞k=0 ∈ c0(N,K) it follows
that (a[σ1(k)])
∞
k=0 ∈ c0(N,K).
Consequently the following definition makes sense.
Definition 3.2. Let K = R or K = C and I be a denumerable set. Define
c0(I,K) :=
{
(aλ)λ∈I :
(
aσ(k)
)∞
k=0
∈ c0(N,K) for some bijection σ : N։ I
}
‖a|c0(I,K)‖ := ‖a‖∞, a ∈ c0(I,K).
Banach space c0(I,K) is isometrically isomorphic to c0(N,K).
Definition 3.3. Let K = R or K = C and n ∈ Z+. Let f be a function from
Rn into K. Define
Ncover(f) := max
x∈Rn
#{k ∈ Zn : f(x− k) 6= 0}.
Ncover(f) < ∞ for all compactly supported functions f : Rn → K. When
a ∈ R+ function y ∈ Rn 7→ ay is a bijection from Rn onto Rn and it follows
that
max
x∈Rn
#{k ∈ Zn : f(ax− k) 6= 0} = Ncover(f). (5)
Definition 3.4. Let E and F be normed vector spaces. When f is a compactly
supported function from E into F define
rsupp(f) := inf{r ∈ R0 : suppset f ⊂ BE(0; r)}.
Definition 3.5. Let n ∈ Z+. Define
Itrans(f,x) := {k ∈ Zn : f(x− k) 6= 0}
for all f ∈ CRn and x ∈ Rn.
Definition 3.6. Let a,b ∈ Rn and n ∈ Z+. Define
Irect(a,b) =
n×
k=1
I1 (a[k],b[k])
where
I1(u, v) = [min{u, v},max{u, v}] ∩ Z
for all u, v in R.
Lemma 3.7. Let K = R or K = C and n ∈ Z+. Let c ∈ R+, and f ∈
Ccom(R
n,K). When a ∈ c0(Zn,K) series∑
k∈Zn
a[k]f(c · −k)
converges unconditionally in C0(R
n,K) and∥∥∥∥∥ ∑
k∈Zn
a[k]f(c · −k)
∥∥∥∥∥
∞
≤ Ncover(f)‖f‖∞‖a‖∞. (6)
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Proof. Let a ∈ c0(Zn,K). Let σ : N։ Zn be a bijection. Let
sl =
l∑
i=0
a[σ(i)]f (c · −σ(i))
Let l, l′ ∈ N, l′ > l. Now
sl′ − sl =
l′∑
i=l+1
a[σ(i)]f (c · −σ(i)) .
It follows from Equation (5) that
|sl′(x)− sl(x)| =
∣∣∣∣∣∣
l′∑
i=l+1
a[σ(i)]f (cx− σ(i))
∣∣∣∣∣∣ ≤ Ncover(f)bl,l′m
where bl,l′ = max {|a[σ(i)]| : i = l + 1, . . . , l′} and m = Ncover(f)‖f‖∞. Let
h > 0. There exists i0 ∈ N so that
|a[σ(i)]| < h
m
for all i ∈ N and i > i0. Now bl,l′ < hm for all ∀l, l′ > i0 and l′ > l. We also have
|sl′(x) − sl(x)| < h
m
·m = h
for all x ∈ R and for all l, l′ ∈ N, l, l′ > i0, l′ > l. Hence (sl)∞l=0 is a Cauchy
sequence in C0(R
n,K) and it converges in C0(R
n,K). Therefore∑
k∈Zn
a[k]f(c · −k)
converges unconditionally in C0(R
n,K). It follows from Equation (5) that∣∣∣∣∣ ∑
k∈Zn
a[k]f(cx− k)
∣∣∣∣∣ ≤ Ncover(f)‖f‖∞‖a‖∞
for all x ∈ Rn. Hence inequality (6) is true.
Lemma 3.8. Let K = R or K = C and n ∈ Z+. Let c ∈ R+. Let f ∈
Ccom(R
n,K) so that
f(k+ b) = δk,0 (7)
for all k ∈ Zn for some constant b ∈ Rn. Then
‖a‖∞ ≤
∥∥∥∥∥ ∑
k∈Zn
a[k]f(c · −k)
∥∥∥∥∥
∞
≤ Ncover(f)‖f‖∞‖a‖∞ (8)
for all a ∈ c0(Zn,K).
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Proof. Let a ∈ c0(Zn,K). By Lemma 3.7 series∑
k∈Zn
a[k]f(c · −k)
converges unconditionally in C0(R
n,K) and the right-hand side of inequality
(8) is true. Let σ : N։ Zn be a bijection and m := ‖a‖∞. Since
lim
l→∞
a[σ(l)] = 0
there exists l0 ∈ N so that |a[σ(l0)]| = m. Now∥∥∥∥∥ ∑
k∈Zn
a[k]f(c · −k)
∥∥∥∥∥
∞
≥
∣∣∣∣∣ ∑
k∈Zn
a[k]f
(
c
σ(l0) + b
c
− k
)∣∣∣∣∣
=
∣∣∣∣∣ ∑
k∈Zn
a[k]f (σ(l0) + b− k)
∣∣∣∣∣
= |a[σ(l0)]| = ‖a‖∞.
It follows from Equation (7) that ‖f‖∞ ≥ 1 and Ncover(f) ≥ 1 under the
conditions of Lemma 3.8.
Lemma 3.9. Let K = R or K = C. Let c ∈ R+. Let f ∈ Ccom(Rn,K) so that
f(k+ b) = δk,0 for all k ∈ Zn for some b ∈ Rn. Let
V :=
{∑
k∈Zn
a[k]f(c · −k) : a ∈ c0(Zn,K)
}
‖g|V ‖ := ‖g‖∞, g ∈ V. (9)
Define function ι : c0(Z
n,K)→ V by
ι(a) :=
∑
k∈Zn
a[k]f(c · −k)
for all a ∈ c0(Zn,K). Then
(i) V is a closed subspace of C0(R
n,K).
(ii) Function ι is a topological isomorphism from c0(Z
n,K) onto V and
‖a‖∞ ≤ ‖ι(a)‖∞ ≤ Ncover(f)‖f‖∞‖a‖∞ (10)
for all a ∈ c0(Zn,K).
Proof. The series in Equation (9) converges unconditionally by Lemma 3.7.
Function ι is linear and a surjection onto V . By Lemma 3.8 inequality (10) is
true.
By the definition of ι we have ‖a‖∞ ≤ ‖ι(a)‖∞ for all a ∈ c0(Zn,K). Sup-
pose that w, z ∈ c0(Zn,K) and w 6= z. Now ‖ι(w − z)‖∞ ≥ ‖w− z‖∞ > 0.
Hence ι is an injection. It follows that ι is a linear bijection and vector spaces
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V and c0(Z
n,K) are algebraically isomorphic. We have ‖a‖∞ ≤ ‖ι(a)‖∞ ≤
Ncover(f)‖f‖∞‖a‖∞ for all a ∈ c0(Zn,K). Hence ι and ι−1 are continuous.
Thus (ii) is true.
Since V and c0(Z
n,K) are topologically isomorphic and c0(Z
n,K) is a Ba-
nach space it follows that V is also a Banach space and consequently a closed
subspace of C0(R
n,K). Thus (i) is true.
Lemma 3.10. Let K = R or K = C. Let c ∈ R+. Let f ∈ Ccom(Rn,K) and
f(k+ b) = δk,0 for all k ∈ Zn for some b ∈ Rn. Let
V :=
{
x ∈ Rn 7→
∑
k∈Zn
a[k]f(cx− k) : a ∈ l∞(Zn,K)
}
‖g|V ‖ := ‖g‖∞.
Define function ι : l∞(Zn,K)→ V by
ι(a) := x ∈ Rn 7→
∑
k∈Zn
a[k]f(cx− k)
for all a ∈ l∞(Zn,K). Then
(i) V is a closed subspace of Cu(R
n,K).
(ii) Function ι is a topological isomorphism from l∞(Zn,K) onto V and
‖a‖∞ ≤ ‖ι(a)‖∞ ≤ Ncover(f)‖f‖∞‖a‖∞
for all a ∈ l∞(Zn,K).
Lemma 3.11. Let K = R or K = C and n ∈ Z+. Let E =n.s. Cu(Rn,K) or
E =n.s. C0(R
n,K). Let c ∈ R+, f˜ ∈ E∗, and d ∈ l1(Zn,K). Then the series∑
k∈Zn
d[k]f˜(c · −k)
converges absolutely in E∗ and∥∥∥∥∥∑
k∈Zn
d[k]f˜(c · −k)
∣∣∣∣E∗
∥∥∥∥∥ ≤
∥∥∥f˜∥∥∥
cn
‖d‖1
Proof. Now ∥∥∥f˜(c · −k)∥∥∥ = 1
cn
∥∥∥f˜∥∥∥
for all k ∈ Zn and
∑
k∈Zn
∥∥∥d[k]f˜(c · −k)∥∥∥ =
∥∥∥f˜∥∥∥
cn
∑
k∈Zn
|d[k]|
that converges because d ∈ l1(Zn,K). Consequently∥∥∥∥∥ ∑
k∈Zn
d[k]f˜(c · −k)
∥∥∥∥∥ ≤ ∑
k∈Zn
∥∥∥d[k]f˜(c · −k)∥∥∥ =
∥∥∥f˜∥∥∥
cn
‖d‖1.
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Absolute convergence of a sequence in a Banach space implies unconditional
convergence.
Lemma 3.12. Let K = R or K = C and n ∈ Z+. Let E =n.s. Cu(Rn,K) or
E =n.s. C0(R
n,K). Let c ∈ R+. Then∥∥∥∥∥∑
k∈Zn
d[k]δ(c · −k)
∣∣∣∣E∗
∥∥∥∥∥ = 1cn ‖d‖1
for all d ∈ l1(Zn,K).
Proof. See also the proof of [7, theorem 2.6]. By Lemma 3.11∥∥∥∥∥∑
k∈Zn
d[k]δ(c · −k)
∣∣∣∣E∗
∥∥∥∥∥ ≤ 1cn ‖d‖1
and the series on the left-hand side converges absolutely. Let
h(x) :=
 4x+ 1; if x ∈ [−
1
4 , 0[−4x+ 1; if x ∈ [0, 14 [
0; otherwise
where x ∈ R and h[n] : Rn → R,
h[n] =
n⊗
k=1
h.
Let σ : N → Zn be a bijection. Suppose that a ∈ c0(Zn,K). By Lemma 3.7
series
∑
k∈Zn a[k]h(c · −k) converges unconditionally in C0(Rn,K). By Lemma
3.11 the series
∑
k∈Zn d[k]δ(c · −k) converges absolutely. Furthermore,
〈δ(c · −ℓ), h[n](c · −k)〉 = 1
cn
〈
δ
(
· − ℓ
c
)
, h[n] (c · −k)
〉
= δℓ,k
for all k, ℓ ∈ Zn and〈∑
ℓ∈Zn
d[ℓ]δ(c · −ℓ),
∑
k∈Zn
a[k]h[n](c · −k)
〉
=
1
cn
∑
k∈Zn
d[k]a[k]
and ∥∥∥∥∥ ∑
k∈Zn
a[k]h[n](c · −k)
∥∥∥∥∥
∞
= ‖a‖∞.
So
1
cn
∣∣∣∣∣∑
k∈Zn
d[k]a[k]
∣∣∣∣∣ =
∣∣∣∣∣
〈∑
ℓ∈Zn
d[ℓ]δ(c · −ℓ),
∑
k∈Zn
a[k]h[n](c · −k)
〉∣∣∣∣∣
≤
∥∥∥∥∥∑
ℓ∈Zn
d[k]δ(c · −ℓ)
∣∣∣∣E∗
∥∥∥∥∥ ‖a‖∞.
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Hence ∥∥∥∥∥∑
k∈Zn
d[k]δ(c · −k)
∣∣∣∣E∗
∥∥∥∥∥
≥ 1
cn
sup
{∣∣∣∣∣∑
k∈Zn
d[k]a[k]
∣∣∣∣∣ : a ∈ c0(Zn,K) ∧ ‖a‖∞ ≤ 1
}
=
1
cn
‖d‖1
where the last equality follows from c0(Z
n,K)
∗
=n.s. l
1(Zn,K).
Lemma 3.13. Let K = R or K = C and n ∈ Z+. Let E =n.s. Cu(Rn,K) or
E =n.s. C0(R
n,K). Let c ∈ R+, f˜ ∈ E∗, f ∈ Ccom(Rn,K), and d[k] = 〈f˜ , f(c ·
−k)〉 for all k ∈ Zn. Then d ∈ l1(Zn,K) and ‖d‖1 ≤ Ncover(f)‖f‖∞
∥∥∥f˜∥∥∥.
Proof. Suppose that a ∈ c0(Zn,K). Let
g :=
∑
k∈Zn
a[k]f(c · −k).
By Lemma 3.7 we have g ∈ C0(Rn,K) and ‖g‖∞ ≤ Ncover(f)‖f‖∞‖a‖∞. Now
〈f˜ , g〉 =
∑
k∈Zn
a[k]〈f˜ , f(c · −k)〉 =
∑
k∈Zn
a[k]d[k] ∈ K
where the series converge absolutely. By Lemma 3.7 we have∣∣∣∣∣ ∑
k∈Zn
a[k]d[k]
∣∣∣∣∣ = ∣∣∣〈f˜ , g〉∣∣∣ ≤ ‖f˜‖‖g‖ ≤ Ncover(f)‖f‖∞‖f˜‖‖a‖∞. (11)
As a ∈ c0(Zn,K) was arbitrary it follows that d ∈ c0(Zn,K)∗ =n.s. l1(Zn,K).
It follows from Equation (11) that ‖d‖1 ≤ Ncover(f)‖f‖∞‖f˜‖.
Lemma 3.14. Let K = R or K = C and n ∈ Z+. Let c ∈ R+ and f ∈
C0(R
n,K). Then (f (ck))k∈Zn ∈ c0(Zn,K) and
∥∥ (f (ck))k∈Zn ∥∥∞ ≤ ‖f‖∞.
Proof. Let σ : N ։ Zn be a bijection. Let h > 0. There exists r > 0 so that
|f(x)| < h for all x ∈ Rn, ‖x‖ > r. The set {k ∈ Zn : ‖ck‖2 ≤ r} is finite and
hence there exists l0 ∈ N so that ‖cσ(l)‖2 > r for all l > l0. Now |f(cσ(l))| < h
for all l > l0. Consequently (f (ck))k∈Zn ∈ c0(Zn,K). It follows from the
definition of the supremum norm that
∥∥ (f (ck))k∈Zn ∥∥∞ ≤ ‖f‖∞.
Lemma 3.15. Let K = R or K = C and n ∈ Z+. Let E =n.s. Cu(Rn,K) or
E =n.s. C0(R
n,K). Let c ∈ R+, f˜ ∈ E∗, and f ∈ Ccom(Rn,K). Suppose that
∀k ∈ Zn : 〈f˜ , f(· − k)〉 = δk,0. (12)
Then
1
cn
1
Ncover(f)‖f‖∞
‖d‖1 ≤
∥∥∥∥∥∑
k∈Zn
d[k]f˜(c · −k)
∣∣∣∣E∗
∥∥∥∥∥ ≤ 1cn ∥∥∥f˜∥∥∥‖d‖1
for all d ∈ l1(Zn,K).
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Proof. Let d ∈ l1(Zn,K). Let
g˜ :=
∑
k∈Zn
d[k]f˜(c · −k).
By Lemma 3.11 the series on the right-hand side converges absolutely and
‖g˜|E∗‖ ≤ 1
cn
∥∥∥f˜ |E∗∥∥∥ ‖d‖1.
Suppose that a ∈ c0(Zn,K). Let
g :=
∑
k∈Zn
a[k]f(c · −k)
By Lemma 3.7 the series on the right-hand side converges unconditionally and
‖g‖∞ ≤ Ncover(f)‖f‖∞‖a‖∞. By Definition 2.16 we have
〈f˜(c · −k), f(c · −ℓ)〉 = 1
cn
〈f˜ , f(·+ k− ℓ)〉
and hence by Equation (12)
〈g˜, g〉 = 1
cn
∑
k∈Zn
∑
ℓ∈Zn
d[k]a[ℓ]δk,ℓ =
1
cn
∑
k∈Zn
d[k]a[k]
and it follows that
1
cn
∣∣∣∣∣∑
k∈Zn
d[k]a[k]
∣∣∣∣∣ ≤ ‖g˜‖‖g‖∞ ≤ ‖g˜‖Ncover(f)‖f‖∞‖a‖∞.
Thus
‖g˜‖ ≥ 1
cn
1
Ncover(f)‖f‖∞‖a‖∞
∣∣∣∣∣ ∑
k∈Zn
d[k]a[k]
∣∣∣∣∣. (13)
Let σ : N ։ Zn be a bijection. When m ∈ N define sequence am ∈ c0(Zn,K)
by
am[k] :=
{
e−i arg d[k]; if σ−1(k) ≤ m
0; otherwise.
where k ∈ Zn. Sequence a ∈ c0(Zn,K) was arbitrary and it follows from (13)
that
‖g˜‖ ≥ 1
cn
1
Ncover(f)‖f‖∞‖am‖∞
∣∣∣∣∣∑
k∈Zn
d[k]am[k]
∣∣∣∣∣
=
1
cn
1
Ncover(f)‖f‖∞‖am‖∞
m∑
u=0
|d[σ(u)]|
for all m ∈ N. Now ‖am‖∞ ≤ 1 for all m ∈ N and hence
‖g˜|E∗‖ ≥ 1
cn
1
Ncover(f)‖f‖∞
m∑
u=0
|d[σ(u)]|
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for all m ∈ N. Consequently
‖g˜|E∗‖ ≥ 1
cn
1
Ncover(f)‖f‖∞
∑
k∈Zn
|d[k]| = 1
cn
1
Ncover(f)‖f‖∞
‖d‖1.
Lemma 3.16. Let K = R or K = C and n ∈ Z+. Let E =n.s. Cu(Rn,K) or
E =n.s. C0(R
n,K). Let c ∈ R+, f˜ ∈ E∗, and f ∈ Ccom(Rn,K). Suppose that
〈f˜ , f(· − k)〉 = δk,0
for all k ∈ Zn. Define
M :=
{
cn
∑
k∈Zn
d[k]f˜ (c · −k) : d ∈ l1(Zn,K)
}
‖g˜|M‖ := ‖g˜|E∗‖ . (14)
Define function ι : l1(Zn,K)→M by
ι(d) := cn
∑
k∈Zn
d[k]f˜ (c · −k)
for all d ∈ l1(Zn,K). Then
(i) M is a closed subspace of E∗.
(ii) Function ι is a topological isomorphism from l1(Zn,K) onto M and
1
Ncover(f)‖f‖∞
‖d‖1 ≤ ‖ι(d)‖ ≤
∥∥∥f˜∥∥∥‖d‖1 (15)
for all d ∈ l1(Zn,K).
Proof. The series in Equation (14) converges absolutely by Lemma 3.11. Func-
tion ι is linear and a surjection onto M . By Lemma 3.15 Equation (15) is
true.
Suppose that w, z ∈ l1(Zn,K) and w 6= z. Now ‖w − z‖1 6= 0 so
‖ι(w − z)‖ ≥ 1
Ncover(f)‖f‖∞
‖w − z‖1 > 0.
It follows that ι(w− z) 6= 0. Hence ι is an injection. It follows that ι is a linear
bijection and vector spaces M and l1(Zn,K) are algebraically isomorphic. By
Equation (15) ι and ι−1 are continuous. Thus (ii) is true.
Since M and l1(Zn,K) are topologically isomorphic and l1(Zn,K) is a Ba-
nach space it follows that M is also a Banach space and consequently a closed
subspace of E∗. Thus (i) is true.
Lemma 3.17. Let K = R or K = C and n ∈ Z+. Let E =n.s. Cu(Rn,K) or
E =n.s. C0(R
n,K). Let c ∈ R+. Define
M :=
{∑
k∈Zn
d[k]δ
(
· − k
c
)
: d ∈ l1(Zn,K)
}
‖g˜|M‖ := ‖g˜|E∗‖ (16)
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Define function ι : l1(Zn,K)→M by
ι(d) :=
∑
k∈Zn
d[k]δ
(
· − k
c
)
for all d ∈ l1(Zn,K). Then M is a closed subspace of E∗ and function ι is an
isometric isomorphism from l1(Zn,K) onto M .
Proof. See also [21, theorem 2.6]. The series in Equation (16) converges abso-
lutely by Lemma 3.11. Function ι is linear and a surjection ontoM . By Lemma
3.12 ‖ι(d)‖ = ‖d‖1 for all d ∈ l1(Zn,K). It follows that ι is injective. Hence ι
is an isometric isomorphism from l1(Zn,K) onto M and M is a closed subspace
of E∗.
Lemma 3.18. Let m ∈ N. Let a ∈ R0Z0(m)×N and bk := (a[k, l])∞l=0 for each
k ∈ Z0(m). Then
(i) Series ∑
λ∈Z0(m)×N
a[λ]
converges if and only if the series∑
l∈N
bk[l]
converges for all k ∈ Z0(m).
(ii) ∑
λ∈Z0(m)×N
a[λ] =
∑
k∈Z0(m)
∑
l∈N
bk[l]
(iii) When p ∈ [1,∞]
‖a‖p =
∥∥∥∥(‖bk‖p)k∈Z0(m)
∥∥∥∥
p
.
Lemma 3.19. Let n ∈ Z+, a ∈ l1, vk ∈ Ccom(Rn) for each k ∈ N, and
f(x) :=
∑
k∈N
a[k]vk(x) (17)
for all x ∈ Rn. Suppose also that
(i) The series in (17) converges absolutely for each x ∈ Rn.
(ii) There exists c1 ∈ R+ so that ‖vk‖1 ≤ c1 for all k ∈ N.
Then ∫
x∈Rn
(∑
k∈N
|a[k]||vk(x)|
)
dτ =
∑
k∈N
|a[k]|
∫
x∈Rn
|vk(x)|dτ.
Lemma 3.20. Let n ∈ Z+, f ∈ Ccom(Rn), c ∈ R+, and a ∈ l∞(Zn). Then the
series
g(x) :=
∑
k∈Zn
a[k]f(cx− k)
converges absolutely for each x ∈ Rn. We also have g ∈ Cu(Rn).
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Lemma 3.21. Let n ∈ Z+ and I be a countably infinite set. Let vα ∈ Ccom(Rn)
and v˜α ∈ Ccom(Rn) for all α ∈ I. When α ∈ I define J(α) := {β ∈ I :
supp v˜α∩supp vβ 6= ∅}. Assume that J(α) is finite for each α ∈ I. Let a ∈ l∞(I)
and define
f(x) :=
∑
α∈I
a[α]vα(x) (18)
for all x ∈ Rn. Assume that the series in Equation (18) converges absolutely
for each x ∈ Rn. Then
〈v˜α, f〉 =
∑
β∈I
a[β]〈v˜α, vβ〉.
Lemma 3.22. Let n ∈ Z+, p ∈ [1,∞[, xk ∈ Lp(Rn)∩L∞(Rn), y ∈ Lp(Rn), and
z ∈ L∞(Rn). Suppose that ‖xk − y‖Lp(Rn) → 0 as k →∞ and ‖xk − z‖L∞(Rn) →
0 as k →∞. Then y = z almost everywhere.
Lemma 3.23. Let (R, µ) and (S, ν) be totally σ-finite measure spaces. Suppose
that A1 ⊂c.s. L1(R, µ), A∞ ⊂c.s. L∞(R, µ), T1 is an operator from A1 into
L1(S, ν), and T∞ is an operator from A∞ into L
∞(S, ν). When p ∈]1,∞[ define
Tp := (T1, T∞)1− 1
p
,p, Ap :=set (A1, A∞)1− 1
p
,p, and ‖f |Ap‖ := ‖f |Lp(R, µ)‖ for
all f ∈ Ap. Then
‖Tp|L(Ap, Lp(S, ν))‖ ≤ p
p− 1‖T1‖
1
p ‖T∞‖1−
1
p
for all p ∈]1,∞[.
Proof. Use definitions IV.4.4 and V.1.7, lemma IV.4.5, and theorems V.1.6 and
V.1.12 in [3].
Lemma 3.24. Let f ∈ C, m ∈ N, r1 ∈ R+, and f˜ ∈ C(BR(0; r1))∗. Let
f [n] :=
n⊗
i=0
f
and
f˜ [n] :=
n⊗
i=0
f˜ .
If (f˜ , f) spans all polynomials of degree at most m then (f˜ [n], f [n]) spans all
polynomials of degree at most m.
Proof. Let
p(x) :=
n∏
i=1
pi(x[i]) =
n∏
i=1
(x[i])
a[i]
where a[i] ∈ Z0(m), i = 1, . . . , n. Define r2 ∈ R+ so that
(
BR(0; r1)
)n ⊂
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BRn(0; r2). Now∑
k∈Zn
〈
f˜ [n](· − k), p|BRn (k;r2)
〉
f [n](x− k)
=
∑
k1∈Z
· · ·
∑
kn∈Z
n∏
i=1
〈
f˜(· − k[i]), pi|BR(k[i];r1)
〉
f (x[i]− k[i])
=
n∏
i=1
∑
k∈Z
〈
f˜(· − k), pi|BR(k;r1)
〉
f (x[i]− k)
=
n∏
i=1
pi(x[i]) = p(x)
for all x ∈ Rn.
Definition 3.25. Let n ∈ Z+, I ⊂ N, I 6= ∅. Let α ∈ (Zn)I . We say that α
preserves neighbours iff k, k + 1 ∈ I implies ‖α(k + 1)− α(k)‖∞ = 1.
Definition 3.26. When n ∈ Z+ define An,k := (Z±(k))n for all k ∈ N and
Bn,k := An,k \An,k−1 for all k ∈ Z+. Define also Bn,0 := {0n}.
Definition 3.27. Let k ∈ Z+. Define function β2,k : Z0(#Bn,k − 1)→ Bn,k by
β2,k(m) :=

(−k + 1 + c,−k); m = c ∈ Z0(2k − 1)
(k,−k + c+ 1); m = 2k + c, c ∈ Z0(2k − 1)
(−k + 1 + c,−k); m = 4k + c, c ∈ Z0(2k − 1)
(−k + 1 + c,−k); m = 6k + c, c ∈ Z0(2k − 1)
Define also β2,0 : Z0(#Bn,0 − 1)→ Bn,0 by β2,0(0) := (0, 0).
Define α2,k(m) := β2,j(m − #A2,j−1) where #A2,j−1 ≤ m < #A2,j and
m ∈ Z0(#A2,k − 1), j ∈ Z0(k) and k ∈ Z+. When k = 0 let α2,0(0) = (0, 0).
Let also α′2,k(m) := α2,k(#A2,k − 1−m) for m ∈ Z0(#A2,k − 1).
Now β2,k is a bijection from Z0(#Bn,k − 1) onto Bn,k and it preserves neigh-
bours for each k ∈ N. Functions α2,k and α′2,k are bijections from Z0(#An,k − 1)
onto An,k and they preserve neighbours for each k ∈ N.
If k < j we define
∑k
i=j xi = 0.
Lemma 3.28. Let n ∈ N, n ≥ 3. There exist bijections βn,k : Z0(#Bn,k − 1)։
Bn,k, k ∈ N, so that βn,k preserves neighbours, βn,k(0) = (k,0n−1), and
βn,k(#Bn,k − 1) = (−k,0n−1) for all k ∈ N.
Proof. We prove case n = 3 first. Suppose that k ∈ Z+. Let
C0 := {(k,x) : x ∈ A2,k}
and
p0(m) := (k, α2,k(m))
for m ∈ Z0(#A2,k − 1). Let
Cs := {(k − s,x) : x ∈ B2,k}
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and
ps(m) := (k − s, β2,k(m))
for m ∈ Z0(#B2,k − 1) and s = 1, . . . , 2k − 1. Let
C2k := {(−k,x) : x ∈ A2,k}
and
p2k(m) := (−k, α′2,k(m))
for m ∈ Z0(#A2,k − 1). Define
β3,k(m) := ps
(
m−
s−1∑
s′=0
#Cs′
)
when
s−1∑
s′=0
#Cs′ ≤ m <
s∑
s′=0
#Cs′
and m ∈ Z0(#B3,k − 1) Now functions β3,k satisfy the conditions of the lemma.
Suppose that the lemma is true for some n ∈ N, n ≥ 3. Define β1n,k := βn,k
for all k ∈ N and β−1n,k(m) := βn,k(#Bn,k − 1 −m) for all m ∈ Z0(#Bn,k − 1),
k ∈ N. Define also αn,k(m) := β(−1)
k−j
n,j (m −#An,j−1) where #An,j−1 ≤ m <
#An,j and m ∈ Z0(#An,k − 1), j ∈ Z0(k) and k ∈ Z+. When k = 0 let
αn,0(0) = 0n. Let also
α′n,k(m) := β
(−1)j
n,k−j
m− j−1∑
j′=0
#Bn,k−j′

for m ∈ Z0(#An,k − 1) and j ∈ Z0(k) where
j−1∑
j′=0
#Bn,k−j′ ≤ m <
j∑
j′=0
#Bn,k−j′ .
Let k ∈ Z+. Let
C0 := {(k,x) : x ∈ An,k}
and
p0(m) := (k, αn,k(m))
for m ∈ Z0(#An,k − 1). Let
Cs := {(k − s,x) : x ∈ Bn,k}
and
ps(m) := (k − s, β(−1)
s
n,k (m))
for m ∈ Z0(#Bn,k − 1) and a = 1, . . . , 2k − 1. Let
C2k := {(−k,x) : x ∈ An,k}
and
p2k(m) := (−k, α′n,k(m))
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for m ∈ Z0(#An,k − 1). Define
βn+1,k(m) := ps
(
m−
s−1∑
s′=0
#Cs′
)
when
s−1∑
s′=0
#Cs′ ≤ m <
s∑
s′=0
#Cs′ .
and m ∈ Z0(#Bn+1,k − 1). Now functions βn+1,k satisfy the conditions of the
lemma.
Definition 3.29. Define
σ[2]c (m) := β2,k (m−#A2,k−1)
where #A2,k−1 ≤ m < #A2,k and m, k ∈ N. When n ≥ 3 define
σ[n]c (m) := β
(−1)k
n,k (m−#An,k−1)
where #An,k−1 ≤ m < #An,k and m, k ∈ N.
Now σ
[n]
c is a bijection from N onto Zn preserving neighbours for each n ∈ N,
n ≥ 2. Case n ≥ 3 follows from Lemma 3.28.
4 On Tensor Product Spaces
Definition 4.1. When n ∈ Z+ define function σ[n]sq : N→ Nn by
σ[n]sq (k) :=
{
k; n = 1
scomb(σ
[n−1]
sq (σsq1(k)), σsq2(k)); n ≥ 2
for all k ∈ N. When n ∈ Z+ and j ∈ Z(n) define function σ(n,j)sq : N→ N by
σ(n,j)sq (k) := σ
[n]
sq (k)[j]
for all k ∈ N.
It can be shown by induction that function σ
[n]
sq is a bijection from N onto
Nn for each n ∈ Z+.
Lemma 4.2. Let n ∈ Z+ and α = π or α = ε. Suppose that Ak is a Banach
space for each k ∈ Z(n). Suppose also that (ak,j)∞j=0 is a Schauder basis of
Banach space Ak for each k ∈ Z(n). Then the sequence(
n⊗
k=1
a
k,σ
(n,k)
sq (j)
)∞
j=0
is a Schauder basis of Banach space
n⊗ˆ
α
k=1
Ak.
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Proof. Use the two dimensional case and induction by n.
We give the following definition to be used with inherited tensor products.
Definition 4.3. Let A and B be Banach spaces and α a reasonable crossnorm
on A⊗B. We say that α preserves operator continuity iff S ⊗ T is an operator
from A⊗α B into A⊗α B whenever S : A→ A and T : B → B are operators.
If α is a uniform crossnorm αA,B preserves operator continuity for all Ba-
nach spaces A and B. The distributive law for completed Banach space tensor
products and direct sums is proved next. Relationship between tensor products
and direct sums has also been investigated by Grecu and Ryan [22] and Ansemil
and Floret [2]. Some lemmas are proved first.
Lemma 4.4. Let E be a Banach space. Let B and C be closed subspaces of E
so that B ∩ C = {0}. Define operators PB : B ∔ C → B and PC : B ∔ C → C
by
PB(b+ c) := b, x = b+ c ∈ B ∔ C
and
PC(b+ c) := c, x = b+ c ∈ B ∔ C.
Then B ∔ C is a closed subspace of E.
Proof. The direct sumB∔C is a normed subspace of E. LetM = max{‖PB‖, ‖PC‖}.
Let (xk)
∞
k=0 ⊂ B∔C be a Cauchy sequence and xk = bk+ ck where bk ∈ B and
ck ∈ C for all k ∈ N. Let h > 0. There exists N ∈ N so that ‖xk′ − xk‖ < hM
for all k, k′ ∈ N so that k, k′ ≥ N . Now ‖bk′ − bk‖ = ‖PB(xk′ − xk)‖ ≤
‖PB‖‖xk′ − xk‖ < h when k, k′ ≥ N . Similarly ‖ck′ − ck‖ < h when k, k′ ≥ N .
Hence (bk)
∞
k=0 is a Cauchy sequence in B and (cl)
∞
l=0 is a Cauchy sequence in
C. So bk → b ∈ B as k → ∞ and cl → c ∈ C as l → ∞. Furthermore,
xk = bk + ck → b + c ∈ B ∔ C as k → ∞. Hence every Cauchy sequence in
B ∔ C converges in that space and B ∔ C is a closed subspace of E.
Lemma 4.5. Let A and E be Banach spaces. Let B and C be closed subspaces
of E so that B ∩ C = {0}. Let α be a reasonable crossnorm on A ⊗ (B ∔ C)
and β a reasonable crossnorm on (B ∔ C)⊗A. Suppose that α and β preserve
operator continuity. Define PB and PC as in Lemma 4.4 and suppose that
PB and PC are operators. Then A⊗ˆα;A⊗(B∔C)B ∩ A⊗ˆα;A⊗(B∔C)C = {0} and
B⊗ˆβ;A⊗(B∔C)A ∩ C⊗ˆβ;A⊗(B∔C)A = {0}.
Proof. Suppose that PB is continuous.
Function idA is an operator. Define function P1 : A⊗α(B∔C)→ A⊗α;A⊗(B∔C)
B by P1 = idA ⊗ PB. Function P1 is an operator and (see [46, chapter 6.1])
it has a unique continuous linear extension P ′1 : A⊗ˆα;A⊗(B∔C)(B ∔ C) →
A⊗ˆα;A⊗(B∔C)B. P1 and P ′1 have the same norm.
Let f ∈ A⊗ˆα;A⊗(B∔C)B. There exists a sequence (fk)∞k=0 in the noncom-
pleted tensor product A⊗α;A⊗(B∔C) B so that ‖f − fk‖α → 0 as k →∞. Now
P ′1fk = P1fk = fk for all k ∈ N and hence P ′1fk → f as k → ∞. On the other
hand, P ′1 is continuous and P
′
1fk → P ′1f as k →∞. Hence P ′1f = f . Therefore
P ′1f = f for all f ∈ A⊗ˆα;A⊗(B∔C)B.
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Let g ∈ A⊗ˆα;A⊗(B∔C)C. There exists a sequence (gk)∞k=0 in the noncom-
pleted tensor product A⊗α;A⊗(B∔C) C so that ‖g − gk‖α → 0 as k →∞. Now
gk =
m(k)∑
i=1
ak,i ⊗ ck,i
where ak,i ∈ A, ck,i ∈ C, m(k) ∈ N, and k ∈ N. Since PBc = 0 for all c ∈ C
PBgk =
m(k)∑
i=1
ak,i ⊗ (PBck,i) = 0 ∀k ∈ N.
Hence P ′1g = 0. If g ∈ A⊗ˆα;A⊗(B∔C)C and g 6= 0 then P ′1g = 0 and P ′1g 6= g
and hence g 6∈ A⊗ˆα;A⊗(B∔C)B. So A⊗ˆα;A⊗(B∔C)B ∩ A⊗ˆα;A⊗(B∔C)C = {0}.
Proof of equation B⊗ˆβ;A⊗(B∔C)A ∩ C⊗ˆβ;A⊗(B∔C)A = {0} is similar.
Theorem 4.6. Let A and E be Banach spaces. Let B and C be closed subspaces
of E so that B ∩ C = {0}. Define PB and PC as in Lemma 4.4 and suppose
that PB and PC are operators. Let α be a reasonable crossnorm on A⊗ (B∔C)
and β a reasonable crossnorm on (B ∔ C)⊗A. Suppose that α and β preserve
operator continuity. Now A⊗ˆα (B ∔ C) =n.s. A⊗ˆα;A⊗(B∔C)B∔A⊗ˆα;A⊗(B∔C)C
and (B ∔ C) ⊗ˆβA =n.s. B⊗ˆβ;(B∔C)⊗AA∔ C⊗ˆβ;(B∔C)⊗AA.
Proof. By Lemma 4.5
A⊗ˆα;A⊗(B∔C)B ∩ A⊗ˆα;A⊗(B∔C)C = {0}.
Let
M :=n.s. A⊗ˆα;A⊗(B∔C)B ∔A⊗ˆα;A⊗(B∔C)C.
Now M is a normed subspace of A⊗ˆα(B ∔ C). Define operators P1 : A ⊗α
(B ∔ C) → A ⊗α B and P2 : A ⊗α (B ∔ C) → A ⊗α C by P1 = idA ⊗ PB
and P2 = idA ⊗ PC . Operator P1 has a unique continuous linear extension
P ′1 : A⊗ˆα(B ∔ C) → A⊗ˆαB. We have ‖P1‖ = ‖P ′1‖. Similarly, operator P2
has a unique continuous linear extension P ′2 : A⊗ˆα(B ∔ C) → A⊗ˆαC and we
have ‖P2‖ = ‖P ′2‖. Let x ∈ M . Now x = u+ v where u ∈ A⊗ˆα;A⊗(B∔C)B and
v ∈ A⊗ˆα;A⊗(B∔C)C. There exists (uk)∞k=0 ⊂ A ⊗α;A⊗(B∔C) B so that uk → u
as k →∞ and
uk =
m1(k)∑
j=1
wj,k ⊗ bj,k
wherem1(k) ∈ Z+, wj,k ∈ A, and bj,k ∈ B. There exists (vk)∞k=0 ⊂ A⊗α;A⊗(B∔C)
C so that vk → v as k →∞ and
vk =
m2(k)∑
j=1
zj,k ⊗ cj,k
where m2(k) ∈ Z+, zj,k ∈ A, and cj,k ∈ C. Now P1uk = uk and P1vk = 0 for
all k ∈ N and hence P ′1u = u and P ′1v = 0. Similarly, P2uk = 0 and P2vk = vk
for all k ∈ N and hence P ′2u = 0 and P ′2v = v. So P ′1x = u and P ′2x = v. By
Lemma 4.4 the normed vector space M is a closed subspace of A⊗ˆα(B ∔ C).
25
Let t ∈ A⊗ˆα(B ∔ C). Let h > 0. There exists y ∈ A ⊗α (B ∔ C) so that
‖y − t‖ < h. Now
y =
n∑
j=1
aj ⊗ (b′j + c′j) =
n∑
j=1
aj ⊗ b′j +
n∑
j=1
aj ⊗ c′j
where n ∈ N and aj ∈ A, b′j ∈ B, c′j ∈ C for j ∈ Z(n). Therefore y ∈
A ⊗α;A⊗(B∔C) B ∔ A ⊗α;A⊗(B∔C) C ⊂ M . Number h > 0 was arbitrary so
t ∈M =M . Hence
A⊗ˆα (B ∔ C) =n.s. A⊗ˆα;A⊗(B∔C)B ∔A⊗ˆα;A⊗(B∔C)C.
Proof of
(B ∔ C) ⊗ˆβA =n.s. B⊗ˆβ;(B∔C)⊗AA∔ C⊗ˆβ;(B∔C)⊗AA
is similar.
Corollary 4.7. Let α be an injective uniform crossnorm. Let A and E be
Banach spaces. Let B and C be closed subspaces of E so that B ∩ C = {0}.
Define PB and PC as in Lemma 4.4 and suppose that PB and PC are operators.
Then
A⊗ˆαB ∩ A⊗ˆαC = {0},
B⊗ˆαA ∩ C⊗ˆαA = {0},
and
A⊗ˆα (B ∔ C) =n.s. A⊗ˆαB ∔A⊗ˆαC,
(B ∔ C) ⊗ˆαA =n.s. B⊗ˆαA∔ C⊗ˆαA.
Lemma 4.8. Let K = R or K = C. Let n,m ∈ Z+, X be a closed subspace of
Cb(R
n,K) and Y be a closed subspace of Cb(R
m,K). Then
ε(u) = sup
t∈Rn+m
∣∣∣∣∣
k∑
i=1
xi(t[1], . . . , t[n])yi(t[n+ 1], . . . , t[n+m])
∣∣∣∣∣
for all u ∈ X ⊗ Y where
u =
k∑
i=1
xi ⊗ yi,
k ∈ Z+, and xi ∈ X, yi ∈ Y for i ∈ Z(k). I.e. the injective tensor norm of u
equals to the norm of u as an element of Cb(R
n+m,K).
Proof. Let u ∈ X ⊗ Y ,
u =
k∑
i=1
xi ⊗ yi,
where k ∈ Z+ and xi ∈ X , yi ∈ Y for i ∈ Z(k). Now
ε(u) = sup
{∣∣∣∣∣
k∑
i=1
ϕ(xi)ψ(yi)
∣∣∣∣∣ : ϕ ∈ BX∗ , ψ ∈ BY ∗
}
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Set A1 = {δt ∈ X∗ : t ∈ Rn} is a norming set of X , set A2 = {δt ∈ Y ∗ : t ∈ Rm}
is a norming set of Y , and consequently [46, chapter 3.1]
ε(u) = sup
{∣∣∣∣∣
k∑
i=1
ϕ(xi)ψ(yi)
∣∣∣∣∣ : ϕ ∈ A1, ψ ∈ A2
}
= sup
{∣∣∣∣∣
k∑
i=1
δt1(xi)δt2(yi)
∣∣∣∣∣ : t1 ∈ Rn, t2 ∈ Rm
}
= sup
t∈Rn+m
∣∣∣∣∣
k∑
i=1
xi(t[1], . . . , t[n])yi(t[n+ 1], . . . , t[n+m])
∣∣∣∣∣.
Theorem 4.9. Let K = R or K = C. Let n,m ∈ Z+, X be a closed subspace
of Cb(R
n,K), and Y be a closed subspace of Cb(R
m,K). The tensor product
X⊗ˆεY is a closed subspace of Cb(Rn+m,K) and consequently
ε(u) = ‖u‖∞ ∀u ∈ X⊗ˆεY
where ‖u‖∞ is the supremum norm of u as an element of Cb(Rn+m,K).
Proof. The algebraic tensor product X ⊗ Y is isomorphic to a subspace of
Cb(R
n+m,K) as a vector space. By Lemma 4.8 the norm in X ⊗ε Y is equal to
the supremum norm. Therefore the completion X⊗ˆεY is the closure of X ⊗ε Y
in Cb(R
n+m,K). Hence the norm of an element u ∈ X⊗ˆεY equals the norm of
u in Cb(R
n+m,K).
Corollary 4.10. Let K = R or K = C, n ∈ N + 2, and X1, . . . , Xn be closed
subspaces of Cb(R,K). Then the tensor product X1⊗ˆε · · · ⊗ˆεXn is a closed sub-
space of Cb(R
n,K).
Lemma 4.11. Let K = R or K = C. Let n,m ∈ Z+, f ∈ C0(Rn,K) and
g ∈ C0(Rm,K). Then f ⊗ g ∈ C0(Rn+m,K).
Proof. Define operator A1 : R
n+m → Rn by
A1x := (x[1], . . . ,x[n]), x ∈ Rn+m
and operator A2 : R
n+m → Rm by
A2x := (x[n+ 1], . . . ,x[n+m]), x ∈ Rn+m.
Now (f⊗g)(x) = f(A1x)g(A2x) for all x ∈ Rn+m and hence f⊗g is continuous.
Since |(f ⊗ g)(x)| = |f(A1x)g(A2x)| ≤ ‖f‖∞‖g‖∞ for all x ∈ Rn+m function
f ⊗ g is bounded.
Let c ∈]0, 1[. There exists r1 ∈ R+ so that
|f(x)| < c‖g‖∞ + 1
∀x ∈ Rn+m \BRn(0; r1).
Similarly, there exists r2 ∈ R+ so that
|g(x)| < c‖f‖∞ + 1
∀x ∈ Rn+m \BRn(0; r1).
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Let r := 2max{r1, r2}. Suppose that y ∈ Rn+m \BRn(0; r). Now
‖y‖ =
√√√√n+m∑
k=1
(y[k])
2
=
√
‖A1y‖2 + ‖A2y‖2 > r.
Consequently
‖A1y‖2 + ‖A2y‖2 > r2 =⇒ max{‖A1y‖2, ‖A2y‖2} > r
2
2
=⇒ ‖A1y‖ > max{r1, r2} ≥ r1
∨ ‖A2y‖ > max{r1, r2} ≥ r2.
In case ‖A1y‖ > r1
|(f ⊗ g)(y)| = |f(A1y)||g(A2y)| ≤ c‖g‖∞ + 1
‖g‖∞ < c
and in case ‖A2y‖ > r2
|(f ⊗ g)(y)| = |f(A1y)||g(A2y)| ≤ ‖f‖∞
c
‖f‖∞ + 1
< c.
Hence |(f ⊗ g)(y)| < c. Consequently
lim
‖x‖→∞
(f ⊗ g)(y) = 0
and f ⊗ g ∈ C0(Rn+m,K).
Lemma 4.12. Let K = R or K = C. Let n,m ∈ Z+, f ∈ Cu(Rn,K) and
g ∈ Cu(Rm,K). Then f ⊗ g ∈ Cu(Rn+m,K).
Lemma 4.13. Let K = R or K = C and n ∈ Z+. Then
n⊗ˆ
ε
j=1
Cu(R,K) ⊂c.s. Cu(Rn,K)
Proof. Define
F [n
′] :=n.s.
n′⊗ˆ
ε
j=1
Cu(R,K)
for all n′ ∈ Z. By Corollary 4.10 F [n′] ⊂c.s. Cb(Rn,K) for each n′ ∈ Z+. When
n = 1 the lemma is true. Suppose that the lemma is true for some n′ ∈ Z+. By
Lemma 4.12 F [n
′]⊗εCu(R,K) ⊂n.s. Cu(Rn′+1,K). As Cu(Rn′+1,K) is complete
it follows that F [n
′+1] =n.s. F
[n′]⊗ˆεCu(R,K) ⊂c.s. Cu(Rn′+1,K).
Lemma 4.14. Let K = R or K = C and n ∈ Z+. Then
n⊗ˆ
ε
j=1
C0(R,K) ⊂c.s. C0(Rn,K).
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Proof. Define
F [n
′] :=n.s.
n′⊗ˆ
ε
j=1
C0(R,K)
for all n′ ∈ Z. By Corollary 4.10 F [n′] ⊂c.s. Cb(Rn,K) for each n′ ∈ Z+. When
n = 1 the lemma is true. Suppose that the lemma is true for some n′ ∈ Z+. By
Lemma 4.11 F [n
′]⊗εC0(R,K) ⊂n.s. C0(Rn′+1,K). As C0(Rn′+1,K) is complete
it follows that F [n
′+1] =n.s. F
[n′]⊗ˆεC0(R,K) ⊂c.s. C0(Rn′+1,K).
Lemma 4.15. Let K = R or K = C. Let α be a uniform crossnorm. Let
E1, E2, F1, and F2 be Banach spaces. Let A1 be a closed subspace of E1, A2 a
closed subspace of E2, B1 a closed subspace of F1, and B2 a closed subspace of
F2. Suppose that A1 is topologically complemented in E1 and A2 is topologically
complemented in E2. Let S : A1 → B1 and T : A2 → B2 be operators. Then
S ⊗ T is an operator from A1 ⊗α;E1⊗E2 A2 into B1 ⊗α;F1⊗F2 B2.
Proof. Let P1 be a continuous projection of E1 onto A1 and P2 be a continuous
projection of E2 onto A2. Let X = E1 ⊗α E2 and Y = F1 ⊗α F2. Let R =
(S ◦ P1) ⊗ (T ◦ P2). Now R is an operator from X into Y and R[X ] = (S ⊗
T ) [A1 ⊗α;E1⊗E2 A2] ⊂ B1 ⊗α;F1⊗F2 B2. Hence S ⊗ T = R| (A1 ⊗α;E1⊗E2 A2) is
an operator and
‖S ⊗ T ‖ ≤ ‖R‖ = ‖S ◦ P1‖‖T ◦ P2‖ ≤ ‖S‖‖T ‖‖P1‖‖P2‖.
Definition 4.16. Let E1, E2, and F Banach spaces so that E1⊗E2 is a linear
subspace of F . Define E1⊗(F )E2 to be the vector space E1⊗E2 equipped with
the norm inherited from F and
E1⊗ˆ(F )E2 :=n.s. closF
(
E1 ⊗(F ) E2
)
.
Definition 4.17. Let n ∈ Z+. Let A1, . . . , An and B1, . . . , Bn be Banach spaces
so that A1 is a closed subspace of B1 and Bk ⊗ Ak+1 is a linear subspace of
Bk+1 for k ∈ Z(n− 1). When k ≥ 2 define
k⊗ˆ
(Bj )
j=1
Aj :=n.s. closBk Tk
where
Tk :=n.s.
 k−1⊗ˆ
(Bj )
j=1
Aj
⊗(Bk) Ak.
When k = 1 define
k⊗ˆ
(Bj )
j=1
Aj :=n.s. A1.
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When the assumptions of Definition 4.17 hold
k⊗ˆ
(Bj)
j=1
Aj
is a closed subspace of Banach space Bk for all k ∈ Z(n).
Definition 4.18. Let A1, A2, B1, B2, E, and F be Banach spaces so that A1⊗A2
is a linear subspace of E and B1⊗B2 is a linear subspace of F . Let P1 : A1 → B1
and P2 : A2 → B2 be operators so that P1 ⊗P2 is an operator from A1 ⊗(E) A2
into B1 ⊗(F ) B2. Define operator P1 ⊗(E,F ) P2 : A1⊗ˆ(E)A2 → B1⊗ˆ(F )B2 to be
the unique continuous linear extension of P1 ⊗ P2 to A1⊗ˆ(E)A2.
The extension in the previous definion always exists. See [29, theorem 3.4.4]
and [46, chapter 6.1].
Definition 4.19. Let n ∈ Z+. Let A1, . . . , An, B1, . . . , Bn, E1, . . . , En, and
F1, . . . , Fn be Banach spaces so that
• A1 is a closed subspace of E1 and Ek ⊗Ak+1 is a linear subspace of Ek+1
for all k = 1, . . . , n− 1.
• B1 is a closed subspace of F1 and Fk ⊗Bk+1 is a linear subspace of Fk+1
for all k = 1, . . . , n− 1.
Suppose that Pk : Ak → Bk, k = 1, . . . , n are operators. Let S1 := P1, T1 :=
S1 = P1, and Sk := Tk−1 ⊗ Pk for k = 2, . . . , n. When k ∈ {2, . . . , n} and Sk is
continuous let
Tk :
k⊗ˆ
(El)
l=1
Al →
k⊗ˆ
(Fl)
l=1
Bl,
be the unique continuous linear extension of Sk to
k⊗ˆ
(El)
l=1
Al.
If k ∈ {2, . . . , n} and Sk is not continuous let Tk = 0. When all of the functions
Sk, Tk, k = 1, . . . , n are operators define
n⊗
(Ek,Fk)
k=1
Pk = Tn.
If any of the functions Sk, Tk, k = 1, . . . , n is not an operator then
n⊗
(Ek,Fk)
k=1
Pk
is undefined.
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Lemma 4.20. Let n ∈ Z+. Let A1, . . . , An and B1, . . . , Bn be Banach spaces
so that Bk is a closed subspace of Ak for each k ∈ Z(n). Let α be a uniform
crossnorm. Let Pk : Ak → Bk be a continuous projection of Ak onto Bk for
each k ∈ Z(n). Let
En :=n.s.
n⊗ˆ
α
k=1
Ak, Fn :=n.s.
n⊗ˆ
α
k=1
Bk, and Qn :=n.s.
n⊗
α
k=1
Pk.
Suppose that Fn ⊂c.s. En. Then Qn is a continuous projection of En onto Fn.
Proof. Qn is a continuous linear function from En into Fn. We shall prove by
induction that Qn is a projection onto Fn. Suppose that the proposition is true
for some n′ ∈ Z(n− 1) (induction assumption). Then Qn′+1 = Qn′ ⊗α Pn′+1,
En′+1 = En′⊗ˆαAn′+1, and Fn′+1 = Fn′⊗ˆαBn′+1. Let x ∈ Fn′+1. There exists
(xk)
∞
k=0 ⊂ Fn′ ⊗α Bn′+1 so that xk → x as k →∞. Let k1 ∈ N. Then
xk1 =
m∑
j=1
fj ⊗ bj
where m ∈ Z+ and fj ∈ Fn′ , bj ∈ Bn′+1 for each j ∈ Z(m). Now
Qn′+1xk1 =
m∑
j=1
(Qn′fj)⊗ (Pn′+1bj) =
m∑
j=1
fj ⊗ bj = xk1
where the second equality follows the induction assumption. Since k1 ∈ N was
arbitrary and Qn′+1 is continuous Qn′+1x = x. Therefore the proposition is
true for n′ + 1 and hence for all n ∈ Z+.
Uniform crossnorms behave well with isometric and topological isomorphisms.
The following two lemmas are related to this.
Lemma 4.21. Let α be a uniform crossnorm. Let A,B,A′, and B′ be Banach
spaces so that A ∼=1 A′ and B ∼=1 B′. Let ιA : A → A′ and ιB : B → B′
be isometric isomorphisms. Then ιA ⊗α ιB is an isometric isomorphism from
A⊗ˆαB onto A′⊗ˆαB′.
Proof. Function ιA ⊗α ιB is a linear and continuous function from A⊗ˆαB into
A′⊗ˆαB′.
We prove first that ιA ⊗α ιB is a surjection onto A′⊗ˆαB′. Let v ∈ A′⊗ˆαB′.
There exists a sequence (vk)
∞
k=0 ⊂ A′ ⊗α B′ so that vk → v as k →∞. Now
vk =
mk∑
j=1
xk,j ⊗ yk,j ∀k ∈ N
where mk ∈ Z+ for all k ∈ N and xk,j ∈ A′, yk,j ∈ B′ for all k ∈ Z+ and
j ∈ Z(mk). Let ak,j = ι−1A (xk,j) and bk,j = ι−1B (yk,j) for all k ∈ Z+ and
j ∈ Z(mk). Define
uk :=
mk∑
j=1
ak,j ⊗ bk,j ∀k ∈ N
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Now (ιA ⊗ ιB)(uk) = vk and (ι−1A ⊗ ι−1B )(vk) = uk for all k ∈ N. Since ι−1A is an
isometric isomorphism from A′ onto A and ι−1B is an isometric isomorphism from
B′ onto B it follows that ι−1A ⊗ˆαι−1B is a continuous linear function from A′⊗ˆαB′
into A⊗ˆαB. Therefore uk = (ι−1A ⊗α ι−1B )(vk) → (ι−1A ⊗α ι−1B )(v) ∈ A⊗ˆαB as
k → ∞. Furthermore, (ιA ⊗ ιB)(uk) = vk → v as k → ∞ and it follows that
(ιA ⊗α ιB)((ι−1A ⊗α ι−1B )(v)) = v. Hence ιA ⊗α ιB is a surjection onto A′⊗ˆαB′.
We then prove that ιA ⊗α ιB is distance preserving. Let v ∈ A⊗ˆαB. Since
α is a uniform crossnorm it follows that ‖ιA ⊗α ιB‖ ≤ ‖ιA‖‖ιB‖ = 1 and∥∥ι−1A ⊗α ι−1B ∥∥ ≤ ∥∥ι−1A ∥∥∥∥ι−1B ∥∥ = 1. Now
αA′,B′ ((ιA ⊗α ιB) (v)) ≤ ‖ιA ⊗α ιB‖αA,B(v) ≤ αA,B(v)
and
αA,B(v) = αA,B
((
ι−1A ⊗α ι−1B
)
((ιA ⊗α ιB) (v))
)
≤ ∥∥ι−1A ⊗α ι−1B ∥∥αA′,B′ ((ιA ⊗α ιB) (v))
≤ αA′,B′ ((ιA ⊗α ιB) (v)) .
Consequently αA,B(v) = αA′,B′((ιA ⊗α ιB)(v)). Thus function ιA ⊗α ιB is
distance preserving and an isometric isomorphism from A⊗ˆαB onto A′⊗ˆαB′.
Lemma 4.22. Let α be a uniform crossnorm. Let A,B,A′, and B′ be Banach
spaces. Let ιA : A → A′ and ιB : B → B′ be topological isomorphisms. Then
ιA ⊗α ιB is a topological isomorphism from A⊗ˆαB onto A′⊗ˆαB′.
Proof. Function ιA ⊗α ιB is a linear and continuous function from A⊗ˆαB into
A′⊗ˆαB′. The proof of the surjectivity of ιA⊗α ιB is similar to that in the proof
of Lemma 4.21.
We then prove that ιA ⊗α ιB defines a norm equivalence between spaces
A⊗ˆαB and A′⊗ˆαB′. We may assume that none of the spaces A, B, A′, or B′
is {0}. We have ‖ιA ⊗α ιB‖ > 0 and
∥∥ι−1A ⊗α ι−1B ∥∥ > 0 as neither of these two
mappings is identically zero. Now αA′,B′((ιA ⊗α ιB)(v)) ≤ ‖ιA ⊗α ιB‖αA,B(v)
and
αA,B(v) = αA,B
((
ι−1A ⊗α ι−1B
)
((ιA ⊗α ιB) (v))
)
≤ ∥∥ι−1A ⊗α ι−1B ∥∥αA′,B′ ((ιA ⊗α ιB) (v))
from which it follows that
1∥∥ι−1A ⊗α ι−1B ∥∥αA,B(v) ≤ αA′,B′((ιA ⊗α ιB)(v)).
Consequently
1∥∥ι−1A ⊗α ι−1B ∥∥αA,B(v) ≤ αA′,B′ ((ιA ⊗α ιB) (v))
≤ ∥∥ι−1A ⊗α ι−1B ∥∥αA′,B′ ((ιA ⊗α ιB) (v)) .
Hence function ιA ⊗α ιB is defines a norm equivalence between spaces A⊗ˆαB
and A′⊗ˆαB′. If x, y ∈ A⊗ˆαB, x 6= y it follows that
αA′,B′ ((ιA ⊗α ιB) (x)− (ιA ⊗α ιB) (y)) = αA′,B′ ((ιA ⊗α ιB) (x− y))
≥ 1∥∥ι−1A ⊗α ι−1B ∥∥αA,B (x− y) > 0
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and consequently (ιA ⊗α ιB)(x) 6= (ιA ⊗α ιB)(y). Hence function ιA ⊗α ιB is a
topological isomorphism from A⊗ˆαB onto A′⊗ˆαB′.
Book [46] has an exercise for proving isometric isomorphism l1⊗ˆπl1 ∼=1 l1.
However, we also need to construct the isometric isomorphism for this article
so we give the following lemma without proof.
Lemma 4.23. Let K = R or K = C. Define function
ι : l1(N,K)→ l1(N,K)⊗ˆπl1(N,K)
by
ι(ek) := e
⊗
σsq(k)
, k ∈ N,
and extending by linearity and continuity onto whole l1(N,K). Then ι is an iso-
metric isomorphism from Banach space l1(N,K) onto Banach space l1(N,K)⊗ˆπl1(N,K).
This result can be generalized for the completed projective tensor product
of more than two l1(N,K):
Lemma 4.24. Let K = R or K = C and n ∈ Z+. Define function
η[n] : l1(N,K)→
n⊗ˆ
π
k=1
l1(N,K)
by
η[n](ek) := e
⊗
σ
[n]
sq (k)
, k ∈ N,
and extending by linearity and continuity onto whole l1(N,K). Then η is an
isometric isomorphism from Banach space l1(N,K) onto Banach space
n⊗ˆ
π
k=1
l1(N,K).
Proof. Case n = 1 is trivial and case n = 2 is true by Lemma 4.23. The lemma
can be proven using induction by n and equation
∀n ∈ N+ 2 : η[n+1] = (η[n]⊗πidl1(N,K)) ◦ η[2].
Lemma 4.25. Let K = R or K = C and n ∈ Z+. Define function
ξ[n] :
n⊗ˆ
π
k=1
l1(Z,K)→ l1(Zn,K)
by
ξ[n](eˇ⊗k ) := eˇk, k ∈ Zn,
and extending by linearity and continuity onto whole
n⊗ˆ
π
k=1
l1(Z,K). Then ξ[n] is
well-defined and it is an isometric isomorphism from Banach space
n⊗ˆ
π
k=1
l1(Z,K)
onto Banach space l1(Zn,K).
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Proof. Let α be some bijection from Z onto N. Define function β : l1(Z,K) →
l1(N,K) by
β(eˇk) := eα(k)
for all k ∈ Z. and extending by linearity and continuity onto whole l1(Z,K).
Function β is an isometric isomorphism from Banach space l1(Z,K) onto Banach
space l1(N,K). Define
β[n] :=
n⊗
π
k=1
β.
Now β[n] is an isometric isomorphism from Banach space
n⊗ˆ
π
k=1
l1(Z,K)
onto Banach space
n⊗ˆ
π
k=1
l1(N,K).
Let
α[n](ℓ) :=
n∑
k=1
α(ℓ[k])e
[n]
k
for all ℓ ∈ Zn. It can be shown that α[n] is a bijection from Zn onto Nn. Let
ρ := (α[n])−1 ◦ σ[n]sq . Now ρ is a bijection from N onto Zn. Define function
γ : l1(N,K)→ l1(Zn,K) by
γ(ek) := eˇρ(k), k ∈ N,
and extending by linearity and continuity onto whole l1(N,K). Function γ
is an isometric isomorphism from Banach space l1(N,K) onto Banach space
l1(Zn,K). Define function η[n] as in Lemma 4.24. Let ξ[n] := γ ◦ (η[n])−1 ◦ β[n]
Now function ξ[n] is an isometric isomorphism from Banach space
n⊗ˆ
π
k=1
l1(Z,K)
onto Banach space l1(Zn,K).
We give then a lemma about multiplication of series in spaces topologically
isomorphic to c0 or l
1.
Lemma 4.26. Let K = R or K = C and n ∈ Z+. Let F be a Banach space
with scalar field K and α be a uniform crossnorm. Let X =n.s. c0(N,K) or
X =n.s. l
1(N,K). Let η : F → X be a topological isomorphism and suppose that
η(fj) = ej where fj ∈ F for each j ∈ N. Let ak ∈ X for all k ∈ Z(n). Then
n⊗
l=1
∑
j∈N
al[j]fj
 = ∑
k∈Nn
(
n∏
l=1
al[k[l]]
)
fk[1] ⊗ · · · ⊗ fk[n]
=
∑
k∈Nn
n⊗
l=1
al[k[l]]fk[l]
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where the second and third series are computed on space
n⊗ˆ
α
k=1
F .
Proof. Let
η[n] :=
n⊗
α
k=1
η, F [n] :=n.s.
n⊗ˆ
α
k=1
F, and X [n] :=n.s.
n⊗ˆ
α
k=1
X.
By Lemma 4.22 η[n] is a topological isomorphism from F [n] onto X [n].
Let
t :=
n⊗
k=1
∑
j∈N
ak[j]fj
 .
Now
η[n] (t) =
n⊗
l=1
η
∑
j∈N
al[j]fj
 = n⊗
l=1
∑
j∈N
al[j]ej

=
∑
m1∈N
· · ·
∑
mn∈N
(
n∏
l=1
al[ml]
)
em1 ⊗ · · · ⊗ emn
and (
η[n] (t)
)
[k] =
n∏
l=1
al[k[l]]
for each k ∈ Nn. Consequently
η[n] (t) =
∑
k∈Nn
(
n∏
l=1
al[k[l]]
)
ek[1] ⊗ · · · ⊗ ek[n].
It follows that
t =
(
η[n]
)−1 (
η[n] (t)
)
=
∑
λ∈Nn
(
n∏
l=1
al[k[l]]
)
fk[1] ⊗ · · · ⊗ fk[n]
=
∑
k∈Nn
n⊗
l=1
al[k[l]]fk[l].
5 General Definitions for a Compactly Supported
Interpolating MRA
5.1 Mother Scaling Function
Definition 5.1. Let K = R or K = C and n ∈ Z+. A compactly supported
interpolating mother scaling function is a function ϕ ∈ Ccom(Rn,K) satisfying
the following conditions:
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(MSF.1)
∀k ∈ Zn : ϕ(k) = δk,0
(MSF.2)
∀x ∈ Rn : ϕ(x) =
∑
k∈Zn
ϕ
(
k
2
)
ϕ(2x− k).
The Deslauriers-Dubuc fundamental functions satisfy these conditions [18].
5.2 General Definitions for the Univariate MRA’s
We shall denote the function space for which the MRA is defined by E in
this section. We have either E = Cu(R,K) or E = C0(R,K) where K = R
or K = C. We shall assume that ϕ ∈ Ccom(R,K) is a compactly supported
interpolating mother scaling function throughout this subsection.
Definition 5.2. Define function ψ ∈ Ccom(R,K) by
ψ(x) := ϕ(2x− 1)
for all x ∈ R. Function ψ is called the mother wavelet .
Definition 5.3. Define
ϕj,k := ϕ(2
j · −k)
and
ψj,k := ψ(2
j · −k)
for all j ∈ Z and k ∈ Z.
Definition 5.4. Define
ζs :=
{
ϕ; s = 0
ψ; s = 1
and
ζs,j,k :=
{
ϕj,k; s = 0
ψj,k; s = 1
where s ∈ {0, 1}, j ∈ Z, and k ∈ Z.
Definition 5.5. When k ∈ Z define
hk := ϕ
(
k
2
)
gk := δk,1
h˜k := δk,0
g˜k := (−1)k−1h1−k.
Definition 5.6. When t ∈ {0, 1} and k ∈ Z define
gt,k :=
{
hk; t = 0
gk; t = 1
and
g˜t,k :=
{
h˜k; t = 0
g˜k; t = 1
.
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Definition 5.7. Define ϕ˜ := δ ∈ E∗ and ψ˜ ∈ E∗ by
ψ˜ := 2
∑
k∈Z
g˜kϕ˜(2 · −k). (19)
Define ϕ˜j,k := 2
jϕ˜(2j · −k) and ψ˜j,k := 2jψ˜(2j · −k) where j, k ∈ Z.
As ϕ is compactly supported only a finite number of numbers hk, k ∈ Z,
and the other three filters defined by Definition 5.5 are nonzero. Consequently
the series in Equation (19) has a finite number of nonzero terms.
Definition 5.8. Define
ζ˜s :=
{
ϕ˜; s = 0
ψ˜; s = 1
and
ζ˜s,j,k :=
{
ϕ˜j,k; s = 0
ψ˜j,k; s = 1
where j, k ∈ Z and s ∈ {0, 1}.
Lemma 5.9. Let k, l ∈ Z. Then
(i)
〈ϕ˜j,k, ϕj,l〉 = δk,l
(ii)
〈ϕ˜j,k, ψj,l〉 = 0
(iii)
〈ψ˜j,k, ϕj,l〉 = 0
(iv)
〈ψ˜j,k, ψj,l〉 = δk,l
Proof. See also [7, section 2] and [21].
(i)
〈δ(2j · −k), ϕ(2j · −l)〉 = 〈 1
2j
δ
(
· − k
2j
)
, ϕ(2j · −l)〉 = 1
2j
ϕ(k− l) = 1
2j
δk,l
The last equality follows from (MSF.1).
(ii) As 2k − 2l− 1 6= 0 it follows from (MSF.1) that
〈δ(2j · −k), ψ(2j · −l)〉 = 1
2j
ψ(k − l) = 1
2j
ϕ(2k − 2l − 1) = 0.
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(iii)
〈ψ˜(2j · −k), ϕ(2j · −l)〉 = 2
∑
ν∈Z
g˜ν
1
2j+1
〈δ(· − 2k + ν
2j+1
), ϕ(2j · −l)〉
=
1
2j
∑
ν∈Z
g˜νϕ
(
k − l + ν
2
)
=
1
2j
∑
ν∈Z
g˜ν
∑
µ∈Z
ϕ
(µ
2
)
ϕ (2k − 2l+ ν − µ)
=
1
2j
∑
ν∈Z
∑
µ∈Z
(−1)ν−1ϕ
(
1− ν
2
)
ϕ
(µ
2
)
δ2l−2k,ν−µ
=
1
2j
∑
ν∈Z
(−1)ν−1ϕ
(
1− ν
2
)
ϕ
(
ν − 2l+ 2k
2
)
=
1
2j
(
ϕ
(
1− 2l + 2k
2
)
−
∑
ν∈Z
ϕ
(
1− 2ν
2
)
ϕ (2ν′ − 2l + 2k)
)
=
1
2j
(
ϕ
(
1− 2l+ 2k
2
)
− ϕ
(
1− 2l+ 2k
2
))
= 0
The 6th equality follows from (MSF.1).
(iv)
〈ψ˜(2j · −k), ψ(2j · −l)〉 =
〈
2
∑
ν∈Z
g˜νδ(2
j+1 · −2k − ν), ϕ(2j+1 · −2l− 1)
〉
=
1
2j
∑
ν∈Z
g˜νϕ(2k + ν − 2l− 1)
=
1
2j
∑
ν∈Z
g˜νδν,2l−2k+1 =
1
2j
δk,l
The last equality follows from the fact that g˜ν = 0 for all ν ∈ Z, ν odd,
and ν 6= 1.
5.3 General Definitions for Multivariate MRA’s
We will assume that n ∈ Z+ and either K = R or K = C throughout this
subsection. We will also assume that E =n.s. Cu(R,K) or E =n.s. C0(R,K).
Furthermore, ϕ ∈ Ccom(R,K) shall be a compactly supported interpolating
mother scaling function throughout this subsection.
We set
F :=n.s.
{
Cu(R
n,K); E = Cu(R,K)
C0(R
n,K); E = C0(R,K)
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Definition 5.10. Define function ϕ[n] ∈ Ccom(Rn,K) by
ϕ[n] :=
n⊗
k=1
ϕ.
Function ϕ[n] is called an n-dimensional tensor product mother scaling function
generated by ϕ. Define also
ϕ
[n]
j,k := ϕ
[n](2j · −k)
where j ∈ Z and k ∈ Zn.
Function ϕ[n] is a compactly supported interpolating mother scaling function
on Rn.
Definition 5.11. Define function ψ
[n]
s ∈ Ccom(Rn,K) by
ψ[n]s :=
n⊗
k=1
ζs[k]
for all s ∈ {0, 1}n. Define functions ψ[n]s,j,k ∈ Ccom(Rn,K) by
ψ
[n]
s,j,k :=
n⊗
l=1
ζs[l],j,k[l]
for all s ∈ {0, 1}n, j ∈ Z, and k ∈ Zn.
We have
ψ[n]s
(
k+
1
2
s
)
= δk,0 (20)
for all s ∈ {0, 1}n and k ∈ Zn.
Definition 5.12. Let n ∈ Z+, s ∈ {0, 1}n, and t ∈ Zn. Define
g
[n]
s,t :=
n∏
l=1
gs[l],t[l]
and
g˜
[n]
s,t :=
n∏
l=1
g˜s[l],t[l].
Lemma 5.13. Suppose that m ∈ Z+ so that
∀k ∈ Z : |k| ≥ m =⇒ hk = 0.
Then
ψ[n]s =
∑
ℓ∈(Z±(m))
n
g
[n]
s,ℓϕ
[n]
1,ℓ
ψ
[n]
s,j,k =
∑
ℓ∈(Z±(m))
n
g
[n]
s,ℓϕ
[n]
j+1,2k+ℓ =
∑
m∈Zn
g
[n]
s,m−2kϕ
[n]
j+1,m
ϕ[n] =
∑
ℓ∈(Z±(m))
n
g
[n]
0n,ℓ
ϕ
[n]
1,ℓ
ϕ
[n]
j,k =
∑
ℓ∈(Z±(m))
n
g
[n]
0n,ℓ
ϕ
[n]
j+1,2k+ℓ =
∑
m∈Zn
g
[n]
0n,m−2k
ϕ
[n]
j+1,m,
for all s ∈ {0, 1}n, j ∈ Z, and k ∈ Zn.
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The domain of the Dirac δ functional varies in this article. I.e. we may
keep δ as an element of different dual spaces A∗. When z1, . . . , zm ∈ R we will
identify δ(· − z1)⊗ . . .⊗ δ(· − zm) with δ(· − (z1, . . . , zm)).
Definition 5.14. Define ϕ˜[n] ∈ F ∗ by
ϕ˜[n] :=
n⊗
l=1
ϕ˜
and ϕ˜
[n]
j,k ∈ F ∗ by
ϕ˜
[n]
j,k :=
n⊗
l=1
ϕ˜j,k[l]
where j ∈ Z and k ∈ Zn. Define also ψ˜[n]s ∈ F ∗ by
ψ˜[n]s :=
n⊗
l=1
ζ˜s[l]
where s ∈ {0, 1}n and ψ˜[n]s,j,k ∈ F ∗ by
ψ˜
[n]
s,j,k :=
n⊗
l=1
ζ˜s[l],j,k[l]
where s ∈ {0, 1}n, j ∈ Z, and k ∈ Zn.
Note that ϕ˜[n] = δ (the Dirac delta functional),
ϕ˜
[n]
j,k = 2
njδ(2j · −k) = δ
(
· − k
2j
)
,
and
ψ˜[n]s =
∑
ℓ∈Zn
g˜
[n]
s,ℓϕ˜
[n]
1,ℓ (21)
ψ˜
[n]
s,j,k = 2
njψ˜[n]s
(
2j · −k) = ∑
ℓ∈Zn
g˜
[n]
s,ℓδ
(
· − 2k+ ℓ
2j+1
)
=
∑
m∈Zn
g˜
[n]
s,m−2kϕ˜
[n]
j+1,m (22)
for all j ∈ Z, s ∈ {0, 1}n, and k ∈ Zn. We also have〈
ψ˜
[n]
s,j,ℓ, ψ
[n]
t,j,k
〉
= δs,tδℓ,k (23)〈
ϕ˜
[n]
j+1,ℓ, ψ
[n]
s,j,k
〉
= ψ
[n]
s,j,k
(
ℓ
2j+1
)
= g
[n]
s,ℓ−2k (24)〈
ψ˜
[n]
s,j,ℓ, ϕ
[n]
j+1,k
〉
= g˜
[n]
s,k−2ℓ (25)
for all j ∈ Z, k, ℓ ∈ Zn, and s, t ∈ {0, 1}n.
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Lemma 5.15. Let k, ℓ ∈ Zn. Then∑
s∈{0,1}n
∑
m∈Zn
g˜
[n]
s,k−2mg
[n]
s,ℓ−2m = δk,ℓ.
Proof. Let
ai,j,t := g˜t,k[i]−2jgt,ℓ[i]−2j .
Now
∑
s∈{0,1}n
∑
m∈Zn
g˜
[n]
s,k−2mg
[n]
s,ℓ−2m =
∑
s∈{0,1}n
∑
m∈Zn
n∏
i=1
ai,m[i],s[i] =
n∏
i=1
∑
j∈Z
1∑
t=0
ai,j,t
Let
bi :=
∑
j∈Z
1∑
t=0
ai,j,t
for all i ∈ Z.
Suppose that i0 ∈ Z(n) and ℓ[i0] is even. Then ℓ[i0] = 2w for some w ∈ Z.
It follows that ai,j,0 = δk[i],2jδw,j and ai,j,1 = g˜k[i0]−2jg2w−2j = 0 Consequently
bi0 =
∑
j∈Z
δk[i0],2jδw,j = δk[i0],ℓ[i0]. (26)
Assume then that i0 ∈ Z(n) and ℓ[i0] is odd. Now ℓ[i0] = 2w + 1 for
some w ∈ Z, ai0,j,0 = δk[i0],2jh2w+1−2j, and ai0,j,1 = g˜k[i0]−2jg2w+1−2j =
(−1)k[i0]−2w−1h2w+1−k[i0]δ2w+1−2j,1. Assume that k[i0] is even. Now k[i0] = 2z
for some z ∈ Z, ai0,j,0 = δz,jh2w+1−2z, and ai0,j,1 = −h2w+1−2zδw,j. It follows
that
bi0 =
∑
j∈Z
δz,jh2w+1−2z −
∑
j∈Z
h2w+1−2zδw,j = 0 = δk[i0],ℓ[i0]. (27)
Assume finally that k[i0] is odd. Now k[i0] = 2z + 1 for some z ∈ Z. We have
ai0,j,0 = δ2z+1,2lh2w+1−2l = 0, ai0,j,1 = (−1)2z+1−2w−1h2w+1−2z−1δ2w+1−2j,1 =
δw,zδw,j . It follows that
bi0 =
∑
j∈Z
ai0,j,0 +
∑
j∈Z
ai0,j,1 = δw,z = δk[i0],ℓ[i0]. (28)
By Equations (26), (27), and (28) the lemma is true.
Goedecker [21] gives formulas for wavelet filters, too.
6 Compactly Supported Interpolating MRA of
Cu(R
n, K)
We will assume that n ∈ Z+ and K = R or K = C throughout this section. We
will also assume that ϕ[n] ∈ Ccom(Rn,K) is an n-dimensional tensor product
mother scaling function in this section. Chui and Li [7] have developed a MRA
in the univariate case Cu(R).
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Definition 6.1. Define
V
(u)
n,j :=
{
x ∈ Rn 7→
∑
k∈Zn
a[k]ϕ[n](2jx− k) : a ∈ l∞(Zn,K)
}
(29)∥∥∥f |V (u)n,j ∥∥∥ := ‖f‖∞, f ∈ V (u)n,j
for all j ∈ Z.
Definition 6.2. Let spaces V
(u)
n,j , j ∈ Z, be defined by Definition 6.1. We call
{V (u)n,j : j ∈ Z} an interpolating tensor product MRA of Cu(Rn,K) generated by
ϕ[n] provided that the following conditions are satisfied:
(MRA1.1) ∀j ∈ Z : V (u)n,j ⊂ V (u)n,j+1
(MRA1.2)
⋃
j∈Z V
(u)
n,j = Cu(R
n,K)
(MRA1.3)
⋂
j∈Z V
(u)
n,j = K
(MRA1.4) ∀j ∈ Z, f ∈ KRn : f ∈ V (u)n,j ⇐⇒ f(2·) ∈ V (u)n,j+1
(MRA1.5) ∀j ∈ Z,k ∈ Zn, f ∈ KRn : f ∈ V (u)n,j ⇐⇒ f(· − 2−jk) ∈ V (u)n,j
(MRA1.6) ∀k ∈ Zn : ϕ[n](k) = δk,0
Our requirements for the definition of interpolating multiresolution analysis
are stricter and simpler than those in [7]. Condition (MRA1.6) is replaced by
a weaker condition for ϕ in [7] but it is possible to construct function ϕL that
satisfies condition (MRA1.6) and generates the same subspaces V
(u)
1,j as function
ϕ.
It has been proved in [31] that∑
k∈Zn
ϕ[n](y − k) = ϕ̂[n](0)
for all y ∈ Rn. By the cardinal interpolation property (MSF.1) we have∑
k∈Zn
ϕ[n](0 − k) = 1
from which it follows that ∑
k∈Zn
ϕ[n](y − k) = 1 (30)
for all y ∈ Rn.
Remark 6.3. The series in Equation (29) converges (pointwise) for all a ∈
l∞(Zn,K) but the series
∑
k∈Zn a[k]ϕ
[n](2j ·−k) need not converge in the norm
topology of Cu(R
n,K). For example, consider sequence a[k] = 1, k ∈ Zn. Now∑
k∈Zn a[k]ϕ
[n](2jx−k) = 1 for all x ∈ Rn but the series∑k∈Zn a[k]ϕ[n](2j ·−k)
does not converge in the norm topology of Cu(R
n,K).
Lemma 6.4. Under the conditions given at the start of this section (ϕ[n] is an n-
dimensional tensor product mother scaling function) the conditions (MRA1.1),
(MRA1.4), (MRA1.5), and (MRA1.6) are true.
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We will show later that conditions (MRA1.2) and (MRA1.3) are true, too.
Proof. Use Lemmas 3.10 and 5.13.
Define function ι
(u)
n,j : l
∞(Zn,K)→ V (u)n,j by
ι
(u)
n,j(a) := x ∈ Rn 7→
∑
k∈Zn
a[k]ϕ
[n]
j,k(x)
for all a ∈ l∞(Zn,K). By Lemma 3.10 function ι(u)n,j is a topological isomorphism
from l∞(Zn,K) onto V
(u)
n,j and
‖a‖∞ ≤
∥∥∥ι(u)n,j(a)∥∥∥
∞
≤ Ncover(ϕ[n])
∥∥∥ϕ[n]∥∥∥
∞
‖a‖∞ (31)
for all a ∈ l∞(Zn,K) and j ∈ Z.
Theorem 6.5. We have ⋂
j∈Z
V
(u)
n,j = K.
Proof. The proof is similar to a part of the proof of [7, theorem 3.2]. Suppose
that g ∈ V (u)n,j for all j ∈ Z. Now
∀x ∈ Rn, j ∈ Z : g(x) =
∑
k∈Zn
aj [k]ϕ
[n](2jx− k)
where aj = (aj,k)k∈Zn ∈ l∞(Zn,K) for all j ∈ Z. It follows from condition
(MRA1.6) that
‖g‖∞ ≥
∣∣∣∣g( k2j
)∣∣∣∣ =
∣∣∣∣∣∑
ℓ∈Zn
aj,ℓϕ
[n](k− ℓ)
∣∣∣∣∣ = |aj,k|
for all k ∈ Zn and j ∈ Z. Hence ‖aj‖∞ ≤ ‖g‖∞ for all j ∈ Z. Function ϕ[n] is
compactly supported so there exists r ∈ R+ so that suppϕ[n] ⊂ BRn(0; r).
Let x,y ∈ Rn. Now
|g(x)− g(y)| =
∣∣∣∣∣∑
k∈Zn
aj,kϕ
[n](2jx− k)−
∑
ℓ∈Zn
aj,ℓϕ
[n](2jy − ℓ)
∣∣∣∣∣ (32a)
=
∣∣∣∣∣∑
k∈Zn
aj,k
(
ϕ[n](2jx− k)− ϕ[n](2jy − k)
)∣∣∣∣∣ (32b)
for all j ∈ Z. Since f is compactly supported all the series in Equations (32a)
and (32b) contain only finite number of nonzero terms. Therefore
|g(x)− g(y)| ≤ ‖aj‖∞
∑
k∈Zn
∣∣∣ϕ[n](2jx− k)− ϕ[n](2jy − k)∣∣∣
≤ ‖g‖∞
∑
k∈Zn
∣∣∣ϕ[n](2jx− k)− ϕ[n](2jy − k)∣∣∣
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for all j ∈ Z where the series contain only finite number of nonzero terms. Func-
tion ϕ[n] is uniformly continuous and hence
∣∣ϕ[n](2jx− k)− ϕ[n](2jy − k)∣∣ →
0 as j → −∞ for each k ∈ Zn.
Let m = max{‖x‖, ‖y‖}. Suppose that j ∈ Z, j ≤ 0, m ∈ Zn, and ‖m‖2 >
r +m. Now 2j‖x‖ ≤ 2jm ≤ m and ∥∥2jx−m∥∥ ≥ ∣∣2j‖x‖ − ‖m‖2∣∣ = ‖m‖2 −
2j‖x‖ > r+m−m = r. Hence ϕ[n](2jx−m) = 0. We also get ϕ[n](2jy−m) = 0
similarly. Let
d[k] :=
{
2
∥∥ϕ[n]∥∥
∞
; if ‖k‖2 ≤ r +m
0; otherwise
for all k ∈ Zn. Now ∣∣ϕ[n](2jx− k) − ϕ[n](2jy − k)∣∣ ≤ d[k] for all k ∈ Zn,
j ∈ Z, j ≤ 0 and ∑
k∈Zn
d[k] <∞.
Thus by the Dominated Convergence Theorem for Series [34]∑
k∈Zn
∣∣∣ϕ[n](2jx− k)− ϕ[n](2jy − k)∣∣∣→ 0 as j → −∞.
Hence |g(x)− g(y)| = 0. Vectors x,y ∈ Rn were arbitrary so g is a constant
function. Consequently ⋂
j∈Z
V
(u)
n,j = K.
Definition 6.6. When j ∈ Z and s ∈ {0, 1}n define
W
(u)
n,s,j :=
{
x ∈ Rn 7→
∑
k∈Zn
a[k]ψ
[n]
s,j,k(x) : a ∈ l∞(Zn,K)
}
∥∥∥f |W (u)n,s,j∥∥∥ := ‖f‖∞, f ∈ W (u)n,s,j .
When j ∈ Z we have V (u)n,j =n.s. W (u)n,0n,j. By Lemma 3.10 function η
(u)
n,s,j :
l∞(Zn,K)→W (u)n,s,j defined by
η
(u)
n,s,j(a) :=
∑
k∈Z
a[k]ψ
[n]
s,j,k
for all a ∈ l∞(Zn,K) is a topological isomorphism from l∞(Zn,K) onto W (u)n,s,j
and
‖a‖∞ ≤
∥∥∥η(u)n,s,j(a)∥∥∥
∞
≤ Ncover
(
ψ[n]s
)∥∥∥ψ[n]s ∥∥∥
∞
‖a‖∞ (33)
for all a ∈ l∞(Zn,K), s ∈ {0, 1}n, and j ∈ Z.
Definition 6.7. When s ∈ {0, 1}n and j ∈ Z define(
Q
(u)
n,s,jf
)
(x) :=
∑
k∈Zn
〈
ψ˜
[n]
s,j,k, f
〉
ψ
[n]
s,j,k (x)
for all x ∈ Rn and f ∈ Cu(Rn,K). When j ∈ Z define P (u)n,j := Q(u)n,0n,j .
44
Operator Q
(u)
n,s,j is a continuous projection of Cu(R
n,K) ontoW
(u)
n,s,j for each
s ∈ {0, 1}n and j ∈ Z. When s ∈ {0, 1}n operators Q(u)n,s,j, j ∈ Z, are
uniformly bounded by∥∥∥Q(u)n,s,j∥∥∥ ≤ ∥∥∥ψ˜[n]s ∥∥∥∥∥∥ψ[n]s ∥∥∥
∞
Ncover(ψ
[n]
s )
for all j ∈ Z. Operators P (u)n,j , j ∈ Z, are uniformly bounded by∥∥∥P (u)n,j ∥∥∥ ≤ ∥∥∥ϕ[n]∥∥∥
∞
Ncover(ϕ
[n]) (34)
for all j ∈ Z.
Lemma 6.8. Let j ∈ Z, s ∈ {0, 1}n, k ∈ Zn, and f ∈ Cu(Rn). Then
〈ψ˜[n]s,j,k, f〉 = 〈ψ˜[n]s,j,k, P (u)n,j+1f〉.
Proof. Use Equation (21).
Lemma 6.9. Let j, j′ ∈ Z, j < j′, and s ∈ {0, 1}n. Then Q(u)n,s,j = Q(u)n,s,j ◦P (u)n,j′ .
Proof. Use Lemma 6.8.
Lemma 6.10. Let j ∈ Z. Let s, t ∈ {0, 1}n and s 6= t. Then W (u)n,s,j ∩W (u)n,t,j =
{0}.
Lemma 6.11. Let j ∈ Z, s ∈ {0, 1}n, and ℓ ∈ Zn. Let a ∈ l∞(Zn) and
f(x) =
∑
k∈Zn
a[k]ϕ
[n]
j+1,k(x)
for all x ∈ Rn. Then(
Q
(u)
n,s,jf
)( ℓ
2j+1
)
=
∑
k∈Zn
a[k]
∑
z∈Zn
g˜
[n]
s,k−2zg
[n]
s,ℓ−2z.
Proof. Use Equations (24) and (25).
Definition 6.12. When j ∈ Z define
W
(u)
n,j :=n.s.
∑˙
s∈J+(n)
W
(u)
n,s,j
and
Q
(u)
n,j :=
∑
s∈J+(n)
Q
(u)
n,s,j.
Lemma 6.13. Let j ∈ Z. Then
(i) ∀s ∈ {0, 1}n, t ∈ {0, 1}n : s 6= t =⇒ ∀f ∈W (u)n,s,j : Q(u)n,t,jf = 0
(ii) ∀j′ ∈ Z, f ∈ V (u)n,j′ : j′ ≤ j =⇒ Q(u)n,jf = 0
(iii) ∀j′ ∈ Z, f ∈ W (u)n,j′ : j′ 6= j =⇒ Q(u)n,jf = 0
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(iv) ∀j′ ∈ Z, f ∈ W (u)n,j′ : j′ ≥ j =⇒ P (u)n,j f = 0.
Proof.
(i) Let s, t ∈ {0, 1}n and s 6= t. Let f ∈W (u)n,s,j . Now
f(x) =
∑
k∈Zn
a[k]ψ
[n]
s,j,k(x)
for all x ∈ Rn, where a ∈ l∞(Zn). By Lemma 3.21 we have
〈ψ˜[n]t,j,ℓ, f〉 =
∑
k∈Zn
a[k]〈ψ˜[n]t,j,ℓ, ψ[n]s,j,k〉 = 0
for all ℓ ∈ Zn. Hence Q(u)n,t,jf = 0.
(ii) If j′ < j then V
(u)
n,j′ ⊂ V (u)n,j = W (u)n,0n,j and proposition (ii) follows from
proposition (i).
(iii) If j < j′ and g ∈ W (u)n,j′ then Q(u)n,jg = Q(u)n,jP (u)n,j′g. Since P (u)n,j′ = Q(u)n,0n,j′
it follows that Q
(u)
n,jg = 0 by proposition (i). If j > j
′ and g ∈ W (u)n,j′ then
W
(u)
n,j′ ⊂ V (u)n,j and Q(u)n,jg = 0 by proposition (ii).
(iv) Let j′ ∈ Z, j′ ≥ j. Suppose that w ∈ W (u)n,j′ . Since P (u)n,j′ = Q(u)n,0n,j′ it
follows that P
(u)
n,jw = P
(u)
n,jP
(u)
n,j′w = 0 by proposition (i).
Lemma 6.14. Let j ∈ Z. Then
V
(u)
n,j+1 =n.s. V
(u)
n,j ∔W
(u)
n,j =n.s. V
(u)
n,j ∔
∑˙
s∈J+(n)
W
(u)
n,s,j =n.s.
∑˙
s∈{0,1}n
W
(u)
n,s,j .
Proof. By Lemma 6.10 the sums in the lemma are direct.
Suppose that f ∈ V (u)n,j+1. Now
f(x) =
∑
k∈Zn
a[k]ϕ
[n]
j+1,k(x)
for all x ∈ Rn where a ∈ l∞(Zn,K). Let fs := Q(u)n,s,jf ∈ W (u)n,s,j for each
s ∈ {0, 1}n. Suppose that ℓ ∈ Zn. By Lemma 6.11∑
s∈{0,1}n
fs
(
ℓ
2j+1
)
=
∑
s∈{0,1}n
∑
k∈Zn
a[k]
∑
m∈Zn
g˜
[n]
s,k−2mg
[n]
s,ℓ−2m
=
∑
k∈Zn
a[k]
∑
s∈{0,1}n
∑
m∈Zn
g˜
[n]
s,k−2mg
[n]
s,ℓ−2m.
By Lemma 5.15 ∑
s∈{0,1}n
fs
(
ℓ
2j+1
)
=
∑
k∈Zn
a[k]δk,ℓ = a[ℓ]
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Consequently ∑
s∈{0,1}n
fs
 (x) = ∑
ℓ∈Zn
 ∑
s∈{0,1}n
fs
( ℓ
2j+1
)
ϕ
[n]
j+1,ℓ(x)
=
∑
ℓ∈Zn
a[ℓ]ϕ
[n]
j+1,ℓ(x).
Hence
f =
∑
s∈{0,1}n
fs.
Lemma 6.15.
(i) Q
(u)
n,j is a continuous projection of Cu(R
n,K) onto W
(u)
n,j for each j ∈ Z.
(ii) We have Q
(u)
n,j = P
(u)
n,j+1 − P (u)n,j for all j ∈ Z.
(iii) Operators Q
(u)
n,j, j ∈ Z, are uniformly bounded by∥∥∥Q(u)n,j∥∥∥ ≤ 2Ncover(ϕ[n])∥∥∥ϕ[n]∥∥∥
∞
.
Proof. Use Lemmas 6.9, 6.13, and 6.14 and Equation (34).
Definition 6.16. When j ∈ Z define
η
(u)
n,j(a) := x ∈ Rn 7→
∑
s∈J+(n)
∑
k∈Zn
a[s,k]ψ
[n]
s,j,k(x)
for all a ∈ l∞(J+(n)× Zn,K).
Lemma 6.17.
(i) W
(u)
n,j ⊂c.s. Cu(Rn,K) for all j ∈ Z.
(ii) Function η
(u)
n,j is a topological isomorphism from l
∞(J+(n)× Zn,K) onto
W
(u)
n,j .
(iii) There exists c1 ∈ R+ so that
∥∥∥η(u)n,j∥∥∥ ≤ c1 for all j ∈ Z.
(iv) There exists c2 ∈ R+ so that
∥∥∥(η(u)n,j)−1∥∥∥ ≤ c2 for all j ∈ Z.
Proof. Use Lemma 3.20 and Definitions 6.6 and 6.12.
Theorem 6.18. There exist c1 ∈ R+ and c2 ∈ R+ so that∥∥∥f − P (u)n,j f∥∥∥
∞
≤ c1ω(f ; 2−jc2)
for all f ∈ Cu(Rn) and j ∈ Z.
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Proof. Let f ∈ Cu(Rn) and j ∈ Z. Define r1 := rsupp(ϕ[n]). Let x ∈ Rn. Define
I := Itrans(ϕ
[n], 2jx). Now by Equation (30) we have(
f − P (u)n,j f
)
(x) =
∑
k∈Zn
(
f (x) − f
(
k
2j
))
ϕ[n]
(
2jx− k)
=
∑
k∈I
(
f (x) − f
(
k
2j
))
ϕ[n]
(
2jx− k)
Let ℓ ∈ I. Now 2jx − ℓ ∈ BRn(0; r1) from which it follows that x − 2−jℓ ∈
BRn(0; 2
−jr1). Hence ∣∣∣∣f (x)− f ( ℓ2j
)∣∣∣∣ ≤ ω(f ; 2−jr1). (35)
Let c1 := Ncover(ϕ
[n])
∥∥ϕ[n]∥∥
∞
and c2 := r1 = rsupp(ϕ
[n]). By Equation (35) we
have ∣∣∣(f − P (u)n,j f) (x)∣∣∣ ≤ c1ω(f ; 2−jc2).
Theorem 6.19. Let f ∈ Cu(Rn). Now
lim
j→∞
∥∥∥f − P (u)n,j f∥∥∥
∞
= 0.
Proof. See also [7, theorem 3.2] and [18, theorem 2.4]. Let j ∈ Z. By Theorem
6.18 we have ‖f − P (u)n,j f‖∞ ≤ c1ω(f ; 2−jc2) where c1 and c2 do not depend on
j or f . Since f is uniformly continuous
lim
t→0
ω(f ; t) = 0
and hence
lim
j→∞
∥∥∥f − P (u)n,j f∥∥∥
∞
= 0.
Theorem 6.20. ⋃
j∈Z
V
(u)
n,j = Cu(R
n,K).
Proof. Since V
(u)
n,j ∈ Cu(Rn,K) for all j ∈ Z it follows that
⋃
j∈Z V
(u)
n,j ⊂
Cu(R
n,K). Let f ∈ Cu(Rn,K). Now (P (u)n,j f)∞j=0 is a sequence in the set⋃
j∈Z V
(u)
n,j . It follows from Theorem 6.19 that P
(u)
n,j f → f as j → ∞. Conse-
quently f ∈ ⋃j∈Z V (u)n,j .
By Theorem 6.19 we have
f = P
(u)
n,j0
f +
∞∑
j=j0
Q
(u)
n,jf (36)
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for all f ∈ Cu(Rn,K). If
f = v +
∞∑
j=j0
wj
where v ∈ V (u)n,j0 and wj ∈ W
(u)
n,j for all j ∈ Z, j ≥ j0, it follows from Lemmas
6.15 (ii) and 6.13 that v = P
(u)
n,j0
f and wj = Q
(u)
n,jf for all j ∈ Z, j ≥ j0.
Definition 6.21. Let n ∈ N+ 2. When j ∈ Z and l ∈ N define
vj,l(x,h) :=
l∑
p=0
(
ϕ[n](2jx− σ[n]c (p)− ⌊2jx⌋+ 2jh)− ϕ[n](2jx− σ[n]c (p)− ⌊2jx⌋)
)
for all x,h in Rn.
Lemma 6.22. Let n ∈ N + 2 and t ∈ R+. Then there exists c1 ∈ R+, which
may depend on t, so that
∞∑
l=0
|vj,l(x,h)| ≤ c1
for all x ∈ Rn, h ∈ BRn(0; 2−jt), and j ∈ Z.
Proof. Let x1 ∈ Rn. Let
I := {k ∈ Zn : ∃y ∈ BRn(2jx1; t) : ϕ[n](y − k) 6= 0}.
There exists r1 ∈ R+ so that suppϕ[n] ⊂ BRn(0; r1). Let k1 ∈ I. Now ϕ[n](y −
k1) 6= 0 for some y ∈ BRn(2jx1; t). Furthermore,∥∥k1 − ⌊2jx1⌋∥∥ ≤ ‖k1 − y‖+ ∥∥y − 2jx1∥∥+ ∥∥2jx1 − ⌊2jx1⌋∥∥
≤ r2 := r1 + t+
√
n.
Now I ⊂ K := Irect(⌊2jx1⌋ − ⌈r2⌉, ⌊2jx1⌋+ ⌈r2⌉) and m := #K = (2⌈r2⌉+1)n.
As σ
[n]
c increases along zero-centred cubes we have σ
[n]
c [Z0(#K − 1)]+⌊2jx1⌋ =
K. Using Equation (30) we get
vj,l1(x1,h) =
l1∑
p=0
(
ϕ[n]
(
2jx1 + 2
jh− σ[n]c (p)− ⌊2jx1⌋
)
−ϕ[n]
(
2jx1 − σ[n]c (p)− ⌊2jx1⌋
))
= 1− 1 = 0
for all h ∈ BRn(0; 2−jt) and l1 ∈ N+m. Hence
∞∑
l=0
|vj,l(x1,h)| =
m−1∑
l=0
|vj,l(x1,h)|
≤
m−1∑
l=0
l∑
p=0
∣∣∣∣ϕ[n] (2jx1 + 2jh− σ[n]c (p)− ⌊2jx1⌋)
−ϕ[n]
(
2jx1 − σ[n]c (p)− ⌊2jx1⌋
) ∣∣∣∣
≤ c1 := 2m2
∥∥∥ϕ[n]∥∥∥
∞
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for all h ∈ BRn(0; 2−jt).
Theorem 6.23. Let n ∈ Z+ and t ∈ R+. There exists a constant c1 ∈ R+,
which may depend on t, so that
∀f ∈ Cu(Rn), j ∈ Z : ω(P (u)n,j f ; 2−jt) ≤ c1ω(f ; 2−j
√
n).
Proof. The proof of case n = 1 is similar to the proof in [18, section 7.1]. We
will assume that n ≥ 2 in the sequel.
Let f ∈ Cu(Rn) and j ∈ Z. Let a := (f(2−jk))k∈Zn . Now(
P
(u)
n,j f
)
(x+ h)−
(
P
(u)
n,j f
)
(x) =
∑
k∈Zn
a[k]
(
ϕ[n]
(
2jx+ 2jh− k)− ϕ[n] (2jx− k))
for all x,h ∈ Rn. Assume that x1 ∈ Rn and h1 ∈ BRn(0; 2−jt). Let η(p) :=
σ
[n]
c (p) + ⌊2jx1⌋ for all p ∈ N. Define vl := vj,l(x1,h1) and
wl := a
[
σ[n]c (l)
] (
ϕ[n]
(
2jx1 + 2
jh1 − η(l)
)− ϕ[n] (2jx1 − η(l)))
for all l ∈ N. Now
wl = a
[
σ[n]c (l)
]( l∑
p=0
(
ϕ[n]
(
2jx1 + 2
jh1 − η(p)
)− ϕ[n] (2jx1 − η(p)))
−
l−1∑
p=0
(
ϕ[n]
(
2jx1 + 2
jh1 − η(p)
)− ϕ[n] (2jx1 − η(p))))
= a
[
σ[n]c (l)
]
vl − a
[
σ[n]c (l)
]
vl−1
for all l ∈ Z+. Furthermore,
∞∑
l=1
wl =
∞∑
l=1
a
[
σ[n]c (l)
]
vl −
∞∑
l=1
a
[
σ[n]c (l)
]
vl−1
=
∞∑
l=1
a
[
σ[n]c (l)
]
vl −
∞∑
l=0
a
[
σ[n]c (l + 1)
]
vl
= −a
[
σ[n]c (1)
]
v0 +
∞∑
l=1
(
a
[
σ[n]c (l)
]
− a
[
σ[n]c (l + 1)
])
vl.
We also have w0 = a
[
σ
[n]
c (0)
]
v0 from which it follows that
z :=
∞∑
l=0
wl
= a
[
σ[n]c (0)
]
v0 − a
[
σ[n]c (1)
]
v0 +
∞∑
l=1
(
a
[
σ[n]c (l)
]
− a
[
σ[n]c (l + 1)
])
vl
=
∞∑
l=0
(
a
[
σ[n]c (l)
]
− a
[
σ[n]c (l + 1)
])
vl.
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Consequently
|z| ≤
(
sup
l∈N
∣∣∣a[σ[n]c (l)]− a[σ[n]c (l + 1)]∣∣∣) · ∞∑
l=0
|vl|
Function σ
[n]
c preserves neighbours from which it follows that∥∥∥σ[n]c (l)− σ[n]c (l + 1)∥∥∥
∞
= 1
=⇒
∥∥∥σ[n]c (l)− σ[n]c (l + 1)∥∥∥
2
≤ √n
=⇒
∥∥∥2−jσ[n]c (l)− 2−jσ[n]c (l + 1)∥∥∥
2
≤ 2−j√n.
for all l ∈ N. Consequently
sup
l∈N
∣∣∣a[σ[n]c (l)]− a[σ[n]c (l + 1)]∣∣∣ ≤ ω(f ; 2−j√n). (37)
It follows from Lemma 6.22 and Equation (37) that∣∣∣(P (u)n,j f) (x1 + h1)− (P (u)n,j f) (x1)∣∣∣ = |z| ≤ c1ω(f ; 2−j√n)
Theorem 6.24. Let j0 ∈ Z. Suppose that the mother scaling function ϕ is
Lipschitz continuous and let ϕ[n] be the tensor product mother scaling function
generated by ϕ. Then
V
(u)
n,j0
∔
∞∑˙
j=j0
W
(u)
n,j 6= Cu(Rn,K).
Proof. Let
A := V
(u)
n,j0
∔
∞∑˙
j=j0
W
(u)
n,j .
Define function f ∈ Cu(R,K) by
f(x) :=

√
x; x ∈ [0, 1]
−x+ 2; x ∈ [1, 2]
0; x ≤ 0 ∨ x ≥ 2
and function f [n] ∈ Cu(Rn,K) by
f [n] :=
n⊗
k=1
f.
Functions f and f [n] are not Lipschitz continuous. As ϕ is Lipschitz continuous
all the functions P
(u)
n,j g are Lipschitz continuous for each g ∈ Cu(Rn,K). A is
a locally convex space with an inductive limit topology. It follows from [47,
theorem 6.2] that the space A is complete.
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Suppose that A would be equal to Cu(R
n,K) as a set. Then we would have
f [n] ∈ A. It follows from the definition of the locally convex direct sum that
f [n] ∈ V (u)n,j0 ∔
j1∑˙
j=j0
W
(u)
n,j
for some j1 ∈ Z, j1 ≥ j0. Now f [n] = P (u)n,j1+1f [n]. It follows that f [n] is Lipschitz
continuous, which is a contradiction. Hence A is not equal to Cu(R
n,K) as a
set.
The definition of locally convex direct sums from [47] is used here. An ex-
ample of a Lipschitz continuous mother scaling function is a Deslauriers-Dubuc
fundamental function with Ho¨lder regularity greater than 1. By Lemma 6.14
and Theorem 6.20 we have
Cu(R
n,K) =n.s. clos
 ∞⋃
l=j0
V (u)n,j0 ∔ l∑˙
j=j0
W
(u)
n,j

for all j0 ∈ Z.
7 Compactly Supported Interpolating MRA of
C0(R
n, K)
We shall assume that K = R or K = C throughout this section. We shall also
assume that ϕ ∈ Ccom(R,K) is a function for which conditions (MSF.1) and
(MSF.2) hold. Unless otherwise stated, we shall assume that the same values
of K and ϕ are used throughout this section.
7.1 General
Donoho [18] constructs projection operators and gives convergence results for
interpolating wavelets on C0(R).
Definition 7.1. Let K = R or K = C and n ∈ Z+. Let ϕ ∈ Ccom(R,K) be a
function for which conditions (MSF.1) and (MSF.2) hold and let ϕ[n] be defined
by Definition 5.10. Define
V
(0)
n,j :=
{∑
k∈Zn
a[k]ϕ[n](2j · −k) : a ∈ c0(Zn,K)
}
∥∥∥f |V (0)n,j ∥∥∥ := ‖f‖∞, f ∈ V (0)n,j (38)
for each j ∈ Z.
The infinite sum in Equation (38) converges unconditionally by Lemma 3.7.
Definition 7.2. Let spaces V
(0)
n,j , j ∈ Z, be defined by Definition 7.1. We call
{V (0)n,j : j ∈ Z} an interpolating tensor product MRA of C0(Rn,K) generated by
ϕ[n] provided that the following conditions are satisfied:
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(MRA2.1) ∀j ∈ Z : V (0)n,j ⊂ V (0)n,j+1
(MRA2.2)
⋃
j∈Z V
(0)
n,j = C0(R
n,K)
(MRA2.3)
⋂
j∈Z V
(0)
n,j = {0}
(MRA2.4) ∀j ∈ Z, f ∈ KRn : f ∈ V (0)n,j ⇐⇒ f(2·) ∈ V (0)n,j+1
(MRA2.5) ∀j ∈ Z,k ∈ Zn, f ∈ KRn : f ∈ V (0)n,j ⇐⇒ f(· − 2−jk) ∈ V (0)n,j
(MRA2.6) ∀k ∈ Zn : ϕ[n](k) = δk,0
Note that in this definition the intersection of spaces V
(0)
n,j is {0} instead of
C (all complex valued constant functions on Rn) as in [7] since here the MRA is
constructed for functions vanishing at infinity. Donoho [18] does not require the
mother scaling function ϕ to be compactly supported but ϕ has to be of rapid
decay in his construction. He also includes requirements for the regularity and
polynomial span of ϕ, which are needed for the norm equivalences to Besov and
Triebel-Lizorkin spaces, into the definition of the MRA.
Lemma 7.3. Under the condition that ϕ[n] is an n-dimensional tensor prod-
uct mother scaling function the conditions (MRA2.1), (MRA2.2), (MRA2.3),
(MRA2.4), (MRA2.5), and (MRA2.6) are true.
See also Lemma 6.4.
7.2 Basic Definitions for the Univariate MRA of C0(R, K)
By Lemma 3.9 spaces V
(0)
1,j , j ∈ Z, are closed subspaces of C0(R,K).
Definition 7.4. When j ∈ Z define operator P (0)1,j : C0(R,K)→ V (0)1,j by
P
(0)
1,j f :=
∑
k∈Z
〈ϕ˜j,k, f〉ϕj,k. (39)
The infinite sum in (39) converges unconditionally by Lemma 3.7. By Defi-
nition 7.1 ∑
k∈Z
f
(
k
2j
)
ϕ
(
2j · −k) ∈ V (0)1,j
for all f ∈ C0(R,K) and j ∈ Z. Hence functions P (0)1,j , j ∈ Z, are well defined.
Functions P
(0)
1,j , j ∈ Z, are linear by their definition. We have∥∥∥∥(f ( k2j
))
k∈Z
∥∥∥∥
∞
≤ ‖f‖∞
for all f ∈ C0(R,K). Hence by Lemma 3.7 functions P (0)1,j , j ∈ Z, are continuous
and uniformly bounded by∥∥∥P (0)1,j ∥∥∥ ≤ Ncover(ϕ)‖ϕ‖∞ (40)
for all j ∈ Z. It follows from Definitions 7.1 and 7.4 that operator P (0)1,j is a
projection onto Banach space V
(0)
1,j for each j ∈ Z.
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Lemma 7.5. P
(0)
1,j = P
(0)
1,j ◦ P (0)1,j′ for all j, j′ ∈ Z, j′ ≥ j.
Proof. Let j, j′ ∈ Z and j′ ≥ j. Let f ∈ C0(R,K). Now
P
(0)
1,j (P
(0)
1,j′f) =
∑
k∈Z
〈
ϕ˜j,k,
∑
k′∈Z
〈ϕ˜j′,k′ , f〉ϕj′,k′
〉
ϕj,k
=
∑
k∈Z
∑
k′∈Z
〈ϕ˜j′,k′ , f〉〈ϕ˜j,k, ϕj′,k′〉ϕj,k
=
∑
k∈Z
∑
k′∈Z
〈ϕ˜j′,k′ , f〉δk′,2j′−jkϕj,k =
∑
k∈Z
〈ϕ˜j′,2j′−jk, f〉ϕj,k
=
∑
k∈Z
〈ϕ˜j,k, f〉ϕj,k = P (0)1,j f.
We get the following theorem as a direct consequence of Theorem 6.19.
Theorem 7.6. Let f ∈ C0(R). Now
lim
j→∞
∥∥∥f − P (0)1,j f∥∥∥
∞
= 0.
Definition 7.7. Define W
(0)
1,j =
{
f − P (0)1,j f : f ∈ Vj+1
}
for all j ∈ Z.
Lemma 7.8. W
(0)
1,j is a closed subspace of V
(0)
1,j+1 for each j ∈ Z and V (0)1,j ∩
W
(0)
1,j = {0} for all j ∈ Z.
Proof. If f ∈ V (0)1,j then P (0)1,j f = f . If g ∈ W (0)1,j and g 6= 0 then g = h − P (0)1,j h
where h ∈ Vj+1 and P (0)1,j g = 0. So P (0)1,j g 6= g and g 6∈ V (0)1,j . Hence V (0)1,j ∩W (0)1,j =
{0}.
Let (fk)
∞
k=0 ⊂W (0)1,j be a convergent sequence in Banach space V (0)1,j+1. Then
fk → g as k → ∞, where g ∈ V (0)1,j+1. Since P (0)1,j is continuous P (0)1,j fk → P (0)1,j g
as k → ∞. Now P (0)1,j fk = 0 for all k ∈ N and hence P (0)1,j g = 0. Furthermore
g = g − P (0)1,j g ∈W (0)1,j . Hence W (0)1,j is closed.
Definition 7.9. When j ∈ Z define operator Q(0)1,j : C0(R,K) → W (0)1,j by
Q
(0)
1,j := P
(0)
1,j+1 − P (0)1,j .
It follows that V
(0)
1,j+1 = V
(0)
1,j ∔W
(0)
1,j for all j ∈ Z. It follows from Lemma
7.5 and Equation (40) that operator Q
(0)
1,j : C0(R,K) → W (0)1,j is a continuous
projection onto W
(0)
1,j for all j ∈ Z. If x = v + w ∈ V (0)1,j+1, v ∈ V (0)1,j , and
w ∈W (0)1,j we have P (0)1,j x = v and Q(0)1,jx = w. Consequently
∀j′ ∈ Z, f ∈ V (0)1,j′ : j′ ≤ j =⇒ Q(0)1,jf = 0, (41)
∀j′ ∈ Z, f ∈W (0)1,j′ : j′ 6= j =⇒ Q(0)1,jf = 0, (42)
and
∀j′ ∈ Z, f ∈W (0)1,j′ : j′ ≥ j =⇒ P (0)1,j f = 0. (43)
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Theorem 7.10. Let j ∈ Z. Then
W
(0)
1,j =
{∑
k∈Z
a[k]ψj,k : a ∈ c0(Z,K)
}
. (44)
Proof. Use Lemmas 3.7 and 3.9. The proof Equation (44) is similar to the
beginning of the proof of [7, theorem 2.4].
It follows from Theorem 7.6 that
f = P
(0)
1,j0
f +
∞∑
j=j0
Q
(0)
1,jf
for all f ∈ C0(R,K) where j0 ∈ Z. If f ∈ C0(R,K) and
f = v +
∞∑
j=j0
wj
where v ∈ Vj0 and wj ∈ W (0)1,j for all j ∈ Z, j ≥ j0, it follows from Equations
(41), (42), and (43) that v = P
(0)
1,j0
f and W
(0)
1,j = Q
(0)
1,jf for all j ∈ Z, j ≥ j0.
Lemma 7.11. We have
Q
(0)
1,jf =
∑
k∈Z
〈ψ˜j,k, f〉ψj,k (45)
for all j ∈ Z and f ∈ C0(R,K). The series in Equation (45) converges uncon-
ditionally.
Proof. Since Q
(0)
1,jf ∈ W (0)1,j it follows that
Q
(0)
1,jf =
∑
k∈Z
akψj,k
where (ak)k∈Z ⊂ K. Furthermore, f = P (0)1,j0f +
∑∞
j=j0
Q
(0)
1,jf and it follows that
〈ψ˜j,k, f〉 = 〈ψ˜j,k, Q(0)1,jf〉 = ak for all k ∈ Z. As ψ˜ is a finite linear combination of
functionals δ(2 ·−k), k ∈ Z, it follows from Lemmas 3.14 and 3.7 that the series
in Equation (45) converges unconditionally. Hence the theorem is true.
Definition 7.12. Define
W
(0)
1,b,j =
{
V
(0)
1,j ; b = 0
W
(0)
1,j ; b = 1
for all j ∈ Z and b ∈ {0, 1}.
Definition 7.13. Define operators Q
(0)
1,b,j : C0(R,K)→W (0)1,b,j by
Q
(0)
1,b,j =
{
P
(0)
1,j ; b = 0
Q
(0)
1,j ; b = 1
for all j ∈ Z, b ∈ {0, 1}.
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7.3 Multivariate MRA of C0(R
n, K)
We shall assume that n ∈ Z+ throughout this subsection. Unless otherwise
stated, we shall assume that the same value of n is used throughout this subsec-
tion. By Lemma 4.14 function ϕ[n] belongs to C0(R
n,K). Note that many of
the series that are pointwise convergent with Cu(R
n,K) converge in the norm
in C0(R
n,K). We are also able to represent many subspaces and operators
related to the MRA of C0(R
n,K) as tensor products of the corresponding one-
dimensional cases.
Definition 7.14. Define
V ⊗n,j :=n.s.
n⊗ˆ
ε
k=1
V
(0)
1,j , j ∈ Z.
The injective tensor product respects subspaces and it follows from Theorem
4.14 that V
(0)
n,j is a closed subspace of
n⊗ˆ
ε
k=1
C0(R,K)
for each j ∈ Z. It follows from Theorem 4.14 that V ⊗n,j is a closed subspace of
C0(R
n,K), too, for all j ∈ Z. Since V (0)1,j ⊂c.s. V (0)1,j+1 for all j ∈ Z it follows that
V ⊗n,j ⊂c.s. V ⊗n,j+1 for all n ∈ Z+ and j ∈ Z.
Lemma 7.15. Let j ∈ Z and f ∈ C0(Rn,K). Series
s :=
∑
k∈Zn
f
(
k
2j
)
ϕ
[n]
j,k
converges unconditionally in V
(0)
n,j and ‖s‖∞ ≤ Ncover(ϕ[n])
∥∥ϕ[n]∥∥
∞
‖f‖∞.
Proof. This is a consequence of Lemma 3.14 and Lemma 3.7.
Theorem 7.16. Let j ∈ Z. The set {ϕ[n]j,k : k ∈ Zn} is an unconditional basis
of V
(0)
n,j and V
(0)
n,j = V
⊗
n,j.
Proof. Space V ⊗n,j is a closed subspace of C0(R
n,K). Hence by Lemma 7.15 we
have V
(0)
n,j ⊂ V ⊗n,j . By Lemma 4.2 the sequence (ϕ[n]j,σ[n]sq (k))
∞
k=0 is a Schauder basis
of V ⊗n,j .
Let f ∈ V ⊗n,j . Now
f =
∞∑
k=0
bkϕ
[n]
j,σ
[n]
sq (k)
=
∞∑
k=0
f
(
σ
[n]
sq (k)
2j
)
ϕ
[n]
j,σ
[n]
sq (k)
(46)
We have V ⊗n,j ⊂ C0(Rn,K). Hence by Lemma 7.15 the series in Equation
(46) converge unconditionally. Consequently the set {ϕ[n]j,k : k ∈ Zn} is an
unconditional basis of V ⊗n,j . As f ∈ V ⊗n,j was arbitrary it follows from Lemma
3.14 that V ⊗n,j ⊂ V (0)n,j and hence V (0)n,j = V ⊗n,j .
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By Lemma 3.9 function ι
(0)
n,j : c0(Z
n,K)→ V (0)n,j defined by
ι
(0)
n,j(a) :=
∑
k∈Z
a[k]ϕ
[n]
j,k
for all a ∈ c0(Zn,K) is a topological isomorphism from c0(Zn,K) onto V (0)n,j
and
‖a‖∞ ≤
∥∥∥ι(0)n,j(a)∥∥∥
∞
≤ Ncover
(
ϕ[n]
)∥∥∥ϕ[n]∥∥∥
∞
‖a‖∞ (47)
for all a ∈ c0(Zn,K) and j ∈ Z. As a consequence of Theorem 6.5 we get the
following theorem.
Theorem 7.17. We have ⋂
j∈Z
V
(0)
n,j = {0} .
Definition 7.18. When j ∈ Z define operator P (0)n,j : C0(Rn,K)→ V (0)n,j by
P
(0)
n,j f =
∑
k∈Zn
〈ϕ˜[n]j,k, f〉ϕ[n]j,k
for all f ∈ C0(Rn,K).
It follows from Lemma 7.15 P
(0)
n,j , j ∈ Z are operators and uniformly bounded
by ∥∥∥P (0)n,j∥∥∥ ≤ Ncover (ϕ[n]) ∥∥∥ϕ[n]∥∥∥
∞
(48)
for all j ∈ Z. Operator P (0)n,j is a projection onto V (0)n,j for each j ∈ Z.
Lemma 7.19. We have P
(0)
n,j = P
(0)
n,j ◦ P (0)n,j′ for all j, j′ ∈ Z, j′ ≥ j.
Proof. The proof is similar to the proof of Lemma 7.5.
We get the following corollary as a direct consequence of Theorem 6.19.
Corollary 7.20. Let f ∈ C0(Rn). Now
lim
j→∞
∥∥∥f − P (0)n,j f∥∥∥
∞
= 0.
We get the following corollary as a direct consequence of Lemma 6.23.
Corollary 7.21. Let t ∈ R+. There exists a constant c1 ∈ R+, which may
depend on t, so that
∀f ∈ C0(Rn) : ω(P (0)n,j f ; 2−jt) ≤ c1ω(f ; 2−j
√
n).
We prove now a general result on the tensor products of the function space
C0(R,K) with itself.
Theorem 7.22. We have
n⊗ˆ
ε
j=1
C0(R,K) =n.s. C0(R
n,K).
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Proof. Define
F [n] :=n.s.
n⊗ˆ
ε
j=1
C0(R,K).
By Lemma 4.14 we have F [n] ⊂ C0(Rn,K). Let ϕ be the Deslauriers-Dubuc fun-
damental function of some degree m and ϕ[n] the n-dimensional tensor product
mother scaling function generated by ϕ. Let spaces V
(0)
1,j , j ∈ Z, belong to the
interpolating multiresolution analysis generated by ϕ and spaces V
(0)
n,j , j ∈ Z, be
the corresponding tensor product spaces. Let f ∈ C0(Rn,K). It follows from
Corollary 7.20 that P
(0)
n,j f → f as j →∞ (convergence in the supremum norm).
Now P
(0)
n,j f ∈ V (0)n,j ⊂ F [n] for all j ∈ Z. Hence f ∈ F [n]. where we hold F [n]
as a subspace of the Banach space C0(R
n,K). Since F [n] is a Banach space
F [n] =n.s. F
[n]. Hence F [n] =n.s. C0(R
n,K).
For example, C0(R)⊗ˆεC0(R) =n.s. C0(R2).
Definition 7.23. Define
W
(0)
n,s,j :=n.s.
n⊗ˆ
ε
k=1
W
(0)
1,s[k],j
where j ∈ Z and s ∈ {0, 1}n.
Note that W
(0)
n,0n,j
=n.s. V
(0)
n,j .
Definition 7.24. Let s ∈ {0, 1}n. Define operator Q(0)n,s,j : C0(R,K) → W (0)n,s,j
by
Q
(0)
n,s,j =
n⊗
ε
k=1
Q
(0)
1,s[k],j.
By Lemma 4.20 operator Q
(0)
n,s,j is a continuous projection onto space W
(0)
n,s,j
for each n ∈ Z+, j ∈ Z, and s ∈ {0, 1}n.
Lemma 7.25. We have
Q
(0)
n,s,jf =
∑
k∈Zn
〈ψ˜[n]s,j,k, f〉ψ[n]s,j,k
for all f ∈ C0(Rn,K), s ∈ {0, 1}n, and j ∈ Z. Here the series converges
unconditionally and (〈ψ˜[n]s,j,k, f〉)k∈Zn ∈ c0(Zn,K).
Proof. Define operators Tn,s′,j′ : C0(R
n,K)→ W (0)n,s′,j′ , j′ ∈ Z, s′ ∈ {0, 1}n, by
Tn,s′,j′g :=
∑
k∈Zn
〈
ψ˜
[n]
s′,j′,k, g
〉
ψ
[n]
s′,j′,k (49)
for all g ∈ C0(Rn,K). Functional ψ˜[n]s′ is a finite linear combination of func-
tionals δ(2 · −k), k ∈ Zn. Hence by Lemma 3.14 we have (〈ψ˜[n]s′,j′,k, g〉)k∈Zn ∈
c0(Z
n,K) and there exists c ∈ R+ so that
∥∥∥(〈ψ˜[n]s′,j′,k, g〉)k∈Zn∥∥∥
∞
≤ c‖g‖∞ for
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all g ∈ C0(Rn,K). By Lemma 3.7 the series in Equation (49) converges uncon-
ditionally in C0(R
n,K) and there exists c′ ∈ R+ so that ‖Tn,s′,j′g‖∞ ≤ c′‖g‖∞
for all g ∈ C0(Rn,K).
Let g ∈ V (0)n,j′ for some j′ ∈ Z. Now g =
∑
k∈Zn a[k]ϕ
[n]
j′,k where a[k] ∈
c0(Z
n,K) and
Q
(0)
n,s,jg =
∑
k∈Zn
a[k]Q
(0)
n,s,jϕ
[n]
j′,k =
∑
k∈Zn
a[k]
n⊗
k=1
Q
(0)
1,s[k],jϕj′,k[k].
We also have
Q
(0)
1,t,jϕj′,m =
∑
l∈Z
〈
ζ˜t,j,l, ϕj′,m
〉
ζt,j,l
for each t ∈ {0, 1} and m ∈ Z and
n⊗
k=1
Q
(0)
1,s[k],jϕj′,k[k] =
n⊗
k=1
∑
l∈Z
〈
ζ˜s[k],j,l, ϕj′,k[k]
〉
ζs[k],j,l
=
∑
ℓ∈Zn
n⊗
k=1
〈
ζ˜s[k],j,ℓ[k], ϕj′,k[k]
〉
ζs[k],j,ℓ[k]
=
∑
ℓ∈Zn
〈
n⊗
k=1
ζ˜s[k],j,ℓ[k],
n⊗
k=1
ϕj′,k[k]
〉
n⊗
k=1
ζs[k],j,ℓ[k]
=
∑
ℓ∈Zn
〈
ψ˜
[n]
s,j,ℓ, ϕ
[n]
j′,k
〉
ψ
[n]
s,j,ℓ = Tn,s,jϕ
[n]
j′,k
where the second equality follows from Lemma 4.26. Thus
Q
(0)
n,s,jg =
∑
k∈Zn
a[k]Tn,s,jϕ
[n]
j′,k = Tn,s,j
(∑
k∈Zn
a[k]ϕ
[n]
j′,k
)
= Tn,s,jg.
Let f ∈ C0(Rn,K). Now P (0)n,j′f → f as j′ → ∞ and Q(0)n,s,j(P (0)n,j′f) =
Tn,s,j(P
(0)
n,j′f) for all j
′ ∈ Z. By continuity of operators Q(0)n,s,j and Tn,s,j we
have Q
(0)
n,s,jf = Tn,s,jf .
It follows that
P
(0)
n,j = Q
(0)
n,0n,j
=
n⊗
ε
k=1
P
(0)
1,j .
When s ∈ {0, 1}n it follows from Lemmas 3.7 and 7.25 that operators Q(0)n,s,j,
j ∈ Z, are uniformly bounded by∥∥∥Q(0)n,s,j∥∥∥ ≤ Ncover (ψ[n]s )∥∥∥ψ[n]s ∥∥∥
∞
∥∥∥ψ˜[n]s ∥∥∥
for all j ∈ Z. We also have Q(0)n,s,j = Q(0)n,s,j ◦ P (0)n,j′ for all j, j′ ∈ Z, j′ > j and
s ∈ {0, 1}n.
Definition 7.26. Define
W
(0)
n,j :=n.s.
∑˙
s∈J+(n)
W
(0)
n,s,j
for all n ∈ Z+ and j ∈ Z.
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By Lemma 4.4 we have W
(0)
n,j ⊂c.s. C0(Rn,K).
Definition 7.27. Define operator Q
(0)
n,j : C0(R,K)→W (0)n,j by
Q
(0)
n,j =
∑
s∈J+(n)
Q
(0)
n,s,j.
Theorem 7.28. Let j ∈ Z and s ∈ {0, 1}n. Then
W
(0)
n,s,j =
{∑
k∈Zn
a[k]ψ
[n]
s,j,k : a ∈ c0(Zn,K)
}
where the series converges unconditionally.
Proof. Now ψ
[n]
s,j,k ∈ W (0)n,s,j for each k ∈ Zn. Suppose that (ak)k∈Zn ∈ c0(Zn,K).
By Lemma 3.7 the series t :=
∑
k∈Zn ψ
[n]
s,j,k converges unconditionally in C0(R
n,K).
As W
(0)
n,s,j ⊂c.s. C0(Rn,K) it follows that t ∈ W (0)n,s,j .
Let f ∈W (0)n,s,j . Now
f = Q
(0)
n,s,jf =
∑
k∈Zn
〈
ψ˜
[n]
s,j,k, f
〉
ψ
[n]
s,j,k
and (〈ψ˜[n]s,j,k, f〉)k∈Zn ∈ c0(Zn,K).
By Lemma 3.9 function η
(0)
n,s,j : c0(Z
n,K)→W (0)n,s,j defined by
η
(0)
n,s,j(a) :=
∑
k∈Z
a[k]ψ
[n]
s,j,k
for all a ∈ c0(Zn,K) is a topological isomorphism from c0(Zn,K) onto W (0)n,s,j
and
‖a‖∞ ≤
∥∥∥η(0)n,s,j(a)∥∥∥
∞
≤ Ncover
(
ψ[n]s
)∥∥∥ψ[n]s ∥∥∥
∞
‖a‖∞ (50)
for all a ∈ c0(Zn,K), s ∈ {0, 1}n, and j ∈ Z.
Lemma 7.29. Q
(0)
n,j = P
(0)
n,j+1 − P (0)n,j .
Proof. We have P
(0)
n,j = Q
(0)
n,0n,j
and
P
(0)
n,j+1 =
n⊗
ε
j=1
P
(0)
1,j+1 =
n⊗
ε
j=1
(P
(0)
1,j +Q
(0)
1,j) =
∑
s∈{0,1}n
n⊗
ε
j=1
Q
(0)
1,s[j],j
=
∑
s∈{0,1}n
Q
(0)
n,s,j.
Consequently the lemma is true.
It follows that the operators Q
(0)
n,j, j ∈ Z, are uniformly bounded by∥∥∥Q(0)n,j∥∥∥ ≤ 2Ncover (ϕ[n])∥∥∥ϕ[n]∥∥∥
∞
(51)
for all j ∈ Z.
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Lemma 7.30. Let j ∈ Z. Then
(i) ∀s ∈ {0, 1}n, t ∈ {0, 1}n : s 6= t =⇒ ∀f ∈W (0)n,s,j : Q(0)n,t,jf = 0
(ii) ∀j′ ∈ Z, f ∈ V (0)n,j′ : j′ ≤ j =⇒ Q(0)n,jf = 0
(iii) ∀j′ ∈ Z, f ∈ W (0)n,j′ : j′ 6= j =⇒ Q(0)n,jf = 0
(iv) ∀j′ ∈ Z, f ∈ W (0)n,j′ : j′ ≥ j =⇒ P (0)n,j f = 0.
Proof.
(i) Let s, t ∈ {0, 1}n, s 6= t, and f ∈W (0)n,s,j . Now
f =
∑
k∈Zn
a[k]ψ
[n]
s,j,k
where a ∈ c0(Zn,K) and
Q
(0)
n,t,jf =
∑
ℓ∈Zn
〈
ψ˜
[n]
t,j,ℓ, f
〉
ψ
[n]
t,j,ℓ =
∑
ℓ∈Zn
∑
k∈Zn
a[k]
〈
ψ˜
[n]
t,j,ℓ, ψ
[n]
s,j,k
〉
ψ
[n]
t,j,ℓ
=
∑
ℓ∈Zn
∑
k∈Zn
a[k]δt,sδℓ,kψ
[n]
t,j,ℓ = 0
where the third equality follows from Equation (23).
(ii)-(iv) The proofs are similar to the proofs in Lemma 6.13.
As V
(0)
1,j+1 =n.s. V
(0)
1,j ∔W
(0)
1,j it follows from Corollary 4.7, Lemma 7.30, and
Equations (41), (42), and (43) that
V
(0)
n,j+1 =n.s. V
(0)
n,j ∔W
(0)
n,j (52)
for all j ∈ Z.
It follows from Corollary 7.20 that
f = P
(0)
n,j0
f +
∞∑
j=j0
Q
(0)
n,jf (53)
for all f ∈ C0(Rn,K). If
f = v +
∞∑
j=j0
wj
where v ∈ V (0)n,j0 and wj ∈ W
(0)
n,j for all j ∈ Z, j ≥ j0, it follows from Lemmas
7.29 and 7.30 that v = P
(0)
n,j0
f and wj = Q
(0)
n,jf for all j ∈ Z, j ≥ j0.
Definition 7.31. Let n ∈ Z+ and j ∈ Z. Let E =n.s. Cu(Rn,K) or E =n.s.
C0(R
n,K). Define
V En,j :=n.s.
{
V
(u)
n,j ; E = Cu(R
n,K)
V
(0)
n,j ; E = C0(R
n,K),
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WEn,j :=n.s.
{
W
(u)
n,j ; E =n.s. Cu(R
n,K)
W
(0)
n,j ; E =n.s. C0(R
n,K),
and
WEn,s,j :=n.s.
{
W
(u)
n,s,j; E =n.s. Cu(R
n,K)
W
(0)
n,s,j; E =n.s. C0(R
n,K).
As in the case of Cu(R
n,K) we get
V
(0)
n,j0
∔
∞∑˙
j=j0
W
(0)
n,j 6= C0(Rn,K)
when the mother scaling function is Lipschitz continuous. We also have
C0(R
n,K) =n.s. clos
 ∞⋃
l=j0
V (0)n,j0 ∔
l∑˙
j=j0
W
(0)
n,j

for all j0 ∈ Z.
8 Interpolating Dual MRA
We shall have K = R or K = C and n ∈ Z+ throughout this section. We shall
also have E = Cu(R
n,K) or E = C0(R
n,K).
8.1 General
Definition 8.1. When j ∈ Z define
V˜n,j :=n.s.
{∑
k∈Zn
d[k]ϕ˜
[n]
j,k : d ∈ l1(Zn,K)
}
∥∥∥f˜ |V˜n,j∥∥∥ := ∥∥∥f˜ |Cu(Rn,K)∗∥∥∥ = ∥∥∥f˜ |C0(Rn,K)∗∥∥∥ , f˜ ∈ V˜n,j .
By Lemma 3.17 we may identify Banach space V˜n,j for both E = Cu(R
n,K)
and E = C0(R
n,K) for each j ∈ Z. It follows also that function ι˜n,j :
l1(Zn,K)→ V˜n,j defined by
ι˜n,j(d) :=
∑
k∈Zn
d[k]ϕ˜
[n]
j,k
for all d ∈ l1(Zn,K) is an isometric isomorphism from l1(Zn,K) onto V˜n,j . We
have
f˜ ∈ V˜n,j ⇐⇒ f˜(2·) ∈ V˜n,j+1
and
f˜ ∈ V˜n,j ⇐⇒ f˜(· − 2−jk) ∈ V˜n,j .
for all f˜ ∈ Cu(Rn,K)∗, j ∈ Z, and k ∈ Zn.
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Lemma 8.2. Let E = Cu(R
n,K) or E = C0(R
n,K). Let j ∈ Z and σ : N։ Zn
be a bijection. Let d ∈ l1(J+(n)× Zn,K) and f˜ ∈ E∗,
f˜ :=
∑
s∈J+(n)
∑
k∈Zn
d[s,k]ψ˜
[n]
s,j,k.
Then
‖f˜ |E∗‖ = lim
p→∞
∑
ℓ∈Zn
∣∣∣∣∣∣
∑
s∈J+(n)
p∑
q=0
d[s, σ(q)]g˜
[n]
s,ℓ−2σ(q)
∣∣∣∣∣∣.
Proof. Define
g˜p :=
∑
s∈J+(n)
∑p
q=0 d[s, σ(q)]ψ˜
[n]
s,j,σ(q), p ∈ N
I(q, s) :=
{
ℓ ∈ Zn : g˜[n]
s,ℓ−2σ(q) 6= 0
}
, q ∈ N, s ∈ J+(n)
J(p) :=
⋃
s∈J+(n)
⋃p
q=0 I(q, s), p ∈ N
Now
‖f˜‖ = lim
p→∞
‖g˜p‖
and
g˜p =
∑
s∈J+(n)
p∑
q=0
∑
ℓ∈J(p)
d[s, σ(q)]g˜
[n]
s,ℓ−2σ(q)ϕ
[n]
j+1,ℓ
=
∑
ℓ∈J(p)
 ∑
s∈J+(n)
p∑
q=0
d[s, σ(q)]g˜
[n]
s,ℓ−2σ(q)
ϕ[n]j+1,ℓ
from which the lemma follows.
Definition 8.3. When j ∈ Z and s ∈ {0, 1}n define
W˜n,s,j :=n.s.
{∑
k∈Zn
d[k]ψ˜
[n]
s,j,k : d ∈ l1(Zn,K)
}
∥∥∥f˜ |W˜n,s,j∥∥∥ := ∥∥∥f˜ |Cu(Rn,K)∗∥∥∥ = ∥∥∥f˜ |C0(Rn,K)∗∥∥∥ , f˜ ∈ W˜n,s,j .
By Lemma 3.16 function η˜n,s,j : l
1(Zn,K)→ W˜n,s,j defined by
η˜n,s,j(d) :=
∑
k∈Z
d[k]ψ˜
[n]
s,j,k
for all d ∈ l1(Zn,K) is a topological isomorphism from l1(Zn,K) onto W˜n,s,j
and
1
Ncover
(
ψ
[n]
s
) ∥∥∥ψ[n]s ∥∥∥
∞
‖d‖1 ≤ ‖η˜n,s,j(d)‖ ≤
∥∥∥ψ˜[n]s ∥∥∥‖d‖1
for all d ∈ l1(Zn,K). By Lemma 8.2 we may identify the Banach space W˜n,s,j
for both E = Cu(R
n,K) and E = C0(R
n,K) for each s ∈ {0, 1}n and j ∈ Z.
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Definition 8.4. When n ∈ Z+ and j ∈ Z define
P˜n,j f˜ :=
∑
k∈Zn
〈
f˜ , ϕ
[n]
j,k
〉
ϕ˜
[n]
j,k
for all f˜ ∈ E∗.
Definition 8.5. When n ∈ Z+, s ∈ {0, 1}n, and j ∈ Z define
Q˜n,s,j f˜ :=
∑
k∈Zn
〈
f˜ , ψ
[n]
s,j,k
〉
ψ˜
[n]
s,j,k
for all f˜ ∈ E∗.
We have Q˜n,0n,j = P˜n,j for all j ∈ Z. When s ∈ {0, 1}n it follows from
Lemmas 3.11 and 3.13 that operators Q˜n,s,j, j ∈ Z, are uniformly bounded by∥∥∥Q˜n,s,j∥∥∥ ≤ ∥∥∥ψ˜[n]s ∥∥∥∥∥∥ψ[n]s ∥∥∥
∞
Ncover(ψ
[n]
s )
for all j ∈ Z and operators P˜n,j , j ∈ Z, uniformly bounded by∥∥∥P˜n,j∥∥∥ ≤ ∥∥∥ϕ˜[n]∥∥∥∥∥∥ϕ[n]∥∥∥
∞
Ncover(ϕ
[n]) (54)
for all j ∈ Z.
Lemma 8.6.
(i) ∀j ∈ Z, s ∈ {0, 1}n, t ∈ {0, 1}n : s 6= t =⇒ ∀f˜ ∈ W˜n,s,j : Q˜n,t,j f˜ = 0.
(ii) Operator Q˜n,s,j is a continuous projection of E
∗ onto W˜n,s,j for all j ∈ Z
and s ∈ {0, 1}n.
(iii) Q˜n,s,j = Q˜n,s,j ◦ P˜n,j′ for all j, j′ ∈ Z, j < j′, and s ∈ {0, 1}n.
For example, when n = 2 and t = (0, 1) we have Q˜n,t,jδ = 0 for all j ∈ Z.
Lemma 8.7. Let j ∈ Z, s, t ∈ {0, 1}n, and s 6= t. Then W˜n,s,j ∩ W˜n,t,j = {0}.
Lemma 8.8. Let j ∈ Z and f˜ ∈ V˜n,j+1. Then∑
s∈{0,1}n
Q˜n,s,j f˜ = f˜ .
Proof. Use Lemmas 5.13 and 5.15 and Equation (21).
Definition 8.9. When j ∈ Z define
W˜n,j :=n.s.
∑˙
s∈J+(n)
W˜n,s,j.
Definition 8.10. When j ∈ Z define
Q˜n,j :=
∑
s∈J+(n)
Q˜n,s,j.
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Lemma 8.11. Let j ∈ Z. Then
(i) Operator Q˜n,j is a continuous projection of E
∗ onto W˜n,j.
(ii) Q˜n,j f˜ = 0 for all f˜ ∈ V˜n,j.
Proof. This is a consequence of Lemma 8.6.
Lemma 8.12. When j ∈ Z we have Q˜n,j = P˜n,j+1 − P˜n,j .
Proof. Use Lemmas 8.6 (iii) and 8.8.
Lemma 8.13. When j ∈ Z we have V˜n,j+1 =n.s. V˜n,j ∔ W˜n,j.
Proof. Use Lemmas 8.6 (ii), 8.7, and 8.8.
Theorem 8.14.
(i) ∀j ∈ Z, s ∈ {0, 1}n, t ∈ {0, 1}n : s 6= t ⇐⇒ W˜n,s,j⊥WEn,t,j
(ii) ∀j1, j2 ∈ Z : j1 ≤ j2 ⇐⇒ V˜n,j1⊥WEn,j2
(iii) ∀j1, j2 ∈ Z : j1 ≥ j2 ⇐⇒ W˜n,j1⊥V En,j2
(iv) ∀j1, j2 ∈ Z : j1 6= j2 ⇐⇒ W˜n,j1⊥WEn,j2
Proof. Let j ∈ Z, s, t ∈ {0, 1}n, and k, ℓ ∈ Zn. Proposition (i) follows from
Equation (23).
Suppose that j1, j2 ∈ Z and j1 6= j2. If j1 > j2 then WEn,j2 ⊂ V En,j1 and
W˜n,j1⊥V En,j1 and hence W˜n,j1⊥WEn,j2 . If j1 < j2 then W˜n,j1 ⊂ V˜n,j2 and
V˜n,j2⊥WEn,j2 and hence W˜n,j1⊥WEn,j2 . So proposition (iv) is true.
Theorem 8.15. Let f˜ ∈ C0(Rn,K)∗. Then P˜n,j f˜w-*→ f˜ as j →∞.
Proof. Let f˜ ∈ C0(Rn,K)∗. Suppose that f ∈ C0(Rn,K). Then〈
P˜n,j f˜ , P
(0)
n,j f
〉
=
∑
k∈Zn
〈
f˜ , ϕ
[n]
j,k
〉〈
ϕ˜
[n]
j,k, P
(0)
n,j f
〉
=
〈
f˜ ,
∑
k∈Zn
〈
ϕ˜
[n]
j,k, f
〉
ϕ
[n]
j,k
〉
=
〈
f˜ , P
(0)
n,j f
〉
.
By Equation (54) there exists c ∈ R+ so that
∥∥∥P˜n,j∥∥∥ ≤ c for all j ∈ Z.
Consequently∣∣∣〈f˜ , f〉− 〈P˜n,j f˜ , f〉∣∣∣ ≤ ∣∣∣〈f˜ , f〉− 〈f˜ , P (0)n,j f〉∣∣∣
+
∣∣∣〈P˜n,j f˜ , P (0)n,j f〉− 〈P˜n,j f˜ , f〉∣∣∣
=
∣∣∣〈f˜ , f − P (0)n,j f〉∣∣∣+ ∣∣∣〈P˜n,j f˜ , P (0)n,j f − f〉∣∣∣
≤
∥∥∥f˜∥∥∥∥∥∥f − P (0)n,j f∥∥∥+ c∥∥∥f˜∥∥∥∥∥∥f − P (0)n,j f∥∥∥→ 0,
as j →∞.
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For example, let
f˜(x) :=
 x+ 1; x ∈ [−1, 0[−x+ 1; x ∈ [0, 1[
0; otherwise.
and
f(x) :=
 −2x− 2; x ∈ [−1, 0[2x− 2; x ∈ [0, 1[
0; otherwise.
for all x ∈ R. Now〈
P˜1,j f˜ , f
〉
→
〈
f˜ , f
〉
=
∫
R
f˜(x)f(x)dx = −4
3
as j →∞.
8.2 Tensor Product Representation of the Dual MRA
Lemma 8.16. Banach space C0(R
n,K)
∗⊗ˆεsC0(R,K)∗ is a closed subspace of
C0(R
n+1,K)
∗
.
Proof. By Theorem 7.22
C0(R
n,K)⊗ˆεC0(R,K) =
( n⊗ˆ
ε
k=1
C0(R,K)
)
⊗ˆεC0(R,K) =
n+1⊗ˆ
ε
k=1
C0(R,K)
= C0(R
n+1,K).
Hence it follows from Equation (4) that C0(R
n,K)
∗⊗ˆεsC0(R,K)∗ is a closed
subspace of C0(R
n+1,K)
∗
.
Definition 8.17. Let j ∈ Z. Define
M˜n,j :=n.s.
n⊗ˆ
(C0(R
k,K)
∗
)
k=1
V˜1,j .
The Banach spaces M˜n,j are well defined since V˜1,j is a closed subspace of
C0(R,K)
∗
. Vector space C0(R
k,K)
∗⊗ V˜1,j is a linear subspace of C0(Rk,K)∗⊗
C0(R,K)
∗
for all k ∈ Z+. It follows from Lemma 8.16 that C0(Rk,K)∗⊗ V˜1,j is
a linear subspace of C0(R
k+1,K)
∗
for all k ∈ Z+. Consequently V˜n,j is a closed
subspace of C0(R
n,K)∗ for all n ∈ Z+ and j ∈ Z. Since V˜1,j ⊂c.s. V˜1,j+1 for
all j ∈ Z it follows that V˜n,j ⊂c.s. V˜n,j+1 for all n ∈ Z+ and j ∈ Z.
Lemma 8.18. When j ∈ Z
n⊗ˆ
π
k=1
V˜1,j =n.s. V˜n,j .
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Proof. Let
E :=n.s.
n⊗ˆ
π
k=1
V˜1,j
and
F :=n.s.
n⊗ˆ
π
k=1
l1(Z,K).
Let
α :=
n⊗
π
k=1
ι˜1,j
Function α is an isometric isomorphism from F onto E. Define function ξ[n]
as in Lemma 4.25. Let β := α ◦ (ξ[n])−1. Now β is an isometric isomorphism
from l1(Zn,K) onto E and β(eˇk) = ϕ˜
[n]
j,k = ι˜n,j(eˇk) for all k ∈ Zn. When
d ∈ l1(Zn,K) we have β(d) = ι˜n,j(d) and ‖β(d)‖E = ‖ι˜n,j(d)‖C0(Rn,K)∗ .
Lemma 8.19. When j ∈ Z
V˜n,j =n.s. M˜n,j =n.s.
n⊗ˆ
π
k=1
V˜1,j =n.s.
n⊗ˆ
εs
k=1
V˜1,j .
Proof. Use induction by n, metric approximation property of l1, and [46, prop.
7.1].
Definition 8.20. Define
N˜n,s,j :=n.s.
n⊗ˆ
(C0(R
n,K)∗)
k=1
W˜1,s[k],j
where j ∈ Z and s ∈ {0, 1}n.
Lemma 8.21. Let j ∈ Z and s ∈ {0, 1}n. Then
N˜n,s,j = closC0(Rn,K)∗ span{ψ˜[n]s,j,k : k ∈ Zn}.
Proof. Let
A˜n,s,j = closC0(Rn,K)∗ span{ψ˜[n]s,j,k : k ∈ Zn}
for all n ∈ Z+, j ∈ Z, and s ∈ {0, 1}n. We have ψ˜[n]s,j,k ∈ N˜n,s,j for all k ∈ Zn.
Hence span{ψ˜[n]s,j,k : k ∈ Zn} ⊂ N˜n,s,j. As N˜n,s,j is a Banach space it follows
that A˜n,s,j is a closed subspace of N˜n,s,j.
When n′ = 1 we have N˜1,s,j =n.s. V˜1,j or N˜1,s,j =n.s. W˜1,j and hence
N˜1,s,j ⊂c.s. A˜1,s,j, from which it follows that N˜1,s,j =n.s. A˜1,s,j . Suppose that
N˜n′,s,j = A˜n′,s,j for all j ∈ Z, s ∈ {0, 1}n′ for some n′ ∈ Z+ (induction as-
sumption). Let x˜ ∈ N˜n′+1,s′,j for some s′ ∈ {0, 1}n′+1. Let h ∈ R+. Let t :=
sproj(n
′, s′) and u := s′[n′ + 1]. There exists y˜ ∈ N˜n′,t,j ⊗(C0(Rn′+1,K)∗) W˜1,u,j
so that ‖x˜− y˜‖ < h2 . Now
y˜ =
m∑
k=1
w˜k ⊗ v˜k
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where m ∈ N and w˜k ∈ N˜n′,t,j , v˜l ∈ W˜1,u,j for each k ∈ Z(m). Let c :=
max{‖v˜k‖ : k ∈ Z(m)}+ 1. There exist r˜k ∈ span{ψ˜[n
′]
t,j,k : k ∈ Zn
′} so that
‖w˜k − r˜k‖ < h
2mc
for each k ∈ Z(m).
Now
r˜k =
∑
ℓ∈J
bk,ℓψ˜
[n′]
t,j,ℓ
where J is a finite subset of Zn
′
and bk,ℓ ∈ K for all ℓ ∈ J and k ∈ Z(m). We
also have
v˜k =
∑
p∈Z
dk,pζ˜u,j,p
where (dk,p)
∞
p=0 ∈ l1(Z,K) and k ∈ Z(m). It follows that
r˜k ⊗ v˜k =
∑
ℓ∈J
∑
p∈Z
bp,ℓdk,pψ˜
[n′+1]
s′,j,scomb(ℓ, p)
∈ A˜n′+1,s′,j
for each k ∈ Z(m). Let
z˜ =
m∑
k=1
r˜k ⊗ v˜k.
Now z˜ ∈ A˜n′+1,s,j and
‖y˜ − z˜‖ ≤
m∑
k=1
‖w˜k − r˜k‖‖v˜k‖ <
m∑
p=1
h
2mc
c =
h
2
.
Hence ‖x˜− z˜‖ ≤ ‖x˜− y˜‖ + ‖y˜ − z˜‖ < h2 + h2 = h. Number h > 0 was
arbitrary and hence x˜ ∈ A˜n′+1,s′,j . Therefore the proposition is true for n′ + 1
and consequently for all n ∈ Z+.
Definition 8.22. Let j ∈ Z and s ∈ {0, 1}n. Define function R˜n,s,j : V˜n,j+1 →
N˜n,s,j by
R˜n,s,j =
n⊗
(C0(R
k,K)∗,C0(R
k,K)∗)
k=1
(
Q˜1,s[k],j |V˜1,j+1
)
Theorem 8.23. Functions R˜n,s,j, j ∈ Z, s ∈ {0, 1}n are well defined, linear,
and continuous.
Proof. Let j ∈ Z and s ∈ {0, 1}n. Functions W˜ (0)1,b,j , b ∈ {0, 1}, are linear and
continuous. Let Pk = Q˜
(0)
1,s[k],j|V˜ (0)1,j+1 for l = 1, . . . , n. Define the operators Sk
and Tk as in Definition 4.19. Now T1 = S1 = P1 is continuous. Suppose that
Tk is continuous for some k ∈ Z(n− 1). Operator Tk is a linear operator from
Banach space V˜k,j+1 into Banach space
k⊗ˆ
(C0(R
m,K)∗)
m=1
W˜
(0)
1,s[m],j =n.s. N˜k,sproj(k,s),j .
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Operator Pk+1 is a continuous linear operator from V˜
(0)
1,j+1 into W˜
(0)
1,s[k+1],j.
Subspace V˜k,j+1 is topologically complemented in C0(R
k,K)
∗
and subspace
V˜
(0)
1,j+1 is topologically complemented in C0(R,K)
∗
. By Lemma 4.15 opera-
tor Sk+1 = Tk ⊗Pk+1 is a continuous linear operator from normed vector space
V˜k,j+1⊗(C0(Rk+1,K)∗)V˜ (0)1,j+1 into normed vector space N˜k,sproj(k,s),j⊗(C0(Rk+1,K)∗)
W˜
(0)
1,s[k+1],j . Hence Tk+1 is a continuous linear operator from Banach space
V˜k+1,j+1 into Banach space N˜k+1,sproj(k+1,s),j. It follows that R˜n,s,j = Tn is
well defined and it is a continuous linear operator from Banach space V˜n,j+1
into Banach space N˜n,s,j.
Lemma 8.24. Let j ∈ Z, and s ∈ {0, 1}n. Then
R˜n,s,j f˜ =
∑
k∈Zn
〈f˜ , ψ[n]s,j,k〉ψ˜[n]s,j,k (55)
for all f˜ ∈ V˜n,j+1. The series in Equation (55) converges absolutely for all
f˜ ∈ V˜n,j+1. When s ∈ {0, 1}n operators R˜n,s,j, j ∈ Z, are uniformly bounded
by ∥∥∥R˜n,s,j∥∥∥ ≤ Ncover(ψ[n]s )∥∥∥ψ[n]s ∥∥∥
∞
∥∥∥ψ˜[n]s ∥∥∥
for all j ∈ Z.
Proof. Define linear operators T˜n,s′,j′ : C0(R
n,K)∗ → W˜ (0)n,s′,j′ , j′ ∈ Z, s′ ∈
{0, 1}n, by
T˜n,s′,j′ g˜ :=
∑
k∈Zn
〈
g˜, ψ
[n]
s′,j′,k
〉
ψ˜
[n]
s′,j′,k (56)
for all g˜ ∈ C0(Rn,K)∗. By Lemmas 3.13 and 3.11 the series in Equation (56)
converges absolutely, operators T˜n,s′,j′ are well-defined and continuous, and∥∥∥T˜n,s′,j′∥∥∥ ≤ Ncover(ψ[n]s′ )∥∥∥ψ[n]s′ ∥∥∥
∞
∥∥∥ψ˜[n]s′ ∥∥∥ (57)
for all j′ ∈ Z and s′ ∈ {0, 1}n.
Let f˜ ∈ V˜n,j+1. By Lemma 8.19
f˜ =
∑
k∈Zn
a[k]ϕ˜
[n]
j+1,k
where a ∈ l1(Zn,K) and the series converges absolutely. Let σ : N ։ Zn be a
bijection. Let
f˜m :=
m∑
k=0
a[σ(k)]ϕ˜
[n]
j+1,σ(k)
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for all m ∈ N. Now f˜m → f˜ as m→∞. Furthermore,
R˜n,s,j f˜m =
m∑
k=0
a[σ(k)]
n⊗
l=1
(
Q
(0)
1,s[l],jϕ˜
[n]
j+1,σ(k)
)
=
m∑
k=0
a[σ(k)]
n⊗
l=1
∑
p∈Z
〈
ϕ˜j+1,σ(k)[l], ζs[l],j,p
〉
ζ˜s[l],j,p

=
m∑
k=0
a[σ(k)]
∑
p1∈Z
· · ·
∑
pn∈Z
〈
ϕ˜
[n]
j+1,σ(k), ψ
[n]
s,j,(p1,...,pn)
〉
ψ˜
[n]
s,j,(p1,...,pn)
(58)
Since ψ
[n]
s,j,k = ψ
[n]
s (2j · −k) and functions ψ[n]s are compactly supported the
series in formula (58) has only finite number of nonzero terms. Hence
R˜n,s,j f˜m =
m∑
k=0
a[σ(k)]
∑
k∈Zn
〈
ϕ˜
[n]
j+1,σ(k), ψ
[n]
s,j,k
〉
ψ˜
[n]
s,j,k
=
∑
k∈Zn
〈
m∑
k=0
a[σ(k)]ϕ˜
[n]
j+1,σ(k), ψ
[n]
s,j,k
〉
ψ˜
[n]
s,j,k
=
∑
k∈Zn
〈
f˜m, ψ
[n]
s,j,k
〉
ψ˜
[n]
s,j,k = T˜n,s,j f˜m.
Since operators R˜n,s,j and T˜n,s,j are continuous we have
R˜n,s,j f˜ = lim
m→∞
R˜n,s,j f˜m = lim
m→∞
T˜n,s,jf˜m = T˜n,s,j f˜ .
Lemma 8.25. Let j ∈ Z. Then
(i) ∀s ∈ {0, 1}n, f˜ ∈ N˜n,s,j : R˜n,s,j f˜ = f˜
(ii) ∀s ∈ {0, 1}n, t ∈ {0, 1}n, f˜ ∈ N˜n,s,j : s 6= t =⇒ R˜n,t,j f˜ = 0
(iii) ∀s ∈ J+(n), f˜ ∈ V˜n,j : R˜n,s,j f˜ = 0.
(iv) Operator R˜n,s,j is a projection of V˜n+1,j+1 onto N˜n,s,j for each s ∈ {0, 1}n.
Proof.
(i) and (ii) Let s, t ∈ {0, 1}n and f˜ ∈ N˜n,s,j. By Lemma 8.21 there exists a sequence
(f˜m)
∞
m=0 ⊂ span
{
ψ˜
[n]
s,j,k : k ∈ Zn
}
so that f˜m → f˜ as m → ∞ (strong
convergence). Now
f˜m =
∑
k∈Jm
am,kψ˜
[n]
s,j,k
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where Jm is a finite subset of Z
n and am,k ∈ K for each k ∈ Jm for all
m ∈ N. Furthermore,
R˜n,t,j f˜m =
∑
ℓ∈Zn
〈 ∑
k∈Jm
am,kψ˜
[n]
s,j,k, ψ
[n]
t,j,ℓ
〉
ψ˜
[n]
t,j,ℓ
=
∑
ℓ∈Zn
( ∑
k∈Jm
am,kδs,tδk,ℓ
)
ψ˜
[n]
t,j,ℓ
= δs,t
∑
ℓ∈Zn
am,ℓψ˜
[n]
t,j,ℓ = δs,tf˜m.
Since R˜n,t,j is continuous it follows that
R˜n,t,j f˜ = lim
m→∞
R˜n,s,j f˜m = δs,t lim
m→∞
f˜m = δs,tf˜ .
Thus both (i) and (ii) are true.
(iii) This is a consequence of (ii).
(iv) The range of operator R˜n,s,j is N˜n,s,j. Hence (i) implies (iv).
Theorem 8.26. Let j ∈ Z and s ∈ {0, 1}n. Then
(i) The set {ψ˜[n]s,j,k : k ∈ Zn} is an absolutely convergent basis of Banach space
N˜n,s,j.
(ii) W˜n,s,j =n.s. N˜n,s,j.
Proof. Since N˜n,s,j is a closed subspace of C0(R
n,K)
∗
it follows that W˜n,s,j ⊂
N˜n,s,j.
Let g˜ ∈ N˜n,s,j. By Lemmas 8.24 and 8.25
g˜ = R˜n,s,j g˜ =
∑
k∈Zn
〈g˜, ψ[n]
s,j,k〉ψ˜[n]s,j,k. (59)
where the series converges absolutely. Thus {ψ˜[n]s,j,k : k ∈ Zn} is an absolutely
convergent basis of N˜n,s,j so (i) is true.
It follows from Lemma 3.13 that (〈g˜, ψ[n]s,j,k〉)k∈Zn ∈ l1(Zn,K). As g˜ ∈ N˜n,s,j
was arbitrary we have N˜n,s,j ⊂c.s. W˜n,s,j . Hence W˜n,s,j = N˜n,s,j and (ii) is
true.
Lemma 8.27. Let j ∈ Z and s ∈ {0, 1}n. Then Q˜n,s,j = R˜n,s,j ◦ P˜n,j+1.
Proof. Let f˜ ∈ E∗. By Lemma 8.6 (ii) we have P˜n,j+1f˜ ∈ V˜n,j+1. It follows by
Lemma 8.24 that
R˜n,s,j(P˜n,j+1(f˜)) =
∑
k∈Zn
〈
P˜n,j+1f˜ , ψ
[n]
s,j,k
〉
ψ˜
[n]
s,j,k = Q˜n,s,j(P˜n,j+1(f˜)).
By Lemma 8.6 (iii) we get R˜n,s,j(P˜n,j+1(f˜)) = Q˜n,s,j f˜ .
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9 Besov Space Norm Equivalence
9.1 Results from Donoho [18]
Donoho has derived norm equivalences for the Besov and Triebel-Lizorkin spaces
in the one-dimensional case using the interpolating wavelet expansion (in our
notation and norming)
f =
∑
k∈Z
akϕj0,k +
∑
j≥j0
∑
k∈Z
bj,kψj,k
for an arbitrary function f ∈ C0(R) [18]. Numbers R ∈ R+ and D ∈ N are
defined so that the mother scaling function ϕ is Ho¨lder continuous of order R
and the collection of formal sums
∑
k akϕ(t − k) contains all polynomials of
degree D. Define a = (ak)k∈Z and bj = (bj,k)k∈Z where j ∈ Z, j ≥ j0. The
equivalent norm for the Besov space is
‖f‖ = 2− j02 ‖a‖lp +
∥∥∥∥(2(σ− 1p )j‖bj‖lp)j≥j0
∥∥∥∥
lq
,
where min{R,D} > σ > 1/p and p, q ∈]0,∞].
9.2 Norm Equivalence for the Besov Spaces in the n-dimensional
Case
This derivation is based on the corresponding one-dimensional derivation in [18].
The cases p < 1 or q < 1 yielding quasi-Banach spaces Bσp,q are not discussed
in this article. We assume that n ∈ Z+ throughout this section.
We give first some definitions similar to those in [42] related to orthonormal
wavelets.
Definition 9.1. Let ϕ¯ : Rn → K be a mother scaling function of an orthonor-
mal wavelet family. When j ∈ Z, k ∈ Zn, and f ∈ L∞(Rn) define
α¯j,k(f) := 2
nj
∫
x∈Rn
ϕ¯∗(2jx− k)f(x)dτ.
The spaces Vj(p) that are defined in [42] are denoted by V¯j(p) in this docu-
ment. Space V¯j(p) is a closed subspace of L
p(Rn) for each j ∈ Z and p ∈ [1,∞]
at least when the mother scaling function ϕ¯ is continuous and compactly sup-
ported.
Definition 9.2. Let ϕ¯ : Rn → C be a scaling function of an orthonormal wavelet
family. Let p ∈ [1,∞] and j ∈ Z. Define operator P¯ (p)j : Lp(Rn)→ V¯j(p) by
(P¯
(p)
j f)(x) :=
∑
k∈Zn
α¯j,k(f)ϕ¯(2
jx− k)
for all f ∈ Lp(Rn) and x ∈ Rn. Define also Q¯(p)j := P¯ (p)j+1 − P¯ (p)j .
When ϕ¯ is a compactly supported and continuous function operator P¯
(p)
j is a
continuous linear projection of Lp(Rn) onto V¯j(p) for each j ∈ Z and p ∈ [1,∞].
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Definition 9.3. When m ∈ N define
I
[n]
Σ=(m) := {α ∈ Nn : ‖α‖1 = m} .
Definition 9.4. When m ∈ N, r ∈ [0, 1[, and f ∈ Cm(Rn) define
H(f ;m, r) := max
α∈I
[n]
Σ=(m)
sup
{ |(Dαf) (x) − (Dαf) (y)|
‖x− y‖r : x,y ∈ R
n ∧ x 6= y
}
.
Definition 9.5. Let j ∈ Z. Define
Sjf :=
(
f
(
k
2j
))
k∈Zn
for all functions f : Rn → C.
Definition 9.6. Let j ∈ Z and b ∈ Rn. Define
Sj,bf :=
(
f
(
k
2j
+ b
))
k∈Zn
for all functions f : Rn → C.
Definition 9.7. Let p ∈ [1,∞], q ∈ [1,∞], and σ ∈ R+. Let j0 ∈ Z and
r¯ ∈ Z+, r¯ > σ. Let ϕ¯ : Rn → C be a mother scaling function of an r¯-regular
orthonormal MRA of L2(Rn) and P¯
(p)
j and Q¯
(p)
j , j ∈ Z, be the corresponding
projection operators. When f ∈ Lp(Rn) define
‖f‖(o)Bσp,q(Rn);j0 :=
∥∥∥P¯ (p)j0 f |Lp(Rn)∥∥∥+ ∥∥h¯|lq(N+ j0)∥∥
where
h¯j := 2
jσ
∥∥∥Q¯(p)j f |Lp(Rn)∥∥∥ , j ∈ N+ j0
h¯ := (h¯j)
∞
j=j0 .
Norm ‖ · ‖(o)Bσp,q(Rn);j0 is an equivalent norm for the Besov space B
σ
p,q(R
n) and
characterizes Bσp,q(R
n) on bor(Rn,C). This has been proved in [42, chapter 2.9
proposition 4].
Definition 9.8. Let p ∈ [1,∞], q ∈ [1,∞], and σ ∈ R+. Let j0 ∈ Z. Let
P
(u)
n,j and Q
(u)
n,j , j ∈ Z, be the projection operators belonging to a compactly
supported interpolating tensor product MRA of Cu(R
n). When f ∈ Cu(Rn)
define
‖f‖(i)Bσp,q(Rn);j0 :=
∥∥∥P (u)n,j0f |Lp(Rn)∥∥∥+ ‖h|lq(N+ j0)‖
where
hj := 2
jσ
∥∥∥Q(u)n,jf |Lp(Rn)∥∥∥ , j ∈ N+ j0
h := (hj)
∞
j=j0 .
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Definition 9.9. Let p ∈ [1,∞], q ∈ [1,∞], and σ ∈ R+. Let j0 ∈ Z. Let
ϕ˜
[n]
j,k and ψ˜
[n]
s,j,k, j ∈ Z, s ∈ J+(n), k ∈ Zn, be the dual scaling functions and
dual wavelets belonging to a compactly supported interpolating tensor product
MRA of Cu(R
n). When f ∈ Cu(Rn) define
‖f‖(w)Bσp,q(Rn);j0 :=
∥∥∥∥(〈ϕ˜[n]j0,k, f〉)
k∈Zn
∥∥∥∥
p
+
∥∥∥∥∥∥
(
2(σ−
n
p )j
∥∥∥∥(〈ψ˜[n]s,j,ℓ, f〉)
s∈J+(n),ℓ∈Zn
∥∥∥∥
p
)∞
j=j0
∥∥∥∥∥∥
q
.
Definition 9.10. When j ∈ Z and p ∈ [1,∞] define
V
(u)
n,j (p) :=
{
x ∈ Rn 7→
∑
k∈Zn
a[k]ϕ
[n]
j,k(x) : a ∈ lp(Zn)
}
and
∥∥∥f |V (u)n,j (p)∥∥∥ := ‖f |Lp(Rn)‖ for all f ∈ V (u)n,j (p).
Definition 9.11. Let j ∈ Z and p ∈ [1,∞]. When T ∈ L(Lp(Rn), Lp(Rn))
define
‖T ‖
V
(u)
n,j
(p)
:=
∥∥∥(T |V (u)
n,j
(p)
)|L(V (u)n,j (p), Lp(Rn))
∥∥∥ .
Definition 9.12. Let j ∈ Z and p ∈ [1,∞]. When T ∈ L(Cu(Rn), Cu(Rn)) and
T [V¯j(p)] ⊂ Lp(Rn) define
‖T ‖V¯j(p) :=
∥∥∥(T |V¯j(p))|L(V¯j(p), Lp(Rn))∥∥∥ .
Definition 9.13. When j ∈ Z and p ∈ [1,∞] define
W
(u)
n,j (p) :=
x ∈ Rn 7→ ∑
s∈J+(n)
∑
k∈Zn
a[s,k]ψ
[n]
s,j,k(x) : a ∈ lp (J+(n)× Zn)

and
∥∥∥f |W (u)n,j (p)∥∥∥ := ‖f |Lp(Rn)‖ for all f ∈ W (u)n,j (p). When j ∈ Z, s ∈ {0, 1}n,
and p ∈ [1,∞] define
W
(u)
n,s,j(p) :=
{
x ∈ Rn 7→
∑
k∈Zn
a[k]ψ
[n]
s,j,k(x) : a ∈ lp (Zn)
}
and
∥∥∥f |W (u)n,s,j(p)∥∥∥ := ‖f |Lp(Rn)‖ for all f ∈W (u)n,s,j(p).
Definition 9.14. When p ∈ [1,∞] define
cinterp(p) :=
{ p
p−1 ; p ∈]1,∞[
1; p = 1 ∨ p =∞.
Lemma 9.15. Let ϕ¯ be a mother scaling function of an orthonormal MRA of
L2(Rn) spanning polynomials of degree 0. Let f ∈ Cb(Rn). Suppose that j ∈ Z
and k ∈ Zn. Then∣∣∣∣α¯j,k(f)− ( k2j
)∣∣∣∣ ≤ ‖ϕ¯‖1ω (f ; 2−jrsupp(ϕ¯))
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Proof. By the polynomial span we have
f
(
k
2j
)
= 2nj
∫
x∈Rn
ϕ¯∗(2jx− k)f
(
k
2j
)
.
Let M := BRn(2
−jk; 2−jrsupp(ϕ¯)). Now∣∣∣∣α¯j,k(f)− f ( k2j
)∣∣∣∣ = ∣∣∣∣2nj ∫
x∈Rn
ϕ¯∗
(
2jx− k) (f(x)− f ( k
2j
))
dτ
∣∣∣∣
≤ 2nj
∫
x∈M
∣∣ϕ¯∗ (2jx− k)∣∣∣∣∣∣(f(x)− f ( k2j
))∣∣∣∣dτ.
As ∣∣∣∣(f(x)− f ( k2j
))∣∣∣∣ ≤ ω(f ; 2−jrsupp(ϕ¯))
for all x ∈M it follows that∣∣∣∣α¯j,k(f)− f ( k2j
)∣∣∣∣ ≤ ω(f ; 2−jrsupp(ϕ¯)) · 2nj ∫
x∈M
∣∣ϕ¯∗ (2jx− k)∣∣dτ
= 2nj · 2−nj‖ϕ¯∗‖1ω(f ; 2−jrsupp(ϕ¯))
= ‖ϕ¯∗‖1ω(f ; 2−jrsupp(ϕ¯)).
Lemma 9.16. Let ϕ¯ be a mother scaling function of an orthonormal MRA of
L2(Rn) spanning polynomials of degree 0. Then∥∥∥f − P¯ (∞)j f∥∥∥
∞
≤ (1 + ‖ϕ¯‖1)‖ϕ¯‖∞Ncover(ϕ¯)ω(f ; rsupp(ϕ¯) · 2−j)
for all j ∈ Z and f ∈ Cb(Rn).
Proof. As ∑
k∈Zn
ϕ¯(y − k) = 1, y ∈ Rn,
we have (
f − P¯ (∞)j
)
(x) =
∑
k∈Zn
(f(x)− α¯j,k(f)) ϕ¯(2jx− k)
=
∑
k∈Itrans(ϕ¯,2jx)
(f(x)− α¯j,k(f)) ϕ¯(2jx− k)
for all x ∈ Rn. Consequently∣∣∣(f − P¯ (∞)j ) (x)∣∣∣ ≤ ∑
k∈Itrans(ϕ¯,2jx)
|f(x)− α¯j,k(f)|‖ϕ¯‖∞ (60)
for all x ∈ Rn. Let x1 ∈ Rn and k1 ∈ Itrans(ϕ¯, 2jx1). By Lemma 9.15 we have
|f(x1)− α¯j,k1(f)| ≤
∣∣∣∣f(x1)− f (k12j
)∣∣∣∣+ ∣∣∣∣f (k12j
)
− α¯j,k1(f)
∣∣∣∣
≤ ω(f ; 2−jrsupp(ϕ¯)) + ‖ϕ¯‖1ω(f ; 2−jrsupp(ϕ¯)). (61)
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It follows from Equations (60) and (61) that∣∣∣(f − P¯ (∞)j ) (x1)∣∣∣ ≤ Ncover(ϕ¯)‖ϕ¯‖∞(1 + ‖ϕ¯‖1)ω(f ; 2−jrsupp(ϕ¯)).
See also Jackson’s inequality [51, proposition 9.6].
Lemma 9.17. Suppose that q ∈ [1,∞] and t ∈ R+. Let a(j, j′) := 2−|j
′−j|t for
all j, j′ ∈ N. Define
Ab :=
 ∞∑
j′=0
a(j, j′)bj′

j∈N
for all b ∈ lq(N). Then A ∈ L(lq(N), lq(N)).
Proof. Cases q = 1 and q = ∞ can be proved by starting from the expression
of Ab where b ∈ lq(N). When q ∈]1,∞[ the proof is based on interpolation of
Banach spaces, see [3]. Let ν be the counting measure on N. Operator A is
admissible with respect to couple (l1, l∞). As lp = Lp(N, ν) for all p ∈]1,∞[ it
follows by [3, corollary IV.1.8] that A is a continuous linear operator from lq
into lq.
Lemma 9.18. Let
Ajf := (α¯j,k(f))k∈Zn
for all f ∈ L1(Rn)∪L∞(Rn) and j ∈ Z. Then Ajf ∈ lp(Zn) for all f ∈ Lp(Rn),
p ∈ [1,∞], and j ∈ Z. Furthermore, there exists constant c1 ∈ R+ so that
‖Aj |L(Lp(Rn), lp(Zn))‖ ≤ 2
nj
p c1
for all p ∈ [1,∞] and j ∈ Z.
Lemma 9.19. Let p ∈ [1,∞], v ∈ Ccom(Rn), and b ∈ Rn. There exists constant
c1 ∈ R+ so that for all j ∈ Z and for all functions
f(x) :=
∑
k∈Zn
a[k]v(2jx− k)
where a ∈ CZn we have
‖Sj,bf‖p ≤ 2
nj
p c1‖f‖p.
Lemma 9.20. Suppose that v ∈ Ccom(Rn) and v(k) = δk,0 for all k ∈ Zn. Let
j ∈ Z and a ∈ CZn. Let
f(x) :=
∑
k∈Zn
a[k]v(2jx− k) (62)
for all x ∈ Rn and assume that series (62) converges absolutely for each x ∈ Rn.
Furthermore, assume that f ∈ Lp(Rn) for some p ∈ [1,∞]. Then a ∈ lp(Zn).
Proof. Use Lemma 9.19.
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Lemma 9.21. Suppose that vk ∈ L1(Rn) ∩ L∞(Rn) for each k ∈ N. Define
ιp(a) := x 7→
∑
k∈N
a[k]vk(x) (63)
for all a ∈ lp and p ∈ [1,∞]. When p = 1 or p = ∞ assume that the series
in (63) converges absolutely for all a ∈ lp and x ∈ Rn. Then ιp is an operator
from lp into Lp(Rn) for each p ∈]1,∞[.
Lemma 9.22. Assume that the following conditions are true.
(A1) I is a countably infinite set.
(A2) ∀α ∈ I, j ∈ Z : vj,α ∈ Ccom(Rn)
(A3) Either of the following conditions is true:
(A3.1) We have m(α) ∈ Z+, rj,α,k ∈ C, and sj,α,k ∈ Rn for all α ∈ I, j ∈ Z,
and k ∈ Z(m(α)). Furthermore,
v˜j,α =
m(α)∑
k=1
rj,α,kδ (· − sj,α,k)
for all α ∈ I and j ∈ Z.
(A3.2) We have v˜j,α ∈ Ccom(Rn) for all α ∈ I and j ∈ Z. The set
{β ∈ I : supp v˜j,α ∩ supp vj,β} is finite for each α ∈ I and j ∈ Z.
(A4) ∀j ∈ Z, α ∈ I, β ∈ I : 〈v˜j,α, vj,β〉 = δα,β
(A5) The series ∑
α∈I
a[α]vj,α(x)
converges absolutely for each a ∈ l∞(I), j ∈ Z, and x ∈ Rn.
Define
(ιp,j (a)) (x) :=
∑
α∈I
a[α]vj,α (x)
for all a ∈ lp(I), j ∈ Z, x ∈ Rn, and p ∈ {1,∞}. Define also Ap,j := ιp,j [lp(I)]
for all p ∈ {1,∞}, j ∈ Z and ‖f |Ap,j‖ := ‖f‖p for all p ∈ {1,∞}, j ∈ Z, and
f ∈ Ap,j. Assume further that the following conditions are true.
(A6) ι1.j is a topological isomorphism from l
1(I) onto A1,j for each j ∈ Z.
(A7) ι∞,j is a topological isomorphism from l
∞(I) onto A∞,j for each j ∈ Z.
(A8) A1,j ⊂c.s. L1(Rn) and A∞,j ⊂c.s. L∞(Rn) for each j ∈ Z.
(A9) ∃defc1 ∈ R+ : ∀j ∈ Z : ‖ι1,j‖ ≤ 2−njc1
(A10) ∃defc2 ∈ R+ : ∀j ∈ Z :
∥∥(ι1,j)−1∥∥ ≤ 2njc2
(A11) ∃defc3 ∈ R+ : ∀j ∈ Z : ‖ι∞,j‖ ≤ c3
(A12) ∃defc4 ∈ R+ : ∀j ∈ Z :
∥∥(ι∞,j)−1∥∥ ≤ c4
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Then
(i) Set
(ιp,j (a)) (x) :=
∑
α∈I
a[α]vj,α (x)
for all a ∈ lp(I), j ∈ Z, x ∈ Rn, and p ∈]1,∞[. Then ιp,j is an operator
from lp(I) into Lp(Rn).
(ii) Define Ap,j := ιp,j [l
p(I)] for all p ∈]1,∞[ and j ∈ Z. Now
Ap,j =tvs (A1,j , A∞,j)1− 1
p
,p
for all p ∈]1,∞[ and j ∈ Z.
(iii) Function ιp,j is a topological isomorphism from l
p(I) onto Ap,j for each
p ∈ [1,∞] and j ∈ Z.
(iv) ∃c5 ∈ R+ : ∀p ∈]1,∞], j ∈ Z : ‖ιp,j‖ ≤ pp−12−
nj
p c5
(v) ∃c6 ∈ R+ : ∀p ∈]1,∞], j ∈ Z :
∥∥∥ (ιp,j)−1 ∥∥∥ ≤ pp−12njp c6.
Proof.
(i) This is a consequence of Lemma 9.21.
(ii) Let p1 ∈]1,∞[ and j1 ∈ Z. Let
η := (ι1,j1 , ι∞,j1)1− 1
p1
,p1
Suppose first that f ∈ Ap1,j1 . Now f = ιp1,j1(a) for some a ∈ lp(I). As
lp1 =tvs
(
l1, l∞
)
1− 1
p1
,p1
we have a = b+ c for some b ∈ l1(I) and c ∈ l∞(I). It follows that
f = ι1,j1 (b) + ι∞,j1(c) = η(a) ∈ (A1,j1 , A∞,j1)1− 1
p1
,p1
.
Suppose then that
g ∈ (A1,j1 , A∞,j1)1− 1
p1
,p1
.
Now g = w + z for some w ∈ A1,j1 and z ∈ A∞,j1 . Furthermore, w =
ι1,j1(r) for some r ∈ l1(I) and z = ι∞,j1(s) for some s ∈ l∞(I). We have
g(x) =
∑
α∈I
(r[α] + s[α]) vj1,α (x)
for all x ∈ Rn and it follows that g = η(r+ s). Hence
η−1 (g) = r+ s ∈ (l1(I), l∞(I))
1− 1
p1
,p1
from which it follows that r+ s ∈ lp(I). Thus g = ιp1,j1(r + s) ∈ Ap1,j1 .
78
(iii) Let b ∈ lp(I) \ {0}. There exists α1 ∈ I so that b[α1] 6= 0. If (A3.1) is
true we have 〈v˜j,α1 , ιp1,j1(b)〉 = b[α1] 6= 0. If (A3.2) is true we have
J := {β ∈ I : supp v˜j1,α1 ∩ supp vj1,β 6= {0}}
and it follows that
〈v˜j1,α1 , ιp1,j1(b)〉 =
∫
x∈Rn
v˜j1,α1 (x)
∑
β∈J
b[β]vj,β (x)
 dτ
=
∑
β∈J
b[β] 〈v˜j1,α1 , vj,β〉
= b[α1] 6= 0.
Consequently ιp1,j1(b) 6= 0. Hence ιp1,j1 is an injection.
By Lemma 9.21 function ιp1,j1 is continuous. By the Inverse Mapping
Theorem function ι−1p1,j1 is continuous. Thus ιp1,j1 is a topological isomor-
phism from Banach space lp1(I) onto Banach space Ap1,j1 .
(iv) Let p1 ∈]1,∞[ and j1 ∈ Z. Now by Lemma 3.23
‖ιp1,j1‖ ≤
p
p− 1‖ι1,j1‖
1
p1 ‖ι∞,j1‖1−
1
p1 ≤ c5 p
p− 1 · 2
−
nj1
p1
where c5 := c
1
p1
1 c
1− 1
p1
3 .
(v) Let p1 ∈]1,∞[ and j1 ∈ Z. Now by Lemma 3.23∥∥(ιp1,j1)−1∥∥ ≤ pp− 1∥∥(ι1,j1 )−1∥∥ 1p1 ∥∥(ι∞,j1)−1∥∥1− 1p1 ≤ c6 pp− 1 · 2nj1p1
where c6 := c
1
p1
2 c
1− 1
p1
4 .
Lemma 9.23. Let f ∈ Ccom(Rn), b ∈ Rn and suppose that f(k+b) = δk,0 for
all k ∈ Zn. Define
(ιj (a)) (x) :=
∑
k∈Zn
a[k]f(2jx− k)
for all a ∈ l1(Zn) and j ∈ Z. Define also
Aj :=
{
ιj(a) : a ∈ l1(Zn)
}
for all j ∈ Z and ‖g|Aj‖ :=
∥∥g|L1(Rn)∥∥ for all g ∈ Aj and j ∈ Z. Then
(i) ιj is a topological isomorphism from l
1(Zn) onto Aj for each j ∈ Z.
(ii) ∃c1 ∈ R+ : ∀j ∈ Z : ‖ιj‖ ≤ c1 · 2−nj
(iii) ∃c2 ∈ R+ : ∀j ∈ Z :
∥∥∥ (ιj)−1 ∥∥∥ ≤ c2 · 2nj
Proof. Use Lemmas 3.19 and 9.19.
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Lemma 9.24. Let
(ιp,s,j (a)) (x) :=
∑
k∈Zn
a[k]ψ
[n]
s,j,k(x)
for all p ∈ [1,∞], s ∈ {0, 1}n, j ∈ Z, a ∈ lp(Zn), and x ∈ Rn. Then
(i) We have
W
(u)
n,s,j(p) =tvs
(
W
(u)
n,s,j(1),W
(u)
n,s,j(∞)
)
for all p ∈]1,∞[, s ∈ {0, 1}n, and j ∈ Z.
(ii) Function ιp,s,j is a topological isomorphism from l
p(Zn) onto W
(u)
n,s,j(p) for
all p ∈]1,∞[, s ∈ {0, 1}n, and j ∈ Z.
(iii) ∃c1 ∈ R+ : ∀p ∈ [1,∞], j ∈ Z, s ∈ {0, 1}n : ‖ιp,s,j‖ ≤ c1 · cinterp(p) · 2−
nj
p
(iv) ∃c2 ∈ R+ : ∀p ∈ [1,∞], j ∈ Z, s ∈ {0, 1}n :
∥∥∥ (ιp,s,j)−1 ∥∥∥ ≤ c2·cinterp(p)·2njp
Proof. Use Lemmas 3.10, 3.20, 9.22, and 9.23.
Lemma 9.25. Let V¯j(p) belong to an orthonormal MRA on R
n. Define func-
tions ιp,j by
(ιp,j (a)) (x) :=
∑
k∈Zn
a[k]ϕ¯j,k (x)
for all a ∈ lp(Zn), x ∈ Rn, p ∈ [1,∞], and j ∈ Z. Then
(i) ∀j ∈ Z, p ∈]1,∞[: V¯j(p) =tvs
(
V¯j(1), V¯j(∞)
)
1− 1
p
,p
(ii) Function ιp,j is a topological isomorphism from l
p(Zn) onto V¯j(p) for each
j ∈ Z and p ∈ [1,∞].
(iii) ∃c1 ∈ R+ : ∀j ∈ Z, p ∈ [1,∞] : ‖ιp,j‖ ≤ c1 · cinterp(p) · 2−
nj
p
(iv) ∃c2 ∈ R+ : ∀j ∈ Z, p ∈ [1,∞] :
∥∥∥ (ιp,j)−1 ∥∥∥ ≤ c2 · cinterp(p) · 2njp
Proof. Use Lemmas 3.19, 3.20, and 9.22.
Lemma 9.26. Define functions ιp,j by
(ιp,j (a)) (x) :=
∑
s∈J+(n)
∑
k∈Zn
a[s,k]ψ
[n]
s,j,k (x)
for all a ∈ lp(J+(n)× Zn), x ∈ Rn, p ∈ [1,∞], and j ∈ Z. Then
(i) ∀j ∈ Z, p ∈]1,∞[:
(
W
(u)
n,j (1),W
(u)
n,j (∞)
)
1− 1
p
,p
=tvs W
(u)
n,j (p) ⊂c.s. Lp(Rn)
(ii) Function ιp,j is a topological isomorphism from l
p(J+(n)× Zn) ontoW (u)n,j (p)
for each j ∈ Z and p ∈ [1,∞].
(iii) ∃c1 ∈ R+ : ∀j ∈ Z, p ∈ [1,∞] : ‖ιp,j‖ ≤ c1 · cinterp(p) · 2−
nj
p
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(iv) ∃c2 ∈ R+ : ∀j ∈ Z, p ∈ [1,∞] :
∥∥∥ (ιp,j)−1 ∥∥∥ ≤ c2 · cinterp(p) · 2njp
Proof. Use Lemmas 6.17, 9.19, and 9.22 and Equation (21).
Lemma 9.27. Let p ∈ [1,∞]. Then
∃c1 ∈ R+ : ∀j ∈ Z, j′ ∈ Z : j′ ≥ j =⇒
∥∥∥P (u)n,j ∥∥∥
V¯j′ (p)
≤ c1 · 2n(j′−j)/p.
Proof. Use Lemmas 3.19, 3.23, 9.19, and 9.25.
We have [42]
∀p ∈ [1,∞] : ∃c1 ∈ R+ : ∀j ∈ Z :
∥∥∥P¯ (p)j ∥∥∥ ≤ c1. (64)
Lemma 9.28. Let j ∈ Z, s ∈ R+, p ∈ [1,∞], and q ∈ [1,∞]. Then P (u)n,j f ∈
V
(u)
n,j (p) for all f ∈ Bsp,q(Rn) ∩ Cu(Rn).
Proof. We have
f = P¯
(p)
j f +
∞∑
j′=j
Q¯
(p)
j′ f = P¯
(∞)
j f +
∞∑
j′=j
Q¯
(∞)
j′ f
and ∥∥∥P (u)n,j f∥∥∥
p
≤
∥∥∥P (u)n,j P¯ (p)j f∥∥∥
p
+
∞∑
j′=j
∥∥∥P (u)n,j Q¯(p)j′ f∥∥∥
p
∈ R0.
Consequently P
(u)
n,j f ∈ Lp(Rn). By Lemma 9.20 we have(
f
(
k
2j
))
k∈Zn
∈ lp(Zn).
Thus P
(u)
n,j f ∈ V (u)n,j (p).
Lemma 9.29. Let m ∈ N, a ∈]0, 1], and v ∈ Ccom(Rn). Then there exists
c1 ∈ R+ so that for all b ∈ l∞(Zn), j ∈ Z, and
f = x ∈ Rn 7→
∑
k∈Zn
b[k]v(2jx− k)
we have
H(f ;m, a) ≤ c1 · 2j(m+a)H(v;m, a)‖b‖∞.
Lemma 9.30. Let s ∈ R+ \ Z+, s > 1, and f ∈ Cs(Rn). Let m := ⌊s⌋ and
a := s−m. Let x0 ∈ Rn, pm be the mth degree Taylor polynomial at point x0,
and rm := f − pm. Then
|rm(x)| ≤ n
(m− 1)!H(f ;m, a)‖x− x0‖
s
for all x ∈ Rn.
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See also [23, chapter 10] and [3, chapter V.5].
Lemma 9.31. Assume that the following conditions are true.
(B1) s ∈ R+ and v ∈ Ccom(Rn) ∩ Cs(Rn)
(B2) We have w˜ ∈ Cu(Rn)∗ and w ∈ Ccom(Rn).
(B3) Either of the following conditions is true:
(B3.1) We have
w˜ =
m∑
k=1
rkδ (· − s˜k)
where m ∈ Z+ and rk ∈ C.
(B3.2) w˜ ∈ Ccom(Rn).
(B4) We have
supp v ⊂ BRn(0; ρ1), ρ1 ∈ R+,
suppw ⊂ BRn(0; ρ2), ρ2 ∈ R+,
supp w˜ ⊂ BRn(0; ρ3), ρ3 ∈ R+.
(B5) We have
vj,k = v(2
j · −k)
wj,k = w(2
j · −k)
w˜j,k = 2
njw˜(2j · −k)
where ∀j ∈ Z and k ∈ Zn.
(B6) ∀k ∈ Zn, ℓ ∈ Zn, j ∈ Z : 〈w˜j,k, wj,ℓ〉 = δk,ℓ.
(B7) Define Mj,k := BRn(2
−jk; 2−jρ3) for all j ∈ Z and k ∈ Zn. We have
z˜j,k ∈ C(Mj,k)∗ for all j ∈ Z, k ∈ Zn, and
〈w˜j,k, f〉 =
〈
z˜j,k, f |Mj,k
〉
for all j ∈ Z, k ∈ Zn, and f ∈ Cu(Rn).
(B8) When j ∈ Z define linear function Pj by
(Pjf) (x) :=
∑
k∈Zn
〈
z˜j,k, f |Mj,k
〉
wj,k (x)
for all x ∈ Rn, j ∈ Z, and f ∈ C(Rn).
(B9) Define
Ap,j :=
{
x ∈ Rn 7→
∑
k∈Zn
a[k]vj,k(x) : a ∈ lp(Zn)
}
‖f |Ap,j‖ := ‖f‖p
for all p ∈ [1,∞] and j ∈ Z.
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(B10) Pair (w˜, w) spans all polynomials of n variables and of degree at most
⌈s⌉ − 1.
Then
∃c1 ∈ R+ : ∀p ∈ [1,∞], j ∈ Z, j′ ∈ Z :
j′ ≤ j =⇒ sup
{
‖(I − Pj)f‖p : f ∈ Ap,j′ , ‖f‖p ≤ 1
}
≤ c1 · cinterp(p) · 2(j′−j)s.
Proof. Suppose first that p =∞. Let j1, j′1 ∈ Z and j′1 ≤ j1. Let g ∈ A∞,j′1 and
g(x) :=
∑
k∈Zn
b[k]vj′1,k(x)
for all x ∈ Rn. Let x0 ∈ Rn. Let J := {k ∈ Zn : wj1,k(x0) 6= 0} and
S1 := BRn(x0; 2
−j1(ρ2 + ρ3)). Now #J ≤ Ncover(w) and Mj1,k ⊂ S1 for all
k ∈ J . Suppose that s ∈ R+ \ Z+. Let m := ⌊s⌋ and a := s − m. Let t
be the mth degree Taylor polynomial of g at x0 and r := g − t. It follows
from the polynomial span of (w˜, w) that (I − Pj1)g = r − Pj1r. Hence ((I −
Pj1)g)(x0) = r(x0) − (Pj1r)(x0) = −(Pj1r)(x0). Let ℓ ∈ J and y ∈ Mj1,ℓ.
Now ‖y − x0‖ ≤ 2−j1(ρ2 + ρ3). If m = 0 we have |r(y)| = |g(y)− g(x0)| ≤
H(g; 0, a)‖y − x0‖s ≤ c2H(g; 0, a) · 2−js. If m > 0 it follows from Lemma 9.30
that |r(y)| =≤ c3H(g;m, a)‖y − x0‖s ≤ c4H(g;m, a) · 2−js. By Lemma 9.29
we have H(g;m, a) ≤ c5 · 2j′sH(v;m, a)‖b‖∞. We also have ‖b‖∞ ≤ c6‖g‖∞
where c6 does not depend on b or g. Thus
∣∣〈z˜j1,ℓ, r|Mj1 ,ℓ〉∣∣ ≤ c8H(v;m, a) ·
2(j
′
1−j1)s‖b‖∞ ≤ c9 · 2(j
′
1−j1)s‖g‖∞. Hence
|((I − Pj1) g) (x0)| ≤
∑
k∈J
∣∣〈z˜j1,k, r|Mj1 ,k〉∣∣|wj1,k (x0)|
≤ Ncover(w)‖w‖∞ · c9 · 2(j
′
1−j1)s‖g‖∞.
Suppose then that s ∈ Z+. Let t be the m− 1 degree Taylor polynomial of
g at point x0 and r := g − t. The result follows from
r(y) =
1
m!
n∑
i1,...,im=1
fi1,...,im (x0 + c (y) (y − x0))
m∏
l=1
(y[il]− x0[il]) .
We have
supp(I − Pj)vj′,k ⊂ BRn(2−j′k; 2−jρ2 + 2−j′(ρ1 + ρ3)) (65)
for all j, j′ ∈ Z and j′ ≤ j. The result in case p = 1 follows from Equation (65),
Lemma 9.23 and from case p =∞.
When p ∈]1,∞[ the result follows from Lemma 9.22 and Banach space in-
terpolation.
Lemma 9.32. Let σ, s ∈ R+, s > σ, p ∈ [1,∞], and q ∈ [1,∞]. Suppose that
ϕ[n] ∈ Cs(Rn). Then ϕ[n] ∈ Bσp,q(Rn).
Theorem 9.33. Let p ∈ [1,∞], q ∈ [1,∞], j0 ∈ Z, σ ∈ R+, and n/p <
σ < r0. Let ϕ
[n] be a scaling function of a compactly supported interpolat-
ing tensor product MRA of Cu(R
n) and ϕ¯ : Rn → C a compactly supported
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and continuous mother scaling function of a (⌊σ⌋ + 1)-regular orthonormal
wavelet family. Suppose that ϕ[n] ∈ Cr0(Rn). Suppose also that (ϕ˜[n], ϕ[n])
and (2njϕ¯∗, ϕ¯) span all polynomials of degree at most ⌈σ⌉ − 1. Let B be the
normed space Bσp,q(R
n) ∩ Cu(Rn) equipped with some Besov space norm. Then
‖ · ‖(i)Bσp,q(Rn);j0 and ‖ · ‖
(o)
Bσp,q(R
n);j0
are equivalent norms on the vector space B
and norm ‖ · ‖(i)Bσp,q(Rn);j0 characterizes B on Cu(R
n).
Proof. Let r¯0 := ⌊σ⌋+1. We prove first that ‖f‖(i)Bσp,q(Rn);j0 ≤ c‖f‖
(o)
Bσp,q(R
n);j0
for
all f ∈ B and for some c ∈ R+. Define q′ by
1
q′
+
1
q
= 1.
By Lemma 9.27 there exists c1 ∈ R+ so that∥∥∥P (u)n,j ∥∥∥
V¯j′ (p)
≤ c1 · 2n(j
′−j)/p (66)
for all j, j′ ∈ Z, j′ ≥ j. By Lemma 9.31 there exists c2 ∈ R+ so that∥∥∥I − P (u)n,j ∥∥∥
V¯j′ (p)
≤ c2 · cinterp(p) · 2(j′−j)r¯0 (67)
for all j, j′ ∈ Z, j′ ≤ j. Let f ∈ B. We have
∥∥∥P (u)n,j0f∥∥∥p =
∥∥∥∥∥∥P (u)n,j0
P¯ (p)j0 f + ∞∑
j=j0
Q¯
(p)
j f
∥∥∥∥∥∥
p
≤
∥∥∥P (u)n,j0∥∥∥V¯j0 (p)
∥∥∥P¯ (p)j0 f∥∥∥p +
∞∑
j=j0
∥∥∥P (u)n,j0∥∥∥V¯j+1(p)
∥∥∥Q¯(p)j f∥∥∥
p
≤ c3
∥∥∥P¯ (p)j0 f∥∥∥p + c3 · 2(n−nj0)/p
∞∑
j=j0
2−j(σ−
n
p
)h¯[j]
where h¯ := (2jσ‖Q¯(p)j f‖p)∞j=j0 . Let
c4 := c3 · 2(n−nj0)/p ·
∥∥∥∥(2−j′(σ−np ))∞j′=j0
∥∥∥∥
q′
.
Now ∥∥∥P (u)n,j0f∥∥∥p ≤ c3∥∥∥P¯ (p)j0 f∥∥∥p + c4∥∥h¯∥∥q ≤ max {c3, c4} · ‖f‖(o)Bσp,q(Rn);j0
where c3 and c4 do not depend on f . We have
∥∥∥Q(u)n,jf∥∥∥
p
=
∥∥∥∥∥∥Q(u)n,j
P¯ (p)j0 f + ∞∑
j′=j0
Q¯
(p)
j′ f
∥∥∥∥∥∥
p
≤
∥∥∥Q(u)n,j∥∥∥
V¯j0 (p)
∥∥∥P¯ (p)j0 f∥∥∥p +
∞∑
j′=j0
∥∥∥Q(u)n,j∥∥∥
V¯j′+1(p)
∥∥∥Q¯(p)j′ f∥∥∥
p
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for all j ∈ Z, j ≥ j0. It follows from Equation (67) that
2jσ
∥∥∥Q(u)n,j∥∥∥
V¯j0 (p)
∥∥∥P¯ (p)j0 f∥∥∥p ≤ c5 · 2−j(r¯0−σ)∥∥∥P¯ (p)j0 f∥∥∥p
for all j ∈ Z, j ≥ j0, where c5 is independent of f . Consequently∥∥∥∥∥
(
2jσ
∥∥∥Q(u)n,j∥∥∥
V¯j0 (p)
∥∥∥P¯ (p)j0 f∥∥∥p
)∞
j=j0
∥∥∥∥∥
q
≤ c5
∥∥∥∥(2−j(r¯0−σ))∞j=j0
∥∥∥∥
q
∥∥∥P¯ (p)j0 f∥∥∥p
= c6
∥∥∥P¯ (p)j0 f∥∥∥p ≤ c6‖f‖(o)Bσp,q(Rn);j0 . (68)
When j′ < j it follows from Equation (67) that
2jσ
∥∥∥Q(u)n,j∥∥∥
V¯j′+1(p)
∥∥∥Q¯(p)j′ f∥∥∥
p
≤ c7 · 2−|j
′−j|(r¯0−σ)h¯[j′] (69)
When j′ ≥ j it follows from Equation (66) that
2jσ
∥∥∥Q(u)n,j∥∥∥
V¯j′+1(p)
∥∥∥Q¯(p)j′ f∥∥∥
p
≤ c8 · 2−|j
′−j|(σ− np )h¯[j′]. (70)
Let
w := min
{
σ − n
p
, r¯0 − σ
}
and c9 := max{c7, c8}. Now by Equations (69) and (70)
a :=
∥∥∥∥∥∥
2jσ ∞∑
j′=j0
∥∥∥Q(u)n,j∥∥∥
V¯j′+1(p)
∥∥∥Q¯(p)j′ f∥∥∥
p
∞
j=j0
∥∥∥∥∥∥
q
≤ c9
∥∥∥∥∥∥
 ∞∑
j′=j0
2−|j′−j|wh¯[j′]
∞
j=j0
∥∥∥∥∥∥
q
.
It follows from Lemma 9.17 that
a ≤ c10
∥∥h¯∥∥
q
≤ c10‖f‖(o)Bσp,q(Rn);j0 . (71)
where c10 depends only on w and j0. By Equations (68) and (71) we have
‖f‖(i)Bσp,q(Rn);j0 ≤ c10‖f‖
(o)
Bσp,q(R
n);j0
We prove then that ‖g‖(o)Bσp,q(Rn);j0 ≤ c‖g‖
(i)
Bσp,q(R
n);j0
for all g ∈ B and for
some c ∈ R+. Now∥∥∥P (u)n,j0g∥∥∥p +
∞∑
j=j0
∥∥∥Q(u)n,jg∥∥∥
p
=
∥∥∥P (u)n,j0g∥∥∥p +
∞∑
j=j0
∥∥∥2−jσ · 2jσQ(u)n,jg∥∥∥
p
≤
∥∥∥P (u)n,j0g∥∥∥p +
∥∥∥∥∥
(
2jσ
∥∥∥Q(u)n,jg∥∥∥
p
)∞
j=j0
∥∥∥∥∥
q
∞∑
j=j0
2−jσ
≤ c11‖g‖(i)Bσp,q(Rn);j0 ≤ c12‖g‖
(o)
Bσp,q(R
n);j0
∈ R0
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where c11 and c12 do not depend on g. Consequently
P
(u)
n,j0
g +
m∑
j=j0
Q
(u)
n,jg → g
in Lp(Rn) as m→∞. We have
∥∥∥P¯ (p)j0 g∥∥∥p =
∥∥∥∥∥∥P¯ (p)j0
P (u)n,j0g + ∞∑
j=j0
Q
(u)
n,jg
∥∥∥∥∥∥
p
≤
∥∥∥P¯ (p)j0 ∥∥∥∥∥∥P (u)n,j0g∥∥∥p +
∞∑
j′=j0
∥∥∥P¯ (p)j0 ∥∥∥∥∥∥Q(u)n,jg∥∥∥p
≤ c13
∥∥∥P (u)n,j0g∥∥∥p + c13
∞∑
j=j0
2−jσh[j]
≤ c13
∥∥∥P (u)n,j0g∥∥∥p + c13∥∥∥ (2−jσ)∞j=j0 ∥∥∥q′‖h‖q
≤ c14‖g‖(i)Bσp,q(Rn);j0
where h := (2jσ‖Q(u)n,jg‖p)∞j=j= . By Lemma 9.31 there exists c15 ∈ R+ so that∥∥∥I − P¯ (p)j ∥∥∥
V
(u)
n,j′
(p)
≤ c15 · cinterp(p) · 2(j′−j)σ (72)
for all j, j′ ∈ Z, j′ ≤ j. Furthermore,
∥∥∥Q¯(p)j g∥∥∥
p
=
∥∥∥∥∥∥Q¯(p)j
P (u)n,j0g + ∞∑
j′=j0
Q
(u)
n,j′g
∥∥∥∥∥∥
p
≤
∥∥∥Q¯(p)j ∥∥∥∥∥∥P (u)n,j0g∥∥∥p +
∞∑
j′=j0
∥∥∥Q¯(p)j ∥∥∥∥∥∥Q(u)n,j′g∥∥∥
p
.
It follows from Equation (72) that
2jσ
∥∥∥Q¯(p)j ∥∥∥∥∥∥P (u)n,j0g∥∥∥p ≤ c16 · 2−j(r0−σ)∥∥∥P (u)n,j0g∥∥∥p
for all j ≥ j0 where c16 is independent of g. Consequently∥∥∥∥∥
(
2jσ
∥∥∥Q¯(p)j ∥∥∥∥∥∥P (u)n,j0g∥∥∥p
)∞
j=j0
∥∥∥∥∥
q
≤ c16
∥∥∥∥(2−j(r0−σ))∞j=j0
∥∥∥∥
q
∥∥∥P (u)n,j0g∥∥∥p
= c17
∥∥∥P (u)n,j0g∥∥∥p ≤ c17‖g‖(i)Bσp,q(Rn);j0 . (73)
When j′ < j it follows from Equation (72) that
2jσ
∥∥∥Q¯(p)j ∥∥∥∥∥∥Q(u)n,j′g∥∥∥
p
≤ c18 · 2−|j
′−j|(r0−σ)h[j′]. (74)
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When j′ ≥ j it follows from uniform boundedness of the projection operators
that
2jσ
∥∥∥Q¯(p)j ∥∥∥∥∥∥Q(u)n,j′g∥∥∥
p
≤ c19 · 2−|j
′−j|σh[j′]. (75)
Let
z := min {σ, r0 − σ} .
Now by Equations (74) and (75) we have
b :=
∥∥∥∥∥∥
 ∞∑
j′=j0
2jσ
∥∥∥Q¯(p)j ∥∥∥∥∥∥Q(u)n,j′g∥∥∥
p
∞
j=j0
∥∥∥∥∥∥
q
≤ c20
∥∥∥∥∥∥
 ∞∑
j′=j0
2−|j′−j|zh[j′]
∞
j=j0
∥∥∥∥∥∥
q
.
It follows from Lemma 9.17 that
b ≤ c21‖h‖q ≤ c21‖f‖(i)Bσp,q(Rn);j0 . (76)
where c21 depends only on z and j0. By Equations (73) and (76) we have
‖g‖(o)Bσp,q(Rn);j0 ≤ c22‖g‖
(i)
Bσp,q(R
n);j0
.
Suppose then that ‖g‖(o)Bσp,q(Rn);j0 =∞. Let
Ab :=
 ∞∑
j′=j0
2−|j′−j|zb[j′]
∞
j=j0
, b ∈ CN+j0 .
Now
∞ =
∥∥∥∥∥
(
2jσ
∥∥∥Q¯(p)j g∥∥∥
p
)∞
j=j0
∥∥∥∥∥
q
≤ c17
∥∥∥P (u)n,j0g∥∥∥p + c20‖Ah‖q.
By the continuity of A|lq(N+j0) we must have ‖h‖q =∞. Consequently
‖g‖(i)Bσp,q(Rn);j0 =∞.
It is possible to construct an orthonormal compactly supported Daubechies
wavelet family with arbitrary high regularity r¯ ∈ R+ and polynomial span
(number of vanishing moments) d¯ ∈ N [9]. Consequently, when j0 ∈ Z, σ ∈ R+,
p ∈ [1,∞], q ∈ [1,∞], n/p < σ < r0, ϕ[n] ∈ Cr0(Rn), and (ϕ˜[n], ϕ[n]) spans all
polynomials of degree at most ⌈σ⌉ − 1 function ϕ[n] defines an equivalent norm
‖ · ‖(i)Bσp,q(Rn);j0 on Banach space B.
Theorem 9.34. Let p ∈ [1,∞], q ∈ [1,∞], σ ∈ R+, j0 ∈ Z, r0 ∈ R+, and n/p <
σ < r0. Let ϕ
[n] be a scaling function of a compactly supported interpolating
tensor product MRA of Cu(R
n) and suppose that ϕ[n] ∈ Cr0(Rn). Let B be
the normed space Bσp,q(R
n) ∩ Cu(Rn) equipped with some Besov space norm.
Then ‖ · ‖(i)Bσp,q(Rn);j0 and ‖ · ‖
(w)
Bσp,q(R
n);j0
are equivalent to the norm of B and they
characterize B on Cu(R
n).
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Proof. Define
aj(f) :=
(〈
ψ˜
[n]
s,j,k, f
〉)
s∈J+(n),k∈Zn
where f ∈ B and j ∈ Z. By Lemmas 9.24 and 9.26 we get
c1 · 2−
nj0
p
∥∥∥∥(〈ϕ˜[n]j0,k, f〉)k∈Zn
∥∥∥∥
p
≤
∥∥∥P (u)n,j0f∥∥∥
≤ c2 · 2−
nj0
p
∥∥∥∥(〈ϕ˜[n]j0,k, f〉)k∈Zn
∥∥∥∥
p
(77)
and
c3 · 2−
nj
p ‖aj(f)‖p ≤
∥∥∥Q(u)n,jf∥∥∥
p
≤ c4 · 2−
nj
p ‖aj(f)‖p
for all j ∈ N+ j0 and f ∈ B. Consequently
c3
∥∥∥∥(2j(σ−np )‖aj(f)‖p)∞j=j0
∥∥∥∥
q
≤
∥∥∥∥∥
(
2jσ
∥∥∥Q(u)n,jf∥∥∥
p
)∞
j=j0
∥∥∥∥∥
q
≤ c4
∥∥∥∥(2j(σ− np )‖aj(f)‖p)∞j=j0
∥∥∥∥
q
(78)
for all f ∈ B.
Let c5 := min{c1 · 2−nj0/p, c3} and c6 := max{c2 · 2−nj0/p, c4}. It follows
from Equations (77) and (78) that
c5‖f‖(w)Bσp,q(Rn);j0 ≤ ‖f‖
(i)
Bσp,q(R
n);j0
≤ c6‖f‖(w)Bσp,q(Rn);j0
for all f ∈ B.
It is possible to construct Deslauriers-Dubuc wavelet families with arbitrary
high regularity r ∈ R+ (i.e. ϕ[n] ∈ Cr(Rn)) and polynomial span d ∈ N [18].
As a direct consequence of Theorems 9.33 and 9.34 norms ‖ · ‖(w)Bσp,q(Rn);j0 and
‖ · ‖(i)Bσp,q(Rn);j0 are equivalent to the restriction of some norm of Besov space
Bσp,q(R
n) onto the vector space Bσp,q(R
n)∩Cu(Rn) and these norms characterize
Bσp,q(R
n) ∩ Cu(Rn) on Cu(Rn).
9.3 Consequences of the Besov Space Norm Equivalence
In particular, the Besov space norm equivalence holds for Ho¨lder spaces Cσ(Rn)
for σ ∈ R+ \ Z. When n ∈ Z+, σ ∈ R+, and q ∈ [1,∞] we have Bσ∞,q(Rn) ⊂
Cu(R
n) [50, prop. 2.3.2/2(i) and eq. (2.3.5/1)].
Definition 9.35. When n ∈ Z+ and j0 ∈ Z define
Ω(n, j0) := {(0n, j0,k) : k ∈ Zn} ∪
∞⋃
j=j0
⋃
s∈J+(n)
{(s, j,k) : k ∈ Zn} .
Theorem 9.36. Let n ∈ Z+, σ ∈ R+, and j0 ∈ Z. Let ϕ[n] be a mother scaling
function of a compactly supported tensor product MRA of Cu(R
n). Suppose that
ϕ[n] ∈ Cr(Rn) for some r ∈ R+, r > σ. Then the sequence (ψι(k))∞k=0 is not a
Schauder basis of Bσ∞,∞(R
n) =tvs Zσ(Rn) with any summing order ι where ι is
a bijection from N onto Ω(n, j0).
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Proof. Define j(a) = j′ for all a = (s′, j′,k′), s′ ∈ {0, 1}n, j′ ∈ Z, and k′ ∈ Zn.
There exists r1 ∈ Z+ so that suppϕ[n] ∈ BRn(0; r1). Let c := 2r1+⌈2j0⌉(2⌈σ⌉+
1) and m := ⌈r⌉. Let
η(k) := c · 2kke[n]1
α(k) := (e
[n]
1 , j0 + k, η(k))
ak := ψα(k)
gk := 2
−(j0+k)σak
z := ψ
[n]
e
[n]
1
where k ∈ N and
fl :=
l∑
k=0
gk
where l ∈ N. Let f be the limit of sequence (fl)∞l=0 in C0(Rn). We have
∞∑
k=0
‖gk‖∞ = ‖z‖∞
∞∑
k=0
2−(j0+k)s ∈ R+
and hence series
∑∞
k=0 gk converges absolutely in Banach space C0(R
n). We also
have ak, gk ∈ Bσ∞,∞(Rn) for all k ∈ N. Define Sj,ℓ(y) := BRn(2−jℓ; 2−jr1 + y).
where j ∈ Z, ℓ ∈ Zn, and y ∈ R0. Suppose that t1 ∈]0, 1[. We have
suppset∆
m
h gk = suppset∆
m
h ak ⊂ Sj0+k,η(k)(m) (79)
for all h ∈ BRn(0; t1) and k ∈ N. Furthermore,
Sj0+k,η(k)(m) ∩ Sj0+l,η(l)(m) = ∅ (80)
for all k, l ∈ N and k 6= l. Using Equations (79) and (80) we obtain
ωm∞(f ; t1) ≤ sup{ωm∞(gk; t1) : k ∈ N}. (81)
Furthermore, ωm∞(ak; t1) = ω
m
∞(z; 2
j0+kt1) for all k ∈ N. Consequently
ωm∞(z; 2
j0+kt1) ≤ c2 ·
(
2j0+kt1
)σ
where c2 := ‖z‖(c’)Bσ∞,∞(Rn);m. We also have
ωm∞(gk; t1) = 2
−(j0+k)σωm∞(ak; t1) ≤ c2tσ1 .
We have f ∈ L∞(Rn) and by Equation (81) ωm∞(f ; t1) ≤ c2tσ1 . Thus f ∈
Bσ∞,∞(R
n).
Suppose that (ψι(k))
∞
j=j0
would be a Schauder basis of Bσ∞,∞(R
n). Then
f =
∞∑
k=0
d[ι(k)]ψι(k)
for some sequence d ∈ CΩ(n,j0). Define
ξb :=
b∑
k=0
d[ι(k)]ψι(k)
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where β ∈ N. Let b1 ∈ N. Define
j1 := max{j(ι(k)) ∈ Z : k ∈ Z0(b1)}+ 1.
There exists k1 ∈ N so that ι(k1) = α(j1 − j0). Now j1 6= j(ι(k)) for all
k ∈ Z0(b1) and consequently ι(k1) 6= ι(k) for all k ∈ Z0(b1). It follows that
k1 > b1. Let k2 := j1 − j0. Now
ι(k1) = (e
[n]
1 , j1, c · 2k2k2e[n]1 ).
We have ∣∣∣〈ψ˜ι(k1), f − ξb1〉∣∣∣ ≤ ∥∥∥∥(〈ψ˜[n]s,j1,k, f − ξb1〉)
s∈J+(n),k∈Zn
∥∥∥∥
∞
and
∣∣∣〈ψ˜[n]ι(k1), f − ξb1〉∣∣∣ = 2−(j0+k2)σ. Hence
1 ≤ 2(j0+k2)σ
∥∥∥∥(〈ψ˜[n]s,j1,k, f − ξb1〉)s∈J+(n),k∈Zn
∥∥∥∥
∞
≤
∥∥∥∥∥
(
2jσ
∥∥∥∥(〈ψ˜[n]s,j,k, f − ξb1〉)
s∈J+(n),k∈Zn
∥∥∥∥
∞
)∞
j=j0
∥∥∥∥∥
∞
≤ ‖f − ξb1‖(w)Bσ∞,∞(Rn);j0 .
Thus ξb 6→ f in Banach space Bσ∞,∞(Rn) as b → ∞. Consequently (ψι(k))∞j=j0
is not a Schauder basis of Bσ∞,∞(R
n).
Theorem 9.37. Let n ∈ Z+, σ ∈ R+, q ∈ [1,∞[, and j0 ∈ Z. Let ϕ[n]
be a mother scaling function of a compactly supported tensor product MRA of
C0(R
n). Suppose that ϕ[n] ∈ Cr(Rn) for some r ∈ R+, r > σ. Then {ψα : α ∈
Ω(n, j0)} is an unconditional basis of Banach space Bσ∞,q(Rn)∩C0(Rn) equipped
with a norm of Bσ∞,q(R
n) and the coefficient functional corresponding to basis
vector ψα is ψ˜α for each α ∈ Ω(n, j0).
Proof. Let
Sj(m) := {(0n, j,k) : k ∈ Zn, ‖k‖2 ≤ m}, j ∈ Z,m ∈ N
Ds,j(m) := {(s, j,k) : k ∈ Zn, ‖k‖2 ≤ m}, s ∈ {0, 1}n, j ∈ Z,m ∈ N
Dj(m) :=
⋃
s∈J+(n)
Ds,j(m), j ∈ Z,m ∈ N.
Let
m1 := min{m ∈ N : ∀k ∈ Zn : (‖k‖∞ > m =⇒ ∀s ∈ {0, 1}n : g˜[n]s,k = 0)}
m2 := ⌈m1
√
n⌉
A(k) := Sj0(2
j0k) ∪
j0+k−1⋃
l=j0
Dl(m2 + 2
j0+kk), k ∈ Z+.
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Define s(a) = s′, j(a) = j′, and k(a) = k′ for all a = (s′, j′,k′), s′ ∈ {0, 1}n,
j′ ∈ Z, and k′ ∈ Zn. Let f ∈ Bσ∞,q(Rn) ∩ C0(Rn). Let η : N ։ Ω(n, j0) be a
bijection. Let βα := 〈ψ˜α, f〉 for all α ∈ Ω(n, j0). Define
β(m)α :=
{ 〈ψ˜α, f〉; α 6∈ η[Z0(m)]
0; otherwise
for all m ∈ N and α ∈ Ω(n, j0). Define
ξm :=
∑
α∈Ω(n,j0)
β(m)α ψα
for all m ∈ N. There exists c1 ∈ R+ so that∣∣∣〈ψ˜α, f〉∣∣∣ ≤ c1‖f‖∞ (82)
for all f ∈ C0(Rn) and α ∈ Ω(n, j0).
Let h ∈ R+. Choose j1 ∈ Z, j1 > max{j0, 0} so that∥∥∥∥∥
(
2jσ
∥∥∥∥(〈ψ˜[n]s,j,k, f〉)
s∈J+(n),k∈Zn
∥∥∥∥
∞
)∞
j=j1
∥∥∥∥∥
q
<
h
4
. (83)
Choose r1 ∈ R+ so that
sup{|f(x)| : x ∈ Rn, ‖x‖ ≥ r1} < h
2n+2+j1σ(j1 − j0)c1 (84)
and let m3 := max{j1 − j0, ⌈r1⌉}.
Choose m4 ∈ Z+ so that A(m3) ⊂ η[Z0(m4)]. Suppose that j2 ∈ Z, j0 ≤
j2 < j1. Let l ∈ Z, l > m4, and j(η(l)) = j2. If s(η(l)) = 0n we have j(η(l)) = j0
and ‖k(η(l))‖2 > 2j0m3 ≥ 2j0r1 from which it follows that∣∣∣〈ψ˜η(l), f〉∣∣∣ = ∣∣∣∣f (k(η(l))2j0
)∣∣∣∣ < h4 .
Consequently ∥∥∥(β(m4)0n,j0,k)k∈Zn∥∥∥∞ < h4 . (85)
Suppose then that s(η(l)) 6= 0n. Now ‖k(η(l))‖2 > m2 + 2j0+m3m3 from which
it follows that ∀ℓ ∈ Zn : ‖ℓ‖∞ ≤ m1 =⇒ ‖k(η(l)) + ℓ‖2 ≥ 2j0+m3m3. We have
2j0+m3 > 2j2 and ∀ℓ ∈ Zn : ‖ℓ‖∞ ≤ m1 =⇒ ‖k(η(l)) + ℓ‖2 > 2j2m3 ≥ 2j2r1
By Equations (82) and (84) we have∣∣∣〈ψ˜η(l), f〉∣∣∣ < h
2n+2+j1σ(j1 − j0) .
Hence ∥∥∥∥(β(m4)s(η(l)),j2,k)k∈Zn
∥∥∥∥
∞
<
h
2n+2+j1σ(j1 − j0) .
from which it follows that
2j2σ
∥∥∥∥(β(m4)s(η(l)),j2,k)k∈Zn
∥∥∥∥
∞
<
h
2n+2(j1 − j0) .
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Consequently ∥∥∥∥∥
(
2jσ
∥∥∥∥(β(m4)s,j,k )
s∈J+(n),k∈Zn
∥∥∥∥
∞
)j1−1
j=j0
∣∣∣∣lq(j0 + N)
∥∥∥∥∥
<
((
h
2n+2(j1 − j0)
)q
(j1 − j0)
) 1
q
<
1
4
h. (86)
Thus by Equations (83) and (86)∥∥∥∥∥
(
2jσ
∥∥∥∥(β(m4)s,j,k )
s∈J+(n),k∈Zn
∥∥∥∥
∞
)∞
j=j0
∣∣∣∣lq(j0 + N)
∥∥∥∥∥
q
=
∥∥∥∥∥
(
2jσ
∥∥∥∥(β(m4)s,j,k )
s∈J+(n),k∈Zn
∥∥∥∥
∞
)j1−1
j=j0
∣∣∣∣lq({j0, . . . , j1 − 1})
∥∥∥∥∥
q
+
∥∥∥∥∥
(
2jσ
∥∥∥∥(β(m4)s,j,k)
s∈J+(n),k∈Zn
∥∥∥∥
∞
)∞
j=j1
∣∣∣∣lq(j1 + N)
∥∥∥∥∥
q
<
(
h
4
)q
+
(
h
4
)q
=
2
4q
hq.
It follows that∥∥∥∥∥
(
2jσ
∥∥∥∥(β(m4)s,j,k )
s∈J+(n),k∈Zn
∥∥∥∥
∞
)∞
j=j0
∣∣∣∣lq(j0 + N)
∥∥∥∥∥ < h2 . (87)
By Equations (85) and (87) we have ‖ξm4‖(w)Bσ∞,q(Rn);j0 < h. Hence ‖ξm‖
(w)
Bσ∞,q(R
n);j0
→
0 as m→∞. It follows that∥∥∥∥∥
∞∑
l=0
β
(m)
η(l)ψη(l)
∣∣∣∣Bσ∞,q(Rn)
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
l=m+1
βη(l)ψη(l)
∣∣∣∣Bσ∞,q(Rn)
∥∥∥∥∥→ 0
as m → ∞. Using Definition 2.19 we get ‖ξm|C0(Rn)‖ → 0 as m → ∞. We
also have
sm :=
m∑
l=0
βη(l)ψη(l) → g ∈ Bσ∞,q(Rn)
from which it follows that
∥∥g − sm|Bσ∞,q(Rn)∥∥→ 0 (use some equivalent norm of
the Besov space) asm→∞. It follows from Definition 2.19 that ‖g − sm|C0(Rn)‖ →
0 as m→∞. Hence g ∈ C0(Rn) and sm → g in C0(Rn) as m→∞. If we had
g 6= f we would have 〈ψ˜γ , f − g〉 = 〈ψ˜γ , f〉 − 〈ψ˜γ , g〉 6= 0 for some γ ∈ Ω(n, j0).
Now γ = η(l0) for some l0 ∈ N and 〈ψ˜η(l0), g〉 = βη(l0) = 〈ψ˜η(l0), f〉, which is a
contradiction. Hence f = g.
Theorem 9.38. Let n ∈ Z+ and j0 ∈ Z. Let σ ∈ R+, p ∈ [1,∞], and q ∈ [1,∞].
Let ϕ[n] be a mother scaling function of a compactly supported tensor product
MRA of Cu(R
n). Suppose that ϕ[n] ∈ Cr(Rn) for some r ∈ R+, r > σ. Let
f ∈ Bσp,q(Rn). Then
f(x) =
∑
α∈Ω(n,j0)
〈ψ˜α, f〉ψα(x)
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for all x ∈ Rn and the series above converges absolutely for each x ∈ Rn.
Proof. Let
a :=
∥∥∥∥∥∥
(
2(σ−
n
p )j
∥∥∥∥(〈ψ˜[n]s,j,k, f〉)
s∈J+(n),k∈Zn
∥∥∥∥
p
)∞
j=j0
∥∥∥∥∥∥
q
.
Now ∣∣∣〈ψ˜[n]s,j,k, f〉∣∣∣ ≤ 2−(σ−np )ja (88)
for all s ∈ J+(n), j ∈ N+ j0, and k ∈ Zn. Let
A0(x) :=
{
(0n, j0,k) : x ∈ suppϕ[n]j0,k,k ∈ Zn
}
for each x ∈ Rn and
Ak(x) :=
{
(s, j0 + k − 1,k) : x ∈ suppψ[n]s,j0+k−1,k, s ∈ J+(n),k ∈ Zn
}
for each x ∈ Rn and k ∈ Z+. Let η : N։ Ω(n, j0) be a bijection and define
β(m)α :=
{ 〈ψ˜α, f〉; α /∈ η[Z0(m)]
0; α ∈ η[Z0(m)] (89)
for each m ∈ N and α ∈ Ω(n, j0). Let
gm(x) :=
m∑
k=0
〈ψ˜η(k), f〉ψη(k)(x)
for all x ∈ Rn and m ∈ N. It follows from Theorem 6.19 that
f(x) =
∞∑
k=0
∑
α∈Ak(x)
〈ψ˜α, f〉ψα(x)
for all x ∈ Rn. Define c1 := max{‖ψ[n]s ‖∞ : s ∈ {0, 1}n}. Let y ∈ Rn and
h ∈ R+. Define m1 := max{#Ak(x) : x ∈ Rn}. Now m1 ∈ Z+. Let
j1 := max
j0 + 1,

(
σ − n
p
)−1
log2
c1m1a(
1− 2−(σ− np )h
)


Now
2−(σ−
n
p )j1a <
(1− 2−(σ− np ))h
c1m1
.
Choose m2 ∈ N so that Ak(y) ⊂ η[Z0(m2)] for all k ∈ Z0(j1 − j0). Suppose
that m ∈ N, m > m2, and α0 ∈ Aj0+k for some k0 ∈ Z0(j1 − j0). Now
α0 ∈ η[Z0(m2)] ⊂ η[Z0(m)]. By Equation (89) we have β(m)α0 = 0. Hence by
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Equation (88)
|f(y) − gm(y)| ≤ c1
∞∑
k=0
∑
α∈Ak(y)
∣∣∣β(m)α ∣∣∣ = c1 ∞∑
k=j1−j0+1
∑
α∈Ak(y)
∣∣∣β(m)α ∣∣∣
≤ c1
∞∑
k=j1−j0+1
m1 · 2−(j0+k−1)(σ−
n
p ) · a
= c1m1a · 2−j1(σ−np ) 1
1− 2−(σ−np )
< h
Thus gm(x)→ f(x) as m→∞ for all x ∈ Rn.
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