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ABSTRACT
In this paper, a self-tuning algorithm based on the 
generalized minimum variance criterion is proposed 
for the stabilization of a class of bilinear systems. Using 
a Lyapunov function and the sliding mode control 
approach, the stability of the proposed algorithm is 
proven. The proposed self-tuning algorithm is applied 
to a simulated example to evaluate its performance.
P A L A B R A S  C L A V E S
Sistemas bilineales, controlador auto-ajustable, varianza 
mínima generalizada.
RESUMEN
En este trabajo, se propone un algoritmo auto-
ajustable implícito basado en el criterio de varianza 
mínima generalizada para la estabilización de una clase 
de sistemas bilineales. La estabilidad del algoritmo 










deslizante. El algoritmo auto-ajustable propuesto es 
aplicado a una planta piloto térmica para evaluar su 
desempeño.
8 I N T R O D U C T I O N
Bilinear systems comprise perhaps the simplest class 
of  nonlinear systems which has a lot of  applications 
	

     




















nimum variance criterion for minimum and a class 
of  non-minimum phase linear systems has been de-
monstrated by the use of  a Lyapunov function in 








functions of  the data to predict the system output 
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functions to get good predictions and hence good 
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ted bilinear class is the class where only bilinearity 
exists between the measured and the control signals; 




consists in the combination of  the generalized mini-
mum variance control and recursive identification of  
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time bilinear model could be given directly in the dis-
crete-time form or derived by discretization from the 









rithm is applied to a simulated example to verify and 
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lized minimum variance criterion for bilinear systems 
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G E N E R A L I Z E D  M I N I M U M  V A R I A N C E  C O N T R O L 
F O R  B I L I N E A R  S Y S T E M S
Bilinear systems are a special class of  non-linear sys-
tems that are linear in input and linear in state but not 
/
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	-
variant single-input and single-output (SISO) bilinear 
system has a discrete-time form as follows:
A(z -1)yk = z -d B(z -1)uk + z -d N(z -1) ykuk,
where there are no common factors in (A(z -1), 
N(z -1))(A(z -1), B(z -1)) and the time delay d is 
1%z denotes the time shift operator z -t yk = yk-t
0 5 

















A(z -1) =  + a1z -1 + a2 z -2 ... + anz -n
B(z -1) = bo + b1z -1 + b2z -2 ... + bmz -m, bo
N(z -1) = no + n1z -1 + ... + nz -, no 
Remark 1: The special class of  discrete-time bilinear 

























This means that polynomials A(z -1) B(z -1) 
N(z -1)    >    
 

only between the output (measured state) and the in-
	
The following notations are introduced:
z -tuk = uk-t (z -tuk)vk = uk-t vk z -tukvk = uk-t vk-t 
z tz -tukvk = ztz -t(ukvk) = ukvk
The control objective is to minimize the variance of  
the controlled sliding mode variable sk+d%
-
fined in the deterministic case as:
sk+d = C(z -1)(yk+d - rk+d ) + Q(z -1)uk + H(z -1)ykuk
where H(z -1) = E(z -1)N(z -1)E(z -1) 
%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<
C(z -1) = 1 + c1z -1 + c2 z -2 + ... cn z -n



















E(z -1)A(z -1)yk = 
z -d E(z -1)B(z -1)uk + z -d E(z -1)N(z -1) yk uk
Using the Diophantine equation:
C(z -1) = A(z -1)E(z -1) + z -d F(z-1)
%
E(z -1) = eo + e1z -1 + ... + ed-1z -d+1,




C(z -1)yk - z -dF(z -1)yk = 
z -d E(z -1)B(z -1)uk + z -d E(z -1)N(z-1)ykuk
%'#k+d
C(z -1)yk+d = 




sk+d = G(z -1)uk + F(z -1)yk - C(z -1)rk+d
where the polynomial G(z () is defined as:
G(z -1) = E(z -1)B(z -1) + Q(z -1)
Then the generalized minimum variance control in-
put required to vanish sk+d!#
<
uk= -
  F(z -1)yk - C(z -1)rk+d




output signal yk to the reference signal rk is given by:
T(z -1) = B(z -1)C(z -1) + A(z -1)Q(z -1)
H
(
C(z -1) must be 
chosen Schur (all roots of  C(z -1) must be inside the 
unit disk) and the gain q in Q(z -1) is designed as any 
q  1




the root-locus technique may be used to choose q)
S E L F - T U N I N G  C O N T R O L  O F  B I L I N E A R  S Y S T E M S 
B A S E D  O N  G E N E R A L I Z E D  M I N I M U M  V A R I A N C E 









system with the same structure having parametric un-
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The overall stability of  the self-tuning control based 
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by recursive estimation of  the controller parameter 
F(z -1) and G(z -1)F(z -1) and G(z -1) are estimates 
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rametric uncertainties is in the class of  systems which 







































of  self-tuning control for bilinear systems based on 
generalized minimum variance criterion is given by 
the following recursive estimation equations:
	k
	k-1 +
          Pk-1øk-d        sk + C(z -1)rk +      1 + øk-d Pk-1 øk-d
       H(z -1)yk-d uk-d - øk-d	k-1
Pk = Pk-1 -
  Pk-1øk-d øk-d Pk-1
      1 + øk-d Pk-1 øk-d
where
øk =yk, ..., yk-n+1, uk, ..., uk-m-d+1, ..., ykuk, yk-1uk-1, ...,
        yu
is the vector containing measured output and control 


	T =ƒo, ..., ƒn-1, g, ..., gm+d-1, ..., h, h1, ..., h

      

and
	T =ƒo, ..., ƒn-1, g, ..., gm+d-1, ..., h, h1, ..., h
is the estimate of  	Q
 H(z -1) 


The controller uses identified parameters as follows:
uk =
   F(z -1)yk - C(z -1)rk+d
        G(z -1)
Theorem 1: (Recursive estimates of  controller parame-
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Proof: sk+d is written as:






























Consider the candidate Lyapunov function:
Vk =
 1 s2 + 1 	T  -1  	k!k!k    k
2 !9#
<
XVk = Vk - Vk-1
XVk =
  1  s2 -  1  s2  + 1  	T -1	k - 
 1  	T -1	k-1            2   k    2   k-1    2   k    k         2   k-1   k-1
XVk =
 - 1  s2  - 1 	k	k-1)T -1	k	k-1) +
  1 s2  +
            2    k-1  2                  k-1                   2   k
            1  	T -1-1	k	T -1	k-1
                 2   
k     k            k-1              k     k-1
XVk = -
  1  s2  -   1 	k	k-1)T -1	k	k-1) -              2    k-1   2                           k-1
          1  s2 + s2 +  1  	T -1 -1	k +          2   k        k      2    k       k          k-1
	T-1	k-1 - 	T-1	k-1               k     k-1             k     k-1
H:# sk is:
sk2
	T øk-d +øT	k         k                 k-d
	




  1  s 2  -  1  	k	k-1)T -1	k	k-1) +              2     k-1    2                           k-1
          1	T -1 -1 - øk-d øT	k +           2     k       k          k-1               k-d
	T-1	k	k-1k-1øk-d øT	k)               k     k-1                                             k-d
The term:




















 -1 -1 - øk-d øT
              k-1               k-d    k
k =  -1 + øk-d øT   )-1
               
k-1
                
 k-d
k
























































       ( + øk-d k-1øk-d)
H.#<
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for k = 1%
<
V1 - V = -
  1 s 2  -  1 	1	)T-1	1	)                  2         2                 
Initially 	1	V1 - V which means that 
V1<VHk = 2
V2 +  






[s2	k	k-1)T -1	k	k-1)] = V1<V         2 k=2 k-1                            k-1
YA	"&#


















B(z -1)sk+d = B(z -1) C(z -1)yk+d - B(z -1)C(z -1)rk+d + 
B(z -1)Q(z -1)uk - B(z -1)H(z -1)ykuk
B(z -1)sk = B(z -1)C(z -1)yk - B(z -1)C(z -1)rk + z -d B(z -1)
Q(z -1)uk - B(z -1)H(z -1)ykuk
	
#<
B(z -1)sk = -z -d B(z -1)E(z -1)N(z -1)ykuk - 
B(z -1)C(z -1)rk - z -dQ(z -1)N(z-1)ykuk+
B(z -1)C(z -1)yk+ A(z -1)Q(z -1)yk
2.#<
yk = 
B(z -1) sk +
 B(z -1)C(z -1) rk + 




The signal sk was proven to go to zero as 2
signal rk is assumed to be bounded for all k and the 
signal yk-d uk-d was proven to be bounded from the 



















Similarly for uk	!#A(z -1)
-
ned that:
A(z -1)sk+d = A(z -1)C(z -1)yk+d + A(z -1)Q(z -1)uk - 
A(z -1)C(z -1)rk+d - A(z -1)H(z -1)ykuk
	
#<
A(z -1)sk+d = A(z -1)C(z -1)yk+d - A(z -1)C(z -1)rk+d + 
A(z -1)Q(z -1)uk - A(z -1)H(z -1)ykuk
A(z -1)sk+d = - A(z -1)E(z -1)N(z -1)ykuk + 




A(z -1) sk+d + 
A(z -1)C(z -1) rk+d -         T(z -1)               T(z -1)
N(z -1)F(z -1) yk-duk-d    T(z -1)
2	
 uk 
    	 V
 !# %
 and sk-d Z
<
ek = 
E(z -1)N(z -1) yk-duk-d - 





as  the signal ek is bounded for all kY

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%:#<F(z -1) = 1.18 
 -1 and G(z -1) = 1.1 + 1.1z -1
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yk of  the system 
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%%uk and the sliding 
mode variable sk2







The simulations show that the proposed self-tuning 
control algorithm is able to make the output signal 






Figure 1. (a) Output response of (45), controlled by the nominal controller (9) designed for (44). (b) Output 
response of (45), controlled by the proposed self-tuning algorithm (11) and (12). (c) Control law dynamics when the 






















C O N C L U S I O N S
This paper considered the self-tuning control of  a 
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the proposed self-tuning control algorithm for a class 
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