Abstract. This paper shows how predicate equation systems (PESs) may be used to solve model-checking problems for systems, such as those involving real-time or value passing, that manipulate data. PESs are first defined and the encoding of model-checking problems described; then generic global and local approaches for solving PESs are given. Real-time model checking is then considered in detail, and a new, efficient on-the-fly technique for real-time model checking based on proof search in PESs is developed and experimentally shown to significantly outperform existing approaches when system specifications or formula specifications contain errors and to be competitive when both are correct.
Introduction
Temporal-logic model checkers [8, 9, 24] automatically establish whether or not a system satisfies a specification given as a formula in temporal logic. The model-checking problem has been studied most intensively in the area of finite-state systems but also for real-time systems and systems involving integer-valued variables. An interesting insight to emerge in the area of finite-state model checking is that model-checking questions can be reduced to solving systems of propositional equations [2, 11] called boolean equation systems. This observation leads to a uniform framework for understanding a number of different model-checking techniques, including so-called symbolic approaches [7] . It has also served as a basis for new algorithms, including efficient on-the-fly model-checkers for the mu-calculus [2] and symbolic algorithms based on Gaussian elimination [22] .
The goal of this paper is to develop a similar framework for model checking of databased systems that manipulate values and thus may not be finite-state. The proposed formalism, predicate equation systems (PESs), generalizes boolean equation systems to full first-order logic. We indicate how different model-checking techniques for systems that process data, including Presburger systems [6] and real-time model checking [18] , may be cast in terms of PESs, and we also discuss how generic model-checking techniques may be derived based on PESs. We then use a proof system for PESs as a basis for deriving a new, very efficient on-the-fly technique for model-checking real-time systems. Experimental data is presented suggesting that our prototype implementation significantly outperforms existing real-time model checkers when system specifications or formulas contain errors (the most likely scenario) and is competitive with these checkers when specifications and formulas are correct. Thus, in addition to serving as a uniform framework for describing existing model-checking routines, PESs also open new avenues for model checking as well.
If Q and X are sets, then the set Q X consists of all functions mapping X to Q. We assume that if f ∈ Q X and f ∈ Q
, where |f | ρ is defined by: (|f | ρ )(x) = |f (x)| ρ .
In BExp, DExp, fv, − , |=, |−| , BExp is a set of atomic predicates about data values; DExp is a set of data-valued expressions; fv(b) the set of free data variables in b; and b f is the result applying substitution f to expression b. If ρ |= b then ρ makes b true, while |e| ρ is the result of evaluating e in ρ. If I = {x 1 , . . . , x n } ⊆ X is a finite subset of X we use the term assignment for the function (x 1 := e 1 , . . . x n := e n ) in DExp I . We often use x := e to represent an assignment and call elements of D X data states.
The Predicate Calculus
The predicate calculus is used to define the right-hand sides of predicate equation systems. Our account of the predicate calculus is parameterized with respect to a set X of predicate variables, a set D of data values, a set X of data variables, and a basic data theory B = BExp, DExp, fv, |=, |−| over X and D. The formulas are given as follows, where b ∈ BExp, X ∈ X, x ∈ X , and A is an assignment.
The operators are standard, except for X and φ [A] . As formulats may contain predicate variables, substitution, φ[A], which is usually a meta-operation, must be included as an operator in the language (since, e.g., X[x := e] cannot be rewritten). The definition fdv(φ) of free (data) variables in φ is given in the usual manner, based on the definition of fv given in the basic data theory; the definition fpv(φ) of free predicate variables is standard. We call a formula φ predicate-closed if fpv(φ) = ∅ and closed if fpv(φ) = fdv(φ) = ∅. We often call formulas generated by the above grammar predicates.
Predicates are interpreted with respect to a data state ρ and a predicate state θ ∈ (2
X mapping predicate variables to sets of data states. We write ρ |= θ φ to denote that formula φ holds in data state ρ and predicate state θ. The definition is as follows.
] θ ′ for any θ and θ ′ ; in this case we write [[φ] ] for this common value. Finally, while negation is restricted in the logic, every predicate-closed formula φ has a formula not(φ) that is semantically equivalent to φ's negation.
Predicate Equation Systems
Predicate Equation Systems (PESs) consist of blocks of equations of the form X = φ, where X is a predicate variable and φ is a predicate. Such a system is intended to define a mutually recursive family of predicates, one for each equation. Since a given equation can have several solutions, blocks in PESs are equipped with an indication as to whether the "least" (most restrictive) "greatest" (most permissive) solution is intended.
Definition 2.
A predicate equation block has form p, E , where p ∈ {µ, ν} is the parity indicator and E = E 1 , . . . , E n is a finite sequence of equations of form X i = φ i , with the X i distinct predicate variables and each φ a predicate.
In predicate block p, E p determines whether the "greatest" (ν) or "least" (µ) solution of the equations is intended. We write lhs(B) = {X 1 , . . . , X n } for the left-hand-side variables in block B and rhs(B) = {φ 1 , . . . , φ n } for the right-hand-side predicates. 
The notions of lhs and rhs can be extended in the obvious manner to PESs. We call a PES P predicate-closed if φ∈rhs(P ) fpv(φ) ⊆ lhs(P ).
PESs are interpreted using fixpoints of monotonic functions defined over the complete lattice given by 2 (D X ) (i.e. the lattice of sets of data states, ordered by set inclusion). Given a predicate environment θ, a predicate φ containing free predicate variable X may be seen as a function f θ over this lattice as follows:
. A complete account of fixpoint equation systems is given in [30] , and the semantics of PESs may be seen as an instance of this, where the lattice Q is taken to be 2 (D X ) . Given a "starting" environment θ, the semantics,
. and is appropriately extremal. Note that if P is predicate-closed, then 
Transition Systems and the Modal Mu-Calculus
A goal of this paper is to reduce model checking to computing solutions of PESs. The basic approach consists of showing how, given a symbolic system model and a formula in the first-order mu-calculus, a PES may be generated whose "solutions" are answers for the model-checking problem. This section lays the foundation for this approach by introducing our system model, parameterized symbolic transition graphs with assignment (PSTGAs), and our temporal logic, the first-order mu-calculus.
Concrete Transition Systems
Fix a set of data values D, a set of data variables X , and a set Λ of communication port names not containing a distinguished value τ . The set of concrete actions Act c is given A CTS models the behavior of a system. We write σ a → c σ ′ for σ, a, σ ′ ∈→ c .
The First-Order Modal Mu-Calculus
To specify system properties, we use first-order modal mu-calculus [29] and modal equation systems (MESs). The former enhances the predicate calculus with modal operators; MESs are like PESs whose right-hand sides of MESs are mu-calculus formulas. Fix basic data theory BExp, DExp, fv, − , |=, |−| and set Λ of port names. Then firstorder mu-calculus formulas have the following form, where e ∈ DExp and λ ∈ Λ.
The notions fpv and fdv of free formula / data variables may be adapted in the obvious manner. We call a mu-calculus formula φ formula-closed if fpv(φ) = ∅. The semantics of modal mu-calculus formulas is given with respect to a CTS C = Σ, V, → c , Σ I , and takes the form of a relation σ, ρ |= C,θ φ, which, given an environment θ ∈ (2
X mapping predicate variables to sets consisting of states paired with alternative data assignments (used to handle bound variables), determines whether or not CTS state σ paired with ρ satisfies φ. This relation is given as follows (obvious cases omitted).
Note that the semantics of the modal operators are different from the ones given in [21, 26] . Here, in λ?x φ the x in φ is not bound, while in the other work this is the case. Our logic only permits variables to be bound using ∀ and ∃. We sometimes write σ |= C,θ φ if σ, ∅ |= C,θ φ, where ∅ is the empty data assignment. We also define
We may now apply the general fixpoint-equation system theory in [30] to define the semantics of mu-calculus equation systems (MESs). The lattice in question is 2
(Σ×A(,D,X )) ordered by set inclusion, where A(D, X ) = I⊆X D I is the set of assignments; the semantics,
, of mu-calculus equation system M is an environment mapping each X ∈ lhs(M ) to a set of state / assignment pairs that is the appropriate solution for the equation defining X.
We also adapt the definitions of formula/predicate-closed-ness from PESs in the
and we write [[M ]] C for this value. It also follows that if M is formula-closed and φ is such that fpv(φ)
⊆ lhs(M ), then [[φ]] [[M]] C,θ = [[φ]] [[M]] C,θ ′ for any θ, θ ′ .
When this holds we use [[φ]] C,M for this value, and we write
σ, ρ |= C,M φ if σ, ρ ∈ [[φ]] C,M , and σ |= C,M φ if σ, V (σ) ∈ [[φ]] C,M .
Parameterized Symbolic Transition Graphs with Assignment
Our symbolic system model, Parameterized Symbolic Transition Graphs with Assignment (PSTGAs), extends the STGA formalism of [21] with a facility for parameterized transitions. This enables them to encode a range of other symbolic system formats, including the value-passing CCS in [10] , Linear Process Equations [16] , the event-action language in [6] , and timed automata [18] .
Fix value set D, variable set X , and data theory BExp, DExp, fv, − , |=, |−| over D and X . Let Φ be the associated set of predicate-calculus formulas. Also fix a set Λ of communication port names not containing the distinguished name τ , and define the set of symbolic actions Act s = {λ?x | c ∈ Λ, x ∈ X } ∪ {λ!e | c ∈ Λ, e ∈ DExp} ∪ {τ }. In PSTGA G = S, I, R, S I , InitC , S I contains the possible starting locations and InitC the initial condition on data variables. Based on the current control location and data state, transitions may fire, with data variables and control locations being updated.
With this intuition in mind, let us more closely examine the structure of parameterized transitions in a PSTGA. Each transition is a tuple s, k, κ, β, A, α, s ′ , where s and s ′ are the source and target control location, respectively. The k and κ are used to parameterize, or "index", the transition. Roughly speaking, each value d, that, when substituted for k, makes κ "true", defines a transition, in the STGA sense, consisting of: a boolean guard β k := d determining when the transition can "fire"; an assignment A (defined as the replacement of free occurrences of data variable k in the action expression by d). STGA transitions, in contrast, omit k and κ. The utility of our more complex model will become apparent when we consider timed automata.
Semantically, a PSTGA G = S, I, R, S I , InitC is interpreted as a CTS C G = Σ, V, → c , Σ I as follows.
Σ ⊆ S × D
X . Note that in s, ρ , ρ provides values to the data variables.
′ ∈ D, and ρ ′′ with:
PSTGAs and the Mu-Calculus. The definition of C G implies an immediate interpretation of the mu-calculus with respect to PSTGA G. In addition to the other notations defined for the mu-calculus, we also introduce the following. Let φ be a mucalculus formula, and s a control location in PSTGA G, and let θ be a mapping of mu-calculus formula variables to sets of states in C G paired with assignments. Then
That is, the "semantics" of a control location s visà vis a formula is the set of data states that, when combined with s, make the formula "true". Similarly, if M is a formula-closed MES, and φ is a mu-calculus formula with
In this case, we also say that a PSTGA G satisfies a mu-calculus formula φ with respect to equation
From Model Checking to Predicate Equation Systems
The model-checking problem for PSTGAs is: given PSTGA G, formula-closed MES M and X ∈ lhs(M ), does G |= M X? This section shows how to translate this question into an equivalent one involving PESs. The key problem to be addressed is the symbolic representation of the set [[X]] G,M (s I ) for every s I ∈ S I . This is achieved by constructing a PES equation for each state in G and equation in M . Formally, we define a function F that, given a PSTGA G and formula-closed mu-calculus equation system M , yields a predicate-closed PES F (G, M ). F is applied on a block-by-block basis; that is, Figure 1 . 
Encoding Real Time Model Checking Via PESs
Different model-checking problems may be uniformly captured in terms of PESs, from boolean equation systems (BESs) [2, 23] and Presburger systems [6] to real-time model checking [18] . To illustrate this we detail an encoding of real-time model checking. The framework we consider is given in [18] , which models real-time systems using so-called guarded-command real-time programs (which are expressively equivalent to the better-known timed-automaton formalism) and uses the timed modal mu-calculus to define properties. Let R + be the set of nonnegative real numbers, C = {x 1 , . . . , x n } be a finite set of clock variables, and P be a finite set of boolean variables. The set of state predicates is defined by the following grammar, where p ∈ P, x, y ∈ C, and c, d ∈ N are nonnegative integer constants.
, 1} if p ∈ P (here 0 is interpreted as "false", and 1 as "true"). If ρ is a state and δ ∈ R + then ρ + δ is the new state ρ[x 1 := ρ(x 1 ) + δ, . . . , x n := ρ(x n ) + δ]. State predicates are interpreted with respect to states in the usual fashion; we write ρ |= φ when this is the case. Then a real-time program has form R = G, φ , where: -G is a finite set of guarded commands of form ψ → A, with ψ a state predicate and A an assignment of form v 1 := e 1 , . . . , v n := e n . If v i ∈ P, then e i must either be 0 or 1; if v i ∈ C, then e i must either be 0 (reset) or v (no change). -State predicate φ, the invariant, is past-closed: if ρ + δ |= φ then ρ |= φ.
In state ρ program R executes as follows. If a ψ → A is such that ρ |= ψ, then the assignment A is "executed" in the usual manner, updating ρ to ρ ′ , provided that ρ ′ |= φ also. In addition, provided ρ + δ |= φ, R may "idle".
The syntax of the timed mu-calculus extends the state-predicate language.
The new operators include capabilities for recursive definition (X, µX.φ), a modal operator (φ 1 ⊲ φ 2 ), and the freeze quantifier (z.φ), which sets "specification clock" z to 0. The formula φ 1 ⊲ φ 2 has the following meaning: φ 1 ∨ φ 2 holds as time elapses, until a guarded-command fires, at which point φ 2 holds.
Our translation of timed model-checking into PESs converts a real-time-program / timed-mu-calculus formula into a PSTGA (the formula is needed for the specification clocks). Then the timed mu-calculus formula is translated into a MES, and our generic generator applied. Let R = G, φ be a real-time program and γ be a timed mu-calculus formula, with §(γ) = {s 1 , . . . , s m } the names of the specification clocks used in γ. To define a PSTGA, we introduce the following basic data theory (take D = R + ).
We now define the PSTGA G R,γ = S, I, R, S I , InitC associated with R and φ as follows. We take S = {s} (i.e. there is one control location) and I = C ∪ §(γ). For each ψ → A ∈ G, R contains a transition s, k, k = 0, ψ, A, τ, s , a τ -labeled transition corresponding to each guarded command in R. Note that k cannot appear free in ψ or A. There is also a parameterized transition of form s, k, φ[
The notation x := x + k is shorthand for x 1 := x 1 + k, . . . , x n := x n + k, etc. This transition models the ability of time to advance, so long as the state invariant remains true. The action label t!k uses a special port t on which the delay k is written. Finally, we set S I = {s} and InitC = φ ∧ x∈X x = 0. The translation of the timed mu-calculus formula γ is omitted; we only comment on φ 1 ⊲ φ 2 and z.φ. The former is given as ∃δ.
The latter is φ[z := 0]. Once all instances of these operators have been eliminated, the resulting formula can be easily converted into an MES.
Generic Algorithmic Approaches
The previous section suggested how model-checking problems can be encoded as PESs. This section discusses algorithmic issues involved in computing solutions to PESs and their relation to the specific algorithms given by researchers studying the aforementioned problems.
Global Approaches. The paper [30] gives an iterative strategy for computing the solution to fixpoint equation systems that is based on the following technique for computing solutions to basic blocks.
1. Assign each lhs variable the correct extremal value (⊤ for ν, ⊥ for µ). 2. "Iterate" by evaluating the right-hand side of each equation using the current assignment to derive a new assignment. Terminate when there is no change.
For PESs, this strategy has an obvious symbolic implementation: for a ν-block, initialize each lhs predicate variable to tt, then iterate by replacing the lhs variables by their definitions in rhs predicates and checking if the old predicates imply the new ones; terminate if they do. Note that in general, this strategy might not terminate. First, the basic data theory may not decidable, so checking formula equivalence cannot be automated. Second, the number of iterations needed may not be finite. Traditional global finite-state model checkers use this strategy, as do both [6] and [18] . In [6] , the authors note that, even though Presburger arithmetic is decidable, their procedure may not terminate. In contrast, the restrictions in state predicates in [18] do guarantee termination. The paper [12] restricts the allowed form of predicates mentioned in [6] so that the only basic comparisons allowed mirror those of [18] , albeit for integers rather than real numbers. In this case, the iterative fixpoint calculation is guaranteed to terminate. This fact, together with the PES formulation of real-time model-checking, therefore suggests a novel symbolic approach to discrete-time model checking. Rather than expand a discrete-time model into a CTS by "exploding" delays into sequence of clock ticks, mirror the definitions of timed-automata / real-time programs, albeit in the setting of integers, then use the symbolic approach here combined with the observation of [12] .
Local Approaches. Significant attention has been paid to local, or on-the-fly, approaches to finite-state model checking. In the setting of BESs, this amounts to computing the solution of a single (propositional) variable rather than the values of all variables. In the case of data-based model checking, on-the-fly techniques have received little attention, although in the case of real-time model checking the subject is discussed in [27] . In the remainder of this section, we present a local model-checking framework for PESs that is based on a Gentzen-style, goal-directed proof system related to ones given in [5, 19] . The proof rules operates on sequents of the form: Φ ⊢ ψ, where Φ = {φ 1 , . . . φ n } is a set of predicate-closed formulas, and ψ is a predicate. We interpret Φ ⊢ ψ as the formula Φ → ψ. The rules for the proof system are given in Figure 2 and follow the following syntactic conventions: φ, φ i are predicate closed, while ψ, ψ i need not be; Φ, φ is short-hand for Φ ∪ {φ}. Conclusions are also written above subgoals, which are separated by a ";". Rules ∨ 1 − ∧ are familiar from the predicate calculus; note that instead of left-and right-rules for each construct as in [28] , we rely on rule S combined with the fact that the not function "drives" negations inside. The remaining rules are for the substitution operator and predicate variables.
The rules also share an implicit side condition: they may only be applied to non-leaf sequents in a sequent. These are defined as follows. Definition 6. Let σ be a sequent of form Φ ⊢ P ψ. A proof built using these rules is valid if and only if it is finite, every path ends in a leaf, and every leaf is successful. The following is true. Figure 2 are sound: if Φ ⊢ ψ has a valid proof wrt PES
Let φ be a predicate-closed formula and

σ is a (successful) leaf if one of the following conditions holds. (a). ψ ∈ BExp or
ψ = ¬b for some b ∈ BExp (successful if [[ Φ → ψ]] = D X ). (b). ψ ∈ Φ (always successful). (c). ψ = X[A] (A
Theorem 2. The proof rules in
In general, the proof rules are not complete; proofs may require the Cut rule, and the data theory may not be expressive enough to define the necessary property. One must also be able to determine the validity of implications in the basic data theory. One may identify data theories for which completeness does hold. For example, we conjecture the following: If any predicate is semantically equivalent to a finite boolean combination of data predicates, the proof system for this data theory is complete.
On-the-Fly Real-Time Model Checking
This section shows how ideas from the previous section may be used to develop a novel efficient on-the-fly model-checking algorithm for real-time systems. The essential idea is to search for proofs of PESs using the proof rules given there.
Three key challenges exist for efficient proof search. The first involves computing implications in the basic data theory (here, the theory of clock constraints). For real-time model checking, efficient data structures for this problem have been proposed, including difference-bound matrices (DBMs) [14] , constraint-decision diagrams (CDDs) [20] and clock restriction diagrams (CRDs) [31] . Because of ease of implementation, our prototype uses DBMs. The second challenge is to reuse sequents whose truth has been previously established, which we achieve by sequent caching. The third challenge is to devise derived proof rules from the generic ones to afford efficient proof generation. The generic rules are intended for arbitrary predicates; for specific applications, like real-time model checking, special forms of predicates predominate, and developing special-purpose proof rules can speed proof search significantly. In the case of realtime model checking, for example, quantifiers only appear in formulas of the form ∃k.φ[
where the x i are clocks. Instead of using the generic rules for quantifiers, we use rules specialized for these formulas. Note that these rules are derived from the generic ones, and hence are guaranteed to be sound. This, plus an additional argument (omitted here) establishing the completeness of these derived rules for real-time, ensures the correctness of our algorithm.
A final observation is in order. A significant difficulty in automating proof search involves the Cut rule: automatically inferring the "cutting predicates" is non-obvious. In our approach, we defer the computation of these predicates by introducing placeholders for them and using a "backward" analysis of the proof tree to infer values for these placeholders. This strategy is inspired by the splitting technique used in [27] .
We now give the derived rules used in our algorithm by first introducing two derived operators, where pre(φ, A) def = φ[A] is the weakest precondition operator.
-suc t (φ) def = ∃k.post(φ,x :=x + k), time successor of φ.
-pre t (φ) def = ∃k.pre(φ,x :=x + k), time predecessor of φ.
In the rules that follow, s, s ′ are placeholders.
(1)
Rules (1)- (4) are specialized for real-time from the general quantifier elimination rules.
Rules (5) and (6) are used for the time reset operation. Rule (7) is used to determine the values of placeholders. Recall that Φ, φ, ϕ are predicate-closed, while ψ need not to be. The algorithm uses a generic, depth-first search technique, with caching; the proof rules above are used to generate sequents needed to be proved next in order for the goal sequent to be true. When a sequent is generated, the cache is first checked to see if it is implied by something in the cache; then the leaf is examined to see if it is a leaf, and if not, rules are then recursively applied to it. The same basic algorithm can easily be adapted to other settings by changing the proof rules uses.
Experimental Evaluation. We have implemented a prototype, which we call CWB-RT, of the abovementioned algorithm. The effort took approximately one month, with a week devoted to DBM implementations and the rest to building the proof-search infrastructure. C++ was used as the implementation language. To assess the performance of CWB-RT, we ran it on several examples taken from the literature and compared the results with those from the most recent available versions of Kronos (2.5i.2), UPPAAL (3.4.7, with both breadth-first (-b) and depth-first (-d) search options) and RED (5.3, with both forward and backward analysis). The experimental platform used was an Intel Pentium IV 2.8GHz with 2GB memory running Linux. The systems are listed below, together with properties (a) that should hold of correct implementations and properties (b) containing a bug that should not hold of correct implementations. The "formula bugs" include both logical errors and errors that could result from typographical mistakes (i.e. typing "2" rather than "1" by accident). [1, 31] . We verify that (a). at any time, no more than one process is in its critical section. (b). at most four processes could be in their waiting states at the same time. 2. FDDI token-ring mutual exclusion protocol [13, 31] . We want to verify that (a).
Fischer's timed Mutual Exclusion (MUX)
at any moment, at most one station is holding the token. (b). station i is in its asynchronous mode at time 20 * i of the network clock. 3. Scheduling problem of real-time operating system (PATHOS) [3, 31] . The property verified is that (a). no deadlines will be missed. (b). no new deadlines (2 units ahead of time) will be missed. [31] . We check that (a).at any time there is at least one process who is a child to no other processes. (b).at any time there is at least three processes, each of which is a child to no other processes. [31] . We verify that (a). after 2⌈log 2 m⌉ time units, where m is the number of processes, the algorithm will terminate. (b). after 3 time units, the algorithm will terminate. 6. CSMA/CD benchmark [31, 32] . We check that (a). at any moment, at most one process is in the transmission mode for no less than 52 time units. (b). a third process could retry to send while two are already in the transmission status.
Safeness of a leader-election algorithm (LEADER)
Bounded liveness of a leader-election algorithm (LBOUND)
One of the motivations for on-the-fly model checking is that bugs can be caught much more quickly than with global approaches since computation can be short-circuited when errors are found. We tested this hypothesis in two ways. First, for each buggy formula (b) and correct system specification, we collected comparative performance data for the model checkers in question. These figures in Table 1 indicate that CWB-RT performs much better than the other tools in this case. 
We then studied situations in which correct formulas were used but buggy system specifications given. The data we obtained is given in Table 2 , where the error for MUX originates in a misassignment to the global lock with the difference between the number of processes and the process identifier; the destination of the transition from the asynchronous state is misset to itself for the first station in FDDI; the error in PATHOS involves an ommitted clock reset, which would be a typical programming error one might observe; and the error in CSMA/CD is caused by missing a collision signal, thus it leads to an incomplete system specification; the error in LBOUND is caused by setting the parent to NULL in the requester-responder pair, and to the identifier complemented by the number of processes in LEADER.
Again, the figures show that CWB-RT significantly outperforms the other tools on these case studies. We conjecture that CWB-RT's superior performance in this and the 
preceding case is due to the combined forward / backward analysis of our algorithm. The logical infrastructure of our algorithm is useful to detect errors quickly while most of other tools are devoted to compute a fixpoint before it could find an error. An often-mentioned criticism of on-the-fly model checking is that when system specifications and formulas are both correct, these algorithms perform very poorly. To test the validity of this statement, we ran CWB-RT on all (a) properties for correct versions of the case studies. The performance figures are given in Table 3 and tend to refute the assertion just given. Specifically, it can be seen that CWB-RT generally outperforms Kronos and is often better, though sometimes worse, than UPPAAL3.4.7. RED5.3 generally outperforms CWB-RT on these examples, although it should be noted that while Kronos [32] was implemented with DBMs, as CWB-RT is, UPPAAL [4] use CDDs and RED5.3 CRDs [31] . We conjecture that CWB-RT would see considerable performance improvement if we used CDDs / CRDs in place of DBMs. Also, CWB-RT's competitiveness does suggest that our proof-search strategy, which combines forward (proof search) and backward (sequent caching) analysis, offers peformance improvements over the "pure forward" or "pure backward" strategies favored by these tools.
Conclusions
In this paper we have presented predicate equation systems (PESs) as a generic modelchecking framework for data-based systems. We illustrated the flexibility of PESs by showing model-checking problems for real time may be captured uniformly using them, and we developed generic global and local approaches to computing solutions of PESs. Finally, we developed a new model-checking algorithm for real-time based on proof search in the setting of PESs and gave experimental data showing that the algorithm is competitive with, and often superior to, existing approaches. Related Work. Both [23] and [25] propose model checkers for the value-passing mucalculus, although these algorithms only work for finite systems. Groote et al. [16] define first-order boolean equation systems, which are very similar to our PESs. That work does not consider proof systems or on-the-fly algorithms, however, and it did not study the real-time model-checking problem. Tableau methods [26, 17] can be cast into a local algorithms for PESs in a way simliar to [22] . Finally, [27] also gives an on-thefly algorithm for model-checking real-time systems and [15] proposes a computational framework based on logic programming for verifying real-time systems. Our method is different in being based on proof search; this basis permitted us to identify situations, specifically in the checking of invariance properties, in which we can avoid clock-zonesplitting operations that their algorithm requires. Consequently, we conjecture that our algorithm will significantly outperform that one for checking safety properties.
