Several variants of vector quantization (VQ) o er substantially improved image quality at the cost of additional encoding complexity. Algorithms for fast nearest neighbor searches for full search VQ using the Euclidean distortion measure have been presented in 9] and 5]. We extend these results to any variant of VQ, such as entropyconstrained VQ 3], and Bayes-risk VQ 10], which use a Lagrangian distortion measure. We use a new, easily computed distance that successfully eliminates most codewords from consideration.
Introduction
Full search vector quantization 8] encodes an input vector by choosing its nearest neighbor from a codebook according to a distortion measure such as the Euclidean distance. The nearest neighbor is found by computing the distortion from the input vector to each codeword, which is a computationally intensive operation. Algorithms to reduce search complexity 9, 5] narrow the eld of candidate codewords for which the distortion must be calculated. These techniques have their roots in pattern recognition techniques for nding nearest neighbors 13, 4] . Most fast full search measures in the literature have been limited to metrics such as the Euclidean distance. We described extensions of existing fast full search techniques to entropy-constrained vector quantization (ECVQ) in 7] . In this correspondence, we present another fast full search technique for ECVQ.
An algorithm for fast nearest neighbor search, presented by Orchard 9 ] and extended by Huang et al. 5] , precomputes and stores the distance between each pair of codewords. Given an input vector V, a current best codeword C b , and a candidate codeword C j , if jjV ? C j jj jjV ? C b jj; then jjC j ? C b jj 2jjV ? C b jj:
Graphically, this constrains the search to a hypersphere centered on the current best codeword, with a radius of twice the smallest distortion calculated so far. In our work, we generalize this fast full search technique to a class of vector quantizers that use a Lagrangian distortion measure. This measure sums the squared error and some constant assigned to each codeword. For ECVQ 3], a variable rate algorithm, the distortion measure trades o squared error with the codeword rate:
Here, V is the input vector, C i is the ith codeword in the codebook, and R i is the cost in bits of sending the label for codeword C i . We could use other distortion measures such as jjV ? C i jj + R i ; Figure 1 , shows the boundaries of each VQ codeword cell. Any vector falling inside the Voronoi cell drawn around a codeword is closest to that codeword. In this small Voronoi diagram, all codewords have adjacent MSE boundaries, but this would not be the case for larger codebooks.
When we use the Euclidean distortion, jjV ? C i jj, or equivalently, squared error, jjV ? C i jj 2 , to choose the closest codeword, the cells appear as shown by the thin lines in Figure 1 . The line segments depicting the boundaries between codewords are segments of the perpendicular bisector of the line segment between two codewords. In N-space, the boundary is the plane perpendicular to and bisecting the line segment between the two codewords. Finding a nearest neighbor using these codeword boundaries is equivalent to the spherical constraint described by Orchard 9] .
We can calculate a similar set of boundaries for ECVQ codewords. The ECVQ boundary between codewords C i and C j is de ned to be the plane of equal distortion described by: The plane n V is perpendicular to the vector n from C i to C j and, for = 0, will bisect the line segment connecting C i and C j , as expected. For C i and C j that share a boundary, because n is perpendicular to the boundary plane (see Figure 1) , the shortest distance from C i to the ECVQ boundary between C i and C j , B(C i ; C j ), will be found along this vector for all values of : 
Equation 7 expresses the shortest distance to the boundary in terms of the Euclidean distance between the two codewords and the di erence in rate terms. Note that the distance is not symmetric (B(C i ; C j ) 6 = B(C j ; C i )).
The ECVQ boundaries as shown in Figure 1 will not be equidistant from the two codewords, but will be parallel to the MSE boundary and o set by an amount dependent on the di erence in rate between the two. The boundary will move in the direction of the higher rate codeword because of the second term in Equation 7 .
When two codewords have very di erent rates, the di erences in the rate terms may be large enough to make the distance to the boundary negative. That is, instead of a boundary between the two codewords, we have a boundary on the far side of one of the codewords. We can easily check for this condition when evaluating the boundaries and eliminate the appropriate codeword.
Now that we can evaluate the boundaries between ECVQ codewords, we can identify any codewords that may produce a lower distortion. We use B(C i ; C j ) 2 to avoid calculating square roots. Given an input vector V, and an initial codeword C I , we compute J(V; C I ), the Lagrangian distortion between them. As shown in Figure 2 
Therefore, to implement our fast full search, we need only compute the Lagrangian distortion for the codewords satisfying this condition.
Implementation
We calculate our boundary condition, B(C i ; C j ) 2 , for each pair of codewords, C i and C j ahead of time. A codebook of size K requires a matrix of size K 2 . Each row of the matrix is sorted in increasing order for ease of searching. The matrix computation is not insigni cant, but is easily precomputed and stored.
To encode, we calculate the squared error from an input vector V to an initial codeword C I , and the Lagrangian distortion J(V; C I ). We can choose C I because it was the best codeword for a neighboring vector or by doing a binary search of the codeword norms. We then calculate the distortion J(V; C j ) for each vector C j that ful lls the boundary condition of Equation 8 in increasing order.
If J(V; C j ) < J(V; C I ), we have found a better codeword. We can then continue to compare codewords against the boundaries of our original guess, C I , or switch to compare against the better codeword C j . In our implementation, we switch codewords and keep track of distortions already computed. We found that switching to a better codeword decreased the average number of codewords searched by a factor of four.
Experimental Results
We trained our size 512 ECVQ codebook on a set of ve images from the USC database using 4 4 vectors. We tested our fast ECVQ search algorithms on the image \Lenna," also from the USC database.
For a size 512 ECVQ codebook, with = 1, our fast algorithm searched an average of only 21.8 codewords, meaning that 95.7% of codewords were eliminated from consideration. On a Hewlett-Packard 755 workstation, the average run time was 1.7 seconds compared to approximately 31.2 seconds for exhaustive search. Thus, our method provides speedup of almost 20:1 for this example.
For larger values of , we get codebook reduction because some codewords are never used. As an example, for = 2666, our e ective codebook size is 290. In this case, we are able to eliminate 99% of the codewords from consideration (an average of 2.8 codewords are searched). The percent eliminated is larger because the boundary value B(C i ; C j ) assigned to more probable codewords will be larger and the condition in Equation 8 is satis ed by fewer codewords. As varies from 1 to very large values, the average run time did not vary by more than 1.1 seconds.
Conclusions
We have presented a fast full search algorithm for ECVQ and other Lagrangian distortion measures. The boundary condition can be precomputed and compared directly with the squared error between the input vector and any codeword. Calculations are simple and require no square roots. Experimental results show that this technique eliminates over 95% of the codewords from consideration and produces a 20:1 speedup in calculation time. 
