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Abstract
This paper provides decay bounds for Green matrices and generalized
eigenvectors of block Jacobi operators when the real part of the spectral
parameter lies in a bounded gap of the operator’s essential spectrum.
The case of the spectral parameter being an eigenvalue is also consid-
ered. It is also shown that if the matrix entries commute, then the
estimates can be refined. Finally, various examples of block Jacobi
operators are given to illustrate the results.
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1. Introduction
This work gives decay bounds for the entries of the Green matrix corresponding to
a self-adjoint block Jacobi operator when the real part of the spectral parameter lies
in a bounded gap of the operator’s essential spectrum. These estimates also show how
fast the sequence of generalized eigenvectors decays. In a previous paper [13], decay
bounds for Green matrix entries were established for the case of semibounded block
Jacobi operators. It turns out that, on the one hand, the technique used in [13] for
unbounded gaps in the essential spectrum cannot be applied to the case of bounded
gaps without substantial modifications. On the other hand, the estimates in the case
of bounded gaps are completely different from the ones of unbounded gaps.
The results of this work provide a refinement of the Combes-Thomas method used
for obtaining estimates of the Green function’s decay. A crucial fact of this refinement
is the use of Lemma 3.1 which was already implemented in [12, 14, 21] and is in a
certain sense behind the improvements of the original method (see [2]). Combes-Thomas
type estimates (cf. [2, 6]) are used in the analysis of some discrete random models
(see [16]). We remark that block type random operators have been studied earlier
(e.g. [7, 8, 17]) and a Combes-Thomas type estimate for random block operators is
given in [8, Lem. 5.7].
The decay bounds of the generalized eigenvectors established in this work have
interesting applications to the study of spectral phase transition phenomena (see for
instance [14]). Notably, block Jacobi matrices permit more freedom in the construction
of models which exhibit multi-threshold spectral phase transitions.
In the Hilbert space H of square-summable sequences whose elements belong in turn
to a Hilbert space K, we consider the operator J associated with a second order differ-
ence equation with operator coefficients acting in K (see Definition 1). The operator
coefficients, An and Bn = B
∗
n (n ∈ N), are the entries of a block Jacobi matrix and,
consequently, J is called a block Jacobi operator. It is assumed that, for any n ∈ N,
An, Bn are bounded and defined on the whole space K, i.e. they belong to B(K). Addi-
tionally, the operators An, Bn (n ∈ N) are required to satisfy conditions guaranteeing
that J = J∗ on a proper domain and the existence of a gap in the essential spectrum of
J . Under these assumptions, let us paraphrase the statements of Theorems 3.1 and 3.2.
Denote by Gjk(ζ) the (j, k)-block entry of the resolvent’s matrix at the point ζ ∈ C
(Definition 2). If the real part of ζ is in the gap of the essential spectrum of J , then
there are positive constants C1 and C2 such that
‖Gmj(ζ)‖B(K) ≤ C1 exp
−γ(ζ)
max(m,j)−1∑
k=min(m,j)
φδ
(
‖Ak‖B(K)
) ,
1
when ζ is not an eigenvalue and
‖um‖K ≤ C2 exp
−γ(ζ) m−1∑
k=1
φδ
(
‖Ak‖B(K)
) .
when ζ is an eigenvalue. The function φδ is given by (3.2) and corresponds to a reg-
ularization of the reciprocal function. The function γ is given by (6.4) and (6.5), and
the constants C1 and C2 do not depend on m or j (although they may depend on the
spectral parameter ζ). Apart from depending on ζ and the size of the gap, γ depends
on a parameter which permits certain optimization (Remark 2).
The decay bounds given above cover a wide range of block Jacobi operators. In these
estimates, we provide an explicit expression for the decay coefficient, and establish how
they depend on the off-diagonal entries of the block Jacobi operator. The fact that the
bounds depend inversely on the growth of the off-diagonal entries of a Jacobi matrix
was already shown by Combes-Thomas type estimates. The results of this work, on
the one hand, generalize to the case of block matrix operators the corresponding decay
bounds obtained in [12, 14] for the scalar case. On the other hand, our results extend
the region of the spectral parameter so that it is a complex non necessarily real number.
When the entries of the block Jacobi operator commute, a subsequent refinement of
the results given above can be obtained (see Section 4). Indeed, under the assumptions
of J considered above and the additional requirement that the entries commute pairwise
(see in Theorem 4.1 the precise statement), one has∥∥∥∥∥∥∥exp
γ(ζ)
max(m,j)−1∑
k=min(m,j)
φδ(|Ak|)
Gmj(ζ)
∥∥∥∥∥∥∥
B(K)
≤ C
for ζ being such that its real part is in the gap and it is not an eigenvalue. Here again
γ is given by (6.4) and (6.5), and the constant C does not depend on m or j. In this
case of commuting entries, a result corresponding to the case when ζ is an eigenvalue
is also established (Theorem 4.2). We remark that this operator way of estimating the
decay of generalized eigenvectors make it possible to optimize the estimates of these
vectors along any spatial direction in K by taking into account the matrix structure of
the blocks.
Section 5 provides various examples which illustrate the results of this work. The
asymptotic of generalized eigenvectors are obtained heuristically on the basis of methods
which have been used to find the asymptotics of solutions to difference equations. We
consider the examples of this section to be of independent interest.
Finally, in Section 6, we briefly describe an alternative approach to establishing
decay bounds for block Jacobi operators. This approach makes use of the discrete
nature of the problem and allows us to obtain more precise results in certain cases.
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2. Preliminaries
2.1. Notation
By H we denote a separable infinite dimensional Hilbert space which is always
decomposed as an infinite orthogonal sum:
H =
∞⊕
m=1
Km ,
where, for all m ∈ N, Km = K and K is either an infinite or finite dimensional subspace
of H. A Hilbert space so decomposed is usually denoted by l2(N,K).
The symbol ‖·‖ is used to denote the norm in H, while the norm in K is denoted
by ‖·‖K. B(H) and B(K) denote the spaces of bounded linear operators defined on
the whole space H and K, respectively. The norms in B(H) and B(K) are denoted by
‖·‖B(H) and ‖·‖B(K), respectively.
A vector u in H can be written as a sequence
u = {um}∞m=1 , um ∈ Km (2.1)
or as an infinite column vector, i.e. u = (u1, u2, u3, . . . )
⊺. Note that
‖u‖2H =
∞∑
m=1
‖um‖2K .
Throughout this work, we use I to denote the identity operator in the spaces H
and K since it will cause no confusion to use the same letter for these operators. The
orthogonal projector in H onto the subspace Km is denoted by Pm while the symbol
P˜M stands for the orthogonal projector onto
M⊕
m=1
Km .
Given a closed, densely defined operator T in a Hilbert space, we denote by |T | the
operator (T ∗T )1/2 given by applying the functional calculus to the self-adjoint operator
T ∗T . Finally, for any self-adjoint operator A, we denote its essential spectrum, i.e. the
union of the continuous spectrum and the eigenvalues of infinite multiplicity, by σess(A).
3
2.2. Block Jacobi matrices
Let us turn to the definition of block Jacobi operators. For any sequence (2.1),
consider the second order difference expressions
(Υu)k := A
∗
k−1uk−1 +Bkuk + Akuk+1 k ∈ N \ {1}, (2.2a)
(Υu)1 := B1u1 + A1u2 , (2.2b)
where Bk = B
∗
k and Ak are in B(K) for any k ∈ N.
Definition 1. In H, define the operator J such that
dom(J) := {u ∈ H : Υu ∈ H}
and Ju = Υu for any u ∈ dom(J). Since dom(J) is dense in H, the adjoint of J , J∗,
is an operator. One verifies from the difference expression that J∗ ⊂ J . The operator
J is said to be defined in the maximal domain given by the difference expression Υ,
whereas J∗ is the minimal closed operator associated with Υ (see [3, Chap. 7 Sec. 2.5]).
The block tridiagonal matrix
B1 A1 0 0 · · ·
A∗1 B2 A2 0
0 A∗2 B3 A3
. . .
0 0 A∗3 B4
. . .
...
. . .
. . .
. . .

(2.3)
can be regarded as the matrix representation of the operator J∗ when every element
u in H is written as in (2.1). (cf. [1, Sec. 47] where the matrix representation of an
unbounded symmetric operator is given).
Remark 1. In this work, we impose conditions on the sequences {Am}∞m=1 and {Bm}∞m=1
so that J is self-adjoint. A sufficient condition for this to happen is the generalized Car-
leman criterion [3, Chap. 7 Thm. 2.9], viz., if
∑∞
m=1 1/‖Am‖B(K) = +∞, then J is self-
adjoint. A particular case of an operator satisfying the Carleman criterion is a bounded
block Jacobi operator for which the sequences {‖Am‖B(K)}∞m=1 and {‖Bm‖B(K)}∞m=1 are
bounded [3, Chap. 7 Sec. 2.11].
Sometimes, the same notation is used for the matrix and the operator. This cannot
lead to confusion when J = J∗ (in this case the maximal and minimal domains coincide)
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and in the case of diagonal matrices. Thus,
diag{Cm}∞m=1 :=

C1 0 0 0 · · ·
0 C2 0 0
0 0 C3 0
. . .
0 0 0 C4
. . .
...
. . .
. . .
. . .

,
where Cm ∈ B(K) for any m ∈ N, is used for denoting the operator and the matrix
(the operator being
⊕∞
m=1 Cm with Cm ∈ B(K) for all m ∈ N).
In H, consider the unilateral shift operator S and its adjoint S∗ given by
S

u1
u2
u3
...
 =

0
u1
u2
...
 S∗

u1
u2
u3
...
 =

u2
u3
u4
...
 .
It can be verified that the operator
diag{Bm}∞m=1 + S diag{A∗m}∞m=1 + diag{Am}∞m=1S∗ (2.4)
coincides with J when it is self-adjoint.
Definition 2. Assume that the operator J given in Definition 1 is self-adjoint. For any
ζ in the resolvent set of J , define
Gjk(ζ) := Pj(J − ζI)−1Pk .
Note that by this definition Gjk(ζ)
∗ = Gkj(ζ), and therefore
‖Gjk(ζ)‖B(K) =
∥∥∥Gkj(ζ)∥∥∥
B(K)
. (2.5)
The operator Gjk(ζ) can be regarded as the entry of the block matrix representation of
the resolvent of J at ζ corresponding to the j-th row and the k-th column. Accordingly,
we refer to {Gjk(ζ)}∞j,k=1 as the block Green matrix corresponding to J at ζ .
3. Estimates in a bounded gap of the essential spectrum
This section establishes decay bounds for the Green matrix entries (Definition 2)
corresponding to a self-adjoint Jacobi operator J (Definition 1) with a bounded gap in
the essential spectrum. The real part of the spectral parameter is assumed to be in this
gap and we cover both cases; when this parameter is an eigenvalue and when it is not.
To streamline the writing of formulae, let us introduce the following functions. For
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x > 0
ψ(x) := x2ex ψ˜(x) := xex . (3.1)
and
φδ(x) :=
1/δ if 0 ≤ x < δ1/x if δ ≤ x (3.2)
Also, let r, s ∈ R be such that r < s. For r < x < s, define
w(x) :=
√
(x− r)(s− x) > 0 . (3.3)
The next assertion is part of [14, Lem. 3.3] and turns out to be crucial for proving
the results of this section. Earlier versions of the statement can be found in [21].
Lemma 3.1. Let T be an invertible self-adjoint operator such that
d+ : = dist(0, σ(T ) ∩ (0,+∞)) > 0
d− : = dist(0, σ(T ) ∩ (−∞, 0)) > 0
If V is a self-adjoint contraction and β ∈ R is such that
|β| <
√
d+d− , (3.4)
then the operator T + iβV is continuously invertible.
One can find geometrical heuristics of this result in [12, 14]. It is worth mentioning
that (3.4) cannot be replaced by the weaker condition |β| ≤ √d+d− (see [12, Rem. 4]).
To streamline the statements of our results, consider the following hypothesis.
Hypothesis 1. The operator J given in Definition 1 is self-adjoint and there is an
interval of the real line (r, s) such that (r, s) ∩ σess(J) = ∅.
For the following assertion, bare in mind the functions given in (3.1), (3.2), and
(3.3).
Theorem 3.1. Assume that Hypothesis 1 holds true. Fix an arbitrary δ > 0, ǫ ∈
(0, 1/2), and η ∈ (0, 1). If ζ 6∈ σ(J) and Re ζ ∈ (r, s), then
‖Gmj(ζ)‖B(K) ≤ C exp
−γ(ζ)
max(m,j)−1∑
k=min(m,j)
φδ
(
‖Ak‖B(K)
) ,
where
γ(ζ) := min
{
δψ−1
(
w2(Re ζ)ǫ
2δ(s− r)
)
, δψ˜−1
(
w(Re ζ)(1− 2ǫ)
2δ
)}
(3.5)
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when |Im ζ| ≤ w(Re ζ) ǫ
2
, and
γ(ζ) := δψ˜−1
(
w(Re ζ)ǫ(1− η)
4δ
)
(3.6)
otherwise. The constant C depends neither on m nor on j.
Proof. For any fixed N ∈ N, let
Φm :=

exp
−γ m−1∑
k=1
φδ
(
‖Ak‖B(K)
) I , m ≤ N ,
exp
−γ N−1∑
k=1
φδ
(
‖Ak‖B(K)
) I , m > N ,
(3.7)
where φδ is given in (3.2) and the value of γ is to be determined later. We assume
Φ1 = I. Clearly, Φm is a scalar operator for m ∈ N. Consider the following operator in
H
Φ := diag{Φm}∞m=1 .
This operator is a contraction and depends on δ, γ, and N . When needed, we indicate
the dependence on N explicitly, i. e., Φ = Φ(N). Note that the operator Φ(N) is a
boundedly invertible contraction for any finite N .
Let us introduce the operator:
F := Φ−1JΦ− J (3.8)
Using (2.4), one verifies that
F = S diag{Φ−1m+1A∗mΦm −A∗m}+ diag{Φ−1m AmΦm+1 −Am}S∗ . (3.9)
By (3.7), F depends on N and is in B(H) since the sequences (2.1) in the range of F
have a finite number of nonzero elements. Note that (3.8) implies that
Φ−1(J − ζI)Φ = J + F − ζI . (3.10)
Define
X := J(E(−∞, r] + E[s,+∞)) + rE
(
r,
r + s
2
]
+ sE
(
r + s
2
, s
)
, (3.11)
Y := (J − rI)E
(
r,
r + s
2
]
+ (J − sI)E
(
r + s
2
, s
)
. (3.12)
For M ∈ N, we also introduce the following operators. Below, we take M large enough
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(see (3.25), (3.28), (3.36) below).
J˜ := X + Y (I − P˜M) + F , (3.13)
T := X +Re
[
Y (I − P˜M) + F − ζI
]
, (3.14)
R := Im
[
F + Y (I − P˜M)− ζI
]
(3.15)
where E is the spectral measure of J , and P˜M is given in Section 2.1. Note that Y is a
compact operator and J˜ depends on N since F also does.
Our aim is to show that J˜ − ζI is continuously invertible for γ indicated in the
assertion of the theorem. Once the inverse of J˜ − ζI exists and is bounded, the result
is established by the next argumentation. Taking into account that X + Y = J and
(3.13), one obtains from (3.9) the equality
Φ−1(J − ζI)Φ = J˜ − ζI + Y P˜M .
Therefore, using the invertibility of J˜ − ζI and the fact that ζ 6∈ σ(J), one concludes
that
Φ−1(J − ζI)−1Φ = (J˜ − ζI)−1
[
I + Y P˜M(J˜ − ζI)−1
]−1
. (3.16)
Left multiplying the last equality by Y P˜M yields
Y P˜MΦ
−1(J − ζI)−1Φ = I −
[
I + Y P˜M(J˜ − ζI)−1
]−1
,
where we have used the identity Q(I + Q)−1 = I − (I + Q)−1 valid for any linear
operator Q. Inserting the expression for
[
I + Y P˜M(J˜ − ζI)−1
]−1
from the last equality
into (3.16) one arrives at
Φ−1(J − ζI)−1Φ = (J˜ − ζI)−1
[
I − Y P˜MΦ−1(J − ζI)−1Φ
]
.
Clearly, ∥∥∥I − Y P˜MΦ−1(J − ζI)−1Φ∥∥∥
B(H)
≤ 1 + ‖Y ‖B(H)
∥∥∥P˜MΦ−1(N)∥∥∥
B(H)
∥∥∥(J − ζI)−1∥∥∥
B(H)
‖Φ(N)‖
≤ 1 + ‖Y ‖B(H)
∥∥∥P˜MΦ−1(M)∥∥∥
B(H)
∥∥∥(J − ζI)−1∥∥∥
B(H)
:= C˜ .
Note that C˜ does not depend on N . Thus,∥∥∥PjΦ−1(N)(J − ζI)−1Φ(N)Pk∥∥∥
B(H)
≤ C˜
∥∥∥(J˜ − ζI)−1∥∥∥
B(H)
. (3.17)
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In view of Definition 2 and (3.7), by letting N →∞, one obtains∥∥∥∥∥∥exp
γ j−1∑
m=1
φδ(‖Am‖B(K))
Gjk(ζ) exp
(
−γ
k−1∑
m=1
φδ(‖Am‖B(K))
)∥∥∥∥∥∥
B(K)
≤ C (3.18)
for all j, k ∈ N. The estimate of the theorem is proven by combining both scalar
exponential factors in (3.18). Note that we have proven the estimate for j ≥ k, but the
other case is also covered by recurring to (2.5).
Let us turn to establishing the continuous invertibility of J˜ − ζI. We consider
two mutually exclusive cases leading to the two different definitions of the function γ.
If |Im ζ | ≤ w(Re ζ) ǫ
2
, then one establishes the invertibility of J˜ − ζI on the basis of
Lemma 3.1 by choosing γ appropriately. If |Im ζ| > w(Re ζ) ǫ
2
, then one can rely on
the properties of dissipative (or anti-dissipative) operators to conclude that J˜ − ζI is
invertible for some values of γ.
First we assume that |Im ζ| ≤ w(Re ζ) ǫ
2
. Observe that we have defined T and R so
that
J˜ − ζI = T + iR .
Let us verify that the operators T and R satisfy the conditions of Lemma 3.1. To this
end, we estimate the norms of the real and imaginary parts of F .
It follows from (3.9) that
2ReF = F + F ∗
= S diag{Φ−1m AmΦm+1 − 2Am + Φ∗mAm(Φ∗m+1)−1}∗
+ diag{Φ−1m AmΦm+1 − 2Am + Φ∗mAm(Φ∗m+1)−1}S∗ .
Since the matrix of the operator 2ReF has only two block diagonals not necessarily
zero and one diagonal is the adjoint of the other, one has
‖ReF‖B(H) ≤ sup
m∈N
{∥∥∥Φ−1m AmΦm+1 − 2Am + Φ∗mAm(Φ∗m+1)−1∥∥∥B(K)
}
, (3.19)
which in view of (3.7) yields
‖ReF‖B(H) ≤ sup
m∈N
{∥∥∥Am (e−γφδ(‖Am‖B(K)) − 2 + eγφδ(‖Am‖B(K)))∥∥∥
B(K)
}
.
Using the elementary inequality
0 ≤ ex − 2 + e−x ≤ x2ex , (3.20)
which holds for any x ≥ 0, one arrives at
‖ReF‖B(H) ≤ sup
m∈N
{
‖Am‖B(K)γ2φ2δ(‖Am‖B(K))eγφδ(‖Am‖B(K))
}
. (3.21)
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To obtain an appropriate estimate for ‖ReF‖, first note that, for any given δ, ǫ > 0, if
one defines
γ := δψ−1
(
w2(Re ζ)ǫ
2δ(s− r)
)
, (3.22)
then
ξψ(γφδ(ξ)) ≤ w
2(Re ζ)ǫ
2(s− r) (3.23)
for all ξ > 0. Indeed, it follows from (3.2) that, when 0 < ξ ≤ δ, the inequality (3.23)
holds whenever
ψ
(
γ
δ
)
≤ w
2(Re ζ)ǫ
2δ(s− r) .
Hence, (3.22) guarantees (3.23). In the case ξ > δ, assuming (3.22), rewrite (3.23) using
(3.2) as follows
ξψ
(
γ
ξ
)
≤ ψ
(
γ
δ
)
δ .
By (3.1), this inequality is equivalent to
γ2
ξ
e
γ
ξ ≤ γ
2
δ
e
γ
δ
so, after dividing by γ, one verifies that it holds since ξ > δ and the function tet is
monotone for t > 0.
Comparing (3.21) to (3.23), one concludes that
‖ReF‖B(H) ≤
w2(Re ζ)ǫ
2(s− r) ≤
dist(Re ζ, {r, s})ǫ
2
. (3.24)
Since Y is compact, one can take M sufficiently large so that, simultaneously,∥∥∥ReY (I − P˜M)∥∥∥
B(H)
≤ (Re ζ − r) ǫ
2
,
∥∥∥ReY (I − P˜M)∥∥∥
B(H)
≤ (s− Re ζ) ǫ
2
. (3.25)
Thus, taking into account that
d− ≥ (Re ζ − r)−
∥∥∥ReY (I − P˜M)∥∥∥
B(H)
− ‖ReF‖B(H)
d+ ≥ (s− Re ζ)−
∥∥∥ReY (I − P˜M)∥∥∥
B(H)
− ‖ReF‖B(H) ,
and combining (3.24) and (3.25), one obtains
d− ≥ (Re ζ − r)(1− ǫ)
d+ ≥ (s−Re ζ)(1− ǫ) .
(3.26)
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On the other hand, by (3.15), one has
‖R‖B(H) ≤
∥∥∥Im Y (I − P˜M)∥∥∥
B(H)
+ ‖ImF‖B(H) + |Im ζ | . (3.27)
Make M perhaps even larger than what was required in (3.25) so that∥∥∥ImY (I − P˜M)∥∥∥
B(H)
≤ w(Re ζ) ǫ
4
. (3.28)
To found a bound for the second term in the right-hand side of (3.27), one uses the
argumentation for obtaining the inequality (3.19) from the expression (3.9). Thus,
‖ImF‖B(H) ≤ sup
m∈N
{∥∥∥Φ−1m AmΦm+1 − Φ∗mAm(Φ∗m+1)−1∥∥∥B(K)
}
. (3.29)
A straightforward computation yields
‖ImF‖B(H) ≤ sup
m∈N
{∥∥∥Am (e−γφδ(‖Am‖B(K)) − eγφδ(‖Am‖B(K)))∥∥∥
B(K)
}
, (3.30)
from which, by means of the elementary inequality
0 ≤ ex − e−x ≤ 2xex ,
valid for any positive x, one obtains
‖ImF‖B(H) ≤ sup
m∈N
{
2‖Am‖B(K)γφδ
(
‖Am‖B(K)
)
eγφδ(‖Am‖B(K))
}
. (3.31)
Proceeding as before, if one defines
γ := δψ˜−1
(
w(Re ζ)(1− 2ǫ)
2δ
)
, (3.32)
assuming δ ∈ (0, 1) and ǫ ∈ (0, 1/2), then
2ξψ˜(γφδ(ξ)) ≤ w(Re ζ)(1− 2ǫ)
for all ξ > 0. Comparing this inequality with (3.31), one concludes that
‖ImF‖B(H) ≤ w(Re ζ)(1− 2ǫ) . (3.33)
Taking into account that |Im ζ| ≤ w(Re ζ) ǫ
2
and inserting (3.28) and (3.33) into (3.27),
one arrives at
‖R‖B(H) ≤ w(Re ζ)(1− 54ǫ) < w(Re ζ)(1− ǫ) ≤
√
d−d+ , (3.34)
where the second inequality is obtained from (3.26).
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The estimates (3.24) and (3.25) show that T is invertible. Clearly, V := R/‖R‖
is a self-adjoint contraction. Thus, since according to (3.34) β := ‖R‖ satisfies the
conditions of Lemma 3.1, one concludes that J˜ − ζI is invertible.
Let us now consider the case
|Im ζ| > w(Re ζ) ǫ
2
(3.35)
As before, we first choose M ∈ N sufficiently large so that
‖Y (I − PM)‖B(H) ≤ w(Re ζ)
ǫη
4
, 0 < η < 1 . (3.36)
Now, if γ is as in (6.5), then
2ξψ˜(γφδ(ξ)) ≤ w(Re ζ) ǫ
2
(1− η) . (3.37)
This is shown following the reasoning used to established that (3.23) holds under the
assumption (3.22). Comparing (3.37) and (3.31), one obtains
‖ImF‖B(H) ≤ w(Re ζ)
ǫ
2
(1− η) . (3.38)
Since Im(J˜ − ζI) = R, it follows from (3.15), (3.36) and (3.38) that
Im(J˜ − ζI) ≤ w(Re ζ) ǫ
2
(1− η) + w(Re ζ)ǫη
4
− Im ζI .
Thus, if one considers the particular realization of (3.35) given by Im ζ > w(Re ζ) ǫ
2
,
then
Im(J˜ − ζI) < w(Re ζ) ǫ
2
(1− η) + w(Re ζ)ǫη
4
− w(Re ζ)ǫ/2
= −w(Re ζ)ǫη
4
.
Thus the operator J˜−ζI+iw(Re ζ) ǫη
4
is anti-dissipative and therefore J˜−ζI is invertible.
The case Im ζ < −w(Re ζ) ǫ
2
is treated analogously.
Remark 2. In the estimate given by Theorem 3.1, there are no constraints in the
choice of the constant δ > 0. The function γ(ζ) yields a priori better estimates when
δ → ∞. Note, however, that one does not obtain a more accurate estimate by letting
δ →∞ due to the dependence on δ of the function φδ.
Remark 3. The hypothesis of Theorem 3.1 is fulfilled by a bounded from below self-
adjoint operator J with bounded from below essential spectrum. For these operators [13,
Thm. 3.1] provides an estimate for the decay of Green matrix entries which is more
precise than the one given by Theorem 3.1. Note that that boundedness from below
is not required by Theorem 3.1. In [13, Thm. 3.1], this requirement was crucial for
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the proof. As shown in [20], the asymptotic behaviour of generalized eigenvectors
of a non-bounded from below Jacobi operator can depend on the main diagonal in
contrast to [13, Thm. 3.1] and Theorem 3.1. The results of [20] illustrate why the
semiboundedness is essential in the case of [13, Thm. 3.1] and does not contradicts
Theorem 3.1 due to the different order of estimates.
For the next theorem, we rely on [13, Lem. 3.1]. Here we reproduce the statement
of the lemma for easy reference. Recall that P1 is given in Section 2.1.
Lemma 3.2. Let J be the operator given in Definition 1 and L be a compact operator
in K with trivial kernel such that ‖L‖B(K) = 1. If Am has trivial kernel for all m ∈ N
and ζ is in the discrete spectrum of J , then, for any τ > 0 sufficiently small, ζ is not
in the spectrum of
J(τ) := J + τP1L
∗LP1 (3.39)
Theorem 3.2. Assume that Hypothesis 1 holds true and that ker(Am) = {0} for any
m ∈ N. Fix an arbitrary δ > 0 and ǫ ∈ (0, 1/2). If ζ ∈ σp(J) and u is the corresponding
eigenvector, then
‖um‖K ≤ C exp
−γ(ζ) m−1∑
k=1
φδ
(
‖Ak‖B(K)
) ,
where γ and φδ are given by (6.4) and (3.2), respectively. The constant C does not
depend on m.
Proof. By Lemma 3.2, one can choose τ > 0 such that ζ 6∈ σ(J(τ)). Additionally,
according to perturbation theory, σess(J) = σess(J(τ)) (see [15, Chap. 4, Thm. 5.35 and
Chap. 5, Thm. 4.11]). Therefore J(τ) satisfies the hypothesis of Theorem 3.1.
Now, if u is a nonzero vector in ker(J − ζI), then
(J(τ)− ζI)u = τP1L∗LP1u .
Therefore
u = τ(J(τ)− ζI)−1P1L∗LP1u , (3.40)
which in turn implies
‖um‖K = ‖Pmu‖
=
∥∥∥Pmτ(J(τ)− ζI)−1P1L∗LP1u∥∥∥
≤ τ
∥∥∥Pm(J(τ)− ζI)−1P1∥∥∥
B(H)
‖P1u‖
≤ C˜ exp
−γ(ζ)m−1∑
k=1
φδ
(
‖Ak‖B(K)
)‖P1u‖ ,
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where in the first inequality we use that ‖L‖B(K) = 1 and in the second we resort to
Theorem 3.1.
Corollary 3.1. Assume that Hypothesis 1 holds true and that ‖Ak‖B(K) −−−→k→∞ ∞. Fix
ǫ ∈ (0, 1/2).
(a) If ζ 6∈ σ(J) and Re ζ ∈ (r, s), then
‖Gmj(ζ)‖B(K) ≤ Ca exp
−γ˜(ζ)
max(m,j)−1∑
k=min(m,j)
‖Ak‖−1B(K)
 ,
where
γ˜(ζ) <

w(Re ζ)
(
1
2
− ǫ
)
if |Im(ζ)| ≤ w(Re ζ) ǫ
2
w(Re ζ)
4
ǫ otherwise.
(3.41)
(b) If ker(An) is trivial for all n ∈ N, ζ ∈ σp(J) and u is the corresponding eigenvector,
then
‖um‖K ≤ Cb exp
−w(ζ)(1
2
− ǫ
) m−1∑
k=1
‖Ak‖−1B(K)
 .
The constant Ca does not depend on m and j, and Cb does not depend on m.
Remark 4. Perhaps the most relevant case in various theoretical applications corre-
sponds to ζ being actually in the gap of the essential spectrum. This case admits further
simplification. Indeed, it follows from (a) that if ζ ∈ (r, s), then, for arbitrarily small
ǫ′ ∈ (0, 1/2), one has
‖Gmj(ζ)‖B(K) ≤ Ca exp
−w(ζ)(1
2
− ǫ′
)max(m,j)−1∑
k=min(m,j)
‖Ak‖−1B(K)
 .
Proof. First note that the expressions inside the minimum in (6.4) monotonically grow
as δ →∞. Since the minimum has to be taken, one should consider only the expression
that grows slower, namely,
δψ˜−1
(
w(Re ζ)(1− 2ǫ)
2δ
)
.
By choosing δ appropriately (essentially sufficiently large), one obtains
w(Re ζ)(1− 2ǫ)
2δ
< ǫ1 ≪ 1 .
Given ǫ and ǫ1, the choice of δ depends on ζ .
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If 0 < t < ǫ1, then
ψ−1(t) ≥ t(1− η) , (3.42)
where η is arbitrarily small whenever ǫ1 is sufficiently small. Indeed, it follows from
(3.1) that if t = y exp(y), then
ψ˜−1(t) = t exp(−y) = t exp(−t exp(−t)) ≥ t exp(−t) .
Thus, the assumption t ≤ ǫ1 implies
ψ˜−1(t) ≥ t exp(ǫ1)(1− η)
In view of (3.42), the choice of γ in (6.4) can be replaced by
γ = δ
w(Re ζ)(1− 2ǫ)
2δ
(1− η)
Finally, observe that, for any p ∈ N,
p∑
k=1
φδ
(
‖Ak‖B(K)
)
=
∑
‖Ak‖≤δ
k≤p
1
δ
+
∑
‖Ak‖>δ
k≤p
1
‖Ak‖B(K)
=
p∑
k=1
1
‖Ak‖B(K)
+
∑
‖Ak‖≤δ
k≤p
1
δ
−
∑
‖Ak‖≤δ
k≤p
1
‖Ak‖B(K)
,
(3.43)
where the second and third terms can be absorbed into a constant which does not
depend on p≫ 1 since ‖Ak‖B(K) −−−→k→∞ ∞.
4. Estimates in the case of commuting entries
The results of the previous section admit a refinement when the hypotheses of The-
orems 3.1 and 3.2 are complemented with the requirement that Am, Bm, A
∗
m commute
for m ∈ N. This refinement permits to have different bound along different vectors in
the space K.
Hypothesis 2. The system of operators {Am, Bm, A∗m}m∈N given in section 2.2 com-
mutes pairwise.
Theorem 4.1. Assume that Hypotheses 1 and 2 hold true. Fix an arbitrary δ > 0,
ǫ ∈ (0, 1/2), and η ∈ (0, 1). If ζ 6∈ σ(J) and Re ζ ∈ (r, s), then∥∥∥∥∥∥∥exp
γ(ζ)
max(m,j)−1∑
k=min(m,j)
φδ(|Ak|)
Gmj(ζ)
∥∥∥∥∥∥∥
B(K)
≤ C ,
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where γ is given by (6.4) if |Im(ζ)| ≤ w(Re ζ) ǫ
2
, and by (6.5) otherwise. The constant
C does not depend on m and j.
Proof. Consider the operators given in (3.11)–(3.15). Now, we modify the definition of
the operator Φ. For any fixed N ∈ N, redefine the bounded operators on K given in
the proof of Theorem 3.1:
Φm :=

exp
−γ m−1∑
k=1
φδ(|Ak|)
 , m ≤ N ,
exp
−γ N−1∑
k=1
φδ(|Ak|)
 , m > N .
(4.1)
The bounded operator Φ on H is defined by
Φ := diag{Φm}∞m=1
Note that this operator differs from its counterpart of the proof of Theorem 3.1. Similar
to what we had in the proof of Theorem 3.1, Φ depends on N and Φ(N) is a boundedly
invertible contraction for any finite N . Note that this time the block operator Φm is
not a scalar operator.
Define the operator F by (3.9) with the new sequence {Φm}m∈N. Repeating the
argumentation in the proof of Theorem 3.1, one arrives at (3.19). Using (4.1) and the
fact that the system {Am, Bm, A∗m}m∈N commutes pairwise, one obtains from (3.19) that
‖ReF‖B(H) ≤ sup
m∈N
{∥∥∥|Am| (e−γφδ(|Am|) − 2I + eγφδ(|Am|))∥∥∥
B(K)
}
. (4.2)
Due to the inequality
eQ − 2I + e−Q ≤ Q2eQ
valid for any positive operator Q and obtained from (3.20) by the spectral theorem, one
derives from (4.2) the estimate
‖ReF‖B(H) ≤ sup
m∈N
{∥∥∥|Am|γ2φ2δ(|Am|)eγφδ(|Am|)∥∥∥} .
Taking γ as in (3.22), one concludes from (3.23) and the spectral theorem, that (3.24)
holds.
Similarly, it follows from (3.30) that
‖ImF‖B(H) ≤ sup
m∈N
{∥∥∥|Am| (e−γφδ(|Am|B(K)) − eγφδ(|Am|B(K)))∥∥∥
B(K)
}
.
This inequality implies, by means of the operator inequality
0 ≤ eQ − e−Q ≤ 2QeQ ,
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which holds for any positive operator due to the spectral theorem, that
‖ImF‖B(H) ≤ sup
m∈N
{∥∥∥|Am|γφδ(|Am|eγφδ(|Am|)∥∥∥
B(K)
}
.
Thus, by choosing γ as in (3.32), one verifies through the spectral theorem that (3.33)
holds.
Since (3.24) and (3.33) take place, the operator J˜ − ζI is invertible and therefore
one has the estimate (3.17). Thus, in view of Definition 2 and (4.1), if N →∞, then∥∥∥∥∥∥exp
γ j−1∑
m=1
φδ(|Am|)
Gjk(ζ) exp
−γ k−1∑
m=1
φδ(|Am|)

∥∥∥∥∥∥
B(K)
≤ C .
for all j, k ∈ N. The assertion of the theorem follows from this inequality by combining
the operators on both sides of Gjk. In this proof, j ≥ k, but the other case is also
covered by recurring to (2.5).
Theorem 4.2. Assume that Hypotheses 1 and 2 hold true and that ker(Am) is trivial
for any m ∈ N. Fix an arbitrary δ > 0 and ǫ ∈ (0, 1/2). If ζ ∈ σp(J) and u is the
corresponding eigenvector, then∥∥∥∥∥exp
(
γ(ζ)
m−1∑
k=1
φδ(|Ak|)
)
um
∥∥∥∥∥
K
≤ C ,
where γ is given by (6.4). The constant C does not depend on m.
Proof. One follows the argumentation of the proof of Theorem 3.2. Resort to Lemma 3.2
and choose τ > 0 so that ζ 6∈ σ(J(τ)). It follows from (3.39) that if u is in ker(J − ζI),
then (3.40) holds. Thus,
PmΦ
−1u = τPmΦ
−1(J(τ)− ζI)−1P1L∗LP1u .
One then obtains from this expression that∥∥∥Φ−1(N)Pmu∥∥∥ ≤ τ∥∥∥PmΦ−1(m)(J(τ)− ζI)−1P1L∗LP1u∥∥∥
For finishing the proof, it only remains to let N → ∞ and note that J(τ) − ζI is
continuously invertible.
Corollary 4.1. Fix ǫ ∈ (0, 1/2). Assume that Hypotheses 1 and 2 hold true and
‖A−1m ‖B(K) −−−→m→∞ 0 (Am invertible for m ≥ m0 ∈ N).
a) If ζ 6∈ σ(J) and Re ζ ∈ (r, s), then∥∥∥∥∥∥exp
γ˜(ζ)max(m,j)−1∑
k=min(m,j)
|Ak|−1
Gmj(ζ)
∥∥∥∥∥∥
B(K)
≤ Ca ,
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where γ˜(ζ) is given by (3.41).
b) If ζ ∈ σp(J) and ker(Am) is trivial for any m ∈ N, then∥∥∥∥∥exp
((
1
2
− ǫ
)
w(ζ)
m−1∑
k=1
|Ak|−1
)
um
∥∥∥∥∥
K
≤ Cb ,
where u is the corresponding eigenvector.
The constant Ca does not depend on m and j, and Cb does not depend on m.
Proof. We prove the claim in (a). The statement in (b) is proven analogously. First
one uses the argumentation of Corollary 3.1 to simplify the expression of γ(ζ) when δ
is large enough. Thus∥∥∥∥∥∥exp
γ˜ j−1∑
m=1
φδ(|Am|)
Gjk(ζ) exp
−γ˜ k−1∑
m=1
φδ(|Am|)
∥∥∥∥∥∥
B(K)
≤ C
for all j, k < N . By letting N →∞, one obtains from this that∥∥∥∥∥∥∥exp
γ˜(ζ)
max(m,j)−1∑
k=min(m,j)
φδ(|Ak|)
Gmj(ζ)
∥∥∥∥∥∥∥
B(K)
≤ C ,
Finally, using the argumentation in (3.43), one concludes that, for any p≫ 1,
p∑
k=1
φδ(|Ak|)−
p∑
k=1
1
|Ak|
is a bounded operator whose norm is independent of p≫ 1.
5. Examples
In this section, we consider concrete realizations of self-adjoint block Jacobi opera-
tors having finite gaps in the essential spectrum. The examples admit a straightforward
calculation of the decay of the corresponding generalized eigenvectors although in some
cases it is somehow involved. The estimates obtained in this way are compared with
the ones given by Theorem 3.1.
Example 1. Let us first consider the block Jacobi operator given in Definition 1 so
that, for any n ∈ N, Bn = 0 and An = A(0)n , where
A(0)n :=
(
0 λn
0 0
)
, n ∈ N . (5.1)
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Here the sequence {λn}∞n=1 of complex numbers is such that λn −−−→n→∞ ∞. We denote
this block Jacobi operator by J0. It can be decomposed as an infinite orthogonal sum
of matrices:
J0 =
(
0 λ1
λ1 0
)
⊕ 0⊕
(
0 λ2
λ2 0
)
⊕
(
0 λ3
λ3 0
)
⊕ . . . ,
where the matrix 0 is a one-dimensional matrix. From this decomposition, one can
deduce that J0 is self-adjoint and σ(J0) is discrete and the Green function is a band
matrix function so that its entries decrease faster than any nonfinite sequence. If,
instead of (5.1), one assumes An = A
(ǫ)
n , where
A(ǫ)n :=
(
ǫn λn
0 ǫn
)
, n ∈ N ,
with ǫn > 0 for all n ∈ N and ǫn −−−→
n→∞
0, then the corresponding block Jacobi op-
erator given by Definition 1 and denoted by J , is also self-adjoint and has discrete
spectrum. (Note that J and J0 could be examples of self-adjoint block Jacobi oper-
ators not satisfying the Carleman criterion when the sequences {λn}∞n=1 and {ǫn}∞n=1
are chosen appropriately). The Green function corresponding to J is not anymore a
band matrix. Nevertheless, the entries of the Green matrices also decay as fast as the
sequence {ǫn}∞n=1 permits. This is shown by the following argument. By the Hilbert
second resolvent identity, one has, for ζ ∈ ρ(J0) ∩ ρ(J),〈[
(J0 − ζI)−1 − (J − ζI)−1
]
Pju, Pku
〉
=
〈
Jǫ(J0 − ζI)−1Pju, (J − ζI)−1Pku
〉
,
where Jǫ is the block Jacobi operator given by Definition 1 with Bn = 0 and An = ǫn,
where
ǫn =
(
ǫn 0
0 ǫn
)
for any n ∈ N. Note that Jǫ is compact and, moreover, the rank of Jǫ(J0 − ζI)−1Pj is
finite since all the nonzero entries of its matrix representation are in a finite vicinity of
the blocks indexed by the value of j (denoted V (j)). Therefore∥∥∥Jǫ(J0 − ζI)−1Pj∥∥∥ ≤ max
i∈V (j)
{ǫi}
∥∥∥(J0 − ζI)−1∥∥∥ .
Taking into account that ‖An‖ = |λn|(1 + o(1)) as n → ∞, one obtains from
Theorem 3.1 that
‖Gmj(ζ)‖ ≤ C exp
−γ˜(ζ)max(m,j)−1∑
k=min(m,j)
1/|λk|
) , (5.2)
where γ˜(ζ) is given in (3.41). If m or j tend to ∞ and the corresponding series is
divergent, then the Green matrix elements Gmj(ζ) could decrease faster than any power
when one let either one of the indices m, j grow and the other is kept fixed.
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Note that the estimate in (5.2) does not contain any information on the sequence
{ǫn}∞n=1. At the same time, the previous considerations show that the optimal estimates
depend on maxi∈V (j){ǫi}. Hence, for some choices of the sequence {λn}∞n=1 the estimate
in (5.2) may be close to optimal, however, in most cases, it is far from the real estimates.
Example 1 illustrates a case when our results could not be optimal.
Example 2. Let
A :=
(
1 x
0 1
)
, x ∈ R . (5.3)
Define the sequences of 2 × 2 matrices {Bn}n∈N and {An}n∈N so that Bn = 0 and
An = A. Let J be the operator in l2(N,C
2) given by Definition 1. Since the elements
of the sequences {Bn}n∈N and {An}n∈N are all equal to constant matrices, the matrix
(2.3) is periodic. Let us find conditions on x for the operator J to have a finite gap in
the essential spectrum.
Proposition 5.1. For the operator J given in this example, σess(J) = [−2+x, 2+x]∪
[−2 − x, 2 − x]. Thus, if |x| > 2, then the interval (2 − |x|,−2 + |x|) is a gap in the
essential spectrum of J .
Proof. Denote by T the unit circle in the complex plane and by µ the Lebesgue measure
on the unit circle normalized so that µ(T) = 1. We also consider the Hilbert space
l2(Z,C
d) and denote any of its elements, i.e. the sequence w = {wk}k∈Z ((wk ∈ Cd for
all k ∈ Z) by an infinite column vector (. . . , w−1, w0, w1, . . . )⊺ (cf. Section 2.1).
Define in l2(Z,C
d), the map V by
(V w)(z) =
∞∑
n=−∞
exp(−ikθ)wk ,
where z = eiθ, θ ∈ [0, 2π). It is known that this is a unitary map from l2(Z,Cd)
onto L2(T,C
d, µ). Moreover (cf. [5, Chap. 2]) any “double-infinite” Jacobi operator JZ
with constant block entries acting in l2(Z,C
d) is transformed under this map into the
multiplication operator by certain matrix function in L2(T,C
d, µ), namely,
V JZV
∗ = Mφ .
Here the multiplication operator Mφ is defined by
(Mφf)(z) := φ(z)f(z) for all f ∈ L2(T,Cd, µ) ,
where φ is a d× d-matrix function which will determined some lines below.
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Let JZ be the operator corresponding to the matrix
. . .
. . .
. . .
. . . 0 A 0
. . . A∗ 0 A 0
0 A∗ 0 A
. . .
0 A∗ 0
. . .
. . .
. . .
. . .

.
If w is such that wk = 0 for all k 6= j, then
V JZw = JZ(. . . , 0, 0, wj, 0, 0, . . . )
⊺ = V (. . . , 0, Awj, 0
↑
j−th position
, A∗wj, 0, . . . )
⊺
= e−i(n−1)θAwj + e
−i(n+1)θA∗wj = (e
iθA+ e−iθA∗)e−inθwj
= (eiθA+ e−iθA∗)V w .
Thus, JZ is transformed by V into the operator of multiplication Mφ with φ(z) =
zA + zA∗.
For each z ∈ T, the spectrum of φ(z) is
{z + z + x, z + z − x} .
According to [4, Chap. 8 Sec. 4], the spectrum ofMφ is given by the union of the essential
range of the eigenvalues as functions of z. Therefore
σ(JZ) = [−2 + x, 2 + x] ∪ [−2− x, 2− x] = σess(JZ) .
Now, if K is given by the matrix
. . .
. . .
. . .
. . . 0 0 0
. . . 0 0 A 0
0 A∗ 0 0
. . .
0 0 0
. . .
. . .
. . .
. . .

,
21
then JZ = J ⊕ Jup +K, where Jup is the operator associated with the matrix
. . .
. . .
. . . 0 A
A∗ 0 A
A∗ 0

in the subspace l2(Z−,C
2) (Z− = {. . . ,−1, 0}) of the Hilbert space of l2(Z,C2). Since
K is a finite rank operator, it follows from Weyl theorem (see [4, Thm. 3 Sec. 1 Chap. 9])
that
σess(JZ) = σess(J) ∪ σess(Jup) .
Hence, if one shows that σess(JZ) ⊂ σess(J), then σess(JZ) = σess(J) and the assertion
of the proposition follows.
The fact that λ ∈ σess(JZ) is equivalent to the existence of a Weyl sequence (also
known as singular sequence) at λ [4, Thm. 2 Sec. 1 Chap. 9], i.e. there is {v(m)}∞m=1
such that
(1) infm∈N ‖v(m)‖ > 0
(2) v(m)
w−−−→
m→∞
0
(3) (JZ − λI)v(m) −−−→
m→∞
0 .
It follows from (1) that there is a p ∈ Z such that for all m ∈ N,
∞∑
k=p
‖vk(m)‖2 > 0 .
The element
{vj+k(m)}j∈Z ∈ l2(Z,C2)
satisfies (1)–(3) due to the fact that the JZ have constant block coefficients. Therefore,
if PN is the projection in l2(Z,C
2) onto the subspace l2(N,C
2), then
PN{vj+k(m)}j∈Z
is a Weyl sequence at λ for the operator J , which in turn means that λ ∈ σess(J).
In view of Proposition 5.1, operator J satisfies Hypothesis 1. Let us find the esti-
mates given by Theorems 3.1 and 3.2 for this operator. To this end, one first computes
the norm of the matrix A by calculating the largest eigenvalue of |A|. One has
‖A‖2 = 1 + |x|
2
2
+
√√√√(1 + |x|2
2
)2
− 1 . (5.4)
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Inserting this expression into the formula given in Theorem 3.1, one arrives at the
following estimate. If ζ is an eigenvalue and u is the corresponding eigenvector, then
‖um‖K ≤ C exp
−
γ(ζ)m(
1 + |x|
2
2
+
√(
1 + |x|
2
2
)2 − 1)1/2
 , (5.5)
where the function γ is given by (6.4). If ζ is not an eigenvalue, then
‖Gmj(ζ)‖B(K) ≤ C exp
−
γ(ζ)|j − k|(
1 + |x|
2
2
+
√(
1 + |x|
2
2
)2 − 1)1/2
 .
This result can be compared with the straightforward computation of the generalized
eigenvectors by the so-called transfer matrices. By defining
Mn(ζ) :=
(
0 I
−A−1n A∗n−1 ζA−1n
)
, (5.6)
the recurrence equation Υu = zu (see (2.2)) can be written as u˜n+1 = Mnu˜n for n > 1,
where
u˜n =
(
un−1
un
)
. (5.7)
Thus, estimates of the products of the transfer matrices yield decay estimates for gen-
eralized eigenvectors. Since in this case An = A for any n ∈ N, the matrix Mn(ζ) does
not depend on n and will be denoted by M(ζ). The eigenvalues of M(ζ) for a fixed ζ
are the solutions with respect to µ of the equation
det
(
A∗ − ζµI + µ2A
)
= 0 .
Therefore the four eigenvalues of M(ζ) are
µ =
ζ ∓ x
2
±
√√√√(ζ ∓ x
2
)2
− 1 .
By a straightforward computation, the minimal decay of an eigenvector in the gap
(2− |x|,−2 + |x|), |x| > 2 is
∣∣∣∣∣ |ζ | − |x|2
∣∣∣∣∣+
√√√√( |ζ | − |x|
2
)2
− 1

−m
.
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Now assume that ζ is placed near the edge of the gap given in Proposition 5.1, say
ζ = 2 − |x| + ǫ, (0 < ǫ << 1). In this case, the minimal decay of an eigenvector
corresponding to this ζ is (
1 + ǫ/2 +
√
(1 + ǫ/2)2 − 1
)−1
Thus, as ǫ→ 0, the minimal decay of the corresponding eigenvector is(
1 +
√
ǫ+O(ǫ)
)−m
= exp
(
−m[√ǫ+O(ǫ)]
)
.
Compare this with (5.5), where in this case γ(ζ) ≃ √ǫ(2|x| − 4). Note that in both
cases the coefficient determining the decay rate is determined by
√
ǫ, i.e. by the square
root of the distance to the edge of the gap in the essential spectrum when this distance
is small.
Example 3. Let J be the operator given in Definition 1 with Bn = 0 for any n ∈ N.
Consider the constant matrix A given in (5.3) and define
An := (n
α + cn)A , (5.8)
where α ∈ (1/2, 1), c2n−1 = c1, and c2n = c2 (c1, c2 ∈ R). For this example, it is assumed
that |x| < 2. This assumption, as seen below, guarantees the existence of a bounded
gap in the essential spectrum of J .
The block Jacobi operator J exhibits a gap in the essential spectrum. This operator
does not reduce to “scalar” Jacobi operators and its spectral analysis requires, as shown
in [19], generalizing some of the techniques used for studying Jacobi operators.
Due to the 2-periodic character of the matrix weights, we first construct block of
transfer matrices (see for instance [10], and [9] for the block version). Using the matrices
given in (5.6), define the monodromy matrix
Wn(ζ) := M2n(ζ)M2n−1(ζ) (5.9)
for each n ∈ N. Then
u˜2n+1 =Wn(ζ)u˜2n−1 , (5.10)
where u˜n is given by (5.7). Thus, the generalized eigenvectors of J at the spectral
parameter ζ are solutions to the discrete linear system (5.10) and, by the same token,
the spectral properties of J are determined by this system. We use here an approach
to the analysis of (5.10) which has a heuristic component and refer the reader to [19]
for the complete proof.
Substituting (5.6) into (5.9), one obtains
Wn(ζ) =
( −A−12n−1A∗2n−1 ζA−12n−1
−ζA−12nA−12n−1A∗2n−2 −A−12nA∗2n−1 + ζ2A−12nA−12n−1
)
.
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Taking into account (5.8), one verifies by straightforward calculations that the mon-
odromy matrix can be written as follows
Wn(ζ) =
(
1− α
2n
)−
(
1 + c2−c1
(2n)α
)
A−1A∗ ζ
(2n)α
A−1
− ζ
(2n)α
A−2A∗ −
(
1− c2−c1
(2n)α
)
A−1A∗
+ Γn
 (5.11)
where Γn is such that the sequence {‖Γn‖}∞n=1 is summable. In the asymptotic analysis
of (5.10), the sequence {Γn}n∈N is not relevant and the factor 1− α/(2n) can be easily
deal with at the end of the computation.
Fix arbitrary complex numbers ω and ζ , and put ǫ := (2n)−α with fixed n ∈ N. Let
us compute the determinant of the matrix M− ωI, where
M =M(ǫ, ζ) :=
(− (1 + ǫ(c2 − c1))A−1A∗ ǫζA−1
−ǫζA−2A∗ − (1− ǫ(c2 − c1))A−1A∗
)
(compare this expression with (5.11)). To this end, consider the 2× 2 auxiliary matrix
γ±(ǫ, ω) := − (1± ǫ(c2 − c1))A−1A∗ − ωI .
By using the Schur complement for computing det(M− ωI) (see [22]), one obtains
det(M− ωI) = det γ− det
[
γ+ + (ǫζ)
2A−1γ−1− A
−2A∗
]
= det γ− det
[
γ+ +
1
det γ−
(ǫζ)2A−1γ˜−A
−2A∗
]
=
1
det γ−
det
[
(det γ−) γ+ + (ǫζ)
2A−1γ˜−A
−2A∗
]
where γ˜− is the adjugate of the matrix γ−. Substituting (5.3) into the last expression
and performing all necessary elementary (though lengthy) computations, one arrives at
det(M− ωI) = det γ− det γ+ + (ǫζ)2
[
(1− ǫ2(c2 − c1)2)(x2 + 2)
+ ω(4− x4ǫ(c2 − c1))− ω2(3x2 − 2)
]
+ (ǫζ)4C ,
(5.12)
where the scalar C depends only on x, c1, c2, ǫ, and its value, being a polynomial in ǫ,
has no effect in the remaining computations. Recall that det γ± are polynomials of ω
and ǫ in both variables of degree 2.
Let µ± be the eigenvalues of
−A−1A∗ =
(
x2 − 1 x
−x −1
)
. Thus, µ± =
(
x2
2
− 1
)
±
√√√√(x2
2
− 1
)2
− 1 .
Note that each eigenvalue µ± is a multiplicity two eigenvalue of the 4 × 4 matrix M
when ǫ = 0. Now, on the basis of [15, Chap. 2 Sec. 2], since the algebraic and geometric
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multiplicities of the eigenvalues of M coincide, the following asymptotic ansatz
ω = µ±(1 + ǫρ+O(ǫ
2)) , as ǫ→∞ ,
can be substituted into (5.12) to find ρ from the equation det(M− ωI) = 0 by equating
coefficients of the powers of ǫ. From the equation corresponding to ǫ2, one obtains
ρ = ±
√√√√(c2 − c1)2 − ζ2
(
1− |x|
2
4
)−1
=: ρ± .
Hence, depending on the value of ζ , both ρ± are either real or pure imaginary. Note
that, in the leading approximation, the system is always in the elliptic regime (|µ±| =
1) whereas, in the second approximation, which corresponds to the values of ρ±, its
character depends on the spectral parameter ζ . Indeed, if ζ is in(
−|c2 − c1|
√
1− x2/4 , |c2 − c1|
√
1− x2/4
)
, (5.13)
then the system is secondary hyperbolic (ρ± are real). If ζ is not in in the closure
of the interval given in (5.13), then the system is secondary elliptic (ρ± are purely
imaginary). The fact that the character of the leading approximation is elliptic means
that the asymptotic behaviour of the solutions, namely their growth or decay, is actually
determined by the sub-leading coefficients of the approximation, i.e. , the values of ρ.
This is related to the divergence of the series defined by the sequence {1/(2n)α}n∈N
(recall that 1/2 < α < 1). Note that the two degenerated eigenvalues ofM when ǫ = 0
split into two pairs of complex conjugate simple eigenvalues. In the secondary elliptic
case, the splitting goes tangentially to the unit circle, while in the secondary hyperbolic
case the splitting goes along the radius (perpendicular to the circle).
Now, one performs the asymptotic analysis of (5.10) a` la Levinson (see for instance
[11]). This allows one to conclude that the interval (5.13) is a gap in the essential
spectrum of J . Indeed, the idea of the Levinson approach is to replace the nontrivial
structure of the solutions to (5.10) by the product of the eigenvalues of M and then
multiply by
n∏
k=1
(1− α
2k
) ≍ n−α/2 .
It is worth remarking that the formal application of the Levinson approach is the
heuristic part of our analysis. The reason of this is that the product of eigenvalues of
the monodromy matrix usually gives the correct main exponential term. However, the
power in n factor is not always correct.
The product of the eigenvalues of M yields (up to a constant factor) the following
four expressions
µn+ exp
(
ρ±
n∑
k=1
1
(2k)α
)
, µn− exp
(
ρ±
n∑
k=1
1
(2k)α
)
. (5.14)
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Thus the heuristic application of the Levinson approach allows one to conclude that
there are two linearly independent solutions u± such that
∥∥∥u±2n∥∥∥ ≍ 1nα/2
∣∣∣∣∣∣exp

n∑
k=n0
ρ±
(2n)α

∣∣∣∣∣∣ .
Since ρ± are purely imaginary when the spectral parameter ζ is outside the interval in
(5.13), the exponential factor in the last formula has modulus 1. In this case, all the
generalized eigenvectors decay as n−α/2 and the role of the perturbation ǫ is bounded
by a purely oscillating factor. This behaviuor corresponds to the essential spectrum in
the region given by (5.13). A rigorous proof of this fact can be obtained using Weyl
sequences constructed on the basis of the asymptotic properties of (5.14) (see [14]). On
the other hand, in the secondary hyperbolic case (i.e inside the interval given by (5.13)),
ρ± are real with opposite signs which implies that one solution of (5.10) grows while
the other decays. This case corresponds, at least at the physical level, to the absence
of the essential spectrum (for a rigorous proof see the methods used in [18]).
A detailed asymptotic analysis of (5.10) and the proof of the above assertions con-
cerning the spectral properties of J in this example are done in [19] in which a further
development of the techniques used in [20] is carried out.
The estimates for the decay of generalized eigenvalues inside the gap are thus given
by
‖u2n‖ ≍ 1
nα/2
exp
{
ρ−n
1−α
2α(1− α)
}
, ρ− < 0 .
In particular, this implies that
‖un‖ ≤ C0
nα/2
exp
{
ρ−n
1−α
2(1− α)
}
(5.15)
for some positive constant C0.
Let us calculate the bound of the decay of the generalized eigenvectors given by
Theorem 3.1 for this case. To this end, we first compute the norm of An. We almost
have already done this, since we have (5.4) and therefore
‖An‖ = |nα + cn|‖A‖ .
Also the expression of γ(ζ) can be simplified according to Corollary 3.1. Assuming that
ζ is in the gap (5.13), one thus has
γ(ζ) = w(ζ)
(
1
2
− ǫ′
)
.
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Hence, for a generalized eigenvector u, there are constants C, C˜ > 0 such that
‖un‖ ≤ C exp
−γ(ζ) n−1∑
k=1
‖Ak‖−1B(K)

≤ C˜ exp
−
(c2 − c1)2
(
1− |x|2/4
)
− ζ2
1 + |x|
2
2
+
√(
1 + |x|
2
2
)2 − 1

1/2
n1−α
1− α
(
1
2
− ǫ′
)
≤ C˜ exp

 1− |x|2/4
1 + |x|
2
2
+
√(
1 + |x|
2
2
)2 − 1

1/2
ρ−n
1−α
1− α
(
1
2
− ǫ′
) . (5.16)
Compare this inequality with (5.15). When x→ 0 (recall that |x| < 2), the expression
in the square brackets in (5.16) goes to 1 and therefore the arguments of the exponential
function in (5.16) and (5.15) exactly coincide up to ǫ′ which is arbitrarily small.
6. Discrete version of the method
In this section, a different realization of the method used in the previous sections
is presented. Here we use an alternative expression for the auxiliary operators (3.7).
The result of this change is an estimate that could be more precise in various cases, in
particular when the sequence of operators {Ak}∞k=1 has multiple occurrences of ‖Ak‖ ≪
1.
Redefine the sequence of operators {Φm}∞m=1 (see the proof of Theorem 3.1) as
follows:
Φm :=

m−1∏
k=1
(
1− γ
‖Ak‖
)−1
I , m ≤ N ,
N∏
k=1
(
1− γ
‖Ak‖
)−1
I , m > N ,
(6.1)
where γ > 0. As in the proof of Theorem 3.1, one establishes the inequalities (3.19)
and (3.29). From these inequalities, one obtains
‖ReF‖ ≤ sup
m∈N
{
‖Am‖
(
(1− γ/‖Am‖)−1 + (1− γ/‖Am‖)− 2
)}
(6.2)
‖ImF‖ ≤ sup
m∈N
{
‖Am‖
(
(1− γ/‖Am‖)−1 − (1− γ/‖Am‖)
)}
. (6.3)
If one assumes that ‖Am‖ −−−→
m→∞
+∞, then γ/‖Am‖ < 1/2 for m sufficiently large. Let
us assume, without loss of generality, that this inequality holds for all m ∈ N.
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The sequences from the right-hand sides of the inequalities have the form
(1− x)−1 − 2 + (1− x) = (1− x)−1x2 =: ψd(x) and
(1− x)−1 − (1− x) = (1− x)−1(2− x) =: ψ˜d(x) .
The rational functions ψd and ψ˜d replace the transcendental functions ψ and ψ˜ of the
proof of Theorem 3.1. By a reasoning similar to the one used in the proof of Theorem 3.1
to obtain the estimates of the norm of the real and imaginary part of the operator F ,
one concludes that assigning
γ := δψ−1d
(
w2(Re ζ)ǫ
2δ(s− r)
)
for ‖ReF‖
γ := δψ˜−1d
(
w(Re ζ)(1− 2ǫ)
2δ
)
for ‖ImF‖
one obtains the necessary estimates guaranteeing that the existing of a constant C =
C(ζ, J, ǫ) > 0 such that ∥∥∥Φ−1N (J − ζI)−1ΦN∥∥∥ ≤ C
for N sufficiently large. Thus we have given the sketch of the proof of the following
result.
Theorem 6.1. Assume that Hypothesis 1 holds true and ‖Am‖ → ∞ as m→∞. Fix
an arbitrary δ > 0, ǫ ∈ (0, 1/2), and η ∈ (0, 1). If ζ 6∈ σ(J) with Re ζ ∈ (r, s) and n0 is
so large that γ/‖Ak‖ ≤ 1/2 for k ≥ n0, then
‖Gmj(ζ)‖B(K) ≤ C
max(m,j)−1∏
k=max{min(m,j),n0}
(1− γ/‖Ak‖) ,
where
γ = γ(ζ) = min
{
δψ−1d
(
w2(Re ζ)ǫ
2δ(s− r)
)
, δψ˜−1d
(
w(Re ζ)(1− 2ǫ)
2δ
)}
(6.4)
when |Im ζ| ≤ w(Re ζ) ǫ
2
, and
γ = γ(ζ) = δψ˜−1d
(
w(Re ζ)ǫ(1− η)
4δ
)
(6.5)
otherwise. The constant C depends neither on m nor on j.
Remark 5. Note that the function ψ given in (3.1) satisfies
ψ(x) = x2(1 + x+O(x2)) as x→ 0. ,
while
ψd = x
2(1 + x+O(x2)) as x→ 0.
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Therefore the first two terms of the expansion of ψ and ψd coincide as x → 0. On the
other hand, ψ˜ (see (3.1)) obeys
ψ˜(x) = x(1 + x+O(x2)) as x→ 0. ,
and
ψ˜d(x) = x(1 +
x
2
+O(x2)) as x→ 0. ,
These asymptotic expansions show that there is an advantage in using ψ˜d instead of
ψ˜. It is possible to obtain better estimates of the Green matrix entries by using the
discrete version of the method (see [12, Thm. 5]). Although the continuous version of the
method, which was presented in the previous sections, gives a more convenient form for
the estimates of the Green matrix entries, the discrete version introduced in this section
yields a slightly better and more subtle form of the estimates. In general, the discrete
version of the method is more natural since the problem has itself a discrete character.
Moreover, even in the case of noncommuting entries of the block Jacobi matrix, the
operator Φm can be chosen as in (6.1), but with |Ak| instead of ‖Ak‖, k ∈ N. Of course
in this case the products should be taken in chronological order. The exponential form
of Φm in the proof of Theorem 3.1 has no sense in that case. If we want to obtain a
more precise estimate we should choice this discrete version with nonscalar operators. It
seems, however, that the continuous version of the method provides estimates accurate
enough for most of the applications.
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