This research focusses on the modeling and calibration of fast response coaxial heat flux gages. Simulations of the heat conduction inside the gage using Gasp solver show, that the response is sensitive to geometry of the junction which sits on epoxy. The epoxy acts as an insulator creating a local overheating that increases with the junction aspect ratio and the step height between the inner and outer electrodes and decreases when epoxy is present next to the step. The increase of the overheating with the junction aspect ratio is due to the thermal insulation of the epoxy layer located under the junction used to electrically insulate the two electrodes of the thermocouple. When the junction protrudes significantly above the surface (about 10 microns), the heat transfer is enhanced from the larger surface area whereas, the lateral conduction around the epoxy layer decreases, which further contributes to the junction overheating. To assess those effects, a calibration method using a reflected shock in argon is developed and experiments are performed in the T5 free-piston shock tunnel which is used as a shock tube by replacing the nozzle throat insert with a closed end-wall insert. Five gages are simultaneously calibrated at a high heat flux for 30 microseconds. For microsecond time scales, it is found that the effective value of the thermal product, √ ρck, is approximately 30% lower than the average of chromel and constantan. The standard deviation of 10% among the five gages indicates that the gage-to-gage variation of the junction geometry is relatively small as the temperature is greatly sensitive to the geometry on microsecond time scales.
I. Introduction
This research focusses on the modeling and calibration of the fast response coaxial heat flux gages used for aerothermal testing in the T5 free-piston shock tunnel. In computing the heat flux from the temperature signal, it is typically assumed that the heat conduction occurs in an homogeneous solid. In that case, the heat flux is proportional to the thermal product, √ ρck, where ρ, c and k are respectively the density, specific heat and conductivity of the solid. However, this situation is idealized since the conduction occurs inside the actual gage which is not made of a single homogenous medium. To account for this effect, an effective √ ρck is determined through calibration. Typically the calibration is obtained by dipping the thermocouple in a hot liquid of known temperature and thermal properties. This method, described by Jessen et al., 1 has the inconvenience of setting the fluid in motion during the dipping, thus increasing the experimental uncertainty. Also, the heat flux generated during the dipping is typically much lower than that achieved in actual high enthalpy tests in a shock tunnel. Such a method was also used by Olivier and Grönig 2 who estimated the uncertainties at 5% (H. Olivier, priv. comm.) and at DLR by J. Martinez-Schramm (J. Martinez-Schramm priv. comm. with Davis 3 ) who calibrated thermocouples of the same design as those used on T5. Data were only obtained for two gages with a variation of 4% among them. Moreover, the effective value of √ ρck was found to be between 4% and 7% higher than the average of chromel and constantan. Currently, in T5, a value of √ ρck equal to the average properties of chromel and constantan is used to compute the heat flux and an uncertainty on √ ρck of ±8% is applied based on the above considerations. The objective of the research is to asses the effect of the junction geometry on the response of the gage and perform a calibration with low uncertainties at a heat flux comparable to that of actual aerothermal tests at high enthalpy. A numerical model of the gage is created with Gasp heat conduction solver and a calibration method using a reflected shock in argon is designed and performed.
Buttsworth 4 also used a reflected shock for the calibration of type K coaxial thermocouples where the junction is created with scratches on the surface using a scalpel or sand paper. In his exeperiment, the low shock speed and stagnation pressure lead to a small temperature increase of about 0.8 K. Interestingly, Buttsworth found that when the scratches are made from the center electrode towards the outer electrode, using a scalpel, the junction is created on the outer electrode whereas when the scratches are made in the opposite direction, the junction is created on the inner electrode. This leads to an effective difference of 20% in the value of the thermal product depending on which material the junction is located on. The difference would be less for a type E thermocouple since the thermal properties of the material pair are closer compared with a type K. Buttsworth also found that the thermal product is approximately 30% smaller on microsecond time scales compared to millisecond time scales. This effect could in part be due to the ceramic insulation between the two electrodes, but might be in part attributable to a faulty analysis which doesn't account for the contraction of the gas inside the thermal boundary layer due to wall cooling. It is known 5, 6 that this factor overlooked by Buttsworth can increase the heat transfer appreciably.
II. Heat Flux Gage Design and Data Reduction
Most heat flux measurement in the T5 free-piston shock tunnel laboratory at Caltech are made with coaxial type E (constantan-chromel) thermocouples built in-house based on the design of Sanderson.
7 This design, shown in Fig. 1 , improves the robustness of the surface junction compared to thermocouples with vacuum-deposited or surface-abrasion junctions. Here, the junction results from the interference between the tapered center electrode and the sharp-edged outer conductor. A very thin junction approximately located on a 0.8 mm diameter circle is obtained resulting in a very fast response time on the order of 10 µs. The two electrodes are insulated from each other with epoxy. The one-dimensional heat-conduction analysis used to deduce the heat flux 7 assumes that the junction sits on a semi-infinite substrate of thermal properties equal to the average of the two materials. However, as it is seen in micrographs taken from Davis 3 in Fig. 2 , the junction sits on epoxy and is not uniform across the circumference. The one dimensional inverse heat transfer typically used to compute the heat flux is presented next. From the temperature rise, the time-resolved heat fluxq is obtained by a spectral deconvolution technique. Unlike the direct method of Schultz and Jones, 8 the spectral deconvolution technique does not require the evaluation of the time derivative of the temperature signal (which would lead to noise amplification) . Also, the effect of the junction depth can be accounted for. Assuming that the junction is homogeneous and has constant thermal properties equal to the average of the two junction materials, the temperature distribution can be described by the linear heat equation. Taking the average thermal properties is not problematic as constantan and chromel have similar properties. Since the test time is short, the lateral conduction is negligible and the one-dimensional heat conduction assumption is valid. Also, since the thermocouple is longer than the thermal penetration depth, the geometry can be treated as semi-infinite. The temperature field is therefore described by the linear heat conduction equation in a one-dimensional semi-infinite solid. The solution of this nonhomogeneous boundary-value problem is expressed as the convolution of g andq with the Green's function method
where the Green's function g is expressed as
where T is the temperature, α the thermal diffusivity, k the thermal conductivity andq the surface heat flux. This method is indirect as Eq. 1 must be deconvolved in order to compute the surface heat flux from the noisy, discretized junction temperature. The discretized form of the convolution integral can be written as
Taking the Fourier transform of Eq. 3 and using the convolution theorem directly leads to the surface heat flux.
The effect of the finite junction depth (i.e. the temperature is measured slightly below the surface at x = d) is considered by evaluating the Green's function at the junction depth. Here, a value of 5 microns is used used. A moving average filter is used to smooth the signal before taking the Fourier transform and a low-pass square cutoff filter is used to remove the entire high-frequency portion of the signal after taking the transform. This effectively removes the high-frequency interference without affecting the data as the significant signal almost entirely consists of low frequencies.
The standard Fast Fourier Transform (FFT) algorithm used operates as if the data sequence repeats forever outside the actual signal range (i. e. periodicity of Discreet Fourier Transform). This can lead to acausal corruption of the data which effectively shifts the heat flux curve down. To avoid this problem, it was shown by Davis 3 that the temperature T and response g must be padded with zeros to four times their original length. The next section presents a model to asses the effect of the junction geometry on the response of the gage.
III. Thermocouple Model
The heat conduction inside the gage is analyzed using Gasp finite volume heat conduction solver developed and validated by Marineau et. al 9, 10 and Marineau.
11 Unsteady computations are achieved efficiently using the dual time stepping algorithm.
A three-dimensional model was created with a grid of 295,200 cells as seen in Fig. 3 . Half of the gage was modeled, since a symmetry plane was used at the center. The junction thickness was taken equal to 2.5µm and a variable junction width was generated using an eccentricity of 2.5µm between the center of the two electrodes. This led to a junction width proportional to cos(θ) that varies from 2.5µm to 10µm, where θ is the angle in a polar coordinate system centered on the inner electrode (the cos(θ) dependance is a valid approximation when the eccentricity is small compared to the junction diameter). In this paper, the term junction refers to the region of metallic material located directly above the epoxy insulation (which might not have the same dimension as the actual thermo-electrical junction). A constant heat flux of 10 MW/m 2 was applied on the top surface. The other walls were modeled as adiabatic and located far enough away to avoid affecting the junction temperature in the time scales considered. The thermal properties of the chromel center electrode, and the constantan outer electrode were taken from experimental data from Sasaki 12 and Sundqvist 13 and the epoxy from Sundqvist et. al. 14 The nonlinearity due to the variable material properties with temperature are modeled. An axisymmetric model of 6032 cells was also considered. For progressive and moderate variations in junction length, the tangential conduction will be small such that the axisymmetric solution should yield a valid approximation of the temperature field based on the local junction geometry. This simpler model was used to quantify the effect of the junction geometry by creating models with a junction aspect ratio, defined as the junction width to thickness ratios, of 1, 2 and 4 with a fixed junction thickness of 2.5µm. To compare the effect of the junction geometry with the 1-D approximation, both electrode thermal properties were set to the average values of chromel and constantan at 335 K. Results from both the 2-D and 3-D models are presented in the next section. Fig. 4 presents the temperature distribution at t = 0.2 ms. The effect of the junction aspect ratio is clearly seen as the overheating is almost zero for an aspect ratio of 1 (Fig. 4 b) ) and reaches about 6 K (which is about 30% of the overall temperature change) for an aspect ratio of 4 ( Fig. 4 c) ). Results from the axisymmetric models are shown in Fig. 5 . Fig. 5 a) presents the difference between the actual junction temperature (evaluated on the surface at the middle of the junction) and that for onedimensional heat conduction in a uniform medium for different junction aspect ratios. For each aspect ratio, the interface between the junction and the epoxy was also modeled as an adiabatic wall. We see that the deviation increases with the aspect ratio and that the epoxy almost acts as a perfect thermal insulator. 2 , but this is not the case at short times. This unphysical phenomenon, also obtained by Davis, 3 might be due to the heat flux discontinuity at the origin. We notice that the heat flux deceases significantly up to 1 ms and remains almost constant thereafter. For an aspect ratio of 1, the error in heat flux at t = 1ms is small (1%) and increases to 4% and 10% for aspect ratios of 2 and 4. The simulation clearly shows that the response of the gage is a function of the junction geometry. However, as seen in Davis' micrograph ( Fig. 2 ) the geometry of the junction varies across the gages such that the actual measurement error will be a function of the nonuniform temperature distribution over the whole circumference (as seen in Fig. 4 ). For a nonuniform junction temperature, the voltage output (EMF) between the two junctions is a function of the position along the circumference. The global EMF of the gage can be approximated by assuming that the resistance is similar for each path such that the EMF corresponds to that of a continuous distribution of thermocouples connected in parallel. For parallel thermocouples, the EMF corresponds to that of the average temperature. 15 The thermocouple therefore senses the average temperature on the circular junction. 
A. Effect of Junction Geometry

B. Detailed Junction Geometry
Simulations with a more realistic junction geometry and thermal properties of the different thermocouple elements are preformed. First, the KONA 870FT epoxy was used in the numerical model. This epoxy used in the recent gage construction (as well as for the current calibration) possess a high thermal conductivity of 1.44 W/m-K compared to 0.2 W/m-K for regular epoxy. Unlike the simplified model of the previous section where the thermal properties of both electrodes were set to the average values of chromel and constantan at 335 K, the respective thermal properties of each electrode is used and the nonlinearity due to the variable material properties is accounted for. Second, by looking at the micrograph of the thermocouple junction (Fig. 2) , one notices that the center electrode is slightly raised with respect to the outer electrode. The presence of epoxy on the side of the junction is also seen. Those effects were considered by modeling the four geometries shown in Fig. 6 denoted as cases a, b, c and d. An axisymmetric grid is used.
To asses the effect of the junction geometry during the calibration experiment (see section IV), a heat flux varying as the inverse of the square root of time is applied on the surface for each geometry of Fig. 6 . The temperature is normalized by dividing it by a reference temperature corresponding to the temperature reached impulsively by a wall with the average thermal properties of chromel and constantan at 335 K. The width and the height of the junction are kept constant at 10 microns. For cases b and d, it is assumed that the heat flux on the exposed junction side is equal to that on the surface. The junction temperature increase for microsecond time scales is shown in Fig 7. The temperature increase at short times is very sensitive to the junction geometry as it varies by 60 % among the different geometries. The temperature is also significantly influenced by the presence of epoxy on the side of the junction. By comparing cases a and b, it is seen that the epoxy on the side of the junction reduces the heating through insulation. For cases c and d, heating is less as a smaller area of the junction side is exposed to the surface heat flux and a path for heat conduction from the junction to the outer electrode is now present.
For geometries a and b, the effect of a constant surface heat flux of 10 MW/m 2 is also considered. This heat load is characteristic of that seen during actual aerothermal tests in T5. As in the previous section, the heat flux is computed from the simulated temperature using the one-dimensional inverse method. The results are shown in Fig. 8 where a case corresponding to the average temperature of geometries a and b is also presented. This case corresponds to a thermocouple in which the side of the junction is covered with epoxy over half of its circumference.
For geometries a and b, the heat flux is significantly overpredicted by the one-dimensional inverse method. The disagreement decreases with time, but still remains large at 1.5 milliseconds as the heat flux is overpredicted by 16% and 25% for cases a and b respectively. This sustained overheating is attributable to an increase in the junction area subjected to the heat flux and a decrease in the lateral heat conduction around the epoxy layer. No such increase in heat transfer exists in the absence of a step between the two electrodes. This explains why the reduction of the overheating with time is more important in the absence of a step (see Fig. 5 ). When epoxy is present near the step, the effect is initially delayed, but the heat accumulated in the epoxy eventually transfers to the junction such that a sustained overheating also occurs. For case a, a simulation with the regular epoxy was also performed. This resulted in an augmentation of the computed heat flux of approximately 35% compared with the highly thermally conductive epoxy. It would be useful to repeat the computation of the previous section with the highly thermally conductive epoxy to determine if the reduction in overheating is as important over a wide range of junction aspect ratios.
IV. Reflected Shock Calibration Experiment
A calibration experiment was performed in T5 using a reflected shock in Argon. For a reflected shock, analytical solutions for the wall heat heat flux and temperature exist through a similarity solution of the conservation equations. This solution also guarantees conservation of mass in the gas as the gas cooling due to the wall contracts the gas column and generates a velocity towards the wall. Argon is the best choice since it behaves as a perfect gas at high temperatures (up to about 9000 K) and is known to be free of boundary layer separation by the reflected shock. Also, its thermal conductivity is well known from experiments and theory. The T5 shock tunnel is modified by replacing the nozzle throat with a solid end-wall insert such that the facility is operated as a closed-end shock tube. This modification is trivial. The T5 shock tube is ideal for this type of experiment due to its large diameter (90 mm) which makes it possible to keep the thermocouples away from the shock tube wall. Shock attenuation along the 12 meters tube was accounted Figure 7 : Effect of junction geometry on the initial temperature rise for by measuring the shock velocity at 4 locations along the shock tube and extrapolating the velocity to the end wall. Similar experiments using well calibrated thin film gages were successfully used to measure the thermal conductivity of argon. 6, 16 For our experiment, the thermal conductivity is known such that the gage is calibrated instead, as seen in the next section.
A. Theoretical Background
A solution for the thermal boundary layer behind a reflected shock in a monoatomic gas was obtained by Fay and Kemp 17 using a similarity solution. When ionization is neglected, the similarity transformation leads to a single ODE for the energy equation and insures conservation of mass through the proper choice of the independent (transformation) variable. This ODE can be integrated using a shooting method. When the thermal conductivity of the gas k A is expressed using the following form
where C 1 and ν are constants and T is the gas temperature, an approximate solution (accurate within 3% for 0 ≤ ν ≤ 2.5 , 0 ≤ θ w ≤ 1) for the wall heat flux is given as q w = 1.13 ρ e k Ae c pe 2t
where the subscript e refers to the post shock condition (at the edge of the thermal boundary layer) and w to the wall condition and θ w = T w /T e and q is time invariant and only depends on the flow properties behind the reflected shock. Eq. 7 shows that the heat flux varies as 1/ √ t. In that case, the wall acts as a heat sink and impulsively reaches a constant temperature given by
where α w , k w and T wi are respectively the thermal diffusivity, thermal conductivity and initial wall temperature. Since q is known from the measured or computed flow quantities and the temperature increase is measured by the gage, the effective values of the gage thermal properties can be deduced using Eqs 8 and 7. Alternatively, if a better accuracy is required q can be computed through numerical integration of the ODE. The theoretical model was verified though comparison with one-dimensional Navier-Stokes simulations. For a stagnation pressure of 105.5 MPa and a stagnation temperature of 8797 K, the time normalized heat flux, q, was computed by integrating the energy equation ODE of Fay and Kemp. 17 The integration was 6 the Svehla/Gordon/McBride curve fit and our theoretical computation using the methodology presented by Palmer and Wright 18 with collision integrals found in Wright et. al. 19 Finally, two one-dimensional numerical simulations were performed using Gasp CFD code. One for which the shock was initialized near the end wall and was allowed to reflect at the end of the tube, and the other with initially stagnant gas at the post reflected shock condition. Results are shown in Fig. 9 .
The solution for the initially stagnant gas is virtually identical to that of Fay and Kemp's theory with ν = 0.69 (except at very short times) whereas the reflected shock conditions agree very well for short times and then deviate slightly due to disturbances coming from the shock initialization error. Also, for ν = 0.75, the approximate closed form solution shows good agreement with the integrated ODE. 
B. Experimental Facility and Apparatus
The T5 free-piston shock tunnel at the California Institute of Technology is described detail in Hornung et al. 20 This facility is typically used to produce an hypervelocity gas flow (at up to 6 km/s) at a high free stream density for a short time by expanding a high pressure high enthalpy stagnant gas (up to 25 MJ/kg and 100 MPa) through a converging diverging nozzle. The T5 shock tunnel is converted to a closed-end shock tube by using an end-plate insert instead of the throat insert at the end of the 12 m long 90 mm-diameter shock tube. As seen in Fig. 10 , the inserts contains 14 thermocouples. The thermocouples 6 to 14 loncated on the outer circles are used to detect any disturbances from the shock tube wall boundary layer before it reaches the inner radius. 
C. Data Acquisition System
The T5 data acquisition system includes two component systems: the first, CAMAC-based and the second, PXI-based. The first system consisting of three DSP Technology CAMAC crates acquires T5 diagnostic channels, namely: the diaphragm burst pressure (2 PCB pressure transducers) , the shock timing pressures for shock speed determination (2 PCB pressure transducers), the reservoir stagnation pressure (2 PCB pressure transducers) and the recoil of the compression tube and the secondary reservoir (2 LVDT's). All digitization channels have 12-bit resolution and a sampling rate of 200 kS/s is used . The crates are connected by GPIB bus to a Dell computer under Red Hat Linux 9.0.
The second component, a National Instruments PXI-based system consisting of 12 PXI-6115 DAQ devices mounted in a PXI-1045 chassis and connected to a Windows XP box via a MXI-4 interface, is used to acquire the thermocouple signals and the shock timing pressures for shock speed determination (2 PCB pressure transducers). Each PXI-6115 DAQ card has 4 pseudo differential analog inputs with 12-bit ADC resolution, providing a total of 48 channels. The maximum sampling rate is 10 MS/s. The signal is amplified by a custom-built 48-channel amplifier system. Each channel has an individually adjustable gain to 12-bit precision between 0× and 100× through a computer-controlled USB port. The gains and the maximum input voltage are adjusted for each condition to minimize the quantization error and avoid saturation. Both the amplifiers and DAQ devices are controlled by Labview 8.0 software running under Windows XP. Table 1 summarizes the run conditions. The second, third and fourth columns are three measured quantities: the initial shock tube pressure p 1 , the shock speed U s , and the stagnation pressure behind the reflected shock p 0e . The value of the shock speed is measured at four locations along the shock tube and extrapolated to determine its value at the end wall.
V. Results
A. Test Matrix
For a perfect gas, the temperature and enthalpy behind the reflected shock is readily computed as a function of the incident shock Mach number.
21 α e is the degree of ionization computed using the Saha equation.
22 q, a constant depending only on the flow properties behind the reflected shock is computed using equation 7 and provides the heat flux when divided by the square root of time. In the last column, T ref is theoretical temperature rise predicted with Eg. 8 using the average thermal properties of chromel and constantan at 335 K. A third condition at 45M P a was also tested (shot 2524), but this condition damaged all the thermocouples with the exception of the center one. Therefore, only the low pressure conditions are analyzed in this paper.
B. Uncertainty Analysis
The uncertainty on the shock speed of ± 1 % is obtained from the deviation in the linear fit used to compute the shock speed attenuation. The initial temperature is assumed equal to that of the laboratory with an uncertainty of ± 5K. The uncertainty on the stagnation pressure is ± 3 %. The uncertainty on the thermal conductivity of argon is equal to 10 % based on the uncertainly on the collision integral (of 5 %) 23 and the error introduced by the power law curve fit used in Eq. 7. The uncertainly on the predicted heat flux is obtained through a jitter analysis where the contribution from each variable is added using the root-meansquare formula. A global uncertainly of ± 11 % is found. For shot 2525, this corresponds to an uncertainty in the wall temperature of ± 2.2 K.
The global uncertainty could be reduced to ± 7 % with a better measurement of the initial shock tube temperature (with ± 1K) and computing q through numerical integration of the ODE such that no curve fit is required.
C. Calibration Study Results
From the theory, the wall temperature is expected to behave as a step function. However in practice, the wall is affected by pressure disturbances generated at the side walls. This effect is seen as a further increase in the wall temperature. Since those disturbances travel at the speed of sound, the time required for them to reach each thermocouple is easily computed. It takes 36 microseconds (for shot 2525 and 2 microseconds more for shot 2523) to reach the center and an increment of 8 microseconds less for each concentric circle seen in Fig. 10 Temperature plots for the thermocouples located at the center and at 0.375 inch from the center are shown in Fig. 11 for shot 2523 and for the center thermocouple for shot 2525. The temperature is normalized by T ref , the theoretical temperature rise (found in table 1).
The average value of the normalized temperature and its standard deviation at 25 and 30 microseconds are found in table 2. The average wall temperature rise is 30% greater than the theoretical prediction. This implies that at short times, the thermal product, √ ρck, is 30% lower than the average of chromel and constantan. As shown with the numerical model, (Fig. 7) the temperature increase over microsecond time scales is very sensitive to the junction geometry. The standard deviation of 10% among the thermocouple point to a small variability in the junction geometry.
From the measured temperature, the heat flux is computed using the one-dimensional inverse method. Results for short times are found in table 3. The standard deviation among the thermocouples is equal to 14% at 25 microseconds. At short times the discrepancy between the computed heat flux and the theoretical prediction reaches 80%. This means that the one-dimensional approximation is not valid for microsecond Table 2 : Average normalized wall temperature for thermocouple 1 to 5 and standard deviation (SD) time scales. Fig 12 a) is also useful in determining the response time of the thermocouple which varies between 7 to 9 µs. At longer times, the interaction between the reflected shock and the contact surface sends successive expansion and/or compression waves towards the end-wall seen as oscillations in the heat flux in Fig. 12  b) . Despite those oscillations, the long time behavior shows that the discrepancy between the theory and the measured heat flux (obtained using the one-dimensional inverse method) diminished with time such that near t = 0.85 it reaches 20%.
D. Comparison with the Numerical Model
By using the numerical model developed in section III, the temperature measured by the center thermocouple can be reproduced reasonably well. The results are shown in Fig. 13 . For shot 2523, a good fit is obtained by taking the average of geometry a and b (described in section III) whereas, for the same thermocouple for shot 2525, a good fit is obtained by taking a weighted average of geometry 2b and d. This corresponds to geometry b on two thirds of the circumference and geometry d on the remaining third. It is not clear why different geometries provide the best fit for the same thermocouple over two different test conditions. One possibility is that the center electrode was partially pushed in during the previous shot at high pressure such that the geometry was permanently modified. For shot 2525, most of the thermocouples were damaged and displayed a much longer response time which makes the previous assumption plausible. Here, it is important to mention that the pressure obtained during actual aerothermal (sh9ock tunnel) tests on capsules is about 15 times lower than that experienced in the calibration experiment such that no deformation or damage occurs during those tests.
It is seen in both cases that the model overpredicts the initial temperature rise and doesn't quite reproduce the rapid change of slope between 10 and 15 microseconds. This disagreement could be due to the junction deformation (either elastic or plastic) during the shot. For instance the center electrode which is essentially resting on epoxy could be pushed inward. Since the junction is quite thin, the time over which the deformation The numerical model can also be used to predict the response over a longer test time. For aerothermal testing the time scale of interest is of the order of one millisecond over which the heat flux is essentially constant. This case considered in section III, is shown in Fig. 8 . For the geometry of shot 2523, corresponding to the average of cases a and b, the model shows that the heat flux could be over-predicted by 20% at 1.5 millisecond which is substantially greater than in the immersion calibration reported by Davis 3 where the effective value of the thermal product, √ ρck, was found to be between 4% and 7% higher than the average of chromel and constantan leading to an underprediction of the heat flux by the thermocouples. Moreover, good agreement between numerical simulations, theoretical prediction and heat flux measurement performed recently using the same thermocouples and one-dimensional inverse heat transfer method and for flows over a one-inch-diameter sphere over a wide range of conditions 24 indicates that on millisecond time scales the thermal product of the gage should be near the average of chromel and constantan.
VI. Conclusions
A model of the heat conduction inside a fast response coaxial heat flux gage was developed using Gasp heat conduction solver. The model shows that when the heat flux is computed using a one-dimensional inverse method in a homogeneous solid with the average properties of chromel and constantan the heat flux is overpredicted since the actual conduction occurs in an non homogenous material which consist of chromel, constant and epoxy. The magnitude of the overprediction is a function of the junction geometry as shown by a numerical study stressing the effect of the junction aspect ratio. This study reveals that the higher heat flux is attributable to the overheating of the junction due to the insulation from the epoxy. This effect is stronger at short times and progressively diminished with time as a lateral flow of heat (around the junction) is established by the lateral temperature gradient. Near the junction, the heat transfer deviates strongly from the one-dimensional case. However, it is this deviation which makes the one-dimensional inverse method approximately valid at longer times as it reduces the overheating. The numerical investigation also reveals that the aspect ratio of the junction is not the only relevant parameter such that the detailed junction Figure 13 : Comparison between experimental and numerical results geometry needs to be considered. Namely, the fact that the center electrode is raised with respect to the outer electrode is also important as the raised junction receives extra heat input from the side (case b) . This effect is reduced when epoxy is located near the side (case a). When the junction is pushed inward (case c and d), the extra heat input from the side is reduced and a path for lateral heat conduction is present. This contributes to reducing the junction overheating.
Limited calibration results using a reflected shock wave have shown that the effective value of √ ρck is approximately 30% lower than the average of chromel and constant at 30 microseconds. The standard deviation of 10% indicates that the gage-to-gage variation of the junction geometry is rather small as the temperature is greatly sensitive to the geometry over such a short time. The reduction in the thermal product and the standard deviation is similar to that observed by Buttsworth 4 with coaxial thermocouple where the junction is establish with abrasive paper.
The calibration also reveals that the one-dimensional inverse method is not reliable over microsecond time scales. Calibration results over longer time scales are difficult to interpret as the waves radiating from the side walls and subsequently from the interaction between the contact surface and the reflected shock increase the heat transfer to the wall in a non-smooth manner as oscillation in heat flux are seen. Nevertheless, it seems that the discrepancy between the theoretical prediction and the heat flux computed from the experimental temperature (assuming 1D heat conducting) diminishes with time.
Reasonable agreement at short times is found between the model and the limited calibration results indicating that the model is able to capture the main physical features of the heat conduction inside the complex junction geometry. Extrapolating the solution to millisecond time scales indicates that the heat flux could be also significantly overpredicted over those time scales. However this effect was not seen in recent calibration experiments on one-inch-diameter spheres over a wide range of conditions 24 as good agreement was obtained between the experiment and the numerical computations.
This ongoing study marks a significant improvement in the understanding of the heat conduction inside the coaxial thermocouples used for the aerothermal testing in T5. It stresses the importance of minimizing the gage-to-gage variation of the junction geometry and explains some of the scatter seen in previous experiments.
3 Further understanding will be achieved with more calibration results over a wider range of enthalpies and pressures. The effect of surface sanding and polishing, in order to reduce the step between the center and outer electrodes should also be evaluated. To better characterize the behavior over millisecond time scales, a calibration through immersion in a liquid bath with a statistically significant number of thermocouples would also be useful. This will hopefully lead to a robust numerical model which will be able to provide a more accurate Green's functions and therefore improve the deconvolution algorithm used to compute the heat flux. This ongoing research will hopefully lead to a better quantification of the experimental uncertainties in the heat flux measurements performed in the T5 hypervelocity shock tunnel.
