Estimação de estado na rede de distribuição com medidas da rede de baixa tensão by Rafael João Ferreira Pinto
FACULDADE DE ENGENHARIA DA UNIVERSIDADE DO PORTO
Estimação de Estado na Rede de
Distribuição com Medidas da Rede de
Baixa Tensão
Rafael João Ferreira Pinto
Mestrado Integrado em Engenharia Eletrotécnica e de Computadores
Orientador: Prof. Manuel António Cerqueira da Costa Matos
Co-Orientador: Prof. Jorge Manuel Correia Pereira
29 de Julho de 2014
c© Rafael João Ferreira Pinto, 2014

ii
Resumo
O controlo das redes de distribuição encontram-se, nos dias de hoje, em crescente desenvolvi-
mento, ao contrário dos sistemas de transmissão, que já possuem processos de controlo consolida-
dos e eficientes.
O desenvolvimento de sistemas de controlo para as redes de distribuição é, em parte, mais
díficil de se executar devido à complexidade destas redes. Devido a esta complexidade existe uma
dificuldade inerente em se obter medidas em tempo real.
A estimação de estado, um processo integrante dos sistemas de controlo, requer que as redes de
distribuição sejam observáveis e que tenham um grau de redundância mínimo. Para conseguir que
estas caraterísticas sejam alcançadas tem que se recorrer a outros tipos de informação disponíveis
na rede.
O recente avanço das Smart Grids pode contribuir para uma melhoria na estimação de estado
das redes de distribuição. Este tipo de redes pode ser utilizada como fonte de medidas que as
redes de distribuição necessitam. Através das medidas da rede BT, efetuadas pelos smart meters,
é possível gerar um histórico de medidas correlacionadas com o tempo.
O histórico de medidas pode servir de base à geração de um conjunto de pseudo-medidas
no Posto de Transformação, que faz a interligação da rede de média tensão com a rede de baixa
tensão. Para gerar as pseudo-medidas é necessário um sistema que correlacione as medidas em
tempo real de algumas cargas BT com o histórico de medidas, tal sistema é constituído por uma
Rede Neuronal Auto-associativa.
Posto isto, o propósito desta dissertação é o desenvolvimento deste sistema para gerar pseudo-
medidas nos Postos de Transformação que não têm a capacidade de medição ou naqueles em que
ocorreu uma falha de medição.
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Abstract
Distribution network control is still being developed today, unlike transmission systems, which
already have consolidated and efficient control procedures.
The development of control systems for distribution networks is difficult, mainly due to their
complexity. This complexity also means that there is an inherent difficulty in obtaining real-time
measurements.
State estimation, a process part of the control systems, requires that the distribution networks
are observable and have a minimum degree of redundancy. In order to achieve the desired cha-
racteristics, there is a need to use other available network information. The recent Smart Grid
progress can contribute for the state estimation in distribution networks. This type of network
can be used as a source of measurements that distribution networks require. Using the LV me-
asurements obtained by smart meters, it is possible to generate a set of historical time related
measurements.
The measurement database can serve as basis for generating a set of pseudo-measurements
in MV to LV substations - they connect the MV and LV networks. In order to generate these
pseudo-measurements, there needs to be a system capable of correlating the real-time LV load
measurements with the historical measurements. Such system consists of an Auto-associative
Neural Network.
Taking this is mind, the purpose of this dissertation is the development of the described system
to generate pseudo-measurements in substations that either do not have the capacity to measure or
where there has been a measurement failure.
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Capítulo 1
Introdução
1.1 Enquadramento
A estimação de estado é uma técnica dos sistemas de energia elétrica que vem sido aplicada
com maior frequência nos sistemas de controlo da geração/transmissão, conhecidos por Energy
Management System (EMS). Esta técnica é executada para permitir ao operador conhecer o estado
da rede quase em tempo real. A possibilidade de se obter o estado da rede está fortemente ligada
com a capacidade de se observar a rede, ou seja, tem que se ter acesso a medidas que revelem
o funcionamento da mesma. A capacidade de observar as redes que o EMS controla é resultado
dos investimentos direcionados para aumentar o nível de automação e telecontrolo, bem como, a
qualidade de serviço neste subsistema. Desta forma, é possível ter acesso a um grande número de
medidas em tempo real, por isso existe uma aceitável redundância, que os algoritmos da estimação
de estado necessitam para suprir possíveis erros nas medidas ou até a falta de medidas de um
determinado local.
A realidade das redes de distribuição é bem diferente das redes de geração/transmissão, só
mais recentemente é que se começou o desenvolvimento de ferramentas de gestão para observar a
rede, por isso o acesso a medidas é reduzido. Contribuindo para este facto, a rede de distribuição
ser de uma dimensão e complexidade muito superior à rede de geração/transporte. Pelo que seria
necessário um investimento insustentável para instalar instrumentos de medida em todos os locais
necessários, para o fornecimento de medidas aos sistemas de controlo Distribution Management
System (DMS). Devido à impossibilidade de se fazer tal investimento, as redes de distribuição
apresentam um baixo nível de automação e na maioria dos casos não são observáveis. Para além
disto, na rede de distribuição existe muito pouca informação sobre as redes de baixa tensão. Este
conjunto de fatores contribui para que não exista o necessário número mínimo de medidas em
tempo real para se aplicar um estimador de estado às redes de distribuição.
Na maior parte dos casos, a complexidade dos sistemas de distribuição deve-se às caraterísticas
da rede e da carga. Em termos físicos, a rede de distribuição é constituída por circuitos emalhados,
contudo é usualmente operada de forma radial e a sua topologia está sujeita a variações frequentes
durante o seu funcionamento, devido a falhas, manutenção e operação. As redes de distribuição
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em funcionamento têm, normalmente, as três fases desequilibradas e têm objetivos de performance
bastante rigorosos. Para além disto, a complexidade aumenta devido à limitada comunicação entre
os elementos constituintes da rede e o seu controlo é local, na maioria dos casos.
A carga também contribui para a complexidade das redes de distribuição, visto que o seu
padrão de consumo varia dinamicamente com o tempo, o que torna a previsão da tendência de
variação de carga mais difícil do que nas redes de transmissão. A juntar-se a este facto, tem-se a
impossibilidade de se obter medidas de todas as cargas, assim o seu número é bastante reduzido e
insuficiente. Posto isto, para se chegar a uma estimação de estado consistente e realista das redes
de distribuição, torna-se necessário recorrer a toda a informação disponível na rede, por exemplo,
a informação que não é medida em tempo real.
O recente avanço das smart grids é uma mais-valia para serem garantidas as condições neces-
sárias na aplicação de um estimador de estados à rede de distribuição. A falta de medidas pode
ser ultrapassada através de smart meters associados a plataformas de comunicação, o que permite
obter medidas correlacionadas com o tempo sobre os nós de baixa tensão (BT). Estas medidas
podem ser obtidas a cada 15 minutos e são referentes à carga ativa e reativa, bem como, à tensão.
Contudo, estas medidas só são transmitidas para a base de dados uma vez por dia, mesmo assim é
possível ter acesso a um histórico de medidas.
Garantido o acesso a um histórico de medidas, é possível criar um conjunto de pseudo-medidas
que em conjunto com algumas medidas em tempo real, podem tornar as redes de distribuição
observáveis e garantir um grau de redundância mínimo para os algoritmos da estimação de estado.
A geração de pseudo-medidas pode ser efetuada com recurso a um tipo específico de rede
neuronal, as Redes Neuronais Auto-associativas (RNAA). No entanto, este tipo de rede neuronal
necessita de um histórico considerável de medidas para o seu treino e teste. Esse histórico de
medidas pode ser criado com as medidas provenientes da rede BT, o que torna possível gerar
pseudo-medidas com recurso à RNAA, para o ponto de interligação da rede de média tensão (MT)
com a rede BT.
1.2 Objetivos
Como o referido anteriormente, a estimação de estado das redes de distribuição deverá recorrer
a toda a informação disponível na rede, não apenas às medidas em tempo real, devido ao seu
escasso número.
Desta forma, a estimação de estado deverá incluir as informações de diferentes fontes, como
a informação proveniente de smart meters existentes nas redes BT a jusante. Estes aparelhos de
medida fazem medições da carga ativa e reativa, bem como, de tensão em intervalos de tempo
pré-definidos. Contudo, estas medidas só são transmitidas a um servidor central diariamente.
Com base nestas medições poderá ser gerado um conjunto de pseudo-medidas no Posto de
Transformação (PT), para ser utilizado na rede de distribuição MT em conjunto com informação
em tempo real, para tornar a rede observável e garantir um adequado grau de redundância.
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As cargas BT que são medidas em tempo real serão utilizadas para gerar pseudo-medidas
para o PT a montante, com base num sistema inteligente que correlaciona esta informação com o
histórico de todas as cargas da zona. Os PT’s que necessitam destas pseudo-medidas são: os que
não têm medição ou aqueles em que ocorre alguma falha da respetiva medição.
O principal objetivo desta dissertação é o desenvolvimento deste sistema inteligente, que é
um tipo específico de rede neuronal, chamada de Rede Neuronal Auto-associativa. Outro objetivo
desta dissertação passa por estudar a influência da inclusão das pseudo-medidas na estimação de
estado de uma dada rede MT.
1.3 Estrutura da Dissertação
A presente dissertação encontra-se dividida em seis capítulos.
No Capítulo 1 faz-se uma introdução ao tema abordado nesta dissertação, apresentando o pa-
norama atual da estimação de estado nas redes de distribuição e os seus novos desafios. Para além
deste enquadramento, são apresentados os objetivos que se pretendiam atingir com a realização
deste trabalho.
No Capítulo 2 está presente o Estado da Arte. Neste capítulo apresentam-se as condições de
segurança que os sistemas de supervisão têm de garantir, métodos para construir o modelo da rede
usado pela estimação de estado, os principais métodos de executar a estimação de estado, bem
como, um historial sobre a estimação de estado, métodos para testar a observabilidade da rede,
métodos para eliminar erros grosseiros e, ainda, métodos para gerar pseudo-medidas com recurso
a autoencoders.
O Capítulo 3 é destinado ao conceito das Redes Neuronais Auto-associativas, neste capítulo
são apresentadas as principais careterísticas deste tipo de rede neuronal, desde a arquitetura física
da rede aos métodos de treino das mesmas. No seguimento deste capítulo, é apresentado como
as RNAA podem ser aplicadas na geração de pseudo-medidas. Para além disto, está explicada a
definição do número de épocas, do tamanho da camada interior e do conjunto de treino. No final
deste capítulo está presente a explicação da inclusão das pseudo-medidas no estimador de estado
MT.
No Capítulo 4 são apresentados os resultados obtidos das experiências efetudas para a geração
de pseudo-medidas com base nos dados de um rede de BT típica. A primeira experiência consiste
na escolha de 8 smart meters para fornecer as medidas que serão usadas para treinar e testar
a RNAA. A segunda experiência consiste na averiguação da influência das medidas obtidas em
barramentos com produção.
No capítulo 5 são apresentados os resultados da estimação de estado da rede MT dos três
casos considerados. O primeiro caso consiste na estimação de estado com a inclusão das pseudo-
medidas obtidas na primeira escolha efetuada no capítulo 4. No segundo caso é efetuado o mesmo
que no primeiro caso, mas com a inclusão das pseudo-medidas provenientes da segunda escolha
efetuada no capítulo 4. O terceiro e último caso consiste na estimação de estado da rede MT sem
a inclusão de medidas no barramento onde nos outros casos foram inseridas pseudo-medidas.
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O capítulo 6 é destinado às conclusões a que se chegaram da execução das experiências efetu-
adas nos Capítulos 4 e 5.
Capítulo 2
Estado da arte
O presente capítulo tem como grande objetivo dar a conhecer uma visão global, bem como
os desenvolvimentos históricos, dos temas abordados na realização deste trabalho, possibilitando
uma melhor compreensão do mesmo.
Este capítulo está destinado a apresentar o desenvolvimento da teoria da Estimação de Estado.
Para o efeito, nos subcapítulos seguintes estão presentes os fundamentos e as referências históricas,
de um conjunto de metodologias desenvolvidas desde o aparecimento desta técnica imprescindível
aos sistemas de energia elétrica atuais.
Para além disto, é introduzida neste capítulo a teoria referente à geração de pseudo-medidas.
Tal como para a Estimação de Estado, no subcapítulo correspondente estão presentes os funda-
mentos e as referências históricas deste tema.
2.1 Segurança da Rede
A segurança da rede é um dos principais requisitos a ser garantido pelos sistemas de super-
visão, como EMS e DMS, este conceito de segurança está relacionado com a probabilidade de
manter um adequado fornecimento de potência, sem violar qualquer restrição técnica ou de opera-
ção. Para além da segurança da rede estar relacionada com tal probabilidade, é correto dizer-se que
quanto maior for o nível de segurança menor será a probabilidade de corte de carga e vice-versa.
Assim sendo, a segurança determina ações de controlo que procuram evitar apagões e estragos nos
equipamentos.
A Análise de Contingências é efetuada para conhecer a possibilidade de ocorrência de contin-
gências que são destrutivas para o sistema, ou seja, que ao ocorrerem levem o sistema ao estado
de emergência. Neste contexto, uma contingência é a perda de uma linha ou a perda de uma
unidade de produção, contudo uma contingência pode envolver a saída de serviço de um único
equipamento ou envolver a saída de serviço de vários equipamentos.
O sistema ao estar presente de uma contingência insegura entra no nível de alerta, tal ocorrên-
cia leva a duas possíveis respostas básicas:
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• Uma delas é considerada preventiva, promove a alteração do estado de pré-contingência
para eliminar potenciais estragos, no caso de se verificar a ocorrência da contingência;
• A outra é considerada um procedimento de correção, consiste na definição e implementação
de uma estratégia de controlo para lidar com o estado de emergência após a contingência e
para o caso de ela ocorrer.
A metodologia básica para o controlo de segurança foi apresentada por Dy Liacco, estando
descrita em [2]. Stott, Alsaç e Monticelli, na referência [3], discutem as funções de análise de se-
gurança, trânsito de potências ótimo incluindo as restrições das contingências e ações de controlo
preventivo. Na referência [1], Monticelli aborda estes assuntos, classificando a segurança da rede
em diferentes níveis, tal como o ilustrado na Figura 2.1.
Figura 2.1: Níveis de segurança da rede; Fonte: [1]
A classificação dos níveis de segurança, como a Figura 2.1 ilustra, está dividida em 6 níveis,
estes são necessários para definir as ações de controlo num procedimento preventivo ou num pro-
cedimento corretivo. A descrição dos vários níveis é a seguinte:
• Seguro – o sistema consegue satisfazer toda a carga sem a violação de qualquer limite de
operação. Neste nível, na ocorrência de uma das contingências possíveis, o sistema continua
o funcionamento sem que qualquer procedimento corretivo entre em ação;
• Corretivo Seguro – neste nível, a carga também é satisfeita sem qualquer violação dos li-
mites de operação, contudo são necessárias ações de controlo para que os limites sejam
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respeitados e a contingência não provoque corte de carga. Este nível tem a caraterística de
ser mais económico do que o nível 1, no entanto assenta em ações após a ocorrência da con-
tingência e é efetuado pelo EMS/DMS. Com antecedência e para uma atuação adequada,
estas ações podem ser determinadas através do cálculo de trânsito de potências ótimo com
restrições de segurança e incluindo reescalonamento após a contingência.
• Alerta – o sistema satisfaz toda a carga sem violar os limites de operação, mas algumas
violações provocadas pela ocorrência da contingência não podem ser corrigidas sem corte
de carga, ao contrário dos níveis anteriores. O sistema pode voltar aos níveis 1 ou 2, através
de reescalonamento preventivo feito por um trânsito de potências ótimo com restrições de
segurança.
• Emergência Corrigível – a ocorrência de uma contingência provoca a violação de alguns
limites de operação, mas toda a carga é satisfeita pelo sistema. Tais violações podem ser
corrigidas sem corte de carga e o sistema pode voltar ao nível 3 quando são aplicadas ações
corretivas.
• Emergência Não Corrigível – o sistema ao estar neste nível consegue satisfazer toda a carga
violando alguns limites de operação, contudo essas violações não podem corrigidas sem
corte de carga, ao contrário do nível 4. A quantidade, tipo e localização do corte de carga
pode ser otimizado através de um trânsito de potências ótimo, devido ao facto de algumas
cargas serem de caráter importante em relação a outras.
• Reposição de Serviço – No último nível, o sistema não viola quaisquer limites de operação,
no entanto dá-se o corte de algumas cargas e a ação do controlo tenta que o sistema volte a
nível 1 ou 2.
Com o objetivo de determinar o nível de segurança em que o sistema se encontra e as adequa-
das ações de controlo, as ferramentas EMS e DMS recorrem às suas funções económico-seguras.
De acordo com [1], tais funções implicam o uso integrado da monitorização da rede, análise de
contingências e trânsito de potências ótimo, como o ilustrado na Figura 2.2. O nível de segurança
é mantido a um custo mínimo de operação, devido aos processos em tempo real desencadeados
pelas ferramentas EMS e DMS. A manutenção num determinado nível é feita para evitar que o
sistema entre em emergência, no caso de se verificar tal emergência, o sistema é mantido num
certo nível para garantir que recupera do sucedido.
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Figura 2.2: Funções de Análise da Rede em Tempo-Real; Fonte: [1]
2.2 Modelo da Rede
A recolha de medidas é essencial para se conhecer o estado atual da rede, essa recolha funciona
como uma “fotografia” do sistema e permite a sua análise. Por sua vez, o estado atual do sistema
permite definir o modelo de rede, onde se conhece a topologia atual em operação, todas as cargas,
gerações e trânsitos de potência. O processo de recolha de medidas é efetuado em intervalos
de tempo pequenos, cerca de 1 a 2 segundos, portanto é possível que as ferramentas EMS/DMS
tenham conhecimento do modelo da rede em tempo real, como o descrito por Monticelli em [1].
O modelo da rede em tempo real necessita que seja criada uma base de dados dinâmica, bem
como uma base de dados estática. A base de dados dinâmica é gerida pelo SCADA, que processa
medidas analógicas e dados do sistema. As medidas analógicas são os trânsitos de potência, mag-
nitudes de corrente, injeções de potência, magnitudes de tensão e ângulo de fase das medidas. Os
dados do sistema estão relacionados com a informação sobre a topologia da rede, ou seja, informa-
ção relativa a dispositivos de corte (abertos/ fechados), geradores e cargas (ligados/ desligados),
bem como, linhas e transformadores (em serviço/ fora de serviço). Este tipo de informação é, nor-
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malmente, guardada na forma binária e apelidada de informação digital. A base de dados estática
contém informação relativa a parâmetros dos equipamentos da rede (impedância de linhas, impe-
dância de transformadores, . . . ) e à configuração da rede, ou seja, as ligações entre equipamentos.
A informação contida nas duas bases de dados é importante para a observabilidade do sistema,
sendo o sistema observável se a partir da informação disponível for possível calcular as variáveis
de estado.
Como já referido anteriormente, a configuração da rede está presente na base de dados estática,
sendo caraterizada pelas ligações entre barramentos e dispositivos de corte e entre os dispositivos
de corte e linhas ou transformadores, a rede ao estar configurada desta forma diz-se que está no
nível Físico. A estimação de estado convencional não é calculada com base nesta representação da
rede, sendo utilizado o modelo de Bus/Branch, tal como nos trânsitos de potência. O processador
da topologia de rede utiliza a informação contida na base de dados dinâmica, em concreto os dados
do sistema, para fazer a conversão de representação da rede para a pretendida.
O processamento da topologia da rede é efetuado antes da estimação de estado, como ilus-
trado na Figura 2.2, por isso, antes de funções como a análise de erros grosseiros e análise de
observabilidade da rede. Esta sequência de processos é possível assumindo que a topologia de
rede encontrada é a correta, sem que existam quaisquer erros a posteriori, a análise de erros gros-
seiros apenas irá lidar com os erros grosseiros das medidas analógicas.
O construtor do modelo de rede, na abordagem convencional, é dividido em dois processos
distintos, o processamento de informação lógica e o processamento de informação analógica. O
processamento de informação lógica é o primeiro a atuar e consiste no processador da topologia de
rede. Seguidamente, o processamento de informação analógica, com base no modelo Bus/Branch
criado pelo anterior processo, faz a análise de observabilidade da rede, a estimação de estado e
análise de erros grosseiros.
A existência de sistemas vizinhos é um problema a ter em conta na construção do modelo de
rede por parte do EMS/ DMS, visto que estas vizinhanças, para além de não estarem sobre con-
trolo, influenciam o estado da rede controlada. Tais influências podem ter origem na alteração da
topologia da rede vizinha (por exemplo, saída de serviço de geradores ou linhas) que pode levar a
efeitos significativos na rede controlada. Assim sendo, é essencial ter disponível informação sobre
os sistemas interconectados com o sistema controlado, para que este último tenha a capacidade de
monitorização melhorada e consiga operar nas melhores condições de segurança.
Os sistemas vizinhos podem ser chamados de sistemas externos, enquanto o sistema contro-
lado pelo EMS/DMS de sistema interno. O sistema externo pode ser substituído por um sistema
equivalente ou ser tratado na sua forma não reduzida, tendo presente que a melhor abordagem é
uma solução de compromisso entre o modelo não reduzido, perto da vizinhança dos sistemas, e o
modelo equivalente para o resto de cada rede.
A construção do modelo para o sistema interconectado pode ser feita tendo como base três
abordagens: pela técnica dos trânsitos de potência, pela técnica da estimação de estado de um
passo e pela técnica da estimação de estado de dois passos.
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Na abordagem pela técnica dos trânsitos de potência, o sistema externo é anexado ao sistema
interno através da inclusão das injeções limite correspondentes. As injeções, anteriormente re-
feridas, são calculadas através de trânsitos de potência para rede externa e é assumido que os
barramentos na fronteira são de referência, sendo os valores de tensão e fase, destes barramentos,
obtidos pela estimação de estado da rede interna. Os barramentos da fronteira ao serem de refe-
rência assumem qualquer possível erro na topologia da rede externa e, ainda, qualquer erro nas
injeções de potência da rede externa. Desta forma, a rede interna é representada corretamente,
contudo os erros podem afetar a análise de contingências e o trânsito de potências ótimo, visto
que as reações do sistema externo às mudanças do interno podem estar incorretas, a possível acu-
mulação deste tipo de erros é apontada como um dos contras desta técnica. Ainda de referir que,
nesta técnica a integração de medidas telemonitorizadas do fluxo das linhas é difícil, podendo ser
implementados os limites de geração de potência ativa e os limites de tensão. A abordagem pela
técnica dos trânsitos de potência foi usada em algumas aplicações por Deckmann et al. estando
desenvolvidas nas referências [4] e [5].
Na técnica de estimação de estado de um passo é corrido apenas uma estimação de estado
quer para o sistema interno quer para o sistema externo. Os efeitos dos erros grosseiros do sistema
externo podem ter consequências no sistema interno, por isso, é necessário tentar evitá-los nesta
técnica. As variáveis do trânsito de potências e limites podem ser tratadas como pseudo-medidas
ou como restrições de igualdade/desigualdade e, para além disto, os limites de geração de potência
reativa, bem como os limites de tensão, devem ser garantidos pelos barramentos controlados. A
técnica de estimação de estado de um passo foi usada numa aplicação desenvolvida por Monticelli
e Wu, descrita na referência [6].
A última técnica enunciada, a técnica de estimação de estado de dois passos, é caraterizada por
ser corrida uma estimação de estado inicial para o sistema interno e o sistema externo é anexado
ao interno num processo de dois passos. O procedimento do primeiro passo consiste num trânsito
de potências inicial, como uma aproximação para avaliar o trânsito de potências nas linhas da rede
não observável. O segundo passo consiste no cálculo da estimação de estado usando as variáveis
estimadas para o sistema interno como pseudo-medidas e os trânsitos de potências das linhas para
o sistema externo, fazendo a correspondência dos dois sistemas do modelo de rede. A existência
de qualquer telemedida do sistema externo pode ser usada na estimação de estado do segundo
passo. Bose, na referência [7], utilizou esta abordagem no desenvolvimento de uma aplicação.
Lu, Liu e Vermuri, na referência [8], apresentam uma metodologia para modelizar o sistema
externo diferente das metodologias acima referidas. Em traços gerais, esta metodologia combina
a técnica dos trânsitos de potência com a técnica da estimação de estado. Numa primeira fase,
a informação externa é simulada através do trânsito de potências e numa segunda fase, é corrida
uma estimação de estado para o modelo do sistema externo, com o intuito de o refinar.
Na referência [9], Wu e Monticelli apresentam uma revisão crítica à modelização do sistema
externo. Na década seguinte, a Task Force on External Network Modeling da IEEE, liderada por
Kato, apresenta um estado da arte sobre o modelo do sistema externo em [10].
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2.3 Estimação de Estado Tradicional
Na presença de uma rede observável é possível criar o seu modelo através da estimação de
estado, sendo possível agregar o modelo de redes externas que estejam interligadas com a rede em
questão. Ao executar a estimação de estado para a rede em estudo, o efeito dos erros grosseiros
pode ser reduzido e pode ocorrer a falta temporária de medidas sem afetar a qualidade das medidas
estimadas. Contudo, é necessário garantir que o sistema tenha um nível de redundância apropriado,
sendo a redundância o rácio entre o número de variáveis medidas e o número de variáveis a estimar.
De uma forma geral, a estimação de estado é usada para filtrar informação redundante, para
eliminar medidas incorretas e gerar estimações de estado confiáveis, podendo ainda, determinar o
trânsito de potências em certas partes da rede que não estão diretamente medidas. A qualidade da
estimação de estado é muito importante, visto que o modelo da rede em tempo real é obtido através
da mesma. Por sua vez, funções como a análise de contingências, trânsito de potências ótimo, o
simulador de despacho e novas funções emergentes no mercado da energia elétrica, dependem do
modelo de rede em tempo real, assim sendo, tais dependências aumentam a exigência de qualidade
da estimação de estado. A qualidade, aqui referida, é garantida pela quantidade e qualidade da
informação usada como entrada no processo da estimação de estado.
Schweppe et al., em [11], [12] e [13], apresenta pela primeira vez uma metodologia de uma
estimação de estado convencional, sendo a maioria das restantes metodologias existentes baseadas
nesta metodologia convencional. Nestas referências, é usado o método dos mínimos quadrados
ponderados (MQP) baseado no modelo Bus/Branch e, de uma forma geral, a estimação de estado
é vista como um algoritmo que processa dados baseados em medidas redundantes e em outras
informações disponíveis na rede, de forma a estimar o vetor de estado estático.
Mais especificamente, a estimação de estado pode ser descrita como um problema de procura
dos valores de um conjunto de variáveis do vetor x que verifique a relação (2.1). Sendo esta relação
baseada no conjunto de valores medidos do vetor z e nas relações de um conjunto de variáveis e
medidas do vetor h. O vetor r é incluído para representar o conjunto de resíduos das medidas
afetadas por erros.
z = h(x)+ r (2.1)
A estimação de estado pode ser representada como um problema de otimização sujeito a res-
trições, como o representado em (2.2).
Minimizar f (z−h(x))
su jeito c(x) = 0
g(x)≤ 0
(2.2)
Onde,
z – vetor das medidas, considerando que o sistema tem m medidas;
x – vetor das variáveis de estado, considerando que o sistema tem n variáveis de estado;
h(.) – vetor das funções não lineares que relacionam as medidas com as variáveis de estado;
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f(.) – função objetivo a minimizar;
c(.) – vetor das funções das restrições de igualdade, têm o intuito de incluir as equações do
trânsito de potências;
g(.) – vetor das funções das restrições de desigualdade, têm o intuito de incluir os limites das
variáveis.
Como Pereira refere em [14], supondo que as medidas não estavam sujeitas a qualquer tipo
de erro, o valor da função objetivo seria zero. Contudo, este é um cenário difícil de acontecer,
desta forma, o valor da função objetivo depende diretamente dos erros dos valores das medidas e
da modelização da rede.
2.4 Visão Geral - Estimadores de Estado Estáticos
O problema de otimização representado por (2.2) pode ser resolvido com recurso ao método
MQP, passando as restrições de igualdade a representar os valores a que se pretende chegar como
pseudo-medidas. Apesar de este método não ter a capacidade de eliminar erros grosseiros, o
método dos MQP aplicado à estimação de estado é o mais consensual quando os erros têm na-
tureza gaussiana. Com o objetivo de resolver o problema dos MQP existem diferentes métodos,
os mais usuais são: método das equações normais, método de factorização ortogonal, método da
matriz aumentada e método de Peters and Wilkinson. Em [15], Holten et al. para além de faze-
rem uma comparação dos dois primeiros métodos acima enunciados, também comparam métodos
híbridos dos mesmos, ainda o método das equações normais com restrições e o método da ma-
triz aumentada. Tais comparações estão avaliadas consoante a estabilidade numérica, eficiência
computacional e complexidade de implementação.
A resolução do problema de otimização (2.2) também pode ser resolvido pelo método do Mí-
nimo Valor Absoluto Ponderado (MVAP), que ao contrário do método MQP, são usadas funções
lineares. Este fato traduz-se numa menor complexidade de implementação computacional, sendo
possível usar métodos de programação linear, como o método simplex ou o método do ponto inte-
rior. Para além disto, este método apresenta uma boa capacidade de eliminar os erros grosseiros,
visto que a função quadrática é substituída por uma função linear. Nas referências [16] e [17], os
respetivos autores fizeram revisões ao estado da arte sobre este tema. Em [18], Coutto Filho, Leite
da Silva e Falcão fizeram uma bibliografia compreensiva da estimação de estado desde 1968 até
1989.
2.4.1 Método das Equações Normais
A resolução do problema de otimização, pelo método MQP, passa pela definição de uma fun-
ção objetivo quadrática (2.3).
f (z−h(x)) = (z−h(x))TW (z−h(x)) (2.3)
Em que,
2.4 Visão Geral - Estimadores de Estado Estáticos 13
W(.) – representa a matriz dos pesos;
T – índice que representa a matriz transposta.
A matriz dos pesos é uma matriz diagonal, normalmente as variáveis telemedidas são repre-
sentadas pelo inverso da variância do erro das medidas na diagonal da mesma matriz. Quando o
problema da estimação de estado é resolvido recorrendo ao método MQP e a um método numé-
rico, diz-se que é resolvido pelo método das Equações Normais. O método numérico mais usual
para resolver o problema de otimização é o método de Newton-Raphson, que consiste na procura
de zeros das derivadas do índice de performance (2.4). As condições estacionárias de (2.4) levam
ao conjunto de expressões representadas por (2.5).
J(x) =
1
2
(z−h(x))TW (z−h(x)) = 1
2
m
∑
j=1
[
(z j−h j(x))2Wj j
]
(2.4)
g(x) =
∂J(x)
∂x
=−
m
∑
j=1
[(z j−h(x))Wj j ∂h j(x))∂x =−H
T (x)W [z−h(x)] = 0 (2.5)
H(x) =

∂h1(x)
∂x1 · · ·
∂h1(x)
∂xn
...
. . .
...
∂hm(x)
∂x1 · · ·
∂hm(x)
∂xn
 (2.6)
Onde,
Wj j - representa o elemento da diagonal da linha j da matriz dos pesos;
H(.) – representa a matriz Jacobiana (2.6);
m – representa o número de elementos do vetor das medidas;
n – representa o número de elementos do vetor das variáveis de estado.
Ao expandir a função não linear g(x) na sua série de Taylor em torno do vetor de estado xk
obtém-se a expressão (2.7).
g(x) = g(xk)+G(xk)(x− xk)+ ...= 0 (2.7)
Ao ignorar os termos de ordem superior, a solução passa pelo processo iterativo representado
por (2.8) e (2.9).
G(xk)∆xk+1 = g(xk) =5J((xk) = HT (xk)W [z−h(xk)] (2.8)
xk+1 = xk +∆xk+1 (2.9)
∆x =
[
[H(x)]TWH(x)
]−1
[H(x)]TW∆Z(x) (2.10)
Em que,
xk, representa o vetor de estado na iteração k;
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G(.) – representa a matriz do ganho que é uma matriz simétrica positiva, sendo calculada
através da segunda derivada da função objetivo.
G(x) = [H(x)]TWH(x) (2.11)
A expressão (2.11) é a matriz do ganho simplificada, uma vez que a presença de termos de
segunda ordem na matriz do ganho obrigaria cálculos adicionais para calcular a matriz Hessiana
de tamanho mn×n. Esta simplificação representa a passagem do método de Newton-Raphson para
o método de Gauss-Newton. Em [19], Amerongen demonstra que a simplificação acima referida é
válida para a maioria dos casos e é preferível nas primeiras iterações. O método de Gauss-Newton
pode não chegar à convergência só em casos extremos, como casos específicos de erros grosseiros,
onde seria necessário aplicar o método de Newton-Raphson.
De forma a dar início ao processo iterativo do estimador de estado MQP definido por (2.9) e
(2.10) é preciso definir um vetor de estado inicial, que normalmente tem definida a magnitude da
tensão dos barramentos em 1 p.u. e a fase em 0o.
2.4.2 Método das Equações Normais com Restrições
Por este método, o problema a resolver é agora representado por (2.12). O problema de oti-
mização MQP é resolvido através da função Lagrangeana (2.13), deste modo as restrições de
igualdade estão incluídas na função referida, não sendo necessário recorrer a pseudo-medidas
para incluir tais restrições.
Minimizar J(x) = 12(z−h(x))TW (z−h(x))
su jeito c(x) = 0
(2.12)
Para se chegar à solução ótima é preciso derivar L(x,λ ), obtendo-se as condições de primeira
ordem de Karush-Kuhn-Tucker, sendo gerado o sistema de equações não lineares (2.14). No
sistema anteriormente referido H(.) e C(.) representam matrizes Jacobianas e tais equações não
lineares podem ser resolvidas através do método de Gauss-Newton.
L(x,λ ) =
1
2
(z−h(x))TW (z−h(x))−λ T c(x) (2.13)
∂L(x,λ )
∂x =−H(x)TW (z−h(x))−C(x)λ = 0
∂L(x,λ )
∂λ =−c(x) = 0
(2.14)
Aschmoneit, Peterson e Adrian, em [20], apresentam uma proposta de resolução da estimação
de estado por este método, onde as restrições de igualdade são usadas para representar as injeções
zero.
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2.4.3 Método de Transformação Ortogonal
O método de Transformação Ortogonal recorre à linearização dos vetores das funções não line-
ares h(.), c(.) e g(.), em torno do ponto de operação x do sistema, para resolver a estimação estado
com restrições representada em (2.2). Assim sendo, (2.15) representa o problema de otimização a
ser resolvido por este método.
Minimizar J(∆x) = 12(∆z−H(x))TW (∆z−H(x))∆x =
J(∆x) =
∥∥∥W 12∆z−W 12 H(x)∆x∥∥∥2
su jeito C(x)∆x = ∆b
G(x)∆x = ∆d
(2.15)
Onde,
H(.), C(.) e G(.) – representam matrizes Jacobianas;
∆z= z−h(x), ∆b= 0−c(x), ∆d = 0−g(x) e ∆x são usadas para atualizar o valor das variáveis
de estado.
Por este método deixa de ser necessário calcular o quadrado da matriz do ganho, visto que
a matriz Jacobiana é decomposta como o demonstrado em (2.16). Tal decomposição é carateri-
zada pela procura de uma matriz ortogonal Q (com a propriedade: QT Q = 1) e de uma matriz
trapezoidal superior U ( U1 é uma matriz triangular).
W
1
2 H = QTU = QT
(
U1
0
)
(2.16)
Desta forma, a função objetivo J(∆x) representada em (2.15) passa a ter o aspeto de (2.17),
daqui surgem dois novos vetores representados em (2.18).
J(∆x) =
∥∥∥QW 12∆z−QW 12 H(x)∆x∥∥∥2 = ∥∥∥∥∥
(
∆y1
∆y2
)(
U1
0
)
∆x
∥∥∥∥∥
2
= ‖∆y1−U1∆x‖2+‖∆y2‖2
(2.17)
(
∆y1
∆y2
)
= QW
1
2∆z (2.18)
O mínimo da função objetivo J(∆x) acontece quando a expressão (2.19) ocorre e esta coincide
com o problema a ser resolvido.
∆y1 =U1∆x (2.19)
Simões da Costa e Quintana, em [21] e [22], introduziram a resolução do problema MQP na
estimação estado estática pelo método da transformação ortogonal, sendo na primeira referência
apresentada uma solução pela transformação Householder e na segunda referência apresentada
uma solução pela transformação Givens Rotations.
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Um método híbrido, que resolve a estimação de estado pelas equações normais (2.10) apenas
usa a transformação ortogonal na matriz do ganho, foi desenvolvido por Monticelli, Murari e Wu
em [23]. A referida transformação está representada pela expressão (2.20).
G = [H(x)]T WH(x) =
[
W
1
2 H(x)
]T
W
1
2 H(x) =UTU =UT1 U1 (2.20)
Nas referências [24] e [25], Vempati, Slutsker e Tinney apresentam técnicas de vetores/ matri-
zes esparsos baseados em Givens Rotations e vários avanços no aumento de rapidez da estimação
de estado pela transformação ortogonal. Os métodos de vetores esparsos ortogonais podem ser
usados para aumentar a rapidez de processamento dos vetores esparsos nos estimadores de estado
ortogonais, tal é conseguido fazendo fatorizações que evitam operações desnecessárias. Tornando-
se uma vantagem quando se quer saber o impacto de pequenas alterações de sub-problemas ante-
riormente resolvidos.
Uma aplicação de transformação ortogonal pela Givens Rotations para resolver a estimação
de estado baseada nos mínimos quadrados reponderados iterativamente foi desenvolvida por Pi-
res, Simões da Costa e Mili, tal aplicação está explicada em [26]. Este método é muito utilizado
em regressões lineares e as suas propriedades de convergência estão bem assimiladas pelas apli-
cações estatísticas. A sua primeira utilização na estimação de estado dos sistemas de energia foi
introduzida por Mili et. al. em [27].
2.4.4 Método da Matriz Aumentada
Nos métodos da Matriz Aumentada o problema da estimação de estado a ser resolvido é re-
presentado de acordo com o sistema (2.21), no caso de não serem incluídas restrições. De forma a
chegar a uma resolução podem ser usadas as equações aumentadas representadas na matriz (2.22).
Minimizar J(x) = (z−H(x)x)T W (z−H(x)x) (2.21)
[
W−1 H(x)
[H(x)]T 0
][
W (z−H(x)x)
x
]
=
[
z
0
]
(2.22)
Este tipo de método necessita que os cálculos estejam bem organizados, existindo variadas
formas de os organizar e a melhor escolha está dependente da aplicação. Ao iniciar o algoritmo,
muitos dos elementos da diagonal da matriz aumentada são zero ou de valor reduzido, não sendo
possível escolher pivôs na diagonal de maneira aleatória. Uma das possibilidades para fazer tal
escolha será executar o processo, não fazendo a seleção de um pivô até que um dos elementos tiver
um valor numérico significativo. Uma segunda hipótese será escolher um pivô fora da diagonal, o
que tornaria a matriz assimétrica. Por fim, uma terceira hipótese será permitir o reconhecimento
automático de blocos de 2 por 2, o que introduziria um elemento zero pela diagonal.
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O problema de otimização com restrições também pode ser resolvido por este método, o sis-
tema (2.23) representa o problema de otimização a ser resolvido com as restrições de igualdade e
pode ser resolvido recorrendo às equações aumentadas representadas por (2.24).
Minimizar J(x) = rTWr
su jeito r = z−H(x)x
c(x) = 0
(2.23)
 0 0 C(x)0 W−1 H(x)
[C(x)]T [H(x)]T 0

 λW (z−H(x)x)
x
=
 0z
0
 (2.24)
Gjelsvik, Aam e Holten foram os primeiros a introduzir este método para a resolução da esti-
mação de estado na referência [28]. Uma variação do método aqui apresentado foi desenvolvido
por Alvarado e Tinney, em [29], tal variação consiste em dividir o vetor das medidas em dois ve-
tores. O primeiro vetor, zb , inclui os trânsitos de potência e todas as medidas de tensão, o segundo
vetor, zn, inclui todas as medidas de injeção nos nós. Por este método, a matriz Jacobiana também
é dividida de acordo com a divisão referida anteriormente.
2.4.5 Método de Peters Wilkinson
O método de Peters Wilkinson ou o método de pseudo-inversão consiste na minimização dos
erros quadrados através da transformação do problema original. Inicialmente, para transformar o
sistema é necessário encontrar duas matrizes: L(m× n) e U(n× n). Sabendo que a factorização
(2.25) não é única, deve ser feita de forma a manter a matriz U não singular. A factorização mais
conveniente é a que apresenta a matriz L como trapezoidal inferior e a matriz U triangular superior.
A =W
1
2 H(x) = LU (2.25)
Numa primeira fase, com o objetivo de resolver a estimação de estado, resolve-se o problema
dos mínimos quadrados (2.26), definindo y =Ux. Da resolução deste problema resulta um y que
verifique a equação (2.27).
Minimizar rT r
su jeito r = Ly−W 12 z (2.26)
(LT L)y = LTW
1
2 z (2.27)
Ao resolver o sistema triangular superior de equações y =Ux chega-se à solução para o pro-
blema da estimação de estado, tal resolução passa por recorrer ao fator triangular U para fazer uma
substituição backward simples. O método de Peters Wilkinson foi pela primeira vez introduzido
na estimação de estado dos sistemas elétricos de energia por Gu et al., em [30]. Na referência
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[31], Clements, Woodzell e Burchett apresentam uma variação deste método, que permite resolver
a estimação de estado com restrições de igualdade, sendo a matriz A igual a (2.28).
A =
[
C(x)
W
1
2 H(x)
]
=
[
L11 0
L21 L22
]
U (2.28)
2.4.6 Método do Ponto Interior
O método do Ponto Interior pode ser utilizado para resolver o estimador de estado MVAP,
podendo o problema ser representado por (2.29).
Minimizar J(x) = ∑mi=1 wi|ri|
su jeito r = z−h(x) (2.29)
Este método foi desenvolvido para resolver estimadores MVAP por Singh e Alvarado, em
[32], estes autores apresentam uma aplicação do método do ponto interior para as formulações
primal e dual do problema. A formulação dual consiste na resolução dos mínimos quadrados
com uma estrutura semelhante à usada para resolver pelo método MQP. Estas duas formulações
foram alvo de comparação, chegam-se à conclusão de que há vantagens em usar-se a formulação
dual. Posteriormente, Ramírez e Barocio, em [33], desenvolveram uma aplicação que usa uma
formulação primal-dual preditora-corretora para resolver o problema de programação linear. Esta
configuração do método do Ponto Interior revela-se bastante precisa na resolução dos estimadores
MVAP, quando um número elevado de medidas estão afetadas de grandes erros.
A primeira aplicação de programação simples para resolver os estimadores de estado MVAP
foi desenvolvida por Irving, Owen e Sterling, estando a sua formulação presente em [34].Este
método baseia-se no método Simplex para resolver o problema de programação linear, em que
cada iteração consiste na resolução de dois sistemas lineares e na atualização de um fator que
representa as mudanças na coluna da base. O grande problema deste método é que o número de
iterações cresce linearmente com o tamanho do sistema, ou seja, se o sistema for muito grande o
esforço de resolução pode tornar-se muito elevado.
Estes dois métodos acima referenciados, o método do Ponto Interior e o método Simplex, dife-
rem na forma em que se baseiam para encontrar a solução ótima de um problema de programação
linear. O método do Ponto Interior faz movimentos dentro da região viável, por sua vez, o mé-
todo Simplex procura vértices da região viável para chegar à solução ótima. No método do Ponto
Interior a maioria do esforço computacional é direcionado para uma sequência de problemas de
mínimos quadrados.
2.4.7 Estimadores de Estado Desacoplados
Os Estimadores de Estado Desacoplados usam um processo de dois passos para resolver todas
as equações sem recorrer a grandes aproximações. Nos algoritmos apresentados de seguida, a
matriz dos pesos W é ignorada, com o intuito de tornar a notação mais perceptível. Esta matriz é
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de fácil inclusão nos algoritmos e corresponde à transformada da matriz Jacobiana. Os algoritmos
deste método visam o desacoplamento da matriz do Ganho e da matriz Jacobiana, assim sendo a
matriz Jacobiana pode ser representada por quatro sub-matrizes (2.30).[
HPθ HPV
HQθ HQV
][
∆θ
∆V
]
≈
[
∆zP
∆zQ
]
(2.30)
Onde,
HPθ = ∂hP(V,θ)/∂θ ;
HPV = ∂hP(V,θ)/∂V ;
HQθ = ∂hQ(V,θ)/∂θ ;
HQV = ∂hQ(V,θ)/∂V ;
V é o vetor das magnitudes da tensão, é sub-vetor de x;
θ é o vetor das fases da tensão, é sub-vetor de x;
hP(V,θ) é o vetor de funções relativas às medidas dos trânsitos de potência ativa, das injeções
de potência ativa e das fases da tensão, é sub-vetor de h(x);
hQ(V,θ) é o vetor de funções relativas às medidas dos trânsitos de potência reativa, das inje-
ções de potência reativa e das magnitudes da tensão, é sub-vetor de h(x);
∆zP = zP−hP(V,θ);
zP é o vetor das medidas dos trânsitos de potência ativa, das injeções de potência ativa e das
fases da tensão, é sub-vetor de z;
∆zQ = zQ−hQ(V,θ);
zQ é o vetor das medidas dos trânsitos de potência reativa, das injeções de potência reativa e
das magnitudes da tensão, é sub-vetor de z;
Neste tipo de método o primeiro passo será ignorar as matrizes HPV e HQθ , desta forma a
matriz Jacobiana H(x) e a matriz do ganho G(x) são representadas por (2.31) e (2.32), respetiva-
mente.
H ≈
[
HPθ 0
0 HQV
]
(2.31)
G =
[
[HPθ ]T HPθ 0
0 [HQV ]T HQV
]
(2.32)
Por sua vez, a expressão (2.6), usada no método das equações normais para avaliar as atuali-
zações das variáveis de estado, pode ser substituída pelo conjunto de expressões (2.33).
∆θ =
[
[HPθ ]T HPθ
]−1
[HPθ ]T∆zP
∆V =
[
[HQV ]T HQV
]−1
[HQV ]T∆zQ
(2.33)
Por exemplo, Garcia, Monticelli e Abreu, na referência [35], tal como Allemong, Radu e Sas-
son, na referência [36] apresentam aplicações do algoritmo desacoplado acima referido. Como
referido anteriormente, este algoritmo ignora as sub-matrizes HPV e HQθ , contudo existe uma
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abordagem que as inclui no algoritmo desacoplado. Para que assim seja, nesta abordagem é ado-
tado um algoritmo de dois passos, onde as correções no vetor de estado, ∆θ e ∆V , são processadas
separadamente, sem que sejam feitas grandes aproximações. O primeiro passo passa por chegar à
matriz pseudo-inversa de HPθ , representada por APθ e dada por (2.34).
APθ =
[
[HPθ ]T HPθ
]−1
[HPθ ]T (2.34)
Multiplicando as equações de ∆zP pela matriz (−HPθAPθ ) e adicionando as equações resul-
tantes às de equações de ∆zQ, obtém-se o vetor de equações ∆z˜Q representado por (2.35).
∆z˜Q = ∆zQ−HQθAPθ∆zP (2.35)
O sistema de equações (2.30) pode ser substituído pelo sistema de equações (2.36), se a matriz
H˜QV = HQV −HQθAPθ∆zP for assim definida.[
HPθ HPV
0 H˜QV
][
∆θ
∆V
]
≈
[
∆zP
∆z˜Q
]
(2.36)
O sistema (2.36) pode sofrer outra transformação ao considerar a matriz pseudo-inversa A˜QV
da matriz H˜QV , representada por (2.37). Além desta transformação, é necessário definir o vetor
∆z˜P = ∆zP−HPV A˜QV∆z˜Q para poder substituir o sistema (2.36) pelo sistema (2.38).
A˜QV =
[
[H˜QV ]T H˜QV
]−1
[H˜QV ]T (2.37)
[
HPθ 0
0 H˜QV
][
∆θ
∆V
]
≈
[
∆z˜P
∆z˜Q
]
(2.38)
Após estes procedimentos estarem concluídos sucede-se o segundo passo, o mesmo será dizer
que sucede-se a resolução do problema de uma forma desacoplada. O método para resolver o
problema é semelhante ao anterior, podendo o sistema ser representado pelo sistema de equações
(2.39).
[
H˜Pθ 0
0 HQV
][
∆θ
∆V
]
≈
[
∆z˜P
∆z˜Q
]
(2.39)
Em que,
H˜Pθ = HPθ −HPV AQV HQθ ;
AQV =
[
[HQV ]T HQV
]−1
[HQV ]T ;
∆z˜P = ∆zP−HPV AQV∆zQ;
∆z˜Q = ∆zQ−HQθ A˜Pθ∆z˜P;
A˜Pθ =
[
[H˜Pθ ]T H˜Pθ
]−1
[H˜Pθ ]T .
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Este método desacoplado de dois passos foi apresentado por Monticelli e Garcia na referência
[37], onde se encontram descritos os algoritmos para resolver os sistemas (2.38) e (2.39). Habi-
ballah e Quintana, em [38], apresentaram uma extensão do método anterior, em que o algoritmo
usa as tensões dos nós em coordenadas retangulares. Consequentemente, a matriz Jacobiana é
desacoplada em sub-matrizes de potência ativa e de potência reativa, sendo apenas avaliadas uma
vez no início do processo.
2.5 Visão Geral - Observabilidade da Rede
A execução da estimação de estado, para um dado sistema, está dependente da possibilidade de
se observar a rede, sendo necessário que as medidas disponíveis sejam suficientes e que estejam
bem distribuídas pela rede, para esta ser observável. No caso de se constatar que a rede não é
observável, as medidas disponíveis continuam a ser úteis, visto que é possível conhecer as zonas
da rede onde se pode retirar informação. Estas zonas da rede, para as quais seja possível estimar o
seu estado com as medidas disponíveis, são chamadas de ilhas observáveis. Para as zonas que não
é possível ter acesso a informação, quer por falta de equipamento quer por outra razão, pode ser
possível torná-las observáveis ao recorrer à inserção de medidas pela criação de pseudo-medidas,
tal assunto é discutido mais à frente neste documento.
Existem várias metodologias para determinar se a rede é observável, neste documento apenas
serão descritas a análise topológica e a análise numérica. Em primeiro lugar, para uma melhor
compreensão das duas metodologias serão apresentados alguns conceitos. Quando o modelo da
rede é constituído por barramentos e ramos é necessário ter presente duas definições. A primeira
definição é relativa à constituição das ilhas físicas, sendo uma ilha física uma parte da rede inter-
ligada, nas quais os ramos representam as linhas de transmissão e transformadores. A segunda
definição é relativa à observabilidade de tais ilhas, sendo uma ilha física observável se for possível
calcular todos os fluxos de todos os ramos da ilha através das medidas disponíveis, independen-
temente do valor da referência angular. Desta definição retira-se que a rede, na sua totalidade, é
observável se for possível calcular os fluxos de todos os ramos da rede através de um conjunto das
medidas disponíveis.
Para além das definições acima descritas é preciso ter presente três funções da análise de
observabilidade, estando a primeira direcionada para descobrir se a rede é observável ou não, a
segunda direcionada para identificar ilhas observáveis e a terceira está direcionada para tornar as
partes não observáveis em partes observáveis, com a introdução de pseudo-medidas.
2.5.1 Análise Topológica
Depois de apresentados os conceitos necessários à compreensão das duas metodologias, procede-
se à apresentação das mesmas, começando pela análise topológica, que foi desenvolvida por
Krumpholz, Clements e Davis em [39] e por Clements, Krumpholz e Davis em [40], [41] e [42].
Nesta metodologia de análise de observabilidade da rede existe uma relação entre as configurações
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do sistema e o local dos equipamentos de medida, sendo a rede observável se existir uma árvore
abrangente que cubra toda a rede representada por grafos, com a localização das medidas.
Na análise topológica podem ser incluídos algoritmos de natureza combinatória, que verifi-
quem as interligações da matriz jacobiana e usem a interseção de matróides, em [43], Quintana,
Simões da Costa e Mandel desenvolveram um método de observabilidade da rede por interseção
de matróides. Em [44], Slutsker e Scudder desenvolveram um método de observabilidade da rede
pela redução simbólica do tamanho da matriz jacobiana sem ser necessária a computação numérica
da matriz.
Em [45], Mori e Tsuzuki desenvolveram o tema da observabilidade da rede baseado no método
de minimização da árvore abrangente aplicada à teoria dos grafos. Neste método, o problema da
observabilidade da rede é traduzido pela procura da árvore abrangente mínima, considerando os
pesos dos grafos, tais pesos são atribuídos consoante a existência ou não de equipamentos de
medida nos ramos e nós. Nucera e Gills, em [46], desenvolveram um algoritmo que faz a análise
da observabilidade baseada numa otimização combinatória e assenta no conceito de aumento de
sequências, assim sendo este algoritmo determina, corretamente, uma floresta máxima que cobre
todo o sistema.
2.5.2 Análise Numérica
As primeiras abordagens que recorreram à análise numérica para verificar a observabilidade
do sistema têm como base o cálculo da caraterística da matriz jacobiana, tais métodos estão des-
critos em [41] e em [47]. O problema destas abordagens é que os seus algoritmos têm um tempo
de execução elevado, tornando impossível a sua utilização em tempo real, para além disto não
fornecem informação necessária para resolver um caso de não observabilidade da rede em estudo.
Por estas razões, estas abordagens são usadas para estudos de localização dos aparelhos de medida
que não são efetuados em tempo real.
Monticelli e Wu, em [48], desenvolveram um método para a análise de observabilidade capaz
de ser efetuado em tempo real, tendo como base a fatorização triangular da matriz de ganho e
utiliza as subrotinas das equações normais do MQP da estimação de estado. Por esta abordagem
é possível ter em conta quer aspetos topológicos quer aspetos numéricos. Os mesmos autores,
em [49], aplicaram a abordagem numérica aos estimadores ortogonais, sendo possível aplicar
esta abordagem a estimadores de estado ortogonais puros e a métodos híbridos. Na referência
[50], Contaxis e Korres desenvolveram um método que utiliza uma análise topológica/numérica
para a observabilidade da rede, neste algoritmo através do tratamento topológico das medidas
dos grupos de barramentos são identificados quais barramentos podem ser representados como
super-nós da rede reduzida. Tendo em conta a rede reduzida, os problemas de observabilidade
são analisados pela análise numérica, tal análise é baseada na álgebra linear e permite identificar
diretamente as partes observáveis/não observáveis da rede, para além disto identifica as pseudo-
medidas necessárias para tornar a rede observável.
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2.6 Visão Geral - Caraterização dos Erros Grosseiros
A partir da estimação de estado pretende-se obter resultados que permitam ao operador fazer
uma correta gestão do sistema, para que isto seja possível o conjunto de medidas tem que ser o
mais próximo da realidade possível. Como é garantido que o conjunto de medidas está sujeito a
erros, torna-se necessário conhecer a natureza de tais erros, existindo dois tipos de erros: aleatórios
ou grosseiros. À partida, a presença de erros aleatórios não afeta de forma drástica a estimação
de estado, sendo possível chegar a resultados credíveis. O mesmo não se passa quando o con-
junto de medidas é afetado por erros grosseiros, sendo muito provável que não sejam fornecidos
ao operador resultados credíveis e, como tal, a estimação de estado resulta num cenário irrealista
do sistema. Estes erros podem ter origem na avaria ou mau funcionamento dos equipamentos
de medida e devido ao seu peso nos resultados na estimação de estado é necessário detetá-los e
identificá-los. Para o efeito, nos algoritmos da estimação de estado é incluída uma função respon-
sável pela deteção e identificação desses erros.
O tipo de análise de erros grosseiros depende do método usado para a estimação e pode ser
feita antes ou depois da estimação de estado, em alguns casos tal análise é considerada como uma
função integrante da estimação de estado [51]. As primeiras técnicas de análise de erros grosseiros
eram efetuadas após o estimador ter fornecido o vetor de estado e esta análise era feita de acordo
com os valores estimados. A introdução desta análise é abordada conjuntamente com o primeiro
desenvolvimento da estimação de estado, como o descrito em [11] por Schweppe e Wildes. A
análise de erros grosseiros que estes autores desenvolveram é feita através do Teste do Maior
Resíduo Normalizado, que é baseado nas propriedades estatísticas dos resíduos, onde um limite
pré-definido é usado para identificar os erros grosseiros.
A análise dos erros grosseiros pode ser efetuada com base em diferentes técnicas, mas de uma
forma geral, a deteção e identificação de erros grosseiros é baseada na matriz da sensibilidade
residual S, que é obtida pela expressão (2.40) e tem as seguintes caraterísticas:
• Semi-positiva;
• Tem m colunas e m linhas;
• S2 = S;
• Os valores da diagonal estão entre zero e um.
S = I−H(HTWH)−1HTW (2.40)
Onde,
I é uma matriz identidade de m colunas e m linhas;
H é a matriz Jacobiana;
W é a matriz dos pesos.
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Em [52], Handschin et al. apresentam um processo de eliminação de erros grosseiros nas
medidas, de erros na estrutura e de erros nos parâmetros através de uma abordagem heurística,
para além disto, o método apresentado por estes autores enfatiza a importância da matriz S na
análise dos erros grosseiros. Aos algoritmos desta natureza, usados no processo de detetar e
de identificar erros grosseiros, dá-se a classificação de Métodos Combinatórios de Identificação
Otimizados.
Xiang, Wang e Yu desenvolveram um algoritmo que interpreta os resíduos estimados, sendo
obtidos pela expressão (2.41), estes resíduos são resultado da estimação de estado baseados em
partes da relação sensibilidade (2.40). O algoritmo está presente em [53] e o teste de deteção é
efetuado consoante J(xˆ) que é definido para um conjunto reduzido de medidas suspeitas (2.42).
r = Sε (2.41)
Em que,
r = z− zˆ é o vetor dos resíduos;
zˆ é o vetor das medidas estimadas;
ε é o vetor dos erros das medidas.
J(xˆ) = (z−h(xˆ))TW (z−h(xˆ)) = rTWr (2.42)
O Método de Identificação por Teste de Hipóteses foi desenvolvido por Mili, Van Cutsem
e Ribbens-Pavella [54], o algoritmo desta abordagem recorre ao teste de J(xˆ) para detetar erros
grosseiros. Numa primeira fase, J(xˆ) é calculada segundo (2.42) e numa segunda fase, a deteção
de erros grosseiros é baseada no teste das seguintes hipóteses:
• H0: Não existem erros grosseiros
• H1: Existem erros grosseiros
No caso de ser confirmada a presença de erros grosseiros, a identificação das medidas afetadas
é baseada numa lista de medidas suspeitas selecionadas nas hipóteses de teste rN e rW .
A abordagem que utiliza o modelo reduzido da rede e todo o conjunto de medidas foi desen-
volvido por Korres e Contaxis em [55]. Com base no modelo reduzido da rede e recorrendo ao
conceito de erro residual das áreas de propagação, podem ser definidos índices estatísticos teóri-
cos para cada área de propagação. Desta forma, as técnicas de deteção e identificação de erros
grosseiros podem ser aplicadas, separadamente, em cada área de propagação.
A capacidade de deteção e de identificação de erros grosseiros nos estimadores MVAP é mais
robusta do que nos estimadores MQP, por esta razão, Falcão e Assis dedicaram-se ao seu estudo
na referência [56]. Contudo, o estimador MVAP na presença de uma certa combinação de erros
falha na deteção e identificação de erros grosseiros. Assim sendo, o algoritmo presente nesta
referência contorna este problema e faz a análise dos erros com base numa abordagem semelhante
à usada pelos estimadores MQP, só exige apenas que os resultados sejam interpretados de uma
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forma diferente. A deteção dos erros grosseiros pode ser efetuada pelo Teste de Hipóteses e a
identificação das medidas afetadas realizada com base nas propriedades estruturais do método de
solução.
Um método alternativo ao referido anteriormente para a identificação de erros nos estimado-
res MVAP passa por, em primeiro lugar, detetar os erros com recurso aos resíduos das medidas
rejeitadas pelo estimador MVAP. Em segundo lugar, as medidas afetadas são identificadas e elimi-
nadas pela estimação do erro das medidas de resíduo zero. Nesta abordagem, podem ser efetuadas
mudanças nos pesos com o objetivo de tornar mais fácil a eliminação das medidas afetadas e,
desta forma, diminuir a carga computacional durante os ciclos de eliminação. Este método foi
desenvolvido por Abur e está descrito em [57].
Rousseeuw, na referência [58], apresenta um estimador que tem como princípio minimizar a
mediana dos quadrados dos resíduos e é denominado de Mínima Mediana dos Quadrados. Assim
sendo, este tipo de estimador é capaz de resistir a 50% da contaminação nas medidas. Mili,
Phaniraj e Rousseeuw, em [59], desenvolveram um algoritmo para resolver o estimador MQP por
sistemas não-lineares. Tal algoritmo encontra as soluções através de métodos de reamostragem
baseados em aproximações lineares.
2.7 Visão Geral - Geração de Pseudo Medidas
As redes de distribuição são caraterizadas por serem muito extensas, o que torna bastante
difícil e oneroso obter medidas em tempo real em todos os pontos da rede. Assim sendo, recorre-se
à geração de pseudo-medidas para suplantar a falta de medidas ou para fornecer informações extra
ao processo de estimação de estado, conseguindo melhorar os seus resultados. Estas medidas são
geradas com base na informação disponível sobre o sistema, de forma a melhorar a redundância
e restaurar a observabilidade em algumas partes da rede. Como a própria designação indica,
estas medidas são geradas artificialmente e antes do processo de estimação de estado, onde depois
são usadas em conjunto com as medidas em tempo real provenientes do SCADA. Normalmente,
o cálculo deste tipo de medidas é efetuado com recurso a processos externos, alguns exemplos
desses processos estão apresentados de seguida.
Simões Costa e Arze, em [60], fazem referência à importância da geração de pseudo-medidas
e em [61], Clements refere-se à influência do uso de pseudo-medidas na precisão da estimação
de estado. Clements conclui que o uso de pseudo-medidas que garantem a observabilidade e
redundância do sistema não têm influência nos resultados da estimação de estado.
Em [62], Nimrihter, Ciric e Slijepcevic apresentam uma forma de gerar pseudo-medidas com
base no historial de carga de cada tipo de consumidor. Com recurso a medidas de vários pontos
da rede para cada tipo de consumidor é possível medir as cargas num longo período de tempo.
Cada consumidor é descrito pelo valor médio de potência ativa e reativa e pelo desvio padrão
das mesmas, desta forma é possível criar um diagrama de cargas típico para cada consumidor.
O conhecimento de um diagrama de cargas típico por cada tipo de consumidor, permite que seja
sintetizada num só diagrama diário toda a área de consumo e os nós onde foram extraídas as
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medidas. Este diagrama de cargas geral não corresponde aos valores reais, contudo podem ser
considerados como uma primeira estimação dos valores das cargas que, posteriormente, serão
corrigidos pelos processos da estimação de estado.
A geração de pseudo-medidas através da previsão de carga em sistemas com geração distri-
buídas foi discutida em [63], por Simões Costa e Carneiro dos Santos. Na referência [64], Li e
Yang desenvolveram um estimador de estado que divide as medidas em duas classes, as medidas
em tempo real e as não-medidas. A segunda classe de medidas são as pseudo-medidas, que são
obtidas através do método de curva de carga ou do método de previsão de carga a curto prazo. Em
[65], é sugerida uma forma de gerar pseudo-medidas com base nos estimadores de estado FASE.
Um estimador de estado deste tipo tem a capacidade de previsão de dados, podendo ser geradas
automaticamente pseudo-medidas quando associadas a pesos adequados.
Na referência [66], Manitsas et al. desenvolveram uma abordagem para gerar pseudo-medidas
com recurso a dois modelos probabílisticos baseados nos dados históricos de carga. Os dois mo-
delos probablísticos são a abordagem pela correlação e a abordagem pela função de densidade de
probabilidade de carga. Contudo, a geração de pseudo-medidas nesta abordagem é considerada
um processo interno, o que não é muito consensual e utilizado.
Em [67], Miranda et al. prolongaram o conceito de pseudo-medidas para a reconstrução de
dados em falta, até então, o uso de pseudo-medidas tinha como objetivo principal repôr a obser-
vabilidade de partes do sistema. A reconstrução de dados em falta é baseada nas propriedades de
uma rede neuronal auto-associativa, que ao ser bem treinada, qualquer padrão de entrada compa-
tível com o sistema real gera dados com erros insignificantes. Esta abordagem pode ser aplicada
para reconstruir o estado de dispositivos de comutação, valores de tensão, bem como, valores de
potência ativa e reativa.
Capítulo 3
Geração de Pseudo-Medidas no PT com
Medidas BT
O presente capítulo destina-se a descrever o método utilizado para gerar as pseudo-medidas.
Estas pseudo-medidas são geradas a partir das medidas efetuadas pelos smart meter’s da rede de
baixa tensão e, posteriormente, serão utilizadas como medidas para o estimador de estado MQP
da rede de distribuição. O método aplicado recorre a um tipo de Rede Neuronal Artificial para
gerar as pseudo-medidas, esse tipo designa-se por Redes Neuronais Auto-associativas (RNAA).
As RNAA vão ser aplicadas de forma a extrair toda a informação relevante presente no conjunto
de medidas, aprender o padrão das medidas e guardar essa informação nos seus pesos.
3.1 Rede Neuronal Auto-Associativa - Autoencoder
Os autoencoders ou redes neuronais auto-associativas são redes feedfoward, que são treinadas
de forma a espelhar a entrada na sua saída e o tamanho da saída é sempre igual ao da entrada.
Numa primeira parte da RNAA, o vetor de entrada S é sujeito a uma compressão através de uma
função f, resultando um vetor de codificação comprimida S’. Enquanto numa segunda parte da
RNAA os dados são sujeitos a um processo inverso através da função f−1, sendo a rede treinada
para mostrar as saídas iguais às entradas. A informação do conjunto de entrada é guardada na
forma de pesos durante o processo de treino. As caraterísticas físicas da rede estão relacionadas
com a precisão obtida, existindo uma relação entre o número de camadas da rede e a precisão,
assim sendo, quanto maior for o número de camadas maior será a precisão. De referir que, com o
aumento do número de camadas mais treino terá que ser efetuado e mais difícil será efetuá-lo, por
isso a arquitetura simples de três camadas (entrada, intermédia e saída) é frequentemente utilizada
[68], como a representada na Figura 3.1.
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Figura 3.1: Rede Neuronal Auto-associativa
A redução do número de neurónios não é regulada por uma taxa fixa, ou seja, a relação entre
o número de neurónios da camada intermédia e o número de neurónios da camada de entrada são
obtidos por tentativa-erro e de acordo com as caraterísticas do problema. Os autoencoders são
usados para reconstruir entradas em falha, que são demonstradas na sua saída através da minimi-
zação de uma função de erro entre entrada e saída [67]. As primeiras aplicações dos autoencoders
foram propostas por Cottrell, Munro e Zipser [69] e por Basso em [70], tais propostas consistem
na compressão de imagem. Nestas aplicações, as entradas são conduzidas pela primeira parte
da RNAA para um espaço de dimensão reduzida e os sinais disponíveis na camada intermédia
guardam informação sobre a imagem, depois os originais são reconstruídos através dos pesos da
segunda parte da RNAA. Em aplicações posteriores, este tipo de rede neuronal foi utilizada para
identificação e reconhecimento de padrões, tal como o desenvolvido em [71], por Fleming e Cot-
trell, e o desenvolvido em [72], por Golomb e Sejnowski. Com estas aplicações é possível fazer
identificação de rostos, agrupando-os pelo sexo, distinguir de rostos de não-rostos e entre outros.
Para além destas aplicações, em [73] e em [74] são apresentadas RNAA aplicadas à reconstrução
de sinais de sensores. O interesse deste tipo de aplicação está relacionado com o problema de
falta de informação, onde através da minimização da função do erro entrada/saída, os autoenco-
ders reconstruem a falta informação das entradas nas suas saídas, como o referido anteriormente.
Os autoencoders e a Análise de Componentes Principais (ACP) [75] fazem a compressão básica
do espaço S para o espaço S’ da mesma forma, no caso de os autoencoders apresentarem uma
única camada escondida e as suas funções de ativação forem lineares. No caso das funções de
ativação dos autoencoders não forem lineares a sua performance é semelhante à ACP não linear,
uma aplicação que se foca neste tema está desenvolvida em [76]. Uma vantagem da reconstrução
feita pelos autoencoders é que o processo inverso é fácil de se fazer, ao contrário da reconstrução
feita pela ACP. Contudo, se os autoencoders apresentarem múltiplas camadas escondidas e fun-
ções de ativação não-lineares, a sua forma de atuação já não é coincidente com a ACP não-linear,
como o desenvolvido em [77] por Japkowicz et al., de referir que nas condições desta aplicação a
reconstrução é feita com menores erros e, como já referido, será necessário um esforço maior de
treino.
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3.1.1 Aplicação das RNAA para gerar pseudo-medidas
A aplicação das RNAA ou dos autoencoders vai ser direcionada à reconstrução de medidas,
tal como o mencionado no capítulo 1. O processo de reconstrução passará por recorrer às pro-
priedades das RNAA, com o objetivo de que as medidas em falta sejam reproduzidas à saída das
mesmas. Neste processo é efetuada a minimização da função de erro entrada/saída, tal minimiza-
ção é conseguida com recurso a um processo de otimização, que procura a entrada em falta mais
coerente com a saída proveniente do autoencoder.
O processo de treino das RNAA é realizado off-line usando um conjunto de medidas apropri-
ado. Após o treino da RNAA estar concluído, se um conjunto de medidas do mesmo tipo do usado
para treinar for introduzido na RNAA podem ocorrer dois cenários. Um dos cenários possíveis é
que se atinja um pequeno erro de entrada/saída, ou seja, o vetor introduzido tem um padrão se-
melhante ao conjunto de medidas usadas para treinar. O outro cenário possível é que se atinja um
grande erro de entrada/saída, revelando que o vetor introduzido não tem um padrão coincidente
com o conjunto de treino. Nesta situação pode-se concluir que o padrão dado ao autoencoder está
incompleto, sendo os valores em falta substituídos por valores aleatórios o que leva a um erro ele-
vado entre a entrada e a saída. As RNAA treinadas têm de ter a capacidade de associar as variáveis
em falta ou os erros grosseiros com os valores verdadeiros, ou seja, têm de criar um vetor com as
variáveis disponíveis consoante a informação do treino. O processo de reconstrução consiste num
processo de procura do valor que minimiza o erro entre o vetor de entrada e o vetor de saída.
Existem três abordagens básicas para efetuar a procura do valor em falta, Projection Onto
Convex Sets (POCS), Procura sem restrições e Procura com restrições, estando a aplicação de uma
destas abordagens dependente do método que se utiliza para realizar a procura.
Pela abordagem POCS, se um valor estiver em falta procede-se à sua substituição por um valor
aleatório, provocando uma incompatibilidade entre a entrada e a saída. De forma iterativa, o valor
da saída é reintroduzido na entrada, acabando por convergir num valor que minimiza o erro entre
a entrada e a saída. Uma representação gráfica desta abordagem está representada na Figura 3.2.
Figura 3.2: Projection Onto Convex Sets
30 Geração de Pseudo-Medidas no PT com Medidas BT
A procura sem restrições necessita de um algoritmo de otimização para minimizar o erro entre
a entrada e a saída e controla a convergência através do erro das medidas em falta. A representação
gráfica desta abordagem pode ser representada pela Figura 3.3.
Figura 3.3: Procura Sem Restrições
A procura com restrições é em todo semelhante à procura sem restrições, contudo o controlo
da convergência é efetuado através do erro todas as medidas. A Figura 3.4 ilustra este tipo de
abordagem.
Figura 3.4: Procura Com Restrições
Em [78], Vincent et al. desenvolveram uma nova técnica de treino que melhora a capacidade
dos autoencoders de lidarem com os padrões distintos. Esta técnica de treino é denominada de
Stacked Denoising Autoencoders (SDA), na qual os autoencoders são treinados sem supervisão
e o treino é efetuado camada por camada. Em primeiro lugar, cada camada é treinada para criar
uma representação dos padrões observados para a camada a seguinte, com base na representação
recebida da camada anterior e numa otimização com critério local sem supervisão. Desta forma,
é possível que o treino inicialize os pesos camada por camada para o treino global de uma RNAA
de grandes dimensões. Para além disto, este processo de treino é precedido de uma distorção das
entradas, tal é conseguido alterando aleatoriamente a informação de alguns componentes.
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O método de treino SDA contribui para que sejam gerados autoenconders robustos, estáveis e
precisos. Este tipo de treino foi usado em [78] para classificação de imagens, posteriormente, em
[79] e em [80] foram efetuadas melhorias ao seu processo.
O Resilient Back Propagation (RPROP) é outro método de treino das RNAA, desenvolvido
por Riedmiller e Braun em [81]. O RPROP é baseado no método de treino Back Propagation, que
é um dos métodos mais utilizados para executar o treino supervisionado das RNAA com multi-
camadas. O RPROP foi desenvolvido com o objetivo de ultrapassar as desvantagens do gradiente
descendente puro, isto é conseguido através da adaptação local da atualização dos pesos, de acordo
com o comportamento da função de erro. O processo de adaptação deste método não é influenciado
pelo imprevisível tamanho das derivadas, esta característica é o que distingue de outras técnicas
adaptativas. O método RPROP é, unicamente, dependente do comportamento temporal dos seus
sinais, tornando este processo adaptativo eficiente e transparente.
Em [82], Souza et al. apresentam uma comparação entre o método de treino Back Propagation
e o método RPROP quando aplicados à classificação de defeitos das linhas de transmissão. Na
referência [83] é desenvolvido o método RPROP com mutação dos pesos, tal melhoramento foi
introduzido com o intuito de se obter um método simples e eficaz na procura do mínimo da função
objetivo.
3.2 Método de Treino - Resilient Back Propagation
O método de treino utilizado para treinar os autoencoders no desenvolvimento desta disserta-
ção foi o RPROP [81]. Este método é caraterizado por fazer uma adaptação direta dos pesos com
base na informação do gradiente local. Desta forma, o processo de adaptação não é influenciado
pelo comportamento do gradiente, como o referido anteriormente. A eliminação da influência do
gradiente é conseguida com a introdução de um valor de atualização individual, ∆i j, para cada
peso. Este valor adaptativo de atualização apenas determina o tamanho da atualização do peso e
evolui durante o processo de aprendizagem com base no seu local na função de erro E. A evolução
deste valor é executada de acordo com a regra de aprendizagem, dada pelo sistema de equações
(3.1).
∆(t)i j =

η+∆(t−1)i j , se
∂E
∂wi j
(t−1) ∂E
∂wi j
(t)
> 0
η−∆(t−1)i j , se
∂E
∂wi j
(t−1) ∂E
∂wi j
(t)
< 0
∆(t−1)i j , se
∂E
∂wi j
(t−1) ∂E
∂wi j
(t)
= 0
(3.1)
Em que, 0 < η− < 1 < η+. A regra de adaptação tem o seguinte funcionamento:
• Sempre que a derivada parcial correspondente ao peso wi j muda de sinal, significa que a
última atualização foi muito grande e o algoritmo saltou mais de um mínimo local. Neste
caso, o valor de atualização ∆i j é decrementado pelo fator η−.
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• No caso da derivada manter o sinal, o valor de atualização é ligeiramente incrementado para
aumentar a velocidade de convergência.
Quando os valores de atualização de todos os pesos estiverem adaptados, a atualização dos
pesos segue a regra descrita pelo sistema (3.2). Esta regra determina que:
• No caso de a derivada ser positiva, o peso é decrementado pelo seu valor de atualização;
• No cado de a derivada ser negativa, o valor de atualização é adicionado ao peso.
∆w(t)i j =

−∆(t)i j , se ∂E∂wi j
(t)
> 0
+∆(t)i j , se
∂E
∂wi j
(t)
< 0
0 , se ∂E∂wi j
(t)
= 0
(3.2)
Posto isto, os pesos são atualizados de acordo com (3.3).
w(t+1)i j = w
(t)
i j +∆wi j
(t) (3.3)
Existe uma exceção a esta regra no caso de a derivada parcial mudar o seu sinal, ou seja, se
o passo anterior for muito grande e não seja encontrado o mínimo, assim sendo, procede-se a
reversão da atualização do peso. Esta reversão é executada de acordo com (3.4).
∆w(t)i j =−∆w(t−1)i j , se ∂E∂wi j
(t−1) ∂E
∂wi j
(t)
< 0 (3.4)
Ao realizar este retrocesso, é suposto que a derivada mude de sinal no próximo passo. Com
o intuito de se evitar uma dupla punição do valor de atualização, não deve ocorrer uma adaptação
deste valor no próximo passo. Os valores de atualização e os pesos são alterados cada vez que
todo o padrão é apresentado à RNAA, ou seja, a aprendizagem é efetuada por épocas.
Uma vez que o processo deste método de treino é sequencial, ou seja, os valores do conjunto
de treino são processados um de cada vez, o erro médio é minimizado. Desta forma, também é
evitado que o treino chegue a mínimo local. Posto isto, a qualidade do autoencoder durante o
processo treino é avaliada através do erro médio.
Na referência [84] foram efetuadas experiências para descobrir qual a melhor função de ati-
vação da camada interior e da camada de saída, chegando-se à conclusão de que uma função
não-linear (sigmóide simétrica) é a melhor para ativar a camada interior e a camada de saída.
3.3 Método de Otimização - EPSO
O método de otimização da função do erro entre a entrada e a saída do autoencoder aplicado
na execução desta dissertação foi o EPSO. Este método foi proposto por Miranda e Fonseca em
[85], tem como bases a Programação Evolucionária e o Movimento de Partículas Otimizado. De
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uma forma geral, este método é um híbrido, que foi concebido através da combinação dos dois
métodos anteriormente referidos.
Este algoritmo auto-adaptativo recorre ao movimento de partículas para gerar as soluções que
se aproximam do ótimo, não necessita da definição externa de pesos ou parâmetros e não tem como
alvo um único ponto. Estas são as principais diferenças introduzidas neste método em relação às
suas bases.
O EPSO é um método que pode ser aplicado a funções objetivo do tipo min-máx, visto que
a resolução destas funções através de funções lineares ou quadráticas revela-se ser mais difícil.
Ora, como já referido, a geração das pseudo-medidas passa por um processo de otimização do
erro entre a entrada e a saída do autoencoder. Neste caso, a função objetivo passa por minimizar
o referido erro e tal minimização é efetuada recorrendo ao EPSO.
Em [67] este método foi aplicado aos autoencoders, após as experiências efetuadas foi con-
cluído que a otimização feita por este método (procura com restrições) é muito mais eficiente do
que a efetuada pelos outros métodos em cima referidos.
3.3.1 Algoritmo do EPSO
O EPSO é um método iterativo que considera um conjunto de soluções ou alternativas, desig-
nadas de partículas. Por sua vez, as partículas são um conjunto de variáveis e pesos (X e w). O
algoritmo geral do EPSO é constituído pelos seguintes cinco passos:
• Clonagem – Cada partícula é clonada r vezes;
• Mutação – O peso w de cada partícula é mutado;
• Reprodução – Cada partícula mutada gera descendência de acordo com a regra de movi-
mento das partículas;
• Avaliação – Avaliação das capacidades da cada descendente;
• Seleção – Por meios estocásticos são selecionadas as melhores partículas, que formam a
nova geração.
A regra do movimento de partículas é dada pela expressão (3.5).
Xnovoi = Xi+V
novo
i (3.5)
Onde,
V novoi = w
∗
i0+Vi+w
∗
i1(bi−Xi)+w∗i2(b∗g−Xi);
Xnovoi é a nova partícula e Xi a partícula atual;
w∗ik é o peso mutado, dado pela expressão 3.6;
b∗g é a melhor solução global aleatoriamente perturbada, dada pela expressão 3.7.
w∗ik = wik + τN(0,1) (3.6)
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b∗g = bg+ τ
′N(0,1) (3.7)
Em que, N(0,1) representa uma variável com distribuição Gaussiana de mediana 0 e variância
1. Por sua vez, τ e τ ′ representam parâmetros de aprendizagem, podem ser considerados constan-
tes ou, também, podem sofrer mutação.
3.4 Parâmetros da RNAA
O processo de treino das RNAA necessita da definição de alguns parâmetros, como o número
de épocas de treino, o tamanho da camada interior e os conjuntos de treino e teste. Para além
da definição destes parâmetros, foi efetuada uma uniformização dos dados com o objetivo de
melhorar a eficiência do autoencoder. Este processo é efetuado antes do processo de treino e teste,
de forma a executar um pré-tratamento das entradas e saídas do conjunto de treino. Posto isto, o
processo de uniformização leva a que os valores das entradas e das saídas sejam normalizadas num
intervalo de [-1,1]. Ao executar este processo consegue-se um melhor ajustamento das variáveis
de entrada da função de ativação e, ao mesmo tempo, a RNAA é menos afetada pelas diferentes
gamas das variáveis do conjunto de treino. O método Min-Máx foi o utilizadao para levar a cabo
esta uniformização, este método revela-se ser o melhor quando o mínimo e o máximo do conjunto
de treino são conhecidos [84].
A definição dos parâmetros acima referidos foi executada segundo um processo sequencial,
onde no início do processo foi definido o número de épocas de treino, sucedendo-se o tamanho
da camada interior e por fim a dimensão do conjunto de treino. O conjunto de teste foi fixado
em 7 dias, referentes aos últimos dias do conjunto de medidas, sendo este conjunto de teste usado
em todas as experiências executadas neste trabalho. A definição de cada parâmetro foi avaliada
com recurso aos extremos, aos quartis e às médias dos erros, que estão associados a cada valor
dos parâmetros após terem sido geradas pseudo-medidas. Para inicializar este processo foram
assumidos valores pré-definidos para os três parâmetros: 600 épocas de treino, o tamanho da
camada interior igual a 0.1 vezes ao número das variáveis de entrada e 83 dias úteis para o conjunto
de treino. De referir que, o conjunto de treino tem origem nas medidas de 8 smart meters pré-
definidos da rede de BT, representada na Figura 4.1.
3.4.1 Número de Épocas
O número de épocas de treino foi o primeiro parâmetro a ser definido, como já referido.
Com os parâmetros do tamanho da camada interior e da dimensão do conjunto de treino pré-
definidos, foram definidos vários valores de épocas de treino, 100, 200, 300, 400, 500 e 600
épocas. Seguindo-se a geração de pseudo-medidas para cada número de épocas, os resultados dos
erros das pseudo-medidas estão apresentados nas Figuras 3.5, 3.6 e 3.7, bem como, na Tabela 3.1.
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Figura 3.5: Extremos e Quartis dos erros das pseudo-medidas da Potência Ativa
Da análise da Figura 3.5, verifica-se que os erro absolutos das pseudo-medidas referentes à
potência ativa têm um comportamento semelhante para todos os valores de épocas de treino. De
destacar que se verifica uma ligeira diminuição do 3o quartil e mediana a partir das 200 épocas,
nos seguintes valores de épocas, estes indicadores não revelam grande alteração. Esta análise é
confirmada pelas médias dos erros absolutos, presentes na Tabela 3.1, onde se verifica que os erros
associados à Potência Ativa estabilizam a partir das 200 épocas. Outro indicador que revela esta
estabilização é média relativa dos erros da potência ativa, presentes na mesma tabela.
Figura 3.6: Extremos e Quartis dos erros das pseudo-medidas da Potência Reativa
Os erros absolutos da Potência Reativa demonstram um comportamento diferente ao referido
anteriormente. Da Figura 3.6 verifica-se que os erros absolutos vão diminuindo à medida que se
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aumenta o número de épocas, este comportamento também é confirmado na Tabela 3.1, onde se
verifica que a média dos erros absolutos e relativos da potência reativa vão diminuindo com o
aumento do número de épocas.
Figura 3.7: Extremos e Quartis dos erros das pseudo-medidas do Módulo da Tensão
Os erros absolutos do módulo da tensão apresentam um comportamento quase semelhante aos
erros da potência ativa. Através da Figura 3.7 verifica-se que os quartis e os extremos diminuem
até às 300 épocas e a partir deste valor observa-se uma estabilização dos mesmos. A Tabela 3.1
demonstra que a média dos erros absolutos referentes ao módulo da tensão diminui consoante o
aumento do número de épocas, contudo a diminuição deste indicador a partir das 300 épocas não
é muito significativa, como a média relativa dos erros demonstra.
Tabela 3.1: Média Absoluta e Relativa dos erros das pseudo-medidas - Número de Épocas
Épocas P_inj1 Q_inj1 V_mag1 P_inj1 Q_inj1 V_mag1
100 0.00188 0.00133 0.00331 10.06% 19.34% 0.32%
200 0.00162 0.00121 0.00256 8.37% 17.15% 0.25%
300 0.00169 0.00110 0.00212 8.74% 15.56% 0.20%
400 0.00161 0.00100 0.00193 8.54% 14.30% 0.19%
500 0.00159 0.00093 0.00185 8.48% 13.46% 0.18%
600 0.00160 0.00087 0.00183 8.57% 12.75% 0.18%
Apesar de em quase todos os casos, os erros referentes às 600 épocas apresentarem melhores
valores, este parâmetro foi definido em 300 épocas. Esta definição é justificada pelo facto de os
erros da potência ativa e do módulo da tensão apresentarem uma estabilização dos seus valores a
partir das 300 épocas. Outro factor que leva a esta definição é o tempo necessário para treinar o
autoencoder. Com o número de épocas definido em 300 é preciso menos 40% do tempo necessário
para treinar a RNAA com 600 épocas.
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3.4.2 Tamanho da Camada Interior
O Tamanho da Camada Interior é determinado por uma taxa, denominada hidden size rate
(hsr). Normalmente, esta taxa é definida de forma a que a camada interior seja comprimida e
representa a percentagem do tamanho da camada interior.
Depois de definido o número de épocas segue-se a definição do tamanho da camada interior, o
processo utilizado é em tudo semelhante ao usado para definir o número de épocas. Assim sendo,
foram estipulados três valores para o hsr: 0.1, 0.3 e 0.6. Com base em cada hsr foram geradas
pseudo-medidas com 300 épocas de treino e 83 dias de treino. Pelo que é possível fazer uma
análise dos erros das pseudo-medidas igual à efetuada para o número de épocas. Nas Figuras 3.8,
3.9 e 3.10, bem como, na Tabela 3.2 estão apresentados os resultados para cada valor de hsr.
Figura 3.8: Extremos e Quartis dos erros das pseudo-medidas da Potência Ativa
Com o aumento do valor de hsr verifica-se que os extremos e os quartis dos erros absolutos da
potência ativa diminuem. Numa análise mais pormenorizada, retira-se que os extremos superiores
diminuem consideravelmente com o aumento do hsr. Na Tabela 3.2, verifica-se que a média
absoluta dos erros da potência ativa aumenta de hsr igual a 0.1 para hsr igual a 0.3, descendo
significativamente com hsr igual a 0.6. As médias relativas dos erros da potência ativa, presentes
na mesma tabela, confirmam este cenário.
Os erros absolutos da Potência Reativa para cada hsr definido estão representados pelos seus
extremos e quartis na Figura 3.9. Da análise desta figura retira-se que os erros absolutos diminuem
significativamente à medida que se aumenta a percentagem do tamanho da camada interior. Por
exemplo, o terceiro quartil dos erros absolutos com o hsr igual a 60% é inferior à mediana dos
erros com o hsr igual a 10%. Na Tabela 3.2 é notória a diminuição dos erros com o aumento do
hsr, em termos relativos a média dos erros diminui para mais de metade com hsr igual a 0.6 em
relação ao hsr igual a 0.1. Verifica-se um ligeiro aumento do extremo superior com hsr igual a 0.6
em relação ao extremo superior com hsr igual a 0.3, mas de uma forma geral os erros associados
ao hsr igual a 60% são os mais baixos.
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Figura 3.9: Extremos e Quartis dos erros das pseudo-medidas da Potência Reativa
Os erros absolutos do Módulo da Tensão apresentam um cenário diferente ao anterior. Na
Figura 3.10 estão representados os extremos e quartis dos erros das pseudo-medidas referentes ao
módulo da tensão, onde se verifica que os erros obtidos para o hsr de 10% têm um comportamento
semelhante aos obtidos para o hsr de 60%, apenas apresentam o extremo superior com um valor
maior. Os erros absolutos associados ao hsr de 30% são significativamente maiores do que os
restantes. Os valores da Tabela 3.2, referentes às médias dos erros absolutos e relativos, confirmam
o cenário em cima descrito, as médias dos erros da potência ativa e do módulo de tensão associadas
aos hsr de 10% e 60% são semelhantes, por sua vez, um hsr igual a 30% está associado a erros
superiores.
Figura 3.10: Extremos e Quartis dos erros das pseudo-medidas do Módulo da Tensão
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Tabela 3.2: Média Absoluta e Relativa dos erros das pseudo-medidas - hsr
hsr P_inj1 Q_inj1 V_mag1 P_inj1 Q_inj1 V_mag1
0.1 0.00169 0.00110 0.00212 8.74% 15.56% 0.20%
0.3 0.00192 0.00064 0.00253 9.92% 9.06% 0.24%
0.6 0.00122 0.00047 0.00204 6.19% 6.33% 0.20%
A definição deste parâmetro requer uma análise global dos casos em cima apresentados. Como
já foi referido, quando analisados os erros das pseudo-medidas referentes à potência ativa injetada,
verifica-se que com o hsr de 60% obtém-se erros inferiores quando comparados com os restantes
cenários. O mesmo se passa para os erros associados às pseudo-medidas da potência reativa, aqui
também é evidente que o hsr de 60% tem associado os menores erros. No caso dos erros do
módulo de tensão, os hsr de 10% e 60% apresentam um comportamento semelhante, contudo o
erro máximo com o hsr a 60% é inferior ao erro máximo com o hsr a 10%. Após esta análise,
o hidden size rate foi fixado em 60% e utilizado em todas as experiências descritas no capítulo
seguinte.
3.4.3 Dimensão do Conjunto de Treino
O conjunto de medidas usado no decorrer das experiências é referente a 90 dias úteis, como o
conjunto de teste foi fixado em 7 dias, resta um conjunto de 83 dias que corresponde ao conjunto
máximo de treino. Já com o número de épocas definido em 300 épocas e o hsr em 60%, falta
definir o número de dias do conjunto de treino. Para a definição da dimensão deste conjunto que
daria melhores resultados, foram escolhidos quatro conjuntos de treino: 15, 30, 60 e 83 dias. Para
aferir qual o número de dias do conjunto de treino, foram geradas pseudo-medidas com base em
cada conjunto de treino e os seus erros foram analisados e os resultados estão nas Figuras 3.11,
3.12 e 3.13, bem como, na Tabela 3.3.
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Figura 3.11: Extremos e Quartis dos erros das pseudo-medidas da Potência Ativa
Na Figura 3.11 estão ilustrados os extremos e quartis dos erros das pseudo-medidas geradas
consoante os diferentes conjuntos de treino. Da análise desta figura, retira-se que o conjunto de
treino de 15 dias é o que está associado a erros inferiores quando comparado com os restantes.
O único indicador dos erros associados ao conjunto de treino de 15 dias que não é melhor que os
restantes é o erro máximo, mesmo assim, a diferença que existe para o erro máximo associado ao
conjunto de treino de 30 dias não é significativa. Outros indicadores que confirmam este cenário
são a média dos erros absolutos e a média dos erros relativos, presentes na Tabela 3.3, onde se
verifica que os valores inferiores destes indicadores estão associados ao conjunto de treino de
15 dias. Em termos absolutos e relativos os valores das médias associadas a este conjunto de
treino são cerca de metade dos valores associados ao pior cenário, que são os erros associados ao
conjunto de treino de 83 dias.
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Figura 3.12: Extremos e Quartis dos erros das pseudo-medidas da Potência Reativa
A Figura 3.12 tem representados os extremos e quartis dos erros das pseudo-medidas da potên-
cia reativa para cada conjunto de treino. Neste caso, os erros associados a cada conjunto de treino
apresentam um comportamento diferente do descrito anteriormente. Aqui, os quartis apresentam
um comportamento semelhante para todos os conjunto de treino, apenas se verifica que os quartis
associados ao conjunto de treino de 60 dias são ligeiramente superiores aos restantes. O mesmo
não se passa para o extremo superior ou erro máximo, este indicador aumenta à medida que o
número de dias de treino é aumentado, ou seja, o conjunto de treino de 15 dias está associado a
um erro máximo menor em comparação com os erros máximos associados aos restantes conjuntos
de treino. Como referido anteriormente, na Tabela 3.3 estão apresentados os valores das médias
dos erros absolutos e relativos associados a cada um dos conjuntos de treino. Embora, em termos
absolutos o conjunto de treino de 15 dias e o de 30 dias apresentem uma média semelhante, o
mesmo não ocorre em termos relativos, onde o conjunto de treino de 15 dias apresenta um valor
superior.
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Figura 3.13: Extremos e Quartis dos erros das pseudo-medidas do Módulo da Tensão
Tal como para os casos anteriores, os erros das pseudo-medidas do módulo da tensão também
contaram para a definição do número de dias do conjunto de treino. Para fazer a análise dos mes-
mos, pode-se recorrer à Figura 3.13, onde se encontram ilustrados os quartis e os extremos dos
erros do módulo da tensão associados a cada conjunto de treino. Analisando esta figura verifica-se
que a mediana e o terceiro quartil associados ao conjunto de treino de 60 dias são, consideravel-
mente, inferiores em relação aos restantes. Contudo, o valor do erro máximo associado a este
conjunto de treino é o maior, representando o seu valor cerca do dobro do segundo erro máximo.
De referir que, o conjunto de treino de 15 dias é o que está associado a um menor erro máximo. Da
Tabela 3.3 retira-se que a média dos erros absolutos e relativos inferior corresponde ao conjunto
de treino de 60 dias, tal era esperado, visto que os quartis associados a este conjunto de treino são
os que apresentam os valores inferiores.
Tabela 3.3: Média Absoluta e Relativa dos erros das pseudo-medidas - Conj. de Treino
No de dias P_inj1 Q_inj1 V_mag1 P_inj1 Q_inj1 V_mag1
15 0.00122 0.00047 0.00204 6.19% 6.33% 0.20%
30 0.00182 0.00047 0.00231 10.20% 5.80% 0.22%
60 0.00146 0.00058 0.00155 8.63% 8.30% 0.15%
83 0.00209 0.00055 0.00199 11.48% 6.82% 0.19%
Concluída a análise dos erros das três categorias de pseudo-medidas, segue-se a definição do
conjunto de treino. Para tal, é necessário fazer uma análise global dos comportamentos dos erros
das pseudo-medidas do módulo da tensão, da potência ativa e reativa. Pelas análises anteriores,
conclui-se que o conjunto de treino de 15 dias é o que está associado a resultados mais satisfatórios,
assim sendo o conjunto de treino foi definido para 15 dias.
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3.5 Inclusão no Estimador de Estado MT
A Figura 3.14 pretende ilustrar o processo de geração e uso de pseudo-medidas na estimação de
estado MT. As medições efetuadas pelos smart meters na rede de BT permitem que seja possível
ter acesso a um historial de medidas, que pode ser utilizado para treinar uma RNAA. Este tipo
de rede neuronal permite gerar pseudo-medidas para o PT, que em conjunto com as medidas em
tempo real da MT podem ser usadas como variáveis de estado do MQP.
As redes MT são caraterizadas por ter poucos pontos de medida e na maioria dos casos estas
não são observáveis, logo não é possível executar a estimação de estado. Para contornar este
problema, pode-se recorrer à geração de pseudo-medidas com base nas medidas das redes BT, de
forma a restabelecer a observabilidade e garantir um adequado grau de redundância.
Figura 3.14: Esquematização da geração e uso de pseudo-medidas na Estimação de Estado MT
No caso ilustrado na Figura 3.14 só tem uma rede BT a fornecer medidas para que sejam
geradas pseudo-medidas, mas é possível que sejam geradas pseudo-medidas em vários pontos da
rede MT com base nas medidas BT, desde que as redes BT possuam aparelhos de medida. Assim,
aumenta-se os pontos de medida da rede MT e em príncipio melhoram-se as condições para efetuar
a estimação de estado das referidas redes.
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Capítulo 4
Casos de Estudo de Geração de
Pseudo-Medidas
Este capítulo destina-se a apresentar os casos de estudo realizados com o objetivo de gerar
pseudo-medidas do módulo de tensão, potência ativa e reativa injetadas que serão utilizadas na
rede MT como potências injetadas no barramento MT do PT. Posteriormente, tais medidas serão
utilizadas na estimação de estado da rede de distribuição, sendo o tema abordado no Capítulo 5.
4.1 Rede e Geração de dados
A rede de BT, na qual os casos de estudo foram baseados, está representada na Figura 4.1. Esta
rede é caraterizada por ter 33 barramentos e 27 smart meter’s, que fornecem medidas de tensão,
potência ativa e reativa nos barramentos onde estão instalados. Estas medidas são lidas a cada 15
minutos, contudo apenas estão disponíveis no Centro de Despacho uma vez por dia, devido aos
constragimentos da rede de comunicações utilizada nestes sistemas. Mesmo assim, é permitido
que seja criado um histórico de medidas para cada um dos barramentos onde estão instalados os
aparelhos.
Como se pode observar na Figura 4.1, o barramento 1, o mais próximo do PT, não tem insta-
lado qualquer aparelho de medida e, tal como referido anteriormente, são as medidas deste barra-
mento que interessam para a estimação de estado da rede de distribuição. Desta forma, nos casos
de estudo foi usado o método descrito no Capítulo 3 para gerar as pseudo-medidas do módulo de
tensão, potência ativa e reativa injetadas no barramento em questão.
O conjunto de dados utilizado para treinar a RNAA foi gerado com base num diagrama de
cargas agregado de alguns consumidores típicos da BT. Com o objetivo de se obter diferentes
comportamentos dos consumidores, foram gerados diagramas de carga a partir do diagrama de
cargas agregado ao associar-lhe uma distribuição Gaussiana de média igual ao diagrama agragado
e desvio padrão de 8%. Através dos diagramas de carga gerados foram corridos trânsitos de
potência para gerar as medidas do conjunto de dados.
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Em todos os casos de estudo apresentados e descritos no seguimento deste capítulo foram
usados os parâmetros definidos no capítulo anterior. Isto significa que os autoencoders foram
treinados com 300 épocas, com hsr igual a 60%, com a dimensão do conjunto de treino de 15 dias
e com o conjunto de teste de 7 dias. O conjunto de treino é referente aos primeiros 15 dias do
conjunto total de medidas e tem 1440 medidas. Por sua vez, o conjunto de teste é referente aos
últimos 7 dias do conjunto total de medidas e tem 672 medidas.
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Figura 4.1: Rede de Baixa Tensão
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4.2 Escolha de 8 Smart Meters
Neste caso de estudo foram executadas duas escolhas de 8 smart meters com medidas em
tempo real, que representam cerca de 30% das possíveis medidas em tempo real. Este é um valor
considerado satisfatório e não se justifica o acréscimo do número de aparelhos de medida.
Uma das escolhas teve como critério a avaliação dos erros das pseudo-medidas do módulo de
tensão e a outra teve como critério a avaliação dos erros das pseudo-medidas da potência ativa.
Mais especificamente, a avaliação dos erros foi efetuada com recurso à média dos erros absolutos
e relativos, aos seus quartis e ao erro máximo. Tendo sido, a menor média dos erros absolutos
o principal indicador para efetuar a escolha dos locais dos SM’s, os outros indicadores referidos
foram utilizados para uma avaliação auxiliar.
O procedimento para efetuar as duas escolhas foi igual, no início foram geradas pseudo-
medidas para o módulo da tensão, para a potência ativa e reativa do barramento 1, com base
no conjunto de medidas de um smart meter. Desta forma, foram geradas pseudo-medidas para o
barramento 1 vinte e sete vezes, que corresponde ao número total de aparelhos de medida na rede
BT. Os erros dos 27 conjuntos de pseudo-medidas podem ser associados ao smart meter que lhe
deu origem, permitindo avaliar que SM está associado a menores erros. Para escolher o primeiro
SM, procurou-se aquele que estivesse associado à menor média dos erros absolutos do módulo da
tensão ou da potência ativa, dependendo do critério de escolha que se estava a efetuar.
Depois de encontrado o SM associado à menor média dos erros absolutos, procedeu-se à
escolha do segundo SM. Desta vez, o primeiro SM é combinado com os restantes um a um,
o que perfaz um total de 26 combinações. Dessas 26 combinações resultam 26 conjuntos de
pseudo-medidas para o barramento 1, cada um deles associado ao primeiro SM fixado e ao SM
que combinou com este. Assim sendo, é possível efetuar uma análise dos erros igual à referida
anteriormente, com esta análise procura-se o SM que combinado com o SM fixo está associado à
menor média dos erros absolutos.
Já com dois SM fixos, procede-se à escolha do terceiro SM. Aplicando a lógica da escolha
do segundo SM, os dois aparelhos de medida já fixos são combinados os restantes, perfazendo
25 conjuntos de três SM’s. À semelhança das escolhas anteriores, foram gerados 25 conjuntos de
pseudo-medidas, que estão associados a cada um dos SM que combinou com os dois SM fixos.
Mais uma vez, foi procurado o SM que está associado à menor média dos erros absolutos para ser
o terceiro SM a ser fixado.
Pelo procedimento descrito em cima, dá para concluir que se trata de um processo sequencial,
ou seja, a escolha vai-se efetuar sempre da mesma forma até estarem encontrados os 8 SM’s. Na
escolha final, 7 dos aparelhos de medida fixos são combinados com os restantes um a um, o que
leva a vinte combinações possíveis. Dessas vinte combinações foram gerados vinte conjuntos de
pseudo-medidas, possibilitando associar os seus erros ao SM que combinou com os sete fixos. Por
fim, foi procurado o SM associado à menor média dos erros absolutos.
As duas escolhas de 8 SM’s foram efetuadas com base neste procedimento. Ainda nesta secção
são apresentados os resultados para ambas as escolhas, bem como, as duas seleções de SM’s.
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4.2.1 Escolha pelo Módulo de Tensão
O procedimento em cima descrito foi aplicado na escolha pelo Módulo da Tensão. Como
o processo de escolha dos SM’s é semelhante em todos os casos, aqui só vão ser apresentados
em pormenor a escolha do primeiro aparelho de medida e do último. No que toca aos SM’s
intermédios só serão feitas referências aos valores da média dos erros absolutos e dos relativos,
com o intuito de dar a conhecer a sequência das escolhas em cada passo, estando os resultados
mais pormenorizados para os casos intermédios no anexo A.1.
Para gerar as pseudo-medidas o autoencoder foi treinado com os parâmetros definidos no
Capítulo 3, ou seja, recorreu-se ao conjunto de treino de 15 dias (1440 medidas), a 300 épocas
de treino e a um hsr de 60%. Por sua vez, o teste do autoencoder foi efetuado para 7 dias (672
medidas).
4.2.1.1 Escolha do 1o smart meter
Ora como descrito no procedimento, a escolha do primeiro SM tem como base os 27 conjuntos
de pseudo-medidas gerados a partir das medidas de cada SM da rede BT, mais concretamente, nos
erros das pseudo-medidas geradas em relação valores reais. Após terem sido gerados todos os
conjuntos de pseudo-medidas, procedeu-se ao tratamento dos erros, do qual se pode fazer uma
primeira análise recorrendo à Figura 4.2.
Figura 4.2: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - 1 SM
A referida figura permite avaliar os erros associados a cada aparelho de medida de forma intui-
tiva, uma vez que os extremos, os quartis e a mediana dos erros associados a cada SM encontram-se
ilustrados na mesma figura. Desta forma, da análise efetuada à Figura 4.2 verifica-se que as me-
didas do SM do barramento 8 foram as responsáveis por gerar pseudo-medidas menos afetadas
de erros. Na tabela 4.1 estão assinalados a verde os valores da média dos erros absolutos e relati-
vos associados ao SM 8. Comparando estes valores com os restantes, é notório que o SM 8 está
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associado à menor média quer termos absolutos quer em termos relativos. Por estes motivos, o
primeiro SM a ser escolhido é o instalado no barramento 8.
Tabela 4.1: Média dos erros absolutos e relativos - Escolha do 1o SM pelo Módulo da Tensão
SM Média Média %
M2 0.00191 0.18%
M5 0.00243 0.23%
M6 0.00246 0.24%
M7 0.00173 0.17%
M8 0.00064 0.06%
M9 0.00322 0.31%
M10 0.00288 0.28%
M11 0.00368 0.35%
M12 0.00298 0.29%
M13 0.00149 0.14%
M16 0.00273 0.26%
M17 0.00402 0.39%
M18 0.00281 0.27%
M19 0.00313 0.30%
M20 0.00211 0.20%
M21 0.00159 0.15%
M22 0.00208 0.20%
M23 0.00162 0.16%
M24 0.00185 0.18%
M25 0.00399 0.38%
M26 0.00190 0.18%
M27 0.00203 0.19%
M29 0.00238 0.23%
M30 0.00257 0.25%
M31 0.00340 0.33%
M32 0.00447 0.43%
M33 0.00273 0.26%
A Figura 4.3 pretende ilustrar a evolução dos valores das pseudo-medidas do módulo da tensão
para os 7 dias de teste, enquanto ao mesmo tempo são comparados com os valores reais. Desta
comparação retira-se que os valores das pseudo-medidas do módulo da tensão acompanham de
forma satisfatória os valores reais, o que seria de esperar, uma vez que a média dos erros relativos
referentes a estas pseudo-medidas tem o valor de 0.06% (Tabela 4.1).
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Figura 4.3: Valores Reais e Valores das Pseudo-medidas do Módulo da Tensão ao longo do con-
junto de teste - Escolha pelo Módulo da Tensão - 1 SM
De seguida, estão apresentadas comparações dos valores obidos para as pseudo-medidas da
potência ativa e reativa. Neste caso, os valores das pseudo-medidas obtidos com base nas medidas
de SM 8 são comparados com os valores das pseudo-medidas associadas ao SM que está associado
à menor média dos erros absolutos quer para a potência ativa, quer para a potência reativa.
Em primeiro lugar, vão ser comparados os valores das pseudo-medidas referentes à potência
ativa. De referir que, o erro médio absoluto associado ao SM 8 para a potência ativa é de 0.00485
p.u. e o erro médio relativo de 20.20%. O SM associado ao menor erro médio absoluto e relativo
para a potência ativa é o 29, com valores iguais a 0.00250 e 11.74%, respetivamente. Ao analisar
estes valores verifica-se que o erro médio associado ao SM 8 é cerca do dobro do erro médio
associado ao SM 29. Só da análise destes indicadores, é possível concluir que apesar do SM 8 estar
a associado à menor média dos erros do módulo de tensão, não está necessariamente associado à
menor média dos erros nos outros parâmetros, como é o exemplo da potência ativa.
Figura 4.4: Complementar da Complementar da Distribuição dos Erros Absolutos da Potência
Ativa associados aos SM 8 e SM 29
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Na Figura 4.4 estão representados os complementares das distribuições empíricas dos erros
absolutos da potência ativa associados ao SM 8 e SM 29, para facilitar as análises futuras os
complementares das distribuições empíricas serão referidos apenas como distribuições empíricas.
Esta figura vem confirmar o cenário descrito para os valores dos erros médios acima referidos,
onde se verifica que a distribuição empírica associada ao SM 8 está sempre em valores superiores
aos da distribuição empírica associada ao SM 29. Por exemplo, quando ocorre o erro máximo na
distribuição dos erros associados ao SM 29, a distribuição associada ao SM 8 ainda tem cerca de
10% dos seus erros acima desse valor.
Figura 4.5: Valores Reais e Valores das Pseudo-medidas da Potência Ativa ao longo do conjunto
de teste - Escolha pelo Módulo da Tensão - 1 SM
Analisando a Figura 4.5 verifica-se que os valores das pseudo-medidas da potência ativa, ge-
radas com base nas medidas do SM 8, estão afetadas de erros muito significativos, visto que é
visível a discrepância entre os valores reais e as ditas pseudo-medidas.
Em segundo lugar, vão ser comparados os valores das pseudo-medidas referentes à potência
reativa. O SM associado ao menor erro absoluto médio é o SM 29, sendo o seu valor 0.00097 p.u.,
em termos relativos o valor do erro médio é de 12.18 %. O SM 8 tem associado um erro médio
absoluto de 0.00153 p.u. e de 16.64% para o erro médio relativo. Neste caso, a diferença entre
os erros médios não é tão evidente como para o caso anterior, mas reforça a ideia de que um SM
associado à menor média dos erros, por exemplo, do módulo da tensão, pode não corresponder à
menor média dos erros da potência ativa ou reativa.
As funções complementares das distribuições empíricas dos erros associados a cada SM refe-
rido estão ilustrados na Figura 4.6, onde se verifica que para o valor de 0.001 p.u. o SM 8 tem
cerca de 50% dos seus erros associados acima deste valor, enquanto que o SM 29 tem cerca de
35% dos seus erros associados acima do valor referido. Mais uma vez, o cenário descrito para as
médias dos erros associados a cada SM é confirmado pela comparação das distribuições empíricas
dos erros absolutos.
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Figura 4.6: Complementar da Distribuição Empírica dos Erros Absolutos da Potência Reativa
associados aos SM 8 e SM 29
A Figura 4.7 tem ilustradas as evoluções dos valores reais e dos valores das pseudo-medidas da
potência reativa durante o conjunto de teste. A evolução dos valores das pseudo-medidas associa-
das ao SM 8 é significativamente diferente em relação à evolução dos valores reais. Tal diferença
era esperada, uma vez que o erro médio relativo das pseudo-medidas é cerca de 16%, que é um
valor consideravelmente elevado.
Figura 4.7: Valores Reais e Valores das Pseudo-medidas da Potência Reativa ao longo do conjunto
de teste - Escolha pelo Módulo da Tensão - 1 SM
4.2.1.2 Escolha do 2o ao 7o smart meter
A escolha do 2o ao 7o aparelho de medida é em tudo semelhante à anterior escolha efetuada,
como o previsto no procedimento descrito. Por esta razão, só serão apresentados os valores dos
erros médios obtidos nas escolhas de cada um destes SM’s intermédios.
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Tabela 4.2: Sequência de Escolha dos SM’s - Escolha pelo Módulo da Tensão
No de SM’s Combinações
1 8
2 8-13
3 8-13-6
4 8-13-6-27
5 8-13-6-27-33
6 8-13-6-27-33-18
7 8-13-6-27-33-18-25
Na Tabela 4.2 estão presentes as combinações a que se chegaram em cada passo de escolha.
Para uma melhor compreensão da análise em baixo apresentada, daqui em diante, uma dada com-
binação será denominada pelo último SM a ser escolhido, por exemplo, a combinação de 5 SM’s
será denominada de SM 33.
Na Figura 4.8 estão ilustradas as menores médias dos erros absolutos do módulo da tensão
obtidas em cada passo de escolha. Da análise desta figura, retira-se que o valor do erro médio
absoluto desce até à escolha do SM 27 e a partir desta escolha volta a subir.
Figura 4.8: Menores Erros Médios Absolutos do Módulo da Tensão para as escolhas efetuadas -
Escolha pelo Módulo da Tensão
O mesmo cenário é verificado pelo comportamento dos erros médios relativos na Figura 4.8.
Pela análise afetuada até ao momento o aumento do número de SM’s não contribuiu para a dimi-
nuição do erro médio, verificando-se até um retrocesso a partir da escolha do quarto SM.
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Figura 4.9: Menores Erros Médios Relativos do Módulo da Tensão para as escolhas efetuadas -
Escolha pelo Módulo da Tensão
4.2.1.3 Escolha do 8o smart meter
A escolha do 8o aparelho de medida a ter informação em tempo real também segue os mesmo
critérios das anteriores escolhas, mas como se trata do último SM a ser escolhido será efetuada
uma análise mais cuidada.
Na Figura 4.10 estão ilustradas as distribuições dos erros absolutos do Módulo da Tensão,
associados às vinte combinações de SM’s, consoante os seus extremos e quartis. É notória a
influência do acréscimo do número de medidas em tempo real na geração das pseudo-medidas,
visto que ao comparar esta figura com a Figura 4.2 verifica-se um decréscimo global dos extremos
e dos quartis dos erros absolutos do módulo da tensão.
Figura 4.10: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - 8 SM
Da análise da Figura 4.10 verifica-se que a combinação que inclui o SM 24 é a que está
associada a menores erros do módulo da tensão. A partir deste ponto, com o objetivo de facilitar a
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compreensão desta análise, a combinação que inclui o SM 24 apenas será referida por SM 24.
Para confirmar que o SM 24 representa a melhor escolha, ou seja, que as pseudo-medidas
estão associadas a menores erros quando comparadas com as restantes, pode-se recorrer a média
dos erros absolutos e relativos, presentes na Tabela 4.3.
Tabela 4.3: Média dos erros absolutos e relativos - Escolha do 8o SM pelo Módulo da Tensão
SM Média Média %
M2 0.00128 0.12%
M5 0.00190 0.18%
M7 0.00128 0.12%
M9 0.00174 0.17%
M10 0.00148 0.14%
M11 0.00102 0.10%
M12 0.00157 0.15%
M16 0.00141 0.14%
M17 0.00223 0.21%
M19 0.00151 0.15%
M20 0.00139 0.13%
M21 0.00194 0.19%
M22 0.00141 0.14%
M23 0.00122 0.12%
M24 0.00073 0.07%
M26 0.00170 0.16%
M29 0.00155 0.15%
M30 0.00103 0.10%
M31 0.00132 0.13%
M32 0.00247 0.24%
Na Tabela acima estão assinalados a verde os valores dos menores erros médios absolutos e
relativos do módulo da tensão, que estão associados ao SM24. Assim sendo, o cenário acima
descrito é confirmado por estes indicadores.
Figura 4.11: Valores Reais e Valores das Pseudo-medidas do Módulo da Tensão ao longo do
conjunto de teste - Escolha pelo Módulo da Tensão - 8 SM
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Na Figura 4.11 está ilustrada a evolução dos valores das pseudo-medidas do módulo da tensão
para os 7 dias de teste e a evolução dos valores reais para o mesmo intervalo de tempo. Ao
comparar as duas evoluções verifica-se que de uma forma geral, estas se sobrepõem uma à outra,
revelando que às pseudo-medidas não estão associadas a grandes erros. O valor do erro médio
relativo associado ao SM 24 (Tabela 4.3) já apontava para um cenário como o descrito.
Depois de efetuada esta análise, o último SM a ser escolhido é o SM 24. Na Figura 4.12 está
ilustrada a sequência de escolha dos smart meters pelo módulo da tensão e a sua localização na
rede.
Figura 4.12: Rede de Baixa Tensão - Escolha pelo Módulo da Tensão
Como para a escolha do 1o SM, segue-se uma análise dos erros das pseudo-medidas obtidas
para a Potência Ativa e Reativa associadas ao SM 24. Estes valores são comparados com os erros
das pseudo-medidas associadas ao SM que, por sua vez, está associado ao menor erro absoluto
médio para a potência ativa e a reativa.
A análise dos valores das pseudo-medidas referentes à potência ativa vai ser a primeira a ser
efetuada. Para inicializar esta análise, é de referir que o valor do erro médio absoluto associado
ao SM 24 é de 0.00147 p.u. e o relativo de 6.84 %. Enquanto o menor erro médio absoluto foi
obtido para o SM 30, com o valor de 0.00118 p.u e o erro médio relativo com o valor de 5.65%.
Ao contrário do que acontece na escolha do 1o SM, a diferença entre os valores associados ao SM
24 e ao SM 30 não é tão acentuada, isto pode ser explicado pelo aumento do número de medidas
em tempo real, ou seja, do aumento do número de SM’s.
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Figura 4.13: Complementar da Distribuição Empírica dos Erros Absolutos da Potência Ativa as-
sociados aos SM 24 e SM 30
Na Figura 4.13 estão representadas as duas distribuições empíricas associadas ao SM 24 e ao
SM 30. Na qual se nota que, os valores dos erros associados ao SM 24 estão sempre ligeiramente
acima dos valores dos erros associados ao SM 30. Esta diferença justifica o facto de a média dos
erros absolutos associada ao SM 24 ser superior à do SM 30.
Figura 4.14: Valores Reais e Valores das Pseudo-medidas da Potência Ativa ao longo do conjunto
de teste - Escolha pelo Módulo da Tensão - 8 SM
A evolução dos valores das pseudo-medidas da potência ativa associadas ao SM 24 já é mais
de acordo com a evolução dos valores reais ao longo dos 7 dias de teste, como se pode observar na
Figura 4.14. Como referido anteriormente, este facto deve-se ao aumento considerável do número
de medidas em tempo real ao considerar 8 SM’s.
Finalizada a análise aos valores das pseudo-medidas da potência ativa, sucede-se a análise
aos valores das pseudo-medidas da potência reativa. Neste caso, o SM associado ao menor erro
médio absoluto da potência reativa é o mesmo que o associado ao menor erro médio absoluto do
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módulo da tensão, o SM 24. Por isso, é feita uma comparação entre os valores associados ao
SM 24 com os valores associados ao SM que deu origem à maior média dos erros absolutos, que
é o SM 17. A média dos erros absolutos e relativos associadas ao SM 24 é de 0.00044 p.u. e
5.98%, respetivamente. Enquanto para o SM 17 o erro médio absoluto e relativo é de 0.00099
p.u. e 13.29%, respetivamente. De salientar que os valores dos erros médios associados ao SM 24
representam cerca de metade dos associados ao SM 17.
Na Figura 4.15 estão representadas as distribuições empíricas dos erros associados aos SM’s
referidos. Ao analisar esta figura, verifica-se que a distribuição dos erros associados ao SM 24
acontece para valores inferiores em relação à distribuição dos erros associados ao SM 17. Tal era
esperado, porque quer o erro médio absoluto quer o erro médio relativo associados ao SM 24 são
cerca de metade dos associados ao SM 17.
Figura 4.15: Complementar da Distribuição Empírica dos Erros Absolutos da Potência Reativa
associados aos SM 17 e SM 24
Figura 4.16: Valores Reais e Valores das Pseudo-medidas da Potência Reativa ao longo do con-
junto de teste - Escolha pelo Módulo da Tensão - 8 SM
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A evolução dos valores da pseudo-medidas da potência reativa ao longo do período de teste
está ilustrada na Figura 4.16. Ao analisar esta figura é fácil constatar que com o conjunto de 8
SM’s a fornecer medidas em tempo real, a evolução das pseudo-medidas da potência reativa já é
muito próxima da evolução dos valores reais, ao contrário do que se verifica na Figura 4.6.
4.2.2 Escolha pela Potência Ativa
A escolha de 8 SM’s pela potência ativa foi executada com base no procedimento descrito
no início deste capítulo. À semelhança dos resultados apresentados para a escolha pelo módulo
da tensão, a justificação da escolha do primeiro e oitavo SM será mais exaustiva, ao passo que
as escolhas dos SM’s intermédios só terão apresentados os valores dos erros médios relativos
e absolutos das pseudo-medidas da potência ativa associados aos SM’s escolhidos, estando os
resultados mais pormenorizados no anexo A.2.
Para garantir as mesmas condições de treino da escolha anterior, a RNAA foi treinada com os
parâmetros definidos no Capítulo 3, ou seja, recorreu-se ao conjunto de treino de 15 dias (1440
medidas), a 300 épocas de treino e a um hsr de 60%. Por sua vez, o teste do autoencoder foi
efetuado para 7 dias (672 medidas).
4.2.2.1 Escolha do 1o smart meter
A escolha do primeiro SM pela potência ativa tem como base os 27 conjuntos de pseudo-
medidas gerados a partir das medidas de cada um dos SM da rede BT, tal como o descrito no
procedimento. Para inicializar a análise dos erros das pseudo-medidas obtidas, na Figura 4.17
estão representadas as suas distribuições consoante os seus quartis e extremos.
Figura 4.17: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - 1 SM
Ao analisar esta figura verifica-se que o SM associado a menores erros é o SM 24, uma vez que
os seus quartis encontram-se em valores inferiores em relação aos restantes. Na tabela 4.4 estão
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apresentados os valores dos erros médios absolutos e relativos, a verde encontram-se assinalados
os valores associados ao SM 24. Ao fazer a comparação dos valores dos erros médios associados
ao SM 24 com os restantes, verifica-se que estes correspondem às menores médias. Posto isto, o
primeiro SM a ser escolhido é o SM 24.
Tabela 4.4: Média dos erros absolutos e relativos - Escolha do 1o SM pela Potência Ativa
SM Média Média %
M2 0.00697 31.77%
M5 0.00681 31.15%
M6 0.00719 29.40%
M7 0.00364 18.73%
M8 0.00416 19.27%
M9 0.00349 18.25%
M10 0.00635 30.71%
M11 0.00454 22.12%
M12 0.00563 25.25%
M13 0.00563 14.12%
M16 0.00828 41.69%
M17 0.00664 27.71%
M18 0.00505 24.26%
M19 0.00392 19.63%
M20 0.00554 26.38%
M21 0.00412 18.98%
M22 0.00476 24.99%
M23 0.00709 32.23%
M24 0.00255 13.66%
M25 0.00710 35.91%
M26 0.00603 28.65%
M27 0.00370 16.55%
M29 0.00427 19.95%
M30 0.00728 32.80%
M31 0.00472 21.72%
M32 0.00532 24.39%
M33 0.00863 38.15%
Na Figura 4.18 está ilustrada a evolução das pseudo-medidas da potência ativa ao longo dos 7
dias de teste. Ao observar esta figura verifica-se que existem algumas diferenças para a evolução
dos valores reais, de certa forma era um cenário esperado, uma vez que o erro médio relativo
associado ao SM 24 é de 13,66%, que é um valor considerado elevado.
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Figura 4.18: Valores Reais e Valores das Pseudo-medidas da Potência Ativa ao longo do conjunto
de teste - Escolha pela Potência Ativa - 1 SM
Finalizada a análise da escolha do primeiro SM, procede-se à comparação dos erros das
pseudo-medidas da potência reativa e do módulo da tensão associadas ao SM 24 com os erros
do SM que corresponde à menor média dos erros absolutos quer da potência reativa, quer do
módulo da tensão.
Neste caso, o SM associado ao menor erro médio absoluto da potência reativa é o SM 24. Isto
significa que o SM 24 está associado ao menor erro médio quer nas pseudo-medidas da potência
ativa, quer nas pseudo-medidas da potência reativa. Por isso, o valores dos erros da potência reativa
associados ao SM 24 serão comparados com o SM que corresponde à maior média absoluta dos
erros da potência reativa, que é o SM 16. Este SM tem associado um erro médio absoluto com
o valor de 0.00863 p.u. e o valor do erro médio relativo é de 51.41%. Enquanto o SM 24 tem
associado um erro médio absoluto e relativo de 0.00095 p.u. e 12.29%, respetivamente. Ao
analisar estes valores é notória a diferença entre o menor e o maior erro médio, representando o
maior erro médio cerca de 4 vezes mais do que o menor erro médio, em termos relativos.
Figura 4.19: Complementar da Distribuição Empírica dos Erros Absolutos da Potência Reativa
associados aos SM 16 e SM 24
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Na Figura 4.19 estão representadas as distribuições empíricas dos erros associados aos SM
16 e SM 24. Mais uma vez, a diferença dos valores dos erros associados a cada SM é bastante
evidente, por exemplo, o SM 24 tem cerca de 8% dos seus erros associados acima de 0.0002 p.u.,
enquanto o SM 16 tem cerca de 60%.
Figura 4.20: Valores Reais e Valores das Pseudo-medidas da Potência Reativa ao longo do con-
junto de teste - Escolha pela Potência Ativa - 1 SM
A Figura 4.20 tem ilustrada a evolução dos valores das pseudo-medidas da potência reativa
associadas ao SM 24 ao longo do período de teste. Apesar de este SM estar associado à menor
média do erro, a evolução dos valores destas pseudo-medidas não acompanha satisfatoriamente a
evolução dos valores reais.
Para o módulo da tensão, o SM associado à menor média dos erros absolutos é o SM 32, com o
valor de 0.00116 p.u. e em termos relativos o erro médio é de 0.11%. O SM 24 não tem associados
valores muito diferentes, ainda assim são superiores, 0.00138 p.u. em termos absolutos e 0.13%
em termos relativos.
Figura 4.21: Complementar da Distribuição Empírica dos Erros Absolutos do Módulo da Tensão
associados aos SM 24 e SM 32
64 Casos de Estudo de Geração de Pseudo-Medidas
As distribuições empíricas dos erros associados a cada SM em discussão estão ilustradas na
Figura 4.21. A análise desta figura vem confirmar que os erros do módulo da tensão associados
ao SM 24 e ao SM 32 são realmente muito próximos, contudo os erros do módulo da tensão
associados ao SM 24 são ligeiramente superiores.
Na Figura 4.22 está ilustrada a evolução dos valores das pseudo-medidas do módulo da tensão
associadas ao SM 24 ao longo do período de teste. Pela análise desta figura verifica-se que apesar
do erro médio relativo ser considerado baixo, existem períodos em que estas pseudo-medidas não
coincidem com os valores reais. Estas diferenças são mais evidentes para os períodos onde os
valores estão perto dos extremos superiores.
Figura 4.22: Valores Reais e Valores das Pseudo-medidas do Módulo da Tensão ao longo do
conjunto de teste - Escolha pela Potência Ativa - 1 SM
4.2.2.2 Escolha do 2o ao 7o smart meter
Como já referido anteriormente, o processo de escolha destes SM’s intermédios segue o
mesmo raciocínio do anterior. Por isso, serão só apresentados os valores dos erros médios da
potência associados dos SM’s que foram sido escolhidos.
Na Tabela 4.5 estão apresentadas as combinações que foram obtidas à medida que os SM’s
eram escolhidos. Para facilitar a compreensão dos próximos passos, as combinações serão de-
nominadas pelo último SM a ser escolhido, por exemplo, a combinação com quatro SM’s será
referida como SM 27.
Tabela 4.5: Sequência de Escolha dos SM’s - Escolha pela Potência Ativa
No de SM’s Combinações
1 24
2 24-29
3 24-29-23
4 24-29-23-27
5 24-29-23-27-7
6 24-29-23-27-7-22
7 24-29-23-27-7-22-32
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Figura 4.23: Menores Erros Médios Absolutos da Potência Ativa para as escolhas efetuadas -
Escolha pela Potência Ativa
Na Figura 4.23 estão ilustrados os menores erros médios absolutos obtidos em cada passo de
escolha. Ao analisar esta figura, verifica-se que na escolha do SM 29 (segundo SM a ser escolhido)
o erro médio absoluto é um pouco maior do que na escolha do SM 32 (sétimo SM a ser escolhido).
Figura 4.24: Erros Médios Relativos da Potência Ativa para as escolhas efetuadas - Escolha pela
Potência Ativa
Para avaliar se esta diferença é muito significativa pode-se recorrer à Figura 4.24, que é re-
ferente aos erros médios relativos. Analisando a coluna referente ao SM 29 e a coluna referente
ao SM 32, percebe-se que a diferença não é significativa. Desta forma, pode-se de dizer que até
ao momento, o aumento do número de SM’s não tem influenciado de forma significativa para a
diminuição dos erros médios absolutos e relativos.
4.2.2.3 Escolha do 8o smart meter
A escolha do oitavo SM é em tudo igual às anteriores e tal como para a escolha do primeiro
SM será alvo de uma análise mais aprofundada.
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Na Figura 4.25 estão representadas as distribuições dos erros absolutos da Potência Ativa
associadas às vinte combinações de SM’s. Uma primeira comparação pode ser feita com a Figura
4.17, da qual se retira que o aumento do número de SM’s contribui para uma diminuição geral dos
erros associados a todas as combinações.
Figura 4.25: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - 8 SM
Agora procede-se à análise da Figura 4.25 para aferir qual das vintes combinações está asso-
ciada a menores erros. A combinação que inclui o SM 10 é a que está associada a menores erros,
visto que os seus quartis são os que apresentam valores inferiores, apesar do seu extremo superior
ser dos mais elevados.
Para confirmar este cenário pode-se recorrer à Tabela 4.6, onde estão presentes os erros médios
absolutos e relativos de todas as combinações. A verde, nesta tabela, está assinalado o menor erro
absoluto, bem como o menor erro relativo. Estes valores estão associados ao SM 10, que tinha
sido o SM apontado como o associado a menores erros anteriormente. Da análise da Figura 4.25
e dos valores desta tabela chega-se à conclusão de que o SM a ser escolhido é o SM 10.
Na Figura 4.26 está ilustrada a evolução dos valores das pseudo-medidas da potência ativa
associadas ao SM 10 ao longo do período de teste (7 dias). Ao comparar esta evolução com
a evolução dos valores reais verifica-se que ocorreu uma melhoria em relação ao constatado na
escolha do primeiro SM. Agora, a evolução dos valores das pseudo-medidas já acompanham os
valores reais de uma forma mais satisfatória, salvo algumas excepções, principalmente nos valores
extremos.
4.2 Escolha de 8 Smart Meters 67
Tabela 4.6: Média dos erros absolutos e relativos - Escolha do 8o SM pela Potência Ativa
SM Média Média %
M2 0.00114 6.95%
M5 0.00163 8.69%
M6 0.00132 7.15%
M8 0.00108 6.11%
M9 0.00157 9.04%
M10 0.00100 4.87%
M11 0.00101 5.54%
M12 0.00159 9.72%
M13 0.00198 10.66%
M16 0.00124 6.37%
M17 0.00148 7.94%
M18 0.00123 6.18%
M19 0.00181 9.72%
M20 0.00183 8.98%
M21 0.00150 9.24%
M25 0.00115 5.63%
M26 0.00176 10.36%
M30 0.00150 7.85%
M31 0.00173 10.32%
M33 0.00112 5.40%
Figura 4.26: Valores Reais e Valores das Pseudo-medidas da Potência Ativa ao longo do conjunto
de teste - Escolha pela Potência Ativa - 8 SM
Concluídas as oito escolhas de SM’s, a combinação a que se chegou teve a seguinte sequência:
SM 24, SM 29, SM 23, SM 27, SM 7, SM 22, SM 32 e SM 10. Com o objetivo de melhorar
a percepção da evolução das escolhas, na Figura 4.27 está ilustrada a sequência com que foram
efetuadas as escolhas e a sua localização na rede.
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Figura 4.27: Rede de Baixa Tensão - Escolha pela Potência Ativa
No seguimento da escolha do oitavo SM segue-se uma análise dos erros das pseudo-medidas
associadas ao SM 10 com os SM’s associados às pseudo-medidas com a menor média dos erros
absolutos quer para a potência reativa, quer para o módulo da tensão.
Para a potência reativa, o SM associado à menor média dos erros absolutos é o SM 11, com
o valor de 0.00037 p.u. e 4.54% em termos relativos. Enquanto o SM 10 tem associada uma
média dos erros absolutos de 0.00075 p.u. e de 10.90% de média dos erros relativos. Estes valores
transmitem que o SM 10 está associado a uma média dos erros relativos que é mais do dobro da
menor média relativa.
Na Figura 4.28 estão ilustradas as distribuições empíricas dos erros das pseudo-medidas asso-
ciados ao SM 10 e ao SM 11. Como seria de esperar, tendo em conta os valores das médias dos
erros associadas aos dois SM’s, os erros associados ao SM 10 são superiores aos dos associados
ao SM 11. Por exemplo, quando é atingido o valor 0.001 p.u. as pseudo-medidas associadas ao
SM 11 têm cerca de 3% dos erros acima desse valor, ao passo que as pseudo-medidas associadas
ao SM 10 têm cerca de 30% dos seus erros acima do valor referido.
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Figura 4.28: Complementar da Distribuição Empírica dos Erros Absolutos da Potência Reativa
associados aos SM 10 e SM 11
Na Figura 4.29 está ilustrada a evolução dos valores das pseudo-medidas da potência reativa
associadas ao SM 10. Como se pode ver, pela comparação com a evolução dos valores reais,
os valores das pseudo-medidas da potência reativa não se aproximam de forma satisfatória dos
valores reais, o que era esperado, uma vez que o SM 10 está associado a um erro médio relativo
de 10.90%.
Figura 4.29: Valores Reais e Valores das Pseudo-medidas da Potência Reativa ao longo do con-
junto de teste - Escolha pela Potência Ativa - 8 SM
Para finalizar a análise da escolha do oitavo SM, falta comparar os valores das pseudo-medidas
do módulo da tensão associadas ao SM 10 com as pseudo-medidas do módulo da tensão do SM
associado à menor média dos erros absolutos. Neste caso, o SM associado à menor média dos erros
absolutos é o SM 8, com o valor de 0.00076 p.u. e 0.007% em termos relativos. O SM 10 está
associado a um erro médio absoluto de 0.00160 p.u. e a um erro médio relativo de 0.15%. Desta
forma, estes valores associados ao SM 10 representam cerca do dobro dos valores associados ao
SM 8.
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Figura 4.30: Complementar da Distribuição Empírica dos Erros Absolutos do Módulo da Tensão
associados aos SM 8 e SM 10
Na Figura 4.30 estão representas distribuições empíricas dos erros associados a cada SM.
Da análise desta figura, dá para perceber a razão pela qual as médias associadas ao SM 10 são
praticamente o dobro das médias associadas ao SM 8, existe uma diferença considerável entre as
duas curvas, por exemplo, quando é atingido o valor de 0.001 p.u. a distribuição associada ao SM
10 tem cerca de 60% dos seus erros acima desse valor, enquanto a distribuição associada ao SM 8
tem cerca de 30% dos seus erros acima do valor referido.
Figura 4.31: Valores Reais e Valores das Pseudo-medidas do Módulo da Tensão ao longo do
conjunto de teste - Escolha pela Potência Ativa - 8 SM
A Figura 4.31 pretende ilustrar a evolução dos valores das pseudo-medidas do módulo da
tensão associadas ao SM 10 ao longo do período de teste. Ao comparar a evolução dos valores
das pseudo-medidas com a evolução dos valores reais nota-se que existem diferenças, mas de uma
forma geral não são muito significativas se for recordado o valor do erro médio relativo, que é de
0.15%.
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4.3 Bus c/produção vs. Bus s/produção
Neste caso de estudo foram gerados dois conjuntos de pseudo-medidas. Para gerar um dos
conjuntos de pseudo-medidas, a RNAA foi treinada com um conjunto de medidas em tempo real
exclusivamente provenientes de barramentos com produção. Ao passo que para o outro conjunto
de pseudo-medidas geradas, foi usado um conjunto de medidas em tempo real proveniente ex-
clusivamente de barramentos sem produção para treinar a RNAA. De salientar que na Rede BT,
representada pela Figura 4.1, existem catorze barramentos com produção e aparelhos de medida,
enquanto existem treze barramentos sem produção e com aparelhos de medida.
A ideia de usar estes dois conjuntos de medidas para treinar a RNAA, prende-se com o fato de
descobrir se as medidas provenientes de barramentos com produção têm influência na qualidade
das pseudo-medidas geradas. Com o intuito de aferir esta suposta ifluência, os dois conjuntos de
pseudo-medidas são alvo de uma comparação dos seus erros.
A referida aferição vai ser inicializada com a comparação dos erros das pseudo-medidas da
Potência Ativa. Para tal, pode-se começar por analisar a Figura 4.32, referente à distribuição dos
erros por extremos e quartis.
Figura 4.32: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - Barramentos
com Produção e Barramentos sem Produção
Da análise desta figura retira-se que os erros absolutos das pseudo-medidas associadas aos
barramentos com produção são significativamente inferiores aos erros absolutos associados aos
barramentos sem produção. O erro médio absoluto associado aos barramentos de produção é de
0.00120 p.u. e o relativo de 5.77%. Enquanto o erro médio absoluto associado aos barramentos
sem produção é de 0.00351 e o relativo de 19.82%. Pela análise dos valores dos erros médios
relativos fica percetível que as pseudo-medidas da potência ativa associadas aos barramentos sem
produção estão afetadas de erros significativamente superiores aos das pseudo-medidas associadas
aos barramentos com produção.
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Na figura 4.33 estão representadas as distribuições empíricas dos erros absolutos associados a
cada conjunto de barramentos. Através da análise desta figura é possível confirmar o cenário acima
descrito, por exemplo, cerca de 17% dos erros das pseudo-medidas associadas aos barramentos
com produção estão acima de 0.002 p.u., no entanto a distribuição associada aos barramentos sem
produção tem cerca de 73% dos seus erros acima do valor referido.
Figura 4.33: Complementar da Distribuição Empírica dos erros absolutos da Potência Ativa -
Barramentos com Produção e Barramentos sem Produção
Na Figura 4.34 estão ilustradas as evoluções dos valores das pseudo-medidas, quer as asso-
ciadas aos barramentos com produção quer as associadas aos barramentos sem produção, e dos
valores reais. Com a análise desta figura é possível retirar que a linha a verde, correspondente à
evolução associada aos barramentos sem produção, não acompanha a evolução dos valores reais
de forma razoável. O mesmo não se passa para a evolução associada aos barramentos com produ-
ção. Estas diferenças nas evoluções dos valores das pseudo-medidas já seriam de esperar, tendo
em conta, por exemplo, os valores dos erros médios relativos associados a cada situação.
Figura 4.34: Valores Reais e Valores das Pseudo-medidas da Potência Ativa ao longo do conjunto
de teste - Barramentos com Produção e Barramentos sem Produção
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Concluída a análise dos valores obtidos para as pseudo-medidas da potência ativa, passa-se a
analisar os valores obtidos para as pseudo-medidas da potência reativa. Tal como para a potência
ativa, pode-se começar a análise pela Figura 4.35, referente à distribuição dos erros por extremos
e quartis.
Figura 4.35: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Reativa - Barramentos
de Produção
Neste caso, as diferenças não são tão evidentes como para a potência ativa, contudo os er-
ros associados aos barramentos com produção continuam a apresentar valores inferiores, quando
comparados com os erros associados aos barramentos sem produção. Pela análise da Figura 4.35,
verifica-se que os erros das pseudo-medidas dos barramentos com produção são realmente inferi-
ores, no entanto encontram-se na mesma ordem de grandeza do que os erros das pseudo-medidas
dos barramentos sem produção, o que não acontecia para a potência ativa.
Outros indicadores que revelam a maior proximidade dos valores dos erros são os erros médios
absolutos e os erro médios relativos. No caso das pseudo-medidas associadas aos barramentos com
produção tomam os valores de 0.00052 p.u. e de 7.63%, respetivamente. Por sua vez, os erros
médios associados aos barramentos sem produção tomam os valores de 0.00064 p.u. e de 9.05%,
respetivamente.
A Figura 4.36 tem representadas as distribuições empíricas quer dos erros associados aos bar-
ramentos com produção, quer aos erros associados aos barramentos sem produção. Mais uma vez,
verifica-se que a diferença entre as duas curvas não é tão acentuada como para a potência ativa.
No entanto, para o valor de 0.001 p.u. a distribuição associada aos barramentos com produção
tem cerca de 10% dos erros acima desse valor, mas a distribuição associada aos barramentos sem
produção tem cerca de 20% dos erros acima do valor referido.
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Figura 4.36: Complementar da Distribuição Empírica dos erros absolutos da Potência Reativa -
Barramentos com Produção e Barramentos sem Produção
A Figura 4.37 pretende ilustrar as evoluções dos valores das pseudo-medidas associadas aos
barramentos com e sem produção para o intervalo de 7 dias do conjunto de teste. Desta figura
retira-se que as evoluções dos dois conjuntos de pseudo-medidas da potência reativa têm os seus
maiores erros quer nos extremos superiores quer nos extremos inferiores, visto que é na maioria
destes casos que as linhas referentes aos valores das pseudo-medidas não se sobrepôem à linha
referente aos valores reais.
Figura 4.37: Valores Reais e Valores das Pseudo-medidas da Potência Reativa ao longo do con-
junto de teste - Barramentos com Produção e Barramentos sem Produção
Para finalizar a análise da influência das medidas provenientes dos barramentos com produção,
procede-se à análise dos erros das pseudo-medidas referentes ao módulo da tensão. Na Figura 4.38
estão ilustradas as distribuições, por extremos e quartis, dos erros das pseudo-medidas do módulo
da tensão associados aos barramentos com e sem produção. Pela análise desta figura verifica-se
uma inversão do que tinha vindo a ser constatado quer para a potência ativa, quer para a potência
reativa. Pela primeira vez, os erros das pseudo-medidas associadas aos barramentos com produção
são superiores aos erros das pseudo-medidas associadas aos barramentos sem produção.
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De forma a se perceber se esta diferença é significativa pode-se recorrer aos valores dos erros
médios absolutos e relativos, que para as pseudo-medidas associadas aos barramentos com produ-
ção são de 0.00138 p.u. e 0.13%, respetivamente. Enquanto os erros médios absolutos e relativos
para as pseudo-medidas associadas aos barramentos sem produção tomam os valores de 0.00101
p.u. e 0.10%, respetivamente. Estes valores ajudam a perceber que a diferença que se observa na
Figura 4.38 não é tão significativa como, por exemplo, a verificada nos erros das pseudo-medidas
da potência ativa.
Figura 4.38: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - Barramen-
tos com Produção e Barramentos sem Produção
As distribuições empíricas dos erros absolutos do módulo da tensão estão representadas na
Figura 4.39. Ao analisar esta figura confirma-se que os valores dos erros das pseudo-medidas do
módulo da tensão associadas aos barramentos com produção são superiores aos associados aos
barramentos sem produção. Onde se verifica a maior diferença é para um valor do erro absoluto
perto de 0.0025 p.u.. Para o qual, a distribuição dos erros absolutos associados aos barramentos
sem produção tem cerca de 5% dos seus valores acima do referido valor, enquanto a distribuição
dos erros absolutos associada aos barramentos com produção tem cerca de 15% dos seus valores
acima do valor referido.
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Figura 4.39: Complementar da Complementar da Distribuição dos erros absolutos do Módulo da
Tensão - Barramentos com Produção e Barramentos sem Produção
Na Figura 4.40 estão representadas as evoluções dos valores das pseudo-medidas do módulo
da tensão associadas aos barramentos com e sem produção. Como referido anteriormente, os
valores das pseudo-medidas associadas aos barramentos com produção estão afetadas de erros
superiores aos erros do outro conjunto de pseudo-medidas, nesta figura esse facto é revelado pela
menor capacidade da evolução das pseudo-medidas associadas aos barramentos de produção de
acompanhar a evolução dos valores reais, principalmente nos extremos superiores.
Figura 4.40: Valores Reais e Valores das Pseudo-medidas do Módulo da Tensão ao longo do
conjunto de teste - Barramentos com Produção e Barramentos sem Produção
Capítulo 5
Caso de Estudo de Inclusão das
Pseudo-medidas no Estimador de
Estado MT
Depois de o processo de geração de pseudo-medidas estar terminado, segue-se a Estimação de
Estado da rede MT com a inclusão das pseudo-medidas geradas no capítulo anterior.
Os dois conjuntos de pseudo-medidas gerados com base na escolha de 8 SM’s quer pelo mó-
dulo de tensão, quer pela potência ativa foram incluídos no conjunto de medidas da rede MT que
foi utilizado para correr o estimador de estado MQP. Desta forma, obteve-se dois conjuntos de
resultados da estimação de estado, um deles associado às pseudo-medidas da escolha pelo módulo
da tensão e o outro associado às pseudo-medidas da escolha pela potência ativa.
Com o intuito de avaliar a influência das pseudo-medidas na estimação de estado, os dois con-
juntos de resultados, anteriormente referidos, serão comparados com um caso em que o estimador
de estado MQP foi corrido sem medidas no nó em que as pseudo-medidas foram incluídas.
5.1 Rede e Geração de dados
A rede MT que foi considerada para executar a estimação de estado está representada na 5.1,
esta rede é caraterizada por ter cinquenta e um barramentos e por se tratar de uma rede radial. As
caraterísticas físicas desta rede são baseadas numa rede MT existente no sistema de distribuição
de energia elétrica nacional.
O conjunto de dados que foi utilizado para caraterizar cada nó da rede MT teve como base,
em geral, os dados reais dos PTs e os que não possuem dados reais foram obtidos por interpolação
dos vizinhos tendo em conta a potência do PT.
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Figura 5.1: Rede de Média Tensão - Introdução de pseudo-medidas no BUS 51
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5.2 Caraterização do Conjunto de Teste
O conjunto de teste é constituído por um conjunto de dados que contêm informação em tempo
real sobre 50 dos 51 barramentos da rede MT considerada e da linha 1-2 que corresponde à saída
da subestação, ao qual foi adicionado um conjunto de pseudo-medidas que contém informação
referente ao barramento em falta no conjunto de medidas em tempo real.
O conjunto de pseudo-medidas será utilizado para suplantar a falta de medidas do barramento
51, representado na Figura 5.1. Como o referido anteriormente, na verdade serão considerados
dois conjuntos de pseudo-medidas, que têm origem nas escolhas de SM’s efetuadas no capítulo
anterior.
Estes dois conjuntos serão adicionados ao conjunto de medidas em tempo real um de cada
vez, para que sejam obtidos resultados de duas sequências de estimações de estado, que ficarão
associadas ao conjunto de pseudo-medidas que foi utilizado.
O conjunto de medidas em tempo real será usado sozinho como conjunto de teste para correr
uma sequência de estimação de estado sem medidas no barramento 51.
De referir que o conjunto de teste tem o mesmo período do usado para fazer o teste das RNAA,
ou seja, o conjunto de teste é referente a 7 dias.
5.3 Resultados de diferentes cenários
No decorrer deste capítulo já foi evidenciado que foram considerados diferentes cenários para
executar a estimação de estado. Por isso, esta secção destina-se a apresentar os resultados obtidos
para cada um dos cenários considerados.
O primeiro caso considerado é caracterizado por recorrer ao conjunto de teste que contém as
pseudo-medidas originárias da escolha dos 8 SM’s pelo módulo da tensão. Este conjunto de teste
será um dos utilizados para correr o estimador de estado MQP.
O segundo caso estudado tem como conjunto de teste aquele que foram adicionadas as pseudo-
medidas originárias da escolha dos 8 SM’s pela potência ativa. Tal como para o caso anterior, este
conjunto de teste será utilizado para correr a estimação de estado da rede MT considerada.
Por fim, o terceiro caso tem como conjunto de teste o conjunto de medidas sem informação do
barramento 51, o qual também foi utilizado para correr a estimação de estado da rede MT.
5.3.1 Caso 1 - Estimação de Estado com inclusão de Pseudo-medidas da escolha
pelo Módulo da Tensão
Na Figura 5.2 estão presentes as distribuições dos erros dos valores estimados do módulo da
tensão para cada barramento. Nesta figura dá para observar que os erros dos valores estimados
descem até ao barramento 40 e voltam a subir até ao último barramento. Os valores dos erros
médios absolutos e relativos, presentes na Tabela B.1 dos Anexos B.1, também apresentam o
comportamento referido.
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Figura 5.2: Extremos, quartis e mediana dos erros absolutos do Módulo da Tensão - Pseudo-
medidas pelo Módulo da Tensão
A Figura 5.3 pretende ilustrar a evolução dos valores estimados do módulo da tensão para o
barramento 51, ao mesmo tempo que estão ilustradas as evoluções dos valores das pseudo-medidas
e os valores reais. De uma forma geral, as três evoluções estão muitos próximas umas das outras,
contudo nota-se uma maior diferença da evolução dos valores estimados para as restantes, devido
aos erros introduzidos nas medidas dos outros barramentos.
Figura 5.3: Evolução dos valores estimados, dos valores das pseudo-medidas e dos valores reais
do Módulo da Tensão do barramento 51 durante o período de teste
A Figura 5.4 tem ilustradas as distribuições dos erros absolutos dos valores estimados da fase
da tensão para cada barramento. Ao fazer a análise a esta figura, verifica-se que os erros da fase
de tensão aumentam à medida que um dado barramento se encontra mais distante do barramento
1. Outros indicadores que revelam este comportamento são os erros médios absolutos e relativos
associados a cada barramento, presentes na Tabela B.2 dos Anexos B.1.
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Figura 5.4: Extremos, quartis e mediana dos erros absolutos da Fase da Tensão - Pseudo-medidas
pelo Módulo da Tensão
5.3.2 Caso 2 - Estimação de Estado com inclusão de Pseudo-medidas da escolha
pela Potência Ativa
Na Figura 5.5 estão representadas as distribuições dos erros dos valores estimados do módulo
da tensão para cada barramento. Nesta figura dá para observar que os erros dos valores estimados
descem ligeiramente até ao barramento 33 e voltam a subir ligeiramente até ao barramento 43.
A partir do qual é notório um aumento mais acentuado dos erros até ao último barramento. Os
valores dos erros médios absolutos e relativos, presentes na Tabela B.3 dos Anexos B.2, podem
servir para confirmar o cenário descrito.
Figura 5.5: Extremos, quartis e mediana dos erros absolutos do Módulo da Tensão - Pseudo-
medidas pela Potência Ativa
A Figura 5.6 pretende ilustrar a evolução dos valores estimados do módulo da tensão para
o barramento 51, ao mesmo tempo que estão ilustradas as evoluções dos valores das pseudo-
medidas e dos valores reais. Neste caso, observa-se que os valores das pseudo-medidas estão mais
distantes dos valores reais ao longo do período de teste, enquanto os valores estimados apresentam
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um comportamento semelhante.
Figura 5.6: Evolução dos valores estimados, dos valores das pseudo-medidas e dos valores reais
do Módulo da Tensão do barramento 51 durante o período de teste
A Figura 5.7 tem ilustradas as distribuições dos erros absolutos dos valores estimados da fase
da tensão para cada barramento. Da análise desta figura, verifica-se que os erros da fase de tensão
aumentam de forma significativa à medida que se avança nos barramentos da rede MT. Os erros
médios absolutos e relativos confirmam este comportamento e estão presentes na Tabela B.4 dos
Anexos B.2.
Figura 5.7: Extremos, quartis e mediana dos erros absolutos da Fase da Tensão - Pseudo-medidas
pela Potência Ativa
5.3.3 Caso 3 - Estimação de Estado sem inclusão de medidas no barramento 51
Na Figura 5.8 estão representadas as distribuições dos erros dos valores estimados do módulo
da tensão para cada barramento. Ao analisar esta figura verifica-se que os erros do módulo da
tensão estabilizam até ao barramento 40, mas a partir deste os erros aumentam de forma conside-
rável. Os valores dos erros médios absolutos e relativos, presentes na Tabela B.5 dos Anexos B.3,
confirmam este cenário descrito.
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Figura 5.8: Extremos, quartis e mediana dos erros absolutos do Módulo da Tensão - Barramento
51 sem medidas
Na Figura 5.9 está presente a evolução dos valores estimados do módulo da tensão resultantes
desta estimação de estado. Da análise desta figura retira-se que os valores estimados apresentam
muitas diferenças em relação aos valores reais, o que leva a que a evolução dos valores estimados
não acompanhe satisfatoriamente a evolução dos valores reais.
Figura 5.9: Evolução dos valores estimados e dos valores reais do Módulo da Tensão do barra-
mento 51 durante o período de teste
A Figura 5.10 tem ilustradas as distribuições dos erros absolutos dos valores estimados da
fase da tensão para cada barramento. Da análise desta figura, verifica-se que os erros da fase de
tensão aumentam de forma tão significativa que o erro mínimo a partir do barramento 37 deixa de
estar perto de zero. Os erros médios absolutos e relativos confirmam este comportamento e estão
presentes na Tabela B.6 dos Anexos B.3.
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Figura 5.10: Extremos, quartis e mediana dos erros absolutos da Fase da Tensão - Barramento 51
sem medidas
5.4 Discussão de Resultados
Esta secção destina-se à comparação dos resultados obtidos para os três casos. A primeira
comparação a ser efetuada será entre a estimação de estado do caso 1 com a do caso 3.
Ao analisar as Figuras 5.2 e 5.8 verifica-se que a estimação de estado do caso 3 tem maiores
erros associados ao módulo da tensão do que a estimação de estado do caso 1. De uma forma
geral, em todos os barramentos se verifica o referido anteriormente, mas ao centrar a análise nas
distribuições dos erros dos últimos dez barramentos é notório que a estimação de estado do caso 3
tem erros numa ordem de grandeza superior aos da estimação de estado do caso 1. Esta descrição
pode ser confirmada com a análise da Figura 5.11, onde se verifica que os erros médios relativos
do caso 3 estão sempre acima dos erros médios relativos do caso 1.
Figura 5.11: Médias dos Erros Relativos do Módulo da Tensão do Caso 1 e Caso 3
No que toca aos erros de fase da tensão são evidentes as diferenças de um caso para o outro.
Ao observar as Figuras 5.4 e 5.10 constata-se que os erros do caso 1 estão distribuídos numa ordem
de grandeza muito inferior à distribuição dos erros do caso 3. Para uma melhor visualização desta
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discrepância pode-se observar a Figura 5.12, nesta figura estão ilustrados os erros médios relativos
da fase da tensão para cada um dos casos.
Figura 5.12: Médias dos Erros Relativos da Fase da Tensão do Caso 1 e Caso 3
Com a comparação entre o caso 1 e o caso 3 concluída passa-se à comparação dos casos 2 e
3. Tal como o efetuado para a comparação anterior, esta pode começar pela comparação dos erros
do módulo da tensão associados a cada caso. Ao analisar as Figuras 5.5 e 5.8 verifica-se que os
erros associados ao caso 3 são superiores aos erros associados ao caso 2. Esta descrição pode ser
confirmada com a análise da Figura 5.13, onde se verifica que a média dos erros relativos é sempre
superior no caso 3 em relação ao caso 2.
Figura 5.13: Médias dos Erros Relativos do Módulo da Tensão do Caso 2 e Caso 3
Para os erros da fase de tensão também se verifica a mesma situação. Ao observar as Figuras
5.7 e 5.10 verifica-se que existe uma discrepância dos erros semelhante à constatada na compara-
ção do caso 1 com o caso 3. Com o auxílio da Figura 5.14 fica evidente que existe uma grande
diferença entre os dois casos, principalmente para os últimos barramentos.
86 Caso de Estudo de Inclusão das Pseudo-medidas no Estimador de Estado MT
Figura 5.14: Médias dos Erros Relativos da Fase da Tensão do Caso 2 e Caso 3
Por fim, passa-se à comparação dos resultados do caso 1 com o caso 2. Para os valores dos
erros obtidos do módulo da tensão pode-se comparar as Figuras 5.2 e 5.5. Da análise destas figuras
verifica-se que a diferença não é tão evidente como para os cenários anteriores, contudo os erros
associados ao caso 1 são inferiores em relação aos erros associados ao caso 2. Para confirmar esta
análise pode-se recorer à Figura 5.15, na qual se verifica que os erros médios relativos do caso 1
são sempre inferiores aos erros médios relativos do caso 2, este facto deve-se ao critério de escolha
utilizado para a seleção dos smart meters em tempo real no caso 1 (módulo da tensão) e no caso 2
(potência ativa).
Figura 5.15: Médias dos Erros Relativos do Módulo da Tensão do Caso 1 e Caso 2
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Figura 5.16: Médias dos Erros Relativos da Fase da Tensão do Caso 1 e Caso 2
O mesmo não se verifica para os erros da fase da tensão. Ao recorrer às Figuras 5.4 e 5.7
verifica-se que os erros associados a ambos os casos são muito semelhantes. Este facto fica evi-
dente quando se analisa a Figura 5.16, na qual se verifica que os erros médios relativos dos dois
casos praticamente se sobrepõe uns aos outros.
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Capítulo 6
Conclusões
6.1 Conclusões Gerais
As redes de Baixa Tensão, com a capacidade de obtenção de medidas em tempo real, revelam
ter uma contribuição importante na estimação de estado das redes de distribuição.
A partir dessas medidas em tempo real é criado um histórico de medidas, que possibilita a
aplicação de uma rede neuronal auto-associativa para gerar pseudo-medidas no PT, tal como o
executado nesta dissertação.
Das experiências executadas para a geração de pseudo-medidas no decorrer deste trabalho,
constatou-se que com cerca de 30% dos barramentos da rede BT a fornecer medidas em tempo
real, resultam da RNAA pseudo-medidas com valores próximos dos valores reais, como a análise
da escolha do local de smart meters demonstra.
Para além disto, verificou-se que as medidas provenientes de barramentos com produção têm
influência na geração de pseudo-medidas, visto que se chegaram a menores erros na geração de
pseudo-medidas referentes à potência ativa e reativa.
Ao juntar as pseudo-medidas ao conjunto de medidas em tempo real utilizado pela estimação
de estado, conclui-se que a estimação de estado da rede MT beneficia com a inclusão deste tipo
de medidas. Chegou-se a esta conclusão porque nas estimações de estado em que se incluíram
pseudo-medidas, os valores estimados estão associados a menores erros em relação aos valores
estimados resultantes da estimação de estado sem medidas no barramento onde foram incluídas as
pseudo-medidas.
Por fim, conclui-se que a geração de pseudo-medidas efetuada pela RNAA, com base em
medidas provenientes da rede BT, revelou ser um bom método para se obter medidas nos PT’s em
que não existe medição ou nos que ocorrem falhas.
6.2 Trabalhos Futuros
O trabalho desenvolvido nesta dissertação foi esclarecedor quanto à importância do tratamento
das medidas provenientes das redes de BT para a estimação de estado das redes MT. Ficou pro-
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vado que o recurso a pseudo-medidas baseadas nas medidas BT para suprir a falta de medidas
nos barramentos MT dos PT’s é uma opção válida para garantir a observabilidade e um grau de
redundância mínimo nas redes MT. Contudo, existem alguns pontos que não foram desenvolvi-
dos nesta dissertação, devido à falta de tempo, que poderão melhorar o estudo da influência das
pseudo-medidas na estimação de estado MT.
A definição dos parâmetros de treino da RNAA foi efetuada através de um processo sequen-
cial, tal processo pode levar a que não sejam encontrados os parâmetros de treino ótimos. Para
ultrapassar este problema, poderia ter sido aplicado um processo que fizesse a definição simultânea
destes parâmetros.
Outro aspecto a desenvolver, seria um método que fosse capaz de providenciar o local ótimo
da colocação dos smart meters na rede BT. Apesar da aproximação feita nesta dissertação terem
resultado valores satisfatórios, a localização ótima destes aparelhos de medida em tempo real
poderia levar a melhores resultados da estimação de estado MT.
Outro ponto seria estudar a influência da inclusão de pseudo-medidas em vários pontos da
rede MT, visto que no trabalho aqui desenvolvido só foi estudada a hipótese de se incluir pseudo-
medidas num dos barramentos MT. Para além disto, poderiam ter sido efetuados outros estudos
na análise de resultados da estimação de estado, como comparar a estimação de estado com a
inclusão de pseudo-medidas com a estimação de estado com medidas em tempo real no mesmo
barramento.
Anexo A
Figuras das Escolhas intermédias
Neste anexo estão presentes as Figuras referentes às distribuições dos erros obtidos nos proces-
sos de escolha intermédios, quer da escolha pelo módulo da tensão, quer da escolha pela potência
ativa.
A.1 Escolha pelo Módulo da Tensão
Figura A.1: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - 2 SM
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Figura A.2: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - 3 SM
Figura A.3: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - 4 SM
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Figura A.4: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - 5 SM
Figura A.5: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - 6 SM
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Figura A.6: Extremos, Quartis e Mediana dos Erros Absolutos do Módulo de Tensão - 7 SM
A.2 Escolha pela Potência Ativa
Figura A.7: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - 2 SM
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Figura A.8: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - 3 SM
Figura A.9: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - 4 SM
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Figura A.10: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - 5 SM
Figura A.11: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - 6 SM
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Figura A.12: Extremos, Quartis e Mediana dos Erros Absolutos da Potência Ativa - 7 SM
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Anexo B
Tabelas dos erros médios absolutos e
relativos dos Valores Estimados
B.1 Tabelas dos erros médios absolutos e relativos do módulo e da
fase da tensão - Pseudo-medidas V
Tabela B.1: Média dos erros absolutos e relativos - Módulo da Tensão - Pseudo-medidas do Mó-
dulo da Tensão
Bus Média Média %
Vm1 0.00075 0.07%
Vm2 0.00074 0.07%
Vm3 0.00073 0.07%
Vm4 0.00071 0.07%
Vm5 0.00071 0.07%
Vm6 0.00071 0.07%
Vm7 0.00068 0.07%
Vm8 0.00064 0.06%
Vm9 0.00062 0.06%
Vm10 0.00060 0.06%
Vm11 0.00058 0.06%
Vm12 0.00057 0.05%
Vm13 0.00054 0.05%
Vm14 0.00051 0.05%
Vm15 0.00051 0.05%
Vm16 0.00051 0.05%
Vm17 0.00047 0.05%
Vm18 0.00043 0.04%
Vm19 0.00041 0.04%
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Vm20 0.00037 0.04%
Vm21 0.00037 0.04%
Vm22 0.00037 0.04%
Vm23 0.00030 0.03%
Vm24 0.00030 0.03%
Vm25 0.00030 0.03%
Vm26 0.00030 0.03%
Vm27 0.00030 0.03%
Vm28 0.00027 0.03%
Vm29 0.00027 0.03%
Vm30 0.00027 0.03%
Vm31 0.00027 0.03%
Vm32 0.00024 0.02%
Vm33 0.00024 0.02%
Vm34 0.00024 0.02%
Vm35 0.00022 0.02%
Vm36 0.00022 0.02%
Vm37 0.00021 0.02%
Vm38 0.00020 0.02%
Vm39 0.00020 0.02%
Vm40 0.00020 0.02%
Vm41 0.00021 0.02%
Vm42 0.00026 0.03%
Vm43 0.00027 0.03%
Vm44 0.00033 0.03%
Vm45 0.00037 0.04%
Vm46 0.00048 0.05%
Vm47 0.00061 0.06%
Vm48 0.00070 0.07%
Vm49 0.00070 0.07%
Vm50 0.00070 0.07%
Vm51 0.00078 0.07%
Tabela B.2: Média dos erros absolutos e relativos - Fase da Tensão - Pseudo-medidas do Módulo
da Tensão
Bus Média Média %
Vm2 0.00004 1.11%
Vm3 0.00018 1.76%
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Vm4 0.00022 1.56%
Vm5 0.00022 1.56%
Vm6 0.00022 1.55%
Vm7 0.00027 1.57%
Vm8 0.00032 1.62%
Vm9 0.00034 1.65%
Vm10 0.00037 1.70%
Vm11 0.00041 1.75%
Vm12 0.00042 1.77%
Vm13 0.00045 1.81%
Vm14 0.00048 1.83%
Vm15 0.00048 1.83%
Vm16 0.00048 1.83%
Vm17 0.00050 1.80%
Vm18 0.00051 1.76%
Vm19 0.00052 1.74%
Vm20 0.00053 1.71%
Vm21 0.00053 1.71%
Vm22 0.00053 1.71%
Vm23 0.00056 1.69%
Vm24 0.00056 1.69%
Vm25 0.00056 1.69%
Vm26 0.00056 1.70%
Vm27 0.00057 1.71%
Vm28 0.00059 1.72%
Vm29 0.00059 1.72%
Vm30 0.00059 1.72%
Vm31 0.00059 1.72%
Vm32 0.00068 1.87%
Vm33 0.00068 1.87%
Vm34 0.00068 1.87%
Vm35 0.00078 2.10%
Vm36 0.00085 2.24%
Vm37 0.00094 2.42%
Vm38 0.00126 3.08%
Vm39 0.00126 3.07%
Vm40 0.00126 3.07%
Vm41 0.00163 3.78%
Vm42 0.00234 4.88%
Vm43 0.00235 4.90%
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Vm44 0.00284 5.59%
Vm45 0.00316 6.03%
Vm46 0.00369 6.71%
Vm47 0.00391 6.92%
Vm48 0.00382 6.68%
Vm49 0.00381 6.66%
Vm50 0.00381 6.65%
Vm51 0.00352 6.14%
B.2 Tabelas dos erros médios absolutos e relativos do módulo e da
fase da tensão - Pseudo-medidas P
Tabela B.3: Média dos erros absolutos e relativos - Módulo da Tensão - Pseudo-medidas da Po-
tência Ativa
Bus Média Média %
Vm1 0.00092 0.09%
Vm2 0.00092 0.09%
Vm3 0.00091 0.09%
Vm4 0.00090 0.09%
Vm5 0.00090 0.09%
Vm6 0.00090 0.09%
Vm7 0.00089 0.09%
Vm8 0.00088 0.08%
Vm9 0.00087 0.08%
Vm10 0.00086 0.08%
Vm11 0.00085 0.08%
Vm12 0.00085 0.08%
Vm13 0.00084 0.08%
Vm14 0.00082 0.08%
Vm15 0.00082 0.08%
Vm16 0.00082 0.08%
Vm17 0.00081 0.08%
Vm18 0.00079 0.08%
Vm19 0.00078 0.08%
Vm20 0.00077 0.07%
Vm21 0.00077 0.07%
Vm22 0.00077 0.07%
Vm23 0.00075 0.07%
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Vm24 0.00075 0.07%
Vm25 0.00075 0.07%
Vm26 0.00075 0.07%
Vm27 0.00075 0.07%
Vm28 0.00075 0.07%
Vm29 0.00075 0.07%
Vm30 0.00075 0.07%
Vm31 0.00075 0.07%
Vm32 0.00075 0.07%
Vm33 0.00075 0.07%
Vm34 0.00075 0.07%
Vm35 0.00075 0.07%
Vm36 0.00075 0.07%
Vm37 0.00075 0.07%
Vm38 0.00078 0.07%
Vm39 0.00078 0.07%
Vm40 0.00078 0.07%
Vm41 0.00081 0.08%
Vm42 0.00089 0.09%
Vm43 0.00090 0.09%
Vm44 0.00097 0.09%
Vm45 0.00102 0.10%
Vm46 0.00112 0.11%
Vm47 0.00124 0.12%
Vm48 0.00132 0.13%
Vm49 0.00132 0.13%
Vm50 0.00133 0.13%
Vm51 0.00139 0.13%
Tabela B.4: Média dos erros absolutos e relativos - Fase da Tensão - Pseudo-medidas da Potência
Ativa
Bus Média Média %
Vm2 0.00004 1.11%
Vm3 0.00018 1.76%
Vm4 0.00022 1.56%
Vm5 0.00022 1.56%
Vm6 0.00022 1.55%
Vm7 0.00027 1.57%
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Vm8 0.00032 1.62%
Vm9 0.00034 1.65%
Vm10 0.00037 1.70%
Vm11 0.00041 1.75%
Vm12 0.00042 1.77%
Vm13 0.00045 1.81%
Vm14 0.00048 1.83%
Vm15 0.00048 1.83%
Vm16 0.00048 1.83%
Vm17 0.00049 1.79%
Vm18 0.00051 1.76%
Vm19 0.00052 1.73%
Vm20 0.00053 1.71%
Vm21 0.00053 1.71%
Vm22 0.00053 1.71%
Vm23 0.00056 1.69%
Vm24 0.00056 1.69%
Vm25 0.00056 1.69%
Vm26 0.00056 1.69%
Vm27 0.00056 1.70%
Vm28 0.00059 1.71%
Vm29 0.00059 1.71%
Vm30 0.00059 1.71%
Vm31 0.00059 1.71%
Vm32 0.00068 1.87%
Vm33 0.00068 1.87%
Vm34 0.00068 1.87%
Vm35 0.00078 2.10%
Vm36 0.00085 2.25%
Vm37 0.00093 2.43%
Vm38 0.00125 3.07%
Vm39 0.00125 3.07%
Vm40 0.00125 3.07%
Vm41 0.00163 3.78%
Vm42 0.00233 4.87%
Vm43 0.00234 4.90%
Vm44 0.00282 5.58%
Vm45 0.00314 6.02%
Vm46 0.00367 6.69%
Vm47 0.00389 6.90%
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Vm48 0.00379 6.65%
Vm49 0.00378 6.64%
Vm50 0.00378 6.63%
Vm51 0.00349 6.11%
B.3 Tabelas dos erros médios absolutos e relativos do módulo e da
fase da tensão - Bus 51 sem medidas
Tabela B.5: Média dos erros absolutos e relativos - Módulo da Tensão - Bus 51 sem medidas
Bus Média Média %
Vm1 0.00118 0.11%
Vm2 0.00118 0.11%
Vm3 0.00116 0.11%
Vm4 0.00113 0.11%
Vm5 0.00113 0.11%
Vm6 0.00113 0.11%
Vm7 0.00110 0.10%
Vm8 0.00105 0.10%
Vm9 0.00103 0.10%
Vm10 0.00100 0.10%
Vm11 0.00097 0.09%
Vm12 0.00097 0.09%
Vm13 0.00093 0.09%
Vm14 0.00091 0.09%
Vm15 0.00091 0.09%
Vm16 0.00091 0.09%
Vm17 0.00088 0.08%
Vm18 0.00085 0.08%
Vm19 0.00083 0.08%
Vm20 0.00081 0.08%
Vm21 0.00081 0.08%
Vm22 0.00081 0.08%
Vm23 0.00081 0.08%
Vm24 0.00081 0.08%
Vm25 0.00081 0.08%
Vm26 0.00081 0.08%
Vm27 0.00081 0.08%
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Vm28 0.00081 0.08%
Vm29 0.00081 0.08%
Vm30 0.00081 0.08%
Vm31 0.00081 0.08%
Vm32 0.00082 0.08%
Vm33 0.00082 0.08%
Vm34 0.00082 0.08%
Vm35 0.00083 0.08%
Vm36 0.00084 0.08%
Vm37 0.00085 0.08%
Vm38 0.00090 0.09%
Vm39 0.00090 0.09%
Vm40 0.00090 0.09%
Vm41 0.00097 0.09%
Vm42 0.00114 0.11%
Vm43 0.00115 0.11%
Vm44 0.00129 0.12%
Vm45 0.00141 0.14%
Vm46 0.00172 0.17%
Vm47 0.00220 0.21%
Vm48 0.00261 0.25%
Vm49 0.00263 0.25%
Vm50 0.00264 0.25%
Vm51 0.00307 0.29%
Tabela B.6: Média dos erros absolutos e relativos - Fase da Tensão - Bus 51 sem medidas
Bus Média Média %
Vm2 0.00006 1.79%
Vm3 0.00040 4.00%
Vm4 0.00043 3.17%
Vm5 0.00043 3.15%
Vm6 0.00043 3.13%
Vm7 0.00052 3.10%
Vm8 0.00063 3.31%
Vm9 0.00072 3.54%
Vm10 0.00083 3.88%
Vm11 0.00096 4.25%
Vm12 0.00101 4.39%
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Vm13 0.00121 4.92%
Vm14 0.00139 5.40%
Vm15 0.00139 5.40%
Vm16 0.00139 5.40%
Vm17 0.00160 5.94%
Vm18 0.00188 6.65%
Vm19 0.00209 7.17%
Vm20 0.00241 7.96%
Vm21 0.00241 7.96%
Vm22 0.00241 7.96%
Vm23 0.00306 9.48%
Vm24 0.00306 9.48%
Vm25 0.00306 9.48%
Vm26 0.00305 9.45%
Vm27 0.00304 9.42%
Vm28 0.00356 10.60%
Vm29 0.00356 10.60%
Vm30 0.00356 10.60%
Vm31 0.00356 10.60%
Vm32 0.00411 11.70%
Vm33 0.00411 11.70%
Vm34 0.00411 11.70%
Vm35 0.00452 12.45%
Vm36 0.00477 12.89%
Vm37 0.00501 13.32%
Vm38 0.00601 15.00%
Vm39 0.00601 15.00%
Vm40 0.00601 15.00%
Vm41 0.00708 16.64%
Vm42 0.00946 20.02%
Vm43 0.00953 20.11%
Vm44 0.01139 22.74%
Vm45 0.01287 24.88%
Vm46 0.01642 30.23%
Vm47 0.02109 37.69%
Vm48 0.02504 44.25%
Vm49 0.02520 44.52%
Vm50 0.02536 44.78%
Vm51 0.02951 52.00%
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