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MANIFOLDS OF HILBERT SPACE PROJECTIONS
R. H. LEVENE AND S. C. POWER
Abstract. The Hardy space H2(R) for the upper half plane to-
gether with a unimodular function group representation u(λ) =
exp(i(λ1ψ1 + · · · + λnψn)), λ ∈ Rn, gives rise to a manifold M
of orthogonal projections for the subspaces u(λ)H2(R) of L2(R).
For classes of admissible functions ψi the strong operator topology
closures of M and M ∪M⊥ are determined explicitly as vari-
ous n-balls and n-spheres. The arguments used are direct and
rely on the analysis of oscillatory integrals (Stein [16]) and Hilbert
space geometry. Some classes of these closed projection manifolds
are classified up to unitary equivalence. In particular the Fourier-
Plancherel 2-sphere and the hyperbolic 3-sphere of Katavolos and
Power [7] appear as distinguished special cases admitting nontrivial
unitary automorphisms groups which are explicitly described.
1. Introduction
Let M be a set of closed subspaces of a Hilbert space H endowed
with the strong operator topology inherited from the identification of
closed subspaces K with their self-adjoint projections [K] : H → K. If
M is finitely parametrised in the sense that
M = {[Kλ] : λ ∈M ⊆ Rn}
with M a topological manifold, thenM may in fact be homeomorphic
to M . Furthermore M may admit a certain local unitary description
and an associated smooth structure under which it is a diffeomorph of
a differentiable manifold in Rn. Natural examples of such manifolds
of projections are provided by Grassmannian manifolds and their sub-
manifolds. Also, operators T in the first Cowen-Douglas class [1], [2]
for a complex connected domain Ω in Cm provide diverse realisations
(even for m = 1) of domains in R2m, namely
MT = {[ker(T − ωI)] : ω ∈ Ω ⊆ R2m}.
However our primary motivating examples derive from invariant sub-
spaces for semigroups of unitary operators, such as the semigroup
W = {αUtVs : s, t ∈ R+, |α| = 1} associated with jointly irreducible
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2 R.H.LEVENE AND S.C.POWER
one parameter unitary groups satisfying the Weyl commutation rela-
tions. Furthermore, such subspaces and their complementary spaces
are generally infinite dimensional. These examples motivate the consid-
eration of general subspace manifolds as formulated in Definitions 2.1,
2.2 and 2.3.
The embracing realm we consider is the traditional one allied to
operator function theory, namely the set of subspaces of L2(R) of the
form
uH2(R), uH2(R), L2(E)
where H2(R) is the Hardy space for the upper half plane, u(x) is uni-
modular, and L2(E) is the space of functions supported on a measur-
able set E. We examine subspace manifolds of the form
M =M(S) = {eiψ(x)H2(R) : ψ(x) ∈ S},
where S is a finite dimensional real vector space of real-valued func-
tions, we analyse limits of projections and we identify the associated
closed topological manifolds. Our approach and the ensuing identifica-
tions give a unified explanation for various so called “strange limits” of
projections. These include the special cases considered by Katavolos
and Power [6], [7] which were derived by ad hoc arguments leaning on
operator algebra methods. Specifically we show by direct methods that
the space of functions
S1 = {λ1x+ λ2x2 : λ = (λ1, λ2) ∈ R2},
has subspace manifold M(S1) whose closure is homeomorphic to the
closed unit disc, while for the space
S2 = {λ1 log |x|+ λ2x+ λ3x−1 : λ ∈ R3},
the manifold M(S2) has closure homeomorphic to the closed unit ball
in R3. In contrast, the closures of Cowen-Douglas projection manifolds
are generally one point compactifications.
A consequence of the limit projection analyses in [6], [7] is that a re-
ducing invariant subspace for the Weyl semigroup W , or for the ax+ b
unitary semigroup (with a ≥ 1 and b ≥ 0), turns out to be a strong op-
erator topology limit of a sequence of purely invariant projections, that
is, a limit of those with no reducing part. We obtain in Theorem 3.7 a
similar phenomenon for the multiplication semigroup {Meiλx : λ ≥ 0}
acting on L2(R). Equivalently, translating to the circle T, we show
that each reducing invariant subspace for the bilateral shift, which cor-
responds to a measurable subset of T, is a strong operator topology
limit of Beurling projections [uH2(T)]. We are not aware of any other
proof, direct or indirect, of this seemingly classical fact.
Our principal tool is Theorem 3.4 which, for a function ψ in a certain
admissible class, identifies the limit of the projections [einψH2(R)], as
n→∞, with the projection [L2((ψ′)−1(−∞, 0))]. The proof makes use
of methods of Stein [16] for the analysis of oscillatory integrals. We go
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on to show that for quite general n dimensional spaces S of admissible
functions the subspace manifold M(S) has closure homeomorphic to
the closed unit ball in Rn. Moreover, in these cases the two-component
subspace manifold M(S) ∪M(S)⊥ has closure, denoted Σ(S), which
is homeomorphic to an n-sphere. The 2-sphere ΣFP = Σ(S1) is the
so-called Fourier-Plancherel sphere of [7]. (See Figure 5.1 and Exam-
ple 4.9.) It is natural to consider how such Hilbert space manifolds
may be classified geometrically, that is, up to unitary equivalence, and
in the examples of Section 4 and Section 5.3 we distinguish a number
of distinct 2-spheres and 3-spheres.
In Section 5 we consider the sphere Σ(S1) and its hyperbolic variant,
the 3-sphere Σ(S2), from the point of view of their unitary automor-
phism symmetries. The analysis here exploits the nontrivial foliations
induced by the natural order on projections. It is shown that the group
U(Σ(S1)) of unitaries which act bijectively on Σ(S1) is generated by the
set
{Meiλx ,Meisx2 , F, αI : λ, s ∈ R, |α| = 1},
that is, by two 1-parameter unitary groups, the scalar circle group and
the Fourier-Plancherel transform F . In particular, this group contains
the dilation semigroup {Vt : t ∈ R}. A similarly detailed description is
given for U(Σ(S2)) and this leads to the unitary automorphism group
identification as a certain double semidirect product
Ad(U(Σ(S2))) ∼=
(
R3 oR
)
o (Z/2Z)2.
The manifoldsM(S), Beurling manifolds in our terminology, may be
regarded as smooth in the strict, locally unitary, sense that a neighbour-
hood of a subspace K is given by the local action on K of a certain uni-
tary group representation of Rn. Furthermore the Fourier-Plancherel
2-sphere ΣFP is remarkable in being smooth in this way at all points
except the poles 0, I. It of interest then to identify similar compact pro-
jection manifolds which are smooth off a finite set. In this regard we see
in Section 5.3 that this is not generally the case for other polynomial
2-spheres Σ(S).
As we have intimated above our considerations lie entirely in the
realm of operator function theory tied to the Hardy space for the line.
However the oscillatory integral methods are expected to be effective
in multivariable function spaces and for higher rank settings in non-
commutative harmonic analysis. This should lead to the identification
of other closed subspace manifolds with interesting topology and ge-
ometry.
We wish to thank Alexandru Aleman, Gordon Blower, Jean Esterle,
Aristides Katavolos, Alfonso Montes Rodriguez and Donald Sarason
for their interest and communications concerning strange limits.
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2. Subspace manifolds
In this section we give some definitions and examples.
Let H be a separable Hilbert space, Proj(H) the set of self-adjoint
projections and Unit(H) the set of unitary operators. We shall rou-
tinely identify a closed subspace K with its associated orthogonal pro-
jection, denoted [K].
Definition 2.1. (i) A topological subspace manifold in B(H) of di-
mension n is a set M ⊆ Proj(H), considered with the relative strong
operator topology, which is locally homeomorphic to Rn.
(ii) A C∞ projection manifold in B(H) (or C∞ subspace manifold)
is a topological subspace manifoldM of dimension n together with an
atlas of charts xi : Rn →M (with open domains and ranges covering
M) for which the coordinate functions x−1i xj (with nonempty domain)
are C∞ and such that for each chart x with domain Ux there is a dense
subspace Dx of C∞ vectors in H; that is, for f, g ∈ Dx, the function
λ 7→ 〈x(λ)f, g〉 is C∞ on Ux.
In fact we bypass the technicalities of (ii) in Definition 2.1 in view
of the fact that the smooth subspace manifolds we consider have a
stronger locally unitary structure as in the following formal definition.
Definition 2.2. A locally unitary subspace manifold of dimension n in
B(H) is a topological subspace manifoldM such that for each P inM
there is a strong operator topology neighbourhood in M of the form
NP = {[ρP (λ)PH] : λ ∈ Bn}
where ρP : Rn → Unit(H) is a strong operator topology continuous
representation which is a homeomorphism of Np into Unit(H).
It is well-known that such a representation ρP does possess a dense
subspace of C∞ vectors; see [17], for example.
We shall consider Beurling subspace manifolds M, given formally
in the next definition, together with their complement completions, by
which we mean the strong operator topology closure of M∪M⊥.
Definition 2.3. A Beurling subspace manifold of dimension n is a
topological subspace manifold M⊆ Proj(L2(R)) of the form
M = {[uλH2(R)] : λ ∈ Rn}
where λ 7→ uλ is a weak star continuous representation of Rn as uni-
modular functions, so that M is locally homeomorphic to Rn by the
single chart x(λ) = [uλH
2(R)].
If ψ is a non-constant real continuous function on the line then the
projections [exp(iλψ)H2(R)], for λ ∈ R, give a one dimensional topo-
logical manifold. When ψ(x) = x the closure in Proj(L2(R)) adds
the subspaces {0} and L2(R) and the complement completion, Σa say,
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is topologically a circle. On the other hand for ψ(x) = x2 we shall
see that the closure of M({x2}) adds [L2(R+)] and [L2(R−)] and that
the complement completion Σe is a locally unitary C
∞ subspace man-
ifold diffeomorphic to the circle. We see later in Example 4.9 that Σe
and Σa are, respectively, the equator and a great circle of the Fourier-
Plancherel sphere.
The subspaces Kλ,s = e
iλxeisx
2
H2(R), for s < 0 and λ ∈ R, form
a subspace manifold M which arises in the analysis of the invariant
subspaces for the Weyl semigroup
W = {αMλDµ : λ, µ ≥ 0, |α| = 1},
where Dµ is the translation unitary Dµf(x) = f(x− µ). Indeed it was
shown in [6] that the invariant subspaces of W are the spaces Kλ,s for
s ≤ 0, together with L2(t,∞) for t in R ∪ {±∞} and, moreover, that
the latter subspaces are in the closure ofM. Extending the parameter
range of s to include s ≥ 0 and taking the complement completion one
obtains the Fourier-Plancherel sphere. The Volterra circle Σv consists
of the subspaces L2(t,∞), L2(−∞, t) for t ∈ R∪{±∞} and is unitarily
equivalent to the great circle Σa via the Fourier-Plancherel transform.
Consider now the three dimensional subspace manifold
M = {|x|iseiλxeiµx−1H2(R) : (s, λ, µ) ∈ R3}
which is the Beurling manifold M(S2) for the space
S2 = {s log |x|+ λx+ µx−1 : (s, λ, µ) ∈ R3}.
In Section 4 we give a new direct proof that M is homeomorphic to a
closed 3-ball and that Σ(S2) =M∪M⊥ is a topological 3-sphere.
In a finite dimensional Hilbert space a locally unitary manifold can
be viewed as a submanifold of a Grassmannian manifold and it is in-
structive to note the following simple examples.
Let a be real, let Ut be the unitary operator diag(e
it, eiat) in B(C2),
let η be the unit vector 1√
2
(1, 1) and define Pa = {[UtCη] : t ∈ R}.
The function t 7→ Pt = [UtCη] is periodic if and only if a is rational, in
which case Pa is a locally unitary manifold which is homeomorphic to
a circle. On the other hand if a is irrational then the vectors Utη return
infinitely often to any neighbourhood of a particular such vector. It
follows that the relative strong operator topology does not agree with
the usual topology of R and that Pa is not a locally unitary manifold.
More generally, let M be a connected locally unitary 1-dimensional
subspace manifold on a Hilbert space H, with neighbourhood
N = {[UtPH] : t ∈ (−1, 1)}
for the projection P . Assume moreover that Ut = exp(itA) with A
a bounded self-adjoint operator. The derivative of the continuous
projection-valued function P (t) = UtPU
∗
t is the operator UtY U
∗
t where
Y = −i(PA− AP ). In particular, the unitary equivalence class of the
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self-adjoint operator Y is an invariant for M for unitary equivalence.
This underlines the fact that unitary equivalence here is a strong form
of geometric equivalence for subspace manifolds. In particular, using
this derivative invariant, one can soon see that the circle manifolds
Pa,Pb are unitarily equivalent if and only if the rational numbers a, b
coincide.
The Beurling subspace manifolds given above might be more pre-
cisely specified as Euclidean Beurling subspace manifolds as there are
many other interesting C∞ projection manifolds associated with Hardy
spaces and unimodular functions. We do not develop this here but we
note some fundamental examples.
For n = 1, 2, . . . let
Mn = {[uλH2(R)] : λ = (λ1, . . . , λn) ∈ Un}
where uλ(z) is a Blaschke factor inner function with zeros, possibly
repeated, at points λ1, . . . , λn in the upper half plane H. Then Mn is
a C∞ projection manifold in B(H2(R)). Also,M1 consists of codimen-
sion 1 projections and is locally unitary with respect to a representation
of the Mo¨bius group rather than the Euclidean group. The closure of
M1 adds one extra projection, namely [H2(R)], and is a topological
subspace manifold homeomorphic to the 2-sphere, realised as the one
point compactification of H.
Manifolds analogous to these, with finite or cofinite dimensional
spaces, may be defined also for Bergman Hilbert spaces, and, more
generally, in the setting of Hermitian holomorphic vector bundles asso-
ciated with operators in the Cowen-Douglas theory [1]. For example,
with weighted Bergman Hilbert spaces in place of H2(R) one obtains
projection manifold realisations of the unit disc with one point com-
pactification closures. That these are unitarily inequivalent was es-
sentially shown in [1] by the construction of curvature invariants for
Hermitian holomorphic vector bundles. This reveals once again the
geometric strictness of unitary equivalence. We note the following al-
ternative curvature free approach to this and in subsequent sections we
find, similarly, that we do not need to consider curvature. However, it
goes without saying that it would be interesting and useful to define
curvature invariants for general projection manifolds.
Let α ≥ 0 and let A2α be the weighted Bergman Hilbert space of
holomorphic functions in the unit disc that are square integrable with
respect to (1−|z|2)αdA, where dA is area measure. For λ in D let uλ(z)
be the inner function (λ − z)/(1 − λz) and let Mα be the projection
manifold
Mα = {[uλA2α] : λ ∈ D}.
The range of the complementary projection [uλA
2
α]
⊥ is one-dimensional
and is spanned by the function (1−λz)2−α. (See Zhu [20], for example.)
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A standard argument with eigenvectors (see Theorem 3.6 of Thom-
son [18] for example) shows that an operator which leaves invariant all
these subspaces is necessarily multiplication by the complex conjugate
of an H∞ function. Thus if U is a unitary with AdU(Mα) = Mβ
then we may deduce that AdU gives an isomorphism between the re-
spective H∞ multiplication algebras. Composing with a unitary au-
tomorphism of B(A2β) which effects the inverse Mo¨bius automorphism
on the range algebra we thus obtain a unitary operator W between
the Bergman spaces which intertwines multiplication: MzW = WMz.
Thus if W1 = g then Wzm = zmg. For α 6= β this is contrary to W
being isometric.
Proposition 2.4. For α, β ≥ 0 the projection manifolds Mα and Mβ
are unitarily equivalent if and only if α = β.
3. Strange limits
We now develop methods that will be useful for identifying the clo-
sures of various Beurling subspace manifolds.
Proposition 3.1. Let B be a union of intervals of R. A sequence of
projections Pn converges in the strong operator topology to MχB if and
only if
(i) ‖PnχE‖2 → ‖χE‖2 for every compact interval E ⊆ B, and
(ii) ‖PnχF‖2 → 0 for every compact interval F ⊆ R \B.
Proof. Necessity is clear. Suppose that (i) and (ii) hold, and let E and
F be disjoint compact intervals. If either is a subset of R \ B then
|〈PnχE, χF 〉| ≤ ‖PnχE‖ ‖PnχF‖ → 0 as n→∞. On the other hand, if
E,F ⊆ B then for k ∈ {0, 1, 2, 3},
2 Re ik〈PnχE, χF 〉 = ‖Pn(ikχE + χF )‖2 − ‖PnχE‖2 − ‖PnχF‖2
≤ ‖χE‖2 − ‖PnχE‖2 + ‖χF‖2 − ‖PnχF‖2 → 0
as n→∞, and we again conclude that 〈PnχE, χF 〉 → 0 as n→∞.
Since the unit ball of B(L2(R)) is compact and metrisable in the
weak operator topology, there is a positive contraction C which is a
weak cluster point of {Pn}, say Pnk → C weakly. Now 〈CχE, χF 〉 = 0
for disjoint compact intervals E,F which are each contained in either
B or its complement; an approximation argument shows that this re-
mains the case whenever E and F are disjoint bounded measurable
sets. Approximation by simple functions yields 〈CχE, χFf〉 = 0 for
every f ∈ L2(R), and similarly 〈CχEg, χFf〉 = 0 for all f, g ∈ L2(R).
It follows that C = Mϕ for some ϕ ∈ L∞(R) with 0 ≤ ϕ ≤ 1 and
suppϕ ⊆ B. If E is a compact interval which is contained in B,
then ‖PnkχE‖2 = 〈PnkχE, χE〉 → ‖χE‖2 = 〈ϕχE, χE〉, which forces ϕ
to be equal to 1 almost everywhere on E. So C = MχB . Thus the
8 R.H.LEVENE AND S.C.POWER
weak limit of {Pnk} is a projection, MχB , from which it follows that
sot-limk→∞ Pnk = MχB as well.
Thus every subsequence of {Pn} has a subsubsequence whose limit
in the strong operator topology is MχB . Since the unit ball of B(L2(R))
is metrisable in this topology, this shows that Pn →MχB strongly. 
We now determine conditions under which we can identify the strong
operator topology convergence Pn → MχB for a sequence of Beurling
projections Pn = [e
iknψH2(R)], where kn → ∞ and B depends on the
derivative of ψ(x).
Definition 3.2. A function ψ : R → R is admissible if the following
subsets of R are discrete (that is, they have no accumulation points):
(i) the set Γ(ψ) of points at which ψ fails to be twice continuously
differentiable;
(ii) (ψ′)−1(0); and
(iii) the set Λ(ψ) consisting of the points at which sgn(ψ′′) is not
locally constant.
For example, non-constant rational functions and the trigonometric
functions are easily seen to be admissible, as is the map x 7→ log |x|.
Let F : L2(R)→ L2(R) be the unitary Fourier-Plancherel transform
defined by
Ff(x) =
1√
2pi
∫ ∞
−∞
f(y)e−ixy dy, f ∈ L2(R).
The Hardy space H2(R) is equal to F ∗L2(0,∞), so
[eikψH2(R)] = Ad(MeikψF ∗)Mχ(0,∞)
where Ad(U)T = UTU∗ for a unitary operator U and T ∈ B(H), and
Mϕ is the multiplication operator on L
2(R) corresponding to a function
ϕ ∈ L∞(R), which is unitary if ϕ is unimodular. In particular, if
P = [eikψH2(R)] then
‖PχS‖2 = ‖(Ad(MeikψF ∗)Mχ(0,∞))χS‖2
= ‖MeikψF ∗(Mχ(0,∞)FM∗eikψχS)‖2 = ‖χ(0,∞)F (e−ikψχS)‖2.
It is therefore of interest to find an estimate for the Fourier-Plancherel
transform F (e−ikψχS) on the positive half-line. This is done in the next
lemma for admissible functions ψ, using an integration by parts in the
spirit of [16], Chapter VIII.
Lemma 3.3. Let ψ be admissible and let S ⊆ R be a compact interval
of positive length such that Γ(ψ) ∩ S = ∅ and ψ′(S) ⊆ (0,∞). Let ∆
be the function ∆(z) = 2(z + α)−1 where α = min{ψ′(x) : x ∈ S} and
let N = |Λ(ψ) ∩ S◦| + 2. Then for k > 0 and almost every z > 0,√
2pi |F (e−ikψχS)(kz)| ≤ Nk−1∆(z).
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Proof. Since Λ(ψ) is discrete, finitely many points in Λ(ψ) lie in the
interior of S, say λ2 < λ3 < · · · < λN−1. We also write λ1, λN for the
boundary points of S so that S = [λ1, λN ]. Since Γ(ψ) ∩ S = ∅, the
function ψ is twice continuously differentiable on S and for z > 0,
√
2pi |F (e−ikψχS)(kz)| =
∣∣∣ ∫
S
e−ik(xz+ψ(x)) dx
∣∣∣
=
∣∣∣ ∫
S
i
k(z + ψ′(x))
d
dx
(
e−ik(xz+ψ(x))
)
dx
∣∣∣
=
1
k
∣∣∣[e−ik(xz+ψ(x))
z + ψ′(x)
]λN
λ1
−
∫
S
d
dx
( 1
z + ψ′(x)
)
e−ik(xz+ψ(x)) dx
∣∣∣
≤ 1
k
(
∆(z) +
∫
S
∣∣∣ d
dx
( 1
z + ψ′(x)
)∣∣∣ dx).
Let j ∈ {1, 2, . . . , N − 1}. For x ∈ (λj, λj+1), the quantity
sgn
d
dx
( 1
z + ψ′(x)
)
= sgn
−ψ′′(x)
(z + ψ′(x))2
= − sgn (ψ′′(x))
is constant, say σj ∈ {−1, 0, 1}. So∫
S
∣∣∣ d
dx
( 1
z + ψ′(x)
)∣∣∣ dx = N−1∑
j=1
σj
∫ λj+1
λj
d
dx
( 1
z + ψ′(x)
)
dx
=
N−1∑
j=1
σj
[ 1
z + ψ′(x)
]λj+1
λj
≤ (N − 1)∆(z).
The result follows. 
Theorem 3.4. Let kn be a sequence of positive numbers with kn →∞
as n → ∞, let ψ be admissible and let Pn = [eiknψH2(R)] for n ∈ N.
Then Pn
sot→ [L2(B−)] as n→∞, where B− = (ψ′)−1
(
(−∞, 0)).
Proof. Let B+ = (ψ
′)−1
(
(0,∞)) and B0 = (ψ′)−1(0). Let S be a
compact subinterval of B+ of positive length which does not intersect
Γ(ψ). We will show that PnχS → 0. Since Pn = Ad(MeiknψF ∗)Mχ(0,∞) ,
‖PnχS‖22 = ‖χ(0,∞)F (e−iknψχS)‖22
=
∫ ∞
0
|F (e−iknψχS)(y)|2 dy
= kn
∫ ∞
0
|F (e−iknψχS)(knz)|2 dz
10 R.H.LEVENE AND S.C.POWER
where we have made the change of variables y = knz. We apply
Lemma 3.3:
‖PnχS‖22 ≤
kn
2pi
∫ ∞
0
(N
kn
)2
|∆(z)|2 dz = N
2
2pikn
‖χ(0,∞)∆‖22 → 0
as n → ∞, where ∆(z) ∈ L2(χ(0,∞) dz) and N ∈ N are defined as in
Lemma 3.3.
Let ϕ = −ψ, let Qn = [eiknϕH2(R)] and let C be the conjugation
operator Cf = f for f ∈ L2(R). Observe that Qn = CP⊥n C. Applying
the argument of the previous paragraph to ϕ instead of ψ shows that
QnχT → 0 whenever T is a compact subinterval of B− \ Γ(ψ). Hence
PnχT → χT .
We have shown that PnχS → 0 when S is a compact subinterval of
B+\Γ(ψ) = R\(B−∪B0∪Γ(ψ)) and PnχT → χT when T is a compact
subinterval of B− \Γ(ψ). Since Γ(ψ) and B0 are discrete sets, the same
conclusion holds for S and T arbitrary compact subintervals of R \B−
and B− respectively. Now Proposition 3.1 completes the proof. 
The theorem enables us to compute immediately a wide variety of
strange limits Pn
sot→ P , so-called because while every nonzero function
in the range of Pn has full support, those for P itself are supported in
a proper measurable set. For example, [e−inx
2/2H2(R)] sot→ [L2(R+)] as
n → ∞, and [ein(x3+bx2+cx)H2(R)] sot→ L2([α, β]) if the roots {α, β} of
the equation 3x2 + 2bx+ c = 0 are real, and has limit 0 otherwise. We
also remark that when ψ is admissible,
sot-lim
n→∞
[einψH2(R)] =
(
sot-lim
n→∞
[e−inψH2(R)]
)⊥
.
While admissible functions are adequate for our applications one can
perhaps partially relax this constraint. However, we are unaware of a
general formula for the limit when ψ is real, measurable and locally
bounded.
The next corollary will play a part in the proof of Theorem 4.2.
Corollary 3.5. Let kn, ψ and B± be as above, let ψn be a sequence of
admissible functions and let Pn = [e
iknψnH2(R)]. Suppose that the set
Γ = Γ(ψ) ∪⋃n Γ(ψn) is discrete. Let
I = {S ⊆ R \ Γ : S = [α, β], α < β}
and suppose that the quantity N(S) = supn |Λ(ψn) ∩ S◦| is finite for
every S ∈ I. If ψ′n → ψ′ uniformly on S for every interval S ∈ I then
Pn → [L2(B−)] strongly as n→∞.
Proof. Choose a compact subinterval S ⊆ B+ \ Γ. Let
α = min{ψ′(x) : x ∈ S} and αn = min{ψ′n(x) : x ∈ S} for n ∈ N.
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Pick n sufficiently large that ‖ψ′n − ψ′‖S < α/2; then αn > α/2 > 0.
Writing
∆n(z) = 2(z + αn)
−1 and ∆˜(z) := 2(z + α/2)−1,
Lemma 3.3 applies as before to show that
‖PnχS‖2 ≤ N(S)
2
2pikn
‖χ(0,∞)∆n‖22 ≤
N(S)2
2pikn
‖χ(0,∞)∆˜‖22.
Since ∆˜(z) ∈ L2(χ(0,∞) dz), this shows that PnχS → 0. The remainder
of the proof proceeds as in Theorem 3.4. 
Beurling’s characterisation of invariant subspaces for the bilateral
shift operator when transferred to the setting L2(R) amounts to the
identification of Lat{Mλ : λ ≥ 0} with the disjoint union
{uH2(R) : u unimodular} ∪ {L2(E) : E measurable}
=Mpure ∪ Lat{Mϕ : ϕ ∈ L∞(R)}.
Here LatA denotes the lattice of closed invariant subspaces for a family
of operators A, and Mpure is the set of invariant subspaces K which
are purely invariant in the sense that the intersection of the subspaces
MλK for λ ≥ 0 is trivial. We now use the methods of this section
to show that Lat
(
L∞(R)
) ⊆ Mpure. This seems to be a previously
unobserved feature in the classical setting which may well have a wider
manifestation. However, the authors are unaware of any general results
of this nature.
Lemma 3.6. Let m denote Lebesgue measure on R. If B ⊆ R is
measurable and ε > 0 then there is a countable disjoint union of open
intervals V such that ∂V is discrete and m(V 4B) < ε.
Proof. Fix n ∈ Z and write Bn = B ∩ (n, n + 1) and εn = 2−|n|ε/3.
Using elementary properties of Lebesgue measure, we can find a set
Un =
⋃
j≥1 Ij ⊇ Bn such that {Ij}j≥1 are disjoint open subintervals of
(n, n + 1) and m(Un \ Bn) < 12εn. Pick k so that
∑
j>km(Ij) <
1
2
εn
and let Vn =
⋃
1≤j≤k Ij. Now
Vn 4Bn =
(
(Un \Bn) ∩ Vn
) ∪ (Bn \ Vn) ⊆ Un \Bn ∪⋃
j>k
Ij,
so m(Vn 4Bn) < 12εn +
1
2
εn = εn.
Repeat for each n ∈ Z and let V = ⋃n∈Z Vn. Then
m(V 4B) =
∑
n∈Z
m(Vn 4Bn) <
∑
n∈Z
εn = ε
and ∂V is discrete, since ∂V ∩ [n, n+ 1] is finite for each n. 
Theorem 3.7. If B is any measurable subset of R then there is a
sequence of projections Pn = [e
iknψnH2(R)] where kn > 0 and each ψn
is a real-valued function such that sot-limn→∞ Pn = MχB .
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Proof. Let ε > 0. By Lemma 3.6, we can find a countable disjoint
union of open intervals Vε such that ∂Vε is discrete and m(Vε4B) < ε.
The function ψε(x) = x(χR\Vε − χVε) satisfies Γ(ψε) ∪ Λ(ψε) ⊆ ∂Vε
and (ψ′ε)
−1(0) = ∅, so ψε is admissible. Let Pε,n = [einψεH2(R)]. By
Theorem 3.4, sot-limn→∞ Pε,n = MχVε , and we also have MχVε →MχB
strongly as ε→ 0.
Let d be a metric inducing the strong operator topology on the
unit ball of B(L2(R)) and let n ∈ N. Choose εn > 0 such that
d(MχVεn ,MχB) < 1/2n and then choose k ∈ N so that Pn := Pεn,k
satisfies d(Pn,MχVεn ) < 1/2n. Now d(Pn,MχB) < 1/n so Pn → MχB
strongly as n→∞. 
4. Closures of Beurling subspace manifolds
We now obtain sufficient conditions under which Beurling subspace
manifolds M(S) have closures, in the strong operator topology, which
are compact. Using this we construct various n-spheres and n-balls in
Proj(L2(R)). At the end of the section we pose some further lines of
enquiry.
Let f = (f1, f2, . . . , fn) be an n-tuple of functions fj : R → R. We
write 〈f, λ〉 = λ1f1 + λ2f2 + · · ·+ λnfn for λ ∈ Rn, and
Sf = {〈f, λ〉 : λ ∈ Rn}.
Definition 4.1. The n-tuple f is admissible if
(i) the set {f1, f2, . . . , fn} is linearly independent over R;
(ii) every nonzero function in Sf is admissible; and
(iii) supg∈Sf\{0} |K ∩ Λ(g)| <∞ for each compact set K ⊆ R.
We will also write Γ(f) =
⋃n
j=1 Γ(fj) and remark that this is equal to⋃
g∈Sf Γ(g) and is plainly discrete.
Given an admissible n-tuple f , let θ : Rn → Proj(L2(R)) be the
map λ 7→ [ei〈f,λ〉H2(R)]. Observe that θ is strongly continuous, since
if λ(k) → λ in Rn then 〈f, λ(k)〉 → 〈f, λ〉 uniformly on compact subsets
of R \ Γ(f) and so
θ(λ(k)) = Ad(Mei〈f,λk〉)[H
2(R)] sot→ Ad(Mei〈f,λ〉)[H2(R)] = θ(λ)
as k →∞.
We write M(Sf ) = θ(Rn). We will shortly see that M(Sf ) is a
Beurling subspace manifold.
Theorem 4.2. Given an admissible n-tuple f , the closure of the range
of θ in the strong operator topology is
M(Sf ) = θ(Rn) ∪
{
[L2
(
(ψ′)−1((−∞, 0))] : ψ ∈ Sf \ {0}}.
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Proof. Let λ(k) be a sequence in Rn and let Pk = θ(λ(k)) be the corre-
sponding sequence of projections. Passing to a subsequence, we may
assume that λ(k) converges to a vector λ ∈ (R ∪ {±∞})n as k → ∞.
If λ actually lies in Rn then Pk → θ(λ) by the continuity of θ. Other-
wise, if αk = maxj |λ(k)j | then αk → ∞ as k → ∞. Let µ(k) = α−1k λ(k).
Passing to a subsequence, we may assume that αk = |λ(k)j0 | for some
j0 independent of k, and that µ
(k) → µ for some µ ∈ [−1, 1]n. Since
µj0 = ±1, this limit µ is nonzero. Now Pk = [eiαkψkH2(R)] where
ψk = 〈fk, µ(k)〉, and if ψ = 〈f, µ〉 then ψ′k → ψ′ uniformly on compact
subsets of R \ Γ(f). By Corollary 3.5, Pk → [L2((ψ′)−1((−∞, 0)))].
Conversely, if ψ ∈ Sf \ {0} then by Theorem 3.4,
[L2
(
(ψ′)−1((−∞, 0)))] = sot-lim
n→∞
[einψH2(R)] ∈M(Sf ). 
Definition 4.3. Given an admissible n-tuple f , let ∼ be the equiva-
lence relation defined on Bn by λ ∼ µ if λ = µ or
λ, µ ∈ Sn−1 and m({x : 〈f ′, λ〉(x) > 0}4 {x : 〈f ′, µ〉(x) > 0}) = 0.
Here f ′ = (f ′1, . . . , f
′
n) and m is Lebesgue measure on R. We write
Bn/∼ for the corresponding topological quotient space.
Proposition 4.4. The topological space Bn/∼ is homeomorphic to
M =M(Sf ). In particular, M is compact.
Proof. Let θ be the continuous map Rn →M defined above. Observe
that θ is injective: for θ(λ) = θ(µ) if and only if ei〈f,λ−µ〉H2(R) = H2(R)
which implies that the function 〈f, λ−µ〉 is constant modulo 2pi almost
everywhere. Such a function cannot be admissible, so it is zero; by
linear independence, λ = µ.
Let α : Rn → Bn be a homeomorphism of the form
α : λ 7→ ρ(‖λ‖)λ‖λ‖−1
where ρ : [0,∞) → [0, 1) is a homeomorphism. Consider the injective
continuous map ϕ = θ◦α−1 : Bn →M. We extend this to Bn by defin-
ing ϕ(λ) = limr↑1 ϕ(rλ) for λ ∈ Sn−1; this limit exists by Theorem 3.4.
The extended map is also continuous by Corollary 3.5 and surjective
by Theorem 4.2. Since ϕ(λ) = ϕ(µ) if and only if λ ∼ µ, it follows
that ϕ induces a homeomorphism from the compact space Bn/∼ to the
Hausdorff space M. 
Remark 4.5. This proof shows that θ : Rn → M(Sf ) is a homeo-
morphism when f is admissible, and so M(Sf ) is indeed a Beurling
subspace manifold.
Determining the precise nature of the quotient space Bn/∼ seems
difficult in general. However, the following shows that there are no
surprises when n = 2.
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Lemma 4.6. Let I be any set of closed, pairwise disjoint intervals,
each contained in (0, 1). Then there exists a continuous increasing
surjection β : [0, 1]→ [0, 1] such that β(x) = β(y) if and only if x, y ∈ I
for some I ∈ I.
Proof. We may assume without loss of generality that each I ∈ I is
of the form I = [a, b] with 0 < a < b < 1. Observe that I must be
countable since for each n ≥ 1, the set {[a, b] ∈ I : b − a > n−1} is
finite. Enumerate I in decreasing size, so that I = {I1, I2, . . . } where
|In| ≥ |In+1| for n ≥ 1. Assign values an on In to create a partially
defined increasing function β1 on
⋃ I as follows. Set β1(0) = 0 and
β1(1) = 1. Then set a1 =
1
2
and a2 =
1
4
or 3
4
, according to whether the
new interval a2 is to the left or the right of a1. Continue “interpolating
dyadically” in this way, so that an+1 is chosen as the mean of β1(`)
and β1(r) where ` (respectively, r) is the point of {0, 1} ∪ I1 ∪ · · · ∪ In
immediately to the left (respectively, right) of In+1.
LetK be the closure in [0, 1] of {0, 1}∪⋃ I. Let U be the complement
of K, an open set in [0, 1] and thus a union of open intervals, which we
call “gaps”. We call a gap “good” if it is of the form J = (b, a′) where
In = [a, b] and Im = [a
′, b′] are intervals in I, and “bad” otherwise. We
can extend β1 to a good gap J by linear interpolation between an and
am. On the other hand, a bad gap J
′ must have at least one of its end
points a limit of endpoints of intervals I ∈ I, so β1 can be extended
to the closure J ′ as a non-decreasing function in a unique way, namely
by being constant on J ′. So we get a continuous increasing function β1
defined on [0, 1]. We now correct the constancy on the intervals J ′ by
forming β3 = β1 + β2 where
β2 =
∑
bad J ′
βJ ′
and βJ ′ is the continuous map on [0, 1] which takes the value 0 to the
left of J ′, the value |J ′| to the right and is linear on J ′. (None of these
βJ ′ spoil constancy on the In.) Continuity of β3 is clear. Finally, let
β = cβ3 with c = (1 +
∑
bad J ′ |J ′|)−1 so that β(1) = 1. 
Lemma 4.7. Let I be a set of closed, pairwise disjoint proper arcs in
T. Then D/I is homeomorphic to D.
Proof. We may assume that (1, 0) does not belong to any set in I.
Transfer I to [0, 1] in the obvious manner and apply the previous lemma
to obtain an increasing continuous surjection β : [0, 1] → [0, 1] such
that β(x) = β(y) if and only if {e2piix, e2piiy} ⊆ I for some I ∈ I. The
map ϕ : D → D given by ϕ(re2piix) = re2pii(rβ(x)+(1−r)x) for r, x ∈ (0, 1]
and ϕ(0) = 0 induces a continuous bijection D/I → D, which is a
homeomorphism since D/I is compact. 
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Proposition 4.8. For every admissible pair (f, g), the closure in the
strong operator topology of the Beurling subspace manifoldM(S(f,g)) is
homeomorphic to D.
Proof. Let ∼ be the equivalence relation on D of Definition 4.3, with
equivalence classes {[λ] : λ ∈ D}. Observe that λ 6∼ −λ and λ ∼ µ if
and only if −λ ∼ −µ. Also, the equivalence classes are connected: if
λ ∼ µ then the shorter of the two arcs joining λ to µ is contained in
[λ] = [µ].
We show that the equivalence classes are also closed. If there is a
non-trivial equivalence class, then we can make a different choice of f
and g without changing the set S(f,g) to arrange that (1, 0) ∼ (0,−1),
and so also that (−1, 0) ∼ (0, 1). Any remaining equivalence classes
are of the form [λ] where λ = (λ1, λ2) with λ1λ2 > 0; we may assume
that λ1 > 0 and λ2 > 0. Let h = g
′/f ′ and let α = −λ1/λ2. Then
[λ] = [λ]+ ∩ [λ]− where
[λ]+ =
{
µ : {f ′ > 0} ∩ ({h > α}4 {h > −µ1/µ2}) is null} and
[λ]− =
{
µ : {f ′ < 0} ∩ ({h < α}4 {h < −µ1/µ2}) is null}.
Here and below we employ abbreviations of the form {P (ϕ)} to mean
the set {x ∈ R : P (ϕ(x))} where ϕ : R → R and P is a predicate
depending on a real parameter.
Note that for any constant k, the set {x : h(x) = k} is null; for if
not, then f ′ − kg′ takes the value 0 on a non-null set, so f − kg is
not admissible, whence f = kg; but f and g are independent. For
γ > 0, let uγ be the unit vector (γ, 1)/(γ
2 + 1)1/2. Each [λ]+ is clearly
connected. It is also closed, for if b > a > 0 and {uγ : γ ∈ (a, b)} ⊆ [λ]+
then {α < h ≤ −b} ∩ {f ′ > 0} is equal to the union of the null sets
{f ′ > 0, h = −b} and ⋃n≥1{α < h ≤ −b− n−1} ∩ {f ′ > 0}, so is null;
hence ub, and by a similar argument ua, lie in [λ]+. The class [λ]− is
closed for the same reasons, and hence each class [λ] is a closed subarc
of T. Now Proposition 4.4 and Lemma 4.7 complete the proof. 
Given an admissible n-tuple f , let Σ(Sf ) denote the complement
completion of M(Sf ); that is, the closure of M(Sf ) ∪M(Sf )⊥ in the
strong operator topology. It is not hard to see thatM(Sf ) andM(Sf )⊥
are disjoint, and the boundaries of these sets are equal by Theorem 4.2.
From this it follows that provided M(Sf ) is homeomorphic to Bn, the
set Σ(Sf ) is homeomorphic to Sn since it is homeomorphic to the union
of two copies of Bn joined at their boundaries.
Example 4.9. The Fourier-Plancherel sphere is the set of projections
ΣFP = Σ(Sf ) where f is the admissible pair f = (x, x2).
By Proposition 4.8 or the direct arguments of [6], we see thatM(Sf ) is
homeomorphic to D, and as observed in [7], the order structure of ΣFP
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is that of a union of continuous nests which meet only at 0 and I and
ΣFP is homeomorphic to a 2-sphere on which the Fourier-Plancherel
transform F acts as a quarter-rotation. In particular, ΣFP \ {0, I} is
a locally unitary subspace manifold: we clearly have a locally unitary
structure on M(Sf ) ∪ M(Sf )⊥, and we can use F to transfer this
structure to the remaining subspaces.
Example 4.10. Let f be the admissible pair f = (x−1, x). An easy
extension of [7], Lemma 5.1 shows that every projection P ∈ M(Sf )
lies in a continuum of non-commuting continuous nests which intersect
only in {0, P, I}. A simple calculation reveals that the equivalence
relation ∼ has only two non-trivial equivalence classes and these are
antipodal closed quarter-circles, so B2/∼ is homeomorphic to B2 and
the boundary projections are
{P, P⊥ : P = [L2((−a, a))], a ∈ [0,∞]}.
Now although Σ(Sf ) is homeomorphic to a 2-sphere, Σ(Sf ) \ {0, I}
is not locally unitary. For if there were a strong operator topology
neighbourhood of P0 = [L
2((−a, a))] of the form
N = {[ρ(λ)P0L2(R)] : λ ∈ B2}
for some unitary-valued representation ρ of R2, then N would inter-
sect M(Sf ) and so contain a projection P = [ρ(λ)P0L2(R)] for some
point λ ∈ B2 such that every neighbourhood of P contains two non-
commuting projections which are comparable with P . Applying ρ(−λ),
we see that N must contain two non-commuting projections which are
comparable with P . However, all the projections in Σ(Sf ) which are
comparable with P all commute since they are of the form [L2(E)] for
some E ⊆ R.
Example 4.11. If we take f = (1
3
x3, 1
2
x2, x) then f ′ = (x2, x, 1) and it
is not hard to check that the corresponding equivalence relation ∼ on
B3 has two non-trivial equivalence classes:
{(0, 0, 1)} ∪ {(a, b, c) ∈ S2 : b2 ≤ 4ac, a > 0} and
{(0, 0,−1)} ∪ {(a, b, c) ∈ S2 : b2 ≤ 4ac, a < 0}
which correspond to 0 and I respectively when we identify the quotient
space B3/∼ with M(Sf ). These equivalence classes are closed and so
M(Sf ) is homeomorphic to B3. If P is a projection in M(Sf ) then
we claim that the projections [eikxPL2(R)] for k ∈ R are the only non-
trivial elements of M(Sf ) which are comparable with P . To see this,
recall that no proper subspace of the form [L2(E)] is comparable with
P by the F. & M. Riesz theorem, and if ei〈f,λ〉H2(R) ⊆ ei〈f,µ〉H2(R)
and λ 6= µ then ei〈f,λ−µ〉H2(R) ⊆ H2(R) and so ei〈f,λ−µ〉 is a nonzero
continuous inner function. This must be of the form αeiβx for a uni-
modular constant α and β ∈ R (see [5]), which verifies the claim. On
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the other hand, the boundary of M(Sf ) consists of the projections
[L2(E)] where E is either an interval or the complement of an interval.
As in the previous example, it follows that the topological 3-sphere
Σ(Sf ) cannot be locally unitary away from {0, I} since the local order
structure changes on the boundary of M(Sf ).
Example 4.12. Let f = (x, log |x|,−x−1). Then f ′ = (1, x−1, x−2) so
if λ = (a, b, c) then sgn〈f ′, λ〉 = sgn(ax2 + bx+ c). The equivalence re-
lation for f on B3 is therefore identical to the relation considered in the
previous example, and M(Sf ) is again homeomorphic to B3. The or-
der structure differs however, sinceM(Sf ) contains the setM(S(x,x−1))
from Example 4.10. We call the set Σhyp = Σ(Sf ) the hyperbolic sphere.
This was first considered in [7], Section 7. We remark that as in Ex-
ample 4.10, Σhyp \ {0, I} cannot be locally unitary.
We can now easily establish the compactness of the “extended hy-
perbolic lattice” Lˆ considered in [7]; this fact was alluded to but not
proven there. For α ∈ T, let uα : R → C be the two-valued func-
tion taking the value 1 on [0,∞) and α on (−∞, 0). Then Lˆ may be
succinctly described as the set of projections
Lˆ =
⋃
α∈T
Ad(Muα)Σhyp.
Now Σhyp is homeomorphic to the compact space S
3 and Lˆ is a con-
tinuous image of T× Σhyp which is compact, so Lˆ is also compact.
Example 4.13. The equivalence relation ∼ need not have a finite
number of nontrivial equivalence classes. For example, consider the
admissible triple f = (1
2
x2, log |x|,−x−1) so that if λ = (a, b, c) then
sgn〈f ′, λ〉 = sgn(ax3 + bx + c). A simple analysis of cases reveals
that the nontrivial equivalence classes for ∼ in the upper hemisphere
{(a, b, c) ∈ S2 : a ≥ 0} are
It = {λ/‖λ‖ : λ = (1, s,−t(s+ t2)), s ≥ −3t2/4} ∪ {µt}, t ∈ R
where µt = (1 + t
2)−1/2(0, 1,−t). The class It corresponds to the pro-
jection [L2(−∞, t)] ∈M(Sf ). Since points of the form (1, s,−t(s+ t2))
for s ∈ R form a straight line in the plane {(1, b, c) : b, c ∈ R}
it follows that It is the geodesic on S
2 joining λt/‖λt‖ to µt where
λt = (1,−3t2/4,−t3/4). In the a ≤ 0 hemisphere the nontrivial equiv-
alence classes are the sets −It which correspond to [L2(t,∞)]. It is easy
to see that the quotient space B3/∼ is homeomorphic to B3; indeed,
we may choose a homeomorphism which contracts each geodesic It to
the point µt and extend this to all of B3 is a straightforward manner.
We again conclude that M(Sf ) is homeomorphic to B3.
Remark 4.14. We do not know if M(Sf ), or equivalently Bn/∼, is
homeomorphic to Bn for every admissible n-tuple f . It is natural to try
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to emulate the argument of Proposition 4.8, and it is not hard to show
that the equivalence classes [λ] of ∼ satisfy the following conditions:
(i) [λ] = {λ} if λ ∈ Bn;
(ii) [−λ] = −[λ] and [−λ] ∩ [λ] = ∅ for λ ∈ Sn−1;
(iii) if λ ∼ µ then λ ∼ ν for every ν on the geodesic in Sn−1 joining
λ to µ; and
(iv) if λn ∼ µn where λn → λ and µn → µ are convergent se-
quences in Sn−1, then λ ∼ µ.
However, for n > 2 we have been unable to identify the quotient space
Bn/∼ for such an equivalence relation.
Remark 4.15. The order structure of the 2-sphere ΣFP and the 3-
sphere Σhyp can be viewed as providing an inherent foliation. We ex-
ploit this structure in the next section in the determination of their
unitary automorphism groups. On the other hand we see in Lemma 5.8
that the 2-spheres determined by monomial pairs xp, xq, for |p|, |q| > 1
have a trivial order structure supported in the common boundary of
M and M⊥.
The Fourier-Plancherel sphere seems to be a particularly distin-
guished example amongst these 2-spheres. Furthermore its equator, Σe
yields an interesting compact 1-dimensional subspace manifold which is
locally unitary and is probably not (periodically) unitary. It would be
interesting to determine other (unitarily inequivalent) subspace mani-
folds of this form.
5. Unitary automorphisms and isomorphisms
Given a set of projections P ⊆ Proj(H), the unitary automorphism
group of P is
U(P) = {U ∈ Unit(H) : (AdU)P = P}.
As usual, AdU : B(H)→ B(H) is the map (AdU)T = UTU∗. In this
section we compute the unitary automorphism groups of the Fourier-
Plancherel sphere, the hyperbolic sphere and the extended hyperbolic
lattice. These projection manifolds inherit a relatively rich order struc-
ture from Proj(L2(R)) which we are able to exploit. In contrast we
show in Section 5.3 that many other polynomial 2-spheres are essen-
tially rigid. Further operator algebra related to the two main examples
can be found in [14], [15], [11].
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Figure 1. A natural realisation of ΣFP, the Fourier-
Plancherel sphere, on which the Fourier-Plancherel trans-
form F acts as a quarter-rotation.
5.1. The Fourier-Plancherel sphere. Recall the definition of the
Fourier-Plancherel sphere ΣFP from Example 4.9. The following nota-
tion from [6] is convenient:
ϕs ∈ L∞(R), ϕs(x) = e−isx2/2, s ∈ R,
Vt ∈ Unit(L2(R)), Vtf(x) = et/2f(etx), t ∈ R,
Mλ ∈ Unit(L2(R)), Mλ = Meiλx , λ ∈ R.
We also introduce notation for some nests contained in ΣFP: the ana-
lytic nest is Na = {[MλH2(R)] : λ ∈ R} ∪ {0, I} and the Volterra nest
is
Nv = {[L2(t,∞)] : t ∈ R} ∪ {0, I}.
If we write Ns = Ad(Mϕs)Na then
ΣFP = Nv ∪N⊥v ∪
⋃
s∈R
(Ns ∪N⊥s ),
and the order structure that ΣFP inherits from Proj(L
2(R)) is such that
if P,Q ∈ ΣFP \ {0, I} with P 6= Q then P ∨ Q = I and P ∧ Q = 0
unless {P,Q} ⊆ N for some nest N in this union.
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It is easy to see that Mϕs , Mλ and Vt all lie in U(ΣFP) for s, t, λ ∈ R,
as does the Fourier-Plancherel transform F since
(1) (AdF )Na = Nv, (AdF )Ns =
{
N⊥−1/s s > 0,
N−1/s s < 0
by [7], Theorem 7.1. We first show that Vt may be expressed solely in
terms of {Mϕs : s ∈ R} and F .
Lemma 5.1. For t ∈ R, the dilation operator Vt lies in the group
generated by {Mϕs , F, eiψI : s, ψ ∈ R}. In fact,
Vt = e
ipi/4Mϕexp(t)FMϕexp(−t)FMϕexp(t)F.
Proof. Let us write Sg for the operation of convolution with a function
g ∈ L∞(R), defined on the Schwartz space S(R); that is,
Sgf(x) =
∫
R
g(x− t)f(t) dt, f ∈ S(R), x ∈ R.
For ζ ∈ C \ R−, let ζ±1/2 denote the square root of ζ±1 with non-
negative real part. Let F˜ be the alternate Fourier transform defined
on S(R) by
F˜ f(x) =
∫
R
f(y)e−2piixy dy, f ∈ S(R), x ∈ R.
Observe that F˜ = Vlog 2piF |S(R) and that VtMϕs = Mϕe2tsVt.
In Section XI.1 of [8] it is shown that
F˜Sϕ2pib = (ib)
−1/2Mϕ−2pi/bF˜ , b ∈ R \ {0},
or, writing s = 2pib and rearranging,
Sϕsf = (2pi/is)
1/2F ∗Mϕ−1/sFf, f ∈ S(R), s ∈ R \ {0}.
Observe that ϕs(x − t) = eisxtϕs(x)ϕs(t) for x, s, t ∈ R. Hence for
x ∈ R, s < 0 and f ∈ S(R),
Sϕsf(x) =
∫
R
ϕs(x− t)f(t) dt
= ϕs(x)
∫
R
eisxtϕs(t)f(t) dt
= (2pi)1/2ϕs(x)(F
∗Mϕsf)(sx)
=
(
2pi/(−s))1/2MϕsVlog(−s)FMϕsf(x).
Equating these expressions for Sϕsf and using the density of S(R) in
L2(R) gives
Vlog(−s) = eipi/4Mϕ−sF
∗Mϕ−1/sFMϕ−sF
∗.
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Now F ∗ = F 3 and F 2 commutes with Mϕσ for any σ ∈ R, since ϕσ is
even and F 2f(x) = f(−x). So
FMϕσF
∗ = F ∗MϕσF and F
∗MϕσF
∗ = FMϕσF.
Using this and setting t = log(−s) completes the proof. 
Theorem 5.2. The unitary automorphism group of ΣFP is generated
by
{Mϕs ,Mλ, F, eiψI : s, λ, ψ ∈ R}.
Proof. Let U ∈ U(ΣFP) and let Σa, Σv and Σs denote the “great circles”
Σa = Na ∪N⊥a , Σv = Nv ∪N⊥v , Σs = Ns ∪N⊥s for s ∈ R.
The map AdU preserves orthogonality and the order structure on ΣFP,
so it must permute these great circles. If (AdU)Σa = Σv, then AdFU
fixes Σa; if (AdU)Σa = Σs for some s ∈ R, then Mϕ−sU fixes Σa. So
we may assume that (AdU)Σa = Σa.
If (AdU)Σv 6= Σv, then (AdU)Σv = Σs for some s 6= 0. If s > 0 then
by (1), (AdF )Σs = Σ−1/s and (AdF )Σa = Σv, so U ′ = F ∗Mϕ1/sFU
satisfies (AdU ′)Σa = Σa and (AdU ′)Σv = Σv. So we may assume that
(AdU)Σv = Σv and (AdU)Σa = Σa.
There are now four cases to consider:
(i) (AdU)Na = Na, (AdU)Nv = Nv;
(ii) (AdU)Na = N⊥a , (AdU)Nv = N⊥v ;
(iii) (AdU)Na = N⊥a , (AdU)Nv = Nv;
(iv) (AdU)Na = Na, (AdU)Nv = N⊥v .
Replacing U with F 2U interchanges cases (i) and (ii) and also inter-
changes cases (iii) and (iv), so it suffices to consider cases (i) and (iii)
only.
Suppose that case (iii) holds. We claim that (AdU)N1 = N⊥−s for
some s > 0. To see this, let N be the set of nests
N = {Nv,N⊥v } ∪ {Ns,N⊥s : s ∈ R}
so that ΣFP is the union of all nests in N. Since U is unitary, it maps
nests onto nests and so induces a bijection of N.
Let Σe be the “equator” of ΣFP,
Σe = {L2(R+), L2(R−)} ∪ {MϕsH2(R),MϕsH2(R) : s ∈ R}.
Here H2(R) is the set of complex conjugates of functions in H2(R),
which is equal toH2(R)⊥ [12]. The set Σe contains exactly one subspace
from each nest in N, so the action (AdU) : Σe → (AdU)Σe, K 7→
(AdU)K of AdU on Σe determines the action of AdU onN. Moreover,
AdU is a homeomorphism between Σe and (AdU)Σe, and Σe is itself
homeomorphic to the circle T. Let us give N the topology induced
by the topology on Σe. The bijective action of AdU on N is then a
homeomorphism.
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It follows that the closed connected set
[Na,Nv] =
⋃
s≥0
Ns ∪Nv
must be mapped by AdU onto
either [N⊥a ,Nv] =
⋃
s≥0
N⊥s ∪N⊥v ∪
⋃
s∈R
Ns ∪Nv
or [Nv,N⊥a ] = Nv ∪
⋃
s≤0
N⊥s .
If (AdU)[Na,Nv] = [N⊥a ,Nv] then there is some s > 0 such that
(AdU)Ns = N⊥v . Since (AdU)Nv = Nv and U is unitary,
N⊥v = ((AdU∗)Nv)⊥ = (AdU∗)N⊥v = Ns,
which is impossible by the F. & M. Riesz theorem.
So (AdU)[Na,Nv] = [Nv,N⊥a ] and so (AdU)N1 = N⊥−s for some
s > 0. Since (AdU)Nv = Nv, it follows from [3], Chapter 17 that there
exist a unimodular function α ∈ L∞(R) and an order-preserving almost
everywhere differentiable bijection g : R → R such that U = MαCg
where Cg is the unitary composition operator corresponding to g. Thus
UMϕ1H
2(R) = MαCgMϕ1H2(R) = Mϕ−sMλH2(R)
for some λ ∈ R. Moreover, (AdU)Na = N⊥a , so UH2(R) = MµH2(R)
for some µ ∈ R. Since CgMf = Mf◦gCg for f ∈ L∞(R),
Mϕ1◦gMαCgH
2(R) = Mϕ1◦gMµH2(R) = Mϕ−sMλH2(R).
Taking orthogonal complements, we see that
MϕsM−λMϕ1◦gMµH
2(R) = uH2(R) = H2(R),
where u : R→ C is the unimodular function
x 7→ exp i(− 1
2
(g(x)2 + sx2) + (µ− λ)x).
So u must be constant almost everywhere. But g(x)→∞ as x→∞,
so this is impossible.
So we are reduced to case (i): AdU fixes both the analytic nest and
the Volterra nest, and so is a unitary automorphism of Alg(Nv ∪ Na),
the Fourier binest algebra. By [6], Lemma 4.1, U = eiψMλDµVt for
some ψ, λ, µ, t ∈ R. Now apply Lemma 5.1. 
Remark 5.3. It can be shown that, modulo scalars, this automor-
phism group is isomorphic to the semidirect product R2 o SL2(R).
The isomorphism is implemented by the map sending1λ 1 0
µ 0 1
 ,
1 1 −s
0 1
 and
1 0 −1
1 0

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to Ad(MλDµ), Ad(Mϕs) and Ad(F ) respectively. We refer the reader
to [10] for the details.
It is perhaps surprising that {Ad(U) : U ∈ U(ΣFP)} has such a
simple description. The authors do not know if the same can be said
for U(ΣFP) itself.
5.2. The hyperbolic sphere and the extended hyperbolic lat-
tice. Recall the definitions of the hyperbolic sphere Σhyp and the ex-
tended hyperbolic lattice Lˆ ⊇ Σhyp from Example 4.12. For λ, µ ∈ R,
let Mλ,µ = Mei(λx+µx−1) and for (θ, s) ∈ T× R let
Uθ,s = M|x|isuθ(x) where as before, uθ(x) = χ[0,∞) + θχ(−∞,0).
A typical projection in M(S(x,log |x|,−x−1)) is
[U1,sMλ,µH
2(R)] where (s, λ, µ) ∈ R3.
If uθ,s = χ[0,∞) + θespiχ(−∞,0) then it is shown in [7] that Uθ,sH2(R) =
Muθ,sH
2(R) for (θ, s) ∈ T× R. We further define operators
J1f(x) = x
−1f(−x−1) and J2f(x) = f(−x), f ∈ L2(R);
these are the unitary composition operators corresponding to the sym-
metries x 7→ −x−1 and x 7→ −x, respectively. The linear span of the
set of functions z 7→ (z − ξ)−1 for =ξ < 0 (or =ξ > 0) is dense in
H2(R) (or in H2(R), respectively). Applying J1 and J2 to these sets
reveals that J1H
2(R) = H2(R) and J2H2(R) = H2(R). It is easy to
see that all of these operators are unitary automorphisms of Lˆ, and
if we fix θ = 1 then we obtain unitary automorphisms of Σhyp. We
will show that in each case, these operators generate the whole unitary
automorphism group.
Lemma 5.4. Let γ be a conformal automorphism of the upper half
plane H. For each nonzero s ∈ R, the subspace Mu1,s◦γH2(R) has zero
intersection with each subspace in M(S(x,log |x|,−x−1)) unless γ is either
of the form γ(x) = ax for some a > 0 or γ(x) = −bx−1 for some b > 0.
Proof. Suppose that Mu1,s◦γH
2(R) ∩ U1,σMλ,µH2(R) 6= {0}. Let
f = (u1,s ◦ γ)g = u1,σei(λx+µx−1)h
be a nonzero function in this intersection, where g, h ∈ H2(R). Multi-
plying this equation by e−iλx if λ < 0 and by e−iµx
−1
if µ > 0 and writing
α = (u1,s ◦ γ)/u1,σ gives αϕ = ψ for nonzero functions ϕ, ψ ∈ H2(R).
Observe that α takes at most four values, since
α(x) =

1 x ∈ γ−1(R+) ∩ R+
espi x ∈ γ−1(R−) ∩ R+
e−σpi x ∈ γ−1(R+) ∩ R−
e(s−σ)pi x ∈ γ−1(R−) ∩ R−
.
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Applying the F. & M. Riesz theorem to the function αϕ−ψ = 0 reveals
that α must be constant almost everywhere; in particular, since s 6= 0,
no three of these intersections can have nonzero Lebesgue measure.
Since γ induces a conformal automorphism of the upper half plane,
either γ(x) = ax+b with a > 0 and b ∈ R or γ(x) = a−b(x−c)−1 with
a, b, c ∈ R and b > 0. Applying the condition in the previous paragraph
forces γ(x) = ax with a > 0 or γ(x) = −bx−1 with b > 0. 
Theorem 5.5. (i) The unitary automorphism group of Lˆ is equal to
the union G ∪GJ1 ∪GJ2 ∪GJ1J2 where
G = {αUθ,sMλ,µVt : (α, θ, s, λ, µ, t) ∈ T2 × R4}.
(ii) The unitary automorphism group of Σhyp is equal to the union
G0 ∪G0J1 ∪G0J2 ∪G0J1J2 where
G0 = {αU1,sMλ,µVt : (α, s, λ, µ, t) ∈ T× R4}.
Proof. (i) We exploit the order structure of Lˆ, given in Proposition 5.2
of [7]. Suppose that U lies in U(Lˆ), the unitary automorphism group
of Lˆ. Let us write M for the set
M =M(S(x,log |x|,−x−1)) = {Ad(U1,sMλ,µ)[H2(R)] : s, λ, µ ∈ R}
and let ∂M be the topological boundary ofM, which by Theorem 4.2
is the set of projections in Lˆ of the form [L2(E)]. Observe first that
∂M must be mapped onto itself by AdU . This will follow if we can
show that the set Lˆ\∂M may be intrinsically described as the union of
all non-commutative sublattices of Lˆ which are order-isomorphic to the
slice L1,0 = {Ad(Mλ,µ)[H2(R)] : λ, µ ∈ R} and whose closure contains
{0, I}. Writing
Lθ,s = {Ad(Uθ,sMλ,µ)[H2(R)] : λ, µ ∈ R}
for θ, s ∈ R, observe that each of the slices Lθ,s, L⊥θ,s has this property.
Hence this union contains Lˆ \ ∂M. On the other hand, suppose that
L is such a non-commutative sublattice and that P ∈ ∂M∩L. Since
L ∼= L1,0 there are two continuous nests N1,N2 contained in L∪{0, I}
which do not commute with one another such that N1∩N2 = {0, P, I}.
Now P is of the form P = [L2(E)] and all the non-trivial projections
Q,R in Lˆ which satisfy Q ≤ [L2(E)] ≤ R are all contained in ∂M
by the F. & M. Riesz theorem, so N1,N2 ⊆ ∂M. But all projections
in ∂M commute, so we obtain a contradiction and ∂M∩ L must be
empty.
Hence (AdU)∂M = ∂M. Observe that
Lˆ \ ∂M =
⋃
θ∈T
(AdUθ,1)M∪
⋃
θ∈T
(AdUθ,1)M⊥
and that the terms in this union are the components of Lˆ \ ∂M, which
AdU must therefore permute. If UH2(R) = Uθ,sMλ,µH2(R), then we
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Table 1. Commutation relations for U(Lˆ)
Y
X
XY Uθ,s Mλ,µ Vt J1 J2
Uθ′,s′ Uθθ′,s+s′
Mλ′,µ′ commute Mλ+λ′,µ+µ′
Vt′ e
ist′Uθ,sVt′ Met′λ,e−t′µVt′ Vt+t′
J1 Uθ,−sJ1 M−µ,−λJ1 V−tJ1 I
J2 Uθ,sJ2 M−λ,−µJ2 commute commute I
may replace U with J2U to ensure that UH
2(R) ∈ ⋃θ∈T(AdUθ,1)M,
and then replacing U by Uθ,sMλ,µU for suitable θ, s, λ, µ we can arrange
that UH2(R) = H2(R), and so also that (AdU)M =M.
Since (AdU)∂M = ∂M, AdU maps projections in (∂M)′′ to pro-
jections in (∂M)′′ and so induces an automorphism of L∞(R). Von
Neumann’s theorem of [19] shows that this is necessarily induced by a
Borel isomorphism γ. (See also Nordgren [13]). Since L∞(R) is max-
imal abelian it follows readily that U = MϕCγ for some unimodular
function ϕ where Cγ is the unitary composition operator for γ. More-
over, U induces an automorphism of H∞(R), since if h ∈ H∞(R) then
MhH
2(R) ⊆ H2(R) and so
H2(R) = UH2(R) ⊇ UMhH2(R) = MϕCγMhH2(R)
= Mh◦γMϕCγH2(R)
= Mh◦γUH2(R)
= Mh◦γH2(R).
It follows from the Beurling-Lax theorem [9] that h ◦ γ ∈ H∞(R). The
same argument applied to U∗ shows that the map h 7→ h◦γ is indeed an
automorphism of H∞(R). Hence γ induces a conformal automorphism
of the upper half plane.
Fix s 6= 0. Since (AdU)M =M, the subspace
U(U1,sH
2(R)) = UMu1,sH2(R) = Mu1,s◦γUH2(R) = Mu1,s◦γH2(R)
must lie inM. By Lemma 5.4, either γ(x) = etx or γ(x) = −(etx)−1 for
some t ∈ R. Hence Cγ ∈ {Vt, J1Vt}. Multiplying by C∗γ reduces to the
case U = Mϕ. Since CγH
2(R) = H2(R), we have MϕH2(R) = H2(R)
and so ϕ is constant almost everywhere.
(ii) Following the first paragraph of the proof of (i) with Σhyp in place
of Lˆ, we may assume that U ∈ U(Σhyp) satisfies (AdU)∂M = ∂M.
Now Σhyp \ ∂M = M∪M⊥ has two components, which AdU must
permute. We may again assume that (AdU)M = M by multiplying
by J2 if necessary. The remainder of the proof proceeds as above. 
From Table 1, we see that Ad(U(Lˆ)) is isomorphic to the double
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semidirect product(
(T× R3)oα R
)
oβ (Z/2Z)2,
α(t)(θ, s, λ, µ) = (θ, s, etλ, e−tµ),
β(1, 0)(θ, s, λ, µ, t) = (θ,−s,−µ,−λ,−t),
β(0, 1)(θ, s, λ, µ, t) = (θ, s,−λ,−µ, t).
The map sending
1
a 1 0
s 0 1
λ et 0
µ 0 e−t
 ,

−1
1 0
0 1
0 1
1 0
 and

−1
1 0
0 −1
1 0
0 1

to Ad(Ueia,sMλ,µVt), Ad(J1) and Ad(J2) respectively for a, s, λ, µ, t ∈ R
is a homomorphism onto Ad(U(Lˆ)) with kernel 2piZ.
5.3. Polynomial 2-spheres. Finally, we consider isomorphisms be-
tween 2-spheres of the form Σm,n = Σ(Mm,n) where
Mm,n =M(S(xm,xn)) for m,n ∈ Z \ {0}.
We write ∂Mm,n for the topological boundary of Mm,n. This can be
easily computed using the results of Section 4:
Lemma 5.6. Let m > n be nonzero integers and let α be the residue
class of (m,n) in (Z/2Z)2, which we identify with {0, 1}×{0, 1}. Then
∂Mm,n = ∂Mα depends only on α. In fact ∂M(0,1) = Σv, the Volterra
circle,
∂M(1,1) = {P, P⊥ : P = [L2(E)], E = [−a, a], a ∈ [0,∞]}
and if β = (1, 1)− α then
∂Mβ = {PMχ(0,∞) + P⊥Mχ(−∞,0) : P ∈ ∂Mα}.
We now examine the order structure on Σm,n, which is rather simple
in many cases.
Lemma 5.7. Suppose that u(x) = exp(i(γxm+ δxn)) is an inner func-
tion, where n,m are distinct integers and γ, δ ∈ R. If γ 6= 0 then
m ∈ {−1, 0, 1}, and if δ 6= 0 then n ∈ {−1, 0, 1}.
Proof. Given h(x) ∈ H∞(R), there is a unique function, η(z) ∈ H∞(H)
whose nontangential limit boundary value function η? ∈ H∞(R) is
equal to h almost everywhere. Suppose that κ(z) is analytic on an open
disc U with U ∩ R = (a, b) for some a < b, and that h agrees with κ?
almost everywhere on (a, b). Then η(z) = κ(z) on U ∩H. Indeed η and
κ both have restrictions in H∞(U ∩ H) and their boundary functions
agree on a set of positive measure, so the conclusion follows from the
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F. & M. Riesz theorem together with the Riemann mapping theorem.
(See also Fisher [4].)
We apply this principle to h(x) = exp(i(γxm+δxn)). If h is inner and
η ∈ H∞(H) with η? = h, consider the analytic function κ : C\{0} → C,
z 7→ exp(i(γzm + δzn)). Since κ is analytic on each of the open discs U
which meet the right half line and the union of these discs contains H,
we conclude that η = κ on H. However, it is routine to check that
this function is bounded in the upper half plane only under the stated
conditions. 
Lemma 5.8. Let m,n be distinct integers in Z \ {−1, 0, 1}. If P and
Q are distinct projections in Σm,n with 0 6= P ≤ Q 6= I then they must
lie in ∂Mm,n.
Proof. Suppose that P 6∈ ∂Mm,n. By the F. & M. Riesz theorem,
Q 6∈ ∂Mm,n. Suppose without loss of generality that P ∈Mm,n; if this
is not the case, then apply the unitary automorphism J2 induced by
x 7→ −x, which maps M⊥m,n onto Mm,n, to make it so. If Q ∈ M⊥m,n
then there exist α, β, λ, µ ∈ R such that
ei(λx
m+µxn)H2(R) ⊆ ei(αxm+βxn)H2(R),
where these subspaces are the ranges of P and Q, respectively. Let
u(x) = exp i(γxm + δxn) where γ = λ − α and δ = µ − β, so that
uH2(R) ⊆ H2(R). Taking complex conjugates yields uH2(R) ⊆ H2(R),
so H2(R) ⊆ uH2(R) and thus uH2(R) = H2(R). So
H2(R) = (H2(R))⊥ = (uH2(R))⊥ = uH2(R) = u2H2(R).
It is well-known that a unimodular function which preserves H2(R)
must be constant almost everywhere, so γ = δ = 0, which would imply
that H2(R) = H2(R), an obvious contradiction.
So Q ∈Mm,n, say
P = [ei(λx
m+µxn)H2(R)], Q = [ei(αxm+βxn)H2(R)].
Now u(x) = exp i(γxm + δxn) leaves H2(R) invariant, so is an inner
function. Hence γ = δ = 0 by Lemma 5.7 and P = Q, a contradiction.

The conclusion of Lemma 5.8 holds nontrivially precisely when m,n
are not both even and it follows that the boundary ∂Mm,n is a uni-
tary invariant for Σm,n and also for the balls Mm,n. Furthermore,
Lemma 5.6 shows that ∂Mm,n generates L∞(R) precisely when m,n
are not both odd. When both these conditions prevail we can classify
the spheres and balls by an argument similar to that of Theorem 5.5.
In fact we expect that a somewhat deeper analysis will show that in
general the (unordered) set{{m,n}, {−m,−n}}
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is a complete unitary invariant.
We shall need the following elementary lemma.
Lemma 5.9. Let m,n, p, q be nonzero integers with m,n ≥ 1 such that
p 6= q and m 6= n. If γ : R→ R induces a conformal automorphism of
the upper half plane and α, β are real constants such that
xp − xq = αγ(x)m + βγ(x)n + 2piN(x) almost everywhere,
where N : R→ Z then{{m,n}, {−m,−n}} = {{p, q}, {−p,−q}}.
Proof. Without loss of generality, suppose that p > q and m > n.
Either γ(x) = ax+ b where a > 0 and b ∈ R, or γ(x) = a− b(x− c)−1
for a, c ∈ R and b > 0. Suppose first that γ(x) = ax + b; without loss
of generality, we may take a = 1. Since N is then continuous and so
constant on (0,∞) it follows that p, q ≥ 1 and so N is constant on R.
The equation
xp − xq = α(x+ b)m + β(x+ b)n + 2piN
holds almost everywhere. Considering the coefficient of xp gives α = 1
and m = p, so we suppose that n 6= q. Differentiating gives
pxp−1 − qxq−1 = p(x+ b)p−1 + βn(x+ b)n−1.
If q, n > 1 then we set x = −b to deduce that b is algebraic, and set
x equal to any other algebraic number to see that β is also algebraic.
Simple arguments show that the same holds if q > 1 and n 6= 1 or
if q = 1 and n > 1. Now equate the constant terms in the original
expression:
2piN = −(bp + βbn).
Since the right hand side is algebraic, N = 0. By counting repeated
roots, it now follows that n = q.
If on the other hand γ(x) = a− b(x− c)−1 then N is continuous and
so constant on R\{0, c}, so p, q ≤ −1 and N(x) = 0 almost everywhere
for x > max{0, c} and for x < min{0, c}. Since the left hand side is
locally unbounded only at x = 0 and has limit 0 as x → ±∞, we
must have c = 0 and N(x) = 0 almost everywhere. It only remains
to consider the order of growth and decay at 0 and ±∞ to see that
p = −n and q = −m. 
Theorem 5.10. Let p, q ∈ Z\{−1, 0, 1} with p 6= q and let m,n > 1 be
integers with m 6≡ n mod 2. The spheres Σm,n and Σp,q are unitarily
equivalent if and only if{{m,n}, {−m,−n}} = {{p, q}, {−p,−q}}.
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Proof. First observe that the spheres are unitarily equivalent if these
sets are equal, since the composition operator J1 corresponding to the
map x 7→ −x−1 satisfies (Ad J1)Σm,n = Σ−m,−n.
Let U ∈ Unit(L2(R)) with (AdU)Σm,n = Σp,q. Consider the sub-
space UH2(R) ∈ Σp,q. Since AdU preserves the order structure, it
must map ∂Mm,n onto ∂Mp,q by Lemmas 5.6 and 5.8. By composi-
tion with x 7→ −x if necessary, we may assume that UH2(R) ∈ Mp,q
and then translating by the “obvious” inner automorphisms of Mp,q,
that UH2(R) = H2(R).
Let σ be the residue class of (m,n) in (Z/2Z)2, which by assumption
is in {(0, 1), (1, 0)}. Observe that by Lemma 5.6, the von Neumann
algebra generated by ∂Mm,n = ∂Mσ is the multiplication algebra
L∞(R), and the only possibilities for the algebra A = (∂Mp,q)′′ are
A = L∞(R) or A = {Mf : f ∈ L∞(R), f(x) = f(−x)}.
The latter algebra has uniform multiplicity 2. Since AdU sends pro-
jections in (∂Mm,n)′′ to projections in (∂Mp,q)′′, it induces an isomor-
phism between L∞(R) and A. Spatial isomorphisms preserve multi-
plicity, so in fact A = L∞(R).
Now AdU is an isomorphism L∞(R) → L∞(R) and it follows that
U = MϕCγ where ϕ ∈ L∞(R) is unimodular and Cγ is a unitary
composition operator with symbol γ, a Borel isomorphism. Exactly as
in the proof of Theorem 5.5, γ induces a conformal automorphism of
the upper half plane. Since AdU is a homeomorphism with
UH2(R) = H2(R) and U∂Mm,n = ∂Mp,q,
it maps the two componentsMm,n andM⊥m,n of Σm,n \∂Mm,n toMp,q
and M⊥p,q respectively. In particular, there exist real α, β such that
ei(x
p−xq)H2(R) = Uei(αxm+βxn)H2(R)
= ei(αγ(x)
m+βγ(x)n)UH2(R)
= ei(αγ(x)
m+βγ(x)n)H2(R).
Hence the hypotheses of Lemma 5.9 are satisfied and the result follows.

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