Data hiding is the process of secretly embedding information inside a data source without changing its perceptual quality. In this paper, Quantization Index Modulation and the compression function of µ-Law standards for quantization are used. The proposed method transforms the host signal into the logarithmic domain using the µ-Law compression function. Then, the transformed data is quantized uniformly and the result is transformed back to the original domain using the inverse function. The scalar and the vector methods along with a secret key for data hiding will make the method more secure and efficient. The experimental results demonstrate the robustness of the proposed approach.
INTRODUCTION
The advancement of the internet has resulted in many new opportunities for the creation and delivery of contents in the digital form. The recent growth of network multimedia system has increased the need for the security of digital media. This is important for the protection and enforcement of intellectual property rights. Techniques are needed to prevent the copying, forgery and unauthorized distribution of data. Without such methods, placing data on a public networks puts them at a risk of theft and alteration. Information hiding methods such as cryptography, steganography and watermarking will result in reduction of theft and alteration of data.
Watermarking is a technique of hiding the secure information into the data without introducing a noticeable change. These systems embed one signal, called an "embedded signal" or a "watermark", within another signal, called a "host signal". The embedding must be done such that the embedded signal causes no degradation to its host. The science of concealing information is known as "Steganography" and the technology of "Digital Watermarking" has taken the root from it. Digital watermarking and information embedding systems have a number of multimedia applications and has been widely studied during the recent years for the purpose of copyright protection, authentication, fingerprinting, copy protection, secret communication and broadcast monitoring.
Quantization in the image processing, is a lossy compression technique achieved by compressing a range of values to a single quantum value. Quantization refers to the process of approximating the continuous set of values in the image with a finite set of values [2] Among many watermarking schemes, the class of hostinterference rejecting embedding methods called Quantization Index Modulation (QIM) has grabbed the attention of researches due to its good rate of distortion-robustness tradeoffs [1] . QIM is a new class of host-interference rejecting methods. In QIM, the watermark data is embedded by quantizing the host signal featured by a set of quantizers, each of which associated with a different message. The QIM methods provably better rate-distortion-robustness performance than methods such as spread spectrum methods and generalized low bit modulation methods.
Due to the perceptual advantages of logarithmic quantization based methods, the compression function of µ-Law standards for quantization is used [2] . The µ-law algorithm is a companding algorithm, primarily used in the digital telecommunication systems of North America and Japan [14] . Companding algorithms reduce the dynamic range of an audio signal. In analog systems, this can increase the signal-to-noise ratio (SNR) achieved during transmission, and in the digital domain, it can reduce the quantization error (hence increasing signal to quantization noise ratio). These SNR increases can be traded instead for reduced bandwidth for equivalent SNR. µ-Law encoding effectively reduced the dynamic range of the signal, thereby increasing the coding efficiency while biasing the signal in a way that results in a signal-to-distortion ratio that is greater than that obtained by linear encoding for a given number of bits.
The paper is organized as follows: In Section 2, Logarithmic Quantization Index Modulation method is presented. In Section 3, the implementation issues are presented. Performance analysis and comparison results with other works are reported in Section 4. Finally, concluding remarks are made in Section 5.
LOGARITHMIC QUANTIZATION & INDEX MODULATION (LQIM) METHOD
Brain Chen and Gregory [1] examined the various information embedding problem and proposed a new class of host interference rejecting embedding methods namely Quantization Index Modulation that performs provable better than the methods like least bit modulation (LBM) and spread spectrum methods.
Comesana and Gonzalez [5] presented a novel quantizationbased watermarking technique robust to scaling attacks, with both differential and non-differential versions. They developed the quantization-based watermarking approach in the logarithmic domain. The host signals are transformed using the logarithmic function. Then, quantization is performed using uniform step sizes on transformed signal in order to embed data within host signal. If the original signal is zero, the logarithm of zero is undefined The function used has not any freedom of controlling the distortion in fixed step sizes and the distortion cannot be minimized according to the host signal distribution.
Barni, Bartolini, Rosa and Piva [6] derived a new watermark detection algorithm which is optimum under the NeymanPearson criterion. The new algorithm permits to minimize the missed detection probability subject to a given constraint on the maximum allowable false detection rate. The new algorithm, which relies on Bayes statistical detection theory and on a new approach to the modeling of DFT coefficients, permits to improve significantly the performance of correlation-based decoders in terms of watermark robustness.
Cox and Paul [7] have discussed the susceptibility of watermarking algorithms to tampering. A series of attacks that are all independent of the underlying algorithms used for watermarking are summarized. Collision attacks in the watermarking schemes are discusses. "Unrestricted-key watermarking schemes has been discussed in which the attacker knows how to detect a watermark, but despite the knowledge the attacker cannot remove or alter the watermark. Transform) coefficients of the signal. The underlying basic principle is that, if those coefficients can be significantly modified by quantization in audio compression schemes such as MPEG MP3/AAC without quality impairments, they can also be modified to embed watermark codes.
Yargic [9] have presented a novel data hiding methods that embed secret data during mixed excitation linear prediction (MELP) coding of the speech signal [6] .The secret data bits are hidden by using quantization index modulation (QIM) which is carried out in the multistage vector quantization (MSVQ) of line spectral frequencies (LSF) parameters. According to the steganalysis results, methods that apply QIM on the third and fourth indexes of MELP-MSVQ assure both lower distortion and better steganographic imperceptibility.
Ramachandran, Chou and Ortega [11] proposed a robust method of imperceptible audio data-hiding technique that. A new and improved audio data-hiding technique was derived a method of data hiding was developed that represents the codebook as a tree structure and varies the height of the tree based on perceptual constraints given by the audio signal. The data hiding methods used uniform quantization. The uniform quantization is optimum when the host signal is uniformly distributed. For the hosts with non-uniform distributions, a set of optimum quantizer levels exists, by use of which, quantization introduces minimum distortion to the host signal Coax, Kilian, Leighton, Shamoon [12] presented a paper which describes a secure algorithm for digital watermarking. The approach works on the additive spread spectrum methods and inserts the data in the most significant spectral components of the data. It has been developed for two principle applications: to identify the owner and to ensure strong resilience to multiple documents or collision attacks.
Zoran Peric, Aleksandar Mosic and Stefan Panic [13] presented a novel coding algorithm based on loss compression using scalar quantization switching technique. The algorithm of switching is performed by the estimating input variance and further coding with Nonuniform Switched Scalar Compandor (NSSC). An accurate estimation of the input signal variance is needed when finding the best compressor function for a compandor implementation. It enables quantizers to be adapted to the maximal amplitudes of input signals. The main contribution of the model is reaching the loss compression through reaching the higher quality of the signal-to-quantization noise ratio (SQNR) in a wide range of signal volumes (variances) with respect to the necessary robustness over a broad range of input variances, and applying possibility for VOIP applications and an effective coding of signals that likewise speech signals follow Gaussian distribution and have the time varying characteristics A new watermarking technique called Logarithmic Quantization Index Modulation [4] has been developed and published by Kalantari and Seyed Mohammad Ahadi. The host signal features are transformed using a logarithmic function and then quantized uniformly regarding the watermark data. The watermarked data is obtained by applying inverse transform to the quantized data. Euclidean distance decoder is used to extract the watermark data.
The rationale behind the logarithmic quantization is that since signal's amplitudes are more concentrated around zero, more step sizes should be devoted to quantizing smaller amplitudes
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and less should be associated to the larger amplitudes. This also leads to a more uniform signal-to-quantization error ratio for different amplitudes. In order to perform logarithmic quantization, the host signal must be transformed using the following compression function.
The quantized data is then expanded, in order to obtain the watermarked signal. In order to extract the watermark data; the Euclidean distance decoder is used. Euclidean distance decoder can be implemented in the original or the transformed domain.
IMPLEMENTATION
The logarithmic quantization index modulation can be implemented using scalar and vector methods. Thus the main application can be further divided into vector logarithmic quantization methods and scalar quantization methods.
Scalar LQIM
In order to perform logarithmic quantization, the host signal must be transformed using the following compression function:
where µ is a parameter defining the compression level and X s is the parameter that scales the host signal. The best value X s is the value which spreads most of the host signal samples into the range [0, 1] . The values that are larger than one can be converted to the logarithmic domain and be used for embedding. The function used in µ-law does not perform well for these values. There exists only a small number of such values, and thus, there is no major problem with them. Since the host signal samples (or features) may be inappropriately large, X s should be carefully selected according to the histogram in a way that the host signal samples spread well into the range 
Vector LQIM
This method can be generalized to N-dimensional space. For this, the magnitude of an N-dimensional vector is quantized. The surface of each sphere is the reconstruction area instead of the reconstruction point in scalar LQIM. Each vector, in order to lie on the surface of a sphere or a hyper sphere, is moved according to the watermark data either upward or downward on the line connecting origin to it. The described method can be implemented as simple as scalar LQIM. The goal is to embed one bit of message into the whole vector. For this, the normalized magnitude is calculated Watermark data can also be extracted using minimum distance decoder. 
PERFORMANCE ANALYSIS
Our purpose is to show that LQIM provides less distortion and more robustness The reported results in Table 1 
Mean Squared Error (MSE):
Mean squared error is the measure used to quantify the difference between the initial and distorted or noisy image. MSE measures the average of the squares of the "errors". The error is the amount by which the value implied by the estimator differs from the quantify to be estimated. MSE can be calculated using the equation ( 
CONCLUSIONS
The experimental result shows that the proposed method provides perceptual advantages that lead to stronger watermark insertion. This method does not have the drawbacks of a previous logarithmic quantization-based method proposed in [5] . By the above we infer that using LQIM technique data can be hidden more effectively which results in less distortion and also the technique provides more robustness. 
Future enhancement

