There has been an increasing interest in the use of artificial neural networks (NNs) in business applications (DeTienne, DeTienne, & Joshi, 2003) . However, their use has not been very extensive in the area of organizational behavior research. The purpose of this article is to demonstrate the use of NNs by comparing the predictive accuracy of NNs and multiple regression (MR) using survey data from a previously published study (White, Tansky, & Baik, 1995) that examined the relationship between culture and perceptions of justice.
The study of organizational justice or the role of fairness in the workplace has been identified as an important issue in the organizational behavior literature (e.g., Greenberg, 1990) . This study focused on distributive justice, which concerns whether people feel their reward is fair given what they have put into their jobs. Previous research has shown evidence of links between culture and perceptions of justice (e.g., Meindl, Cheng, & Jun, 1990; White, Tansky, & Baik, 1995) . For instance, Bond, Leung, and Wan (1982) found that people from more collectivistic cultures such as Hong Kong preferred a less equitable, more equal allocation pattern of rewards than did people from a more individualistic culture, such as the United States.
Regression analysis is the most commonly used method for examining relationships between cultural variables and perceptions of justice. In this article, the problem is approached using NNs (Hinton, 1992; Rumelhart, Hinton, & Williams, 1986; Werbos, 1974 Werbos, , 1988 . Numerous studies have shown NNs to be a viable alternative to conventional statistical models for classification and prediction problems (see refer-ences in the surveys by Sharda, 1994) . Comprehensive bibliographies of NN applications in business research conducted between 1988 and 1995 and between 1994 and 1998 are provided by Wong, Bodnovich, and Selvi (1997) and Wong, Lai, and Lam (2000) , respectively. In certain business and social science applications, NNs have performed at least as well as, and often better than, traditional statistical methods when compared on the degree of prediction accuracy (Collins & Clark, 1993; Goss & Ramchandani, 1998; Kiang, 2003; Liang, Chandler, Han, & Roan, 1992; Palocsay et al., 1996; Palocsay, Wang, & Brookshire, 2000; Salchenberger, Cinar, & Lash, 1992; St. John, Balakrishnan, & Fiet, 2000; Subramanian, Hung, & Hu, 1993; Tam & Kiang, 1992; Wilson & Hardgrave, 1995) .
However, the objective of most of these NN studies is classification of the input patterns into categories, using the output value as an indication of the strength of the membership in a particular category. For example, Wilson and Hardgrave (1995) developed an NN model to predict the success or failure of MBA students for admission purposes and compared it to linear regression, discriminant analysis, and logistic regression. Another illustration of classification is given by Collins and Clark (1993) , who used four different data sets on workplace behavior to make comparisons between NNs and discriminant analysis. Their work also provides a good introduction to the application and appropriateness of NNs in this domain, including a general overview of NNs and a reading list for readers who are unfamiliar with their underlying processing. More recently, St. John, Balakrishnan, and Fiet (2000) applied NNs to the problem of modeling the relationship between a firm's strategy choices and its performance. Their study shows that wealth creation, measured as the change in rank (increase or decrease) based on market value over a 5-year period, can be more accurately predicted by NNs than by discriminant analysis.
Classification studies, by definition, require a nominal or categorical dependent variable. There are considerably fewer examples of NNs in which the objective is to quantify the relationship between a continuous-valued dependent variable and one or more independent predictor variables. In addition, most of these studies are published in the engineering and mathematical sciences literature and are not well known among organizational behavior researchers (see, e.g., Condon, Golden, & Wasil, 1999; Wu & Yen, 1992) . One exception is a study by Veiga, Lubatkin, Calori, Very, and Tung (2000) , who applied NNs to identify how perceived cultural compatibility could be used to predict postmerger performance in a sample of cross-border acquisitions. In their study, perceived cultural compatibility was measured using a total of 23 items. The use of NNs was necessary because the authors were searching for underlying patterns in the 23 items that made up cross-cultural compatibility. Regression analysis would have required treating each of the 23 items as independent variables. However, the 23 items are from one scale and highly correlated, leading to problems in the estimation of regression statistics. Veiga et al. conclude that "neural network analysis represents an exciting and complementary computational methodology for cross-cultural researchers" (p. 232) and encourage more use of NNs.
Another research effort by Somers (2001) (Nguyen & Cripps, 2001) .
A recent article by SubbaNarisimha, Arinze, and Anandarajan (2000) categorizes NN studies by data type (real world or simulated) and dependent variable measurement (nominal/categorical or interval/ratio). The authors cite only three studies that compare NNs to multivariate statistical methods using real-world data, rather than simulated data, measured in interval-or ratio-scale: predicting student grade point averages (GPAs; Gorr, Nagin, & Szczypula, 1994) , forecasting prepayment rates for mortgage-backed securities as data quality varies (Bansal, Kauffman, & Weitz, 1993) , and performance prediction for transportation models (Duliba, 1991) . Their own study compares the relative accuracy of NNs to that of MR for predictions on two small data sets, MBA students' graduating GPA and long-term performance of firms, in which the data contain skewed independent variables. They concluded, in contrast to other studies, that MR is better able to model these dependent variables when appropriate transformations are applied to the skewed variables. However, their article does not provide many details of their NN training procedure, such as how the NN configuration was selected and the criteria used for NN training.
NNs are appealing because they are able to approximate complex nonlinear forms yet do not require specification of a nonlinear model prior to analyzing the data or make any assumptions about the statistical distribution or properties of the data (White, 1990 ). NNs also demonstrate a robust ability to make reasonable predictions for previously unseen inputs after "learning" from example data, even in the presence of significant noise (Rumelhart, Widrow, & Lehr, 1994; Bansal, Kauffman, & Weitz, 1993) . In comparison, MR models have several limitations that can affect their performance and statistical reliability. The most serious of these are the prespecification of a nonadaptive linear model, restrictive assumptions on the error terms, the requirement for a normally distributed population, and the effects of multicollinearity (DeTienne et al., 2003) . However, despite the recognized capabilities of NN models, multivariate statistical procedures remain considerably more popular with organizational behavior and cross-cultural researchers, probably due to their familiarity.
Based on the need to give more exposure to these models in the organizational behavior literature, this article presents the results from a study comparing the predictive ability of NNs to MR. An NN model was developed using survey data from a published study by White, Tansky, and Baik (1995) that examined the effect of cultural values on perceptions of distributive justice in a sample of U.S. and South Korean students. These data were selected because they were previously collected and analyzed using MR and thus provide a benchmark data set for validating new methods with no biases in favor of any particular method. Another important contribution of this article is a clear discussion of the construction of the NN model, including selection of a network configuration, training procedures, model validation, and interpretation of results, and methods for comparing NNs to parametric statistical models. This aspect of the article is designed to provide practical guidelines for researchers who are interested in developing their own NNs.
Method Data Set and Measures
Survey data from White, Tansky, and Baik (1995) were used in this study. The demographic variables and dimensions of culture used in this research are described below. Palocsay, White / NEURAL NETWORK MODELING 391 The sample was composed of 296 U.S. and 172 South Korean undergraduate students. All the students were business majors, and 75.7% were male. Based on the work of Hofstede (1980) , individualism/collectivism, power distance, avoidance of uncertainty, masculinity/femininity, and paternalism were used to measure culture. These dimensions of culture were all measured using a scale developed by Dorfman and Howell (1988) .
Individualism/collectivism consisted of six items, including "group welfare is more important than individual rewards." A high score represents collectivism. The reliability (Cronbach's alpha) was .67. Power distance was measured by six items such as "managers should make most decisions without consulting subordinates." The reliability (Cronbach's alpha) was .64. Avoidance of uncertainty was measured by five items. This scale included items such as "it is important to have job requirements and instructions spelled out in detail so that employees always know what they are expected to do." The reliability (Cronbach's alpha) was .78. Masculinity/femininity was measured by five items. The scale included items such as "meetings are usually run more effectively when they are chaired by a man." A high score represents masculinity. The reliability (Cronbach's alpha) was .90. Paternalism was measured by seven items. This scale included items such as "managers should help employees with their family problems." The reliability (Cronbach's alpha) was .85.
To measure distributive justice, participants were asked to respond to a scenario using a 5-point response scale ranging from not at all fair to extremely fair. The scenario described a class situation in which the reader had worked hard, studied a long time, and had never missed a class. A friend, on the other hand, had studied about half as much and had missed three classes. The reader was asked to rate the fairness of the outcome of the first examination, given that the friend received an A and the reader received a B.
Analysis
In contrast to the usual approach in regression analysis of fitting a model to the entire data set, the data are usually split into two sets for NN analysis: training and testing. The NN is "trained" by repeated presentations of the same training data, using periodic testing on a segregated subset of the data to determine when to stop the training process. The final model is validated against test data that was not used during training. In this application, 226 and 242 participants were randomly assigned to the training and test sets, respectively, and then a subset of data consisting of 45 participants was randomly selected from the training set for monitoring the network training as explained in the next section.
NN Model Development
The NN architecture selected for this study was the widely used multilayer, feedforward backpropagation network as shown in Figure 1 . Seven input nodes corresponding to the seven explanatory variables in the data were connected to a hidden layer of nodes, where the number of nodes was selected via experimentation as described in the next section. These hidden nodes, in turn, were connected to a single output node, whose value represents the participant's response to the distributive justice scenario. A weight, initially set to a randomized value, was associated with each 392 ORGANIZATIONAL RESEARCH METHODS connection between nodes in the network. Processing in the hidden and output nodes involves applying an activation function to the sum of the weighted values from the input and hidden nodes, respectively. Logistic activation functions of the form
) were used for all hidden and output nodes. Also known as sigmoid functions, these S-shaped curves give the network the capability to internally represent nonlinear functions of the demographic and cultural input variables, in contrast to the linear functional form used in MR. A linear scaling function was applied to the values of the input variables to standardize them. All NN models were built using NeuroShell 2 from Ward Systems Group, Inc.
Training an NN involves repeatedly presenting the same set of training data to the network and iteratively adjusting weights associated with the network's internode connections. The objective is to find a set of weights that minimizes a total error function based on a comparison of the network output values to the desired outputs for the training data. The most popular algorithm for updating the weights is backpropagation, which is based on the principle of gradient descent with the goal of minimizing the sum of the squared errors for the training data (Rumelhart, Hinton, & Williams, 1986; Werbos, 1974 Werbos, , 1988 . In this sense, NNs can be viewed as nonparametric regression models with complex nonlinear forms (White, 1990; Warner & Misra, 1996) .
The response of the net to errors during training is regulated by two parameters: learning rate and momentum. In this study, an alternative backpropagation algorithm (Riedmiller & Braun, 1993) in NeuroShell 2 was selected. It is a method for updating network weights that dynamically adjusts the size of each weight change during training using local gradient information and thus does not require user specification of a learning rate or momentum factor. This greatly simplifies the training process because a good choice for these parameters generally requires extensive experimentation with the particular data set in question. A more detailed description of backpropagation can be found in DeTienne et al. (2003) . Another issue encountered in NN development is when to stop training. The researcher must determine when a network has been sufficiently trained on a set of participants to be able to generalize for new participants. The learning algorithm seeks to minimize the sum of the squared errors generated on the training data, but it is not guaranteed to find a global minimum or even a local minimum due to the complexity of the nonlinear forms in the NN model. And although an NN with at least one hidden layer and enough hidden nodes can be trained until it correctly classifies all the example participants in almost any training data set (Weiss & Kulikowski, 1991) , this can result in overfitting and thus development of an NN that does not perform well when presented with cases not included in the training data.
To address this issue, NeuroShell 2 implements an option that creates an entirely separate set of "monitoring" data and uses it during training to evaluate how well the network is predicting. NeuroShell 2 automatically computes the optimum point to save the network based on its performance on this monitoring data set. Several studies have provided strong support for this approach (Rumelhart, Widrow, & Lehr, 1994) to developing an NN model with good generalization capabilities (Palocsay et al., 1996; Philipoom, Rees, & Weigmann, 1994) . In this application, a monitoring data set that was approximately 20% the size of the training set was used. All training times were less than 1 second as reported on a 1.50-GHz Dell OptiPlex GX240 computer, due to the relatively small sample size.
Experimental Results
Model selection and predictive accuracy. The size of the network, in terms of the number of nodes in the hidden layer, must be chosen prior to the start of the training process. Unfortunately, there is no proven mathematical formula for determination of the optimal number of hidden nodes, so some experimentation is required (DeTienne et al., 2003) . To identify the best configuration for the NN model in this study, the number of nodes in the hidden layer was varied from 1 to 50 and the training and test results were analyzed for each network. The results for all experiments were recorded in terms of the coefficient of multiple determination R 2 and the mean squared error (MSE). Table 1 shows the results from training and testing for the 10 best network configurations, rank ordered by R 2 on the test data. Although the 38-hidden-node network had the highest R 2 value (26.0%) and the smallest MSE (1.035), the 23-node network performed almost as well (25.6% and 1.040) with a considerably smaller network configuration and was therefore selected for further experimentation.
Because the initial values for the weights on NN connections are randomized, fifty 23-hidden-node networks were trained using different random-number seeds to generate the initial weights. The overall performance varied from an R 2 of 26.0% to 20.5% with an average of 23.5% on the test set. The complete training and test results for the NN with the highest R 2 value on the test data are reported in Table 2 . For comparison purposes, Table 2 also provides the results from fitting an MR model to training data and using the regression coefficients to predict the response of participants in the test data (see White et al., 1995 , for more details on the development of the MR model). Although the MR model achieved a slightly higher R 2 value on the training data, the NN was more successful in predicting responses for the sample of participants in the test data set with an R 2 value of 26.0% versus 23.8% for MR (or, equivalently, a multi-394 ORGANIZATIONAL RESEARCH METHODS ple correlation coefficient of 0.510 versus 0.488). It is possible that NN accuracy on the training set might be improved by adding more hidden nodes and/or increasing the training time, but a more precise fit to the training data generally results in poorer performance on the test data. We considered the effects of introducing interaction terms among the variables for the MR model but found that this provided no substantial improvement in its results for the training data set and actually reduced predictive accuracy on the test set.
A more detailed description of the predictive accuracy of each model on the test data is provided in Table 3 . This table lists the percentage of predicted responses that were within a certain percentage of the actual responses. Approximately 41% of the predicted outputs from both models were within 30% of the actual outputs. However, a much higher percentage of the predicted NN outputs were within 5% (23.6% vs. 9.5%), and a total of 31.8% of the NN outputs were within 10% of the actual outputs, in comparison to 21.5% of those from MR. These results are impressive given both the low reliabilities for the individualism/collectivism and power distance variables.
Further analysis of predictive capabilities. To further evaluate the predictive accuracy of the models, statistical comparisons were conducted using the Wilcoxon signed-rank test for two related samples (Conover, 1980) on both the training and test results. This nonparametric test compares the distributions of two related variables and incorporates information about both the sign of the differences and the magnitude Palocsay, White / NEURAL NETWORK MODELING 395 of the differences between the two variables. In this application, it was used to compare the absolute errors from each model, where the errors are computed as the actual minus the predicted responses. For the training data, there was no significant difference in the distributions of absolute errors from the two models (p = .069). However, a significant difference was found in the absolute error distributions from the test data (p = .005), providing further support for the statistical superiority of the NN to the MR model. Researchers have pointed out that a disadvantage of NNs is their lack of explanatory capability in comparison to traditional statistical models. Although there is no formal method for interpreting NN weights, Garson (1991) has proposed a simple heuristic for assessing the relative contribution of the input variables in determining network predictions. The underlying idea in Garson's method is to find the relative percentage of the network's output associated with each input node by "partitioning" the weights from the input layer to the hidden layer and from the hidden layer to the output layer. Table 4 displays the relative input node share percentages of the NN and the standardized estimates of the MR coefficients. The input variables are listed in order of importance for MR based on the absolute value of the coefficient. Both models emphasized the variable for country (nationality) in predicting the perception of justice. It was the only significant variable in the MR model and it also provided the largest contribution among the input nodes of the NN. The other variables were not statistically significant in the regression and had relatively small contributions for the NN. 
ORGANIZATIONAL RESEARCH METHODS

Conclusions
This article has presented NNs as an alternative to traditional statistical models for generating case-by-case results in predicting perceptions of justice and has demonstrated that they offer a viable modeling approach for organizational behavior researchers. DeTienne et al. (2003) stated that "modeling of managerial judgment is a good area for the application of neural networks" (p. 247). The findings in this study provide empirical support for their statement and indicate that NNs may be able to obtain significantly higher prediction accuracy than MR for justice outcomes, without prespecification of a functional relationship between independent and dependent variables. Traditional MR studies have emphasized development of the best-fitting linear model to an entire data set. With NN analysis, the emphasis shifts to evaluating the predictive ability of a model because NNs can theoretically approximate any continuous nonlinear function to a high degree of accuracy. The difficulty then is no longer one of simply fitting a model to data but rather one of producing a model that works well on previously unseen data. The nonparametric nature of NNs effectively removes the burdens of verifying that the proper model form is selected, that the necessary data transformations are made, and that the assumptions of regression are met.
Although NNs have repeatedly demonstrated a strong capacity for abstraction, their approximation and generalization capabilities are known to depend heavily on the choice of the network topology, including number of nodes in the hidden layer and node activation functions, as well as the training methodologies used. Fortunately, research has provided some general guidelines for NN development and validation that appear to work well in practice, as demonstrated in this article. And because evidence to date indicates that the flexibility and adaptability of NNs can provide superior performance, the benefits of using these types of models can outweigh difficulties that might be encountered during their development.
