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We consider the damped wave equation
utt þ 2aut ¼ a2uxx þ f ðx; tÞ; 0 < x < p; 0 < t < T ð1Þ
where ‘a’ is the propagation speed of the wave, ‘a’ is a small positive
damping constant. The right-hand side function f(x,t) is an arbitrary
external forcing function. For simplicity, we assume that the length
of the string is one and the constant a2 = 1. Mickens and Jordan [1,2]
have studied a new non-standard ﬁnite difference scheme for the
positive solution of damped wave equation. Mohanty et al. [3–12]
have developed high accuracy methods for the solution of multi-
dimensional nonlinear hyperbolic equations, in which, they have
shown that the schemes for linear hyperbolic equations are condi-
tionally stable. Later, Mohanty et al. [13–18] have discussed lower
order unconditionally stable schemes for the solution of multi-
dimensional Telegraphic equations. Although Eq. (1) is a particular
case of Telegraphic equation, the unknown parameters involved in
the schemes discussed in [13–18] are dependent on the grid sizes
and mesh ratio parameter. Other lower order methods for multi-
dimensional Telegraphic equations are discussed in the literature
[19–32]. In this paper, we discuss new three level implicit super sta-
ble methods of order two in time and four in space for the solution
of one, two and three space dimensional damped wave equation. In
next section, we derive the super stable method for one space
dimensional damped wave equation and discuss the stabilityanalysis. In this method, we use three uniform spatial grid points
at each time level. In Section 3, we discuss a new alternating direc-
tion implicit (ADI) super stable method, and the stability analysis
for two dimensional problems. In Section 4, we extend our tech-
nique, and present stability analysis and ADI super stable method
for three dimensional problems. In Section 5, we solve multidimen-
sional damped wave equation using the proposed methods and
compare the results with the results of other existing methods. Con-
cluding remarks are given in Section 6.
2. Super stable method for one dimensional damped wave
equation
For simplicity, we consider the damped wave equation
utt þ 2aut ¼ uxx þ f ðx; tÞ; a > 0 ð2Þ
over a region X = {(x, t)j0 < x < 1, t > 0}, with the initial conditions
uðx;0Þ ¼ a0ðxÞ; utðx;0Þ ¼ a1ðxÞ; 0 6 x 6 1; ð3Þ
and boundary conditions
uð0; tÞ ¼ b0ðtÞ; uð1; tÞ ¼ b1ðtÞ; t > 0: ð4Þ
We assume that a0(x), a1(x), and their derivatives are continu-
ous functions of x. For the numerical solution of the above initial
boundary value problem, we divide the interval [0,1] into (N + 1)
subintervals each of width h > 0, so that (N + 1)h = 1. Let s > 0 be
the step size in the time direction. The grid points are given by (xl,-
tj) = (lh, js); l = 0(1)N + 1, j = 1,2,3, . . .. Let Ujl be the exact solution
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j
l be the approximate
value of Ujl . Throughout the paper, we denote a = a
2s2 and k = (s/
h) > 0 be the mesh ratio parameter.
Applying the method discussed in [3], a three level implicit
method of O(s4 + s2h2 + h4) for the differential equation (2) may
be written as
1þ a
3
 
d2t u
j
l þ
ﬃﬃﬃ
a
p ð2ltdtÞujl þ
ﬃﬃﬃ
a
p
12
ð1 k2Þ d2x2ltdt
 
ujl  k2d2xujl
þ 1 k
2
12
 !
d2xd
2
t u
j
l ¼ F10 ð5Þ
where dtu
j
l ¼ u
jþ12
l  u
j12
l and ltu
j
l ¼ 12 u
jþ12
l þ u
j12
l
 
are central and
averaging operators with respect to t-direction etc., f jl ¼ f ðxl; tjÞ and
F10 ¼ s
2
12
f jlþ1 þ f jl1 þ 1þ
ﬃﬃﬃ
a
p 
f jþ1l þ 1
ﬃﬃﬃ
a
p 
f j1l þ 8f jl
h i
Now, we discuss the stability of the scheme (5). The exact solution
value Ujl satisﬁes
1þ a
3
 
d2t U
j
l þ
ﬃﬃﬃ
a
p ð2ltdtÞUjl þ
ﬃﬃﬃ
a
p
12
ð1 k2Þ d2x2ltdt
 
Ujl  k2d2xUjl
þ 1 k
2
12
 !
d2xd
2
t U
j
l ¼ F10 þ Oðs6 þ s4h2 þ s2h4Þ ð6Þ
We assume that there exists an error ejl ¼ ujl  Ujl at the grid point
(xl,tj). Subtracting (6) from (5), we obtain the corresponding error
equation
1þ a
3
 
d2t e
j
l þ
ﬃﬃﬃ
a
p ð2ltdtÞejl þ
ﬃﬃﬃ
a
p
12
ð1 k2Þ d2x2ltdt
 
ejl  k2d2xejl
þ 1 k
2
12
 !
d2xd
2
t e
j
l ¼ Oðs6 þ s4h2 þ s2h4Þ ð7Þ
For stability, we put ejl ¼ njeihl in the homogeneous part of the
error equation (7), we get the characteristic equation
Pn2 þ Qnþ R ¼ 0 ð8Þ
where
P ¼ 1þ a
3
þ ﬃﬃﬃap  1þ ﬃﬃﬃap  1 k2
3
 !
sin2
h
2
 
;
Q ¼ 2 2a
3
þ 2ð1 k
2Þ
3
sin2
h
2
 
þ 4k2 sin2 h
2
 
;
R ¼ 1þ a
3
 ﬃﬃﬃap  1 ﬃﬃﬃap  1 k2
3
 !
sin2
h
2
 
:
Using the transformation n ¼ 1þz1z, the characteristic equation (8)
reduces to
ðP  Q þ RÞz2 þ 2ðP  RÞzþ ðP þ Q þ RÞ ¼ 0 ð9Þ
The necessary and sufﬁcient condition for jnj < 1 is that
P þ Q þ R > 0; P  R > 0; P  Q þ R > 0:
Thus for stability, we must have the conditions
(i) P þ Q þ R ¼ 4k2 sin2 h2
 
> 0 for all h except h = 0 and 2 p.
(ii) P  R ¼ 2
ﬃﬃ
a
p
3 2þ cos2 h2
 þ k2 sin2 h2   > 0 for all variable
angle h.
(iii) P  Q þ R ¼ 4a3 þ 4 43 sin2 h2 8k
2
3 sin
2 h
2
 
> 0, if4 4
3
sin2
h
2
 8k
2
3
sin2
h
2
 
> 0;
or,2k2
3
sin2
h
2
 
< 1 1
3
sin2
h
2
: ð10ÞThe inequality (10) holds good, if max 2k
2
3 sin
2 h
2
 h i
< min
1 13 sin2 h2
h i
, that is, 0 < k2 < 1. Thus the scheme (5) is stable, if
0 < k2 < 1.
In order to obtain a stable scheme with extended stability
range, we follow the ideas given by Chawla [33]. We may re-write
(5) in a modiﬁed form
1þ a
3
 
d2t u
j
l þ
ﬃﬃﬃ
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ﬃﬃﬃ
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2
12
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 !
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2
t u
j
l ¼ F10 ð11Þ
where c > 0 is a free parameter to be determined. Although the
additional term is of O(s4), it enables us to determine the values
of parameter c for which the method is super stable. For s / h2,
the method (11) behaves like a fourth order method. The exact
solution value Ujl satisﬁes
1þ a
3
 
d2t U
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12
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2
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l
¼ F10 þ Oðs4 þ s4h2 þ s2h4Þ ð12Þ
Subtracting (12) from (11), we obtain the error equation
1þ a
3
 
d2t e
j
l þ
ﬃﬃﬃ
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ﬃﬃﬃ
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12
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2
12
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2
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For stability, we put ejl ¼ njeihl in the homogeneous part of the
error equation (13), we get the characteristic equation
An2 þ Bnþ C ¼ 0 ð14Þ
where
A ¼ 1þ a
3
þ ﬃﬃﬃap  1þ ﬃﬃﬃap  1 k2
3
 !
sin2
h
2
 
þ 4ck2 sin2 h
2
 
;
B ¼ 2 2a
3
þ 2ð1 k
2Þ
3
sin2
h
2
 
þ ð1 2cÞ4k2 sin2 h
2
 
;
C ¼ 1þ a
3
 ﬃﬃﬃap  1 ﬃﬃﬃap  1 k2
3
 !
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h
2
 
þ 4ck2 sin2 h
2
 
:
Using the transformation n = (1 + z)/(1  z), the characteristic
equation (14) reduces to
ðA Bþ CÞz2 þ 2ðA CÞzþ ðAþ Bþ CÞ ¼ 0 ð15Þ
The necessary and sufﬁcient condition for jnj < 1 is that
Aþ Bþ C > 0; A C > 0; A Bþ C > 0 ð16Þ
Thus for stability, we must have the conditions
(i) Aþ Bþ C ¼ 4k2 sin2 h2
 
> 0 for all h except h = 0 and 2 p.
We can treat this separately.
(ii) A C ¼ 2
ﬃﬃ
a
p
3 2þ cos2 h2
 þ k2 sin2 h2   > 0 for all variable
angle h.
(iii) A Bþ C ¼ 4 43 sin2 h2
 
þ 4a3 þ 16c 83
 
k2 sin2 h2
 
> 0, if
cP 16.
A method will be called superstable, if the period of stability
is (0,1).
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For h = 0 or 2p, we have the characteristic equation1þ ﬃﬃﬃap þ a
3
 
n2  2 1þ a
3
 
nþ 1 ﬃﬃﬃap þ a
3
 
¼ 0 ð17Þ
whose roots are n1;2 ¼ 1; 1
ﬃﬃﬃ
a
p þ a3
 
= 1þ ﬃﬃﬃap þ a3 . In this
case also jnj 6 1.Hence for a > 0; cP 16, the scheme (11) is super stable for all
choices of h > 0 and s > 0.
3. ADI method for two dimensional problem
In this section, we discuss the numerical method for the
damped wave equation in two space dimensions
utt þ 2aut ¼ uxx þ uyy þ f ðx; y; tÞ; a > 0; 0 < x; y < 1; t > 0
ð18Þ
with the initial conditions
uðx; y;0Þ ¼ a0ðx; yÞ; utðx; y; 0Þ ¼ a1ðx; yÞ; 0 6 x; y 6 1; ð19Þ
and boundary conditions
uð0; y; tÞ ¼ b0ðy; tÞ; uð1; y; tÞ ¼ b1ðy; tÞ; 0 6 y 6 1; t P 0; ð20:1Þ
uðx;0; tÞ ¼ c0ðx; tÞ; uðx;1; tÞ ¼ c1ðx; tÞ; 0 6 x 6 1; t P 0: ð20:2Þ
We assume that a0(x,y), a1(x,y), and their derivatives are contin-
uous functions of x and y. Assume that the solution domain is cov-
ered by a rectilinear grid with grid spacing h > 0 and s > 0 in the
distance and time coordinates, respectively. The internal grid
points (xl,ym, tj) are given by xl = lh, ym =mh; where l,m = 0(1)N+1
with (N + 1)h = 1 and tj = js, j = 1,2,3,. . .. Let ujl;m be the approximate
value of u(x,y, t) at the grid point (xl,ym, tj).
Applying the method discussed in [5,6], a three level implicit
method of O(s4 + s2h2 + h4) for the differential equation (18) may
be written as
1þ a
3
 
d2t u
j
l;m þ
ﬃﬃﬃ
a
p ð2ltdtÞujl;m þ
ﬃﬃﬃ
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p
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 k2 d2x þ d2y
 
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 !
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2
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2
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ﬃﬃﬃ
a
p 
f jþ1l;m
h
þ 1 ﬃﬃﬃap f j1l;m þ 6f jl;mi  F20 ð21Þ
where f jl;m ¼ f ðxl; ym; tjÞ. The local truncation error associated with
(21) is of O(s6 + s4h2 + s2h4) and like one dimensional case
discussed in previous section, the scheme (21) is conditionally
stable. In order to get a super stable scheme, we may re-write
(21) as
1þ a
3
 
d2t u
j
l;m þ
ﬃﬃﬃ
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p ð2ltdtÞujl;m þ
ﬃﬃﬃ
a
p
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ð1 k2Þ d2x þ d2y
 
ð2ltdtÞujl;m
 k2 d2x þ d2y
 
ujl;m þ
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12
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 !
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j
l;m 
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6
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2
yu
j
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¼ F20 ð22Þ
where c > 0 is a free parameter to be determined. The additional
term ck2 d2x þ d2y
 
d2t u
j
l;m is of O(s
4), does not affect the consistency
of the scheme. For s / h2, the method (22) becomes a fourth order
method in space.
As discussed in previous section, the error equation for (22)
may be written as1þ a
3
 
d2t e
j
l;mþ
ﬃﬃﬃ
a
p ð2ltdtÞejl;mþ
ﬃﬃﬃ
a
p
12
ð1k2Þ d2x þd2y
 
ð2ltdtÞejl;m
k2 d2x þd2y
 
ejl;m þ
1k2
12
ck2
 !
d2x þd2y
 
d2t e
j
l;m
k2
6
d2xd
2
ye
j
l;m
¼Oðs4þs4h2þs2h4Þ ð23Þ
Assume that the error is of the form ejl;m ¼ njeiðhlþ/mÞ, where h and
/ are real and n may be complex. Substituting this in the homoge-
neous part of the error equation (23), we obtain the characteristic
equation
An2 þ Bnþ C ¼ 0 ð24Þ
where
A ¼ 1þ a
3
þ ﬃﬃﬃap  1þ ﬃﬃﬃap  1 k2
3
 !
sin2
h
2
 
þ sin2 /
2
  
þ 4ck2 sin2 h
2
 
þ sin2 /
2
  
;
B ¼ 2 2a
3
þ 2ð1 k
2Þ
3
sin2
h
2
 
þ sin2 /
2
  
þ ð1 2cÞ4k2 sin2 h
2
 
þ sin2 /
2
  
 8k
2
3
sin2
h
2
 
sin2
/
2
 
;
C ¼ 1þ a
3
 ﬃﬃﬃap  1 ﬃﬃﬃap  1 k2
3
 !
sin2
h
2
 
þ sin2 /
2
  
þ 4ck2 sin2 h
2
 
þ sin2 /
2
  
:
For stability of the difference scheme (22), we must have the
conditions
(i) AþBþC ¼ 4k23 2 sin2 h2
 þ sin2 /2  þ sin h2  sin /2  2h i> 0
for all h and / except h = / = 0 and 2p.
We can treat this separately.
(ii) AC ¼ 2
ﬃﬃ
a
p
3 1þ cos2 h2
 þ cos2 /2 þ k2 sin2 h2 þ sin2 /2  h i> 0
for all h and / .
(iii) ABþ C ¼ 43 1þ cos2 h2
 þ cos2 /2 	 
þ 4a3 þð6c1Þ 8k23 sin2 ðh2Þ
þsin2 /2
 Þþ 8k23 sin2 h2 sin2 /2 > 0 for all h and /, if cP 16.
Hence the scheme (22) is super stable, if cP 16, a > 0 for all h,/
except h = / = 0 and 2p.
For h = / = 0 or 2p, we obtain the same characteristic equation
(17). Thus jnj 6 1 and the scheme (22) is super stable for
cP 16 ;a > 0.
The scheme (22) in operator form can be written as
R0 þ R1 d2x þ d2y
 h i
d2t u
j
l;m þ
ﬃﬃﬃ
a
p
1þ S1 d2x þ d2y
 h i
ð2ltdtÞujl;m
¼ k2 d2x þ d2y
 
þ k
2
6
d2xd
2
y
" #
ujl;m þ F20  R20 ð25Þ
where
R0 ¼ 1þ a3 ; R1 ¼
1 k2
12
 ck2; S1 ¼ 1 k
2
12
:
Above scheme in product form may be written as
1þ R1d2y
h i
R0 þ R1d2x
	 

d2t u
j
l;m þ
ﬃﬃﬃ
a
p
1þ S1d2x
	 
ð2ltdtÞujl;mn o ¼ R20
ð26Þ
The additional term is of higher order and do not affect the
accuracy of the scheme. In order to facilitate the computation,
we may re-write the scheme (26) in two-step ADI form (see
[34–36])
R.K. Mohanty / Results in Physics 4 (2014) 156–163 1591þ R1d2y
h i
ul;m ¼ R20 ð27:1Þ
R0 þ R1d2x
	 

d2t u
j
l;m þ
ﬃﬃﬃ
a
p
1þ S1d2x
	 
ð2ltdtÞujl;m ¼ ul;m ð27:2Þ
where ul;m is an intermediate value. The intermediate boundary val-
ues required for solving Eq. (27.1) can be obtained from Eq. (27.2).
The left-hand sides of Eqs. (27.1) and (27.2) are factorizations into
y- and x-differences, respectively, which allow us to solve by
sweeping ﬁrst equation (27.1) in the y- and then Eq. (27.2) in the
x-direction. It will be seen that these sweeps require only the solu-
tion of tri-diagonal systems.
4. ADI method for three dimensional problem
We consider the three space dimensional damped wave
equation
utt þ 2aut ¼ uxx þ uyy þ uzz þ f ðx; y; z; tÞ;
a > 0; 0 < x; y; z < 1; t > 0 ð28Þ
The initial and boundary conditions are given by
uðx; y; z;0Þ ¼ a0ðx; y; zÞ; utðx; y; z;0Þ ¼ a1ðx; y; zÞ;
0 6 x; y; z 6 1; ð29Þ
uð0; y; z; tÞ ¼ b0ðy; z; tÞ; uð1; y; z; tÞ ¼ b1ðy; z; tÞ;
0 6 y; z 6 1; t P 0; ð30:1Þ
uðx;0; z; tÞ ¼ c0ðx; z; tÞ; uðx;1; z; tÞ ¼ c1ðx; z; tÞ;
0 6 x; z 6 1; t P 0; ð30:2Þ
uðx; y;0; tÞ ¼ d0ðx; y; tÞ; uðx; y;1; tÞ ¼ d1ðx; y; tÞ;
0 6 x; y 6 1; t P 0: ð30:3Þ
We assume that a0(x,y,z), a1(x,y,z), and their derivatives are contin-
uous functions of x, y and z. Let the solution space be covered by a
rectilinear grid with grid spacing h > 0 in x-,y-, z- directions and
s > 0 in t-direction, respectively. The internal grid points are given
by (xl,ym,zn, tj) = (lh,mh,nh, js); where l,m,n=0(1)N+1 with
(N + 1)h = 1 and j = 1,2,3, . . .. Let ujl;m;n be the approximate value of
u(x,y,z, t) at the grid point (xl,ym,zn, tj).
By the help of the approximations discussed in [9,10], a three
level implicit difference method of O(s4 + s2h2 + h4) for the differ-
ential equation (28) may be written as
1þ a
3
 
d2t u
j
l;m;n þ
ﬃﬃﬃ
a
p ð2ltdtÞujl;m;n þ
ﬃﬃﬃ
a
p
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ð2ltdtÞujl;m;n
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12
 !
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d2t u
j
l;m;n
 k
2
6
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2
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s2
12
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h
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a
p 
f jþ1l;m;n þ 1
ﬃﬃﬃ
a
p 
f j1l;m;n þ 4f jl;m;n
i
 F30 ð31Þ
where f jl;m;n ¼ f ðxl; ym; zn; tjÞ. The local truncation error associated
with (31) is of O(s6 + s4h2 + s2h4) and like one dimensional case dis-
cussed in Section 2, the scheme (31) is stable in a small stability
range. In order to get a super stable method, we may modify the
scheme (31) as
1þ a
3
 
d2t u
j
l;m;n þ
ﬃﬃﬃ
a
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6
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2
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 
ujl;m;n ¼ F30 ð32Þ
where c > 0 is a free parameter to be determined and the additional
terms are of O(s4), do not affect the consistency of the scheme. For
s / h2, the method (32) becomes a fourth order method in space.As discussed in previous sections, the error equation for (32)
may be written as
1þ a
3
 
d2t e
j
l;m;n þ
ﬃﬃﬃ
a
p ð2ltdtÞejl;m;n þ
ﬃﬃﬃ
a
p
12
ð1 k2Þ d2x þ d2y þ d2z
 
ð2ltdtÞejl;m;n
 k2 d2x þ d2y þ d2z
 
ejl;m;n þ
1 k2
12
 ck2
 !
d2x þ d2y þ d2z
 
d2t e
j
l;m;n
 k
2
6
d2xd
2
y þ d2yd2z þ d2z d2x
 
ejl;m;n ¼ Oðs4 þ s4h2 þ s2h4Þ ð33Þ
Assume that the error is of the form ejl;m;n ¼ njeiðhlþ/mþwnÞ, where
h,/ and w are real and n may be complex. Substituting this in the
homogeneous part of the error equation (33), we obtain the char-
acteristic equation
An2 þ Bnþ C ¼ 0 ð34Þ
where
p ¼ 1þ a
3
 1 k
2
3
 4ck2
 !
sin2
h
2
 
þ sin2 /
2
 
þ sin2 w
2
  
;
q ¼ ﬃﬃﬃap  ﬃﬃﬃap
3
ð1 k2Þ sin2 h
2
 
þ sin2 /
2
 
þ sin2 w
2
  
;
r ¼ 4k2 sin2 h
2
 
þ sin2 /
2
 
þ sin2 w
2
  
 8k
2
3
sin2
h
2
 
sin2
/
2
 
þ sin2 /
2
 
sin2
w
2
 
þ sin2 h
2
 
sin2
w
2
  
;
A ¼ pþ q; B ¼ r  2p; C ¼ p q:
For stability of the difference scheme (32), we must have the
conditions
(i) Aþ Bþ C ¼ 4k
2
3
sin
h
2
 
 sin /
2
  2
þ sin /
2
 
 sin w
2
  2"þ sin h
2
 
 sin w
2
  2
þ sin2 h
2
 
þ sin2 /
2
 
þ sin2 w
2
 
> 0 for all h;/ and w
except h = / = w = 0 and 2p.
We can treat this separately.ﬃﬃﬃp ﬃﬃﬃp(ii) 2 a 2 h
 
2 /
 
2 w
 
a 2 2 h
 A C ¼
3
cos
2
þ cos
2
þ cos
2
þ
3
k sin
2
þ sin2 /
2
 
þ sin2 w
2
 
> 0for all h, / and w.      
(iii)
A Bþ C ¼ 4 cos2 h þ cos2 / þ cos2 w þ 4a
3 2 2 2 3
þ ð6c 1Þ8k
2
3
sin2
h
2
 
þ sin2 /
2
 
þ sin2 w
2
  
þ 8k
2
3
sin2
h
2
 
sin2
/
2
 
þ sin2 /
2
 
sin2
w
2
 
þ sin2 h
2
 
sin2
w
2
 
> 0
for all h, / and w, if cP 16.For h = / = w = 0 or 2p, we obtain the same characteristic equa-
tion (17). Thus jnj 6 1 and the scheme (32) is super stable for
cP 16 ;a > 0.
Now the scheme (32) can be re-arranged as
R0 þ R1 d2x þ d2y þ d2z
 h i
d2t u
j
l;m;n þ
ﬃﬃﬃ
a
p
1þ S1 d2x þ d2y þ d2z
 h i
ð2ltdtÞujl;m;n
¼ k2 d2x þ d2y þ d2z
 
þ k
2
6
d2xd
2
y þ d2yd2z þ d2z d2x
 " #
ujl;m;n þ F30  R30 ð35Þ
Table 1
Example 1: The maximum absolute errors at t = 1.0 for a ﬁxedr = (s/h2) = 3.2.
h Proposed method (11) Method (38)
a = 0.1, c = 0.5 a = 0.1, c = 1.0 a = 0.2, c = 0.5 a = 0.2, c = 1.0 a = 0.1, c = 0.5 a = 0.1, c = 1.0 a = 0.2, c = 0.5 a = 0.2, c = 1.0
1/8 cpu
time
3.6923(03)
(0.0081)
7.6937(03)
(0.0089)
3.5375(03)
(0.0082)
7.3753(03)
(0.0085)
3.4753(02)
(0.0078)
3.3337(02)
(0.0085)
3.5870(02)
(0.0082)
3.1934(02)
(0.0102)
1/16 cpu
time
2.3208(04)
(0.0141)
4.8429(04)
(0.0148)
2.2241(04)
(0.0153)
4.6416(04)
(0.0144)
1.0129(02)
(0.0161)
9.8750(03)
(0.0158)
9.7060(03)
(0.0148)
9.4630(03)
(0.0138)
1/32 cpu
time
1.4517(05)
(0.0399)
3.0288(05)
(0.0424)
1.3914(05)
(0.0458)
2.9030(05)
(0.0428)
2.5788(03)
(0.0568)
2.5630(03)
(0.0456)
2.4716(03)
(0.0396)
2.4565(03)
(0.0398)
1/64 cpu
time
9.0751(07)
(0.1650)
1.8932(06)
(0.1592)
8.6979(07)
(0.1807)
1.8146(06)
(0.1658)
6.4759(04)
(0.1730)
6.4661(04)
(0.1694)
6.2071(04)
(0.1750)
6.1976(04)
(0.1829)
1/128 cpu
time
5.5872(08)
(0.9294)
1.1886(07)
(0.8803)
5.4197(08)
(0.8850)
1.1368(07)
(0.9036)
1.6208(04)
(0.9307)
1.6202(04)
(0.9366)
1.5535(04)
(0.9981)
1.5529(04)
(0.8709)
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Fig. 1a. Example 1: The graph of numerical solution at t = 1, h = 1/16, r = 3.2,
a = 0.1, c = 0.5.
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Fig. 1b. Example 1: The graph of exact solution at t = 1, h = 1/16, r = 3.2, a = 0.1,
c = 0.5.
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Above scheme in product form may be written as
1þR1d2z
	 

1þR1d2y
h i
R0þR1d2x
	 

d2t u
j
l;m;nþ
ﬃﬃﬃ
a
p
1þS1d2x
	 
ð2ltdtÞujl;m;nn o
¼R30
ð36ÞIn this case also additional terms are of higher order and
preserve the consistency of the scheme. In order to facilitate the
computation, we may re-write the scheme (36) in three-step ADI
form (see [34–36]) as
1þ R1d2z
	 

ul;m;n ¼ R30; ð37:1Þ
1þ R1d2y
h i
ul;m;n ¼ ul;m;n; ð37:2Þ
R0 þ R1d2x
	 

d2t u
j
l;m;n þ
ﬃﬃﬃ
a
p
1þ S1d2x
	 
ð2ltdtÞujl;m;n ¼ ul;m;n ð37:3Þ
where ul;m;n and u

l;m;n are intermediate values and the intermediate
boundary values required for the solution of ul;m;n and u

l;m;n can be
obtained from Eqs. (37.3) and (37.2), respectively. The left-hand
sides of Eqs. (37.1)–(37.3) are factorizations into z-, y- and x-differ-
ences, which allow us to solve by sweeping ﬁrst in the z-, then in the
y-, and then in the x-direction. It will be seen that these sweeps
require only the solution of tri-diagonal systems which can be
solved by using a tri-diagonal solver.
5. Numerical illustrations
In order to test the viability, we solve the chosen multi-
dimensional damped wave equations whose exact solutions are
known. The initial, boundary and right-hand side homogeneous
functions can be obtained using the exact solution as a test proce-
dure. Throughout the computation, we have chosen r  (s/
h2) = 3.2. The resulting linear system of equations has been solved
using the Gauss-elimination method (tridiagonal solver). To start
any computation, it is necessary to know the value of u of required
accuracy at all the nodal points at ﬁrst time level, i.e., at t = s. The
details of fourth order approximation at t = s are discussed in
[4,6,10]. With the help of the same technique, we can obtain the
numerical solution of u of required accuracy at t = s. We have com-
pared the results obtained by using the proposed methods with the
results obtained by using the following methods:
A numerical method of O(s2 + h2) for the solution of damped
wave equation (2) can be written as
1 ck2d2x
 
d2t u
j
l  k2d2xujl þ
ﬃﬃﬃ
a
p ð2ltdtÞujl ¼ s2f jl: ð38Þ
An ADI method of O(s2 + h2) for the two dimensional damped
wave equation (18) may be written as
1 ck2d2y
h i
ul;m ¼ k2 d2x þ d2y
 
ujl;m þ s2f jl;m; ð39:1Þ
1 ck2d2x
	 

d2t u
j
l;m þ
ﬃﬃﬃ
a
p ð2ltdtÞujl;m ¼ ul;m: ð39:2Þ
where ul;m is an intermediate value and the intermediate boundary
conditions can be obtained from (39.2) .
Similarly, an ADI method of O(s2 + h2) for the three dimensional
damped wave equation (28) can be written as
Table 2
Example 2: The maximum absolute errors at t = 1.0 for a ﬁxed r = (s/h2) = 3.2.
h Proposed method (27.1) and (27.2) Method (39.1) and (39.2)
a = 0.1, c = 0.5 a = 0.1, c = 1.0 a = 0.2, c = 0.5 a = 0.2, c = 1.0 a = 0.1, c = 0.5 a = 0.1, c = 1.0 a = 0.2, c = 0.5 a = 0.2, c = 1.0
1/8 cpu
time
4.5525(03)
(0.0448)
9.0360(03)
(0.0403)
4.8457(03)
(0.0377)
9.6206(03)
(0.0396)
3.6292(02)
(0.0332)
3.2237(02)
(0.0362)
3.5140(02)
(0.0320)
3.0745(02)
(0.0368)
1/16 cpu
time
2.7376(04)
(0.3312)
5.3412(04)
(0.3295)
2.9244(04)
(0.3195)
5.7145(04)
(0.3309)
9.4764(03)
(0.2405)
9.2236(03)
(0.2845)
9.2857(03)
(0.2738)
9.0134(03)
(0.2854)
1/32 cpu
time
1.7002(05)
(4.2939)
3.3120(05)
(4.1953)
1.8174(05)
(4.3267)
3.5461(05)
(4.2631)
2.3957(03)
(3.1317)
2.3797(03)
(3.2974)
2.3537(03)
(3.2038)
2.3365(03)
(3.2405)
1/64 cpu
time
1.0612(06)
(64.2188)
2.0668(06)
(62.9896)
1.1345(06)
(63.9939)
2.2132(06)
(63.0907)
6.0063(04)
(47.5473)
5.9963(04)
(47.6796)
5.9048(04)
(48.0832)
5.8941(04)
(47.9716)
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Fig. 2a. Example 2: The graph of numerical solution at t = 1, h = 1/32, r = 3.2,
a = 0.1, c = 0.5.
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Fig. 2b. Example 2: The graph of exact solution at t = 1, h = 1/32, r = 3.2, a = 0.1,
c = 0.5.
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ul;m;n ¼ k2ðd2x þ d2y þ d2z Þujl;m;n þ s2f jl;m;n; ð40:1Þ
1 ck2d2y
h i
ul;m;n ¼ ul;m;n; ð40:2Þ
1 ck2d2x
	 

d2t u
j
l;m;n þ
ﬃﬃﬃ
a
p ð2ltdtÞujl;m;n ¼ ul;m;n ð40:3Þ
where ul;m;n and u

l;m;n are intermediate values and the intermediate
boundary conditions can be obtained from (40.3) and then from
(40.2).
All the methods (38), (39.1) and (39.2) and (40.1)–(40.3) are
stable for cP 14 (see [37,38]).
Example 1. We solve the damped wave equation (2) in the region
0 < x < 1, t > 0. The exact solution is given by u = etsin(px). The
maximum absolute errors are tabulated in Table 1 at t = 1 for
different values of a > 0 and c > 16. The 3D graphs of numerical
solution vs exact solution are plotted in Figs. 1a and 1b, respec-
tively for 0.5 < x < 1, 0.5 < t < 1.Example 2. We solve the differential equation (18) in the region
0 < x, y < 1, t > 0. The exact solution is given by u = et sin(px) sin(py).
The maximum absolute errors are tabulated in Table 2 at t = 1 for
different values of a > 0 and c > 16. The 3D graphs of numerical solu-
tion vs exact solution are plotted in Figs. 2a and 2b, respectively at
t = 1 for 0.5 < x < 1, 0.5 < y < 1.Example 3. We solve the Eq. (28) in the region 0 < x,y,z < 1, t > 0.
The exact solution is given by u = etsin(px)sin(py)sin(pz). The max-imum absolute errors are tabulated in Table 3 at t = 1 for different
values of a > 0 and c > 16. The 3D graphs of numerical solution vs
exact solution are plotted in Figs. 3a and 3b, respectively at t = 1,
z = 0.5 for 0 < x < 1, 0 < y < 1.
The order of convergence may be obtained by using the mathe-
matical formula ðlogðeh1 Þ  logðeh2 ÞÞ=ðlogðh1Þ  logðh2ÞÞ, where eh1
and eh2 are maximum absolute errors for two uniformmesh widths
h1 and h2, respectively. For computation of order of convergence of
the proposed methods, we have considered last two values of h for
all test examples, that is, h1 ¼ 164 ;h2 ¼ 1128 for example 1;
h1 ¼ 132 ;h2 ¼ 164 for example 2 ; h1 ¼ 116 ;h2 ¼ 132 for example 3, and
results are reported in Table 4.6. Final remarks
The available methods for the numerical solution of one space
dimensional damped wave equation are of lower order, three-level
implicit in nature and stable for cP 14. In this paper, we have
discussed new three-level implicit methods of O(s2 + h4) for the
solution of multi-dimensional damped wave equation, which are
stable for cP 16. The effectiveness of the methods discussed is
exhibited from the numerical results. In all cases, we have chosen
a > 0, c > 14 >
1
6. For s / h2, the proposed methods behave like
fourth order in nature, which are exhibited in Table 4. The methods
discussed in [13–17] are of lower order, whereas the proposed
methods are of higher order. Although the methods discussed in
Table 3
Example 3: The maximum absolute errors at t = 1.0 for a ﬁxed r = (s/h2) = 3.2.
h Proposed method (37.1)–(37.3) Method (40.1)–(40.3)
a = 0.1, c = 0.5 a = 0.1, c = 1.0 a = 0.2, c = 0.5 a = 0.2, c = 1.0 a = 0.1, c = 0.5 a = 0.1, c = 1.0 a = 0.2, c = 0.5 a = 0.2, c = 1.0
1/8 cpu
time
3.9474(03)
(0.2907)
7.6613(03)
(0.3023)
4.3907(03)
(0.2971)
8.5430(03)
(0.3013)
2.7117(02)
(0.2446)
2.4491(02)
(0.2495)
2.6972(02)
(0.2464)
2.3801(02)
(0.2392)
1/16 cpu
time
2.2859(04)
(9.4591)
4.2417(04)
(9.2186)
2.5627(04)
(9.2046)
4.7853(04)
(9.2423)
6.8819(03)
(7.3503)
6.7015(03)
(7.3238)
6.9767(03)
(7.2797)
6.7681(03)
(7.2910)
1/32 cpu
time
1.4143(05)
(331.5417)
2.6162(05)
(305.3454)
1.5874 (05)
(308.3367)
2.9558(05)
(308.1010)
1.7338(03)
(239.5485)
1.7220(03)
(240.8953)
1.7645(03)
(239.0122)
1.7510(03)
(239.8784)
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Fig. 3a. Example 3: The graph of numerical solution at t = 1, z = 0.5, h = 1/32,
r = 3.2, a = 0.1, c = 0.5.
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Fig. 3b. Example 3: The graph of numerical solution at t = 1, z = 0.5, h = 1/32,
r = 3.2, a = 0.1, c = 0.5.
Table 4
Order of convergence.
Example Parameters Order of the method
01 h1 ¼ 164 ;h2 ¼ 1128
 
a = 0.1, c = 0.5 at t = 1 4.02
a = 0.1, c = 1.0 at t = 1 3.99
a = 0.2, c = 0.5 at t = 1 4.00
a = 0.2, c = 1.0 at t = 1 4.00
02 h1 ¼ 132 ;h2 ¼ 164
 
a = 0.1, c = 0.5 at t = 1 4.00
a = 0.1, c = 1.0 at t = 1 3.99
a = 0.2, c = 0.5 at t = 1 4.00
a = 0.2, c = 1.0 at t = 1 4.00
03 h1 ¼ 116 ;h2 ¼ 132
 
a = 0.1, c = 0.5 at t = 1 4.01
a = 0.1, c = 1.0 at t = 1 4.02
a = 0.2, c = 0.5 at t = 1 4.01
a = 0.2, c = 1.0 at t = 1 4.02
162 R.K. Mohanty / Results in Physics 4 (2014) 156–163[18] are of same accuracy with the proposed methods, the methods
discussed in [18] involve two parameters q and c, whose values are
dependent on the choices of grid sizes and mesh ratio parameter,
whereas the methods discussed in the present paper involve only
one parameter c > 16, which is independent of the choices of grid
sizes and mesh ratio parameter. Hence the proposed methods are
more effective than the methods discussed earlier. This is the
new development in the present paper. It is hoped that the newidea presented in this paper will be useful for the development
of super stable methods for other time dependent problems.Acknowledgement
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