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QUIVERS, INVARIANTS AND QUOTIENT
CORRESPONDENCE
YI HU AND SANGJIB KIM
Abstract. This paper studies the geometric and algebraic as-
pects of the moduli spaces of quivers of fence type. We first pro-
vide two quotient presentations of the quiver varieties and interpret
their equivalence as a generalized Gelfand-MacPherson correspon-
dence. Next, we introduce parabolic quivers and extend the above
from the actions of reductive groups to the actions of parabolic sub-
groups. Interestingly, the above geometry finds its natural coun-
terparts in the representation theory as the branching rules and
transfer principle in the context of the reciprocity algebra. The
last half of the paper establishes this connection.
1. Introduction
The usual Gelfand-MacPherson correspondence ([GM82]), as for-
mulated by Kapranov ([Ka93]), establishes a natural correspondence
between GIT quotients of
(
Pn−1
)k
by the diagonal action of GLn(C)
and GIT quotients of the Grassmannian variety Gr(n,Ck) by the
maximal torus (C∗)k.
In this paper, we generalize the above by providing two versions of
the quotient correspondence for moduli spaces of quivers of fence type
(§§2, 3). A quiver is an oriented graph Q = (Q0, Q1,h, t) equipped
with a finite ordered set of vertices Q0, a set of arrows Q1, and two
functions h, t such that for each arrow a ∈ Q1, h(a) ∈ Q0 is the
head and t(a) ∈ Q0 is the tail. It is of fence type if the vertex set
Q0 can be decomposed as the disjoint union of subsets H and T such
that H consists of only heads of arrows and T consists of only tails.
The first author was partially supported by NSA grant MSP07G-112 and NSF
DMS 0901136.
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Associated to such a quiver are products of general linear groups
GH =
∏
h∈H
GLdh and GT =
∏
t∈T
GLdt
where d = (dq)q∈Q0 is a fixed dimension vector. If for any h ∈ H and
t ∈ T , we set
nh =
∑
a∈Q1,h(a)=h
dt(a) and nt =
∑
a∈Q1,t(a)=t
dh(a),
then, we can associate to the quiver the following products of Grass-
mannians
XT =
∏
t∈T
Gr(dt,C
nt) and XH =
∏
h∈H
Gr(dh,C
nh).
The groupGH acts on XT naturally; the groupGT acts on XH naturally.
For any e = (et)t∈T ∈ N
|T | and r = (rh)h∈H ∈ N
|H|, we have an ample
line bundle
Le = ⊠t∈TOGr(dt,Cnt )(et)
over XT determined by e. The tuple r defines a character of GH:
χr : GH → C∗
(see (2.2)) and thus induces a GH-linearization Le(r) over XT . Simi-
larly but with the roles of r and e swapped, we have an ample line
bundle over XH
Lr = ⊠h∈HO
Gr(dh,C
nh )(rh),
a GT -character χe : GT → C∗ and the induced GT -linearization Lr(e)
over XH.
Theorem 1.1. There is a natural one-to-one correspondence be-
tween the set of GIT quotients of XT by GH and the set of GIT
quotients of XH by GT . Precisely, suppose that r ∈ N
|H| and e ∈ N|T |
satisfy the compatibility condition (2.3), then we have a natural
isomorphism between XssT (Le(r))//GH and X
ss
H (Lr(e))//GT .
As a special case, when the quiver is a star quiver, that is, it has a
unique head (H consists of a single element), we recover the quotient
correspondence of [Hu05] (of which the usual GM correspondence is
a special case).
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The above are quotient correspondences for reductive group ac-
tions. In some practice, one may encounter quotients by parabolic
groups which often requires special treatments as there is no general
quotient theory for non-reductive groups. In §3, we consider the par-
abolic subgroup actions on the representation space of the quiver.
It turns out their quotients parameterize what we call ‘‘parabolic
quivers": a parabolic quiver is a representation of the quiver Q to-
gether with some (partial) flags of Vb at every vertex b ∈ Q0. To
specify the flags, for any vertex v ∈ Q0, we fix a partition
dv = dv1 + · · ·+ dvs
of dv by positive integers where s = s(v) is a positive integer depend-
ing on the vertex v. Associated to each v ∈ Q0, we have the following
(partial) flag variety
Yv :=
{
(0 ⊂ V1 ⊂ · · · ⊂ Vs ⊂ C
nv) : dimVi =
i∑
j=1
dvj
}
where nv is as define earlier (see also (2.4)). We set
YT =
∏
t∈T
Yt and YH =
∏
h∈H
Yh.
We also let
PH =
∏
h∈H
Ph and PT =
∏
t∈T
Pt
where Pv as the parabolic subgroup of GLdv as defined in (3.1). Then
PH acts on YT naturally and PT acts on YH naturally.
Theorem 1.2 (= Theorem 3.8). There is an one-to-one correspon-
dence between the set of GIT quotients of YT by PH and the set
of GIT quotients of YH by PT .
This extends the quotient correspondence from the general linear
groups to parabolic subgroups. For the details, see §3.
Our approaches to the above two geometric results are similar to the
ones used in Theorem 4.2 of [Hu05] and also in §2.2 of [HMSV06]. For
GIT quotients by parabolic subgroups, we apply the corresponding
results of [Hu06].
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In the second half of this paper, we turn our attention to the alge-
braic aspects of the above geometric results. Interestingly, our geo-
metric correspondence finds its natural counterpart in representation
theory in the context of the reciprocity algebra studied by Howe
and his collaborators [HL07, HTW08]. For this, we construct in §4
an algebra whose homogeneous components provide invariant section
spaces as arising in the parabolic quotient correspondences. Then
we show that each homogeneous component of this algebra records
two different types of branching rules for the representations of the
general linear groups. This is the algebraic version of the geometric
quotient correspondence stated in the second theorem.
To be more precise, let P ′H and P
′
T be the commutator subgroups of
PH and PT respectively. Then we show that
Theorem 1.3 (= Corollary 4.16). The P ′H×P
′
T -invariant subring of
the coordinate ring of the space Rep(Q,d) is a multi-graded ring
whose homogeneous components encode simultaneously
(1) the multiplicities of the
∏
hGLdh modules
⊗
h Vh
in the
∏
h,iGLdh modules
⊗
h,iWh,i and;
(2) the multiplicities of the
∏
h,iGLdth,i
modules
⊗
h,iW
′
h,i
in the
∏
hGLnh modules
⊗
h V
′
h
where h ∈ H and 1 ≤ i ≤ m(h). Moreover, Vh and V
′
h (respectively
Wh,i and W
′
h,i) are labeled by the same Young diagrams.
In §5, we present the parabolic quotient correspondence stated in
the second theorem as a geometric version of the transfer principle
in the representation theory.
2. Quivers and reductive quotient correspondence
2.1. As in the introduction, a quiver is an oriented graph Q =
(Q0, Q1,h, t) equipped with a finite ordered set of vertices Q0, a set
of arrows Q1, and two functions h, t such that for each arrow a ∈ Q1,
h(a) ∈ Q0 is the head and t(a) ∈ Q0 is the tail. If Q0 contains m > 0
vertices, we may identify Q0 with the set of integers {1, · · · ,m}.
QUIVERS, INVARIANTS AND GM CORRESPONDENCE 5
2.2. Fix a vector d = (d1, · · · , dm) ∈ N
m. The representation spaces
of the quiver Q with the fixed dimension vector d can be, upon choos-
ing bases of relevant vector spaces, identified with
Rep(Q,d) =
⊕
a∈Q1
Matdh(a),dt(a)
where Matp,q is the space of matrices of size p× q. Let
GLd =
∏
i∈Q0
GLdi .
Then the reductive group GLd acts on Rep(Q,d) by conjugation
(2.1) (g1, · · · , gm) : (Ma)a∈Q1 → (gh(a) ·Ma · g−1t(a)).
Definition 2.3. A quiver Q = (Q0, Q1,h, t) is of fence type if there
is a disjoint union Q0 = H ⊔ T such that H consists of vertices
that are heads of arrows and T consists of vertices that are tails
of arrows. In particular, there are no arrows between any two
vertices in H (T , respectively).
2.4. The reductive group GLd = GH × GT acts on the affine space
Rep(Q,d). Let L be the trivial line bundle Rep(Q,d)×C. A character
χ : GLd −→ C∗
defines a linearization of GLd on L by
g · (M, z) = (g ·M,χ(g)z).
We can identify the center of GH (GT) with (C
∗)|H| ((C∗)|T |). Any
character of GH , respectively GT , is of the form
(2.2)
χr((gh)h∈H) =
∏
h∈H
det(gh)
rh respectively, χe((gt)t∈T) =
∏
t∈T
det(gt)
et
where r = (rh)h∈H ∈ N
|H| and e = (et)t∈T ∈ N
|T |. The product χrχ−e
defines a character of GLd = GH×GT and any character of GLd is of
this form. We let L(χrχ−e) be the associated linearized line bundle.
We introduce
K =
{
(zvIdv)v∈Q0 ∈ GLd | zv ∈ C
∗, zh(a) = zt(a), ∀a ∈ Q1
}
.
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Then the subgroup K acts trivially on Rep(Q,d). We let GL ′
d
=
GLd/K and consider the action of this quotient group. The character
χrχ−e descends to a character of GL
′
d
if and only if
(2.3)
∑
h∈H
rh · dh =
∑
t∈T
et · dt.
2.5. For any h ∈ H and t ∈ T , we set
(2.4) nh =
∑
a∈Q1,h(a)=h
dt(a) and nt =
∑
a∈Q1,t(a)=t
dh(a).
We also let
XT =
∏
t∈T
Gr(dt,C
nt) and XH =
∏
h∈H
Gr(dh,C
nh).
The groupGH acts on XT naturally; the groupGT acts on XH naturally.
We consider the action of GH on XT first. We let
Le = ⊠t∈TOGr(dt,Cnt )(et)
be the line bundle over XT determined by e. Then the character χr :
GH → C∗ of (2.2) defines a GH-linearization Le(r) over XT . Similarly,
we let
Lr = ⊠h∈HOGr(dh,Cnh )(rh)
be the line bundle over XH determined by r. Then the character
χe : GT → C∗ of (2.2) defines a GT -linearization Lr(e) over XH.
2.6. Now we prove Theorem 1.1.
Proof. First, we can write
Rep(Q,d) =
⊕
t∈T
⊕
a∈Q1,t(a)=t
Matdh(a),dt
.
We identify
⊕
a∈Q1,t(a)=t
Matdh(a),dt
with Matnt,dt by placing individ-
ual matrices of Matdh(a),dt in rows. For simplicity, we shall write L
for L(χrχ−e). Then by applying the first fundamental theorem of in-
variant theory to every individual factor Gr(dt,C
nt) of XT , we have
that for any N ≥ 0,
Γ(XT , L
N
e
) = Γ(Rep(Q,d),L(
∑
etdtN))GT .
Consequently, we have
Γ(XT , L
N
e
)GH = Γ(Rep(Q,d),L(
∑
etdtN))GLd.
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Likewise, we can also write
Rep(Q,d) =
⊕
h∈H
⊕
a∈Q1,h(a)=h
Matdh,dt(a) .
We identify
⊕
a∈Q1,h(a)=h
Matdh,dt(a) withMatdh,nh by placing matrices
of Matdh,dt(a) in different columns. Then by the first fundamental
theorem of invariant theory, we obtain
Γ(XH, L
N
r
) = Γ(Rep(Q,d),L(
∑
rhdhN))GH,
hence
Γ(XH, L
N
r
)GT = Γ(Rep(Q,d),L(
∑
rhdhN))GLd .
Because
∑
t∈T etdt =
∑
h∈H rhdh, we see that
Γ(XT , L
N
e
)GH = Γ(Rep(Q,d),L(
∑
rhdhN))GLd = Γ(XH, L
N
r
)GT .
This implies that we have natural isomorphisms of GIT quotients
XssT (Le(r))//GH
∼= Rep(Q,d)ss(L(χrχ−e))//GLd ∼= X
ss
H (Lr(e))//GT .

2.7. Let ϑ = (r,−e) ∈ Z|Q0 |. By (2.3), d · ϑ = 0. Here, “·” is the
canonical dot product in Z|Q0 |. By King [King], a quiver representa-
tion (Vi)i∈Q0 is L(χrχ−e)-semistable if and only if for all non-trivial
proper subrepresentation (Ei)i∈Q0,
(2.5) (dimEi) · ϑ ≤ 0.
Using this, we can give a stability criterion for the action of GT on
XH. Let (Vi)i∈H ∈ XH =
∏
h∈HGr(dh,C
nh) be any point. Note that
for each h ∈ H, we have a fixed decomposition
C
nh = ⊕a∈Q1(h)C
dt(a)
where Q1(h) = {a ∈ Q1,h(a) = h}. Then (Vi)i∈H is semistable with
respect to Lr(e) if and only if for all (Ei)i∈H with Ei a subspace of Vi,
we have
(2.6)
∑
i∈H
ri dimEi ≤
∑
i∈H
∑
a∈Q1(i)
et(a) dim(Et(a) ∩ C
dt(a)).
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Likewise, for any point (Vj)j∈T ∈ XT =
∏
t∈T Gr(dt,C
nt), it is semistable
with respect to Le(r) if and only if for all (Ej)j∈T with Ej a subspace
of Vj, we have
(2.7)
∑
j∈T
∑
a∈Q1(j)
rh(a) dim(Eh(a) ∩ C
dh(a)) ≤
∑
j∈T
ej dimEj.
Note that, replacing ≤ by < in (2.5), (2.6) and (2.7), we obtain the
conditions for stable representations.
2.8. Note that either of the GIT quotients
Xss(Le(r))//GH and Y
ss(Lr(e))//GT
is the quiver moduli determined by ϑ = (r,−e) for the fence quiver
(2.3) with the given dimension vector d. It would be an interesting
problem to find other classes of quivers and dimension vectors such
that their quiver varieties have the kind of geometric interpretations
as in Theorem 1.1.
2.9. As examples, we now revisit the GM correspondence of [Hu05]
using the language of quivers. For this, we let Q be the star quiver
with vertices Q0 = {0, 1, · · · ,m} with
Q1 = {1→ 0, · · · ,m→ 0}
(0 is the unique head for all arrows). This is a special case of fence
quivers where H consists of a single vertex. Let
d = (n, k1, · · · , km) ∈ N
m+1
such that for each 1 ≤ i ≤ m, ki ≤ n ≤
∑
i ki. In this case, we have
Rep(Q,d) =
m⊕
i=1
Matn,ki , GLd = GLn ×
m∏
i=1
GLki
where as in (2.1), GLn acts by left multiplication and
∏m
i=1GLki acts
on the right by the inverse multiplication, component-wise. We have
in this case
XT =
m∏
i=1
Gr(ki,C
n) and XH = Gr(n,C
k)
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where k =
∑m
i=1 ki. The group GLn acts on XT naturally and the
group
∏m
i=1GLki acts on XH in the natural way. Let r ∈ N and
e ∈ Nm such that
(2.8) r · n =
∑
i
ei · ki.
Then as a special case of Theorem 2.10 , we have
Corollary 2.10. ([Hu05]) There is a natural one-to-one correspon-
dence between the set of GIT quotients of
∏m
i=1Gr(ki,C
n) by GLn
and the set of GIT quotients of Gr(n,Ck) by
∏m
i=1GLki. Precisely,
suppose that r ∈ N and e ∈ Nm satisfy the compatibility condi-
tion rn =
∑
i eiki, then we have a natural isomorphism between∏m
i=1Gr(ki,C
n)(Le(r))//GLn and Gr(n,C
k)ss(Lr(e))//
∏m
i=1GLki.
3. Parabolic Quivers and Correspondence
Definition 3.1. Let Q = (Q0, Q1,h, t) be a quiver. A represen-
tation of Q with parabolic structures is a representation of the
quiver Q together with some (partial) flags of Vb at every vertex
b ∈ Q0.
3.2. At some vertices, the partial flags may be trivial. When all are
trivial, we have an ordinary quiver representation.
3.3. To specify the flags, for any vertex v ∈ Q0, we fix a partition
dv = dv1 + · · ·+ dvs
of dv by positive integers where s = s(v) is a positive integer de-
pending on the vertex v. We let Pv be the parabolic subgroup of
GLdv consisting of the block upper triangular matrices whose diago-
nal blocks are of the size (dv1, · · · , dvs)
(3.1) Pv =




B11 B12 · · · B1s
B22
...
. . .
0 Bss




where Bii ∈ GLdvi for 1 ≤ i ≤ s.
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3.4. Associated to each v ∈ Q0, we define the following (partial) flag
variety
Yv := Fl(dv1 , · · · , dvs ;C
nv) =
{
(0 ⊂ V1 ⊂ · · · ⊂ Vs ⊂ C
nv) : dimVi =
i∑
j=1
dvj
}
where nv is as define in (2.4). For every v ∈ Q0, an s-tuple r =
(r1, · · · , rs) ∈ N
s defines a (very) ample line bundle over Yv:
Lr = OGr(dv1 ,Cnv )(r1)⊗ OGr(dv1+dv2 ,Cnv )(r2)⊗ · · · ⊗ OGr(dv,Cnv )(rs)
(recall here that s = s(v) depends on v). This line bundle is induced
from the Plücker embedding of the flag variety Yv into the product of
the Grassmannian
∏
iGr(
∑i
j=1 dvj ,C
nv). The action of the reductive
group GLdv lifts canonically to Lr, making it a GLdv-linearized line
bundle. The parabolic subgroup Pv inherits the action.
3.5. The parabolic subgroup Pv has the group of characters of dimen-
sion s, we can twist the Pv-linearized line bundle Lr by its characters.
For this, note that the commutator subgroup P′v of Pv consists of el-
ements with Bii ∈ SLdvi for each i as in (3.1). Therefore, we have
Pv/P
′
v
∼= (C∗)
s and this can be identified with the center of Pv by
(τ1, · · · , τs) 7−→


τ1Idv1 0
τ2Idv2
. . .
0 τsIdvs

 ∈ Pv.(3.2)
Now for any s-tuple of positive integers
e = (e1, · · · , es) ∈ N
s,
it defines a character µe of Pv
µe : Pv → C∗(3.3)
µe(τ1, · · · , τs) = τ
dv1 (e1+e2+···+es)
1 τ
dv2 (e2+e3+···+es)
2 · · · τ
dvses
s .
Then the character defines a Pv-linearized line bundle Lr(e) over Yv.
We should make a useful note here: both r and e are some chosen
s-tuples of positive integers with s = s(v) depending on v; r defines a
line bundle Lr; e defines a character µe. Of course, the roles of r and
e can be switched.
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3.6. Now we set
YT =
∏
t∈T
Yt and YH =
∏
h∈H
Yh.
We also let
PH =
∏
h∈H
Ph and PT =
∏
t∈T
Pt.
Then PH acts on YT naturally and PT acts on YH naturally. Suppose
that for every v ∈ Q0, we have chosen a pair of s(v)-tuples r(v) and
e(v) in Ns(v). Then over YT , we have an induced ample line bundle
LrT = ⊠t∈TLr(t).
For any h ∈ H, e(h) defines a character of Ph, hence their product
induces a character eH of PH. This gives rise to a PH-linearized line
bundle LrT (eH). Thus we have the Zariski open subset Y
ss
T (LrT (eH))
and its quotient YssT (LrT (eH))//PH (see [Hu06] for a quotient theory of
parabolic subgroup actions).
Likewise, we have the induced ample line bundle
LeH = ⊠h∈HLe(h)
over YH. Then the product of all characters r(t) for all t ∈ T gives rise
to a character rT of PT and hence a PT -linearized line bundle LeH(rT).
Thus we have the Zariski open subset YssH (LeH(rT)) and its quotient
YssH (LeH(rT))//PT .
3.7. We are now almost ready to state our main geometric theorem
of this section. Before making the statement, for the similar reason
as in (2.3), we need to impose a condition.
(3.4)
∑
t∈T
∑
1≤i≤s(t)
dti(ri + · · ·+ rs(t)) =
∑
h∈H
∑
1≤i≤s(h)
dhi(ei + · · ·+ es(h)).
Theorem 3.8. There is an one-to-one correspondence between
the set of GIT quotients of YT by PH and the set of GIT quotients
of YH by PT . More precisely, assume that for all v ∈ Q0, the
chosen pairs r(v) and e(v) in Ns(v) satisfy (3.4). Then we have
a natural isomorphism between the quotient YssT (LrT (eH))//PH and
the quotient YssH (LeH(rT))//PT .
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Proof. As in the proof of Theorem 1.1, we first identify Rep(Q,d)
with ⊕
t∈T
Matnt,dt .
Then for any N > 0, by [Fu97, §9], we have
Γ(YT , L
⊗N
rT
) ∼= Γ(Rep(Q,d),L⊗bN)PT
where b =
∑
t∈T
∑
1≤i≤s(t) dti(ri + · · ·+ rs(t)). Likewise, we have
Γ(YH, L
⊗N
rH
) ∼= Γ(Rep(Q,d),L⊗cN)PH
c =
∑
h∈H
∑
1≤i≤s(h) dhi(ri + · · ·+ rs(h)). Note that b = c. Hence, we
have
Γ(YT , LrT (eH)
⊗N)PH ∼= Γ(Rep(Q,d),L⊗bN)PH×PT ∼= Γ(YH, L
⊗N
rH
)PT .
This implies the natural isomorphisms of the quotients
YssT (LrT (eH))//PH
∼= Rep(Q,d)ss(r, e)//(PH × PT) ∼= Y
ss
H (LeH(rT))//PT .

Remark 3.9. Note that the quotient Rep(Q,d)ss(r, e)//(PH × PT )
parameterizes the equivalence classes of semistable parabolic quivers.
3.10. As a special case, here we assume that all the parabolic struc-
tures on tails are trivial. In such a case, Theorem 3.8 will specialize
to a correspondence between quotients of a reductive group action
and quotients of a parabolic subgroup. This gives a GM Correspon-
dence of mixed types. To be more precise, in this case, we have
YT = XT =
∏
t∈T Gr(dt,C
nt) is a product of Grassmannians and
YH =
∏
h∈H Yh is a product of flag varieties. Acting on XT is the
parabolic group PH; acting on YH is the reductive group GT . The
condition (3.4) becomes
(3.5)
∑
t∈T
dtrt =
∑
h∈H
∑
1≤i≤s(h)
dhi(ei + · · ·+ es(h)).
Under this condition, we have a natural isomorphism between the
quotient XssT (LrT (eH))//PH by parabolic subgroup and the quotient
YssH (LeH(rT)//GT by reductive group. (For further correspondence be-
tween quotients by a reductive group and quotients by its parabolic
subgroups, consult [Hu06].)
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3.11. We may further specialize to the case when Q is the star quiver
as considered in 2.9. In this case, YT is
∏
t∈T Gr(dt,C
n) and YH is the
(single, partial) flag variety consisting flags of the type
0 ⊂ V1 ⊂ · · · ⊂ Vs ⊂ C
d, dimVi =
i∑
j=1
nj
where d =
∑
t∈T dt and n =
∑s
i=1 ni is a partition of n. Over the
product of the Grassmannians YT , we have a natural diagonal action
of the parabolic group PH; over the (partial) flag variety YH, we have
the action of GT =
∏
GLdt . The condition (3.4) now reads
(3.6)
∑
t∈T
dtrt =
∑
i
ni(ei + · · ·+ es).
4. Multi-Reciprocity Algebras
In this section, we study representation theoretic correspondences
matching with our geometric ones.
4.1. For reductive groups K and G with K ⊂ G, we consider irre-
ducible representations V andW of K and G, respectively. By Schur’s
lemma, the multiplicity of V in W as a representation of K is equal
to the dimension of the space
HomK(V,W),
which is called themultiplicity space. The branching rule under the
restriction of G down to K is a description of the multiplicity spaces.
A special case of the above is when G = K×· · ·×K and K is identified
with the diagonal subgroup in G. In this case, the multiplicity spaces
HomK(V,W1 ⊗ · · · ⊗Wm)
describe the decompositions of tensor products of K-modules Wi. In
what follows, we shall describe the invariant section spaces
Γ(Rep(Q,d),L⊗b)PH×PT
as graded components of an algebra encoding branching rules of dif-
ferent types.
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4.2. First we recall Young diagrams as a labeling system for irre-
ducible polynomial representations of GLn. Every irreducible poly-
nomial representation of GLn is uniquely labeled by, under the identi-
fication with its highest weight, a Young diagram with no more than
n rows. Let ρFn denote the irreducible representation of GLn labeled
by Young diagram F = (f1, · · · , fn) ∈ Z
n with f1 ≥ · · · ≥ fn ≥ 0.
Here, (f1, · · · , fn) is identified with the highest weight of ρ
F
n . The
dual representation of ρFn has the highest weight
F∗ = (−fn, · · · ,−f1)
and will be denoted by ρF
∗
n . We write ℓ(F) for the number of non-
zero entries in F. If the entries fi of F repeat ai times, then we
also write F = (fa11 , f
a2
2 , · · · ) with f1 > f2 > · · · > 0. For example,
F = (4, 4, 3, 2, 2) or (42, 31, 22) can be drawn as
and ℓ(F) = 5. Then the Young diagram for F∗ can be drawn by rotating
F around its center by 180◦.
4.3. For (k1, · · · , ks) ∈ N
s, let k = k1 + · · ·+ ks. We let Pk denote the
parabolic subgroup of GLk consisting of the block upper triangular
matrices whose diagonal blocks are of the sizes k1, · · · , ks
Pk =




B11 B12 · · · B1s
B22
...
. . .
0 Bss




where Bii ∈ GLki for 1 ≤ i ≤ s. Note that the commutator subgroup
P′k of Pk contains SLk
i
’s on the diagonal.
Lemma 4.4. Let Pk be the parabolic subgroup of GLk as given
above and P′k be its commutator subgroup. Then the dimension
of the P′k-invariant subspace of ρ
F
k is at most 1. It equals 1 if and
only if F is of the form
(fk11 , f
k2
2 , · · · , f
ks
s ) ∈ N
s
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with f1 > · · · > fs > 0. In particular, if s = 1 then k = k1 and the
dimension of (ρFk)
SL
k is 1 only when F is of the form (fk1), i.e., a
rectangular diagram with k rows.
Proof. Note that P′k contains the maximal unipotent subgroup Uk
of GLk. By highest weight theory (e.g., [GW09, §3]), (ρ
F
k)
Uk is the
one dimensional subspace spanned by a highest weight vector of ρFk.
Therefore, the dimension of (ρFk)
P′k is less than or equal to 1. The con-
dition for this being exactly 1 can be obtained by simply computing
invariants under the diagonal blocks of P′k or can be found in [Fu97,
§9.3]. 
The same statement holds also for the dual representations ρF
∗
k and
F∗.
4.5. As we noted in (3.2) we have Pk/P
′
k
∼= (C∗)
s. Then for Young
diagram F = (fk11 , · · · , f
ks
s ), Pk/P
′
k is acting on the one dimensional
space (ρFk)
P′k via the character
µF : (C
∗)
s → C∗
µF(τ1, · · · , τs) = τ
k1f1
1 · · · τ
ksfs
s
This notation is the same as our previous one µe for e = (e1, · · · , es) ∈
Ns given in (3.3) by setting fi = ei + · · ·+ es for 1 ≤ i ≤ s. We let A
+
k
denote the semigroup of the characters of Pk
A+k = {µF : F = (f
k1
1 , · · · , f
ks
s )}.
4.6. Now we give an action of GLn ×GLk on the space Matn,k by
(g1, g2) ·M = g1Mg
−1
2
for (g1, g2) ∈ GLn ×GLk and M ∈ Matn,k.
Lemma 4.7. (1) With respect to the action of GLn ×GLk, the
coordinate algebra C[Matn,k] of Matn,k decomposes as
C[Matn,k] =
∑
ℓ(F)≤min(n,k)
ρF
∗
n ⊗ ρ
F
k
where the sum runs over all F with less than or equal to
min(n, k) rows.
16 YI HU AND SANGJIB KIM
(2) For a parabolic subgroup Pk of GLk, the P
′
k-invariant sub-
algebra of C[Matn,k] is graded by the semigroup A
+
k and has
decomposition
C[Matn,k]
P′k =
∑
F
ρF
∗
n
over F such that ℓ(F) ≤ min(n, k) and dim
(
ρFk
)P′k = 1.
Proof. The first statement is known as the GLn-GLk duality (e.g.,
[GW09, Theorem 5.6.7]). For the second statement, by taking (1× P′k)-
invariant subalgebra of C[Matn,k], we have
C[Matnk]
P′k =
∑
ℓ(F)≤min(n,k)
ρF
∗
n ⊗
(
ρFk
)P′k
Then for each F, from Lemma 4.4, the space ρF
∗
n ⊗
(
ρFk
)P′k is nonzero
exactly when dim
(
ρFk
)P′k = 1 and in this case the space
ρF
∗
n ⊗
(
ρFk
)P′k ∼= ρF∗n
is the A+k -eigenspace with weight µF. Hence C[Matnk]
P′k is the sum of
A+k -eigenspaces, and this gives the grading structure. 
4.8. Let us begin with the coordinate algebra C[Rep(Q,d)] of the
representation space of a fence quiver Q = (Q0, Q1,h, t) with the
dimension vector d. We shall use the same notation introduced in
Section 3.
By using the identification of Rep(Q,d) with the direct sum of the
spaces Matdh(a),dt(a) , we have
C[Rep(Q,d)] =
⊗
a∈Q1
C[Matdh(a),dt(a) ](4.1)
=
⊗
h∈H
⊗
a∈Q1(h)
C[Matdh,dt(a) ]
=
⊗
h∈H
C[Matdh,nh ]
where Q1(h) = {a ∈ Q1 : h(a) = h} and nh =
∑
a∈Q1(h)
dt(a).
To be more precise, for each h ∈ H, we set
{t(a) : a ∈ Q1(h)} =
{
th,1, · · · , th,m(h)
}
.
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If h is clear from the context, then we set
t[i] = th,i
for 1 ≤ i ≤ m(h). We shall show that for each h ∈ H, the (P′dh ×∏
P′dt[i])-invariant subalgebra of the algebra C[Matdh,nh ] records two
different types of branching rules with respect to the following re-
strictions:
GLdh ⊂ GLdh × · · · ×GLdh (m(h) copies);
GLdt[1] × · · · ×GLdt[m(h)] ⊂ GLnh.
Then by iterating this result over h ∈ H, we can obtain a complete
description of (P′H × P
′
T)-invariant subalgebra of C[Rep(Q,d)] to show
the following theorem.
Theorem 4.9. (1) The algebra C[Rep(Q,d)]P
′
H×P
′
T is graded by
∏
h

A+dh×
m(h)∏
i=1
A+dt[i]

 .
(2) For each h ∈ H, we consider Young diagrams F(h) and
D(h, i) such that
dim
(
ρ
F(h)
dh
)P′dh
= dim
(
ρ
D(h,i)
dt[i]
)P′dt[i] = 1
for 1 ≤ i ≤ m(h).
The dimension of the
∏
h(µF(h), µD(h,1), · · · , µD(h,m(h)))-homogeneous
component for the algebra C[Rep(Q,d)]P
′
H×P
′
T records simul-
taneously
(a) the multiplicity of the
∏
hGLdh-module
⊗
h ρ
F(h)
dh
in
⊗
h
(
ρ
D(h,1)
dh
⊗ · · · ⊗ ρ
D(h,m(h))
dh
)
;
(b) the multiplicity of the
∏
h
∏
iGLdth,i
-module
⊗
h
(
ρ
D(h,1)
dt[1]
⊗ · · · ⊗ ρ
D(h,m(h))
dt[m(h)]
)
in
⊗
h ρ
F(h)
nh .
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4.10. To prove this theorem, we investigate the individual compo-
nents C[Matdh,nh ] of C[Rep(Q,d)] given in (4.1). Then the theorem
can be obtained simply by repeating Corollary 4.16 on C[Matdh,nh ]
over h ∈ H.
Now let us fix h and then write n for dh, and ci for dt[i] for 1 ≤ i ≤
m = m(h). Also, let c = (c1, · · · , cm) and c = c1 + · · ·+ cm, and set
GLc =
∏
i
GLci and GLn =
∏
GLn (m copies)
P′c =
∏
i
P′ci and A
+
c =
∏
i
A+ci
Proposition 4.11. The following is an
(
A+n×A
+
c
)
-graded algebra
decomposition of C[Matnk]
P′n×P
′
c∑
(D1,··· ,Dm)
∑
F
Hom
GLn
(ρFn, ρ
D1
n ⊗ · · · ⊗ ρ
Dm
n )⊗
(
ρF
∗
n
)P′n
where the sum runs over F and Di such that ℓ(F) ≤ min(n, c),
ℓ(Di) ≤ min(n, ci), and
dim
(
ρFn
)P′n = dim (ρDici
)P′ci = 1
for 1 ≤ i ≤ m. Each graded component tells us how a GLn-
irreducible representation decomposes as a GLn-module.
Proof. By repeating the GLn-GLci dualities to the blocks of Matn,c =
Matn,c1 ⊕ · · · ⊕Matn,cm , we obtain
C[Matn,c] = C[Matn,c1 ]⊗ · · · ⊗ C[Matn,cm ]
=
∑
(D1,··· ,Dm)
(
ρ
D∗1
n ⊗ ρ
D1
c1
)
⊗ · · · ⊗
(
ρD
∗
m
n ⊗ ρ
Dm
cm
)
=
∑
(D1,··· ,Dm)
(
ρ
D∗1
n ⊗ · · · ⊗ ρ
D∗m
n
)
⊗
(
ρD1c1 ⊗ · · · ⊗ ρ
Dm
cm
)
where the sum runs over all m-tuples (D1, · · · , Dm) with ℓ(Di) ≤
min(n, ci) for each i. Then the P
′
c-invariants give us
C[Matn,c]
P′c =
∑
(D1,··· ,Dm)
(
ρ
D∗1
n ⊗ · · · ⊗ ρ
D∗m
n
)
⊗
(
ρD1c1
)P′c1⊗· · ·⊗(ρDmcm
)P′cm .
Note that by Lemma 4.4, the dimension of
W(D1,··· ,Dm) =
(
ρD1c1
)P′c1 ⊗ · · · ⊗ (ρDmcm
)P′cm
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is at most 1. Then the invariant algebra C[Matnc]
P′c is graded by the
semigroup A+c or the set of these m-tuples (D1, · · · , Dm) of Young
diagrams, and its graded components are exactly m-fold tensor prod-
ucts
V(D1,··· ,Dm) = ρ
D∗1
n ⊗ · · · ⊗ ρ
D∗m
n
of irreducible representations of GLn.
V(D1,··· ,Dm), as a representation of GLn, can be decomposed as
V(D1,··· ,Dm) = ρ
D∗1
n ⊗ · · · ⊗ ρ
D∗m
n
=
∑
(F2,··· ,Fm)
cF2D1D2c
F3
F2D3
· · · cFmFm−1Dm
(
ρF
∗
n
)
where F = Fm and c
Fi
Fi−1Di
is the Littlewood-Richardson number, i.e.,
the multiplicity of ρFin in ρ
Fi−1
n ⊗ ρ
Di
n with the convention D1 = F1.
Therefore, V(D1,··· ,Dm) contains∑
(F2,··· ,Fm)
cF2D1D2c
F3
F2D3
· · · cFmFm−1Dm
copies of ρF
∗
n . Note that if ℓ(Fi) > min(n, ℓ(Fi−1) + ℓ(Di)), then
cFiFi−1Di = 0 for all i. Therefore, in particular, ℓ(F) should be less
than or equal to min(n, c).
For F with ℓ(F) ≤ min(n, c) and dim
(
ρFn
)P′n = 1, this multiplicity
is equal to the dimension of the invariant space
(
V(D1,··· ,Dm)
)P′n =
∑
(F2,··· ,Fm)
cF2D1D2c
F3
F2D3
· · · cFmFm−1Dm
(
ρF
∗
n
)P′n
∼=
∑
F
Hom
GLn
(
ρFn, ρ
D1
n ⊗ · · · ⊗ ρ
Dm
n
)
⊗
(
ρF
∗
n
)P′n
and we see that the P′n-invariant algebra of C[Matn,c]
P′c has the de-
composition ∑
(D1,··· ,Dm)
(
V(D1,··· ,Dm)
)P′n ⊗W(D1,··· ,Dm)
∼=
∑
(D1,··· ,Dm)
∑
F
(
V(D1,··· ,Dm)
)P′n
∼=
∑
(D1,··· ,Dm)
∑
F
Hom
GLn
(
ρFn, ρ
D1
n ⊗ · · · ⊗ ρ
Dm
n
)
⊗
(
ρF
∗
n
)P′n
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and each graded component is an
(
A+n×A
+
c
)
-eigenspace. Consequently,
the graded components of the invariant algebra C[Matn,c]
P′n×P
′
c de-
scribe the branching multiplicities under the restrictions of GLn down
to the diagonal GLn. 
4.12. Next, in taking the invariants of (P′n × P
′
c), by reversing the or-
der of the procedures, we consider the invariants of P′n first. This
provides us a different representation theoretic description of the
(P′n × P
′
c)-invariant subalgebra of C[Matn,c].
Proposition 4.13. The following is an
(
A+n×A
+
c
)
-graded algebra
decomposition of C[Matnk]
P′n×P
′
c∑
F
∑
(D1,··· ,Dm)
Hom
GLc
(
ρD1c1 ⊗ · · · ⊗ ρ
Dm
cm
, ρFc
)
⊗
(
ρD1c1
)P′c1 ⊗· · ·⊗(ρDmcm
)P′cm
where the sum runs over F and Di such that ℓ(F) ≤ min(n, c),
ℓ(Di) ≤ min(n, ci), and
dim
(
ρFn
)P′n = dim (ρDici
)P′ci = 1
for 1 ≤ i ≤ m. Each graded component tells us how a GLc irre-
ducible representation decomposes as a GLc-module.
Proof. Starting from the GLn-GLc duality, we have
C[Matn,c]
P′n =
∑
ℓ(F)≤min(n,c)
(ρF
∗
n )
P′n ⊗ ρFc
Then, by considering ρFc as a GLc-module, we have the following
decomposition
ρFc =
∑
(D1,··· ,Dm)
mF(D1,··· ,Dm)
(
ρD1c1 ⊗ · · · ⊗ ρ
Dm
cm
)
∼=
∑
(D1,··· ,Dm)
Hom
GLc
(
ρD1c1 ⊗ · · · ⊗ ρ
Dm
cm
, ρFc
)
⊗
(
ρD1c1 ⊗ · · ·ρ
Dm
cm
)
where mF(D1,··· ,Dm) is the multiplicity of the irreducible GLc module
ρD1c1 ⊗ · · · ⊗ ρ
Dm
cm
appearing in ρFc. By further taking its invariants
under the action of P′c, we have the decomposition of C[Matn,c]
P′n×P
′
c∑
F
∑
(D1,··· ,Dm)
Hom
GLc
(
ρD1c1 ⊗ · · ·ρ
Dm
cm
, ρFc
)
⊗
(
ρD1c1
)P′c1 ⊗ · · · ⊗ (ρDmcm
)P′cm
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By Lemma 4.7, the dimension of the space
(
ρD1c1
)P′c1⊗· · ·⊗(ρDmcm
)P′cm
is at most 1. Therefore, each graded component, if it is not zero,
encodes the branching rule with respect to the restriction of GLc
down to GLc. 
4.14. We remark that the algebra C[Matn,c]
P′n can be understood as
the multi-homogeneous coordinate algebra of the flag variety
Yn = Fl(n1, · · · , ns;C
c)
and its graded component (ρFn)
P′n
⊗ ρFc for F = (f
n1
1 , · · · , f
ns
s ) with
fi = ei + · · · + es is exactly the section space Γ(Yn, Le). See [Fu97,
§9]. We remark that the graded components are labeled by F and
(D1, · · · , Dm) or equivalently by e and r. In fact, it can be identified
with the subspace of Γ(Yn, Le) invariant under Pc and stable under
Pc/P
′
c with the character µr in (3.3), i.e., Γ (Yn, Le(r))
Pc .
4.15. Now, by combining two propositions, we have
Corollary 4.16. The dimension of the (µF, µD(1), · · · , µD(m))-homogeneous
component for the
(
A+n×A
+
c
)
-graded algebra C[Matn,c]
P′n×P
′
c records
simultaneously
(1) the multiplicity of the GLn module ρ
F
n in the tensor product
ρD1n ⊗ · · · ⊗ ρ
Dm
n ,
(2) the multiplicity of the GLc module ρ
D1
c1
⊗ · · ·ρDmcm in ρ
F
c.
Proof. In the above propositions, we showed that C[Matn,c]
P′n×P
′
c , as
a
(
A+n×A
+
c
)
-graded algebra, has two different decompositions∑
(D1,··· ,Dm)
∑
F
Hom
GLn
(
ρFn, ρ
D1
n ⊗ · · · ⊗ ρ
Dm
n
)
⊗
(
ρF
∗
n
)P′n
∑
F
∑
(D1,··· ,Dm)
Hom
GLc
(
ρD1c1 ⊗ · · · ⊗ ρ
Dm
cm
, ρFc
)
⊗
(
ρD1c1
)P′c1 ⊗ · · · ⊗ (ρDmcm
)P′cm
By comparing the graded components, we see that the dimension of
the following multiplicity spaces should be the same
Hom
GLn
(
ρFn, ρ
D1
n ⊗ · · · ⊗ ρ
Dm
n
)
;
Hom
GLc
(
ρD1c1 ⊗ · · · ⊗ ρ
Dm
cm
, ρFc
)
,
which correspond to the branching multiplicities in the statement.

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Remark 4.17. Our proofs for the propositions are the same as the
one given in [HL07] where maximal unipotent subgroups are used
instead of the commutator subgroups of parabolic subgroups.
Corollary 4.16 shows that the
(
P′n × P
′
c
)
-invariant subalgebra of
C[Matn,c] encodes two different types of branching rules. With this
dual interpretation, C[Matn,c]
P′n×P
′
c can be called a reciprocity algebra
in the sense of [HL07, HTW08].
Then from (4.1), the P′H × P
′
T invariant subalgebra of C[Rep(Q,d)]
can be realized as the tensor product of reciprocity algebras, and
as stated in Theorem 4.9, it encodes two sets of different types of
multiplicity spaces simultaneously. Hence, C[Rep(Q,d)]P
′
H×P
′
T can be
considered a multi-reciprocity algebra.
Remark 4.18. It is also possible to develop a parallel theory in terms
of tails starting from
C[Rep(Q,d)] =
⊗
t∈T
⊗
a∈Q1(t)
C[Matdh(a),dt ]
=
⊗
t∈T
C[Matnt,dt ]
where Q1(t) = {a ∈ Q1 : t(a) = t} and nt =
∑
a∈Q1(t)
dh(a).
4.19. We note that there is a nice representation theoretic interpre-
tation of the geometric condition (3.4). If the multiplicity of ρFn in the
tensor product ρDn ⊗ρ
E
n is positive, then the number of boxes in D and
E is equal to the number of boxes in F. For each h ∈ H, by iterating
this condition on Young diagrams D(h, i) and F(h) in Theorem 4.9,
we obtain the condition: the number of boxes in all D(h, i)’s should
be equal to the number of boxes in F(h).
To be more precise, let F(h) and D(h, i) be given as
F(h) = ((e1 + · · ·+ es)
n1, (e2 + · · ·+ es)
n2, · · · , enss );
D(h, i) = ((ri,1 + · · ·+ ri,si)
ki,1, (ri,2 + · · ·+ ri,si)
ki,2, · · · , r
ki,si
i,si
)
for each i. Then to ensure that the multiplicity of ρ
F(h)
dh
in the tensor
product
ρ
D(h,1)
dh
⊗ · · · ⊗ ρ
D(h,m(h))
dh
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of GLdh representations in Theorem 4.9 to be non-zero, we need∑
1≤i≤m
∑
1≤j≤si
ki,j(ri,j + · · ·+ ri,si) =
∑
1≤i≤s
ni(ei + · · ·+ es).
For the whole algebra C[Rep(Q,d)], by repeating this over all h ∈ H
and adding all of them together, we obtain the same condition we
imposed for the linearizations (3.4).
4.20. As a special case, let us consider the star quiver given in §2.9
with the dimension vector
d = (n, 1, · · · , 1) ∈ Nm+1
for n ≤ m. In this case, the invariant sections can be explicitly
described in terms of the combinatorics of Young tableaux.
For a partition n = n1 + · · ·+ns, let us consider its corresponding
parabolic subgroup Pn of GLn and the torus Tm = (C
∗)m. The section
space Γ(Yn, Le) of Yn = Fl(n1, · · · , ns;C
m) can be identified with the
summand (ρF
∗
n )
P′n ⊗ ρFm of C[Matn,m]
P′n×1 for
F = (fn11 , f
n2
2 , · · · , f
ns
s )
= ((e1 + · · ·+ es)
n1, (e2 + · · ·+ es)
n2, · · · , enss ).
The space (ρF
∗
n )
P′n ⊗ ρFm
∼= ρFm consists of f ∈ C[Matn,m] which are
invariant under P ′n and eigenvectors under Pn/P
′
n with weight
µF(τ1, · · · , τs) =
∏
τnifii .
They can be identified with the products of determinants or semis-
tandard Young tableaux of diagram F having entries from {1, · · · ,m}.
Since the Tm-eigenspace of ρ
F
m with weight µr(t1, · · · , tm) =
∏
trii is
exactly the space spanned by the weight vectors of ρFm with weight µr,
the elements in the Tm-invariant section space Γ(Yn, Le(r))
Tm can be
realized as the space spanned by the products of determinants iden-
tifiable with semistandard Young tableaux of diagram F and content
r = (r1, · · · , rm). For further detail, see, for example, [Fu97, §9] and
[Ki08].
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5. The Transfer Principle
5.1. The so-called transfer principle is a useful tool to study quo-
tients by non-reductive groups.
Theorem 5.2. ([Gro97, Theorem 9.1]) For a linear algebraic group
G, let Z be a rational G-module and a subgroup H of G be acting on
C[G] by right translation. If Z is a C-algebra, then there is an algebra
isomorphism
Z ∼= (C[G]⊗ Z)
G
which is H-equivariant. In particular, we have
ZH ∼=
(
C[G]H ⊗ Z
)G
.
Let us compare our results with the transfer principle. We recall
that A+k denotes the semigroup of polynomial dominant weights for
GLk.
Proposition 5.3. As (A+n ×A
+
m)-graded algebras, we have
C[Matn,m]
P ′n×P
′
m ∼=
(
C[GLm]
1×P ′m ⊗ C[Matn,m]
P ′n×1
)
GLm
Proof. From Lemma 4.7, the left hand side decomposes as∑
F
(ρF
∗
n )
P ′n ⊗ (ρλm)
P ′m
where the sum runs over all Young diagrams F of length not more
than min(n,m).
For the right hand side, we note that the ring of regular functions
over GLm decomposes as
C[GLm] =
∑
λ
ρλ
∗
m ⊗ ρ
λ
m
over all rational dominant weights λ for GLm (cf. [GW09, Theorem
4.2.7]). By combining this with Lemma 4.7, the right hand side de-
composes as ∑
λ,F
(
ρλ
∗
m ⊗ (ρ
λ
m)
P ′m ⊗ (ρF
∗
n )
P ′n ⊗ ρFm
)
GLm
=
∑
λ,F
(ρF
∗
n )
P ′n ⊗ (ρλm)
P ′m ⊗
(
ρλ
∗
m ⊗ ρ
F
m
)
GLm
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Since the dimension of the invariant space
(
ρλ
∗
m ⊗ ρ
F
m
)
GLm
is not more
than 1 and it is exactly 1 when λ = F. This shows that two graded
algebras are isomorphic. 
For a fence quiver Q with dimension vector d, as given in §3 and
§4, by iterating the above proposition, it is easy to see that
Corollary 5.4. As (A+H ×A
+
T )-graded algebras, we have
C[Rep(Q,d)]P
′
H×P
′
T ∼=
(
C[GT ]
1×P ′T ⊗ C[Rep(Q,d)]P
′
H×1
)GT
where A+H =
∏
hA
+
dh
and A+T =
∏
tA
+
dt
.
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