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This study describes the development of fully air-coupled non-destructive evaluation (NDE) 
technology for condition assessment of railroad ties. Ultrasonic surface waves are generated in railroad ties 
using an air-coupled ultrasonic sender. Surface waves are sensed at the receiving end using an array of 
Micro-Electro Mechanical sensors (MEMs). The resulting wave field is visualized in time-space (t-x 
domain) and frequency-wavenumber domains (f-k domain) to derive parameters indicative of the extent of 
damage in crossties. A robust “wave front fitting algorithm” is developed to estimate surface wave speed 
from a B-scan image generated using multiple time domain signals. Five signal parameters, namely surface 
wave speed from t-x domain, energy of the wave field in t-x domain, coherent surface wave speed from f-k 
domain, maximum value in f-k domain, and area under the k-plot at excitation frequency, are investigated 
for sensitivity to damage in crossties. Crossties with different types of damage; transverse cracking, 
longitudinal cracking, loss of cross section, and rail seat damage (RSD) are tested in this study. Signal 
parameters computed from the damaged ties are compared with signal parameters obtained from ties in a 
good structural condition (crossties without any visible damage) to generate decision spaces. The ability of 
these decision spaces to distinguish “good” crossties and “damaged” crossties is investigated using two 
parameters: hit-rate and reliability factor.  The decision spaces are ranked based on these values to 
determine the most reliable decision spaces for predicting the structural state of a crosstie beyond a 
reasonable confidence level. It is observed that two-dimensional decision spaces performed better than one-
dimensional decision spaces in predicting the structural state of a crosstie. The results demonstrate that the 
2-D decision space of coherent wave speed from f-k domain vs. maximum value in f-k domain performed 
the best among all other decision spaces discussed in this study, followed by 2-D decision space of surface 
wave speed from f-k domain vs. coefficient of variation for surface wave speed from f-k domain, 2-D 
decision space of surface wave speed from t-x domain vs. energy in t-x domain, and 2-D decision space of 
surface wave speed from t-x domain vs. maximum value in f-k domain. A prediction scheme is developed 
for predicting the structural condition of a crosstie based on the location of signal parameters in various 2-
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CHAPTER 1: INTRODUCTION 
1.1. Motivation 
Crossties (also called “rail sleepers” or “railroad ties”) form an important part of the railroad 
structure. Their typical functions include transferring load from the rails to ballast, maintaining track 
geometry and electrically isolating the rails. Crossties can be made from different materials such as: wood 
(e.g. oak, timber) and concrete. Traditionally, crossties have been made from wood since the early 19th 
century [1]. Durability problems such as rotting, splitting and insect infestation are common in wooden 
crossties; they are also combustible. Concrete ties have come into existence in the later part of 20th century 
[1]. Concrete is volumetrically stable relative to wood and is more durable. In addition, mechanical 
properties of concrete can be easily controlled by varying the mixture design and hence cross ties can be 
designed for applications such as the high-speed rail. 
Condition assessment of crossties is key in ensuring a healthy and safe railroad system. Defective 
ties fail to provide required support to the rails; this results in development of additional bending stresses 
in the rail and failure occurs if the resultant stress is more than the material strength. Additional bending 
stresses can also alter the track geometry raising concerns of derailment [2]. Investigations conducted to 
probe several railroad accidents have linked presence of deteriorated crossties to derailment [3,4]. For 
example-The derailment of Metrorail train 602 in Falls Church, Virginia (July 2016) was associated to 
presence of deteriorated crossties. It was observed that a section of the railway track had deteriorated 
crossties continuously for more than 400 inches of track length (standards require this distance to be 
smaller than 120 inches) [3]. It is hence very important to identify presence of defective cross ties in a 
railway line. 
Concrete in general is a durable material. Depending on the design and quality control during the 
cast and curing stages, concrete can have a maintenance free performance throughout its service life [5]. It 
is not always possible to implement an ideal concrete design for an application due to constraints; these can 
be financial constraints or can be due to lack of access to required materials for production of concrete. In 
such cases, depending on the exposure conditions, concrete can be subject to deterioration. Deterioration 
mechanisms in concrete can be physical or chemical. Usual physical deterioration mechanism common in 
the United States is freeze-thaw. Some prevalent chemical deterioration mechanisms are sulfate attack and 
alkali-silica reaction. Deterioration can also be electrochemical when it occurs due to corrosion of 
reinforcing steel used in cross ties. All forms of deterioration usually manifest as cracks or delaminations 
in concrete.  
Non-Destructive Evaluation (NDE) may be used to determine the structural condition of crossties 
without inducing additional damage as against destructive methods such as flexure tests and partially 
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destructive methods such as extraction of cores from a crosstie. The present study deals with developing a 
fully air coupled NDE technique for fast and continuous condition assessment of crossties. Most of the 
existing NDE techniques for concrete although are sensitive to presence of defects/damage require 
considerable manpower for performing the tests and can be time consuming. Time taken to perform these 
tests is key; especially for public infrastructure like railway lines where the traffic is to be blocked while the 
tests are being performed. An ideal NDE technique should be fast and accurate.  
Condition assessment of crossties currently is done via visual inspection by an experienced 
technician. This is time consuming and can be inefficient in cases where the defect doesn’t manifest itself 
on the surface or when it occurs at inaccessible locations such as the rail seat area. Different types of NDE 
methods are available for condition assessment of civil infrastructure e.g. radiation based methods, 
electrical and magnetic methods, mechanical vibration methods and mechanical wave propagation 
methods. NDE method for condition assessment must be chosen depending on type of deterioration to be 
detected and feasibility of applying it in the field. Dominant deterioration mechanisms in railroad ties 
(freeze-thaw, ASR, sulfate attack and corrosion) usually manifest as distributed cracking, loss of cross 
section and delaminations.  
Radiation based NDE methods such as radiometry/radiography are sensitive to presence of 
delaminations and distributed cracking; however, they cannot be deployed in the filed for inspection of 
railroad ties because of economic and safety concerns. Electrical and magnetic NDE methods give an idea 
of the material properties of concrete and are not sensitive to presence of cracks/delaminations; moreover, 
environmental conditions affect the results from these tests. Other methods such as Infrared Thermography 
(IR) and Ground Penetration Radar (GPR) can collect data at a fast pace; however, they are not sensitive to 
distributed cracking and deeper defects/delaminations.  
Mechanical vibration methods such as impact-echo are sensitive to presence of delaminations. 
They are not very sensitive to distributed and vertical cracks. These tests are usually a local point inspection; 
hence can be labor and time intensive. The results from these tests depend on the boundary conditions thus 
making it difficult to interpret the data. 
Mechanical wave propagation based methods for concrete such as multi-sensor acoustic imaging 
(e.g. using the MIRA device) and surface wave based methods such as spectral analysis of surface waves 
(SASW), multi-channel analysis of surface waves (MASW) are sensitive to presence of defects and 
distributed cracking in concrete [6,7] and can be deployed in the field. In the present study, feasibility of 
using surface waves for condition assessment of crossties in explored. Traditionally, the surface wave 
methods were applied to concrete using contact transducers (either sending or receiving or both). Because 
these methods require physical contact with the structure, they can be time and labor intensive. The results 
also depend on the type of couplant used (e.g.-oil, glycerin, petroleum jelly) and its thickness. Over time 
surface wave based methods evolved into partially air coupled methods [8] where an air coupled receiver 
(e.g.-microphone, micro electro mechanical sensor (MEMs)) was used and the input or sender was either 
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an impact or a frequency controlled piezoelectric contact transducer depending on the method. These 
methods then became fully air-coupled where an electro-magnetic acoustic sender and an air-coupled 
receiver were used [9]. Fully air-coupled NDE methods can be implemented on a moving platform or 
automated scanning systems in the field thus increasing the rate of data collection.  
1.2. Objective  
The present study is aimed at developing a fully air-coupled NDE technology for fast and 
continuous in-place condition assessment of concrete crossties. Surface waves are generated in crossties 
using a narrowband electro-magnetic ultrasonic sender; the response is recorded using an array of MEMs. 
The following objectives were accomplished by analyzing the data recorded by the MEMs array in time-
space domain (t-x domain) and frequency-wavenumber domain (f-k domain): 
1. Derive parameters indicative of extent of damage in crossties.  
2. Developing a decision space to distinguish a defective crosstie from a crosstie with minimal/no 
damage applicable to a wide range of crosstie designs.   
1.3. Outline 
This thesis is divided into 7 chapters: 
1. Motivation behind addressing the problem and general objectives of the work are explained in 
chapter 1 (Introduction). 
2. Basic theory of mechanical wave propagation in an isotropic-homogeneous media, phenomenon of 
reflection and transmission, concept of two dimensional Fast Fourier Transform (2-D FFT) and 
fully air-coupled NDE are discussed in chapter 2 (Background). 
3. Design of the wide range of crossties tested in this work, and classification of crossties based on the 
type of damage observed in the field are described in chapter 3 (Sample set). 
4. Design of MEMs array, the sender-receiver system and signal parameters are explained in chapter 
4 (Experimental setup). 
5. Analysis schemes used to analyze the data recorded by the MEMs array are explained in chapter 5 
(Data analysis scheme). 
6. Results from all the tests are analyzed and discussed in chapter 6 (Results and discussion). 
7. Observations from chapter 6 are summarized in chapter 7 (Conclusions). 
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CHAPTER 2: BACKGROUND 
2.1. Mechanical wave propagation 
“Wave” is propagation of a disturbance from one point to other in space. A “Mechanical wave” or 
“elastic wave” is propagation/transfer of mechanical energy (sum of kinetic energy and potential energy). 
Because of an externally induced disturbance in the medium; molecules around the disturbance start 
oscillating, their motion causes the adjacent molecules to oscillate causing transfer or propagation of energy 
from one molecule to other. There are two fundamental modes of wave propagation: Longitudinal wave 
(also called a primary wave or p-wave) and Transverse wave (also called secondary wave or shear wave or 
s-wave). These modes together are called the “Body waves” or “Bulk waves”. When the direction of wave 
propagation and direction of particle oscillation are parallel to each other, it is a p-wave. When the direction 
of propagation is perpendicular to the direction of oscillation, it is a s-wave. In three dimensions, there can 
be two types of s-waves; namely: shear-horizontal (SH) waves and shear-vertical (SV) waves depending on 
the direction of oscillation/polarization-horizontal and vertical respectively. 
2.1.1. One-dimensional (1-D) bar wave 
Consider a bar with uniform cross section ‘A’, modulus of elasticity ‘E’ and material density ‘𝜌’ as 
shown in Figure 2.1. Wave propagation can be considered one dimensional if the wave length of propagating 
wave and length of bar are considerably greater than the cross-sectional dimensions. The bar undergoes a 





Consider an infinitesimal element with length ‘dx’ shown in the figure. Stress on the element due to 







 . (2.1) 
Stress-strain and strain-displacement relations (for small strains) for a one-dimensional element are given 
by 








 .  (2.2) 













 . (2.4) 
Equation (2.3) is called the one-dimensional wave equation, where ‘c’ is speed of the propagating wave. 
d’Alembert gave a generic solution to the one-dimensional wave equation. A detailed derivation can found 
in [10]. The d’Alembert solution is given by 
 u=f(x-ct)+g(x+ct) (2.5) 
where, f(x-ct) represents a forward propagating wave with speed ‘c’ and g(x+ct) represents a backward 
propagating wave with speed ‘c’. The functions ‘f’ and ‘g’ are arbitrary functions and depend on the initial 
and boundary conditions. A harmonic wave propagating with an amplitude A, angular frequency ‘ω’ and 
wavenumber ‘k’ can be represented as 





 . (2.7) 
A harmonic wave can also be represented using a “complex notation” given by 
where, ‘B’ is the amplitude of oscillation and i= √−1. Real part of ‘u’ in equation (2.8) gives us the 
magnitude of displacement at a point in space for a given time. The magnitude of complex number ‘u’ gives 
the amplitude of displacement. In general, a mechanical wave need not be monochromatic, i.e. there can be 
multiple frequency components propagating together as a wave packet. If the wave speed doesn’t change 
with frequency, wave modes are non-dispersive; the 1-D bar wave and the surface guided waves to be 
discussed in section 2.1.4 are examples of non-dispersive modes. Depending on the type of wave mode and 
propagating medium, different frequency components can have different velocities. This phenomenon is 
called dispersion. For dispersive modes, different frequency components move with different speeds and 
the entire wave together as a wave packet moves with a particular speed. Phase velocity, cph given by 
is defined as the speed with which a specific frequency component (‘ω’) propagates. Group velocity, cgr given 
by, 




  (2.9) 
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is defined as speed of the wave packet. For non-dispersive wave modes, the phase and group velocities are 
equal. 









An infinitesimal parallelepiped element in the wave field is shown in Figure 2.2. Considering 












, (2.11 (a)) 
 
























 (2.11 (c)) 
where, ρ is density of the material and ‘u’ is the displacement field. In the present study; we consider 













































































Stress tensor at point P Stress tensor at point P’ 
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where, λ and μ are Lame’s constants. We subject concrete to very small strains in the present study and 













In equation (2.13), i, j= x, y, z; this generates a set of 6 equations relating the components of strain tensor 






































































. (2.14 (c)) 
The displacement field for a plane wave (wave with parallel wave fronts) propagating in an unbound elastic 
medium can be expresses as 
 u⃗ =A⃗ f(n⃗ .r -ct) (2.15) 
where, ‘f’ is an arbitrary function, it depends on the initial and boundary conditions, A⃗  is the amplitude 
vector (representing the direction of oscillation), n⃗  is the direction of propagation, r  is the position vector 
of a point in the wave field, ‘c’ is wave speed and ‘t’ is time. Let u⃗ =ux î+uy ĵ+uzk̂ (where î, ĵ, k̂ are unit vectors 
along x, y, z directions respectively),  n⃗ =n1 î+n2 ĵ+n3k̂ and A⃗ = A1 î+A2ĵ+A3k̂. Consider the displacement at 
an arbitrary point with position vector, r =xî+yĵ+yk̂ . Substituting equation (2.15) in the set of equations 
(2.14), we get 
 (λ+μ)(A1𝑛12 + A2n2n1 + A3n3n1)+μ(A1)=ρ𝑐2A1, (2.16 (a)) 
      (λ+μ)(A1n1n2 + A2𝑛22 + A3n3n2)+μ(A2)=ρ𝑐2A2 and (2.16 (b)) 
 (λ+μ)(A1n1n3 + A2n2n3 + A3𝑛32)+μ(A3)=ρ𝑐2A3 . (2.16 (c)) 


















This is a set of linear-homogeneous equations in A1, A2, A3. For this system of equations to have a non-












This is an Eigen value problem. Expanding the determinant in equation (2.18) results in a third order 


















where, E and ϑ are the Young’s modulus and Poisson’s ratio respectively. It can be observed that out of the 
three roots for equation (2.18); two are identical. Substituting these values of ‘c’ from equations (2.19) and 
(2.20) into equation (2.17) and solving for Eigen vectors (A1, A2, A3) in terms of n1, n2, n3  gives the following 
results (full derivations can be obtained from [10]): 
1. When c=c1, the direction of propagation (n⃗ ) and direction of oscillation (A⃗ ) are in the same 
direction; this solution corresponds to a p-wave and the speed c1 in equation (2.19) is the speed of 
a p-wave in a homogeneous-isotropic medium.  If the wave is propagating along the x-direction; 
displacement field for a p-wave is given by 
 u⃗ p= A1f(x-cpt) î. (2.21) 
2. When c=c2=c3 is substituted in equation (2.17), the direction of propagation and direction of 
oscillation are perpendicular to each other (n⃗ .A⃗⃗ =0); this solution corresponds to a s-wave and the 
speeds c2, c3 in equation (2.20) correspond to the s-wave speed in a homogenous-isotropic 
medium. The direction of polarization for the two s-wave modes is different. If the wave is 
propagating along the x-direction; a SH-wave has the direction of polarization along the y-direction 
with a speed of c2=cs and a SV-wave has the direction of polarization along the z-direction with a 
speed c3=cs. The displacement field for an s-wave propagating in x-direction is given by 
        u⃗ SH= A2g(x-cSt) ĵ and (2.22 (a)) 
 u⃗ SV= A3h(x-cSt) k̂ (2.22 (b)) 
where, ‘f’, ‘g’, ‘h’ in equations (2.21) and (2.22) are arbitrary functions depending on the initial and boundary 
conditions. Any solution to the Navier equations (equations (2.14)) can hence be represented as a 
superposition of p-waves and s-waves 
 u⃗ =u⃗ p+u⃗ SH+u⃗ SV. (2.23) 
The values of A1, A2, A3 in equations (2.21) and (2.22 (a)) depend on the initial and boundary conditions. 
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2.1.3. Mechanical wave potentials 
According to the Helmholtz decomposition theorem; a well-behaved vector field (smooth and 
rapidly decaying) can be expressed in terms of a scalar potential (ϕ) and a vector potential (H⃗⃗ ) as 
 u⃗ =∇⃗ ϕ+∇⃗  X H⃗⃗⃗  (2.24) 
with the vector potential, H⃗⃗  satisfying a uniqueness condition 
 ∇⃗ .H⃗⃗⃗ = 0. (2.25) 
A detailed proof of the theorem can found in [11]. The displacement field can hence be decomposed into a 
scalar potential and a vector potential satisfying equation (2.24) and (2.25). Vector notation of Navier 
equations (equations (2.14)) is given by 
 (λ+μ)∇⃗ (∇⃗ .u⃗ )+μ∇2u⃗ =ρu⃗ ̈. (2.26) 
Double dots as a superscript on a variable represents second derivative with time. Substituting equation 
(2.24) in equation (2.26) and using the uniqueness condition (equation (2.25)); we get 
 cp∇2ϕ=ϕ̈ and (2.27) 
 cs∇2H⃗⃗ =H⃗⃗ ̈. 
(2.28) 
Equations (2.27) and (2.28) resemble the one-dimensional wave equation (equation (2.3)). Hence, the 
equilibrium equations (Navier equations) are reduced to two simplified wave equations.  
2.1.4. Surface-guided waves 
In the present study, we develop a fully air-coupled NDE technology for concrete crossties using 
surface guided waves (sometime called “surface waves” or “Rayleigh waves” or R-waves) propagating along 
the free surface of a railroad tie. This section provides a theoretical background for propagation of plane 
surface waves in a homogeneous-isotropic medium.  
Surface waves propagate along the free surface of a structure and by free surface in the present 
study we mean a traction free surface. Without loss of generality, consider a plane surface wave propagating 
in the X-direction with its wave front (points with same phase) parallel to the Z-direction as shown in Figure 
2.3. 
The following conditions stand valid for surface wave propagation: 
1. The system is invariant along the wave front (i.e. Z-direction) for plane surface waves. Hence, the 






Figure 2.3: Propagation of a surface wave along the free surface 
2. The displacement or particle motion is restricted in the vertical plane (XY-plane) and hence the 









In other words, surface wave propagation is a combination of p-wave and s-wave with polarization 
(direction of particle motion) in the vertical direction (P+SV). Considering the first condition and expanding 


























= 0. (2.30) 









Using equations (2.30) and (2.31) we conclude that components of the vector potential Hx and Hy are either 
zero or constant. The relevant potentials in describing surface wave propagation are ϕ and HZ. Rewriting 
equations (2.27), (2.28) and (2.29) for surface waves; we get 
 cp∇2ϕ=ϕ̈, (2.32) 














) j. (2.34) 
Equations (2.32) and (2.33) resemble the one-dimensional wave equation (equation (2.3)) assuming 
propagation of a harmonic wave. Hence, the potentials ϕ and HZ can be written as 
     ϕ=f(y)ei(kx-ωt) and (2.35) 
 HZ=hZ(y)ei(kx-ωt). (2.36) 
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Substituting equations (2.35) and (2.36) into equations (2.32) and (2.33) respectively; we get 














Equations (2.37) are linear-homogeneous partial differential equations of second order. Solutions are 
 f(y)=A1e-αy+A2eαy and hz(y)= B1e-βy+B2eβy. (2.39) 
It can be observed that the solution contains both positive and negative exponentials. According to the 
Somerfield’s radiation criteria; at infinity (y=∞), the solution should only contain an outgoing wave. 
However, presence of a positive exponential term means there is an incoming wave generated at infinity. 
Hence, we neglect the positive exponential term (A2=B2=0) in equation (2.39) to satisfy the radiation 
condition. A detailed description of radiation condition can be found in [12]. Only considering the negative 
exponentials, the solution to equation (2.37) becomes 
 f(y)=Ae-αy and hz(y)= Be-βy. (2.40) 
Substituting equations (2.40) into equations (2.35) and (2.36); we get 
 ϕ=Ae-αyei(kx-ωt) and (2.41) 
 HZ=Be-βyei(kx-ωt). (2.42) 
As mentioned previously, surface waves propagate along the traction free surface of a structure. Hence, at 
y=0 (XZ-plane), the shear stresses and normal stress along the Y-direction are zero. Shear stresses on the 
XZ-plane are σyx and σzx; σzx is zero for all values of ‘y’ because the system is invariant along Z-direction. 
Mathematically 
 σyx=σyy=0, at y=0. (2.43) 
Equation (2.43) represents the boundary conditions. Substituting equation (2.29) into (2.13), strain can be 
expressed in terms of potentials. Substituting for strain in terms of potentials in equation (2.12), 
components of stress tensor can be expressed in terms of scalar and vector potentials. Expressions for 


























Substituting equations (2.41) and (2.42) into equations (2.44) and (2.45); we get 
 (β2+k2)A+2ikβB=0 and (2.46 (a)) 
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 -2ikαA+(β2+k2)B=0. (2.46 (b)) 
Equations (2.46 (a)) represent a set of simultaneous linear-homogeneous equations. For this system to have 





| = 0. (2.47) 



















) − 16(1 − 𝑘𝜗













Equation (2.48) is a cubic equation in terms of 𝑐2/𝑐𝑠
2. Hence, the equation has three roots. For most 
commonly observed materials the poisons ratio lies between 0 and 0.5, for this case; equation (2.48) only 
has one real root and the rest are imaginary or non-real [13]. The real root corresponds to the speed of 
surface wave (𝑐𝑅). An approximate solution to equation (2.49) was given by Graff [13] 




For most practical materials (0< 𝜗<0.5), the surface wave speed is always less than the shear wave speed. 
In the present study, we deal with surface wave propagation in concrete. For concrete the poisons ratio 
varies between 0.15 to 0.25, the surface wave speed usually in the range of 2100 to 2600 m 𝑠−1 [14]. It can 
be observed from equation (2.50) that the surface wave speed is only a function of material properties and 
is independent of the frequency. Hence, surface waves are non-dispersive (phase speed doesn’t vary with 
frequency) in a homogeneous-isotropic half space. To obtain the displacement field, substitute for ϕ and HZ 
from equations (2.41) and (2.42) into equation (2.34) to get 
        ux=(ikAe-αy-βBe-βy)ei(kx-ωt)=?̂?xei(kx-ωt) and (2.51) 
 uy=(-αAe-αy-ikBe-βy)ei(kx-ωt)=?̂?yei(kx-ωt). (2.52) 
Substituting for ‘B’ in terms of ‘A’ from equation (2.46 (a)), we get the mode shapes ?̂?x and ?̂?y (Amplitude 
term) 
 











Considering the real part of ux and uy from equations (2.51) and (2.52) respectively and eliminating the 
propagation terms (sine and cosine), it can be observed that the particle motion is elliptical in the XY-plane, 
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where α and β are given by equation (2.38). The vertical component of displacement (uy) changes sign 
(particle motion along negative Y-direction) at a depth of approximately 0.192 time wavelength [13] and 
decays exponentially after that. The horizontal component of displacement (ux) decays exponentially with 
depth and is along the positive X-direction. The amplitude of oscillation decreases with the order of a 
wavelength. Most of the energy of surface waves is usually confined within one wavelength from the surface, 
hence we usually consider the penetration depth of surface waves to be one-wavelength. If wavelength of 
the propagating surface wave increases (decrease in frequency), the penetration depth also increases.  
2.1.5. Reflection and transmission of mechanical waves 
When mechanical wave encounters a boundary separating two solid media (medium 1 and medium 
2), a portion of incident energy is reflected and rest is transmitted through the boundary into medium 2 
(Assuming no loss at the boundary). Amount of energy reflected or transmitted depends on acoustic 
impedance of both the media. Acoustic impedance (Z) of a medium with respect to a propagation mode (e.g. 
p-wave, s-wave) is given by 
 Z=ρV (2.55) 
where, ‘V’ is speed of the propagating mode under consideration and ‘ρ’ is density of the medium. Consider 
a case when the wave is incident at 90° to the normal (called “Normal incidence”). Reflection coefficient (R) 
is defined as the ratio of amplitude of reflected wave to the amplitude of incident wave. Transmission 
coefficient (T) is defined as the ratio of amplitude of transmitted wave to the amplitude of incident wave. 
Expressions for reflection and transmission coefficients are given by 













 . (2.57) 
Following are important cases relevant to the present study: 
1. When acoustic impedance of medium 2 is much larger than that of medium 1 (Z2≫Z1), most of the 
energy is reflected and the reflected wave is in phase with the incident wave (R≃1). A small portion 
of energy is transmitted with the transmitted wave in phase with the incident wave (T>0), e.g.-When 
the wave is moving from air to concrete.  
2. When acoustic impedance of medium 2 is much less than that of medium 1 (Z2≪Z1), most of the 
energy is reflected and the reflected wave is out of phase with the incident wave by 180° (R≃-1), e.g.- 
When the wave is moving from concrete to air. 
If the wave is incident at any angle other than 90° it is called an “oblique incidence”. The result is more 
complex in this case compared to a normal incidence. Consider an incident wave inclined at an angle 'θ’ 
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Figure 2.4: Reflection and transmission of mechanical wave at a plane boundary 
(“Angle of incidence”) with the normal as shown in Figure 2.4 (The figure shows a shear wave incident at 
the interface, but the discussion in this section is generally valid for any mode). As discussed previously, a 
portion of energy is reflected and the rest is transmitted. For an oblique incidence, the reflected and 
transmitted energies are distributed among two propagation modes (p-wave and s-wave) as shown in 
Figure 2.4, this phenomenon is called mode conversion. The angle between reflected wave and the normal 
is called the angle of reflection ('θpr
'  for p-wave and 'θsr
'  for s-wave). Angle between transmitted wave (also 
called the “refracted wave”) and the normal is called the angle of refraction or angle of transmission ('θpt
'  
for p-wave and 'θst











The angle of reflection and transmission for a propagation mode depend on the angle of incidence 
















where, V1 is the speed of incident wave in medium 1 and Vij is the speed of i-wave (i=’p’, ‘s’) in medium ‘j’ 
(j=1, 2). With increase in the angle of incidence ('θ’), the angle of transmission for p-wave and s-wave ('θpt 
'  
and 'θst
' ) also increases. At an angle of incidence ′θ𝑐𝑟1′; 'θpt
'  becomes 90° i.e. the refracted p-wave propagates 









this is obtained by substituting θ𝑐𝑟1 = 90° in equation (2.58). As the angle of incidence further increases to 
a value ‘θcr2’, the angle of transmission for s-wave, 'θst
'
 becomes 90° i.e. both the p-waves and s-waves 
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propagate along the interface resulting in generation of “surface guided waves”. This incident angle ′θ𝑐𝑟2′ is 





this is obtained by substituting θ𝑐𝑟1 = 90° in equation (2.58). When the angle of incidence is between the 
first critical angle and second critical angle (𝜃𝑐𝑟1 < 𝜃 < 𝜃𝑐𝑟2), only s-waves propagate in medium 2 and when 
the angle of incidence is greater than the second critical angle (𝜃 > 𝜃𝑐𝑟2), no energy is transmitted to 
medium 2, the incident energy propagates as surface guided waves along the interface. 
 
2.2. Surface waves for non-destructive evaluation of infrastructure 
In the previous section, theory of wave propagation in a homogeneous-isotropic media was 
discussed. The current section deals with application of surface guided waves to the field of Non-Destructive 
Evaluation (NDE). Surface guided waves can propagate for longer distances compared to p-waves and s-
waves. However, the region of inspection is restricted to a wavelength from the free surface. Lower is the 
frequency, higher is the propagation depth. 
Traditionally, from the 1960’s, surface waves were used to quantify the relative stiffness and 
thickness of different layers in a pavement structure. A pavement structure consists of multiple layers such 
as the surface course, base course, sub-base course and the soil. The pavement design is optimized by using 
layers of lower stiffness with increase in depth because these layers take less load compared to the layers on 
top. As discussed in the previous section, the depth of penetration for surface waves increases with decrease 
in frequency. This principle was used by researchers for estimating the thickness and stiffness of different 
layers in a pavement. This method is called “Spectral Analysis of Surface Waves (SASW)” 
In SASW, mechanical waves are generated by an impact on the surface using a hardened steel 
impactor or using a frequency controlled transducer. The wave motion is captured by two receivers located 
at a known distance from the location of impact.  An impact with a hardened steel impactor is usually 
broadband (i.e. combination of multiple frequency components), it depends on the contact time with 
surface; higher frequencies are excited when the contact time is less; hence, the signal becomes broader in 
frequency domain. Because the surface waves in this case are broadband, different frequency components 
will have different penetration depths. The higher frequency components penetrate to a smaller depth and 
hence could be restricted to the first layer. Lower frequency components have a higher penetration depth 
and can penetrate to deeper layers; hence the surface waves in this case (layered media) are dispersive i.e. 
the phase velocity changes with frequency because of the difference in stiffness of the layers. A dispersion 
curve (wavelength vs. phase velocity) is plotted by analyzing the data collected. Figure 2.5 shows a 
dispersion curve obtained experimentally by the developers of the method [15] on a concrete pavement. 
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The pavement is also modelled numerically by assuming a stiffness and thickness for different layers. A 
numerically simulated dispersion curve is generated by solving the wave propagation problem based on 
these assumptions. The numerically generated and experimentally obtained dispersion curves are then 
compared with each other and if they are considerably different, the assumed stiffness and thickness values 
are changed and the recomputed dispersion curve is compared again to the experimental dispersion curve. 
This process is continued until both the dispersion curves match. The thickness and stiffness in the final 












SASW has a lot of limitations. It is time consuming and is computationally intensive. It assumes 
presence of a single mode of wave propagation (surface waves) and doesn’t consider propagation of other 
modes because there are only two receivers. The receivers actually record a combination of different 
propagating modes, this results in errors in the experimentally generated dispersion curves. This problem 
is addressed using the multi-channel Analysis of Surface Waves (MASW) method, where more than two 
receivers are used. Because there are multiple data collection points, different wave propagation modes can 
be identified based on the arrival time for each mode. Dispersion curve for all the excited modes is 
computed. The data in MASW is processed by applying two-dimensional imaging techniques such as the 
frequency-wavenumber transform, frequency-velocity transform and frequency-slowness transform. 
 In the previous section, while formulating surface wave propagation, it was assumed that there is 
no attenuation as the wave propagates and that the material is continuous (no cracks). Practically, waves 
attenuate as they propagate and the material contains discontinuities in the form of inclusions such as 
cracks and delaminations. When mechanical waves interact with discontinuities, scattering and diffraction 
occurs. Scattering of mechanical waves is basically reflection at the material-crack interface. The principles 




discussed in the previous section about reflection and transmission stand valid. In this case the wave enters 
from an acoustically hard medium (e.g. concrete, steel) to an acoustically soft medium (e.g. air or vacuum 
in the cracks) and hence most of the energy is reflected away from the cracks and the reflected wave is out 
of phase with incident wave by 180 °. Considerable scattering occurs only when the size of inclusion is 
greater than the wavelength of incident wave. When the size of inclusion is less than the wavelength, the 
wave propagates as if there is no discontinuity. Hence, if the wavelength is small enough (higher 
frequencies), the waves would scatter around the coarse aggregates used in concrete. This limits the 
frequency of mechanical waves that can used for condition assessment of concrete. If higher frequencies 
are used in concrete, waves cannot propagate for longer distances because most of the energy is scattered 
around the aggregates. Scattering is a complex phenomenon; when a mechanical wave interacts with a 
crack, mode conversion occurs as discussed in the previous section. For example-If a p-wave interacts with 
an inclusion at an angle greater than the first critical angle; p-wave and s-waves are reflected from the crack 
and an r-wave propagates along the surface of a crack. Depending on the geometry of the crack we can have 
different scenarios. In addition to scattering, mechanical waves can also diffract around the corners of a 
crack. Diffraction is bending of mechanical waves around the corner of a crack in which case, the tip can be 
considered as a source of mechanical wave just like diffraction of light except that there is only one mode of 
propagation for an electro-magnetic wave like light. 
 Using the concept of scattering due to cracks; researches used surface waves for estimating the 
depth of surface breaking cracks. Popovics [14] summarized surface wave techniques for estimation of 
surface breaking crack depth. Most of the initial work was performed on metals like steel and aluminum 
and was later extended to concrete. In the 1970’s researchers at the University of Loughborough studied the 
relation between the crack depth (simulated using a slot) and time of flight between the sender and receiver 
in aluminum. Sender was placed on one side of the slot and the receiver was placed on the other side. 
Surface waves will have to travel around the slot to reach the receiver, the crack tip acts as a source of 
mechanical wave due to diffraction and hence the time taken for the wave to reach the receiver increased 
with crack depth. Cooper et al. [16] placed the sender and receiver on same side of the slot for a nickel based 
weld and recorded reflected surface waves from the machined slot. The recorded signal consisted of two 
peaks and distance between the peaks was a function of slot depth. These methods have limitations; They 
not very sensitive to closed cracks (cracks through which energy transfer can occur) and cracks with smaller 
depths. Also, for these methods to be efficient, the crack should have a well-defined tip. Hevin et al. [17] 
designed a method to determine the crack depth in frequency domain for concrete. For a broadband signal, 
low frequency components have a larger penetration depth and the higher frequencies have a lower 
penetration depth. The frequency components corresponding to a wavelength greater than the depth of 
crack are transmitted through the crack and hence the reflected pulse will amplify the higher frequency 
band and only lower frequencies are transmitted. A cutoff frequency which is a function of crack depth was 
obtained from the spectral ratio of signals recorded by receivers before and after the crack. A self-
compensating technique was used to remove the effects of experimental variability such as the source, 
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receiver response and coupling. Self-compensating measurements involve taking measurements using two 
receivers on either side of a surface breaking crack. A measurement is taken by impacting the surface on 
one side of the crack; another measurement is taken by impacting the surface on the other side of the crack 
at a similar distance without moving the receivers. Popovics et al. [18] used a signal transmission parameter 
indicative of the depth of crack. A self-compensating technique was also used in this work to remove 
experimental variability due to source and receiver coupling. A signal transmission parameter is computed 
from the four signals recorded in the self-compensating measurements. It was observed that the signal 
transmission reduced with increase in crack depth; however, the relationship between signal transmission 
parameter and crack depth was not unique. It varies with the mixture design and orientation of cracks.  
 Ham et al. [19] used back scatter (reflected surface waves) from distributed cracking in concrete. It 
was shown that backscatter data from weak scatterers (e.g. microcracks) is more sensitive to extent of 
distributed cracking compared to parameters deduced from forward propagating surface waves because 
their wavelength is considerable lower than the size of microcracks. Energy of backscatter was quantified 
using an “Averaged backscatter energy parameter”. Data were collected using an array of receivers (MEMs). 
Two set of concrete samples were used to simulate microcracking; the first set of samples had different 
polypropylene fiber content; it was observed that the back scattered energy increased with increase in fiber 
content. Data were also collected on a concrete slab before and after subjecting it to various cycles of thermal 
shock, it was observed that the backscatter energy increases with increase in extent of damage caused due 
to thermal shock.  
2.3. Frequency-wavenumber (f-k) domain for damage visualization  
A Fourier transform is usually applied on a time domain signal to visualize the frequency 
components present in it. Fourier transform on a time domain signal f(t) is given by 




Where, F(f) is the Fourier transform of f(t). In equation (2.61), f(t) is a continuous signal; however, actual 
recorded dynamic signals are discrete. Hence, equation (2.61) must be modified for a discrete signal using 
a numerical procedure. The resulting Fourier transform will also be a discrete signal and is called the 
Discrete Fourier Transform (DFT). The DFT of a discrete signal f(n𝛥t) where ‘n’ is the sample number and 






In equation (2.62) ‘m’ is the sample number in frequency domain and ‘N’ is the total number of samples 
recorded. The parameter Δf is the resolution in frequency domain, which is the reciprocal of signal duration 
in time domain. Hence, if we record for longer durations, we get better resolution in frequency domain. The 
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computational complexity of DFT is of the order of N2 and can be further reduced by avoiding redundant 
iterations.  Fast Fourier Transform (FFT) is a DFT algorithm that reduces the computational complexity 
from N2 to 2NlogN. Hence, it is much faster than the DFT algorithm described in equation (2.62). 
A 2-D Fourier transform is considered in the present study, where the transform is applied on a 
wave field (e.g. acceleration as a function of time and space- data collected from an array of receivers) along 
the time and space axes. First, a 1-D-Fourier transform is applied along the time axis for all the signals and 
thus the time axes are transformed to frequency axes. A spatial Fourier transform is then applied along the 
space axes to transform it to the wavenumber axes. Therefore, it is important that we have many signals in 
space to get a decent resolution along the wavenumber axes. Hence, a wave field in time-space domain (t-x 
domain) is transformed to frequency-wavenumber domain (f-k domain). The 2-D Fourier transform of a 
wave field u(x,t) is given by 






where the FFT algorithm is used to compute Fourier transform along both axes (time and space). Thus, we 
can visualize the wave field in the f-k domain by applying 2-D FFT.  
 Alleyne et al. [20] used the 2-D FFT technique to analyze multiple Lamb modes in a metal plate. 
Contact transducers were used for sending and receiving. Data were collected at 64 equally spaced locations 
along a scanline and the resulting wave field was visualized in f-k domain. The f-k plot showed three-
dimensional wavenumber dispersion curves for multiple Lamb modes propagating through the plate. A 
curve was fitted to the peak values in the f-k plot, this curve was in good agreement with the numerically 
simulated Lamb wave dispersion curves. Ruzzene [21] used 2-D FFT to visualize wave field in an aluminum 
plate. Piezoelectric discs were used as senders and a laser vibrometer was used to receive signals on an 
equally spaced grid in two dimensions. The resulting wave field was analyzed by applying FFT along the 
three dimensions (X, Y and time, t). The f-kx-ky plot is considered at the excitation frequency (i.e. kx-ky at 
the peak frequency). The coherent mechanical wave manifests itself as the dominant peak and the scattered 
modes are distributed with lower amplitude. The coherent wave mode (source wave) is then windowed out 
using a 2-D window (e.g. Hanning window) and the resulting scattered field is inverted to the space-time 
domain; signal parameters such as the RMS value of the inverted time domain signals, were plotted for each 
grid point to form an image of the defect. Michaels et al. [21] developed a similar strategy for imaging 
defects. Image of the defect generated from three different source wave windowing algorithms were fused 
to produce an accurate image of the defect. In addition to the previously discussed windowing in f-kx-ky, 
source wave suppression was also performed in t-r-θ domain (time-space (polar coordinates)) by 
subtracting the average of displacement data from pixels adjacent to the point of interest on the same 
spherical wave front. This used the principle that source wave amplitude is constant all along the spherical 
wave front when there is no defect present, and hence the source wave can be suppressed by subtracting 
the average from adjacent pixels. Filtering was also performed by applying a 2-D FFT on the wave field in 
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polar coordinates. 2-D FFT was applied on the wave field at all the angles; visualizing the data in f-kr-θ 
domain. All the forward propagating waves (waves with a positive valued ‘k’) were windowed out and the 
resulting wave field was inverted back to the t-r-θ domain. The RMS value of the inverted time domain 
signals at all grid points was plotted to generate an image of the defect. The image of defect obtained from 
three filtering techniques were fused to generate a much accurate image of the defect. 
2.4. Air-coupled non-destructive evaluation 
As discussed in the introduction chapter, an ideal NDE technology will be fast and accurate. The 
following are the disadvantages of using the conventional contact based (both sending and receiving) NDE: 
1. Usually, the surface of the substrate will have to be prepared before using the sensors. This is time 
consuming and can be labor intensive. 
2. Access to the surfaced is required, this might not always be possible. 
3. The data collected from contact transducers can vary with the type of couplant used (e.g. oil or 
petroleum jelly). This can induce experimental variability in the results. 
Since the past couple of decades, air-coupled sending and receiving has gotten a lot of attention because it 
can overcome the above-mentioned problems. In addition, the system can be mounted on an automated 
scanning frame hence increasing the speed of data collection. This also makes the tests less labor intensive. 
Factors to be considered in air coupled sending and receiving are discussed in this section. 
2.4.1. Air-coupled sending 
Researchers have used air-coupled senders to generate surface acoustic waves. Surface waves are 
usually generated using a contactless capacitive membrane transducers [19]. Researchers also use energy 
from a laser beam to generate surface waves [22]; surface waves are generated by transient surface heating 
caused by the laser beam in this case; these waves are called Laser-generated Surface Acoustic Waves 
(LSAW). In the present study, air-coupled sending using an electrostatic capacitive membrane transducer 
is discussed.  
As discussed in previous sections, when a mechanical wave is incident at an interface, a portion of 
energy is transmitted and a portion is reflected. Figure 2.6 shows an air coupled transducer sending 
longitudinal waves through air that is incident at the air-concrete interface. The angle of incidence, ‘θ’ 
should be greater than the second critical angle to avoid generating any mode other than the surface guided 
waves as discussed in the “Reflection and transmission” section. For air-concrete interface this angle is 
usually around 8-10°. Also, in this case the p-wave is entering from an acoustically soft medium (air) into 
an acoustically hard medium (concrete). The acoustic impedance of concrete is much higher than that of 
air and hence most of the incident energy is reflected. Hence, the amplitude of oscillation is usually less 
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Figure 2.6: Generating surface waves using an air-coupled sender 
than that when a conventional contact transducer is used. This results in a lower signal to noise ratio (SNR) 









2.4.2. Air-coupled receiving/sensing  
Researchers have used air-coupled receivers such as a laser-vibrometer, conventional public-
address microphones and Micro-Electro-Mechanical Sensors (MEMs) for sensing resonant modes and 
surface waves. In the present study, we use MEMs for sensing. These sensors record leaky wave component 
at the point on interest. When Rayleigh wave propagation was formulated in the previous section it was 
assumed that there is vacuum above the free surface (Density=0); however, there is air present above the 
free surface which has a considerable density. Considering this and re-deriving the equation (2.48) it can 
be observed that in addition to the real solution (R-waves) there is an imaginary solution to the equation 






 is marginally higher than the R-wave speed. 
This mode is called the “leaky Rayleigh wave”; its speed tends towards the speed of the R-wave as 
the density of the fluid above the free surface tends to zero. Because of the complex nature of wave speed, 
this mode radiates energy continuously into the fluid above the free surface, the amount of energy radiated 
depends on the imaginary component. The air-coupled receivers are sensitive to this mode. Figure 2.7 
shows a snapshot of wave field from numerical simulation of an impulse excitation at an air-concrete 













The SNR of signals recorded by the air-coupled sensors is lower than the contact transducers 
because of two reasons:  
1. The amplitude of leaky Rayleigh wave reduces as it propagates into the fluid above the free surface. 
With increase in lift-off distance between the air-coupled receiver and the free surface, the SNR 
also reduces. 
2. Because most of the energy incident by the sender is reflected, little energy propagates as surface 
waves along the interface. 











Figure 2.7: Illustration of leaky Rayleigh wave field from an impact at the concrete-air interface [23] 
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Figure 3.1: Generic design of a concrete crosstie 
Figure 3.2: Rail pad assembly and shoulder in a concrete crosstie 
CHAPTER 3: SAMPLE SET 
In this chapter, structural and material specifications of crossties tested in the study are presented. 
Their structural condition during testing is evaluated using visual inspection to compare it with the surface 
wave measurements described later in this thesis.   
3.1. Structural design 
 In the present study, a total of 17 crossties were tested. Thirteen crossties were manufactured by 
Rocla Concrete Crossties, Inc. (Design id: BN101), and four crossties were manufactured by CXT Concrete 





















Central portion of a cross tie is called the “central span”. Portion of crosstie supporting the rail is 
called “rail seat area”. The rail seat area is bounded by two ductile iron “shoulders”, these shoulders are 
embedded into the crosstie during cast, its size and penetration depth into the crosstie varies with design. 
A spring clip connecting rail to the crosstie restraints lateral movement of the rail. The clip-shoulder system 
together acts as a fastening mechanism.  A “rail pad assembly” is placed on the crosstie in the rail seat area 
over which the rail is mounted. The rail pad is used to electrically isolate the rails; they also reduce impact 
and vibration effects on the crosstie caused by moving trains. The rail pad assembly and shoulder in a 
concrete crosstie are shown in Figure 3.2. The dimensions ‘a’, ‘b’, ‘c’ vary with design.  
 Reinforcing steel used in crossties are prestressed to increase the flexural capacity; distribution of 
pre-stressing tendons across the cross section varies with design. The diameter of steel tendons used is 
5.32mm for all the crossties in this study.  
3.2. Material design  
As mentioned in the previous section, all concrete crossties are prestressed. This calls for use of 
high strength concrete. High strength concrete will have enough tensile strength to withstand the tensile 
stress due to negative bending moment from prestress before the crosstie is loaded in the field. To increase 
the hydration rate, chemical admixtures (accelerators) are added; the crossties are also heat cured in pre-
cast plants to accelerate the hydration process. Usually, 80% of the 28-day strength is achieved in 24 hours. 
Prestress is transferred to concrete once that concrete is mature enough, this duration varies with design; 
usually it is between 12-24 hours. Air-entraining admixtures are added during cast for crossties that are 
subject to freeze-thaw cycles while in service.  
3.3. Visual inspection 
Crossties tested in this study were transported from the field to Research and Innovation 
Laboratory (RAIL), University of Illinois at Urbana Champaign. Crossties were examined for visible 
damage. Observed deterioration was documented by taking a picture using “Canon 1100d”. Refer to 
Appendix A for images of all the crossties tested in this study.  Depending on the type of damage observed 
visually, the crossties were classified into four categories. Refer to ‘Appendix B’ for a condition assessment 
report of the crossties tested in this study using visual inspection. A description of the damage and possible 
deterioration mechanisms are listed in this section.  
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Figure 3.3: Rail seat damage underneath the rail pad assembly 
3.3.1. Rail seat damage (RSD) 
Rail seat damage is the gradual wearing of cement paste from concrete underneath the rail pad 
assembly resulting in an uneven aggregate bearing surface. Figure 3.3 shows RSD on one of the crossties 











There are multiple factors causing RSD in prestressed ties such as presence of water, hydrostatic 
pressure in the pore fluid due to the passing rail traffic and high static loads. Abrasion in the rail seat area 
is accelerated when the tie is subject to freeze-thaw cycles. This form of damage is not usually detected 
during visual inspection because it occurs in an inaccessible location. An abrasion resistant coating (e.g. 
epoxy or polyurethane) is sometimes applied to the rail seat area before placing the rail pad assembly to 
prolong initiation of RSD. 
3.3.2. Loss of cross-section 
Figure 3.4 shows cross-section loss in one of the crossties studied in this work. It was observed that 
the central span and the edges of the crosstie are more susceptible to this type of damage. The dominating 
deterioration mechanisms are corrosion of reinforcing steel and freezing and thawing action. Loss of cross 
section towards edge of the crosstie can sometimes be due to improper handling during transportation and 





Figure 3.5: Transverse cracking in the central span of concrete crosstie 










3.3.3. Transverse cracking 
Transverse cracking consists of equally spaced cracks extending throughout the width in the central 
span of a crosstie. Transverse cracking in concrete crossties is usually due to insufficient flexural strength. 
Bending moment is maximum in the central span; cracking occurs when the resultant flexural stress is more 













Figure 3.6: Longitudinal cracking in a concrete crosstie 












Longitudinal cracks run along the span of a crosstie. Figure 3.6 shows longitudinal cracking in a 
crosstie studied in this work. The reasons behind this type of cracking are not yet established. It can either 
be a material durability problem or structural problem or both. Improper design can lead to cracking and 
mechanisms such as freeze-thaw and corrosion of rebar can accelerate the process of deterioration. Uneven 




Figure 4.1: SensComp electrostatic ultrasonic sender 
CHAPTER 4: EXPERIMENTAL SETUP 
Experimental procedures followed along with the setup used for collecting data from crossties are 
presented in this chapter. A fully air-coupled sender-receiver system was deployed in the field to analyze 
surface wave propagation in concrete crossties. This chapter describes aspects relating to design of the 
sender-receiver system and signal acquisition parameters used at the receiving end. 
4.1. Equipment 
Equipment used in this study and respective manufacturers specifications are presented in this section. 










A SensComp series 600 environmental grade electrostatic ultrasonic sender was used to generate 
surface waves in crossties. Figure 4.1 shows the transducer used in this study. The transducer is designed 
for use in air. It sends 16 sinusoidal cycles at 50kHz frequency; hence is a narrowband transducer. The outer 
housing is made of 304 stainless steel and hence can be used in harsh environments. These transducers are 
also capable of sensing pressure waves; however, in this study it is only used as a source of pressure waves. 
As discussed in the previous sections, the sender is tilted such that the angle of incidence is around 10° to 
avoid generation of any mode other than the surface guided waves in the crossties.  
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Figure 4.2: MEMs used in the study 
4.1.2. Air-coupled receiver 
Knowles SPM0404UD5 model ultrasonic acoustic MEMs were used for sensing leaky Rayleigh 
waves in this study. The MEMs are 4.7mm in length and 3.8mm in width. Figure 4.2 shows the MEMs used 
in this study. Two capacitors (capacitance=0.1 µF) one each in the input (between power input and ground) 












The sensor has a flat response in the audible frequency range (0 to 20kHz), the sensitivity increases 
in the 40-60kHz range and is relatively flat in this region. The sensitivity reduces drastically for frequencies 
greater than 70kHz. Because the SensComp transducer sends narrowband pressure waves at 50kHz, these 
MEMs were considered ideal for sensing in this study. This sensor was manufactured by Knowles for use in 
handheld mobile phones, position sensing and flow sensing. However, these MEMs have response 
characteristics ideal for the present study and are economical compared to other commercially available 
air-coupled sensors specifically meant for sensing leaky Rayleigh waves. 
4.1.3. Digital Acquisition System (DAQ) 
National Instruments (NI) USB 6366 Digital Acquisition System (DAQ) was used to sample the 
signals recorded by MEMs, the sampled signals were saved in a personal computer. The DAQ can sample 
signals at a 2MHz frequency with a 16-bit vertical resolution. The DAQ was also used to trigger the MEMs 
based on the signal from SensComp transducer during the process of time averaging. 
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Figure 4.3: Sender-receiver configuration over the crosstie illustrating data collection along the central scan line 
Figure 4.4: Sender-receiver system deployed in the field 
4.2. Sender-receiver configuration 
The design of sender-receiver system is shown in Figure 4.3. The Figure 4.4 illustrates this system deployed 
in the field. The salient features of the design are described here. 
1. The railway track shown in Figure 4.4 runs along the north-south direction, and the crossties are 
oriented in the east-west direction. Each crosstie is divided into two parts: east edge and west edge. 
Data are collected on each edge separately. For example, Figure 4.4 shows data being collected on 






















Figure 4.5: Scan lines for the west edge of a crosstie 
2. An aluminum frame is used to mount the SensComp acoustic sender and MEMs receiver as shown 
in Figure 4.3 and Figure 4.4.  
3. The acoustic sender is placed in the central span region and the MEMs receiver is placed towards 
the edge of the crosstie. 
4. A constant liftoff distance of 20cm is maintained between the MEMs receiver and the surface of 
crosstie in all cases irrespective of the design of crosstie. The distance between SensComp sender 
and the surface of crosstie is changed based on the design of crosstie to make sure the horizontal 
member of the aluminum frame is parallel to surface of the crosstie. 
5. Sender is tilted to make an angle of around 10° with the vertical. 
6. The receiver system consists of two MEMs shown in Figure 4.3 (plan view), namely MEMs 1 and 
MEMs 2 with a spacing of about 2cm placed symmetrically about the scan line.  
7. The SensComp receiver is fixed and the MEMs are moved from position 1 to position 35 as shown 
in Figure 4.3. Spacing between consecutive positions is 5mm. A total of 35 signals are recorded by 
the MEMs (each of MEMs 1 and MEMs 2) per scan line. 
8. The signal is sampled at a frequency of 2MHz with a signal duration of 2.5 milliseconds. 
9. At every location, the signal was time averaged 125 times to increase the signal to noise ratio (SNR). 
10. A digital Butterworth high pass filter with a cutoff frequency of 25kHz was applied to the recorded 
signals during data acquisition. 
11. Data are collected along three different scan lines for a given edge as shown in Figure 4.5 (Central 
line, North line and South line). After the data are collected along one scan line, the frame is moved 
along the North-South direction on the same edge to align with a different scan line. The distance 







12. Once data are collected along all the three-scan line on one edge, the frame is rotated to orient the 
frame in the same way along the other edge of the same crosstie and the procedure of data collection 
is repeated. Data are collected along 6 different scanlines for a given crosstie: east-central (EC), 




Figure 5.1: A-scan signal showing the leaky wave and acoustic arrival (noise) 
CHAPTER 5: DATA ANALYSIS SCHEME 
Data were collected on each of the 17 crossties following the experimental procedure mentioned in 
the previous chapter. In this chapter; analysis scheme used for post-processing the collected data are 
presented. Signal parameters used for distinguishing a damaged tie from a good tie obtained by visualizing 
the wave field in time-space (t-x) domain and frequency-wavenumber (f-k) domain are described. 
5.1. Time-space domain analysis 
Data visualization in time-space domain using B-scan and parameters obtained from analyzing the 
B-scan image: surface wave speed and energy of wave field are described in this section. Algorithm used for 
estimating the surface wave speed is laid out; its performance is compared to other algorithms used to 
estimate surface wave speed. 
5.1.1. A-scan 
An A-scan is a single time-domain signal recorded at a point in space. In the present study, MEMs 
are used to record the leaky Rayleigh wave at a point. In addition to the leaky wave, MEMs also recorded 
the direct acoustic noise from SensComp transducer (sender), this however arrives later in time compared 
to the leaky wave because the leaky wave travels at a speed of around 2100 to 2600 ms-1 and the acoustic 
noise travels in the air at a speed of around 330 ms-1. Figure 5.1 shows an A-scan recorded by the MEMs 













Figure 5.2: Expected paths of the acoustic wave and leaky waves 









A B-scan image is used to visualize data recorded by an array of receivers in the time-space domain. 
Individual A-scan time signals are stacked along the space axis where the amplitude of the signal is 
represented by color. The direct acoustic wave which arrives after the leaky wave is windowed out because 
it doesn’t contain any information about the crosstie. A portion of useful wave field data are also lost in that 
process. Figure 5.3 shows the B-scan image recorded by MEMs along the central scan line of cross tie #15 
on the east edge; where the signal amplitude is normalized to the peak value of wave field amplitude 

























5.1.3. Surface wave speed (Speed (t-x)) 
A B-scan image shows set of parallel plane wave fronts. The slope of a wave front gives an estimate 
of surface wave speed in a crosstie. With increase in the extent of damage (or cracking) between the sender 
and receiver, we expect a decrease in the estimated surface wave speed. Although researchers have found 
that the surface wave speed is not very sensitive to extent of damage [19], we consider this parameter for 
analysis in this study and evaluate its sensitivity.  Surface wave speed is usually obtained by first estimating 
the arrival time of leaky wave for all signals along space using arrival picking algorithms such as Akaike 
Information Criterion (AIC), Hinkley detection scheme and noise-threshold criterion. A straight line is fit 
to the estimated arrival times; slope of this straight is equal to the surface wave speed. These arrivals picking 
algorithms perform well when the signal to noise ratio of the recorded signal is high. However, they fail in 
estimating the arrival time accurately when the signal has a poor SNR. In the present study, SNR of a B-
scan image is defined as the average of SNR of time domain signals used to generate the B-scan image. 
Refer to ‘Appendix D’ for the scheme followed to compute SNR of a time domain signal . In the present 
study, an SNR value below 21dB is considered “poor” and a value greater than 25dB is considered “good”. 
The Figure 5.6 (a) and (b) show B-scan images with SNR values of 27.3dB (Good SNR) and 20.61dB (Poor 
SNR) respectively. In the present study, SNR of the recorded signals was poor in a lot of cases especially 
when the crosstie had considerable damage. To get an accurate estimate of the surface wave speed in such 
cases, a “wave front fitting” algorithm was developed taking advantage of the fact that surface waves in this 
study are narrow band and have a constant time-period. In this section, a brief description of the arrival 
picking algorithms is presented along with a detailed layout of the wave front fitting algorithm. Performance 
of wave front fitting algorithm is compared to the performance of arrival picking algorithms for signals with 
good and poor signal to noise ratios. 
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Figure 5.5: Arrival time estimated using AIC algorithm indicated by red line 
Figure 5.6: Estimating surface wave speed using AIC algorithm for signals with 
(a) SNR=27.32dB (b) SNR=20.61 
5.1.3.1.  AIC algorithm 
Researchers have used the AIC algorithm for estimating arrival time of dynamic signals (e.g. 
acoustic emissions and p-waves) collected from concrete structures [24], [25]. AIC parameter for a signal 
f(n) at time ‘n𝛥t’, where n=1, 2, 3, ….., N is the sample number and 𝛥t is the sample interval is given by 
 AIC(n)=nlog(var(f(1:n))+(N-n-1)log(var(f(1+n:N))) (5.1) 
where, f(a:b) represents the portion of signal from data points ‘a’ to ‘b’ and var(f(a:b)) is variance of this 
portion of the signal. AIC computed from equation (5.1) reaches a minimum value at wave arrival. This is 
illustrated by the red line in Figure 5.5. In this figure, the AIC algorithm is applied to a signal recorded by 
one of the MEMs in this study. The signal is plotted in black color on primary y-axis and AIC is plotted in 














Figure 5.7: Arrival time estimated using the Hinkley detection scheme indicated by the red line 
It was observed that; the AIC algorithm identifies the arrival accurately when the signal has a good 
signal to noise ratio. For cases where the signal has a poor SNR, estimated arrival time is less accurate. 
Figure 5.6 (a) and (b) show B-scan images generated using data collected on the east edge along south scan 
line for crossties #24 and #20 respectively. The hollow white circles represent the estimated arrival times 
using AIC algorithm. Crosstie #24 is a good tie (tie without any visible deterioration) and crosstie #20 shows 
visible transverse cracking in the central span. The B-scan image from a damaged tie has a relatively poor 
SNR (SNR=20.61dB) compared to a good tie (SNR=27.32dB). This is likely due to scattering of surface 
waves caused by cracks in concrete (transverse cracking in this case). It can be observed that the best fit line 
is parallel to the wave front for crosstie #24 (good tie), the slope of this line gives an estimate of the surface 
wave speed. The best fit line is not parallel to the wave front for crosstie #20 because of inaccuracy in 











5.1.3.2. Hinkley detection scheme 
Hu et al. [26] and Choi [25] used the Hinkley detection scheme for auto picking arrivals in a 
dynamic signal. This algorithm is based on an energy approach. Partial energy (E) at a data point ‘n’ (n=1, 





where, ‘E(a:b)’ is the energy of the portion of signal from data point ‘a’ to ‘b’. Energy is defined as the area 
under the square of the signal for a given duration. ‘N’ is the total number of data points and ‘α’ is a variable 
ranging from 5 to 20, its value is decided based on SNR. The partial energy, E' reaches a minimum at the 
arrival time. Using larger values of ‘α’ may underestimate the arrival time and using lower values can 
overestimate the arrival time. For the present study, ‘α’ is assigned a value of 9 for all signals.  
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Figure 5.8: Estimating surface wave speed using the Hinkley detection scheme with (a) good (b) poor SNR 
Figure 5.9: Estimating surface wave speed using the statistical method with (a) Good (b) Poor SNR 
  
(a). SNR=27.32dB (b). SNR=20.61dB 
 
Figure 5.7 shows the signal recorded by one of the MEMs in this study on primary axis in black 
color and variation of partial energy in blue color on the secondary y-axis. It can be observed that the partial 
energy function has a global minimum value very close to the arrival. However, the algorithm is not able to 
estimate the arrival time accurately. For the algorithm to accurately estimate the arrival time, the ‘α’ value 
had to be increased to 10. Changing such parameters for individual signals depending on the SNR can be 
cumbersome. Figure 5.8 (a) and (b) show the estimated surface wave speed for the B-scan images with SNR 
values 27.3dB (Good SNR) and 20.61dB (Poor SNR) respectively. It can be observed that the best fit line is 







5.1.3.3. Statistical method 
King [27] developed a statistical method for estimating the arrival time of a dynamic signal. This 
method was also used by Choi [25] for estimating the arrival of p-waves in a concrete structure. The noise 
content in the signal before arrival is assumed to follow a Gaussian distribution; the standard deviation of 
this distribution is computed. A positive and negative threshold, one standard deviation away from the 
mean (to the left and right of the mean respectively) are computed. The time when magnitude of recorded 
signal crosses any of these thresholds is considered the arrival time. Figure 5.9 (a) and (b) show the 
estimated surface wave speed for B-scan images with SNR values 27.3dB (Good SNR) and 20.61dB (Poor 
SNR) respectively. It can be observed that the algorithm fails to estimate the arrival times accurately for B-
scan image shown in Figure 5.9 (a) because, the algorithm picks the first positive peak for all the signals 
instead of the arrival. Although the best fit line is parallel to the wave front, estimated arrival times are not 
accurate. For the B-scan image with a poor SNR, both the estimated arrival times and the surface wave 
speeds are not accurate. It was observed that the number of standard deviations considered in evaluating 
the threshold values considerably affects the estimated arrival time. For signals with a poor SNR, threshold 
values had to be computed by considering more standard deviations away from the mean. This usually 
resulted in overestimation of the arrival time.   
5.1.3.4.  Wave front fitting algorithm 
As discussed in the previous sub-sections; the AIC algorithm, Hinkley detection scheme and 
statistical method fail to accurately estimate the surface wave speed when SNR of the recorded signal is 
poor. A wave front fitting algorithm was developed to overcome this problem. This algorithm is based on 
fitting a straight line to a “wave front of interest” for estimating the surface wave speed as against the other 
algorithms where the arrival time had to be estimated to fit a straight-line parallel to the wave front. The 
wave front fitting algorithm is robust and estimates the surface wave speed accurately for a wide range of 
signal to noise ratios. The algorithm is only valid for narrowband signals with a constant (or less variable) 
time-period. In the present study, the excitation is a narrowband signal at 50kHz (time-period (T)=20µs) 
and hence, this algorithm can be used for estimating the surface wave speed.  
Figure 5.10 shows a layout of the proposed algorithm. The wave front to which a straight line is to 
be fit is called the “wave front of interest”. A coherent plane wave front manifests as a straight line in the B-
scan image; incoherence in the recorded signals arises due to scattering caused by inclusions such as cracks. 
This results in deviation of wave front from a straight line. This deviation increases with time as can be 
observed from the previously shown B-scan images. For accurate estimation of surface wave speed it is 
hence important that the “wave front of interest” is chosen closer to the arrival. 
 In this section, the wave front fitting algorithm is explained using a B-scan image generated using 
data collected from east edge of crosstie #1 along the south scan line. The procedure is similar for other B-
scan images.  
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Each step shown in Figure 5.10 is described elaborately in this section. The wave front fitting algorithm 
involves the following operations: 
1. Step 1: Wave field ‘f(xi,tj)’ data are visualized using a B-scan image, where i=1, 2, 3…, N and j=1, 2, 
3, …, M. Constants ‘N’ and ‘M are total number of data points in space and time respectively. A 
portion of B-scan image is considered such that the “wave front of interest” is the last wave front 
encountered. The Figure 5.11 (a) shows location of the “wave front of interest” and last wave front 
encountered in the actual B-scan image. In Figure 5.11 (b), the “wave front of interest” coincides 
with the last wave front encountered; this is implemented by windowing out the last ‘R’ data points 
in time. In the present study, because the same test setup was used to collect data from all crossties, 
the same reduction (R) value of 525 (corresponding to 0.265 milliseconds) was used for all B-scan 
images; the wave front of interest was close to arrival in all the cases. 
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Figure 5.11: Step 1 (a) B-scan image (b) Portion of B-scan image after windowing (step 1) 




2. Step 2: The time corresponding to last peak (on the wave front of interest) is called the Peak time 
(PTi). The peak time (PTi) is computed for signals at x1, x2, x3, … . . , xi until PTi < PTi-1 (Condition 1) 
is achieved. This happens when the last peak (PTi) corresponds to a wave front that arrives before 
the wave front of interest in time. This is illustrated in Figure 5.12. The filled white circles represent 
the peak times (PT). The red filled circle corresponds to the last peak time for the ith signal which 











3. Step 3: In some cases when there is a considerable incoherent component present, the condition 
PTi < PTi-1 can be achieved even when both the peak times (PTi and PTi-1) lie on the same wave front. 
This is shown in Figure 5.13. The figure is a zoomed in version of Figure 5.12. This is taken care by 
introducing another condition PTi-1-PTi > 𝛼𝑇 (Condition 2), where ‘T’ is the time-period and ‘α’ is a 
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Figure 5.13: Condition 1 satisfied when both points lie on the same wave front 
Figure 5.14: Step 4: (a) Fitting an nth order polynomial to peak times (b) Zoomed version of (a) 
variable. For the present study, ‘α’ is assigned a value of 0.3. When both PTi-1 and PTi lie on the same 
wave front, their difference is not considerable; however, if they lie on adjacent wave fronts, their 
difference will almost be equal to one time-period. Hence, if both condition 1 and condition 2 are 
satisfied simultaneously, we come out of the loop as shown in Figure 5.10. If only condition 1 is 
satisfied, we continue the iteration until condition 2 is also satisfied. After we come out of the loop, 
entire B-scan image is considered for analysis. Stage 2 of the algorithm is then implemented. 
4. Step 4: An nth order polynomial is fit to the points (xa,PTa) where, a=1, 2, 3, …, i. In the present 
study, a second order polynomial (n=2) was considered for all the B-scan images. This polynomial 
function is extrapolated to the next signal location in space i.e. xi+1. The intersection of the signal 
with the extrapolated polynomial function is an initial estimate of the peak time (PT'i+1) at xi+1. The 
signal at this location is now searched in the region PT'i+1±αT for time corresponding to the peak 
value. This is the accurate peak time for the signal at location xi+1 (𝑃𝑇𝑖+1). The procedure is 















Figure 5.15: Wave fitting algorithm applied to B-scan images across a wide range of SNR 
5. Step 5: An nth order polynomial is fit to the points (xa,PTa) now including the estimated peak time 
for signal at location xi+1 (a=1, 2, 3, …., i+1). Step 4 is repeated until peak time for signals at all 
locations is estimated. A straight line is then fit to all the peak time values. The slope of this straight 
line gives an estimate of the surface wave speed.  
Figure 5. shows the wave front fitting algorithm applied to data collected using the first MEMs (MEMs 
1) on various crossties. The algorithm accurately estimates the surface wave speed (meaning the best fit line 
is parallel to the wave front) for a wide range of signal to noise ratios. In Figure 5. E/W refers to data 
collected on the east/west edge; N/S/C refer to the north/south/central scan lines. Refer to ‘Appendix B’ 
for a visual inspection report on these crossties. 
  
(a) Tie #1EC (SNR=27.27dB) (b) Tie #8ES (SNR=18.45dB) 
  
(c) Tie #9EN (SNR=16.41dB) (d) Tie #10EC (SNR=28.30dB) 
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Figure 5. 15 (cont’d): Wave fitting algorithm applied to B-scan images across a wide range of SNR 
  
(e) Tie #24ES (SNR=27.32dB) (f) Tie #20ES (SNR=20.61dB) 
 
5.1.4. Energy in time-space domain (Etx) 









where, ‘𝑇𝑠’ is the signal duration and ‘L’ is the total length along which the data were collected on a crosstie 
(distance between first and last receiver location in the array). It can be observed from equation (5.3) that 
the computed value of energy depends on the signal duration (𝑇𝑠) and array length (L). Because the same 
signal parameters (sampling frequency, signal duration) and experimental setup (distance between the 
sender and receiver, special resolution and number of points in space) was used to collect data on all 
crossties, the energy values can be compared across different crossties.  
 As discussed previously, scattering is observed in a B-scan image generated using data collected 
from a defective crosstie. The energy parameter (Etx) quantifies the amount of scatter. With increase in the 
extent of damage, more scattering occurs and the energy ‘E’ reduces.   
5.2. Frequency-wavenumber analysis 
The wave field is visualized in frequency-wavenumber domain (f-k domain) by applying a two-
dimensional Fast Fourier Transform (2-D FFT) on the wave field in time-space domain. Visualizing the 
wave field in f-k domain separates the coherent surface wave mode from the incoherent modes (or scattered 
modes) generated by scattering due to inclusions such as cracks and delaminations.  
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Figure 5.16: Tukey window with r=50% for 35 data points 
In the present study, a Tukey window, shown in Fig. 5.16, was applied to the wave field along spatial 
data increments 
 fw(xi,tj)=f(xi,tj)T(xi) (5.4) 
where, ‘f’ is the recorded/original wave field, ‘fw’ is the windowed wave field and ′T’ is a Tukey window in 
space shown in Figure 5.. The resulting wave field was zero padded in the spatial direction such the total 
number of points is 256 in space at any point in time (i.e. a total of 256 signals). Zero padding was performed 
to improve the resolution along wavenumber axis in the f-k plot. The resolution improved from 37rad/m to 
5rad/m after zero padding. A Tukey window was applied before zero padding to avoid artifacts (such as side 
lobes) in the f-k plot due to zero padding. A Tukey window is characterized by a parameter ‘r’. The first and 
last r/2 percentage of the window is a cosine function and the central r/2 percentage is a rectangular 
window. In the present study, a ‘r’ value of 50% was used. Figure 5. shows the Tukey window (r=50%) for 
35 data points used in this study. The Tukey window smooths out the boundary transitions. If zero padding 
is performed without windowing, it would result in artifacts (e.g. side lobes) in the f-k plot because of 










5.2.1. Coherent surface wave speed (Speed (f-k)) 
Figure 5. shows the f-k plot obtained by applying a 2-D FFT on B-scan images for crosstie #24 (good 
tie) and crosstie #20 (damaged tie). It can be observed that there is more spread in f-k plot for damaged tie 
(#20), which is likely due to scattering cause by inclusions such as cracks. The dominant peak in the f-k plot 
represents the coherent surface wave. The slope of the line joining origin to the peak value in f-k plot gives 
us an estimate of the coherent surface wave speed. This value should ideally be close to the surface wave 
speed estimated using the wave front fitting algorithm in the previous section. It can be observed from 
Figure 5. (e) and (f) that that difference in estimated surface speed using t-x domain and f-k domain is 
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Figure 5.17: f-k plot for (a) crosstie #24 (b) crosstie #20 
within 1-5%. We expect a decrease in estimated surface wave speed with increase in the extent of damage 




5.2.2. Maxima in f-k domain (Mfk) 
The peak value of the wave field in f-k domain is considered a parameter sensitive to presence of 
damage in this study. The argument used for sensitivity of energy from t-x plot is also valid here. Consider 
the case where a good tie and a damaged tie are excited with the same input energy. For a good tie, most of 
this energy propagates as a coherent wave. For a damaged tie, portion of incident energy is distributed to 
scattered modes and hence the net energy of the propagating coherent wave will be less. More is the extent 
of damage, more will be the total energy of scattered modes and less will be the energy of coherent wave. 
The magnitude of peak corresponding to coherent wave is a measure of its energy. Hence, with increase in 
the extent of damage, the maximum value in f-k plot is expected to decrease. For example-peak values form 
the f-k plot for crosstie #24 and crosstie #20 are approximately 1.2 a.u and 0.4 a.u respectively. 
5.2.3. Area under the k-plot at peak frequency (Ak) 
The f-k plot generated by applying 2-D FFT is normalized to its maximum value (i.e. Mfk) when 
computing the area (Ak). The ‘k-plot’ is obtained by considering the cross section of f-k plot at peak 
frequency. The Figure 5. (a) and Figure 5. (a) show section A-A at peak frequency for f-k plot corresponding 
to crosstie #24 and crosstie #20 respectively. The k-plot is given by 
 Fp(kj)=F(fp,kj) (5.5) 
46 
 
Figure 5.18: Crosstie #24: (a) f-k plot (b) normalized k-plot at section A-A (peak frequency) 
Figure 5.19: Crosstie #20: (a) f-k plot (b) normalized k-plot at section A-A (peak frequency) 
where, ‘F(fp,kj)’ is the normalized wave field in f-k domain, ‘fp' is peak frequency or excitation frequency and 
‘Fp(kj)’ called the k-plot at peak frequency. Figure 5. (b) and Figure 5. (b) show the k-plot (spectral 







It can be observed that peak is broader and that additional forward and backward propagating 
modes are generated for crosstie #20. The area under the normalized k-plot is a measure of the energy of 
the scattered modes. Hence, with an increase in the extent of damage an increase in the estimated area is 
expected. The areas under the normalized k-plot are: 115.4 and 167.2 rad/m for crosstie #24 and #20 
respectively. In the present study, area was computed between -600 to 600 rad/m. 
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5.3. Statistical analysis 
As mentioned in the “experimental setup” chapter, surface wave data are collected on both edges 
of a crosstie (east and west). For each edge, data are collected along 3 scan lines (north, south and central). 
For each scan line data are collected using two MEMs (MEMs 1 and MEMs 2) placed symmetrically on 
either side of the scan line. Hence, for each edge of a cross tie we have 6 sets of data. The parameters 
mentioned in this chapter: speed (x-t), Etx, speed (f-k), Mfk and Ak are computed for each of these 6 data 
sets. The average and coefficient of variation (CV) of the 6 measurements for each parameter are considered 
a representative of that edge for a crosstie. Every edge will have an average and coefficient of variation value 
for each of the five parameters. Data were collected on a total of 17 crossties in this study hence, we have a 
total of 34 data points for each of these parameters. 
The parameters considered in this study are used to develop a decision space for distinguishing a 
good tie (tie without any visible damage) from a deteriorated tie (tie with visible damage) based on the 
expected trend with the extent of damage as discussed in the previous sections.  
For a good tie or a tie with symmetric damage across the width of a crosstie; ideally, the 
measurements along the three scan lines should yield similar results, hence coefficient of variation for 
parameters from the three scan lines will be low. For a tie with unsymmetrical damage across the width of 
the crosstie such as longitudinal cracking or loss of cross section, the data recorded along different scan 
lines can yield different values for parameters. In this case, the coefficient of variation can be higher. 
Sensitivity of coefficient of variation to unsymmetrical damage across the width of the crosstie is studied in 




Figure 6.1: One-dimensional decision space for surface wave speed estimated from x-t domain data 
CHAPTER 6: RESULTS AND DISCUSSION 
In the previous chapter, signal parameters considered to be an indicative of the extent of damage 
were introduced. In the present chapter, these signal parameters are visualized in one-dimensional and 
two-dimensional decision spaces to qualitatively evaluate their ability to detect and distinguish damage in 
ties. A decision space is defined as a graphical representation of one or multiple signal parameters computed 
for all the 17 crossties (34 data points for each parameter). 
A decision space is considered n-dimensional, where ‘n’ is the number of signal parameters used to 
decide if a crosstie is “good” or “damaged”. In this chapter, 1-D and 2-D decision spaces are considered. The 
decision space is divided into different regions for categorizing the crossties as “good” or “damaged”. To 
illustrate the procedure, Figure 6.1 shows a one-dimensional decision space for surface wave speed 











 Horizontal (for 1-D decision space)/inclined (for 2-D decision space) straight lines are drawn to 
divide the space into “good” and “damaged” regions. The ability of a signal parameter to predict the in-situ 
structural condition of a crosstie (good or damaged) is quantified using two “performance parameters” in 
this study: 
1. Hit-rate (H): It is defined as the ratio of number of ties whose structural state is correctly predicted 
(good or damaged) to the total number of ties in that region (good and damaged), expressed as a 
percentage.  
2. Reliability factor (RF): It is defined as the ratio of number of ties whose structural state was 




Cut-off values shown in this chapter to divide the space into “good” and “damaged” were decided based 
on the ‘H’ and ‘RF’ values. If a cutoff value has a higher ‘H’ value, the ‘RF’ value will be lower, and vice versa. 
An ideal decision space will have a 100% hit-rate with a reliability factor ‘1’ for both good and damaged ties. 
In the present study, a cutoff value was defined such that, the ‘H’ value that is at least 70% and the ‘RF’ 
value is at least 0.3. If any region in the decision space doesn’t satisfy this criterion, it is considered 
“indeterminate”, meaning that; the structural condition of the crosstie cannot be accurately predicted if the 
signal parameter lies in this region. For the decision space shown in Figure 6.1, the ability of surface wave 
speed computed from the x-t domain to identify good ties is (100%, 10/16)-The first value is the hit-rate 
(H) and the second value is reliability factor (RF). We represent ‘RF’ using a notation ‘x/16’ for the “good” 
region and ‘y/18’ for the “damaged” region. This represents the number of good (x) and damaged (y) crosstie 
edges identified by the decision space out of 16 good ends and 18 damaged ends, respectively (total=34) 
within the sample set. 
The Etx, Mfk, Ak values reported in this chapter are normalized with respect to values computed on the 
east end of crosstie #15 (Design id: BN101). Crosstie #15 did not have any visible damage on the surface and 
is considered a good tie in this study. These signal parameters (Etx, Mfk, Ak) vary with changes in the 
experimental setup (liftoff distance, distance between sender-receiver system) and signal parameters 
(signal duration). The parameters were normalized in order to develop a decision space applicable for 
different experimental setup and signal parameters.  
A rating scheme was developed on a scale of ‘1’ to ‘5’ with ‘1’ corresponding to the most efficient decision 
space and ‘5’ to the least efficient among all. The ‘H’ value and ‘RF’ values expressed as a percentage for 
“good” and “damaged” regions are averaged to obtain efficiency (E). A decision space will have a rating 
corresponding to the “good” region and the “damaged” region. Table 6.1 shows the rating scheme followed 
based on the ‘E’ value. It also shows the scheme used to depict the reliability of decision space. A rating of 
‘1’/’2’ is “very reliable”, so a decision space with this rating is very likely to predict the correct structural 
condition (good/damaged) of a cross tie. A rating of ‘3’ is considered “reliable”, meaning that, these decision 
spaces can be used to supplement the decision taken based on decision spaces with rating ‘1’/’2’. A decision 
space with rating ‘4’/’5’ is considered “not reliable”, meaning that, neither can these decision spaces predict 
the structural state of a crosstie nor can be used to supplement the decision taken based on higher rated 
decision spaces. 
Table 6.1: Rating scheme for a decision space 










6.1. One-dimensional decision space  
In this section, signal parameters are considered individually to evaluate their sensitivity to the 
extent of damage. The ability of a signal parameter to distinguish a specific type of damage (e.g. RSD, 
transverse cracking, longitudinal cracking and loss of cross section) is also discussed. The cutoff values 
reported in this section are obtained using an optimization algorithm: the y-scale in the decision space was 
divided into 100 points and the ‘E’ value is computed by assuming a cutoff at every point. The point with 
the highest ‘E’ value satisfying the minimum requirements for ‘H’ and ‘RF’ values mentioned in the previous 
section is chosen as a threshold value. 
6.1.1. Surface wave speed from x-t domain (speed (x-t)) 
The decision space corresponding to surface wave speed estimated from the B-scan image is shown 
in Figure 6.1. Performance parameters for the “good” and “damaged” regions are also shown in the figure. 
The cutoff wave speed for categorizing a crosstie as “good” is 2580 m/s. Any tie with a surface wave speed 
greater than this value can be considered “good”. The “good” region is rated at ‘2’. Hence, the surface wave 
speed from the B-scan image is “very reliable” in determining if a tie be considered “good”. The cutoff 
velocity value for the “damaged” region is 2370 m/s. A crosstie with surface wave speed lower than this 
value can be considered “damaged”, the rating of the “damaged” region is ‘5’ and hence this signal 
parameter is “not reliable” in determining if a crosstie edge can be considered “damaged” even with a 100% 
hit-rate. This is because a very low ‘RF’ value. It can be observed from Figure 6.1 that this cutoff is only able 
to identify 6 out of 18 ties as damaged. It can also be observed that this parameter is more sensitive to “loss 
of cross section” compared to other damage types because it can predict structural condition of 4 out of 6 
crosstie edges with this type of damage. 
6.1.2. Energy in time-space domain (Etx) 
The decision space for energy of the wave field in time-space domain normalized to the energy 
computed for a good BN101 crosstie (crosstie #15E) is shown in Figure 6.2.  The cutoff energy value for 
categorizing a crosstie edge as “good” is set at ‘1’. Any crosstie edge with a normalized energy value greater 
than ‘1’ can be considered a good edge with 83% confidence. Rating corresponding to the “good” region is 
‘4’ even with a good hit-rate of 83%, this is because of a relatively low ‘RF’ value, it can be observed from 
Figure 6.2 that, the decision space is only able to able identify ‘9’ out of ‘16’ crossties as “good”. A crosstie 
with normalized energy value less than 1 can be considered a damaged tie with 71% confidence. The rating 
for “damaged” edge region is ‘3’ and hence can be considered “reliable”. It can be observed that this 
parameter is sensitive to almost all types of damage considered in this study. It is less sensitive to loss in 
cross section because it could only identify 2 out of 4 crossties with a loss in cross section. It can also be 
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Figure 6.2: One-dimensional decision space for energy in time-space domain 
Figure 6.3: One-dimensional decision space for speed computed from the f-k plot 
observed that the decision space doesn’t have an “Indeterminate” region. Hence, the structural condition 










6.1.3. Coherent surface wave speed (speed (f-k)) 
The one-dimensional decision space for phase velocity computed form the f-k plot is shown in 
Figure 6.3. Cutoff wave speed for categorizing a crosstie as “good” is set at 2490 m/s. Any crosstie with a 
coherent surface wave speed (computed from f-k plot) greater than this value can be considered “good” with 










Cutoff wave speed to categorize a crosstie as “damaged” is set at 2380 m/s. Any crosstie with a 
coherent wave speed smaller than this value can be considered a damaged tie with 87% confidence. This 
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Figure 6.4: One-dimensional decision space for maxima in the f-k domain 
region is rated ‘5’ and hence is “not reliable”, this is because the decision space is only able to identify ‘7’ out 
of ‘18’ crossties as “damaged”. It can be observed that the decision space is not very sensitive to a specific 
type of damage, hence the type of deterioration cannot be predicted using this decision space. 
6.1.4. Maxima in f-k domain (Mfk) 
The one-dimensional decision space for maximum value in the f-k plot normalized to the maximum 
value corresponding to a “good” BN101 crosstie is shown in Figure 6.4. Cutoff value for categorizing a 
crosstie as “good” is set at 0.96. Any crosstie with a normalized maxima value greater than 0.96 can be 
considered “good” with 85% confidence. The “good” region is rated at ‘3’; hence, the region can be 
considered “reliable” in predicting the structural condition. Any crosstie with a normalized value less than 
0.96 can be considered “damaged” with 76% confidence. The damaged region is rated at ‘2’ and hence the 
region can be considered “very reliable”. It can be observed that the decision space is not very sensitive to a 










6.1.5. Area under k-plot at peak frequency (Ak) 
The one-dimensional decision space for area under the k-plot at peak frequency normalized to the 
area computed from a good BN101 crosstie is shown in Figure 6.5. It can be observed from the figure that; 
this parameter is not able to distinguish between “good” and “damaged” crossties beyond a reasonable level 
of confidence. The hit-rate is less than 70% for all possible values of cutoff and hence there is no “good” or 
“damaged” region in this decision space. This parameter cannot alone be used to predict the structural state 




Figure 6.5: One-dimensional decision space for area under the k-plot at peak frequency 










6.1.6. Coefficient of variation for wave speed data from f-k plot (CV speed (f-k)) 
Decision space developed using the average values of signal parameters from the threes scan lines 
was presented in the previous sub-sections. Similarly, decision space can be developed based on the 
coefficient of variation (CV) of these parameters from the three scan lines (north, south and central). It was 
observed that the decision space developed by considering these CV values individually did not show any 
trend with the extent of damage except for the CV values for coherent wave speed computed from the f-k 
plot (CV speed (f-k)). Hence, we only present the decision space developed for CV speed (f-k) in this thesis. 













One-dimensional decision space for CV speed (f-k) is shown in Figure 6.6. Cutoff coefficient of 
variation to categorize a crosstie as “damaged” is chosen at 10%. Any crosstie with a CV speed (f-k) value 
greater than 10% can be considered “damaged” with 83% confidence. The “damaged” region is rated at ‘5’ 
and hence is “not reliable”. Although the hit-rate is higher for the region, the ‘RF’ value was low, it is only 
able to identify ‘10’ out of ‘18’ crossties as damaged. If the CV speed (f-k) value is less than 10%, the 
structural condition of the edge cannot be accurately determined beyond a reasonable level of confidence. 
Hence, this decision space alone cannot be used to predict the structural condition of an edge. 
6.1.7. Comparison between 1-D decision spaces 
Table 6.2: Performance parameters of 1-D decision space for different signal parameters 
Parameter 
Good Damaged 
H (%) RF Ranking H (%) RF Ranking 
Speed (x-t) 100 10/16 1 100 6/18 5 
Ext 83 9/16 5 71 15/18 3 
Speed (f-k) 78 10/16 4 87 7/18 5 
Mfk 85 11/16 3 76 16/18 2 
Ak - - - - - - 
CV speed (f-k) - - - 83 10/18 5 
                        ‘-’ refers to indeterminate 
Table 6.2 compiles the hit-rate and reliability factor of one-dimensional decision space with 
different signal parameters. It can be observed that the maximum value in f-k plot (Mfk) is a “very reliable” 
parameter to predict if the crosstie is “good” or “damaged”. It has more than 80% hit-rate in predicting if 
the crosstie is “good” with a ‘RF’ value of 0.7. The hit rate is more than 75% in predicting if the crosstie is 
“damaged” with a very good ‘RF’ value of 0.9.  Also, speed of the surface wave estimated using the wave 
front fitting algorithm is a “very reliable” parameter for predicting if the crosstie can be considered “good” 
with 100% hit-rate and a ‘RF’ value of 0.6. However, the “damaged” portion is “not reliable” in estimating 
the structural condition of a crosstie. Hence, if crosstie is in a “good” condition in the field, it is likely that 
the computed surface wave speed lies in the “good” region of the decision space because of a higher 
reliability factor. However, if the crosstie is damaged to a small extent, computed surface speed might not 
lie in the “damaged” region because of the low ‘RF’ value. It is very likely that such crossties will lie in the 
“indeterminate” region of the decision space. 
It can be observed that the decision space based on area under the k-plot at peak frequency (Ak) 
data cannot determine the structural condition of a crosstie, thus a decision cannot be made with confidence 
just by considering this value. It can also be observed that the decision space with coherent wave speed from 
f-k domain (speed (f-k)) is “not reliable” in determining the condition of a crosstie. The crosstie will lie in 
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the “damaged” region only if the extent of damage is very high. If the in-situ structural condition of the 
crosstie is “good”, it will lie in the “indeterminate” region of the decision space, and hence its structural 
condition cannot be predicted using this decision space. A freshly produced crosstie would also likely lie in 
the “indeterminate” region of this decision space.  
As results suggest a major disadvantage associated with 1-D decision spaces: except for the Mfk 
decision space, none of the others reliably indicate “good” and “damaged” portions. Hence multiple signal 
parameters should be considered in predicting the condition of a crosstie. This is discussed next. 
If one-dimensional decision spaces are used to predict the condition of a crosstie, the signal 
parameters speed (x-t), Mfk and Etx only should be used because they are the only parameters with “very 
reliable” or “reliable” decision spaces.  
6.1.8. Scheme to predict structural condition of a crosstie using 1-D decision spaces 
As discussed in the previous section, speed (x-t), Mfk and Etx decision spaces should only be used to 
predict the structural state of a crosstie. Even within these decision spaces not all regions (“good/damaged”) 
are reliable e.g. “good” region of Etx is “not reliable” and hence it should not contribute towards the 
prediction. To consider this, a “damage value” is computed for the crosstie whose structural condition is to 
be determined based on its location in these decision spaces. 
Table 6.3: Contribution points based on applicability of the region (good/damaged) 
Applicability Contribution (C) 
Very reliable 1.5 
Reliable 1 
Not reliable 0 
 
Table 6.4: Structural condition value based on region in decision space 





Table 6.3 shows the contribution points (C) assigned to the crosstie based on the applicability of 
the region in which it lies for a given decision space. Table 6.4 shows the structural condition value (S) 




Figure 6.7: Position of signal parameters from crosstie #22 (east edge) in different 1-D decision spaces   
 D=(S.C)speed (x-t)+(S.C)Mfk+(S.C)Etx (6.1) 
where, the subscript corresponds to decision space. The structural state of a crosstie can be predicted as 
“good” if, the damage value (D) is greater than or equal to ‘+1.5’. The structural state of a crosstie can be 
predicted as “damaged” if the damage value (D) is less than or equal to ‘-1.5’. The structural condition of the 
crosstie cannot be predicted if the ‘D’ value is between -1.5 and 1.5. 
 To illustrate this, consider the signal parameters computed for crosstie #22 (east edge). We know 
that the crosstie is in a “good” structural condition through visual inspection (Appendix B). We apply the 
prediction scheme to this crosstie here. 
  
(a) Location in the speed (x-t) decision space (b) Location in the Mfk decision space 
 
(d) Location in the Etx decision space 
 
 The Figure 6.7 shows the position of signal parameters computed for the east edge of crosstie #22. 
Damage value (D) for this crosstie is given by 
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Figure 6.8: Position of signal parameters from crosstie #9 (west edge) in different 1-D decision spaces   
 D=(1.5*1)+(1-1)+(0.1)=2.5>1.5 (6.2) 
The computed damage parameter is greater than 1.5, hence the structural condition of crosstie is predicted 
as “good”. This agrees with condition assessment through visual inspection.  
 Consider the signal parameters computed for crosstie #9 (west edge). From visual inspection, we 
concluded that the crosstie is damaged due to loss of cross section. We apply the prediction scheme to this 
crosstie here. 
  
(a) Location in the speed (x-t) decision space (b) Location in the Mfk decision space 
 
(d) Location in the Etx decision space 
 
 The Figure 6.8 shows the position of signal parameters computed for the west edge of crosstie #9. 
The damage value (D) for this crosstie is given by 
 D=(0*-1)+(1.5*-1)+(1*-1)=-2.5<-1.5 (6.3) 
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The computed damage parameter is less than -1.5, hence the structural condition of crosstie is predicted as 
“damaged”. This agrees with condition assessment through visual inspection. 
It can be observed from the above discussion that multiple signal parameters are used to predict 
the structural condition of a crosstie. Hence, it is not possible to accurately predict the structural condition 
by using one signal parameter. The use of multiple signal parameters likely will provide the user to make 
an informed decision. This calls for analysis of decision spaces with more dimensions, which are considered 
next. 
6.2. Two-dimensional decision space 
  In the previous section, 1-D decision spaces were developed by considering one of these six signal 
parameters: speed (x-t), Ext, speed (f-k), Mfk, Ak and CV speed (f-k). In the present section, two of these 
parameters are considered together to generate a two-dimensional decision space, i.e. two signal 
parameters are used simultaneously to predict the structural condition of a tie. There are 15 possible ways 
of pairing the 6 signal parameters. However, the obtained results reveal that only 8 of these pairs predict 
the structural condition of a crosstie beyond a reasonable level of confidence (H>70%), and hence, the 2-D 
decision spaces composed of these pairs only are presented in this thesis. Refer to ‘Appendix C’ for all the 
remaining decision spaces. An inclined line is plotted to separate the decision space into two regions: “good” 
and “damaged”. In the present study, this line was plotted using trial and error to maximize the ‘H’ and ‘RF’ 
values based on the author’s judgment by visually inspecting the decision space. A statistical basis to arrive 
at the equation of line separating the “good” region from “damaged” region is yet to be established.  
6.2.1. Maxima in f-k (Mfk) vs. Energy in x-t (Ext) 
The two-dimensional decision space for maximum value in f-k plot and energy of the wave field in 
x-t domain, both normalized to data from east edge of crosstie #15 (“good” BN101 crosstie) is shown in 
Figure 6.9. The line separating “good” and “damaged” regions has a negative slope in this case because both 
the parameters under consideration follow the same trend with damage: they reduce with increase in extent 
of damage. Data from a crosstie lying above and to the right of the line can be considered “good” with 83% 
confidence. Data from a crosstie lying below and to the left of the line can be considered “damaged” with 
73% confidence. The “good” region is rated at ‘4’ and hence is “not reliable”; the “damaged region is rated 
at ‘2’ hence can be considered “very reliable”. Because the decision space is not very sensitive to a specific 















6.2.2. Area under k-plot (Ak) vs. Energy in x-t (Ext) 
The two-dimensional decision space for area under the k-plot at peak frequency (Ak) and energy of 
the wave field in x-t domain (Ext) both normalized to data from east edge of crosstie #15 is shown in             
Figure 6.10. Line separating “good” and “damaged” regions has a positive slope because the signal 
parameters follow an opposite trend w.r.t extent of damage: ‘Ak
′  increases with increase in extent of damage 
and ‘Ext’ decreases with increase in extent of damage. Data from a crosstie lying above and to the left of the 
line can be considered “damaged” with 71% confidence. Data from a crosstie lying below and to the right of 
the line can be considered “good” with 77% confidence. The “good” region is rated at ‘4’ and the “damaged 
region is rated at ‘3’. Because the decision space is not very sensitive to a specific type of damage, the type 










Figure 6.9: Two-dimensional decision space: Mfk vs. Ext 
Figure 6.10: Two-dimensional decision space: Ak vs. Ext 
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6.2.3. Area under k-plot (Ak) vs. Maxima in f-k (Mfk) 
The two-dimensional decision space for area under the k-plot at peak frequency and maxima in f-
k plot normalized to maxima computed from crosstie #15 is shown in Figure 6.11. Slope of the line 
separating “good” and “damaged” regions is positive because the area under the k-plot increases with 
increase in extent of damage and the maxima in f-k plot reduces with increase in extent of damage. Data 
from a crosstie lying above and to the left of the line can be considered “damaged” with 75% confidence. 
Data from a crosstie lying below and to the right of the line can be considered “good” with 79% confidence. 
The “good” region is rated ‘4’ and the “damaged” region is rated ‘3’. This decision space cannot be used to 












6.2.4. Coherent wave speed from f-k (speed (f-k)) vs. Maxima in f-k (Mfk) 
The 2-D decision space for coherent wave speed from f-k plot and maxima in f-k plot normalized 
to maxima computed from a good BN101 crosstie is shown in Figure 6.12. Slope of the line separating “good” 
and “damaged” regions is negative because both the parameters reduce with increase in extent of damage. 
Data from a crosstie lying above the line and to the right can be considered “good” with 80% confidence. 
Data from a crosstie lying below the line and to the left can be considered damaged with 79% confidence. 
The “good” region is rated ‘’3’ and the “damaged” region is rated ‘2’. This decision space cannot be used to 
predict the type of damage. 
 













6.2.5. Coherent wave speed from f-k (speed (f-k)) vs. CV Speed (f-k) 
The 2-D decision space for coherent wave speed from f-k plot and the coefficient of variation for 
surface wave speed from x-t plot is shown in Figure 6.13. Slope of the line separating “good” and “damaged” 
regions is positive because, coherent wave speed decreases with increase in extent of damage and the 
coefficient of variation increases with increase in extent of damage. Data from a crosstie lying above the line 
and to the left can be considered “good” with 71% confidence Data from a crosstie lying below the line and 
to the right can be considered “damaged” with 76% confidence. The “good” region is rated ‘4’ and the 










Figure 6.12: Two-dimensional decision space: speed (f-k) vs. Mfk 
Figure 6.13: Two-dimensional decision space: Speed (f-k) vs. CV speed (f-k)  
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6.2.6. Surface wave speed from x-t (speed (x-t)) vs. Energy in x-t (Ext) 
The 2-D decision space for surface wave speed estimated using the wave front fitting algorithm and 
energy in x-t domain normalized to energy computed from a good BN101 crosstie is shown in Figure 6.14. 
The line separating “good” and “damaged” regions has a negative slope because both the parameters 
decrease with increase in extent of damage. Data from a crosstie lying above the line and to the right can be 
considered “good” with 76% confidence, Data from a crosstie lying below the line and to the left can be 
considered “damaged” with 80% confidence. The “good” region is rated ‘3’ and the “damaged” region is also 










6.2.7. Surface wave speed (speed (x-t)) vs. Maxima in f-k (Mfk) 
The 2-D decision space for surface wave speed estimated using the wave front fitting algorithm and 
maxima in f-k domain normalized to maxima computed from a good BN101 crosstie is shown in Figure 6.15. 
The line separating “good” and “damaged” regions has a negative slope because both the speed and maxima 
reduce with increase in extent of damage. Data from a crosstie lying above and to the right of the line can 
be considered “good” with 75% confidence. Data from a crosstie lying below the line can be considered 
“damaged” with 78% confidence. The “good” region is rated ‘3’ and the “damaged” region is also rated ‘3’. 

















6.2.8. Surface wave speed (speed (x-t)) vs. CV speed (f-k) 
The 2-D decision space for average of surface wave speed from the B-scan image across the three 
scan lines and the coefficient of variation for speed estimated from f-k plot is shown in Figure 6.16. Slope 
of the line separating “good” and “damaged” is positive because the average surface wave speed reduces 
with increase in extent of damage and the coefficient of variation increases with increase in extent of 
damage. Data from a crosstie lying above the line and to the left can be considered “good” with 81% 
confidence. Data from a crosstie lying below the line can be considered “damaged” with 83% confidence. 
The “good” region is rated ‘3’ and the “damaged” region is rate ‘2’. Type of damage cannot be predicted 










Figure 6.15: Two-dimensional decision space: Speed (x-t) vs. Mfk 
Figure 6.16 Two-dimensional decision space: Speed (x-t) vs. CV speed (f-k) 
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6.2.9. Comparison between 2-D decision spaces  
The performance parameters for two-dimensional decision spaces are compiled in Table 6.5 
considering different signal parameter pairs. It can be observed that the hit rate (good/damaged) for most 
of the decision spaces is at least 75% and most of them are rated ‘3’ or better. In general, the 2-D decision 
space pairs discussed in this chapter can predict the structural condition of a crosstie at a 75% confidence 
level or better.  The ‘RF’ for most of the 2-D decision spaces are higher compared to the ‘RF’ values for 1-D 
decision spaces, so as a result there are no “indeterminate” regions present in the 2-D decision spaces that 
were considered. Also, one major difference between the 1-D decision space and 2-D decision space is that 
for the 2-D case there are very few data points close to the line/boundary separating “good” and “damaged” 
regions, and hence there is less uncertainty; for the 1-D case, more data points are located closer to the 
horizontal line separating “good” and “damaged” regions. 
Table 6.5: Performance parameters for 2-D decision space 
Decision space 
“Good” “Damaged” 
H (%) RF Rating H (%) RF Rating 
Mfk vs. Ext 83 10/16 4 73 16/18 3 
Ak vs. Ext 77 10/16 4 71 15/18 3 
Ak vs. Mfk 79 11/16 4 75 15/18 3 
Speed (f-k) vs. Mfk  80 12/16 3 89 15/18 2 
Speed (f-k) vs. CV Speed (f-k) 71 12/16 4 76 13/18 4 
Speed (x-t) vs. Ext 76 13/16 3 80 14/18 3 
Speed (x-t) vs. Mfk 75 12/16 3 78 14/18 3 
Speed (x-t) vs. CV Speed (f-k) 81 12/16 3 83 15/18 2 
 
            It can be observed from Table 6.5 that the 2-D speed (f-k) vs. Mfk decision space has the best 
performance parameters with an 80% hit rate for the “good” region and 89% hit rate for the “damaged” 
region. Both the “good” and “damaged” regions can be considered “reliable” and “very reliable,” 
respectively, based on the scheme introduce in Table 6.1. The same argument can be made for the 2-D speed 
(x-t) vs. CV speed (f-k) decision space, the “good” and “damaged” regions can be considered “reliable” and 
“very reliable” respectively. Both the “good” and “damaged” regions have high ‘H’ value (>80%). Other 
decision spaces either have only one region with a high ‘H’ value or both low (<70%).  
The speed (x-t) vs. Ext and speed (x-t) vs. Mfk 2-D decision spaces have the next best performance 
parameters. For both, the decision spaces “good” and “damaged” regions are considered “reliable” and 
hence the prediction from these decision spaces can be used to supplement the prediction from speed (f-k) 
vs. Mfk decision space and speed (x-t) vs. CV speed (f-k) decision space.  
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Figure 6.17: Position of signal parameters from crosstie #22 (east edge) in different 2-D decision spaces   
6.2.10. Scheme to predict structural condition of a crosstie using 2-D decision spaces 
As mentioned in the previous section, speed (f-k) vs. Mfk, speed (x-t) vs. CV speed (f-k), speed (x-t) 
vs. Ext and speed (x-t) vs. CV speed (f-k) decision spaces have the best performance parameters discussed 
in this study. In this section, a procedure to predict the structural state of a crosstie using these decision 
spaces is described. A prediction scheme like the scheme used for 1-D decision spaces (section 6.1.8) is used. 
The only difference is that the damage value (D) is computed considering four 2-D decision spaces with best 
performance parameters, 
D=(S.C)speed (f−k) vs.Mfk+(S.C)speed (x−t) vs.CV speed (f−k)+(S.C)speed (x−t) vs.Ext
+ (S.C)speed (x−t) vs.CV speed (f−k) 
(6.4) 
where, ‘S’ and ‘C’ are structural condition value and contribution points as described in Table 6.3 and Table 
6.4. The damage value (D) for a crosstie is evaluated using equation (6.4) based on the location in each 
decision space. If the damage value (D) is greater than or equal to ‘+2’, the crosstie is predicted to be in a 
“good” structural condition. If the damage value (D) is less than or equal to ‘-2’, the crosstie is predicted to 
be in a “damaged” structural condition. If the damage value (D) lies between ‘-2’ and ‘+2’, its structural 
condition cannot be predicted. A higher threshold for damage value (D) is chosen because there are more 
decision spaces under conderation compared to the one-dimensional case. 
The prediction scheme is applied to crosstie #22 (east edge) and crosstie #9 (West edge) which are known 
to be in “good” and “damaged” condition (Appendix C) respectively for illustration. 
 
  
(a) Speed (f-k) vs. Mfk decision space (b) Speed (x-t) vs. CV speed (f-k) decision space 
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Figure 6.18: Position of signal parameters from crosstie #22 (east edge) in different 2-D decision spaces   
Figure 6.19: Position of signal parameters from crosstie #9 (west edge) in different 2-D decision spaces   
  
(a) Speed (x-t) vs. Ext decision space (b) Speed (x-t) vs. CV speed (f-k) decision space 
 
              The Figures 6.18 and 6.19 show position of crosstie #22 (east edge) on various decision spaces. 
Damage value (D) for this crosstie in two-dimensions is given by 
 D=(1*1)+(1*1)+(1*1)+(1*1)=4>2 (6.5) 
The computed damage factor is greater than ‘2’; hence, the structural condition of the crosstie is predicted 
as “good”. This agrees with condition assessment through visual inspection. 
Consider the signal parameters computed for crosstie #9 (west edge). From visual inspection, we 
concluded that the crosstie is damaged due to loss of cross section. We apply the prediction scheme to this 
crosstie here. 
  
(a) Speed (f-k) vs. Mfk decision space (b) Speed (x-t) vs. CV speed (f-k) decision space 
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Figure 6.20: Position of signal parameters from crosstie #9 (west edge) in different 2-D decision spaces   
  
(a) Speed (x-t) vs. Ext decision space (b) Speed (x-t) vs. CV speed (f-k) decision space 
 
               The Figures 6.19 and 6.20 show the position of crosstie #9 (West edge) in various 2-D decision 
spaces. The damage value for this crosstie in two-dimensions is given by 
 D=(1.5*-1)+(1.5*-1)+(1*-1)+(1*-1)=-6<-2 (6.6) 
The computed damage value (D) is less than ‘-2’ and hence the tie is predicted to be in “damaged” condition. 




CHAPTER 7: CONCLUSIONS AND FUTURE WORK 
7.1. Conclusions 
Fully air-coupled non-destructive evaluation technology using ultrasonic surface waves was 
developed for in-place condition assessment of railroad ties. The proposed technology has the potential to 
be mounted on a scanning system (e.g. rolling platform) for fast and continuous condition assessment. In 
this study, surface waves were generated in concrete crossties using an air-coupled ultrasonic sender 
manufactured by SensComp. Leaky Rayleigh waves were sensed at the receiving end using an array of 
MEMs sensors. Data were collected along three scan lines on each end of 17 crossties that contain different 
types of deterioration. The wave field was visualized in time-space and frequency-wavenumber domains. 
The sensitivity and reliability of several signal parameters to damage content in the crosstie was assessed. 
Decision spaces were developed using these signal parameters to distinguish a “good” tie from a “damaged” 
tie based on the observed damage in tie. The decision spaces were rated on a scale of ‘1’ to ‘5’ based on two 
performance parameters, hit-rate (H) and reliability factor (RF), to quantify their ability to accurately 
predict the structural state of crosstie.  
Based on the results presented in this thesis, the following conclusions are drawn: 
1. Surface wave speed from time-space domain (Speed (x-t)): A robust algorithm was developed to fit 
a straight line to a wave front for estimating the surface wave speed. This algorithm is valid for 
narrowband signals with a constant time-period. The algorithm could accurately estimate the wave 
speed for a wide range of SNR values of the signals. The surface wave speed estimated by the 
algorithm showed a generally decreasing trend with increasing damage levels. 
2. Energy in time-space (Ext): The energy of wave field in space-time domain was quantified. The 
computed energy showed a generally decreasing trend with increasing damage levels. 
3. Coherent surface wave speed (Speed (f-k)): The speed of the coherent surface wave was estimated 
from the f-k plot. The computed wave speed showed a generally decreasing trend with increasing 
damage levels. 
4. Maxima in f-k (Mfk): The maximum value in the f-k plot was computed. The maximum value 
showed a generally decreasing trend with increasing damage levels. 
5. Area under k-plot at peak frequency (Ak): The area under the f-k plot at peak frequency was 
computed between -600 to 600 rad/m. The computed area appears to be not sensitive to damage, 
as it did not show any trend with increasing damage levels. 
6. Coefficient of variation for surface wave speed in x-t domain (CV speed (f-k)): The coefficient of 
variation across the three scan lines was estimated for surface wave speed obtained from the B-scan 




7. Out of all the one-dimensional decision spaces discussed in this thesis, the decision space for Mfk 
showed the best performance parameters. It was rated “very reliable” in the “damaged” region and 
“reliable” in the good region. 
8. The 1-D decision space for speed (x-t) could be used to supplement the prediction from the 1-D Mfk 
decision space in the “good” region because it was rated “reliable”. 
9. A prediction scheme was developed to predict the structural condition of a crosstie based on the 
location of its signal parameters in three 1-d decision spaces: speed (x-t), Mfk and Ext 
10. Multiple 1-D decision spaces had to be used to predict the structural condition of a crosstie 
accurately, hence necessitating analysis of decision space with higher dimensions. 
11. Out of all the two-dimensional decision spaces discussed in this thesis, the speed (f-k) vs. Mfk 
decision space and speed (x-t) vs. CV speed (f-k) decision space had the best performance. Their 
“damage” regions were rated “very reliable” and the “good” regions were rated “reliable” 
12. The 2-D speed (x-t) vs. Ext decision space and 2-D speed (x-t) vs. Mfk decision space can be used to 
supplement the prediction from the speed (f-k) vs. Mfk decision space and speed (x-t) vs. CV speed 
(f-k) decision space because their “good” and “damaged” regions were rated “reliable”. 
7.2. Future work 
In the present study, decision spaces were developed with the aim of distinguishing a “good” 
crosstie from a “damaged” crosstie with a hit rate of around 70%. Signal parameters computed using surface 
wave data from 17 crossties were used to generate these decision spaces. There is scope for improvement in 
the hit rate. The author proposes following modifications to experimental setup and data analysis scheme 
to achieve this: 
1. The decision spaces proposed in this study must be made more reliable and robust for application 
in the field. One way of doing this is to conduct tests on more crossties in the field. In the present 
study, decision spaces were developed using 34 data sets (from 17 different crosstie). The author 
finds a necessity of using at least a 100 data sets for improving the confidence and reliability. 
2. Crossties were considered “good” in this study if no visual surface damage was observed. It is 
possible that the concrete may have been subjected to deterioration but the damage might not have 
manifested on the surface. Hence, the actual condition assessment of crossties being tested must 
be carried out using NDE techniques other than visual inspection. For example, multi-channel 
array imaging (e.g. using commercially available MIRA device) could be used to image the interior 
of a crosstie, or resonance tests applied to identify the flexural, longitudinal, torsional resonant 
frequencies and compare the results with a standard tie or freshly produced crosstie. If there is a 
considerable reduction in resonant frequencies, the damage level in the tie can be quantified. 
3. A portion of the signal recorded by MEMs was windowed to remove the acoustic noise. However, 
important information about the leaky wave is lost in this process. To address this problem, the 
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arrival of the direct acoustic pulse noise can be delayed by placing a baffle between the sender and 
receiver hence increasing the effective signal duration of leaky wave. The signal duration of leaky 
wave can also be increased by reducing the liftoff distance between the surface of crosstie and the 
sender-receiver system. 
4. In the present study, data were collected across 35 locations spaced at 5mm along a scan line. The 
author suggests collecting data at more locations. More data along a scan line would improve the 
resolution in f-k domain and hence the values of estimated phase velocity and area under the curve 
at peak frequency would be more reliable. 
5. A rigorous and reliable statistical basis for arriving at the equation of line separating “good” and 
“damaged” regions in two-dimensional decision spaces should be established. In the present work, 
this line was plotted based on the author’s judgment to separate “good” ties from “damaged” ties in 
the decision space.   
6. The performance of decision spaces with higher dimensions, e.g. 3-D and 4-D decision spaces, 
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Figure A.1: East edge of crosstie #1 (a) Rail seat area (b) Central span 
Figure A.2: West edge of crosstie #1 (a) Central span (b) Rail seat area (E-W dir.) 
Figure A.3: East edge of crosstie #8 (a) central span (b) Rail seat area (E-W dir.) 











Figure A.4: West edge of crosstie #8 (a) Central span (b) Rail seat area (E-W dir.) 
Figure A.5: East edge of crosstie #9 (a) Central span (b) Rail seat area (E-W dir.) 













Figure A.7: East edge of crosstie #10 (a) Central span (b) Rail seat area (E-W dir.) 
Figure A.8: West edge of crosstie #10 (a) Central span (b) Rail seat area (E-W dir.) 













Figure A.10: West edge of crosstie #12 (a) Central span (b) Rail zoomed in to the central span 
Figure A.11: East edge of crosstie #13 (a) Central span (b) Rail seat area (E-W dir.) 













Figure A.13: East edge of crosstie #15 (a) Central span (b) Rail seat area (E-W dir.) 
Figure A.14: West edge of crosstie #15 (a) Central span (b) Rail seat area (E-W dir.) 













Figure A.16: West edge of crosstie #16 (a) Central span (b) Rail seat area (E-W dir.) 
Figure A.17: East edge of crosstie #17 (a) Central span (b) Rail seat area (E-W dir.) 













Figure A.19: East edge of crosstie #18 (a) Central span (b) Rail seat area (E-W dir.)   
Figure A.20: West edge of crosstie #18 (a) Central span (b) Rail seat area (E-W dir.) 













Figure A.22: West edge of crosstie #20 (a) Central span (b) Rail seat area (E-W dir.) 
Figure A.23: East edge of crosstie #21 (a) Central span (b) Rail seat area (E-W dir.)   














Figure A.25: East edge of crosstie #22 (a) Rail seat area (E-W dir.) (b) Rail seat area (W-E dir.) 
 
Figure A.26: West edge of crosstie #22 (a) Central span (b) Rail seat area (E-W dir.) 
 














Figure A.28: West edge of crosstie #23 (a) Rail seat area (E-W dir.) (b) Rail seat area (W-E dir.) 
 
Figure A.29: East edge of crosstie #24 (a) Rail seat area (E-W dir.) (b) Rail seat area (W-E dir.) 
 














APPENDIX B: CLASSIFICATION OF CROSSTIES 
Table B.1: Classification of crossties based on type of damage observed 
Crosstie # Design id 
Damage class 
East edge West edge 
1 Rocla BN 101 Seat Loss 
8 Rocla BN 101 Good Longitudinal 
9 Rocla BN 101 Loss Loss 
10 Rocla BN 101 Transverse Transverse 
12 Rocla BN 101 Seat Transverse 
13 Rocla BN 101 Good Good 
14 Rocla BN 101 Transverse Transverse 
15 Rocla BN 101 Good Good 
16 Rocla BN 101 Transverse Transverse 
17 Rocla BN 101 Good Seat 
18 Rocla BN 101 Loss Loss 
19 Rocla BN 101 Good Good 
20 Rocla BN 101 Transverse Transverse 
21 CXT 505S Good Good 
22 CXT 860W Good Good 
23 CXT 497S Good Good 
24 CXT 505S Good Good 
 
Table B.1 shows the classification of crossties tested in the present study. The following is the terminology 
used: 
1. “Seat” corresponds to Rail Seat Damage (RSD) 
2. “Loss” corresponds to loss in cross section 
3. “Longitudinal” corresponds to longitudinal cracking 
4. “Transverse” corresponds to transverse cracking 




Figure C.1: One-dimensional decision space for CV-Ext 
 
Figure C.2: One-dimensional decision space for CV-Mfk 
 




























Figure C.3: One-dimensional decision space for CV-Ak 
 






























Figure C.5: Two-dimensional decision space for CV-Speed (f-k) vs. Ak 
 





Figure C.8: Two-dimensional decision space for CV-Speed (f-k) vs. Ext 
 






























Figure C.9: Two-dimensional decision space for Speed (x-t) vs. AK 
 















































Figure D.1: Noise and coherent parts of time domain signal to compute SNR  
 
APPENDIX D: SIGNAL TO NOISE RATIO OF SIGNALS 







where logarithm is to the base 10, ‘𝜎𝑠’ is the variance of the actual signal and ‘𝜎𝑛’ is the variance of the 
portion of signal that does not contain the coherent signal (i.e. noise). Figure D.1 shows a time domain 
signal recorded by one of the MEMs in this study. The variance of noise is computed by considering the first 
100 data points of the time domain signal. The variance of the coherent signal is computed by considering 
the last 100 data points of the time domain signal.  
 
 
 
 
 
 
 
 
 
