Abstract
Introduction
The flexibility of the MPEG-2 video coding algorithm [1] has enabled its use in a variety of scenarios, from video archival media such as VCDs and DVDs, to networked video streaming such as DVB. This has led to the availability of a vast amount of digital video content compressed in the MPEG-2 format. Services such as video on demand (VoD), distance learning, and networked video streaming are expected to use such pre-encoded MPEG-2 digital video data for storage and/or transmission.
When encoding video for transmission, the channel characteristics have to be assumed and given as coding parameters to the video encoder. Thus, a great lack of flexibility arises in the transmission of such pre-encoded bit streams.
Layered video [2] was meant to address these kind of problems; however, if pre-encoded video is to be used, the lack of flexibility remains, since the number of predefined layers is limited and no dynamic changes can be made to the compressed video during transmission.
Thus, in order to transmit pre-encoded digital video over heterogeneous networks, it becomes necessary to employ transcoding techniques, that convert pre-encoded video streams into streams at different bit rates and quality. This is called rate-shaping or rate-adaptation. The term transcoding hereinafter will mean a process of converting a compressed bit stream into lower bit rates without modifying its original structure, such as GOP layout and picture type.
Simple drift-free transcoding of compressed video to lower bit rates can be achieved by decoding the bit stream into reconstructed pixels and re-encoding these with new encoding parameters such as bit rate and channel characteristics. This method is computationally expensive and unsuitable for real-time network transmission. The problem is accentuated when dealing with MPEG-coded bit streams, due to picture re-ordering and an uneven bit stream.
Video transcoders operating in the rate-shaping mode save on computational overheads incurred in the IDCT (original bit stream decode) and DCT (bit stream re-encode) operations by performing motion compensation (MC) in the frequency (block-DCT) domain. Motion compensation in the DCT domain (MC-DCT) involves pre-and postmultiplication of an 8 × 8 DCT block by an 8 × 8 matrix deduced from the motion vectors of that DCT block.
Frequency-domain transcoders employing MC-DCT ( [3] , [4] ) achieve a reduction of 81% in computational complexity over pixel domain transcoders ( [5] , [6] ).
The MPEG-2 specification includes several modes for MC, depending on whether the input is progressive or interlaced. Also, motion vectors in MPEG-2 video are half-pixel accurate. An MPEG-2 compatible transcoder thus, ought to support all MC modes [7] with half-pixel accuracy.
The primary contribution of this work is a scheme to unify all MPEG-2 MC modes (full-pel as well as half-pel) into a common framework to further reduce the computational complexity of the frequency-domain transcoder of [4] .
Video Transcoders
Video transcoders are broadly classified into two types: pixel domain and frequency (block-DCT) domain.
Pixel domain transcoders
The basic pixel domain transcoder consists of a cascade of a decoder and an encoder, as depicted in Fig. 1 . The motion estimation (ME) function which accounts for most of the computational complexity in this configuration, has been removed; the motion vectors (MVs) of the incoming video are reused, instead of calculating new ones.
A simplified version of this transcoder is depicted in Fig.  2 where the VLD and VLC functions have been excluded for simplicity. 
Frequency (DCT) domain transcoders
Now, if the motion compensation in Fig. 2 is performed in the DCT domain, the IDCT and DCT blocks get eliminated, resulting in a substantial reduction in computational complexity. This gives rise to the frequency domain transcoder of Fig. 3 . The f/F block is the frame-field switch.
Motion compensation in the DCT domain
The basic MC operation consists of extracting pixel blocks from a reference picture by shifting the horizontal and vertical positions of the current block by a number of pixels dictated by the motion vectors (MVs) of the current block. In general, neither the horizontal nor the vertical MV is an integral multiple of the block size (8x8), and the displaced block intersects four neighbouring blocks, b i , i = 1, · · · , 4 of the reference picture. Therefore, the MC block b comprises four pixel subblocks, one from each intersected block b i as depicted in Fig. 4 .
These subblocks can be extracted from the respective blocks b i by multiplying the latter with appropriate matrices, h hi and h wi , as described in [8] . The number of rows (h) and columns (w) that each block b i is intersected by the MC block b, i.e., the size of each subblock, define which matrices be applied for each b i . In the pixel domain,
The matrices h hi and h wi have the structure of u h and l w , where I h and I w are the identity matrices of size h × h and w × w respectively:
and
By application of the distributive property of matrix multiplication with respect to DCT, we can use the DCT matrices
of the reference picture. This leads to the general form equation for block MC-DCT,
The matrices H hi and H wi are constant and hence can be pre-computed and stored in memory.
Most of the computational complexity of the MC-DCT method comes from (6) . The brute-force computation of (6) in the case where the MC block is not aligned in any direction with the block structure requires six matrix multiplications and three matrix additions using floating-point arithmetic.
Handling Half-pixel Accurate Motion Vectors
When an MV with half-pixel precision is used, a single pixel's prediction comes from either two or four pixels of the reference frame. In terms of blocks, this amounts to computing the per-pixel average of either two or four blocks. In the DCT domain, this translates to extraction of two or four blocks from the reference picture, and the application of (6) twice or four times to obtain the final predicted block. Since blocks involved in half-pixel prediction are displaced from each other by only one pixel, the extraction of four DCT blocks can be avoided by applying a linear filter to the MC-DCT MB reconstructed with the integer component of the motion vector. This filter operates in the vertical and/or horizontal direction accordingly as half-pixel accuracy exists in the respective component of the motion vector.
The operation of this linear filter is detailed in [4] . Let B i , i = 1, · · · , 4 be the DCT blocks of an MC-DCT luminance MB, ordered as: top left: B 1 , top right: B 2 , bottom left: B 3 , and bottom right: B 4 . Then, the horizontally filtered blocks B h i are obtained from (7), whereas the vertically filtered ones B v i are obtained by application of (8) .
Here, F h j and F v j (j = 1, 2, 3) are the filter-coefficient matrices for horizontal and vertical filtering respectively; they are given by:
where, the f matrices are given by: 
Proposed Scheme : A Unified Framework for MC-DCT
The proposed unified framework is motivated by the structure of the h hi and h wi matrices that form the backbone of the MC-DCT computation in (1) and (6) . A closer look at (2) (3) (4) (5) indicates that all h matrices can be formed by cascading a diagonal of 1's from one end of an 8 × 8 matrix to the other.
The basic idea is to pre-derive a mother array of 8 × 8 matrices corresponding to all possible values of the motion vectors, and store this mother array in memory. Once computed, all subsequent MC-DCT's use elements of this mother array for computation. 
Pre-multiplication by u 4 results in an up-shift by 4 units, whereas post-multiplication by u 4 gives a right-shift by 4 units. Left-down and right-up are thus tightly coupled, and can be handled by a single mother array. Integer-pel MC can be handled by such an array of matrices. Half-pel accurate MC can be handled by the following modifications to the member matrices of the mother array:
1. The size of the mother array is doubled, so as to handle both full-pel and half-pel motion vectors; the final size is 33 8 × 8 matrices;
2. The linear filtering operation is eliminated, through the following:
(a) For integer-pel accurate motion vectors, the diagonal element is doubled from 1 to 2, (b) For half-pel accurate motion vectors, the diagonal and the super/sub diagonal elements are made non-zero, 3. Due to the diagonal element doubling in value, the final result has to be divided by 2 (handled by a rightshift-by-1). This can be taken care of during the Q −1 1 -Q 2 phase itself, so that it does not add to computations.
As an illustration, we take u 4 and u 3 which give right-shifts of 4 (M V x = +4) and 5 (M V x = +5) units respectively, on post-multiplication. Let us denote these by RS +4 and RS +5 , 
We handle right-shifts of +4, +5 and +4.5 through modifications to RS +4 , RS +5 , and the introduction of another matrix between these. Let the modified matrices be given by RS +4 , RS +5 and RS +4.5 respectively. Then, 
It can be easily deduced that a post-multiplication with RS +4.5 , followed by divide-by-2, yields the desired result for a half-pel accurate motion vector of +4.5. We have thus avoided the linear filter stage for horizontal as well as vertical post-filtering of (7) and (8), and thus eliminated a maximum of twenty-four 8 × 8 block multiplications and eight 8×8 block additions per reconstructed 16×16 macroblock.
The other matrices for positive and negative, horizontal and vertical, block shifts for 16 × 16 MC can be similarly derived. A total of 33 such matrices make up the mother array.
16 × 16 MC for Field Pictures
This mode is used when the video bit stream contains interlaced pictures. A picture is now composed of two fields: top, and bottom. Separate predictions are formed for the top (8 even-numbered lines: 0,2,4,6) and bottom (8 oddnumbered lines: 1,3,5,7) portions of the 16 × 16 macroblock. Both the top and bottom field blocks share the same macroblock type information; however, each field block has its own motion vector(s), and hence, an independent MC.
This mode treats each field as a separate frame; hence the mother array and constituent matrices of Section (4.
16 × 8 MC-DCT

16 × 8 MC for Frame Pictures
This mode, also called 'Field prediction for Frame pictures' splits the target macroblock into top-field pels and bottomfield pels, and carries out field prediction on each 16 × 8 half so derived. The reference picture for this mode is in frame format; this necessitates a slight modification to the RS matrices, since the reference macroblock's individual fields have to be separated during MC. Since MC in the horizontal direction is unaffected, matrices corresponding to left and right shifts are the same as in Section (4.1.1). Matrices for up and down shifts are different.
As an illustration, we start again with u 4 and u 3 , to get up-shifts of +4 and +6 on pre-multiplication in frame mode, and modify them to obtain up-shifts of +2 and +3 for 16 × 8 Frame MC (since a field prediction is performed for a frame macroblock, a shift of x in frame mode gives a shift of x 2 in field mode). Let us take f s (the field-select variable for MC) to be 0, which implies that prediction is from the reference macroblock's top-field, for the top-field of the current macroblock. Let us denote the preliminary pre-multiplicand matrices by 
To complete the illustration, we list below the f s = 1 counterparts for the matrices given above (prediction is taken from the reference macroblock's bottom field, for the current macroblock's top field), 
The other matrices for 16 × 8 MC for Frame pictures can be similarly derived. The mother array of matrices for 16 × 8 MC thus contains 36 8 × 8 matrices. Since this mode is akin to performing MC for two separate fields, the maximum savings are equivalent to those obtainable in 16× 16 MC for field pictures.
16 × 8 MC for Field Pictures
This mode splits the Field-picture macroblock into an upper half and a lower half, and performs a separate Field Prediction for each half. This mode is thus identical to 16×16 MC for Field Pictures, and can thus be handled using the same logic as detailed in Section (4.1.1). The computational savings here, too, mirror those obtainable in 16 × 16 MC for field pictures.
Dual-Prime MC for Frame and Field
The Dual Prime mode is a special MC mode found only in MPEG-2 video. Predictions for the current macroblock are formed from the average of two 16 x 8 line areas from the two most recently decoded fields. Dual Prime was devised as an alternative for B pictures in low delay applications, but still offers many of the prediction-estimation signal quality benefits of B-pictures. Although the Dual Prime mode requires one less prediction picture buffer than B pictures, it retains the same instantaneous prediction bandwidth of a B picture.
The Dual-Prime mode essentially takes predictions from the transmitted motion vectors of each 16 × 16 macroblock. This MC is always in 16 × 8 mode for frame as well as field pictures; hence the developments in Section (4.2) suffice to take care of this mode. 
Conclusion
A unified framework has been developed to handle all modes of MC-DCT for MPEG-2 video input to a frequencydomain video transcoder. Use of this new framework for MC-DCT can lead to a maximum saving of forty-eight 8×8 block multiplications and sixteen 8 × 8 block additions, per reconstructed 16 × 16 macroblock. The maximum operations saved per 16 × 16 Macroblock are detailed in Table 1 for all MC modes of MPEG-2 video.
This framework, coupled with the novel low-complexity MC-DCT block multiplication algorithm [9] can yield further savings in computation.
A variety of services and applications such as VoD, and dynamic rate-shaping of pre-encoded video streaming over heterogeneous networks can benefit from reduced complexity frequency-domain video transcoders built by incorporating the proposed scheme.
