Abstract. In view of the low information transmission efficiency and tendency to fall into local optimal solution of the problems of traditional particle swarm optimization (PSO), an improved bidirectional information transmission block factor based multi-population PSO(BFM-PSO) is proposed. We use the improved BFM-PSO algorithm to optimize SVM penalty factor C and the radius σ of the radial basis function. Tests In a number of public data sets show that SVM optimized by the improved BFM-PSO can effectively improve the classification accuracy.
Introduction
PSO is a kind of evolutionary algorithm. It has the advantages of less adjustable parameters, easy to implement and better optimization performance [1] and successfully applied to solving many practical problems. Information communication between particles depends on the topology of PSO which has important effect on the balance of global and local search ability of the algorithm [2, 3] . Support Vector Machine (SVM) is an effective method of machine learning proposed by V. Vapnik, etc. [4] . The basic principle of SVM is that the input vector is mapped to a high-dimensional feature space via nonlinear transformation, then construct an optimal hyperplane in the high-dimensional feature space to approach the objective function. SVM is a kernel-based learning machine and the kernel function largely determines its generalization ability. Kernels commonly used are radial basis function, linear function and polynomial function etc. The radial basis function can realize the nonlinear mapping, and only have C , σ these two parameters, so that it is widely applied in the actual problems.
In this paper, the improved BFM-PSO can not only improve the convergence speed and accuracy via bidirectional Information transmission, but also control the information transmission speed among populations, maintain the population diversity and prevent algorithm from falling into local optimum with block factor. The experimental results show that SVM optimized by proposed method can effectively improve the classification accuracy.
Related Work
PSO was first proposed by Kennedy and Eberhart [5] . With its development, many people put forward the improvement methods. S. Ghosh, etc. [6] improved PSO performance by changing the speed factor. J. Sun [7] introduced the physics technology to PSO and achieved good results. F. Van [8] first proposed the multi-population PSO in which a population can be divided into several subgroups to search the optimal solution. This method effectively improves the diversity of the population. S. Baskar [9] divided the population into two subgroups called parallel search. K. Deep etc. [10] put forward the PSO topology of multi-populations cooperation in order to enhance the information exchange between subgroups. But, its information transmission is unidirectional. X. S. Yang etc. [11] proposed the master-slave control multi-population PSO to improve the convergence speed by adding control population.
Proposed Method
For PSO, its topology determines the way of information transmission. The more close connection between the particles in a population, the more faster the PSO converges. But the close connection between the particles will make the algorithm easy into local optimum. At the moment, there are three common topology of PSO as shown in Fig. 1 . To improve the algorithm convergence speed and accuracy and prevent algorithm from falling into local optimum, BFM-PSO is proposed. In iterative process, we calculate the similarity of the subgroups. if their similarity is greater than threshold, block factors inhibits information transmission; If population similarity is less than threshold, block factor has no inhibitory effect to information transmission. Different subgroups search in their own areas and then get a global optimal solution of every subgroup. At the end, the global optimal solution is passed between populations. In the iterative process, we decide the value of block factor by calculating the similarity between the populations. Its topology and search principle are shown in Fig. 2 . 
Where a gbest is the global optimal solution of subgroup a, b gbest is the global optimal solution of subgroup b. The threshold of the block factor defined by this study is F = 0.001. when gbest F < , the average of the Euclidean distance between the other particles and the global optimal position in every subgroup is calculated respectively. Eq. 2 shows how the Euclidean distance from each particle to the global best particle is calculated ( )
where i dist is the distance from each particle to the global best particle, 1,
where BF = 1 indicates that the block factor suppresses the information transmission and BF = 0 indicates not.
Experimental Results
In this work, there are five datasets from UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/) which are used to evaluate the model performance. After the feature selection, the sample number, feature number and class of each dataset are reported in Table 1 . In the experiment, we use the LIBSVM toolkit [12] and a 5-fold cross validation approach. The parameters and accuracy of SVM optimized by PSO and BFM-PSO are shown in Table  2 . 
Summary
Adopting BFM-PSO, the classification accuracy of five diseases has improved which can prove the effectiveness of the proposed method. In the relevant literatures which use UCI datasets to test the effectiveness of the improved algorithm, the accuracy of the increase is generally zero to one percent [13, 14] .
