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В данный момент нейронные сети уже прочно вошли в нашу жизнь. 
Нейронные сети широко применяются для решения широкого диапазона раз-
личных задач и активно применяются в тех места где обычные алгоритмиче-
ские решения не эффективны либо вообще не применимы. 
Что такое нейронная сеть? 
Анализирую статьи и литературу по данной теме, становится понятно, 
что при описании нейронных сетей, часто проводятся параллели с человече-
ским мозгом. Первые попытки создания искусственного интеллекта возникли 
в 60-х годах. На начальных этапах, исследователи пыталась полностью скопи-
ровать структуру мозга человека основ. Именно поэтому и возникла термино-
логия, структура нейронной сети и сами элементы — персептроны. 
Нейронную сеть проще описывать сети как математическую функцию, 
которая отображает заданный вход в желаемый результат, не вникая в подроб-
ности. 
Нейронные сети состоят из следующих компонентов: 
 входной слой, x; 
 произвольное количество скрытых слоев; 
 выходной слой, ŷ; 
 набор весов и смещений между каждым слоем; 
 выбор функции активации для каждого скрытого слоя σ; в этой ра-
боте используется функция активации Sigmoid. 
На диаграмме показана архитектура двухслойной нейронной сети (обра-
тите внимание, что входной уровень обычно исключается при подсчете коли-
чества слоев в нейронной сети) (рисунок 1). 
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Рисунок 1 — Архитектура двухслойной нейронной 
Создание класса Neural Network на Python выглядит следующим образом 
(рисунок 2). 
 
Рисунок 2 — Класс Neural Network 
Обучение нейронной сети 
Выход ŷ простой двухслойной нейронной сети: 
 ?̂? = 𝜎(𝑊2𝜎(𝑊1𝑥 + 𝑏1) + 𝑏2                   (1) 
В приведенном выше уравнении (1), веса W и смещения b являются 
единственными переменными, которые влияют на выход ŷ. 
Естественно, правильно рассчитанные значения весов и смещений опре-
деляют точность предсказаний. Процесс обучение нейронной сети представ-
ляет собой тонкую настройку весов и смещений, основываясь на обработке 
входных данных. 
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Каждая итерация обучающего процесса включает в себя следующие 
шаги: 
 вычисление прогнозируемого выхода ŷ, называемого прямым рас-
пространением. 
 обновление весов и смещений, называемых обратным распростране-
нием. 
 
Рисунок 3 — Протекание процесса обучения 
Прямое распространение 
Как показано на графике (рисунок 3.), прямое распространение —  это 
просто несложное вычисление. Простая 2-слойная нейронная сеть может быть 
описана следующей формулой (2). 
?̂? = 𝜎(𝑊2𝜎(𝑊1𝑥 + 𝑏1) + 𝑏2                   (2) 
Функция прямого распространения на Python-е может быть реализована 
следующим образом (рисунок 4). Стоит заметить, что для упрощения, началь-
ное смещение равно 0. 
 
Рисунок 4 — Функция прямого распространения 
Оценка «добротности» или точности работы нейронной сети происхо-
дит через обратную величину — величину ошибки. Для расчёта оценки вели-
чины ошибки применяются функции расчёта ошибки.  
𝑧 = 𝜎(𝑊1𝑥
+ 𝑏 ) 
𝑊2𝑧 + 𝑏2 𝐿𝑜𝑠𝑠(?̂?, 𝑦) 
b 
W 
x 
𝑊1𝑥 + 𝑏1 ?̂? = 𝜎(𝑊2𝑧 + 𝑏2) 
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Функция ошибки 
Существует огромное количество видов функций определения ошибки, 
выбор конкретной функции происходит исходя из конкретной ситуации. В 
данной реализации используется функция расчёта ошибки сумму квадратов 
ошибок. 
𝑆𝑢𝑚 − 𝑜𝑓 − 𝑆𝑞𝑢𝑎𝑟𝑒𝑠 𝐸𝑟𝑟𝑜𝑟 = ∑ (𝑦 − ?̂?)2𝑛𝑖=1       (3) 
Сумма квадратов ошибок равна среднему значению разницы между каж-
дым полученным и фактическим значением. 
Главной целью обучения нейронной сети является найти такой набор ве-
сов и смещений, который даст минимальное значение функции ошибки. 
Обратное распространение 
После получения величины ошибки, требуется выполнить обратное рас-
пространение ошибки с целью обновления значений весов и смещения. 
Для нахождения значений корректировки весов и смещений, требуется 
вычислить производную функции ошибки по отношению к весам и смеще-
ниям. 
Из математического анализа известно, что производная функции — 
равна тангенсу угла наклона функции. 
После вычисления производной, происходит обновление весов и смеще-
ния. Это называется градиентным спуском. 
Вычислить производную функции потерь по отношению к весам и сме-
щениям невозможно, так как уравнение функции потерь не содержит весов и 
смещений. Для вычисления производной функции потерь применяется фор-
мула (4). 
𝐿𝑜𝑠𝑠(𝑦, ?̂?) =∑(𝑦 − ?̂?)2
𝑛
𝑖=1
 
𝜕𝐿𝑜𝑠𝑠(𝑦, ?̂?)
𝜕𝑊
=
𝜕𝐿𝑜𝑠𝑠(𝑦, ?̂?)
𝜕?̂?
∗
𝜕?̂?
𝜕𝑧
∗
𝜕𝑧
𝜕𝑊
, где 𝑧 = 𝑊𝑥 + 𝑏 
= 2(𝑦 − ?̂?) ∗ 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝑜𝑓 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ∗ 𝑥 
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= 2(𝑦 − ?̂?) ∗ 𝑧(1 − 𝑧) ∗ 𝑥                                      (4) 
Реализация функции обратного распространения (backpropagation) на 
Python представлена на рисунке 5. 
 
Рисунок 5 — Реализация функции обратного распространения 
Проверка работы нейросети 
После реализации нейронной сети на Python были проведены тесты на при-
мере идеальных весов (таблица 1). 
Таблица 1 — Результаты тестовых измерений весов нейронной сети 
X1 X2 X3 Y 
0 0 1 0 
0 1 1 1 
1 0 1 1 
1 1 1 0 
Идеальный̆ набор весов 
Тренировка нейронной сети из 1500 итераций. Анализируя график зави-
симости величины ошибки от количества обучающих интераций (рисунок 6), 
можно сделать вывод, что что величина ошибки монотонно уменьшается. Это 
несомненно согласуется с алгоритмом спуска градиента, о котором мы гово-
рили ранее. 
 
Рисунок 6 — График зависимости величины ошибки от количества обучающих интераций 
236 
В таблице 2 представлен результат работы нейронной сети. 
Таблица 2 — Результат работы нейронной сети 
Точность Значение Y 
0,023 0 
0.979 1 
0.975 1 
0.025 0 
 
Из таблицы 1 можно сделать вывод что алгоритм прямого и обратного 
распространения показал успешную работу нейронной сети, а результат схо-
дятся с истинными значениями. 
Стоит заметить, что имеется небольшая разница между результатами 
фактическими значениями. Это допустимо, поскольку предотвращает пере-
обучение и позволяет нейронной сети лучше обобщать данные. 
Вывод 
Мы подробно разобрали процесс реализации элементарной нейронной 
сети. Применение библиотек глубокого обучения, таких как TensorFlow и 
Keras, не требуют полного понимания всех процессов и принципов работы 
нейронной сети и позволяют создавать нейронные сети, несмотря на это, что 
начинающим разработчикам важно иметь глубокое понимание функциониро-
вания нейронных сетей. 
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