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We present simulations of the implosion of a dense shell in two-dimensional (2D) spherical 
and cylindrical geometry performed with four different compressible, Eulerian codes:
RAGE, FLASH, CASTRO, and PPM. We follow the growth of instabilities on the inner 
face of the dense shell. Three codes employed Cartesian grid geometry, and one (FLASH) 
employed polar grid geometry. While the codes are similar, they employ different advection 
algorithms, limiters, adaptive mesh reﬁnement (AMR) schemes, and interface-preservation 
techniques. We ﬁnd that the growth rate of the instability is largely insensitive to the 
choice of grid geometry or other implementation details speciﬁc to an individual code, 
provided the grid resolution is suﬃciently ﬁne. Overall, all simulations from different 
codes compare very well on the ﬁne grids for which we tested them, though they show 
slight differences in small-scale mixing. Simulations produced by codes that explicitly limit 
numerical diffusion show a smaller amount of small-scale mixing than codes that do not. 
This difference is most prominent for low-mode perturbations where little instability ﬁnger 
interaction takes place, and less prominent for high- or multi-mode simulations where a 
great deal of interaction takes place, though it is still present. We present RAGE and FLASH
simulations to quantify the initial perturbation amplitude to wavelength ratio at which 
metrics of mixing agree across codes, and ﬁnd that bubble/spike amplitudes are converged 
for low-mode and high-mode simulations in which the perturbation amplitude is more 
than 1% and 5% of the wavelength of the perturbation, respectively. Other metrics of small-
scale mixing depend on details of multi-ﬂuid advection and do not converge between codes 
for the resolutions that were accessible.
© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
In a problem involving the implosion of a sphere or cylinder, Rayleigh–Taylor and Richtmyer–Meshkov instabilities may 
both be present. The Rayleigh–Taylor (RT) instability develops when the density and pressure gradients in a ﬂuid are op-
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ﬂuid. The Richtmyer–Meshkov (RM) instability develops when a shock passes through an interface between a heavy and a 
light ﬂuid.
Most simulations and physical experiments to study the details of the growth of these instabilities have been performed 
in planar geometry [1,2]. However, Rayleigh–Taylor and Richtmyer–Meshkov instabilities also play important roles in non-
planar problems. Instability growth on such disparate scales as inertial conﬁnement fusion (ICF) capsules and the interiors 
of pre-supernova stars may dramatically inﬂuence the evolution of these implosions [3,4].
Simulations of instabilities in radially-converging ﬂows present extra challenges beyond those present in simulations of 
instabilities in planar interfaces; in particular, the ideal spatial coordinate system and grid geometry are no longer obvious. 
While a spherical grid geometry may seem appealing for following the ﬂow of ﬂuid in spherical implosions, the simplicity 
of mesh-aligned ﬂow is lost once turbulence develops. Spherical grid geometry also introduces coordinate singularities that 
impose a preferred orientation on the simulation, and features may develop differently along the axis than at other points 
around the sphere. In multi-physics problems, such features can expand and contaminate regions far from the axis. Cartesian 
grid geometries avoid any coordinate singularities and are suitable for simulating a wide variety of physical problems, but 
using them to simulate spherical implosions raises questions about the spatial resolution required not just for simulating 
curved interfaces on rectilinear meshes but also for following the growth of perturbations imposed on those interfaces.
Youngs and Williams [5] used a Lagrange-remap code on a 3D spherical polar mesh to simulate turbulent mixing in a 
sector of a spherical implosion with random perturbations applied initially to the interface between light and dense ﬂuids. 
The authors found that the width of the mixing zone shrank slightly as they increased the resolution of the mesh but that, 
at the ﬁnest mesh resolution they used, the mixing zone width seemed to have converged.
Do simulations in other coordinate systems, on other grids, achieve similar levels of convergence? To what degree do 
measurements of the mixing zone width in spherical implosions agree between Cartesian and curvilinear meshes? Do other 
diagnostics of mixing and turbulence demonstrate the same degree of convergence as mesh resolution increases?
In this paper, we investigate how the choice of grid geometry inﬂuences simulations of radially-converging ﬂows by com-
paring simulations from four codes: RAGE [6], CASTRO [7], FLASH [8–10], and PPM [11]. All four codes model compressible 
hydrodynamics on Eulerian meshes, but they differ in the details of their discretization schemes, their shock-capturing meth-
ods, limiters, and steepeners, their treatment of materials in mixed cells, and their support for different coordinate systems. 
We assess the impact of the choice of grid geometry on the ability of RAGE and CASTRO to follow the growth of turbulence 
from perturbed interfaces, and we examine what is required to follow perturbations with different wavelengths and initial 
amplitudes. We ﬁnd that perturbation growth is not dependent on the choice of grid geometry, but is inﬂuenced by the 
numerical choices employed in different codes.
Simulations of turbulence in converging ﬂows ultimately require fully three-dimensional spatial meshes [12]. However, 
comparisons of results between codes can take place using any spatial mesh, and lessons about the advantages or disadvan-
tages of different grid geometries, or the spatial resolution required to reliably measure various diagnostics of mixing and 
turbulence, should apply to both 2D and 3D simulations. Because 3D turbulence is fundamentally different from 2D mixing, 
some conclusions drawn from the 2D study may need to be modiﬁed for 3D applications. To obtain the most beneﬁt with 
the least computational cost, we focus in this paper on 2D simulations of cylindrical and spherical implosions.
We examine simulations to which single long-wavelength, single short-wavelength, and multi-mode perturbations were 
applied. The long-wavelength perturbations give us the largest separation of scales between those we introduce explicitly 
and those introduced numerically from the mesh, while the short-wavelength perturbations provide us with a way to check 
the variation of perturbation growth with azimuth as well as a test of the regime in which individual unstable features 
interact extensively with each other. The multi-mode simulations test both of these regimes simultaneously.
For simulations of cylindrical implosions (where the two-dimensional spatial domain is a slice perpendicular to the 
axis of the cylinder), we compare results from RAGE and PPM using Cartesian meshes with results from FLASH using 
a polar mesh. FLASH’s polar mesh allows us to simulate an unperturbed converging cylindrical interface; comparing with 
simulations of unperturbed interfaces on Cartesian meshes exposes the perturbations that arise speciﬁcally from the use of a 
Cartesian mesh, as the curved interface crosses mesh cell boundaries around the cylinder. Once we introduce explicit initial 
perturbations, the three codes produce similar results; the nonlinear growth of the instabilities ensures that, for suﬃciently 
large initial perturbation amplitude, the imposed perturbations grow faster than any perturbations introduced by the mesh.
For simulations of spherical implosions, we compare results from RAGE, CASTRO, and FLASH using 2D r–z meshes. 
As in the simulations of cylindrical implosions, we expect there to be an initial perturbation amplitude above which our 
imposed perturbations grow faster than perturbations arising from the mesh, and we expect that this amplitude will have 
some dependence on the wavelength of the perturbation and the resolution of the mesh. We vary the amplitude of the 
perturbation for a ﬁxed problem and ﬁxed maximum resolution to ﬁnd the amplitude (at a given perturbation wavelength) 
at which the growth of the imposed perturbation dominates over mesh-induced features.
We describe the initial ﬂuid conﬁguration, the method for driving the implosion, the imposed perturbations, and the 
mesh resolutions used in the simulations in Section 2. We review the capabilities and algorithmic features of the four 
codes in Section 3. We compare the results of the simulations, including a variety of diagnostics of mixing and instability 
growth, in Section 4. We conclude, in Section 5, with a discussion of requirements for simulating perturbed interfaces in 
radially-converging ﬂows.
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Initial conditions.
Fluid Density (g/cm2) Speciﬁc internal energy (ergs/gm) Cv
R1 0.05 3.0 2.0
R2 1.00 0.15 0.1
R3 0.10 150 100.0
Fig. 1. Conditions imposed in the boundary region as a function of time.
2. Simulating implosions
In this section, we describe our initial conﬁguration, which is the same for all codes. The codes are described in Section 3.
2.1. Initial ﬂuid conﬁguration
The simulations are performed in 2D geometry, and are conﬁgured to represent either an imploding cylinder or sphere, 
depending on whether the simulations were performed on an XY or polar coordinate grid for a cylinder, or an r–z or 2D 
spherical grid for an imploding sphere. The extent of the computational domain is 15 cm from the origin. The center of 
the simulation to R = 10 cm is initialized as a low-density, low-pressure region. Outside this inner region, from R = 10 cm
to R = 12 cm, is a dense shell with material at the same pressure as the inner region. The implosion is driven by a 
high-pressure outer material initially located from R = 12 to R = 15 cm with a density twice that of the inner region. These 
conditions are summarized in Table 1. All simulations used a gamma-law equation of state with γ = 5/3.
Because the PPM code uses a moving grid (see Section 3.4) instead of an adaptive mesh reﬁnement (AMR) scheme, the 
speciﬁc internal energy and density as well as the radial velocity are enforced in a “moving boundary region” so that the 
same boundary condition is enforced in across all codes. The radius beyond which the boundary conditions are enforced 
changes as a function of time, as described below. The presence of this boundary region ensures that the driving pressure 
is uniform across codes and grid geometries.
2.2. Driving the implosion—boundary conditions
The density in the boundary region is held constant at the initial value of 0.1 gcm−3. The energy is held constant at 
150 ergs for the ﬁrst 0.5 seconds, then drops linearly to 1.5 ergs (the initial energy in the inner regions) by t = 3.0 seconds. 
The thermal energy in the boundary region as a function of time is plotted in Fig. 1.
The velocity in the boundary region as a function of time and radius is given by
Vbd(r, t) = −Roubd
(
r/Rbd(t)
)
(1)
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legend, the reader is referred to the web version of this article.)
where Ro is the initial radius of the boundary, Rbd is the boundary position as a function of time, ubd is a constant, r is the 
radial coordinate, and t is the time. The velocity at three different radii for purposes of illustration is shown in the lower 
panel of Fig. 1.
The radius beyond which these boundary conditions are enforced as a function of time is given by
Rbd(t) = Ro(1− ubdt) (2)
where ubd is chosen to be a constant equal to 0.2 s−1.
This is plotted in addition to the 1D trajectory of the dense shell in Fig. 2 and Fig. 3 for the cylindrical and spherical 
cases, respectively. The boundary region moves inward with time, but never crosses into the dense shell, the computational 
domain of interest.
2.3. Interface perturbation
Simulations for the cylindrical conﬁguration were performed with four sets of initial perturbations: one in which no 
perturbations were deliberately introduced (though perturbations arising from the grid were present for codes employing 
a Cartesian coordinate system), two single-mode perturbations, and a multi-mode perturbation. In the spherical case, two 
single-mode perturbation calculations were performed. The boundary between the dense shell and the inner ﬂuid was 
perturbed according to:
P (θ) = A ∗ cos(m ∗ θ) (3)
where θ is the angle, A is the amplitude (here chosen to be 0.125 cm, or 1% of the wavelength of the longest-wavelength 
perturbation) and m is the mode number. We investigated a single high-mode order perturbation and a low-mode pertur-
bation in both spherical and cylindrical calculations.
For the case of the cylindrical implosions, modes were chosen such that they were odd and prime, so the ﬁnal simulation 
would not have a simple axis of symmetry. We chose m = 5 for our low-mode perturbation and m = 47 for our high-mode 
perturbation.
We also initialized one set of cylindrical calculations with a multiple mode perturbation, where modes from m = 3 to 
m = 33 were added together. The boundary perturbation was calculated according to:
P (θ) =
∑
Am ∗ cos
(
m ∗ (θ + αm)
)
(4)
where the sum is taken over modes from m = 3 to 33, Am is the individual mode amplitude, and αm is the mode offset. 
Offsets were chosen randomly, and the individual amplitudes of the perturbations were scaled such that higher-wavelength 
modes had individual amplitudes that were smaller than the individual amplitudes of the lower-wavelength modes.
For the case of the spherical implosion calculated on a 2D Cartesian or spherical grid, a maximum of 180 degrees of 
the sphere can be modeled. For these cases we chose even mode numbers for the perturbations similar to those chosen 
for the cylindrical case above. The low-mode perturbation was perturbed with m = 6 and the high-mode perturbation was 
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RAGE calculation) is shown in gray, and the position of the boundary region is shown as a dotted blue line. (For interpretation of the references to color in 
this ﬁgure legend, the reader is referred to the web version of this article.)
perturbed with m = 48. Since these calculations were performed to study the amplitude at which the imposed perturbation 
was no longer visible, we did not perform multi-mode calculations for the spherical implosion problem.
2.4. Resolution
Modeling a truly unperturbed interface in a convergent geometry requires the use of a spherical- or polar-coordinate 
grid. Mapping a spherical or cylindrical problem to a Cartesian grid will introduce small perturbations as the curved inter-
face must be composed of squares cells. The amplitudes and spectrum of these perturbations are proportional to the grid 
resolution. Increasing the resolution of the simulation reduces the amplitude and shifts the spectrum of these perturba-
tions towards higher mode numbers but does not eliminate the perturbations; as the simulation progresses, these small 
perturbations will grow and merge through mode competition.
If we were only interested in simulating the behavior of a perfectly unperturbed interface, a one-dimensional (1D) code 
would be adequate to the task. Real-life problems, however, nearly always present some degree of perturbation.
To capture these perturbations, it is important to ensure that the resolution is high enough that perturbations arising 
from the grid do not dominate the imposed perturbations. Simulations in the 2D cylindrical implosion case were resolved 
with 4096 ×4096 effective resolution. In the Cartesian AMR codes, a base grid of 1024 with 2 additional levels of reﬁnement 
was chosen; in the case of the polar coordinate simulation, a comparable resolution was employed.
Simulations in the 2D spherical implosion problem were resolved with 2048 ×4096 effective resolution, with a base grid 
of 256 × 512 and 3 additional levels of reﬁnement employed in the Cartesian AMR codes.
3. Codes
All codes are compressible and Eulerian, and all use some version of a higher-order Godunov scheme to advance the 
hydrodynamic equations, though details of the implementation, the limiters employed, and the formal order vary from code 
to code. The FLASH code has implemented a 2D polar coordinate computation mode, which we exploit to produce reference 
polar coordinate simulations. We compare results from FLASH with Cartesian grid codes that use different methods for 
following the unstable multi-ﬂuid interface on the grid. Mesh reﬁnement in RAGE, FLASH and CASTRO was triggered 
when the ratio of the second derivative to the ﬁrst derivative of density or velocity was above a certain threshold value. 
This discriminator is dimensionless and bounded, and is used in a variety of Eulerian adaptive mesh reﬁnement codes. In
RAGE the AMR operates on a cell-by-cell basis; in FLASH and CASTRO groups of cells are ﬂagged for reﬁnement.
3.1. FLASH
FLASH is a publicly available, compressible, Eulerian AMR code. It is a modular code, which is to say, the equation of 
state, number and characteristics of advected ﬂuids, mesh geometry, and a number of available physics packages can be 
conﬁgured by the user at compile time. It can employ either PARAMESH or CHOMBO to handle block-structured adaptive 
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cylindrical interface is still smooth for the unperturbed calculations in all codes at this point in time. The high-mode perturbation is the only one at this 
point to experience signiﬁcant grown, and simulations across codes appear very similar, with only slight variation in the shape of the dense “ﬁngers.”
mesh reﬁnement. It can solve the compressible Euler equations using a dimensionally-split PPM scheme, or unsplit WENO 
or PPM schemes. FLASH can be compiled to solve these equations on a one-, two-, or three-dimensional grid using polar, 
spherical, or Cartesian coordinates. For these simulations, FLASH was compiled to use a split PPM advection scheme, and 
to use PARAMESH for adaptive mesh reﬁnement.
FLASH uses PPM-based contact discontinuity steepening to capture shocks. The FLASH code does not explicitly track 
interfaces between the ﬂuids, so that a small amount of numerical mixing can be expected during the course of the calcu-
lation [10].
3.2. CASTRO
CASTRO [7], like FLASH, is a publicly available, modular, compressible, Eulerian AMR code. It uses an unsplit, higher-
order Godunov method with characteristic tracing and full corner coupling to compute time-centered edge states to advance 
the compressible Euler equations. The ﬂuxes of the primitive variables (for CASTRO, these are density, velocity, pressure,en-
ergy density, and mass fractions of individual species) are computed using an approximate Riemann solver. The mass 
fractions are subject to a normalization constraint. The constructions of limited piecewise parabolic proﬁles of each primitive 
variable (including abundances) are performed separately for each coordinate direction, using a slope limiting procedure that 
does not reduce the order of the reconstruction at smooth local extrema. This updated PPM algorithm [13] is insensitive to 
asymmetries arising from roundoff error. Slopes near shocks are further limited using a ﬂattening coeﬃcient that effectively 
reduces the Godunov scheme to ﬁrst-order near strong shocks, which is identical to the approach taken in FLASH. CASTRO 
employs a small quadratic artiﬁcial viscosity to add additional dissipation at strong compressions. This dissipative term is 
proportional to the divergence of the velocity ﬁeld. CASTRO’s adaptive mesh reﬁnement consists of a nested hierarchy of 
logically rectangular grids with simultaneous reﬁnement in both space and time.
In 1D CASTRO can be compiled to solve the Euler equations in a spherical or Cartesian coordinate system; in 2D, on a 
Cartesian r–z or x–y coordinate system, and in 3D, in a Cartesian coordinate system. It employs a modular equation of state 
and has many available physics packages. The simulations performed for this paper used only the hydrodynamics physics 
package.
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RAGE (bottom row). The inner cylindrical interface is preserved for the FLASH simulation (which uses a cylindrical mesh), but small perturbations seeded 
by the Cartesian grid have grown in the PPM and RAGE calculations, as expected. The simulations for which perturbations were imposed appear similar 
between codes overall, with differences for a particular perturbation varying more greatly between Cartesian codes (PPM and RAGE) than between the 
Cartesian codes and the simulations performed on a cylindrical mesh (FLASH).
3.3. RAGE
RAGE [6] is a compressible Eulerian AMR code that can be used to simulate one-, two-, or three-dimensional prob-
lems. It solves the compressible Euler equations using a dimensionally-split integrator that includes an iterative, HLL-like 
approximate Riemann solver [14] and multiple slope-limiting options. RAGE employs a tensor artiﬁcial viscosity. RAGE, like
CASTRO and FLASH, is a multi-ﬂuid code. RAGE employs pressure–temperature–velocity equilibrium in cells that contain 
multiple materials and offers a variety of interface treatments, most notably an interface preserver [15] and a volume-of-
ﬂuids [16] algorithm. For the results presented here, the RAGE interface preserver algorithm was utilized.
3.4. PPM
The version of PPM employed in these simulations uses the piecewise parabolic method (PPM) [17,18], a higher-order 
extension of Godunov’s method, to construct interface values between grid cells, and adds a multiﬂuid piecewise parabolic 
Boltzmann (PPB) advection scheme. The compressible Euler equations are evolved using a directionally split procedure. The 
version of the PPM scheme that is used in the present code is described in the paper by Woodward [19]. It makes explicit 
attempts to interpolate characteristic and normal variables in a consistent fashion and not to apply monotonicity constraints 
when these are not appropriate. A contact discontinuity detection and steepening scheme is included in the method, but 
this is turned off in the computations shown here, since its function is more accurately carried out by the PPB multiﬂuid 
advection scheme. PPM offers only 2-D and 3-D Cartesian grid capabilities, but these uniform Cartesian grids can move in 
order to follow the general radial convergence of the ﬂow studied here.
In PPM, the multiple ﬂuids that may exist in a grid cell are assumed to always have the same pressure and temperature. 
Along with the gamma-law equation of state, this means that the ratio of the two ﬂuids densities in any given cell is a 
constant that reﬂects the ratio of their mean molecular weights. This gives a considerable simpliﬁcation to the multiﬂuid 
hydrodynamics scheme. It also permits interpolation of a density variable for a particular ﬂuid that can be continuous and 
well-behaved across a multiﬂuid interface. The fractional volume of the dense shell ﬂuid is speciﬁcally tracked in the PPM 
code. In each cell the 10 lowest order moments of this variable are speciﬁed, and separate partial differential equations, 
with the form of conservation laws, for each of these moments are explicitly updated by the PPB advection scheme. This 
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row), PPM (middle row) and RAGE (bottom row). The extent of growth of the high-mode instability is similar across simulations performed with different 
codes, but the shape of the head of the instability varies.
advection scheme has evolved from the original van Leer Scheme VI [20] for unconstrained 1-D advection using parabolas 
for interpolation of the internal structure of grid cells. This scheme was extended to 2-D in the early 1980s [21], and a 
constraint added. The present PPB scheme used in our PPM code [21,22] has been extended to 3D and specialized to update 
only the 10, rather than 27, low-order moments.
The constraints applied in our version of PPB restrict the fractional volume to the range between 0 and 1 but do not 
apply any other constraints. A choice between two different constraint methods for the interpolation parabola is made that 
recognizes that when a neighboring cell has its average fractional volume value either 0 or 1, then the value of this variable 
at the edge of the cell that touches this neighbor should also be 0 or 1, respectively. This enables the PPB scheme to 
represent sharp interfaces between ﬂuids as very thin, but the representation can never be thinner than a single cell width, 
because a non-vanishing fractional volume average implies non-vanishing fractional volumes at all points within a cell, 
except possibly at the edges. The idea is to represent multiﬂuid interfaces as nearly continuous transitions in the fractional 
volume variable, but to use the extra information and formal accuracy of the PPB scheme to enable this transition to stay 
comparable to one grid cell in thickness when that is appropriate. There is a necessary trade-off between the thinness of the 
numerical representation of the transition and the amplitude of small changes in this representation with the phase with 
respect to the grid cell center. Such small changes can be ampliﬁed by a physical instability mechanism, but the unstable 
modes they introduce are always small in initial amplitude and high in frequency.
The code employs a moving mesh that moves inward at a rate slightly lower than the rate at which the dense shell 
moves inward. The exterior boundary conditions are thus enforced in a constant part of the grid. The other codes have 
reproduced the salient features of this moving mesh (i.e. the moving boundary condition) by changing the region in which 
the boundary conditions are enforced. This boundary is described by Eq. (1). PPM does not employ AMR, so the moving grid 
allows computational power to be used eﬃciently as the region of interest shrinks.
4. Results
The codes compared in this paper have different geometric capabilities. RAGE and FLASH can be conﬁgured to perform 
2D cylindrical and spherical calculations; CASTRO could only be used to perform 2D calculations in spherical geometry, not 
cylindrical geometry, at the time the calculations were performed and PPM can be used in 2D to perform cylindrical calcu-
lations but not spherical calculations. All codes can perform calculations in 3D Cartesian coordinates. Since this study was 
162 C.C. Joggerst et al. / Journal of Computational Physics 275 (2014) 154–173Fig. 7. Detailed snapshots of ﬂuid density in the cylindrical calculations at 2.5 seconds, near maximum compression, for FLASH (top row), PPM (middle row) 
and RAGE (bottom row). The overall extent of ﬂuid growth appears similar across simulations performed with different codes, but the PPM simulations show 
more mixing (represented by yellow regions) and secondary instability growth tilted toward higher modes than the RAGE simulations. (For interpretation 
of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
primarily intended to assess the potential pitfalls and advantages of performing calculations similar to the ones presented 
in this paper in 3D, we compare codes across both cylindrical and spherical 2D geometries.
4.1. Cylindrical geometry
Fig. 4 shows a series of images of ﬂuid density for the cylindrical geometry simulations at 1.5 seconds of simulation 
time, during the early stages of the growth of the high-mode instability but before the low-mode instability has grown 
substantially. Fig. 5 shows a series of ﬂuid density images at 2.5 seconds of simulation time, near maximum compression 
for all cylindrical geometry simulations. The densities have been scaled to best show the growth of perturbations; the 
late time densities are about 13 times higher than the initial density. The unperturbed case, shown in the ﬁrst column, 
shows the greatest difference between the Cartesian- and cylindrical-mesh simulations. The smooth interface is preserved 
in the cylindrical-mesh FLASH simulation, while instability growth is present in the PPM and RAGE calculations. This is an 
expected effect. Small perturbations arising from the Cartesian grid have grown and merged, resulting in instability growth 
by the point of maximum compression in the simulation.
This RAGE calculation also shows the most obvious numerical artifact of any calculation in this paper. The bottom row 
of images in Fig. 5 show a distinct distortion of the dense shell, most especially in the unperturbed calculation and the 
high-mode calculation. It is not as apparent in the multi-mode or low-mode calculation. This is not a product of choice of 
grid geometry, as the other Cartesian code, PPM shows no such strong effect; it is most likely a result of the combination of 
weak artiﬁcial viscosity and boundary-condition matching in RAGE.
The overall shape and degree of growth of the RT (and RM) instabilities in the perturbed simulations appear very similar 
between the results computed in cylindrical geometry (ﬁrst row) and the Cartesian simulations (bottom two rows). This 
similarity is most easily seen for the high-mode simulations in Fig. 4, and for the low-mode and multi-mode simulations 
in Fig. 5. This implies that for a large-enough amplitude initial perturbation and suﬃcient resolution, the simulation results 
will be the same in both polar and Cartesian code geometries.
Figs. 6 and 7 show details of the instability growth and development at 1.5 and 2.5 seconds, respectively. In Fig. 6, the 
greater initial amplitude relative to wavelength of the high-mode perturbation has ensured that this perturbation has grown 
considerably. The RT “ﬁngers” are well-developed, but the shape of the ends shows variation from code to code, resulting 
from algorithmic differences among the codes. Otherwise identical simulations performed with PPM at different resolutions 
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The top panel shows the unperturbed case, in which the Cartesian codes (RAGE, FLASH, and PPM) show perturbation growth, but the code employing 
polar coordinates (FLASH) does not, as expected. For the low-mode (second panel from top), high-mode (third panel from top) and multiple mode (bottom 
panel) perturbations, agreement between Cartesian codes and the polar-coordinate codes is excellent, implying that choice of grid geometry does not have 
a large effect on the overall amplitude of perturbation growth.
also show changes in ﬁnger shape with resolution, so reﬁnement schemes and resolution may play a role, as well. A similar 
effect has been documented in the paper by Almgren [7] for CASTRO when different limiters and advection schemes are 
employed. By a simulation time of 2.5 seconds, as shown in Fig. 7, the low-mode perturbations have grown considerably, 
and the high-mode perturbations have begun to interact. Differences between the calculations performed by various codes 
are now visible in the apparent mode-order of the secondary instabilities in the low-mode case. The secondary instability 
growth for the low-mode PPM calculations appear to be tilted toward higher mode numbers than those in the analogous
RAGE calculations. More small-scale mixing appears to have occurred in the PPM and FLASH calculations than in the
RAGE calculations, which is likely due to the explicit attempts to limit numerical diffusion in the RAGE code. Though the 
appearance of the outer boundary also differs between codes, it does not appear to inﬂuence the behavior of the inner 
boundary between the dense shell and the light inner ﬂuid, which is the focus of this study.
Fig. 2 shows 1D cylindrical implosion trajectories calculated by RAGE and FLASH. These 1D results provide a trajectory 
against which the bubble and spike amplitudes will be measured. They also allow us to determine the 1D Atwood number 
as a function of time, where the time-dependent 1D Atwood number is found by assuming a constant density in the inner 
region and dense shell, and using the relative position of the inner and outer shell boundaries to determine these densities.
A point of interest in designing ICF capsules as well as assessing supernova dynamics is the degree of growth of the 
RT and RM instabilities. This is most often measured by assessing the heights of the “bubbles” and “spikes” of instability 
growth. Here, we deﬁne the bubble height as the maximum radius where the average concentration of the light ﬂuid is 
greater than 1%, and the spike height as the minimum radius where the average concentration of the dense ﬂuid is greater 
164 C.C. Joggerst et al. / Journal of Computational Physics 275 (2014) 154–173Fig. 9. Snapshots of ﬂuid density in the spherical simulations at 1.5 seconds, before maximum compression, for FLASH (top row), CASTRO (middle row) and
RAGE (bottom row). The high-mode instability is already well-formed at this time. While the shape of the high-mode instability differs slightly between 
codes, as in the cylindrical case, such shape differences are a result of advection scheme differences, rather grid geometry.
than 1%. Fig. 8 shows the positions of the bubble and spike fronts relative to the 1D position of the inner interface for 
all codes as a function of imposed perturbation. The top panel shows the results for the unperturbed case, showing that 
bubble and spike height are essentially zero for the calculation performed on the curvilinear grid, as expected. The bubble 
and spike positions for the Cartesian codes are comparable for the unperturbed case, but they are non-negligible.
For the perturbed cases, however, the bubble and spike trajectories are quite similar, with the differences between 
Cartesian codes being similar to differences between FLASH and the Cartesian codes. Grid geometry seems to have no 
inﬂuence on the bubble and spike amplitudes for these perturbations. All codes have converged to the same mixing-zone 
width in the mode 5 case, where the imposed amplitude was 1% of the perturbation wavelength and 33 times the smallest 
grid cell size. The codes have achieved good agreement in the mode 5 case. Agreement in the mode 47 case is not as good 
as that in the mode 5 case, in part because at higher mode numbers the perturbation wavelength is resolved with fewer 
grid cells. Also, in convergent geometry, interactions between the individual perturbations become important and more 
resolution is generally required. The multi-mode case falls somewhere between the high- and low-mode cases.
4.2. Spherical geometry
2D spherical geometry differs from 2D cylindrical geometry in a signiﬁcant way. In 2D cylindrical geometry, all the 
cells with the same surface area have the same volume—the depth is presumed to be the same. This is not true in 2D 
axisymmetric/spherical geometry. In this geometry, the volume of a cell depends on its x coordinate, as all cells are deﬁned 
to be tori rotated about the y axis. A cell at a small x coordinate (near the y axis) has a smaller volume, and thus comprises 
less ﬂuid, than a cell far from the y axis, at high x coordinate. The volume of a cell is given by
v ≡ 2πxdxdy (5)
where v is the volume, x is the x-coordinate, and dx and dy are the x and y extents of the cell, respectively. This means 
that nearly all axially symmetric codes, in polar or Cartesian coordinates, will show some degree of “ﬂow” along the y axis, 
since there is simply much less volume in that region. This geometry also means that a maximum of 180 degrees can be 
modeled, and that a reﬂecting boundary condition must be imposed on the Y -axis.
Because only 180 degrees of the sphere could be modeled, we imposed even perturbations (m = 6 and m = 48) on 
the inner surface of the dense region so that the simulations would be symmetric across the equator. Fig. 9 shows the 
appearance of the instability after 1.5 seconds of simulation time in all codes and for both perturbations, and Fig. 10 shows 
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and RAGE (bottom row). The growth of higher-mode instabilities in the low-mode perturbation simulations (left panel) differs between the Cartesian 
codes RAGE and CASTRO, with CASTRO calculations showing more dramatic growth of secondary perturbations and a spectrum tilted toward lower mode 
numbers than RAGE.
the appearance of the instability at 2.5 seconds of simulation time. The shape of the instability appears similar between 
codes for both perturbations. Again, the same scaling is applied to both images; late-time densities are about 7 times greater 
than the initial density. A 5 degree cone about the positive and negative y-axis was omitted from the FLASH calculations, 
which is why the dense shell does not extend to the bottom of the plot. The regions were omitted because the small 
volumes at the poles posed diﬃculties for the code. At early times (Fig. 9) the instability in the high-mode perturbation 
has grown signiﬁcantly, though the low-mode perturbation has yet to grow. At later times (Fig. 10) low-mode perturbation 
growth can be compared. Mixing on small scales can be traced by looking at the yellow regions of the plot. It is apparent 
that more mixing on small scales takes place in CASTRO than in RAGE, which is a consequence of algorithmic details rather 
than mesh geometry. On the whole, one cannot tell by looking at the instability which was computed with a Cartesian and 
which with a spherical grid geometry.
Fig. 10 at 2.5 seconds shows more discrepancies between the codes than does Fig. 9. The low-mode perturbation has 
clearly grown at this point, and there is more growth of secondary instabilities along the main perturbation in the Cartesian 
codes than in the spherical-coordinate code. The spectrum of these perturbations appears different between CASTRO and
RAGE. The spectrum of secondary perturbations in the CASTRO simulations, as in the PPM simulations, is tilted toward 
higher mode numbers than is the spectrum in the RAGE simulations. CASTRO also shows more mixing on grid-cell scales. 
Details of the instabilities at 1.5 and 2.5 seconds are shown in Figs. 11 and 12, respectively. As for the high-mode calcula-
tions, the shape of the high-mode ﬁngers is different between codes, as is apparent in Fig. 11 at 1.5 seconds. By 2.5 seconds, 
the high-mode perturbations have begun to interact and the low-mode perturbations have grown signiﬁcantly. The RAGE
code, which employs an interface preservation scheme to limit numerical diffusion, shows less mixing on small scales than 
do simulations from codes with no such scheme. On the whole, however, the bubble and spike amplitudes and appearance 
of the instability appear similar across codes.
Fig. 13 shows the locations of the average bubble and spike positions relative to the 1D trajectory of the inner surface 
of the dense shell (shown in Fig. 3) as a function of time. The upper panel shows the evolution of the low-mode (m = 6) 
perturbation, while the bottom panel shows the evolution of the high-mode (m = 48) perturbation. Both the low- and 
high-mode perturbation simulations agree quite well between codes. Agreement between the codes at late times is not as 
good as the agreement between codes at late times in the cylindrical calculations; this is likely due to numerical artifacts 
originating at the boundary along the Y -axis of the simulation impinging on the rest of the simulation. The ﬂow along the 
Y -axis is visible in all codes (see Figs. 9 and 10) and becomes more prominent as the simulation progresses. The numerical 
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row) and RAGE (bottom row). The extent of growth of the high-mode perturbation is similar across calculations performed with different codes, but the 
shape of the dense “ﬁngers” varies slightly. The FLASH mesh excludes a 5-degree cone around each pole.
artifacts introduced by this boundary are at least partially responsible for the larger variation in bubble-spike amplitude in 
spherical as opposed to cylindrical geometry.
4.3. Minimum resolution and perturbation amplitude
Previous sections showed that all codes converge to a limit solution with regard to the overall height of the instability 
with the exception of the unperturbed case, as expected. We have further investigated the resolution needed to resolve a 
given perturbation amplitude for a given wavelength of perturbation with RAGE and CASTRO. Such a comparison using 
these two codes is especially interesting because, while both employ Godunov-based schemes on a Cartesian grid, RAGE
employs an interface preservation scheme to further reduce numerical dissipation on material boundaries, while CASTRO
makes no such provision.
The minimum amplitude at which a particular perturbation will dominate perturbations introduced by an unaligned grid 
is of interest. One would expect this minimum amplitude to vary with both perturbation wavelength and grid resolution. 
More ﬁnely resolved grids should introduce smaller perturbations, and hence we would expect smaller minimum amplitudes 
on more ﬁnely resolved grids.
We have performed calculations with 1, 2, and 3 reﬁnement levels on a 500 × 1000 base grid for the both the high-
and low-mode perturbations in r–z coordinates with RAGE. We have performed calculations with 3 reﬁnement levels on a 
512 × 1024 base grid for both the high- and low-mode perturbations in r–z coordinates with CASTRO.
For this particular problem, instability growth is characterized by two phases: early, linear growth, and late-time non-
linear development. The early phase is relatively simple, and can be effectively characterized at a very basic level by whether 
or not the imposed perturbation dominates instability growth.
The time at which the linear growth phase is supplanted by a nonlinear phase will depend on both perturbation ampli-
tude and initial perturbation wavelengths.
Fig. 14 shows the normalized number of instabilities observed as a function of resolution and wavelength for the mode 
48 perturbation N f , where N f is deﬁned to be
N f ≡ Nd − Ne (6)Ne
C.C. Joggerst et al. / Journal of Computational Physics 275 (2014) 154–173 167Fig. 12. Detailed snapshots of ﬂuid density at 2.5 seconds, after maximum compression in the spherical simulations, for FLASH (top row), CASTRO (middle 
row) and RAGE (bottom row). RAGE shows less secondary instability growth in the low-mode case than CASTRO, and shows less diffusion of high-density 
material than CASTRO, as well.
where Nd is the number of instability “ﬁngers” seen in the simulation that do not show departures from symmetry and Ne
is the number of instability ﬁngers one would expect based on the imposed perturbation. For a 180 degree r–z simulation 
with an imposed mode 48 perturbation, this number is 24.
Ideally, at early times, a code would show the same number of symmetric instability ﬁngers as were put in the initial 
perturbation. But our codes are not perfect, and even the spherical-coordinate codes don’t have meshes perfectly aligned 
with the perturbed interface. Small, high-mode perturbations will be introduced by any given grid to a perturbed interface. 
Fewer asymmetric “ﬁngers” are observed at lower resolution than higher resolution for a given perturbation amplitude 
because the less-resolved simulations have a higher effective numerical viscosity than the more resolved simulations, which 
serves to damp out small secondary perturbations. Also, the more resolved grids introduce higher-mode-number noise into 
the simulation than less-resolved grids.
In addition, the number of asymmetric ﬁngers is not constant from code to code. Rather, it is governed by algorithmic 
details that differ between codes. RAGE’s interface preserver has the effect of suppressing both diffusion and the growth of 
small perturbations, which can be seen in the number of affected ﬁngers being generally lower, and thus N f tending toward 
zero, than is observed in CASTRO. Assuming a small amount of distortion in less than 10% of the “ﬁngers” is acceptable, 
the highest resolution simulations for both CASTRO and RAGE are suﬃciently resolved at perturbation amplitudes 7 times 
the size of the smallest grid cell, or 2% of the perturbation wavelength.
These secondary ﬁngers are still present in a spherical coordinate grid, since even a spherical grid is not aligned with the 
perturbed interface. This can be seen in Fig. 5, where small additional instabilities for the mode 6 perturbation are visible in 
both the Cartesian and spherical mesh simulations. When the wavelength of the perturbation is suﬃciently long in relation 
to the wavelength of the perturbations arising from the grid, the high-frequency grid perturbations will not be evident in 
the ﬁnal results.
Once the perturbation has grown slightly, it can also be effectively characterized by the bubble and spike amplitudes 
of the instability. At this point in the simulation, relatively little small-scale mixing has taken place; in other words, re-
gions that are composed of roughly equal parts of both heavy and light ﬂuids comprise a (vanishingly) small part of the 
computational domain.
We characterize the differences between simulations with different initial amplitudes and resolutions at the linear 
growth phase in Fig. 15. Bubble-to-spike distances from both CASTRO and RAGE are shown at times corresponding to 
near the end of the linear growth phase. At the highest perturbation amplitudes, it can be seen that the codes are in good 
agreement. For the low-mode case, the codes agree for perturbation amplitudes of 0.125 cm (1% of the wavelength of the 
168 C.C. Joggerst et al. / Journal of Computational Physics 275 (2014) 154–173Fig. 13. Bubble/spike amplitudes (distance from 1D trajectory) for the spherical simulations as a function of time for all codes for low- and high-mode 
perturbations. The codes show good agreement, though RAGE calculations have an upper trajectory slightly interior to that of the other codes, as in the 1D 
case. The choice of grid geometry has a minor impact on the overall amplitude of instability growth for both low- and high-mode perturbations.
initial perturbation) and all resolutions. At perturbation amplitudes below 1%, the growth of perturbations arising from 
the grid dominates the growth of the imposed perturbation; the codes tend to plateau to a bubble-spike amplitude that 
is unique to the code and the simulation time. This plateau amplitude is dependent on the internal details of the code.
CASTRO plateaus higher than RAGE, since the former exhibits a greater degree of numerical diffusion which begins to 
dominate the bubble/spike amplitude. For the high-mode case, the codes agree for perturbation amplitudes about 0.05 cm 
(5% of the wavelength of the initial perturbation). Both codes plateau at lower absolute perturbation amplitudes for the 
low-mode perturbation, since above a certain resolution the amplitude to wavelength ratio determines the degree to which 
the perturbation will grow.
The latter phase of instability development is by comparison more complicated. At this point, the instability has in-
teracted with multiple reverberating shocks. Because the region of interest is converging, the individual “ﬁngers” of the 
instability have drawn closer together and may have begun to interact, depending on the initial wavelength of the per-
turbation. Bubble and spike amplitudes no longer capture the salient details of the calculation. The resolved nature of the 
calculations at late times is perhaps best characterized by parameters that quantify the “mixedness” of the simulation within 
a particular region.
These simulations indicate that bubble/spike amplitudes will converge where the initial perturbation amplitude is at 
least 1.0% of the wavelength (0.125 cm) for low-mode perturbations. For the high-mode case, where the wavelength of 
the perturbation is comprised of a factor of 10 fewer grid cells, bubble-spike amplitudes will converge when the initial 
perturbation amplitude is at least 5% of the perturbation wavelength (0.05 cm). For realistic astrophysical cases, we expect 
perturbations on the order of 5–10% of the wavelength of the perturbation, well above this limit.
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perturbation in 2D r–z coordinates. RAGE results are shown in red and CASTRO results are shown in black. In RAGE, a smaller number of distorted ﬁngers 
is observed at both higher amplitude and higher resolution for amplitudes larger than 0.05, or 5% of the wavelength of the perturbation. The number of 
asymmetric instabilities observed below this threshold is dominated by noise from the grid. (For interpretation of the references to color in this ﬁgure 
legend, the reader is referred to the web version of this article.)
The advection schemes employed by different codes will also affect the resolution and perturbation amplitude at which 
simulations appear converged (if at all) in metrics other than the bubble/spike amplitude. The inﬂuence of these numerical 
schemes is shown in Fig. 16. Fig. 16 shows the total mass of light ﬂuid binned by the mass fraction of light ﬂuid present 
in a given cell for mode 6 (left) and mode 48 (right) simulations at times from the onset of mixing through the end of the 
calculation. The apparent integral looks smaller for RAGE than for CASTRO, especially in the low-mode simulation, since 
much of the mass was unmixed and thus appears as a vertical line at the right of the plot. RAGE shows much less mass in 
the mixed bins nearer the center of the ﬁgure than does CASTRO at nearly all times during the simulation. This is a direct 
result of RAGE’s interface preservation scheme and the fact that it advects individual materials separately, while mass and 
a mass abundance vector are advected in CASTRO. This leads to less numerical diffusion in the former than the latter.
At later times, the interaction of the instabilities with each other and with the multiple shocks in the simulations 
becomes signiﬁcant as a driver of mixing. This is reﬂected in the agreement between the CASTRO and RAGE results for the 
rightmost bins by 2.2 seconds for mode 48 and 2.5 seconds for mode 6; mixing occurs earlier in mode 48 than mode 6, 
because of the greater perturbation amplitude relative to wavelength in the former than in the latter. CASTRO shows a 
large peak in the mass of light ﬂuid present in bins dominated by heavy ﬂuid, which is not as prominent in the RAGE
simulations. This peak especially pronounced at late times in the mode 48 simulation, and is a result of the greater amount 
of numerical diffusion in CASTRO than in RAGE.
Fig. 17 shows two different parametrizations of the “mixedness” of a given simulation at a given time as a function of 
amplitude. The top panels show Qa , which is deﬁned to be
Qa ≡
∑
0.05<Fh<0.95
Mh∑
0.05<Fh<0.95
M
(7)
where Fh is the mass fraction of the cell composed of heavy ﬂuid, Mh is the mass of the heavy ﬂuid, and M is the total 
mass in the cell. This quantity gives an effective abundance of the heavy ﬂuid in regions that are mixed at greater than 5%. 
The bottom panel shows Q v , which is deﬁned to be
Q v ≡
∑
Fh<0.05
V (8)
where V is the volume of a given cell. Q v gives a measure of the volume occupied by unmixed or only very slightly 
contaminated light ﬂuid. A greater degree of convergence would be indicated by the successively higher reﬁnement levels 
being closer to one another.
The quantities shown in Fig. 17 are dependent to a greater or lesser extent on details of how the individual codes handle 
ﬂuid interfaces and advection. CASTRO shows a greater degree of diffusion or mixing on small scales, which can be seen 
directly in Figs. 10 and 12 and in histogram form in Fig. 16. This is apparent in the top panel of Fig. 17, where CASTRO
shows a slightly smaller value for Qa than RAGE in the mode 48 calculations, but a signiﬁcantly smaller value in the mode 
6 calculations, where less self-interaction-driven mixing has taken place and diffusion has played a greater role.
170 C.C. Joggerst et al. / Journal of Computational Physics 275 (2014) 154–173Fig. 15. Bubble-to-spike distance during the linear growth phase for mode 6 (top) and mode 48 (bottom) perturbations in both RAGE (black) and CASTRO
(red). These simulations indicate that bubble/spike amplitudes have converged where the initial perturbation amplitude is at least 1.0% of the wavelength 
(0.125 cm) for low-mode perturbations. For the high-mode case, where the wavelength of the perturbation is resolved by a factor of 10 fewer grid cells, 
bubble-spike amplitudes will converge when the initial perturbation amplitude is at least 5% of the perturbation wavelength (0.05 cm). For perturbation 
amplitudes below these values, the perturbation seen in the simulation is dominated by grid noise and so plateaus to some value for a given code and 
resolution. RAGE results plateau at lower values than do the CASTRO results at perturbation amplitudes low enough that perturbations arising from the 
grid dominate, an effect most likely caused by the lower numerical diffusion in RAGE. (For interpretation of the references to color in this ﬁgure legend, 
the reader is referred to the web version of this article.)
The bottom panels of Fig. 17 show the volume of ﬂuid that is “uncontaminated” below 5%, and is even more sensitive 
to details of ﬂuid advection than the ﬁrst panel. The greater amount of diffusion in CASTRO is apparent here, in a much 
smaller uncontaminated value at all amplitudes for the mode 6 perturbation in RAGE. The mode 48 perturbation shows that 
at low perturbation amplitudes, where the instabilities are dominated by grid noise, RAGE shows a higher unmixed volume 
than CASTRO. The codes converge to a similar value for this metric at high perturbation amplitudes, when the mixing is 
dominated by the instability ﬁngers interacting with one another.
For problems involving (thermonuclear) combustion, such as ICF capsules and supernovae, metrics which quantify the 
mixing at small scales are potentially quite important. The values of quantities like Q v and Qa are insensitive to spatial 
resolution but highly dependent upon differences in multiﬂuid advection algorithms.
5. Conclusion
We have presented 2D results from four different codes comparing the evolution of RT and RM instabilities arising from 
perturbations in cylindrical and spherical implosions. In broad terms, agreement between spherical/cylindrical and Cartesian 
grid geometries is quite good. Perturbation growth is more inﬂuenced by the details of the advection scheme in a particular 
code than by grid geometry. The FLASH code, which employed spherical geometry, gives results which are consistent with 
results from the other Cartesian codes.
C.C. Joggerst et al. / Journal of Computational Physics 275 (2014) 154–173 171Fig. 16. Mass of light ﬂuid binned by concentration for mode 6 (left) and mode 48 (right) simulations at times from the onset of mixing through the end 
of the calculation. CASTRO values are shown in red, while RAGE values are shown in black. RAGE shows much less mass in the mixed bins, those nearer 
the center of the ﬁgure, than does CASTRO at nearly all times during the simulation. Even at late times in simulations with a great deal of self-interaction 
among the ﬁngers of the instability, CASTRO shows a great deal more light ﬂuid mass at lower concentrations. (For interpretation of the references to color 
in this ﬁgure legend, the reader is referred to the web version of this article.)
The bubble and spike amplitudes agree between the simulations performed on Cartesian and spherical coordinate grids, 
in both cylindrical and spherical geometry. For cylindrical geometry, the small differences between Cartesian codes, in terms 
of bubble and spike amplitudes, are larger than the differences between Cartesian and polar-coordinate codes. For spherical 
geometry, the amplitude of perturbation growth is essentially the same between the three codes for both the low- and 
high-mode perturbations (m = 6 and m = 48). The presence or absence of a scheme to limit numerical diffusion, like the 
interface preserver employed by RAGE, impacts metrics of “mixedness” that become important later on in the growth of 
the instability, when instability growth is no longer completely characterized by bubble/spike amplitudes. Comparing the 
positions (relative to the 1D trajectory) of the average bubble and spike positions provides a good measure of overall growth 
rate of a ﬂuid instability. This is the metric that would have the largest effect on supernova dynamics.
We have shown in this paper that for systems that are suﬃciently perturbed, Cartesian meshes produce essentially the 
same results as cylindrical or spherical meshes for a cylindrical or spherical collapse problem, modulo small scale features 
arising from individual code differences. If the results are the same, are there other advantages to using a Cartesian mesh? 
For problems like this, one of the advantages is that the Courant time is uniform across the simulation. On a spherical 
mesh, the smaller cells at the center of the simulation give rise to Courant times that can be prohibitively small. In practice, 
this is avoided by cutting out the center of the simulation or restricting reﬁnement there. Spherical coordinate codes also 
have a preferred center, by their very nature. Cartesian codes have no such preferred center, and of course no restrictive 
172 C.C. Joggerst et al. / Journal of Computational Physics 275 (2014) 154–173Fig. 17. Values for Qa , (see Eq. (7)) and Q v , (see Eq. (8)), and Ep for RAGE (in black) and CASTRO (in red). Q v for the low-mode perturbation is most 
sensitive to numerical diffusion, and shows much higher values for RAGE, which explicitly limits numerical diffusion than CASTRO, which does not. This 
same value is closer between the codes for the high-mode perturbations, in which instability interaction helped further mix the ﬂuid, but neither of these 
quantities will converge between codes as a function of increasing resolution. (For interpretation of the references to color in this ﬁgure legend, the reader 
is referred to the web version of this article.)
Courant limit in the center of the simulation, as all cells are the same size throughout the domain at a particular level of 
resolution (for an AMR code) or a particular time (for a moving mesh code like PPM). Provided the resolution is suﬃciently 
high, Cartesian codes are just as good, and in some respects better, than spherical-coordinate codes for following instability 
growth in a convergent geometry. While an aligned coordinate system is the only way to preserve an unperturbed interface 
in a multidimensional simulation, most real-world scenarios would experience some sort of perturbation. Indeed, it is the 
perturbations and their growth that makes this an interesting, multidimensional problem in the ﬁrst place.
There are problems with taking the results of any 2D investigation of ﬂuid instability growth too seriously. 2D geometries 
experience artiﬁcial drag forces that can slow the growth of instabilities [23,24]. The artiﬁcial drag forces will be different 
between 2D cylindrical and 2D axisymmetric calculations, as well. To that end, these simulations should not be taken 
as realistic representations of the growth rate of instabilities in an implosion geometry. 3D calculations are necessary to 
accurately determine the growth rate. The calculations presented herein serve to validate our proposed method of modeling 
these instabilities.
These simulations lay the groundwork for planned three-dimensional simulations of full-sphere implosions in Cartesian 
coordinates. By showing that for some amplitude of perturbation, results given by Cartesian and curvilinear coordinate grids 
are the same we have gained conﬁdence in the accuracy of our 3D results. We have shown the minimum amplitude at which 
imposed perturbations swamp perturbations arising from the grid for convergent problems performed on a Cartesian grid. 
The minimum amplitude of perturbation for which convergent-geometry results obtained on Cartesian grids will be valid 
is expected to be signiﬁcantly smaller than perturbations present in astrophysically relevant problems, such as supernova 
collapse. There the important perturbations arise from convective processes both prior to and during the explosion, and 
these are expected to be on the order of 10% of the wavelength of the perturbation [25,26].
The similarity of calculations performed on Cartesian meshes to those performed on polar meshes gives us conﬁdence in 
extending these calculations to 3D. Issues that arose in 2D simulations—for example, the ﬂow along axes, or a distortion in 
the reﬂected shock at the origin arising in part from ﬂow along the y-axis—would not be present in 3D. The artiﬁcial drag 
forces present in 2D would also be absent.
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