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NOVIKOV FUNDAMENTAL GROUP
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Abstract. Given a 1-cohomology class u on a closed manifold M , we
define a Novikov fundamental group associated to u, generalizing the
usual fundamental group in the same spirit as Novikov homology gen-
eralizes Morse homology to the case of non exact 1-forms.
As an application, lower bounds for the minimal number of index
1 and 2 critical points of Morse closed 1-forms are obtained, that are
different in nature from those derived from the Novikov homology.
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1. Introduction and main results
Consider a smooth and closed manifold M , and a closed 1-form α in a
non trivial cohomology class u ∈ H1(M,R).
By analogy with the exact case, a point p in M is called critical for α if
αp = 0. Such a critical point p is said to be non degenerate, or Morse, if
it is non degenerate as the critical point of a local primitive fα of α in a
neighborhood of p. The 1-form α itself is said to be Morse if all its critical
points are non degenerate.
The Novikov theory relates the critical points of (Morse) 1-forms α in the
cohomology class u and the “topology” of the pair (M,u).
The case u = 0 is addressed by the Morse theory, which exhibits a tight
relation between the topology of M and the critical points of a Morse func-
tion on it ; in particular, Morse functions have to have enough critical
points to generate both H∗(M) (the classical Morse inequality) and π1(M)
([Sharko1993, Theorem 7.10, p. 172]).
Another extreme case is when M fibers over the circle M
π
−→ S1 and
α = π∗(dθ) : α obviously has no critical point in this case, regardless of the
actual topology of M . Notice that the converse is also true : if there is a
1-form without critical points in u, then it comes from a fibration over the
circle [Tischler1970].
The celebrated Novikov homology [Novikov1981] offers some algebraic
measurement of the complexity of the topology of M “with respect to u”
or of the pair (M,u), and the Novikov inequalities [Novikov1981] as well
as further numerical invariants developed in the same spirit [Farber2004],
[Pajitnov2006] give lower bounds for the number of critical points of Morse
1-forms in the cohomology class u. As consequence, Novikov proved the
existence of periodic solution in Kirchhoff problem [DNF1984, Theorem 1,
Appendix 1, p. 386]. Novikov homology also enters in theory of symplectic
fixed points on compact symplectic manifolds [LO1995] or Lagrangian inter-
sections/embeddings problems ([Sikorav1986, Damian2009, Gadbled2009]).
The object of this paper is to give a Novikov theoretic version of the fun-
damental group, that plays in Novikov theory the role the usual fundamental
group plays in Morse theory.
More precisely, we fix a non trivial cohomology class u ∈ H1(M,R), and
consider an integration cover M˜ associated to u.
Remark 1. Throughout this paper, all the integration covers will always be
supposed to be connected.
The usual choices of covering spaces are either the minimal integration
cover, or the universal cover, but any intermediate cover could be used :
each choice defines a different version of the invariant.
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The situation is similar to Novikov homology, which was originally de-
fined using the minimal integration cover [Novikov1981] but was later ex-
tended to the universal cover (and in fact any intermediate cover) by Sikorav
[Sikorav1987].
We denote by u˜ : π1(M) → R the composition of the Hurewicz homo-
morphism π1(M) → H1(M,Z) with the evaluation map u : H1(M,Z)→ R.
Since π1(M˜) ⊂ ker u˜, the homomorphism u˜ descends to a homomorphism
also denoted by u : D = π1(M)/π1(M˜) → R. Note that D is the deck
transformation group of M˜ .
Then to u and each choice of integration cover M˜ is associated a group
π1(M˜, u) endowed with an action of D, such that the following holds :
Theorem 1.1. (1) For every choice of a closed 1-form α in the class u
and a primitive fα of α, there is a group π1(fα) that is isomorphic
to π1(M˜, u),
(2) there is a suitable notion of generators and relations “up to deck
transformations and a completion” for which π1(M˜, u) is finitely pre-
sented,
(3) if α is Morse, then the minimal number of generators (up to deck
transformations and a completion) of π1(M˜, u) is a lower bound for
the number of index 1 critical points of α,
(4) similarly, if α is Morse, then the minimal number of relations (up
to deck transformations and a completion) in π1(M˜, u) is a lower
bound for the number of index 2 critical points of α.
Remark 2. This definition does not use any extra choice of a base point.
This is because in the non exact case (i.e. u 6= 0), which is the case we are
interested in, there is a canonical choice of a base point, which essentially
consists in putting it “at −∞”.
In the exact case however, the primitives of u are all bounded and this
choice does not make sense anymore.
Using other conventions about the base point to get a more uniform def-
inition is possible but restrictive : the usual notion of base point could be
used, but breaks the action of the deck transformations which is an essential
feature of the resulting group, or it could be replaced by a more subtle no-
tion of base point (like properly embedded and shift invariant lines R→ M˜)
but this requires u to be integral.
Since we are only interested in the non exact case, we will stick to it and
use the canonical choice of base point coming with it throughout this paper.
To express the functoriality properties of the construction, consider the
Novikov fundamental group as associated to objects of the form (M˜
π
−→
M,u), where M˜ is a connected covering space of a closed smooth manifold
M and u is a non trivial cohomology class in H1(M,R) satisfying π∗(u) = 0.
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A morphism between two such objects (M˜i
πi−→Mi, ui), i = 1, 2, is then a
smooth covering map
M˜1
ϕ˜
//

M˜2

M1
ϕ
// M2
such that
u1 = ϕ
∗(u2).
Theorem 1.2. The Novikov fundamental group is functorial, i.e.
(1) to an arrow (M˜1 → M1, u1)
ϕ
−→ (M˜2 → M2, u2) as above is asso-
ciated a group homomorphism ϕ∗ : π1(M˜1, u1) → π1(M˜2, u2) which
commutes with the corresponding deck transformations,
(2) if (M˜2 → M2, u2)
φ
−→ (M˜3 → M3, u3) is another morphism, then
[φ ◦ ϕ]∗ = φ∗ ◦ ϕ∗.
Notice that if (M˜2 → M2, u2) is given, and M1
ϕ
−→ M2 is a map from a
smooth closed manifold M1 to M2, then ϕ
∗(M˜2) is an integration cover of
ϕ∗(u2), but it does not need to be connected (nor needs ϕ
∗(u2) to be non
trivial). However, we have the following proposition :
Proposition 1.3. In the situation above, each connected component ϕ∗(M˜2)0
of ϕ∗(M˜2) is an integration cover for ϕ
∗(u2). Whenever ϕ
∗(u2) 6= 0, the
group π1(ϕ
∗(M˜2)0, ϕ
∗u2) does not depend on the choice of connected com-
ponent and ϕ induces a group morphism
π1(ϕ
∗(M˜2)0, ϕ
∗u2)
ϕ∗
−→ π1(M˜2, u2).
Another feature of this Novikov fundamental group is that it supports a
Hurewicz morphism :
Theorem 1.4. Suppose that M˜ is the minimal integration cover.
Then there is a surjective homomorphism
h : π1(M˜, u)→ HN1(M,u;Z).
whose kernel is a suitable abelianization π1(M˜, u)
ab
that takes the completion
process into account (see section 4).
Moreover, the following example shows that this invariant is non triv-
ial, and different in nature from the invariants derived from the Novikov
homology :
Theorem 1.5. Let S be the Poincare´ homology sphere and M = Tn♯(S ×
Sn−3) be the connected sum of a torus and the product of S with a sphere.
On M , consider the class u = π∗(dθ1) where π is the projection M
π1−→ S1
to the first coordinate θ1 on the torus.
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Then the Novikov homology associated to the minimal integration cover of
u vanishes in degrees 1 and 2, but the associated Novikov fundamental group
π1(M˜, u) is non trivial. Its minimal number of generators and relations up
to deck transformations and completion are 2 and 2.
In particular, any Morse 1-form α in the class u necessarily has at least
2 index 1 and 2 index 2 critical points.
Remark 3. The Poincare´ sphere does not play a crucial role here except for
the explicit bounds 2 and 2 : S × Sn−3 could be replaced by any closed n-
manifold X, n ≥ 4, such that H1(M,Z) = H2(M,Z) = 0, and the Novikov
fundamental group would remain non trivial, while the Novikov homology
would still vanish.
Notice that the Novikov homology HN∗(M,u;π1(M)) associated to the
universal cover of M (i.e. when D = π1(M)) contains much more infor-
mation about the fundamental group than that associated to the minimal
integration cover. In particular, HN1(M,u;π1(M)) 6= 0 in this example.
However, the second Novikov homology group HN2(M,u;π1(M)) still van-
ishes, so it does not give any constrain on the number of index 2 critical
points (while the Novikov fundamental group does).
Remark 4. A nice observation (see beginning of section 5.3.2) pointed to us
by A. Pajitnov allows to produce index 2 critical points out the comparison of
the Novikov homologies associated to the universal and the minimal covers,
even though HN2(M,u) = HN2(M,u;π1(M)) = 0.
However, a similar example (Tn♯RPn, see section 5.3.2) shows that the
estimates derived from the Novikov fundamental group are also essentially
different from those obtained in this way.
The construction of the Novikov fundamental group in this paper is a
natural adaptation to the homotopy setting of the interpretation of the
Novikov complex (and the Novikov Homology itself as well in many cases,
see [Sikorav1987] and [Usher2008]) as the projective limit of chain complexes
relative to sublevels.
A very similar definition appears for higher homotopy groups in [FGS2010],
but the fundamental group is not discussed, nor a fortiori the number of gen-
erators and relations and their relation to critical points of Morse 1-forms
in the class α.
In [Latour1994], Latour defines several spaces that are interesting to com-
pare to the present construction. First, he considers ([Latour1994, 5.7, p.
184]) the group πLatour1 (u) of loops that can be “slid to −∞” in the min-
imal integration cover. Despite similar notations, this group is somewhat
orthogonal to our construction since such loops are automatically trivial in
our construction. The closest notion considered by Latour is the π0 of the
space of “paths going to −∞”. The Novikov fundamental group we define
here can be thought of as a Novikov completion of the group generated by
this space.
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The paper is organized as follows : the first section is this introduction,
the second section is devoted to the construction of the Novikov fundamental
group and the definition of a suitable notion of generators and relations, the
third to the Morse interpretation of it and the proof of Theorem 1.1, the
fourth to the discussion of a Novikov version of the Hurewicz morphism, and
finally the last one to the discussion of an example and the proof theorem
1.5.
2. Novikov fundamental group
2.1. Projective limit with respect to sublevels. Let M be a closed
smooth manifold, u ∈ H1(M,R) a non trivial cohomology class, and α ∈ u
a closed 1-form in the class u.
Let p : M˜ → M be an integration cover of u (see Remark 1) and D =
π1(M)/π1(M˜) the associated deck transformation group.
Notice that for the minimal integration cover, we have π1(M˜) = ker u,
and D = Zk, where k is the irrationality degree of u. In particular, k = 1 if
u is integral, i.e. if u ∈ H1(M,Z).
The 1-form p∗(α) on M˜ is exact, and we pick a primitive fα : M˜ → R.
For h ∈ R, we let
M˜
≤h
= {p ∈ M˜, fα(p) ≤ h}
⌊M˜⌋h = M˜/M˜
≤h
= M˜/ ∼
where ∼ collapses M˜
≤h
to a point : p ∼ q ⇔ fα(p) ≤ h and fα(q) ≤ h. This
space comes with a natural base point ⋆h, given by the collapsed sublevel
M˜
≤h
.
We now consider the family of groups :
⌊π1(fα)⌋h = π1(⌊M˜⌋h, ⋆h).
Inclusions of sublevels induce natural maps for any h, h′ ∈ R with h < h′ :
⌊π1(fα)⌋h
ζh
′
h−−→ ⌊π1(fα)⌋h′
Moreover, these maps are compatible with successive inclusions : if h, h′, h′′ ∈
R are such that h < h′ < h′′, then the following diagram is commutative :
⌊π1(fα)⌋h
ζh
′
h //
ζh
′′
h
11⌊π1(fα)⌋h′
ζh
′′
h′ // ⌊π1(fα)⌋h′′ .
As a consequence the projective limit when h goes to −∞ is well defined :
Definition 2.1. Define the Novikov fundamental group associated to α as
the projective limit
π1(fα) = lim←−
h
⌊π1(fα)⌋h.
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As a projective limit, this group comes with maps ζh∞ to the “zipped”
groups :
π1(fα)
ζh∞−−→ ⌊π1(fα)⌋h.
and each element g has a minimal height, hfα(g), with respect to fα, defined
as
hfα(g) = inf{h ∈ R, g ∈ ker ζ
h
∞}.
Remark 5. The fact that an element g appears to be trivial above a level a0
(i.e. ζa∞(g) = 1) does not mean in general that for levels a < a0, g can be
represented in ⌊π1(fα)⌋a by a loop that stays below level a0.
For instance, if γ and γ′ are two paths running from and to −∞, such
that for some levels a− < a0 < a+, we have
• γ 6= 1 in ⌊π1(fα)⌋a+
• γ′ = 1 in ⌊π1(fα)⌋a0 but γ
′ 6= 1 in ⌊π1(fα)⌋a− ,
then the element g defined by γγ′γ−1 is trivial in ⌊π1(fα)⌋a0 , but representing
its homotopy class in ⌊M˜⌋a− may require a path going above level a+ (see
the middle picture in Figure 1).
Figure 1. An element in π1(M˜, u) whose deeper and
deeper representatives do not eventually become constant
above a given level
In particular, if a path R
γ
−→ M˜ such that limt→±∞ fα(γ(t)) = −∞ clearly
defines an element in π1(M˜, u), not all the elements can be described in this
way.
Moreover, among such paths, some are better than the others, in that
they do not go down and up too badly :
Definition 2.2. An element g in π1(fα) will be said to be clean if it can be
defined by a path R
γ
−→ M˜ with limt→±∞ fα(γ(t)) = −∞ whose “wells have
bounded depth”, i.e. ∃K > 0,∀(t1, t2) ∈ R
2,∀h ∈ R
fα(γ(t1)) = fα(γ(t2)) = h⇒ ∀t ∈ [t1, t2], fα(t) ≥ h−K.
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2.2. Invariance.
Theorem 2.3. The group π1(fα) does not depend on the choice of the 1-
form α nor of the primitive fα.
More precisely, if α and β are two forms in the same cohomology class
u ∈ H1(M,R), fα and fβ two primitives of α and β on M˜ , then there is a
canonical isomorphism
π1(fα)
∼
−→ π1(fβ).
Definition 2.4. The identification of all these groups via these canonical
isomorphism defines a group π1(M˜, u) which we call the Novikov fundamen-
tal group associated to u (and the integration cover M˜).
Remark 6. The proof of the invariance will in fact give a little more : the
group itself is invariant, but it also comes with a preferred collection of
projective systems defining it.
The argument below based on reciprocal inclusions of sublevels associated
to different forms in the class u will be reused several times and will be
referred to as the invariance argument in the sequel, and we will say that
projective systems satisfying the relation (2.1) for some constant K are
“essentially equivalent”.
Proof. Since α − β is exact on M , there is a function f on M such that
fβ = fα + f ◦ π, where π : M˜ → M is the projection. Since M is compact,
f is bounded and there is a constant K such that
∀p ∈ M˜, fα(p)−K ≤ fβ(p) ≤ fα(p) +K.
As a consequence, for all h ∈ R, we have the following inclusions of
sublevels
M˜
fα≤h−K
⊂ M˜
fβ≤h
⊂ M˜
fα≤h+K
which induce morphisms among relative fundamental groups, and make the
following diagram commutative :
(2.1) . . . // ⌊π1(fα)⌋h−K
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
// ⌊π1(fα)⌋h+K
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑
// . . .
. . . //
99ssssssssssss ⌊π1(fβ)⌋h
77♦♦♦♦♦♦♦♦♦♦♦
// . . .
which in turn induce an isomorphism on the projective limit of the funda-
mental groups. 
2.3. Deck transformations. For any x ∈ M˜ and any τ ∈ D we have
fα(τ ◦ x) = fα(x) + u(τ),
so that deck transformations send sublevels to sublevels :
τ · M˜
≤h
= M˜
≤h+u(τ)
.
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Hence τ also acts on π1(fα). As a consequence, for all h ∈ R, we have an
isomorphism
⌊π1(fα)⌋h
τ
−→ ⌊π1(fα)⌋h+u(τ).
This induces an isomorphism on the projective limit
π1(fα)
τ
−→ π1(fα)
which finally defines an action of D on π1(fα).
2.4. Functoriality of the Novikov fundamental group. Here we prove
theorem 1.2.
We start with an arrow (M˜1 → M1, u1)
ϕ
−→ (M˜2 → M2, u2) i.e. with a
commutative diagram
M˜1
π1

ϕ˜
// M˜2
π2

M1
ϕ
// M2
such that ϕ∗(u2) = u1.
Consider a 1-form α2 in the class u2 and a primitive f2 of π
∗
2α2 on M˜2.
Then f1 = ϕ˜
∗f2 satisfies
df1 = d(ϕ˜
∗f2) = ϕ˜
∗df2 = ϕ˜
∗π∗2α2 = π
∗
1ϕ
∗α2,
and hence is a primitive of π∗1α1, where α1 = ϕ
∗α2 is a one form in the coho-
mology class u1. Moreover, the sublevels associated to f1 are the preimages
of those associated to f2. In particular,
ϕ˜({f1 ≤ h}) ⊂ {f2 ≤ h},
and ϕ induces a homomorphism
⌊ϕ∗⌋h : ⌊π1(f1)⌋h → ⌊π1(f2)⌋h.
The collection (⌊ϕ∗⌋h)h∈R forms an inverse system morphism, and in the
limit, we obtain a group morphism :
(2.2) ϕ∗ : π1(M˜1, u1)→ π1(M˜2, u2).
Expressing the compatibility of ϕ∗ with deck transformations requires
some more discussion of the latter.
Let DM˜i be the deck transformation group of M˜i. Observe that since M˜2
is connected, there a is natural morphism
DM˜1
ϕ⋆
−→ DM˜2 .
Indeed, consider a point p ∈ M˜1 and a loop γ : [0, 1] → M1 based at π(p),
representing a homotopy class g1 ∈ π1(M1). Let γ˜ be the lift of γ at p, and
ϕ˜(γ) the lift of ϕ∗γ at ϕ˜(p). Then γ˜(1) = g · p and ϕ˜(γ˜(1)) = (ϕ˜∗γ)(1),
which means that
(2.3) ϕ˜(g · p) = ϕ∗(g) · ϕ˜(p).
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In particular, if g and g′ in π1(M1), have the same action on M˜1, then ϕ∗(g)
and ϕ∗(g
′) have the same action at least on a point in M˜2, and since M˜2 is
connected, they have the same action on the whole of M˜2.
This means that π1(M˜1)
ϕ∗
−→ π1(M˜2) induces a map DM˜1
ϕ∗
−→ DM˜2 for
which we have :
∀g ∈ DM˜1 , ϕ˜ ◦ g = ϕ∗(g) ◦ ϕ˜.
With this equality we have the following commutative diagram
M˜1
≤h
g

ϕ˜
// M˜2
≤h
ϕ∗(g)

M˜1
≤h+u1(g) ϕ˜ // M˜2
≤h+u1(g)
with M˜2
≤h+u1(g)
= M˜2
≤h+u2(ϕ∗(g))
, that induces the commutative diagram
on the Novikov π1.
This ends the proof of point (1) of theorem 1.2. Point (2) follows along
the same lines and is no more difficult.
2.5. Generators and relations.
2.5.1. Generators up to deck transformations and completion. In general,
π1(M˜, u) need not be finitely generated in the usual sense. The object of
this section is to define a suitable notion of generators that takes both deck
transformations and projective limits into account, for which π1(M˜, u) will
be finitely generated.
Given a subset A ⊂ π1(M˜, u) = π1(fα), consider its orbit D · A = {τ ·
g, τ ∈ D, g ∈ A} under all possible deck transformations, and the subgroup
< D, A > generated by D · A in π1(fα). For each h ∈ R, the image of this
subgroup in ⌊π1(fα)⌋h defines a group
⌊< D, A >⌋h = ζ
h
−(< D, A >) ⊂ ⌊π1(fα)⌋h
making the following diagrams commutative
⌊< D, A >⌋h
ζh
′
h //
ζh
′′
h
11⌊< D, A >⌋h′
ζh
′′
h′ // ⌊< D, A >⌋h′′ .
Definition 2.5. Define the subgroup generated by A up to deck transforma-
tions and completion as the group
< D, A > = lim
←−
h
⌊< D, A >⌋h.
Remark 7. Notice that < D, A > is bigger in general than the subgroup
< D, A >, since the latter involves only (arbitrary long but) finite products
of elements of D · A, while the limit process allows for infinite products.
In the sequel, generated subgroups will always be understood as generated
up to deck transforms and completion.
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Proposition 2.6. The group < D, A > generated by A in the sense above
only depends on the class u, and not on the choice of α nor fα used to define
it.
Proof. Suppose α and β are two 1-forms in the class u, fα and fβ two
primitives of α and β on M˜ .
Let K = ‖fα − fβ‖∞. Then the inclusion of sublevels induces, for any
level h ∈ R, the following commutative diagram
. . . // ⌊< D, A >⌋fα≤h−K
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
// ⌊< D, A >⌋fα≤h+K
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
// . . .
. . . //
88♣♣♣♣♣♣♣♣♣♣♣♣♣ ⌊< D, A >⌋fβ≤h
88♣♣♣♣♣♣♣♣♣♣♣
// . . .
which again induces an isomorphism of projective limits. 
Remark 8. The invariance principle used in this proof shows that the notion
of “clean” elements defined in 2.2 does not depend on the choice of α nor
fα.
2.5.2. Relations up to deck transformations and completion. To define a no-
tion of relation, we need a notion of free group generated by some elements,
that still takes the deck transformations and the completion process into
account.
Given a finite set A = {g1, . . . , gk} ⊂ π1(fα), we consider the product
D×A and denote by FD×A the group freely generated by its elements. Notice
it supports an action of the deck transformations group, by multiplication
of the letters in a word :
τ · (w1 . . . wk) = (τ · w1) . . . (τ · wk)
and for each letter wi = (τi, gi)
τ · (τi, gi) = (ττi, gi).
The height
(2.4) hfα(g) = inf{h ∈ R, ζ
h
∞(g) = 1 ∈ ⌊π1(fα)⌋h}
of elements in π1(fα) extends to FD×A at the level of letters by letting
hfα( (τ, g) ) = u(τ) + hfα(g) and hfα( w
−1 ) = hfα(w)
and at the level of words by letting
hfα(w1 . . . wk) = sup
1≤i≤k
{hfα(wi)}.
Remark 9. In fact, as long as there are finitely many letters, the height of
the letters could be fixed arbitrarily.
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Now, for each level h we select the subset
F≤hD×A = {w ∈ FD×A, hfα(w) ≤ h},
and consider the group ⌊FD×A⌋h = FD×A/F
≤h
D×A.
Observe now that for h < h′ < h′′, we have compatible morphisms, still
denoted by ζ :
⌊FD×A⌋h
ζh
′
h //
ζh
′′
h
22⌊FD×A⌋h′
ζh
′′
h′ // ⌊FD×A⌋h′′
which map all the letters whose height is too small to 1.
Definition 2.7. Define the group freely generated by A up to deck transfor-
mations and completion by
FD×A = lim←−
h
⌊FD×A⌋h.
The evaluation map sending each letter gi to the element gi ∈ π1(fα)
induces morphisms
(2.5)
⌊FD×A⌋h
evh−−→ ⌊π1(fα)⌋h+K∏N
j=1(τj, gij ) 7→ ζ
h+K
∞ (
∏N
j=1 τj · gij )
where K is a constant, that can be taken to be 1 when the convention (2.4)
is used to define the height, but more generally satisfies :
∀i ∈ {1, . . . ,m} : hfα(gi) = h⇒ ζ
h+K
∞ (gi) = 1.
Finally, the applications evh induce a morphism :
(2.6) FD×A
ev // // < D, A > ⊂ π1(fα).
Definition 2.8. Define the group R(A) of relations associated to a gener-
ating family A of π1(fα) up to DTC as the kernel of
FD×A
ev
−→ π1(fα).
Remark 10. This kernel is compatible with the filtration, i.e.
∀w ∈ FD×A, w ∈ ker ev⇔ ∀h ∈ Z, ζ
h
∞(w) ∈ ker evh.
The relations are not finitely generated in general, but there is again
a notion of subgroup “normally” generated up to DTC by a collection of
elements : given a set B ⊂ R(A), define B′ = {gbg−1, g ∈ FD×A, b ∈ B}
and let
< D, B >
∗
= < D, B′ >
be the subgroup generated up to DTC by all the conjugates of elements of
B.
Given a set A ⊂ π1(fα) of generators of π1(fα) up to DTC, we let
ρDTC(A) = inf{♯B,B ⊂ R(A) with R(A) = < D, B >
∗
} ∈ R¯
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Definition 2.9. Let
µDTC(π1(fα)) = inf{♯A,A ⊂ π1(fα), π1(fα) is generated by A up to DTC}
and
ρDTC(π1(fα)) = inf{ρDTC(A), A ⊂ π1(fα), π1(fα) is generated by A up to DTC}
denote the minimal number of generators and relations (respectively) of
π1(fα).
Remark 11. The invariance argument (see remark 6) shows that the numbers
µDTC(π1(fα)) and ρDTC(π1(fα)) do not depend on the choices of α and fα,
but only on π1(M˜, u).
The object of the next section is to prove the following :
Theorem 2.10. The group π1(M˜, u) is finitely generated up to deck trans-
formations and completion, and for all Morse 1-form α in the cohomology
class u, we have
♯(Crit1(α)) ≥ µDTC(π1(fα)).
Moreover, the relations are also finitely generated up to deck transformations
and completion, and
♯(Crit2(α)) ≥ ρDTC(π1(fα)).
Remark 12. A Morse version of Theorem 2.10 is stated in [Sharko1993,
Theorem 7.10].
Remark 13. The proof provides a slightly sharper result, where only “clean”
generators (see definition 2.2) are taken into account.
3. Morse theoretic interpretation
3.1. Morse-Novikov steps as generators. Suppose now that α is a Morse
1-form in the cohomology class u ∈ H1(M,R) (with u 6= 0).
Pick also
• a metric <,> on M such that the pair (α,<,>) is Morse-Smale,
• a primitive fα of α on M˜ ,
• a preferred lift ˜
¯
c to M˜ of each
¯
c ∈ Crit(α) ; this allows for the
identification
Crit(fα) = {τ · ˜
¯
c, τ ∈ D,
¯
c ∈ Crit(α)}.
• an arbitrary orientation on the unstable manifold of each c ∈ Crit(α) ;
this picks a preferred orientation on the unstable manifolds of all the
critical points of fα.
For convenience, we suppose u 6= 0. This allows us to pick, for each index
0 critical point
¯
x ∈ Crit0(α), an arbitrary path γ˜
¯
x : [0,+∞)→ M˜ such that
• γ˜
¯
x(0) = ˜
¯
x
• limt→+∞ fα(γ˜
¯
x(t)) = −∞.
14 J.-F. BARRAUD, A. GADBLED, R. GOLOVKO, AND H.V. LEˆ
In fact, we can pick a loop l in M based at
¯
x such that u(l) < 0, and lift
the iterations of l to M˜ .
Notice that, letting
γτ ·˜
¯
x = τ · γ˜
¯
x,
automatically selects, for each index 0 critical point x of fα, a preferred path
γx in M˜ from x to −∞.
There are finitely many index 0 critical points for α, so there is an upper
bound κ on the height these paths can reach above their starting point :
(3.1) ∃κ ∈ R,∀x ∈ Crit0(fα), γx ⊂ M˜
≤fα(x)+κ
To each index 1 critical point y of fα, the unstable manifold of y, endowed
with its preferred orientation, defines a path γ : (−∞,+∞)→ M˜ such that
near both ends, we have the alternative
lim
t→−∞
fα(γ(t)) = −∞ or lim
t→−∞
fα(γ(t)) = x− ∈ Crit0(fα)
and
lim
t→+∞
fα(γ(t)) = −∞ or lim
t→+∞
fα(γ(t)) = x+ ∈ Crit0(fα).
In the former case, the corresponding flow line is said to be infinite, or
unbounded. In the latter case, it is said to be bounded, and a suitable re-
parameterisation (using the value of fα as the new parameter for instance)
and concatenation with the path γx± extends the flow line into a path going
to −∞. Doing this continuation at one or both ends if needed, we obtain in
all cases a continuous path
γy : (−∞,+∞)→ M˜ with lim
t→±∞
fα(γy(t)) = −∞,
which we call the Morse-Novikov step associated to y.
Figure 2. Morse-Novikov steps. Whenever a flow line
rooted at y ends at an index 0 critical point x, it is extended
with the path γx.
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Definition 3.1. Let Gα be the collection of Morse-Novikov steps associated
to the index 1 critical points of α :
Gα = {γ˜
¯
y,
¯
y ∈ Crit1(α)}.
Each such path γ˜
¯
y defines a class g˜
¯
y = [γ˜
¯
y] ∈ π1(fα), and Gα will often be
implicitly and abusively considered as a finite subset in π1(fα), by consider-
ing the collection {g˜
¯
y} instead of {γ˜
¯
y}.
Remark 14. The Morse-Novikov steps are “clean” elements in the sense of
definition 2.2.
Proposition 3.2. The collection Gα is a finitely generating family (up to
deck transformations and completion) for π1(M˜, u) :
π1(M˜, u) = < D,Gα > = < D, {g˜
¯
y,
¯
y ∈ Crit1(fα)} >.
A straightforward corollary of this proposition is the following :
Corollary 3.3. For all Morse 1-form α in the class u we have
(3.2) ♯Crit1(α) ≥ µDTC(π1(M˜, u)).
Figure 3. Starting from an arbitrary loop, flow it down...
Proof. Fix some regular level h of fα. Let g ∈ π1(fα), and γ : [0, 1] →
⌊M˜⌋h−κ be a path representing ζ
h−κ(g) in ⌊π1(fα)⌋h−κ (recall κ is the con-
stant defined in (3.1)).
The path γ defines a finite collection of paths (γ1, . . . , γk) from [0, 1] to
M˜ with ends on {fα = h− κ}.
Pushing a component γi down by the gradient flow of −fα moves it either
below level h or onto unstable manifolds of index 1 critical points. More
precisely, there is a time T after which the curve is contained in the union
of the sublevel M˜
≤h
and small neighborhoods of the unstable manifolds of
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Figure 4. ...and complete it to get a sequence of Morse-
Novikov steps. The paths marked with a (∗) are Morse-
Novikov steps, the other are contained in M˜
≤h
.
some index 1 critical points. A classical retraction argument then turns it
into the concatenation γ′i of paths that are (see figure 3).
(1) either a path in M˜
≤h
,
(2) or a piece of unstable manifold of y ∈ Crit1(fα) whose ends are
either in M˜
≤h
or some index 0 critical point x ∈ Crit0(fα) with
fα(x) > h− κ.
Notice that since the initial path γi starts and ends in M˜
≤h
, so does γ′i.
To turn γ′i into a product of Morse-Novikov steps, we finally apply the
following modifications at the bottom of each piece of flow line used in γ′i :
(1) if the flow line is unbounded, we insert a two way trip down to −∞
along the flow line,
(2) if the flow line is bounded, we insert a two way trip along the remain-
ing part of the flow line if required, and along the preferred path γx
associated to this critical point down to −∞.
This operation completes each arc of unstable manifold in γ′i into the
associated Morse-Novikov step.
Each piece η of γ′i that is contained in M˜
≤h−κ
is now completed
• either by a flow line that goes to −∞, which is necessarily also
contained in M˜
≤h−κ
,
• or a piece of flow line down to some critical point x ∈ Crit0(fα),
followed by the path γx. Since x has to be on a lower level than the
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start or end of η, we have fα(x) ≤ h − κ, and then by definition of
κ, γx cannot go higher than the level (h− κ) + κ = h.
As a consequence we obtain a sequence of paths from and to −∞, such
that
(1) each path is either a Morse-Novikov step or lies in M˜
≤h
,
(2) in ⌊M˜⌋h, the concatenation of these paths is homotopic to γi.
Finally, γ′i is homotopic in ⌊M˜⌋h the projection of a product of Morse-
Novikov steps :
γ′i ∼ γ
±1
y1 · · · γ
±1
yk
in ⌊M˜⌋h
In particular, we obtain that the class g we started with satisfies
ζh(g) ∈ ⌊< D,Gα >⌋h.
This proves that ∀h ∈ R, ⌊π1(fα)⌋h ⊂ ⌊< D,Gα >⌋h and hence
π1(fα) = < D,Gα >.

3.2. Morse-Novikov relations. Similarly, consider an index 2 critical point
z ∈ Crit2(fα).
Given a level h with h < fα(z), the set W
u(z)∩ {fα > h} is a topological
disc (notice that once a trajectory enters the sublevel {fα ≤ h}, it will never
exit it anymore). Moreover, starting with a small circle around z inside
its unstable manifold, and pushing it down by the flow using the technique
described earlier, we obtain a loop ρz,h whose projection in ⌊M˜⌋h is that of
a product of Morse-Novikov steps :
ρz,h ∼ γ
±1
y1 · · · γ
±1
yk
in ⌊M˜⌋h.
In particular, considering the group F = FD×Crit1(α) freely generated by the
index 1 critical points of α (up to deck transformations and completion),
the sequence (y±11 , . . . , y
±1
k ), after removal of the eventual critical points y
such that h− κ < fα(y) ≤ h, defines a word
wz,h = y
±1
1 . . . y
±1
k ∈ ⌊F ⌋h.
Moreover, these words are compatible with inclusion of sublevels, namely,
for h < h′, we have :
ζh
′
h (wz,h) = wz,h′.
As a consequence, the words (wz,h)h define a class wz in F .
Definition 3.4. Define the relation associated to a critical point
¯
z ∈ Crit2(α)
as the word w˜
¯
z, and let
Rα = {w˜
¯
z ,
¯
z ∈ Crit2(α)}.
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Proposition 3.5. The relations associated to the generating family given by
the index 1 critical points of α is normally spanned by the relations associated
to the index 2 critical points :
R(Gα) = < D,Rα >
∗
.
A straightforward corollary of this proposition is the following :
Corollary 3.6. For all Morse 1-form α in the class u we have
(3.3) ♯Crit2(α) ≥ ρDTC(π1(M˜, u)).
Proof. By construction, the elements in < D,Rα >
∗
are indeed relations.
On the other hand, let w ∈ F = FD×Gα and suppose w evaluates to 1 in all
⌊π1(fα)⌋h (via the map defined in (2.6)).
Fix a level h, and consider wh = ζ
h
∞(w) ∈ ⌊F ⌋h and γh its evaluation in
⌊M˜⌋h. Since [γh] = 1 in ⌊π1(fα)⌋h, there is a disc δ : D
2 → ⌊M˜⌋h with
boundary on γh.
Pushing this disc down by the flow, we obtain a new disc δ′ : D2 → ⌊M˜⌋h,
that has the same boundary (since it did already consist of flow lines) and
splits as a union of unstable manifolds of index 2 critical points (seen in
⌊M˜⌋h), and regions where it evaluates to the base point [M˜
≤h
].
In particular, we obtain that γh can be written in ⌊M˜⌋h as a product of
conjugates of the relations associated to index 2 critical points. 
4. Hurewicz homomorphism
In this section we construct a Hurewicz morphism in the Novikov setting.
We refer to [Sikorav1987, Farber2004] for a definition of the Novikov ho-
mology HN∗(M˜, u) associated to a cohomology class u ∈ H
1(M,R) and
an associated integration cover M˜ . The Novikov homology associated to
the minimal integration cover will be denoted as HN∗(M,u), and the one
associated to the universal cover by HN∗(M,u;Z[π1(M)]).
4.1. Commutators and projective limits. To describe the kernel of the
Hurewicz morphism in the Novikov setting, we first need to discuss commu-
tators in relation to projective limits. Let (Gh)h be a projective system of
groups and G = lim
←−
Gh. Then both the commutators ([Gh, Gh])h and the
abelianizations (Gabh )h = (Gh/[Gh, Gh])h form two other projective systems.
The projective limit of the commutator subgroup lim
←−
[Gh, Gh] form a normal
subgroup of G that contains the usual commutator subgroup [G,G] of G.
We refer to it as the pro-commutator subgroup.
Recall that a projective system (Gh)h with maps Gh
ζh
′
h−−→ Gh′ is said to
satisfy the Mittag-Leffler condition if there is a constant K such that, for
each fixed level h0, the maps ζ
h0
h : Gh → Gh0 have the same range in Gh0
for all h ≤ h0 −K.
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Proposition 4.1. If the projective system (Gh)h satisfies the Mittag-Leffler
condition, then
G/ lim
←−
[Gh, Gh] ≃ lim←−
(Gh/[Gh, Gh]).
This group will be denoted as Gab and referred to as the pro-abelianization of
G (although it depends on the projective system (Gh)h and not on G only).
Notice that since [G,G] is a subgroup of lim
←−
[Gh, Gh], there is a projection
Gab → Gab, but these groups are different in general.
Proof. At each level, we have the following exact sequence
0→ [Gh, Gh]→ Gh → Gh/[Gh, Gh]→ 0,
which form in fact an exact sequence of projective systems.
Observe now that if (Gh)h satisfies the Mittag-Leffler condition, so does
([Gh, Gh])h. As a consequence, we have an exact sequence among the pro-
jective limits :
0→ lim
←−
[Gh, Gh]→ G→ lim←−
(Gh/[Gh, Gh])→ 0,
which shows that G/ lim
←−
[Gh, Gh] is isomorphic to lim←−
(Gh/[Gh, Gh]). 
Lemma 4.2. The Novikov fundamental group satisfies the Mittag-Leffler
condition, namely, if α is a 1-form in the class u, and fα a primitive of α
on M˜ , then there exist a constant κ such that, for all level h ∈ R the maps
⌊π1(fα)⌋h′
ζh
h′−−→ ⌊π1(fα)⌋h
have all the same range provided h′ < h− κ.
Remark 15. The Mittag-Leffler condition is a condition on projective sys-
tems, and does not make sense for a single group. However, as observed in
remark 6, the Novikov fundamental group comes with a preferred collection
of essentially equivalent projective systems, and the statement claims they
do all satisfy the Mittag-Leffler condition.
Proof. The invariance argument shows that this statement does not depend
on the choice of the one form α nor on the primitive fα.
More explicitly, let fα and fβ be two primitives of two 1-forms α and β
in the cohomology class u, and suppose π1(fα) satisfies the Mittag-Leffler
condition for a constant κ. Recall that K = ‖fα − fβ‖∞ < +∞. Then the
following commutative diagram
⌊π1(fα)⌋h //
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
⌊π1(fα)⌋h+2K+κ
⌊π1(fβ)⌋h+K // ⌊π1(fβ)⌋h+K+κ
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧
shows that π1(fβ) satisfies the Mittag-Leffler condition for the constant 2K+
κ.
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So we can suppose without loss of generality that α is Morse, and consider
the constant κ already defined in (3.1) : for each index 0 critical point
x of fα, there is a path γx that starts at x and goes down to −∞ (i.e.
limt→+∞ fα(γx(t)) = −∞), and does not go higher than fα(x) + κ.
In particular, if γ : [0, 1]→ M˜ is a path that starts and ends below a level
h − κ (i.e. fα(γ(0)) ≤ h and fα(γ(1)) ≤ h) with generic ends, we can flow
its ends down to either −∞ or an index 0 critical point x, in which case we
extend the resulting path by γx. Through this process, γ is extended as a
path γ¯ : R→ M˜ such that :
(1) limt→±∞ fα(γ¯(t)) = −∞
(2) γ¯ and γ are the same above level h, more precisely γ¯ : R → ⌊M˜⌋h
and γ : R → ⌊M˜⌋h (where γ is extended away from [0, 1] as the
constant map to the base point) are the same maps.
In particular, this proves that if an element [γ] ∈ ⌊π1(fα)⌋h is in the image
of
⌊π1(fα)⌋h−κ
ζh
h−κ
−−−→, ⌊π1(fα)⌋h
it is also in the image of
⌊π1(fα)⌋h′
ζh
h′−−→, ⌊π1(fα)⌋h
for all h′ ≤ h− κ. 
Moreover, the invariance argument also shows the pro-commutator sub-
group and the pro-abelianization group do not depend on the choice of α or
fα, so that we end up with a well defined group
π1(M˜, u)
ab
= π1(fα)
ab = lim
←−
(⌊π1(fα)⌋h)
ab.
4.2. Hurewicz morphism. The object of this section is to establish the
following theorems.
In the case where M˜ is the minimal integration cover, we have the follow-
ing result :
Theorem 4.3. Let u ∈ H1(M,R) be a cohomology class, and M˜ be its
minimal integration cover.
Then there is a surjective homomorphism
h : π1(M˜, u)→ HN1(M,u;Z).
The kernel of h consists of the pro-commutator subgroup of π1(M˜, u). In
particular, h induces an isomorphism
h : π1(M˜, u)
ab
≃ HN1(M,u;Z).
For more general integration covers, we have the slightly weaker result :
Theorem 4.4. Let u ∈ H1(M,R) be a cohomology class, and M˜ be one of
its integration cover.
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Then there is a surjective homomorphism
h : π1(M˜, u)→ lim←−
h
H1(M˜, M˜
≤h
).
The kernel of h consists of the pro-commutator subgroup of π1(M˜, u). In
particular, h induces an isomorphism
h : π1(M˜, u)
ab ≃
−→ lim
←−
h
H1(M˜, M˜
≤h
).
Theorem 4.3 follows from theorem 4.4 and an improved description of
lim
←−h
H1(M˜, M˜
≤h
) in terms of Novikov homology in the particular cases when
M˜ is the minimal integration cover.
Proof of theorem 4.3 from theorem 4.4. Recall that the Novikov complex can
be interpreted as a projective limit of relative complexes [Sikorav1987] :
CN∗(M,u) = lim←−
h
C∗(M˜, M˜
≤h
)
In [Sikorav1987], J.-C. Sikorav shows that the comparison of the homology
of the projective limit and the projective limit of the homologies gives rise
to the following short exact sequence
(4.1) 0→ lim1H∗+1(M˜, M˜
≤h
)→ HN∗(M˜, u)→ lim←−
h
H∗(M˜, M˜
≤h
)→ 0.
In the particular case where M˜ is the minimal integration cover of u,
the deck transformation group D is isomorphic to Zr for some r > 0, and
M. Usher shows in [Usher2008, Theorem 1.3, p. 1583] that a Novikov chain
c that is a boundary of a Novikov chain d, is the boundary of a chain d′ that
goes no higher than the maximal height of c plus some constant M .
This implies that H∗(M˜, M˜
≤h
) satisfies the Mittag-Leffler condition, and
hence that the lim1 term in (4.1) vanishes. This ends the proof of theorem
4.3 assuming theorem 4.4. 
Proof of theorem 4.4. Pick a 1-form α in the class u and a primitive fα of
α on M˜ . Observe that at each regular level h ∈ R, we have a Hurewicz
morphism
⌊h⌋h : ⌊π1(fα)⌋h → H1(⌊M˜⌋h) = H1(M˜, M˜
≤h
).
(H1(X;A) ≃ H1(X/A) holds in general when A is a deformation retract of
a neighborhood of A in X ; when h is a regular level, this is the case for
A = M˜
≤h
in X = M˜ , since every point has a neighborhood that is either
contained in A or pushed back in A by the flow).
Moreover, this sequence of morphisms ⌊h⌋h are compatible with the mor-
phisms associated to increasing levels h < h′. In other words, the following
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diagram
. . . // ⌊π1(fα)⌋h
⌊h⌋h
ζh
′
h // ⌊π1(fα)⌋h′
⌊h⌋h′
// . . .
. . . // H1(M˜, M˜
≤h
)
p∗
// H1(M˜, M˜
≤h′
) // . . .
(where p∗ is the map induced by the projection ⌊M˜⌋h
p
−→ ⌊M˜⌋h′) is commu-
tative. In particular, the sequence of maps (⌊h⌋h)h defines a morphism
π1(fα)
h
−→ lim
←−
H1(M˜, M˜
≤h
).
Moreover, at each level, we have the exact sequence
0→
[
⌊π1(fα)⌋h, ⌊π1(fα)⌋h
]
→ ⌊π1(fα)⌋h
⌊h⌋h
−−−→ H1(M˜, M˜
≤h
)→ 0.
This defines in fact an exact sequence of projective systems, and since the
first term satisfies the Mittag-Leffler condition, we obtain an exact sequence
for the projective limits (see [Massey1978, Theorem A.14]). In particular,
we obtain that h induces an isomorphism
π1(fα)
ab ∼−−→
h
lim
←−
H1(M˜, M˜
≤h
).

5. Examples
In this section we focus on manifolds of the form
M = Tn♯X
obtained as the connected sum of a torus and some closed manifold X of
dimension n ≥ 4. For convenience we let G = π1(X).
The main example we have in mind is the case where X = S × Sn−3,
where S is the Poincare´ sphere, in which case we have :
(5.1) G = π1(S) =< a, b | a
5 = b3, a5 = (ab)2 >,
but other cases will also be considered, and the discussion below holds for
general X.
Let Tn
θ
−→ S1 be the first coordinate on the torus, and consider the coho-
mology class
u = π⋆dθ,
where π :M → Tn is a projection mapping X to a point.
The minimal integration cover of u is then the manifold
(R× Tn−1)♯
Z
X
obtained by performing the connected sum of the cylinder with a fresh copy
of X at each lift of the point where the connected sum took place on the
torus.
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5.1. Basic recollection of Novikov homology for Tn♯X. We denote by
HN⋆(M,u) the Novikov homology associated to this covering of M . Alge-
braically, this comes down to considering the group D = π1(M)/ ker u ≃ Z
as defining a local coefficients system, and use coefficients in the Novikov
completion Λ = Z((t)) of the group ring Z[D] = Z[t, t−1]. Namely,
Λ = {
+∞∑
−N
ant
n, an ∈ Z}
is the set of Laurent power series over Z, and we consider the complex
CN∗(M,u) = Λ⊗Z[t,t−1] C∗(M,Z[t, t
−1])
where C∗(M,Z[t, t
−1]) is (for instance) the simplicial chain complex of M
with local coefficients in Z[D] = Z[t, t−1].
Finally, the Novikov homology HN∗(M,u) is the homology of CN∗(M,u).
Proposition 5.1. With the above notations, we have HN0(M,u) = 0, and
for i = 1, 2 :
HNi(M,u) = Hi(X) ⊗
Z
Λ.
Proof. Vanishing of HN0(M,u) whenever u 6= 0 is a classical and general
feature of Novikov homology.
To compute HNi(M,u) (i = 1, 2) we use the universal coefficient formula
and the flatness of the Novikov ring Z((t)) as a Z[t, t−1]-module [Pajitnov2006,
Theorem 1.8, p. 339], cf. [LO1995, Appendix C]
HNi(M,u) = Hi(M˜)⊗Z[t,t−1] Z((t)).
To compute Hi(M˜), we split M˜ as the union of
• A = (R×Tn−1) \ {pk, k ∈ Z} where the pk are the lifts of the point
where the connected sum was performed,
• B = ⊔k∈Z (X \ {p})k the disjoint union of Z punctured copies of X.
The overlapping region A ∩B is the disjoint union of Z copies of Sn−1 ×
[0, 1], which has vanishing homology groups in degrees 1 and 2 provided
n ≥ 4.
By the Mayer-Vietoris sequence theorem we have for i = 1, 2
Hi(M˜) = Hi(X)
Z ⊕Hi(R× T
n−1).
Since D = Z acts on A = R×Tn−1 \ {pk, k ∈ Z} by translation along the
R factor, the induced action on the torus factor is trivial, and hence for all
x ∈ Hi(R × T
n−1)⊗ Λ, we have
(1− t)x = 0.
Since (1− t) is invertible in Λ, we conclude that x = 0, and finally, observing
that Hi(X)
Z = Hi(X)⊗ Z[t, t
−1], we have :
HNi(M˜) = (Hi(X)⊗ Z[t, t
−1]) ⊗
Z[t,t−1]
Λ = Hi(X)⊗
Z
Λ
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
The universal cover M˜ of M can be described as a tree, with two kinds a
and b of vertices :
• a-vertices are associated to copies of Rn \ Zn where the lattice cor-
responds to the lifts of the attaching point on the torus, and have
one edge for each such point to a vertex of type b,
• b-vertices are associated to copies of X˜ \ {g · p, g ∈ π1(X)}, where X˜
is the universal cover of X, and the points removed are the lifts of
the attaching point on X, and have one edge for each such lift to a
vertex of type a.
The edges then correspond to the lifts of the annulus introduced in the
connected sum.
The Novikov homology HN∗(M,u;Z[π1(M)]) on the universal cover is
less pleasant to describe than on the minimal integration cover, but we will
only use the following basic facts :
Proposition 5.2. The minimal number of generators of the first Novikov
homology group HN1(M,u;Z[π1(M)]) associated to the universal cover is
at most µ(π1(X)), where µ(π1(X)) is the minimal number of generators
of π1(X).
If π2(X) = 0, then the second Novikov homology group associated to the
universal cover vanishes :
HN2(M,u;Z[π1(M)]) = 0
Remark 16. Notice that π2(X) ≃ H2(X˜ ;Z) where X˜ is the universal cover
of X, and is naturally a Z[π1(X)]-module.
Proof. Given a family (g1, . . . , gµ) that generates π1(X), for each i, consider
a preferred lift γgi to X˜ of a loop in X based at the attaching point p
representing gi. Similarly, in R
n consider for 1 ≤ j ≤ n, the path γxj , that
describes the [0, 1]-segment along the jth coordinate axis.
Finally, choose a preferred path δ : [0,+∞) → Rn starting at the origin,
such that limt→+∞ x1(δ(t)) = −∞, and that avoids Z
n for t > 0, and use
the suitable shifts of δ−1 and δ to extend each γgi and γxj into a path
R → M˜ along which the coordinate x1 runs from and to −∞ : each such
path then defines a Novikov 1-cycle denoted by γ¯gi or γ¯xj . Notice that γ¯xj
and t · γ¯xj are cobordant so that the Novikov homology class [γ¯xj ] vanishes
in HN1(M,u ;Z[π1(M)]).
It is not hard to see now that every Novikov 1-cycle σ inHN1(M,u ;Z[π1(M)]),
is cobordant to a cycle σ′ of the form
σ′ =
∑
g∈π1(M)
γ∈{γgi}∪{γxj }
ng g · γ.
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Moreover, σ′ being a cycle, the boundary extensions when replacing γ by γ¯
in the previous sum do not contribute, and we have
σ′ =
∑
g∈π1(M)
γ∈{γgi}∪{γxj }
ng g · γ¯ =
∑
γ∈{γgi
}∪{γxj
}
λγ γ¯,
where the λγ are Novikov coefficients in Λ˜. Finally, since [γ¯xj ] = 0 for each
j, we obtain the desired result for the first Novikov homology group.
To describe the second Novikov homology group, it is convenient to use
the cellular homology associated to a cell decomposition that is well suited
to the connected sum. In particular, we choose a cell decomposition of M
in which no 2-cell meets the annulus C = Sn−1 × [0, 1] introduced when
performing the connected sum.
As a consequence, the 2-cells split in two disjoint families, according to
the component A = Tn \ C or B = X \ C of M \ C they are contained in.
The collection of all the lifts of the cells of M then defines a cell decom-
position of the universal cover M˜ . Since the complement in M˜ of the lifts
of the annulus C is the disjoint union ⊔λAλ ⊔µ Bµ of copies of open sets A
and B where
• A = Rn \ Zn is the universal cover Rn of Tn with the lifts of the
attaching point removed.
• B = X˜ \ {π1(X) · p} is the universal cover X˜ of X with the lifts of
the attaching point removed,
we can again split the collection of 2-cells according to this collection of
components.
Consider now a Novikov 2-cycle s (using the cellular homology). It can
be split according to the components its cells belong to :
s =
∑
λ
sλ +
∑
µ
sµ
where sλ is supported in Aλ and sµ in Bµ. Then because the Aλ’s and Bµ’s
are disjoint we have :
∀λ, ∂sλ = 0 and ∀µ, ∂sµ = 0.
Moreover, a primitive fα of a 1-form α in the class u is bounded on Bµ.
This implies that sµ is finite, and hence defines a 2-cycle in X˜ .
Since H2(Bµ) = H2(X˜) = π2(X) = 0, this implies that sµ is a boundary :
there is a chain ωµ in Bµ such that sµ = ∂ωµ.
The chain ω =
∑
µ ωµ is then a Novikov chain (above any level, there are
only finitely many µ such that sµ 6= 0, so that ω is finite above any level),
and
∂ω =
∑
µ
sµ.
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In particular, the homology class [s] can be written as
[s] =
∑
λ
[sλ]
On the other hand, denote by t1 ∈ π1(M) the loop associated to the
first coordinate in the torus. It acts on each Aλ as the translation along
(1, 0, . . . , 0), and any Novikov 2-cycle τ in Aλ is homologous to t1 · τ (this is
clear in Rn, and the points that are removed from Aλ are sufficiently high
codimensional to be avoided).
As a consequence, for all λ :
t1 · [sλ] = [sλ],
(where the brackets denote the homology class). We conclude that
(1− t1) · [sλ] = 0,
and since (1 − t1) is invertible in the Novikov ring, [sλ] = 0, and finally
[s] = 0. 
5.2. Novikov fundamental group for Tn♯X. In this section we compute
and investigate the Novikov fundamental group associated to the minimal
integration cover in the particular situation described above where M =
Tn♯X. For convenience, the fundamental group of X will be denoted by G.
5.2.1. Computation of the Novikov fundamental group. The Novikov fun-
damental group π1(T
n♯X, u) naturally appears as a completion of the free
product of infinitely many copies of G. More precisely, consider the infinite
sequence of groups (Gk)k∈Z where all the groups Gk are copies of G, and
define for each h ∈ Z the group
Πh = ∗
k≥h
Gk.
For two integers h, h′ with h < h′, we have
Πh′ = Πh/(Gk = 1, h ≤ k < h
′).
Hence there are projections
(5.2) ζh
′
h : Πh → Πh′
such that for h < h′ < h′′, we have :
ζh
′′
h = ζ
h′′
h′ ◦ ζ
h′
h .
Define then
Π = lim
←−
h
Πh.
Proposition 5.3. With the above notations, π1(M˜, u) = Π.
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Proof. Pick a 1-form α that “separates” the different copies of X, i.e. such
that a primitive fα has a level h0, that can be supposed to be 0, that does
not touch any lift of X nor of the annulus where the connected sum takes
place.
By rescaling the cohomology class u, we can suppose it has period 1, i.e.
that α(π1(M)) = Z, so that the integral levels of fα separate the different
lifts of X.
Then for any h ∈ Z, we have
⌊π1(fα)⌋h = π1(⌊M˜⌋h) = ∗
k≥h
π1(X) = Πh.
Since the projections ⌊M˜⌋h → ⌊M˜⌋h′ given by inclusion of sublevels in-
duce the same maps ζh
′
h as in (5.2), we derive π1(M˜, u) = Π. 
With the notations above we obviously have
µDTC(π1(M˜, u)) ≤ µ(π1(X)),
where µ(π1(X)) is the minimal number of generators of π1(X).
This estimate is straightforward, but the reverse inequality, which we
expect to hold, is surprisingly far from obvious. We will limit ourselves to
the following statement :
Proposition 5.4. Unless π1(X) is a cyclic group, µDTC(π1(M˜, u)) ≥ 2. In
particular, when X = S × Sn−3, we have µDTC(π1(M˜, u)) = 2.
Remark 17. From the usual group theory point of view, deck transformations
turn a single generator “up to DTC” into an infinite collection of generators.
Therefore, telling if a group has more than one generator up to DTC is far
from obvious in general.
To emphasize this issue, consider the same question for the infinite carte-
sian product Π′ = GZ instead of the free product : when G is the group
given in (5.1) for instance, Π′ has a single generator up to shift while neither
G nor Π′ are cyclic...
The end of this section is dedicated to the proof of proposition 5.4.
Definition 5.5. Given a collection of groups G1, . . . , GN , we say that a
reduced sequence is a sequence g1, . . . , gm such that for 1 ≤ i ≤ m we have
gi ∈ Gk for some k, gi 6= 1 and gi, gi+1 are not in the same factor Gl for
some l.
We say that g = g1 . . . gm ∈ ∗1≤k≤N Gk is in the normal form if g1, . . . , gm
is a reduced sequence. According to the Normal Form Theorem for free
product of groups, every element of the free product ∗1≤k≤N Gk can be written
in a unique way in a normal form.
Definition 5.6. An element g in a free product of groups ∗1≤k≤N Gk is said
to be a single letter (resp. non trivial single letter) if its normal form has
length ≤ 1 (resp. 1), i.e. if g ∈ Gk0 ⊂ ∗1≤k≤N Gk (resp. g ∈ Gk0 \ {1}) for
some index k0.
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Similarly, an element g in Π will be said to be a single letter if g ∈ Gk ⊂ Π
for some k.
Lemma 5.7. Let g ∈ ∗Nk=1Gk be an element of a finite free product of
groups. If gν is a single letter for some ν 6= 0, then g itself is a single letter.
Proof. Let g = g1 . . . gN be in the normal form.
Let k be the maximal index such that (g1 . . . gk) = (gN−k+1 . . . gN )
−1.
Then letting w = g1 . . . gk and g
′ = gk+1 . . . gN−k (notice that g
′ 6= 1), we
have g = wg′w−1 and the normal form of gν is
gν = w g′
ν
w−1.
For gν to be a single letter hence requires that w = 1 and g′ to be a single
letter, which means that g itself is a single letter. 
Remark 18. Notice for future use that the proof also shows that if g is not
a single letter, the first and last letters of the normal form of any non trivial
power of g are the same as that of g or g−1.
Lemma 5.8. Suppose g ∈ Π = ∗k∈ZGk is such that the sub-group generated
by g up to DTC contains a non trivial single letter a ∈ Gk0 \ {1}. Let h0 be
the first level above which ζh0∞ (g) 6= 1. Then the normal form of ζ
h0
∞ (g) is a
single letter.
Proof. By assumption, there are shifts of powers of g such that above the
level k0 of this single letter a, we have :
a = ζk0∞
(
N∏
k=1
sdk(gνk)
)
,
where s denotes the upward shift. Since everything is defined up to shift,
we can suppose that d = max{dk, 1 ≤ k ≤ N} = 0. Then k0 ≤ h0, so that
(5.3) ζh0∞
(
N∏
k=1
sdk(gνk)
)
= ζh0∞ (a) =
{
a if k0 = h0,
1 if k0 < h0.
In both cases, ζh0∞ (a) is a single, possibly trivial, letter b.
But for all d < 0, we have ζh0∞ (s
dg) = 1, so that (5.3) reduces to
ζh0∞ (g
ν) = b = [ζh0∞ (g)]
ν ,
where ν =
∑
k/dk=0
νk. From lemma 5.7 it follows that ζ
h0
∞ (g) is a single
letter, which is non trivial by the definition of h0. 
Proof of proposition 5.4. Suppose we can find a single generator g for Π up
to DTC.
Let h0 be the first level above which ζ
h0
∞ (g) 6= 1. From lemma 5.8 it
follows that
ζh0∞ (g) = s
h0(a)
is a single letter a in level h0. Here G is identified with G0.
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Let then h1 be the first level above which the normal form of g contains
a letter that is not a power of a :
∀k ∈ {h1 + 1, . . . , h0}, ζ
k
∞(g) ∈ ∗
h1<h
(
sh(a)
)Z
,
ζh1∞ (g) /∈ ∗
h1≤h
(
sh(a)
)Z
.
Let then
ω = ζh1∞ (g) ∈ ∗
k≥h1
Gk.
Observe that ω is not a single letter, and hence none of its non trivial powers
either. The normal form of ω
ω = sk0(b0)s
k1(b1) . . . s
kN (bN )
is a sequence of letters bi ∈ G \ {1} in levels ki such that ki ≥ h1 and
|i− j| = 1⇒ ki 6= kj .
Let A− and A+ be the longest possible words at the beginning and at the
end of ω whose letters are all powers of a in a level < h0. More precisely,
let :
A− =
∏
0≤i<i−
ski(bi), ω
′ =
∏
i−≤i≤i+
ski(bi), A+ =
∏
i+<i≤N
ski(bi),
where i− = inf{i, bi /∈ a
Z or ki = h0} and i+ = sup{i, bi /∈ a
Z or ki = h0}.
Then
(5.4) ω = A−ω
′A+
and the first and last letters of ω′, ski− (bi− ) and s
ki+ (bi
+
) and are such that :
ki− ≥ h0 or ∀α ∈ Z, a
α 6= 1⇒ aαbi− 6= 1,(5.5)
ki+ ≥ h0 or ∀α ∈ Z, a
α 6= 1⇒ bi+a
α 6= 1.(5.6)
Moreover, if ki− = ki+ and ∃α ∈ Z, bi+a
αbi− = 1, we replace bi− by a
αbi−
and A− by A−s
ki− (a−α), so that bi+bi− = 1, and hence
ki− 6= ki+ or ∀α ∈ Z, a
α 6= 1⇒ bi+a
αbi− 6= 1.(5.7)
Finally, recall for future use that from remark 18, the first and last letters
bi− and bi+ of ω
′ are also the first and last letters of any non trivial power
of ω′.
Since G is not cyclic, there is an element
(5.8) c ∈ G \ {aZ}
which we regard as a single letter in G0 ⊂ Π. Since g generates Π up to
DTC, there is a word x =
∏
i s
di(gνi) such that
ζ0∞(x) = c ∈ G0.
Observe that d = max(di) satisfies d+h1 ≥ 0, since otherwise all the letters
in ζ0∞(x) would belong to a
Z, which contradicts (5.8). To reduce notations,
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and since everything is defined up to shift, we shift everything by −d, so
that we can consider that d = 0 and c belongs to the level −d, which is not
higher than h1.
Then the normal form of ζh1∞ (x) is either 1 (if −d < h1) or the single letter
c (if −d = h1) :
ζh1∞ (x) = 1 or ζ
h1
∞ (x) = c ∈ Gh1
On the other hand, ζh1∞ (x) expands as
ζh1∞ (x) =
∏
i
ζh1∞ (s
di(g))νi
and when di < 0, the normal form of ζ
h1
∞ (s
di(g)) is a word whose letters
are all powers of a in levels in {h1, . . . , h0 − 1}, while for di = 0, we have
ζh1∞ (s
di(g)) = ω. As a consequence, we can write ζh1∞ (x) as
ζh1∞ (x) = A0 ω
β1A1 . . . ω
βN′AN ′ ,
where ωβi 6= 1 for 1 ≤ i ≤ N ′ and N ′ is indeed at least 1 because of
assumption (5.8).
(5.9) Ai ∈ ∗
h1≤k<h0
(
sk(a)
)Z
.
Using (5.4) and merging the Ai and the possible A− or A+, we can rewrite
this as
(5.10) ζh1∞ (x) = A
′
0 ω
′β′1A′1 . . . ω
′β′
N′′A′N ′′ ,
where the A′i also satisfy (5.9) and
A′i 6= 1 for 0 < i < N
′′.
Observe now that from (5.5), (5.6), and (5.7), the normal form of ζh1∞ (x)
is obtained from the concatenation of the normal form of all the A′i and ω
′β′j
given by (5.10) only by merging the first and/or last letter of A′i with the
last and/or first letter of its neighbors if ever possible.
In particular, the collection of levels supporting non trivial letters in the
normal form of ζh1∞ (x) is the union of the levels supporting non trivial letters
in the normal form of all the A′i and ω
′β′i .
Since none of the ω′β
′
i are single letters, this collection contains at least
two levels and ζh1∞ (x) cannot be a single letter, which is a contradiction. 
5.2.2. An upper bound for the deficiency. Estimating µDTC and ρDTC is
hard in general, but the object of this section is to give an upper bound for
the deficiency of Π up to DTC, i.e. of the maximum of the difference m− r
of the number of generators m and relations r in a finite presentation up to
DTC.
For the group π1(X) itself, the deficiency is bounded above by the dimen-
sion of the real vector space
L = Hom(π1(X),R)
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of group morphisms from π1(X) to (R,+). The naive Novikov counterpart
of this space would be the space
LΛR = Hom
D(π1(M˜, u),ΛR)
of shift equivariant morphisms from π1(M˜, u) to the field
ΛR = R((t))
of Laurent formal series, seen as an additive group. However, we need to
keep track of the filtration and we restrict attention to morphisms that are
compatible with the inverse systems in the following way.
First observe that ΛR is in fact the inverse limit of the inverse system
· · ·
[·]d+1
−−−→ Rd+1((t))
[·]d
−−→ Rd((t))
[·]d−1
−−−→ · · ·
where Rd((t)) denotes the Laurent polynomials of degree at most d, and
the transition maps are given by the truncation of high degree terms. For
convenience, we will write Λd = Rd((t)). Then :
ΛR = lim←−
d→+∞
Λd.
Let then
LΛR = Hom
D(Π,Λ)
be the space of shift-equivariant morphisms from Π to ΛR that are limits of
morphisms from the inverse system (Πh)h∈Z to the inverse system (Λd)d∈Z,
i.e. the space of morphisms φ : Π→ ΛR such that there is a constant d0 ∈ Z
and a collection (φh)h∈Z with φh ∈ Hom(Πh,Λd0−h), such that
(1) the following diagram
· · · // Πh−1
ζh
h−1
//
φh−1

Πh //
φh

· · ·
· · · // Λd0−h+1
[·]d0−h // Λd0−h
// · · ·
is commutative,
(2) each φh is shift equivariant :
∀g ∈ Πh, φh(s(g)) = t
−1φh−1(g),
(3) and
φ = lim
←−
h
φh.
Here, Πh = ∗k≥hGk and s denotes the map Πh−1 → Πh induced by the
positive shift.
Given an element φ which is the limit of a morphism
(φh : Πh → Λd0−h)h∈Z ∈ LΛR ,
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and λ ∈ ΛR, the morphisms
ψh :
Πh → Λd0−ν−h
g 7→ [λφh(g)]d0−ν−h
where ν is the t valuation of λ, define a new element ψ = λφ in LΛR that
only depends on φ and not on the choice of d0 and (φh)h. Endowed with
this operation, it is not hard to check that :
Proposition 5.9. The space LΛR is a ΛR-vector space.
Recall that a finite presentation < g1, . . . , gm|w1, . . . , wr > of G = π1(X),
allows to identify L as the kernel of a linear map
(5.11) 0→ L→ Rm → Rr → 0
defined by the abelian rewriting of the words w1, . . . , wr.
To establish a similar statement for LΛR , some restriction on the family of
generators is required. Observe that the kernels Kh of the evaluation maps
Fh
evh−−→ Πh defined in (2.5) form an inverse system.
Definition 5.10. A presentation up to DTC of π1(M˜, u) is said to have
well behaved relations if the inverse system (Kh) satisfies the Mittag-Leffler
condition.
This condition is not restrictive for the Morse interpretation of the Novikov
fundamental group since it always gives well-behaved relations :
Proposition 5.11. The presentation of π1(M˜, u) up to DTC associated to
the index 1 and 2 critical points of a Morse 1-form α in the class u always
has well behaved relations.
Proof. The proof of statement 3.5 shows that the maps Kh → Kh′ are in
fact surjective. 
We can now generalize (5.11) to the Novikov situation.
Lemma 5.12. Let (g1, . . . , gm) and (w1, . . . , wr) be a presentation up to
DTC of Π = π1(M˜, u) with well-behaved relations. Then there is a linear
map ΛmR → Λ
r
R whose kernel is LΛR, i.e. there is a short exact sequence
0→ LΛR
ǫ
−→ ΛmR
ρ
−→ ΛrR.(5.12)
In particular, dimΛR LΛR ≥ m− r.
Proof. Themap ǫ is defined by evaluating a morphism φ ∈ LΛR on (g1, . . . , gm) :
ǫ(φ) = (φ(g1), . . . , φ(gm)).
To check it is injective, consider some φ ∈ ker ǫ, and a sequence
(φh : Πh → Λd0−h)h∈Z
defining it. Since φ is supposed to be shift equivariant, we have then
φh(ζ
h
∞(s
k(gi))) = 0 for all i ∈ {1, . . . ,m} and all k ∈ Z. Since (g1, . . . , gm)
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generates Π up to DTC, this means that φh vanishes on the image of
Π
ζh∞−−→ Πh and hence that φ = 0.
The definition of the map ρ requires some extra care because of the com-
pletion process involved in the definition of FZ×{g1,...,gm}. Recall that the
deck transformation group D is isomorphic to Z in our case. The completion
process rests on a notion of height for the letters, and in order to keep the
notations reasonably simple, following remark 9, we fix the height of all the
letters g1, . . . , gm to be 0 and assume that the downward shift decreases the
height by 1. The associated restriction maps, in the completion of the free
group, will still be denoted by ζh∞ :
FZ×{g1,...,gm}
ζh∞−−→ ⌊FZ×{g1,...,gm}⌋h.
Let w be one of the relations wi, 1 ≤ i ≤ r. It is an element of the
projective limit lim
←−
⌊FZ×{g1,...,gm}⌋h, and hence, above each level h, ζ
h
∞w is a
finite word in shifts of the letters g1, . . . , gm. Using the notations of section
2.5.2, we can write
ζh∞(w) =
N∏
j=1
(kj , g
αj
ij
),
where the shift components kj are such that kj ≥ h.
Given an element λ = (λ1, . . . , λm) ∈ Λ
m
R , we define an element ρw(λ) ∈
ΛR in the following way.
If λ = 0, we simply let ρw(Λ) = 0. If not, consider an integer ν such that
(5.13) ν ≤ min{ν(λi) : λi 6= 0},
where ν(λi) denotes the t-valuation of λi. For h ∈ Z, define
ρw,h(λ) =
[ N∑
j=1
αjt
−kjλij
]
ν−h
∈ Λν−h.
Recall that for h < h′, we have
ζh
′
∞(w) = ζ
h′
h (ζ
h
∞(w)),
i.e. that ζh
′
∞(w) is obtained from ζ
h
∞(w) by removing the letters whose levels
are in {h, . . . , h′ − 1}. In particular, we have :
[ρw,h(λ)]ν−h′ =
[ ∑
1≤j≤N
kj<h′
αjt
−kjλij
]
ν−h′
+
[ ∑
1≤j≤N
kj≥h′
αjt
−kjλij
]
ν−h′
=
[ ∑
1≤j≤N
kj≥h
′
αjt
−kjλij
]
ν−h′
= ρw,h′(λ),
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which means that the sequence (ρw,h(λ)) defines an element ρw(λ) in the
inverse limit ΛR.
Observe moreover that this limit does not depend on the choice of ν
provided ν satisfies (5.13). In particular, an integer ν that suits two different
λ can always be found, i.e. for λ, λ′ there exists
ν ≤ min{ν(λi), ν(λ
′
i) : λi, λ
′
i 6= 0},
and it is not hard to check that the map
ΛmR
ρw
−→ ΛR
(λ1, . . . , λm) 7→ ρw(λ).
is ΛR linear.
We still have to prove the exactness of (5.12). Since each wi is a relation,
we have ρ ◦ ǫ = 0. Conversely, consider some (λ1, . . . , λm) ∈ ker ρ. Fix some
integer ν satisfying (5.13), and consider the morphisms
Fh
φ˜h−→ Λν−h∏
j s
kj(g
αj
ij
) 7→
∑
j αjt
−kjλij
.
Since λ ∈ ker ρ, we have
Rh ⊂ ker φ˜h,
where Rh = ζ
h
∞R(A).
Recall that, since the maps Πh → Πh+1 are surjective and A generates Π
up to DTC, every element g ∈ Πh can be written in the form
(5.14) g =
N∏
j=1
ζh∞(s
kj (g
αj
ij
)).
In particular, this means that the projection Fh → Πh is surjective.
Notice however that although Rh ⊆ ker(Fh
evh−−→ Πh), the inclusion might
be strict in general, so that φ˜ may not induce a morphism on Πh in general.
The assumption that the relations are well behaved is made precisely to
fix this : let κ be a constant such that
∀h′ ∈ Z,∀h ∈ Z, h ≤ h′ − κ⇒ ζh
′
h (Kh) = ζ
h′
h′−κ(Kh′−κ),
where Kh = ker(Fh
evh−−→ Πh). Then, for h ≤ h
′ − κ, we have
ζh
′
h (Kh) = ζ
h′
∞(R(A)) = Rh′ .
Observe now that ζhh−κ : Πh−κ → Πh has a natural section
Πh−κ
ζh
h−κ
// Πh
ι
tt
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mapping Πh to {1} ∗ · · · ∗ {1} ∗ Πh ⊂ Πh−κ. Let F
′
h−κ = ev
−1
h−κ(ι(Πh) and
F ′′h = ζ
h
h−κ(F
′
h−κ) :
Fh−κ ⊃
evh−κ

F ′h−κ
ζh
h−κ
//
evh−κ

F ′′h ⊂ Fh
evh

Πh−κ ⊃ ι(Πh)
ζh+κ
h
// Πh+κ
ι
ss
,
and consider the restriction ev′h of evh to F
′
h. By construction, ev
′
h is sur-
jective, and its kernel satisfies :
ker(ev′h) = ζ
h
h−κ(F
′
h−κ ∩Kh−κ) ⊂ Rh.
As a consequence, the morphism φ˜h : F
′′
h → Λν−h satisfies
ker(ev′h) ⊂ Rh ⊂ ker(φ˜)
and hence induces a morphism φh : Πh = F
′′
h / ker ev
′
h → Λν−h. Moreover,
by construction we have
φh(gi) = ζ
ν−h
∞ (λi).
As a consequence, the collection of morphisms (φh)h∈Z defines an element
φ ∈ LΛR such that
λ = ǫ(φ).

Proposition 5.13. We have LΛR = L⊗ ΛR. In particular,
dimR L = dimΛR LΛR .
Proof. Let φ be a morphism in LΛR . Observe that a morphism φ = (φh)h∈Z ∈
LΛR is fully determined by its behaviour on single letters in G0 ⊂ Π, i.e. by
the maps
φh,0 = φh|G0
: G0 → Λh.
Splitting φh,0 according to the degree of t, we can write
φh,0 =
−h∑
d=−N
tdαh,d,
where the αh,d are now morphisms from G0 to R, i.e. elements of L.
Splitting each αh,d according to a basis (α
(1), . . . , α(k)) of L, we write φh,0
as
φh,0 =
k∑
i=1
λi,hα
(i),
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where each λi,h is in Λ−h. Moreover, for h < h
′, λh′ = [λh]−h′ , so that the
sequence λi,h defines an element λi ∈ ΛR, and we have
φ =
k∑
i=1
λiα
(i).
Here α(i) is seen as the element of L naturally induced by α(i) on the 0-level.
This ends the proof of 5.13. 
Corollary 5.14. The real dimension dimRHom(π1(X),R) is an upper bound
for the deficiency up to DTC of π1(M˜, u). Here the deficiency up to DTC
is the maximum of m − r, where m is the cardinal of a generating family,
and r of the associated relations, both up to DTC.
5.3. Comparing Novikov fundamental group and homologies. In
this section, we use the results of the two previous sections to provide exam-
ples where the numerical estimates for the number of index 1 and 2 critical
points obtained from the Novikov fundamental group are essentially different
from the estimates that can be derived from the Novikov homologies.
5.3.1. Comparison on the minimal integration cover. Suppose now that X
satisfies the following conditions
dimX = n ≥ 4,
H1(X,Z) = H2(X,Z) = 0,
π1(X) 6= 1.
This is the case for instance if X = S × Sn−3, n ≥ 4, where S is the
Poincare´ homology sphere.
Recall that the manifold under interest is then M = Tn × X, endowed
with the one form u = [π∗(dθ1)], and M˜ is the minimal integration cover of
u.
Then from proposition 5.1, we get
HN1(M˜, u) = HN2(M˜, u) = 0,
while from proposition 5.4 we get
π1(M˜, u) 6= 1.
In particular, the Novikov homology on the minimal cover does not detect
any index 1 or 2 critical points, while the Novikov fundamental group does
since we necessarily have
µDTC(Π) > 0.
Similarly, if G has non trivial relations, which is the case for the Poincare´
sphere for instance, then so does π1(M˜, u) and hence
ρDTC(Π) > 0.
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In the case where X = S×Sn−3, we can be even more precise, since π1(X)
is not cyclic and has at least 2 generators, we have
µDTC(π1(M˜, u)) = 2.
Similarly (5.1) is a presentation of π1(X) with 2 generators and 2 relations,
so ρDTC(π1(M˜, u)) ≤ 2, while it is not hard to see from these relations that
dimRHom(π1(X),R) = 0, so that ρDTC(π1(M˜, u)) ≥ 2 and finally
ρDTC(π1(M˜, u)) = 2.
This proves Theorem 1.5 which we recall below
Corollary 5.15. When X = S × Sn−3, the Novikov fundamental group
associated to the class u = π∗[dθ] on M = Tn♯X is non trivial, and any
Morse 1-form in this cohomology class has to have at least 2 index 1 and 2
index 2 critical points.
This example shows that the lower bounds (3.2) and (3.3) derived from
Novikov fundamental group are essentially different from the Novikov in-
equalities derived from the Novikov homology associated to the minimal
integration cover.
Remark 19. When X = S × Sn−3, we also have π2(X) = 0, and hence
HN2(M,u;Z[π1(M)]) = 0, so that the Morse-Novikov inequalities for the
universal cover do not detect any index 2 critical points either.
However, the comparison of the Novikov homologies on the universal and
minimal integration covers still allow to detect index 2 critical points as
detailed below.
5.3.2. Comparison on the universal cover. A nice observation pointed to us
by A. Pajitnov allows to detect index 2 critical points from the comparison
of the Novikov homology on the minimal and universal covers, even though
the second homology group vanish : starting with a 1-form α in the class
u, it is possible to modify to remove all the index 0 critical points, without
creating new index 2 critical points. Then, since HN1(M,u;Z[π1]) 6= 0, α
has to have index 1 critical points. Moreover, since HN1(M,u) = 0, all
these points have to be killed by index 2 critical points.
The number of index 2 critical points detected by this observation is
at most that of index 1 critical points. More precisely, it is at most the
difference |β˜1 − β1| where β1 and β˜1 are the minimal number of generators
for HN1(M,u) and HN1(M,u;Z[π1(M)]).
Consider the case where M = Tn♯X with X = RPn (n ≥ 4).
From (5.1), we obtain
HN1(M,u) = Z/2Z((t)) and HN2(M,u) = 0.
On the other hand, HN1(M,u;Z[π1(M)]) 6= 0 so that from 5.2, we get that
the minimal number of generators of HN1(M,u;Z[π1(M)]) is 1, and
HN2(M,u;Z[π1(M)]) = 0.
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In particular, the comparison of the Novikov homologies associated to the
minimal and universal covers does not provide any index 2 critical points,
while the Novikov fundamental group does, since we obviously have
µDTC(π1(M,u)) = 1 and ρDTC(π1(M,u)) = 1.
In particular, every Morse 1-form on Tn♯RPn has to have at least one index
2 critical point.
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