Abstract-We present low-energy proton single-event upset (SEU) data on a 65 nm SOI SRAM whose substrate has been completely removed. Since the protons only had to penetrate a very thin buried oxide layer, these measurements were affected by far less energy loss, energy straggle, flux attrition, and angular scattering than previous datasets. The minimization of these common sources of experimental interference allows more direct interpretation of the data and deeper insight into SEU mechanisms. The results show a strong angular dependence, demonstrate that energy straggle, flux attrition, and angular scattering affect the measured SEU cross sections, and prove that proton direct ionization is the dominant mechanism for low-energy proton-induced SEUs in these circuits.
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I. INTRODUCTION

F
OR older integrated circuit (IC) technologies, protons could only cause single-event upsets (SEUs) through nuclear interactions, which occur at high proton energies. Recently, large SEU cross sections have been reported from low-energy proton (LEP) irradiations of modern ICs [1] - [3] . These studies present compelling evidence that these upsets are caused by a different mechanism: proton direct ionization. Nonetheless, other mechanisms may also contribute to the LEP SEU response. For example, multiple-bit upsets (MBUs) have been observed when irradiating SOI SRAMs with LEPs at normal incidence, which is inconsistent with the proton direct ionization mechanism because of node spacing [4] , [5] . It was suggested in [3] - [5] that elastic scattering might be the cause of these MBUs, while [6] goes so far as to assert that elastic scattering dominates over direct ionization for even single-bit upsets (SBUs).
Thus far, insight into the basic mechanisms of LEP effects has been partially obscured by the interactions of the proton beam with the ICs' intervening materials. Protons are most ionizing when their energy is near 50 keV, at which energy they have a range of only 500 nm in silicon. Even the thinnest of back-end-of-line stacks or thinned substrates are much thicker than this, requiring that higher-energy proton beams be used to penetrate through to the active region. As these protons propagate through the intervening materials their energies are not only degraded, but they also become more broadly distributed: a phenomenon known as energy straggling. Since LEP effects are most significant at very low energies, by the time the beam is degraded to these low energies a fraction of the beam is often stopped altogether, which we will call flux attrition. Finally, as monodirectional protons propagate through the IC materials they scatter off of the target atoms at various angles.
Therefore, when an IC is irradiated with monoenergetic and monodirectional LEPs, what actually reaches the sensitive volumes is a reduced flux of protons at various energies and angles, making it difficult to correctly interpret the resulting SEU cross section. These uncertainties are amplified when increasing the angle of the beam, which effectively increases the thickness of the intervening materials, or when testing circuits in flip-chip packages, which must be irradiated through silicon substrates that usually cannot be thinned to less than 50 m.
In this work, we present low-energy proton and alpha particle SEU data for a 65 nm silicon-on-insulator (SOI) SRAM whose silicon substrate has been completely removed. Thus, particles only have to penetrate the 150 nm thick buried oxide (BOX) to reach the sensitive volumes. In previous studies, the intervening materials were at least 10 m thick, or about 70 times thicker. (One exception is [7] , in which these same SRAMs were also tested with LEPs through the BOX. However, tests were only performed at normal incidence over a narrow range of energies due to facility constraints.) Therefore, energy loss, energy straggle, flux attrition, and angular scattering have been dramatically reduced in this work. This allows the LEP energy and angular responses to be studied independently for the first time, and provides more direct insight into the roles of these parameters than was possible in previous studies. The results prove that proton direct ionization is the dominant mechanism for LEP-induced SEUs in these circuits. Insights are also gained on angular scattering effects. Finally, methods and assumptions that have been used for LEP error rate prediction are tested and validated.
II. EXPERIMENTAL DETAILS Low-energy broadbeam irradiations were performed using three accelerators: Vanderbilt University's Pelletron [8] , NASA Goddard's Instrument Calibration Van de Graaff [9] , and NASA Goddard's Potential Drop Accelerator [9] . The beam flux was uniform across the spot size, which was 1, 0.63, and 0.5 inches for these three accelerators, respectively. Highly monoenergetic beams were used and maintained by testing in vacuum and by tuning the accelerators to the energy of interest. With only one exception (discussed later), degraders were not used to reduce the beam energy. The beams were verified to be pure by measuring their energy distributions with surface barrier detectors, which were placed behind apertures with very small openings, and which were calibrated using an Am-241 source. Finally, rotation stages in the vacuum chambers allowed the tilt angle of the IC to be controlled remotely.
Vanderbilt's Pelletron [8] was tuned to produce 0.25 to 4 MeV proton beams, and 6 MeV alphas. The uniform 1 inch diameter broadbeam is produced using a 120 nm thick gold scattering foil, located 3.1 meters upstream of the IC being tested. This foil is so thin that it causes negligible energy loss and energy spreading. Rutherford back-scattered particles from this foil are counted to provide dosimetry. This dosimetry system allows the flux at the IC to be reported in real time, without blocking the beam, and is calibrated using a solid-state detector that can be inserted at the IC test position. Most tests were performed in vacuum, but some were also performed in air by passing the beam out of a 25.4 m thick aramica exit window.
The two NASA accelerators [9] were tuned to produce proton beams from 25 to 250 keV. On these accelerators, the flux was uniform across the spot size because of how the beam diverges from the upstream bending magnets. No scattering foils were necessary. The beam flux was measured immediately before and after each irradiation of the IC. For the Van de Graaff, this was done with a beam stop electrode that was calibrated with a Faraday cup, while for the Potential Drop Accelerator, this was done with an apertured surface barrier detector that was calibrated with a Faraday cup.
All tests were performed at ambient temperature on partiallydepleted SOI SRAMs made in IBM's 65 nm technology node. SRAMs of this same model were tested with LEPs in [1] , [2] , [4] , [7] . Bias voltages of 0.8 V and 1.0 V were used, corresponding to undervoltages of approximately 30% and 10%, respectively. A Certimax digital tester was used to write (read) a checkerboard pattern to (from) the SRAMs before (after) each irradiation.
The SRAMs' substrates were completely removed using the XeF etch process described in [10] , [11] . All irradiations were performed through the backside, so the particles only had to pass through the 150 nm thick BOX to reach the sensitive volumes. Even when following best practices, this etching process leaves islands of some residual material on the BOX [11] . Recent work has shown that these are islands of SiO , which are formed during the etch process [12] . After the radiation tests were complete, the islands on the SRAMs' buried oxides were studied using optical, scanning electron, and atomic force microscopes. These showed that the SiO islands were less than 10 nm thick-far thinner than the 150 nm thick buried oxide. Therefore, these islands are assumed to have a negligible effect on the beams used.
Tests were performed at angles of up to 80 . The SRAMs' packages were specially prepared to allow testing at this angle without obstructing the beam. At these extreme angles, small uncertainties in the beam angle can significantly affect the SEU cross sections. This uncertainty was minimized by re-zeroing the rotation stages at angles that caused the same cross sections to be measured at 80 and 80 .
III. RESULTS WITH SIGNIFICANT ENERGY LOSS AND ENERGY STRAGGLE
The measurements of Fig. 1 demonstrate how LEP measurements are typically performed. Typically, energy loss and straggle are significant, and degraders are often used to decrease the beam energy, as was done in [2] - [5] . It is well known that these degraders introduce uncertainty in the measurements via energy straggle. Despite this, degraders are still used, either of necessity since some accelerators cannot be tuned to low enough energies, or of convenience to avoid the delays imposed by retuning the accelerator. For Fig. 1 , irradiations were performed at Vanderbilt using normally-incident 4 MeV protons in air. In this case, the air gap was increased to degrade the beam energy. The measurements of Fig. 1 (and of all measurements performed in this work) are plotted with vertical error bars that represent the 95% confidence interval, based on the number of SEUs observed. If error bars are not visible for a given data point, then they are smaller than that point. A peak cross section was observed when an air gap of 21 cm was used, because that air gap caused many of the protons to reach the sensitive volumes near their end of range, where their linear energy transfer (LET) is highest. It is expected that a larger peak cross section would be measured if monoenergetic protons could be delivered to the sensitive volumes near their end of range, which will be confirmed in the next section.
Data were gathered in a similar manner in [2] , and are presented in Fig. 2 . In this case, irradiations were performed in vacuum with 1 MeV protons through the back-end-of-line The cross sections differ because of differences in energy loss, energy straggle, and flux attrition, which were significant in [2] , but which were insignificant in this work.
(BEOL) materials. The BEOL is 10 m thick for this technology [2] . The beam angle was increased, which effectively increased the thickness of the BEOL degrader materials. This initially caused the cross sections to increase because reducing the energy of the protons makes them more ionizing, and because at larger angles the protons have longer path lengths through the sensitive volumes. As the angle was further increased the cross sections decreased because of flux attrition, meaning the protons were stopped in the BEOL. The peak cross section occurred at 50 because, at that angle, the BEOL had an effective thickness of 16 m, which is also the range of 1 MeV protons in silicon. In other words, the peak occurred at 50 because, at that angle, the BEOL materials degraded the protons so that they reached the sensitive volumes near their end of range, where their LET is highest. This is why these data are qualitatively similar to those of Fig. 1 . (Note that the BEOL is not composed entirely of Si, but the average density of all the BEOL materials is similar to that of Si.)
This peak cross section that occurred at 50 was used in [2] for an on-orbit error rate calculation. Similarly, peak cross sections measured in [13] were used for LEP error rate calculations. These studies used these peak cross sections, even though they were known to be affected by energy straggle and flux attrition, because at that time it was not possible to further reduce these sources of experimental interference. Thus, energy straggle and flux attrition introduced uncertainty into these error rate calculations that was not quantified.
IV. INSIGHTS GAINED WHEN MINIMIZING ENERGY LOSS
AND ENERGY STRAGGLE The blue curve of Fig. 2 was measured using the same proton energy (1 MeV), SRAM model, and bias voltage as the other Fig. 2 curves that were taken from [2] . However, the resulting cross sections are very different because of differences in energy loss, energy straggle, and flux attrition, which were significant in the measurements of [2] due to the relatively thick BEOL materials, but which were insignificant in this work since the protons only had to penetrate the 150 nm thick buried oxide. . Measured proton SEU cross sections using four accelerators, angles of 0-80 , incident energies of 25 keV to 58 MeV, and a bias of 0.8 V. These data were affected by far less energy loss, energy straggle, angular scattering, and flux attrition than data from previous studies because only 150 nm of intervening IC material (SiO ) was present.
These differences demonstrate that experimental results should be interpreted cautiously when the energy loss and straggle in intervening materials are significant.
The cross sections of the blue curve of Fig. 2 increase with angle due to the increase in effective LET of the proton direct ionization. In other words, the protons have a longer path length through the sensitive volumes at the larger angles, thereby depositing more charge and making SEUs more likely. Note that none of the cross sections shown in Fig. 2 were scaled by 1/cos(angle) to account for the lower flux reaching the SRAM at the larger angles. If they were, then the cross sections at 60 would be 2 higher, and the cross section at 80 would be 5.8 higher. Thus, the angular response of this SRAM is even stronger than is suggested by Fig. 2 . In the curves from [2] , the angle, average energy, energy straggle, and flux of the protons reaching the sensitive volumes were all changing together, and their separate roles cannot be decoupled. Conversely, only the angle of the protons is changing in the blue curve, since energy loss, energy straggle, and flux attrition in the BOX is negligible.
The complete dataset in which energy loss, straggle, and flux attrition have been minimized is shown in Fig. 3 . Four different accelerators were used, spanning incident proton energies of 0.025 to 58 MeV. The accelerators used for each energy range are labeled at the top of Fig. 3 . The results obtained at TRIUMF are from [7] . The same 65 nm SRAM sample was used for the TRIUMF and Pelletron datasets. This sample was subsequently damaged, so a different sample had to be used for the NASA datasets. It can be seen that the same cross sections were measured from these two samples at 0.25 MeV with the Pelletron and NASA Van de Graaff, so the results from these two samples are treated as a single data set.
Irradiations were performed using tilt angles of 0-80 , where tilt angle has the usual meaning of the angle between the incident protons and the normal to the plane of the IC surface. The roll angle (rotation of the IC with respect to the incident particle trajectory) was chosen so that grazing angle protons traveled along the transistor gates, or more importantly, through the long dimension of the transistors' body and channel regions. If the SEU cross sections depend on the roll angle then this is expected to be the worst-case roll angle. However, LEP results from [7] on these same SRAMs showed that the SEU cross section did not depend on the roll angle for the conditions used therein.
The data of Fig. 3 are plotted as effective SEU cross sections, meaning they have been scaled by 1/cos(angle) to account for the reduction in flux as the angle is increased. This is typically done with SEU data caused by heavy ion direct ionization, and is done here since the SEUs from 0.025 to 4 MeV were caused by proton direct ionization. However, the TRIUMF data at 36 and 58 MeV were caused instead by proton nuclear interactions. If these TRIUMF cross sections had not been scaled by 1/cos(angle) then they would be seen to be equal from 0 to 80 , as is typical of data caused by proton nuclear interactions. Fig. 3 shows a strong energy response. The SEU cross sections are a few orders of magnitude higher at low energies than they are at 58 MeV, consistent with the findings of previous works [2] , [3] , [13] . However, previous works could not show the energy response at this level of detail because the ICs had much thicker intervening materials. Fig. 3 shows that SEUs were observed with incident proton energies as low as 25 keV. To the authors' knowledge, these are the lowest energy charged particles that have ever been observed to cause SEUs. More importantly, the maximum cross section at 0 was measured at 64 keV. This is very close to the proton Bragg peak energy of 50 keV, which is the energy at which protons are the most ionizing. Therefore, this energy has always been expected to be the worst-case energy for proton direct ionization-induced SEUs, at least in circuits with very thin sensitive volumes such as this one, but this has not been experimentally verified until now. This is compelling evidence that direct ionization is the dominant mechanism for LEP-induced SEUs, at least in this circuit. Note that the Bragg peak energy for protons is not well defined [14] , so the maximum SEU cross section was not expected to be at exactly 50 keV.
It is instructive to compare the peak cross sections measured at 0 in Figs. 1 and 3 . Both measurements were made with a bias voltage of 0.8 V. The difference is that 4 MeV protons were degraded until a peak cross section was found in Fig. 1 , whereas in Fig. 3 the proton beams were directly tuned to find the peak cross section. The peak cross sections in Figs. 1 and  3 are cm Mbit and cm Mbit, respectively. Therefore, the peak cross section measured with a degraded beam was 6 lower than that measured with a monoenergetic beam. Radiation transport simulations performed with MRED [15] , [16] and SRIM [17] (not presented) suggest that the 0 peak cross section was lower in Fig. 1 than in Fig. 3 because energy straggle, flux attrition, and angular scattering were significant in Fig. 1 , which prevented most protons from reaching the sensitive volumes at their worst-case energy of 50 keV, as they did in Fig. 3 . (The simulations suggest that energy straggle and flux attrition were more significant factors than angular scattering.) This suggests that energy straggle and flux attrition cause the peak cross sections of conventional LEP mea- surements to be lower than they would be otherwise, so those measurements are not conservative and should be interpreted cautiously. Fig. 3 also shows a strong angular response. From 0.15 to 4 MeV, the cross sections increase by two to four orders of magnitude as the angle is increased from 0 to 80 . This demonstrates more convincingly than previous studies that one must account for the LEP angular response to be conservative. Most LEP test methods are not amenable to testing at grazing angles since that worsens energy straggle in the intervening materials. One exception is presented in [7] , in which energy straggle is intentionally introduced to reproduce the LEP distribution found in space. Although grazing angles were found to be the worst case for LEPs in SOI SRAMs in this study and in [7] , [18] , results from [18] suggest that bulk Si ICs have a very different LEP angular response, and that the worst-case angle is at or near normal incidence.
The low-energy data of Fig. 3 have been replotted in Fig. 4 . The cross sections have been corrected based on SRIM simulation results to compensate for the minor flux attrition that occurred in the BOX. More importantly, SRIM simulation results were used to account for energy loss in the BOX by replotting the data as a function of average proton energy at the BOX/Si interface, which is the top surface of the sensitive volumes. Both of these changes primarily altered the data taken at the lowest incident energies and largest angles, on which even the very thin BOX had a non-negligible effect. For example, when the Fig. 3 data point at 80 and 40 keV was replotted to account for energy loss in the BOX, it shifted down to 3 keV in Fig. 4 ; a larger shift than was seen for the other angles. The LEP data of Fig. 3 have been replotted in Fig. 6 as a function of the average effective LET at the BOX/Si interface. Effective LET is the LET at normal incidence times 1/cos(angle). As in Fig. 4 , all the data of Fig. 6 include vertical and horizontal error bars, most of which are smaller than the data points. The horizontal error bars show the spread of effective LETs covered by 90% of the particles, as simulated by SRIM.
In Fig. 6(a) , the proton data gathered at incident energies of 0.25-4 MeV are plotted along with 6 MeV alpha particle data gathered with the Vanderbilt University Pelletron from 0 to 80 , and along with heavy ion data reported by Heidel et al. in [4] . Heidel's data were gathered at TAMU using 40 MeV/u N and 15 MeV/u Ne at the same bias voltage (0.8 V) on the same model SRAM, but it was irradiated through the BEOL and its substrate was not removed. The excellent agreement of the proton and alpha data of this work with the green data points from [4] suggest that the SRAM's intrinsic SEU susceptibility was not altered when the substrate was removed, consistent with the findings of [19] .
Nearly all the data points of Fig. 6 (a) fall along the same Weibull-shaped curve, even though a very wide range of particle species, angles, and energies were used. The highest LET (highest angle) data point for 1 MeV protons is an outlier, which is not understood at this time. This agreement between the proton, alpha, and heavier ion data suggests that effective LET in the sensitive volume is sufficient to predict SEU cross sections. This proves that direct ionization is the dominant LEP SEU mechanism, at least for SBUs in this circuit (no MBU analysis is performed in this work). In spite of this finding, at this time we recommend that low-LET ions (such as alphas) not be used as a proxy for LEP testing since these low-LET ions have been shown to underpredict the cross sections for LEP-induced MBUs [5] . Further work is needed to understand the mechanism for these LEP-induced MBUs so that hardness assurance guidelines can be adjusted accordingly.
In contrast to Fig. 6(a) , Fig. 6(b) shows that the effective LET metric has its limits. Fig. 6(b) contains the same data as Fig. 6(a) , as well as the proton data gathered with incident energies of 0.025-0.15 MeV. These lower energy data diverge from the Weibull-shaped curve, especially as the angle (and effective LET) is increased and as the incident proton energy is reduced. SRIM simulations were performed that indicate this occurs because, although the protons enter the sensitive volumes with the effective LET shown on the X-axis, their effective LET is much lower when they leave the sensitive volumes, if they leave the sensitive volumes at all. For example, consider the data point measured with an initial energy of 40 keV at 80 , which has the highest effective LET of this data series. By the time this beam penetrates the BOX it has an average energy of only 3 keV, as shown in Fig. 4 . SRIM reports that 3 keV protons have an average range of 50 nm in Si. The SRAM's sensitive volumes are 60 nm thick, which is the Si film thickness for this SOI technology [20] . At an angle of 80 , the path length through this 60 nm thick sensitive volume is 350 nm, which is much greater than the 50 nm range of the 3 keV protons. In other words, the data points that diverge from the main curve in Fig. 6(b) do so because the proton energies are too low to maintain their effective LETs all the way through the sensitive volumes. Therefore, if the sensitive volumes had been thicker, as is the case with bulk Si circuits, then this divergence from the main curve would have been more significant.
V. ANGULAR SCATTERING EFFECTS
The role of angular scattering was minimized in the data of Figs. 3, 4, and 6 since the SRAMs' intervening materials were reduced to only 150 nm of SiO . However, even under these nearly ideal experimental conditions, angular scattering still affected the measurements, as will now be shown using SRIM simulations.
Simulations were performed of monoenergetic proton beams with energies ranging from 25 to 250 keV, corresponding to the test energies used with the two NASA accelerators. One million protons were simulated in each case, and were directed at a 150 nm thick layer of SiO , representing the buried oxide of the etched SOI SRAM. For those protons that were transmitted through the oxide, the angles at which they were emitted were recorded and histogrammed in 1-degree-wide bins. These histograms give insight into the angular distributions of protons reaching the sensitive volumes in the experiments of Figs. 3, 4, and 6. Fig. 7 shows the angular distributions from simulations performed with protons at a 65 angle. The X-axis is plotted as the departure from this 65 angle, in degrees. Therefore, if the beam were to pass through the BOX without scattering, then all one million counts would be plotted at zero degrees on the X-axis. Instead, we see semi-Gaussian distributions, which become increasingly broad as the initial energy is reduced from 250 to 25 keV. This demonstrates that scattering effects are most severe at very low energies. Therefore, although proton irradiations were performed with monodirectional beams at certain Fig. 7 . SRIM simulation results of 65 tilted proton beams of five different initial energies after having passed through the 150 nm thick buried oxide. This angular histogram shows that, as their initial energy is reduced, protons are more likely to scatter at large angles. Also, at an initial energy of 25 keV, most protons that are transmitted through the BOX are able to do so because scattering causes them to have shorter path lengths through the BOX, which corresponds to negative angles on the X-axis.
angles in Figs. 3 and 4 , the protons reaching the sensitive volumes had angular distributions, which were most broad at the lowest energies. Fig. 7 also shows that the peaks of the angular distributions shifted to large negative angles as the initial beam energy was reduced. Note that negative angles correspond to protons traveling through the BOX with a shorter path length. Therefore, the 25 keV beam scattered at many angles upon striking the BOX, and those protons that scattered at large negative angles were most likely to be transmitted all the way through the BOX because of their shorter path lengths. The conditions used for this simulation result-65 with an initial energy of 25 keV-were also used experimentally for one data point in Fig. 3 . This measured cross section is seen to be very low, and would likely have been even lower in the absence of scattering. Thus, scattering can affect not only the angle and the effective LET of the protons that reach the sensitive volumes, but can also affect the energy loss, energy straggle, and flux attrition occurring in the intervening materials. More detailed simulations would be necessary to quantify the effect of scattering on the measured cross sections of Fig. 3 . However, the good agreement of the data points of Fig. 6(a) with the Weibull-shaped curve suggest that scattering had very little effect on the cross sections measured with those beams, whose incident energies were 250 keV or more. This is consistent with Fig. 7 , which shows that a 250 keV proton beam undergoes very little angular scattering in the 150 nm thick BOX.
It is expected that scattering effects will be more severe when the intervening materials are thicker than the 150 nm BOX of this study, which has always been the case in prior LEP experiments. Therefore, scattering effects require further investigation, especially since they may have caused the MBUs that were observed when irradiating SOI SRAMs with LEPs at normal incidence in [4] and [5] .
VI. INSIGHTS GAINED ON LEP ERROR RATE PREDICTION
The technique used in this work to minimize energy loss, energy straggle, flux attrition, and angular scattering has proven useful for understanding LEP mechanisms, but is not very practical for routine hardness assurance applications. Its use is limited to SOI circuits, and it imposes strenuous circuit preparation and facility requirements. It is the opinion of the authors that the most practical error rate prediction method for LEPs is the one developed in [7] and [18] . This method was developed using the same 65 nm SOI SRAM and 0.8 V bias voltage used in this work. Therefore, the nearly monoenergetic data of this work can be used to test the accuracy of that method, and the validity of one assumption on which it relies.
The LEP rate prediction method of [7] and [18] intentionally introduces significant energy straggle by degrading a 70 MeV proton beam. Energy spectroscopy measurements and simulations were used to show that, by so doing, the LEP energy distribution found in all shielded space environments could be reproduced in the laboratory. The beam is degraded until the peak SEU cross section from LEPs is found. This peak cross section is caused by a space-like LEP energy distribution that is delivered to the sensitive volumes with a known fluence. This dramatically simplifies LEP error rate prediction, and allows work to be done at high-energy proton facilities, on encapsulated parts, without knowledge of the IC design, and with no computer simulations required [7] , [18] .
To test the accuracy of this method, LEP error rate predictions were performed using the data of Fig. 3 for the same space environments for which error rates were predicted in [7] . The steps of this error rate calculation are as follows:
1) The Fig. 3 data from 0.025-4 MeV and 0-80 were interpolated to produce cross sections at the same proton energies listed in the environments' differential flux files. 2) Each of these cross sections was multiplied by the differential flux at the corresponding energy, and by the width of that energy bin in the flux file. 3) These fractional error rates were integrated from 0 to 3 MeV, giving the error rates based on data at each of the five angles shown in Fig. 3 . 4) These integral error rates were weighted according to the probabilities that proton strikes that occurred would occur at or near those angles. The same weighting factors were used that are given in [7, Table I ]. 5) These weighted integral error rates were summed together, giving the total error rate to isotropic sub-3-MeV space protons. For every space environment considered, the error rates calculated using the data of Fig. 3 and the steps above were 50% higher than the error rates calculated in [7] . This is an excellent agreement for error rate calculations, for which small changes in the input parameters can often lead to much larger changes in the calculated error rates. This excellent agreement is surprising since the method of [7] relies on degraded 70 MeV proton beams, whereas the rate calculations of this work used monoenergetic beams. This confirms that the more practical method of [7] is accurate, at least in the case of this SOI SRAM. It is also expected to be accurate for other bulk and SOI circuits since the method is not specific to any technology or process parameter. Instead, the method works by allowing one to deliver a high-fidelity space-like LEP environment to the sensitive volumes of an encapsulated circuit.
The error rate prediction method of [7] assumed that protons that reach the sensitive volumes with over 3 MeV have a negligible contribution to the total LEP error rate. (Similar assumptions regarding upper energy cutoffs have been made, either explicitly or implicitly, in nearly every work that calculates error rates from LEPs. For one example, see [21] .) The fractional error rates calculated in step 2, above, allow this assumption to be tested, at least for LEPs in this 65 nm SOI SRAM. Fig. 8 was calculated based on the fractional error rates described in the steps above for the 65 nm SOI SRAM in a GEO Worst Day Solar Flare environment behind 100 mils of Al shielding. These fractional error rates were normalized and integrated to allow the data of Fig. 8 to be read as percentages of all LEP-induced SEUs caused by protons whose energies exceed those shown on the X-axis. For example, it can be seen that protons with energies 3 MeV only cause about 2% of LEP-induced errors in this SRAM. This confirms the assumption made in [7] that protons with energies 3 MeV have a negligible contribution to the total LEP error rate.
VII. SUMMARY Low-energy proton SEU data are presented in which energy loss, energy straggle, flux attrition, and angular scattering have been minimized by removing the SOI SRAM's silicon substrate. By minimizing these common sources of experimental interference, these data give deeper insight into LEP SEU mechanisms than previous datasets.
Results show that grazing angles are the worst case for LEPinduced SEUs in these SOI circuits. (A different LEP angular response was seen for bulk Si circuits in [18] .) Angular scattering is shown to affect the measured LEP cross sections to a small degree, even in these circuits with very thin intervening materials. Effective LET in the sensitive volume is shown to be adequate to predict the SEU cross section, even when using protons, alphas, and heavy ions at many different angles and energies, proving that proton direct ionization is the dominant mechanism for LEP-induced SEUs in these circuits. Finally, the data are used to demonstrate the accuracy of the LEP error rate calculation method developed in [7] .
