Abstract-This paper points out how the nonlinearities involved in multivariable Takagi-Sugeno (T-S) fuzzy control systems could originate complex behavior phenomena, such as multiple equilibrium points or limit cycles, that cannot be detected using conventional stability analysis techniques. In the paper, the application of MIMO frequency-domain methods to predict the existence of multiple equilibria and of limit cycles are presented. The proposed method is based on the formulation of a Lur'e problem from the original structure of a T-S fuzzy system with a fuzzy controller. Furthermore, this technique makes straightforward the application of input-output stability techniques such as the multivariable circle criterion, also called the conicity criterion, and the harmonic balance method. Moreover, in the paper, the application of the harmonic balance method has been generalized to the case of MIMO fuzzy system with asymmetric nonlinearities and improved by the decreasing conservatism. A new and more general stability index which could be used to perform a bifurcation analysis of fuzzy control systems is presented. The paper includes a collection of examples where the advantages of the proposed approach are made explicit comparing it to the input-output conicity criterion and the Lyapunov direct method.
Stability Analysis of Nonlinear Multivariable
Takagi-Sugeno Fuzzy Control Systems
I. INTRODUCTION

S
YSTEMS equipped with fuzzy logic controllers (FLC) give rise to nonlinear dynamical systems. The dynamical behavior of such systems is much richer and more complicated than that of linear systems. Nonlinear systems display two main differences with regard to the linear case: 1) Instead of the single-point attractor associated with the operating point, as happens in linear systems, nonlinear systems can show multiple steady regimes; and 2) they can exhibit long-term behaviors that are more complex than point attractors, such as limit cycles and chaotic attractors. The search for these more complex behaviors is the goal of the qualitative analysis of nonlinear systems [29] , [34] . It should be stressed that here the term qualitative is used with the same meaning it has in the context of qualitative theory of dynamical systems [19] , [24] . This theory provides an overall perspective on the behavior modes of the system, which can be used as a guide for the search of concrete behaviors. In this way it is complementary to the most conventional quantitative methods (Lyapunov, Popov, describing function, etc.). The results of the qualitative theory of dynamical systems are becoming relevant for nonlinear control systems [3] , [8] , [22] , and for FLC [4] , [13] , [36] , [39] .
An FLC can be regarded as a kind of nonlinear controller, which, in general, has a complex analytical description . The nonlinear character of the function should be emphasized. In fact, even if the function is approximately linear in the normal universe of discourse, the saturation outside this region causes to be always nonlinear. This saturation problem is very close to the one found in linear controllers when input saturation is considered (windup problems, for instance). In fact, fuzzy controllers have two sources of saturation: the actuator saturation and the one imposed by the finite length of the universe of discourse of the input variables. It should be also noticed that although the operating range of the input is restricted by the saturation, the range of the other system variables cannot be bounded (at least at will of the designer). This is just the cause of the troubles with the nonlinear nature of the saturation.
Since a system with an FLC is a nonlinear system, two different stability analyses should be undertaken: a local one around the operating point, and a global one to check if there are other equilibria or limit cycles. To deal with the local stability problem of fuzzy control systems, some of the traditional stability analysis methods for nonlinear control systems have been applied [13] , [36] , [39] . One of the first proposals was the use of the describing function method [23] , with recent contributions as [1] and [2] . The circle criterion [33] , [37] , and the related Popov criterion have also suggested ways to analyze the stability of Mamdani-type fuzzy control systems [5] , [32] with a linear plant. In [18] the local stability of a direct neuro-fuzzy controller is analyzed in an input/output setting. Multivariable circle criterion has also been used to analyze the robust stability of a fuzzy feedback linearization regulator [21] . The stability analysis techniques based on the Lyapunov direct method have gained popularity in the last years. Among these techniques, there is a growing interest on the methods based on linear matrix inequalities (LMI) [10] , [20] , [35] , [38] . More recently, slide modes have gained some spread for the analysis of FLC [15] , [30] . The tools supplied by the qualitative theory of nonlinear dynamical systems can be used to analyze global stability problems. These tools were applied previously in [4] to introduce some stability indices. These indices measure how far is the system from global stability. However, in the preceding paper, only the case of multiple equilibria was thoroughly considered. In this paper the approach is also extended to cover the case of limit cycles. An interesting case occurs when the stable operating point is surrounded by an unstable limit cycle. Fig.  1 clearly illustrates this fact. The origin is a stable attractor. However, the unstable limit cycle gives rise to the boundaries of the attraction basin of this equilibrium point. Outside this basin the trajectories diverge and the system becomes unstable.
It should be noted that this phenomenom happens inside the operating region, that is, even if the operating range considered for the system variables is restricted to the saturation in the control action causes the FLC to be unable to stabilize the system in the whole operating region. It is clear that, in this case, even if the origin is stable, some of the trajectories will diverge. Then the system is only locally stable. A similar problem occurs when besides the operating point, there are other equilibria in the closed-loop system [7] . The existence of other attractors, although far from the operating point, implies that the local stability is no longer global. This means that, for large enough disturbances, the system becomes unstable. This is why this kind of situation is dangerous and should be analyzed.
These global problems raise the need of dealing with limit cycles. This is an unsolved problem from a mathematical point of view, but there is a well-known method by the control engineer that allows to approach the problem. It is the harmonic balance analysis. This method will be used in the sequel. The describing function method has been applied to fuzzy control systems in [1] , [2] , and [23] , but with a different approach. The method used here is related to [6] and [16] , where the case of SISO plant and Mamdani-type FLC is studied. In companion papers the problem of the appearance of limit cycles for the MIMO case is analyzed [17] , [31] . Nevertheless, in [16] , [17] , and [31] , only symmetrical nonlinearities were considered while in the current paper the case of asymmetrical nonlinearities, which is quite common in FLC, is analyzed.
In this paper it is assumed that the FLC designer is able to design a controller that is locally stable around the operating point, and the problem at stake is to check if this stability is global or not. To that end, the analysis is addressed to the search for other equilibria or for limit cycles. The existence of multiple equilibrium points can be analyzed with the tools introduced in [4] , however, these tools are not able to deal with limit cycles. The existence of limit cycles are studied here by first-harmonic analysis. One of the contributions of the present paper is that both searches for multiple equilibria and for limit cycles are stated in the single framework supplied by the harmonic balance method. In this way, a measure of robustness is introduced in a quite natural way in the describing function setting. A new stability index is implicit in the approach developed. The great advantage of this last method is that it provides a relatively simple way to deal with global problems. It is interesting to recall that one of the first published reports about the stability analysis of fuzzy control systems [23] was based on the describing function. However, only the case of a SISO system with Mamdani-type controller and linear plant was considered. Here the MIMO nonlinear case both in the plant and the controller is considered. Furthermore, asymmetric nonlinearities are also allowed.
The main contribution of this paper is to generalize the describing function analysis to the MIMO fuzzy nonlinear systems case. To that end, a class of fuzzy systems has been chosen, the Takagi-Sugeno systems. Moreover, the property of additive decomposability is assumed. This restriction is not as hard as can appear at first sight and represents an improvement with respect to other approximations found in the literature (for instance, the consideration that the control law is linear in the universe of discourse). Furthermore, the results presented here can be easily extended to the case where this assumption does not hold. It is interesting to note that the qualitative changes in the state portrait are associated with bifurcations. Even if bifurcations are not explicitly considered in the current paper, the techniques proposed here make it possible to analyze them with the same methodology that was used in [6] for the bifurcation analysis of a second-order linear system with a fuzzy controller. There the problem was to predict the appearance of unstable limit cycles through Hopf bifurcation, or of saddle points through pitchfork bifurcations. The same class of behaviors is analyzed here for MIMO systems. Then, using the method proposed in this paper, a bifurcation analysis of an FLC can also be carried out.
This paper is organized as follows. In the next section a new method to split a given T-S fuzzy system into a linear and a feedback nonlinear part (Lur'e problem) is presented. This decomposition technique allows the direct application of both the multivariable circle criterion (conicity criterion) and the new harmonic balance analysis developed in this paper. This decomposition technique makes also possible the direct application of the last methods to the case of dynamic systems represented by a Takagi-Sugeno fuzzy model with fuzzy logic controllers (T-S or Mamdani-type fuzzy controller). Furthermore, any existing stability analysis based on the wellknown problem of Lur'e could also be applied.
In Section III, the main results of the harmonic balance analysis of nonlinear systems are studied. The main contributions of the paper to this point are 1) solving the harmonic balance equation in a way that reduces conservatism in the practical application of the method with respect to more conventional methods; 2) extension of the technique to the case of a MIMO linear part and asymmetric nonlinearities; and 3) integration in a common framework of the search of multiple equilibria and limit cycles.
Section IV collects some examples showing the possibilities and advantages of the proposed approach. The results obtained are also compared to the ones given by other conventional methodologies such as the methods based on the Lyapunov and multivariable circle criteria. Then it becomes clear through specific examples when these classical stability analysis methods do not give any answer, but the methodology proposed here is able to do it. The paper closes with a section of conclusions. A class of T-S systems additively decomposable is presented in the Appendix.
II. REPRESENTATION OF A T-S FUZZY SYSTEM AS A PROBLEM OF LUR'E
The structure of the classical problem of Lur'e [37] is shown in Fig. 2 . A T-S fuzzy system can be represented according to that structure, that is, a linear and a nonlinear part, by means of the following decomposition technique.
An affine T-S fuzzy system with rules if is then for where is an -dimensional membership function, leads to a dynamical system (1) where (2) are nonlinear functions of that represent the weight of each rule . Equation (1) can be rewritten as
In the last expression, the linear and the nonlinear parts have been separated (see Fig. 3 ). Thus in a T-S system it is always possible to separate the linear and the nonlinear parts. The last will include all nonlinearities of the system and the former may include pure time delays.
Thus it is clear that T-S systems can be represented by the general scheme of Fig. 2 . This is a very conventional way to represent nonlinear control systems, which can be used as a basis to apply the describing function method [22] , [37] , and the circle criterion [33] .
III. FREQUENCY RESPONSE ANALYSIS
OF ASYMMETRIC NONLINEARITIES In order to apply the describing function method to a T-S fuzzy system, it should be decomposed in a linear and a nonlinear part (Fig. 2) . For the sake of simplicity, the nonlinear part should be memoryless but this requirement could be relaxed, although in that case the method will be more involved.
The class of T-S systems considered in this paper has the additive decomposability property; this means, the nonlinear part of the system can be represented as with
This property is shared by many practical FLC's, and it is not so restrictive as it might seem. Moreover, even if the nonlinear part of the system is not strictly additively decomposable, the proposed methodology works in a first approximation, at least for detection of limit cycles. Fuzzy systems with additive nonlinearities are able to fit much better the nonlinear characteristic of a system than simple linear FLC's [14] , [25] , [28] , [36] , where the only source of nonlinearity is the implicit saturation outside the universe of discourse. Work in progress, with very promising results, is analyzing the nondecomposable case. A class of T-S systems additively decomposable is analyzed in the Appendix.
Initially, it will be assumed that the nonlinear part has odd symmetry, that is, so it can be characterized by its describing function. Below, this assumption will be relaxed. As the nonlinear part is assumed to be memoryless, its describing function will not depend on and so will be written , where stands for the vector of the input amplitudes. For fuzzy systems this function is evaluated experimentally by computer, performing the experiment which defines the describing function for each value of .
To extend the harmonic balance to MIMO fuzzy systems, a describing function matrix should be used [26] , [27] . In that case, the limit cycles are assumed to be of the form (4) where with are the outputs of the linear part. Notice that the amplitude of the limit cycles is not necessarily the same for all the outputs and that their frequency is assumed to be the same. As are complex numbers, the limit cycles are not assumed to be in phase. Furthermore, as the time origin is arbitrary, it can be assumed, without loss of generality, that
. As a consequence of the symmetric character of the nonlinear part, the limit cycles are assumed to be symmetric and no bias term is considered.
Let the signals of (4) enter in the nonlinear part, and consider its steady-state periodic output signals . These signals can be expanded in series form as where it has been assumed that the nonlinearity has odd symmetry, so the bias gain of the series is zero.
is the firstorder harmonic gain from the th input of the nonlinear part to its th output. It can be computed with the usual expression of the Fourier coefficients as when . As the nonlinear part is assumed to be memoryless, will not depend on . In order to fulfill the harmonic balance, should be equal to (neglecting the higher harmonics). In matrix form (5) where is the matrix , and the transfer matrix of the linear part. Equation (5) can be rewritten as (6) In order for this equation not to have a trivial solution in , the following condition should be fulfilled:
To solve this equation the method suggested by Mees [26] can be used. This method is based on the fact that (7) can only have a solution if has at least one zero eigenvalue. Further developments based on this approach can be found in [17] and [31] . Nevertheless, the use of (7) gives conservative results since (7) is a necessary but not sufficient condition for the fulfillment of (6) . In this paper, (6) is directly used to solve the harmonic balance. Thus the stability analysis technique presented here is less conservative and represents an improvement with respect to the ones based on (7) [17] , [26] , [31] .
A. Extension to Asymmetric Nonlinearities
In the previous section, it has been assumed that the nonlinear block of Fig. 2 has odd symmetry. Nevertheless, in fuzzy control systems, the separation between linear and nonlinear parts does not usually lead to a symmetric nonlinearity. Therefore, extensions of the previous methods to the case of asymmetric nonlinearities will normally be necessary. This can be achieved by the use of the dual describing function method [9] , [11] . In this method, a first-order harmonic balance is performed, so the limit cycles are supposed to be of the form C
where with , are the outputs of the linear part and the are some gain biases. As in the previous method, it can be assumed that . It should be noted that (8) also covers both the case of symmetric limit cycles and the one of equilibrium points . Let the signals of (8) enter in the nonlinear part, and consider its steady-state periodic output signals . These signals can be expanded in series form as where and are, respectively, the bias gain and the first-order harmonic gain from the th input of the nonlinear part to its th output. They can be computed with the usual expressions of the Fourier coefficients as As the nonlinear part is assumed to be memoryless, and will not depend on . In order to fulfill the firstorder harmonic balance, the zero-and first-order terms of should be equal to the corresponding terms of the output of the linear part to (neglecting the higher harmonics). In matrix form (9) (10) where and are, respectively, the matrices and , and .
Equations (9) and (10) can be rewritten as
The method to analyze the global stability of a system based on (11) and (12) is as follows.
1) Look for equilibrium points setting in (11) . This can be accomplished by minimizing any norm of the vector
. One of such equilibria should be the desired one. Its local stability can be checked by means of the linearization method of Lyapunov. Nevertheless, this stability is only local if other equilibria or limit cycles exist. 2) Analyze the existence of limit cycles using (11) and (12), that is, minimizing a norm of and . If this minimum is negligible then a solution and exists and a limit cycle is predicted. In this minimization procedure the equilibria obtained in Step 1) should be avoided. This method has been included in the fuzzy algorithm stability tool (FAST) developed in the FAMIMO project [12] minimizing the norm of the left-hand side of (11) and (l2).
IV. COMPARATIVE EXAMPLES
The objective of this section is to show by means of examples the advantages of the proposed methodology with respect to other existing methodologies. It will be clear that the main advantage is that it supplies tools to deal with global problems and allows to see why the system lacks global stablility. A progressive collection of examples related to the applicability of the proposed technique for the stability analysis of different fuzzy systems is presented. These examples include a variety of systems exhibiting several stability cases as local or global stability at the operating point, multiple equilibria, unstable limit cycles, and saddle points.
Several stability analysis techniques have been applied to the examples as a comparative framework. These techniques include: Lyapunov direct method, by means of the search for global and/or piecewise-quadratic Lyapunov functions, and the conicity criterion (multivariable circle criterion) also implemented in the FAST tool [12] .
All where the fuzzy state variables and are described by three linguistic terms N, Z, P with trapezoidal membership functions as shown in Fig. 4 . The system output is computed using the algebraic product inference and a weighted average of the individual rule outputs. The fuzzy systems used in these examples are all of them additively decomposable.
A. Example 1: Globally Stable Affine T-S System
The first example deals with a globally stable system for which most of the techniques are able to ensure stability. In that sense, stability analysis of the system is performed with the application of piecewise-quadratic Lyapunov functions, the conicity criterion, and harmonic balance equation.
The affine system is as follows: In [10] , [35] , and [38] , the search for a global quadratic Lyapunov function is approached as a convex optimization problem in terms of linear matrix inequalities. However, the problem is stated for fuzzy systems without constant term in the consequents of the fuzzy rules. In [20] the search for a piecewise-quadratic Lyapunov function for continuous-time affine T-S systems is presented. Such approach reduces the conservatism of the search for a common global quadratic Lyapunov function, , which should be valid for all the dynamics involved. The method takes advantage of the state-space partition induced by membership functions with local support (e.g., trapezoidal membership functions) to compute local Lyapunov functions which are valid for all the dynamics that are active within a region. The state space is divided into operating regions , where only one rule and the corresponding dynamic is active, and interpolation regions between them, where several dynamics are present (a single matrix common to all of the active dynamics in a region should be found). However, if the membership functions have global support such state partition cannot be realized and the method is reduced to the search for a common global quadratic Lyapunov function.
In this example, the premises of the rules induce a state space partition (see Fig. 5 ) into 25 regions (9 operating regions and 16 interpolation ones). It is possible to ensure the stability of the system by means of a piecewise-quadratic Lyapunov function provided by the following set of quadratic matrices:
Now the conicity criterion [5] , [33] will be applied to the same system. First, the affine system is split into a linear part and a nonlinear part to have the structure of Fig. 2 according to Section II. The nonlinear feedback is composed of the nonlinearities corresponding to the affine fuzzy system (see Fig. 3 ). The resulting linear part for the current example is (13) (14) Stability analysis based on the multivariable circle criterion [33] leads to the following sufficient condition for the stability of the fuzzy control system [13] . A system with as the transfer matrix of the linear part and the nonlinear part, will be stable if a matrix (called a cone center) exists such that where is called the conicity index which is defined as , where is the conic deviation and is the conic robustness; stands for the functional gain.
In the FAST tool the search for a candidate cone center could be done by several procedures: gradient-based techniques, genetic algorithms, computation of the closest linear system to the nonlinear part, computation of the linear optimal feedback of the system defined by the linear part, and others.
To assure the global asymptotic stability of the feedback system, the cone center has to make the conicity index (i.e., conic deviation divided by conic robustness) smaller than . If the selected cone center does not fulfill the stability condition it does not mean that the equilibrium point is not stable, and, therefore, none stability conclusions could be made (it only means that the candidate center does not suffice).
The following candidate cone center:
provides a conicity index of , and therefore stability of the system can also be assured by means of conicity criterion.
Finally, the harmonic balance method is applied. To deal with the asymmetrical characteristic of the nonlinearities in the fuzzy system the dual describing function has been used. As stated in Section III, the equilibrium points are the solutions of . Also, in order to predict a limit cycle, both and should be equal to zero. Concerning the examples, corresponds to the gain matrix of the linear part (13) . The resulting nonlinear part has two inputs and two outputs, i.e., C . As all the nonlinearities in the system are static, dependence on computing the dual describing function can be neglected. The dual describing function is evaluated obtaining the output of the nonlinearity when its inputs are , and , respectively. By minimizing of , it was found that the unique equilibrium point of the system is the origin with The harmonic balance equation can numerically be solved by minimization of the cost function with respect to , and the amplitude vectors and . As a result of that minimization procedure, it can be also concluded that no solution to the harmonic balance equations exists other than the trivial one. These results are congruent with those obtained by the previous approaches, and global stability of the feedback system at the operating point can be stated. 
B. Example 2: Unstable Limit Cycle
This example corresponds to a fuzzy system exhibiting an unstable limit cycle as can be seen in Fig. 6 Applying LMI, no global quadratic or piecewise Lyapunov functions were found for this example. Concerning the application of the conicity criterion, neither a valid cone center could be found by any of the methods implemented in the FAST tool.
It is important to note that such a result is consistent with the dynamic behavior of the system. As the system is no longer globally asymptotically stable, a Lyapunov or cone center could never be found. However, since all such techniques provide only sufficient stability conditions, no conclusion could be made about the stability of the closed-loop system based on the previous results, i.e., the system could be stable. It could be possible to apply some indirect based Lyapunov method trying to determine the attraction basin of the equilibrium at the operating point, but such an approach has not been implemented.
However, solving it can be verified that no equilibria other than the origin exist. Furthermore, if the harmonic balance equation is numerically solved, the following solution is found:
corresponding to the parameters The minimization results are really close to zero and then it can be concluded that a solution to the harmonic balance equations system exists. Therefore, the existence of an unstable limit cycle with frequency 11.5 rad/s is predicted and, consequently, the system is not globally stable.
The real unstable limit cycle can be observed by means of a backward integration of the system (see Fig. 7 ). It would be interesting to note that, comparing the parameters of the real limit cycle (solid line) with the ones of the predicted limit cycle (dashed line), it can be concluded that, although the describing function could be inaccurate, the results are qualitatively valid, i.e., an unstable limit cycle actually exists.
C. Example 3: Saddle Point
The last example concerns a system with one saddle point (see Fig. 8 function or cone center fulfilling stability conditions could be found (indeed, such a function or cone does not exist since the system is not globally stable).
Nevertheless, a new equilibrium point is detected by setting in (11) . This can be accomplished by minimizing the norm of the vector . In this case, the following result was obtained:
corresponding to the equilibrium point Equation (l2) does not give any new solution different from these equilibrium points.
Therefore, it can be stated that the system under consideration is not globally stable at the operating point, even if it is locally stable. In this example again both the Lyapunov and the conicity do not draw any conclusion, but the harmonic balance can do it.
V. CONCLUSION
Global stability analysis of fuzzy logic controllers is a complex problem. Some difficulties appear because the controller is designed to work well at the operating point, but for nonlinear systems this stability is only guaranteed around this point. Then, the system can be locally stable around the operating point but not globally stable, so some initial conditions or large enough perturbations can lead it out of control. However, knowing how the global stability can be lost, the problem can be at least minimized if not avoided altogether. This stresses the interest in the global analysis of fuzzy control systems.
Methods based on the qualitative theory of nonlinear dynamical systems deserve special mention. These methods are normally of a significant mathematical sophistication. However, as has been shown in this paper, there is a frequency response method, the harmonic balance method, well known by the control engineer, that allows to cope with global problems. It has been shown how to tackle with multiple equilibria and with limit cycles with the help of that technique, even in the case of MIMO systems with asymmetric nonlinearities. To do that, a new technique to decompose a T-S system as a linear and a feedback nonlinear part has been also presented. The method has been applied to additively decomposable T-S systems. Some examples are included where the advantage of the method has been pointed out. It has been shown that in cases where the conventional methods of Lyapunov and conicity fail to give any answer to the stability analysis, the proposed methodology is able to perform the analysis. Furthermore, a robustness measure has been introduced. This measure could be used as a stability index for bifurcation analysis.
Thus a true global method has been implemented. The conservatism in the application of the harmonic balance method has been reduced in two ways: 1) solving the balance equations in a less conservative way; and 2) by using all the structural information available in the fuzzy system. The method has some degree of approximation but it gives good results from a qualitative point of view. Nevertheless, it seems to suit well to the qualitative basis of fuzzy controllers.
The analysis included in this paper is restricted to continuous-time systems. Future research should include the study of discrete-time systems.
APPENDIX ADDITIVELY DECOMPOSABLE T-S SYSTEMS
A class of affine Takagi-Sugeno fuzzy systems additively decomposable is introduced below.
Consider an affine T-S fuzzy system in state-space form, with a state vector of dimension . Let the state variables be represented by the linguistic terms with membership functions shown in Fig. 9 , and such that It is assumed that the inference is performed using the algebraic product and that the output of the FLC is obtained using the center-average defuzzifier. Furthermore, it is assumed that Notice that the first column of depends only on while the second column depends on . Similarly, is composed of two terms, the first one depending only on and the second one on . For a system like this, the nonlinear part resulting from the decomposition technique presented in Section III (17) is additively decomposable, that is, Therefore, the stability analysis can be performed by using the multivariable describing function method.
Proof: The proof will be based on the state-space partition induced by the membership functions and the rule base. Thus three different kinds of regions can be considered (see Fig. 9 ): a) operating regions where there is only one active rule; b) interpolation regions in which two rules fire; and c), interpolation regions with four active rules. The proof will be split into these three cases.
a) Operating region: An operating region is composed of the states such that two indices, and , exist so that The nonlinear part of the fuzzy system in this region is given by (18) It is also fulfilled that Adding both equations Thus, the system is additively decomposable in the operating regions.
b) Two active rules: A region where the system output results from the interpolation of two fired rules is composed of the points such that two indices, and , exist so that one of the following conditions is true:
1)
Notice that, in this case, (16) implies
2)
Notice that, in this case, (16) 
implies
In the following, only the first of the above cases is considered. The argument for the second one is quite similar.
The nonlinear part of the fuzzy system in this case is and
The expression at the bottom of this page follows. Thus the system is additively decomposable in any two rules interpolation region. c) Four active rules: An interpolation region where four rules are fired at the same time can be defined by the states such that two indices, and , exist so that the following conditions are true:
Notice that, in this case, (15) and (16) imply
The equation for the nonlinear part of the fuzzy system in this region becomes and Thus adding both equations and performing some algebraic manipulations, it follows:
Thus the fuzzy system is also additively decomposable in this region and, therefore, it is proved that the system is additively decomposable in all the state space.
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