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editorial
Narciso y biombo: 
Uno al otro ilumina
Blanco en lo blanco.
(Matsuo Basho, ca. 1650, Trad. Octavio Paz)
La multiplicidad, la aplicacin de recursos tecnolgicos y el entrelazamiento de
gneros artsticos y comunicacionales son las marcas indudables de la Produccin
Multimedia. Al constituir una estrategia de comunicacin e interaccin apoyada en las
tecnologas, su escenario inicial fue la pantalla de las computadoras. Actualmente, su
mbito no se limita a los modos de entrada-salida provistos por las tecnologas y puede
extenderse a los que proveen muchos gneros artsticos, como las Artes de la Escena,
Artes Sonoras, Artes del Movimiento y Audiovisuales. Es esta extensin la que deseamos
e x p l o rar en esta revista que presentar principalmente las actividades de Inve s t i g a c i  n -
Produccin-Docencia de nuestra Area de Artes Multimediales.
Resulta significativo que Òlo investigableÓ sea, en su acepcin arcaica, aquello
que no se puede hallar o descubrir y que, sin embargo, designe a lo que es, o a lo que
puede ser objeto de investigacin. El objetivo de la Investigacin es hallar lo que no pu-
do ser hallado, encontrar lo que nadie antes encontr. La marca principal de la inve s t i g a-
cin es, entonces, la innovacin en el sentido antes aludido. El polimorfismo de las Art e s
Multimediales estimula a que se pongan en juego variadas estrategias en la bsqueda de
lo inhallable; ya sea al profundizar las particularidades de cada lenguaje, gnero, o me-
dio aislado, o al estudiar sus intera c c i o n e s .
Por un lado, dos trabajos como los de Martn Groisman (ÒQu hay de nuevo en
los MediosÓ) y Matas Romero Costas (ÒImprevisibilidad: conflicto y oportunidad.  Nue-
vas interfaces para la creacin de un nuevo tipo de relatoÓ) incitan a la reflexin sobre
las particularidades del discurso multimedial.  Otros se concentran en los recursos tec-
nolgicos comprometidos en la produccin, como el de Pablo Cetta (ÒProcesamiento en
tiempo real de sonido e imagen con pd-gemÓ) que presenta uno de los entornos ms
difundidos, verstiles y poderosos para el desarrollo de instalaciones de audio-video.
El de Ral Lacabanne (ÒDiseo de presentaciones multimedia dinmicas para el anli-
sis de la msica electroacsticaÓ) combina diversas alternativas de aplicacin de soft-
ware con estrategias de representacin analtica de sonido y msica electroacstica, o
el de Mariano Cura (ÒEspacializacin y refuerzo de sonido en vivo con sistemas multi-
canalÓ) describe los recursos de espacializacin de sonido usados en la presentacin
de diversas obras de Teatro Acstico. Otros trabajos, como el de Carmelo Saitta se vin-
culan con Multimedia en el sentido en que exploran la interaccin de varios medios
(banda sonora con imagen animada) desde una perspectiva analtica.
Este nmero se completa con las reseas de Actividades Acadmicas de las Are a s
de Artes Audiovisuales y de Crtica de Arte, adems, por supuesto, de nuestra Are a .
Las Artes Multimediales constituyen un gnero inasible que se recrea constan-
temente a partir del dilogo entre sus actores y sus medios, y cuya presencia hemos
querido plasmar significativamente en este primer nmero de RIM. Podramos decir
que, de forma anloga, cada artculo se abre a los otros como lo hace hacia cada me-
dio desde su concepcin particular.
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Durante los ltimos aos han sido creadas diver-
sas herramientas informticas para el procesamiento
en tiempo real, tanto de sonido como de imagen. Una
de ellas es PD (Pure Data), un entorno grfico de pro-
gramacin desarrollado por Miller Puckette, para la ge-
neracin y el tratamiento de audio digital. 
El programa es de libre distribucin y de cdigo
abierto, de modo que es posible examinar y ampliar su
contenido, escrito en lenguaje C. Accedemos al progra-
ma a travs de Internet, en la direccin: http://www-cr-
ca.ucsd.edu/~msp/software.html.
GEM (Graphic Environment for Multimedia), es -
crito originalmente por  Mark Danks, es una librera de
objetos PD para la generacin y procesamiento de im-
genes en tiempo real, disponible en: http://www.dank-
s.org/mark/. Tanto PD como GEM pueden ser utiliza-
dos en diversas plataformas, como Win 32, IRIX, Linux
y OSX, con el propsito de crear aplicaciones multime-
diticas. En este artculo vamos a analizar algunas ca-
ractersticas del sistema PD-GEM a travs de ejemplos
de aplicacin.
La programacin se realiza a partir de objetos y
elementos de control, interconectables por medio de
cables virtuales. En nuestro primer programa (figura
1a) observamos un objeto suma (+) al cual pasamos el
primer trmino a travs de un number box, y el segun-
do trmino como argumento, dentro del mismo objeto.
El segundo ejemplo recibe, en cambio, el segundo tr-
mino como parmetro, y la modificacin del contenido
del primer number box dispara la operacin. 
Figura 1
Otro modo de pasar informacin a un objeto es
utilizando mensajes o listas de mensajes, y sliders, co-
mo se aprecia en la figura siguiente:
Figura 2
En estos ejemplos, las operaciones se disparan
al hacer click con el mouse sobre el mensaje o la lista,
pero tambin es posible ÒgatillarÓ un evento enviando
un tipo de mensaje sin contenido alfanumrico, deno-
minado bang. En el ejemplo que sigue, enviamos un
bang Ðcomo mensaje o a travs de un botn- a un ob-
jeto random, para que genere un nmero al azar com-
prendido entre 0 y 9. Si N es el argumento, los nme-
ros generados pseudoaleatoriamente varan entre 0 y
N-1. Es posible, adems, retardar este tipo de mensaje
utilizando el objeto delay, cuyo argumento es el tiem-
po de retardo en milisegundos. Los mensajes alfanu-
mricos, por otra parte, se retardan con pipe.
Figura 3
PD cuenta con una variada cantidad de objetos
de sntesis y procesamiento, y con la posibilidad de in-
corporar objetos creados por terceros, denominados
externals. Al igual que en Max-MSP, los nombres de ob-
jetos relacionados con seales de audio terminan con
el smbolo Ò~Ó. El siguiente grfico muestra un ejem-
plo de sntesis por frecuencia modulada simple Ðse uti-
lizan dos osciladores, conectados de tal modo que la
salida del primero modifica la frecuencia del segundoÐ
y el uso de filtros pasa altos, pasa bajos y pasa banda
respectivamente, sobre un ruido blanco generado con
noise~. El resultado de la sntesis es enviado al conver-
sor digital-analgico, utilizando dac~.
Doctor en Msica, en la especialidad Composicin. Ha desarrollado una extensa labor como compositor, docente e
investigador.. Ha recibido diversas becas y distinciones, entre ellas la Beca Antorchas, del LIPM y Fundacin
Rockefeller para realizar trabajos de composicin en el CRCA (Universidad de California, San Diego), el Primer
Premio en el Concurso Internacional de Bourges (Francia), el Premio Euphonies d«Or, el Premio Municipal de Msica
y el Segundo Premio Nacional.
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Figura 4
Segn se muestra, tanto la frecuencia de los os-
ciladores como las frecuencias de corte de los filtros,
se especifican en Hertz como argumento, o como par-
metro en las entradas a los objetos. Presionando el bo-
tn derecho del mouse sobre una unidad podemos vi-
sualizar su archivo de ayuda, donde se detallan las fun-
ciones de sus entradas y salidas, as como sus posibles
argumentos. Vemos en la figura, adems, dos mensa-
jes destinados a iniciar y detener el procesamiento.
PD admite enviar datos usando nombres de va-
riables y realizar conexiones de forma remota Ðsin la
necesidad de cables. El ejemplo siguiente hace uso de
estas posibilidades en mensajes de control y seales
de audio.
Figura 5
El objeto adc~ de la figura 5 representa la salida
del conversor analgico digital, al cual se encuentra co-
nectado un micrfono. La seal que toma el micrfono
es multiplicada luego por la funcin sinusoidal prove-
niente del oscilador, y se produce una Òmodulacin en
anilloÓ. El resultado de la modulacin es enviado de
forma remota al objeto dac~. Por otra parte, la salida
es multiplicada por una rampa (generada por line~) cu-
yos valores son recibidos a travs de la variable envol-
vente. Cuando hacemos click sobre la primera lista, la
seal cobra su mxima amplitud en 1000 milisegundos;
la segunda lista, en cambio, produce una disminucin
gradual de 2 segundos. Por ltimo, si hacemos click so-
bre el mensaje ubicado en el extremo superior dere-
cho, enviamos los valores 0 y 1000 haciendo referencia
al nombre de la variable. El punto y coma ubicado de-
lante del nombre forma parte de la sintaxis.
Otra caracterstica importante a considerar es la
posibilidad de encapsular parte de un programa en un
objeto del usuario. Denominamos subpatch al objeto
del usuario que est contenido en el programa princi-
pal, y abstraccin al subprograma que se guarda de
forma independiente en el disco. Las abstracciones se
invocan escribiendo el nombre del archivo en la caja de
un objeto; los subpatches se crean con un nombre al
que se antepone pd seguido por un espacio. Para de-
terminar las entradas y salidas de un subpatch o abs-
traccin utilizamos los objetos inlet y outlet. Veamos
un ejemplo.
Figura 6
La figura 6, a la izquierda, representa un segui-
dor de envolvente. El programa extrae la evolucin di-
nmica de la seal que ingresa por el micrfono conec-
tado a la entrada 2 y la aplica a la seal que ingresa por
la entrada 1. De este modo, controlamos la amplitud de
una seal con otra. A la derecha se observa el conteni-
do del subpatch denominado ÒseguidorÓ, que se vale
del objeto env~ para calcular peridicamente la ampli-
tud RMS en decibeles (0 a 100). Con el propsito de
crear una transicin suave entre los valores, aplicamos
una rampa de 100 milisegundos. Los valores devueltos
por env~ se cargan en la variable 1, que junto al nme-
ro 100, conforman el mensaje destinado al objeto line.
En el prximo ejemplo trataremos de extraer la
frecuencia fundamental de un sonido tnico, con el
propsito de determinar su altura. Para esto, recurri-
mos a un external denominado fiddle~. En su aplica-
cin ms simple, obtenemos la frecuencia desde el ou -
let de la izquierda, en forma de nota MIDI (0 a 127), la
cual convertimos luego a un valor de frecuencia en
Hertz con el objeto mtof.
Figura 7
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De este modo, pudimos extraer la intensidad y la
altura de una seal entrante, valores que conveniente-
mente utilizados pueden variar ciertos parmetros de
una imagen en tiempo real, segn veremos luego.
PD cuenta con poderosas herramientas que per-
miten graficar funciones. En el ejemplo que sigue, par-
timos de un banco de osciladores que genera los cinco
primeros armnicos de un sonido complejo, sobre una
fundamental de 172.2 Hz. Empleamos el objeto table
para representar la forma de onda y el espectro Ða tra-
vs de un subpatch que aplica la transformada rpida
de Fourier.
Figura 8
Graficamos la forma de onda enviando directa-
mente la seal a travs de un objeto tabwrite~. La uni-
dad rfft~ calcula la transformada de Fourier, donde ca-
da muestra del espectro es representada por un nme-
ro real (a) y otro imaginario (b). La magnitud de cada
par de valores se obtiene a travs de la raz cuadrada
(sqrt~) de ÒaÓ al cuadrado ms ÒbÓ al cuadrado.
La transformada de Fourier en audio digital se
utiliza en distintos tipos de procesamiento. Encontra-
mos un ejemplo de aplicacin en la convolucin sim-
ple, proceso en el cual extraemos la envolvente espec-
tral de un sonido y la aplicamos a otro sonido. A la iz-
quierda de la figura siguiente observamos el cuerpo
principal del programa. Con objetos tabplay~ ejecuta-
mos dos archivos de audio almacenados en el disco r-
gido, cuyos contenidos ingresan luego al subpatch de
convolucin. El objeto soundfiler recibe un mensaje so-
bre el nombre y ubicacin del archivo, y sobre la deno-
minacin de una tabla que sirve de soporte a sus
muestras. El objeto tabplay~ lee esas muestras de
acuerdo a la frecuencia de muestreo. Con el propsito
de mejorar los resultados vamos a utilizar una ventana
Hanning en el clculo de la FFT, en lugar de una venta-
na rectangular, la generacin y almacenamiento de la
funcin se aprecia en el sector derecho del grfico.
Figura 9
La convolucin ocurre dentro del subpatch deno-
minado fft-analysis (figura 10). Cada bloque de datos
Ðen este caso fijado en 256 muestrasÐ es multiplicado
por la funcin Hanning y luego transformado al domi-
nio de la frecuencia con rfft~. De la seal de la derecha
se extraen los valores de amplitud para cada muestra
del espectro y luego se multiplican por los de la seal
de la izquierda. De este modo, la resultante contiene
las componentes de frecuencia del primer sonido, pero
con las variaciones de amplitud del segundo. Final-
mente, se normalizan los valores a 1/256 y se envan al
objeto que calcula la FFT inversa, para regresar al do-
minio del tiempo.
Figura 10
Para el tratamiento de la imagen contamos con
una gran variedad de objetos pertenecientes a la libre-
ra GEM. Para comenzar, vamos a crear un ejemplo muy
simple en el cual dibujamos un cuadrado, le aplicamos
color y lo rotamos en el espacio.
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Figura 11
El objeto gemwin crea, al recibir el mensaje crea-
te, la ventana donde dibujamos; y al recibir un 1 o un 0
inicia o detiene el procesamiento grfico. El programa
comienza siempre con el objeto gemhead, al que si-
guen unidades modificadoras de generacin de formas
geomtricas, de representacin de imgenes, etc. En
nuestro ejemplo utilizamos un objeto color y otro rota -
te para cambiar la apariencia del cuadrado (square).
Vemos que color acepta una lista con valores RGB, ro -
tate un ngulo y uno o ms ejes sobre los cuales rotar,
y square mensajes que definen la figura llena o simple-
mente el contorno y su espesor.
Existen objetos para la representacin de diver-
sas formas geomtricas. En el ejemplo siguiente dibu-
jamos una esfera, a la que aplicamos iluminacin local.
Figura 12
La iluminacin se activa o desactiva a travs del
mensaje lighting, enviado a gemwin. La unidad light
crea iluminacin local Ðque es diferente a la ilumina-
cin global, producida con world_lightÐ y admite cam-
bios de color y posicionamiento en el espacio. El men-
saje debug permite visualizar la ubicacin de la fuente.
El tercer parmetro del objeto sphere indica el nivel de
definicin del grfico.
Veamos ahora la utilizacin de un archivo grfico
como textura de las caras de un cubo. Empleamos para
ello los objetos pix_image y pix_texture.
Figura 13
En el ejemplo siguiente vamos a combinar soni-
do e imagen en sincronismo. Partimos de una fuente
sonora virtual que rota alrededor del oyente, simulada
mediante la reproduccin a travs de cuatro parlantes.
Para ello, utilizamos una tcnica de localizacin espa-
cial denominada Ambisonics. De forma simultnea, vi-
sualizamos una esfera inmvil que representa al oyen-
te y otra que gira en crculos alrededor de la primera, y
representa a la fuente.
Ambisonics consta de un proceso de codifica-
cin de la seal a espacializar, y de otro proceso de de-
codificacin, de acuerdo a la cantidad de parlantes a
utilizar y su disposicin en el espacio de audicin. En
nuestro caso Ðcuatro parlantes dispuestos en un cua-
d radoÐ las ecuaciones de codificacin son tres: W, X e Y.
w(n) = 0.707 s(n) / d (W)
x(n) = sinq  s(n) / d2 (X)
y(n) = cosq  s(n) / d2 (Y)
donde s(n) es la seal monofnica a espacializar,
q es el ngulo de posicionamiento de la fuente medido
sobre el plano horizontal, y d es la distancia. La deco-
dificacin de las seales destinadas a cada parlante se
logra por medio de:
s1(n) = W + X + Y
s2(n) = W + X - Y
s3(n) = W - X - Y
s4(n) = W - X + Y
Lo visto Ðcodificacin y decodificacinÐ se resu-
me en el subpatch siguiente. Por el inlet~ ingresa la se-
al de audio a espacializar, la variable ang recibe el n-
gulo de rotacin de la fuente en grados, y a_dist la dis-
tancia. Es importante mantener esta ltima distinta de
cero para evitar la divisin ilegal por ese valor. Como
los objetos sin y cos slo admiten ngulos en radianes,




En la figura 15 vemos el patch principal. El obje-
to counter genera cclicamente nmeros entre 0 y 359,
incrementando una unidad cada vez que recibe un
bang desde metro, y los valores se envan a travs de la
variable ang. El subpatch denominado generador pro-
duce repetidamente una banda de ruido fcilmente lo-
calizable, mientras que la espacializacin se resuelve
en el subpatch ambisonics, explicado anteriormente.
Finalmente, dibujamos dos esferas, una fija que repre-
senta al oyente, y otra que rota, desplazada segn la
distancia fuente-oyente.
Figura 15
Para nuestro ltimo ejemplo vamos a utilizar la
altura y la intensidad de los sonidos de un instrumen-
to musical para aplicarlos en el procesamiento de una
imagen. La altura va a controlar el ngulo de posiciona-
miento de una fuente de iluminacin local y la dinmi-
ca va a regular el nivel de transparencia de una esfera.
Dentro de sta ubicaremos otra de menor tamao, en
rotacin sobre s misma, sobre la cual proyectaremos
un video.
Suponiendo que slo ejecutamos notas de la oc-
tava central (notas MIDI 60 a 72) realizamos primero un
escalamiento para adaptar los valores a un rango de 0
a 360. Para ello, restamos 60 al nmero de nota detec-
tado y luego multiplicamos por 30. El subpatch para la
deteccin de la amplitud, visto anteriormente, nos de-
vuelve valores comprendidos entre 0 y 1, lo cual no re-
quiere escalamiento alguno. En la parte inferior de la fi-
gura 16 vemos el subpatch seguidor y el external fidd -
le~, que envan los valores detectados a travs de las
variables dinmica y altura. 
Figura 16
La variable dinmica ingresa de forma remota al
objeto colorRGB. El cuarto inlet es el que corresponde
al nivel de transparencia, pero siempre en combinacin
con la unidad alpha conectada ms abajo. En la segun-
da columna de la figura controlamos la iluminacin lo-
cal, que rota de acuerdo a la altura. A la derecha, en-
contramos el objeto pix_movie, que proyecta el video
sobre la esfera interior, que rota un grado cada vez que
recibe un bang desde metro. Por ltimo, ms a la dere-
cha, se aprecia un objeto de iluminacin global, cuya
fuente puede rotar manualmente de acuerdo al nme-
ro ingresado.
Hemos visto, a travs de estos ejemplos, algu-
nas aplicaciones del sistema PD-GEM. La lista de obje-
tos es extensa y contina en expansin, sin embargo,
utilizando unos pocos de forma apropiada, fue posible
lograr resultados interesantes. El empleo de controla-
dores MIDI, cmaras de video u otros dispositivos de
ingreso de datos aportan mltiples posibilidades de in-
teraccin; y la conexin de dos o ms computadoras en
red aumenta considerablemente la capacidad de pro-
cesamiento para la realizacin de pro g ramas complejos. 
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