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Résumé.  Dans le cadre du plongement stochastique des systèmes lagran-
giens [3], on déﬁnit un calcul des variations sur les processus. On démontre
un théorème de Noether basé sur la notion de suspension stochastique d'un
groupe à un paramètre de diﬀéomorphismes.
Abstract (The stochastic Noether theorem).  In the framework of
the stochastic embedding of lagrangian systems [3], we deﬁne a calculus of
variations on stochastic processes. We prove a Noether theorem based on
stochastic suspensions of one-parameter groups of diﬀeomorphisms.
1. Introduction
La procédure de plongement stochastique, déﬁnie dans [3], permet d'asso-
cier à des fonctionnelles et des équations diﬀérentielles ordinaires leurs ana-
logues stochastiques. Pour les systèmes lagrangiens, on obtient une dynamique
contrôlée par une équation d'Euler-Lagrange stochastique [3]. Que reste-t-il des
propriétés de la dynamique initiale ? Par exemple, dans le cas déterministe, l'in-
variance d'un lagrangien par un groupe de symétries induit l'existence d'une
intégrale première du mouvement (cf [1] p.88) : c'est le contenu du théorème
de Noether.
Dans cette note, on démontre un analogue stochastique du théorème de Noe-
ther. La démonstration repose sur la déﬁnition des suspensions stochastiques
des groupes à un paramètre de diﬀéomorphismes et d'un calcul des variations
sur les processus stochastiques. On déﬁnit à cette occasion une notion originale
d'intégrale première stochastique.
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2. Rappels et notations
On note I :=]a, b[ où a < b et J := [a, b] l'adhérence de I dans R. Soit K un
corps et d ∈ N∗. On se donne un espace probabilisé (Ω,A, P ) sur lequel existent
une famille croissante de tribus P := (Pt)t∈J et une famille décroissante de
tribus F := (Ft)t∈J .
Déﬁnition 2.1.  On note C1K(J) l'ensemble des processus X déﬁnis sur J×
Ω, à valeurs dans Kd et tels que : X soit P et F adapté, pour tout t ∈ J
Xt ∈ L2(Ω), l'application t → Xt de J dans L2(Ω) est continue, pour tout
t ∈ I les quantités
(1) DXt = lim
h→0+
h−1E[Xt+h −Xt | Pt],
et
(2) D∗Xt = lim
h→0+
h−1E[Xt −Xt−h | Ft],
existent dans L2(Ω), et enﬁn les applications t → DXt et t → D∗Xt sont
continues de I dans L2(Ω).
Le complété de C1K(J) pour la norme
(3) ‖ X ‖= sup
t∈I
(‖ Xt ‖L2(Ω) + ‖ DXt ‖L2(Ω) + ‖ D∗X(t) ‖L2(Ω)),
est encore noté C1K(J), et simplement C
1(J) quand K = R.
On note D la dérivée stochastique introduite dans ([3] Lemme 1.2) et déﬁnie
par






On rapelle que D est étendu par C-linéarité aux processus complexes et on
note





On note Λ l'espace des diﬀusions déﬁni dans ([3] Déﬁnition 3.1) et ΛC les
processus à valeurs complexes de partie réelle et imaginaire dans Λ. On montre
que l'on peut calculer les dérivées D et D2 sur des éléments de Λ ([2] p.26).
Théorème 2.2.  Soit X ∈ Λ solution d'une EDS
(6) dXt = b(t,Xt)dt+ σ(t,Xt)dWt,
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et f ∈ C1,2(I × Rd) telle que ∂tf , ∇f and ∂ijf sont bornées. En posant aij =
(σσ∗)ij, on obtient
(7) Df(t,Xt) =




D'autre part, on généralise avec l'opérateur D, la "loi produit" donnée par
Nelson dans [4] p.80 :
Lemme 2.3.  Soit X,Y ∈ ΛC. Alors E[DXt · Yt +Xt · DYt] = ddtE[Xt · Yt].
La démonstration est une conséquence immédiate de la forme de l'opérateur
D et du fait que Λ est un sous-espace de la classe S(F ,G) ([8] p.226) pour
laquelle W. Zheng et P-A. Meyer démontrent la loi produit de Nelson (cf [8]
Théorème I.2 p.227).
3. Calcul des variations stochastique dynamique
On déﬁnit un calcul des variations à partir de fonctionnelles lagrangiennes
déﬁnies sur C1(J). Il repose sur la dérivée stochastique dynamique D. Le calcul
des variations stochastiques de Malliavin quant à lui repose sur une notion de
diﬀérentiation suivant le paramètre aléatoire ω ∈ Ω (voir [5] p.24).
On dit qu'un lagrangien L est admissible si la fonction L(x, v) est déﬁnie
sur Rd × Cd, C1 en x et holomorphe en v, et est réelle quand v est réel.
Le lagrangian L est dit naturel s'il s'écrit
(8) L(x, v) = q(v)− U(x)
où q est une forme quadratique sur Cd et U un potentiel de classe C1 sur Rd.
La fonctionnelle FJ associée à L est déﬁnie à partir du plongement de la
fonction lagrangienne L(x(t), x′(t)) :
(9) FJ :
{
Ξ ⊂ C1(J) → C












On en déduit une notion de diﬀérentiabilité liée à FJ . On appelle Γ−variation
de X ∈ C1(J), un processus de la forme X + Z où Z ∈ Γ et on pose
(11) ΓΞ = {Z ∈ Γ,∀X ∈ Ξ, Z +X ∈ Ξ} .
4 JACKY CRESSON & DARSES
Déﬁnition 3.1.  Si L est un lagrangien admissible et FJ la fonctionnelle
associée, FJ est dite Γ-diﬀérentiable en un processus X ∈ Ξ si pour tout Z ∈
ΓΞ,
(12) FJ(X + Z)− FJ(X) = dFJ(X,Z) +RX(Z),
où dFJ(X,Z) est une fonctionnelle linéaire en Z et RX(Z) = o(‖Z‖). De plus,
X est dit Γ-stationnaire si pour tout Z ∈ ΓΞ, dFJ(X,Z) = 0.
La déﬁnition de la dérivée stochastique dynamique contraint l'espace des
variations (i.e. Z ∈ ΓΞ). De la même manière, la déﬁnition de la dérivée de
Malliavin détermine l'espace des variations de Cameron-Martin ([5] p.25).
Théorème 3.2.  Un processus X est C1(J)-stationnaire pour FJ si et seule-
ment c'est une solution de l'équation
(13) (∂xL−D∂vL)(Xu,DXu) = 0
sur I.
On renvoie à ([2] Chapitre 7) pour la démonstration.
4. Théorème de Noether stochastique
Soit Π l'ensemble des processus déﬁnis sur J × Ω, et Ck(J) l'ensemble des
fonctions de classe Ck de J dans Rd, k ∈ N.
Déﬁnition 4.1.  Soit φ : Rd → Rd un diﬀéomorphisme. La suspension sto-
chastique de φ est l'application Φ : Π→ Π déﬁnie par
(14) ∀X ∈ Π, Φ(X)t(ω) = φ(Xt(ω)).
Dans la suite on notera indiﬀéremment le diﬀéomorphisme et sa suspension.
De plus un groupe à un paramètre de transformations Φs : Υ→ Υ, s ∈ R, où
Υ ⊂ Π, est appelé un groupe φ-suspendu agissant sur Υ s'il existe un groupe à
un paramètre de diﬀéomorphisme φs : Rd → Rd, s ∈ R, tel que pour tout s ∈ R,
Φs soit une suspension stochastique de φs, et pour tout X ∈ Υ, Φs(X) ∈ Υ.
Déﬁnition 4.2.  Un groupe à un paramètre de diﬀéomorphismes est dit ad-
missible si Φ = {φs}s∈R est un groupe à un paramètre de C2-diﬀeomorphismes
sur Rd tel que (s, x) 7→ ∂xφs(x) est de classe C2 et tel que la formule (7) reste
vrai pour toute fonction φs du groupe.
On étudie le comportement des suspensions par rapport à l'espace Λ. Grâce
au lemme de Schwarz et au théorème 2.2, on montre :
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Lemme 4.3.  Soit Φ = (φs)s∈R une suspension stochastique d'un groupe
admissible à un paramètre de diﬀéomorphismes. Alors pour tout X ∈ Λ, et
pour tout (t, s) ∈ I × R l'application s 7→ D(ΦsX)t est de classe C1 p.s. et
(15) ∂s[D(φs(X))] = D [∂sφs(X)] p.s..
La notion d'invariance par une suspension stochastique est :
Déﬁnition 4.4.  Soit Φ = (φs)s∈R une suspension stochastique d'un groupe
admissible à un paramètre de diﬀéomorphismes et L : C1(I) → C1C(I). La
fonctionnelle L est invariante sous Φ si pour tout s ∈ R et X ∈ C1(J),
(16) L(φsX,D(φs(X))) = L(X,DX).
La déﬁnition d'invariance utilisée par M. Thieullen et J-C. Zambrini ([6]
p.313) peut se formuler à l'aide des suspensions stochastiques de groupes à un
paramètre de diﬀéomorphismes.
Exemple. On considère le lagrangien étendu du problème des deux corps
dans R3, i.e. L(x, z) = q(z) − 1|x| où pour tout x ∈ R3, |x|2 = x21 + x22 + x23 et
tout z ∈ C3, q(z) = z21 + z22 + z23 .
Lemme 4.5.  Le lagrangien L déﬁni sur R3 \ {0} ×C3 est invariant par la
suspension stochastique des rotations φθ,k d'axes ek (base canonique) et d'angle
θ, k = 1, 2, 3.
Démonstration.  Comme φθ,k est une matrice dont les coeﬃcients ne dé-
pendent pas de t, on a Dµ [φθ,k(X)] = φθ,k [DµX] où φθ,k est trivialement
étendu à C3. Un calcul simple donne pour tout z ∈ C3, q(φθ,k(z)) = q(z). On
déduit alors que L(φθ,kX,D(φθ,kX)) = L(X,DX).
Théorème 4.6 (Noether stochastique).  Soit FJ la fonctionnelle déﬁ-
nie sur Ξ∩Λ par (9), où L est un lagrangien admissible invariant sous le groupe
admissible à un paramètre de diﬀéomorphisme Φ = (φs)s∈R. Soit X0 ∈ Ξ ∩ Λ












Démonstration.  On pose Vt(s) = (Yt(s),DYt(s)). Comme L est invariant
sous Φ = {φs}s∈R, on a ∂∂sL(Vt(s)) = 0 (p.s.). Comme pour tout t ∈ J et
tout ω ∈ Ω, Yt(·)(ω) ∈ C1(R) et DYt(·)(ω) ∈ C1(R), on obtient
(18) ∂xL(Vt(s)) · ∂Yt
∂s
+ ∂vL(Vt(s)) · ∂DYt
∂s
= 0 (p.s.).
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En utilisant le Lemme 4.3, cette équation est équivalente à
(19) ∂xL(Vt(s)) · ∂Yt
∂s






Comme X0 = Y (0) est un point C1(J)-stationaire de FJ , on a
(20) ∂xL(Vt(0)) = D [∂vL(Vt(0))] .
On en déduit alors
(21) D [∂vL(Vt(0))] · ∂Yt
∂s










D [∂vL(Vt(0))] · ∂Y
∂s


















Ce résultat contient le théorème de Noether classique via l'injection
ι : C1(J)→ Λ déﬁnie par (ιx)t(ω) := x(t) pour tous x ∈ C1(J), t ∈ R, ω ∈ Ω.
La notion d'intégrale première qui découle de ce théorème est :
Déﬁnition 4.7.  Soit L un lagrangien admissible. Une fonctionnelle I :
L2(Ω) → C est une intégrale première d'un processus Γ-stationnaire de la
fonctionnelle FJ si
d
dt [I(Xt)] = 0.
Cette déﬁnition est naturelle en ce sens que l'analogue d'une courbe clas-
sique J → Rd (une fonction) est ici une courbe J → L2(Ω) (un processus).
Pour des courbes annulant la diﬀérentielle de la fonctionnelle FJ , on cherche
les constantes de ce "mouvement dans L2(Ω)".
Une alternative à cette déﬁnition consiste, pour un processus stationnaire
(Xt)i∈J donné, à déﬁnir une constante non sur l'objet processus t→ Xt, mais
sur l'ensemble de ces trajectoires t 7→ Xt(ω). L'intégrale première est alors vue
comme un processus constant, dépendant du processus critique. Ce point de
vue est développé par M. Thieullen et J-C. Zambrini dans [6] : les auteurs
montrent qu'à partir d'un point critique pour leur fonctionnelle d'action on
peut construire un processus conditionnellement constant, i.e une martingale.
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