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The Wigner–Eckart theorem is a well known result for tensor operators of su(2) and, more gen-
erally, any compact Lie algebra. In this paper the theorem will be generalized to the particular
non-compact case of sl(2,R). In order to do so, recoupling theory between representations that are
not necessarily unitary will be studied, namely between finite-dimensional and infinite-dimensional
representations. As an application, the Wigner–Eckart theorem will be used to construct an ana-
logue of the Jordan–Schwinger representation, previously known only for representations in the
discrete class, which also covers the continuous class.
INTRODUCTION
Representation theory of Lie groups and Lie algebras have many applications in physics, especially in
quantum theory. In particular, tensor operators have been useful for a long time in non-relativistic quantum
mechanics [1], and have more recently been introduced in loop quantum gravity [2]. A remarkable property
of tensor operators for compact Lie algebras, encoded in what is known as Wigner–Eckart theorem [3], is
that their matrix elements can be expressed as a product of a Clebsch–Gordan coefficient1 and a factor that
does not depend on the particular basis vectors.
Although compact Lie algebras are usually considered, one may want to investigate the non-compact case.
An analogue of the Wigner–Eckart theorem for non-compact algebras has already been considered [4], but
only for infinite-dimensional tensor operators, i.e. with infinitely many components. Here finite-dimensional
tensor operators will be considered. A general result for every non-compact Lie algebra is not available in this
case; instead, the “simple” case of sl(2,R) will considered, with the hope that the techniques introduced can
be used to study more general algebras. The theorem itself has a relatively simple proof; however, it relies
on the knowledge of recoupling theory of finite-dimensional and infinite-dimensional representations. Finite-
dimensional representations are, apart from the trivial one, always non-unitary, while infinite-dimensional
one can be unitary or not. For this reason, before the theorem can be proved, these recouplings, which were
previously unconsidered (to the best of the author’s knowledge2), will be studied. Most of the paper will be
dedicated to this task.
An application of the theorem in the sl(2,R) case will also be presented. An important result of su(2)
representation theory, especially useful in quantum field theory, is the Jordan–Schwinger representation,
which consists of expressing the algebra generators in terms of two uncoupled quantum harmonic oscillator
operators. A similar result for sl(2,R) exists, but only for certain representations classes [6]. It will be shown
that, making use of the Wigner–Eckart theorem, all representation classes admit an analogous construction
in terms of two tensor operators, which reduce to the usual Jordan–Schwinger representation where the latter
is defined.
The paper is organized as follows: section 1 is a review of preliminary notions, i.e. sl(2,R) representation
theory and tensor operators. The main results of the paper are presented in section 2: recoupling theory
between finite and infinite-dimensional representations, Wigner–Eckart theorem and Jordan–Schwinger rep-
resentation. Finally a table of notations used in the paper, some results needed in section 2 and a table of
Clebsch–Gordan coefficients for the coupling of finite and infinite-dimensional representations are included
as appendices.
∗ gsellaroli@uwaterloo.ca
1 The coefficients appearing in the decomposition of the tensor product of two irreducible representations as the direct sum of
irreducible representations, also known as recoupling theory.
2 With the exception of [5], which however only considers the discrete series representations and, even then, is lacking some
results presented here.
2I. PRELIMINARY NOTIONS
This section contains a review of some notions that will be used in the main part of the paper. Firstly
the representation theory of sl(2,R) will be recalled, then tensor operators will be defined for a generic Lie
algebra and, in particular, for sl(2,R). The review of representation theory follows [7–9], albeit with different
notations and conventions. References for tensor operators can be found in [3, 10].
A. Irreducible representations of sl(2,R)
The 3-dimensional real Lie algebra sl(2,R) is the algebra of traceless 2× 2 real matrices; it is isomorphic
to the real algebras spin(2, 1), so(2, 1), sp(2,R) and su(1, 1). The non-standard basis
X0 =
1
2
(
0 1
−1 0
)
, X1 =
1
2
(
1 0
0 −1
)
, X2 =
1
2
(
0 1
1 0
)
(1)
will be used here, with commutation relations
[X0, X1] = −X2, [X1, X2] = X0, [X2, X0] = −X1. (2)
The Casimir operator is given in this basis by
Q = (X0)
2 − (X1)2 − (X2)2. (3)
For consistency with the literature on the subject, the usual physicist convention of acting on complex
representations with complexified generators will be used. Explicitly, the new generators are
J0 := −iX0, J± := −iX1 ±X2 (4)
with commutation relations
[J0, J±] = ±J±, [J+, J−] = −2J0, (5)
and the Casimir is given by
Q = −J0(J0 + 1) + J−J+ ≡ −J0(J0 − 1) + J+J−. (6)
They act on complex irreducible representations (not necessarily unitary) as
J0 |j,m〉 = m |j,m〉
J± |j,m〉 = C±(j,m) |j,m± 1〉
Q |j,m〉 = −j(j + 1) |j,m〉 ,
(7)
where
C±(j,m) := i
√
j ∓m
√
j ±m+ 1. (8)
The vectors |j,m〉 form an orthonormal basis for the vector space of the representation, with j being a label
for the representation and m enumerating the vectors; their possible values depend on the representation
class, which can be one of the following:
• Positive discrete series D+j : infinite-dimensional lowest weight3 representations, with
j ∈ {− 12 , 0, 12 , 1, . . .} and m ∈ {j + 1, j + 2, j + 3, . . . } .
3 A lowest (highest) weight representation is, in this context, one for which m has a lower (upper) bound.
3• Negative discrete series D−j : infinite-dimensional highest weight representations, with
j ∈ {− 12 , 0, 12 , 1, . . .} and m ∈ {−j − 1,−j − 2,−j − 3, . . . } .
• Continuous series Cεj : infinite-dimensional representations of parity ε ∈
{
0, 12
}
, with
m ∈ ε+ Z and j ∈ C;
when j is (half-)integer, there is the additional constraint
j − ε 6∈ Z.
Moreover, the representations Cεj and C
ε
−j−1 are isomorphic.
• Finite-dimensional series Fj : isomorphic to the representations of su(2), with
j ∈ {0, 12 , 1, . . .} and m ∈ {−j,−j + 1, . . . , j − 1, j} .
They are the only finite-dimensional representations, with dimension 2j + 1.
Of these representations, the only unitary ones are the whole discrete (positive and negative) series, the
continuous series with {
j ∈ (−1, 0) or j ∈ {− 12 + is | s 6= 0} if ε = 0
j ∈ {− 12 + is | s 6= 0} if ε = 12 (9)
and, among the finite-dimensional ones, only the trivial representation F0.
Remark. These representations can be integrated to representations of the group SL(2,R). In this case, the
only ones appearing in the Plancherel decomposition are the discrete ones with j ≥ 0 and the continuous
ones with j ∈ {− 12 + is | s 6= 0} (see [8] for details).
B. Tensor operators for sl(2,R)
Tensor operators are a particular class of operators that transform as vectors in a representation of a Lie
algebra under the “action” of the algebra generators. Explicitly, let
ρi : g→ gl(Vi), i = 1, 2 (10)
be two representations of a Lie algebra g. One can always associate to them a new representation
R : g→ gl(Lin(V1, V2)) (11)
defined by
R(X)A = ρ2(X)A−Aρ1(X), ∀A ∈ Lin(V1, V2), ∀X ∈ g. (12)
A tensor operator T is an intertwiner between some representation
ρ0 : g→ gl(V0) (13)
and R, i.e. a linear map
T : V0 → Lin(V1, V2) (14)
such that
T ◦ ρ0(X) = R(X) ◦ T, ∀X ∈ g. (15)
If ρ0 is irreducible, T is called an irreducible tensor operator. As usual with linear maps, the components of
a linear operator in a given basis are defined by its evaluation on the basis vectors.
4Remark (Extension to the group). Tensor operators can also be defined for Lie group representations, in
a similar way. Whenever the algebra representations ρ0, ρ1 and ρ2 are also group representations, the two
definitions are equivalent [3].
In the specific case of sl(2,R), one says a tensor operator T γ is of rank γ if ρ0 is the finite-dimensional
representation Fγ . Its components in the standard basis (7) are given by
T γµ := T
γ (|γ, µ〉) ∈ Lin(V1, V2), µ ∈ {−γ, . . . , γ} . (16)
Owing to (12), they satisfy for all X ∈ sl(2,R)
R(X)T γµ ≡ ρ2(X)T γµ − T γµ ρ1(X) =
γ∑
ν=−γ
〈γ, ν|Fγ(X)|γ, µ〉T γν . (17)
In terms of the algebra generators, this can be written in the compact form
[J0, T
γ
µ ] = µT
γ
µ , [J±, T
γ
µ ] = C±(γ, µ)T
γ
µ±1. (18)
Remark (Infinite-dimensional tensor operators). Although out the scope of this paper, one could also consider
tensor operators where ρ0 is an infinite-dimensional representation. In particular, when the representation is
unitary, it can be proven that, even for non-compact groups (and hence algebras) the Wigner–Eckart theorem
holds [4].
II. WIGNER–ECKART THEOREM
This section contains the main result of the paper, that is the Wigner–Eckart theorem for sl(2,R). The
theorem roughly states that the matrix elements of a tensor operators between two representations (of any
class) are heavily constrained by the way the finite-dimensional representation which the operator transforms
like couples with the one on which it is acting.
Coupling of two finite-dimensional representations are known, as they behave exactly like su(2) representa-
tions. In order to prove the theorem, couplings of finite-dimensional representations and infinite-dimensional
will be studied here.
The section is organized as follows: first the couplings Fγ ⊗D+j and Fγ ⊗ Cεj will be discussed, then the
Wigner–Eckart theorem will be properly stated and proved. Lastly, as an application, the theorem will be
used to generalize the Jordan–Schwinger representation of su(2) to the non-compact sl(2,R).
A. Coupling of finite and discrete representations
Consider the coupling Fγ ⊗D+j of a finite-dimensional representation and one from the discrete positive
series, with γ ≥ 12 . The generators of sl(2,R) act on this representation as
J0 := J0 ⊗ 1+ 1⊗ J0, J± := J± ⊗ 1+ 1⊗ J±, (19)
with total Casimir
Q := −J0(J0 + 1) + J−J+ ≡ −J0(J0 − 1) + J+J−. (20)
Remark. The discrete negative representation D−j is the dual representation to D
+
j , i.e. they are related
by the change
J0 → −J0, J± → −J∓, |j,m〉 → (−1)m |j,−m〉 .
Conversely, Fγ is dual to itself, i.e. it remains unchanged under the same change. For this reason, the results
in this section will be proved for D+j only: the analogues for the negative representation trivially follow by
transforming operators and vectors for both the finite and the discrete series.
5Such a representation is not generally irreducible. One is interested in finding, if it exists, the decomposition
of Fγ⊗D+j in terms of irreducible representations of sl(2,R), a non-trivial task since the representation is not
unitary. Algebraically, this is equivalent to diagonalizing (if possible) the Casimir Q. Solving the eigenvalue
equation for generic γ is not easy; instead, the approach will be to explicitly find the eigenvectors and then
show that, under certain conditions, they provide a basis for the product space.
To avoid confusion, the basis elements of the finite-dimensional series will be denoted by
|γ, µ〉 , µ ∈ {−γ, . . . , γ} (21)
from now on. Since both Fγ and D
+
j are lowest weight representations, i.e. J− annihilates one of their basis
elements, their tensor product has to be as well. In fact, the vector
|ψ(−γ)〉 := |γ,−γ〉 ⊗ |j, j + 1〉 (22)
satisfies
J− |ψ(−γ)〉 = 0. (23)
An element of Fγ ⊗D+j satisfying this property will be called a lowest weight vector. |ψ(−γ)〉 is trivially a
Q-eigenvector: from (20) follows that
Q |ψ(−γ)〉 = −J0(J0 − 1) |ψ(−γ)〉 = −(j − γ)(j − γ + 1) |ψ(−γ)〉 , (24)
since
J0 |γ, µ〉 ⊗ |j,m〉 = (m+ µ) |γ, µ〉 ⊗ |j,m〉 . (25)
This is not the only lowest weight vector; in fact, one has
Proposition 1. For the coupling Fγ ⊗D+j , the vectors
|ψ(µ)〉 =
µ∑
ν=−γ
(−1)γ+ν
ν−1∏
σ=−γ
C+(j, j + µ− σ)
C+(γ, σ)
|γ, ν〉 ⊗ |j, j + 1 + µ− ν〉 ,
with µ ∈ {−γ, . . . , γ} are lowest weight vectors and Q-eigenvectors, with respective eigenvalues
q(µ) := −(j + µ)(j + µ+ 1).
Proof. First notice that each |ψ(µ)〉 is non-vanishing. Acting with J−, one gets
J− |ψ(µ)〉 =
µ∑
ν=−γ
(−1)γ+ν
ν−1∏
σ=−γ
C+(j, j + µ− σ)
C+(γ, σ)
C+(γ, ν − 1) |γ, ν − 1〉 ⊗ |j, j + 1 + µ− ν〉+
µ∑
ν=−γ
(−1)γ+ν
ν−1∏
σ=−γ
C+(j, j + µ− σ)
C+(γ, σ)
C+(j, j + µ− ν) |γ, ν〉 ⊗ |j, j + µ− ν〉 ,
(26)
where the property
C+(j,m− 1) = C−(j,m) (27)
was used. Relabelling the dummy index ν in the first sum and noticing that the term ν = µ vanishes in the
second one, this can be rewritten as
µ−1∑
ν=−γ
[
(−1)γ+ν+1 + (−1)γ+ν] ν−1∏
σ=−γ
C+(j, j + µ− σ)
C+(γ, σ)
C+(j, j + µ− ν) |γ, ν〉 ⊗ |j, j + µ− ν〉 = 0. (28)
Again, the action of the Casimir is trivially given by
Q |ψ(µ)〉 = −J0(J0 − 1) |ψ(µ)〉 = −(j + µ)(j + µ+ 1) |ψ(µ)〉 . (29)
6The fact that a finite number of eigenvectors exist does not mean Q is diagonalizable. Instead of working
in an infinite-dimensional setting, however, one can take advantage of the tensor product basis vectors of
Fγ ⊗D+j being J0-eigenvectors: the space can be decomposed as
Fγ ⊗D+j =
∞⊕
M=j+1−γ
VM , (30)
where the VM are the orthogonal subspaces spanned by
|(µ)M〉 := |γ, µ〉 ⊗ |j,M − µ〉 , µ ∈ {−γ, . . . ,min(γ,M − j − 1)} . (31)
Each VM is finite-dimensional and, since [Q,J0] = 0, one can work with the restriction QM := Q|VM ,
satisfying
QM (VM ) ⊆ VM . (32)
The total Casimir Q will be diagonalizable if and only if each QM is, with eigenvalues not depending on M
and such that, for each M , the eigenvalues of QM are also eigenvalues of QM+1.
In order to prove whether Q is diagonalizable or not and under which conditions, the following two lemmas
will be needed.
Lemma 1. If j > γ − 1, then the repeated action of J+ on a lowest weight vector never vanishes; that is,
for every µ,
(J+)n |ψ(µ)〉 6= 0 ∀n ∈ N.
Proof. Suppose the lemma is not true for an arbitrary µ, and let n ≥ 1 be the smallest integer such that
(J+)n |ψ(µ)〉 = 0. (33)
One has (J+)n−1 |ψ(µ)〉 6= 0 and, since Q and J+ commute,
Q(J+)n−1 |ψ(µ)〉 = (J+)n−1Q |ψ(µ)〉 = q(µ)(J+)n−1 |ψ(µ)〉 . (34)
On the other hand
Q(J+)n−1 |ψ(µ)〉 = −J0(J0 + 1)(J+)n−1 |ψ(µ)〉+ J−(J+)n |ψ(µ)〉 = q(µ+n)(J+)n−1 |ψ(µ)〉 , (35)
since
(J+)n−1 |ψ(µ)〉 ∈ Vj+µ+n. (36)
This is only possible if q(µ) = q(µ+n), that is
(j + µ)(j + µ+ 1) = (j + µ+ n)(j + µ+ n+ 1), (37)
which is equivalent to
n(n+ 2j + 2µ+ 1) = 0. (38)
However, since µ ≥ −γ and j > γ − 1, one has{
n ≥ 1
n+ 2j + 2µ+ 1 > 1 + 2(γ − 1)− 2γ + 1 = 0, (39)
which leads to a contradiction.
7Lemma 2. The values
q(µ) = −(j + µ)(j + µ+ 1), µ ∈ {−γ, . . . , γ} , j ∈ C
are all distinct if and only if
j 6∈ Z/2 or
{
j ∈ Z/2
j ∈ (−∞,−γ) ∪ (γ − 1,∞).
Proof. Consider arbitrary µ 6= ν. One can easily check that
q(µ) = q(ν) ⇔ (µ− ν)(µ+ ν + 2j + 1) = 0. (40)
Since µ and ν are different, this is equivalent to solving
µ+ ν = −2j − 1. (41)
The l.h.s. is an integer number, so if j 6∈ Z/2 there is no solution, i.e. the qµ’s are all different.
Suppose now that j ∈ Z/2. The l.h.s. is subject to the constraint (remember µ 6= ν)
|µ+ ν| < 2γ, (42)
so that a solution exists if and only if
|2j + 1| < 2γ. (43)
Since j can only change by half-integer steps, it follows that coinciding q(µ)’s exist if and only if j ≤ γ − 1
and j ≥ −γ. Consequently, they are all different if and only if j > γ − 1 or j < −γ.
It is now possible to prove the diagonalizability of Q. One has the positive result:
Proposition 2. When j > γ − 1, the operator QM is diagonalizable, with distinct eigenvalues
q(µ) = −(j + µ)(j + µ+ 1), µ ∈ {−γ, . . . ,min(γ,M − j − 1)}
independent of M .
Proof. Define, up to a normalization factor, the vectors
|j + µ,M〉 := (J+)M−j−1−µ |ψ(µ)〉 ∈ VM , µ ∈ {−γ, . . . ,min(γ,M − j − 1)} ; (44)
owing to Lemma 1, they are all non-vanishing. Moreover, since Q commutes with J+, they are QM -
eigenvectors, with eigenvalues q(µ). Finally, it follows from Lemma 2 that the eigenvalues are all distinct:
since the number of eigenvalues equals the dimension of VM , QM is diagonalizable.
As a consequence, the total Casimir Q will be overall diagonalizable. Conversely, one can prove:
Proposition 3. When j ≤ γ − 1, the operator Qj+1+γ is not diagonalizable.
Proof. The proof is divided in two parts: first one shows that the only possible eigenvalues of Qj+1+γ are
the q(µ)’s. This will then be used to show that Qj+1+γ is not diagonalizable.
Suppose there is a non-zero eigenvector |ϕ〉 ∈ Vj+1+γ , with eigenvalue
ϕ 6= q(µ), µ ∈ {−γ, . . . , γ} . (45)
It must be
(J−)n |ϕ〉 = 0 (46)
for some
n ∈ {1, 2, . . . , 2γ + 1} , (47)
8since there is only one vector in Vj+1−γ and it is annihilated by J−. Let N be the smallest such number;
then (J−)N−1 |ϕ〉 6= 0 and
Q(J−)N−1 |ϕ〉 = (J−)N−1Q |ϕ〉 = ϕ(J−)N−1 |ϕ〉 , (48)
while at the same time
Q(J−)N−1 |ϕ〉 = −J0(J0 − 1)(J−)N−1 |ϕ〉+ J+(J−)N |ϕ〉 = q(γ−N+1)(J−)N−1 |ϕ〉 . (49)
It follows that ϕ equals one of the q(µ)’s, which is a contradiction. This concludes the first part of the proof.
For the second part notice that, since j ≥ − 12 , it is always j ≥ −γ. Then, since j ≤ γ − 1, it follows
from Lemma 2 that there are at most 2γ distinct eigenvalues. However, by acting with Qj+1+γ on the basis
vectors
|(µ)j + 1 + γ〉 = |γ, µ〉 ⊗ |j, j + 1 + γ − µ〉 ∈ Vj+1+γ , (50)
one obtains that the matrix elements
Qµν := 〈(µ)j + 1 + γ|Q|(ν)j + 1 + γ〉 (51)
are non-vanishing only if
µ = ν or µ = ν ± 1; (52)
in other words, Qµν are the entries of a tridiagonal matrix (see appendix D). In particular, it follows from
Corollary D1 that the eigenspaces of a tridiagonal matrix (or of an operator represented by such a matrix in
a particular basis) are all 1-dimensional. As a consequence, there are at most 2γ eigenvectors, which means
Qj+1+γ is not diagonalizable.
Since in this case QM is non-diagonalizable for at least oneM , Q will not be diagonalizable. To summarize,
the coupling Fγ ⊗D+j can be decomposed in irreducible representations if and only if j > γ − 1.
An eigenbasis for Q can be constructed by defining recursively
|J,M + 1〉 = 1
C+(J,M)
J+ |J,M〉 , J ∈ {j − γ, . . . , j + γ} (53)
with {
Q |J,M〉 = q(J−j) |J,M〉
J0 |J,M〉 =M |J,M〉 ,
(54)
starting from
|J, J + 1〉 := |ψJ−j〉 (55)
up to a normalization factor; Lemma 1 guarantees that they are all non-zero. One can easily see that each
Q-eigenspace behaves as the discrete positive representation D+J .
In terms of the the old basis elements, the change of basis must be of the form
|j + µ,M〉 =
ΩM∑
ν=−γ
AMνµ(j, γ) |(ν)M 〉 , µ ∈ {−γ, . . . ,ΩM} , ΩM := min(γ,M − j − 1), (56)
with the AMνµ’s forming an invertible matrix. They will be called Clebsch–Gordan coefficients, in analogy
with su(2) representation theory.
9B. Coupling of finite and continuous representations
Consider now the coupling Fγ ⊗ Cεj of a finite-dimensional representation and a generic one from the
continuous series, not necessarily unitary. The technique used for the discrete series will not work here,
because the spectrum of J0 is unbounded, hence a different approach is needed.
Again, one can work individually on each J0-eigenspace VM , with basis vectors
|(µ)M〉 = |γ, µ〉 ⊗ |j,M − µ〉 , µ ∈ {−γ, . . . , γ} , (57)
and try to diagonalize QM . Explicitly, one is interested in finding a change of basis
|J(µ),M〉 =
γ∑
ν=−γ
AMνµ(j, γ) |(ν)M 〉 , µ ∈ {−γ, . . . , γ} , (58)
with
Q |J(µ),M〉 = −J(µ)
(
J(µ) + 1
) |J(µ),M〉 . (59)
Remark. Since any non-trivial Fγ is not unitary, the total Casimir is not Hermitian; moreover, one can
easily check that it is not a normal operator either, i.e.
[Q†M , QM ] 6= 0.
As a consequence, not only the spectral theorem cannot be used to diagonalize it, but its eigenvectors will be
non-orthogonal and the matrix AM (j, γ) non-unitary.
Solving the eigenvalue equation explicitly for arbitrary γ is too difficult. However, one can easily do it for
the 2-dimensional case γ = 12 : each QM is diagonalizable if and only if j 6= − 12 , with eigenvalues q(± 12 ) (the
corresponding Clebsch–Gordan coefficients are listed in appendix C). Using this information, one can prove
by induction that, when j 6∈ Z/2, Q is diagonalizable for all γ ≥ 12 . The case j ∈ Z/2 will be treated later
with a different method.
Proposition 4. When j 6∈ Z/2, the eigenvalues of QM are
q(µ) = −(j + µ)(j + µ+ 1), µ ∈ {−γ, . . . , γ} ,
that is
J(µ) = j + µ.
These are all distinct, so Q is diagonalizable.
Proof. The proof proceeds by induction on half-integer γ ≥ 12 . The statement is true for γ = 12 : suppose
that it is true for γ − 12 and consider the coupling Fγ ⊗ Cεj .
The finite-dimensional representations are isomorphic to the unitary representations of su(2), seen as
representations of the complexification sl(2,R)C ∼= su(2)C. Consequently, the well-known result of su(2)
recoupling theory [3]
Fγ ⊂ F 1
2
⊗ Fγ− 1
2
∼= Fγ−1 ⊕ Fγ (60)
can be used. Explicitly
|γ, µ〉 ≡
1
2∑
σ=− 1
2
γ− 1
2∑
λ=−γ+ 1
2
〈12 , σ; γ − 12 , λ|γ, µ〉 | 12 , σ〉 ⊗ |γ − 12 , λ〉 , (61)
where
〈12 , σ; γ − 12 , λ|γ, µ〉 (62)
10
are the su(2) Clebsch–Gordan coefficients. One can then write, since Fγ− 1
2
⊗Cεj is decomposable by induction
hypothesis,
|γ, µ〉 ⊗ |j,M − µ〉 =
∑
σ,λ
〈12 , σ; γ − 12 , λ|γ, µ〉 | 12 , σ〉 ⊗
[
|γ − 12 , λ〉 ⊗ |j,M − µ〉
]
(63)
=
∑
σ,λ
〈12 , σ; γ − 12 , λ|γ, µ〉 | 12 , σ〉 ⊗
γ− 1
2∑
κ=−γ+ 1
2
BM−σκλ
(
j, γ − 12
) |j + κ,M − σ〉 , (64)
where the BMκλ are the inverse Clebsch–Gordan coefficients, i.e. B
M is the inverse of the matrix AM .
In particular, when µ = −γ, the only non-zero su(2) coefficient is4
〈12 ,− 12 ; γ − 12 ,−γ + 12 |γ,−γ〉 = 1 (65)
so that
|γ,−γ〉 ⊗ |j,M + γ〉 =
1
2∑
ρ=− 1
2
γ− 1
2∑
κ=−γ+ 1
2
B
M+ 1
2
κ,−γ+ 1
2
(j, γ − 12 )BMρ,− 12
(
j + κ, 12
) |(j + κ) j + ρ+ κ,M〉 , (66)
where the (j + κ) label in the vector indicates it comes from the coupling
| 12 ,− 12 〉 ⊗ |j + κ,M + 12 〉 . (67)
There are exactly 4γ vectors on the r.h.s of eq. (66): they are
|(j − γ + 12) j − γ,M〉
|(j + µ− 12) j + µ,M〉 and |(j + µ+ 12) j + µ,M〉 , µ ∈ {−γ + 1, . . . , γ − 1}
|(j + γ − 12) j + γ,M〉 . (68)
Their Q-eigenvalues are
q(µ) = −(j + µ)(j + µ+ 1), µ ∈ {−γ, . . . , γ} , (69)
which are all distinct (see Lemma 2), and they form a basis for the M eigenspace in V 1
2
⊗ Vγ− 1
2
⊗ Cεj , i.e.
they are independent.
As shown in appendix B, Clebsch–Gordan coefficients satisfy the property
BMν+1,−γ(j, γ) = αν(j, γ)
√
j + ν −M + 1√
j + ν +M + 1
BMν,−γ(j, γ), (70)
where αν is fixed by the normalization convention and does not depend on M . Using this formula and the
fact that (see appendix C)
BM
ρ,− 1
2
(
j + κ, 12
)
=
−
√
j+κ+M+ 1
2√
2j+2κ+1
if ρ = − 12√
j+κ−M+ 1
2√
2j+2κ+1
if ρ = 12 ,
(71)
it is possible to write
|(−γ)M〉 = |γ,−γ〉 ⊗ |j,M + γ〉 =
γ∑
ν=−γ
BMν,−γ(j, γ) |j + ν,M〉 (72)
4 The Condon–Shortley convention [11] is used here.
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for some coefficients BMν,−γ , where the vectors on the r.h.s are defined up to a normalization factor as
|J,M〉 :=

|(J + 12)J,M〉 if J = j − γ
|(J − 12)J,M〉 if J = j + γ
1√
2J
|(J − 12) J,M〉 − β(J)√2J+2 |(J + 12) J,M〉 otherwise,
(73)
with
β
(
j + κ+ 12
)
= ακ
(
j, γ − 12
)
. (74)
Since these vectors live in different Q-eigenspaces, they are necessarily independent. Suppose the following
is true:
|J,M〉 ∈ VM , ∀J ∈ {j − γ, . . . , j + γ} . (75)
Then they would be 2γ+1 independent eigenvectors in VM , i.e. an eigenbasis, which proves the proposition.
It only remains to show that (75) is indeed true; this can be done by induction as well.
It is easily checked that, for µ < γ,
J−J+ |(µ)M〉 ∈ span {|(µ− 1)M〉 , |(µ)M〉 , |(µ+ 1)M〉} , (76)
with
〈(µ+ 1)M |J−J+|(µ)M 〉 = C+(γ, µ)C−(j,M − µ) 6= 0. (77)
Consequently, it must be
|(µ+ 1)M〉 ∈ span {|(µ− 1)M〉 , |(µ)M〉 ,J−J+ |(µ)M 〉} . (78)
Suppose that
|(µ− 1)M〉 , |(µ)M〉 ∈ span {|J,M〉 |J = j − γ, . . . , j + γ} . (79)
Since J−J+ commutes with QM , one has
J−J+ |(µ)M〉 ∈ span {|J,M〉 |J = j − γ, . . . , j + γ} , (80)
so that
|(µ+ 1)M〉 ∈ span {|J,M〉 |J = j − γ, . . . , j + γ} (81)
as well. Since the hypothesis is valid for µ = −γ (note that |(−γ − 1)M〉 ≡ 0), it follows by induction that
every basis vector |(µ)M〉 can be written as a linear combination of the independent |J,M〉 vectors. As their
number match, the latter must form a basis for VM , so that they are, in fact, eigenvectors for QM .
When j ∈ Z/2, QM is not always diagonalizable. In order to prove when it can be done, the following
lemma is needed.
Lemma 3. When j ∈ Z/2, the eigenvalues of QM are given by
q(µ) = −(j + µ)(j + µ+ 1), µ ∈ {−γ, . . . , γ} .
Proof. The result follows by continuity from Proposition 4. First notice that the function
d(j, λ) := det(QM − λ1) (82)
is continuous (in the complex plane) in j ∈ R, since it is a product of continuous functions of j. Moreover,
for j 6∈ Z/2, it is given by
d(j, λ) =
γ∏
µ=−γ
[−(j + µ)(j + µ+ 1)− λ], (83)
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as a consequence of Proposition 4. Now let k ∈ Z/2; since d is continuous, it must be
d(k, λ) = lim
j→k
d(j, λ) =
γ∏
µ=−γ
[−(k + µ)(k + µ+ 1)− λ] (84)
so that the eigenvalues of QM are the q(µ)’s.
It is now possible to prove that
Proposition 5. When j ∈ Z/2, Q is diagonalizable if and only if j > γ − 1 or j < −γ.
Proof. One has from Lemma 2 from the previous section that the eigenvalues of each QM (given by Lemma
3) are all distinct if and only if j > γ − 1 or j < −γ. However, like in the discrete case (see proof of
Proposition 3), QM is represented in the |(µ)M 〉 basis by a tridiagonal matrix. It follows from Corollary D1
that the QM are diagonalizable if and only if the eigenvalues are all different, i.e. j > γ − 1 or j < −γ, as
required.
To summarize, the coupling Fγ⊗Cεj can be decomposed in irreducible representations if and only if j 6∈ Z/2
or, when j is (half-)integer, if j > γ − 1 or j < −γ. One can check directly that each Q-eigenspace behaves
as a continuous representation.
C. Wigner–Eckart theorem for sl(2,R)
Before stating the theorem, some new notation will be defined. Let ρj be a generic irreducible representa-
tion on the vector space Vj , where j is to be thought as encoding, in addition to its numerical value, class
and parity of the representation. It will be useful to define
D(γ, j) := {j′ | ρj′ ⊆ Fγ ⊗ ρj} , (85)
i.e. the set of labels j′ appearing in the decomposition of Fγ ⊗ ρj (assuming such a decomposition exists).
Moreover,Mj will denote the set of possible m values of the representation ρj , i.e.
Mj := {m ∈ Z/2 | |j,m〉 ∈ Vj} . (86)
Lastly, instead of working with the matrix form of the Clebsch–Gordan coefficients, one can define
A(γ, µ; j,m|J,M) :=
γ∑
ν=−γ
AMµν(j, γ) δM,m+µ δJ,j+ν (87a)
B(J,M |γ, µ; j,m) :=
γ∑
ν=−γ
BMνµ(j, γ) δM,m+µ δJ,j+ν , (87b)
which will still be referred to as Clebsch–Gordan coefficients. As AM and BM are one the inverse of the
other, the new coefficients satisfy the orthogonality relations∑
J∈D(γ,j)
∑
M∈MJ
A(γ, µ; j,m|J,M)B(J,M |γ, µ′; j,m′) = δµ,µ′ δm,m′ , µ ∈Mγ , m ∈Mj (88a)
∑
µ∈Mγ
∑
m∈Mj
B(J,M |γ, µ; j,m)A(γ, µ; j,m|J ′,M ′) = δJ,J′ δM,M ′ , J ∈ D(γ, j), M ∈ MJ . (88b)
The finite-dimensional case can be covered as well by putting
A(γ, µ; j,m|J,M) := 〈γ, µ; j,m|J,M〉 , B(J,M |γ, µ; j,m) := 〈J,M |γ, µ; j,m〉 , (89)
which satisfy the same orthogonality relations [1].
It is now possible to prove the Wigner–Eckart theorem.
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Theorem (Wigner–Eckart for sl(2,R)). Let T γ be an sl(2,R) tensor operator of rank γ between two irre-
ducible representations ρj and ρj′ . When Fγ ⊗ ρj admits a decomposition in irreducible representations, the
matrix elements of T γ can be expressed as
〈j′,m′|T γµ |j,m〉 = 〈j′‖T γ‖j〉B(j′,m′|γ, µ; j,m),
where the reduced matrix element 〈j′‖T γ‖j〉 ∈ C does not depend on m, m′ or µ. In particular, if ρj′ is not
in the decomposition of Fγ ⊗ ρj, the matrix elements necessarily vanish.
Proof. If Fγ ⊗ ρj admits a decomposition in irreducible representations, the Clebsch–Gordan coefficients
(87a) exist, and one can define the vectors
|ψj′′,m′′〉 :=
∑
µ∈Mγ
∑
m∈Mj
A(γ, µ; j,m|j′′,m′′)T γµ |j,m〉 , j′′ ∈ D(γ, j), m′′ ∈ Mj′′ . (90)
By virtue of the orthogonality relation (88a), this can be inverted to get
T γµ |j,m〉 =
∑
j′′∈D(γ,j)
∑
m′′∈Mj′′
B(j′′,m′′|γ, µ; j,m) |ψj′′,m′′〉 . (91)
Now consider the action of the sl(2,R) generators on the |ψj′′,m′′〉 vectors. One finds, using the definition of
tensor operator (18), that
J0 |ψj′′,m′′〉 =
∑
µ,m
A(γ, µ; j,m|j′′,m′′)J0T γµ |j,m〉
=
∑
µ,m
A(γ, µ; j,m|j′′,m′′) {T γµJ0 + [J0, T γµ ]} |j,m〉
=
∑
µ,m
A(γ, µ; j,m|j′′,m′′) (m+ µ) |j,m〉 ; (92)
using the fact that the Clebsch–Gordan coefficients vanish unless m+ µ = m′′, one has
J0 |ψj′′,m′′〉 = m′′ |ψj′′,m′′〉 . (93)
Analogously, one has
J± |ψj′′,m′′〉 =
∑
µ,m
A(γ, µ; j,m|j′′,m′′) {T γµJ± + [J±, T γµ ]} |j,m〉
=
∑
µ∈Mγ
∑
m∈Mj
A(γ, µ; j,m|j′′,m′′) {C±(j,m)T γµ |j,m± 1〉+ C±(γ, µ)T γµ±1 |j,m〉}
=
∑
µ∈M±γ
∑
m∈Mj
C±(γ, µ∓ 1)A(γ, µ∓ 1; j,m|j′′,m′′)T γµ |j,m〉
+
∑
µ∈Mγ
∑
m∈M±
j
C±(j,m∓ 1)A(γ, µ; j,m∓ 1|j′′,m′′)T γµ |j,m〉 , (94)
where
M± := {m± 1 | m ∈M} . (95)
One can easily see that
C±(γ, µ) = 0 ∀µ ∈Mγ∆M±γ := (Mγ \M±γ ) ∪ (M±γ \Mγ) (96)
and that, for arbitrary ρj , it is either
Mj∆M±j = ∅ or C±(j,m) = 0 ∀m ∈ Mj∆M±j ; (97)
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One can then rewrite (94) as∑
µ∈Mγ
∑
m∈Mj
{C±(γ, µ∓ 1)A(γ, µ∓ 1; j,m|j′′,m′′) + C±(j,m∓ 1)A(γ, µ; j,m∓ 1|j′′,m′′)}T γµ |j,m〉 . (98)
Using the Clebsch–Gordan recursion relation from appendix B, which reads
C±(J,M)A(γ, µ; j,m|J,M±1) = C±(γ, µ∓1)A(γ, µ∓1; j,m|J,M)+C±(j,m∓1)A(γ, µ; j,m∓1|J,M), (99)
one finally finds
J± |ψj′′,m′′〉 = C±(j′′,m′′) |ψj′′,m′′±1〉 . (100)
Equations (93) and (100) imply that
span {|ψj′′,m′′〉 | m ∈ Mj′′} ∼= Vj′′ (101)
and
|ψj′′,m′′〉 ∝ |j′′,m′′〉 . (102)
One can show that the proportionality factor
N(j′′,m′′) := 〈j′′,m′′|ψj′′,m′′〉 (103)
does not depend on m′′. In fact, consider the matrix element
〈j′′,m′′ + 1|J+|ψj′′,m′′〉 = C+(j′′,m′′)N(j′′,m′′ + 1). (104)
It can be rewritten as
〈j′′,m′′ + 1|J+|ψj′′,m′′〉 = N(j′′,m′′) 〈j′′,m′′ + 1|J+|j′′,m′′〉 = C+(j′′,m′′)N(j′′,m′′), (105)
so that
N(j′′,m′′ + 1) = N(j′′,m′′), ∀m′′ ∈Mj′′ , (106)
which is only possible if N doesn’t depend on m′′.
Now, equation (91) implies that the range of T γ is spanned by all the vectors |ψj′′,m′′〉; since it has to be
a subset of Vj′ , it must necessarily be
N(j′′) = 0 ∀j′′ 6= j′. (107)
The matrix elements of T γ are then given by
〈j′,m′|T γµ |j,m〉 = N(j′)B(j′,m′|γ, µ; j,m), (108)
which includes the case j′ 6∈ D(γ, j) as the Clebsch–Gordan coefficients vanish in this case. The theorem is
recovered by putting
〈j′′‖T γ‖j〉 := N(j′′). (109)
This concludes the proof.
D. An application: the Jordan–Schwinger representation
An application of the Wigner–Eckart theorem for sl(2,R) will be presented here. It is well known in
the quantum theory of angular momentum, where the Lie algebra su(2) is used, that the generators of the
algebra (physically corresponding to infinitesimal rotations) can be expressed in terms of a pair of uncoupled
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quantum harmonic oscillators [12]. This result is known as Jordan–Schwinger representation. Explicitly, the
generators Kz, K+ and K− — in the physicist convention, analogue to (4) — with commutation relations
[Kz,K±] = ±K±, [K+,K−] = 2Kz (110)
can be expressed as
Kz =
1
2
(
a†a− b†b) , K+ = a†b, K− = b†a, (111)
where a and b are quantum harmonic oscillators, i.e. satisfy
[a, a†] = [b, b†] = 1, (112)
and all the other commutators vanish5
One may ask if a similar result holds for sl(2,R) representations: the answer is positive for the discrete and
finite-dimensional series, but an analogous construction for the continuous series is not easily guessed and, in
fact, was not available until now. It will be shown here how the Wigner–Eckart theorem can be used to find
an analogous of the Jordan–Schwinger representation for sl(2,R), which covers all representation classes.
First notice that a rank-1 tensor operator V can be constructed out of the algebra generators, with
components
V±1 = ∓iJ±, V0 = −
√
2J0. (113)
An alternative way to look at the Jordan–Schwinger construction is to look for two rank- 12 tensor operators
T and T˜ that can be combined to obtain V . Explicitly, one can make the ansatz
Vµ =
1
2∑
µ1=− 12
1
2∑
µ2=− 12
〈12 , µ1; 12 , µ2|1, µ〉 Tµ1 T˜µ2 . (114)
It can be shown that (114) implies V is a rank-1 tensor operator (see [3]). Substituting the coefficients from
appendix C one gets, in terms of the generators,
J± = ±iT±T˜±, J0 = − 12
(
T−T˜+ + T+T˜−
)
, (115)
with the shorthand notation
T± := T± 1
2
. (116)
Since the vector operator V is constrained to map each representation to itself by the generators, the
additional assumption
〈j′‖T ‖j〉 = f(j) δj′,j+ 1
2
, 〈j′‖T˜‖j〉 = f˜(j) δj′,j− 1
2
(117)
will be made, with f and f˜ arbitrary functions.
The matrix elements of the generators are known. Using the ansatz, one gets
C+(j,m) = 〈j,m+ 1|J+|j,m〉 = i 〈j,m+ 1|T+|j − 12 ,m+ 12 〉 〈j − 12 ,m+ 12 |T˜+|j,m〉 . (118)
The right hand side can be evaluated using the Wigner–Eckart theorem, assuming the decomposition F1
2
⊗ρj
exists. One gets that the r.h.s is
i
f(j − 12 )f˜(j)√
2j
√
2j + 1
√
j −m
√
j +m+ 1 =
f(j − 12 )f˜(j)√
2j
√
2j + 1
C+(j,m), (119)
5 More generally a, a†, b, b† and 1 form a unitary representation of the 5-dimensional Heisenberg algebra h2(R).
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so that it must be
f(j − 12 )f˜(j)√
2j
√
2j + 1
= 1. (120)
The same constraint is obtained by repeating the argument for J− and J0, which means the ansatz is true
whenever (120) holds. To simplify notation the choice
f(j) = f˜(j) =
√
2j + 1 (121)
will be used here.
The action of T and T˜ is found to be
T− |j,m〉 =
√
j −m+ 1 |j + 12 ,m− 12 〉 (122a)
T+ |j,m〉 =
√
j +m+ 1 |j + 12 ,m+ 12 〉 (122b)
T˜− |j,m〉 = −
√
j +m |j − 12 ,m− 12 〉 (122c)
T˜+ |j,m〉 =
√
j −m |j − 12 ,m+ 12 〉 , (122d)
from which it follows that
[T+, T˜−] = [T˜+, T−] = 1, (123)
with all other commutators vanishing.
These commutation relations closely resemble those of the harmonic oscillator and, in fact generalize them.
For example, when the representation considered is Fj , with j ≥ 12 , one finds by inspection
T± = ∓T˜ †∓. (124)
Renaming
T˜− = a, T˜+ = −b (125)
one finds
J+ = ia
†b, J− = ib†a, J0 = 12
(
a†a− b†b) , (126)
with a and b satisfying the harmonic oscillator commutation relation.
Analogously, for the discrete series D±j , with j ≥ 0, one has
T± =
{
−T˜ †∓ for D+j
T˜ †∓ for D
−
j .
(127)
With the choice {
T˜− = a, T˜+ = ib† for D+j
T˜− = a†, T˜+ = ib for D−j
(128)
one gets
J+ = a
†b†, J− = ab, J0 =
{
1
2
(
a†a+ b†b+ 1
)
for D+j
− 12
(
a†a+ b†b+ 1
)
for D−j .
(129)
The continuous series generators cannot be rewritten in terms of harmonic oscillators because, while
〈j + 12 ,m± 12 |T±|j,m〉 = 〈j,m|T˜∓|j + 12 ,m± 12 〉 , (130)
these matrix elements are never always real or imaginary, as that depends on the value of m. This is to
be expected, as if the generators could be written in terms of harmonic oscillators, the Casimir element Q
would be expressible in terms of the number operators
Na = a
†a, Nb = b†b, (131)
which have discrete spectrum [13]: this contradicts the fact that the eigenvalues of Q are continuous. Nev-
ertheless, an analogue of the Jordan–Schwinger representation exists in this case. One should note that
the commutation relations (123) are still those of a Heisenberg algebra representation, where one of the
generators acts as the identity.
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CONCLUDING REMARKS
The methods used to study the recoupling theory of finite and infinite-dimensional representations heavily
relies on the particular Lie algebra being considered. Nevertheless, they can hopefully serve as a guide when
considering more general algebras, e.g. sl(2,C)R; it is however likely that the same techniques will work
with little modification with the deformed algebra Uq(sl(2,R)). Both directions could be investigated in the
future.
Regarding the Jordan-Schwinger representation, one question arises: the tensor operators used to construct
the generators satisfy the commutation relations of a Heisenberg algebra, i.e. they form a representation of
it. What kind of representation it is, and is it unitary or not? This aspect has not been considered in detail
yet. The author leaves it for further investigations.
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Appendix A: Notations
Braket notation
|ψ〉 vector in an Hilbert space
〈ϕ|ψ〉 inner product of |ϕ〉 and |ψ〉, antilinear in |ϕ〉
A† Hermitian adjoint of an operator A
Representation theory
gl(V ) algebra of endomorphisms of a vector space V
Lin(V1, V2) vector space of linear maps V1 → V2
V ⊗W (orthogonal) tensor product of two vector spaces V , W
V ⊕W (orthogonal) direct sum of two vector spaces V , W
Sets
x+ Z set defined by {x+ z ∈ R | z ∈ Z}, assuming x ∈ R
yZ set defined by {yz ∈ R | z ∈ Z}, assuming y ∈ R
Appendix B: Some properties of the Clebsch–Gordan coefficients
Some properties of the Clebsch–Gordan coefficients will be listed here. Assume that the coupling Fγ ⊗ ρj,
with ρj an arbitrary irreducible representation, is decomposable. Consider the Clebsch–Gordan coefficients
in the form presented in section II C, that is such that the diagonalized basis vectors are
|J,M〉 =
∑
µ∈Mγ
∑
m∈Mj
A(γ, µ; j,m|J,M) |γ, µ; j,m〉 , J ∈ D(γ, j), M ∈ MJ . (B1)
One can always rescale these vectors so that
J± |J,M〉 = C±(J,M) |J,M ± 1〉 . (B2)
By acting with J± on both sides of (B1) and equating the coefficients of each basis vector one obtains that
the Clebsch–Gordan coefficients must obey the recursion relation
C±(J,M)A(γ, µ; j,m|J,M±1) = C±(γ, µ∓1)A(γ, µ∓1; j,m|J,M)+C±(j,m∓1)A(γ, µ; j,m∓1|J,M); (B3)
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analogously, one finds for the inverse coefficients
C±(J,M)B(J,M±1|γ, µ; j,m) = C±(γ, µ∓1)B(J,M |γ, µ∓1; j,m)+C±(j,m∓1)B(J,M |γ, µ; j,m∓1). (B4)
Since both the coefficients and their inverse, for each fixed J , are solutions the same homogeneous linear
system, they must be proportional to each other: one can always choose their normalization so that
A(γ, µ; j,m|J,M) = B(J,M |γ, µ; j,m). (B5)
Since the recursion relations only relate coefficients with the same J , one could think a priori that coefficients
with different J are independent. It will be shown in the following that this is not true.
Consider the particular case of (B3)
C+(J,M)B(J,M + 1|γ,−γ; j,m+ 1) = C+(j,m)B(J,M |γ,−γ; j,m), (B6)
where the fact that
C+(γ,−γ − 1) = 0 (B7)
was used. By considering the same equation for J + 1 and dividing by the first one, one obtains
DJ(M + 1) :=
B(J + 1,M + 1|γ,−γ; j,m+ 1)
B(J,M + 1|γ,−γ; j,m+ 1) =
C+(J,M)
C+(J + 1,M)
B(J + 1,M |γ,−γ; j,m)
B(J,M |γ,−γ; j,m) , (B8)
i.e.
DJ(M + 1) =
√
J −M√J +M + 1√
J −M + 1√J +M + 2DJ(M). (B9)
One can readily see that, by recursion,
DJ(M + n) =
√
J −M − n+ 1√J +M + 1√
J +M + n+ 1
√
J −M + 1DJ(M), n ∈ N. (B10)
From this one can infer that
DJ(M) ≡ B(J + 1,M |γ,−γ; j,m)
B(J,M |γ,−γ; j,m) = α(J)
√
J −M + 1√
J +M + 1
, (B11)
where α is arbitrary and depends on the normalization.
Appendix C: Table of Clebsch–Gordan coefficients for γ = 1
2
and γ = 1
Explicit values for the Clebsch–Gordan coefficients are presented here, for the small values γ = 12 (table
I) and γ = 1 (table II), with arbitrary j. The tables are valid for D±j , C
ε
j and Fj , provided only the allowed
values of j, J and M are considered (see IIA and II B). The coefficients are normalized in such a way that
A(γ, µ; j,m|J,M) = B(J,M |γ, µ; j,m) (C1)
and that, for the finite-dimensional series (with j ≥ γ), they coincide with the su(2) ones. Moreover, in
analogy with the su(2) case, the Clebsch–Gordan coefficients for the coupling ρj ⊗ Fγ ∼= Fγ ⊗ ρj are chosen
to be
B(J,M |j,m; γ, µ) := (−1)J−j−γB(J,M |γ, µ; j,m). (C2)
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J = j − 12 J = j + 12
µ = − 12 −
√
j+M+ 1
2√
2j+1
√
j−M+ 1
2√
2j+1
µ = + 12
√
j−M+ 1
2√
2j+1
√
j+M+ 1
2√
2j+1
Table I. Clebsch–Gordan coefficients B(J,M |γ, µ; j,M − µ) for γ = 1
2
.
J = j − 1 J = j J = j + 1
µ = −1
√
j+M
√
j+M+1√
2j
√
2j+1
−√2
√
j−M√j+M+1√
2j
√
2j+2
√
j−M√j−M+1√
2j+1
√
2j+2
µ = 0 −√2
√
j−M√j+M√
2j
√
2j+1
− 2M√
2j
√
2j+2
√
2
√
j−M+1√j+M+1√
2j+1
√
2j+2
µ = +1
√
j−M√j−M+1√
2j
√
2j+1
√
2
√
j+M
√
j−M+1√
2j
√
2j+2
√
j+M
√
j+M+1√
2j+1
√
2j+2
Table II. Clebsch–Gordan coefficients B(J,M |γ, µ; j,M − µ) for γ = 1.
Appendix D: Tridiagonal matrices
A tridiagonal matrix is a square matrix whose only non-zero entries are on the diagonal, the subdiagonal —
consisting of the entries directly below and to the left of the diagonal — and the superdiagonal — consisting
of the entries directly above and to the right of the diagonal. They can be visualized as
A =

b1 c1
a2 b2 c2
. . .
. . .
. . .
an−1 bn−1 cn−1
an bn
 , (D1)
with the generic entry given by
Aij = δi−1,j ai + δi,j bi + δi+1,j ci, (D2)
where it is understood that
a1 = 0 and cn = 0. (D3)
A result holding for a certain class of tridiagonal matrices will be proved here.
Proposition D1. Let A be a n × n tridiagonal matrix over a field K, with all non-zero superdiagonal
(subdiagonal) entries; then, for any λ ∈ K, the kernel of
A− λ1 (D4)
is at most 1-dimensional.
Proof. First consider the superdiagonal case. Fix an arbitrary λ ∈ K; the kernel of A−λ1 is the vector space
of solutions to the equation
Ax = λx, x ∈ Kn, (D5)
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which, with the notation introduced in eq. (D2), is equivalent to the system of equations
(b1 − λ)x1 + c1 x2 = 0
ai xi−1 + (bi − λ)xi + ci xi+1 = 0, i = 2, . . . , n− 1
an xn−1 + (bn − λ) xn = 0.
(D6)
If x1 is zero, the first equation reduces to
c1 x2 = 0, (D7)
which, since all c’s are non-vanishing, implies x2 is zero as well. In general, the kth equation will be
ck xk+1 = 0, (D8)
so that x must necessarily be the zero vector.
Now let x1 be an arbitrary non-zero value. By plugging each equation in the next one, the first n − 1
equations will give a system of equations of the form
ci xi+1 = αi+1 x1, i = 1, . . . , n− 1, (D9)
with each α depending solely on λ and on the matrix entries. These always have solution, since one can
safely divide by the c’s; as a consequence, the solution is completely specified by the value of x1, which can
be factored out as a scalar coefficient. The nth equation, together with the (n− 2)th one, will give
(bn − λ) xn = −an αn−1
cn−2
x1; (D10)
a non-zero eigenvector exists if and only if the solution to this equation is consistent with the others. By
virtue of equations (D9), all such solutions are proportional to each other, thus
dim ker (A− λ1) ≤ 1. (D11)
As for the subdiagonal case, it can be reduced to the superdiagonal one by working with the transpose matrix
At. From the fundamental theorem of linear algebra follows that, for square matrices,
ker
(
At − λ1) ≡ coker (A− λ1) ∼= ker (A− λ1) , (D12)
so that, again, the kernel is at most 1-dimensional.
It trivially follows that
Corollary D1. The eigenspaces of a tridiagonal matrix over a field K, whose superdiagonal (subdiagonal)
entries are all non-zero, are all 1-dimensional.
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