Because of the inherent relationship between process planning and scheduling, integration of process planning and scheduling (IPPS) provides a new path for further improvements of these two activities. Therefore, a novel twophase IPPS approach is put forward in this paper. In the new method, the preplanning phase generates a process network for each job with consideration of the static shop floor status. After that, the final planning phase simultaneously creates the process plan of each job and the scheduling plan according to the current shop floor status. Based on the modified definition of IPPS and the proposed mathematical model, the IPPS problem and the dynamic IPPS problem can be solved together. Furthermore, a discrete particle swarm optimization (DPSO) algorithm is proposed to solve the IPPS optimization problem. In the DPSO algorithm, the particles update their positions by crossing with their own historical best positions (pbests) and the global best position of the population (gbest). In order to avoid local convergence, an external archive is introduced to keep more than one elite, and the gbest of each particle is randomly selected from the external archive. Furthermore, mutation operation is introduced to enhance the local search ability of DPSO algorithm. Finally, some comparative results are given to verify the efficiency and effectiveness of the proposed IPPS method and the DPSO algorithm as well as the dynamic IPPS method.
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Introduction
In the common manufacturing systems, which transform the raw material or semi-finished product into final product using kinds of machines, some preparation activities such as materials, tools, process plans, scheduling plans and so on. In these activities, process planning and scheduling are two crucial functions which are usually carried out sequentially. In other words, the process plans, which are the outcomes of process planning, are transferred into the scheduling system, which assigns operations to specified machines at appropriate moments according to the precedence relations in the process plans, shop floor status, scheduling criteria, etc. Obviously, the effectiveness of the scheduling results should be strongly dependent on the process plans. However, in the past years, these two activities are often executed sequentially, in which the scheduling plans are generated separately according to the fix process plans obtained by the process planning.
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However, when considering the disturbances in manufacturing process such as arrival of urgent jobs, due date change and machine breakdown, the traditional method, in which process planning and scheduling are separately treated, seems to be inadequate for following reasons [1] :
 Traditionally, the process plans are generated by process planners under some ideal assumptions, for example, the resources in the shop floor are always available, which is unrealistic in a real manufacturing environment;  The conventional process planning methods provide deterministic process plans to scheduling system, which ignores the possibility of improvement for scheduling with alternative process plans;  Because of the time delay between process planning phase and scheduling phase, even if the dynamic shop floor status is considered in advance, it may change greatly when the schedule plan is executed, thus the generated optimal process plans may become suboptimal or even invalid;  In traditional way, the process planning generates optimal plans with the consideration of process plan criterion, and the scheduling works in a similar manner, conflicts may appear in such a separate way.
To overcome these shortages, Chryssolouris et al. [2] first proposed the concept of integration of process planning and scheduling (IPPS). When process planning and scheduling are integrated, the manufacturing system can respond promptly to disruptions. As a result, the resource utilization and the productivity will be improved.
In the following sections, some literature reviews on IPPS are given in Section 2, and Section 3 describes the materials and methods. Then the discrete particle swarm optimization algorithm is presented in Section 3, which is followed by the application of DPSO in optimizing the proposed IPPS problem in Section 4, which is followed by some experiment results in Section 5 and conclusions in Section 6.
Literature review
Ever since the concept of IPPS was proposed by Chryssolouris et al. [2] , a lot of research papers on IPPS could be found. Based on the descriptions in some existing publications on IPPS [1, [3] [4] [5] [6] , the IPPS methods can be divided into three categories: non-linear process planning (NLPP), closed loop process planning (CLPP) and distributed process planning (DPP). These IPPS approaches and related contributions are described below.
NLPP: The NLPP method attempts to generate as many process plans for each part as possible under ideal shop floor status with consideration of the process flexibility, sequence flexibility [7] and operation flexibility. Here, the process flexibility represents the possibility of machining a specified feature using alternative processes or series of processes, hereafter, use macro-level plan to stand for process or a serial of processes for machining a feature. And the sequence flexibility stands for possibility of different sequences of the selected macro-level plans. Finally, the operation flexibility means that a specified process may be arranged to different machines. After that, different priority levels are assigned to these process plans according to the optimization objectives of process planning, e.g. total machining cost/time, etc. And then, these process plans will be tested in the scheduling system according to their priority levels.
CLPP: In the CLPP method, the process plans are always feasible with respect to the current scheduling environment because they are generated just before the jobs are released to the shop floor, in the other words, the status of each resource in the shop floor is known to the process planner. Some of the CLPP approaches first generate off-line plans according to the static shop floor status, and then make some necessary on-line refinement on the basis of the availability of resources on the shop floor at the subsequent scheduling phase.
DPP: The DPP method performs both process planning and scheduling simultaneously in a hierarchic manner. In most of the DPP methods, they can be divided into two phases, which are preplanning and final planning. Some other DPP approaches may have three phases: preplan-ning, pair planning and final planning. Similarly, at the preplanning phase, the process planning function recognizes the features and the feature relationships of each job, and determines the macro-level plan for each feature. Meanwhile, the scheduling function estimates the required machine capabilities. Then, at the final planning phase (which can be further divided into pair planning and final planning in some DPP methods), both the final process plan of each part and the scheduling plan are generated simultaneously, in this way, the integration occurs at the moment that the machining processes and the available resources are matched.
Both the NLPP and CLPP methods are one-way information flows as shown in Fig. 1 , in which process planning is still executed before scheduling. In this way, the objectives of process planning and scheduling may be conflicted. Therefore, Both NLPP and CLPP are incapable of finding the global optimal solution. With this in mind, the DPP method, which performs the technical and capacity-related planning tasks simultaneously, may be the only one IPPS method that integrates the functions of process planning and scheduling. However, in most of the DPP methods [8, 9] , the macro-level plan of each feature is determined in the preplanning stage; and the selected macro-level plans for all features are used for matching the operation capabilities of the available resources in the final planning stage. It means that the flexibility of the final planning phase is reduced because of ignoring the process flexibility.
As mentioned before, optimization algorithm is another research focus on IPPS because of its NP-hard characteristic [11, 12] . Kinds of optimization algorithms, such as genetic algorithm (GA) [13] , particle swarm optimization (PSO) algorithm [8] , etc. have been used for optimizing the IPPS problems. However, most of these algorithms are designed for one of the three existing IPPS methods. Therefore, the performances of those optimization algorithms may be restricted by the corresponding IPPS methods.
As is known to all, the basic purpose of IPPS is handling the inevitable disturbances in the manufacturing processes by treating process planning and scheduling as a whole. However, even in the newest publications on IPPS, dynamic IPPS is still less mentioned in the literatures for its complexity. For example, Zhang and Wong [14] proposed an object-coding genetic algorithm for IPPS, and Wang et al. [15] addressed a systematic approach for optimizing the IPPS problems in sustainable machining. The models in these two papers are still designed for static IPPS, in which the results of IPPS are final process plans and schedules. It is worth mentioning that even the optimal solution is obtained using integrated method, this solution may also be deteriorated in the execution stage because of the inevitable disturbances. Therefore, dynamic IPPS is necessary for further improving the performances of the manufacturing system.
To sum up, an effective IPPS method and the corresponding optimization algorithm are still necessary to be developed to get full integration of process planning and scheduling. Therefore, this paper proposes a novel IPPS method to overcome the shortages of the three existing IPPS methods. Based on the modified definition of IPPS, the mathematical model of the proposed IPPS method is presented, which is also suitable for dynamic IPPS method. Finally, a discrete particle swarm optimization is developed for optimizing the proposed IPPS problem. [10] 3. Materials and methods
The proposed IPPS method
As shown in Fig. 2 , the proposed IPPS method is a two-phase approach, which also contains preplanning and final planning. Be different from the existing DPP methods, at the preplanning phase, instead of determining the macro-level plan for each feature, the process network, which is widely used in representing the flexibility of process plan [16, 17] , of each part to be machined is generated according to the static resources. A process network types of nodes, which are starting node, intermediate node and ending node, more details for the process network can be found in the reference of Ho et al. [17] . Then the process networks of all the parts to be machined are stored and will be used in the final planning phase. With consideration of optimization criteria of both process planning and scheduling, an optimal plan, which includes the process plans of all parts to be machined and the scheduling plan, is generated according to the current shop floor status. Of course, an effective optimization algorithm is necessary because of the complexity of the problem.
After that, the optimal plan is released to the shop floor immediately. Suppose the makespan of the optimal plan is T and current time is t 0 . Because disturbances such as machine breakdown, rush order and order cancellation may occur during the time interval t 0 to t 0 + T, a dynamic IPPS method, in which both the process plans of the jobs and the schedule are changeable, is presented to handle the disruptions. 
Mathematical model of the proposed IPPS method
In order to solve the IPPS and the dynamic IPPS in a uniform manner, the definition of IPPS [18] is modified as follows.
Given a set of n jobs, at the time t, the number of the unfinished features of each part is N if , the number of the available machine at time t is M t . considering the flexibility of process, sequence and operation, determine the macro-level plan for each unfinished feature and the corresponding machine (machine set) as well as the sequences of the operations on each machine. Meanwhile, the precedence constraints in each part are satisfied and some optimization objectives can be achieved.
Based on the proposed IPPS method and the modified definition of IPPS, the mathematical model of the proposed IPPS method is founded. In this paper, the optimization objectives of process planning and scheduling are minimum machining time and minimum makespan, separately. Firstly, some reasonable assumptions and notations are given below:
 Jobs are independent. Job preemption is not allowed and each machine can handle only one job at any moment.  The different operations of the same job cannot be machined simultaneously.  The setup time and the transport time are negligible or included in the processing time. 
Subject to:
 The j-th feature of the i-th job can only choose one macro-level plan from its alternatives:
 The macro-level plan O ijk can only choose one machine (machine set) from its alternatives:
Other constraints can be found in Li et al. [19] . It is worth mentioning that the numbers of the available machines and the jobs to be processed as well as the unfinished features of each job are varied as time goes by. Therefore, this mathematical model is also suitable for the dynamic IPPS method. And these kinds of information of dynamic shop floor status are provided by the manufacturing execution system.
Particle swarm optimization algorithm
The proposed IPPS method involves in four tasks, which are selection of macro-level plan for each unfinished feature, selection of machine (machine set) for each selected macro-level plan, sequencing the selected macro-level plans and determining the starting time of each process on its corresponding machine. It is a typical NP-hard problem and much more complex to solve than that of existing IPPS methods, which are partially involved in the four referred tasks. Particle swarm optimization (PSO) algorithm has been widely used in many optimization problems since it was proposed in 1995 [20] . However, the continuous characteristic of PSO algorithm restricts its applications in combinatory optimizations problems. Some researchers [21, 22] used modified encoding methods to transform the scheduling problems into continuous versions, and then the PSO can be used to solve these scheduling problems. However, they are incapable of solving the optimization problem of the proposed IPPS method since its complexity. Therefore, this paper proposes a discrete particle swarm optimization (DPSO) algorithm for the proposed IPPS method.
Standard PSO algorithm
In most of the researches, the standard PSO refers to a modified PSO algorithm [23] , in which an inertia weight is introduced to improve the optimizing ability. In the PSO algorithm, a swarm, which contains a number of particles with certain positions and velocities, is initialized randomly. Then each particle dynamically adjusts its velocity and position according to its own and the population's experiences. This can be explained as follows:
is the velocity of the d-th dimension of the i-th particle at the time t, and it means the distance to be traveled in the d-th dimension from its current position. ω is the inertial weight used for regulating the trade-off between the global exploration and local exploration abilities of the swarm. c 1 and c 2 are the acceleration constants, r 1 and r 2 are two random functions within the range of [0, 1] .
represents the d-th dimension of the i-th particle's best historical position, and represents the d-th dimension of the swarm's global best position. The particles update their positions and velocities according to Eq. 5 and Eq. 6, and the pbest and gbest are also updated according to the fitness function. Thus all the particles move to the global best solution to finish the search process.
Discrete PSO algorithm
It can be found that the position and the velocity in standard PSO are both continuous variables from Eq. 5 and Eq. 6, which are meaningless for the IPPS optimization problems. This paper proposes a discrete version of PSO, in which the particles update their positions according to the following equation:
and are the positions of the i-th particle in current and the next iteration, is the historical best position of the i-th particle, and is the best position of the population in the tth iteration.  stands for the crossover operator. Eq. 7 shows that the particles adjust their positions according to their own and the population's experiences, which maintains the advantages of the standard PSO algorithm. The discrete particle swarm optimization algorithm can be explained as follow according to Fig. 3 :
 The particle and its pbest are considered as two parents P 1 and P 2 ; O 1 and O 2 are two offspring of them. Select the better one of these two offspring for the next crossover, e.g. O 2 is selected;  O 2 and , which is the gbest of , are treated as two new parents and ; and are two offspring of them. Select the better one of these two offspring to be used as the new position of , that is . Generally, the gbest of the swarm is unique. Under this condition, each particle will cross with that gbest, which may lead to local convergence. For this reason, this paper introduces an external archive to keep the elites, which are the first N ea (N ea the size of the external archive) parti-cles with lowest fitness values, generated in each iteration. Then each particle randomly selects an individual from the external archive as its gbest in each iteration, and the members of the external archive are also updated iteratively.
The application of discrete particle swarm optimization (DPSO) in optimizing the proposed IPPS problem
When applying the DPSO algorithm to optimize the IPPS problem, some necessary explanations and definitions should be given in advance. The information of a process network can also be listed in a table. Table 1 lists the information contained in four process networks of four jobs, in which '999' means that machine cannot finish the process, and O 1211 -O 1212 means the macro-level plan O 121 contains two processes. It is worth mentioning that different macro-level plans of the same feature may have different machining time on the same machine. For example, the machining time of O 111 and O 112 on machine M 1 is 3 and 5 units, separately. The machine priority level for a macro-level plan is defined as follows. Machine priority level: For a macro-level plan, the machine priority level (1>2>3>4>5, etc.) is determined by the machining time of the machine or machine set. The longer the machining time of a machine is, the higher its machine priority level will be. And if the machining time of two machines (machine sets) for the same macro-level plan are equal, the bigger the number of the machine is, the higher its machine priority level will be. Based on the definition of machine priority level, the machine priority levels of the machines shown in Table 1 can be obtained as shown in Table 2 . As referred before, the process network is generated based on static shop floor status in the preplanning phase, thus in the final planning phase, the status of the shop floor as well as the machine priority levels should be updated.
Encoding and decoding
Encoding refers to problem mapping, which translates a problem to a particle. For the jobs listed in Table 2 , a possible particle which contains three sections is shown in Fig. 4 . The feature string, whose length equals to the total number of the features of all jobs, represents the manufacturing sequence of the features. For example, '1, 2, 3' represent the features of job 1, and '4, 5, 6, 7' represent the features of job 2, etc. The MLP string stands for the selected macro-level plans for corresponding features, e.g. the second 2 in the MLP string corresponds to the number 9 in the feature string. It means that the second feature of the third job (F 32 ) has selected its second alternative macro-level plan (O 322 ). The machine string represents the machine priority levels of the selected machines, e.g. the macro-level plan referred before (O 322 ) has selected the first prior machine (M 3 ) from its alternatives because the value of the corresponding position in the machine string is 1. Table 2 (MLP stands for macro-level plan) Decoding means solution generation, which translates a particle to a solution of the optimization problem. In the proposed IPPS method, the solution contains the process plan of each job and the scheduling plan. Based on the encoding method referred before, the decoding process is described as follows (take the particle shown in Fig. 4 for example):
Step 1: Translate the feature string to the features machining sequence of each job, for example, the four jobs' feature machining sequence are '3, 1, 2', '4, 6, 7, 5', '9, 10, 8, 11' and '12, 15, 13, 14', separately; meanwhile, the machining sequence of all the features is also determined, that is F 13 Step 2: Translate the MLP string to the selected macro-level plans for corresponding features;
Step 3: Translate the machine string to the selected machines for corresponding macro-level plans;
Step 4: Combine the results of steps 1, 2 and 3 to generate the process plan for each job.
Step 5: According to the results of steps 1, 2 and 3, the features machining sequence, selected macro-level plans and corresponding machines are known, and then the decoding method proposed by Zhang et al. [24] is introduced to decode the particle to an active scheduling plan.
Fitness function
In this paper, the optimizing objectives of process planning and scheduling are minimum total machining time and minimum makespan, respectively. Although these two objectives have the same dimension, their orders of magnitude may vary enormously. Thus the normalization of the data is still necessary.
stand for the assessment of the solution corresponding to the i-th particle, in which N is the number of the particles in the swarm. T i and M i represent the total machining time and the makespan, respectively. The procedure of normalization can be explained as follows:
Thus, two new arrays of total machining time and makespan are obtained, which are [ , , … , ]and [ , , … , ], respectively. Then the final objective function of the IPPS optimization pro blem as well as the fitness function can be obtained as follow: (10) Where and stand for the weights of total machining time and makespan, respectively. Meanwhile, the relations 0 1, 0 1 and 1 should be satisfied.
Particle updating strategy
In the DPSO algorithm, the particles update their positions by crossing with their own historical best positions (pbests) and the global best position of the population (gbest), and a mutation operator is designed to enhance the local search ability of the algorithm. Based on the encoding method referred before, the crossover and mutation operations are designed for the IPPS problem.
Crossover
As shown in Fig. 4 , a particle contains three different strings: feature string, MLP string and machine string. The crossover operator acts on them separately. Thus three crossover operations are needed. The procedure of the crossover operation for the feature string is described as follows according to Fig. 5 .
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Fig. 5 The crossover operation for the feature string
Step 1: P 1 and P 2 are the feature strings of two particles, and generate two empty offspring: O 1 and O 2 ;
Step 2: Randomly select two different crossover points to divide P 1 to three sections: A 1 , B 1 and C 1 ; this process is done to P 2 at the same positions of crossover points; Step 3: Copy the elements in B 1 (B 2 ) into the same positions of O 1 (O 2 );
Step 4: Delete the existing elements of O 1 (O 2 ) in P 2 (P 1 ), and then copy the remaining elements in P 2 (P 1 ) to the remaining empty positions in O 1 (O 2 ).
The typical two-point crossover operator is introduced and implemented on the MLP string and an example of this crossover operation for the MLP string is presented in Fig. 6 . The crossover operation for machine string has the same procedure with that of MLP string.
It is worth mentioning that since the number of the alternative macro-level plans of different features may be different, the ranges of the values of different bits in MLP string may be different. It means that infeasible particles may be generated by the crossover operation, and a refinement procedure is necessary, which will be presented in Section Refinement. 
Mutation
Mutation operation is introduced in the DPSO algorithm to enhance its local search ability. Since the values of the elements in the MLP string are restricted by the values of corresponding elements in the feature string, the mutation operations should be sequentially conducted for the feature string as well as MLP string and the machine string. In order to save space, a partial particle is taken for example, and the procedure for mutation operations can be described as follows according to Fig. 7 .
Step 1: Mutate the feature string: randomly select two different positions and exchange their elements in the feature string and the MLP string as well as the machine string; Step 2: Mutate the MLP string: randomly select a bit from the MLP string and change its value within the range of that bit according to the value of its corresponding bit in the feature string;
Step 3: Mutate the machine string: randomly select a bit from the machine string and change its value.
Fig. 7
The mutation operation for a partial particle
Refinement
As referred before, the crossover operation may generate infeasible particles, in which the values of the elements in the MLP string may exceed their value ranges. Additionally, the mutation operation and the random initialization may also generate invalid particles, in which the precedence relationships among features may be dissatisfied. The procedure of the refinement for the infeasible particles is described as follows:
Step 1: The constraint adjustment method of Li et al. [25] is introduced to adjust the feature string. In order to maintain the corresponding relationships among features, macrolevel plans and machines, the adjustment operation is simultaneously implemented on the three strings. It means that if two elements in the feature string are swapped, the elements of corresponding positions in both the MLP string and the machine string should be swapped, simultaneously.
Step 2: Check the values of the elements in the MLP string. If the value of an element exceeds its value range, randomly choose a value within its value range to replace its previous value. For example, the numbers of the alternative macro-level plans of the features F 12 and F 13 are 2 and 3, separately. Suppose after crossover operation, the values of the elements in the MLP string correspond to these two features are 3 and 2, respectively. It means that the value of the element in the MLP string corresponds to the feature F 12 has exceeded its value range [1, 2] , and then the value of that element may be randomly replaced by 1 or 2.
The procedure of applying DPSO in optimizing the proposed IPPS problem
Based on the explanations before, the procedure of applying DPSO in optimizing the proposed IPPS problem is described as follows:
Step 1: Parameter setting and initialization: set the parameters and randomly generate the initial swarm, iteration number i = 1; Step 2: Refinement: refine the infeasible particles using the refinement method presented in Section Refinement; Step 3: Decoding: decode each particle to a solution, which contains the process plan of each job and the scheduling plan, using the decoding method referred before; Step 4: Evaluate the fitness of each particle and sort the particles according to their fitness values in ascending order, then the first N ea particles are selected for updating the members of external archive (EA); Step 5: Update EA: if i = 1, insert the particles selected in step 4 into EA directly; otherwise, combine the particles selected in step 4 and the existing particles in the EA, and sort these 2N ea particles according to their fitness values in ascending order, then the first N ea particles are preserved in EA; Step 6: Update the pbest and gbest of each particle, in which the gbest of each particle is randomly selected from the members of EA; Step 7: If i ≤ Iter max (Iter max is the maximum iteration number), go to step 8; otherwise, go to step 9; Step 8: Update the positions of the particles using the updating strategy (crossover and mutation) presented in Section 5. 3, i = i+1, and go to step 2; Step 9: Output the best solution: decode the best particle in EA, whose fitness value is the lowest, to a solution, which includes the process plan of each job and the scheduling plan.
Results and discussion
As referred before, the proposed IPPS method has combined the advantages of the three existing IPPS methods, which are NLPP, CLPP and DPP methods. Additionally, based on the modified definition and the mathematical model of IPPS, dynamic scheduling can be extended to dynamic IPPS for effectively handling the disruptions. Besides, a DPSO algorithm is proposed for optimizing the IPPS problem. In this section, the proposed DPSO algorithm is compared with some other
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intelligent algorithms to show its effectiveness, and two test cases are designed to verify the effectiveness of the proposed IPPS method.
Case 1
Case 1 is designed to verify the efficiency and effectiveness of the proposed DPSO algorithm. Because there is no existing test instance, which is very similar with the IPPS problem in this paper, in order to compare the proposed algorithm with other intelligent algorithms, some classical benchmarks of flexible job-shop scheduling problem (FJSP), which are widely introduced in related researches, are used for instead. The sources of the benchmarks and the testing environment are given below: Kacem data: five representative instances which cover a wide range from 4 5  to15 10  taken from the works of Kacem et al. [26, 27] are used in the experiment without the consideration of release date. The instances are 4  5 problem (I 1 ), 8  8 problem (I 2 ), 10  7 problem (I 3 ), 10  10 problem (I 4 ) and 15  10 problem (I 5 ), and the details of them can be found in literatures [26, 27] .
BRdata: the BRdata is consists of 10 test problems from Brandimarte [28] which were randomly generated using uniform distributions. In the selected BRdata, the number of machines ranges from 4 to 15, the number of jobs ranges from 10 to 20, the number of operations for each job ranges from 5 to 15, and the number of operations for all jobs ranges from 55 to 240.
The programs are implemented using Matlab, running on a PC with 2.2GHz CPU and 4GB RAM. The main parameters are: the population size is 10  n, where n is the number of jobs. The maximum number of iteration is 10  n  m, where m is the number of machines. The crossover probability P c = 1, which means that each particle should cross with its own pbest and its selected gbest. Since the selected benchmarks are often used for testing multi-objective FJSP, and the multi-objective optimization is not the focus of this paper, the objectives are combined into a scalar function with equal weight of each objective.
Firstly, the proposed DPSO algorithm is applied on Kacem data and the results are compared with several other methods in recent publications, which include PDABC [29] , MOGA [30] , HPSO [31] and PSO/LS [32] . The comparative results are shown in Table 3 . The three objectives are F 1 (makespan), F 2 (total workload) and F 3 (workload of the critical machine). The Gantt charts of the optimal solutions of these instances obtained by DPSO are shown in Fig. 8 . Secondly, the proposed DPSO algorithm is applied on the BRdata, and the experiment results are compared with those of other two algorithms in recent publications, which are artificial immune (AI) [33] and efficient search (ES) [34] , the comparative results are listed in Table 4 .
From Table 3 , it can be found that the results of the proposed DPSO algorithm are no worse (most of them are better) than those of other methods. Similarly, from the comparative results shown in Table 4 , it is obvious that most of the solutions obtained by the DPSO algorithm are better than those of the AI algorithm, meanwhile, the CPU times are also reduced a lot. Although the CPU times of DPSO algorithm are longer than those of ES, the quality of the solutions has been greatly improved. In a word, the proposed DPSO algorithm stands out for its efficiency and effectiveness. 
Case 2
The efficiency and the effectiveness of the proposed DPSO algorithm have been verified by the experiment results in case 1. This section designs a test case to prove the effectiveness of the proposed IPPS method. Suppose the four jobs listed in Table 2 are released to the shop floor and all the machines in the shop floor are idle and available at the moment t = 0. Under this assumption, in the NLPP method, the first priory process plan for each part is feasible and will be selected at the scheduling phase. Thus the optimal process plan for a job obtained by the CLPP method will be the same as the process plan selected for that job in the NLPP method. Without loss of generality, in the DPP method, the first alternative macro-level plan is selected for each feature in the preplanning phase. The three existing IPPS methods and the proposed IPPS method are used to solve the IPPS problem listed in Table 2 under the referred assumption, separately. The comparative results are shown in Table 5 (process plans) and Fig. 9 (scheduling plans) , respectively, in which T represents the total machining time. According to the comparative results we can find that the proposed IPPS method outperforms the DPP method because the DPP method ignores the process flexibility (possibility of machining the same feature with alternative macrolevel plans). Furthermore, as referred before, actually, the NLPP and CLPP methods perform the process planning and scheduling sequentially, the optimization objectives of process planning and scheduling may be conflicted. For example, although the total machining time has reduced from 73 to 71 (about 2.74 %), the makespan time has increased from 22 to 27 (about 22.72 %), which means that the proposed IPPS method also does better than the NLPP and CLPP methods. 
Case 3
As referred before, based on the modified definition and the mathematical model of IPPS, dynamic scheduling can be extended to dynamic IPPS for effectively handling the disruptions occurred in the execution process. In this section, two typical dynamic events, which are machine breakdown and arrival of urgent jobs, are designed to verify the effectiveness of the dynamic IPPS method.
Machine breakdown
The optimal scheduling plan obtained by the proposed IPPS method is released to the shop floor. Suppose that at the time t = 5 the machine M 4 is broken-down with a relatively long repair time. Under this condition, traditionally, reactive scheduling methods often transfer the affected oper-ations to their alternative machines for instead, which is the so called route changing rescheduling [35] . In the route changing rescheduling method, neither the alternative macro-level plan of each feature nor the operation sequence of each job is unchangeable. However, in the dynamic IPPS method, the process plans are also changeable, which may improve the flexibility of rescheduling. The comparative results are shown in Table 6 (process plans) and Fig. 10 (scheduling plans), respectively. From the results we can find that both the total machining time and makespan are reduced by the dynamic IPPS method. 
Arrival of urgent jobs
The optimal scheduling plan obtained by the proposed IPPS method is released to the shop floor. Suppose two urgent jobs are released to the shop floor at the moment t = 5. The information of these two jobs is listed in Table 7 . Generally, the urgent jobs should be completed as soon as possible. The comparative results are shown in Fig. 11 , in which the dynamic IPPS method also outperforms the route changing rescheduling method. From the above comparative results, it is obvious that the dynamic IPPS method is much more suitable than other rescheduling methods because it can increase the flexibility of rescheduling. Of course, the robustness and the stability of the dynamic IPPS method should be further studied. 
Conclusion
This paper proposes a novel IPPS method which has combined the advantages of the three existing IPPS methods. Based on the modified definition of IPPS, the mathematical model of the proposed IPPS method is presented. This model is also suitable for the dynamic IPPS method, which can greatly improve the flexibility of rescheduling. Furthermore, a discrete version of particle swarm optimization algorithm is put forward to solve the optimization problem of the proposed IPPS method. In the DPSO algorithm, the particles update their positions by crossing with their own historical best positions (pbests) and the global best position of the population (gbest). Therefore, the continuous PSO algorithm can be used for the combinatory optimization problems such as optimization of the IPPS problems. In order to avoid local convergence, an external archive is introduced to keep more than one elite, and the gbest of each particle is randomly selected from the members of the external archive. Finally, the mutation operation is introduced to enhance the local search ability of the DPSO algorithm. As shown in the experiments and results of case 1, the proposed DPSO algorithm stands out from several typical intelligent optimization algorithms for its efficiency and effectiveness. Besides, the PDSO is designed for the proposed IPPS problem, which involves in four tasks as referred before, and the process planning, scheduling or the three existing IPPS methods are partially of the proposed IPPS problem, therefore, the DPSO algorithm could also be used to solve those problems.
In this work, we select the total machining time to judge the process plan and the makespan for scheduling plan, to simplify, we have combined these two objectives into one weighted function. However, other objectives such as total machining cost, total tardiness and utilization of machines may also be considered to complete the proposed IPPS method. It is no doubt that the Pareto-based optimization approaches will make this work more perfect, which will be studied in our future work. Furthermore, the robustness and the stability of the dynamic IPPS method should be further studied as well.
