Abstract: Accurately predicting the carbon price sequence is important and necessary for promoting the development of China's national carbon trading market. In this paper, a multiscale ensemble forecasting model that is based on ensemble empirical mode decomposition (EEMD-ADD) is proposed to predict the carbon price sequence. First, the ensemble empirical mode decomposition (EEMD) is applied to decompose a carbon price sequence, SZA2013, into several intrinsic mode functions (IMFs) and one residual. Second, the IMFs and the residual are restructured via a fine-to-coarse reconstruction algorithm to generate three stationary and regular frequency components that high frequency component, low frequency component, and trend component. The fluctuation of each component can effectively reveal the factors that influence market operation. Third, extreme learning machine (ELM) is applied to forecast the trend component, support vector machine (SVM) is applied to forecast the low frequency component and the high frequency component is predicted via PSO-ELM, which means extreme learning machine whose input weights and bias threshold were optimized by particle swarm optimization. Then, the predicted values are combined to form a final predicted value. Finally, using the relevant error-type and trend-type performance indexes, the proposed multiscale ensemble forecasting model is shown to be more robust and accurate than the single format models. Three additional emission allowances from the Shenzhen Emissions Exchange are used to validate the model. The empirical results indicate that the established model is effective, efficient, and practical in terms of its statistical measures and prediction performance.
Introduction
Global warming caused by greenhouse gas (GHG) emissions poses a severe challenge to the survival and development of human societies. China has been facing an unprecedented international pressure to curb its carbon emissions since it surpassed the United States (US) and became the largest carbon emitter in 2007 [1, 2] . In response to the challenge of climate change, the Chinese government has promised that carbon intensity will be reduced by 40-45% in 2020 as compared with the 2005 level [3] and it has made a commitment to reduce carbon intensity by 60-65% in 2030 when compared with the 2005 level. The planned peak reduction in carbon emissions will occur in approximately 2030. When considering that China is undergoing rapid industrialization and urbanization, the Chinese prices of the seven pilot carbon trading markets in China. Because the carbon trading markets have a short run time and imperfect implemented trade mechanisms, data concerning the carbon trade are relatively limited. The carbon price sequence was decomposed into seven IMFs using the EEMD to study the market formation mechanism [28] . Li et al. forecasted five pilot market carbon prices using the EMD-GARCH model and then employed a CPB-CGE model to set a unified interval of the carbon price benchmark [29] . With the improvements in China's carbon market, increasing numbers of scholars be concerned with the analysis and prediction of carbon prices.
In summary, the analysis and prediction of carbon prices is still in its infancy in the carbon trading market. The following deficiencies exist: (1) the econometric models are applied to linear regression analyses in regular time series; the artificial intelligence models are not robust for accurately forecasting carbon prices that have the characteristics of the nonstationary and nonlinear. One bad problem is mode mixing in EMD algorithm, which methods can analyze the characteristics of carbon prices. However, the associated accuracy is limited. (2) There is little literature regarding the accurate forecasting of the carbon price in the Chinese market. However, some works have confirmed that the fluctuations of regional carbon prices in China are basically the same as those of the international carbon prices [30, 31] . This article can draw on the methods used to study international carbon prices to analyze and predict carbon price fluctuations in the Chinese market. Therefore, this study seeks to address this gap with regards to how to improve the prediction accuracy of carbon price in the Chinese market.
In this article, a multiscale ensemble forecasting model is constructed based on EEMD, which is called EEMD-ADD. First, the carbon price is decomposed into several IMFs and one residual. Second, these IMFs and the residual are restructured into three stationary and regular frequency components. Finally, three different forecasting models are used to predict the components, and the predicted values are combined to form a final predicted value. The multiscale integrated prediction method overcomes the nonlinear and nonstationary issues that are associated with determining the carbon price and effectively improves the prediction precision.
The remainder of this paper is organized as follows: Section 2 shows a brief description of EMD, EEMD, SVM, and PSO-ELM and proposes the frame work of the EEMD-ADD model; Section 3 decomposes and analyses the carbon price sequence of SZA2013, and then introduces the necessary conditions for the proposed prediction model. Section 4 analyzes the simulation results; Section 5 provides three additional carbon price series forecasting cases; and, Section 6 concludes the paper based on the experimental results, briefly detailing future work.
Methodology

The Fundamentals of EEMD
EMD is an efficient and adaptive analysis method for handling nonlinear and nonstationary time series data. The principle of the EMD states that a signal is divided into data sequence of waveforms or trends at different scales via iterative steps. Each sequence serves as an IMF, which satisfies the following two criteria: (1) these functions have the same numbers of extremum and zero-crossings or differ at the most by one over the entire time series; and, (2) these functions have upper and lower envelopes with means of zero [17] . The IMFs and a residual component are given in Equation (1):
where x(t) is the original signal, each c i (t) represents the i-th IMF, and r(t) is the residual component. The detailed EMD procedure is briefly expressed in Algorithm 1. 
Algorithm 1. EMD Algorithm
Step 1: Mark the original signal as time series x(t), Identify all the maxima and minima of x(t) and generate its upper and lower envelopes, a(t) and b(t), via cubic spline interpolations.
Step 2: Compute the mean values m(t) of the envelopes (m(t) = [a(t) + b(t)]/2).
Step 3: Calculate the difference (c(t) = x(t) − m(t)).
Step 4: Check the properties of c(t). If c(t) cannot satisfy the two criteria of the IMF, let x(t) = c(t), and return to the step 1; otherwise, c(t) is defined as an IMF, and let the residual r(t) = x(t) − c(t).
Step 5: Repeat steps 1-4 only when the termination criterion is satisfied.
However, the mode-mixing problem is an unavoidable drawback of EMD. Mode mixing is defined as an IMF containing several characteristic scales with considerable differences or having similar characteristic scales that are distributed over different IMFs, which causes the EMD to not present the characteristics of the original sequence. To overcome this issue, a Gaussian white noise is used in the original sequence analysis method known as the EEMD. Huang adds white noise into decomposed signal in order to supplement some frequency scales that are aimed at achieving better decomposition results. Because the general signals were decomposed via EMD missing frequency scales, the phenomenon of mode mixing appeared. EEMD could accurately decompose the original signal including fundamental component, harmonic component, and noise interference component into relative stationary modal components at various frequencies. Because it is based on an important ideology that the signal is composed of oscillations of different time scales, which is basically the same as the core ideas of Fourier Transformation. The procedure of the EEMD is briefly detailed in Algorithm 2.
Algorithm 2. EEMD Algorithm
Step 1: Add a group of Gaussian white noise into the original sequence.
Step 2: Decompose the integrated sequence into IMFs via the EMD algorithm.
Step 3: Repeat steps 1-2 with different scales of Gaussian white noise each time to obtain the corresponding IMFs.
Gaussian white noise has the characteristics of an irrelevant random sequence and a zero mean. In the process of making the ensemble mean, the signals are continuous at different scales and effectively avoid mode mixing, making the final decomposition of the IMFs able to maintain physical uniqueness, thus improving the signal denoising. A well-established statistical rule was proven to control the effect of the added Gaussian white noise, as given in Equation (2):
where N is the number of ensemble members, ε is the amplitude of the added Gaussian white noise, and ε n is the final standard deviation of the error, which is defined as the difference between the targeted signal and the corresponding IMFs. In general, the number of ensemble members (N) is often set to 100, and the selected optimal standard deviation (ε) from 0.1 to 0.2 is established by the k-fold cross-validation method.
The Fundamentals of Artificial Intelligence
Support Vector Machine
The SVM, as proposed by Cortes and Vapnik [32] , is a new sort of machine learning algorithm that was based on Vapnik-Chervonenk dimension theory and the structural risk minimization (SRM) of statistical learning theory. The SVM maps the input variables on a high-dimension space kernel function, which comprises nonlinear transformations [33] . The selections of the penalty parameter (c,) kernel function parameter (g), and ε-loss function parameter (p) are vital because the forecasting performance of the SVM is impacted by these key parameters. There is an emphasis on selecting the best kernel function, which is shown to be the radial basis function (RBF), which is simple, reliable, and efficient [34] . The procedure of the SVM is briefly expressed in Algorithm 3.
Algorithm 3. SVM Algorithm
Step 1: Preset training set T = (
Step 2: Select appropriate kernel function K and parameter C. Construct and solve the optimization problem.
Step 3: Select a positive component 0 < a j * < C of a * and calculate the threshold
Step 4: Construct decision function
Particle Swarm Optimization and Extreme Learning Machine
The PSO, as proposed by Kennedy and Eberhart [35] , is a stochastic optimization algorithm that simulates the social behavior of biological organisms, such as birds [36] . For particle optimization, each particle indicates a candidate solution of the problem within an n-dimensional search space, which is initialized via the process of iterations by position, velocity, and fitness value. The velocity represents the direction and distance of the particle flight [37] .
Extreme learning machine (ELM) was proposed as a new type of single-hidden-layer feed forward neural network (SLFN) by Huang et al. [38] . The algorithm randomly generates the connection weights between the input layer and the hidden layer, and the output weights between the hidden layer and the output layer are acquired via the least squares method while using the minimizing squared loss function. In the training process, the parameters do not need to be adjusted, and the unique optimal solution can be acquired once the number of hidden layer neurons is set. The process of selecting the network parameters effectively avoids the number of iterations and significantly reduces the adjustment time of the network parameters. When compared with traditional training algorithms, the ELM has the advantages of fast learning and good generalization performances [39] . The procedure of PSO-ELM is briefly described in Algorithm 4.
Algorithm 4. PSO-ELM Algorithm
Step 1: Preset training set, N = {(x i , y i )}|x i ∈ R n , y i ∈ R, i ∈ [1, m] with the activation function g(x), and the number of hidden layer neurons N Step 2: Generate random values for the weights w i and bias
Step 3: Initialize the particle swarm, and randomly set the population, position and velocity of each particle.
Step 4: Calculate the fitness and update the velocity and the position parameters.
Step 5: Output the optimal w and b parameters.
Step 6: Calculate the hidden layer output matrix, H,
Step 7: Calculate the output weight, β = H † Y, where H † is Moore-Penrose pseudoinverse [35] , and the label matrix of the training set is Y = [y 1 , y 2 , · · · , y N ]
T
Step 8: Obtain output weights, β 
The Fundamentals of the EEMD-ADD Model
A multiscale ensemble forecasting model based on the EEMD algorithm (EEMD-ADD) of the carbon price in China's regional carbon trading market are constructed, as shown in Figure 1 . The model ordinarily comprises four key steps:
Step 1: Each nonlinear nonstationary carbon price sequence is decomposed into several stable regular IMFs and one residual via EEMD.
Step 2: The IMFs are separated into high-frequency components and low-frequency components by a fine-to-coarse reconstruction algorithm, and the residual is the trend component.
Step 3: PSO-ELM is applied to predict the high-frequency component, SVM is applied to predict the low-frequency component, and ELM is applied to predict the trend.
Step 4: The predicted values of the three components are assembled into the final forecast values and are compared with the original carbon price sequence.
Step 7: Calculate the output weight, † =HY  , where † H is Moore-Penrose pseudoinverse [35] , and the label matrix of the training set is
Step 8: Obtain output weights, 
Step 3: PSO-ELM is applied to predict the high-frequency component, SVM is applied to predict the low-frequency component, and ELM is applied to predict the trend. 
Empirical Analysis
Data Selection and Test
The Shenzhen Emissions Exchange is the first regional carbon trading market in China and has the most comprehensive operational structure. It accounts for 12.6% of the country's total trading volume, 22.85% of the total trading value, and only 2.5% of the total allowances. The allowance circulation rate is ranked first and the market has been open to foreign investors in the pilot cities for many years, which has led to financial carbon innovations. In this paper, the Shenzhen Emissions Exchange is used to represent China's carbon trading market. The carbon price sequence of SZA2013 from 1 November 2013 to 30 June 2017, excluding public holidays, with a total of 882 observations, was chosen as an experimental sample. The carbon price sequence is shown in Figure 2 and Table 1 .
The Shenzhen Emissions Exchange is the first regional carbon trading market in China and has the most comprehensive operational structure. It accounts for 12.6% of the country's total trading volume, 22.85% of the total trading value, and only 2.5% of the total allowances. The allowance circulation rate is ranked first and the market has been open to foreign investors in the pilot cities for many years, which has led to financial carbon innovations. In this paper, the Shenzhen Emissions Exchange is used to represent China's carbon trading market. The carbon price sequence of SZA2013 from 1 November 2013 to 30 June 2017, excluding public holidays, with a total of 882 observations, was chosen as an experimental sample. The carbon price sequence is shown in Figure 2 and Table 1 . The price fluctuation sequence of SZA2013 is obviously irregular. In its early stage, this series has a fast downward trend. In its later stage, the price is slightly stable and it has a slower downward trend. The overall trend does not meet the normal distribution. Accounting for the above statistical characteristics, the augmented Dickey-Fuller (ADF) method is used to test the price stationarity, and the Brock-Dechert-Scheinkman (BDS) method is used in order to test the linear characteristics of the price. Table 2 shows the stability test results of the carbon price sequence based on the ADF. This statistic meets the critical values of the 1% and 5% significance levels and it is less than the critical value of the 10% significance level. Moreover, the p-value is 0.0756. This sequence is clearly nonstationary. Table 3 shows the linear test result of the carbon price sequence based on the BDS. The embedding dimension gradually increased and the corresponding BDS statistical value also increases. The corresponding z-statistic is greater than the critical value. The relevant p value is zero, i.e., less than 0.05. Thus, this sequence is nonlinear. The price fluctuation sequence of SZA2013 is obviously irregular. In its early stage, this series has a fast downward trend. In its later stage, the price is slightly stable and it has a slower downward trend. The overall trend does not meet the normal distribution. Accounting for the above statistical characteristics, the augmented Dickey-Fuller (ADF) method is used to test the price stationarity, and the Brock-Dechert-Scheinkman (BDS) method is used in order to test the linear characteristics of the price. Table 2 shows the stability test results of the carbon price sequence based on the ADF. This statistic meets the critical values of the 1% and 5% significance levels and it is less than the critical value of the 10% significance level. Moreover, the p-value is 0.0756. This sequence is clearly nonstationary. Table 3 shows the linear test result of the carbon price sequence based on the BDS. The embedding dimension gradually increased and the corresponding BDS statistical value also increases. The corresponding z-statistic is greater than the critical value. The relevant p value is zero, i.e., less than 0.05. Thus, this sequence is nonlinear. 
Data Processing and Analysis
Given the above test, China's regional carbon trading product price sequence has nonstationary and nonlinear characteristics, making the sequence fluctuation characteristics basically the same as the price fluctuation characteristics in the international market of the EU ETS. The IMFs and the residual of the SZA2013 price sequence are derived by applying the EEMD, as shown in Figure 3 . 
The Analysis of IMF Statistics
In this EEMD, an ensemble of 100 members is created, and the added Gaussian white has a standard deviation of 0.2. The carbon price sequence is divided into eight IMFs and one residual. Preliminary observation show that the frequencies range from high to low and the amplitudes become generally larger. The frequency variations of IMF1 and IMF2 are approximately the same as those of the local frequencies of the original sequence. The residual is the mode that slowly varies around the long-term average, with a trend that is nearly the same as that of the original sequence. To further study the eight IMFs and one residual, the mean period of each IMF, the correlation between each IMF and the original sequence, and the variance and variance percentage of each IMF are shown in Table 4 . The mean period represents the ratio of each IMF's sample size to the number of its maximum points (or minimum points), which can be used to show the cycle length of the price-influencing factor or the reaction to fluctuations in the price sequence. IMF1-IMF3 has a mean period of less than 15 days, indicating that these are more intense fluctuations. IMF6-IMF8 is the other important mode, having a mean period of more than three months. The Pearson correlation coefficient is used to describe the linear correlation between the two sequences and the Kendall Figure 3 . The decomposition of the SZA2013 sequence using the EEMD.
In this EEMD, an ensemble of 100 members is created, and the added Gaussian white has a standard deviation of 0.2. The carbon price sequence is divided into eight IMFs and one residual. Preliminary observation show that the frequencies range from high to low and the amplitudes become generally larger. The frequency variations of IMF1 and IMF2 are approximately the same as those of the local frequencies of the original sequence. The residual is the mode that slowly varies around the long-term average, with a trend that is nearly the same as that of the original sequence. To further study the eight IMFs and one residual, the mean period of each IMF, the correlation between each IMF and the original sequence, and the variance and variance percentage of each IMF are shown in Table 4 . The mean period represents the ratio of each IMF's sample size to the number of its maximum points (or minimum points), which can be used to show the cycle length of the price-influencing factor or the reaction to fluctuations in the price sequence. IMF1-IMF3 has a mean period of less than 15 days, indicating that these are more intense fluctuations. IMF6-IMF8 is the other important mode, having a mean period of more than three months. The Pearson correlation coefficient is used to describe the linear correlation between the two sequences and the Kendall correlation coefficient is
used to determine whether the two sequences have a tendency to concurrently change. The residual has the highest correlation with the original sequence, up to 0.843 and 0.588, but almost no fluctuation. The correlation coefficients of IMF6-IMF8 are also relatively high, but that of IMF8 is negatively correlated with the original signal. The variances and percentages explained by each of IMF have fluctuating values. The higher the variance ratio, the greater the impact of the relevant IMF on the original sequence. The variance ratio of the residual is 55.23%, as this has the greatest influence on the original sequence. The trend of the residual is basically the same as that of the original sequence. Meanwhile, the sum of the variance ratios of IMF6-IMF8 is 18.65%. The trends of these three components show little similarity to that of the original sequence. It is important to emphasize that the total variances of the IMFs and residuals are not equal to the variances of the original sequence due to a combination of rounding errors, nonlinearities of the original sequence, and the introduction of variance by the treatment of the cubic spline end conditions. The IMFs are separated into high frequency and low frequency components based on a fine-tocoarse reconstruction algorithm [40] , and the residual is the trend component. Each component has abundant economic meanings and it reveals some features of the carbon price. The mean of the algorithm departs significantly from zero at IMF 4 (Mean > 0.01), which is shown as a function of the IMF's K index in Figure 4 . Therefore, the partial reconstruction using IMF1-MF3 represents the high frequency components. The low frequency components comprise IMF4-IMF8 and the residual is considered to be the trend component. Figure 5 shows the original price sequence and the three components, and Table 5 gives the statistical measures of these sequences, including the Pearson and Kendall correlations between each component and the original price, the variances of each component and the variance percentages. Each component has a specific meaning when combined with the carbon trading market situation. fine-to-coarse reconstruction algorithm [40] , and the residual is the trend component. Each component has abundant economic meanings and it reveals some features of the carbon price. The mean of the algorithm departs significantly from zero at IMF 4 (Mean > 0.01), which is shown as a function of the IMF's K index in Figure 4 . Therefore, the partial reconstruction using IMF1-MF3 represents the high frequency components. The low frequency components comprise IMF4-IMF8 and the residual is considered to be the trend component. Figure 5 shows the original price sequence and the three components, and Table 5 gives the statistical measures of these sequences, including the Pearson and Kendall correlations between each component and the original price, the variances of each component and the variance percentages. Each component has a specific meaning when combined with the carbon trading market situation. *: Correlation is significant at the 0.01 level (2-tailed).
High Frequency Component-Short-Term Market Fluctuations
The high frequency component fluctuates about zero, which reflects the impact of the short-term market fluctuations that are caused by disequilibrium of supply and demand on the market mechanism. These fluctuations have a high occurrence frequency and a short continuous cycle with no serious impacts on the carbon price and can represent events such as the extreme weather conditions, e.g., strong typhoons, which have caused the Shenzhen ETS to close for short periods of time. The correlation coefficient and variance are relatively low when compared with those of the original price sequence. The high frequency fluctuation is shown to not be the main component of the price fluctuations and has little impact on the long-term carbon price trends. However, the high-frequency component fluctuations are becoming increasing frequent and will become the fundamental forces of carbon price fluctuations and carbon price changes. Thus, it is vital to 
The high frequency component fluctuates about zero, which reflects the impact of the short-term market fluctuations that are caused by disequilibrium of supply and demand on the market mechanism. These fluctuations have a high occurrence frequency and a short continuous cycle with no serious impacts on the carbon price and can represent events such as the extreme weather conditions, e.g., strong typhoons, which have caused the Shenzhen ETS to close for short periods of time. The correlation coefficient and variance are relatively low when compared with those of the original price sequence. The high frequency fluctuation is shown to not be the main component of the price fluctuations and has little impact on the long-term carbon price trends. However, the high-frequency component fluctuations are becoming increasing frequent and will become the fundamental forces of carbon price fluctuations and carbon price changes. Thus, it is vital to establish the short-term carbon price rules.
Trend Component-Market Internal Mechanism
The trend component has a high correlation with the original price sequence and has a variance ratio that explains more than 50% of the variance of the carbon price sequence. Therefore, the trend Energies 2018, 11, 1907 11 of 17 component reveals the long-term trend of the carbon prices and it is a deterministic factor in the long-term carbon price evolution, reflecting the impact of the internal market mechanisms on the carbon price. The mechanisms add carbon quota products per annum, expanding the market participants and transactions, and making the demand for a single quota product decline. Thus, the price has a steady downward trend. The value of the trend component is the highest, regardless of the Pearson correlation coefficient, Kendall correlation coefficient, or variance. The analysis results suggest that this component is the major component of the carbon price trend, determining the intrinsic value of carbon emissions and explaining fluctuation characteristics of the carbon price sequence. The value of this signal is to provide a reference for the long-term equilibrium price of the carbon market.
Low Frequency Component-Market Economy Periodicity and Significant Events
The low frequency component eliminates the short-term market fluctuations and long-term price trends, reflecting the impacts of market economy periodicity on carbon price. In addition, significant events, such as the global financial crisis, intergovernmental negotiations, and national allocation plans, are able to influence the carbon price trends. For example, the China Certified Emission Reduction (CCER) project was listed on the Shenzhen ETS in June 2015, causing a marked downward trend of the carbon price. Because the occurrences of significant events are not frequently, these impacts are reflected in the low frequency component. Significant events are indicated to affect the carbon price for a long period. However, the low frequency components have little ability to explain the overall market price fluctuations due to their low variance ratios.
With the gradual advancement of processes in China's carbon trading market, carbon prices will dominate the market. The fluctuations in carbon prices and the associated components can effectively reflect the overall operation of the market, including the instability and low efficiency of the carbon trading market. The internal market mechanism is imperfect and easily disturbed by external factors. Therefore, this paper studies the fluctuations in the carbon price and its component to determine the relative stability of China's carbon market and auxiliary multi-level carbon financial market system with the goal of the Chinese government to achieve carbon emission reductions.
Forecasting the Carbon Price Sequence
Model Performance Evaluation
To quantitatively examine the prediction performances of single format models, including PSO-ELM, SVM, ELM, and BPNN, as compared to that of EEMD-ADD, this paper applies the following error-type and trend-type performance measures. The root mean square error (RMSE), the mean absolute error (MAE), and the mean absolute percentage error (MAPE) are the error-type measurements utilized to evaluate the prediction errors. The Directional symmetry (DS), correct up-trend (CP), and correct down-trend (CD) are the trend-type performance measurements. DS indicates the accuracy of the predicted direction. CP and CD indicate the accuracies of the predicted upward and downward trends. These three indicators are used to evaluate the prediction accuracies. The algorithms for the six criteria are shown in Equations (3)- (8) . 
where y t is the t-th actual value, y t is the t-th prediction value, n represents the number of evaluated data points, n 1 is the number of data points ascending, and n 2 is the number of data points descending. The smaller RMSE, MAE, and MAPE values indicate lower deviations of the prediction value from the actual values. The larger DS, CP, and CD values show higher accuracies of the prediction value.
Parameter Setting and Input Selection
In this paper, the three prediction models of PSO-ELM, ELM, and SVM are applied. In PSO, the initial population size is set to 40, the max-generation is 100, and the mutation probability is set to 0.6. Moreover, the range of the variance is [−5, 5] and the velocity range is [−1, 1]. In ELM, the number of hidden layer nodes is 10 in the trend component and 30 in the high frequency component due to their inherent characteristics. For the SVMs models, the ε-loss function parameter (p) is set to 0.01. The penalty parameter (c) and kernel function parameter (g) are adjusted based on the validation sets. It is shown in Table 6 . Per Section 3, the training dataset spans 1 November 2013, to 31 March 2017, providing a total of 799 observations, and the testing data spans 5 April 2017, to 31 June 2017, providing a total of 83 observations. It is shown in Table 7 . 
Results
As Figure 6 shows, the relative errors of the three frequency components and the carbon price sequence are described via ELM, SVM, and PSO-ELM models. This analysis shows that (a) the range of relative errors of the trend component is from 2.628 × 10 −6 to 2.855 × 10 −6 , but the trend of the error gradually increases due to the effect of training set fitting. (b) The relative error of the low-frequency components is relatively stable, generally ranging between plus and minus 0.2. Nevertheless, four data points show errors that are greater than −0.4 due to the corresponding points in the low frequencies The predicted precision of the multiscale ensemble forecasting model is superior to those of the corresponding single format models. Next, the statistical analyses of the five prediction models are given in Table 8 . The results allow for the following conclusions: (a) the RMSE, MAE, and MAPE values of the error-type performance index analysis of the EEMD-ADD model are 0.5322, 0.3897, and 1.19, respectively. These values are smaller than those of the other single format models, which indicates that the multiscale ensemble forecasting model has the highest prediction accuracy. (b) The EEMD-ADD model has the largest DS, CP, and CD values of the trend-type performance indexes, which are 95.18, 92.68, and 97.56, respectively. These results show that this method has a high accuracy when predicting the directions of the carbon price trend indexes. (c) The predictive performance of PSO-ELM is better than that of ELM due to the strong performance of the swarm intelligence algorithm. (d) The BPNN shows the worst performance among the five models due to its inherent characteristics that may lead to low efficiencies and local optimums. Moreover, the selection of the BPNN hidden nodes depends on trial and error procedures, thus making it difficult to obtain an optimal network that improves prediction performance. Thus, the EEMD-ADD has lower prediction errors and higher direction prediction accuracies of the carbon price than the PSO-ELM, SVM, ELM, and BPNN models. PSO-ELM is better than that of ELM due to the strong performance of the swarm intelligence algorithm. (d) The BPNN shows the worst performance among the five models due to its inherent characteristics that may lead to low efficiencies and local optimums. Moreover, the selection of the BPNN hidden nodes depends on trial and error procedures, thus making it difficult to obtain an optimal network that improves prediction performance. Thus, the EEMD-ADD has lower prediction errors and higher direction prediction accuracies of the carbon price than the PSO-ELM, SVM, ELM, and BPNN models.
Figure 7.
The results of the carbon price sequence predictions of the five models. 
Additional Forecasting Cases
For future investigations of the performance of the EEMD-ADD model, three additional carbon emission allowance products that are derived from Shenzhen ETS are applied in the paper. The relevant results are shown in Table 9 . As shown in Table 10 , the analyses and their conclusions are similar to those made in Section 4. For each of the carbon quota products, the EEMD-ADD model has the best performance with lower prediction errors and higher direction prediction accuracies of the carbon prices than those of the single format models of PSO-ELM, SVM, ELM, and BPNN. Horizontal comparisons of the carbon quota products show obvious differences in the sample size and price fluctuations. The single format models are mainly affected by the sample size. Large sample sizes can improve prediction accuracies. However, the EEMD-ADD model is not only affected by the sample size, but is also affected by the 
For future investigations of the performance of the EEMD-ADD model, three additional carbon emission allowance products that are derived from Shenzhen ETS are applied in the paper. The relevant results are shown in Table 9 . As shown in Table 10 , the analyses and their conclusions are similar to those made in Section 4. For each of the carbon quota products, the EEMD-ADD model has the best performance with lower prediction errors and higher direction prediction accuracies of the carbon prices than those of the Energies 2018, 11, 1907 15 of 17 single format models of PSO-ELM, SVM, ELM, and BPNN. Horizontal comparisons of the carbon quota products show obvious differences in the sample size and price fluctuations. The single format models are mainly affected by the sample size. Large sample sizes can improve prediction accuracies. However, the EEMD-ADD model is not only affected by the sample size, but is also affected by the frequencies of the price fluctuations. Thus, the results demonstrate that the proposed model is more effective than the single format models for forecasting the carbon price sequence. 
Conclusions and Future Work
This paper mainly proposes a multiscale ensemble forecasting model that is based on EEMD (EEMD-ADD) for carbon price sequences. Due to the volatility of carbon prices, EEMD is applied to decompose the fluctuations process into several IMFs and one residual. A fine-to-coarse reconstruction algorithm is employed to restructure the IMFs in order to generate three components that high frequency component, low frequency component, and trend component. The fluctuation of each component can effectively reveal the factors that influence market operation. The predicted values of the three frequency components via PSO-ELM, SVM, and ELM models are combined to derive the final forecasted values. Using the carbon price of SZA2013 in Shenzhen ETS for samples, the EEMD-ADD model has been empirically tested, demonstrating that its prediction performance is superior to that of single format models. The SZA2014, SZA2015, and SZA2016 can also prove the empirical result. Future work is proposed, as follows: (1) we should establish other decomposition algorithms and prediction models to further improve prediction performances. (2) We should obtain data from the other six pilot markets for longitudinal predictions and concurrent comparisons. (3) According to national policies and market evolution, scenario analyses should be studied to investigate the proposed model and achieve a maximum profit from the production and investment in China's carbon trading market. Funding: This research received no external funding.
