Abstract: This paper gives a method to compute a controller that places closed-loop poles in a specified region, has an order equal to the number of plant control inputs and, under some assumptions, has prescribed controller dynamics. The proposed controller samples the plant outputs at a rate faster than the rate used for updating the control inputs; it is a multirate output controller or MROC. A systematic design method is proposed to mitigate the typical high sensitivity to measurement noise of MROCs. An application to the control of lightly damped structures is described.
INTRODUCTION
The problem of finding a low-order linear timeinvariant (LTI) controller to achieve a prescribed poleplacement is open (Syrmos et al., 1997) . However, a low-order linear time-varying (LTV) controller to arbitrarily place the poles of an "equivalent" LTI closedloop system can always be found. Multirate output controllers (MROCs) are one of the simplest examples of such LTV controllers. MROCs, introduced in (Hagiwara and Araki, 1988) , sample the plant outputs at a rate faster than the rate used to update the plant control inputs. This paper focuses on MROCs.
In principle, MROCs are attractive because their basic design is simple and, under some conditions, the controller dynamics can be selected arbitrarily (Hagiwara and Araki, 1988; Er and Anderson, 1991) . Numerical examples and applications have shown, however, poor closed-loop properties at plant output; e.g., high sensitivity to measurement noise (Er and Anderson, 1991; Viassolo and Rotea, 1998; Hwang et al., 2001) . In addition, with existing design schemes (Hagiwara and ½ Partially supported by the NSF Young Investigator Award ECS-935828 Araki, 1988; Er and Anderson, 1991) , the controller poles upon closing the loop will all move to the origin of the Þ-plane; this may be undesirable. Moreover, these design schemes do not account for intersample behavior, which may result in a poor continuous-time performance.
The main contribution of this paper is a novel systematic MROC design method to remedy these deficiencies, and thus make MROCs more attractive for applications. Let us mention that the design guidelines in (Er and Anderson, 1991) may not be enough to achieve good performance, as shown by the example in (Viassolo and Rotea, 1998) . Reference (Viassolo and Rotea, 1998) gives a fairly ad-hoc design methodology that solves some issues, but a more systematic approach is desirable.
In this paper we provide a systematic approach to the problem. The specific contributions are:
(2) An optimization problem to design MROCs to achieve any prescribed pole-placement (controller poles included) with a low noise-sensitivity. (3) An application to the active control of civil engineering structures.
Due to space limitations, details have been omitted; proofs and details may be found the Dissertation (Viassolo, 2000) . Consider the MROC with control rate and output oversampling factor Ñ ½ described by
Definitions and notation
where Ù´ µ ¾ ÒÙ is the (discrete-time) control input, Ý AE´ µ ¾ ÑÒÝ is defined as (4) and (2) describes the actual (hybrid) closed-loop only at the sampling instances (every ½ time units).
MROC and ÕMROC The traditional MROC in the forward-shift operator Õ (Hagiwara and Araki, 1988) , or ÕMROC, is described by
where Ý´ µ ¾ ÑÒÝ is given by Ý´ µ Ä Ñ Ý Ñ´ µ.
Any given ÕMROC can be implemented as the MROC in (2) by taking
The MROC is preferred over the ÕMROC. From an implementation point of view, the performance deterioration due to finite wordlength for the MROC is lower than for the ÕMROC, especially for applications involving fast sampling or high-order; see (Gevers and Li, 1993; Middleton and Goodwin, 1990) . From a synthesis point of view, as the rate increases, the matrices in (4) approximate their "continuous-time versions"; namely,
On the other hand, as increases, the matrices that are the ÕMROC counterpart to the matrices in (4) tend to constant values which bear no connection with their continuous-time versions. This undesirable feature impacts the controller computations and contributes to the high sensitivity to measurement noise; see, e.g., (Er and Anderson, 1991) .
Control problem
It is convenient to rewrite the closed-loop in Figure 1 as the interconnection between an augmented plant È and a static output-feedback gain . Define the augmented state Ü, the augmented measurement Ý, and the "new" control input Ú as follows
with matrices , ¾ , and ¾ given by
The control input Ú is
We refer to this as the MROC gain. The interconnection between È and is described by
Then, from (12), and . Consider the following feasibility problem: Given a region £ of the complex plane, find a matrix , such that spec´ · ¾ ¾ µ ¾ £ Optionally, we require to be equal to a given Ó ; i.e., Ó .
As it is shown later, this problem can always be solved (to achieve Ó we need some assumptions).
Moreover, a solution is non-unique in general, and we propose to search for an that, in addition to achieve pole-placement, minimizes the closed-loop "sensitivity to measurement noise." The fact that in many MROC applications the closed-loop shows a large amplification of the measurement noise (Er and Anderson, 1991; Viassolo and Rotea, 1998) motivates this additional requirement. Some notation is given next to later help us define an optimization problem for computing .
Let us add a disturbance input Û ´Øµ ¾ ÒÛ and a performance output ´Øµ ¾ Ò to the model in (1).
We compute next a discrete-time model for (1) using fast discretization and lifting (Chen and Francis, 1995) techniques; the details are in (Viassolo, 2000) . Let the integer Ð ½, and introduce operators Ë Ð and Ä Ð to define the discrete-time lifted versions of Û and as
Then we write
where ¾ ¾ are defined in (11), and the remaining matrices are computed as detailed in (Viassolo, 2000) . Now, consider the interconnection of (12) with (16). The optimization problem we want to solve is: Given a region £ of the complex plane, find solving
Optionally, for a given Ó , we require Ó
The cost Ì Û ¾ denotes the À ¾ -norm (Middleton and Goodwin, 1990 ) of the transfer matrix from Û to . The problem (17) is, in general, non-convex and hence difficult to solve. We propose an approach to obtain a (not necessarily global) solution to this problem. The selection of the controller parameters , Ñ and Ð is studied in Section 3.3; for the next section assume these parameters were appropriately selected.
A SOLUTION APPROACH
To compute an to solve (17) we propose the following two-step approach:
(a) Given the region £, find a state-feedback gain Ã such that spec´ · ¾ Ãµ ¾ £ 
(if desired, Ó ), and minimizes the impact of the measurement noise on performance.
Step (a): Computation of a state-feedback Ã.
For any non-pathological sampling rate , it is simple to prove that ¾ is controllable if ¾ is controllable. Thus there exists Ã such that (18) holds. This Ã is non-unique in general. For two common types of regions £, we propose to determine Ã as follows:
Let £ be a set of Ò · Ò Ù complex numbers. Compute Ã using a robust pole-assignment algorithm; e.g., the method in (Kautsky et al., 1985) .
Let £ be an "LMI region"; i.e., £ is a region convex and symmetric with respect to the real axis (Chilali and Gahinet, 1996) . Such a £ is defined by matrices § § ¼ , © as follows
A solution to (21) is obtained by solving an LMI problem; see (Viassolo, 2000) .
Step (b): Computation of an MROC gain .
From basic linear algebra, there exists an solving (19) for any Ã, if and only if, ¾ is full-column rank. This condition can always be met.
Lemma 1. Let Ñ Ó be the observability index of .
For any Ñ such that Ñ Ñ Ó , ¾ is full-column rank.
The proof is in (Viassolo, 2000) . If we add to (19) the condition Ó , a gain exists for any Ã and any Ó , if and only if, ¾ is full-column rank. We need the following Assumption 2. The matrices in (1) are such that the following matrix has full-column rank
A È with Ò Ù Ò Ý is a necessary condition for this assumption. Also, a È verifies the assumption, if and only if, it has no transmission zeros at × ¼ (Hagiwara and Araki, 1988) . The next lemma gives a result similar to Lemma 1.
Lemma 2. Let È that verifies Assumption 2. Let Ñ ½ be the observability index of
The proof is in (Viassolo, 2000) .
An solving (19) which is an LMI problem; see (Viassolo, 2000) for a proof.
Selection of parameters
The control loop is closed at the control rate , thus we propose an of approximately ½¼ times the desired closed-loop bandwidth (Middleton and Goodwin, 1990 ).
To guarantee the existence of a solution for (24), the output oversampling factor Ñ must verify: Ñ Ñ Ó if is not prescribed, or Ñ Ñ ½ if is prescribed. The factor Ñ must be below a given Ñ Ñ Ü determined by practical constraints, either numerical (e.g., ¾ becomes ill-conditioned) or hardware related (e.g., the maximum data acquisition rate is Ñ Ñ Ü ). If we have to decide between two candidate factors Ñ and Ñ , with Ñ Ó´o r Ñ ½ µ Ñ Ñ Ñ Ñ Ü ; it is our conjecture (easy to prove for Ñ ,Ñ integer-related) that we should take the largest Ñ Ñ to obtain the smallest cost in (24). Anyway, one can always select Ñ from the plot of the optimal cost of (24) versus Ñ.
From (15), the larger the performance oversampling factor Ð the better the discrete-time closed-loop approximates the actual hybrid closed-loop. From our experience, Ð ¿Ñ gives good results.
APPLICATION: CONTROL OF A LIGHTLY DAMPED STRUCTURE
Our goal is to design a controller to attenuate ground motion disturbances for a scale model of a 3-story building. The reference (Spencer Jr. et al., 1997) contains a detailed description of this problem, including the constraints on the controller implementation, and the deterministic and stochastic controller evaluation criteria.
For the stochastic criteria, the ground acceleration is assumed to be a stationary random process and the controller merit is measured by 5 costs that penalize the RMS values of relative floor displacements (Â ½ ), floor accelerations (Â ¾ ), actuator displacement (Â ¿ ), actuator velocity (Â ) and actuator acceleration (Â ). Reference (Spencer Jr. et al., 1997) specifies also hard-bounds for the control voltage, and for the actuator displacement and acceleration. The deterministic controller evaluation criteria are not analyzed in this paper; they are reported in (Viassolo, 2000) .
We seek an MROC that uses the least amount of control effort to achieve "sufficient" damping augmentation for the system. From preliminary designs in (Spencer Jr. et al., 1997) , we conclude that we should focus on the first 3 structural modes. Also, the work in (D'Amato and Rotea, 1998) suggests that damping augmentation factors of about 10 would be enough to obtain good results.
The steps of our design are detailed next.
(1) We select a control rate ¼¼ Hz, and Ñ ¾ . We utilize the 28th-order continuous-time plant model in (Spencer Jr. et al., 1997 ), but we exclude from the available measurements the actuator position and the acceleration disturbance; see (Viassolo, 2000) for a justification. From this plant model, we compute the discrete-time plant at rate . ½ kHz and order ½¾); it samples the plant outputs at rate Ñ ½ kHz and updates the control input at rate ¼¼ Hz, it is of order 3, and it is stable ( = -6.2395). We analyze the performance of this controller in closed-loop with the full-order plant. Table 1 shows open-loop and closed-loop damping for the modes of interest. Figure 2 shows that the loop-gain (for the loop broken at the plant input Ù) goes beyond 1 around the frequencies of the modes we control, while it rolloffs outside this frequency interval; i.e., it is a good design. We use the nonlinear computational model in (Spencer Jr. et al., 1997) to asses the controller performance through simulations. Table 2 displays the stochastic evaluation costs, computed analytically and via simulations. In all cases, the hard-bounds for the control voltage, and actuator displacement and acceleration are met. In summary, the previous analysis shows that our 3rd-order controller achieves all design constraints. Structural responses are reduced by ¾± or more for stochastic inputs (reductions of ¿ ± or more for deterministic inputs are reported in (Viassolo, 2000) ). This performance is "very close" to the performance of the 8th-order optimal controller in (D'Amato and Rotea, 1998).
CONCLUSIONS
This paper describes a systematic methodology for designing MROCs to achieve any prescribed poleplacement with low sensitivity to measurement noise. The new method introduces the AE-operator parameterization. An application to the active control of lightly damped civil engineering structures is included.
