Abstract. We consider a convex optimization problem on linearly constrained cones in Euclidean Jordan algebras. The problem is solved using a damped Newton algorithm. Quadratic convergence to the global minimum is shown using an explicit step-size selection. Moreover, we prove that the algorithm is a smooth discretization of a Newton flow with Lipschitz continuous derivative.
1. Introduction. It is a great pleasure to contribute this paper to the special issue, honoring John Moore on the occasion of his 60th birthday. I (U.H.) first met John in 1989 during the end of a short visit of mine at the ANU. Communication between us went along easily right from the start, despite quite different backgrounds in mathematics and control. Initial ideas for future research were immediately flying high at fast speed and at the end of the day we had a new Ph.D. student starting to work on balanced realization flows as well as an emerging plan for longer term research collaborations. The excitement and fun in working with John has been steady ever since and added a lot to my own enjoyment of research and life.
The motivation for this paper comes from a problem in robotics that John started to work on a few years ago, i.e. that of force optimization in dextrous hand grasping. Here the main goal is to achieve the minimization of contact forces without violating nonlinear friction cone constraints. In earlier work [2] , [8] , linear programming techniques have been used, based on piecewise linear approximations of the cone constraints, but these approaches led to ill conditioning problems. Therefore, an alternative approach had to be found that avoids approximations of the constraints. In the pioneering joint paper [1] by John Moore with M. Buss and H. Hashimoto, the task was reformulated as a convex optimization problem on linearly constrained cones of positive definite matrices, thus making contact with the well established area of convex (semi)definite optimization theory. Linearly convergent gradient flow algorithms were applied to find the global minimum and this led to the first real time solution approach. A challenge remained in finding faster computational schemes. This problem has been resolved in subsequent work [6] , where a damped Newton algorithm is proposed that converges quadratically fast to the optimal solution.
The convex function considered in [1] , [6] is of the form
where P = diag(P 1 , · · · , P N ) is a block diagonal positive definite matrix satisfying some affine constraint. The structure of the block matrices corresponds to the different type of friction constraints. A basic observation in [1] is that the friction constraints are equivalent to positive definiteness of block matrices P = (P 1 , . . . , P N ) with
in the point contact case and
in the soft finger case, respectively. An equivalent and simplified description is given in [6] , using 2 × 2 real or complex Hermitian matrices. It may appear as a surprise that there are such different, but equivalent positivity characterizations of the force constraints. In fact, this motivates our search for a more unified approach. In this paper we develop such a unified approach within the broader context of convex optimization in Euclidean Jordan algebras. We consider the cost function ( * ) on the intersection of a symmetric cone with an affine subspace in an arbitrary Euclidean Jordan algebra. Here the second term in the cost function has a natural interpretation as a barrier function for the symmetric cone, while the first one represents the total finger forces applied. The above mentioned positivity descriptions will be shown to be different manifestions of positivity in a Jordan algebra. Extending the analysis of [6] , we consider a damped Newton algorithm in a given Jordan algebra and establish, via a suitable step-size selections, quadratic convergence to the optimum. Although our analysis runs completely similar to that of [6] , special care is needed when working in Jordan algebras, due to the lack of associativity of products. Therefore, it may appear to be surprising that such a generalization of [6] on Jordan algebra is in fact possible.
The paper is organized as follows. Section 2 summarizes results and concepts on Jordan algebras. In Section 3, the cost function is introduced and elementary properties established. A damped Newton algorithm is shown to be equivalent to a gradient algorithm. In Section 4, the step-size is determined and the main convergence result is proven in Section 5.
Preliminaries.
In this section we recall some basic definitions and facts on Jordan algebras. For more details see e.g., [3] , [9] .
Let V be a finite-dimensional, not necessarily associative, real algebra with a unit element e. For any element x in V , let L (x) be the linear map on V , defined by
where x • y denotes the product of x and y in V .
hold for all x, y ∈ V . Let V be a Jordan algebra with a unit element e. Given u ∈ V let K[u] be the vector space in V spanned by u,
is an associative subalgebra of V . Moreover, if u and v commute, i.e.,
. If u•v = e and u, v commute we call v the inverse of u, in formulas
for all integers r, s, if u and v commute.
In Jordan algebras, the notion of a trace or determinant of elements can be defined as in matrix algebras. Let R [X] denote the algebra of polynomials in a single variable X with real coefficients. Given x ∈ V , let
Since V is finite-dimensional, there exists for any x ∈ V a unique smallest integer k such that e, x, ..., x k are linearly dependent. Denote this integer by m (x). Then the rank of V is defined as
The set of regular elements is open and dense in V . For example, in the noncommutative matrix algebra V = R n×n with the usual matrix product, the rank is n and regular elements are precisely those matrices with a single Jordan block for each eigenvalue. For any Jordan algebra V , there exist polynomials a 1 , a 2 , ..., a r ∈ R[X] such that the minimal polynomial of every regular element X is given by
The polynomials a 1 , a 2 , ..., a r are unique and a j is homogeneous of degree j. The coefficients a 1 (x) = tr(x), a r (x) = det(x) are called the trace and determinant of x, respectively.
is positive definite.
Example 1. Let S(n) denote the set of real symmetric n × n-matrices. Set
Then S(n) is a Euclidean Jordan algebra. The trace tr(X) coincides with the usual trace of matrix, similarly for det(X).
Example 2. The Euclidean n-space R n can be endowed with the Jordan algebra structure defined by the multiplication operation
The matrix representaion of L(x) with respect to the standard basis of R n is then
Note that L(x) has the same form as the matrices stated in the introduction for n = 3, 4. This gives a Jordan algebra interpretation for these matrices. Moreover, L(x) is positive definite if and only if
Example 3. Let q(X) ∈ R[X] be a monic polynomial of degree n and V := Span{p(X)|deg(p) < n} denote the n-dimensional R-vector space of polynomials of degree less than n. Define a product operation on V by
i.e., as the unique remainder of p 1 p 2 up to division by q. Then (V, •) is a Jordan algebra. It is Euclidean if and only if q(X) has n-distinct real roots. In fact, the trace form defined as
where H( 
In particular, the operator L(x) satisfies
for x, y, z ∈ V . This shows the multiplication operator L(x) is selfadjoint with respect to the scalar product in Definition 2 for all x ∈ V . In a Euclidean Jordan algebra the set of squares
has some important properties summarized by the following theorem.
Theorem 1. Let V be a Euclidean Jordan algebra. (i) The cone Q = {x 2 |x ∈ V } is convex, self-dual, and
(ii) The interior Ω of Q = {x 2 |x ∈ V } is a homogeneous symmetric cone, and
Proof. See Theorem III.2.1 in [3] .
We need the notion of a quadratic representation P (x) : V → V , defined as
Note that, in a Euclidean Jordan algebra, P (x) is self-adjoint with respect to the canonical inner product, and P (x) is positive for x ∈ Ω ( [3] , P.55). Moreover, if A denotes an associative algebra, then (9) x • y := 1 2 (xy + yx), x, y ∈ A defines a Jordan algebra structure on A and one has the simplified expression for P (x) : A → A as
Each
We say that the set of idempotents c 1 , . . . , c k is a complete system of orthogonal idempotents if c
An idempotent is called primitive if it is non-zero and can not be written as the sum of two nonzero idempotents. A complete system of orthogonal primitive idempotents is called a Jordan frame. We need the following theorem in Section 4, in order to estimate the Newton step-size.
Theorem 2. Let V be a Euclidean Jordan algebra with rank(V ) = r. For x ∈ V there exists a Jordan frame c 1 , . . . , c r and real numbers λ 1 , . . . , λ r such that
The numbers λ i (with their multiplicities) are uniquely determined by x. Furthermore,
Proof. See [3] , Theorem III.1.2. for the smooth function Φ :
To compute the first and second derivative of Φ note that the tangent space of C at x is the linear subspace
By the formula
Proposition 1. The function Φ : C −→ R is strictly convex with compact sublevel sets.
The proof of the above proposition follows directly from the proof of Proposition 2.1 in [5] . As a consequence of Proposition 1, there is a unique local and global minimum of Φ. We denote this unique minimum by x * .
In the sequel we propose a gradient type algorithm of minimization of Φ. and study its convergence properties.
The projected Euclidean gradient in T x C with respect to the canonical scalar product is calculated as
where γ i = tr(a i • (e − x −1 )).
Consider the Riemannian metric g on C defined by
Note that
coincides with the restricted Hessian of Φ on T x C. By inspection, the gradient with respect to this metric is
Note that the latter matrix is positive definite. Note also that, by the above formulas,
for all ξ ∈ T x C. Let H Φ (x) : T x C → T x C denote the Hessian operator of Φ at x, i.e.,
for ∀η, ξ ∈ T x C. The Hessian H Φ (x) exists uniquely by nondegeneracy of D 2 Φ(x) on
Following [6] we consider the damped Newton algorithm for minimization of Φ:
The parameter α k > 0 is chosen as large as possible, subject to the downhill inequality constraint Φ(x k+1 ) ≤ Φ(x k ). Via (20), the damped Newton algorithm is simply the gradient algorithm with respect to the Riemannian metric g, i.e., (22)
In order to numerically implement the damped Newton algorithm, the step-size α k has to be appropriately chosen. To this end, we consider at each time instant the "downhill" gradient direction ∆ = −gradΦ (x) in the tangent space T x C. Since Φ is convex, the line search is a convex minimization task.
Explicit
Step-Size Selection.
In order to obtain an effectively implementable step-size with resulting quadratic convergence rate, we have to find a "good" upper bound on admissible values for α. To estimate the step-size, consider the cost function (23) φ (α) = tr (x + α∆) − log det (x + α∆) , ∆ ∈ T x C. If x ∈ C, then x = y 2 for some y ∈ V . Note that in any Euclidean Jordan algebra the identity holds
See ( [3] , Proposition III. 4.2.). Hence, log det (x + α∆) = log det[P (y) e + αP (y)
= log det y 2 + log det e + αP (y) −1 ∆ , and, therefore
The derivative of φ then is
In order to obtain the second derivative of φ, we use the following Lemmas.
Lemma 1. Let a ∈ V , then for any α ∈ R with det P (e + αa) = 0,
Proof. We have
Notice that the third equality results from the formula,
(See [3] ,P.32).
Using this lemma, we obtain (25) φ (α) = e + αP (y)
where the second equality follows from the selfadjointness of P (y) −1 . Denote
This value of λ 0 (x) will be used in the estimation of the step-size, and is called the Newton decrement.
. . , a m }, we have also, using P (
where the second equality follows from the next lemma.
Lemma 2. For x ∈ C and z ∈ V , we have
Proof. Since x ∈ C, x = y 2 for some y ∈ V . Then,
The first, forth and sixth equations result from the symmetry of the operator P (x) with respect to the scalar product, for all x ∈ V , and the third equality comes from the identity P x 2 = P (x) 2 , x ∈ V , (See Theorem 4 in [9] , P.57).
This shows that the Newton decrement can be expressed by
Let 0 ≤ t. The second derivative of φ then is (29) φ (t) = tr e + tP x
In order to approximate the exact Newton step-size, we derive a bound on the second derivative φ (t). For this, we need a lemma.
Lemma 3. Let e 1 , e 2 , ..., e r be a Jordan frame of V and let u be an element of V with spectral decomposition u = r i=1 µ i e i . Let µ = max {|µ i | : i = 1, 2, ..., r} . If e + tu is an invertible element for 0 ≤ t and tµ < 1, then
Proof. Using the spectral decomposition,
we have
Obviously, (1 − tµ) 2 < (1 + tµ i ) 2 . The result follows.
In any Euclidean Jordan algebra y − x ∈ Q implies y = x + z 2 for suitable z ∈ V .
Since tr(z 2 ) ≥ 0, tr(y) ≥ tr(x). Thus from Lemma 3 we conclude for u := P (x
λ i e i the decomposition into the Jordan frame and λ(x) := max{|λ i ||i = 1, ..., r}. For 0 ≤ t < 1/λ(x), we have
By monotonicity of the right hand side in t,
sup
Thus, by the mean value theorem,
where the desired last inequality holds only if α is chosen such that
2 )∆ 2 , we conclude that the smallest positive root of this quadratic polynomial in α is
Recalling the equality (28), we have λ 0 (x) = λ 2 1 + · · · + λ 2 r and therefore
Noting that the function
is strictly monotonically decreasing with f (0) = 1 and lim x→∞ f (x) = 0, we get
As a consequence of these considerations we have Furthermore, the function x −→ α * 0 (x) on C is continuous.
Main Convergence Theorem.
To show the desired convergence result, we need the next two lemmas.
Lemma 6. Let U be an open subset of a finite-dimensional normed space V , and F : U −→ U be a C 1 map such that the derivative DF (u) is Lipschitz continuous at any u ∈ U and let u * ∈ U denote a fixed point of F with DF (u * ) = 0.Then the recursion
in U is locally quadratically convergent to u * .
Proof. See [6] , for example.
Lemma 7. Let (V, ., . ) be Hilbert space and λ : V −→ R, λ (x) = h (x) , with h : V −→ V a smooth map. For all x ∈ V with h (x) = 0 then λ is smooth with
Hence, using the Cauchy-Schwarz inequality, we obtain
Our next result is the main result of this paper.
Theorem 3. For any x ∈ C, let λ 0 (x) be the Newton decrement and let
For an initial condition x 0 ∈ C the algorithm
converges quadratically fast to the unique global minimum x * ∈ C of Φ. Moreover, the function x → α * 0 (x) is continuous on C and satisfies
Proof. It only remains to prove the quadratic convergence. In order to do so, we show that the map
satisfies the assumptions of the lemma. This then completes the proof.
First note that α * 0 (x) is smooth for any x ∈ C with x = x * . Thus F is smooth and hence DF is Lipschitz continuous at any x = x * .
We show that the derivative of gradΦ(x) at x * is the identity transformation. In fact, by differentiating (15) at the critical point, we obtain g(x * ; DgradΦ(x * )(ξ), η) = tr[P (
Dβ i (x * )(ξ)tr(a i • η).
From the definition of the tangent space of C, we conclude g(x * ; DgradΦ(x * )(ξ), η) = tr[P (
= g(x * ; ξ, η)
for ∀ξ, η ∈ T x * C. Thus DgradΦ(x * )(ξ) = ξ for all ξ ∈ T x * C, that is, the derivative of gradΦ(x) at x * ∈ C is the identity transformation.
Denote h (x) = −P x
The Newton decrement λ 0 (x) = h (x) is Lipschitz continuous since it is the norm of a smooth function. The function α * 0 is the composition of the smooth function f of (34) with λ 0 and therefore is Lipschitz continuous.
From λ 0 (x) = h (x) we get Dλ 0 (x) Dh (x) for all x = x * (by Lemma 7), and because Dh (x) is a smooth function of x, the derivative of λ 0 is locally bounded around x * . Applying the chain rule to α * 0 (x) = f (λ 0 (x)), we conclude that the same assertion holds for the derivative of α * 0 . The derivative of F at any x = x * is
The second summand is the product of a Lipschitz continuous function with a smooth function. Therefore it is Lipschitz continuous. The third summand is a product of a locally bounded function and a smooth function vanishing at x * .Therefore it is also Lipschitz continuous at x * . Hence we conclude that the derivative of F is local Lipschitz continuous. Moreover, The desired result follows from Lemma 6. Note that we have also proven the derivative DF(x) is Lipschitz continuous in x.
