Error estimation in both the expected returns and the covariance matrix hamper the construction of optimal mean-variance portfolio model. In order to overcome this problem, we consider the class of proportional type estimators. The sensitivity of the proposed estimators to errors is measured by the expected loss function (the risk function). The simulation study is conducted when multivariate returns are normally distributed and serially independent. Furthermore, simulation study is complemented by an investigation of the ex post excess returns for empirical datasets, i.e., average, standard deviation, Sharpe ratio, and utility. It turns out that the unbiased proportional estimator and the maximum likelihood estimator are underperformed compared to "the dominant" estimator.
Introduction
The mean-variance portfolio, which was introduced by Markowitz [12] is one of the standard frameworks employed to determine the optimal portfolio weights. He proposed away to find such a portfolio by analyzing meanvariance structure of the return assets. The mean-variance portfolio assumes that rational investors would choose the lowest risk (measured by variance) at a certain level of expected return or choose the portfolio that gives the highest return at given level of risk.
Mean-variance (MV) portfolio models of Markowitz are formulated mathematically in the following optimization problem:
.
It is known that
is the vector of expected return,
is the covariance matrix of return, and
is the vector of portfolio weight.
The parameter γ can be interpreted as a risk aversion, since it takes into account the trade-off between risk and return of the portfolios.
Suppose that ( ) Σ μ, w is the optimal portfolio weights (true optimal portfolio weight) based on μ and . Σ In practice, parameters μ and Σ are unknown and must be estimated from historical data sets. We denote random returns of the p risky assets if respectively. The maximum likelihood estimator of optimal portfolio is given by ( ).
, S r w However, the optimal portfolio weights obtained by this approach are instable and unreliable.
Estimation of parameters of future asset returns is an essential step in the application of the mean-variance paradigm in practical finance. The impact The Optimal Portfolio Weights Using the Proportional Type … 645 of error estimation on the Markowitz optimization procedure has been intensively analyzed for many years. For example, Best and Grauer [1] analyzed the sensitivity of optimal portfolios to changes in expected return estimates, Chopra and Ziemba [4] showed that even slight changes to the estimates of expected return or risk can produce vastly different meanvariance optimized portfolios. Meanwhile, Broadie [2] showed how the estimated efficient frontier overestimates the expected returns of portfolios for various levels of error estimation, Ceria and Stubbs [3] and Jobson and Korkie [8] have also pointed out this problem. Because of the ill-effects of estimation errors on optimal portfolios, portfolio optimization has been called "error maximization" (see Michaud [13] ).
Although many researchers raised serious objections to the meanvariance model as a framework for defining optimal portfolio weight and proposed a number of alternatives, this model serves as the standard optimization framework for modern asset management (see Mori [14] ). Thus it is important to examine the problem statistically under the mean-variance model. Few studies have addressed the problem of the mean-variance optimal portfolio weights statistically. Jobson and Korkie [8] and Ledoit [11] derived the asymptotic distribution of ( ).
, S r w Mori [14] and Kinkawa [10] have shown some interesting analytical results under the loss function used in the estimation problem of mean-variance model. Meanwhile, Palczewski and Palczewski [16] derived the closed-form formula related to the stability of portfolio estimator by using a mean square error.
The quadratic loss function is usually used to evaluate the accuracy of an estimator. The loss functions in mean-variance problem are defined as the difference between the utility of the true optimal portfolio and that of an estimated portfolio. For this purpose, we extend the result of Mori [14] by quantification of the impact of the error estimation of the parameters on the portfolio weights both in simulation and empirical studies. Furthermore, we consider the class of proportional type estimators in which the maximum likelihood estimator ( ) S r w , belongs to this class.
The rest of the paper is organized as follows. In Section 2, we first formulate the class of proportional type estimator and present the unbiased estimator of ( ).
Σ μ, w
In Section 3, we present the definition of the loss function and fundamental results for the proportional type estimator. In Section 4, we show risk behavior of the class proportional type estimator by Monte Carlo simulation and the results of empirical studies. Meanwhile, the conclusion is presented in Section 5.
The Class of Proportional Type Estimators
The mean-variance portfolio model (equation (1)) can be modeled more generally as a problem solving quadratic programming with linear constraints, namely:
where Q is a p p × symmetric and nonsingular matrix, A is a q p × matrix of rank q and b is a 1 × q vector. Then the optimal solution of the problem (equation (2)) is given by
where, as in Mori [14] , we define:
The class of estimators which is taken into account in this paper is given by Mori [14] , i.e., the class of proportional type estimators. According to Mori [14] , the definition of the proportional type estimators of ( )
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is the proportional type estimator of optimal portfolio weights.
Next, as stated by Mori [14] , the unbiased estimator of optimal portfolio weights is given by the following theorem.
Theorem 1 (The unbiased estimator of optimal portfolio weights). Let
is an unbiased estimator for ( ).
Σ μ, w

The Loss Function of the Optimal Portfolio Weights
In Section 2, we have made a review of the proportional type estimator for optimal portfolio weights. In this section, we give the definition of the loss function in the estimation problem of the mean-variance optimal portfolio.
We assume that an investor chooses the portfolio weights so as to maximize the objective function (utility function):
Let ( ) Σ μ, w be a true (but unknown) optimal portfolio weight based on parameters μ and , Σ if μ and Σ denote the estimators of on μ and , Σ respectively, and let ( )
be an estimator for optimal portfolio weights based on the estimators μ and . Σ As stated by [10] , the loss function of the
Epha Diana Supandi, Dedi Rosadi and Abdurakhman 648 Some researchers have adopted the similar loss function, for example Mori [14] , Kan and Zhou [9] , Okhrin and Schmid [15] and Golosnoy and Okhrin [7] . The problem of estimation error in the optimal portfolio weights can be measured by taking the expected loss function, which is defined as
According to Kinkawa [10] , equation (7) is also called the risk function.
An estimator ( )
Σ μ,
So, the expected loss function measures the sensitivity of the optimization procedure to the error estimation: a low value corresponds to a high precision of the portfolio weights estimation.
Given the utility function (equation (5)), thus ( )
Next, the expected utility function is:
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Equation (8) can be written as ( 
The constant p c maximizes ( ( ( ))) can obtain the risk expression of ( )
by plugging in equation (9) into equation (7): 
The maximizer * p c minimizes the risk of the estimator of optimal portfolio weights ( ). 
Comparison of the Proportional Type Estimator
In previous sections, we have investigated the properties of the proportional type estimator of optimal portfolio weights analytically. In this section, the estimation will be evaluated by simulation and empirical data.
Validation simulation
The Theoretically the results of Sections 2 and 3 require that time series of data be serially independent and multivariate to be normally distributed. The procedure of Monte Carlo simulation is similar to that of Kinkawa [10] and this procedure is explained in the following algorithm: 3. Repeat steps 1-2 to 10,000 times.
4. Calculate the average risk function for each estimator.
As can be seen from equation (10) The result of simulation study can be seen on Table 1 .
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Empirical verification
Data used in this study are collected from Jakarta Stocks Exchange ( Nusantara Citra, SMGR = Semen Indonesia, and UNVR = Unilever Indonesia. As revealed by the New York Stock Exchange, a blue chip is stocked in a corporation with a national reputation for quality, reliability, and ability to operate profitably in good and bad times. Our time series data span was from 12/09/2012 to 29/12/2014 with a total of 120 weekly returns.
In Subsection 4.1, we examine the risk behavior of proportional type estimators under the normality and independence assumptions. Here, we apply the Q-Q normal plot to check the validity of a distributional assumption for the data. The data in this Q-Q plot appear to be normally distributed, because even though there is a slight, possibly curved trend in the plot, the circles are still plenty close enough to the line to not disqualify these data from being normal.
Empirical time series of asset returns do not satisfy the assumption of independence. Therefore, we use a block bootstrap to handle this issue. A standard bootstrapping technique with sample single returns breaks the dependence between consecutive samples. We employ a moving block bootstrap method, which samples block of data preserving the dependence structure. The implementation of the block bootstrap method in our work is similar to that in Palczewski and Palczewski [16] .
In this section, we compare the performance of the three estimators: To perform this empirical study, we need to set several values. First we set risk aversion 3 = γ similar to that in Kinkawa [10] . Next, the length of estimation window ( ) k equal to 60 and 100. 
