We determine the coefficients of the classes of highest weight in the conjugacy class expansion of the monomial symmetric polynomials evaluated at the Jucys-Murphy elements. We apply our result, along with other properties of Jucys-Murphy elements, to give streamlined derivations of the first-order asymptotics and character expansion of the Weingarten function for the unitary group.
Introduction
This article brings together two topics of current interest: the class expansion of symmetric polynomials in Jucys-Murphy elements, and the integration of polynomial functions on the unitary group. Although the Jucys-Murphy elements and the Weingarten function emerged contemporaneously in the physics literature of the 1970's [J, W, Sam] , the close connection between the two appears to have gone unnoticed until recently. The purpose of this article is to fully develop the link between these two structures which was observed in [N] .
In the first part of the article, which is purely combinatorial, we consider the problem of resolving monomial symmetric polynomials m λ in Jucys-Murphy elements relative to the conjugacy class basis of the center of the symmetric group algebra. We obtain explicit formulae for the coefficients of the highest weight classes in the expansion, and recover Jucy's now-classical expansion of the elementary symmetric function e k = m (1 k ) evaluated at the JM elements.
In the second part of the article, we apply our combinatorial results to give a new treatment of the Weingarten function. The latter is a special function (more precisely, a sequence of functions) on permutations which plays a central role in the integration of functions on the unitary group which are given as polynomials in matrix entries. Integrals of this type are of significant interest in physics, and the Weingarten function appears already in the work of Weingarten [W] and Samuel [Sam] . Its rigorous development is due to Collins [C] , who determined the character expansion and leading order asymptotics using a mixture of algebraic and probabalistic techniques. Collins' results led to the strengthening of several important theorems at the interface of free probability and random matrix theory, and opened the door to a better understanding of integration on the orthogonal and symplectic groups [CS, CM] and Woronowicz's compact matrix quantum groups [BC1, BC2] .
In this article we adopt the viewpoint that the Weingarten function is essentially a generating function for the complete homogeneous symmetric polynomials h k = λ⊢k m λ in Jucys-Murphy elements. This approach yields a streamlined combinatorial development of the Weingarten calculus.
A partition λ = (λ 1 , λ 2 , . . . ) is a weakly decreasing sequence of non-negative integers such that ℓ(λ) := #{i ≥ 1 | λ i > 0}, the length of λ, is finite. Denote by |λ| the sum i≥1 λ i and call it the weight of λ. If |λ| = n, we call λ a partition of n and sometimes write λ ⊢ n. If ℓ(λ) = l, we define the partitionλ byλ = (λ 1 −1, λ 2 −1, . . . , λ l −1). For each n ≥ 1, the map λ →λ = µ gives a bijection between the set {λ ⊢ n} and {µ | partitions satisfying |µ| + ℓ(µ) ≤ n}. Indeed, its inverse map is given by µ → (µ 1 + 1, . . . , µ ℓ(µ) + 1, 1 n−|µ|−ℓ(µ) ) = λ. In particular, ℓ(λ) = n − |µ|.
We say that a permutation σ ∈ S n has modified cycle type µ if µ =λ and the original cycle type of σ is λ ⊢ n. Let C µ (n) be the conjugacy class in S n of permutations of modified cycle type µ. The set C µ (n) is non-empty if and only if µ satisfies |µ|+ ℓ(µ) ≤ n. For example, C (0) (n) consists of the identity permutation and C (1) (n) is the class of transpositions in S n .
Define c µ (n) to be the sum σ∈Cµ(n) σ, which is an element of the center Z n of the group algebra C[S n ]. We have c µ (n) = 0 unless |µ| + ℓ(µ) ≤ n. The set {c µ (n) | |µ| + ℓ(µ) ≤ n} forms a basis of Z n .
Jucys's result
Given a partition λ of length ℓ(λ) ≤ n, we denote by m λ the monomial symmetric polynomial:
summed over all distinct permutations (α 1 , α 2 , . . . , α n ) of (λ 1 , λ 2 , . . . , λ n ). The power-sum symmetric polynomial is p k = m (k) , the elementary symmetric polynomial is e k = m (1 k ) , and the complete symmetric polynomial is h k = λ⊢k m λ . Since a permutation σ in C µ (n) has exactly n − |µ| cycles (including 1-cycles), Jucys's result [J] that we mentioned above is expressed as follows.
Proposition 2.1 ( [J] ). For any positive integers k, n, we have
To make this paper self-contained, we will review Jucys's proof below. From the fundamental theorem on symmetric polynomials, we have the following proposition.
Proposition 2.2 ( [J] ). For each symmetric polynomial f in n variables, f (J 1 , . . . , J n ) belongs to Z n .
Farahat and Higman [FH] showed that the C-algebra Z n is generated by the sums on the right hand side of (2.2) with 1 ≤ k < n. Therefore each element of Z n may be expressed as a symmetric polynomial with complex coefficients in variables J 1 , . . . , J n (not uniquely), i.e., Z n = {f (J 1 , . . . , J n ) | f ∈ C[x 1 , . . . , x n ] Sn }.
Class expansion of m λ
We wish to generalize (2.2) to arbitrary monomial symmetric polynomials. By Proposition 2.2, m λ (J 1 , . . . , J n ) is an element of Z n . Let L λ µ (n) be the coefficient of c µ (n) in m λ (J 1 , . . . , J n ):
summed over partitions µ satisfying |µ| + ℓ(µ) ≤ n. We will observe that L λ µ (n) is zero unless |λ| ≥ |µ| and |λ| ≡ |µ| (mod 2). Jucys's result (Proposition 2.1) asserts that L
Our ultimate goal is to evaluate all L λ µ (n). However, unfortunately, for general λ, µ, the L λ µ (n) are quite complicated, see the examples in §2.13. So far we are only able to evaluate L λ µ (n) for partitions λ, µ with the conditions |λ| = |µ|, which are the coefficients of the classes of maximal weight in the conjugacy class expansion of m λ (J 1 , . . . , J n ). For these classes, the L λ µ (n) are independent of n, and L λ µ = L λ µ (n) are nonnegative integers. For example, we prove that
is the multiplicity of i in λ. RC(λ) is indeed a positive integer, has a nice combinatorial interpretation related to parking functions [S2] , and satisfies the equation λ⊢k RC(λ) = Cat k , where Cat k = (2k)! (k+1)! k! is the kth Catalan number. Thus, RC(λ) can be regarded as a refinement of the Catalan number. In general, L λ µ , with λ, µ ⊢ k, is given by a sum of products of numbers RC(ρ). These are our main results on the class expansion of m λ (J 1 , . . . , J n ) and are stated formally below.
As a corollary of our results on monomial symmetric polynomials in JM elements, we will see that, for each µ ⊢ k, the coefficient of c µ (n) in the complete symmetric polynomial h k (J 1 , . . . , J n ) is equal to i≥1 Cat µ i . This statement, which was first proved by Murray [Mr] in the framework of the Farahat-Higman algebra, was independently rediscovered in [N] by correlating with Collins's work [C] on unitary group integrals. The proof presented here is different from both these approaches, and is purely combinatorial. Cat q Cat r−1−q .
Refinements of Catalan numbers
Catalan numbers have many combinatorial interpretations, see e.g. [S1, Exercises 6.19]. We will use the following interpretation of the Catalan numbers. For a positive integer k, let E(k) be the set of all weakly increasing sequences (i 1 , . . . , i k ) of k positive integers satisfying i p ≥ p for 1 ≤ p ≤ k − 1 and i k = k. For example, E(3) = {(123), (133), (223), (233), (333)}. As proved in §2.11 (see also [S1, Exercises 6.19 (s)]), the cardinality of E(k) equals Cat k .
Let (i 1 , . . . , i k ) be a weakly increasing sequence of k positive integers. We say that (i 1 , . . . , i k ) is of type λ ⊢ k if λ = (λ 1 , λ 2 , . . . ) is a permutation of (b 1 , b 2 , . . . ), where, for each p ≥ 1, b p is the multiplicity of p in (i 1 , . . . , i k ). For example, sequences (1233), (1334), and (1134) are of type (2, 1, 1), and sequences (444477799), (555669999) are of type (4, 3, 2).
Definition 2.1. Given a partition λ ⊢ k, define RC(λ) to be the number of sequences (i 1 , . . . , i k ) in E(k) of type λ. For convenience, set RC(λ) = 1 if λ is the empty partition.
For example, the four sequences (1444), (2444), (3444), (3334) in E(4) are all of type (3, 1), and indeed RC(3, 1) = 4. We have RC(k) = RC(1 k ) = 1.
Proof. This is a direct consequence of the fact that |E(k)| = Cat k .
Example 2.1. We give some examples of RC(λ) for small |λ|. "SUM" stands for the sum
λ 4 31 2 2 21 2 1 4 SUM RC(λ) 1 4 2 6 1 14 λ 5 41 32 31 2 2 2 1 21 3 1 5 SUM RC(λ) 1 5 5 10 10 10 1 42
The explicit expression of RC(λ) is known and given as follows. See [S2] and also [Ha, §2.6 and §4.1].
Proposition 2.4 ([S2]). Given a parition λ,
Here m i (λ) is the multiplicity of i in λ = (λ 1 , λ 2 , . . . ).
Note that the number RC(a m ) = 1 (a−1)m+1 am m is often called a higher Catalan number. In particular, RC(2 m ) = Cat m .
Refinements of partitions
Given two partitions λ, µ ⊢ k, we define the set R(λ, µ) of sequences of partitions by
Here λ (1) ∪λ (2) ∪· · · is the partition obtained by rearranging the juxtaposed sequence λ (1) , λ (2) , . . . . The following statements follow immediately:
• R(λ, (k)) consists of one element (λ, (0), (0), . . . );
Here ≤ stands for the dominance partial ordering:
Example 2.2. The set R((3, 2, 2, 1), (5, 3)) consists of two elements given by ((3, 2), (2, 1)) and ((2, 2, 1), (3)).
If R(λ, µ) = ∅, then we say that λ is a refinement of µ (see [Mac, ).
Main theorem
summed over all partitions µ satisfying |µ| + ℓ(µ) ≤ n. Let k = |λ|. We will prove that L λ µ (n) is zero unless |µ| ≤ k and |µ| ≡ k (mod 2), so that
We evaluate coefficients of the highest weight classes of m λ (J 1 , . . . , J n ), i.e, L λ µ (n) for µ ⊢ k. The following theorem is our main result on class expansions. Theorem 2.5. Let λ, µ ⊢ k and n ≥ k + ℓ(µ). Then
In particular, L λ µ = L λ µ (n) is independent of n, and L λ µ is zero unless λ is a refinement of µ.
Observe that for λ, µ ⊢ k,
The equality L
(1 k ) µ = 1 is compatible with Jucys's result (2.2). As we saw in the previous subsection, unless λ ≤ µ, R(λ, µ) = ∅ (see [Mac, 10)]), and hence L λ µ = 0. The matrix (L λ µ ) λ,µ⊢k is therefore strictly lower unitriangular in the sense of [Mac, .
We will give the proof of Theorem 2.5 in §2.9-2.12.
Example 2.3. By Example 2.1, Example 2.2, and Theorem 2.5, we have
The numbers L λ µ for λ, µ ⊢ k, for k ≤ 7, will be tabulated below.
Complete symmetric polynomials in Jucys-Murphy elements
As a corollary of Theorem 2.5, we obtain the following result.
Theorem 2.6. Let µ ⊢ k and let n ≥ k + ℓ(µ). Then
In particular, F µ (k, n) is independent of n.
Proof. We have
by Theorem 2.5. By the definition of R(λ, µ), we see that
Cat µ i .
Note that Theorem 2.6 was first obtained by Murray [Mr, Corollary 6.4] in the framework of the Farahat-Higman algebra.
Remark 2.1. For the double covering S n of the symmetric group, a result similar to Theorem 2.6 was recently obtained by Tysse and Wang [TW] . They deal with e k (M 2 1 , . . . , M 2 n ), where the M i are elements of the spin group algebra of S n and called odd Jucys-Murphy elements.
Proof of Proposition 2.1
In order to make the proof of Theorem 2.5 self-contained, we review Jucys's proof of Proposition 2.1 here.
For each σ ∈ S n , we denote by ν n (σ) the number of cycles of σ (including 1-cycles). If the modified cycle type of σ is µ, then ν n (σ) = n − |µ|. Therefore, as we mentioned in the Introduction, Proposition 2.1 may be expressed as follows.
Proposition 2.7. For any positive integers k, n satisfying k < n, we have
Proof. We proceed by induction on n. If n = 2, then e 1 (J 1 , J 2 ) = J 2 = (1, 2) and the claim is trivial.
Let n > 2 and suppose that (2.9) holds true for e k (J 1 , . . . , J n−1 ) with any k. We define the projection P n from S n to S n−1 by
for σ ∈ S n and 1 ≤ i ≤ n − 1. In other words, P n (σ) is defined to be the permutation whose cycle decomposition is obtained by erasing the letter n in the cycle decomposition of σ. For each
Here τ is regarded as an element of S n , which fixes the letter n. Observe ν n (τ (s, n)) = ν n−1 (τ ) and ν n (τ ) = ν n−1 (τ ) + 1. Thus, the right hand side on (2.9) equals
By the induction hypothesis, the first sum on the right hand side equals e k (J 1 , . . . , J n−1 ) and the second sum equals e k−1 (J 1 , . . . , J n−1 )J n . Since e k (x 1 , . . . , x n ) = e k (x 1 , . . . , x n−1 ) + e k−1 (x 1 , . . . , x n−1 )x n , we obtain the equality (2.9) for n.
This proposition and the fundamental theorem on symmetric polynomials imply that f (J 1 , . . . , J n ) belongs to Z n for any symmetric polynomial f in n variables.
Technical lemmas
For each n ≥ 1, a permutation σ ∈ S n can be regarded as a permutation in S n+1 that fixes the letter n + 1. Thus, we obtain an embedding S n ⊂ S n+1 , and can define the inductive limit
If the modified cycle type of σ is µ, then |supp(σ)| = |µ| + ℓ(µ).
Lemma 2.8. Given a permutation π and a transposition (s, t), let Π = π(s, t). Suppose that Λ = (Λ 1 , Λ 2 , . . . ) and λ = (λ 1 , λ 2 , . . . ) are modified cycle types of Π and π, respectively. Then we have |Λ| = |λ| ± 1. Furthermore, if |Λ| = |λ| + 1, then supp(Π) = supp(π) ∪ {s, t}, and s, t belong to the same cycle of Π.
Proof. Given a permutation π and a transposition (s, t), the following four cases occur: (i) |supp(π) ∩ {s, t}| = 0; (ii) |supp(π) ∩ {s, t}| = 1; (iii) s, t ∈ supp(π), and s, t belong to different cycles of π; (iv) s, t ∈ supp(π), and s, t belong to the same cycle of π.
For the case (i), we obtain Λ = λ ∪ (1) immediately. In the case (ii), we may suppose supp(π) ∩ {s, t} = {s}. Then π has a cycle (. . . , s, π(s), . . . ), and Π has the cycle (. . . , s, t, π(s), . . . ). Therefore Λ has a part equal to λ j +1. In the case (iii), π has two cycles of the forms (. . . , π −1 (s), s, π(s), . . . ) and (. . . , π −1 (t), t, π(t), . . . ). Therefore Π has the combined cycle (. . . , π −1 (s), s, π(t), . . . , π −1 (t), t, π(s), . . . ). Thus, a certain part Λ k of Λ equals λ i +λ j +1 for some 1 ≤ i < j ≤ ℓ(λ). In the case (iv), π has a cycle of the form (. . . , π −1 (s), s, π(s), . . . , π −1 (t), t, π(t), . . . ), and so Π has divided cycles (. . . , π −1 (s), s, π(t), . . . ) and (π(s), . . . , π −1 (t), t). Thus, there are Λ j and Λ k equal to r − 1 and λ i − r for some λ i and r ≥ 1.
For the case (iv), Λ and λ satisfy the identity |Λ| = |λ| − 1. For other cases (i),(ii), and (iii), we have |Λ| = |λ| + 1. The rest claims are seen in the above.
Corollary 2.9. Let σ be a permutation of modified cycle type λ. Suppose that σ is expressed as (s 1 , t 1 ) · · · (s p , t p ), where s i < t i (1 ≤ i ≤ p). Then |λ| ≤ p and |λ| ≡ p (mod 2). f σ is a permutation of modified cycle type λ ⊢ r, and if σ can be expressed by r transpositions (2.10) σ = (s 1 , t 1 ) · · · (s r , t r ), then we say that (2.10) is a minimal factorization of σ.
Lemma 2.10. Let λ ⊢ r and let σ be a permutation of modified cycle type λ. Suppose that σ is expressed as (s 1 , t 1 )(s 2 , t 2 ) · · · (s r , t r ), where s i < t i (1 ≤ i ≤ r) and 2 ≤ t 1 ≤ · · · ≤ t r . Then supp(σ) = {s 1 , t 1 , s 2 , t 2 , . . . , s r , t r }. Furthermore, for each i, the letters s i , t i belong to the same cycle of σ.
Proof. For each 1 ≤ i ≤ r, define σ i = (s 1 , t 1 ) · · · (s i , t i ). It follows by Lemma 2.8 that the weight of the modified cycle type of σ i must be i, and that supp(σ i ) = supp(σ i−1 ) ∪ {s i , t i }. In addition, s i , t i belong to the same cycle of σ i , and therefore to the one of σ.
Lemma 2.11. Let τ (1) and τ (2) be permutations such that i < j for all i ∈ supp(τ (1) ) and j ∈ supp(τ (2) ). Suppose that modified cycle types of τ (1) and τ (2) have the weight r 1 and r 2 , respectively. Also, suppose that σ := τ (1) τ (2) has an expression σ = (s 1 , t 1 ) · · · (s r , t r ), where
Proof. By Lemma 2.10, we see supp(τ (1) ) ⊔ supp(τ (2) ) = supp(σ) = {s 1 , t 1 , . . . , s r , t r }. Since t i are not decreasing, there exists an integer p such that t 1 , . . . , t p ∈ supp(τ (1) ) and t p+1 , . . . , t r ∈ supp(τ (2) ). Furthermore, applying Lemma 2.10 again, we see that s i , t i belong to the same cycle of σ, and so that supp(τ (1) ) = {s 1 , t 1 , . . . , s p , t p } and supp(τ (2) ) = {s p+1 , t p+1 , . . . , s r , t r }. In particular, for any i ∈ {s 1 , t 1 , . . . , s p , t p } and j ∈ {s p+1 , t p+1 , . . . , s r , t r }, we have τ (1) (i) = σ(i) and τ (2) (j) = σ(j). Let ρ (1) = (s 1 , t 1 ) · · · (s p , t p ) and ρ (2) = (s p+1 , t p+1 ) · · · (s r , t r ). Since σ = ρ (1) ρ (2) we have {s 1 , t 1 , . . . , s p , t p } = supp(ρ (1) ) and {s p+1 , t p+1 , . . . , s r , t r } = supp(ρ (2) ). Therefore for any i ∈ {s 1 , t 1 , . . . , s p , t p } and j ∈ {s p+1 , t p+1 , . . . , s r , t r }, we have ρ (1) (i) = σ(i) and ρ (2) (j) = σ(j). This means τ (1) = ρ (1) and τ (2) = ρ (2) . In particular, the weights of the modified cycle type of ρ (1) and ρ (2) are r 1 and r 2 , respectively. By definition of ρ (i) and Corollary 2.9, we have r 1 ≤ p and r 2 ≤ r − p. But r = r 1 + r 2 so that p = r 1 . Therefore τ (1) = ρ (1) = (s 1 , t 1 ) · · · (s r 1 , t r 1 ). The desired expression for τ (2) also follows.
Expressions for cycles
Let a, r be nonnegative integers. Define the set E(a; r) by E(a; r) = {(i 1 , . . . , i r ) ∈ Z r | i 1 ≤ · · · ≤ i r , i p ≥ a + p (1 ≤ p ≤ r − 1), i r = a + r} for r ≥ 1 and let E(a; 0) = ∅. The set E(r) defined in §2.5 coincides with E(0; r), and the mapping (i 1 , . . . , i r ) → (a + i 1 , . . . , a + i r ) gives a bijection from E(r) to E(a; r). Put
Then we obtain the decomposition E(a; r) = r−1 q=0 E q (a; r). For each (i 1 , . . . , i r ) ∈ E q (a; r) with 0 ≤ q ≤ r − 2, we have i r−1 = a + r. Therefore, for each 0 ≤ q ≤ r − 1, the mapping (i 1 , . . . , i q , i q+1 , . . . , i r ) → ((i 1 , . . . , i q ), (i q+1 , . . . , i r−1 )) gives a bijection from E q (a; r) to E(a; q) × E(a + q + 1; r − 1 − q). Here when either q = 0 or q = r − 1, we regard the set E(a; q) × E(a + q + 1; r − 1 − q) as E(a + 1; r − 1) or E(a; r − 1), respectively. Thus, we obtain a natural identification
In particular, |E(r)| = |E(r − 1)| + r−2 q=1 |E(q)||E(r − 1 − q)| + |E(r − 1)| for r ≥ 2. Comparing this equation with (2.4), we have |E(a; r)| = |E(r)| = Cat r for all r ≥ 1.
For two positive integers a, r, we define the cycle ξ(a; r) of length r + 1 by ξ(a; r) = (a, a + 1, . . . , a + r).
For convenience, we let ξ(a; 0) to be the identity permutation. The following proposition is the key of our proof of Theorem 2.5.
Proposition 2.12. Let t 1 , . . . , t r be positive integers satisfying 2 ≤ t 1 ≤ · · · ≤ t r . The cycle ξ(a; r) is expressed as a product of r transpositions (2.12) ξ(a; r) = (s 1 , t 1 )(s 2 , t 2 ) · · · (s r , t r ),
if and only if (2.13) (t 1 , . . . , t r ) ∈ E(a; r).
Furthermore, for each (t 1 , . . . , t r ) ∈ E(a; r), the expression (2.12) of ξ(a; r) is unique.
Example 2.4. Consider the cycle ξ(1; 9) = (1, 2, . . . , 10) and three sequences (3, 5, 5, 5, 8, 8, 8, 9, 10) , (3, 4, 4, 7, 7, 9, 9, 10, 10) , (9, 9, 9, 9, 10, 10, 10, 10, 10) in E(1; 9). The corresponding expressions of ξ(1; 9) are given as follows:
(2, 3)(4, 5)(3, 5)(1, 5)(7, 8)(6, 8)(5, 8)(8, 9)(9, 10),
(2, 3)(3, 4)(1, 4)(6, 7)(5, 7)(8, 9)(7, 9)(9, 10)(4, 10).
(8, 9)(7, 9)(6, 9)(5, 9)(9, 10)(4, 10)(3, 10)(2, 10)(1, 10).
Proof of Proposition 2.12. We proceed by induction on r. When r = 1, since ξ(a; 1) = (a, a+ 1), and since E(a; 1) consists of a sequence (a + 1) of length 1, our claims are trivial. Let r > 1 and suppose that for cycles of length < r + 1, all claims in the theorem hold true.
(i) First, we suppose that the cycle ξ(a; r) is given by the form (2.12). Then we have t r = a+r because t r is the maximum among supp(ξ(a; r)), where supp(ξ(a; r)) = {s 1 , t 1 , . . . , s r , t r } by Lemma 2.10. If we write as s r = a + q with 0 ≤ q ≤ r − 1, we have (s 1 , t 1 ) · · · (s r−1 , t r−1 ) = (a, a + 1, . . . , a + q)(a + q + 1, a + q + 2, . . . , a + r).
By Lemma 2.11, we see that (s 1 , t 1 ) · · · (s q , t q ) =(a, a + 1, . . . , a + q), (s q+1 , t q+1 ) · · · (s r−1 , t r−1 ) =(a + q + 1, a + q + 2, . . . , a + r).
(2.14)
By the induction hypothesis for cycles of length q + 1 and of length r − q, we have (t 1 , . . . , t q ) ∈ E(a; q) and (t q+1 , . . . , t r−1 ) ∈ E(a + q + 1; r − 1 − q). This fact and Equation (2.11) imply (t 1 , . . . , t q , t q+1 , . . . , t r−1 , t r ) ∈ E q (a; r) ⊂ E(a; r).
(ii) Next, we suppose (t 1 , . . . , t r ) ∈ E(a; r). According to the decomposition E(a; r) = r−1 q=0 E q (a; r), there exists a unique number q such that 0 ≤ q ≤ r − 1 and (t 1 , . . . , t r ) ∈ E q (a; r), and then (t 1 , . . . , t q ) ∈ E(a; q) and (t q+1 , . . . , t r−1 ) ∈ E(a + q + 1; r − 1 − q). By the induction assumption, there exist sequences (s 1 , s 2 , . . . , s q ) and (s q+1 , . . . , s r−1 ) satisfying (2.14). Therefore we obtain the expression ξ(a; r) = (s 1 , t 1 ) · · · (s q , t q )(s q+1 , t q+1 ) · · · (s r−1 , t r−1 )(a + q, a + r), as required.
(iii) We remain the proof of the uniqueness for the expression (2.12). Assume that the cycle ξ(a; r) has two expressions (s 1 , t 1 )(s 2 , t 2 ) · · · (s r , t r ) and
. Write as s r = a + q and s ′ r = a + q ′ . As we saw in the part (i), the sequence (t 1 , . . . , t r ) belongs to E q (a; r) ∩ E q ′ (a; r). But, since E q (a; r) ∩ E q ′ (a; r) = ∅ if q = q ′ , we have q = q ′ so that s r = s ′ r . Now, as like (2.14), we have (t 1 , . . . , t q ) ∈ E(a; q) and (t q+1 , . . . , t r−1 ) ∈ E(a + q + 1; r − 1 − q), and (s 1 , t 1 ) · · · (s q , t q ) = (s ′ 1 , t 1 ) · · · (s ′ q , t q ) =(a, a + 1, . . . , a + q), (s q+1 , t q+1 ) · · · (s r−1 , t r−1 ) = (s ′ q+1 , t q+1 ) · · · (s ′ r−1 , t r−1 ) =(a + q + 1, a + q + 2, . . . , a + r). By the induction assumption, we obtain s 1 = s ′ 1 , . . . , s q = s ′ q , s q+1 = s ′ q+1 , . . . , s r−1 = s ′ r−1 .
Proof of Theorem 2.5
Recall the definition of the Jucys-Murphy elements: J t = 1≤s<t (s, t). For a permutation σ ∈ S n and a polynomial f in n variables, denote by [σ]f (J 1 , . . . , J n ) the multiplicity of σ in f (J 1 , . . . , J n ):
For a partition µ with weight k and length l, we define the permutation σ µ of modified cycle type µ by σ µ =(1, 2, . . . , µ 1 + 1)(µ 1 + 2, . . . , µ 1 + µ 2 + 2) · · · (µ 1 + · · · + µ l−1 + l, . . . , k + l) =ξ(1; µ 1 )ξ(µ 1 + 2; µ 2 ) · · · ξ(µ 1 + · · · + µ l−1 + l; µ l ).
Proposition 2.13. Let µ be a partition of k and let (t 1 , . . . , t k ) be a sequence of positive integers such that
Proof. The value [σ µ ]J t 1 · · · J t k is the number of sequences (s 1 , . . . , s k ) satisfying
By Lemma 2.11, it equals the number of sequences (s 1 , . . . , s k ) satisfying
for all 1 ≤ i ≤ ℓ(µ). It follows by Proposition 2.12 that [σ µ ]J t 1 · · · J t k equals to 1 if (2.15) holds true for all i, and to 0 otherwise.
Example 2.5. Let 2 ≤ t 1 ≤ · · · ≤ t 6 and consider σ (3,2,1) = (1, 2, 3, 4)(5, 6, 7) (8, 9) . Suppose [σ (3,2,1) ]J t 1 · · · J t 6 = 1. Then, Proposition 2.13 claims (t 1 , t 2 , t 3 ) ∈ E(1; 3), (t 4 , t 5 ) ∈ E(5; 2), (t 6 ) ∈ E(8; 1).
Therefore, (t 1 , t 2 ) ∈ {(2, 3), (2, 4), (3, 3), (3, 4), (4, 4)}, t 3 = 4, t 4 ∈ {6, 7}, t 5 = 7, and t 6 = 9.
As defined in §2.5, a weakly increasing sequence (t 1 , . . . , t r ) is of type λ ⊢ r with ℓ(λ) = l if there exists a permutation (α 1 , . . . , α l ) of (λ 1 , . . . , λ l ) such that As we have proved in §2.9, the element m λ (J 1 , . . . , J n ) belongs to Z n . Furthermore, by Corollary 2.9, the element m λ (J 1 , . . . , J n ) is given by the form (2.5).
Let µ be a partition of k. We now evaluate the coefficient L λ µ (n) of c µ (n) in m λ (J 1 , . . . , J n ), which equals L λ µ (n) = [σ µ ]m λ (J 1 , . . . , J n ). By the assumption n ≥ k + ℓ(µ), the permutation σ µ lives in S n . It follows by Proposition 2.13 that L λ µ (n) is the number of weakly increasing sequences (t 1 , . . . , t k ) of type λ, satisfying (2.15) for all 1 ≤ i ≤ ℓ(µ). If (t 1 , . . . , t k ) is such a sequence and if we let λ (i) ⊢ µ i being the type of (t µ 1 +···+µ i−1 +1 , . . . , t µ 1 +···+µ i−1 +µ i ), then λ must agree with λ (1) ∪ λ (2) ∪ · · · so that (λ (1) , λ (2) , . . . ) ∈ R(λ, µ) . Thus, L λ µ (n) coincides with
(the number of sequences in E(µ 1 + · · · + µ i−1 + i; µ i ) of type λ (i) )
This completely proves Theorem 2.5.
Examples of monomial symmetric polynomials in JM elements
We give examples of m λ (J 1 , . . . , J n ) for small |λ|.
Example 2.6 (λ ⊢ 1).
m (1) (J 1 , . . . , J n ) = c (1) (n).
Example 2.7 (λ ⊢ 2). m (2) (J 1 , . . . , J n ) =c (2) (n) + 1 2 n(n − 1)c (0) (n).
m (1 2 ) (J 1 , . . . , J n ) =c (2) (n) + c (1 2 ) (n).
h 2 (J 1 , . . . , J n ) =2c (2) (n) + c (1 2 ) (n) + 1 2 n(n − 1)c (0) (n).
m (2,1) (J 1 , . . . , J n ) =3c (3) (n) + c (2,1) (n) + 1 2 (n − 2)(n + 1)c (1) (n).
Example 2.9 (λ ⊢ 4). m (4) (J 1 , . . . , J n ) =c (4) (n) + (3n − 4)c (2) (n) + 4c (1 2 ) (n) + 1 6 n(n − 1)(4n − 5)c (0) (n).
m (3,1) (J 1 , . . . , J n ) =4c (4) (n) + c (3,1) (n) + 2(3n − 7)c (2) (n) + 2(2n − 3)c (1 2 ) (n)
m (2,1 2 ) (J 1 , . . . , J n ) =6c (4) (n) + 3c (3,1) (n) + 2c (2 2 ) (n) + c (2,1 2 ) (n) + 1 2 (n − 3)(n + 2)c (2) (n)
h 4 (J 1 , . . . , J n ) =14c (4) (n) + 5c (3,1) (n) + 4c (2 2 ) (n) + 2c (2,1 2 ) (n) + c (1 4 ) (n)
Remarks regarding L λ µ (n)
Recall the definition (2.3) of L λ µ (n). First we deal with L λ µ (n) for general λ, µ. Since J k is a sum of k − 1 transpositions, the left hand side of (2.3) is the sum of m λ (0, 1, . . . , n − 1) permutations. For each partition µ satisfying |µ| + ℓ(µ) ≤ n, let C µ (n) be the conjugacy class in S n with modified cycle type µ. Then (2.3) implies the identity µ:|µ|≤|λ|, |µ|+ℓ(µ)≤n L λ µ (n)|C µ (n)| = m λ (0, 1, . . . , n − 1).
Here the cardinality of the conjugacy class C µ (n) is given by
For example, by an equation for m (2,1) (J 1 , . . . , J n ) in §2.13, we observe 3|C (3) (n)| + |C (2,1) (n)| + 1 2 (n − 2)(n + 1)|C (1) (n)| = 3 4 n(n − 1)(n − 2)(n − 3) + 1 6 n(n − 1)(n − 2)(n − 3)(n − 4) + 1 2 (n − 2)(n + 1) · 1 2 n(n − 1) = 1 6 (n − 2)(n − 1) 2 n 2 = m (2,1) (0, 1, . . . , n − 1).
We have seen that L λ µ (n) is zero unless |λ| ≥ |µ|. Note that Proposition 2.1 implies
Proposition 2.14. If |λ| > |µ|, then L λ µ (n) is a polynomial in n. Proof. The product c λ (n)c µ (n) in Z n is a linear combination of the c ν (n), say c λ (n)c µ (n) = ν a ν λµ (n)c ν (n) with non-negative integers a ν λµ (n). Farahat and Higman [FH] proves that the coefficients a ν λµ (n) are polynomials in n. Therefore coeffcients of
in c ν (n) are also polynomials in n. Since the monomial symmetric polynomial m λ is a sum of e ρ , the claim follows.
It seems quite difficult to obtain an explicit expression for all L λ µ (n). In [FKMO] , the coefficient of the identity permutation in m (k) (J 1 , . . . , J n ) is calculated. To obtain the following identity, they employed Lascoux and Thibon's result [LT] .
(2p)! (p + 1)! h r−p (1 2 , 2 2 , . . . , p 2 ) n p + 1 .
For example, L
(2) (0) (n) = n 2 and L (4) (0) (n) = n 2 + 4 n 3 = 1 6 n(n − 1)(4n − 5). These coincide with the coefficients given in examples of the previous subsection.
Next we consider L λ µ with |λ| = |µ|. A necessary and sufficient condition for the positivity of L λ µ is given by using a transition matrix among symmetric functions. In fact, for partitions λ, µ satisfying |λ| = |µ|, define integers B λµ by
where p λ = p λ 1 p λ 2 · · · is the power-sum symmetric polynomial. For instance, the list for B λµ with λ, µ ⊢ 4 is given as follows:
λ \ µ 4 31 2 2 21 2 1 4 4 1 31 1 1 2 2 1 0 2 21 2 1 2 2 2 1 4 1 4 6 12 24
By [Mac, I, (6.9) ], the integer B λµ is nonzero if and only if λ is a refinement of µ. On the other hand, Theorem 2.5 implies that L λ µ is nonzero if and only if λ is a refinement of µ. Therefore L λ µ is zero if and only if B λµ is zero. he number B λµ has a combinatorial interpretation. In fact, B λµ is the number of domino tableaux of shape µ and of weight λ. Here a domino tableau of shape µ and of weight λ is a numbering of the boxes of the Young diagram of µ with positive integers, increasing along each row, and such that for each i ≥ 1, the boxes numbered i form a connected horizontal strip of length λ i . (See [Mac, Example 7] .) For example, 1 1 3 2 2 4 , 1 1 4 2 2 3 , 2 2 3 1 1 4 , 2 2 4 1 1 3
is the list of domino tableaux of shape (3, 3) and weight (2, 2, 1, 1), so B
(2,2,1,1) (3,3) = 4. Is there any similar combinatorial interpretation for nonzero L λ µ ? s a corollary of Theorem 2.5, the following recurrence formula follows immediately.
Proposition 2.15. Let λ, µ ⊢ k. Let q be the smallest part of µ; q = µ ℓ(µ) . Then
otherwise.
Here we may take η as the empty partition (0) and we set L if |λ| = |η| + 3 and η has no parts less than 3.
We now give tables of L λ µ , which can be compared with the equations given in §2.13. The row named "SUM" stands for λ⊢k L λ µ for each column associated with µ, which equals the product i≥1 Cat µ i by Theorem 2.6. λ \ µ 2 1 2 2 1 1 2 1 1 SUM 2 1 λ \ µ 3 21 1 3 3 1 21 3 1 1 3 1 1 1 SUM 5 2 1 3 Application: Weingarten function for the unitary group
Unitary group integrals
Consider the compact group
of complex unitary matrices, endowed with its normalized Haar measure dU. Given a measurable function Ψ : U d → C, how can one compute the following integral?
(3.1)
The answer of course depends on the nature of the function Ψ. One particularly nice case involves integrands of the form Ψ(U ) = f (t 1 , . . . , t d )g(t 1 , . . . , t d ), where f, g are symmetric polynomials evaluated at the eigenvalues t 1 , . . . , t d of U. In this case the integral (3.1) coincides with the Hall scalar product f, g . Often this scalar product has a nice combinatorial interpretation, which might lead to an exact formula (see e.g. [DS] , [R] , [DGa] ).
Another accessible possibility is that Ψ(U ) = f (t 1 )f (t 2 ) . . . f (t d ) with f ∈ L 1 (T) an integrable function on the circle. In this case the Heine-Szegö identity [BD] asserts that the integral (3.1) equals a Toeplitz determinant
where f (z) = ∞ k=−∞ a k z k is the Fourier expansion of f. This setting often leads to nice asymptotics, since one has access to the strong Szegö limit theorem [Jo] or, more generally, the Borodin-Okounkov Fredholm determinant identity [BO] , [BW] .
A markedly different situation involves functions Ψ(U ) which are given as polynomials in the entries of U and U . By the linearity of the integral, the integration of such polynomial functions on U d reduces to the computation of integrals of the form
where i, j : {1, . . . , m} → {1, . . . , d} and i ′ , j ′ : {1, . . . , n} → {1, . . . , d} are arbitrary functions and
is the associated monomial in matrix entries. In this case it is well-known (see [W, Sam, BB, C] ) that the integral has an expansion (3.5)
as a double sum over the symmetric group, where non-zero contributions come from permutations σ, τ which appropriately intertwine the indexing functions i, j, i ′ , j ′ . The expansion (3.5), which can be seen as a relatively straighforward consequence of the Schur-Weyl duality, defines a function Wg d : S n → C, the so-called "Weingarten function." The integration of polynomial functions on the unitary group thus in principle reduces to obtaining a good understanding of the Weingarten function. The expansion (3.5) shows that, when d ≥ n (which we henceforth assume to be the case), we have the integral representation
It is known (see [BB, C, CS] ) that the Weingarten function has an asymptotic expansion of the form (3.7) Wg d (σ) = a 0 (σ) d n + a 1 (σ) d n+1 + · · · + a k (σ) d n+k + · · · , and an open problem is to determine explicitly the coefficients in this expansion.
Asymptotic expansion
The following result, which is well-known in the physics literature (see [Sam, BB] , and [C] for a rigorous proof), is the starting point of our analysis.
Theorem 3.1. For d ≥ n, the Weingarten function Wg d is an invertible element of the center Z n of the symmetric group algebra, with inverse given by Using Jucy's result, the above theorem can be equivalently stated in terms of the JM elements.
Proposition 3.2. For d ≥ n, the inverse of the Weingarten function is (3.9) Wg −1 d = (d + J 1 )(d + J 2 ) . . . (d + J n ). Proof. Recall that the generating function for the elementary symmetric polynomials is E(t) = k≥0 e k (x 1 , x 2 , . . . , x n )t n = (1 + tx 1 )(1 + tx 2 ) . . . (1 + tx n ). (−1) k h k (J 1 , J 2 , . . . , J n ) d k , so that the Weingarten function may be viewed as a generating function for the complete symmetric polynomials in JM elements. According to (2.7), the coefficients a k (σ) in the asymptotic expansion (3.7) of Wg d (σ) are therefore given by
where µ is the modified cycle type of σ. In light of Theorem 2.6, we thus obtain a combinatorial proof of Collins' first order asymptotic formula for the Weingarten function.
Theorem 3.3 ( [C] ). Let σ ∈ S n be a fixed permutation of modified cycle-type µ. As d → ∞,
Example 3.1. For the identity permutation id n in S n , we have
By examples of h 2r (J 1 , . . . , J n ) in §2.13, we have Wg d (id n ) = 1 d n + 1 2 n(n − 1) 1 d n+2 + 1 24 n(n − 1)(3n 2 + 17n − 34) 1 d n+4 + O 1 d n+6 .
Character expansion
Since Wg d ∈ Z n , we may consider its linear expansion (3.11) Wg d = λ⊢n b λ χ λ relative to the basis of irreducible characters of S n . A formula for the coefficients b λ in the character expansion (3.11) was conjectured by Samuel [Sam] and verified numerically up to n = 7. Samuel's conjecture was proved in general by Collins [C] . The purpose of this section is to show that the character expansion of Wg d can be deduced from known properties of the JM elements.
Recall that the irreducible complex representations of S n are labelled by the partitions λ ⊢ n. The dimension of the representation labelled by λ is the number of standard Young tableaux of shape λ, which according to the hook-length formula is
where H λ denotes the product of the hook-lengths h( ) over all cells ∈ λ. By the second orthogonality relation for group characters, the character expansion of the unit 1 ∈ Z n is therefore (3.13) 1 = λ⊢n
