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Abstract Splitting schemes are a class of powerful algorithms that solve complicated monotone inclusions
and convex optimization problems that are built from many simpler pieces. They give rise to algorithms in
which the simple pieces of the decomposition are processed individually. This leads to easily implementable
and highly parallelizable algorithms, which often obtain nearly state-of-the-art performance.
In the first part of this paper, we analyze the convergence rates of several general splitting algorithms and
provide examples to prove the tightness of our results. The most general rates are proved for the fixed-point
residual (FPR) of the Krasnosel’ski˘i-Mann (KM) iteration of nonexpansive operators, where we improve the
known big-O rate to little-o. We show the tightness of this result and improve it in several special cases. In the
second part of this paper, we use the convergence rates derived for the KM iteration to analyze the objective
error convergence rates for the Douglas-Rachford (DRS), Peaceman-Rachford (PRS), and ADMM splitting
algorithms under general convexity assumptions. We show, by way of example, that the rates obtained for
these algorithms are tight in all cases and obtain the surprising statement: The DRS algorithm is nearly
as fast as the proximal point algorithm (PPA) in the ergodic sense and nearly as slow as the subgradient
method in the nonergodic sense. Finally, we provide several applications of our result to feasibility problems,
model fitting, and distributed optimization. Our analysis is self-contained, and most results are deduced from
a basic lemma that derives convergence rates for summable sequences, a simple diagram that decomposes
each relaxed PRS iteration, and fundamental inequalities that relate the FPR to objective error.
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1 Introduction
Operator-splitting and alternating-direction methods have a long history, and they have been, and still are,
some of the most useful methods in scientific computing. These algorithms solve problems composed of
several competing structures, such as finding a point in the intersection of two sets, minimizing the sum of
two functions, and, more generally, finding a zero of the sum of two monotone operators. They give rise to
algorithms that are simple to implement and converge quickly in practice. Since the 1950s, operator-splitting
methods have been applied to solving partial differential equations (PDEs) and feasibility problems. Recently,
certain operator-splitting methods such as ADMM (for alternating direction methods of multipliers) [25,26]
and Split Bregman [27] have found new applications in (PDE and non-PDE related) image processing,
statistical and machine learning, compressive sensing, matrix completion, finance, and control. They have
also been extended to handle distributed and decentralized optimization (see [8,43,45]).
In convex optimization, operator-splitting methods split constraint sets and objective functions into
subproblems that are easier to solve than the original problem. Throughout this paper, we will consider two
prototype optimization problems: We analyze the unconstrained problem
minimize
x∈H
f(x) + g(x) (1)
where H is a Hilbert space. In addition, we analyze the linearly constrained variant
minimize
x∈H1, y∈H2
f(x) + g(y)
subject to Ax +By = b (2)
where H1,H2, and G are Hilbert spaces, the vector b is an element of G, and A : H1 → G and B : H2 → G are
bounded linear operators. Our working assumption throughout the paper is that the subproblems involving
f and g separately are much simpler to solve than the joint minimization problem.
Problem (1) is often used to model tasks in signal recovery that enforce prior knowledge of the form of
the solution, such as sparsity, low rank, and smoothness [17]. The knowledge-enforcing function, also known
as the regularizer, often has properties that make it difficult to jointly optimize with the remaining parts of
the problem. Therefore, operator-splitting methods become the natural choice.
Problem (2) is often used to model tasks in machine learning, image processing, and distributed opti-
mization. For special choices of A and B, operator-splitting schemes naturally give rise to algorithms with
parallel or distributed implementations [6,8]. Because of the flexibility of operator-splitting algorithms, they
have become a standard tool that addresses the emerging need for computational approaches to analyze a
massive amount of data in a fast, parallel, distributed, or even real-time manner.
1.1 Goals, challenges, and approaches
This work seeks to improve the theoretical understanding of the most well-known operator-splitting algo-
rithms including Peaceman-Rachford splitting (PRS), Douglas-Rachford splitting (DRS), the alternating
direction method of multipliers (ADMM), as well as their relaxed versions. (The proximal point algorithm
(PPA) and forward-backward splitting (FBS) are covered in some limited aspects too.) When applied to
convex optimization problems, they are known to converge under rather general conditions. However, their
objective error convergence rates are largely unknown with only a few exceptions [4,45,7,13,42]. Among the
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convergence rates known in the literature, many are given in terms of quantities that do not immediately im-
ply the objective error rates, such as the fixed-point residual (FPR) [29,18,33] (the squared distance between
two consecutive iterates). Furthermore, almost all (with the exception of [4] and a part of [42]) analyze the
objective error or variational inequalities evaluated at the time-averaged, or ergodic, iterate, rather than the
last, or nonergodic, iterate generated by the algorithm [13,7,35,36,37]. In applications, the nonergodic iterate
tends to share structural properties with the solution of the problem, such as sparsity in ℓ1 minimization
or low-rankness in nuclear norm minimization. In contrast, the ergodic iterates tend to “average out” these
properties in the sense that the average of many sparse vectors can be dense. Thus, part of the purpose
of this work is to illustrate the theoretical differences between these two iterates and to justify the use of
nonergodic iterates in practice.
Unlike the well-developed complexity estimates for (sub)gradient methods [38], there are no known lower
complexity results for most strictly primal or strictly dual splitting algorithms. (As an exception, lower
complexity results are known for the primal-dual case [14].) In particular, the classical complexity analysis
given in [38,39] does not apply to the algorithms addressed in this paper. This paper attempts to close this
gap. The convergence rates in terms of FPR and objective errors are derived for operator-splitting algorithms
applied to Problem (1). Convergence rates for constraint violations, the primal objective error, and the dual
objective error are derived for ADMM, which applies to Problem (2). Some of the derived rates are convenient
to use, for example, to determine how many iterations are needed to reach a certain accuracy, to decide when
to stop an algorithm, and to compare an algorithm to others in terms of their worst-case complexities.
The techniques we develop in this paper are quite different from those used in classical optimization
convergence analysis, mainly because splitting algorithms are driven by fixed-point operators instead of
driven by minimizing objectives. (An exception is FBS, which is driven by both.) Splitting algorithms are
fixed-point iterations derived from certain optimality conditions, and they converge due to the contraction
of the fixed-point operators. Some of them do not even reduce objectives monotonically. Thus, objective
convergence is a consequence of operator convergence rather than the cause of it. Therefore, we first perform
an operator-theoretic analysis and then, based on these results, derive optimization related rates.
We now describe our contributions and our techniques as follows:
– We show that the FPR of the fixed-point iterations of nonexpansive operators converge with rate o(1/(k+
1)) (Theorem 1). This rate is optimal and improves on the known big-O rate [18,33]. For the special
cases of FBS applied to Problem (1) and one-dimensional DRS, we improve this rate to o(1/(k + 1)2).
In addition, we provide examples (Section 6) to show that all of these rates are tight. Specifically, for
each rate o(1/(k + 1)p), we give an example with rate Ω(1/(k + 1)p+ε) for any ε > 0. A detailed list
of our contributions and a comparison with existing results appear in Section 6.1.1. The analysis is
based on establishing summable and, in many cases, monotonic sequences, whose convergence rates are
summarized in Lemma 3.
– We demonstrate that even when the DRS algorithm converges in norm to a solution, it may do so
arbitrarily slowly (Theorem 9).
– We give the objective convergence rates of the relaxed PRS algorithm and show that it is, in the worst case,
nearly as slow as the subgradient method (Theorems 7 and 11), yet nearly as fast as PPA in the ergodic
sense (Theorems 6 and 12). The rates are obtained by relating the objective error to the aforementioned
FPR rates through a fundamental inequality (Proposition 4). Note that we prove ergodic and nonergodic
convergence rates and show that these rates are sharp through several examples (Section 7).
– We give the convergence rates of the primal objective and feasibility of the current iterates generated by
ADMM. Our analysis follows by a simple application of the Fenchel-Young inequality (Section 8)
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1.2 Notation
In what follows, H,H1,H2,G denote (possibly infinite dimensional) Hilbert spaces. In fixed-point iterations,
(λj)j≥0 ⊂ R+ will denote a sequence of relaxation parameters and
Λk :=
k∑
i=0
λi
is its kth partial sum. To ease notational memory, the reader may assume that λk ≡ (1/2) and Λk = (k+1)/2
in the DRS algorithm or that λk ≡ 1 and Λk = (k+1) in the PRS algorithm. Given the sequence (xj)j≥0 ⊂ H,
we let xk = (1/Λk)
∑k
i=0 λix
i denote its kth average with respect to the sequence (λj)j≥0.
We call a convergence result ergodic if it is in terms of the sequence (xj)j≥0, and nonergodic if it is in
terms of (xj)j≥0.
Given a closed, proper, convex function f : H → (−∞,∞], ∂f(x) denotes its subdifferential at x and
∇˜f(x) ∈ ∂f(x), (3)
denotes a subgradient, and the actual choice of the subgradient ∇˜f(x) will always be clear from the context.
(This notation was used in [5, Eq. (1.10)].)
The convex conjugate of a proper, closed, and convex function f is
f∗(y) := sup
x∈H
〈y, x〉 − f(x). (4)
Let IH denote the identity map. Finally, for any x ∈ H and scalar γ ∈ R++, we let
proxγf (x) := argmin
y∈H
f(y) +
1
2γ
‖y − x‖2 and reflγf := 2proxγf − IH, (5)
which are known as the proximal and reflection operators, and we define the PRS operator:
TPRS := reflγf ◦ reflγg. (6)
1.3 Assumptions
We list the the assumptions used throughout this papers as follows.
Assumption 1 Every function we consider is closed, proper, and convex.
Unless otherwise stated, a function is not necessarily differentiable.
Assumption 2 (Differentiability) Every differentiable function we consider is Fre´chet differentiable [2,
Definition 2.45].
Assumption 3 (Solution existence) Functions f, g : H → (−∞,∞] satisfy
zer(∂f + ∂g) 6= ∅. (7)
Note that this assumption is slightly stronger than the existence of a minimizer, because zer(∂f + ∂g) 6=
zer(∂(f + g)), in general [2, Remark 16.7]. Nevertheless, this assumption is standard.
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1.4 The Algorithms
This paper covers several operator-splitting algorithms that are all based on the atomic evaluation of the
proximal and gradient operators. By default, all algorithms start from an arbitrary z0 ∈ H. To minimize a
function f , the proximal point algorithm (PPA) iteratively applies the proximal operator of f as follows:
zk+1 = proxγf (z
k), k = 0, 1, . . . (8)
where γ > 0 is a tuning parameter. Another equivalent form of the iteration, which is often used in this
paper, is
zk+1 = zk − γ∇˜f(zk+1) (9)
where ∇˜f(zk+1) := (1/γ)(zk−zk+1) ∈ ∂f(zk+1). Given zk, the point zk+1 is unique and so is the subgradient
∇˜f(zk+1) (Lemma 1). The iteration resembles the (sub)gradient descent iteration, which uses a (sub)gradient
of f at zk instead of its (sub)gradient at zk+1.
In the literature, (9) is referred to as the backward iteration, where the (sub)gradient is drawn at the
destination zk+1. On the contrary, a forward iteration draws the (sub)gradient at the start zk, resulting in
the update rule: zk+1 = zk − γ∇˜f(zk) for an arbitrary ∇˜f(zk) ∈ ∂f(zk). Most of the splitting schemes in
this paper are built from forward, backward, and reflection operators.
In problem (1), let g be a C1 function with Lipschitz derivative. The forward-backward splitting (FBS)
algorithm is the iteration:
zk+1 = proxγf (z
k − γ∇g(zk)), k = 0, 1, . . . . (10)
The FBS algorithm directly generalizes PPA and has the following subgradient representation:
zk+1 = zk − γ∇˜f(zk+1)− γ∇g(zk) (11)
where ∇˜f(zk+1) := (1/γ)(zk− zk+1− γ∇g(zk)) ∈ ∂f(zk+1), and zk+1 and ∇˜f(zk+1) are unique (Lemma 1)
given zk and γ > 0.
A direct application of the PPA algorithm (8) to minimizing f + g would require computing the operator
proxγ(f+g), which can be difficult to evaluate. The Douglas-Rachford splitting (DRS) algorithm eliminates
this difficulty by separately evaluating the proximal operators of f and g as follows:
xkg = proxγg(z
k);
xkf = proxγf (2x
k
g − zk);
zk+1 = zk + (xkf − xkg).
k = 0, 1, . . . ,
which has the equivalent operator-theoretic and subgradient form (Lemma 4):
zk+1 =
1
2
(IH + TPRS)(zk) = zk − γ(∇˜f(xkf ) + ∇˜g(xkg)), k = 0, 1, . . .
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where ∇˜f(xkf ) ∈ ∂f(xkf ) and ∇˜g(xkg) ∈ ∂g(xkg) (see Lemma 4 for their precise definitions). In the above
algorithm, we can replace the 1/2 average of IH and TPRS with any other weight, so in this paper we study
the relaxed PRS algorithm:
Algorithm 1: Relaxed Peaceman-Rachford splitting (relaxed PRS)
input : z0 ∈ H, γ > 0, (λj)j≥0 ⊆ (0, 1]
for k = 0, 1, . . . do
zk+1 = (1− λk)zk + λkreflγf ◦ reflγg(zk);
The special cases λk ≡ 1/2 and λk ≡ 1 are called the DRS and PRS algorithms, respectively.
The relaxed PRS algorithm can be applied to problem (2). To this end we define the Lagrangian:
Lγ(x, y;w) := f(x) + g(y)− 〈w,Ax+By − b〉+ γ
2
‖Ax+By − b‖2.
Section 8 presents Algorithm 1 applied to the Lagrange dual of (2), which reduces to the following algorithm:
Algorithm 2: Relaxed alternating direction method of multipliers (relaxed ADMM)
input : w−1 ∈ H, x−1 = 0, y−1 = 0, λ−1 = 1/2, γ > 0, (λj)j≥0 ⊆ (0, 1]
for k = −1, 0, . . . do
yk+1 = argminy Lγ(xk, y;wk) + γ(2λk − 1)〈By, (Axk +Byk − b)〉;
wk+1 = wk − γ(Axk +Byk+1 − b)− γ(2λk − 1)(Axk +Byk − b);
xk+1 = argminx Lγ(x, yk+1;wk+1);
If λk ≡ 1/2, Algorithm 2 recovers the standard ADMM.
Each of the above algorithms is a special case of the Krasnosel’ski˘i-Mann (KM) iteration [32,34]. An
averaged operator is the average of a nonexpansive operator T : H → H and the identity mapping IH. In
other words, for all λ ∈ (0, 1), the operator
Tλ := (1− λ)IH + λT (12)
is called λ-averaged and every λ-averaged operator is exactly of the form Tλ for some nonexpansive map T .
Given a nonexpansive map T , the fixed-point iteration of the map Tλ is called the KM algorithm:
Algorithm 3: Krasnosel’ski˘i-Mann (KM)
input : z0 ∈ H, (λj)j≥0 ⊆ (0, 1]
for k = 0, 1, . . . do
zk+1 = Tλk(z
k);
1.5 Basic properties of averaged operators
This section describes the basic properties of proximal, reflection, nonexpansive, and averaged operators.
We demonstrate that proximal and reflection operators are nonexpansive maps, and that averaged operators
have a contractive property. These properties are included in textbooks such as [2].
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Lemma 1 (Optimality conditions of prox) Let x ∈ H. Then x+ = proxγf(x) if, and only if, (1/γ)(x−
x+) ∈ ∂f(x+).
It is straightforward to use Lemma 1 to deduce the firm nonexpansiveness of the proximal operator.
Proposition 1 (Firm nonexpansiveness of prox) Let x, y ∈ H, let x+ := proxγf (x), and let y+ :=
proxγf(y). Then
‖x+ − y+‖2 ≤ 〈x+ − y+, x− y〉. (13)
In particular, proxγf is nonexpansive.
The next proposition introduces the most important operator in this paper.
Proposition 2 (Nonexpansiveness of the PRS operator) The operator reflγf : H → H is nonexpan-
sive. Therefore, the composition is nonexpansive:
TPRS := reflγf ◦ reflγg (14)
The next proposition shows that averaged operators have a nice contraction property.
Proposition 3 (Contraction property of averaged operator) Let T : H → H be a nonexpansive
operator. Then for all λ ∈ (0, 1] and (x, y) ∈ H ×H, the averaged operator Tλ defined in (12) satisfies
‖Tλx− Tλy‖2 ≤ ‖x− y‖2 − 1− λ
λ
‖(IH − Tλ)x− (IH − Tλ)y‖2. (15)
Note that an operator N : H → H satisfies the property in Equation (15) (with N in place of Tλ) if, and
only if, it is λ-averaged. If λ = 1/2, then Tλ is called firmly nonexpansive. Rearranging Equation (15) shows
that a nonexpansive operator T is firmly nonexpansive, if, and only if, for all x, y ∈ H, the inequality holds:
‖Tx− Ty‖2 ≤ 〈Tx− Ty, x− y〉.
The next corollary applies Proposition 3 to proxγf .
Corollary 1 (Proximal operators are 1/2-averaged) The operator proxγf : H → H is 1/2-averaged
and satisfies the following contraction property:
‖proxγf (x)− proxγf(y)‖2 ≤ ‖x− y‖2 − ‖(x− proxγf(x)) − (y − proxγf (y))‖2. (16)
The following lemma relates the fixed points of Tλ to those of T .
Lemma 2 Let T : H → H be nonexpansive and λ > 0. Then, Tλ and T have the same set of fixed points.
Finally, we note that the forward and forward-backward operators are averaged whenever the implicit
stepsize parameter γ is small enough. See Section 3.3 for more details.
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2 Summable sequence convergence lemma
This section presents a lemma on the convergence rates of nonnegative summable sequences. Such sequences
are constructed throughout this paper to establish various rates.
Lemma 3 (Summable sequence convergence rates) Suppose that the nonnegative scalar sequences
(λj)j≥0 and (aj)j≥0 satisfy
∑∞
i=0 λiai <∞. Let Λk :=
∑k
i=0 λi for k ≥ 0.
1. Monotonicity: If (aj)j≥0 is monotonically nonincreasing, then
ak ≤ 1
Λk
( ∞∑
i=0
λiai
)
and ak = o
(
1
Λk − Λ⌈k/2⌉
)
. (17)
In particular,
(a) if (λj)j≥0 is bounded away from 0, then ak = o(1/(k + 1));
(b) if λk = (k + 1)
p for some p ≥ 0 and all k ≥ 1, then ak = o(1/(k + 1)p+1);
(c) as a special case, if λk = (k + 1) for all k ≥ 0, then ak = o(1/(k + 1)2).
2. Monotonicity up to errors: Let (ej)j≥0 be a sequence of scalars. Suppose that ak+1 ≤ ak + ek for all
k (where ek represents an error) and that
∑∞
i=0 Λiei <∞. Then
ak ≤ 1
Λk
( ∞∑
i=0
λiai +
∞∑
i=0
Λiei
)
and ak = o
(
1
Λk − Λ⌈k/2⌉
)
. (18)
The rates of ak in Parts 1a, 1b, and 1c continue to hold as long as
∑∞
i=0 Λiei <∞ holds. In particular,
they hold if ek = O(1/(k + 1)
q) for some q > 2, q > p+ 2, and q > 3, respectively.
3. Faster rates: Suppose (bj)j≥0 and (ej)j≥0 are nonnegative scalar sequences, that
∑∞
i=0 bj < ∞ and∑∞
i=0(i + 1)ei < ∞, and that for all k ≥ 0 we have λkak ≤ bk − bk+1 + ek. Then the following sum is
finite:
∞∑
i=0
(i + 1)λiai ≤
∞∑
i=0
bi +
∞∑
i=0
(i+ 1)ei <∞. (19)
In particular,
(a) if (λj)j≥0 is bounded away from 0, then ak = o(1/(k + 1)2);
(b) if λk = (k + 1)
p for some p ≥ 0 and all k ≥ 1, then ak = o(1/(k + 1)p+2).
4. No monotonicity: For all k ≥ 0, define the sequence of indices
kbest := argmin
i
{ai|i = 0, · · · , k}.
Then (ajbest)j≥0 is monotonically nonincreasing and the above bounds continue to hold when ak is replaced
with akbest .
Proof Part 1. Because ak ≤ ai, ∀k ≥ i, and the inequality holds λiai ≥ 0, we get the upper bound Λkak ≤∑k
i=0 λiai ≤
∑∞
i=0 λiai. This shows the left part of (17). To prove the right part of (17), observe that
(Λk − Λ⌈k/2⌉)ak =
k∑
i=⌈k/2⌉
λiak ≤
k∑
i=⌈k/2⌉
λiai
k→∞→ 0.
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Part 1a. Let λ := infj≥0 λj > 0. For every integer k ≥ 2, we have ⌈k/2⌉ ≤ (k+1)/2. Thus, Λk−Λ⌈k/2⌉ ≥
λ(k − ⌈k/2⌉) ≥ λ(k − 1)/2 ≥ λ(k + 1)/6. Hence, ak = o(1/(Λk − Λ⌈k/2⌉)) = o(1/(k + 1)) follows from (17).
Part 1b. For every integer k ≥ 3, we have ⌈k/2⌉ + 1 ≤ (k + 3)/2 ≤ 3(k + 1)/4 and Λk − Λ⌈k/2⌉ =∑k
i=⌈k/2⌉+1 λi =
∑k
i=⌈k/2⌉+1(i + 1)
p ≥ ∫ k⌈k/2⌉(t + 1)pdt = (p + 1)−1((k + 1)p+1 − (⌈k/2⌉ + 1)p+1) ≥ (p +
1)−1(1− (3/4)p+1)(k + 1)p+1. Therefore, ak = o(1/(Λk − Λ⌈k/2⌉)) = o(1/(k + 1)p+1) follows from (17).
Part 1c directly follows from Part 1b.
Part 2. For every integer 0 ≤ i ≤ k, we have ak ≤ ai +
∑k−1
j=i ej . Thus, Λkak =
∑k
i=0 λiak ≤
∑k
i=0 λiai+∑k
i=0 λi(
∑k−1
j=i ej) =
∑k
i=0 λiai +
∑k−1
i=0 ei(
∑i
j=0 λj) =
∑k
i=0 λiai +
∑k−1
i=0 Λiei ≤
∑∞
i=0 λiai +
∑∞
i=0 Λiei,
from which the left part of (18) follows. The proof for the right part of (18) is similar to Part 1. The
condition ek = O(1/(k + 1)
q) for appropriate q is used to ensure that
∑∞
i=0 Λiei <∞ for each setting of λk
in the previous Parts 1a, 1b, and 1c.
Part 3. Note that
λk(k + 1)ak ≤ (k + 1)bk − (k + 1)bk+1 + (k + 1)ek = bk+1 + ((k + 1)bk − (k + 2)bk+1) + (k + 1)ek.
Thus, because the upper bound on (k + 1)λkak is the sum of a telescoping term and a summable term, we
have
∑∞
i=0(i+ 1)λiai ≤
∑∞
i=0 bi +
∑∞
i=0(i + 1)ei <∞. Parts 3a and 3b are similar to Part 1b.
Part 4 is straightforward, so we omit its proof. ⊓⊔
Part 1 of Lemma 3 is a generalization of [31, Theorem 3.3.1] and [21, Lemma 1.2], which state that a
nonnegative, summable, monotonic sequence converges at the rate of o(1/(k + 1)). This result is key for
deducing the convergence rates of several quantities in this paper.
3 Iterative fixed-point residual analysis
In this section we establish the convergence rate of the fixed-point residual (FPR), ‖Tzk − zk‖2, at the kth
iteration of Algorithm 3.
The convergence of Algorithm 3 is well-studied [16,18,33]. In particular, weak convergence of (zj)j≥0 to
a fixed point of T holds under mild conditions on the sequence (λj)j≥0 [16, Theorem 3.1]. Because strong
convergence of Algorithm 3 may fail (in the infinite dimensional setting), the quantity ‖zk− z∗‖ where z∗ is
a fixed point of T may be bounded above zero for all k ≥ 0. However, the property limk→∞ ‖Tzk− zk‖ = 0,
known as asymptotic regularity [12], always holds when a fixed point of T exists. Thus, we can always measure
the convergence rate of the FPR.
We measure ‖Tzk − zk‖2 when we could just as well measure ‖Tzk − zk‖. We choose to measure the
squared norm because it naturally appears in our analysis. In addition, it is summable and monotonic, which
is analyzable by Lemma 3.
In first-order optimization algorithms, the FPR typically relates to the size of objective gradient. For
example, in the unit-step gradient descent algorithm, zk+1 = zk −∇f(zk), the FPR is given by ‖∇f(zk)‖2.
In the proximal point algorithm, the FPR is given by ‖∇˜f(zk+1)‖2 where ∇˜f(zk+1) := (zk−zk+1) ∈ ∂f(zk+1)
(see Equation (9)). When the objective is the sum of multiple functions, the FPR is a combination of the
(sub)gradients of those functions in the objective. Using the subgradient inequality, we will derive a rate on
f(zk)− f(x∗) from a rate on the FPR where x∗ is a minimizer of f .
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3.1 o(1/(k + 1)) FPR of averaged operators
We now prove the main result of this section. We do not include the known weak convergence result [16,
Theorem 3.1], but we deduce a convergence rate for the FPR. The new results in the following theorem are
the little-o convergence rates in Equation (22) and in Part 5; the rest of the results can be found in [2, Proof
of Proposition 5.14], [18, Proposition 11], and [33].
Theorem 1 (Convergence rate of averaged operators) Let T : H → H be a nonexpansive operator,
let z∗ be a fixed point of T , let (λj)j≥0 ⊆ (0, 1] be a sequence of positive numbers, let τk := λk(1− λk), and
let z0 ∈ H. Suppose that (zj)j≥0 ⊆ H is generated by Algorithm 3: for all k ≥ 0, let
zk+1 = Tλk(z
k), (20)
where Tλ is defined in (12). Then, the following results hold
1. ‖zk − z∗‖2 is monotonically nonincreasing;
2. ‖Tzk − zk‖2 is monotonically nonincreasing;
3. τk‖Tzk − zk‖2 is summable:
∞∑
i=0
τi‖Tzi − zi‖2 ≤ ‖z0 − z∗‖2; (21)
4. if τk > 0 for all k ≥ 0, then the convergence estimates hold:
‖Tzk − zk‖2 ≤ ‖z
0 − z∗‖2∑k
i=0 τi
and ‖Tzk − zk‖2 = o
 1∑k
i=⌈ k
2
⌉+1 τi
 . (22)
In particular, if (τj)j≥0 ⊆ (ε,∞) for some ε > 0, then ‖Tzk − zk‖2 = o(1/(k + 1)).
5. Instead of Iteration (20), for all k ≥ 0, let
zk+1 := Tλk(z
k) + λke
k (23)
for an error sequence (ej)j≥0 ⊆ H that satisfies
∑k
i=0 λk‖ek‖ < ∞ and
∑∞
i=0(i + 1)λ
2
k‖ek‖2 < ∞. Note
that these bounds hold, for example, when for all k ≥ 0 λk‖ek‖ ≤ ωk for a sequence (ωj)j≥0 that is
nonnegative, summable, and monotonically nonincreasing. Then if (τj)j≥0 ⊆ (ε,∞) for some ε > 0, we
continue to have ‖Tzk − zk‖2 = o(1/(k + 1)).
Proof As noted before the Theorem, for Parts 1 through 4, we only need to prove the little-o convergence
rate. This follows from the monotonicity of (‖Tzj − zj‖2)j≥0, Equation (21), and Part 1 of Lemma 3.
Part 5: We first show that the condition involving the sequence (wj)j≥0 is sufficient to guarantee the error
bounds. We have
∑∞
i=0 λi‖ei‖ ≤
∑∞
i=0 ωi < ∞ and
∑∞
i=0(i + 1)λ
2
i ‖ei‖2 ≤
∑∞
i=0(i + 1)ω
2
i < ∞, where the
last inequality is shown as follows. By Part 1 of Lemma 3, we have ωk = o(1/(k+1)). Therefore, there exists
a finite K such that (k+1)ωk < 1 for k > K. Therefore,
∑∞
i=0(i+1)ω
2
i <
∑K
i=0(i+1)ω
2
i +
∑∞
i=K+1 ωi <∞.
For simplicity, introduce pk := Tzk − zk, pk+1 := Tzk+1 − zk+1, and rk := zk+1 − zk. Then from (12)
and (23), we have pk = 1λk (r
k − λkek). Also introduce qk := Tzk+1 − Tzk. Then, pk+1 − pk = qk − rk.
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We will show: (i) ‖pk+1‖2 ≤ ‖pk‖2+ λ2kτk ‖ek‖2 and (ii)
∑∞
i=0 τi‖pi‖2 <∞. Then, applying Part 2 of Lemma
3 (with ak = ‖pk‖2, ek = λ
2
k
τk
‖ek‖2 , and λk = 1 for which we have Λk =
∑k
i=0 λi ≤ (k+1)), we immediately
obtain the rate ‖Tzk − zk‖2 = o(1/(k + 1)).
To prove (i), we have
‖pk+1‖2 = ‖pk‖2 + ‖pk+1 − pk‖2 + 2〈pk+1 − pk, pk〉 = ‖pk‖2 + ‖qk − rk‖2 + 2
λk
〈qk − rk, rk − λkek〉.
By the nonexpansiveness of T , we have ‖qk‖2 ≤ ‖rk‖2 and thus
2〈qk − rk, rk〉 = ‖qk‖2 − ‖rk‖2 − ‖qk − rk‖2 ≤ −‖qk − rk‖2.
Therefore,
‖pk+1‖2 ≤ ‖pk‖2 − 1− λk
λk
‖qk − rk‖2 + 2〈qk − rk, ek〉.
= ‖pk‖2 − 1− λk
λk
∥∥∥∥qk − rk − λk1− λk ek
∥∥∥∥2 + λk1− λk ‖ek‖2
≤ ‖pk‖2 + λ
2
k
τk
‖ek‖2.
To prove (ii): First, ‖zk− z∗‖ is uniformly bounded because ‖zk+1− z∗‖ ≤ (1−λk)‖zk− z∗‖+λk‖Tzk−
z∗‖ + λk‖ek‖ ≤ ‖zk − z∗‖ + λk‖ek‖ by the triangle inequality and the nonexpansiveness of T . From [2,
Corollary 2.14], we have
‖zk+1 − z∗‖2 = ‖(1− λk)(zk − z∗) + λk(Tzk − z∗ + ek)‖2
= (1− λk)‖zk − z∗‖2 + λk‖Tzk − z∗ + ek‖2 − λk(1 − λk)‖pk + ek‖2
= (1− λk)‖zk − z∗‖2 + λk
(‖Tzk − z∗‖2 + 2λk〈Tzk − z∗, ek〉+ λk‖ek‖2)
− λk(1− λk)
(‖pk‖2 + 2〈pk, ek〉+ ‖ek‖2)
≤ ‖zk − z∗‖2 − τk‖pk‖2 + λ2k‖ek‖2 + 2λk‖Tzk − z∗‖‖ek‖+ 2τk‖pk‖‖ek‖︸ ︷︷ ︸
=:ξk
= ‖zk − z∗‖2 − τk‖pk‖2 + ξk.
Because we have shown (a) ‖Tzk − z∗‖ and ‖pk‖ are bounded, (b) ∑∞k=0 τk‖ek‖ ≤∑∞k=0 λk‖ek‖ <∞, and
(c)
∑∞
k=0 λ
2
k‖ek‖2 <∞, we have
∑∞
i=0 ξk <∞ and thus
∑∞
i=0 τk‖Tzi−zi‖2 ≤ ‖z0−z∗‖2+
∑∞
i=0 ξk <∞. ⊓⊔
3.1.1 Notes on Theorem 1
The FPR, ‖Tzk−zk‖2, is a normalized version of the successive iterate differences zk+1−zk = λk(Tzk−zk).
Thus, the convergence rates of ‖Tzk − zk‖2 naturally induce convergence rates of ‖zk+1 − zk‖2.
Note that o(1/(k + 1)) is the optimal convergence rate for the class of nonexpansive operators [10,
Remarque 4]. In the special case that T = proxγf for some closed, proper, and convex function f , the rate
of ‖Tzk − zk‖2 improves to O(1/(k + 1)2) [10, The´ore`me 9]. See section 6 for more optimality results. Also,
the little-o convergence rate of the fixed-point residual associated to the resolvent of a maximal monotone
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linear operator was shown in [10, Proposition 4]. Finally, we mention the parallel work [20], which proves a
similar little-o convergence rate for the fixed-point residual of relaxed PPA.
In general, it is possible that the nonexpansive operator, T : H → H, is already averaged, i.e. there exists
a nonexpansive operator N : H → H and a positive constant α ∈ (0, 1] such that T = (1 − α)IH + αN .
In this case, Lemma 2 shows that T and N share the same fixed point set. Thus, we can apply Theorem 1
to N = (1 − (1/α))IH + (1/α)T . Furthermore, Nλ = (1 − λ/α)IH + (λ/α)T . Thus, when we translate this
back to an iteration on T , it enlarges the region of relaxation parameters to λk ∈ (0, 1/α) and modifies τk
accordingly to τk = λk(1 − αλk)/α, and the same convergence results continue to hold.
To the best of our knowledge, The little-o rates produced in Theorem 1 have never been established for the
KM iteration. See [18,33] for similar big-O results. Note that our rate in Part 5 is strictly better than the one
shown in [33], and it is given under a much weaker condition on the error. Indeed, [33] achieves an O(1/(k+1))
convergence rate whenever
∑∞
i=0(i + 1)‖ek‖ <∞, which implies that mini=0,··· ,k{‖ek‖} = o(1/(k + 1)2) by
Lemma 3. In contrast, any error sequence of the form ‖ek‖ = O(1/(k + 1)α) with α > 1 will satisfy Part 5
of our Theorem 1. Finally, note that in the Banach space case, we cannot improve the big-O rates to little-o
[18, Section 2.4].
3.2 o(1/(k + 1)) FPR of relaxed PRS
In this section, we apply Theorem 1 to the TPRS operator defined in Proposition 2. For the special case of
DRS ((1/2)-averaged PRS), it is straightforward to establish the rate of the FPR
‖(TPRS)1/2zk − zk‖2 = O
(
1
k + 1
)
from two existing results: (i) the DRS iteration is a proximal iteration applied to a certain monotone opera-
tor [22, Section 4]; (ii) the convergence rate of the FPR for proximal iterations is O(1/(k+1)) [10, Proposition
8] whenever a fixed point exists. Our results below are established for general averaged PRS operators and
the rate is improved to o(1/(k + 1)).
The following corollary is an immediate consequence of Theorem 1.
Corollary 2 (Convergence rate of relaxed PRS) Let z∗ be a fixed point of TPRS, let (λj)j≥0 ⊆ (0, 1] be
a sequence of positive numbers, let τk := λk(1− λk) for all k ≥ 0, and let z0 ∈ H. Suppose that (zj)j≥0 ⊆ H
is generated by Algorithm 1. Then the sequence ‖zk − z∗‖2 is monotonically nonincreasing and the following
inequality holds:
∞∑
i=0
τi‖TPRSzi − zi‖2 ≤ ‖z0 − z∗‖2. (24)
Furthermore, if τ := infj≥0 τj > 0, then the following convergence rates hold:
‖TPRSzk − zk‖2 ≤ ‖z
0 − z∗‖2
τ (k + 1)
and ‖TPRSzk − zk‖2 = o
(
1
τ (k + 1)
)
. (25)
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3.3 o(1/(k + 1)2) FPR of FBS and PPA
In this section, we assume that ∇g is (1/β)-Lipschitz, and we analyze the convergence rate of FBS algorithm
given in Equations (10) and (11). If g = 0, FBS reduces to PPA and β = ∞. If f = 0, FBS reduces to
gradient descent. The FBS algorithm can be written in the following operator form:
TFBS := proxγf ◦ (I − γ∇g).
Because proxγf is (1/2)-averaged and I − γ∇g is γ/(2β)-averaged [40, Theorem 3(b)], it follows that TFBS
is αFBS-averaged for
αFBS :=
2β
4β − γ ∈ (1/2, 1)
whenever γ < 2β [2, Proposition 4.32]. Thus, we have TFBS = (1−αFBS)I+αFBST for a certain nonexpansive
operator T , and TFBS(z
k)− zk = αFBS(Tzk − zk). In particular, for all γ < 2β the following sum is finite:
∞∑
i=0
‖TFBS(zk)− zk‖2
(21)
≤ αFBS‖z
0 − z∗‖2
(1− αFBS) .
To analyze the FBS algorithm we need to derive a joint subgradient inequality for f + g. First, we recall
the following sufficient descent property for Lipschitz differentiable functions.
Theorem 2 (Descent theorem [2, Theorem 18.15(iii)]) If g is differentiable and ∇g is (1/β)-Lipschitz,
then for all x, y ∈ H we have the upper bound
g(x) ≤ g(y) + 〈x− y,∇g(y)〉+ 1
2β
‖x− y‖2. (26)
Corollary 3 (Joint descent theorem) If g is differentiable and ∇g is (1/β)-Lipschitz, then for all points
x, y ∈ dom(f) and z ∈ H, and subgradients ∇˜f(x) ∈ ∂f(x), we have
f(x) + g(x) ≤ f(y) + g(y) + 〈x− y,∇g(z) + ∇˜f(x)〉 + 1
2β
‖z − x‖2. (27)
Proof Inequality (27) follows from adding the upper bound
g(x)− g(y) ≤ g(z)− g(y) + 〈x− z,∇g(z)〉+ 1
2β
‖z − x‖2 ≤ 〈x− y,∇g(z)〉+ 1
2β
‖z − x‖2
with the subgradient inequality: f(x) ≤ f(y) + 〈x− y, ∇˜f(x)〉. ⊓⊔
We now improve the O(1/(k+1)2) FPR rate for PPA in [10, The´ore`me 9] by showing that the FPR rate
of FBS is actually o(1/(k + 1)2).
Theorem 3 (Objective and FPR convergence of FBS) Let z0 ∈ dom(f) ∩ dom(g) and let x∗ be a
minimizer of f + g. Suppose that (zj)j≥0 is generated by FBS (iteration (10)) where ∇g is (1/β)-Lipschitz
and γ < 2β. Then for all k ≥ 0,
f(zk+1) + g(zk+1)− f(x∗)− g(x∗) ≤ ‖z
0 − x∗‖2
k + 1
×
{
1
2γ if γ ≤ β;(
1
2γ +
(
1
2β − 12γ
)
αFBS
(1−αFBS)
)
otherwise.
,
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and
f(zk+1) + g(zk+1)− f(x∗)− g(x∗) = o(1/(k + 1)).
In addition, for all k ≥ 0, we have ‖TFBSzk+1 − zk+1‖2 = o(1/(k + 1)2) and
‖TFBSzk+1 − zk+1‖2 ≤ ‖z
0 − x∗‖2(
1
γ − 12β
)
(k + 1)2
×
{
1
2γ if γ ≤ β;(
1
2γ +
(
1
2β − 12γ
)
αFBS
(1−αFBS)
)
otherwise.
Proof Recall that zk − zk+1 = γ∇˜f(zk+1) + γ∇g(zk) ∈ γ∂f(zk+1) + γ∇g(zk) for all k ≥ 0. Thus, the joint
descent theorem shows that for all x ∈ dom(f), we have
f(zk+1) + g(zk+1)− f(x)− g(x)
(27)
≤ 1
γ
〈zk+1 − x, zk − zk+1〉+ 1
2β
‖zk − zk+1‖2
=
1
2γ
(‖zk − x‖2 − ‖zk+1 − x‖2)+ ( 1
2β
− 1
2γ
)
‖zk+1 − zk‖2. (28)
Let h := f + g. If we set x = x∗ in Equation (28), we see that (h(zj+1) − h(x∗))j≥0 is positive, summable,
and
∞∑
i=0
(
h(zi+1)− h(x∗)) ≤ { 12γ ‖z0 − x∗‖2 if γ ≤ β;( 1
2γ +
(
1
2β − 12γ
)
αFBS
(1−αFBS)
)
‖z0 − x∗‖2 otherwise. (29)
In addition, if we set x = zk in Equation (28), then we see that (h(zj+1)− h(x∗))j≥0 is decreasing:(
1
γ
− 1
2β
)
‖zk+1 − zk‖2 ≤ h(zk)− h(zk+1) = (h(zk)− h(x∗))− (h(zk+1)− h(x∗)).
Therefore, the rates for f(zk+1) + g(zk+1)− f(x∗)− g(x∗) follow by Lemma 3 Part 1a, with ak = h(zk+1)−
h(x∗) and λk ≡ 1.
Now we prove the rates for ‖TFBSzk+1−zk+1‖2. We apply Part 3 of Lemma 3 with ak = (1/γ − 1/(2β)) ‖zk+2−
zk+1‖2, λk ≡ 1, ek = 0, and bk = h(zk+1)− h(x∗) for all k ≥ 0, to show that
∑∞
i=0(i + 1)ai is less than the
sum in Equation (29). Part 2 of Theorem 1 shows that (aj)j≥0 is monotonically nonincreasing. Therefore,
the convergence rate of (aj)j≥0 follows from Part 1b of Lemma 3. ⊓⊔
When f = 0, the objective error upper bound in Theorem 3 is strictly better than the bound provided
in [39, Corollary 2.1.2]. In FBS, the objective error rate is the same as the one derived in [4, Theorem 3.1],
when γ ∈ (0, β], and is the same as the one given in [9] in the case that γ ∈ (0, 2β). The little-o FPR rate
is new in all cases except for the special case of PPA (g ≡ 0) under the condition that the sequence (zj)j≥0
strongly converges to a minimizer [28].
3.4 o(1/(k + 1)2) FPR of one dimensional DRS
Whenever the operator (TPRS)1/2 is applied in R, the convergence rate of the FPR improves to o(1/(k+1)
2).
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Theorem 4 Suppose that H = R, and suppose that (zj)j≥0 is generated by the DRS algorithm, i.e. Algo-
rithm 1 with λk ≡ 1/2. Then for all k ≥ 0,
|(TPRS)1/2zk+1 − zk+1|2 = |z
0 − z∗|2
2(k + 1)2
and |(TPRS)1/2zk+1 − zk+1|2 = o
(
1
(k + 1)2
)
.
Proof Note that (TPRS)1/2 is (1/2)-averaged, and, hence, it is the resolvent of some maximal monotone
operator onR [2, Corollary 23.8]. Furthermore, every maximal monotone operator onR is the subdifferential
operator of a closed, proper, and convex function [2, Corollary 22.19]. Therefore, DRS is equivalent to the
proximal point algorithm applied to a certain convex function on R. Thus, the result follows by Theorem 3
applied to this function. ⊓⊔
3.5 O(1/Λ2k) ergodic FPR of Feje´r monotone sequences
The following definition has proved to be quite useful in the analysis of optimization algorithms [15].
Definition 1 (Feje´r monotone sequences) A sequence (zj)j≥0 ⊆ H is Feje´r monotone with respect to
a nonempty set C ⊆ H if for all z ∈ C, we have ‖zk+1 − z‖2 ≤ ‖zk − z‖2.
The following fact is trivial, but allows us to deduce ergodic convergence rates of many algorithms.
Theorem 5 Let (zj)j≥0 be a Feje´r monotone sequence with respect to a nonempty set C ⊆ H. Suppose that
zk+1− zk = λk(xk − yk) for a sequence ((xj , yj))j≥0 ⊆ H2, and a sequence of positive real numbers (λj)j≥0.
For all k ≥ 0, let zk := (1/Λk)
∑k
i=0 λkz
k, let xk := (1/Λk)
∑k
i=0 λkx
k, and let yk := (1/Λk)
∑k
i=0 λky
k.
Then we get the following bound for all z ∈ C:
‖xk − yk‖2 ≤ 4‖z
0 − z‖2
Λ2k
.
Proof It follows directly from the inequality: λk‖xk−yk‖ =
∥∥∥∑ki=0 (zk+1 − zk)∥∥∥ = ∥∥zk+1 − z0∥∥ ≤ 2 ∥∥z0 − z∥∥ .
⊓⊔
In view of Part 1 of Theorem 1, we see that any sequence (zj)j≥0 generated by Algorithm 3 is Feje´r
monotone with respect to the set of fixed-points of T . Therefore, Theorem 5 directly applies to the KM
iteration in Equation (20) with the choice xk = Tzk and yk = zk for all k ≥ 0.
The interested reader can proceed to Section 6 for several examples that show the optimality of the rates
predicted in this section.
4 Subgradients and fundamental inequalities
We now shift the focus from operator-theoretic analysis to function minimization. This section establishes
fundamental inequalities that connect the FPR in Section 3 to the objective error of the relaxed PRS
algorithm.
In first-order optimization algorithms, we only have access to (sub)gradients and function values. Conse-
quently, the FPR at each iteration is usually some linear combination of (sub)gradients. In simple first-order
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algorithms, for example the (sub)gradient method, a (sub)gradient is drawn from a single point at each itera-
tion. In splitting algorithms for problems with multiple convex functions, each function draws at subgradient
at a different point. There is no natural point at which we can evaluate the entire objective function; this
complicates the analysis of the relaxed PRS algorithm.
In the relaxed PRS algorithm, there are two objective functions f and g, and the two operators reflγf and
reflγg are calculated one after another at different points, neither of which equals z
k or zk+1. Consequently,
the expression zk− zk+1 is more complicated, and the analysis for standard (sub)gradient iteration does not
carry through.
We let xf and xg be the points where subgradients of f and g are drawn, respectively, and
introduce a triangle diagram in Figure 1 for deducing the algebraic relations among points z, xf and xg.
These relations will be used frequently in our analysis. Propositions 4 and 5 use this diagram to bound the
objective error in terms of the FPR. In these bounds, the objective errors of f and g are measured at two
points xf and xg such that xf 6= xg. Later we will assume that one of the objectives is Lipschitz continuous
and evaluate both functions at the same point (See Corollaries 4 and 5).
We conclude this introduction by combining the subgradient notation in Equation (3) and Lemma 1 to
arrive at the expressions
proxγf(x) = x− γ∇˜f(proxγf (x)) and reflγf (x) = x− 2γ∇˜f(proxγf (x)). (30)
With this notation, we can decompose the FPR at each iteration of the relaxed PRS algorithm in terms of
subgradients drawn at certain points.
4.1 A subgradient representation of relaxed PRS
In this section we write the relaxed PRS algorithm in terms of subgradients. Lemma 4, Table 1, and Figure 1
summarize a single iteration of relaxed PRS.
The way to read Figure 1 is as follows: Given input z, relaxed PRS takes a backward–forward step with
respect to g, then takes a backward–forward step with respect to f , resulting in the point TPRS(z). (Refer to
the discussion below (9) for the concepts of “backward” and “forward.”) Finally, it averages the input and
output: (TPRS)λ(z) = (1− λ)z + λTPRS(z).
Lemma 4 summarizes and proves the identities depicted in Figure 1.
Lemma 4 Let z ∈ H. Define auxiliary points xg := proxγg(z) and xf := proxγf (reflγg(z)). Then the
identities hold:
xg = z − γ∇˜g(xg) and xf = xg − γ∇˜g(xg)− γ∇˜f(xf ). (31)
where ∇˜g(xg) := (1/γ)(z − xg) ∈ ∂g(xg) and ∇˜f(xf ) := (1/γ)(2xg − z − xf ) ∈ ∂f(xf ). In addition, each
relaxed PRS step has the following representation:
(TPRS)λ(z)− z = 2λ(xf − xg) = −2λγ(∇˜g(xg) + ∇˜f(xf )). (32)
Proof Figure 1 provides an illustration of the identities. Equation (31) follows from reflγg(z) = 2xg − z =
xg − γ∇˜g(xg) and Equation (30). Now, we can compute TPRS(z)− z:
TPRS(z)− z (14)= reflγf(reflγg(z))− z = 2xf − reflγg(z)− z = 2xf − (2xg − z)− z = 2(xf − xg).
The subgradient identity in (32) follows from (31). Finally, Equation (32) follows from (TPRS)λ(z) − z =
(1− λ)z + λTPRS(z)− z = λ(TPRS(z)− z). ⊓⊔
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z TPRS(z)(TPRS)λ(z)
xg xf
−γ∇˜g(xg)
−γ∇˜g(xg) −γ∇˜f(xf )
−γ∇˜f(xf )
2λ(xf − xg)
Fig. 1 A single relaxed PRS iteration, from z to (TPRS)λ(z).
Point Operator identity Subgradient identity
xsg = proxγg(z
s) = zs − γ∇˜g(xsg)
xs
f
= proxγf (reflγg(z
s)) = xsg − γ(∇˜g(x
s
g) + ∇˜f(x
s
f
))
(TPRS)λ(z
s) = (1 − λ)zs + λTPRS(z
s) = zs − 2γλ(∇˜g(xsg) + ∇˜f(x
s
f
))
Table 1 Overview of the main identities used throughout the paper. The letter s denotes a superscript (e.g. s = k or s = ∗).
The vector zs ∈ H is an arbitrary input point. See Lemma 4 for a proof.
4.2 Optimality conditions of relaxed PRS
The following lemma characterizes the zeros of ∂f + ∂g in terms of the fixed points of the PRS operator.
The intuition is the following: If z∗ is a fixed point of TPRS, then the base of the triangle in Figure 1 has
length zero. Thus, x∗ := x∗g = x∗f , and if we travel around the perimeter of the triangle, we will start and
begin at z∗. This shows that −2γ∇˜g(x∗) = 2γ∇˜f(x∗), i.e. x∗ ∈ zer(∂f + ∂g).
Lemma 5 (Optimality conditions of TPRS) The following identity holds:
zer(∂f + ∂g) = {proxγg(z) | z ∈ H, TPRSz = z}. (33)
That is, if z∗ is a fixed point of TPRS, then x∗ = x∗g = x
∗
f is a solution to Problem 1 and
z∗ − x∗ = γ∇˜g(x∗) ∈ γ∂g(x∗). (34)
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Proof See [2, Proposition 25.1] for the proof of Equation (33). Equation (34) follows because x∗ = proxγg(z∗)
if, and only if, z∗ − x∗ ∈ γ∂g(x∗). ⊓⊔
4.3 Fundamental inequalities
We now deduce inequalities on the objective function f + g. In particular, we compute upper and lower
bounds of the quantities f(xkf ) + g(x
k
g) − g(x∗) − f(x∗). Note that xkf and xkg are not necessarily equal, so
this quantity can be negative.
The most important properties of the inequalities we establish below are:
1. The upper fundamental inequality has a telescoping structure in zk and zk+1.
2. They can be bounded in terms of ‖zk+1 − zk‖2.
Properties 1 and 2 will be used to deduce ergodic and nonergodic rates, respectively.
Proposition 4 (Upper fundamental inequality) Let z ∈ H, let z+ := (TPRS)λ(z), and let xf and xg be
defined as in Lemma 4. Then for all x ∈ dom(f) ∩ dom(g)
4γλ(f(xf ) + g(xg)− f(x)− g(x)) ≤ ‖z − x‖2 − ‖z+ − x‖2 +
(
1− 1
λ
)
‖z+ − z‖2. (35)
Proof We use the subgradient inequality and (32) multiple times in the following derivation:
4γλ(f(xf ) + g(xg)− f(x)− g(x)) ≤ 4λγ
(
〈xf − x, ∇˜f(xf )〉+ 〈xg − x, ∇˜g(xg)〉
)
= 4λγ
(
〈xf − xg, ∇˜f(xf )〉+ 〈xg − x, ∇˜f(xf ) + ∇˜g(xg)〉
)
= 2
(
〈z+ − z, γ∇˜f(xf )〉+ 〈x− xg , z+ − z〉
)
= 2〈z+ − z, x+ (z − xg + γ∇˜f(xf ))− z〉
= 2〈z+ − z, x+ γ(∇˜g(xg) + ∇˜f(xf ))− z〉
= 2〈z+ − z, x− 1
2λ
(z+ − z)− z〉
= ‖z − x‖2 − ‖z+ − x‖2 +
(
1− 1
λ
)
‖z+ − z‖2. ⊓⊔
Proposition 5 (Lower fundamental inequality) Let z∗ be a fixed point of TPRS and let x∗ := proxγg(z∗).
Then for all xf ∈ dom(f) and xg ∈ dom(g), the lower bound holds:
f(xf ) + g(xg)− f(x∗)− g(x∗) ≥ 1
γ
〈xg − xf , z∗ − x∗〉. (36)
Proof This proof essentially follows from the subgradient inequality. Indeed, let ∇˜g(x∗) = (z∗ − x∗)/γ ∈
∂g(x∗) and let ∇˜f(x∗) = −∇˜g(x∗) ∈ ∂f(x∗). Then the result follows by adding the following equations:
f(xf )− f(x∗) ≥ 〈xf − x∗, ∇˜f(x∗)〉,
g(xg)− g(x∗) ≥ 〈xg − xf , ∇˜g(x∗)〉+ 〈xf − x∗, ∇˜g(x∗)〉. ⊓⊔
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5 Objective convergence rates
In this section we will prove ergodic and nonergodic convergence rates of relaxed PRS when f and g are
closed, proper, and convex functions that are possibly nonsmooth.
To ease notational memory, we note that the reader may assume that λk = (1/2) for all k ≥ 0. This
simplification implies that Λk = (1/2)(k + 1), and τk = λk(1− λk) = (1/4) for all k ≥ 0.
Throughout this section the point z∗ denotes an arbitrary fixed point of TPRS, and we define a minimizer
of f + g by the formula (Lemma 5):
x∗ = proxγg(z
∗).
The constant (1/γ)‖z∗ − x∗‖ appears in the bounds of this section. This term is independent of γ: For any
fixed point z∗ of TPRS, the point x∗ = proxγg(z∗) is a minimizer and z∗−proxγg(z∗) = γ∇˜g(x∗) ∈ γ∂g(x∗).
Conversely, if x∗ ∈ zer(∂f + ∂g) and ∇˜g(x∗) ∈ (−∂f(x∗)) ∩ ∂g(x∗), then z∗ = x∗ + γ∇˜g(x∗) is a fixed
point. Note that in all of our bounds, we can always replace (1/γ)‖z∗ − x∗‖ = ‖∇˜g(x∗)‖ by the infimum
infz∗∈Fix(TPRS)(1/γ)‖z∗ − x∗‖ (although the infimum might not be attained).
5.1 Ergodic convergence rates
In this section, we analyze the ergodic convergence of relaxed PRS. The proof follows the telescoping property
of the upper and lower fundamental inequalities and an application of Jensen’s inequality.
Theorem 6 (Ergodic convergence of relaxed PRS) For all k ≥ 0, let λk ∈ (0, 1]. Then we have the
following convergence rate
−2‖z
0 − z∗‖‖z∗ − x∗‖
γΛk
≤ f(xkf ) + g(xkg)− f(x∗)− g(x∗) ≤
1
4γΛk
‖z0 − x∗‖2.
In addition, the following feasibility bound holds:
‖xkg − xkf‖ ≤
2‖z0 − z∗‖
Λk
. (37)
Proof Equation (37) follows directly from Theorem 5 because (zj)j≥0 is Feje´r monotone with respect to
Fix(T ) and for all k ≥ 0, we have zk+1 − zk = λk(xkf − xkg).
Recall the upper fundamental inequality from Proposition 4 :
4γλk(f(x
k
f ) + g(x
k
g)− f(x∗)− g(x∗)) ≤ ‖zk − x∗‖2 − ‖zk+1 − x∗‖2 +
(
1− 1
λk
)
‖zk+1 − zk‖2. (38)
Because λk ≤ 1, it follows that (1− (1/λk)) ≤ 0. Thus, we sum Equation (38) from i = 0 to k, divide by Λk,
and apply Jensen’s inequality to get
1
4γΛk
(‖z0 − x∗‖2 − ‖zk+1 − x∗‖2) ≥ 1
Λk
k∑
i=0
λi(f(x
i
f ) + g(x
i
g)− f(x∗)− g(x∗))
≥ f(xkf ) + g(xkg)− f(x∗)− g(x∗).
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The lower bound is a consequence of the fundamental lower inequality and Equation (37)
f(xkf ) + g(x
k
g)− f(x∗)− g(x∗)
(36)
≥ 1
γ
〈xkg − xkf , z∗ − x∗〉
(37)
≥ −2‖z
0 − z∗‖‖z∗ − x∗‖
γΛk
. ⊓⊔ (39)
In general, xkf /∈ dom(g) and xkg /∈ dom(f), so we cannot evaluate g at xkf or f at xkg . However, the
conclusion of Theorem 6 can be improved if f or g is Lipschitz continuous. The following proposition gives
a sufficient condition for Lipschitz continuity on a ball:
Proposition 6 (Lipschitz continuity on a ball) Suppose that f : H → (−∞,∞] is proper and convex.
Let ρ > 0 and let x0 ∈ H. If δ = supx,y∈B(x0,2ρ) |f(x)− f(y)| <∞, then f is (δ/ρ)-Lipschitz on B(x0, ρ).
Proof See [2, Proposition 8.28]. ⊓⊔
To use this fact, we need to show that the sequences (xjf )j≥0, and (x
j
g)j≥0 are bounded. Recall that xsg =
proxγg(z
s) and xsf = proxγf(reflγg(z
s)), for s ∈ {∗, k}. Proximal and reflection maps are nonexpansive, so
we have the following simple bound:
max{‖xkf − x∗‖, ‖xkg − x∗‖} ≤ ‖zk − z∗‖ ≤ ‖z0 − z∗‖.
Thus, (xjf )j≥0, (x
j
g)j≥0 ⊆ B(x∗, ‖z0 − z∗‖). By the convexity of the closed ball, we also have (xjf )j≥0, (xjg)j≥0 ⊆
B(x∗, ‖z0 − z∗‖).
Corollary 4 (Ergodic convergence with single Lipschitz function) Let the notation be as in The-
orem 6. Suppose that f (respectively g) is L-Lipschitz continuous on B(x∗, ‖z0 − z∗‖), and let xk = xkg
(respectively xk = xkf ). Then the following convergence rate holds
0 ≤ f(xk) + g(xk)− f(x∗)− g(x∗) ≤ 1
4γΛk
‖z0 − x∗‖2 + 2L‖z
0 − z∗‖
Λk
.
Proof From Equation (37), we have ‖xkg−xkf‖ ≤ (2/Λk)‖z0−z∗‖. In addition, (xjf )j≥0, (xjg)j≥0 ⊆ B(x∗, ‖z0 − z∗‖).
Thus, it follows that
0 ≤ f(xk) + g(xk)− f(x∗)− g(x∗) ≤ f(xkf ) + g(xkg)− f(x∗)− g(x∗) + L‖xkf − xkg‖
(37)
≤ f(xkf ) + g(xkg)− f(x∗)− g(x∗) +
2L‖z0 − z∗‖
Λk
.
The upper bound follows from this equation and Theorem 6. ⊓⊔
5.2 Nonergodic convergence rates
In this section, we prove the nonergodic convergence rate of the Algorithm 1 whenever τ := infj≥0 τj > 0.
The proof uses Theorem 1 to bound the fundamental inequalities in Propositions 4 and 5.
Theorem 7 (Nonergodic convergence of relaxed PRS) For all k ≥ 0, let λk ∈ (0, 1). Suppose that
τ := infj≥0 λk(1− λk) > 0. Then we have the convergence rates:
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1. In general, we have the bounds:
−‖z
0 − z∗‖‖z∗ − x∗‖
2γ
√
τ (k + 1)
≤ f(xkf ) + g(xkg)− f(x∗)− g(x∗) ≤
(‖z0 − z∗‖+ ‖z∗ − x∗‖)‖z0 − z∗‖
2γ
√
τ(k + 1)
and |f(xkf ) + g(xkg)− f(x∗)− g(x∗)| = o
(
1/
√
k + 1
)
.
2. If H = R and λk ≡ 1/2, then for all k ≥ 0,
‖z0 − z∗‖‖z∗ − x∗‖√
2γ(k + 1)
≤ f(xk+1f ) + g(xk+1g )− f(x∗)− g(x∗) ≤
(‖z0 − z∗‖+ ‖z∗ − x∗‖)‖z0 − z∗‖√
2γ(k + 1)
and |f(xk+1f ) + g(xk+1g )− f(x∗)− g(x∗)| = o (1/(k + 1)) .
Proof We prove Part 1 first. For all λ ∈ [0, 1], let zλ = (TPRS)λ(zk). Evaluate the upper inequality in
Equation (35) at x = x∗ to get
4γλ(f(xkf ) + g(x
k
g)− f(x∗)− g(x∗)) ≤ ‖zk − x∗‖2 − ‖zλ − x∗‖2 +
(
1− 1
λ
)
‖zλ − zk‖2.
Recall the following identity:
‖zk − x∗‖2 − ‖zλ − x∗‖2 − ‖zλ − zk‖2 = 2〈zλ − x∗, zk − zλ〉.
By the triangle inequality, because ‖zλ − z∗‖ ≤ ‖zk − z∗‖, and because (‖zj − z∗‖)j≥0 is monotonically
nonincreasing (Corollary 2), it follows that
‖zλ − x∗‖ ≤ ‖zλ − z∗‖+ ‖z∗ − x∗‖ ≤ ‖z0 − z∗‖+ ‖z∗ − x∗‖. (40)
Thus, we have the bound:
f(xkf ) + g(x
k
g)− f(x∗)− g(x∗) ≤ inf
λ∈[0,1]
1
4γλ
(
2〈zλ − x∗, zk − zλ〉+ 2
(
1− 1
2λ
)
‖zλ − zk‖2
)
≤ 1
γ
‖z1/2 − x∗‖‖zk − z1/2‖
(40)
≤ 1
γ
(‖z0 − z∗‖+ ‖z∗ − x∗‖) ‖zk − z1/2‖ (41)
(25)
≤ (‖z
0 − z∗‖+ ‖z∗ − x∗‖)‖z0 − z∗‖
2γ
√
τ (k + 1)
.
The lower bound follows from the identity xkg − xkf = (1/2λk)(zk − zk+1) and the fundamental lower
inequality in Equation (36):
f(xkf ) + g(x
k
g)− f(x∗)− g(x∗) ≥
1
2γλk
〈zk − zk+1, z∗ − x∗〉 ≥ −‖z
k+1 − zk‖‖z∗ − x∗‖
2γλk
(42)
(25)
≥ −‖z
0 − z∗‖‖z∗ − x∗‖
2γ
√
τ (k + 1)
.
Finally, the o(1/
√
k + 1) convergence rate follows from Equations (41) and (42) combined with Corollary 2
because each upper bound is of the form (bounded quantity)×√FPR, and √FPR has rate o(1/√k + 1).
Part 2 follows by the same analysis but uses Theorem 3 to estimate the FPR convergence rate. ⊓⊔
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Whenever f or g is Lipschitz, we can compute the convergence rate of f + g evaluated at the same
point. The following theorem is analogous to Corollary 4 in the ergodic case. The proof essentially follows
by combining the nonergodic convergence rate in Theorem 7 with the convergence rate of ‖xkf − xkg‖ =
(1/λk)‖zk+1 − zk‖ deduced in Corollary 2.
Corollary 5 (Nonergodic convergence with Lipschitz assumption) Let the notation be as in The-
orem 7. Suppose that f (respectively g) is L-Lipschitz continuous on B(x∗, ‖z0 − z∗‖), and let xk = xkg
(respectively xk = xkf ). Then we have the convergence rates of the nonnegative term:
1. In general, we have the bounds:
0 ≤ f(xk) + g(xk)− f(x∗)− g(x∗) ≤
(‖z0 − z∗‖+ ‖z∗ − x∗‖+ γL) ‖z0 − z∗‖
2γ
√
τ(k + 1)
and f(xk) + g(xk)− f(x∗)− g(x∗) = o (1/√k + 1) .
2. If H = R and λk ≡ 1/2, then for all k ≥ 0,
0 ≤ f(xk+1) + g(xk+1)− f(x∗)− g(x∗) ≤
(‖z0 − z∗‖+ ‖z∗ − x∗‖+ γL) ‖z0 − z∗‖√
2γ(k + 1)
and f(xk+1) + g(xk+1)− f(x∗)− g(x∗) = o (1/(k + 1)) .
Proof We prove Part 1 first. First recall that ‖xkg−xkf‖ = (1/(2λk))‖zk+1−zk‖. In addition, (xjf )j≥0, (xjg)j≥0 ⊆
B(x∗, ‖z0 − z∗‖) (See Section (5.1)). Thus, it follows that
f(xk) + g(xk)− f(x∗)− g(x∗) ≤ f(xkf ) + g(xkg)− f(x∗)− g(x∗) + L‖xkf − xkg‖
= f(xkf ) + g(x
k
g)− f(x∗)− g(x∗) +
L‖zk+1 − zk‖
2λk
(43)
(25)
≤ f(xkf ) + g(xkg)− f(x∗)− g(x∗) +
γL‖z0 − z∗‖
2γ
√
τ (k + 1)
. (44)
Therefore, the upper bound follows from Theorem 7 and Equation (44). In addition, the o(1/
√
k + 1) bound
follows from Theorem 7 combined with Equation (43) and Corollary 2 because each upper bound is of the
form (bounded quantity)×√FPR, and √FPR has rate o(1/√k + 1).
Part 2 follows by the same analysis, but uses Theorem 3 to estimate the FPR convergence rate. ⊓⊔
6 Optimal FPR rate and arbitrarily slow convergence
In this section, we provide two examples where the DRS algorithm converges slowly. Both examples are a
special cases of the following example, which originally appeared in [1, Section 7].
Example 1 (DRS applied to two subspaces) Let H = ℓ22(N) = {(zj)j≥0 | ∀j ∈ N, zj ∈ R2,
∑∞
i=0 ‖zj‖2 <∞}.
Let Rθ denote counterclockwise rotation in R
2 by θ degrees. Let e0 := (1, 0) denote the standard unit vector,
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and let eθ := Rθe0. Suppose that (θj)j≥0 is a sequence of angles in (0, π/2] such that θi → 0 as i→∞. We
define two subspaces:
U :=
∞⊕
i=0
Re0 and V :=
∞⊕
i=0
Reθi , (45)
where Re0 = {αe0 : α ∈ R} and Reθi = {αeθi : α ∈ R}. See Figure 2 for an illustration.
Note that [1, Section 7] shows the projection identities
(PV )i =
[
cos2(θi) sin(θi) cos(θi)
sin(θi) cos(θi) sin
2(θi)
]
and (PU )i =
[
1 0
0 0
]
,
the DRS operator identity
T := (TPRS)1/2 = c0Rθ0 ⊕ c1Rθ1 ⊕ · · · , (46)
and that (zj)j≥0 converges in norm to z∗ = 0 for any initial point z0. ⊓⊔
θ1
⊕ θ2 ⊕ · · ·
Fig. 2 Illustration of Example 1. Each pair of lines represents a 2-dimensional component of U∪V . The angles θk are converging
to 0.
6.1 Optimal FPR rates
The following theorem shows that the FPR estimates derived in Corollary 2 are essentially optimal. We note
that this is the first optimality result for the FPR of the DRS iteration in the case of variational problems.
Theorem 8 (Lower FPR complexity of DRS) There exists a Hilbert space H and two closed subspaces
U and V with zero intersection, U ∩ V = {0}, such that for every α > 1/2, there exists z0 ∈ H such that if
(zj)j≥0 is generated by T = (TPRS)1/2 applied to f = ιV and g = ιU , then for all k ≥ 1, we have the bound:
‖Tzk − zk‖2 ≥ 1
(k + 1)2α
.
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Proof We assume the setting of Example 1. For all i ≥ 0 set ci = (i/(i+ 1))1/2, and let w0 = (w0j )j≥0 ∈ H,
where each w0i ∈ R2 satisfies ‖w0i ‖ =
√
2αe(i+ 1)−(1+2α)/2. Then for all k ≥ 1,
‖T kw0‖2 =
∞∑
i=0
c2ki ‖w0i ‖2 ≥
∞∑
i=k
(
i
i+ 1
)k
2αe
(i+ 1)1+2α
≥ 1
(k + 1)2α
where we have used the bound (i/(i+1))k ≥ e−1 for i ≥ k and the lower integral approximation of the sum.
Now we will show that w0 is in the range of I −T . Indeed, for all i ≥ 1 each block of I −T is of the form
IR2 − cos(θi)Rθi =
[
sin2(θi) sin(θi) cos(θi)
− sin(θi) cos(θi) sin2(θi)
]
=
[
1
i+1
√
i
i+1
−
√
i
i+1
1
i+1
]
. (47)
Therefore, the point z0 = (
√
2αe((1/(j + 1)α, 0))j≥0 ∈ H has image
w0 = (I − T )z0 =
(√
2αe
(
1
(j + 1)α+1
,
−√j
(j + 1)α+1
))
j≥0
.
In addition, for all i ≥ 1, we have ‖w0i ‖ =
√
2αe(i + 1)−(1+2α)/2, and the inequality follows. ⊓⊔
Remark 1 The proof of Theorem 8 crucially relies on the strictness of inequality, α > 1/2: if α = 1/2, then
‖z0‖ =∞.
6.1.1 Notes on Theorem 8
With this new optimality result in hand, we can make the following list of optimal FPR rates, not to be
confused with optimal rates in objective error, for a few standard splitting schemes:
Proximal point algorithm (PPA): For the general class of monotone operators, the counterexample
furnished in [10, Remarque 4] shows that there exists a maximal monotone operator A such that when
iteration (20) is applied to the resolvent JγA, the rate o(1/(k + 1)) is tight. In addition, if A = ∂f for some
closed, proper, and convex function f , then the FPR rate improves to O(1/(k + 1)2) [10, The´ore`me 9]. We
improve this result to o(1/(k + 1)2) in Theorem 3. This result appears to be new and is optimal by [10,
Remarque 6].
Forward backward splitting (FBS): The FBS method reduces to the proximal point algorithm when
the differentiable (or single valued operator) term is trivial. Thus, for the general class of monotone operators,
the o(1/(k+1)) FPR rate is optimal by [10, Remarque 4]. We improve this rate to o(1/(k+1)2) in Theorem 3.
This result appears to be new, and is optimal by [10, Remarque 6].
Douglas-Rachford splitting/ADMM: Theorem 8 shows that the optimal FPR rate is o(1/(k + 1)).
Because the DRS iteration is equivalent to a proximal point iteration applied to a special monotone operator
[22, Section 4], Theorem 8 provides an alternative counterexample to [10, Remarque 4]. In particular, Theo-
rem 8 shows that, in general, there is no closed, proper, and convex function f such that (TPRS)1/2 = proxγf .
In the one dimensional case, we improve the FPR to o(1/(k + 1)2) in Theorem 4.
Miscellaneous methods: By similar arguments we can deduce the tight FPR iteration complexity for
the following methods, each of which at least has rate o(1/(k + 1)) by Theorem 1: Standard Gradient descent
o(1/(k + 1)2): (the rate follows from Theorem 3. Optimality follows from the fact that PPA is equivalent to
gradient descent on Moreau envelope [2, Proposition 12.29] and [10, Remarque 4]); Forward-Douglas Rachford
splitting [11]: o(1/(k + 1)) (choose a trivial cocoercive operator and use Theorem 8); Chambolle and Pock’s
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primal-dual algorithm [13] o(1/(k + 1)): (reduce to DRS (σ = τ = 1) [13, Section 4.2] and apply Theorem 8
using the transformation zk = primalk + dualk [13, Equation (24)] and the lower bound
‖zk+1 − zk‖2 ≤ 2‖primalk+1 − primalk‖2 + 2‖dualk+1 − dualk‖2;
Vu˜/Condat’s primal-dual algorithm [44,19] o(1/(k + 1)): (reduces to Chambolle and Pock’s method [13]).
Note that the rate established in Theorem 1 has broad applicability, and this list is hardly extensive. For
PPA, FBS, and standard gradient descent, the FPR always has rate that is the square of the objective value
convergence rate. We will see that the same is true for DRS in Theorem 11.
6.2 Arbitrarily slow convergence
In [1, Section 7], the DRS setting in Example 1 is shown to converge in norm, but not linearly. We improve
their result by showing that a proper choice of parameters yields arbitrarily slow convergence in norm.
The following technical lemma will help us construct a sequence that convergenes arbitrarily slowly. The
idea of the proof follows directly from the proof of [23, Theorem 4.2], which shows that the alternating
projection algorithm can converge arbitrarily slowly.
Lemma 6 Suppose that h : R+ → (0, 1) is a function that is strictly decreasing to zero such that {1/(j+1) |
j ∈ N\{0}} ⊆ range(h). Then there exists a monotonic sequence (cj)j≥0 ⊆ (0, 1) such that ck → 1− as
k →∞ and an increasing sequence of integers (nj)j≥0 ⊆ N ∪ {0} such that for all k ≥ 0,
ck+1nk
nk + 1
> h(k + 1)e−1. (48)
Proof Let h2 be the inverse of the strictly increasing function (1/h)− 1, let [x] denote the integer part of x,
and for all k ≥ 0, let
ck =
h2(k + 1)
1 + h2(k + 1)
. (49)
Note that because {1/(j + 1) | j ∈ N\{0}} ⊆ range(h), ck is well defined. Indeed, k + 1 ∈ dom(h2) ∩N if,
and only if, there is a y ∈ R+ such that (1/h(y))− 1 = k + 1⇐⇒ h(y) = 1/(k + 2). It follows that (cj)j≥0
is monotonic and ck → 1−.
Now, for all x ≥ 0, we have h−12 (x) = 1/h(x) − 1 ≤ [1/h(x)], thus, x ≤ h2([1/h(x)]). To complete the
proof, choose nk ≥ 0 such that nk + 1 = [1/h(k + 1)] and note that
ck+1nk
nk + 1
≥ h(k + 1)
(
k + 1
1 + (k + 1)
)k+1
≥ h(k + 1)e−1. ⊓⊔
Theorem 9 (Arbitrarily slow convergence of DRS) There is a point z0 ∈ ℓ22(N), such that for every
function h : R+ → (0, 1) that strictly decreases to zero, there exists two closed subspaces U and V with zero
intersection, U ∩ V = {0}, such that the relaxed PRS sequence (zj)j≥0 generated with the functions f = ιV
and g = ιU and relaxation parameters λk ≡ 1/2 satisfies the bound
‖zk − z∗‖ ≥ e−1h(k)
but (‖zj − z∗‖)j≥0 converges to 0.
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Proof We assume the setting of Example 1. Suppose that z0 = (z0j )j≥0, where for all k ≥ 0, z0k ∈ R2, and
‖z0k‖ = 1/(k + 1). Then it follows that ‖z0‖2H =
∑∞
i=0 1/(k + 1)
2 <∞ and so z0 ∈ H. Thus, for all k, n ≥ 0
‖T k+1z0‖ ≥ ck+1n ‖z0n‖ =
1
n+ 1
ck+1n . (50)
Therefore, we can achieve arbitrarily slow convergence by picking (cj)j≥0, and a subsequence (nj)j≥0 ⊆ N
using Lemma 6. ⊓⊔
7 Optimal objective rates
In this section we construct four examples that show the nonergodic and ergodic convergence rates in
Corollary 5 and Theorem 6 are optimal up to constant factors. In particular, we provide examples of optimal
ergodic convergence in the minimization case and in the feasibility case, where no objective is driving the
minimization.
7.1 Ergodic convergence of feasibility problems
Proposition 7 The ergodic feasibility convergence rate in Equation (37) is optimal up to a factor of two.
Proof Figure 3 shows Algorithm 1 with λk = 1 for all k ≥ 0 (i.e. PRS) applied to the functions f =
ι{(x1,x2)∈R2|x1=0} and g = ι{(x1,x2)∈R2|x2=0} with the initial iterate z
0 = (1, 1) ∈ R2. Because TPRS = −IH,
it is easy to see that the only fixed point of TPRS is z
∗ = (0, 0). In addition, the following identities are
satisfied:
xkg =
{
(1, 0) even k;
(−1, 0) odd k. z
k =
{
(1, 1) even k;
(−1,−1) odd k. x
k
f =
{
(0,−1) even k;
(0, 1) odd k.
Thus, the PRS algorithm oscillates around the solution x∗ = (0, 0). However, note that the averaged iterates
satisfy:
xkg =
{
( 1k+1 , 0) even k;
(0, 0) odd k.
and xkf =
{
(0, −1k+1 ) even k;
(0, 0) odd k.
It follows that ‖xkg − xkf‖ = (1/(k + 1))‖(1,−1)‖ = (1/(k + 1))‖z0 − z∗‖, for all k ≥ 0.
⊓⊔
7.2 Ergodic convergence of minimization problems
In this section, we will construct an example where the ergodic rates of convergence in Section 5.1 are optimal
up to constant factors. In addition, the example we construct only converges in the ergodic sense and diverges
otherwise. Throughout this section, we let γ = 1 and λk ≡ 1, we work in the Hilbert space H = R, and we
consider the following objective functions: for all x ∈ R, let
g(x) = 0, and f(x) = |x|. (51)
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x1
x2
zeven
zodd
xeveng
xeven
f
xoddg
xodd
f
x∗
Fig. 3 Example 7.1 of PRS. zk hops between (1, 1) and (−1,−1) while the ergodic iterates xkg and x
k
f
(dots of decreasing size)
approach x∗.
Recall that for all x ∈ R
proxg(x) = x, and proxf (x) = max (|x| − 1, 0) sign(x). (52)
The following lemma characterizes the minimizer of f + g and the fixed points of TPRS. The proof is
simple so we omit it.
Lemma 7 The minimizer of f + g is unique and equal to 0 ∈ R. Furthermore, 0 is the unique fixed point
of TPRS.
Because of Lemma 7, we will use the notation:
z∗ = 0 and x∗ = 0. (53)
We are ready to prove our main optimality result.
Proposition 8 (Optimality of ergodic convergence rates) Suppose that z0 = 2−ε for some ε ∈ (0, 1).
Then the PRS algorithm applied to f and g with initial point z0 does not converge.
Furthermore, as ε goes to 0, the ergodic objective convergence rate in Theorem 6 is tight, and the ergodic
objective convergence rate in Corollary 4 is tight up to a factor of 5/2. In addition, the feasibility convergence
rate of Theorem 6 is tight up to a factor of 4.
Proof We will now compute the sequences (zj)j≥0, (xjg)j≥0, and (x
j
f )j≥0. We proceed by induction: First
x0g = proxγg(z
0) = z0 and x0f = proxγf
(
2x0g − z0
)
= max
(|z0| − 1, 0) sign(z0) = 1 − ε. Thus, it follows
that z1 = z0 + 2(x0f − x0g) = 2 − ε + 2(1 − ε − (2 − ε)) = z0 = −ε. Similarly, x1g = z1 = −ε. Finally,
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x1f = max (ε− 1, 0) sign(−ε) = 0 and z2 = z1 + 2(x1f − x1g) = z1 + 2(ε) = ε. Thus, by induction we have the
following identities: For all k ≥ 1,
zk = (−1)kε, xkg = (−1)kε, xkf = 0. (54)
Notice that that (zj)j≥0 and (xjg)j≥0 do not converge, but they oscillate around the fixed point of TPRS.
We will now compute the ergodic iterates:
xkg =
1
k + 1
k∑
i=0
xig
(54)
=
{
2−ε
k+1 if k is even;
2−2ε
k+1 otherwise.
and xkf =
1
k + 1
k∑
i=0
xif
(54)
=
1− ε
k + 1
. (55)
Let us use these formulas to compute the objective values:
f(xkf ) + g(x
k
f )− f(0)− g(0)
(55)
=
1− ε
k + 1
and f(xkg) + g(x
k
g)− f(0)− g(0)
(55)
=
{
2−ε
k+1 if k is even;
2−2ε
k+1 otherwise.
(56)
We will now compare the theoretical bounds from Theorem 6 and Corollary 4 with the rates we observed in
Equation (56). Theorem 6 bounds the objective error at xkf by
|z0 − x∗|2
4(k + 1)
=
4− 4ε
4(k + 1)
+
ε2
4(k + 1)
=
1− ε
k + 1
+
ε2
4(k + 1)
. (57)
By taking ε to 0, we see that this bound is tight.
Because f is 1-Lipschitz continuous, Corollary 4 bounds the objective error at xkg with
|z0 − x∗|2
4(k + 1)
+
2|z0 − z∗|
(k + 1)
(57)
=
1− ε
k + 1
+
ε2
4(k + 1)
+ 2
2− ε
k + 1
=
5− 3ε
k + 1
+
ε2
4(k + 1)
. (58)
As we take ε to 0, we see that this bound it tight up to a factor of 5/2.
Finally, consider the feasibility convergence rate:
|xkg − xkf |
(54)
=
{
1
k+1 if k is even;
1−ε
k+1 otherwise.
. (59)
Theorem 6 predicts the following upper bound for Equation (59):
2|z0 − z∗|
k + 1
= 2
2− ε
k + 1
=
4− 2ε
k + 1
. (60)
By taking ε to 0, we see that this bound is tight up to a factor of 4. ⊓⊔
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7.3 Optimal nonergodic objective rates
Our aim in this section is to show that if λk ≡ 1/2, then the non-ergodic convergence rate of o(1/
√
k + 1) in
Corollary 5 is essentially tight. In particular, for every α > 1/2, we provide examples of f and g such that
f is 1-Lipschitz and
f(xkg) + g(x
k
g)− f(x∗)− g(x∗) = Ω
(
1
(k + 1)α
)
.
Throughout this section, we will be working with the proximal operator of a distance functions.
Proposition 9 Let C be a closed, convex subset of H and let dC(x) = miny∈C ‖x − y‖. Then dC(x) is
1-Lipschitz and for all x ∈ H
proxγdC(x) = θPC(x) + (1− θ)x where θ =
{
γ
dC(x)
if γ ≤ dC(x);
1 otherwise.
(61)
Proof Follows directly from the formula for the subgradient of dC [2, Example 16.49]. ⊓⊔
Proposition 9 says that proxγdC (x) reduces to a projection map whenever x is close enough to C.
Proposition 10 constructs a family of examples such that if γ is chosen large enough, then DRS does not
distinguish between indicator functions and distance functions.
Proposition 10 Suppose that V and U are linear subspaces of H and U ∩ V = {0}. If γ ≥ ‖z0‖ and
λk = 1/2 for all k ≥ 0, then Algorithm 1 applied to the either pair of objective functions (f = ιV , g = ιU )
and (f = dV , g = ιU ) produces the same sequence (z
j)j≥0
Proof Let (zj)j≥0 be the sequence generated by the functions (f = ιV , g = ιU ). Observe that x∗ = 0 is a
minimizer of both functions pairs and z∗ = 0 is a fixed point of (TPRS)1/2. In particular, we set ∇˜ιV (x∗) =
PV (reflg(z
∗)) − x∗ = 0. Therefore, we just need to show that proxγdV (reflg(zk)) = PV (reflg(zk)) for all
k ≥ 0. Note that by definition, xkιV = PV (reflg(zk)) and ∇˜ιV (xkιV ) = reflg(zk)− PV (reflg(zk)) ∈ ∂ιV (xkιV ).
In view of Proposition 9, the identity will follow if
γ ≥ dV (reflg(zk)) = ‖reflg(zk)− PV (reflg(zk))‖ = ‖∇˜ιV (xkιV )‖ = ‖∇˜ιV (xkιV )− ∇˜ιV (x∗)‖.
However, this is always the case because
‖∇˜ιV (xkιV )− ∇˜ιV (x∗)‖2 + ‖xkιV − x∗‖2
(16)
≤ ‖reflg(zk)− reflg(z∗)‖2 ≤ ‖zk − z∗‖2 ≤ ‖z0 − z∗‖2 = ‖z0‖2 ≤ γ2.
⊓⊔
Theorem 10 Assume the notation of Theorem 8. Then for all α > 1/2, there exists a point z0 ∈ H such
that if γ ≥ ‖z0‖ and (zj)j≥0 is generated by DRS applied to the functions (f = dV , g = ιU ), then dV (x∗) = 0
and
dV (x
k
g) = Ω
(
1
(k + 1)α
)
. (62)
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Proof Let z0 = ((1/(j + 1)α, 0))j≥0 ∈ H. Now, choose γ2 ≥ ‖z0‖2 =
∑∞
i=0 1/(i+ 1)
2α. Define w0 ∈ H using
Equation (47):
w0 = (I − T )z0 =
(
1
(j + 1)α
(
1
j + 1
,
−√j
j + 1
))
j≥0
.
Then ‖w0i ‖ = 1/(1 + i)(1+2α)/2.
Now we will calculate dV (x
k
g) = ‖PV xkg − xkg‖. First, recall that T k = ck0Rkθ0 ⊕ ck1Rkθ1 ⊕ · · · , where
Rθ =
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
]
.
Thus,
xkg := PU (z
k) =
([
1 0
0 0
]
ckjRkθ
(
1
(j + 1)α
, 0
))
j≥0
=
([
1 0
0 0
]
ckj
1
(j + 1)α
(cos(kθj), sin(kθj))
)
j≥0
=
(
ckj
cos(kθj)
(j + 1)α
(1, 0)
)
j≥0
.
Furthermore, from the identity
(PV )i =
[
cos2(θi) sin(θi) cos(θi)
sin(θj) cos(θi) sin
2(θi)
]
=
[
i
i+1
√
i
i+1√
i
i+1
1
i+1
]
,
we have
PV x
k
g =
(
ckj
cos(kθj)
(j + 1)α
(
j
j + 1
,
√
j
j + 1
))
j≥0
.
Thus, the the difference has the following form:
xkg − PV xkg =
(
ckj
cos(kθj)
(j + 1)α
(
1
j + 1
,
−√j
j + 1
))
j≥0
.
Now we derive the lower bound:
dV (x
k
g)
2 = ‖xkg − PV xkg‖2 =
∞∑
i=0
c2ki
cos2(kθi)
(i+ 1)2α+1
=
∞∑
i=0
c2ki
cos2
(
k cos−1
(√
i
i+1
))
(i+ 1)2α+1
≥ 1
e
∞∑
i=k
cos2
(
k cos−1
(√
i
i+1
))
(i + 1)2α+1
. (63)
The next several lemmas will focus on estimating the order of the sum in Equation (63). After which,
Theorem 10 will follow from Equation (63) and Lemma 10, below. This completes the proof of Theorem 10.
⊓⊔
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Lemma 8 Let h : R+ → R+ be a continuously differentiable function such that h ∈ L1(R+) and
∑∞
i=1 h(i) <
∞. Then for all positive integers k,∣∣∣∣∣
∫ ∞
k
h(y)dy −
∞∑
i=k
h(i)
∣∣∣∣∣ ≤
∞∑
i=k
max
y∈[i,i+1]
|h′(y)| .
Proof We just apply the Mean Value Theorem and combine the integral with the sum∣∣∣∣∣
∫ ∞
k
h(y)dy −
∞∑
i=k
h(i)
∣∣∣∣∣ ≤
∣∣∣∣∣
∞∑
i=k
∫ i+1
i
(h(y)− h(i))dy
∣∣∣∣∣ ≤
∞∑
i=k
∫ i+1
i
|h(y)− h(i)|dy ≤
∞∑
i=k
max
y∈[i,i+1]
|h′(y)|. ⊓⊔
The following Lemma will quantify the deviation of integral from the sum.
Lemma 9 The following approximation bound holds:∣∣∣∣∣∣∣
∞∑
i=k
cos2
(
k cos−1
(√
i
i+1
))
(i + 1)2α+1
−
∫ ∞
k
cos2
(
k cos−1
(√
y
y+1
))
(y + 1)2α+1
dy
∣∣∣∣∣∣∣ = O
(
1
(k + 1)2α+1/2
)
. (64)
Proof We will use Lemma 8 with
h(y) =
cos2
(
k cos−1
(√
y
y+1
))
(y + 1)2α+1
.
to deduce an upper bound on the absolute value. Indeed,
|h′(y)| =
∣∣∣∣∣∣∣
k sin
(
k cos−1
(√
y
y+1
))
cos
(
k cos−1
(√
y
y+1
))
√
y(y + 1)(y + 1)2α+1
−
cos2
(
k cos−1
(√
y
y+1
))
(y + 1)2α+2
∣∣∣∣∣∣∣
= O
(
k
(y + 1)2α+1+3/2
+
1
(y + 1)2α+2
)
.
Therefore, we can bound Equation (64) by the following sum:
∞∑
i=k
max
y∈[i,i+1]
|h′(y)| = O
(
k
(k + 1)2α+3/2
+
1
(k + 1)2α+1
)
= O
(
1
(k + 1)2α+1/2
)
. ⊓⊔
In the following Lemma, we estimate the order of the oscillatory integral approximation to the sum in
Equation (63). The proof follows by a change of variables and an integration by parts.
Lemma 10 The following bound holds:
∞∑
i=k
cos2
(
k cos−1
(√
i
i+1
))
(i + 1)2α+1
dy = Ω
(
1
(k + 1)2α
)
. (65)
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Proof Fix k ≥ 1. We first perform a change of variables u = cos−1(√y/(y + 1)) on the integral approximation
of the sum:
∫ ∞
k
cos2
(
k cos−1
(√
y
y+1
))
(y + 1)2α+1
dy = 2
∫ cos−1(√k/(k+1))
0
cos2(ku) cos(u) sin4α−1(u)du. (66)
We will show that the right hand side of Equation (66) is of order Ω
(
1/(k + 1)2α
)
. Then Equation (65) will
follow by Lemma 9.
Let ρ := cos−1(
√
k/(k + 1)). We have
2
∫ ρ
0
cos2(ku) cos(u) sin4α−1(u)du =
∫ ρ
0
(1 + cos(2ku)) cos(u) sin4α−1(u)du = p1 + p2 + p3
where
p1 =
∫ ρ
0
1 · cos(u) sin4α−1(u)du = 1
4α
sin4α(ρ);
p2 =
1
2k
sin(2kρ) cos(ρ) sin4α−1(ρ);
p3 = − 1
2k
∫ ρ
0
sin(2ku)d(cos(u) sin4α−1(u));
and we have applied integration by parts for
∫ ρ
0 cos(2ku) cos(u) sin
4α−1(u)du = p2 + p3.
Because sin(cos−1(x)) =
√
1− x2, for all η > 0, we get
sinη(ρ) = sinη cos−1
(√
k/(k + 1)
)
=
1
(k + 1)η/2
.
In addition, we have cos(ρ) = cos cos−1
(√
k/(k + 1)
)
=
√
k/(k + 1) and the trivial bounds | sin(2kρ)| ≤ 1
and | sin(2ku)| ≤ 1.
Therefore, the following bounds hold:
p1 =
1
4α(k + 1)2α
and |p2| ≤
√
k/(k + 1)
2k(k + 1)2α−1/2
= O
(
1
(k + 1)2α+1/2
)
.
In addition, for p3, we have d(cos(u) sin
4α−1(u)) = sin4α−2(u)((4α − 1) cos(u) − sin2(u))du. Furthermore,
for u ∈ [0, ρ] and α > 1/2, we have sin4α−2(u) ∈ [0, 1/(k + 1)2α−1] and the following lower bound: (4α −
1) cos(u) − sin2(u) ≥ (4α − 1) cos(ρ) − sin2(ρ) = (4α − 1)√k/(k + 1) − 1/(k + 1) > 0 as long as k ≥ 1.
Therefore, we have sin4α−2(u)((4α− 1) cos(u)− sin2(u)) ≥ 0 for all u ∈ [0, ρ] and, thus,
|p3| ≤ 1
2k
cos(ρ) sin4α−1(ρ) =
√
k/(k + 1)
2k(k + 1)2α−1/2
= O
(
1
(k + 1)2α+1/2
)
.
Therefore, p1 + p2 + p3 ≥ p1 − |p2| − |p3| = Ω
(
(k + 1)−2α
)
. ⊓⊔
We deduce the following theorem from the sum estimation in Lemma 10:
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Theorem 11 (Lower complexity of DRS) There exists closed, proper, and convex functions f, g : H →
(−∞,∞] such that f is 1-Lipschitz and for every α > 1/2, there is a point z0 ∈ H and γ ∈ R++ such that
if (zj)j≥0 is generated by Algorithm 1 with λk = 1/2 for all k ≥ 0, then
f(xkg) + g(x
k
g)− f(x∗)− g(x∗) = Ω
(
1
(k + 1)α
)
.
Proof Assume the setting of Theorem 10. Then f = dV and g = ιU , and by Lemma 10, we have
f(xkg) + g(x
k
g)− f(x∗)− g(x∗) = dV (xkg) = Ω
(
1
(k + 1)α
)
. ⊓⊔
Theorem 11 shows that the DRS algorithm is nearly as slow as the subgradient method. We use the word
nearly because the subgradient method has complexity O(1/
√
k + 1), while DRS has complexity o(1/
√
k + 1).
To the best of our knowledge, this is the first lower complexity result for DRS algorithm. Note that Theo-
rem 11 implies the same lower complexity for the Forward Douglas Rachford splitting algorithm [11].
7.4 Optimal objective and FPR rates with Lipschitz derivative
The following examples show that the objective and FPR rates derived in Theorem 3 are essentially optimal.
The setup of the following counterexample already appeared in [10, Remarque 6] but the objective function
lower bounds were not shown.
Theorem 12 (Lower complexity of PPA) There exists a Hilbert space H, and a closed, proper, and
convex function f such that for all α > 1/2, there exists z0 ∈ H such that if (zj)j≥0 is generated by PPA
(Equation (8)), then
‖proxγf (zk)− zk‖2 ≥
γ2
(1 + 2α)e2γ(k + γ)1+2α
and f(zk+1)− f(x∗) ≥ 1
4αe2γ(k + 1 + γ)2α
.
Proof Let H = ℓ2(R), and define a linear map A : H → H:
A (z1, z2, · · · , zn, · · · ) =
(
z1,
z2
2
, · · · , zn
n
, · · ·
)
.
For all z ∈ H, define f(x) = (1/2)〈Az, z〉. Thus, we have the proximal identity for f and
proxγf (z) = (I + γA)
−1(z) =
(
j
j + γ
zj
)
j≥1
and (I − proxγf)(z) =
(
γ
j + γ
zj
)
j≥1
.
Now let z0 = (1/(j + γ)α)j≥1 ∈ H, and set T = proxγf . Then we get the following FPR lower bound:
‖zk+1 − zk‖2 = ‖T k(T − I)z0‖2 =
∞∑
i=1
(
i
i+ γ
)2k
γ2
(i+ γ)2+2α
≥
∞∑
i=k
(
i
i+ γ
)2k
γ2
(i + γ)2+2α
≥ γ
2
(1 + 2α)e2γ(k + γ)1+2α
.
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Furthermore, the objective lower bound holds
f(zk+1)− f(x∗) = 1
2
〈Azk+1, zk+1〉 = 1
2
∞∑
i=1
1
i
(
i
i+ γ
)2(k+1)
1
(i+ γ)2α
≥ 1
2
∞∑
i=k+1
(
i
i+ γ
)2(k+1)
1
(i+ γ)1+2α
≥ 1
4αe2γ(k + 1 + γ)2α
. ⊓⊔
8 From relaxed PRS to relaxed ADMM
It is well known that ADMM is equivalent to DRS applied to the Lagrange dual of Problem (2) [24]. Thus,
if we let df (w) := f
∗(A∗w) and dg(w) := g∗(B∗w) − 〈w, b〉, then relaxed ADMM is equivalent to relaxed
PRS applied to the following problem:
minimize
w∈G
df (w) + dg(w). (67)
We make two assumptions regarding df and dg:
Assumption 4 (Solution existence) Functions f, g : H → (−∞,∞] satisfy
zer(∂df + ∂dg) 6= ∅. (68)
This is a restatement of Assumption 4, which we in our analysis of the primal case.
Assumption 5 The following differentiation rule holds:
∂df (x) = A
∗ ◦ (∂f∗) ◦A and ∂dg(x) = B∗ ◦ (∂g∗) ◦B − b.
See [2, Theorem 16.37] for conditions that imply this identity, of which the weakest are 0 ∈ sri(range(A∗)−
dom(f∗)) and 0 ∈ sri(range(B∗) − dom(g∗)), where sri is the strong relative interior of a convex set. This
assumption may seem strong, but it is standard in the analysis of ADMM because it implies the dual proximal
operator identities in (70).
Given an initial vector z0 ∈ G, Lemma 4 shows that at each iteration relaxed PRS performs the following
computations: 
wkdg = proxγdg(z
k);
wkdf = proxγdf (2w
k
dg
− zk);
zk+1 = zk + 2λk(w
k
df
− wkdg ).
(69)
In order to apply the relaxed PRS algorithm, we need to compute the proximal operators of the dual functions
df and dg.
Lemma 11 (Proximity operators on the dual) Let w, v ∈ G. Then the update formulas w+ = proxγdf (w)
and v+ = proxγdg(v) are equivalent to the following computations{
x+ = argminx∈H1 f(x)− 〈w,Ax〉 + γ2‖Ax‖2;
w+ = w − γAx+. and
{
y+ = argminy∈H2 g(y)− 〈v,By − b〉+ γ2‖By − b‖2;
v+ = v − γ(By+ − b).
(70)
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respectively. In addition, the subgradient inclusions hold: A∗w+ ∈ ∂f(x+) and B∗v+ ∈ ∂g(y+). Finally, w+
and v+ are independent of the choice of x+ and y+, respectively, even if they are not unique solutions to the
minimization subproblems.
We can use Lemma 11 to derive the relaxed form of ADMM in Algorithm 2. Note that this form of
ADMM eliminates the “hidden variable” sequence (zj)j≥0 in Equation (69). This following derivation is not
new, but is included for the sake of completeness. See [24] for the original derivation.
Proposition 11 (Relaxed ADMM) Let z0 ∈ G, and let (zj)j≥0 be generated by the relaxed PRS algorithm
applied to the dual formulation in Equation (67). Choose initial points w−1dg = z
0, x−1 = 0 and y−1 = 0 and
initial relaxation λ−1 = 1/2. Then we have the following identities starting from k = −1:
yk+1 = argmin
y∈H2
g(y)− 〈wkdg , Axk +By − b〉+
γ
2
‖Axk +By − b+ (2λk − 1)(Axk +Byk − b)‖2
wk+1dg = w
k
dg − γ(Axk +Byk+1 − b)− γ(2λk − 1)(Axk +Byk − b)
xk+1 = argmin
x∈H1
f(x)− 〈wk+1dg , Ax +Byk+1 − b〉+
γ
2
‖Ax+Byk+1 − b‖2
wk+1df = w
k+1
dg
− γ(Axk+1 +Byk+1 − b)
Proof See Appendix A. ⊓⊔
Remark 2 Proposition 11 proves that wk+1df = w
k+1
dg
− γ(Axk+1 +Byk+1 − b). Recall that by Equation (69),
zk+1 − zk = 2λk(wkdf − wkdg). Therefore, it follows that
zk+1 − zk = −2γλk(Axk +Byk − b). (71)
8.1 Dual feasibility convergence rates
We can apply the results of Section 5 to deduce convergence rates for the dual objective functions. Instead
of restating those theorems, we just list the following bounds on the feasibility of the primal iterates.
Theorem 13 Suppose that (zj)j≥0 is generated by Algorithm 2, and let (λj)j≥0 ⊆ (0, 1]. Then the following
convergence rates hold:
1. Ergodic convergence: The feasibility convergence rate holds:
‖Axk +Byk − b‖2 = 4‖z
0 − z∗‖2
γΛ2k
. (72)
2. Nonergodic convergence: Suppose that τ = infj≥0 λj(1− λj) > 0. Then
‖Axk +Byk − b‖2 ≤ ‖z
0 − z∗‖2
4γ2τ (k + 1)
and ‖Axk +Byk − b‖2 = o
(
1
k + 1
)
. (73)
Proof Parts 1 and 2 are straightforward applications of Corollary 2. and the FPR identity:
zk − zk+1 (71)= 2γλk(Axk +Byk − b). ⊓⊔
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8.2 Converting dual inequalities to primal inequalities
The ADMM algorithm generates 5 sequences of iterates:
(zj)j≥0, (w
j
df
)j≥0, and (w
j
dg
)j≥0 ⊆ G and (xj)j≥0 ∈ H1, (yj)j≥0 ∈ H2.
The dual variables do not necessarily have a meaningful interpretation, so it is desirable to derive convergence
rates involving the primal variables. In this section we will apply the Fenchel-Young inequality [2, Proposition
16.9] to convert the dual objective into a primal expression.
The following two propositions prove two fundamental inequalities that bound the primal objective.
Proposition 12 (ADMM primal upper fundamental inequality) Let z∗ be a fixed point of TPRS and
let w∗ = proxγdg(z
∗). Then for all k ≥ 0, we have the bound:
4γλk(f(x
k) + g(yk)− f(x∗)− g(y∗))
≤ ‖zk − (z∗ − w∗)‖2 − ‖zk+1 − (z∗ − w∗)‖2 +
(
1− 1
λk
)
‖zk − zk+1‖2. (74)
Proof See Appendix A. ⊓⊔
Remark 3 Note that Equation (74) is nearly identical to the upper inequality in Proposition 4, except that
z∗ − w∗ appears in the former where x∗ appears in the latter.
Proposition 13 (ADMM primal lower fundamental inequality) Let z∗ be a fixed point of TPRS and
let w∗ = proxγdg(z
∗). Then for all x ∈ H1 and y ∈ H2 we have the bound:
f(x) + g(y)− f(x∗)− g(y∗) ≥ 〈Ax+By − b, w∗〉. (75)
Proof The lower bound follows from the subgradient inequalities:
f(x)− f(x∗) ≥ 〈x− x∗, A∗w∗〉 and g(y)− g(y∗) ≥ 〈y − y∗, B∗w∗〉.
We add these inequalities together and use the identity Ax∗ +By∗ = b to get Equation (75). ⊓⊔
Remark 4 We use Inequality (75) in two special cases:
f(xk) + g(yk)− f(x∗)− g(y∗) ≥ 1
γ
〈wkdg − wkdf , w∗〉 (76)
f(xk) + g(yk)− f(x∗)− g(y∗) ≥ 1
γ
〈wkdg − wkdf , w∗〉. (77)
These bounds are nearly identical to the fundamental lower inequality in Proposition 5, except that w∗
appears in the former where z∗ − x∗ appeared in the latter.
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8.3 Converting dual convergence rates to primal convergence rates
In this section, we use the inequalities deduced in Section 8.2 to derive convergence rates for the primal
objective values. The structure of the of the proofs of the following theorems are exactly the same as in the
primal convergence case in Section 5, except that we use the upper and lower inequalities derived in the
Section 8.2 instead of the fundamental upper and lower inequalities in Propositions 4 and 5. This amounts
to replacing the term z∗−x∗ and x∗ by w∗ and z∗−w∗, respectively, in all of the inequalities from Section 5.
Thus, we omit the proofs.
Theorem 14 (Ergodic primal convergence of ADMM) Define the ergodic primal iterates by the for-
mulas: xk = (1/Λk)
∑k
i=0 λix
i and yk = (1/Λk)
∑k
i=0 λiy
i. Then
−2‖w
∗‖‖z0 − z∗‖
γΛk
≤ f(xk) + g(yk)− f(x∗)− g(y∗) ≤ ‖z
0 − (z∗ − w∗)‖2
4γΛk
. (78)
The ergodic rate presented here is stronger and easier to interpret than the one in [30] for the ADMM
algorithm (λk ≡ 1/2). Indeed, the rate presented in [30, Theorem 4.1] shows the following bound: for all
k ≥ 1 and for any bounded set D ⊆ dom(f)×dom(g)×G, we have the following variational inequality bound
sup
(x,y,w)∈D
(
f(xk−1) + g(yk)− f(x) − g(y) + 〈wkdg , Ax+By − b〉 − 〈Axk−1 +Byk − b, w〉
)
≤
sup(x,y,w)∈D ‖(x, y, w)− (x0, y0, w0dg )‖2
2(k + 1)
.
If (x∗, y∗, w∗) ∈ D, then the supremum is positive and bounds the deviation of the primal objective from
the lower fundamental inequality.
Theorem 15 (Nonergodic primal convergence of ADMM) For all k ≥ 0, let τk = λk(1 − λk). In
addition, suppose that τ = infj≥0 τj > 0. Then
1. In general, we have the bounds:
−‖z0 − z∗‖‖w∗‖
2
√
τ(k + 1)
≤ f(xk) + g(yk)− f(x∗)− g(y∗) ≤ ‖z
0 − z∗‖(‖z0 − z∗‖+ ‖w∗‖)
2γ
√
τ (k + 1)
(79)
and |f(xk) + g(yk)− f(x∗)− g(y∗)| = o(1/√k + 1).
2. If G = R and λk ≡ 1/2, then for all k ≥ 0,
−‖z0 − z∗‖‖w∗‖√
2(k + 1)
≤ f(xk+1) + g(yk+1)− f(x∗)− g(x∗) ≤ ‖z
0 − z∗‖(‖z0 − z∗‖+ ‖w∗‖)√
2γ(k + 1)
and |f(xk+1) + g(xk+1)− f(x∗)− g(x∗)| = o(1/(k + 1)).
The rates presented in Theorem 15 are new and, to the best of our knowledge, they are the first nonergodic
convergence rate results for ADMM primal objective error.
9 Examples
In this section, we apply relaxed PRS and relaxed ADMM to concrete problems and explicitly bound the
associated objectives and FPR terms with the convergence rates we derived in the previous sections.
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9.1 Feasibility problems
Suppose that Cf and Cg are closed convex subsets of H, with nonempty intersection. The goal of the
feasibility problem is the find a point in the intersection of Cf and Cg. In this section, we present one way to
model this problem using convex optimization and apply the relaxed PRS algorithm to reach the minimum.
In general, we cannot expect linear convergence of relaxed PRS algorithm for the feasibility problem. We
showed this in Theorem 9 by constructing an example for which the DRS iteration converges in norm but
does so arbitrarily slow. A similar result holds for the alternating projection (AP) algorithm [3]. Thus, in
this section we focus on the convergence rate of the FPR.
Let ιCf and ιCg be the indicator functions of Cf and Cg. Then x ∈ Cf∩Cg , if, and only if, ιCf (x)+ιCg (x) =
0, and the sum is infinite otherwise. Thus, a point is in the intersection of Cf and Cg if, and only if, it is the
minimizer of the following problem:
minimize
x∈H
ιCf (x) + ιCg (x). (80)
The relaxed PRS algorithm applied to this problem, with f = ιCf and g = ιCg , has the following form:
Given z0 ∈ H, for all k ≥ 0, let

xkg = PCg (z
k);
xkf = PCf (2x
k
g − zk);
zk+1 = zk + 2λk(x
k
f − xkg).
(81)
Because f = ιCf and g = ιCg only take on the values 0 and ∞, the objective value convergence rates
derived earlier do not provide meaningful information, other than xkf ∈ Cf and xkg ∈ Cg. However, from the
FPR identity xkf − xkg = 1/(2λk)(zk+1 − zk), we find that after k iterations, Corollary 2 produces the bound
max{d2Cg(xkf ), d2Cf (xkg)} ≤ ‖xkf − xkg‖2 = o
(
1
k + 1
)
(82)
whenever (λj)j≥0 is bounded away from 0 and 1. Theorem 8 showed that this rate is optimal. Furthermore,
if we average the iterates over all k, Theorem 6 gives the improved bound
max{d2Cg(xkf ), d2Cf (xkg)} ≤ ‖xkf − xkg‖2 = O
(
1
Λ2k
)
, (83)
which is optimal by Proposition 7. Note that the averaged iterates satisfy xkf = (1/Λk)
∑k
i=0 λix
i
f ∈ Cf and
xkg = (1/Λk)
∑k
i=0 λix
i
g ∈ Cg, because Cf and Cg are convex. Thus, we can state the following proposition:
Proposition 14 After k iterations the relaxed PRS algorithm produces a point in each set with distance of
order O(1/Λk) from each other.
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9.2 Parallelized model fitting and classification
The following general scenario appears in [8, Chapter 8]. Consider the following general convex model fitting
problem: Let M : Rn → Rm be a feature matrix, let b ∈ Rm be the output vector, let l : Rm → (−∞,∞]
be a loss function and let r : Rn → (−∞,∞] be a regularization function. The model fitting problem is
formulated as the following minimization:
minimize
x∈Rn
l(Mx− b) + r(x). (84)
The function l is used to enforce the constraint Mx = b + ν up to some noise ν in the measurement, while
r enforces the regularity of x by incorporating prior knowledge of the form of the solution. The function r
can also be used to enforce the uniqueness of the solution of Mx = b in ill-posed problems.
We can solve Equation (84) by a direct application of relaxed PRS and obtain O(1/Λk) ergodic conver-
gence and o
(
1/
√
k + 1
)
nonergodic convergence rates. Note that these rates do not require differentiability
of f or g. In contrast, the FBS algorithm requires differentiability of one of the objective functions and a
knowledge of the Lipschitz constant of its gradient. The advantage of FBS is the o(1/(k + 1)) convergence
rate shown in Theorem 3. However, we do not necessarily assume that l is differentiable, so we may need
to compute proxγl(M(·)−b), which can be significantly more difficult than computing proxγl. Thus, in this
section we separate M from l by rephrasing Equation (84) in the form of Problem (2).
In this section, we present several different ways to split Equation (84). Each splitting gives rise to a
different algorithm and can be applied to general convex l and r. Our results predict convergence rates that
hold for primal objectives, dual objectives, and the primal feasibility. Note that in parallelized model fitting,
it is not always desirable to take the time average of all of the iterates. Indeed, when r enforces sparsity,
averaging the current r-iterate with old iterates, all of which are sparse, can produce a non-sparse iterate.
This will slow down vector additions and prolong convergence.
9.2.1 Auxiliary variable
We can split Equation (84) by defining an auxiliary variable for My:
minimize
x∈Rm,y∈Rn
l (x) + r(y)
subject to My − x = b. (85)
The constraint in Equation (85) reduces to Ax+By = b where B = M and A = −IRm . If we set f = l and
g = r and apply ADMM, the analysis of Section 8.3 shows that
|l(xk) + r(yk)− l(My∗ − b)− r(y∗)| = o
(
1√
k + 1
)
and ‖Myk − b − xk‖2 = o
(
1
k + 1
)
.
In particular, if l is Lipschitz, then |l(xk)− l(Myk − b)| = o (1/√k + 1). Thus, we have
|l(Myk − b) + r(yk)− l(My∗ − b)− r(y∗)| = o
(
1√
k + 1
)
.
A similar analysis shows that
|l(Myk − b) + r(yk)− l(My∗ − b)− r(y∗)| = O
(
1
Λk
)
and ‖Myk − b− xk‖2 = O
(
1
Λ2k
)
.
In the following two splittings, we leave the derivation of convergence rates to the reader.
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9.2.2 Splitting across examples
We assume that l is block separable: we have l(Mx− b) =∑Ri=1 li(Mix− bi) where
M =
M1...
MR
 and b =
b1...
bR
 .
Each Mi ∈ Rmi×n is a submatrix of M , each bi ∈ Rmi is a subvector of b, and
∑R
i=1mi = m. Therefore, an
equivalent form of Equation (84) is given by
minimize
x1,··· ,xR,y∈Rn
R∑
i=1
li(Mixi − bi) + r(y)
subject to xr − y = 0, r = 1, · · · , R. (86)
We say that Equation (86) is split across examples. Thus, to apply ADMM to this problem, we simply stack
the vectors xi, i = 1, · · · , R into a vector x = (x1, · · · , xR)T ∈ RnR. Then the constraints in Equation (86)
reduce to Ax+By = 0 where A = IRnR and By = (−y, · · · ,−y)T .
9.2.3 Splitting across features
We can also split Equation (84) across features, whenever r is block separable in x, in the sense that there
exists C > 0, such that r =
∑C
i=1 ri(xi), and xi ∈ Rni where
∑C
i=1 ni = n. This splitting corresponds to
partitioning the columns of M , i.e. M =
[
M1, · · · ,MC
]
, and Mi ∈ Rm×ni , for all i = 1, · · · , C. Note that
for all y ∈ Rn, My = ∑Ci=1Miyi. With this notation, we can derive an equivalent form of Equation (84)
given by
minimize
x,y∈Rn
l
(
C∑
i=1
xi − b
)
+
C∑
i=1
ri(yi)
subject to xi −Miyi = 0, i = 1, · · · , C. (87)
The constraint in Equation (87) reduces to Ax+By = 0 where A = IRmC and By = −(M1y1, · · · ,MCyC)T ∈
RnC .
9.3 Distributed ADMM
In this section our goal is to use Algorithm 2 to
minimize
x∈H
m∑
i=1
fi(x) (88)
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by using the splitting in [41]. Note that we could minimize this function by reformulating it in the product
space Hm as follows:
minimize
x∈Hm
m∑
i=1
fi(xi) + ιD(x), (89)
where D = {(x, · · · , x) ∈ Hm | x ∈ H} is the diagonal set. Applying relaxed PRS to this problem results
in a parallel algorithm where each function performs a local minimization step and then communicates its
local variable to a central processor. In this section, we assign each function a local variable but we never
communicate it to a central processor. Instead, each function only communicates with neighbors.
Formally, we assume there is a simple, connected and undirected graph G = (V,E) on |V | = m vertices
with edges, E, that describe a neighbor relation among the different functions. We introduce a new variable
xi ∈ H for each function fi, and, hence, we set H1 = Hm, (see Section 8). We can encode the constraint that
each node communicates with neighbors by introducing an auxiliary variable for each edge in the graph:
minimize
x∈Hm,y∈H|E|
m∑
i=1
fi(xi)
subject to xi = yij , xj = yij , for all (i, j) ∈ E. (90)
The linear constraints in Equation (90) can be written in the form of Ax + By = 0 for proper matrices A
and B. Thus, we reformulate Equation (90) as
minimize
x∈Hm,y∈H|E|
m∑
i=1
fi(xi) + g(y)
subject to Ax+By = 0, (91)
where g : H|E| → R is the zero map.
Because we only care about finding the value of the variable x ∈ Hm, the following simplification can be
made to the sequences generated by ADMM applied to Equation (91) with λk = 1/2 for all k ≥ 1 [43]: Let
Ni denote the set of neighbors of i ∈ V and set x0i = α0i = 0 for all i ∈ V . Then for all k ≥ 0,{
xk+1i = argminxi∈H fi(x) +
γ|Ni|
2 ‖xi − xki − 1|Ni|
∑
j∈Ni x
k
j +
1
γ|Ni|αi‖2 +
γ|Ni|
2 ‖xi‖2
αk+1i = α
k
i + γ
(
|Ni|xk+1i −
∑
j∈Ni x
k+1
j
)
.
(92)
Equation (92) is truly distributed because each node i ∈ V only requires information from its local neighbors
at each iteration.
In [43], linear convergence is shown for this algorithm provided that fi are strongly convex and ∇fi are
Lipschitz. For general convex functions, we can deduce the nonergodic rates from Theorem 15∣∣∣∣∣
m∑
i=1
fi(x
k
i )− f(x∗)
∣∣∣∣∣ = o
(
1√
k + 1
)
and
∑
i∈V
j∈Ni
‖xki − zkij‖2 +
∑
i∈V
i∈Nj
‖xkj − zkij‖2 = o
(
1
k + 1
)
,
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and the ergodic rates from Theorem 14∣∣∣∣∣
m∑
i=1
fi(x
k
i )− f(x∗)
∣∣∣∣∣ = O
(
1
k + 1
)
and
∑
i∈V
j∈Ni
‖xki − zkij‖2 +
∑
i∈V
i∈Nj
‖xkj − zkij‖2 = O
(
1
(k + 1)2
)
.
These convergence rates are new and complement the linear convergence results in [43]. In addition, they
complement the similar ergodic rate derived in [45] for a different distributed splitting.
10 Conclusion
In this paper, we provided a comprehensive convergence rate analysis of the FPR and objective error of
several splitting algorithms under general convexity assumptions. We showed that the convergence rates are
essentially optimal in all cases. All results follow from some combination of a lemma that deduces conver-
gence rates of summable monotonic sequences (Lemma 3), a simple diagram (Figure 1), and fundamental
inequalities (Propositions 4 and 5) that relate the FPR to the objective error of the relaxed PRS algorithm.
The most important open question is whether and how the rates we derived will improve when we enforce
stronger assumptions, such as Lipschitz differentiability and/or strong convexity, on f and g. This will be
the subject of future work.
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A Proofs from Section 8
Proof (Proposition 11) By Equation (69) and Lemma 11, we get the following formulation for the k-th iteration: Given z0 ∈ H

yk = argminy∈H2 g(y) − 〈z
k, By − b〉+ γ
2
‖By − b‖2
wk
dg
= zk − γ(Byk − b)
xk = argminx∈H1 f(x)− 〈2w
k
dg
− zk, Ax〉+ γ
2
‖Ax‖2
wk
df
= 2wk
dg
− zk − γAxk
zk+1 = zk + 2λk(w
k
df
−wk
dg
)
(93)
We will use this form to get to the claimed iteration. First,
2wkdg − z
k = wkdg − γ(By
k − b) and wkdf = w
k
dg
− γ(Axk +Byk − b). (94)
Furthermore, we can simplify the definition of xk:
xk = argmin
x∈H1
f(x) − 〈2wkdg − z
k, Ax〉+
γ
2
‖Ax‖2
(94)
= argmin
x∈H1
f(x) − 〈wkdg − γ(By
k − b), Ax〉+
γ
2
‖Ax‖2
= argmin
x∈H1
f(x) − 〈wkdg , Ax+ By
k − b〉+
γ
2
‖Ax+ Byk − b‖2. (95)
Note that the last two lines of Equation (95) differ by terms independent of x.
We now eliminate the zk variable from the yk subproblem: because wk
df
+ zk = 2wk
dg
− γAxk, we have
zk+1 = zk + 2λk(w
k
df
−wkdg )
(94)
= zk +wkdf − w
k
dg
+ γ(2λk − 1)(Ax
k +Byk − b)
= wkdg − γAx
k − γ(2λk − 1)(Ax
k +Byk − b). (96)
We can simplify the definition of yk+1 by with the identity in Equation (96):
yk+1 = argmin
y∈H2
g(y) − 〈zk+1, By − b〉+
γ
2
‖By − b‖2
(96)
= argmin
y∈H2
g(y) − 〈wkdg − γAx
k − γ(2λk − 1)(Ax
k + Byk − b), By − b〉+
γ
2
‖By − b‖2
= argmin
y∈H2
g(y) − 〈wkdg , Ax
k +By − b〉 +
γ
2
‖Axk + By − b+ (2λk − 1)(Ax
k + Byk − b)‖2. (97)
The result then follows from Equations (93), (94), (95), and (97), combined with the initial conditions listed in the statement
of the proposition. In particular, note that the updates of x, y, wdf , and wdg do not explicitly depend on z ⊓⊔
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The following proposition will help us derive primal fundamental inequalities akin to Proposition 4 and 5.
Proposition 15 Suppose that (zj)j≥0 is generated by Algorithm 2. Let z
∗ be a fixed point of TPRS and let w
∗ = proxγdf (z
∗).
Then the following identity holds:
4γλk(f(x
k) + g(yk)− f(x∗)− g(y∗)) = −4γλk(df (w
k
df
) + dg(w
k
dg
)− df (w
∗) − dg(w
∗))
+
(
2
(
1−
1
2λk
)
‖zk − zk+1‖2 + 2〈zk − zk+1, zk+1〉
)
. (98)
Proof We have the following subgradient inclusions from Proposition 11: A∗wk
df
∈ ∂f(xk) and B∗wk
dg
∈ ∂g(yk). From the
Fenchel-Young inequality [2, Proposition 16.9] we have the expression for f and g:
df (w
k
df
) = 〈A∗wkdf , x
k〉 − f(xk) and df (w
k
dg
) = 〈B∗wkdg , y
k〉 − g(yk) − 〈wkdg , b〉.
Therefore,
−df (w
k
df
)− dg(w
k
dg
) = f(xk) + g(yk)− 〈Axk +Byk − b, wkdf 〉 − 〈w
k
dg
−wkdf , By
k − b〉.
Let us simplify this bound with an identity from Proposition 11: from wk
df
− wk
dg
= −γ(Axk + Byk − b), it follows that
−df (w
k
df
)− dg(w
k
dg
) = f(xk) + g(yk) +
1
γ
〈wkdf −w
k
dg
, wkdf + γ(By
k − b)〉. (99)
Recall that γ(Byk − b) = zk −wk
dg
. Therefore
wkdf + γ(By
k − b) = zk + (wkdf −w
k
dg
) = zk +
1
2λk
(zk+1 − zk) =
1
2λk
(2λk − 1)(z
k − zk+1) + zk+1,
and the inner product term can be simplified as follows:
1
γ
〈wkdf − w
k
dg
, wkdf + γ(By
k − b)〉 =
1
γ
〈
1
2λk
(zk+1 − zk),
1
2λk
(2λk − 1)(z
k − zk+1)〉
+
1
γ
〈
1
2λk
(zk+1 − zk), zk+1〉
= −
1
2γλk
(
1−
1
2λk
)
‖zk+1 − zk‖2
−
1
2γλk
〈zk − zk+1, zk+1〉. (100)
Now we derive an expression for the dual objective at a dual optimal w∗. First, if z∗ is a fixed point of TPRS, then
0 = TPRS(z
∗)− z∗ = 2(w∗
dg
− w∗
df
) = −2γ(Ax∗ +By∗ − b). Thus, from Equation (99) with k replaced by ∗, we get
−df (w
∗) − dg(w
∗) = f(x∗) + g(y∗) + 〈Ax∗ + Bx∗ − b, w∗〉 = f(x∗) + g(y∗). (101)
Therefore, Equation (98) follows by subtracting (101) from Equation (99), rearranging and using the identity in Equa-
tion (100). ⊓⊔
Proof (Proposition 12) The fundamental lower inequality in Proposition 5 applied to df + dg shows that
−4γλk(df (w
k
df
) + dg(w
k
dg
)− df (w
∗)− dg(w
∗)) ≤ 2〈zk+1 − zk, z∗ − w∗〉.
The proof then follows from Proposition 15, and the simplification:
2〈zk − zk+1, zk+1 − (z∗ − w∗)〉 + 2
(
1−
1
2λk
)
‖zk − zk+1‖2
= ‖zk − (z∗ − w∗)‖2 − ‖zk+1 − (z∗ −w∗)‖2 +
(
1−
1
λk
)
‖zk − zk+1‖2. ⊓⊔
