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Abstract
In this paper we show that the two-sided heat kernel estimates for a class of (not necessarily
symmetric) diffusions with jumps are stable under non-local Feynman-Kac perturbations.
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1 Introduction
Suppose that X is a Hunt process on a state space E with transition semigroup {Pt : t ≥ 0}. A
Feynman-Kac transform of X is given by
Ttf(x) = Ex [Exp(Ct)f(Xt)] , (1.1)
where Ct is an additive functional of X of finite variation. When Ct is a continuous additive
functional of X, the transform above is called a (local) Feynman-Kac transform. Feynman-Kac
transforms play an important role in the probabilistic as well as analytic aspect of potential theory,
and also in mathematical physics. For example, Feynman-Kac transforms for Brownian motion
on Euclidean spaces have been studied extensively, see [1, 15, 19] and the references therein for a
survey on this topic. When X is discontinuous, additive functionals of X of finite variation can
be discontinuous and there are many of them. When Ct is a discontinuous additive functional of
X, the transform of (1.1) is called a non-local Feynman-Kac transform. Non-local Feynman-Kac
transforms have received quite lot of attention recently in connection with the study of potential
theory for discontinuous Markov processes and non-local operators; see, for example, [3, 4, 5, 6, 8, 9,
11, 12, 20] and the references therein. An important question related to Feynman-Kac transforms
is the stability of various properties. In particular, stability of heat kernel estimates for purely
discontinuous Markov processes under non-local Feynman-Kac perturbations have been studied in
[9, 20]. See [2] for a related work. In this paper, we study the stability of heat kernel estimates for
diffusions with jumps under non-local Feynman-Kac perturbations.
A generic strong Markov process may have both the continuous (diffusive) part and the purely
discontinuous (jumping) part. In Chen and Kumagai [9], symmetric diffusion processes with jumps
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on Rd having generators
Lu(x) = 1
2
d∑
i,j=1
∂
∂xi
(
aij(x)
∂u(x)
∂xj
)
+ lim
ε↓0
∫
{y∈Rd:|y−x|>ε}
(
u(y)− u(x)) c(x, y)|x− y|d+αdy (1.2)
are studied, where α ∈ (0, 2), A(x) = (aij(x))1≤i,j≤d is a measurable d× d matrix-valued function
on Rd that is uniformly elliptic and bounded, and c(x, y) is symmetric function that is bounded
between two positive constants. It is shown that there is a Feller process X having strong Feller
property associated with L, which we call symmetrid diffusion with jumps. The Feller process Xt
has a jointly Ho¨lder continuous transition density function p(t, x, y) with respect to the Lebesgue
measure on Rd and the following two-sided estimates hold. There exist positive constants ck,
1 ≤ k ≤ 4, such that for every t > 0 and x, y ∈ Rd,
c1
(
t−d/2 ∧ t−d/α
)
∧
(
t−d/2Exp
(
−c2|x− y|
2
t
)
+ t−d/α ∧ t|x− y|d+α
)
≤ p(t, x, y) ≤ c3
(
t−d/2 ∧ t−d/α
)
∧
(
t−d/2Exp
(
−c4|x− y|
2
t
)
+ t−d/α ∧ t|x− y|d+α
)
. (1.3)
For a, b ∈ R, a ∧ b := min{a, b} and a ∨ b := max{a, b}.
Recently the following non-symmetric non-local operator
Lu(x) = 1
2
d∑
i,j=1
aij(x)
∂2u(x)
∂xi∂xj
+
d∑
j=1
bj(x)
∂u(x)
∂xj
+
∫
Rd
(
u(x+ z)− u(x)− 1{|z|≤1} · ∇u(x)
) c(x, z)
|z|d+α dz,
(1.4)
has been studied in [7], where α ∈ (0, 2), and A = (aij(x))1≤i,j≤d is a measurable d × d matrix-
valued function on Rd that is uniformly elliptic and bounded, and is Ho¨lder continuous , b(x) =
(b1(x), . . . , bd(x)) is an R
d-valued function that is in some Kato class, and c(x, z) ≥ 0 is a bounded
measurable function such that when α = 1,∫
{r<|z|<R}
z c(x, z)dz = 0 for every 0 < r < R <∞.
Chen, Hu, Xie and Zhang [7] showed, among other things, that there is a Feller process Xt hav-
ing strong Feller property associated with the above generator, and Xt has a jointly continuous
transition density function p(t, x, y) with respect to the Lebesgue measure on Rd. Moreover, when
c(x, z) is bounded between two positive constants, the two-sided estimates (1.3) are shown to hold
for p(t, x, y) on (0, T ] × Rd × Rd for every T > 0. In fact, more general time-dependent operators
of the form (1.4) are studied in [7].
In this paper, we start with a Hunt process X on Rd with d ≥ 2 that has a jointly continuous
transition density function p(t, x, y) that enjoys two-sided estimates (1.3) on (0, T ]×Rd×Rd. Under
this assumption, the Hunt process X has a Le´vy system (N(x, dy), dt) with N(x, dy) = c(x,y)|x−y|d+αdy
for some measurable function c(x, y) bounded between two positive constants; see (3.7) below. That
is, for every non-negative function ϕ(x, y) on Rd × Rd that vanishes along the diagonal,
Ex
[ ∑
0<s≤t
ϕ(Xs−,Xs)
]
= Ex
[∫ t
0
∫
Rd
ϕ(Xs, y)N(Xs, dy)ds
]
, x ∈ Rd, t > 0.
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Here we use the convention that we extend the definition of functions to cemetery point ∂ by setting
0 value there; for example ϕ(x, ∂) = 0. For convenience, we take T = 1. We will study the stability
of heat kernel estimates under non-local Feynman-Kac transform:
Ttf(x) = Ex
[
exp
(
Aµt +
∑
s≤t
F (Xs−,Xs)
)
f(Xt)
]
,
where Aµ is a continuous additive functional of X of finite variations having signed Revuz measure
µ and F (x, y) is a bounded measurable function vanishing on the diagonals. We point out that
in this paper we do not require F to be symmetric. Informally, the semigroup (T µ,Ft ; t ≥ 0) has
generator
Af(x) = (L+ µ)f(x) +
∫
Rd
(
eF (x,y) − 1
)
f(y)N(x, dy), (1.5)
where L is the infinitesimal generator of X; see [11, Remark 1 on p.53] for a calculation. We show
that if µ and F are in certain Kato class of X, the non-local Feynman-Kac semigroup {Tt; t ≥ 0}
has a heat kernel q(t, x, y) and q(t, x, y) has two-sided estimates (1.3) on (0, 1]×Rd ×Rd but with
a set of possible different constants ck, 1 ≤ k ≤ 4. Comparing with [9, 20, 2], the novelty of this
paper is that X has both the diffusive and jumping components, and that the Gaussian bounds in
(1.3) have different constants c2 and c4 in the exponents for the upper and lower bound estimates.
These features made the perturbation estimates more challenging.
The rest of the paper is organized as follows. Section 2 gives the basic setup of the problem
and the statement of the main results of this paper. In Section 3, we various 3P type inequalities
needed to study non-local Feynman-Kac perturbations. Proof of the main results, the two-sided
estimates for the heat kernel of the Feynman-Kac semigroup, is given in Section 4.
In this paper, we adopt the following notations. We use “:=” as a way of definition. For
two positive functions f and g, notation f ≍ g means that there is a constant c ≥ 1 so that
g/c ≤ f ≤ cg, while notation f . g (respectively, f & g) means there is a constant c > 0 so that
f ≤ cg (respectively, f ≥ cg).
2 Preliminaries and Main Result
Throughout the remainder of this paper, we assume that X is a Hunt process on Rd with d ≥
2 having a jointly continuous transition density function p(t, x, y) with respect to the Lebesgue
measure on Rd and that the two-sided estimates (1.3) holds for p(t, x, y) on (0, 1]×Rd ×Rd. Since
we are concerned with heat kernel estimates of (1.3) on fixed time intervals, it is desirable to rewrite
the estimates in the following equivalent but more compact form. This equivalent form (2.1) is given
in [7]. For reader’s convenience, we give a proof here.
Lemma 2.1. Two-sided estimates (1.3) for p(t, x, y) on (0, 1]×Rd×Rd is equivalent to the following.
There exist constants C ≥ 1 and λ ∈ (0, 1] such that for 0 < t ≤ 1 and x, y ∈ Rd,
C−1 (Γc2(t;x− y) + η(t;x− y)) ≤ p(t, x, y) ≤ C (Γc4(t;x− y) + η(t;x− y)) , (2.1)
where
Γλ(t;x) := t
−d/2e−λ|x|
2/t and η(t;x) :=
t
(t1/2 + |x|)d+α . (2.2)
Proof. Note that t−d/2 ≤ t−d/α for t ∈ (0, 1], and
1
2
(a ∧ b+ a ∧ c) ≤ a ∧ (b+ c) ≤ a ∧ b+ a ∧ c for a, b, c > 0.
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Thus for λ > 0 and t ∈ (0, 1],(
t−d/2 ∧ t−d/α
)
∧
(
t−d/2Exp
(
−λr
2
t
)
+ t−d/α ∧ t
rd+α
)
≍ t−d/2Exp
(
−λr
2
t
)
+ t−d/2 ∧ t−d/α ∧ t
rd+α
≍

t−d/2Exp
(
−λr2t
)
+ t−d/2 ∧ t
rd+α
≍ t−d/2Exp
(
−λr2t
)
+ t
(t1/2+r)d+α
if r ≥ t1/2 (≥ t1/α ),
t−d/2 + t−d/2 ∧ t
rd+α
≍ t−d/2 if t1/α < r ≤ t1/2,
t−d/2 + t−d/2 ∧ t−d/α ≍ t−d/2 if 0 < r < t1/α (≤ t1/2 )
≍ t−d/2Exp
(
−λr
2
t
)
+
t
(t1/2 + r)d+α
,
where the last line is due to the fact that for 0 < r ≤ t1/2, t
(t1/2+r)d+α
≤ t1−(d+α)/2 ≤ t−d/2. This
establishes the lemma. 
We now introduce some Kato classes for signed measures and for functions F used in non-local
Feynman-Kac perturbation. For a σ-finite signed measure µ, we use µ+ and µ− to denote its
positive and negative part in its Jordan decomposition, and its total variation measure is given by
|µ| := µ+ + µ−. For a signed measure µ on Rd, using the notations in (2.2), we define
Nα,λµ := sup
x∈Rd
∫ t
0
∫
Rd
(Γλ(t;x− y) + η(t;x− y)) |µ|(dy)ds. (2.3)
For a function F (x, y) defined on Rd × Rd that vanishes along the diagonal, we define
Nα,λF (t) := sup
y∈Rd
∫ t
0
∫
Rd×Rd
(Γλ(t; y − z) + η(t; y − z)) |F (z, w)| + |F (w, z)||z − w|d+α dwdzds. (2.4)
Definition 2.2. (i) A signed measure µ on Rd is said to be in the Kato classKα if limt↓0N
α,λ
µ (t) =
0 for some and hence for all λ > 0. A measurable function f on Rd is said to be in Kato
class Kα if |f(x)|µ(dx) ∈ Kα.
(ii) A bounded measurable function F on Rd × Rd vanishing on the diagonal, is said to be Kato
class Jα if limt↓0N
α,λ
F (t) = 0 for some and hence for all λ > 0.
Clearly, if F,G ∈ Jα and a ∈ R, then so are aF , eF − 1, F +G and FG. By Ho¨lder inequality,
it is easy to check that L∞(Rd) + Lp(Rd) ⊂ Kα for every p > d/2. For µ ∈ Kα and F ∈ Jα, we
can define an additive function of X by
Aµ,Ft = A
µ
t +
∑
0<s≤t
F (Xs−,Xs),
where Aµt is a continuous additive functional of X having µ as its Revuz measure. It is easy to
check that Aµ,Ft is well defined and is of finite variations on compact time intervals. We can then
define the following non-local Feynman-Kac semigroup of X by
T µ,Ft f(x) = Ex
[
Exp(Aµ,Ft )f(Xt)
]
, t ≥ 0, x ∈ Rd. (2.5)
The goal of this paper is to study the stability of heat kernel estimates under the above non-local
Feynman-Kac transform.
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Theorem 2.3. Suppose X is a Hunt process on Rd that has a jointly continuous transition density
function p(t, x, y) with respect to the Lebesgue measure and that the two-sided heat kernel estimates
(1.3) holds for p(t, x, y) on (0, 1] × Rd × Rd. Let µ ∈ Kα and F (x, y) be a measurable function
so that F1 := e
F − 1 ∈ Jα. Then the non-local Feynman-Kac semigroup (T µ,Ft ; t ≥ 0) has a
jointly continuous kernel q(t, x, y) so that T µ,Ft f(x) =
∫
Rd
q(t, x, y)f(y)dy for every bounded Borel
measurable function f on Rd. Moreover, there exist positive constants c1 and K that depend on
(d, α,C,Nα,c4α,F , ‖F1‖∞) so that for any t > 0 and x, y ∈ Rd,
q(t, x, y) ≤ c1 eKt
(
Γ2c4/3(t;x− y) + η(t;x − y)
)
.
Here c4 is the constant in (1.3). If in addition, F ∈ Jα, then there exist positive constants c2, λ1
and K1 that depend on (d, α,C,N
α,c4
α,F1
, ‖F‖∞) so that for any t > 0 and x, y ∈ Rd,
q(t, x, y) ≥ c2 e−K1t (Γλ1(t;x− y) + η(t;x− y)) .
3 3P inequalities
In this section we will establish various 3P type inequalities, which are key ingredients in the proof
of Theorem 2.3. Lemma 3.1, Lemma 3.3, Lemma 3.4, and Lemma 3.5 are dealing with Γc(t;x− y)
and η(t;x−y) as defined in (2.2). Theorem 3.2 and Theorem 3.6 are the main results of this section.
Lemma 3.1. For 0 < s < t, and x, y, z ∈ Rd,
(i) There exists a constant C1 = C1(d, α) such that
η(t− s;x− z)η(s; z − y) ≤ C1η(t;x− y)(η(t− s;x− z) + η(s; z − y)). (3.1)
(ii) For 0 < a < b, there exists a constant C2 = C2(d, a, b) such that for any measure µ on R
d,∫ t
0
∫
Rd
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds
≤ C2Γa(t;x− y) sup
x∈Rd
∫ t
0
∫
Rd
Γc(s;x− y)|µ|(dy)ds, (3.2)
where c = (b− a) ∧ a2 .
(iii) There exists a constant C3 = C3(d, α, a) such that for any measure µ on R
d,∫ t
0
∫
Rd
Γa(t− s;x− z)η(s; z − y)|µ|(dz)ds
≤ C3
(
Γa(t;x− y) sup
x∈Rd
∫ t
0
∫
Rd
η(s;x− y)|µ|(dy)ds
+ η(t;x− y) sup
x∈Rd
∫ t
0
∫
Rd
Γa(s;x− y)|µ|(dy)ds
)
. (3.3)
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Proof. (i) For 0 < s < t and x, y, z ∈ Rd, we have
η(t− s;x− z)η(s; z − y)
η(t;x− y)
=
(t− s)s
t
(
t1/2 + |x− y|
((t− s)1/2 + |x− z|)(s1/2 + |z − y|)
)d+α
≤ ((t− s) ∧ s)
(
((t− s) + s)1/2 + |x− z|+ |z − y|
((t− s)1/2 + |x− z|)(s1/2 + |z − y|)
)d+α
≤ 2d+α((t− s) ∧ s)
(
1
((t− s)1/2 + |x− z|)d+α +
1
(s1/2 + |z − y|)d+α
)
≤ 2d+α(η(t− s;x− z) + η(s; z − y)).
(ii) The proof for this part is similar to that for Lemma 3.1 in [21]. We first write
J(t, x, y) :=
∫ t
0
∫
Rd
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds
=
∫ ρt
0
∫
Rd
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds
+
∫ t
ρt
∫
Rd
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds
Applying the elementary inequality
|x− z|2
t− s +
|z − y|2
s
≥ |x− y|
2
t
, for 0 < s < t, (3.4)
one can obtain∫ ρt
0
∫
Rd
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds
=
∫ ρt
0
∫
Rd
(t− s)−d/2s−d/2Exp
(
− a |x− z|
2
t− s
)
Exp
(
− b |z − y|
2
s
)
|µ|(dz)ds
=
∫ ρt
0
∫
Rd
(t− s)−d/2s−d/2Exp
(
− a( |x− z|2
t− s +
|z − y|2
s
))
Exp
(
− (b− a) |z − y|
2
s
)
|µ|(dz)ds
≤
∫ ρt
0
∫
Rd
(t− s)−d/2s−d/2Exp
(
− a |x− y|
2
t
)
Exp
(
− (b− a) |z − y|
2
s
)
|µ|(dz)ds
≤ (1− ρ)−d/2Γa(t;x− y)
∫ ρt
0
∫
Rd
Γb−a(s; z − y)|µ|(dz)ds.
For the other term, by defining U = {|z − y| ≥ |x− y|(a/b)1/2}, we have∫ t
ρt
∫
Rd
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds
=
∫ t
ρt
∫
U
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds +
∫ t
ρt
∫
Uc
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds
≤ (ρt)−d/2Exp
(
− a|x− y|
2
t
)∫ t
ρt
∫
U
(t− s)−d/2Exp
(
− a|x− z|
2
t− s
)
|µ|(dz)ds
+ (ρt)−d/2
∫ t
ρt
∫
Uc
(t− s)−d/2Exp
(
− a|x− z|
2
t− s
)
|µ|(dz)ds.
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On U c, we have the inequality,
|x− z| ≥ |x− y| − |y − z| ≥ |x− y|(1− (a/b)1/2),
thus,∫ t
ρt
∫
Rd
Γa(t− s;x− z)Γb(s; z − y)|µ|(dz)ds
≤ ρ−d/2Γa(t;x− y)
∫ t
ρt
Γa(t− s;x− z)|µ|(dz)ds
+ (ρt)−d/2
∫ t
ρt
∫
Uc
(t− s)−d/2Exp
(
− a|x− z|
2
2(t− s)
)
Exp
(
− a
(
1− (a/b)1/2)2|x− y|2
2(t− s)
)
|µ|(dz)ds
≤ ρ−d/2Γa(t;x− y)
∫ t
ρt
Γa(t− s;x− z)|µ|(dz)ds
+ (ρt)−d/2Exp
(
− a
(
1− (a/b)1/2)2|x− y|2
2(1− ρ)t
) ∫ t
ρt
∫
Uc
(t− s)−d/2Exp
(
− a|x− z|
2
2(t− s)
)
|µ|(dz)ds,
by selecting ρ such that 2(1 − ρ) = (1 − (a/b)1/2)2, we would achieve the estimate in (3.2), with
c = (b− a) ∧ a2 , and C2 depends on d, a, b.
(iii) For 0 < s < t, if |x− y| ≤ t1/2, we have
Γa(t− s;x− z) ≤ 2d/2t−d/2 ≤ 2d/2eaΓa(t;x− y), for s ∈ (0, t/2];
η(s; z − y) ≤ 4d+αη(t;x− y), for s ∈ (t/2, t).
If |x− y| > t1/2, consider on V = {|y− z| ≥ |x− y|/2}, we would have η(s; z − y) ≤ 2d+αη(t;x− y)
for all 0 < s < t.
On V c, |x − z| ≥ |x − y| − |y − z| ≥ |x − y|/2, we would have Γa(t − s;x− z) ≤ γΓa(t;x − y),
where γ depends on a, d.
The estimate (3.3) directly follows from the above discussion. 
Recall the definition of Nα,λµ from (2.3). We next derive an integral 3P type inequality for
p(t, x, y) in small time, by using two-sided heat kernel estimates in Lemma 2.1. For notational
convenience, let λ = c4, where c4 is the positive constant in (1.3).
Theorem 3.2. For any µ ∈ Kα, and any (t, x, y) ∈ (0, 1] × Rd × Rd,∫ t
0
∫
Rd
p(t− s, x, z)p2λ/3(s, z, y)|µ|(dz)ds ≤M1p2λ/3(t, x, y)Nα,λ/3µ (t), (3.5)
where M1 depends on d, α,C, λ, and p2λ/3(t, x, y) := Γ2λ/3(t;x− y) + η(t;x− y)..
Proof. By Lemma 2.1, we have
p(t, x, y) ≤ C (Γλ(t;x− y) + η(t;x− y)) for t ∈ (0, 1].
Thus for (t, x, y) ∈ (0, 1] × Rd × Rd,∫ t
0
∫
Rd
p(t− s, x, z)p2λ/3(s, z, y)|µ|(dz)ds
≤ C
(∫ t
0
∫
Rd
Γλ(t− s;x− z)Γ2λ/3(s; z − y)|µ|(dy)ds +
∫ t
0
∫
Rd
η(t− s;x− z)η(s; z − y)|µ|(dz)ds
+
∫ t
0
∫
Rd
Γλ(t− s;x− z)η(s; z − y)|µ|(dz)ds +
∫ t
0
∫
Rd
η(t− s;x− z)Γ2λ/3(s; z − y)|µ|(dz)ds
)
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Applying Lemma 3.1, we would have∫ t
0
∫
Rd
p(t− s, x, z)p2λ/3(s, z, y)|µ|(dz)ds
≤ C
(
C2Γ2λ/3(t, x− y) sup
x∈Rd
∫ t
0
∫
Rd
Γλ/3(s;x− y)|µ|(dy)ds
+ 2C1η(t;x− y) sup
x∈Rd
∫ t
0
∫
Rd
η(s;x− y)|µ|(dy)ds
+ 2C3Γ2λ/3(t;x− y) sup
x∈Rd
∫ t
0
∫
Rd
η(s;x− y)|µ|(dy)ds
+ 2C3η(t;x− y) sup
x∈Rd
∫ t
0
∫
Rd
Γ2λ/3(s;x− y)|µ|(dy)ds
)
,
where C1, C2, C3 depend on d, α,C, λ. Altogether, let M1 = C(2C1 ∨ C2 ∨ 2C3), we have∫ t
0
∫
Rd
p(t− s, x, z)p2λ/3(s, z, y)|µ|(dz)ds
≤M1
(
Γ2λ/3(t, x− y) + η(t;x− y)
)
sup
x∈Rd
∫ t
0
∫
Rd
(Γλ/3(s;x− y) + η(s;x− y))|µ|(dy)ds
=M1p2λ/3(t, x, y)N
α,λ/3
µ (t).

We will use the following notations: for any (x, y) ∈ Rd × Rd,
Vx,y :=
{
(z, w) ∈ Rd × Rd : |x− y| ≥ 4(|y − w| ∧ |x− z|)
}
;
Ux,y := V
c
x,y.
First, similar as the discussion in [9] (see Theorem 2.7), we could have the generalized integral 3P
inequality for η(t;x− y).
Lemma 3.3. There exists a constant C4 = C4(α, d) such that for any non-negative bounded function
F (x, y) on Rd × Rd, the followings are true for (t, x, y) ∈ (0,∞)× Rd × Rd.
(i) If |x− y| ≤ t1/2, then∫ t
0
∫
Rd×Rd
η(t− s;x− z)η(s;w − y) F (z, w)|z − w|d+α dzdwds
≤ C4η(t;x − y)
∫ t
0
∫
Rd×Rd
(η(s;x − z) + η(s;w − y)) F (z, w)|z − w|d+α dzdwds.
(ii) If |x− y| > t1/2, then∫ t
0
∫
Ux,y
η(t− s;x− z)η(s;w − y) F (z, w)|z − w|d+α dzdwds
≤ C4η(t;x− y)
∫ t
0
∫
Ux,y
(η(s;x− z) + η(s;w − y)) F (z, w)|z − w|d+α dzdwds.
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(iii) If |x− y| > t1/2, then∫ t
0
∫
Vx,y
η(t− s;x− z)η(s;w − y) F (z, w)|z − w|d+α dzdwds ≤ C4‖F‖∞η(t;x− y),
where ‖F‖∞ denotes the L∞-norm of F on Rd × Rd.
Now we proceed to get the generalized integral 3P inequality for Γc(t;x− y).
Lemma 3.4. For 0 < a < b, there exists a constant C5 = C5(a, b, d) such that for any non-negative
bounded function F (x, y) on Rd × Rd, the followings are true for (t, x, y) ∈ (0,∞)× Rd × Rd.
(i) If |x− y| ≤ t1/2, then∫ t
0
∫
Rd×Rd
Γa(t− s;x− z)Γb(s;w − y) F (z, w)|z − w|d+α dzdwds
≤ C5Γb(t;x− y)
∫ t
0
∫
Rd×Rd
(Γa(s;x− z) + Γb(s;w − y)) F (z, w)|z − w|d+α dzdwds.
(ii) If |x− y| > t1/2, then∫ t
0
∫
Ux,y
Γa(t− s;x− z)Γb(s;w − y) F (z, w)|z −w|d+α dzdwds
≤ C5Γa(t;x− y)
∫ t
0
∫
Ux,y
(Γa(s;x− z) + Γb(s;w − y)) F (z, w)|z − w|d+α dzdwds.
(iii) If |x− y| > t1/2, then∫ t
0
∫
Vx,y
Γa(t− s;x− z)Γb(s;w − y) F (z, w)|z − w|d+α dzdwds ≤ C5‖F‖∞η(t;x− y).
Proof. (i) If |x − y| ≤ t1/2, we have Γa(t − s;x − z) ≤ 2d/2ebΓb(t;x − y) when s ∈ (0, t/2]);
Γb(s;w − y) ≤ 2d/2ebΓb(t;x− y) when s ∈ (t/2, t). Then (i) follows naturally.
(ii) If |x− y| > t1/2, we let
U1 := {(z, w) ∈ Rd × Rd : |y − w| > 4−1|x− y|, |y − w| ≥ |x− z|};
U2 := {(z, w) ∈ Rd × Rd : |x− z| > 4−1|x− y|}.
Note that Γb(s;w − y) ≤ γ1Γb(t;x− y) on U1 for s ∈ (0, t); Γa(t− s;x− z) ≤ γ2Γa(t;x− y) on U2
for s ∈ (0, t), where γ1 := γ1(b, d) and γ2 := γ2(a, d). Since Ux,y = U1 ∪ U2, (ii) follows directly.
(iii) On Vx,y, |z − w| ≥ 2−1|x− y|. Hence∫ t
0
∫
Vx,y
Γa(t− s;x− z)Γb(s;w − y) F (z, w)|z − w|d+α dzdwds
≤ 2d+α|x− y|−(d+α)‖F‖∞
∫ t
0
∫
Vx,y
Γa(t− s;x− z)Γb(s;w − y)dzdwds
.
1
t
η(t;x − y)‖F‖∞
∫ t
0
( ∫
Rd
Γa(t− s; z)dz
)(∫
Rd
Γb(s;w)dw
)
ds
. η(t;x− y)‖F‖∞.
This completes the proof of the lemma. 
We next establish a generalized integral 3P inequality involving both Γc(t;x−y) and η(t;x−y).
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Lemma 3.5. There exists a constant C6 = C6(c, α, d) such that for any non-negative bounded
function F (x, y) on Rd × Rd, the followings are true for (t, x, y) ∈ (0, 1] × Rd × Rd.
(i) If |x− y| ≤ t1/2, then∫ t
0
∫
Rd×Rd
Γc(t− s;x− z)η(s;w − y) F (z, w)|z − w|d+α dzdwds
≤ C6
(
Γc(t;x− y)
∫ t
0
∫
Rd×Rd
η(s;w − y) F (z, w)|z −w|d+α dzdwds
+ η(t;x− y)
∫ t
0
∫
Rd×Rd
Γc(s;x− z) F (z, w)|z − w|d+α dzdwds
)
.
(ii) If |x− y| > t1/2, then∫ t
0
∫
Ux,y
Γc(t− s;x− z)η(s;w − y) F (z, w)|z − w|d+α dzdwds
≤ C6
(
Γc(t;x− y)
∫ t
0
∫
Ux,y
η(s;w − y) F (z, w)|z − w|d+α dzdwds
+ η(t;x− y)
∫ t
0
∫
Ux,y
Γc(s;x− z) F (z, w)|z − w|d+α dzdwds
)
.
(iii) If |x− y| > t1/2, then∫ t
0
∫
Vx,y
Γc(t− s;x− z)η(s;w − y) F (z, w)|z − w|d+α dzdwds ≤ C6‖F‖∞η(t;x− y).
Proof. (i) If |x − y| ≤ t1/2, we have Γc(t − s;x − z) ≤ 2d/2ecΓc(t;x − y) when s ∈ (0, t/2];
η(s;w − y) ≤ 4d+αη(t;x− y) when s ∈ (t/2, t]. Thus, we have (i) hold naturally.
(ii) If |x−y| > t1/2, we continue to use the decomposition Ux,y = U1∪U2 in the proof of Lemma
3.4, and observe that Γc(t− s;x− z) ≤ γ4(t;x − y) on U2 for s ∈ (0, t), where γ4 depends on d, c.
Thus, we first have ∫ t
0
∫
U2
Γc(t− s;x− z)η(s;w − y) F (z, w)|z − w|d+α dzdwds
≤ γ4Γc(t;x− y)
∫ t
0
∫
U2
η(s;w − y) F (z, w)|z − w|d+α dzdwds.
Also, observe that η(s;w − y) ≤ 4d+αη(t;x− y) when s ∈ (0, t) and (z, w) ∈ U1. Thus,∫ t
0
∫
U1
Γc(t− s;x− z)η(s;w − y) F (z, w)|z − w|d+α dzdwds
≤ 4d+αη(t;x − y)
∫ t
0
∫
U1
Γc(s;x− z) F (z, w)|z − w|d+α dzdwds.
Altogether, (ii) holds directly.
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(iii) Note that on Vx,y, |z−w| ≥ 2−1|x− y|. Also, there exists γ5 depending on d, c, α such that∫
Rd
Γc(t;x− y)dy ≤ γ5 and
∫
Rd
η(t;x− y)dy ≤ γ5t(2−α)/2. Thus,∫ t
0
∫
Vx,y
Γc(t− s;x− z)η(s;w − y) F (z, w)|z −w|d+α dzdwds
≤ 2d+α|x− y|−(d+α)‖F‖∞
∫ t
0
γ25s
(2−α)/2ds
≤ 2d+αγ25‖F‖∞|x− y|−(d+α)t(4−α)/2,
for t ≤ 1 and |x− y| > t1/2, there exists C6 depending on d, α, c such that∫ t
0
∫
Vx,y
Γc(t− s;x− z)η(s;w − y) F (z, w)|z −w|d+α dzdwds ≤ C6‖F‖∞η(t;x− y).

Recall that the definition of Nα,λF (t) from (2.4). Note that a Hunt process Xt admits a Le´vy
system (N(x, dy),Ht), whereN(x, dy) is a kernel andHt is a positive continuous additive functional
of Xt; that is, for any x ∈ Rd, any stopping time T and any non-negative measurable function f
on [0,∞) × Rd × Rd, vanishing on the diagonal,
Ex
∑
s≤T
f(s,Xs−,Xs)
 = Ex [∫ T
0
∫
Rd
f(s,Xs, y)N(Xs, dy)dHs
]
. (3.6)
Since Xt has transition density function p(t, x, y) with respect to the Lebesgue measure, it follows
that the Revuz measure µH of H is absolutely continuous with respect to the Lebesgue measure. So
we can take µH(dx) = dx, in other words, we can take Ht ≡ t. By two-sided heat kernel estimates
(1.3) for the Hunt process X and the fact that N(x, dy) is the weak limit of p(t, x, y)dy/t as t→ 0,
we have
Ht = t and N(x, dy) =
c(x, y)
|x− y|d+α dy (3.7)
for some measurable function c(x, y) on Rd × Rd that is bounded between two positive constants.
Theorem 3.6. Suppose F (x, y) is a measurable function so that F1 = e
F − 1 ∈ Jα. There is a
constant M2 > 0 so that for any (t, x, y) ∈ (0, 1] × Rd × Rd,∫ t
0
∫
Rd×Rd
p(t− s, x, z)p2λ/3(s,w, y)
|F1|(z, w)
|z − w|d+α dzdwds
≤M2 p2λ/3(t, x, y)
(
N
α,λ/3
F1
(t) + ‖F1‖∞1{|x−y|>t1/2}
)
, (3.8)
In particular, on Ux,y = {(z, w) ∈ Rd × Rd : |x− y| ≥ 4(|y − w| ∧ |x− z|)}c,∫ t
0
∫
Ux,y
p(t− s, x, z)p2λ/3(s,w, y)
|F1|(z, w)
|z − w|d+α dzdwds ≤M2 p2λ/3(t, x, y)N
α,λ/3
F1
(t). (3.9)
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Proof. By Lemma 2.1,∫ t
0
∫
Rd×Rd
p(t− s, x, z)p2λ/3(s,w, y)
|F1|(z, w)
|z − w|d+α dzdwds
≤ C
(∫ t
0
∫
Rd×Rd
Γλ(t− s;x− z)Γ2λ/3(s;w − y)
|F1|(z, w)
|z − w|d+α dzdwds
+
∫ t
0
∫
Rd×Rd
η(t− s;x− z)η(s;w − y) |F1|(z, w)|z − w|d+α dzdwds
+
∫ t
0
∫
Rd×Rd
Γλ(t− s;x− z)η(s;w − y) |F1|(z, w)|z − w|d+α dzdwds
+
∫ t
0
∫
Rd×Rd
η(t− s;x− z)Γ2λ/3(s;w − y)
|F1|(z, w)
|z − w|d+α dzdwds
)
.
Applying (i) and (ii) in Lemma 3.3, 3.4 and 3.5, we first have for |x− y| ≤ t1/2, and for {|x− y| >
t1/2} ∩ Ux,y,∫ t
0
∫
Ux,y
p(t− s, x, z)p2λ/3(s,w, y)
|F1|(z, w)
|z −w|d+α dzdwds . p2λ/3(t, x, y)N
α,λ/3
F1
(t).
This establishes (3.9). For |x − y| > t1/2 and (z, w) ∈ Vx,y, we apply (iii) in Lemma 3.3, 3.4 and
3.5 to deduce∫ t
0
∫
Vx,y
p(t− s, x, z)p2λ/3(s,w, y)
|F1|(z, w)
|z − w|d+α dzdwds . η(t;x− y)‖F1‖∞.
Hence inequality (3.8) holds. 
Lemma 3.7. There is a constant C > 0 so that for every t ∈ (0, 2) and x, y ∈ Rd,∫
Rd
p2λ/3(t/2, x, z)p2λ/3(t/2, z, y)dz ≤ C p2λ/3(t, x, y). (3.10)
Proof. It follows from the 3P inequality for η in Lemma 3.1, we have∫
Rd
p2λ/3(t/2, x, z)p2λ/3(t/2, z, y)dz
≤
∫
Rd
Γ2λ/3(t/2;x − z)Γ2λ/3(t/2; z − y)dz +
∫
Rd
η(t/2;x − z)η(t/2; z − y)dz
+
∫
Rd
Γ2λ/3(t/2;x − z)η(t/2; z − y)dz +
∫
Rd
Γ2λ/3(t/2; z − y)η(t/2;x − z)dz
. Γ2λ/3(t;x− y) + η(t;x− y) +
∫
Rd
Γ2λ/3(t/2;x − z)η(t/2; z − y)dz
+
∫
Rd
Γ2λ/3(t/2; z − y)η(t/2;x − z)dz,
for the second to the last term, when |x− z| ≥ √2|x− y|/2, Γ2λ/3(t/2;x− z) ≤ 2d/2Γ2λ/3(t;x− y);
when |x−z| < √2|x−y|/2, then |y−z| ≥ |x−y|−|x−z| ≥
(
1−
√
2
2
)
|x−y|, we have η(t/2; z−y) ≤(
2/(2 −√2))d+α η(t;x− y). Thus∫
Rd
Γ2λ/3(t/2;x − z)η(t/2; z − y)dz . p2λ/3(t, x, y).
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With similar discussion for the last term, we conclude that (3.10) holds. 
4 Heat Kernel Estimates
In the study of non-local Feynman-Kac perturbation, it is convenient to use Stieltjes exponential
rather than the standard exponential. Recall that if Kt is a right continuous function with left
limits on R+ with K0 = 1 and ∆Kt := Kt − Kt− > −1 for every t > 0, and if Kt is of finite
variation on each compact time interval, then the Stieltjes exponential Exp(K)t of Kt is the unique
solution Zt of
Zt = 1 +
∫
(0,t]
Zs−dKs, t > 0.
It is known that
Exp(K)t = e
Kct
∏
0<s≤t
(1 + ∆Ks),
where Kct denotes the continuous part of Kt. The above formula gives a one-to-one correspondence
between Stieltjes exponential and the natural exponential. The reason of Exp(K)t being called
the Stieltjes exponential of Kt is that, by [16, p. 184], Exp(K)t can be expressed as the following
infinite sum of Lebesgue-Stieltjes integrals:
Exp(K)t = 1 +
∞∑
n=1
∫
[0,t]
dKsn
∫
[0,sn)
dKsn−1 · · ·
∫
[0,s2)
dKs1 . (4.1)
The advantage of using the Stieltjes exponential Exp(K)t over the usual exponential Exp(Kt) is
the identity (4.1), which allows one to apply the Markov property of X.
4.1 Upper bound estimate
Throughout this subsection, µ ∈ Kα and F is a measurable function so that F1 := eF − 1 ∈ Jα.
We will adopt the approach of [9] to construct and derive its upper bound estimate for the heat
kernel of the non-local Feynman-Kac semigroup. Define
Nα,λµ,F1(t) := N
α,λ
µ (t) +N
α,λ
F1
(t)
and let
Kt := A
µ
t +
∑
s≤t
F1(Xs−,Xs). (4.2)
Then exp(Aµt +
∑
s≤t F1(Xs−,Xs)) = Exp(K)t. So it follows from (4.1) that
T µ,Ft f(x) = Ptf(x) + Ex
[
f(Xt)
∞∑
n=1
∫
[0,t]
dKsn
∫
[0,sn)
dKsn−1 · · ·
∫
[0,s2)
dKs1
]
. (4.3)
In view of Theorem 3.2 and Theorem 3.6, we can interchange the order of the expectation and
the unfinite sum (see the proof of Theorem 4.3 for details). Using the Markov property of X and
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setting h1(s) := 1, hn−1(s) :=
∫
[0,s) dKsn−1 · · ·
∫
[0,s2)
dKs1 , we have
T µ,Ft f(x) =Ptf(x) +
∞∑
n=1
Ex
[
f(Xt)
∫
[0,t]
dKsn
∫
[0,sn)
dKsn−1 · · ·
∫
[0,s2)
dKs1
]
=Ptf(x) +
∞∑
n=1
Ex
[ ∫
[0,t]
Pt−snf(Xsn)dKsn
∫
[0,sn)
dKsn−1 · · ·
∫
[0,s2)
dKs1
]
=Ptf(x) +
∞∑
n=1
Ex
[ ∫
[0,t]
(∫
[0,sn)
Pt−snf(Xsn)hn−1(sn−1)dKsn−1
)
dKsn
]
=Ptf(x) + Ex
[ ∫
[0,t)
(
EXsn−1
[ ∫
(0,t−sn−1]
Pt−sn−1−rf(Xr)dKr
]
×
∫
[0,sn−1)
dKsn−2 · · ·
∫
[0,s2)
dKs1
)
dKsn−1
]
. (4.4)
For any bounded measurable g ≥ 0 on [0,∞) × Rd × Rd, by Le´vy system of X in (3.6)-(3.7),
Ex
[ ∫
(0,s]
g(s − r,Xr)dKr
]
=Ex
[ ∫
(0,s]
g(s− r,Xr)dAµr +
∑
r≤s
g(s− r,Xr)F1(Xr−,Xr)
]
=
∫ s
0
∫
Rd
p(r, x, y)g(s − r, y)µ(dy)dr
+ Ex
[ ∫ s
0
(∫
Rd
g(s − r, y)F1(Xr, y) c(Xr, y)|Xr − y|d+αdy
)
dr
]
=
∫ s
0
∫
Rd
p(r, x, y)g(s − r, y)µ(dy)dr
+
∫ s
0
∫
Rd
p(r, x, y)
(∫
Rd
g(s − r, y)F1(z, y) c(z, y)|z − y|d+αdy
)
dzdr. (4.5)
Define p(0)(t, x, y) := p(t, x, y), and for k ≥ 1,
p(k)(t, x, y) :=
∫ t
0
(∫
Rd
p(t− s, x, z)p(k−1)(s, z, y)µ(dz)
)
ds
+
∫ t
0
(∫
Rd×Rd
p(t− s, x, z)p(k−1)(s,w, y)c(z, w)F1(z, w)|z − w|d+α dzdw
)
ds. (4.6)
Let
q(t, x, y) :=
∞∑
n=0
p(k)(t, x, y), (4.7)
which will be shown in the proof of Theorem4.3 to be absolutely convergent under the assumption
of µ ∈Kα and F1 ∈ Jα. Then it follows from (4.5) and (4.5) that
T µ,Ft f(x) =
∫
Rd
q(t, x, y)f(y)dy. (4.8)
So q(t, x, y) is the heat kernel for the Feynman-Kac semigroup {T µ,Ft ; t ≥ 0}. We will derive upper
bound estimate on q(t, x, y) by estimating each p(k)(t, x, y).
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Lemma 4.1. There are constants C0 ≥ 1 and M ≥ 1 such that for every k ≥ 0 and (t, x) ∈
(0, 1] × Rd, ∫
Rd
|p(k)(t, x, y)|dy ≤ C0
(
MNα,λµ,F1(t)
)k
. (4.9)
Proof. We prove this lemma by induction. When k = 0, by Lemma 2.1, we have the inequality
hold naturally. Suppose (4.9) is true for k − 1. Then by (4.6),∫
Rk
|p(k)(t, x, y)|dy ≤
∫ t
0
(∫
Rd
p(t− s, x, z)
( ∫
Rd
p(k−1)(s, z, y)dy
)
|µ|(dz)
)
ds
+
∫ t
0
(∫
Rd×Rd
p(t− s, x, z)c(z, w)|F1 |(z, w)|z − w|d+α
(∫
Rd
p(k−1)(s,w, y)dy
)
dzdw
)
ds
≤ C0
(
MNα,λµ,F1(t)
)k−1 ∫ t
0
∫
Rd
p(t− s, x, z)|µ|(dz)ds
+C0
(
MNα,λµ,F1(t)
)k−1 ∫ t
0
∫
Rd×Rd
p(t− s, x, z)c(z, w)|F1 |(z, w)|z − w|d+α dzdwds
≤ C0C(1 + ‖c‖∞)Mk−1
(
Nα,λµ,F1(t)
)k
≤ C0
(
MNα,λµ,F1(t)
)k
,
if we increase the value of M if necessary so that M ≥ C(1 + ‖c‖∞). Here C ≥ 1 is the constant
in Lemma 2.1. The lemma is proved. 
Lemma 4.2. For any k ≥ 0 and (t, x, y) ∈ (0, 1] × Rd × Rd,
|p(k)(t, x, y)| ≤ Cp2λ/3(t, x, y)
(
(MN
α,λ/3
µ,F1
(t))k + k‖F1‖∞M(MNα,λ/3µ,F1 (t))k−1
)
, (4.10)
where C ≥ 1 and M ≥ 1 are the constants in Lemma 2.1 and Lemma 4.1, respectively.
Proof. Inequality holds trivially for k = 0. Suppose it is true for k − 1 ≥ 0, then if |x− y| ≤ t1/2,
using the induction hypothesis and applying Theorem 3.2 and Theorem 3.6,
|p(k)(t, x, y)| ≤
∫ t
0
(∫
Rd
p(t− s, x, z)|p(k−1)(s, z, y)||µ|(dz)
)
ds
+
∫ t
0
(∫
Rd×Rd
p(t− s, x, z)c(z, w)|F1 |(z, w)|z − w|d+α |p
(k−1)(s,w, y)|dzdw
)
ds
≤ C
(
(MN
α,λ/3
µ,F1
)k−1 + (k − 1)‖F1‖∞M(MNα,λ/3µ,F1 )k−2
)
×
(∫ t
0
(∫
Rd
p(t− s, x, z)p2λ/3(s, z, y)|µ|(dz)
)
ds
+
∫ t
0
(∫
Rd×Rd
p(t− s, x, z)p2λ/3(s,w, y)
c(z, w)|F1 |(z, w)
|z − w|d+α dzdw
)
ds
)
≤ Cp2λ/3(t, x, y)
(
(MN
α,λ/3
µ,F1
)k−1 + (k − 1)‖F1‖∞M(MNα,λ/3µ,F1 )k−2
)
MN
α,λ/3
µ,F1
(t).
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If |x− y| > t1/2, we have
|p(k)(t, x, y)| ≤
∫ t
0
(∫
Rd
p(t− s, x, z)|p(k−1)(s, z, y)||µ|(dz)
)
ds
+
∫ t
0
(∫
Ux,y
p(t− s, x, z)c(z, w)|F1 |(z, w)|z − w|d+α |p
(k−1)(s,w, y)|dzdw
)
ds
+
∫ t
0
(∫
Vx,y
p(t− s, x, z)c(z, w)|F1 |(z, w)|z − w|d+α |p
(k−1)(s,w, y)|dzdw
)
ds
= J1 + J2 + J3.
Applying Theorem 3.2 to J1 and Theorem 3.6 to J2,
J1 + J2 ≤ C
(
(MN
α,λ/3
µ,F1
)k−1 + (k − 1)‖F1‖∞M(MNα,λ/3µ,F1 )k−2
)
×
(∫ t
0
∫
Rd
p(t− s, x, z)p2λ/3(t, x, y)|µ|(dz)ds
+
∫ t
0
(∫
Ux,y
p(t− s, x, z)p2λ/3(s,w, y)
c(z, w)|F1 |(z, w)
|z − w|d+α dzdw
)
ds
)
≤ Cp2λ/3(t, x, y)
(
(MN
α,λ/3
µ,F1
)k−1 + (k − 1)‖F1‖∞M(MNα,λ/3µ,F1 )k−2
)
MN
α,λ/3
µ,F1
.
For J3, use the fact that |z − w| ≥ 2−1|x− y| and Lemma 4.1,
J3 ≤ 2
d+α‖F1‖∞
|x− y|d+α
∫ t
0
(∫
Rd×Rd
p(t− s, x, z)|p(k−1)(s,w, y)|dzdw
)
ds
≤ 2d+α‖F1‖∞ t|x− y|d+αC
2
0 (MN
α,λ
µ,F1
)k−1
≤ M‖F1‖∞p2λ/3(t, x, y)(MNα,λ/3µ,F1 )k−1.
This completes the proof. 
The following result gives the existence and the desired upper bound estimates of the heat
kernel for the non-local Feynman-Kac semigroup {T µ,Ft ; t ≥ 0}, as stated in Theorem 2.3.
Theorem 4.3. The series
∑∞
k=0 p
(k)(t, x, y) converges absolutely to a jointly continuous function
q(t, x, y) on (0,∞)×Rd×Rd. The function q(t, x, y) is the integral kernel (or, heat kernel) for the
Feynman-Kac semigroup {T µ,Ft ; t ≥ 0}, and there exists a constant K depending on d, α, ‖F1‖∞
and the constants C and λ := c4 in Lemma 2.1 such that
q(t, x, y) ≤ eKtp2λ/3(t, x, y) for every (t, x, y) ∈ (0,∞)× Rd × Rd. (4.11)
Proof. Let p̂(k)(t, x, y) be defined as in (4.6) but with |µ| and |F1| in place of µ and F1; that is,
p̂(0)(t, x, y) = p(t, x, y), and for k ≥ 1,
p̂(k)(t, x, y) :=
∫ t
0
(∫
Rd
p(t− s, x, z)p̂(k−1)(s, z, y)|µ|(dz)
)
ds
+
∫ t
0
(∫
Rd×Rd
p(t− s, x, z)p̂(k−1)(s,w, y)c(z, w)|F1 |(z, w)|z − w|d+α dzdw
)
ds. (4.12)
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Clearly, |p(k)(t, x, y)| ≤ p̂(k)(t, x, y) and by the proof of Lemma 4.2, there is a constant 0 < t1 ≤ 1
so that such that N
α,λ/3
µ,F1
(t1) ≤ (2M)−1 and that
q̂(t, x, y) :=
∞∑
k=0
p̂(k)(t, x, y)
≤ Cp2λ/3(t, x, y) + Cp2λ/3(t, x, y)
∞∑
k=1
(
(MN
α,λ/3
µ,F1
(t))k + k‖F1‖∞M(MNα,λ/3µ,F1 (t))k−1
)
≤ Cp2λ/3(t, x, y) + Cp2λ/3(t, x, y) (1 + 4‖F1‖∞M)
≤ C(2 + 4‖F1‖∞M)p2λ/3(t, x, y) =: γ1p2λ/3(t, x, y). (4.13)
This in particular implies that q̂(t, x, y) is jointly continuous on (0, t1] × Rd × Rd. Repeating the
procedure (4.3), (4.4) and (4.5) with |µ|, |F1| in place of µ, F1. and by Fubini’s theorem, we have
for any bounded function f ≥ 0 on Rd and t ∈ (0, t1],
Ttf(x) := Ex
[
f(Xt)Exp
(
A|µ| +
∑
s≤·
|F1|(Xs−,Xs)
)
t
]
=
∫
Rd
q̂(t, x, y)f(y)dy. (4.14)
Note that Tt ◦ Ts = Tt+s for any t, s ≥ 0. Extend the definition of q̂(t, x, y) to (0, 2t1]×Rd ×Rd by
q̂(t+ s, x, y) =
∫
Rd
q̂(t, x, z)q̂(s, z, y)dz
for s, t ∈ (0, t1]. The above is well defined and, in view of (4.13) and Lemma 3.7, q̂(t, x, y) is jointly
continuous on [0, 2t1] × Rd × Rd and there is constant γ2 so that p̂(t, x, y) ≤ γ2p2λ/3(t, x, y) on
(0, 2t1]× Rd × Rd. Clearly,
Ttf(x) =
∫
Rd
q̂(t, x, y)f(y)dy
for every f ≥ 0 on Rd and (t, x) ∈ (0, 2t1]×Rd. Repeat the above procedure, we can extend q̂(t, x, y)
to be a jointly continuous function on [0,∞)×Rd×Rd so that (4.14) holds for every f ≥ 0 on Rd and
(t, x) ∈ (0,∞)×Rd, and that there exists a constant K > 0 depending on d, α,C, λ,C0 , ‖F1‖∞,M
so that for any t > 0 and x, y ∈ Rd
q̂(t, x, y) ≤ eKtp2λ/3(t, x, y).
This proves the theorem as q(t, x, y) ≤ q̂(t, x, y). 
4.2 Lower bound estimate
In this subsection, we assume µ ∈ Kα and F ∈ Jα. Clearly, F1 := eF −1 ∈ Jα. Due to the presence
of the Gaussian component in (1.3), the approach in [9] of obtaining lower bound estimates for
q(t, x, y) is not applicable here. We will employ a probabilistic approach from [13, 14] to get the
desired lower bound estimates.
Let p˜(1)(t, x, y) be defined as in (4.12) but with |F | in place of |F1|. Thus by (4.13), there is a
constant γ > 0 so that
p˜(1)(t, x, y) ≤ γp2λ/3(t, x, y) for (t, x, y) ∈ (0, 1] × Rd × Rd.
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In particular, there is a constant K1 > 0 so that p˜
1(t, x, y) ≤ K1t−d/2 for t ∈ (0, 1] and |x−y| ≤
√
t.
On the other hand, it follows from (2.1) that there exists a constant C˜ ≥ 1 so that
C˜−1t−d/2 ≤ p(t, x, y) ≤ C˜t−d/2 for every t ∈ (0, 1 and |x− y| ≤
√
t.
Let k ≥ 2 be an integer so that k ≥ 2K1C˜. Then for every t ∈ (0, 1] and x, y ∈ Rd with |x−y| ≤
√
t,
p(t, x, y)− 1
k
p˜1(t, x, y) ≥ 1
2C˜
t−d/2 ≥ 1
2C˜2
p(t, x, y). (4.15)
Note that
Ex
[
A
|µ|,|F |
t f(Xt)
]
=
∫
Rd
p˜(1)(t, x, y)f(y)dy.
Using the elementary inequality that
1−A|µ|,|F |t /k ≤ exp(−A|µ|,|F |t /k) ≤ exp(Aµ,Ft /k),
we have for any ball B(x, r) centered at x with radius r and any (t, y) ∈ (0, 1] × Rd,
1
|B(x, r)|Ey
[
(1−A|µ|,|F |t /k)1B(x,r)(Xt)
]
≤ 1|B(x, r)|Ey
[
exp(Aµ,Ft /k)1B(x,r)(Xt)
]
.
Hence by (4.15) and Ho¨lder’s inequality, we have for 0 < t ≤ 1 and |x− y| ≤ √t,
1
2C˜2
1
B(x, r)
Ey[1B(x,r)(Xt)] ≤
1
B(x, r)
Ey[exp(A
µ,F
t /k)1B(x,r)(Xt)]
≤
(
1
B(x, r)
Ey[exp(A
µ,F
t )1B(x,r)(Xt)]
)1/k ( 1
B(x, r)
Ey[1B(x,r)(Xt)]
)1−1/k
.
Thus
1
2kC˜2k
1
B(x, r)
Ey[1B(x,r)(Xt)] ≤
1
B(x, r)
Ey[Exp(A
µ,F
t )1B(x,r)(Xt)].
By taking r ↓ 0, we conclude from above as well as Lemma 2.1 that
q(t, x, y) ≥ 2−kC˜−2kp(t, x, y) & t−d/2 for every t ∈ (0, 1] and |x− y| ≤
√
t. (4.16)
By a standard chaining argument (see, e.g., [17]), it follows that there exist constants K2, λ1 > 0
so that
q(t, x, y) ≥ K2Γλ1(t;x− y) for (t, x, y) ∈ (0, 1] × Rd × Rd. (4.17)
To get the jumping component in the lower bound estimate for q(t, x, y), we consider a sub-
Markovian semigroup {Qt; t ≥ 0} defined by
Qtf(x) := Ex
Exp
−A|µ|t −∑
s≤t
|F |(Xs−,Xs)
 f(Xt)
 .
Since |µ ∈ Kα and |F | ∈ Jα, we know that {Qt; t ≥ 0} has a jointly continuous transition kernel
p¯(t, x, y). Clearly, q(t, x, y) ≥ p¯(t, x, y) for every t > 0 and x, y ∈ Rd. Since {Qt; t ≥ 0} forms a Feller
semigroup, there exists a Feller process Y = {Yt,Px, x ∈ Rd, ζY } such that Qtf(x) = Ex[f(Yt)]. We
will derive a lower bound estimate on q(t, x, y) through the Feller process Y .
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It follows from the definition of µ ∈ Kα and F ∈ Jα that supx∈Rd Ex
[
A
|µ|,|F |
1
]
< ∞. Thus by
Jensen’s inequality,
inf
x∈Rd
Ex
[
Exp(A−|µ|,−|F |)1
]
≥ Exp
(
− sup
x∈Rd
Ex
[
A
|µ|,|F |
1
])
=: γ0 > 0. (4.18)
Let η be the random time whose distribution is determined by Px(ζ > t) = Ex
[
Exp(A−|µ|,−|F |)t
]
.
We can couple the processes X and Y in such a way that on {η > t}, Ys = Xs for every s ≤ t.
We define first hitting time and exit time of a Borel set D ⊂ Rd by Xt and Yt as follows;
σXD := inf{s ≥ 0,Xs ∈ D}, τXD := inf{s ≥ 0,Xs /∈ D};
σYD := inf{s ≥ 0, Ys ∈ D}, τYD := inf{s ≥ 0, Ys /∈ D}.
Lemma 4.4. Let γ0 ∈ (0, 1) be the constant in (4.18). There exists a constant κ0 ∈ (0, 1) depending
on d,C, λ, α,R, γ0 such that for any 0 < r ≤ 1,
sup
x∈Rd
Px
(
τXB(x,r) ≤ κ0r2
)
≤ γ0/2. (4.19)
Consequently, for every x ∈ Rd and r ∈ (0, 1],
Px
(
τYB(x,r) > κ0r
2
)
≥ γ0/2. (4.20)
Proof. First note that by (1.3), for every s ≤ t ≤ 1, x ∈ Rd and r > 0,∫
B(x,r/)c
p(s, x, y)dy ≤ c
(∫
B(0,r/2
√
s)c
e−c4|z|
2
dz + sr−α
)
≤ c
(
e−c4r
2/8t + tr−α
)
.
Let κ0 > 0 sufficiently small so that c
(
e−c4/8κ0 + κ0
)
< γ0/4. Then by taking t = κ0r
2, we have
from the above that for every x ∈ Rd and r ∈ (0, 1],
sup
s∈(0,κ0r2]
∫
B(x,r/2)c
p(s, x, y)dy ≤ γ0/4. (4.21)
For simplicity, denote τXB(x,r) by τ . We have by the strong Markov property of Xt and (4.21)
that
Px(τ ≤ κ0r2) ≤ Px
(
τ ≤ κ0r2; Xκ0r2 ∈ B(x, r/2)
)
+ Px
(
Xκ0r2 /∈ B(x, r/2)
)
≤ Px
(
PXτ (|Xκ0r2−τ −X0| ≥ r/2); τ ≤ κ0r2)
)
+
γ0
4
≤ γ0
4
+
γ0
4
=
γ0
2
.
Hence
Px
(
τYB(x,r) > κ0r
2
)
≥ Px
(
η > κ0r
2 and τXB(x,r) > κ0r
2
)
≥ Px
(
η > κ0r
2
)− Px (τXB(x,r) ≤ κ0r2) ≥ γ0/2,
where in the last inequality, we used (4.18). 
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Lemma 4.5. Let 0 < κ0 < 1 be the constant in Lemma 4.4. There exists a constant γ1 > 0 so that
for any r > 0 and x0, y0 ∈ Rd with |y0 − x0| ≥ 3r,
Px0
(
σYB(y0,r) ≤ κ0r2
)
≥ γ1 r
d+2
|y0 − x0|d+α . (4.22)
Proof. Define f(x, y) = 1B(x0,r)(x)1B(y0 ,r)(y). Then
Mt :=
∑
s≤t∧(κr2)
f(Xs−,Xs)−
∫ t∧(κ0r2)
0
f(Xs, y)N(Xs, dy)ds, t ≥ 0,
is a martingale additive functional of X that is uniformly integrable under Px for every x ∈ Rd.
Let
At := A
−|µ|,|F |
t = −A|µ|t −
∑
s≤t
F (Xs−,Xs), t ≥ 0,
which is a non-increasing additive functional of X. By stochastic integration by parts formula,
eAtMt =
∫ t
0
eAs−dMs +
∫ t
0
Ms−deAs +
∑
s≤t
(eAs − eAs−)(Ms −Ms−).
For τ := τXB(x0,r) ∧ (κ0r2), Mt = −
∫ t∧(κ0r2)
0 f(Xs, y)N(Xs, dy)ds ≤ 0 for t ∈ [0, τ). It follows that
eAτMτ ≥
∫ τ
0
eAs−dMs + (e
Aτ − eAτ−)Mτ .
Thus
Ex0
[
eAτ−Mτ
] ≥ Ex0 ∫ τ
0
eAs−dMs = 0.
This together with (3.7) implies that
Ex0
[
eAτ−1B(y0,r)(Xτ )
] ≥ Ex0
[
eAτ−
∫ τ∧(κ0r2)
0
∫
B(y0,r)
N(Xs, dy)ds
]
≥ c κ0r
2 rd
|x0 − y0|d+αEx0
[
e
Aκ0r2 ; τXB(x0,r) ≥ κ0r2
]
=
c κ0r
d+2
|x0 − y0|d+αPx0
(
τYB(x0,r) ≥ κ0r2
)
≥ c γ0κ0r
d+2
2|x0 − y0|d+α ,
where the last inequality is due to (4.20). Consequently,
Px0
(
σYB(y0,r) ≤ κ0r2
)
≥ Px0
(
τYB(x0,r) ≤ κ0r2 and YτYB(x0,r) ∈ B(y0, r)
)
= Ex0
[
eAτ 1B(y0,r)(Xτ )
]
≥ e−‖F‖∞ Ex0
[
eAτ−1B(y0,r)(Xτ )
]
≥ c e
−‖F‖∞ γ0κ0rd+2
2|x0 − y0|d+α .
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The lemma is proved. 
We now derive lower bound heat kernel estimate for the heat kernel q(t, x, y) of the Feynman-
Kac semigroup {T µ,Ft ; t ≥ 0}.
Theorem 4.6. Suppose µ ∈ Kα and F is a measurable function in Jα. Then there exist positive
constants K˜ ≥ 1 and λ1 > 0 depending on (d, α, λ,Nα,λ/3α,F , ‖F‖∞) and the constants in (1.3) such
that
K˜−1 pλ1(t, x, y) ≤ q(t, x, y) ≤ K˜ p2λ/3(t, x, y) (4.23)
for (t, x, y) ∈ (0, 1] ×Rd × Rd.
Proof. The upper bound estimates follows from Theorem 4.3 so it remains to establish the lower
bound estimate for q(t, x, y). If |x− y| ≤ √t, the desired lower bound heat kernel estimate follows
from (4.17). So it suffices to consider the case that |x − y| > √t. Set r = √t/3. It follows from
Lemma 4.4 and Lemma 4.5 that
Px
(
Y2κ0r2 ∈ B(y, 2r)
) ≥ Px(σYB(y,r) < κ0r2; sup
s∈[σ,σ+κ0r2]
|Ys − Yσ| < r
)
= Ex
[
PYσ
(
sup
s∈[σ,σ+κ0r2]
|Ys − Yσ| < r
)
;σ < κ0r
2
]
≥ Px
(
τYB(x,r) > κ0r
2
)
Px
(
σYB(y,r) < κ0r
2
)
≥ γ0γ1
2
rd+2
|x− y|d+α .
Thus ∫
B(y,2r)
q(2κ0r
2, x, z)dz ≥ Px
(
Y2κ0r2 ∈ B(y, 2r)
) ≥ γ0γ1rd+2
2|x− y|d+α .
Since |y − z| < 2r < √t− 2κ0r2, one has by (4.16) that
q(t, x, y) ≥
∫
B(y,2r)
q(2κ0r
2, x, z)q(t− 2κ0r2, z, y)dz
≥ inf
z∈B(y,2r)
q(t− 2κ0r2, y, z) γ0γ1r
d+2
2|x − y|d+α
≥ K2e−λ1t−d/2 γ0γ1r
d+2
2|x− y|d+α
≥ K2e−λ1 γ0γ1
2 · 3d+2 η(t;x− y).
This together with (4.17) establishes the lower bound estimate for q(t, x, y) in (4.23). 
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