Let φ and ψ be endomorphisms of the projective line of degree at least 2, defined over a field F . From a dynamical perspective, a significant question is to determine whether φ and ψ are conjugate (or to answer the related question of whether a given rational function φ has a nontrivial automorphism). We construct efficient algorithms for computing the set of conjugating maps (resp., the group of automorphisms), with an emphasis on the case where F is a finite field or a number field. Each of our algorithms takes advantage of different dynamical structures, so context (e.g., field of definition and degree of the map) determines the preferred algorithm.
Introduction
Let F be a field, and let φ = f /g ∈ F (z) be a rational function, where f, g are relatively prime polynomials. Unless otherwise specified, we assume throughout that
When viewed as an endomorphism of the projective line P 1 F φ → P 1 F , a dynamical theory of φ arises from iteration. That is, for x ∈ P 1 (F ), we may consider its orbit
x → φ(x) → φ 2 (x) → φ 3 (x) → · · · (Here we write φ 1 = φ and φ n = φ • φ n−1 for each n > 1.)
Motivation. If two rational functions φ, ψ ∈ F (z) are conjugate, then there is some rational function f of degree 1 (an automorphism of P 1 ) defined over F , an algebraic closure of F , such that f • φ = ψ • f . In this case, the two functions exhibit the same geometric dynamical behavior. Indeed, if f ∈ F (z) conjugates φ to ψ, then f maps the φ-orbit of a point x ∈ P 1 (F ) to the ψ-orbit of f (x). We say that φ and ψ are conjugate over a field extension E/F if they satisfy the relation f • φ = ψ • f for some rational function f ∈ E(z) of degree 1. In this case, they have the same arithmetic dynamical behavior over E; e.g., f maps φ-orbits of E-rational points to ψ-orbits of E-rational points, and the field extension of E generated by the period-n points of φ and ψ must agree for every n ≥ 1.
Conversely, given two functions that seemingly exhibit the same dynamical behavior, one wants to know if they are conjugate, or if there is some deeper structure that should be investigated. This natural question sparked the current work, in which we study the following pair of algorithmic problems:
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(1) For two rational functions φ and ψ, determine the set of rational functions f of degree 1 (automorphisms of P 1 ) that conjugate φ to ψ, i.e., such that f • φ • f −1 = ψ.
(2) For a given rational function φ, determine the automorphism group of φ; i.e., determine the set of rational functions f of degree 1 such that f • φ • f −1 = φ. These two questions are intimately connected. In §2 we show that the set of automorphisms can be viewed as the points of a finite group scheme, denoted Aut φ ; in §3 we show that the set of maps conjugating φ to ψ is also a scheme, denoted Conj φ,ψ , which is a principal homogeneous space for Aut φ . In particular, conjugacy over F and conjugacy over an algebraic closure F are equivalent notions whenever φ (and ψ) have trivial automorphism group. More generally, one can show that the size of the automorphism group of φ (or ψ) bounds the degree of the field extension generated by the coefficients of any conjugating map [LMT12] .
The symmetry locus of rational functions -the space of rational functions with non-trivial automorphism group -can be thought of as an analogue of the locus of abelian varieties that have extra automorphisms. Indeed, just as the presence of elliptic curves with extra automorphisms obstructs the existence of a universal elliptic curve, so does the symmetry locus obstruct the existence of a fine moduli space of conjugacy classes of rational functions. The algorithms discussed below may be viewed as a computational tool for detecting if a given rational function is an obstruction.
Algorithms. We provide several algorithms in §4 and §5 that compute the field-valued points of Aut φ and Conj φ,ψ . The first two algorithms are "naïve" in the sense that they do not take advantage of context-specific knowledge; we describe these two algorithms mainly for the sake of completeness and for performance comparison. The remaining three algorithms each utilize different types of extra structure about the problem, and consequently each has its own strengths and weaknesses.
Gröbner Bases. Since Conj φ,ψ and Aut φ are zero-dimensional schemes naturally defined by 2d + 1 homogeneous polynomials of degree d + 1 in four variables, one may apply standard Gröbner basis techniques to compute the points of Conj φ,ψ or Aut φ . See §4.1.
Exhaustive Search. When φ and ψ are defined over a finite field F q , one could, in theory, determine Conj φ,ψ (F q ) or Aut φ (F q ) by exhaustive search. This computation is feasible when the degrees of φ, ψ and the size of the finite field are reasonably small. See §4.2.
Method of Invariant Sets. This algorithm computes the absolute conjugating set (defined over an algebraic closure F ) using linear algebra, based on the existence of a pair of subsets T φ , T ψ ⊂ P 1 (F ) such that f (T φ ) = T ψ for all f ∈ Conj φ,ψ (F ). The same method can be used to compute the absolute automorphism group, and we explain how a slight modification gives a method to compute the automorphism group or conjugating set defined over a finite ground field. See §4.3.
Chinese Remainder Theorem. When F = K is a number field, we prove that the height of the elements in Conj φ,ψ (K) are bounded in terms of the coefficients of φ and ψ. This allows us to develop a Chinese Remainder Theorem (CRT) algorithm to compute the K-rational points of Conj φ,ψ and Aut φ . See §4.4. In principle, the CRT algorithm is exactly the same regardless of whether one is computing Aut φ (K) or Conj φ,ψ (K); however, in practice, each admits several distinct ways for increasing efficiency. These improvements are discussed at the end of §4.4 and in §4.5.
Method of Fixed Points. This method applies only to the computation of the set Aut φ (F ). The action of φ on the fixed points of a nontrivial element f ∈ Aut φ (F ) is highly restricted, both geometrically and arithmetically. We exploit this restriction to develop another algorithm for computing Aut φ (F ); this is described in §5.
Experiments. In §6 we compare the running times of the algorithms for computing Aut φ (Q) for rational functions with non-trivial automorphism group and for a large number of randomly generated rational functions of various degrees and various heights. The running times demonstrate that the method of fixed points is preferable to the CRT method for rational functions of degree up to about 12, when the two methods become comparable. For larger degrees the CRT method is preferable. As a benchmark, we compare our new algorithms with the Gröbner basis algorithm. Our experiments show that this naïve method is comparable with the fixed point method when the degree is two or three, but on average performs an order of magnitude worse already for functions of degree 6 and two orders of magnitude worse for functions of degree 9. See Tables 1, 2, and 3 for precise timings.
It is worth noting that modern research on the dynamics of rational functions often focuses on low degree, with an abundance of open questions even in degrees 2 (see, for example, [Mil93, Poo98] ) and 3 (see [Mil09] ). So there is already ample room for generating, testing, and refining new conjectures on rational functions of degrees between 3 and say 10, and we believe the tools presented here will be useful in this regard.
The Automorphism Scheme
Let R be a noetherian commutative ring with unity, and let R-Alg and Grp denote the categories of commutative R-algebras and (abstract) groups, respectively. For any R-algebra S, we identify PGL 2 (S) with Aut(P 1 S ), the group of automorphisms of P 1 defined over S. We make the following definition:
Definition. Let φ : P 1 R → P 1 R be a morphism of degree at least 2. Let Aut φ denote the functor from R-Alg → Grp given by
The functor Aut φ acts on R-algebra morphisms by base extension of the associated group of automorphisms.
The remainder of this section will be devoted to showing that the functor Aut φ is represented by a finite group scheme.
Theorem 2.1. Let R be a commutative ring and let φ : P 1 R → P 1 R be an endomorphism of degree at least 2. Then the functor Aut φ is represented by a closed finite R-subgroup scheme Aut φ ⊂ PGL 2 .
Remark 2.2. The group scheme Aut φ need not be flat over Spec R. For example, if φ(z) = z 2 is an endomorphism of the projective line over Z 2 , then there is nontrivial 2-torsion in the ring of global functions of Aut φ . Intuitively, this is because Aut φ (Q 2 ) = {z, 1/z}, while Aut φ (F 2 ) ∼ = PGL 2 (F 2 ), which has order 6.
The proof of the theorem will be postponed until §2.2. Our main contribution lies in showing that Aut φ is proper over Spec R. The Reduction Lemma, stated and proved in the next subsection, will allow us to prove properness, and it will also be a key tool in the Chinese Remainder Theorem algorithm detailed in §4.4.
2.1.
Properness. If k is a non-Archimedean field (not necessarily complete) with valuation ring o, we say that an endomorphism φ : P 1 k → P 1 k has good reduction if there exists a morphism Φ : P 1 o → P 1 o that agrees with φ on the generic fiber. Reduction Lemma. Let k be a non-Archimedean field with valuation ring o and residue field F, and let φ ∈ k(z) be a rational function of degree at least 2 (which is equivalent to a morphism P 1 k → P 1 k ). Suppose that φ has good reduction. Then every element of Aut φ (k) has good reduction, and the canonical reduction o → F induces a homomorphism red : Aut φ (k) → Aut φ (F). If F has characteristic p > 0 (resp. characteristic zero), then the kernel of reduction is a p-group (resp. trivial ).
The proof of the Reduction Lemma uses dynamics on the Berkovich projective line. For a comprehensive background, see [BR10] . For a more concise summary of the ideas used here, we direct the reader to [Fab13] .
Proof. Let C k be a minimal complete and algebraically closed non-Archimedean extension of k, and let P 1 be the Berkovich analytification of the projective line P 1 C k . The morphism φ extends functorially to P 1 . We use two key facts due to Rivera-Letelier [RL05, Thm. 4]:
(1) a rational function f has good reduction if and only if the Gauss point ζ ∈ P 1 is totally invariant; i.e., f −1 (ζ) = {ζ}, and (2) a rational function of degree at least 2 has at most one totally invariant point in
Hence f −1 (ζ) is a totally invariant point for φ, so that f (ζ) = ζ. Equivalently, f has good reduction. Thus the reduction map red : Aut φ (k) → Aut φ (F) is well-defined, and it is evidently a homomorphism. Now we compute the kernel of reduction. Suppose red(f ) is trivial. Without loss of generality, we may replace k with a finite extension in order to assume that f has a krational fixed point. Moreover, we may conjugate f by an element of PGL 2 (o) in order to assume that f (∞) = ∞, so f (z) = αz + β.
Silverman has shown that Aut φ (L) is a finite group for any algebraically closed field L [Sil07, Prop. 4.65] 1 , so f necessarily has finite order m ≥ 1. The equation f m (z) = z shows that α is an m-th root of unity. But red(f ) is trivial, so the image of α in the residue field F is 1. If k has residue characteristic zero, then we conclude that α = 1 and β = 0. Otherwise, we find that α is a p-power root of unity in k, and hence f has p-power order in Aut φ (k).
Remark 2.3. A different proof of the first part of the Reduction Lemma can be given using the maximum modulus principle in non-Archimedean analysis [PST09, Lem. 6].
Proposition 2.4. Let F be a field, and let n ≥ 2 be an integer. Suppose that φ : P 1 F → P 1 F is a morphism of degree d ≥ 2 such that Aut φ (F ) contains an element of order n. Then n divides one of d, d − 1, or d + 1.
Proof. We may assume without loss of generality that F is algebraically closed. Let s ∈ Aut φ (F ) have order n. We conjugate one of the fixed points of s to ∞, so that s = α β 0 1 . (Note that replacing s with usu −1 has the effect of replacing φ with uφu −1 .) The proof divides into two cases, depending on whether α = 1 or α = 1.
If α = 1, then s has only one fixed point, so necessarily n = char(F ) is prime. Replace s with β −1 0 0 1 s β 0 0 1 in order to assume that β = 1. It follows that φ(z + 1) − 1 = φ(z), or equivalently, that the function φ(z) − z is invariant under the map z → z + 1. Hence there exists a rational function ψ(z) ∈ F (z) such that φ(z) − z = ψ(z n − z). We conclude that deg(φ) = n · deg(ψ) or n · deg(ψ) + 1. Now suppose that α = 1, so s has two distinct fixed points: ∞ and β/(1 − α). We may conjugate the second fixed point to 0 in order to assume that β = 0. Note that this implies that α ∈ F × has multiplicative order n. To say that s is an automorphism of φ is equivalent to saying that φ(z)/z is invariant under the map z → αz. Hence there is a rational function
The Reduction Lemma yields an injectivity statement for reduction of automorphisms at all but finitely many places of a number field. For notation, if K is a number field and v is a finite place of K, we write K v and F v for the completion of K at v and the residue field of K v , respectively. If φ ∈ K(z) is a rational function, we say that it has good reduction at v if the induced rational function over K v has good reduction in the above sense. (Equivalently, φ has good reduction at v if one can reduce its coefficients modulo v, and the resulting endmorphism of P 1 Fv has the same degree as φ.) Proposition 2.5. Let K be a number field and let φ ∈ K(z) be a rational function of degree d ≥ 2. Define S 0 to be the set of rational primes given by
and let S be the (finite) set of places of K of bad reduction for φ along with the places that divide a prime in S 0 . Then red v : Aut φ (K) → Aut(F v ) is a well defined injective homomorphism for all finite places v outside S.
Proof. By the Reduction Lemma, it suffices to prove that if v ∈ S, then Aut φ (K) has no element of order p, where v | p. Suppose otherwise. The group PGL 2 (C) contains a unique subgroup of order p, up to conjugation, so that an element of order p is conjugate to ζp 0 0 ζ −1 p . Taking traces shows that ζ p + ζ −1 p ∈ K. Note that [Q(ζ p + ζ −1 p ) : Q] = 1 2 (p − 1) for p > 2, so that p−1 2 | [K : Q]. If Aut φ (K) contains an element of order p, then p divides d(d 2 − 1) by Proposition 2.4. Hence p ∈ S 0 , and so v ∈ S. Proposition 2.5 often allows one to determine the group structure of Aut φ (K) very quickly by computing Aut φ (F v ) for a few places v ∈ S. This is analogous to the way one typically computes the torsion subgroup of an elliptic curve over a number field; see [Sil09, VII.3 ]. (If one wishes to compute the elements of Aut φ (K) rather than just the group structure, then more work is required.) 2.2. Proof of Theorem 2.1. Fix a commutative ring R. Over R, PGL 2 may be embedded as an affine subvariety of P 3
We may define Aut φ as a subgroup scheme of PGL 2 as follows. After fixing coordinates of P 1 R , the morphism φ can be given by a pair of homogeneous polynomials
The pair Φ 0 , Φ 1 is unique up to multiplication by a common unit in R. Similarly, for any R-algebra S, an element f ∈ PGL 2 (S) may be given by a pair F = (αX + βY, γX
(2.1) The expression on the left is a homogeneous polynomial of degree 2d in X and Y whose coefficients are homogeneous polynomials in R[α, β, γ, δ]. So (2.1) gives 2d + 1 equations that cut out a closed subscheme of PGL 2 defined over R. One checks readily that Aut φ (S) is a subgroup of PGL 2 (S) for every S.
Next we argue that Aut φ is a finite group scheme over R when φ has degree at least 2. The map Aut φ → Spec R is quasi-finite. Indeed, it suffices to check this statement on geometric fibers, and it is known that Aut φ (L) is a finite group for any algebraically closed field L [Sil07, Prop. 4.65].
Moreover, Aut φ is proper over Spec R. Indeed, since Aut φ and Spec R are noetherian, this can be checked using the valuative criterion for properness using only discrete valuation rings [Har77, Ex. II.4.11]. Let o be a discrete valuation ring with field of fractions k, and consider a commutative diagram
The left vertical map is the canonical open immersion, and the right vertical map is the structure morphism. We must show there is a unique morphism Spec o → Aut φ that makes the entire diagram commute. Without loss of generality, we may assume that R = o and that the lower horizontal arrow is the identity map.
If v : k → Z ∪ {+∞} is the canonical extension of the valuation on o, then we may endow k with the structure of a non-Archimedean field by setting |x| = e −v(x) for every x ∈ k. (Note that we interpret e −∞ as zero.) Since φ is defined over o, it has good reduction. The Reduction Lemma asserts that every k-automorphism of φ also has good reduction. Equivalently, every k-valued point may be extended to an o-valued point, which is what we wanted to show.
We now know that Aut φ → Spec R is a quasi-finite proper morphism. Zariski's main theorem tells us that it factors as an open immersion of R-schemes Aut φ → X followed by a finite morphism X → Spec R. But Aut φ is proper, so any open immersion is actually an isomorphism. Hence Aut φ is finite over Spec R.
The conjugation scheme
As in the previous section, we let R be a commutative ring with 1, and we consider rational functions φ, ψ :
The development of the R-scheme of rational functions of degree 1 conjugating φ to ψ process along similar lines as the construction of the scheme Aut φ in the previous section. We will be content to state the results and only sketch the major differences here.
Definition. Fix an integer d ≥ 2, and let φ, ψ : P 1 R → P 1 R be two endomorphisms of degree d. Write Set for the category of sets. Let Conj φ,ψ : R-Alg → Set denote the functor given by
The functor Conj φ,ψ acts on R-algebra morphisms by base extension of the associated set of conjugation maps.
Theorem 3.1. Let R be a commutative ring with 1, let d ≥ 2 be an integer, and let φ, ψ :
Remark 3.2. The theorem does not preclude the possibility that Conj φ,ψ is the empty scheme. The group scheme PGL 2 has relative dimension 3 over R, while the space Rat d of endomorphisms of P 1 of degree d has relative dimension 2d + 1 > 3. So for a fixed φ ∈ Rat d (R), a general choice of ψ will yield Conj φ,ψ = ∅.
Remark 3.3. When Conj φ,ψ is not the empty scheme, it is a principal homogeneous space for Aut φ (and Aut ψ ). This observation will be used explicitly to show that Conj φ,ψ is quasi-finite.
The construction of the closed subscheme Conj φ,ψ ⊂ PGL 2 is similar to that of Aut φ in §2, so we leave the details to the reader. Note that the equations defined by (2.1) remain equally valid in this setting if we write Ψ = (Ψ 0 (X, Y ), Ψ 1 (X, Y )) for a homogenization of ψ and replace Φ i with Ψ i . In particular, Conj φ,ψ is cut out as a subscheme of PGL 2 by 2d + 1 homogeneous polynomials of degree d + 1 in the four variables α, β, γ, δ, where
In order to establish that Conj φ,ψ is finite over Spec R, one must argue that it is proper and quasi-finite. Properness follows from a direct generalization of the Reduction Lemma (and its proof):
Reduction Lemma (Part II). Let k be a non-Archimedean field with valuation ring o and residue field F, and let φ, ψ ∈ k(z) be rational functions of degree at least 2. Suppose that both φ and ψ have good reduction. Then every element of Conj φ,ψ (k) has good reduction, and the canonical reduction o → F induces a map of sets red φ,ψ :
If the order of Aut φ (k) is relatively prime to the characteristic of F, then red φ,ψ is injective.
Proof. Only the final statement of the lemma requires further comment. The Reduction Lemma for Aut φ shows that the kernel of the homomorphism red φ :
To complete the proof of Theorem 3.1, it remains to show that Conj φ,ψ is quasi-finite, for which it suffices to take R = F to be a field and prove that Conj φ,ψ (F ) is finite. If Conj φ,ψ (F ) is empty, we are finished. Otherwise, fix an element f 0 ∈ PGL 2 (F ) that conjugates φ to ψ.
Given an element f ∈ Conj φ,ψ (F ), we see that
which one readily verifies is a bijection. Since Aut φ (F ) is a finite set, so is Conj φ,ψ (F ). We close this section with a version of Proposition 2.5 that applies to conjugation sets.
Corollary 3.4. Let K be a number field and let φ, ψ ∈ K(z) be rational functions of degree d ≥ 2. Define S 0 to be the set of rational primes given by
and let S be the (finite) set of places of K of bad reduction for φ or ψ along with the places that divide a prime in
is a well defined injection of sets for all finite places v outside S.
Proof. Let f 0 ∈ Conj φ,ψ (K). For v ∈ S, we have the following diagram of morphisms of sets.
The vertical arrows denote postcomposition with the indicated element; they are bijections by the discussion immediately preceding this proof. The Reduction Lemmas show that the horizontal arrows are well defined. The diagram commutes because PGL 2 is a group scheme. We have already shown the lower horizontal arrow is injective (Proposition 2.5), so the top one must share this property.
General Algorithms
The goal of this section is to collect and compare a number of algorithms for computing the set Conj φ,ψ (F ) over a variety of fields F , with an emphasis on the cases where F is a finite field or number field. Since Aut φ (F ) = Conj φ,φ (F ), these algorithms will also compute the automorphism group of a rational function φ; in the next section we will propose routines for computing Aut φ (F ) that are typically much more efficient.
Given two different rational functions φ and ψ, one might be interested in determining if they are conjugate over the field F (or over an algebraic closure). One may use the methods below and include an early termination condition if any single conjugating map f 0 is found
If one wants to compute the full set Conj φ,ψ (F ), in practice it is most efficient to find such an f 0 and then compute Aut φ (F ) as in the next section.
By way of a disclaimer, we have attempted to stress concept and clarity in our algorithms; we have not endeavored to explain all of the small tricks we used at the level of implementation. This is especially true in Algorithm 2. We refer the interested reader to our source code which is included with the arXiv distribution of this article. 4.1. Gröbner Bases. Buchberger's algorithm allows one to compute the points of a zerodimensional scheme by constructing a Gröbner basis for its ideal of definition I with respect to an appropriate monomial ordering [Eis95, Ch. 15 ]. Over a fixed polynomial ring, its performance typically degrades as the degrees of the generators of I grow. When d = deg(φ) = deg(ψ), we saw in §3 that Conj φ,ψ is a zero-dimensional scheme naturally defined by 2d + 1 homogeneous polynomials of degree d + 1 in four variables.
We used built-in functions in Magma to compute Aut φ (Q) and compare the methods described below. We found that this Gröbner basis technique can be competitive with the other algorithms developed for d ≤ 3, but for larger d this method is substantially worse. See the tables in §6 for sample run times.
4.2.
Finite Fields -Exhaustive Search. Writing F q for the finite field with q elements, one sees that PGL 2 (F q ) contains q(q 2 − 1) elements. When q and d are small, it is reasonably efficient to compute Conj φ,ψ (F q ) by exhaustive search. Verifying the identity ψ • s = s • φ requires O(d 2 log 3 q) bit operations for a general choice of φ and ψ of degree d and an element s ∈ PGL 2 (F q ). Since we expect Conj φ,ψ (F q ) is empty, this method typically requires O(q 3 ) such verifications to complete. When φ = ψ, so that Conj φ,ψ (F q ) = Aut φ (F q ), this approach can typically be accelerated by using the classification of subgroups of PGL 2 (F q ) [Fab12, Thm. D] to build in early termination conditions. 4.3. Method of Invariant Sets. Let F be an arbitrary field, and suppose φ, ψ : P 1 F → P 1 F are morphisms of degree at least 2. In this section we describe an algorithm to compute Conj φ,ψ (F ) using linear algebra, assuming the existence of a pair of subsets T φ , T ψ ⊂ P 1 (F ) such that s(T φ ) = T ψ for all s ∈ Conj φ,ψ (F ). Over a given field F , one cannot always find such subsets, but they are easy to construct over an extension field of F . In particular, this method lends itself naturally to computing Conj φ,ψ (F ), where F is an algebraic closure of F . In fact, we will see that it also gives a field of definition E/F for the absolute conjugating set, although E is typically not the smallest such field. The degree d = deg(φ) = deg(ψ) is the principle measure of complexity in this algorithm. If the coefficients of φ, ψ, and a candidate element s ∈ PGL 2 (E) have length at most k bits, then verifying the equality s • φ = ψ • s requires O(d 3 k 2 ) bit operations in general. This can be reduced to O(d 2 log 3 q) if E is a finite field with q elements. The number of candidates s ∈ PGL 2 (E) is approximately #T 3 φ /6 = O(d 3 ), which can make this algorithm very inefficient if the degree is large.
We begin by explaining Algorithm 1, which determines Conj φ,ψ (E) if we already have the "invariant pair" T φ , T ψ . Then we give a description of how one constructs such a pair. Finally, we discuss several early termination conditions for detecting whether φ and ψ fail to be conjugate. 4.3.1. Conjugation Sets from Invariant Pairs. For this part of the discussion, let E be any field over which φ and ψ are defined. Suppose that we have two finite subsets T φ , T ψ ⊂ P 1 (E) satisfying the following conditions
Let us call {T φ , T ψ } an invariant pair for φ and ψ. 
4.3.2.
Constructing an Invariant Pair. We now suppose that φ and ψ are conjugate rational functions defined over a field F and give a construction of sets T φ and T ψ as in the preceding subsection. We may assume that deg(φ) = deg(ψ) = d, since otherwise φ and ψ are not conjugate. Let Fix(φ) be the set of fixed points of φ, which has cardinality between 1 and deg(φ) + 1, inclusive. Note that any element s ∈ Conj φ,ψ (F ) necessarily maps the fixed points of φ bijectively onto the fixed points of ψ. Indeed, s is invertible, and if x ∈ Fix(φ), then ψ(s(x)) = s(φ(x)) = s(x). Consequently, if the number of fixed points of φ differs from that of ψ, then φ and ψ are not conjugate. A similar calculation shows that if x ∈ P 1 (F ) is any point, then s maps the set φ −n (x) bijectively onto the set ψ −n (s(x)) for each n ≥ 1. Since φ and ψ are conjugate, it is necessary that the sets φ −n (Fix(φ)) and ψ −n (Fix(ψ)) have the same cardinality for each n ≥ 1.
Define a set T φ ⊂ P 1 (F ) by the following formula:
(4.1)
We claim that T φ has cardinality at least 3 in all cases. This is evident in the first case. In the second, note that Fix(φ) ⊂ φ −1 (Fix(φ) ). So if #T φ = 2, then each point of Fix(φ) is totally ramified for φ. The derivative at each of the fixed points vanishes, 3 which means that each element of Fix(φ) has fixed point multiplicity 1. But the total number of fixed points of a map of degree d is d + 1 ≥ 3, counting multiplicities, so we have a contradiction. (See, for example, [FG11, Appx. A].) Finally, suppose that we are in the third case, so that Fix(φ) = {x}. We claim that #φ −1 (x) ≥ 2, for otherwise x is ramified for φ, which implies that the derivative φ (x) vanishes there. But the fact that x is the unique fixed point of φ means that in local coordinates centered at x our map is of the form z → z + a d+1 z d+1 + · · · with a d+1 = 0. The derivative cannot vanish at x, and we must have #φ −1 (x) ≥ 2 as desired. If φ −1 (x) consists of at least three points, then evidently so does
Define T φ as in the preceding paragraph, and define T ψ using the same recipe applied to ψ. Write E = F (T φ ∪ T ψ ) for the field extension generated by the elements of T φ ∪ T ψ . Then s(T φ ) = T ψ for every s ∈ Conj φ,ψ (E). We have therefore constructed an invariant pair. 4.3.3. Rationality Issues. The method of invariant sets produces a finite Galois extension E/F and the set Conj φ,ψ (E). One has some control over the field E, but it is often impossible to choose E = F with this technique. An element s ∈ Conj φ,ψ (E) lies in Conj φ,ψ (F ) if and only if it is invariant under the action of the Galois group Gal(E/F ). Computing this Galois group is computationally impractical for most fields. However, when F is a finite field with q = p r elements, the Galois group of E/F is generated by the q-power Frobenius map. So it is possible to use the method of invariant sets to compute Conj φ,ψ (F ) and Aut φ (F ) for finite fields.
Additionally, if one is only interested in computing Conj φ,ψ (F ), then it is enough to compute a subset of Conj φ,ψ (E) that satisfies conditions necessary for Galois invariance. More specifically, we can restrict our attention to any tuples of Gal(F /F )-stable subsets of T φ and T ψ as defined in (4.1), provided that the union of the subsets have at least 3 elements each. For example, assume that T φ contains exactly one F -rational point y and exactly 2 points z 1 , z 2 defined over a quadratic extension F /F . Then if Conj φ,ψ (F ) = ∅, T ψ must contain points y , z 1 , z 2 with the same properties, and any s ∈ Conj φ,ψ (F ) must satisfy s(y) = y , s(z i ) ∈ {z 1 , z 2 } for i = 1, 2. 4.4. Number Fields -Chinese Remainder Theorem. We saw above that the method of invariant sets becomes impractical when the degree d is large. Over a number field K, we can give an alternative algorithm that works well for large degree and has the added benefit of computing the F -rational points of Conj φ,ψ (F ) (as opposed to the E-rational points for some Galois extension E/F over which we have little control). We use an approach that is ubiquitous in number theory: first compute the conjugation set over a residue field F v for some finite place(s) v, and then use the local information to obtain a global answer. More precisely, our method is as follows. (See also Algorithm 2.) Initialize empty sets Conjs and S 0 and set i := 0. Let v i be a finite prime outside of S ∪S 0 , where S is defined as in Corollary 3.4. Compute Conj φ,ψ (F v i ) using one of the methods described above. (If φ = ψ, it is typically more efficient to use the method of fixed points detailed in the next section.) Let a ⊂ O K be an integral ideal and let G ⊆ Aut(P 1 O K /a ) be a subset that surjects onto Conj φ,ψ (F v j ) for each j = 0, . . . , i; we refer to this step as the CRT (Chinese Remainder Theorem) step. For each element g ∈ G, choose a lift f g ∈ Aut(P 1 K ) of minimal height. If f g • φ = ψ • f g then add f g to Conjs. After this is complete, check if Conjs surjects onto Conj φ,ψ (F v j ) for any j ∈ {0, . . . , i}. If so, then Conjs = Conj φ,ψ (K) and we are done. If not, then append v i to S 0 , increment i, and repeat.
In order to make this method into an algorithm, we need to provide a terminating condition. Write N (v) for the norm of a finite prime v. We claim that if i N(v i ) ≥ 2 [K:Q] M 2 , for some explicitly computable constant M , then Conjs = Conj φ,ψ (K), even if Conjs does not surject onto Conj φ,ψ (F v j ) for any fixed i. We will spend the rest of the section proving this claim via the theory of heights.
Let H K : P 1 (K) → R ≥1 denote the relative multiplicative height for K and let L 2 (f ) denote the L 2 -norm of a polynomial f . See, for example, [HS00, B.2, B .7] for definitions. 
Proof. Let s be as in the statement of the Proposition. Let τ 1 , τ 2 , τ 3 be 3 distinct elements of T , and let η i := s(τ i ) ∈ T . In coordinates, we write τ i = (τ i,0 : τ i,1 ) and η i = (η i,0 : η i,1 ). Since an automorphism of P 1 is determined by its action on 3 elements, we have an expression for s = α β γ δ in terms of τ i,j , η i,j , i.e.
This expression allows us to obtain a bound on the local height of s. Let v be any place of K and let ε v = 6 if v | ∞ and ε = 1 if v ∞. Then, by the triangle inequality,
One can easily check that the same bound holds for |β| v , |γ| v , |δ| v . It follows that Corollary 4.2. Let φ, ψ ∈ K(z) be rational functions of degree > 1, let T φ , T ψ ⊂ P 1 (K) be an invariant pair as in Section 4.3.1 that is stable under the action of Gal(K/K). 4 Let f T φ , f T ψ be square-free polynomials such that V (f T φ ) = T φ and similarly for f T ψ . Then every element of Conj φ,ψ (K) ⊂ PGL 2 (K) ⊂ P 3 (K) has relative multiplicative height bounded by
We take this height bound 6 [K:Q] L 2 (f T φ ) 3 L 2 (f T ψ ) 3 to be our explicit constant M . Now we need to show that if i N(v i ) ≥ 2 [K:Q] M 2 , then each element of Conj φ,ψ (K) is a lift of an element of i Conj φ,ψ (F v i ) of minimal height. We will need the following two lemmas. 
where the last equality follows from the product formula. Let e p be such that b = p ep . Proof. Let a, a ∈ P n (O K ) be such that H K (a), H K (a ) < 2 −[K:Q] N(a) 1/2 and such that ρ a (a) = ρ a (a ). Since a ∈ P n (O K ), there exists a coordinate i 0 such that a i 0 ∈ a. It follows that a i 0 ∈ a too. Then for each i and each place v, we have max 1,
Taking the product over all v gives H K
The latter is less than N(a) by hypothesis, and a i a i 0 − a i a i 0 lies in the fractional ideal (a i 0 a i 0 ) −1 a, so the preceding lemma implies that a i
Proposition 4.5. Continue with the notation and hypotheses of Proposition 4.1 In addition, let v 0 , . . . , v n be finite places of K such that (1) φ and ψ have good reduction at v i for all i;
(2) the reduction map
Proof. Assume that (g i ) ∈ im Conj φ,ψ (K) → i Conj φ,ψ (F v i ) and let g ∈ Conj φ,ψ (K) denote its pre-image. (The element g is unique by assumption (2).) By Corollary 4.2,
i N(v i ) 1/2 . Applying Lemma 4.4 to the ideal a = ( i N(v i )), we conclude that g must have minimal height among all lifts, so g = g K ∈ Conj φ,ψ (K). 
create an empty list L, and set a = 1 for v a prime of good reduction at v such that Conj φ, return Conjs
There are a few technical details that we have left out in our description of Algorithm 2 in the case that φ = ψ, specifically in where we decide whether to terminate and in the Chinese Remainder Theorem step. These details allow us to avoid extraneous computation. We give an example here, and the curious reader can find the rest in our source code.
It is possible for the reduction of Aut φ (K) to be a proper subgroup of Aut φ (F v ) for all places v of good reduction. Consider the rational function φ(z) = 2z 5 . One can use the method of invariant sets to check that
which is a dihedral group of order 8. For all primes p > 2, at least one of −1, 2, −2 is a square in F p . Therefore, Aut φ (F p ) always contains Z/2×Z/2 or Z/4 as a subgroup. As the algorithm is stated, we would compute a lift of every element in 19 p=5 Aut φ (F p ). However, by p = 7 one can already recognize that Aut φ (Q) ⊆ Z/2 since Aut φ (F 5 ) = Z/4 and Aut φ (F 7 ) = Z/2×Z/2. Our code checks for group-theoretic properties like this when deciding whether to terminate.
When computing Conj φ,ψ (K), it is important to build in as many early termination conditions as possible, since typically the elements of Conj φ,ψ (K) have significantly smaller height than the theoretical bound M . This is of course true when Conj φ,ψ (K) is trivial, but it remains true even in the nontrivial case. For example, consider the functions in the last line of Table 3 . The height bound for φ(z) = 345025251z 6 is over 50 digits, while, in contrast, the height of the non-trivial automorphism is 2601. The same phenomenon can be seen with many of the examples in Table 2. 4.5. An Early Termination Criterion. In order to avoid extraneous computation, we want to detect as quickly as possible when two rational functions are not conjugate. The method of invariant sets suggests a useful criterion.
Let F b e a field, let a ∈ F {0}, let f 1 , . . . , f r ∈ F [X, Y ] be pairwise non-commensurate irreducible homogeneous polynomials, and let e 1 , . . . , e r ≥ 1 be integers. We define the factorization type (or simply type) of the polynomial f := af e 1 1 · · · f er r to be the multiset of pairs {(deg(f 1 ), e 1 ), · · · , (deg(f r ), e r )}. Note that the degree of f is determined by its type. The definition of type extends in the obvious way to inhomogeneous univariate polynomials. Now suppose that φ, ψ ∈ F (z) are rational functions of degree d ≥ 2 such that Conj φ,ψ (F ) is nonempty. We saw in §4.3.2 that for each s ∈ Conj φ,ψ (F ), we have s(Fix(φ)) = Fix(ψ). In fact, more is true. Write φ and ψ in homogeneous form as Φ = (Φ 0 (X, Y ), Φ 1 (X, Y )) and Ψ = (Ψ 0 (X, Y ), Ψ 1 (X, Y ) ). The polynomials f φ = XΦ 1 − Y Φ 0 and f ψ = XΨ 1 − Y Ψ 0 determine the fixed points of φ and ψ, respectively. Writing s in homogeneous form as S = (S 0 (X, Y ), S 1 (X, Y )) = (αX + βY, γX + δY ), the condition s • φ • s −1 = ψ may be translated as S • Φ = λ · Ψ • S for some λ ∈ F × . We now see that
Hence the types of f φ and f ψ agree. Said another way, if the types of the polynomials f φ and f ψ do not match, then Conj φ,ψ (F ) is empty. (Since s(φ −n (Fix(φ))) = ψ −n (Fix(ψ)) for every n ≥ 1, a similar statement holds for the polynomials defining the n th preimages of the fixed points.)
Assume now that F = F q is the finite field with q elements. By definition, the type of a homogeneous polynomial f ∈ F q [X, Y ] is computed by factoring it completely. However, there are well known "folk methods" for calculating the type of f . Using only formal derivatives and the Euclidean algorithm, one can determine the number of irreducible factors of a given degree and the exponents to which they occur in f . (See [CZ81, §2] .)
If F = K is a number field, then factoring f φ and f ψ may not be computationally efficient. An alternative approach is suggested by the Chinese Remainder Theorem method for computing Conj φ,ψ (K). Let v be a non-Archimedean place of K at which both φ and ψ have good reduction. Then each element of Conj φ,ψ (K) has good reduction at v, and we may reduce equation (4.2) modulo v to obtain a relation between the fixed point polynomials of φ v and ψ v , the corresponding rational functions defined over the residue field F v . If Conj φ,ψ (K) is nonempty, then for each place of good reduction v for φ and ψ, the types of the polynomials f φ and f ψ must agree modulo v. 5 Algorithm 2 provides a collection of places v that are sufficient to compute the full set Conj φ,ψ (K) via the Chinese Remainder Theorem; one could use this set of places v for our early termination criterion as well.
Algorithms for computing automorphisms
If s is a non-trivial automorphism of φ, then the action of φ on the fixed points of s is highly restricted. We exploit this restriction to give faster algorithms for computing the automorphism group. 5.1. Method of Fixed Points. Let F be a field and let φ : P 1 F → P 1 F be a nonconstant morphism. We assume that either F is finite, or char(F ) d 2 − d. For any φ-periodic point x ∈ P 1 (F ), write per(x) for its exact period -i.e., the minimum positive integer i such that φ i (x) = x. If x is not periodic, write per(x) = +∞. For each pair of integers i, j ∈ {1, 2}, define the following set:
(5.1)
We also define the following set of ordered pairs:
(More concretely, W is the set of pairs of F -rational points such that x is fixed by φ and φ(y) = x.) These sets may be constructed by factoring the polynomials that define the fixed points of φ, the points of period 2, and the preimages of F -rational points. We write Z (2) for the set of unordered pairs of elements of a set Z. Let s = α β γ δ be a nontrivial element of Aut φ (F ). The homogeneous polynomial defining the fixed points of s is γX 2 + (δ − α)XY − βY 2 . Suppose that s ∈ Aut φ (F ) has precisely two distinct fixed points x 1 and x 2 . Then s(φ(x 1 )) = φ(s(x 1 )) = φ(x 1 ), so that φ(x 1 ) ∈ {x 1 , x 2 }. There are three possible cases:
(1) φ fixes both x 1 and x 2 ;
(2) φ swaps x 1 and x 2 ; or (3) φ(x 1 ) = x 2 and φ fixes x 2 (perhaps after interchanging x 1 and x 2 ). Since φ is defined over F , all Galois conjugates of a fixed point must also be fixed points. Thus in cases (1) and (2), either x 1 and x 2 are both F -rational, or they are quadratic conjugates over F . In case (3), both x 1 and x 2 must be F -rational.
If x 1 and x 2 are both F -rational in case (1) -so that (x 1 , x 2 ) ∈ Z 2 1,1 -then we may select u ∈ PGL 2 (F ) such that u(x 1 ) = ∞ and u(x 2 ) = 0. Then usu −1 = ζ 0 0 1 for some root of unity ζ ∈ F . If ζ has order n, then n divides one of d, d + 1, or d − 1 by Proposition 2.4. Let T be the set of roots of unity in F that have order dividing d, d + 1 or d − 1. We loop over all distinct unordered pairs of elements (x 1 , x 2 ) ∈ Z
(2) 1,1 , and check which elements of u −1 ( T 0 0 1 ) u lie in Aut φ (F ). See the first for-loop of Algorithm 3. The strategy above for case (1) works without modification in case (2) when x 1 , x 2 are both F -rational and in case (3) as well. These correspond to looping over pairs (x 1 , x 2 ) in Z 2 2,1 and in W , respectively.
Now suppose x 1 and x 2 are quadratic Galois conjugates in case (1), so that (x 1 , x 2 ) ∈ Z
(2) 1,2 . We will use the following lemma.
Lemma 5.1. Let (z 1 , z 2 ) ∈ Z
(2) 1,2 . There exists an order n element s ∈ Aut P 1 (F ) such that Fix(s) = {z 1 , z 2 } if and only if either n = 2 and char(F ) = 2 or else F (µ n ) = F (z 1 , z 2 ).
Note, here µ n is a primitive n th root of unity, and if z i = ∞, we take F (z i ) = F .
Proof. Let u := 1 −z 1 1 −z 2 . Then there exists such an s if and only if
for some primitive n-th root of unity ξ ∈ F (z 1 , z 2 ). The element s is defined over F if and only if the non-trivial element σ of Gal(F (z 1 , z 2 )/F ) fixes z 1 −ξz 2 1−ξ and z 2 −ξz 1 1−ξ . By expanding the resulting equations and noting that σ(z 1 ) = z 2 , we see that this happens if and only if ξξ σ = 1, which completes the proof.
Using the lemma, we can detect s as follows. Let Λ be the set of ξ ∈ F such that ξ is a root of a quadratic factor of C i (X) := X d+i − 1 for i ∈ {−1, 0, 1}, or ξ = −1. Loop over all Galois conjugate pairs {x 1 , x 2 } ∈ Z
(2) 1,2 and check which elements ξ ∈ Λ generate the same field extension as x 1 and x 2 . (Since everything is quadratic, it is enough to check that the quotient of the discriminants of x i and ξ is a square.) For those ξ, we additionally check whether u −1 ξ 0 0 1 u is an automorphism of φ. See the second for-loop of Algorithm 3. The same strategy also applies if we are in case (2) and x 1 and x 2 are quadratic conjugates. Now assume that s has a unique fixed point x. Then F is a field of characteristic p > 0 and s has order p. (Move the unique fixed point to infinity. Then s is a nontrivial translation with finite order.) The proof of Proposition 2.4 shows that p = ord(s)|d 2 −d, which, together with our assumptions on F , forces F to be finite. Since F is perfect, x must be F -rational. Now s(φ(x)) = φ(s(x)) = φ(x), so that φ(x) = x. Hence x ∈ Z 1,1 . Choose u ∈ PGL 2 (F ) such that u(x) = ∞; then usu −1 = ( 1 λ 0 1 ) for some
In order to find all elements of Aut φ (F ) of order p, it suffices to apply this technique to every x in the set Z 1,1 . See the last for-loop of Algorithm 3.
Remark 5.2. The final step is the only one where we use the assumption that F is not infinite of characteristic p, where p|d 2 −d. If F is infinite of characteristic p and p|d 2 −d, then one can simply omit the final step, and the algorithm will return the subset of Aut φ (F ) consisting of all automorphisms with order different from p. See also §5.2.
Remark 5.3. This algorithm does not rely on the classification of finite subgroups of PGL 2 , so in principle it could be generalized to higher dimensions. However, there are some practical difficulties to overcome; for example, the naïve generalization would quickly become too cumbersome combinatorially due to the many possible ways that a morphism φ : P n → P n could act on the n + 1 fixed points of an automorphism. It would be interesting to find an elegant way of controlling this combinatorial explosion and the other difficulties that arise. 
Finding order p automorphisms for large fields of characteristic p. Let F be a field of characteristic p, and φ ∈ F (z) of degree d > 2. If p|d 2 − d and F is infinite, the last loop in Algorithm 3 does not terminate; if F is finite, but has cardinality much larger than the degree, then the last loop may be the dominant step. In those cases, we can compute the order p elements by a hybrid of the method of fixed points and the method of invariant sets.
As we saw in the previous section, if s ∈ Aut φ (F ) has order p, then s has a unique fixed point x which is either F -rational or generates an inseparable quadratic extension of F . Since s • φ = φ • s, x must also be a fixed point of φ. In addition, since s permutes the fixed points of φ, Fix(φ) {x} must break up into disjoint orbits of size p. In particular # Fix(φ) ≡ 1 (mod p).
First consider the case when x is F -rational; let u ∈ PGL 2 (F ) be such that u(x) = ∞, then usu −1 = ( 1 λ 0 1 ), where λ ∈ F . If # Fix(φ) > 1, let y 1 ∈ Fix(φ) {x}, and set y 2 := s(y 1 ). Then u(y 2 ) = u(y 1 ) + λ, and in particular, u(y 2 ) − u(y 1 ) ∈ F . So we may detect s by looping over all F -rational fixed points x, choosing y 1 ∈ Fix(φ) {x}, looping over all y 2 ∈ Fix(φ)(F (y 1 )) {x, y 1 } and testing (either by using a basis representation of F (y 1 )/F or by Galois descent) whether the element u −1 1 u(y 2 )−u(y 1 ) 0 1 u ∈ Aut φ (F ). If # Fix(φ) = 1, then we may use the same argument with y 1 , y 2 ∈ φ −1 (x) {x} (by arguments in §4.3, #φ −1 (x) > 1). See Algorithm 4. Now consider the case when x generates an inseparable quadratic extension of F . Then F has characteristic 2 and s = µ x 2 1 µ , where µ ∈ F . If # Fix(φ) > 1, then let y 1 ∈ Fix(φ) {x} and set y 2 := s(y 1 ); note that this implies that y 2 ∈ F (y 1 ). Then we can solve for µ in terms of y 1 and y 2 :
if y 2 = ∞ y 1 y 2 + x 2 y 1 + y 2 if y 1 , y 2 = ∞.
If # Fix(φ) = 1, then we may use the same argument with y 1 , y 2 ∈ φ −1 (x) {x} instead. 
Examples
In this section, we compute some examples to give an idea of the running times of the different algorithms over Q. Since the method of fixed points from §5 can only be applied to the computation of Aut φ (Q) and not Conj φ,ψ (Q), we restrict to computing automorphisms for comparison purposes. We write CRT, FP, and GB for the Chinese Remainder Theorem, fixed points, and Gröbner basis methods of computing Aut φ (Q), respectively.
First, we present median running times for randomly generated rational maps of varying degrees and varying heights (Table 1) ; we did not include the running times of the Gröbner basis method when d > 9 since it is already apparent that this method was no longer competitive. All of these randomly generated functions had trivial automorphism group. Next, as an approximation of "random" rational functions with non-trivial automorphism group, we compute the automorphism group of conjugates of z k , where the conjugating functions were chosen randomly (Table 2) . Finally, we present some hand-selected examples with nontrivial automorphism group which demonstrate the correctness of the algorithm (Table 3) .
Our computations indicate that the fixed point method is faster for random rational functions of small degree, but that the CRT method is a better choice once the degree is larger than 12. In our implementation, the main bottleneck in the fixed point algorithm is in computing Z 1,2 and Z 2,2 ; this requires computing the quadratic factors of a degree d 2 + 1 polynomial. Implementing a faster method for finding quadratic factors of large degree polynomials may render the fixed point method feasible for larger degrees. As mentioned in §5, the CRT method becomes slower if there exists an automorphism with large height. Thus, if one suspects that there will be a non-trivial automorphism, then it may be preferable to use the fixed point method even if the degree is large. Interestingly, the height of the rational function seems to have little effect on the running times of the fixed point method and the CRT method, in stark contrast to the Gröbner basis method (Table 1) .
These examples were computed on a Macbook Air (Apple, Inc.) running Mac OS X 10.7.2 with a 2.13 GHz Intel Core 2 Duo processor and 2GB of RAM. The fixed point method and CRT method were run with Sage 4.7.2 which was released on October 29, 2011. The Gröbner basis method was run with Magma V2.17-1. It is possible that the running time gap between our algorithms and the "naïve" Gröbner basis algorithm is partly due to this difference is programs; however, the gap is so large that we believe it cannot possibly account for all of the difference.
All running times are listed in seconds.
0.06 0.40 0.65 z, −1/z C 2 345025251z 6 0.02 300.63 0.07 z, 1/(2601z) C 2 Table 3 . Running times for automorphism group QQ on rational functions with nontrivial automorphism group.
