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In this paper we consider finite-stage stochastic dynamic programs with associa-
tive reward systems. An invariant imbedding technique yields a dynamic program
with a terminal reward system on an augmented state space. According to the
associativity, we clarify the validity of three possible recursive equations}one
parametrized equation and two non-parametrized ones. Each of the additive,
multiplicative, and multiplicative-additive dynamic programs admits the three re-
cursive equations. Further, the corresponding composite relations among three
optimum value functions hold. However, minimum, maximum, and fractional
dynamic programs admit only the parametrized recursive equation. They do not
admit the two non-parametrized equations. Further, the corresponding relations
among the three optimum value functions do not hold. Q 1996 Academic Press, Inc.
1. INTRODUCTION
It is well known that dynamic programming is an iterative optimization
technique for solving stochastic and deterministic multi-variable problems
 w xunder separability and monotonicity in the objective function Bellman 1 ,
w x w x w x w x w xHoward 13 , Nemhauser 27 , Denardo 6 , Hinderer 12 , Sniedovich 34 ,
.and others . Since 1965, a large amount of effort has been devoted to the
w xstudy of Markov decision processes by many authors, e.g., Blackwell 4 ,
w x w x w x w x w xDenardo 5 , Kreps 22, 23 , Porteus 28, 29 , Mitten 26 , Puterman 30 ,
and others. So far, most of the reward systems are an additive system,
which is classified into two criteria}discounted and average; and, some
are multiplicative. The discounted criterion is extended to the recursive or
. w xseparable criterion 8, 9, 14]16, 25, 27 . In stochastic decision processes,
most of the recursive reward systems are restricted to the recursive
additi¨ e criterion. On the other hand, deterministic decision processes
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admit the recursi¨ e reward system, which includes minimum, maximum,
w xand power reward systems 9]11 . The deterministic processes also admit
the composite reward system such as nonseparable, variance, and frac-
w xtional ones 31]33 . Further, the recursive equation for the recursive
reward system under a wide sense of monotonicity has been derived in
w x17]20 .
In this paper, we are concerned with the validity of three possible
recursive equations for stochastic decision processes with associative re-
ward system. The objective is to optimize the expected value of the
 .associatively combined aggregation random variable of stagewise rewards
 4r , r , . . . , r , k ,1 2 N
w xE r ( r ( ??? ( r ( k ,1 2 N
where (: R1 = R1 ª R1 is an associative binary operation. We call this
decision process the associative dynamic program.
Adding a one-dimensional parameter at the front of the associative
aggregation, we derive a parametrized recursive equation for the associa-
 w xtive dynamic program. This is an invariant imbedding technique Lee 24 ,
w x.see also 2 . Further, a substitution of a particular value for the parameter
 .yields the desired optimum value Section 2 . According to associativity, we
clarify the validity of three recursive equations}one parametrized equa-
tion and two nonparametrized ones. Three are naturally conceivable. Each
of the additive, multiplicative, and multiplicative-additive dynamic pro-
grams admits the three recursive equations. Further, the corresponding
composite relations among three optimum value functions hold Sections
.3]5 .
On the other hand, minimum, maximum, and fractional dynamic pro-
grams admit only the parametrized recursive equation. They do not admit
the two nonparametrized equations. Further, the corresponding relations
 .among the three optimum value functions do not hold Sections 6, 7 .
In Section 8, the associative dynamic program is reduced to a terminal
dynamic program on the one-dimensional augmented state space.
2. ASSOCIATIVE DYNAMIC PROGRAM
 .A stochastic dynamic program SDP with associati¨ e reward system is
specified by a five-tuple,
Nq1 N N N 4  4  4  4A s Opt, S , A , r , (, k , q , . /n n n n1 1 1 1
ASSOCIATIVE DYNAMIC PROGRAMS 197
where
 .i N is a positive integer, total number of stages. The subscript n
 .ranges 1 O n O N or N q 1 . It specifies the current number of stage.
 .ii S is a nonempty finite set, nth state space. Its elements s ,n n
sU g S are called nth states. s is an initial state. s is a terminal state.n n 1 Nq1
 .  .iii A is a nonempty finite set, nth action space. Let A s ; An n n n
be a nonempty subset, nth feasible action space at state s . Its elementsn
U  .a , a g A s are called nth actions at state s .n n n n n
 . 1iv r : S = A ª R is an nth reward function.n n n
 . 1 1 1v (: R = R ª R is an associati¨ e binary relation:
x( y ( z s x( y( z . 1 .  .  .
The common value is denoted by x( y( z. We also use the notation
x ( x ( ??? ( x in the following.1 2 n
 . 1vi k: S ª R is a terminal reward function. The three-tupleNq1
 4N .r , (, k is called an associati¨ e reward system.n 1
 .  .vii q s q s ¬ s , a is an nth Marko¨ transition law from sn n nq1 n n n
onto S depending on the current action a . When the system is in statenq1 n
s on stage n and action a is chosen, the next state will become s withn n nq1
 .  .probability q s ¬ s , a P 0. We write s ; q ?N s , a .n nq1 n n nq1 n n n
 .viii Opt denotes either Max or min, optimizer. It means that SDP A
represents the stochastic optimization problem,
Optimize E r s , a ( r s , a ( ??? ( r s , a ( k s .  .  .  .1 1 1 2 2 2 N N N Nq1
subject to i s ; q ?N s , a , 1 F n F N .  . 2 .n nq1 n n n
ii a g A s , 1 F n F N , .  .n n n n
 .where E denotes the expectation integral operator on S = A = S =1 1 2
A = ??? = A = S induced from the conditional probability functions2 N Nq1
 .  4q s ¬ s , a , a policy p s p , p , . . . , p and an initial state s g S .n nq1 n n 1 2 N 1 1
Throughout the paper, we use for the stochastic variable
r s , a ( r s , a ( ??? ( r s , a ( k s .  .  .  .n n n nq1 nq1 nq1 N N N Nq1
a short notation
r ( r ( ??? ( r ( k ,n nq1 N
where
r s r s , a , 1 F n F N , k s k s . .  .n n n n Nq1
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 .Thus, problem 2 is rewritten in a simple form as
w xOptimize E r ( r ( ??? ( r ( k1 2 N
subject to i , ii , 1 F n F N. .  .n n
Now, let us define for any given s g S the subproblem:n n
Nynq1¨ s s Opt E r ( ??? ( r ( k ¬ i , ii , n F m F N . 3 .  .  .  .m mn n N
Nynq1 .Then we want to find a recursive equation between the value ¨ s
 Nyn .4and the function ¨ t . However, it is more or less difficult to obtain
w xsuch an equation 20 .
Here in any case we have two ``formal candidates.'' One is
Nynq1 Nyn <¨ s s Opt r s, a (¨ t q t s, a , .  .  .  . n n
a t
s g S , n s 1, 2, . . . , N 4 .n
¨ 0 s s k s , s g S , 5 .  .  .Nq1
 .where optimization is taken for all a in A s ,n
Opt s Opt
a  .agA sn
and summation is taken for all t in S ,nq1
s . 
t tgSnq1
These two simplified notations are also used throughout the remainder of
the paper.
The other is
Nynq1 Nyn <w s s Opt r s, a ( w t q t s, a , .  .  .  .n n
a t
s g S , n s 1, 2, . . . , N 6 .n
w0 s s k s , s g S . 7 .  .  .Nq1
For the moment we are not concerned with the validity of these two
equations. A detailed analysis is given in Sections 3]7.
w xIn this section, we use an invariant imbedding technique 2, 24 . We
 .imbed problem 2 into a family of parameterized problems. Let us
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consider for any given s g S and l g R1 the optimization problemn n
Nynq1u s ; l s Opt E l( r ( ??? ( r ( k ¬ i , ii , n F m F N . .  .  .m mn n N
8 .
Then we have the following recursive equation between the value
Nynq1 . Nyn .u s; l and the two-variable function u t; m :
THEOREM 2.1.
Nynq1 Nyn <u s ; l s Opt u t ; l( r s, a q t s, a , .  .  . . n n
a t
s g S , l g R1 , n s 1, 2, . . . , N 9 .n
u0 s ; l s l( k s , s g S , l g R1. 10 .  .  .Nq1
Proof. We have the identity
w x w xl( r ( ??? ( r ( k s l( r ( r ( ??? ( r ( k . .n N n nq1 N
We note that the common value is denoted by
l( r ( ??? ( r ( k .n N
This completes the proof.
Here is a problem whether the identity
uNynq1 s ; l s l(¨ Nynq1 s 11 .  .  .
holds or not. According to the associativity ( this problem is also solved in
the following sections.
3. ADDITIVE DYNAMIC PROGRAM
 .A stochastic dynamic program SDP with additi¨ e reward system is
specified by a five-tuple,
Nq1 N N N 4  4  4  4Ad s Opt, S , A , r , q, k , q , . /n n n n1 1 1 1
SEIICHI IWAMOTO200
where all the components except for q have the same meanings as in
associative dynamic program A. Then, SDP Ad represents the stochastic
optimization problem
w xOptimize E r q r q ??? qr q k1 2 N
subject to i s ; q ?N s , a , 1 F n F N .  . 12 .n nq1 n n n
ii a g A s , 1 F n F N. .  .n n n n
Let us consider for any given s g S and l g R1 the optimizationn n
problem
Nynq1u s ; l s Opt E l q r q ??? qr q k ¬ i , ii , n F m F N . .  .  .m mn n N
13 .
Then we have the following recursive equation:
COROLLARY 3.1.
Nynq1 Nyn <u s ; l s Opt u t ; l q r s, a q t s, a , .  .  . . n n
a t
s g S , l g R1 , n s 1, 2, . . . , N 14 .n
u0 s ; l s l q k s , s g S , l g R1. 15 .  .  .Nq1
 . N .The desired optimum value of problem 12 is given by u s ; 0 . Now,1
let us define for any given s g S the subproblemn n
Nynq1¨ s s Opt E r q ??? qr q k ¬ i , ii , n F m F N . 16 .  .  .  .m mn n N
Then we have both recursive equations
Nynq1 Nyn <¨ s s Opt r s, a q ¨ t q t s, a 17 .  .  .  .  . n n
a t
and
Nynq1 Nyn <¨ s s Opt r s, a q ¨ t q t s, a . 18 .  .  .  .  .n n
a t
Moreover, we have the identity
uNynq1 s ; l s ¨ Nynq1 s q l. 19 .  .  .
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4. MULTIPLICATIVE DYNAMIC PROGRAM
 .A stochastic dynamic program SDP with multiplicati¨ e reward system is
specified by a five-tuple
Nq1 N N N 4  4  4  4Mu s Opt, S , A , r , = , k , q , . /n n n n1 1 1 1
where all the components except for = have the same meanings as in
associative dynamic program A. Further, we assume the nonnegativity of
the reward functions
r s, a G 0 s, a g S = A , 1 F n F N , k s G 0, s g S . .  .  .n n n Nq1
20 .
Then, SDP Mu represents the stochastic optimization problem
w xOptimize E r = r = ??? = r = k1 2 N
subject to i s ; q ?N s , a , 1 F n F N .  . 21 .n nq1 n n n
ii a g A s , 1 F n F N. .  .n n n n
Let us consider for any given s g S and l g R1 the optimizationn n q
problem
Nynq1u s ; l s Opt E l = r = ??? = r = k ¬ i , ii , n F m F N . .  .  .m mn n N
22 .
Then we have the following recursive equation:
COROLLARY 4.1.
uNynq1 s ; l s Opt uNyn t ; l = r s, a q t ¬ s, a , .  .  . . n n
a t
s g S , l g R1 , n s 1, 2, . . . , N 23 .n q
u0 s ; l s l = k s , s g S , l g R1 . 24 .  .  .Nq1 q
 . N .The desired optimum value of problem 21 is given by u s ; 1 . Now,1
let us define for any given s g S the subproblemn n
Nynq1¨ s s Opt E r = ??? = r = k ¬ i , ii , n F m F N . 25 .  .  .  .m mn n N
Then we have both recursive equations
Nynq1 Nyn <¨ s s Opt r s, a = ¨ t q t s, a 26 .  .  .  .  . n n
a t
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and
Nynq1 Nyn <¨ s s Opt r s, a = ¨ t q t s, a . 27 .  .  .  .  .n n
a t
Moreover, we have the identity
uNynq1 s ; l s ¨ Nynq1 s = l. 28 .  .  .
5. MULTIPLICATIVE-ADDITIVE DYNAMIC PROGRAM
In this section, as an example, we consider the optimization problem
w xOptimize E r ( r ( ??? ( r ( k1 2 N
subject to i s ; q ?N s , a , 1 F n F N .  . 29 .n nq1 n n n
ii a g A s , 1 F n F N , .  .n n n n
where
a( b s ab q a q b. 30 .
We remark that
a( b s a q a q 1 b .
s a q 1 b q 1 y 1. 31 .  .  .
This is called a multiplicati¨ e-additi¨ e DP. We remark that the objective
function becomes
r ( r ( ??? ( r ( k1 2 N
s r r ??? r k1 2 N
q r r ??? r q r r ??? r k q ??? qr r ??? r k1 2 N 1 2 Ny1 2 3 N
q r r ??? r q r r ??? r r q ??? qr r ??? r k1 2 Ny1 1 2 Ny3 Ny1 3 4 N
32 .
q ??? qr r q r r q ??? qr k1 2 1 3 N
q r q r q ??? qr q k1 2 N
s r q r q 1 r q r q 1 r q 1 r q ??? .  .  .1 1 2 1 2 3
q r q 1 r q 1 ??? r q 1 r .  .  .1 2 Ny1 N 33 .
q r q 1 r q 1 ??? r q 1 k . .  .  .1 2 N
Further, we assume that the reward functions satisfy the condition
r s, a q 1 G 0 s, a g S = A , 1 F n F N , .  .n n n
k s G 0, s g S . 34 .  .Nq1
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We have the identity
r ( r ( ??? ( r ( k1 2 N
1
s 1( r ( ??? ( r ( k y 1 .1 N2 35 .
s r q 1 ??? r q 1 k q 1 y 1. .  .  .1 N
 .Thus, problem 29 is imbedded in the two families
w xOptimize E l( r ( ??? ( r ( kn N 36 .
subject to i , ii , n F m F N .  .m m
and
Optimize E r q 1 ??? r q 1 k q 1 .  .  .n N 37 .
subject to i , ii , n F m F N. .  .m m
 .The former 36 is an associative DP. Let us consider for any given
s g S and l g R1 the optimization problemn n
Nynq1u s ; l s Opt E l( r ( ??? ( r ( k ¬ i , ii , n F m F N . .  .  .m mn n N
38 .
Then we have the recursive equation
Nynq1 Nyn <u s ; l s Opt u t ; lr s, a q r s, a q l q t s, a , .  .  .  . . n n n
a t
s g S , l g R1 , n s 1, 2, . . . , N 39 .n
u0 s ; l s lk s q k s q l, s g S , l g R1. 40 .  .  .  .Nq1
 .The desired optimum value of problem 29 is given by
1
Nu s ; 1 y 1 . . .12
 .On the other hand, the latter 37 is a multiplicative DP with nth reward
 .  .function r s , a q 1 and the terminal reward function k s q 1. Letn n n Nq1
us consider for any given s g S the optimization problemn n
Nynq1w s ; l s Opt E r q 1 ??? r q 1 k q 1 .  .  .  .n n N
¬ i , ii , n F m F N . 41 .  .  .m m
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Then we have the recursive equation
Nynq1 Nyn <w s s Opt r s, a q 1 w t q t s, a , .  .  .  . . n n
a t
s g S , n s 1, 2, . . . , N 42 .n
w0 s s k s q 1, s g S . 43 .  .  .Nq1
The desired optimum value is in turn given by
w N s y 1. .1
Finally, let us define for any given s g S the subproblemn n
Nynq1¨ s s Opt E r ( ??? ( r ( k ¬ i , ii , n F m F N . 44 .  .  .  .m mn n N
Then we have the recursive equation
Nynq1 Nyn <¨ s s Opt r s, a (¨ t q t s, a , .  .  .  . n n
a t
s g S , n s 1, 2, . . . , N 45 .n
¨ 0 s s k s , s g S . 46 .  .  .Nq1
 .Thus, Eq. 45 reduces to
Nynq1 Nyn <¨ s s Opt r s, a q r s, a q 1 ¨ t q t s, a . .  .  .  .  . . n n n
a t
47 .
Further, we have also the recursive equation
Nynq1 Nyn <¨ s s Opt r s, a ( ¨ t q t s, a , 48 .  .  .  .  .n n
a t
which becomes
Nynq1 Nyn <¨ s s Opt r s, a q r s, a q 1 ¨ t q t s, a . 49 .  .  .  .  .  . . n n n
a t
 . N .Hence, the desired optimum value of problem 29 is also given by ¨ s .1
We have the identity
uNynq1 s ; l s l(¨ Nynq1 s 50 .  .  .
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which in fact reduces to
uNynq1 s ; l s l¨ Nynq1 s q ¨ Nynq1 s q l .  .  .
s l q l q 1 ¨ Nynq1 s .  . 51 .
s l q 1 ¨ Nynq1 s q 1 y 1. .  . .
6. MINIMUM DYNAMIC PROGRAM
 .A stochastic dynamic program SDP with minimum reward system is
w xspecified by a five-tuple 3, 20
Nq1 N N N 4  4  4  4Mi s Opt, S , A , r , n , k , q , . /n n n n1 1 1 1
where all the components except for n have the same meanings as in
associative dynamic program A. Then, SDP Mi represents the stochastic
optimization problem
w xOptimize E r n r n ??? n r n k1 2 N
subject to i s ; q ?N s , a , 1 F n F N .  . 52 .n nq1 n n n
ii a g A s , 1 F n F N. .  .n n n n
w xLet us consider for any given s g S and l g l, l the optimizationn n
problem
Nynq1u s ; l s Opt E l n r n ??? n r n k ¬ i , ii , n F m F N , .  .  .m mn n N
53 .
where
l s min r s, a ¬ s, a g S = A , 1 F n F N 4 .  .n n n
n min k s ¬ s g S 4 . Nq1
l s Max r s, a ¬ s, a g S = A , 1 F n F N 4 .  .n n n
k Max k s ¬ s g S . 4 . Nq1
Then we have the following recursive equation:
COROLLARY 6.1.
Nynq1 Nyn <u s ; l s Opt u t ; l n r s, a q t s, a , .  .  . . n n
a t
s g S , l g l, l , n s 1, 2, . . . , N 54 .n
0u s ; l s l n k s , s g S , l g l, l . 55 .  .  .Nq1
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N .If we choose l s l, then u s ; l yields the desired optimum value of1
 .problem 52 . Now, we can define for any given s g S the subproblemn n
Nynq1¨ s s Opt E r n ??? n r n k ¬ i , ii , n F m F N . 56 .  .  .  .m mn n n
However, we should remark that neither
Nynq1 Nyn <¨ s s Opt r s, a n ¨ t q t s, a 57 .  .  .  .  . n n
a t
nor
Nynq1 Nyn <¨ s s Opt r s, a n ¨ t q t s, a . 58 .  .  .  .  .n n
a t
holds. Further, the identity
uNynq1 s ; l s l n ¨ Nynq1 s 59 .  .  .
w x w x.does not hold 20 , see also 3, 7, 21 .
On the other hand, replacement of n with k yields maximum DP Ma.
Similarly, the corresponding results hold for Ma.
7. FRACTIONAL DYNAMIC PROGRAMS
In this section, as another example, we consider the optimization
problem
w xOptimize E r ( r ( ??? ( r ( k1 2 N
subject to i s ; q ?N s , a , 1 F n F N .  . 60 .n nq1 n n n
ii a g A s , 1 F n F N , .  .n n n n
where
a q b
a( b s . 61 .
1 q ab
We remark that
0( b s b , 1( b s 1 62 .
a q b q c q abc
a( b(c s 63 .
1 q ab q bc q ca
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a q b q c q d q abc q abd q acd q bcd
a( b(c( d s 64 .
1 q ab q ac q ad q bc q bd q cd q abcd
x ( x ( ??? ( x1 2 n
1 q x 1 q x ??? 1 q x y 1 y x 1 y x ??? 1 y x .  .  .  .  .  .1 2 n 1 2 ns .
1 q x 1 q x ??? 1 q x q 1 y x 1 y x ??? 1 y x .  .  .  .  .  .1 2 n 1 2 n
65 .
This is called a fractional DP. Further, we assume that
0 F r s, a F 1 s, a g S = A , 1 F n F N , .  .n n n
0 F k s F 1, s g S . . Nq1
 .Thus, problem 60 is imbedded in the family
w xOptimize E l( r ( ??? ( r ( kn N 66 .
subject to i , ii , n F m F N. .  .m m
w xLet us consider for any given s g S and l g 0, 1 the optimizationn n
problem
Nynq1u s ; l s Opt E l( r ( ??? ( r ( k ¬ i , ii , n F m F N . .  .  .m mn n N
67 .
Then we have the recursive equation
Nynq1 Nyn <u s ; l s Opt u t ; l( r s, a q t s, a , .  .  . . n n
a t
w xs g S , l g 0, 1 , n s 1, 2, . . . , N 68 .n
0 w xu s ; l s l( k s , s g S , l g 0, 1 . 69 .  .  .Nq1
 . N .The desired optimum value of problem 60 is given by u s ; 0 .1
Now, let us define for any given s g S the subproblemn n
Nynq1¨ s s Opt E r ( ??? ( r ( k ¬ i , ii , n F m F N . 70 .  .  .  .m mn n N
However, we should remark that neither
Nynq1 Nyn <¨ s s Opt r s, a (¨ t q t s, a 71 .  .  .  .  . n n
a t
nor
Nynq1 Nyn <¨ s s Opt r s, a ( ¨ t q t s, a 72 .  .  .  .  .n n
a t
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holds. That is,
Nynr s, a q ¨ t .  .nNynq1 <¨ S / Opt q t s, a 73 .  .  . nNyn1 q r s, a ¨ t .  .a nt
Nyn <r s, a q  ¨ t q t s, a .  .  .n t nNynq1¨ s / Opt . 74 .  .Nyn <1 q r s, a  ¨ t q t s, a .  .  .a n t n
Of course, the identity
uNynq1 s ; l s l(¨ Nynq1 s 75 .  .  .
does not hold.
On the other hand, we can also consider the associative operation
ab
a( b s , 0 F a, b F 1 76 .
1 q ab
where
x s 1 y x .
Similar results hold for this associative DP.
8. TERMINAL DYNAMIC PROGRAM
 .A stochastic dynamic program SDP with terminal reward system is
specified by a five-tuple
Nq1 N N 4  4  4T s Opt, S , A , k , q , .n n n1 1 1
where all the components have the same meanings as in associative
dynamic program A. Then, SDP T represents the stochastic optimization
problem
Optimize E k s .Nq1
subject to i s ; q ?N s , a , 1 F n F N .  . 77 .n nq1 n n n
ii a g A s , 1 F n F N. .  .n n n n
Let us consider for any given s g S the optimization problemn n
Nynq1u s s Opt E k s ¬ i , ii , n F m F N . 78 .  .  .  .  .m mn Nq1
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Then we have the following recursive equation between the value
Nynq1 . Nyn .u s and the one-variable function u t :
THEOREM 8.1.
Nynq1 Nyn <u s s Opt u t q t s, a , s g S , n s 1, 2, . . . , N .  .  . n n
a t
79 .
u0 s s k s , s g S . 80 .  .  .Nq1
We should remark that the preceding associative SDP
Nq1 N N N 4  4  4  4A s Opt, S , A , r , (, k , q . /n n n n1 1 1 1
is reduced to the following augmented terminal SDP
Nq1 N NÄ Ä ÄA.T s Opt, S , A , k , q , 4 4  4 Än n n /11 1
where
Ä 1S s S = Rn n
ÄA s An n
ÄA s s A s for s s s , l .  . .Ä Än n n n n n
Äk s s l( k s for s s s , l .  . .Ä ÄNq1 Nq1 Nq1 Nq1
q s ¬ s , a s q s ¬ s , a .Ä Ä Ä .n nq1 n n n nq1 n n
for s s s , l( r s , a , s s s , l . .  . .Ä Änq1 nq1 n n n n n
Then, SDP A.T represents the stochastic optimization problem
ÄOptimize E k s .ÄNq1
81 .subject to i s ; q ?N s , a , 1 F n F N .  .Ä Ä Än nq1 n n n
Äii a g A s , 1 F n F N. .  .Än n n n
ÄLet us consider for any given s g S the optimization problemÄn n
Nynq1 Äu s s Opt E k s ¬ i , ii , n F m F N . 82 .  .  . .  .Ä Ä m mn Nq1
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Then the resulting recursive equation
Nynq1 Nyn Ä<Ä ÄU s s Opt u t q t S, a .  .  .Ä Ä n
Ä Ä . ÄagA s tgSÄn nq1
Äs g S , n s 1, 2, . . . , N 83 .Ä n
0 Ä Äu s s k s , s g S 84 .  .  .Ä Ä Ä Nq1
reduces to the preceding recursive equation
Nynq1 Nyn <u s ; l s Opt u t ; l( r s, a q t s, a , .  .  . . n n
a t
s g S , l g R1 , n s 1, 2, . . . , N 85 .n
u0 s ; l s l( k s , s g S , l g R1. 86 .  .  .Nq1
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