Abstract. Establishing a Question Answering (QA) system is time consuming. One main reason is the involved fields, as solving a Question Answering task, i.e., answering a user's question with the correct fact(s), might require functionalities from different fields like information retrieval, natural language processing, and linked data. The architecture used for Qanary supports the derived need for easy collaboration on the level of QA processes. The focus of the design of Qanary was to enable rapid engineering of QA systems as same as a high flexibility of the component functionality. In this paper, we will present the engineering approach leading to re-usable components, high flexibility, and easy-tocompose QA systems.
Introduction
The Web of Data is growing permanently as well as the industrial data sets. Induced by this movement the challenge for retrieving knowledge from such data sets has gained much importance in research and industry. Question Answering (QA) is tackling this challenge by providing an easy-to-use natural language interface for retrieving knowledge from large data sets. However, as QA is a challenge requiring to solve research questions from many different fields, a QA system is mostly consisting of many different components (from different research fields). Hence, enabling easy collaboration between researchers is an important engineering path while aiming at supporting the research community. Additionally, a reasonable engineering approach is required to enable a loose cooperation of different researchers.
Earlier, we established a component-oriented approach named Qanary [1] on top of a RDF vocabulary qa [6] . This approach provides a methodology for creating QA processes using a central knowledge base (KB) to store all available QA process data. Here, we will focus on the component model and service composition following the Qanary methodology. In the demonstration, we will use the Qanary reference implementation to show the achievement w.r.t. to the rapid engineering process that was established. We will show the engineering process for creating a Qanary Web service as well as a complete Qanary-based QA system.
Related Work
In the context of QA, a large number of systems and frameworks have been developed in the last years. For example, more than 20 QA systems (in the last 5 years) were evaluated against the QALD benchmark (cf., http://qald.sebastianwalter. org). These reasons led to the idea of developing component-based frameworks that make parts of QA systems reusable. We are aware of three frameworks that attempt to provide a reusable architecture for QA systems. QALL-ME [4] provides a reusable architecture skeleton for building multilingual QA systems. openQA [5] provides a mechanism to combine different QA systems and evaluate their performance using the QALD-3 benchmark. The Open Knowledge Base and Question Answering (OKBQA) challenge (cf., http://www.okbqa.org/) is a community effort to develop a QA system that defines rigid JSON interfaces between the components. In contrast, Qanary [1] does not propose a rigid skeleton for QA pipelines, instead we allow multiple levels of granularity, enable the community to develop new types of QA systems (not only pipelines), and focus on the research tasks.
The Qanary Component Engineering Process
Requirements The core requirements of the Qanary architecture are: 
The Qanary Component Model Each Qanary component is an independent
Web service implementing the tiny RESTful interface: process(M). Via the synchronous interface the component is triggered to process the current user question. The question (and any process data) is not contained in the message M, instead it was stored in an RDF KB. Consequently, M = (T, G i , G o ) contains the endpoint URI of the KB T and the graph G i in T containing the inbound information as well as the graph G o in T that should be used to store the computed information (i.e., outbound data flow) for further use in the QA process (by other components). Finally, the component is returning the focus to the QA process where other QA components might be called which can use the generated data. Hence, after being notified by the QA process a component will fetch the information required for its task from G i (in T) and perform its task using this information, cf., Fig. 1 . To enable an easy data exchange on common ground, the RDF vocabulary qa [6] It already contains the registration to the AdminServer and several other functionalities for rapid engineering. Note: There are no restrictions on the functionality nor the programming language (cf., ⇤ ⇥ R1 ); however, the reference implementation is in Java.
Demonstration As an example, we show how to create a QA pipeline providing the functionality focusing on the engineering tasks. The pipeline is aiming at answering the question "What is the real name of Batman?" 5 (cf., QALD question no. 92). It will use a component that already exists in the Qanary ecosystem providing functionality for Named Entity Recognition and Disambiguation (NER/NED), e.g., the Qanary DBpedia Spotlight component (cf., [3] ). It will interlink the sub-string "Batman" to the DBpedia resource dbr:Batman. However, additional semantics is required to map the textual question to an interpretable representation. Therefore, we will interactively implement a new component C (using Qanary's Maven archetype) which adds new annotations to the Qanary KB T while analyzing the user's question. C will serve only the purpose to identify the relation dbp:alterEgo (i.e., a DBpedia property) while searching for the sub-string "real name" in the question.
The demonstration will finish while creating and executing the QA pipeline using the service composition and showing the result of the question.
Discussion Here, we have demonstrated the main advantage a developers receives while integrating a component in the Qanary ecosystem. A rapid engineering process is provided and a created component can easily be interweaved with the already existing ones. A basic installation of a QA pipeline provided with a user interface called Trill can be found at http://www.wdaqua.eu/qa.
Conclusion
In this paper we presented the component model of the reference implementation of the Qanary framework. Qanary components are easy to implement as it was shown in the paper. However, one of the core features is the option to (re)combine components to QA systems without adopting the component's source code, while still having the full freedom of dedicating a (new) component to a completely new functionality. This new functionality might use data from the Qanary triplestore never used before in this particular combination. Hence, as all features are data-driven, allowing to add new functionality to the whole QA system from a local component independently. Additionally, the component model is language-independent and driven by the power of linked data which enables additional features like polymorph data types included in the inbound data. Our main contribution is a component-based architecture enabling developers to create or re-combine components following a plug-and-play approach. While aiming at an optimal system w.r.t. a given use case (scientific) developers are enabled to rapidly create new/adapted QA systems from the set of Qanary components available. Hence, we are handing the scientific QA community an easy-to-use approach reducing the investments for engineering tasks during typical tasks.
