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Estimation of material properties such as density and velocity of the Earth’s
subsurface are important in resource exploration, waste and CO2 storage and
for monitoring changes underground. These properties can be used to create
structural images of the subsurface or for resource characterisation. Seismic data
are often the main source of information from which these estimates are derived.
However the complex nature of the Earth, limitations in data acquisition and in
resolution of images, and various types of noise all mean that estimates of material
parameters also come with a level of uncertainty. The physics relating these
material parameters to recorded seismic data is usually non-linear, necessitating
the use of Monte Carlo inversion methods to solve the estimation problem in a fully
probabilistic sense. Such methods are computationally expensive which usually
prohibits their use over areas with many data, or for subsurface models that involve
many parameters. Furthermore multiple unknown material parameters can be
jointly dependent on each datum so trade-offs between parameters deteriorate
parameter estimates and increase uncertainty in the results.
In this thesis various types of neural networks are trained to provide probabilis-
tic estimates of the subsurface velocity structure. A trained network can rapidly
invert data in near real- time, much more rapidly than any traditional non-linear
sampling method such as Monte Carlo. The thesis also shows how the density
estimation problem can be reformulated to avoid direct trade-offs with velocity,
by using a combination of seismic interferometry and Marchenko methods.
First this thesis shows how neural networks can provide a full probability
density function describing the uncertainty in parameters of interest, by using a
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form of network called a mixture density network. This type of network uses a
weighted sum of kernel distributions (in our case Gaussians) to model the Bayesian
posterior probability density function. The method is demonstrated by inverting
localised phase velocity dispersion curves for shear-wave velocity profiles at the
scale of a subsurface fluid reservoir, and is applied to field data from the North
Sea. This work shows that when the data contain significant noise, including data
uncertainties in the network gives more reliable mean velocity estimates.
Whilst the post-training inversion process is rapid using neural networks, the
method to estimate localised phase velocities in the first place is significantly
slower. Therefore a computationally cheap method is demonstrated that combines
gradiometry to estimate phase velocities and mixture density networks to invert
for subsurface velocity-depth structure, the whole process taking a matter of
minutes. This opens the possibility of real-time monitoring using spatially dense
surface seismic arrays.
For some monitoring situations a dense array is not available and gradiometry
therefore cannot be applied to estimate phase velocities. In a third application this
thesis uses mixture density networks to invert travel-time data for 2D localised
velocity maps with associated uncertainty estimates. The importance of prior
information in high dimensional inverse problems is also demonstrated.
A new method is then developed to estimate density in the subsurface using a
formulation of seismic interferometry that contains a linear dependence of seismic
data on subsurface density, avoiding the usual direct trade-off between density
and velocity. When wavefields cannot be measured directly in the subsurface, the
method requires the use of a technique called Marchenko redatuming that can
estimate the Green’s function from a virtual source or receiver inside a medium
to the surface. This thesis shows that critical to implementing this work would
be the development of more robust methods to scale the amplitude of Green’s
function estimates from Marchenko methods.
Finally the limitations of the methods presented in this thesis are discussed, as
are suggestions for further research, and alternative applications for some of the
methods. Overall this thesis proposes several new ways to monitor the subsurface
efficiently using probabilistic machine learning techniques, discusses a novel way
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to estimate subsurface density, and demonstrates the methods on a mixture of
synthetic and field data.

Lay Summary
Just as doctors use techniques such as X-rays and MRI scans to see inside a
patient’s body, Geophysicists use seismic waves (waves of energy) to see inside
the Earth. These waves help us to determine the different rocks and their
properties. However, unlike in medicine where doctors can see the results almost
instantaneously, the images created in geophysics often take weeks or months
to produce. These investigations are important for Geophysicists to understand
the structure of the subsurface if they want to monitor changes underground or
find natural resources. Since in most cases it is impossible to gain direct access
to the interior of the Earth many kilometres beneath the surface, these images
are the only way for geophysicists to ‘see’ inside the Earth. Two of the rock
properties geophysicists would like to know are the speed which a seismic wave
travels through the rock and the density of that rock. This will help to determine
the type of rock at the location in the Earth.
Geophysicists record either natural sources of energy such as earthquakes
or environmental noise (called ambient noise) or energy created from artificial
sources. These recordings, seismic data, are then converted into maps of subsurface
properties through a process called seismic tomography that uses the fact that
seismic waves travel through rocks in different ways depending on their composition
and properties. Geophysicists can use properties derived from the seismic waves
or the waves themselves to determine the rock parameters in a process called
inversion.
The inversion process can be time consuming when uncertainty information
on the result is required. In this thesis I use a method called machine learning to
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perform the inversion faster. Machine learning is a technique that uses data to
identify patterns and uses them to provide insights and predictions when given
new, unseen data. The method used to create an algorithm that can identify
patterns from data is called network training and takes a significant amount
of time. However, once this ‘training’ has been completed results from new
observations can be inverted rapidly. I use machine learning techniques to perform
the geophysical inversion process that will give rapid seismic velocity results and
the uncertainty of that result.
The estimation of density in the subsurface from seismic data is complicated
as seismic waves are sensitive to multiple subsurface parameters. Whilst velocity
can be independently determined by measuring the time it takes for a seismic
wave to travel through the rock density often cannot be measured without the
effect of other subsurface parameters, namely velocity. This means that when
Geophysicists perform inversion of seismic data for density models they often
need to have accurate estimates for velocity as well. Therefore the reliability of
density results are dependent on the reliability of the velocity estimates. Ideally
Geophysicists would like to find a new method for estimating density.
In this work I give an overview of machine learning methods and how they can
be used to produce probabilistic estimates. I then present three situations where
machine learning can be used to create 2D and 3D maps of seismic wave speed in
the subsurface much faster than traditional methods. I discuss how they can be
used to take snapshots at regular intervals to monitor changes in the subsurface.
I also use a new method to create maps of density estimates from seismic data
using a technique that reduces the dependence on other subsurface parameters.
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Seismic waves are often used to image the interior of the Earth. Geophysicists
study the response of the seismic waves that have travelled through the Earth
to create maps of material parameters such as P- and S-wave velocity or density.
By estimating these parameters they are able to infer the structure and rock
composition of the interior of the Earth. Reliable parameter estimates are needed
to create accurate structural images. In this thesis I explore novel imaging
techniques that use seismic data to create estimates of velocity and density that
can be used to gain knowledge about the subsurface.
1.1 Seismic Imaging
Seismic imaging or seismic tomography is the method used to estimate Earth
parameters such as P- and S-wave velocity, density or anisotropy from seismic data.
Tomography has been applied at a variety of length scales from global seismology
(Aki et al., 1977; Woodhouse and Dziewonski, 1984; Trampert and Woodhouse,
1995; Shapiro and Ritzwoller, 2002) to resource exploration (Farra and Madariaga,
1988; Pratt et al., 1996; Hicks and Pratt, 2001; Bussat and Kugler, 2011) and
near-surface studies (Xia et al., 1999; Socco et al., 2010; Mordret et al., 2013b).
The parameters are used to determine geological structures and lithologies in the
Earth’s interior by displaying them as 2D or 3D maps displayed on a grid of pixels.
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1.1.1 Imaging for Velocity
One of the first works in seismic tomography was Aki and Lee (1976) who used
P wave first arrival travel times to invert for 3-dimensional velocity using data
from local earthquakes. This was quickly extended to global tomography by
Dziewonski et al. (1977) who imaged the Earth’s mantle using P-wave travel
time residuals. After these first studies many applications of travel time seismic
tomography appeared such as crosswell tomography where active seismic sources
in one well are used as a source of energy that is recorded on geophones in an
adjacent well (McMechan, 1983; Bregman et al., 1989). The use of active source
tomography increased rapidly because it was the only way to know the source
location and timing accurately so that correct travel times could be calculated.
The above examples used direct arrivals between a source and receivers. Bishop
et al. (1985) first used seismic reflection data to determine a 2D velocity model and
the reflector depth by minimising the difference between the travel times measured
from the data and travel times generated from ray tracing through the model.
With advances in compute power efforts were put into improving velocity images
by jointly inverting travel times and amplitude information (Wang and Pratt,
1997; Wang et al., 2000) and more recently inverting the full waveform (Cary and
Chapman, 1988; Pratt, 1999; Hicks and Pratt, 2001; Virieux and Operto, 2009;
Operto et al., 2013).
Surface waves or long wavelength waves called normal modes can also be
used to construct images of the Earth’s interior. The velocity of surface waves
depends on the shear-wave velocity structure with depth, and because different
surface wave modes and frequencies oscillate to different depths they also travel
at different speeds (Aki and Richards, 2002). Love and Rayleigh surface waves
have been used for tomography at a global scale (Romanowicz, 1995; Trampert
and Woodhouse, 1995; Shapiro and Ritzwoller, 2002; Meier et al., 2007a,b) and
a regional scale in areas including Eurasia (Curtis et al., 1998; Ritzwoller and
Levshin, 1998; Devilee et al., 1999; Villasenor et al., 2001), East Asia (Curtis and
Woodhouse, 1997; Friederich, 2003), North America (Van der Lee and Nolet, 1997)
and Australia (Simons et al., 1999; Fishwick et al., 2005).
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The above applications rely on wavefields produced from an active source of
energy such as an earthquake to be recorded on receivers encompassing the area
of interest. An important step in surface wave tomography was the discovery
that ambient background seismic noise could be transformed into useable signal
by seismic interferometry (Lobkis and Weaver, 2001; Campillo and Paul, 2003;
Snieder, 2004; Wapenaar, 2004; Curtis et al., 2006; Wapenaar and Fokkema, 2006).
The cross-correlation of two recorded wavefields can produce an estimate of the
Green’s function between two receiver locations, as though one of the receiver
locations was a point source and the other receiver records the response from that
point source. This was important because seismologists no longer needed to record
a point source of energy to perform tomography, but could create a previously
unrecorded Green’s function from passive sources such as oceanic waves, wind of
anthropogenic activity. It also has the advantage that the Green’s function source
location was known exactly as it is the location of the receiver that is used as a
point source.
Ambient noise tomography has been used widely to image the Earth’s interior.
First to apply this method was Shapiro et al. (2005) and Sabra et al. (2005) who
inverted one month of ambient noise data from the US Array to invert Rayleigh
group waves for high resolution images underneath California. Initially the most
widespread approach was to perform a linearized inversion using Rayleigh wave
group traveltimes (Sabra et al., 2005; Shapiro et al., 2005; Yao et al., 2006; Zheng
et al., 2008), however the method has also been used to create Love wave velocity
maps (Cho et al., 2007; Roux, 2009; Li et al., 2010). Bensen et al. (2008) recovered
phase velocity maps in addition to group velocity maps for Rayleigh and Love
waves across the United States and then extended this in Bensen et al. (2009) to
invert for a 3D shear wave velocity structure. It has been used at a regional scale
to invert for crustal structure in many locations such as underneath the British
Isles (Nicolson et al., 2012, 2014), in the United States (Gerstoft et al., 2006; Lin
et al., 2008) and Asia (Borah et al., 2014; Guo et al., 2015; Singer et al., 2017).
Ambient noise tomography has also been used at a reservoir scale for estimation
of shear wave velocity (Stewart, 2006; Bussat and Kugler, 2011; de Ridder and
Dellinger, 2011; Mordret et al., 2013a) and seismic attenuation (Allmark et al.,
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2018). Ambient noise tomography has enabled Geophysicists to image areas of
the Earth’s subsurface by turning what was previously considered as ‘noise’ into
coherent signal. However, to create the coherent signal many hours or days of
recordings need to be cross-correlated meaning that rapid inversion of data or
real-time monitoring are not possible with this method.
With the advent of large and dense arrays wavefields can be recorded with a
high temporal and spatial resolution so that the gradients of the wavefields can be
interpreted using a wave equation in a technique often called seismic gradiometry.
This means that it is possible to retrieve near-direct measurements of medium
properties without interferometry. Curtis and Robertsson (2002) first showed
that the derivatives of a wavefield recorded on volumetric arrays could be used
to estimate P- and S-wave velocities using a 3D wave equation. The volumetric
arrays were distributed in a 3D space so that spatial wavefield derivatives could
be taken in depth as well as horizontally. Langston (2007a,b,c) showed that
horizontal slowness could be determined from the inversion of first-order temporal
and horizontal spatial derivatives, assuming that the wavefield contains only non-
overlapping plane waves. This method can be used in 3D (Poppeliers et al., 2013)
and has been applied to data from the US Array for phase velocity estimation
(Liang and Langston, 2009; Liu and Holt, 2015) as well as in terrestrial and lunar
near-surface studies (Edme and Yuan, 2016; Sollberger et al., 2016). de Ridder and
Biondi (2015) extended the method of Curtis and Robertsson (2002) to horizontally
propagating waves using the second order spatial and temporal gradients of the
ambient seismic noise recordings to invert a 2D wave equation directly for phase
velocity maps. Using just 10 minutes of recordings the method yielded results
comparable to that of cross-correlational ambient noise tomography that needed
to cross correlate over 40 hours of recordings to produce virtual seismic sources.
The method was extended by Zhan et al. (2018) who combined it with compressive
sensing to produce better results than standard tomography methods. The works
of de Ridder and Biondi (2015) and Zhan et al. (2018) showed that it is possible
to retrieve phase velocity maps using short length noise recordings that opens up
the possibility of real-time monitoring. However this method is only applicable
when dense arrays are available.
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Many tomographic inverse problems are highly non-linear and non-unique,
however to reduce computational expense the physics of the inverse problem
is often linearized so that Geophysicists only solve for approximate solutions
(Trampert and Woodhouse, 1995; Ritzwoller et al., 2002). Uncertainty estimates
on the model solution are often desirable however it is difficult to estimate reliable
uncertainties from linearized tomography (Shapiro and Ritzwoller, 2002; Bensen
et al., 2009; Nicolson et al., 2012, 2014). Monte Carlo sampling algorithms can
be used in Geophysical inverse problems to give probabilistic outputs defined
by probability density functions (Mosegaard and Tarantola, 1995). Efforts have
been made to solve the tomographic equations by Monte Carlo sampling within
a Bayesian framework so that multiple tomographic models are provided that
fit the given data and are consistent with given prior information (Sambridge
and Mosegaard, 2002). In recent years tomographic problems have been solved
using reversible jump Markov chain Monte Carlo (McMC) algorithms that address
transdimensional problems so that the number of parameters in the inverse problem
can be adjusted during the inversion process (Green, 1995; Green and Hastie, 2009).
Bodin and Sambridge (2009) first used the reversible jump McMC algorithm in
seismic tomography to produce a partially linearized sampling solution for 2D
Rayleigh wave group velocity of the Australian continent. This was extended to a
fully nonlinear inversion in 2D to estimate phase and group velocity maps (Galetti
et al., 2015; Zheng et al., 2017) and to create 3D velocity models (Bodin et al.,
2012; Hawkins and Sambridge, 2015; Piana Agostinetti et al., 2015; Galetti et al.,
2017; Zhang et al., 2018). These methods involve repeatedly taking samples of
potential velocity models and tens of millions of samples can be produced for high
dimensional, complex problems. Therefore such solutions are computationally
demanding, can require weeks of compute time and storage of large sample sets.
When rapid estimation of subsurface velocity models is required then dense
arrays are needed to perform wave equation inversion or the physics of the
inverse problem must be linearized. However wave equation inversion does not
include uncertainty estimates on the final result and if non-linear physics is not
included then the estimate is an approximation and it is difficult to obtain reliable
uncertainties. If data sets are to be inverted rapidly without linearizing the
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physics and also including full uncertainty information on the posterior result
then alternative methods need to be used.
1.1.2 Imaging for Density
Density is an important parameter which helps to determine rock composition
within the Earth. However it has not been well constrained using traditional
seismic imaging techniques. This is largely because the sensitivity of seismic waves
to density is mainly through impedance, the product of density and seismic velocity,
which leads to inherent trade-offs between density and velocity structure in the
seismic reflection and transmission responses (Kato and Kawakatsu, 2001). In
addition density contrasts directly affect the amplitude of reflected and transmitted
waves (Aki and Richards, 2002) but these amplitudes are difficult to measure
directly or reliably due to instrumentation limitations such as ground coupling
and local site effects (Berbellini et al., 2016).
At a global scale using only seismic data Dziewonski et al. (1975) and Dziewon-
ski and Anderson (1981) estimated 1D averaged density models using normal
modes and the Earth’s total mass and moment of inertia. Normal modes display a
sensitivity to gravity, however only for the lowest frequencies (Dahlen and Tromp,
1998) and therefore are most useful for global seismology. Tanimoto (1991) in-
verted long period seismic data jointly for density and S-wave velocity, they found
that whilst S-wave resolution was good over all depths, the density resolution was
good only at shallow depths. Most work over these longer length scales involves
joint inversion of normal modes and gravity data to make the inversion more
robust (Ishii and Tromp, 1999, 2001). More recently Blom et al. (2017) used
full waveform inversion (FWI) to estimate density with low-frequency wavefields.
Interestingly they conclude that using gravity data as additional information with
FWI does not improve the inversion result.
Gravity data are directly related to density yet the solution to the inverse prob-
lem is inherently non-unique as they are potential-field measurements (Blakely,
1995). Thus strong prior information must be provided to constrain the inverse
problem (Blakely, 1995), usually in the form of additional types of data such as
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seismic data (Chaves and Ussami, 2013; Herceg et al., 2015). Root et al. (2016)
compare gravity-based and seismic-based methods to estimate density over the
British Isles. Gravity based density models have a higher lateral resolution com-
pared to seismic-derived density. However, high resolution P-wave velocity models
are needed to reduce the uncertainty in the gravity-derived density estimates.
In an exploration setting reflection data are used to estimate density with
Amplitude variation with offset (AVO) inversion (Dębski and Tarantola, 1995;
Downton and Lines, 2004) or estimated from P-wave velocity using Gardner’s
equation (Gardner et al., 1974). More recently density has been estimated using
full waveform inversion. With the increase in compute power in recent years more
elastic FWI has become feasible and efforts have been made to retrieve density
(Jeong et al., 2012; Operto et al., 2013; Bai and Yingst, 2014; Li et al., 2019).
Prieux et al. (2013) invert for density and P-wave velocity using a visco-acoustic
FWI formulation that updates velocity and density in a hierarchical manner
rather than updating both parameters simultaneously, this produces more stable
inversion results. Jeong et al. (2012) use a two step method to invert for density
through elastic FWI, first they invert for a velocity model using a constant density
and then in a second step they re-invert the density model using the recovered
velocity information. This method was shown to provide better density estimates
than conventional waveform inversion methods. Despite these advances, inverting
for density using waveform inversion schemes involves a trade-off with velocity or
other elastic parameters and thus will deteriorate the final density result (Jeong
et al., 2012).
Since accurate density models are important for determining rock composition
it is necessary to obtain reliable density estimates. However current techniques to
estimate density from seismic data alone such as AVO inversion or from Gardner’s
equation involve a trade-off with velocity. To improve density inversion results
with seismic data, methods that do not rely on inverting for velocity jointly with
density must be found.
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1.2 Neural Networks
Neural networks are mathematical models that approximate a non-linear mapping
between two parameter spaces. Their existence dates back to the 1940’s the
technique has gone through varying levels of popularity (Goodfellow et al., 2016).
It was not until Rumelhart et al. (1985) published a paper that described an
efficient method to train neural networks called back propagation that neural
networks became popular and were applied to a wide field of problems. Back
propagation uses a gradient descent approach and exploits the chain rule to
propagate errors backwards through the network. Since then network size and
structure have become larger and more complex with new types of network created
to handle specific problems such as image recognition (LeCun et al., 1995), speech
recognition (Hochreiter and Schmidhuber, 1997) or dimensionality reduction
(Hinton and Salakhutdinov, 2006).
Neural networks can be used as generative models to describe the joint dis-
tribution between the parameter spaces. The two most common type of neural
network generative models are Variational Autoencoders (VAEs) and Generative
Adversarial Networks (GANs). VAEs (Kingma and Welling, 2013) are based on
autoencoder networks that copy the network input to the output via an internal
layer that describes a lower dimensional representation of the input parameter
space. A VAE can produce a generative model by adjusting the lower dimensional
mapping in the autoencoder from a set of discrete variables to a set of probability
distributions. The network can sample randomly from the probability distributions
in the latent space to generate new models. They have been used in geostatistics
to create a set of geological models that can be used for probabilistic inversion of
hydrogeological data (Laloy et al., 2017).
Generative Adversarial Networks Goodfellow et al. (2014) are similar to VAEs
in that they can generate samples from a probabilistic lower dimensional mapping.
However, GANs consist of two networks, a generator and a discriminator network,
that are trained at the same time to compete against each other. The generator
network is trained to produce new samples that fits a given distribution, determined
by the training set, while the discriminator network is trained to determine whether
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data comes from the training set or is a newly generated sample. When the
generator network has simulated the underlying distribution of the training set
correctly the discriminator network will not be able to determine whether a sample
is from the training set or the generator network. GANs have become increasingly
popular as they can produce higher resolution images than VAEs (Dosovitskiy
and Brox, 2016). They have been used in geostatistical modelling to produce
realistic geological models that can be used for geostatistical inversion (Dupont
et al., 2018; Mosser et al., 2017, 2018) as well as in seismic data processing for
seismic noise attenuation and trace interpolation (Alwon, 2018).
Bishop (1994) proposed an adjustment to the traditional neural network so
that it can provide an approximation to a probability distribution instead of a
function output. This formulation is called a mixture density network (MDN) as
the output of this modified neural network is a mixture density model such as
a Gaussian Mixture Model (GMM). Instead of representing the distribution of
variables in a latent space the MDN predicts the distribution directly on the output
of the neural network model. MDNs have been used in a variety of applications
such as predicting surf height (Carney et al., 2005), predicting financial time
data (Ormoneit and Neuneier, 1996) and for self-driving car applications (Leung
et al., 2016; Choi et al., 2018; Makansi et al., 2019). Graves (2013) used recurrent
mixture density networks to generate realistic handwriting samples that could be
adjusted for better legibility or modelled to a particular style of handwriting. This
work inspired research into speech synthesis using mixture density networks (Zen
and Senior, 2014; Wang et al., 2016) and the speech synthesis system in Apple’s
Siri in iOS11, Apple’s voice assistant, was powered by a mixture density network
(Capes et al., 2017).
In Geophysics neural networks have been applied extensively to many geophysi-
cal problems such as velocity analysis (Roth and Tarantola, 1994; Calderón-Macías
et al., 2000; Araya-Polo et al., 2018), petrophysical analysis (Aristodemou et al.,
2005; Maiti et al., 2007) and first break picking (Murat and Rudman, 1992; Mc-
Cormack et al., 1993). For an introduction to neural networks in Geophysics and
an overview of applications see Van der Baan and Jutten (2000), Poulton (2002)
or Valentine and Kalnins (2016).
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Devilee et al. (1999) first used neural networks in a probabilistic manner in
Geophysics, to invert surface wave velocities for crustal structure by inverting
for discretised marginal probability distributions. This was extended by Meier
et al. (2007a,b) to use a mixture density network to give continuous probabilistic
estimates of global crustal thickness and velocity structure. They demonstrated
the importance of using noise in the data set as a regularisation in the neural
network. Mixture density networks have also been used in non-linear petrophysical
inversion of surface wave data for global temperature and water content (Meier
et al., 2009), seismic data sets for subsurface porosity and clay content (Shahraeeni
and Curtis, 2011; Shahraeeni et al., 2012) and well-log data for porosity and shale
content (Niu et al., 2015). In earthquake seismology Käufl et al. (2014, 2015) show
that mixture density networks can be used to rapidly invert waveform data for
point-source parameters such as location and depth whilst incorporating realistic
posterior uncertainties. They show that the method is robust to missing data and
noise, therefore could be suited to early warning systems or real-time monitoring.
Mixture density networks have also been used with statistical models to solve
geophysical inverse problems with prior information (Nawaz and Curtis, 2017,
2018, 2019).
Mixture density networks have been shown to produce comparable results to
Monte Carlo methods (Meier et al., 2007a; Shahraeeni and Curtis, 2011; Käufl
et al., 2016) and can be used for rapid inversion. However the time needed to
train a network means that for problems where the network will only be used
once it is not an efficient method. The advantage of neural networks comes when
a problem has to be solved repeatedly with new data. Since the network only
needs to be trained once, future inversions are fast. This means that mixture
density networks are ideally suited for subsurface monitoring problems where
rapid non-linear inversions that include reliable uncertainty estimates are required.
1.3 Thesis Plan
In this thesis I explore novel methods to image for subsurface velocity and density
parameters. In the case of velocity I use machine learning techniques to create
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probabilistic velocity models by training networks that can be re-used for repeated
inversions, avoiding the large computational expense of Monte Carlo sampling.
For density I develop and apply a linear inversion scheme without a direct trade-off
with velocity. What follows is a more detailed outline of the work in this thesis.
Chapter 2 provides an introduction to the theory and methods used in the
Chapters 3, 4 and 5. I introduce Bayesian inverse problems and explain the
concepts of marginal and joint probability distributions. Then I present the theory
of neural networks and how they are used to emulate a mapping between two
parameter spaces. The two structures that are used in this thesis are introduced:
a multi layer perceptron and a convolutional network. Then I show how a neural
network can be adapted to provide the probability distribution of an uncertain
output with a type of network called a mixture density network. The chapter
ends by explaining how each network is trained and the final probability density
function is formed.
I then present three chapters applying neural networks to geophysical inverse
problems to provide rapid, probabilistic solutions. First, in Chapter 3 I present
the mean and standard deviation of shear-wave velocity maps of the Grane field
in the Norwegian North Sea obtained using mixture density networks. Networks
are trained to invert phase velocities of Rayleigh-type Scholte surface waves for
subsurface shear-wave velocity structures. I include uncertainties on the data
input and show that this gives a more reliable mean velocity estimate when the
data contain noise. The results are comparable to trans-dimensional Monte Carlo
solutions yet are obtained far more rapidly. After training the networks shear-wave
velocity maps are obtained in seconds and the networks could be applied to similar
data types in monitoring situations.
Producing the inputs to the networks in Chapter 3 involves a prepossessing
sequence that precludes this method if we wish near-instantaneous inversion
results from field data. Therefore Chapter 4 presents a method for near-real time
monitoring with large and dense arrays by using a combination of gradiometry,
wavefield inversion and mixture density networks. The method is tested using a
small field data set: using only a short recording (minutes) the wavefield can be
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inverted for phase velocity maps using gradiometry and wave equation inversion.
I then invert these phase velocity maps point by point in a similar manner to
Chapter 3 to give mean and standard deviation maps of velocity with depth, and
I show that the results are again comparable in quality to Monte Carlo solutions.
The final neural network application in Chapter 5 provides a non-linear, fully
probabilistic inversion of seismic travel-times for 2D velocity maps. The methods
are demonstrated on synthetic data sets and the effects of prior information on
the results are discussed. I show that when realistic prior information is used,
uncertainty loops can be seen in the standard deviation maps which are expected
in non-linear inversions. Their presence therefore inspires confidence in the results.
I also discuss how prior information can help to offset the effect of the curse of
dimensionality to improve the mean velocity structure estimate.
Chapter 6 moves away from estimating subsurface velocity, to investigate
a method to estimate subsurface density. I show, using synthetic data, that
using wavefields recorded in the subsurface and a specific formulation of seismic
interferometry, density can be estimated in the subsurface without the standard
trade-off between density and velocity. Marchenko methods used to calculate
wavefields at virtual receivers in the subsurface in cases where direct recordings
in the subsurface are not present. These subsurface ‘recordings’ are theoretically
sufficient to estimate density. Practical limitations of the Marchenko method
render the density estimations less reliable as currently no method exists to provide
true amplitude Marchenko Green’s function estimates. I discuss a method to
estimate the amplitudes in layered media and show how it improves the inversion
results.
In Chapter 7 I discuss the limitations of the neural network methods presented
in this thesis and outline some ways that they could be improved. I discuss areas
of research that could improve the reliability of neural network methods and
propose options to advance progress of machine learning in Geophysics. I also
discuss areas of current research that could improve the Marchenko estimates
shown in Chapter 6 and suggest an alternative possible useful application for the
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method. Finally Chapter 8 summarises the main conclusions that can be drawn
from the thesis.
1.4 Publications
The following publications have resulted from this thesis:
• Earp, S., A. Curtis, X. Zhang, and F. Hansteen, 2019, Probabilistic Neural
Network Tomography across Grane Field (North Sea) from Surface Wave
Dispersion data: arXiv preprint arXiv:1908:09588. This has been submitted
to Geophysical Journal International. This publication is included in this
thesis as Chapter 3. X. Zhang created the phase velocity maps and their
uncertainties used in this work.
• Cao, R., S. Earp, S. A. de Ridder, A. Curtis, and E. Galetti, In Press,
Near-Surface 3D Seismic Velocity models by Wavefield Gradiometry and
Neural Network Inversion: Geophysics. Parts of this publication are included
in this thesis as edited sections of Chapter 4. The other authors of the
paper collected the field data and developed the gradiometry/wavefield
inversion method, and produced the results from those methods. I used the
results they derived from wavefield inversion to perform the mixture density
inversion. My contribution to each section of the chapter is explained at the
beginning of Chapter 4.
• Earp, S., and A. Curtis, 2019, Probabilistic Neural-Network based 2D
Travel Time Tomography: arXiv preprint arXiv:1907.00541. This has been
submitted to Neural Computing and Applications. This publication is
included in this thesis as Chapter 5.
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The following conference abstracts have also resulted from this thesis:
• Earp, S., and A. Curtis, 2019a, Neural network Travel-Time tomography:
Presented at the 81st EAGE Conference and Exhibition 2019 Workshop
Programme.
• Curtis, A., R. Cao, S. Earp, X. Zhang, S. De Ridder, and E. Galetti, 2019,
Near-real time 3D seismic velocity and uncertainty models from Ambient
Noise, Gradiometry and Neural Network Inversion: Presented at the 81st
EAGE Conference and Exhibition 2019 Workshop Programme.
Chapter 2
Neural Network Inversion Method
This Chapter presents the concepts of neural networks and the methods I use in the
following chapters of this thesis. First, I present the solution of the inverse problem
in a Bayesian framework and introduce the concept of joint and marginal posterior
probabilities. Then I discuss the concept of neural networks for geophysical
inversion and show how these can be trained to produce posterior probability
density functions.
2.1 Bayesian Inverse problems
We want to solve inverse problems in a probabilistic framework to find the posterior
distribution of Earth models m that fit some given data d, written as p(m | d).
This is defined as (Tarantola, 2005)
p(m | d) = k p(d | m) p(m) (2.1)
where p(m) represents the prior probability density on the parameter space,
p(d | m) represents the conditional probability of some data given the specific
parameters (known as the likelihood) and k is a normalisation constant. The
likelihood can be seen as a measure of how well a parameter m explains the data
d. Equation 2.1 shows how prior information about the parameters are updated
by the data to produce the posterior distribution. If the data do not contain
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any new information about the parameters we cannot learn anything and the
posterior will equal the prior. Since inferences of the posterior are relative to the
prior, Bayesian solutions to inverse problems depend on prior assumptions. In
Chapters 3 and 4 the prior is selected based on expected geological information
of the area whilst in Chapter 5 the effect of prior information on the inversion
results is tested.
The posterior pdf p(m | d) represents a description of the full posterior
uncertainties, not only the variance of each parameter but also the dependencies
between parameters. These dependencies can create trade-offs between parameters
for example if the velocity at one depth increased then the velocity below that
must decrease in order to still fit the data. In multidimensional problems (where
the dimensionality of m is greater than 1) we often need to make inferences about
a set of individual parameters enumerated with index i, and hence must calculate
the marginal posterior distribution p(mi | d). This can be obtained by integrating
over all parameters j that are not of interest
p(mi | d) =
∫
mk,k ̸=i
p(m | d) dmk (2.2)
If trade-offs between two parameters selected from a larger multidimensional
problem are required then Equation 2.2 can be extended to give the joint marginal
posterior,
p(mi, mj | d) =
∫
mk,i ̸=k ̸=j
p(m | d) dmk (2.3)
This can be calculated by inverting for both parameters together by joint inversion,
or alternatively the joint marginal posterior can be created from the product of
conditional p(mj | mi, d) and 1D marginal pdfs p(mi | d) (Tarantola, 2005)
p(mi, mj | d) = p(mj | mi, d) × p(mi | d) (2.4)
Trade-off relations can involve any number of parameters but in the following
chapters I focus on estimating 1D and 2D posterior marginal distributions p(mi | d)
(Equation 2.2) and p(mi, mj | d) (Equation 2.4), respectively.


















Figure 2.1 A schematic of a feed-forward Multilayer Perceptron with I input units,
two hidden layers with J and K units respectively, and L output units. The two sets
of trainable parameters are the weights W and biases b which are associated with the
continuous arrows which represent the flow of information (calculated values).
A neural network (NN) is essentially a mathematical relationship that defines
a mapping between two parameter spaces. If a forward problem is well-defined or
easily calculated but the inverse problem is more complex or difficult to calculate
(as in many geophysical inverse problems) neural networks can be useful for
mapping the inverse relationship. The simplest form of a NN is called a feed-
forward Multilayer Perceptron (MLP) where information is fed forward through
the network from input to output, Figure 2.1. I use this form of neural network
in Chapters 3, 4 and 5. At each layer the inputs are weighted and summed before
being passed through an activation function g(·) to provide an output value that
becomes the input for one unit in the following layer, by an equation in the form
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Figure 2.2 A schematic of a Convolution layer with an input matrix of size (Y, Z) .
The filter F is of size (M, N) located at point (x, y) in the model. The trainable values
in the filter are multiplied by the corresponding values in the input and summed along
with the bias b(y, z) to give the point hy,z in the feature maps. Multiple feature maps
are created using different values in the filter F .
Here di are the inputs in the input layer, hj is the output value that is passed
to the following layer, and Wij and bj are constants called the layer weights and
biases respectively. The activation function can be chosen to create non-linearity
in the mapping which allows us to use the network to emulate complex functions
by varying W and b appropriately.
Convolutional networks are a different kind of neural network that use a
convolution instead of general matrix multiplication for at least one of the layers.
They are designed to be used with data that has a temporal or spatial correlation
between neighbouring data points such as time series or image data (Goodfellow
et al., 2016). In a convolutional layer a filter is passed over the input data and
at each location the dot product between the filter-sized patch and the filter is
computed and passed to the next layer 2.2. In a 2D case, for an input matrix X
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where by,z is the value of the bias constant. The filter is a set of weights used
to detect features in the data. It is smaller than the size of the input matrix so
that it can be passed over the matrix around multiple points to detect the same
feature anywhere in the data (Goodfellow et al., 2016). For this reason the output
layer is often called a feature map. The filter is moved across the input matrix at
a set step-size in pixel location, referred to as stride: usually in two dimensions
this is (1, 1) and this is what we use in this work. Multiple filters are used at each
layer so that many features can be extracted in parallel.
Parameters W and b in the MLP and the F and b in a convolutional network
are tuned by training the network. This process adjusts the mapping to emulate
any desired function provided an appropriate choice is made for the activation
function g(·). The network is trained on a set of T input-output pairs D = {dt, mt}
where d is the network input and m is the desired network output. During training
the parameters are tuned so that the network can accurately map the input to
the output function. It does this by varying W and b so as to minimise a cost







(yt − mt)2 (2.7)
where y is the network output (which depends on W and b) and m is the true
output. In this work I train using standard back propagation (Rumelhart et al.,
1985), with various improvements outlined as I use them below. Once trained,
the network can be applied to new input data to give an estimate of unknown
models. The input and output data can be any size and contain any data that
can be represented numerically. The NN learns the mapping between input and
output pairs and so as long as the inference data set matches the training data
set in in parameter size and type, the NN will be able to estimate a model.
2.3 Mixture Density Network
An MLP trained by minimizing the sum-of-squared errors EMLP will output an
approximation to the conditional mean of a probability distribution p(m | d)








Figure 2.3 A schema of a Mixture Density Network as described by Bishop (1995).
The output of the Neural Network gives a parameter vector that defines the Gaussian
kernel for each mixture of Gaussians. These are then summed to give the probability of
the model p(m | d).
(Bishop, 1995). A class of neural networks called mixture density networks provide
a framework for modeling probability distributions in a similar way to how the
MLPs can approximate function outputs (Figure 2.3). They are trained on the
same pairs of data as an MLP but instead of providing an estimate of the model
they provide an approximation to the probability distribution p(m | d), given by
a mixture of Gaussian kernels




where αi is the mixture or amplitude parameter that attaches relative importance
to each Gaussian kernel, M is the number of Gaussians in the mixture, and Θi
are Gaussian density functions given by














where c is the dimensionality of m. The mean of the Gaussian kernel is described
by µi = (µi1, ..., µic) and the covariance is assumed to be a diagonal matrix
Σ = diag(σi1, ..., σic). The mixture parameter αi, the means µi and the standard
deviations σi fully define the Gaussian kernels and hence the output of the MDN.
Previous works use an isotropic Gaussian with diagonal covariance matrix and
equal diagonal elements (Meier et al., 2007b,a; De Wit et al., 2013; Käufl et al.,
2016) to estimate the full posterior pdf, however I follow the theory of Shahraeeni
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and Curtis (2011) and use a diagonal covariance matrix with unequal diagonal
elements as it is then usually possible to estimate the pdfs with far fewer kernels ,
and fewer network paramters overall despite the increase in parameters per kernel
(Shahraeeni and Curtis, 2011). We could approximate more complex Gaussian
kernels with a full covariance matrix as in Williams (1996), however this is more
computationally expensive and the above method appears to be sufficiently flexible
for the scope of this work. In Chapters 3 and 4 the dimensionality of m in each
network is 1 and therefore the method outlined above is equivalent to using an
isotropic Gaussian. However in Chapter 5 we also train networks where the
dimensionality of m > 1 and in this case we use the full formulation in Equation
2.9.
The number of kernels in the mixture dictates the complexity of the final
probability distribution, and the number of network outputs is given by (2c+1)×M
compared with the output of a standard MLP that has c outputs. The raw
parameters output from the MDN zαi , zσik and z
µ
ik need to be transformed into
usable parameters for Equations 2.8 and 2.9. The amplitude parameters αi are





whilst the standard deviations have to be positive by definition, so we apply the
transformation
σik = exp(zσik) (2.11)
The means can take any real value so can be used directly such that
µik = zµik (2.12)
Training an MDN requires that we have a way to predict appropriate values for
these parameters given any input data: in this thesis I do so using a conventional
MLP or a convolutional neural network, which shows that an MDN typically has
a standard neural network at its core. During training the network is adjusted
to maximize the likelihood of the desired probability density function given the
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Once the network has been trained, the outputs can be used to generate the
predicted posterior probability distributions using Equations 2.8, 2.9. 2.12, 2.11
and 2.12. This gives a more complete description of the family of models that
are consistent with the data compared to the output of a standard MLP. In this
thesis d represents seismic data related parameters and m are Earth parameters,
the precise composition of the inputs and outputs are explained in each chapter.
2.4 Network Training
Mixture density network training corresponds to the minimisation of the cost
function 2.13. It is performed using gradient-based optimisation of the network’s
internal parameters called Adaptive Moment Estimation (Kingma and Ba, 2014).
The optimiser computes adaptive learning rates for each parameter based on
the average first and second moments of the gradients. Gradient-based methods
typically operate iteratively and are therefore sensitive to the initialisation of
the initial parameters. I do this using the Glorot uniform initialiser (Glorot and







where xin is the number of nodes in the input to the layer and xout is the number
of nodes in the output of the layer.
To stabilise the training process and improve convergence the input vectors
are pre-processed before network training (Bishop, 1995). I standardise the input
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where d̄i and σd are the vector mean and variance of the data set respectively. This
gives an equal weighting for the input vector components. The transformation is
calculated on the training set and the same transformation is then applied to the
test set and any new data used by the network. Any synthetic noise is added to
the data before standardisation.
The aim of training is to learn a mapping between some input and output
parameter spaces that can be applied to unseen data and produce accurate results.
To achieve this the network should be able to generalise so that it can make
accurate predictions on data it has never seen before. If the network is relatively
simple and contains few trainable parameters it will create a smooth mapping
which will not encapsulate the complexities of the underlying function. The
network will be under-fitted leading to large errors, bias, in network predictions.
Conversely, a complex network with many trainable parameters will predict the
training data exactly but fail to generalise. When presented with previously unseen
data the network will display high variance and make inaccurate predictions, the
network will be over-fitted. This balance over the complexity of network models is
known as the Bias-Variance trade off. Both scenarios need to be avoided when
training a network.
Two methods are employed to mitigate the effects of a poorly fitted network.
Firstly, Gaussian noise is added to the training data d: this forces the network
to find a smooth mapping and avoids the network fitting the details of the
training data (Bishop, 1995). Furthermore a validation set is used during training
to monitor the error (Equation 2.13) as well as the error on the training set.
Generally, the error on the validation set will decrease until the network starts to
over-fit the data, when it will begin to increase. When the validation error stops
decreasing training is halted and the set of weights that minimize the validation
error are used for the final network. A separate test set is then used to determine
the accuracy of the network on unseen data since the training and validation set
are used during training. If the error on the test set is much higher than the
training and validation set the network will be over-fitted and the complexity of
the network must be changed and the network re-trained.
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Since the training method is iterative, the trained NN’s are sensitive to
the random parameter initialization and to the network configuration (internal
structure). We train an ensemble of multiple networks with different configurations
and combine them to give a group of networks - a so-called mixture of experts. In
theory networks trained independently may make good predictions for different
reasons and under different inputs (in our case, data vectors); using a combination
of networks therefore often results in better generalisation of performance to
unseen data and improves prediction accuracy (Dietterich, 2000). Bishop (1995)
shows that the upper bound on the ensemble error is given by the average of
the errors of the individual networks. We construct the ensemble by a weighted
average of network outputs, where each weight is determined by the performance
of the associated network on the test data set (or simply test set). The posterior
probability distribution is thus estimated by









ηi = exp(−EMDN,i) (2.17)
The final estimate of probability distribution p(m | d) contains LM Gaussian
kernels. In Chapters 3 and 5 the results are from an ensemble of MDNs. In
Chapter 4 multiple MDNs are trained and the one which performs best on the
test set is used for the final results.
Chapter 3
Probabilistic Neural Network
Tomography beneath Grane field (North
Sea) using surface wave dispersion data
Surface wave tomography uses measured dispersion properties of surface waves to
infer the spatial distribution of subsurface properties such as shear-wave velocities.
These properties can be estimated vertically below any geographical location at
which surface wave dispersion data are available. As the inversion is significantly
non-linear, Monte Carlo methods are often used to invert dispersion curves for
shear-wave velocity profiles with depth to give a probabilistic solution. Such
methods provide uncertainty information but are computationally expensive.
Neural network based inversion provides a more efficient way to obtain probabilistic
solutions when those solutions are required beneath many geographical locations.
Unlike Monte Carlo methods, once a network has been trained it can be applied
rapidly to perform any number of inversions. A class of neural networks called
mixture density networks are trained to invert dispersion curves for shear-wave
velocity models and their non-linearised uncertainty. Mixture density networks
are able to produce fully probabilistic solutions in the form of weighted sums of
multivariate analytic kernels such as Gaussians, and I show that including data
uncertainties in the mixture density network gives more reliable mean velocity
estimates when data contains significant noise. The networks were applied to data
from the Grane field in the Norwegian North sea to produce shear-wave velocity
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maps at several depth levels. Post-training probabilistic velocity profiles were
obtained with depth beneath 26,772 locations to produce a 3D velocity model
in 21 seconds on a standard desktop computer. This method is therefore ideally
suited for rapid, repeated 3D subsurface imaging and monitoring.
3.1 Introduction
Seismic surface waves travel around the surface of the Earth but are sensitive to
heterogeneity in elastic properties within the subsurface. Different frequencies of
surface waves travel at different speeds since they depend mainly on the shear-wave
velocity structure at different depths. Surface wave tomography uses this property
(called dispersion) to infer the spatial distribution of subsurface shear velocities
over global scales (Woodhouse and Dziewonski, 1984; Trampert and Woodhouse,
1995; Shapiro and Ritzwoller, 2002; Zhou et al., 2006; Meier et al., 2007a,b),
regional scales (Montagner and Jobert, 1988; Curtis and Woodhouse, 1997; Curtis
et al., 1998; Ritzwoller and Levshin, 1998; Devilee et al., 1999; Villasenor et al.,
2001; Simons et al., 2002) and reservoir scales (Bussat and Kugler, 2011; de Ridder
and Dellinger, 2011; Mordret et al., 2014).
Surface wave tomography is often performed using a 2-step inversion scheme
(Trampert and Woodhouse, 1995; Ritzwoller et al., 2002). In step 1, travel times
of surface waves between pairs of known locations are measured at various fixed
periods, then used to create geographical phase or group velocity maps at each
period using 2D tomography. In step 2, the dispersion properties (speed of the
waves at different periods – often referred to as a dispersion curve) at each point
on the 2D map are then inverted to estimate a 1D shear-wave velocity profile
with depth below that point. The 1D velocity profiles beneath many geographical
locations can then be placed side-by-side and interpolated to create a 3D model
of the subsurface.
Both of the 2-step surface wave inverse problems are non-linear. They can be
solved approximately by partially linearized (Bodin and Sambridge, 2009), or fully
non-linear (Rawlinson et al., 2014; Galetti et al., 2015, 2017) Monte Carlo methods.
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These types of approaches provide relatively robust estimates of the range of
possible shear wave velocity structures with depth that are consistent with the
measured surface wave speeds (often referred to as the solution uncertainty) by
using the Markov chain Monte Carlo (McMC) algorithm to perform the inversions
in a Bayesian framework. However, all existing sampling based methods, including
the direct (1-step) 3D Monte Carlo tomography method of Zhang et al. (2018),
are extremely demanding computationally. If large data sets are to be inverted
rapidly while maintaining the ability to assess post-inversion uncertainties without
making linearizing approximations to the Physics, different methods are needed
to speed up fully non-linear inversions.
I take an alternative approach and use neural networks to perform non-linear
inversion of the phase velocities of Rayleigh-type Scholte surface waves (referred
to simply as Rayleigh waves) for subsurface shear-wave velocity over length scales
~1-10km. Neural networks (NN’s) approximate a non-linear mapping between two
parameter spaces. The mapping is inferred from a set of examples of inputs and
corresponding outputs of the real mapping (these examples are called training
data). Using certain types of NN-based methods, uncertainties in the mapping
can be output by the network. NN’s are therefore useful for problems where the
forward mapping is well known or simple to calculate (in order to construct many
training data) but the inverse mapping is complex or costly to determine directly.
In such cases training data can be generated by applying the forward mapping
to many sets of model parameter values, after which the NN can be trained to
map in the inverse direction, taking the measurable data as input and outputting
model parameter estimates.
Once trained, NN’s can be applied to calculate the mapping for any input
parameters extremely efficiently. For this reason neural networks have become
increasingly popular for solving geophysical problems in recent years. Applications
include well-log analysis (Aristodemou et al., 2005; Maiti et al., 2007), first arrival
picking (Murat and Rudman, 1992; McCormack et al., 1993), fault detection
(Araya-Polo et al., 2017; Huang et al., 2017) and velocity analysis (Roth and
Tarantola, 1994; Calderón-Macías et al., 2000; Araya-Polo et al., 2018). However
all of these methods provide only deterministic estimates of the inverse problem
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solution (in most cases, the mean model estimate). Neural networks can also
be used in a Bayesian sense to give fully probabilistic solutions. They were first
used in Geophysics to estimate Bayesian uncertainties by Devilee et al. (1999)
who inverted surface wave phase and group velocities for large-scale subsurface
velocity structure and interface depths. They inverted regional dispersion curves
for discretised probability distributions of crustal thickness across Eurasia using
histogram and median networks, and analysed the trade-off between crustal
thickness and velocity structure. Meier et al. (2007a,b) improved this method by
using mixture density networks (MDN’s) to give continuous probabilistic estimates
of global crustal thickness and crustal velocity structure. A MDN is a type of
network that maps an input vector to a probability density function (pdf) rather
than to a single set of output values (Bishop, 1995). Since the work of Meier et al.
(2007a,b), mixture density networks have been used to perform petrophysical
inversion of surface wave data for global water content and temperature in the
mantle transition zone (Meier et al., 2009), inversion of industrial seismic data sets
for subsurface porosity and clay content (Shahraeeni and Curtis, 2011; Shahraeeni
et al., 2012), inference of the Earth’s 1D global average structure using body-
wave travel-times (De Wit et al., 2013) and for earthquake detection and source
parameter estimation (Käufl et al., 2014, 2015).
To produce a 3D shear-wave velocity versus depth model on any scale using
the 2-step method, the inverse problem for structures with depth must be solved
at many geographical locations (usually many thousands) over the area of inter-
est. McMC inversion methods are computationally expensive and it is generally
impractical to apply them in cases where parameters or data sets are large, where
computational efficiency and processing time are usually limiting constraints due
to the need to forward model many samples (of the order of thousands or millions)
at each location. On the other hand, once trained, NNs and MDNs can often
solve such inverse problems in seconds with no additional sampling. In addition,
in cases where we wish to monitor changes in the subsurface, the same network
can be applied rapidly to repeated data measurements, enabling the possibility
of near-real time monitoring provided that the inputs to the networks can be
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produced rapidly from the raw measured data. The aim herein is to investigate
whether this is possible in practice.
In what follows I discuss the effect of data uncertainty and how to incorporate
this within a neural network, then apply trained networks to field data from the
Grane field in the Norwegian North Sea to create 2D shear-wave velocity maps of
specific depth intervals. I compare the results from the MDN to non-linearized
McMC methods, and thus prove that MDN surface wave inversion methods are
both efficient and robust at the scale of reservoirs.
3.2 Method
3.2.1 Grane data
Grane is an offshore oil field in the Norwegian North Sea. A permanent reservoir
monitoring (PRM) system was installed in 2014 over approximately 50 km2 of
the Grane seabed (Thompson et al., 2015). Ambient seismic noise is recorded
continuously at the field using four-component sensors – 3-component geophones
(Vertical, North and East) and a hydrophone. The data used in this study was
preprocessed according to the protocol of Zhang et al. (2019), summarised as
follows. Data from the vertical and hydrophone components were selected over
a 6.5 hour interval. The data were bandpass-filtered between 0.35-1.5Hz and
data from every pair of stations are cross-correlated using overlapping half-hour
recording sections, then correlations are stacked over the full 6.5 hour interval.
Cross-correlations of hydrophone and vertical component noise mainly contain
information about Rayleigh-type waves. Phase velocities were automatically picked
for the cross-correlation of each station-pair. Seventeen phase velocity maps and
their corresponding standard deviation (uncertainty) maps were produced using
eikonal tomography for periods between 0.6 to 2.2 seconds at 0.1 second intervals
over a 50m x 50m grid. Figure 3.1a shows 4 examples of the phase velocity maps
at periods 0.7s, 1.0s, 1.3s and 1.9s and their corresponding uncertainties.
Zhang et al. (2019) perform 1D, 2D and 3D Markov Chain Monte Carlo
(McMC) Tomography over the Grane field to produce maps of the shear velocity












































































































Figure 3.1 (a) A selection of four phase velocity maps used to compute discretised
dispersion curves. Periods shown are 0.7s, 1.0s, 1.3s and 1.9s. (b) Maps of estimated
standard deviation of uncertainties in the phase velocity at each location. Velocities and
uncertainty colour scales are saturated at either end to prevent domination of outliers,
and to highlight structure across the field. The vertical black line in the top left plot
shows the location of a cross section shown in other Figures.
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Figure 3.2 (a) Initial distribution of velocity structures created with a piecewise-
constant discretisation over depth. (b) Distribution of velocity structures created after
averaging structures in (a) over larger depth intervals. Grey-scale shows the probability
density distribution, darker colours represent higher density of velocity structures, and
the black line is an example of a randomly selected velocity structure in each panel
which also illustrates the depth intervals used in cases (a) and (b).
structure with depth. However, McMC solutions are relatively slow to compute as
they require ~106 3D or ~109 1D forward modelling simulations to obtain robust
results and this needs to be repeated for each new data set for 4D surveys. Given
that a PRM system exists, and that large amounts of data can be recorded in this
area at many different points in time, a faster method is desired for monitoring
applications.
3.2.2 Creating a Training set
The velocity structures m are parametrised as follows: each 1D structure has a
water layer of 126m, followed by constant velocity layers every 25m to a depth of
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100m below the water layer, then 50m thick layers down to 2000m below the water
layer, beneath which there is a homogeneous half-space. For each velocity structure
the S-wave velocity of the top solid layer was selected randomly from the Uniform
probability distribution vtop ∼ U(0.2km/s, 0.5km/s) to represent unconsolidated
near-surface sediments. For a fundamental mode surface wave to be observed,
the top solid layer must have the lowest velocity (Galetti et al., 2017), therefore
the following layers were randomly selected from distribution U(vtop, 1.5km/s).
I generated 1,000,000 velocity structures and Figure 3.2a shows the resulting
distribution of velocities along with an example velocity structure. Selecting
each velocity independently means that there are no correlations between each
depth layer in the models. This keeps the prior broad, however if more geological
information is known about the area then more sophisticated geostatistical methods
can be used to create the training data. Spatial correlation between layers can be
inferred from geological data such as well logs and then a set of velocity model
examples can be created using a sampling technique such as Mote Carlo based
methods.
The forward problem is solved for each of the generated velocity structures using
the DISPER80 subroutines by Saito (1988) to obtain corresponding fundamental
mode Rayleigh wave dispersion curves. The DISPER80 subroutines are fortran
codes that calculate Rayleigh or Love wave group or phase velocities from a
1-dimensional layered model given the compressional velocity, shear velocity and
density of each layer in the model. The phase velocities were calculated for periods
0.6-2.2s at 0.1s intervals in order to match the range available from ambient noise
recorded at Grane. The DISPER80 forward modeller needs P and S-wave velocity
and density for each layer in depth in order to calculate the phase velocities at
each of any set of discrete periods. From the S-wave velocity structures calculated
previously I compute a corresponding P-wave velocity vp and the density ρ for
each velocity layer based on typical values for sedimentary rocks using (Castagna
et al., 1985; Brocher, 2005)
vp = 1.16vs + 1.36 (3.1)
ρ = 1.74v0.25p (3.2)
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Rather than attempt to invert surface wave speeds at 17 periods for shear
velocities in 40 depth layers, before training the velocity model is averaged over
seventeen larger fixed-depth intervals (Figure 3.2b). Networks are then trained to
invert for the velocity in each of these larger depth intervals.
3.2.3 Uncertainties
In past work, uncertainty information about the data is only included by adding
random Gaussian noise to the training data set (Devilee et al., 1999; Meier et al.,
2007a; Shahraeeni and Curtis, 2011; De Wit et al., 2013). Adding noise acts to
regularise the network, helps to generalise when the network is inverting new data,
and accounts for the data uncertainty in the Bayesian solution. However the
disadvantage of such an approach is that when presenting the network with new
data, updated uncertainty information for those particular data is not included
in the inversion; indeed, that network would invert the data assuming that the
incorrect (old) data uncertainties still pertain.
By contrast, here the data uncertainty is included as an additional set of
inputs to the network. This makes sense because uncertainty is in fact additional
pertinent information for each inversion. To train the MDN the clean synthetically-
modelled data set is augmented with varying levels of noisy data. For each data
point in the original synthetic data set a random percentage of noise ϵ is selected
between the bounds outlined in Table 3.1 for six different Uniform distributions
of ϵ. The noise is then added to the data according to
uj = ϵ × dj (3.3)
d̃j = N (0, 1)uj + dj (3.4)
where uj is the uncertainty value of the noisy data d̃j and N (0, 1) is a Standard
Normal distribution with mean 0 and standard deviation 1. An example of
noisy data and the randomly chosen noise level is shown in Figure 3.3. Thus an
augmented training set of data-velocity structure pairs Tuncer = {([d̃j, uj], mj) :
j = 1, ..., N} is generated, where the data consists of the noisy dispersion curves
d̃j and their associated uncertainties uj . The final data sets T and Tuncer are then
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Figure 3.3 Graph showing a synthetic dispersion curve d (triangles) compared to a
dispersion curve with added noise d̃ (stars). The grey shaded area is the uncertainty u
from Equation 3.3.
Percentage Noise %







Table 3.1 Table of percentage range of noise added to data set in each of six different
noise scenarios. Uncertainty is added to each datum according to Equations 3.3 and 3.4.
In the first scenario uncertainties are zero.
shuffled and split into a training set (90% of training pairs) that is used to train
the network for the optimum mapping, a validation set (5%) used during training
to check the network is not over-fitting the training examples (see below), and a
test set (5%) which is used post training to assess the network performance on
previously unseen data. This final assessment provides weights Ei for the network
ensemble in Equation 2.16. Early stopping is employed to prevent over-fitting of
the network to the data: this is where the cost function is periodically checked
on the validation set during training. When the cost function stops decreasing it
is assumed that the network is already fit to the training data but is no longer
improving its generalisation to new data. Training is then stopped.
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3.3 Results
3.3.1 Network Design
Networks are trained for two different datasets: first a training set T in which
data were perturbed by 10% Gaussian noise is used to train what is referred to
herein as a Noisy-MDN. This MDN does not include uncertainty in its input
vector. A second training set Tuncer includes a variable uncertainty vector as
described in the previous section, which is used to train what is referred to as an
Uncertainty-MDN. To include both the dispersion curve and their uncertainties in
the latter networks two inputs are included as shown in Figure 3.4. The dispersion
curve is passed through 2 layers, whilst the uncertainty is input separately and
passed through one layer. The outputs of these two layers is then concatenated
before being passed through two more layers to output the parameter vector that
defines the probability distribution of the shear wave velocity structure.
Separate MDNs are trained for each depth interval in the velocity structure
defined in Figure 3.2b. For each interval approximately 40 networks are trained
from which the 10 networks with the lowest cost value across the validation set are
selected for the ensemble . The weights and biases are randomly initialized using
the Glorot uniform initializer (Glorot and Bengio, 2010) for each training run, and
different sizes of layers in the different networks are used to create diversity. The
different layer sizes were determined using a form of Bayesian optimization using
the Python library hyperopt (Bergstra et al., 2015). Appendix A outlines the
network configurations trained. The networks each use a Gaussian mixture with
15 kernels, so by using an ensemble of 10 networks a total of 150 kernels potentially
contribute to each posterior distribution. However, I found that normally only 3 or
4 kernels with different means and standard deviations were assigned significantly
non-zero amplitudes by each individual network.
3.3.2 Network Evaluation
A set of 100,000 synthetic velocity structures to which no network has previously
been exposed were then created. These simulate relatively smooth velocity struc-














Figure 3.4 Diagram of network used to include uncertainty estimates in the input
vector. Rounded edged boxes represent inputs/outputs of network. Squared edged
boxes represent one or more fully connected layers within the model where the internal
model weights are optimised during training. The structure of these is described in
Table A.2. The diamond box represents the concatenation of layers: this step involves
no new weights and simply concatenates the outputs of the previous layers. The arrows
represent the direction of flow of data through the network.


























































































1626m  - 1826m










Figure 3.5 Mean of the posterior marginal pdfs from Noisy-MDN inversions, versus the
true value of velocity for each velocity structure in the set of smooth models. Each graph
represents a different depth interval as indicated above the graph. The corresponding
Pearson correlation coefficient R is given in the top left corner of each graph.


























































































1626m  - 1826m











Figure 3.6 Mean of the posterior marginal pdfs from Uncertainty-MDN inversions,
versus the true value of velocity for each velocity structure in the set of smooth models.
Each graph represents a different depth interval as indicated above the graph. The
corresponding Pearson correlation coefficient R is given in the top left corner of each
graph.
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tures by not allowing the velocity to vary more than 400m/s between neighbouring
depth intervals. Corresponding data are created using the DISPER80 forward
modeller, to which 10% Gaussian noise was added. For each depth interval in the
velocity structure the MDN ensemble is applied to each of the 100,000 synthetic





The correlation between the mean of the posterior and the true target value
for each data vector can be used to evaluate the performance of the networks
when presented with new data. This evaluation does not use all of the information
contained in each posterior pdf, but does provide a practical way to begin to
evaluate network performance. Figure 3.5 shows the means of the posterior pdf
of the fundamental mode Rayleigh wave Noisy-MDN inversions versus the true
velocity values across all of the synthetic smooth velocity models, for each depth
interval. The corresponding Pearson correlation coefficient, R, is shown in the
top-left corner of the plot. The plots show a clear tendency for the mean of the
network to over-estimate the true velocity value. When the same inversions are
performed using the Uncertainty-MDNs (Figure 3.6) the correlation between the
mean MDN velocities and the true velocities improves at every depth level. The
additional information provided to the network that describes uncertainties in the
data results in a significantly more accurate estimate of the velocity structure.
The plots in Figure 3.6 allow us to compare how the networks perform at
different depth levels. The performance of the networks decrease with depth,
and at the deeper levels (1626-1826m) the mean of the Uncertainty-MDN tends
towards the mean of the prior. Figure 3.7 shows an example of the marginal
posterior probability density function for two synthetic velocity structures at
depths below 1226m. In both plots the true velocity structure is far away from the
mean of the prior distribution yet the predicted marginal posterior distribution is
very close to the prior: this shows that at these depths the networks are unable
to add any information to the prior pdf given the data presented to the network.
For this reason the following results are only shown down to a depth of 1226m.
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Depth 1626m  - 1826m
a)
b)
Figure 3.7 Individual probability density functions for depths below 1226m for two
synthetic velocity structures in (a) and (b) respectively. The solid line is the marginal
posterior probability density function from the MDN, the vertical dashed line is the
true velocity value, and the dot-dash line is the prior probability density function.
3.3.3 Synthetic Results
Figure 3.8 shows the inversion of synthetic data from Noisy-MDN inversions: as
seen in Figure 3.5 the networks generally over-estimate the predicted velocity and
often the uncertainty does not encompass the true solution. The addition of noise
of fixed standard deviation to training data examples does not fully represent
the true uncertainty of each individual data point, so the inversion of noisy data
results in unreliable estimates of velocity. However, when adding the uncertainty
estimates explicitly into the network, Uncertainty-MDN results produce more
reliable estimates as shown by the 1D depth inversions in Figure 3.9. The results
from the networks are more representative of the true velocity structure, the
maximum likelihood from the pdfs are much closer to the true shear wave velocity
value, and the uncertainty ranges encompass the true velocity structure in all cases.
This result is important for training and applying networks to field data. Noise,
measurement error or assumptions about the Earth velocity structure can all
affect the reliability of field data measurements; we never know whether our data
is reliable, but we can often estimate the uncertainty in recorded data. Including
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the uncertainty information in networks allows them to be applied to field data
with increased confidence that they will produce reliable estimates of posterior
pdfs that encompass the true subsurface velocities.
3.3.4 Field Data





































































Figure 3.10 (a) Mean shear velocity cross-section, and (b) corresponding posterior
standard deviation cross-sections from the Noisy-MDN inversion. The top white layer
represents the water layer where shear velocity is zero.
The final trained MDNs are applied to invert Rayleigh wave phase veloci-
ties from the Grane field in the Norwegian North Sea. Dispersion curves were
extracted at each grid point producing 26,772 dispersion curves to be inverted
for 1D depth-velocity structures. The standard deviations shown in Figure 3.1b
were extracted at each point and used as the uncertainty vector input to the
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Figure 3.11 (a) Mean shear velocity cross-section, and (b) corresponding posterior
standard deviation cross-sections from the Uncertainty-MDN inversion. The top white
layer represents the water layer where shear velocity is zero. Red star shows location of
the joint pdf shown in Figure 5.7.
Uncertainty MDNs (Figure 3.4). Figures 3.10 and 3.11 show the mean and
associated standard deviations (representing uncertainty) of the posterior pdf
estimated at the location of the black line in Figure 3.1a from Noisy-MDNs and
Uncertainty-MDNs respectively. Both plots of the mean show a reasonably similar
structure: a near-surface low velocity layer down to 300m, then an increased
velocity down to 600m, with yet higher velocities below this. However, the layers
are more distinct in the inversion using the Uncertainty-MDNs. Figure 3.10a from
the Noisy-MDN shows a higher variability in the velocity below 600m than does
the mean in Figure 3.11a, and the velocity highs in Figure 3.10a coincide with
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higher uncertainties in Figure 3.10b. When networks are trained including the
full uncertainty information (Figure 3.11) these velocity highs disappear so that
the mean velocity and uncertainties are laterally smoother across the section. I
therefore now focus on the Uncertainty MDN results.
Figure 3.12 shows the mean and standard deviation horizontal depth slices
from the Uncertainty-MDNs. In the near surface maps (126m - 326m) the results
show similar structures to those in the phase velocity maps in Figure 3.1a at short
periods, for examples within the dotted red boxes in Figure 3.12a. The deeper
maps (536m - 826m) show structures similar to that of the longer period phase
velocity maps, but also a higher standard deviation (Figure 3.12b) than shallower
layers. As a result, the shear velocity variation in these deeper structures falls
within their standard deviation, suggesting that they might not represent true
structure.
The method outlined above can easily be extended to joint inversion of funda-
mental and first higher mode data by adding two further inputs: the vector of
first higher mode phase velocity values generated from the velocity structures in
the original training set and a vector of their associated uncertainties. Figure 3.13
shows the cross-section results and Figure 3.14 shows the results from 4 depths
layers, 126m-176m, 226m-326m, 426m-526m, 626m-726m, from Uncertainty-MDN
joint inversion. The same features seen in the shallow layer of Figure 3.12a are
seen in the shallow layer of the joint inversion, highlighted by the red dashed
boxes in Figure 3.14a. However, the velocities are on average higher than the
fundamental mode-only MDN inversions and the standard deviations are larger.
In addition, the depth slice at 226m-326m is entirely different to the corresponding
slice in Figure 3.12a. Figure 3.13a shows that the low velocities observed in the
top layers of the Uncertainity MDN fundamental model inversion (Figure 3.11a)
no longer exist in the joint inversion with higher modes, showing the latter waves
appear to have added additional information to the inversion. However, I am less
confident about the quality of the higher mode dispersion measurements than
those from the fundamental mode, so I include this result as a demonstration, but
in the Discussion below I focus mainly on the fundamental mode results.

























































































































Figure 3.12 Fixed depth maps of (a) the mean and (b) the standard deviation of
the shear velocity from Uncertainty-MDN inversion of fundamental mode Rayleigh
dispersion at depth slices 176m-226m, 226m-326m, 526m-626m, 726m-826m.
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Figure 3.13 (a) Mean shear velocity cross-section, and (b) corresponding posterior
standard deviation cross-sections from the Uncertainty-MDN inversion of fundamental
and first higher mode Rayleigh dispersion. The top white layer represents the water
layer where shear velocity is zero.
3.4 Discussion
I inverted Rayleigh wave phase dispersion curves for subsurface shear-wave veloci-
ties using MDN’s trained with added Gaussian noise at a fixed standard deviation
to simulate average data uncertainties, and a second type of MDN with the data
uncertainty vector included as an additional input. I showed that to invert noisy
data for reliable velocity structures the uncertainty estimates should be included
in the network.



































































































Figure 3.14 Fixed depth maps of (a) the mean and (b) the standard deviation of the
shear velocity from Uncertainty-MDN inversion of fundamental and first higher mode
Rayleigh dispersion at depth slices 176m-226m, 226m-326m, 526m-626m, 726m-826m.
3.4 Discussion | 49
Noisy-MDN Uncertainty-MDN
1D McMC 0.0018 0.0025
2D McMC 0.0025 0.0026
3D McMC 0.0021 0.0019
Table 3.2 Table showing the mean-squared difference between the Noise- and
Uncertainty-MDN inversion cross sections, and the Markov Chain Monte Carlo cross
sections of Zhang et al. (2019).
A constant number of fixed depth-velocity intervals were used in each MDN
inversion, leading to inversions for effective medium (averaged) shear velocities for
each fixed depth interval. A trans-dimensional network inversion would have had
to include varying depths and number of layers which would significantly increase
the dimensionality of the network inversion problem and require a much larger
training set and more complex network structure. This in turn would increase
training time and the memory needed for training, and would likely make the
network outputs less stable and reliable since the posterior would effectively be
emulating the inverse function in a higher dimensional space. For the intended
application (to test the ability to rapidly monitor the overburden of a permanently
instrumented field), the inversion for effective medium parameters over fixed depth
intervals was sufficient.
3.4.1 Comparison with Monte Carlo Methods
I compare the Noise- and Uncertainty-MDN inversion results to the Markov
chain Monte Carlo results of Zhang et al. (2019). Figure 3.15 shows the mean
shear velocity cross sections of Figures 3.10a and Figures 3.11a along with the
same cross sections from 1D, 2D and 3D trans-dimensional Markov chain Monte
Carlo inversion (McMC). Despite comparing a trans-dimensional result from
Monte Carlo methods with fixed-depth layer results from MDNs, all cross sections
show a similar, approximately 3-layered structure. The 1D McMC (Figure 3.15c)
most represents the networks trained using the Noisy-MDNs (Figure 3.15a) as
both contain vertical velocity anomalies in the deeper part of the section. The
Uncertainty-MDN has smoother variations laterally but also has a thicker near
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Figure 3.15 Mean shear velocity along the cross-section in Figure 3.1a from (a) MDN
inversions using a training set with added Gaussian noise of fixed standard deviation, (b)
MDN inversions using estimated data uncertainties as added input data, (c) independent
1D Monte Carlo inversions, (d) a single 2D Monte Carlo inversion, and (e) a 3D Monte
Carlo inversion, where results in (c), (d) and (e) are from Zhang et al. (2019). The top
white layer represents the water layer, where the shear velocity is zero.
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surface velocity layer and the second layer extends deeper into the section (to
∼700m); this is more representative of the 2D and 3D McMC results (Figure 3.15d
and 3.15e). This is confirmed by examining the mean-squared difference (MSD)
between the mean of each MDN inversion and the Monte Carlo inversions in Table
3.2: the Noisy-MDN has a lower MSD compared to the 1D McMC inversion and
the uncertainty MDN has a lower MSD compared to the 3D McMC inversion. This
implies that by adding uncertainties to the MDN training we allow smoothness
in the mean estimates which the 3D McMC results suggest is reasonable across
Grane.
3.4.2 Joint Posterior Probability Density Functions
The results in the previous section are created from the 1D marginal posterior
pdf p(mi | d) of the shear velocity in each layer independent of other velocities in
each 1D profile. The correlations between velocities at different depths cannot be
derived from such results. To estimate correlations it is necessary to analyse the
joint posterior pdf p(mi, mi+1 | d), which can be constructed from the product of
the conditional and marginal pdfs.
p(mi, mi+1 | d) = p(mi | d) × p(mi+1 | mi, d) (3.6)
The marginal pdfs p(mi | d) are given by the results shown in the previous sections.
New networks are trained to estimate the conditional pdfs p(mi+1 | mi, d) by
extending the input vector of the data with the velocity to which we want to
condition the data: in this example this is the velocity of the layer above the one
being estimated.
Figure 3.16 shows the results from the location shown by the red star in
the Grane cross-section from Figure 3.11a. The plot shows a weak negative
correlation, representing the weak trade-off between velocities in subsequent layers.
This is likely to be because a relatively coarse parametrisation (compare that
in Figure 3.2a and 3.2b) was used over depth for the inverse problem. If a
finer parametrisation was used, such trade-offs would emerge more strongly as
demonstrated by Meier et al. (2007b).
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Figure 3.16 Joint pdf comparing the velocity trade-off between two adjacent layers mi
and mi+1 at depths given in the axis labels. The red star represents the mean velocity
shown in Figure 3.11a.
3.4.3 Inversion Speed
Post-training, neural networks invert new data extremely rapidly: in this study it
took approximately 21 CPU seconds to invert all 26,772 locations. The results
are compared to Monte Carlo methods which are known to be computationally
expensive (Bodin and Sambridge, 2009): the McMC methods used to create the
crosslines shown in Figure 3.15 took approximately 186 CPU hours for 1D, 206
CPU hours for 2D, and 4824 CPU hours for 3D inversions. Despite the higher
vertical resolution of results from McMC methods (since the parametrisation over
depth varies in those inversions), the compute-time for inversions is between 4
and 6 orders of magnitude larger than for trained MDNs.
A comparison of time per inversion of an individual location for 1D MDN,
1D Monte Carlo and a 1D linearized inversion is shown in Figure 3.17a. Monte
Carlo inversion is computationally the most expensive, and MDN inversion is
two orders of magnitude faster than even linearized inversion. However, in this
comparison I only accounted for the speed of the inversion which is not the full
computational expense involved in using neural networks. Training a network
before the inversion takes significant computational time: in this study it took
1280 CPU hours to train all of the networks used. It should be noted that training
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Figure 3.17 Plots showing the CPU hour time for (a) one inversion per location and
(b) the inversion over the entire Grane field using MDNs, linearized inversion and Monte
Carlo 1D (McMC 1D) methods. The typical time taken to train the MDN (including
the forward modelling runs) is included in (b) but not in (a).
the network needs only to be done once, and hence is independent of number
of locations to be inverted; therefore inverting more locations renders the MDN
inversion method more computationally efficient. Figure 3.17b compares the CPU
hours needed for monitoring-style repeated inversions across the full Grane field
as performed in this study, including the time required for training MDNs. The
initial cost of training a network before the first inversion is high, but thereafter
repeated inversion of new data sets is nearly free. In comparison to 1D McMC
methods, even accounting for the initial training period, neural network methods
are more efficient. Linear inversion methods are computationally cheaper that
MDN methods: in this case approximately 1000 inversions of the same field
would be needed for the neural network method to become cheaper. Surface wave
tomography is a non-linear inversion problem and despite the linearized inversions
involving fewer CPU hours they can only give approximate solutions, in particular
for uncertainty estimates, due to their implicit assumption of incorrect (linear)
physics. The neural network method provides a fully probabilistic, fully non-linear
solution that, once a network is trained, can be used to obtain rapid, repeated
inversions.
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3.5 Conclusion
I trained mixture density networks (MDN’s) to invert fundamental mode Rayleigh
wave dispersion curves for subsurface shear-wave velocity using two different
methods to represent data uncertainties. The MDNs give a fully probabilistic
solution to this non-linear inversion problem giving comparable results to Monte
Carlo solutions. I show that inputting data uncertainties explicitly to the network
provides a more reliable solution estimate on noisy synthetic data, and a smoother
result that is more similar to 3D Monte Carlo inversion results on field data. The
same method is used for joint inversion of fundamental and first higher mode
data. Once trained, the neural network approach gives rapid results that can be
repeatedly applied to similar types of data in monitoring scenarios.
Chapter 4
Near-real time near-surface 3D seismic
velocity and uncertainty of ambient
seismic noise
With the development of large and dense seismic arrays the nearly-direct measure-
ment of local medium properties is possible by 3D or volumetric wave equation
inversion, while 2D wave equation inversion provides direct measurements of sur-
face wave dispersion. Computationally efficient imaging and inversion methods are
needed to utilise the large amount of such information from these arrays. By using
the second-order derivatives of the temporal and spatial wavefield, short recordings
can be inverted using the Helmholtz wave equation to give frequency-dependent
point phase velocity estimates. A class of neural networks called mixture density
networks are trained to invert dispersion curves for 1D depth-velocity profiles
and their uncertainties. Once trained, the networks are able to produce 3D
depth-velocity profiles in a matter of seconds. The full inversion process from
field data to 3D depth-velocity structure is computationally cheap, opening up
the possibility of near-real time monitoring using dense arrays.
Author Contributions: This chapter is based on Cao et al. (In Press) of which I
am second author. Sections 4.2.1, 4.3 and 4.4.1 are a summary of work done by the
co-authors of the paper and their results. Work and results presented in Sections 4.2.2
and 4.4.2 are entirely my own and use the results of Section 4.4.1.
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4.1 Introduction
Seismic interferometry has long been used to image surface waves by cross-
correlating recordings from two stations (Aki, 1957; Claerbout, 1968; Curtis et al.,
2006; Wapenaar and Fokkema, 2006). Applications range from imaging on a
global (Shapiro and Campillo, 2004; Ruigrok et al., 2008), regional (Campillo and
Paul, 2003; Gerstoft et al., 2006; Lin et al., 2008; Nicolson et al., 2012, 2014) and
reservoir scale (Stewart, 2006; Bussat and Kugler, 2011; Allmark et al., 2018).
The advent of large and dense arrays full recording of wavefields with a high
spatial and temporal resolution mean that the nearly-direct measurement of local
medium properties is possible without having to perform interferometry. This is
possible by interpreting the gradients of the wavefield using a wave equation or
its closed form solution a method often referred to as seismic gradiometry. Curtis
and Robertsson (2002) first showed that one can estimate P and S wave velocities
from derivatives of a wavefield using volumetric recordings (arrays distributed so
as to span 3D space) which allows spatial wavefield recordings to be calculated
horizontally or in depth. Since then, a number of methods have emerged to infer
information from wavefield gradients.
Under the assumption that the wavefield is composed of non-overlapping plane
waves Langston (2007a,c,b) use the inversion of first-order temporal and spatial
derivatives, known as wavefield gradiometry, to determine wave attributes such
as geometrical spreading, horizontal slowness and changes in radiation pattern.
This latter approach was extended to 3 dimensions by Poppeliers et al. (2013)
who showed that wavefield gradiometry is sensitive to uncorrelated noise and the
presence of interferring waves. Gradiometry has been applied on a continental scale
(Liang and Langston, 2009; Liu and Holt, 2015), at vertical boreholes (Langston
and Ayele, 2016), and for terrestrial and lunar near-surface studies (Edme and
Yuan, 2016; Sollberger et al., 2016).
Gradiometry is limited by the assumption that the plane wave arrivals are non-
interferring. For more complex wavefields, the phase velocity can be estimated
through the inversion of an eikonal equation (Eikonal tomography) using the
spatial gradients of traveltimes of surface wave arrivals as data (Lin et al., 2009;
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Liu and Holt, 2015). This method has been applied to cross correlations of
ambient noise recorded over the Valhall field to produce images of surface wave
velocity (de Ridder and Dellinger, 2011; Mordret et al., 2013b) and to include
azimuthal anisotropy (Mordret et al., 2013a). Lin and Ritzwoller (2011) use
earthquake surface wave data to image isotropic and anisotropic structures in the
crust beneath western United States. These methods involve picking arrival times
and so requires recordings from large earthquakes or cross-correlations of long
seismic noise recordings, to be able to obtain accurate time picks.
By directly inverting the Helmholtz equation for phase velocity maps using
spatial and temporal gradients of ambient seismic noise, de Ridder and Biondi
(2015) avoided the need to cross-correlate long recordings for first arrival travel
times. They showed that using only 10 minutes of recordings they could retrieve
Scholte wave velocities with comparable results to that of seismic noise cross-
correlation tomography. They and Muijs et al. (2003) found that the errors in
second-order spatial derivatives needed for Helmholtz or wave equation inversion
cause significant errors in the final velocity estimates and accurate finite difference
stencils are necessary. Helmholtz equation inversion was extended to anisotropic
media by de Ridder and Curtis (2017), and Zhan et al. (2018) showed that
Helmholtz equation inversion can be improved by combining the method with
compressive sensing; in that case this approach was shown to yield better results
than Eikonal tomography.
Neural networks approximate a non-linear mapping between two parameter
spaces. By presenting the network with a set of data-model pairs, it can be
trained to create a mapping from the data to the model parameter space. This is
particularly useful in geophysical inverse problems where the forward mapping,
from model to data parameter space, is well known or simple to calculate (to
construct training data) but when the inverse mapping is complex or difficult to
determine directly. Once a network has been trained it can be given previously
unseen data and will output a new model estimate in seconds. Using a specific
class of neural network, called a mixture density network (MDN), the network
can also provide uncertainties in the parameter estimates (Bishop, 1995). Meier
et al. (2007b,a) have used MDNs to invert regional surface wave dispersion curves
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to give fully probabilistic estimates of global crustal thickness models. MDNs
have also been used to perform petrophysical inversion of seismic data sets for
subsurface porosity and clay content.
In what follows I outline the gradiometry theory used in the chapter. I present
the phase velocity maps from gradiometry and mean and standard deviation maps
at specific depth levels from the neural network inversion. I compare the velocity-
depth results to Monte Carlo sampling methods and show that neural network
inversion results give comparable results but at a much smaller computational
cost.
4.2 Method
4.2.1 Wavefield Gradiometry Method
If wavefield recordings are dominated by far-field fundamental mode surface waves
then the wave propagation is approximately described by the two dimensional
dispersive scalar wave equation
∇2û(x, y, ω) + ŝ2(x, y, ω)ω2û(x, y, ω) = −f̂(x, y, ω) (4.1)
where u is the scalar wave field varying in time and space, f is a generalised
source term, ∇2 is the Laplace operator acting on the two spatial dimensions,
s is the slowness and a hat symbol above a quantity represents the frequency
domain Fourier transform of that quantity. Following the method of de Ridder and
Biondi (2015) the recordings are band-passed using a narrow frequency-domain
Hann window with a central frequency ω′ and thus we can ignore the frequency
dependence of the phase velocity so ĉ(ω) = cω′ . It is assumed that no strong local
sources are acting within the area of recording since the source distribution is
generally unknown for ambient seismic noise so that f̂(x, y, ω) = 0. The filtered
recording would then obey the time domain equation:
∇2uω′(x, y, t) = ∂2t uω′(x, y, t)s2ω′(x, y) (4.2)
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where ∂2t is the second-order derivative acting in the time domain. This equation
relates the temporal and spatial derivatives of the wavefield to the phase velocity,
for a narrow-bandwidth filtered wavefield.
It is not usually possible to observe the second order gradients of the wavefield
directly. However, they can be estimated using finite difference approximations to
the derivative operators. Assuming the data is recorded on a regular grid with
interval sizes ∆x and ∆y in the x and y directions and the temporal data sampling
rate is ∆t , then the second order temporal derivative of the wavefield can be
estimated for each data point u(xi, yj, tk) by
∂2t uω′(xi, yj, tk) =
u(xi, yj, tk−1) − 2u(xi, yj, tk) + u(xi, yj, tk+1)
∆t2 (4.3)
and the second order spatial derivatives can be estimated by
∇2uω′(xi, yj, tk) =
u(xi−1, yj, tk) − 2u(xi, yj, tk) + u(xi+1, yj, tk)
∆x2 +
u(xi, yj−1, tk) − 2u(xi, yj, tk) + u(xi, yj+1, tk)
∆y2
(4.4)
Here the second order spatial derivative is measured using 4 adjacent stations,
two in the x direction and two in the y direction, to give a cross-shaped stencil.
This means that it is not possible to calculate the derivatives for the stations
at the boundary of the array and therefore results will not be produced close to
the edge of the field area. Using the discrete approximation of the second order
derivatives in Equations 4.3 and 4.4 it is possible to directly invert Equation 4.2





dt ∂2t uω′(xi, yj, tk) ∇2uω′(xi, yj, tk)
Nt∑
k=1
dt ∂2t uω′(xi, yj, tk) ∂2t uω′(xi, yj, tk)
(4.5)
where Nt is the number of time samples of the calculated second order gradients
for each station.
The accuracy of the finite difference approximation decreases with a larger
inter-station distance or shorter wavelength of the underlying function. Cao et al.
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(In Press) analysed the approximation error and effect of noise on the results to
give a relation between the calculated slowness sM and the true slowness sT
sT = γ(sT )
√
1 − ϵsM (4.6)




|1 − cos 2π∆t|√
|1 − cos sT 2π∆x|
∆x
∆t sT (4.7)
Using an estimate for ϵ, a fixed point iteration scheme is used to estimate sT with
s0 = sM as a starting point so that
sj = γ(sj−1)
√
1 − ϵsM j = 1, 2, ..., n (4.8)
and the final sT ≈ sn.
4.2.2 Neural Network Method
I forward modeled 100,000 randomly generated shear-wave depth-velocity struc-
tures for dispersion curves with frequencies 18, 20, 22 and 24 Hz using the
DISPER80 subroutines by Saito (1988). The depth-velocity structures each have
11 layers that increase in thickness with depth (summarized in Table 4.1) since
we expect our phase velocity data to provide lower resolution for deeper layers
(Shapiro and Ritzwoller, 2002). For each layer in the velocity-depth structure the
shear-wave velocities were uniformly randomly selected from a velocity range; for
the top layer this was 50-300m/s since we know that there is a thick soil layer a
priori, and for subsequent layers I used 300-2000m/s. An additional constraint was
added to avoid unreasonably large velocity jumps between layers so that the veloc-
ity of the current layer vi was in the range vi−1 − 300m/s < vi < vi−1 + 400m/s
where vi−1 is the velocity of the layer directly above; if the velocity vi lies outside
of this range it was re-selected randomly. Once the dispersion curves had been
generated for each structure, 5% Gaussian noise was added to the dispersion
curves as it has been shown that this helps the network to generalise to new data
(Meier et al., 2007b). The original depth structures were averaged vertically to
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Velocity range in layer (m/s) 50-300 300-2000
Original Layer thickness (m) 1 2 3 4 5 5 10 10 10 10 10
Up-scaled layer thickness (m) 3 7 10 10 20 -
Table 4.1 Table summarising the parameterisation of shear velocity-depth structures
used for training the MDN.
provide mean velocities in 5 depth layers with thickness 3m, 7m, 10m, 10m and
20m respectively (Table 4.1). I invert the data for velocities in these up-scaled
depth structures so as to increase the degree of constraint on each layer offered by
the measured dispersion. The up-scaled depth structures m and their associated
dispersion curves d were used as the data-velocity structure pairs to train the
MDNs. Separate MDNs were trained to output the distribution of shear velocity
in each layer.
Multiple MDNs were trained for each layer and the network with the lowest
cost value was selected as the final network for that layer. The outputs of each
network are not true Bayesian posterior distributions because we do not know
the absolute uncertainties on the phase velocity data but they do represent some
measure of relative uncertainty on the shear velocity at each depth assuming that
the data are all equally uncertain. The MDN’s have the huge advantage over
other nonlinear inversion methods such as Monte Carlo (Shapiro and Ritzwoller,
2002; Galetti et al., 2015; Zhang et al., 2018) of computational speed: once the
networks have been trained they can be applied to new data sets in seconds (Meier
et al., 2007b).
4.3 Field Data
Figure 4.1 shows the location of the field area which is farmland in south-east
Edinburgh. Traffic from two main roads provides the main source of ambient
seismic noise. Geophones were placed on a 8 by 11 grid with 5m spacing (Figure
4.1), the geophones had a 10 Hz corner frequency and recorded very little energy
below 1 Hz. Ambient noise was recorded for just over 1 hour at a sampling rate
of 125Hz. To attenuate amplitude spikes and account for varying amplitudes
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between geophones an Automatic Gain Control (AGC) with a window length of
0.25s was applied and the complex spectrum was re-weighted by a applying a
running avergae with a window size of 0.12Hz.
Figure 4.1 Satellite map of the acquisition field site south-east of Edinburgh. The
white star represents the origin of the array. The two main roads (labelled red) which
provide ambient noise are located at the northwest and southeast of the field site. The
yellow square is the area of the array, geometry shown in the top right corner. From
Cao et al. (In Press).
4.4 Results
4.4.1 Wavefield Gradiometry Results
The data was band-passed with a 5 Hz width Hann window centred every 1 Hz
for frequencies in the range 3-36 Hz. The data was split into 11 separate 3 minute
recordings and each recording was inverted using Equation 4.5 at each frequency
to create multiple dispersion curves. Each dispersion curve is averaged over the
whole array to create 11 average dispersion curves. Since the finite difference
approximations of Equation 4.5 cause errors in the final calculated slowness, the
average dispersion curves are compared to the frequency-wavenumber spectrum to
determine the optimum value for ϵ. Figure 4.2 shows the frequency-wavenumber
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Figure 4.2 Frequency-wavenumber spectrum (background grey shading) and phase
slowness curves from gradiometry before (blue) and after (red and yellow) correction
using Equation 4.8. Dotted lines show the 11 average dispersion curves and the solid
line is the combination of the dotted lines in each case. The correction is only applied
to frequencies above 12Hz. From Cao et al. (In Press)
spectrum with the original dispersion curves in blue. Equation 4.7 is simplified to
account for only spatial finite difference approximation errors to give
γ2(sT ) =
sT 2π|f |∆x√
2|1 − cos sT 2πf∆x|
(4.9)
This equation is valid for equally spaced arrays i.e. ∆x = ∆y. Using Equations
4.6 and 4.9 an optimal value of ϵ = 0.2 was determined to give the best agreement
between the spatially averaged dispersion curves and the frequency-wavenumber
spectrum above 15 Hz (Red lines in Figure 4.2). Below 15 Hz the correction
does not work for the given value of ϵ = 0.2, however if the inter-station spacing
is increased to 10m the dispersion curves can be corrected to agree with the
frequency-wavenumber spectrum as shown by the yellow line in Figure 4.2.
To produce the final field data results the central 30 minutes of the hour-long
recording are processed, and using Equations 4.5, 4.6, 4.9 with ϵ = 0.2, phase
velocity maps are produced at 18 Hz, 20 Hz, 22 Hz, 24 Hz (4.3).



































































































Figure 4.3 Phase velocity maps obtained from the ambient-noise field data set by
gradiometry at four centre frequencies: (a) 18 Hz, (b) 20 Hz, (c) 22Hz, (d) 24Hz. The
axis limits correspond to the complete survey dimensions; the lack of velocity information
near the edges is due to the finite difference method requiring four neighbouring stations.
4.4.2 Neural Network Results
Using the phase-velocity maps for frequencies 18, 20, 22 and 24 Hz shown in
Figure 4.3 the 4-point dispersion curve was extracted at each grid location and
inverted for a 1D depth-velocity structure beneath that location. Figures 4.4 and
4.5 are maps of the mean result and the corresponding standard deviation of the
output probability distribution at each depth level. The top two depth layers in
the mean maps (Figure 4.4a and 4.4b) show a good correlation with the phase
velocity maps in Figure 4.3 at 22Hz shown by the black dotted box.
To assess to accuracy of the MDN result I ran a 1D Markov chain Monte Carlo
(McMC) depth inversion beneath each point in the grid. I used a fully non-linear
Markov chain inversion method as described in Galetti et al. (2017) based on the
code from Bodin and Sambridge (2009) which returns a set of solutions sampled


































































































































Figure 4.4 The mean shear velocity maps from MDN inversion for a) 0-3 m, b) 3-10
m, c) 10-20 m, d) 20-30 m, e) 30-50 m.












































































































Figure 4.5 The standard deviation of the shear velocity maps from MDN inversion for
a) 0-3 m, b) 3-10 m, c) 10-20 m, d) 20-30 m, e) 30-50 m.














































































































Figure 4.6 The mean shear velocity maps from Monte Carlo inversion for a) 0-3 m, b)
3-10 m, c) 10-20 m, d) 20-30 m, e) 30-50 m.












































































































Figure 4.7 The standard deviation of the shear velocity maps from Monte Carlo
inversion for a) 0-3 m, b) 3-10 m, c) 10-20 m, d) 20-30 m, e) 30-50 m.
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from the Bayesian posterior probability density function. To obtain a comparable
solution to the network based results, the number and the depth of layers in the
McMC were fixed to be the same as those used to train the MDN. The maps in
Figures 4.6 and 4.7 show the mean and standard deviation respectively of the
McMC results. The depth layers down to 20m in Figure 4.6 show a structural
similarity with the MDN inversion method in Figure 4.4, however the velocities are
generally higher in the Monte Carlo inversion. For the deeper layers (>20m) the
mean and the standard deviation of the McMC result (Figures 4.6 and 4.7, d and
e) are much higher than the MDN inversion and also show very little structure in
common. It appears that all points at this depth converged on a similar solution
and no information about the structures are recovered at this depth, indicating
that the frequencies inverted are only sensitive to a depth of 20m.
As an example, the 1D depth profile for location (x,y) = (40 m, 10 m) is
shown in Figure 4.8a and the individual probability density functions from MDN
and McMC inversion at each depth level are shown in Figure 4.8b-f. The MDN
inversion results are consistent with the McMC results down to a depth of 20m.
Below this the Monte Carlo and MDN solution are quite different.
4.5 Discussion
Using the scalar wave equation, frequency dependent surface wave velocity maps
were produced from ambient noise. From these, depth maps were produced
for shear-wave velocity and an indication of their associated uncertainties were
produced from inversions by MDNs. The mean velocity maps (Figure 4.4) show a
correlation with the phase velocity maps produced in Figure 4.3.
4.5.1 Monte Carlo comparison
A Monte Carlo sampling solution was performed as a comparison to the MDN
inversion method. At a depth of less than 20m the MDN inversion and McMC
solution show similar spatial velocity structure. The 3-10m depth map (Figures
4.4b and 4.6b) show a simliar structure but the absolute velocities are different,
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Figure 4.8 1D depth inversion result for location (x,y) = (40 m, 10 m). a) The
MDN normalised posterior density function result: dark colors represent areas of higher
probability. The posterior density function at each depth level is shown in panels b) 0-3
m, c) 3-10 m, d) 10-20 m, e) 20-30 m, f) 30-50 m. The black line represents the MDN
pdf, the grey shaded area is the histogram from the Monte Carlo inversion.
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however the difference in velocity falls with the range of uncertainty shown in
Figures 4.5b and 4.7. Below 20m the velocity and uncertainty of the McMC
solution is much higher than MDN inversion. The lack of structure and high
uncertainty values in the McMC solution suggest that the data does not give
any information for the velocity structure, and the MDN appears to give poor
estimates of the posterior at this depth.
4.5.2 Inversion Speed
Standard nonlinear 3D inversion inversion methods, such as Monte Carlo methods
(Bodin and Sambridge, 2009; Galetti et al., 2015; Zhang et al., 2018), that are
commonly used to produce probabilistic results are computationally expensive.
By contrast, a neural network takes a couple of hours to train and can then
be used repeatedly, without further training, to produce results in a matter of
seconds for any data provided as input. In this study it took less than one second
to invert the 54 dispersion curves from the gradiometry result to create Figures
4.4 and 4.5. However, this does not include the total time needed for training a
network. In this example 5 networks were trained, one for each depth layer and
each network took on average 18 CPU minutes to train, 1.5 CPU hours in total.
The Monte Carlo results in Figures 4.6 and 4.7 required 22 CPU minutes per
point, approximately 20 CPU hours for the full area. Even for this small example,
the MDN is therefore more computationally efficient (including training time)
than the Monte Carlo sampling. If this method were used over a larger area with
a higher number of data locations, the MDN method could be several orders of
magnitude faster than McMC. For repeated inversions such as monitoring of a
field area, the MDN does not need to be retrained so future inversions of the same
field area are essentially free.
4.5.3 Near real time monitoring
The gradiometry and wave equation inversion methods in Section 4.2 are compu-
tationally cheap. For a small area such as the results in this chapter the sequence
takes no longer than 10-20 seconds, from the pre-processing of the data to the
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phase velocity maps. Since the processing of the data is so rapid the determining
factor for how long the method takes is the time needed to record the ambient
noise. The final results used 30 minute length ambient noise records, however very
short noise records (3 minutes) were used to determine the value of ϵ shown in
Figure 4.2 and these short recordings could potentially be used to also produce
phase velocity maps. Since the neural network inversion takes only one second
once the network is trained, the whole sequence from acquisition to depth inversion
could take less than 4 minutes.
This rapid method could be used in two different ways. Either a spatially small
acquisition can be used as a ‘rolling’ array, where the equipment is moved around
a larger area of interest (the back line of geophones being iteratively moved to the
front). With a short recording time the array can be installed and moved as fast
as possible, and still we would record for the time needed to invert the data. Thus
the surface wave velocity structure could be estimated efficiently for the entire
area. Alternatively, for a larger networks of sensors such as permanent reservoir
monitoring systems over 10’s of kilometers, where data is continuously recorded,
the inversion method can be used to monitor the subsurface structures in the field.
The inversion process will now take 2-3 minutes due to the increase in the volume
of data however for monitoring purposes this is a relatively short length of time
that may for example produce hourly 3D tomographic subsurface snapshots.
4.6 Conclusion
This chapter presented a method for rapid probabilistic inversion for 3D seismic
depth-velocity structures using wavefield gradiometry, wave equation inversion
and neural networks. Only short (30 mins) ambient noise recordings are needed to
invert the dispersive scalar wave equation using measured second order derivatives
of the wavefield. These phase velocity maps can then be inverted for 3D seismic
depth-velocity structures using mixture density networks, with uncertainty esti-
mates. The full inversion process from field data to 3D depth-velocity structure is
computationally cheap, opening up the possibility of near-real time monitoring
using dense arrays.
Chapter 5
Probabilistic Neural-Network Based 2D
Traveltime Tomography
Travel time tomography for the velocity or slowness structure of a medium is
a highly non-linear and non-unique inverse problem. Monte Carlo methods
are becoming increasingly common choices to provide probabilistic solutions to
tomographic problems but those methods are computationally expensive. Neural
networks can often be used to solve highly non-linear problems at a much lower
computational cost when multiple inversions are needed from similar types of data.
I present the first method to perform fully non-linear, rapid and probabilistic
Bayesian inversion of travel time data for 2D velocity maps using a form of
neural network called a mixture density network. I compare multiple methods to
estimate probability density functions that represent the tomographic solution,
using different sets of prior information and different training methodologies. I
demonstrate the importance of prior information in such high dimensional inverse
problems due to the curse of dimensionality: unrealistically informative prior
probability distributions may result in better estimates of the mean velocity
structure, however the uncertainties represented in the posterior probability
density functions then contain less information than is obtained when using a
less informative prior. This is illustrated by the emergence of uncertainty loops
in posterior standard deviation maps when inverting travel time data using a
less informative prior, which are not observed when using networks trained on
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prior information that includes (unrealistic) a priori smoothness constraints in the
velocity models. I show that after an expensive program of training the networks,
repeated high-dimensional, probabilistic tomography is possible on timescales of
the order of a second on a standard desktop computer.
5.1 Introduction
Seismic travel time tomography is often used to reconstruct images of the interior
of the Earth (Aki et al., 1977; Dziewonski and Woodhouse, 1987; Montelli et al.,
2004; Shapiro et al., 2005), but is a significantly non-linear and non-unique
inverse problem. To find solutions with minimal computation, the physics relating
local wave speed to measured travel times is usually simplified by linearization
(Rawlinson et al., 2010), but this creates large differences between linearized and
true probabilistic solutions (Galetti et al., 2015). Increases in compute power
now allow fully nonlinear Monte Carlo sampling solutions to be found without
linearization, to solve problems in 2D (Bodin and Sambridge, 2009; Galetti et al.,
2015) and 3D (Hawkins and Sambridge, 2015; Piana Agostinetti et al., 2015;
Zhang et al., 2018, 2019). Using Bayesian methods, such solutions provide samples
(example tomographic models) that fit the data to within their measurement
uncertainties, are consistent with available prior information, and are distributed
according to the posterior probability density function (pdf) across the parameter
space; this pdf constitutes the full solution of tomographic problems. Nevertheless,
such solutions are acquired at significant expense, typically requiring weeks of
compute time for realistic data sets and expensive storage of large sample sets.
An alternative approach to estimate the posterior pdf is to use prior sampling
(Devilee et al., 1999; Käufl et al., 2016). In this case samples are created before
inference using only available prior knowledge. The set of samples can then be
interrogated for examples that are consistent with any particular data set (a
method called resampling (Sambridge, 1999)) or used to parametrise a function
that relates data to models which can then be used to solve the inverse or inference
problem (Roth and Tarantola, 1994).
5.1 Introduction | 75
In this work I use a neural network-based method to perform the inversion.
Neural networks (NNs) can approximate any nonlinear relationship between two
parameter spaces, given a so-called training set of example pairs of dependent
and independent parameter values under that relationship (Bishop, 1995). In
travel time tomography the forward solution is known and calculable, but the
inverse solution is highly non-linear and non-unique. In such cases the forward
computation can be used to create the prior set of samples known as a training set,
of random models drawn from the prior pdf; these can be used to train the neural
networks to approximate the inverse mapping. The prior samples are only needed
during the training process which needs only to be performed once - thereafter
NNs can be evaluated relatively efficiently. This allows the inference step to be
run rapidly for any new data set on standard desktop computers, and the overall
cost of the method per tomographic problem decreases rapidly with the number
of problems to be solved.
Neural network-based inversion methods have been applied to various tomog-
raphy problems in the past. Roth and Tarantola (1994) first used NNs to estimate
subsurface velocity structure from active source seismic waveforms, Moya and
Irikura (2010) performed velocity inversion with a neural network using waveform
data from earthquakes, and Araya-Polo et al. (2018) used semblance gathers as
input to a network to invert for velocity structure. Gupta et al. (2018) used a con-
volutional network to learn an ensemble of simpler mappings in a low-dimensional
space before reconstructing the image by combining the mappings. Dictionary
learning methods (Mairal et al., 2014) create sparse representations of the data
and can be used to create a set of representations of features. Bianco and Ger-
stoft (2018) performed linearized 2D surface wave travel time tomography using
dictionary learning to regularise the inversion.
The methods mentioned above and in Kong et al. (2018) all provide only
deterministic solutions to the inversion. Since the solution to tomographic problems
is always non-unique, in order to assess the worth of any model estimate I require
that neural networks produce full probabilistic information about the set of models
in the inverse problem solution (the posterior pdf). Devilee et al. (1999) solved
the first probabilistic geophysical inverse problem using NNs. They proposed a
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variety of methods to train NNs to provide discretised Bayesian posterior pdfs.
Mixture density networks (MDNs) are a class of augmented neural networks
that output a probability distribution that is defined as a sum of analytic pdf
kernels such as Gaussians (Bishop, 1995). MDNs can be trained such that for
any input data this distribution approximates the posterior pdf. These methods
have been used at a global scale to invert surface wave velocities for global crustal
thicknesses and seismic velocities (Meier et al., 2007a,b) and for water content
in the mantle transition zone (Meier et al., 2009), at a reservoir scale to infer
petrophysical parameters from velocities (Shahraeeni and Curtis, 2011; Shahraeeni
et al., 2012), for earthquake source parameter estimation (Käufl et al., 2014, 2015)
and to assess the uncertainty in model parameters of the Earth’s global average
(1-dimensional) radial velocity structure from P-wave travel time curves (De Wit
et al., 2013). They have also been used in conjunction with Markov random fields
and other statistical and graphical models to solve geophysical inverse problems
with spatially sophisticated prior information (Nawaz and Curtis, 2017, 2018,
2019). They have been used in conjunction with seismic gradiometry to perform
near-real time 3D surface wave tomography (Cao et al., In Press). These studies
demonstrated that the pdf obtained from an MDN is comparable to a Monte
Carlo sampling solution but is obtained at much lower computational cost in the
cases where similar inverse problems must be solved repeatedly with different data
sets, and that at the moment of application MDNs provide probabilistic solutions
almost instantaneously.
I show for the first time that MDNs can perform fully non-linear, rapid and
probabilistic 2D tomography from travel time data. I compare different methods
for creating the prior training set and performing the neural network inversion.
The networks create approximate mean velocity models and estimates of the full
marginal posterior pdf’s, virtually instantaneously. Thus, in return for accepting
approximate posterior pdfs I obtain a significant computational saving compared
to Monte Carlo methods.
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Figure 5.1 Geometry of velocity models. Larger model with limits (-8,8) in the X
and Y direction is the Model Volume within which the travel-times are calculated. The
smaller model bounded by a white box with limits (-4,4) in the X and Y direction is the
Image Volume which I wish to image. White stars represent the location of co-located
sources and receivers, between which travel time data are obtained.
5.2 Method
5.2.1 Model Parametrisation and Traveltime Data
I define the geometry of the tomography problem to be that shown in Figure 5.1. I
fix the locations of 18 wave energy sources and receivers (shown in Figure 5.2), and
parametrise the wave speed or velocity across the Model Volume within which the
forward relationship predicts travel times of the first arriving energy between any
source-receiver pair. Travel times di between all possible source-receiver pairs are
calculated using an eikonal raytracer (Rawlinson and Sambridge, 2004, 2005). The
traveltimes from the 4 velocity models shown in Figure 5.2 are shown in Figure
5.3. Such travel times are used herein to image the velocity structure within the
smaller Image Volume - wave speeds outside of that area are disregarded and thus
constitute nuisance parameters. I use a larger volume to calculate the forward
relationship to avoid raypaths travelling along the boundary of the model and
causing misleading travel times.
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Figure 5.2 Example velocity models from the 4 training sets that are randomly selected
from Uniform distributions on an (a) 8 by 8 grid and (b) 16 by 16 grid, or are randomly
selected and then smoothed with a spatial averaging filter on a (d) 8 by 8 grid and (e)
16 by 16 grid. White stars represent the location of co-located sources and receivers.
The prior distribution of the training set is shown for one cell in the model given a fixed
neighbouring cell for (c) models selected from a Uniform random distribution and (f)
similar models after spatial smoothing.




























































































Figure 5.3 Corresponding data from the four velocity models in Figure 5.2 that are
randomly selected from Uniform distributions on an (a) 8 by 8 grid and (b) 16 by 16
grid, or are randomly selected and then smoothed with an averaging filter on a (c) 8 by
8 grid and (d) 16 by 16 grid.
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I construct four separate training sets, each of 2.5 million discretised models
where each model represents a 2D heterogeneous velocity structure. Two of these
training sets are created on an 8 x 8 coarser grid of cells and two are created on
a 16 x 16 finer grid of cells within the Image Volume (and the same resolution
extends throughout the Model Volume). Each of the four datasets is created
by selecting a random wave speed in each cell independently from the Uniform
prior distribution U(0.5km/s, 2.5km/s). All models in one finer data set and one
coarser data set are then smoothed using a 2D averaging filter window which was
square of size 5x5 cells for the finer model and 3x3 cells for the coarser model.
Thereafter the velocities are normalised to the same absolute range as the original
random models for ease of comparison of results. Then, the travel times between
all source-receiver pairs are calculated for all models, in all four training sets
(examples are given in Figure 5.3).
With this method I create training sets with two different amounts and types
of prior information. The two sets of random unsmoothed velocity models have
relatively weak prior information with no correlations between neighbouring cells.
This has the advantage that any type of velocity contrast between neighbouring
cells would be consistent with the prior pdf and hence can in principle be imaged
using the associate trained network given sufficiently informative data (see below).
This is demonstrated by the uniform distribution of the histogram in Figure 5.2c
which shows the probability of the velocity of the adjacent cell given that the
velocity of the central cell is 1.5km/s. On the other hand this implies that the
prior pdf is Uniform over a 64- and 256- dimensional space for the coarser and finer
training sets respectively; these spaces are therefore extremely sparsely sampled
by the 2,500,000 training set models due to the curse of dimensionality (Curtis
and Lomax, 2001). This implies that over most of these two spaces the prior pdf
is entirely unrepresented by ‘proximal’ samples.
The two sets of smoothed velocity models embody stronger prior information
as the speeds in neighbouring cells are correlated. This is demonstrated in Figure
5.2f where the distribution of possible velocities in adjacent cells given that the
velocity of the central cell is 1.5km/s is approximately Gaussian. This means
that models with larger velocity contrasts between neighbouring cells are not
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represented in the training data set and hence will be precluded from inversion
results. This may or may not be advantageous depending on the true prior
information about the form of the structure being imaged. However, it has the
advantage that the effective space (manifold) of models consistent with the prior
information is considerably smaller than that for the unsmoothed models, so that
the finite-sized training set may better represent the form of the prior pdf.
5.2.2 Network Configurations
I train separate MDNs to predict the marginal probability distribution p(mi | d) of
velocity mi in cell i in each of the two sizes of models. For each cell in the model an
ensemble of MDNs predicts the velocity at that location from a network that has
been trained the full traveltime information from all sources and receivers and the
true velocity of that cell alone. For the finer datasets I train 4 MDNs and for the
coarser datasets I train 8 MDNs at each location i. I use different configurations
as well as randomly initialised internal network parameters (commonly referred to
as weights and biases) for each network because diversity in the ensemble generally
leads to better predictions (Dietterich, 2000). Appendix A outlines the different
network configurations. For each network I use a Gaussian mixture consisting of
15 kernels. The precise number of kernels is not important as long as it is larger
than the number required to represent the marginal posterior pdf in each model
cell. The network can either reduce the amplitude of the mixture parameter αij to
close to zero to remove unnecessary kernels, or can combine unnecessary kernels
by giving them a similar µ and σ to other kernels (Bishop, 1995). In practice I
found the maximum number of kernels with significant weight used in any mixture
was 8.
I also train networks to invert for the full model (velocities in all cells at
once) using a single network. In this case I use a convolutional network with 3
convolutional layers followed by 3 fully connected layers and 15 kernels for the
Gaussian mixture. I train 10 networks with 5 different network configurations
(each configuration is trained twice with random weight initialisation). Layer
sizes were selected using the python library hyperopt (Bergstra et al., 2015) and
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Appendix C gives further description of the networks used. The same network
configurations were trained on all four training sets.
For every training run for each network configuration I use 85% of the training
dataset to train the network, 10% of the dataset as a validation set during training,
and 5% as a test set to evaluate the final network once training has finished. The
training set is used in the optimisation of network parameters. The parameters
are updated iteratively so that the output of the network best represents the
training set sample distribution. To avoid over-fitting the network to the data the
cost function is also periodically evaluated over the validation set; when the error
on the validation set stops decreasing I end the training optimisation. Once all of
the networks have been trained I evaluate the final network performance using
the test set and sum the networks across the ensemble using equation 2.16.
5.3 Results
5.3.1 Result Evaluation
I tested the trained networks by applying them to synthetic data sets calculated
for velocity models created specifically to test the performance of each type of
network. The quality of the mean of the inverted probability distributions of 2D
velocity models (comprising 1D marginal posterior pdfs in each model cell in the
cases where networks were trained for each cell individually) are compared against
the true velocity model using the structural similarity index metric (SSIM). This
metric is based on 3 relatively independent comparison measurements: luminance,
contrast and structure (Appendix D). SSIM can assume values between -1 and 1:
a value of 1 indicates the images are identical, 0 indicates no structural similarity
and negative values occur when local structure is inverted. SSIM differs from
other quality indicators such as mean squared error (MSE) in that it measures the
quality of an image in structure and pixel value compared to a ground truth, rather
than the absolute squared errors (which often do not mean much to someone who
is trying to interpret the resulting images).
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I compare the information gain between the prior p(m) and the posterior
p(m|d) distribution using the Kullback-Leibler (KL) divergence which measures
the difference between two probability distributions. It is the information content
of the prior weighted by the posterior, known as cross entropy, minus the entropy
of the posterior. The measure is given by the expectation of the log difference
between the probability of data in the posterior with the prior so that









where a higher DKL indicates that the posterior pdf has gained information over
the prior and DKL = 0 occurs when the two distributions are the same. This can
be used as an indication of the effectiveness of the network: if DKL is close to 0
then the network has been able to learn little, if anything at all, from the data.
5.3.2 Prior
To show the effect of the prior on the models I inverted synthetic data for the
three velocity models shown in Figures 5.4a and 5.5a using networks trained with
weak prior information (unsmoothed training models) in Figure 5.4 and those
trained with stronger prior information (smoothed models) in Figure 5.5. The
test models were defined on a grid finer than the training sets on a 32x32 grid,
which is finer than either of the training sets; this ensures that I evaluate the
networks using models that are outside the range of those used for training. For
all test models it is clear that with stronger prior information the networks better
resolve the velocity structure, shown generally by the much higher SSIM values
in Figure 5.5b and 5.5c compared with the corresponding values in Figure 5.4b
and 5.4c. This is true even though the test models contradict the stronger prior
information: they all contain structures that are not smooth.
The velocity model in the left-hand column has a background velocity (cells
surrounding the central anomaly) equal to the mean of the prior pdf and a circular
low velocity, and is estimated well in both inversions using weaker prior information
training sets (Figure 5.4). However, even a small increase in complexity in velocity
models gives poor inversion results as shown by the central column of velocity
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models. For these, all the velocities are increased compared to the left column,
and in particular the background velocity is increased away from the mean of
the prior. In this case the networks with weaker prior information are unable
to recover much, if any, of the true structure. If stronger prior information is
included in the training set the networks accurately predict a larger variety of
velocity models. The true structures of the two circular models in Figure 5.5 are
closely reproduced in the inversion. Sharp contrasts in velocity in the true model
are translated to more gradual changes in velocity in the estimates (for both grid
sizes) due to the smoothness in the prior pdf. Despite this, the SSIM values show
that results are very well correlated with the true model. For the more geologically
reasonable model in the right column of Figure 5.5 which includes a structure that
might be generated by a fault, networks trained using stronger prior information
on both grid sizes produce models that are nearly identical to the true model.
Even though the true model contains a sharp contrast boundary, the inverted
models still contain a (slightly smoother) version and the overall structure of the
true image is maintained.
The effect of stronger prior information is shown in the posterior pdfs in Figure
5.6. I display the posterior marginal pdfs at three locations indicated in the upper
right hand model in Figure 5.4a: a location in the high velocity zone (triangle), the
low velocity zone (circle), and at the edge of the sharp contrast where the inversion
struggles to image correctly (star). The KL divergence values are shown above
the corresponding posterior marginal pdf. The most striking feature is the much
higher KL values for the networks trained with the stronger prior information
(rows b and d) indicating a larger information gain in the posterior pdf compared
to the prior pdf than is obtained when training with Uniformly random models.
In fact, the low KL values for the latter cases imply that nearly no information
was gained from the data, and even though a rough approximation of the mean
can be found the uncertainties on those values remain large.
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Figure 5.4 (a) True velocity models. Using a randomly generated training set drawn
from a Uniform distribution, mean velocities from separate-cell MDN inversions for (b)
an 8 x 8 model and (c) a 16 x 16 model, and from full-model MDN inversions for (d) an
8 x 8 model and (e) a 16 x 16 model. The corresponding SSIM values are shown above
each result (see Appendix D for definition of SSIM).
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Figure 5.5 (a) True velocity models. Using a training set with spatially smoothed
velocities, mean velocities from separate-cell MDN inversions for (b) an 8 x 8 model
and (c) a 16 x 16 model, and from full-model MDN inversions for (d) an 8 x 8 model
and (e) a 16 x 16 model. The corresponding SSIM values are shown above each result
(see Appendix D for definition of SSIM).
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5.3.3 Model Resolution
Our networks are trained on two sizes of grid cell, a coarser 8 x 8 grid and a
finer 16 x 16 grid. Figures 5.4 and 5.5 show the results for varying grid size.
Training on the finer grid induces a factor of 4 more parameters to estimate from
the same data. This means that a larger training set size would be needed to
sample the increase in image dimensionality. It would be impossible to sample
densely the 256-dimensional space spanned by a 16 x 16 grid, but as the examples
show, the networks are still able to invert for some basic structural information
(Figure 5.4c). When I train the networks with a stronger prior pdf I reduce the
effective dimensionality of the problem by introducing a relationship between
neighbouring pixels: essentially all prior models and hence most posterior models
lie on a significantly lower dimensional manifold that is embedded with the 64-
or 256- dimensional spaces. In that case I can obtain reasonable estimates of the
true velocity models regardless of grid size (Figure 5.5c).
5.3.4 Type of network
For each of the four training sets I trained networks in two different ways. First
I trained separate networks to estimate marginal pdf’s in each cell so that each
network has fewer parameters (αij, µij, σij) to estimate. Note that this does not
reduce the dimensionality of the overall problem as each velocity cell in the model
contributes to the travel time values, and the velocity in any cell depends on
the cells surrounding it even if I do not directly invert for them within the same
network. It is important to remember that in this case I do not obtain explicit
information about trade-offs between neighbouring cells. Those trade-offs are
already integrated into the marginal pdf’s in equation 2.2.
I also trained networks to invert for slowness in every cell of the model at
once. This increases the number of parameters that the network must estimate
but as a result the trade-off between velocity values in adjacent cells can be
explored. Examples of the joint marginal pdfs from the central model in Figure
5.4a are shown in Figure 5.7: the 2D pdfs show few signs of non-linearity, and
virtually no indication of the trade-offs that one would expect between velocities
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Figure 5.7 Joint pdfs comparing the a pixel inside the velocity high of the central
model in Figure 5.4a. Velocity 1 is the velocity of a cell in the centre of the velocity
high. Velocity 2 is the velocity of a cell a) in the background velocity, (b) at the centre
of the velocity high (not the same cell as Velocity 1) and (c) at the edge of the velocity
anomaly.
in neighbouring cells. This indicates that the results of these networks are unlikely
to provide reliable uncertainties.
For models on a coarser grid (Figures 5.4 and 5.5 rows b and d), networks
perform similarly when using the single cell networks or the full model networks.
For models trained on a finer grid, the full model networks perform significantly
better than the single cell network as shown in Figure 5.4. This is almost certainly
because the dimensionality of the problem when training single-cell networks is too
large, but by giving the network information about the velocities in neighbouring
cells it can better resolve the velocities. This difference is less noticeable when
using stronger prior information (Figure 5.5b and d).
5.3.5 Uncertainty Loops
A key problem in the field of nonlinear inversion is that there are no standard
solutions to which estimated posterior pdf’s can be compared in order to verify
their quality. In almost all papers that use synthetic tests to assess competing
methodologies in high-dimensional problems, the main criterion applied is whether
the mean or maximum-likelihood model fits the real (true synthetic) model that
was used to generate the synthetic data. This provides no test at all on the rest of
the pdf and indeed there is no reason why the mean should match the true model
in unknown problems - the mean may even be a zero-probability solution (one
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precluded by the data) (Tarantola, 2005). The maximum likelihood (or maximum
posterior probability) model is an alternative, but usually an extremely volatile
statistic of pdf solutions since those solutions are necessarily formed by focusing
across the whole pdf rather than simply on its modes. We therefore require some
independent property of posterior pdfs, the existence of which we can use to assess
their veracity.
Loops or halos of high uncertainty have been shown to exist in solutions to all
travel time tomography problems around anomalies with a spatially sharp and
strong contrast in velocity compared to their surroundings (Galetti et al., 2015).
Uncertainty loops exist due to non-linear aspects of wave physics and represent
uncertainty in the shape of such anomalies. They are observed most clearly in
fully non-linearized tomographic inversion problems in which rays, velocities and
travel times are all varied in concert for each sample considered. We can therefore
use the existence of loops in posterior uncertainty as a criterion to check their
quality in models with strong and spatially sharp contrasts.
Figure 5.8 shows the standard deviations (bottom row) for the results of
networks trained on an 8 x 8 grid. Only the networks trained using the training set
of Uniformly random velocities (Figure 5.8f and h) exhibit signs of an uncertainty
loop. I include the mean (middle row) for comparison of the shape of the velocity
anomaly to the loop that surrounds it. The difference between the two priors is
clear when comparing Figures 5.8f, 5.8g and 5.8h: for a smoothed prior (Figure
5.8g) the maximum uncertainty is predicted to be in the centre of the anomaly as
opposed to the other two images where the uncertainty is lowest at the centre of
the anomaly and highest on the margins as expected. However, when inverting for
the full-model in a single network (Figure 5.8h) the loop is not as well defined as
in Figure 5.8f. Together with the lack of clear trade-off relations in Figure 5.7 this
is evidence that the full-model inversions are less robust than single-cell inversions:
as the networks invert for many more parameters at once, they appear not to
have been trained so as to fully represent the correct physics of the tomography
problem.
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The separate-cell networks (one network trained for each cell in the velocity
model) allow us to estimate the full marginal posterior probabilities for all cells
in the model, and these posterior distributions show how the network represents
uncertainty. I show the pdfs for 3 points in the model: inside the velocity anomaly
(star), at the edge of the anomaly (triangle), and in the background velocity
(circle), where the locations are shown in Figure 5.8a. I can see for the 8 x 8 model
using the Uniformly random training set (Figure 5.9a and c) the posterior pdf
at the edge of the anomaly has a larger uncertainty indicating that the range of
possible velocities spans the velocity of the anomaly and that of the background
velocity. This is expected at the edge of an anomaly, the boundaries of which are
uncertain: the cells could either be inside or outside of the anomaly, and could
therefore assume values of the anomaly (low velocity) or the background model
(high velocity). This is the maximum range of velocities expected across the model,
hence the largest uncertainties should be around anomaly edges (Galetti et al.,
2015).
We do not see uncertainty loops in any model trained on the smoothed models.
This makes sense because by imposing prior information that the model is relatively
smooth we have removed the possibility to include the effect of spatially sharp
contrasts between anomalies and the background velocity model, precluding the
types of physical trade-offs that create uncertainty loops. This is represented in
the pdfs (Figure 5.9b and d) where the uncertainty is much smaller than in (a)
and (e) and where there is no noticeable increase in uncertainties at the boundary
of the anomaly. Note that there is again a larger information gain for the results
from the smooth training set as shown by the KL divergence values.
5.3.6 Realistic Velocity Models
Figures 5.10 and 5.11 show the results when applying the trained networks to other
types of structures that might be encountered in geophysical or non-destructive
testing applications. Figure 5.10 shows results using Uniformly random training
set, whereas Figure 5.11 shows the equivalent results obtained using the smoothed
training set. The models inverted on a coarser grid produce reasonable estimates
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of the velocity models using either prior pdf, however for the smoothed prior all
the models, regardless of grid size, are recovered fairly well. Figure 5.12 shows
the uncertainty maps for a coarse grid model trained using both types of prior
information and inverted using the separate-cell MDN models. When inverting
the models with a Uniformly random prior (Figure 5.12b) the uncertainty maps
show a higher uncertainty at the anomaly interfaces (as expected by analogy with
the uncertainity loops above), thus helping to define uncertainty in the model
geometry, whilst the results from the smooth prior miss this extra infomation.
5.4 Discussion
I compared different methods of mixture density network inversions to estimate
tomographic posterior probability density functions. When using datasets with
little prior information (Figure 5.2a and 5.2b) the networks struggle to estimate
more than the simplest of velocity models: due to the curse of dimensionality it is
simply not possible to provide a sufficient density of prior samples on which to
train the MDN. Including stronger prior information in the examples by training
on smoothed velocity models (Figure 5.2d and 5.2e) improves inversion results,
although the networks are no longer able to image sharp velocity contrasts,
nor estimate uncertainty in the shapes and locations of spatially sharp velocity
anomalies, as information about such models is not contained in the training set.
The tests indicate that the prior pdf is the most important factor in improving a
network performance since it restricts both the training set and inversion results
to a more constrained (effectively lower-dimensional) manifold embedded within
the high-dimensional parameter space. This manifold is more densely sampled
than the full space thus improving network training and performance. All test
models inverted using the stronger prior information give higher SSIM and KL
divergence values compared to those using weaker priors, regardless of grid size
or how many pixels were inverted with each network. Also, the two circular
anomalies in Figure 5.5 are symmetrical and this symmetry is also shown in
all of the smooth-prior inversion results which is not seen in the Uniform-prior
results in Figure 5.4. Nevertheless, I show that when imposed prior information
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Figure 5.12 (a) True velocity models. For a separate-cell MDN, (b) the standard
deviations using a generated training set from a Uniformly random distribution. Using
the same network with a training set of smoothed velocities I obtain standard deviations
(c).
is false (if the true model is rough but the prior precludes such models) then
uncertainty results will be compromised as in Figure 5.8g and 5.8i. In other words,
a clearly advantageous strategy for the future of neural network tomography is to
invest effort in finding and using more sophisticated, and correct prior information
(Curtis and Wood, 2004). Recent efforts in this direction include Walker and Curtis
(2014a) who use expert elicitation to constrain prior multi-point geostatistics,
Mosser et al. (2018) who use neural networks to parametrise geological prior
information, and Nawaz and Curtis (2017, 2018, 2019) who use Markovian models
and variational methods with embedded neural and mixture density networks to
combine geological and geophysical information; these various directions appear
to be strategically important for the future of this field.
I illustrate the differences in the KL divergence values in Figure 5.13. The top
graph shows histograms of KL values obtained when networks are applied to all
synthetic test data for the four different prior and network training types for the
8 x 8 grid model, and the bottom graph is similar but for 16 x 16 models. Both
plots confirm that training with a stronger prior increases the information gain in
the posterior as was indicated in Figure 5.6. Notice that this is not necessarily
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b)
Figure 5.13 Histograms of KL divergence values for results of inverting synthetic data
for all models in the test set. a) 8 x 8 models, b) 16 x 16 models.
an intuitively obvious result: if prior information is weaker or less informative, I
might expect the data to add relatively more information, compared to the case
where prior information is stronger. I therefore suspect that this result indicates
that I simply can not train the MDN’s in the case of weaker prior information
and sparser training examples; even though by adding stronger prior information
I should decrease the relative value of the data, this effect is out-weighed by the
fact that I can better train the network and thereby extract more information
from data.
The effect of increasing the number of cells in the model is also clearly high-
lighted: Figure 5.13a has higher KL values than Figure 5.13b. Interestingly, both
plots show that training using a full-model inversion slightly increases the KL
divergence, implying that the networks are making use of the relationship between
adjacent pixels to better constrain the posterior pdfs.
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5.4.1 Inference limits
When creating the training dataset I set hard bounds on the grid cell velocities,
thus limiting the range of velocity models that should be found using the trained
networks. Figure 5.14 shows the inversion of a model at the limits of all training
datasets. The middle row shows results when using the Uniformly random training
dataset: none of the inversions give reliable results. Although the network trained
to invert the full model at once performs slightly better, all networks produce
extremely poor results. This is expected as the velocity model has a background
velocity at the lower limit of the training sets, 0.5km/s and an anomaly at the
upper limit, 2.5km/s. This is an extreme example that is not likely to have
proximal samples in the training set, therefore the results are expected to be poor.
The same model lies outwith the dataset with a stronger prior as well, but
networks appear to recognise that there is a velocity anomaly. However, since the
prior dataset used is smoothed, strong contrasts are precluded and none of the
networks give accurate velocity information, despite being able to represent the
geometry of the structure.
5.4.2 Inversion Speed
As this is a prior sampling method the training dataset must be created in advance.
It took tprior = 11 hours, to create the training dataset of 2.5 million samples using
5 CPUs. However, this only needs to be done once; even if more prior information
becomes available I may be able update the prior using the prior replacement
method of Walker and Curtis (2014b) or the resampling method of Sambridge
(1999) rather than calculating entirely new training examples.
In this work each network took between 1-2 hours to train (converge). For the
8 x 8 grid models with an ensemble of 8 networks when training the network for
each grid cell separately, I required 8×8×8 = 512 networks in total and for the 16
x 16 models with an ensemble of 4 networks I required 16×16×4 = 2048 networks.
However, the training of each network is independent of others so the process can
easily be parallelised and using 50 cores a full training run for the larger 16 x 16
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grid model takes ttrain = 80 hours of real clock time. For the full-model networks
only one network is trained for all cells so the total training time is much lower:
each network takes around 3 hours to train so training 10 networks only takes
30 hours without running them in parallel. This process could be reduced to 3
hours by using only 10 cores and reduced further by training each network across
cores. The advantage of an MDN is the speed of inversion after training: once a
network is trained new inversions take a fraction of a second, even on a standard
desktop computer. Computational efficiency is therefore gained only when the
trained networks will be applied to many different data sets.
Monte Carlo methods are known to be computationally expensive (Bodin
and Sambridge, 2009) and a fully non-linear Markov chain Monte Carlo (McMC)
tomographic inversion can take weeks or months of compute time. Monte Carlo
methods use posterior sampling so for every new inversion a new sample set must
be performed. This is often a far less demanding sampling task than sampling
with similar density of samples from the prior since high probability parts of
the posterior pdf usually span a significantly smaller volume of parameter space.
Nevertheless, neural network methods are advantageous over traditional Monte
Carlo methods when n repeated inversions of similar data types are to be performed
provided that n > (tprior+ttrain)
tMC
, as the computationally expensive sampling step
only needs to be performed once and the network-based inversion becomes faster.
In a tomographic setting this could be useful for monitoring purposes, where data
collected periodically from the same set of sources and receivers can be inverted
with the same network(s) each time new data arrives.
5.4.3 Training Flexibility
In this work I train networks assuming that the data (travel times) are recorded
with exactly the same data acquisition geometry as was used for training. It would
also be possible to train more flexible networks that account for missing data. For
example, one could augment the training set with additional samples constructed
from the same data-model pairs (di, mi) : i = 1, ..., N but with a certain number
of travel time values in the dataset randomly set to 0, to indicate a missing value
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(De Wit et al., 2013). Then new datasets with missing values (for example due to
noisy stations causing errors in travel times) can be inverted by the same network.
Data from new receivers added after training the network will not be able to
be use. However I can create a new training set containing only the data from
the added receiver station and fine tune the original network by using the original
network parameter values as a starting point for training optimisation. This has
the advantage that the training process will be much faster.
5.5 Conclusion
I present neural network-based, non-linear inversion methods applied to a 2D travel
time tomography problem to estimate posterior probability density functions. The
flexibility of mixture density networks mean that I can provide uncertainty esti-
mates for 2D velocity maps. I show that the prior information used to create the
training dataset is the most important factor in providing accurate velocity esti-
mates and uncertainties as such information effectively reduces the dimensionality
of the tomography problem. However, as with all Bayesian inversions if we impose
false prior information we can lose important information about uncertainties.
By training networks to invert for a full tomographic model at once, we can also
understand the relationship between velocities in neighbouring pixels; however
the number of parameters in the inversion increases substantially, and training for
accurate models proves to be significantly more difficult. I compare the speed of
neural network inversion to more standard Monte Carlo methods and determine
that for many repeated inversions such as occur in monitoring situations, MDNs
may out-perform Monte Carlo methods in terms of computational cost.

Chapter 6
Estimating Subsurface Density by Full
Waveform Inversion of Acoustic
Reflections using Interferometric and
Marchenko Methods
Seismic data are used to image subsurface structures and to estimate material
parameters at scales ranging across global tomography, upper crustal resource
exploration and monitoring, and shallow engineering applications. Density ρ is
an important material parameter that is difficult to estimate using seismic data
due to its inherent trade-off with velocity v in the acoustic impedance contrast
z = ρv which is the parameter that primarily controls reflection amplitudes.
As a consequence, density is usually inferred from Gardner’s equation which
relates density to P-wave velocity using a semi-empirical formula or by amplitude
variation with offset analysis. We propose and test a new method to estimate
density in the subsurface using an acoustic approximation, and a formulation of
seismic interferometry that contains a linear dependency on density alone. We
demonstrate the method on synthetic data that represents recorded wavefields
at subsurface receivers in a borehole, and on wavefields from subsurface virtual
receivers created by Marchenko redatuming away from a borehole. The method
returns reasonable density estimates at the borehole location, but practical limita-
tions of the Marchenko method render the results less accurate where no borehole
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is present. The key factor that deteriorates the density result in the latter case is
the absolute scaling of Marchenko-derived Green’s function estimates. We present
a new way to normalize the Marchenko method that solves the problem in layered
media. Through the methodology proposed herein, future research that improves
estimates of Marchenko amplitudes in more heterogeneous media will contribute
directly to our knowledge of subsurface density.
6.1 Introduction
Seismic data are used to image subsurface structures and material properties over
length scales ranging across global tomography (Woodhouse and Dziewonski, 1984;
Su et al., 1994) and reflection imaging (van der Hilst et al., 2007), crustal scale
resource exploration (Claerbout, 1985), subsurface storage monitoring (Lumley,
2010) and bedrock depth estimation for civil engineering (Hunter et al., 1984).
One important material property is density ρ. This property is necessary in order
to interpret recorded seismic wave amplitudes (for example in waveform inversion
studies) because acoustic or elastic impedance z = ρv, where v is seismic velocity,
controls amplitudes of reflected waves (Connolly, 1999). Density is also important
in geological or petrophysical interpretation because it is closely related to rock
porosity and fluid properties, and can be a useful discriminator between geological
facies.
Despite its importance, subsurface density estimates are generally very uncer-
tain due both to the trade-off of density with seismic velocity given measurements
of impedance contrast between strata, and to the inherent non-uniqueness in den-
sity estimation from potential-field data such as gravity measurements (Blakely,
1995). When inverting for density using wave equation based inversion schemes,
such as Full Waveform Inversion (FWI), trade-offs between P- or S-wave velocity
and density deteriorate results (Jeong et al., 2012): density is often estimated
using Gardner’s equation which relates P-wave velocity to bulk density (Gardner
et al., 1974), but this can bias results by overlooking anomalies in density that
are not coupled to velocity variations. Prieux et al. (2013) use multi-parameter
visco-acoustic FWI to jointly invert for density, P-wave velocity and quality fac-
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tor. They perform a first inversion step to reconstruct the dominant parameter,
P-wave velocity, before performing a joint inversion for all three parameters. This
produces a more stable update to the initial smooth density model compared with
a single step joint inversion. However, changing the inversion protocol cannot, on
its own, remove implicit trade-offs between density and velocity in the physics
of the problem. On a global scale, Blom et al. (2017) show that density can be
estimated using waveform inversion despite also showing that density variations
have a relatively small effect on the seismic wavefield compared to the effects of
velocity variations. Density can be retrieved from AVO inversion (Dębski and
Tarantola, 1995; Downton and Lines, 2004), however this can be difficult without
long offsets (Li, 2005).
In this chapter I exploit new opportunities to constrain density, offered by
seismic interferometry and Marchenko theory. Seismic interferometry estimates
the Green’s function (wavefield that would be recorded) between the locations of
two receivers, simulating the situation where one of the receivers acts as a virtual
(imagined) impulsive source. This is achieved by integrating the crosscorrelation,
convolution or deconvolution of wavefields from a boundary of other, real sources
(Wapenaar, 2004; van Manen et al., 2005, 2006; Wapenaar and Fokkema, 2006;
Wapenaar et al., 2011). Seismic interferometry has been used in seismic exploration
for imaging under complex overburdens (Bakulin and Calvert, 2006; van der Neut
et al., 2011), interferometric velocity analysis (King and Curtis, 2011; King et al.,
2011), ground roll removal (Curtis et al., 2006; Halliday et al., 2007, 2010; Duguid
et al., 2011) and salt-flank imaging (Xiao et al., 2006).
By contrast, Marchenko methods use surface seismic reflection data and a
macro-velocity model to estimate the Green’s functions from a virtual source
inside a medium to receivers either in the subsurface or on the surface, without
requiring a receiver at the virtual source location. They thus directly redatum
surface seismic sources to subsurface locations. Methods have been formulated for
acoustic (Broggini et al., 2012; Wapenaar et al., 2014) and elastic (da Costa Filho
et al., 2014; Wapenaar, 2014) media without a free surface, and in acoustic media
for the case that free surface multiples are included (Singh et al., 2015; Ravasi,
2017; Slob and Wapenaar, 2017). The method can then be used directly for
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subsurface seismic imaging (Wapenaar, 2014; da Costa Filho et al., 2015; Ravasi
et al., 2016; da Costa Filho et al., 2017; Singh and Snieder, 2017), for imaging
combining surface reflection data and horizontal borehole data (Liu et al., 2016),
or for finding travel-time changes in time-lapse data near horizontal boreholes
(Liu et al., 2017). A set of methods called adaptive Marchenko redatuming have
been shown to be robust in field data examples (van der Neut et al., 2015; Staring
et al., 2017).
Meles et al. (2015) showed how a combination of Marchenko redatuming
and seismic interferometry could be used to predict internal multiples - waves
that reflect more than once from interfaces in the subsurface. Using up and
downgoing wavefields from Marchenko methods they reconstruct the internal
multiple wavefield using convolutional interferometry. The multiples can then be
adaptively subtracted from the original seismic data to reveal the primary (singly-
scattered) reflections. Meles et al. (2016) used a similar method to construct
primary reflections directly. van der Neut et al. (2018) derive an alternative
Marchenko equation that uses a two-way traveltime surface of a horizon instead of
a macro-velocity model. The resulting data set can be used for internal multiple
removal by adaptive subtraction without using convolutional interferometry as in
the method of Meles et al. (2015).
Since both the multiples and the primaries can be constructed, the methods
of Meles et al. (2015, 2016) can be used to predict the complete surface seismic
data from the data itself through an interim step of seismic interferometry. While
this may seem circular, it is important because, in acoustic media, convolutional
interferometric theory exhibits a dependence on density alone, rather than on
the product of density and velocity in the impedance. This suggests that it may
be possible to invert the theory of Meles et al. (2015, 2016) to estimate density
without the usual trade off with velocity.
I investigate this method to estimate density in the subsurface under the
acoustic approximation. The method is demonstrated on synthetic data that
simulate both recorded wavefields at subsurface receivers in a borehole, and
wavefields from virtual receivers created by Marchenko redatuming. Finally
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remaining issues are discussed that must be overcome in the case where Marchenko
data are used, and hence the challenges for applications to real data.
6.2 Theory
6.2.1 Convolutional Interferometry
Seismic interferometry is a technique to estimate the Green’s function between a
pair of receivers, that is, the seismograph that would have been observed if one of
the receivers had been an impulsive source that was recorded by the other. This
is achieved by integrating the crosscorrelation, convolution or deconvolution of
wavefields from a boundary of other, real sources (Wapenaar, 2004; van Manen
et al., 2005; Curtis et al., 2006; van Manen et al., 2006; Wapenaar and Fokkema,
2006; Curtis and Halliday, 2010). To summarize key aspects of the theory for our
purposes I start with the reciprocity theorem of the convolution type. This relates
two independent acoustic wave states that exist in the same medium, where a
state is defined by a combination of material parameters, source distributions,
boundary conditions and initial conditions (Fokkema and van den Berg, 1993; van




































where p̂ is acoustic pressure, v̂i is particle velocity, f̂i is a force density source
and q̂ is a volume injection rate density source, subscripts A and B represent two
different wavefield states occurring in a portion of the same medium D which is
defined to be the interior of a boundary ∂D, and where n is the outward-pointing
unit normal vector to ∂D. Consider a boundary ∂D that encloses one but not
both sources, such as that in the schematic diagram in Figure 6.1. If we let the
wavefields be pressure responses to an impulsive volume injection rate source and
assume that external forces are zero, we can set the terms in Equation 6.1 to the
quantities in Table 6.1. Note that for this case, q̂B = 0 because point x1 is located
outside of boundary ∂D, and therefore δ(x − x1) = 0.




Figure 6.1 Schematic geometry for convolutional interferometry. Closed boundary
∂D with normal vector n is represented by the black dashed line and white triangles
represent receivers. Sources are represented by stars and black arrows represent example
ray paths of acoustic wavefields.
State A State B
qA(x, ω) δ(x − x2) qB(x, ω) 0
pA(x, ω) G(x, x2, ω) pB(x, ω) G(x, x1, ω)
vi,A(x, ω) −(jωρ(x))−1∂iG(x, x2, ω) vi,B(x, ω) −(jωρ(x))−1∂iG(x, x1, ω)
fi,A(x, ω) 0 fi,B(x, ω) 0
Table 6.1 Definitions of wavefield quantities in Equation 6.1 when the free surface is
not present and the geometry of ∂D is defined in Figure 6.1.
Substituting the identities in Table 6.1 into Equation 6.1 and applying Gauss’s
Theorem gives (van Manen et al., 2005)




jωρ(x) [G(x, x2, ω)∂iG(x, x1, ω) − ∂iG(x, x2, ω)G(x, x1, ω)] ni∂D
(6.2)
where ρ(x) represents material mass density at the location x, the integration
is over points x on boundary ∂D, and x1 and x2 are interpreted as receiver
locations. Derivative ∂i is the ith component of the outward-pointing gradient at
the boundary ∂D. G(x2, x1, ω) represents the acoustic pressure Green’s function
in the angular frequency (ω) domain measured at x2, from a volume injection rate
source at x1 in an inhomogeneous medium. The wavefield ∂iG(x, x1, ω) represents
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the wavefield from a source at x1 recorded by a so-called dipole receiver at x on the
boundary ∂D, where the latter is a receiver that measures the spatial derivative





Figure 6.2 Schematic geometry for convolutional interferometry used herein to estimate
density. The vertical boundary ∂D is represented by the black dashed line and receivers
on the boundary are the central column of white triangles. The neighboring columns of
grey triangles are the receiver locations used to calculate dipoles or derivative wavefields,
and ∆x is the horizontal distance between receiver columns. Sources are represented by
stars and black arrows represent example ray paths of acoustic wavefields.
Equation 6.2 is the standard convolutional interferometry equation. The
main contributions to the result G(x2, x1, ω) on the left come from regions of the
boundary ∂D over which the integrand is stationary. These are regions around
receivers on ∂D for which rays to x1 and x2 have similar orientation, and hence
are receivers through which raypaths between x1 and x2 would pass (Halliday
and Curtis, 2009). I assume that there are no strong heterogeneities that would
allow waves exiting the boundary to the right to scatter back to location x, which
implies that the right hand edge of ∂D can be ignored as those waves will never
propagate between both locations x1 and x2. I further assume that the boundary
∂D extends to sufficient depth that wavefields crossing the lower portion of the
boundary can be ignored. It should be noted that in reality this can be difficult to
achieve because boreholes usually only extend down to depths of interest and not
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below. No waves can reflect back from the top part of ∂D so this can be ignored.
Thus it is sufficient to consider that the integral in equation 6.2 only spans a
portion of the vertical boundary as shown in Figure 6.2 as this must include all
remaining stationary phase regions and allow G(x2, x1, ω) to be constructed by
Equation 6.2.
Equation 6.2 requires wavefield recordings at locations x in the subsurface. In
the true 3D Earth the locations should normally span a 2D surface orientated
perpendicularly to the page of Figure 6.2. Since one would rarely have access
to such a subsurface grid of receivers, I use a 2D approximation to the theory
and assume that the propagating waves between x1 and x2 remain in the plane
of the page, and that the 2.5D geometrical spreading in recorded data has been
converted to the equivalent 2D geometrical spreading using a suitable transform
(Lomas and Curtis, 2018).
In practice, the recorded wavefields might be obtained in two ways: either
using a vertical borehole containing physical down-hole receivers, or by a method
that is able to estimate the wavefield response to surface sources at arbitrary
points in the subsurface. If a borehole is used then the wavefields G(x, x1, ω) and
G(x, x2, ω) can simply be measured in the borehole. The derivative wavefields
can then be estimated from wavefields G(x, x1, ω) and G(x, x2, ω) (see Appendix
E). It would be better if the derivative wavefields could be measured directly but
currently there appears to be no standard technology capable of recording these
fields in a borehole.
6.2.2 Marchenko Method
If the full wavefield response of a subsurface point is required without a borehole,
such wavefields must be estimated by a method of downward continuation or
extrapolation of fields measured at the surface. The Marchenko method has been
developed in order to estimate the Green’s functions from a virtual source (or
virtual receiver) inside a medium using the single-sided reflection response of
an inhomogeneous medium. This method is based on work by Rose (2002) who
proposed a scheme to focus sound in a one-dimensional layered medium, using
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an iterative sequence of operations that solve the so-called Marchenko equation.
Broggini et al. (2012) showed that it is possible to retrieve the 1D Green’s function
of a virtual source in the Earth’s subsurface at which location there was no
physical source or receiver, using only the reflection response of the medium and
an estimate of the direct wave from the virtual source (or to the virtual receiver).
This method has since been extended to 3D acoustic media (Wapenaar et al.,
2014) and elastic media (da Costa Filho et al., 2014; Wapenaar, 2014). Here
I summarise the essential components of the Marchenko method, but a more
complete explanation and derivation can be found in Wapenaar et al. (2014).
Key to the Marchenko scheme are focusing functions: these are wavefields that
focus to a point at a certain depth, but only inside a reference medium which
contains the true medium’s reflectors above the focusing depth and is reflection
free below the focusing depth. The focusing functions are therefore mathematical
entities (rather than existing in the real Earth) that contain all true reflections
from heterogeneity above the focusing depth, but after focusing they continue as a
diverging down-going wavefield below the focusing point. They can be related to
up- and down-going components of Green’s functions, G−(x, x′′0 , t) and G+(x, x
′′
0 , t)









R(x′′0 , x0, t − τ)f+(x0, x, τ)dτdx0 − f−(x
′′
0 , x, t) (6.3)





R(x′′0 , x0, t − τ)f−(x0, x, −τ)dτdx0 + f+(x
′′
0 , x, −t)
(6.4)
where f+(x0, x, τ ) is the inverse of the full transmission response from the surface
to x, and f−(x0, x, −τ) is the corresponding reflection response (Slob et al., 2014).
R(x′′0 , x0, t − τ) is the surface reflection response which is assumed to have been
measured and have had the free surface effects removed. The focusing functions
f+/− focus at x and are calculated by the following iterative scheme:
f+k (x
′′
0 , x, t) = f+0 (x
′′
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f−k (x
′′
0 , x, t) = θ(td(x
′′















0 , x, t) = T invd (x, x
′′
0 , t) (6.7)
Here θ is the Heaviside function which essentially acts as a window function,
and T invd is the direct arrival of the inverse of the transmission response which is
usually approximated by the time reverse of the direct arrival and can be estimated
from a smooth velocity model. After convergence the solutions for f+k and f−k can
be substituted into Equations 6.3 and 6.4 as f+ and f− to obtain Green’s function
estimates for G+(x, x′′0 , t) and G−(x, x
′′
0 , t). Using this method, responses from
virtual sources in the subsurface to an array of surface receivers can be estimated
using only two quantities: a spatially well sampled reflection response free from
source and receiver ghosts and free surface multiples, and the direct transmission
response which is usually estimated from a smooth velocity model. The resulting
Green’s function estimates can then be inserted into Equation 6.2.
6.2.3 Linear Inversion
Equation 6.2 shows that the Green’s function G(x2, x1, ω) is linear in the reciprocal
of density along the boundary ∂D. Estimating 1
ρ(x) is therefore a linear inverse
problem given all of the other terms in the equation. This can be written more
concisely as
d = Am, (6.8)
where d is the full recorded wavefield data between x1 and x2 or in other words the
surface reflectivity (left side of Equation 6.2), A is the matrix containing the results
of convolving wavefields G(x, x2, ω)ni∂iG(x, x1, ω) − ni∂iG(x, x2, ω)G(x, x1, ω) in
the integrand of Equation 6.2, and m is the vector of the reciprocal of density at
locations along the boundary. We wish to use d and A to estimate m.
To solve the problem I apply a least squares inversion scheme with Tikhonov
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where ∥Am − d∥22 is the data misfit measured using an l2 norm, L is a second
order difference operator, and µ is a constant known as the regularization or
trade-off parameter. The solution that minimizes Equation 6.9 is given by
m̂ = (ATA + µ2LTL)−1(ATd) (6.10)
which can subsequently be used to obtain an estimate for density because the
model estimate m̂ consists of estimates of 1
ρ(x) . The trade-off parameter µ defines
the relative strength of constraints from the data versus the regularization, and
herein is calculated using the L-curve method that plots a curve of the log of the
norm ∥Lm∥2 versus the log of the residual norm ∥Am − d∥2. The curve generally
forms an L-shaped corner near the trade-off parameter value that is considered
‘optimal’ — the point where the errors of the two norms are equally minimized
(Hansen, 1992).
6.3 Method
The theory explained in the previous section was used to create the algorithm
shown in Box 1 to produce synthetic test data, and use them to estimate density
in the subsurface model.
Equation 6.2 defines wavefields in terms of Green’s functions, but if source
signature deconvolution has not been applied then the reflectivity and borehole
data will contain a band-limited source term. These will need to be included
in Equation 6.2 and be balanced on both sides before application. For ease of
calculation both sides are multiplied by jω and the equation is converted to the
time domain so that the left side of Equation 6.2 becomes the time derivative of
the reflectivity. The expression then becomes
d
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1. Define 3 equally spaced vertical boundaries very close together (Figure 6.2)
and either record simulated wavefields from surface sources at all receiver
locations down these simulated boreholes, or calculate the full wavefields that
would have been recorded at the same locations using Marchenko methods.
2. Calculate the dipole responses ∂iG in Equation 6.12 by finite-difference
methods using the two outer vertical boundaries of receivers (or using
the approximation in Appendix E), then calculate G(x, x2)ni∂iG(x, x1) −
ni∂iG(x, x2)G(x, x1).
3. Use the L-curve method to estimate an ‘optimal’ value for µ, then apply
Equation 6.10 to estimate m̂ and calculate density along the central vertical
boundary.
4. If calculating wavefields with Marchenko methods, repeat steps 1-3 for
vertical boundaries ∂D shifted laterally to each horizontal location at which
density estimates are required.
Box 1 Algorithm to test the method to estimate density in the subsurface.
where Ĝ(t) = G(t) ⊗ s(t) and R̂(x2, x1, t) = G(x2, x1, t) ⊗ s(t) represents the
measured reflectivity without deconvolution of the source signature s(t) and
⊗ denotes convolution. For our tests the dipole or derivative wavefield is not
measured directly but is approximated (in step 2 of the algorithm in Box 1) by the
spatial derivative in the direction of the outward pointing normal to the boundary.
This is calculated using two extra vertical lines of receivers either side of the
central receiver (Figure 6.2) and the centered finite-difference scheme
∂iĜ(x, x1) =
Ĝ(x + ∆x, x1) − Ĝ(x − ∆x, x1)
2∆x (6.12)
where ∆x is the distance between receiver pairs (Figure 6.2) and should be much
smaller than the minimum wavelength of the model. In a real borehole no extra
vertical lines of receivers would be available but given an estimate of medium
slowness ur(x) and the direction of propagation θ of the wavefield at the borehole
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receiver an approximation based on plane-wave approximation can be given by




a derivation of which can be found in Appendix E. If there is demand, in future a
method to directly measure the horizontal wavefield derivatives in the borehole
will be created, and the method of calculating derivatives using Equation 6.12
emulates that situation. In the absence of such technology and of closely spaced
boreholes, the approximation in Equation 6.13 can be used.
When using Marchenko-calculated wavefields an additional step is needed to
scale the Green’s functions to compensate for changes in amplitude with depth
and offset after carrying out Marchenko but before applying the convolution of
Equation 6.11. For a case of constant velocity but variable density each trace is
normalized to the amplitude A at each depth and offset location. This depends on
the downgoing transmission response τ+ and the spherical divergence such that




where d(x, z) is the distance between the surface source and virtual receiver. The
downgoing transmission response is simply the cumulative transmission response
of each layer through which the wavefield has passed. Since the transmission
response at an interface is related to the zero-offset reflection response R0 by
τ = 1 − R0, the cumulative transmission response can be calculated from the
reflection response. The latter can be determined down the vertical column of
virtual receivers by the deconvolution of the Marchenko-calculated up and down
going wavefields (Equations 6.3 and 6.4)




Equation 6.14 applies only for a medium with constant velocity; for a case with
variable velocity at short offsets from the vertical receivers the above equation
would still hold approximately. Once the wavefields have been calculated and
scaled if necessary, the inversion scheme of Equation 6.10 is implemented using
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data from Equation 6.11 where
d ≡ ddtR̂(x2, x1, t)s(t)
A ≡
[





It should be noted that the inversion scheme can also be implemented in the
frequency domain. In this case matrix A would contain the multiplication of
Green’s functions for each frequency. If Marchenko wavefields are used the
convolution result must be scaled to the reflectivity of the primary reflection prior
to inversion. This is achieved by assuming the density of the top layer is known.
6.4 Results
6.4.1 Physical receivers in a borehole
The method was tested on a synclinal model using the density structure shown in
Figure 6.3a and velocity structure shown in Figure 6.3b. A borehole was placed at
a horizontal location of 1000m with two outside columns of receivers for the dipole
calculation located at 998m and 1002m. Receivers were placed at 2m intervals
down the borehole. Two arrays of 20 sources are placed on the surface either side
of the borehole with 16m spacing between sources, the first at horizontal positions
640m-944m, the second at 1120m-1424m. To simulate recordings in a borehole,
wavefields are modeled using an acoustic finite-difference code with absorbing
boundary conditions on all sides.
The dipole responses were calculated using both the finite-difference method
(Equation 6.12) and plane-wave approximation (Equation 6.13). The angle θ was
calculated with the known velocity model in this case; for a more complex case
a data driven method could be used to calculate the slope (e.g., Fomel (2007)).
Figure 6.4 compares the geometries used by the two methods and the results.
Both methods produce similar horizontal derivatives so either method can be used
for this numerical example.































































Figure 6.3 a) Density profile for the synclinal model and b) velocity profile for the
synclinal model. Stars represent locations x1 and x2 of source arrays. Triangles represent
subsurface downhole receivers along boundary ∂D in Figure 6.2.
All of the dipole responses were calculated using Equation 6.12, then the arrays
of wavefields are convolved together according to Equation 6.11 to give 400 (x1, x2)
pairs. Figure 6.5 compares the measured surface reflectivity with the convolution
result for a surface source at 640m and surface sources acting as virtual receivers
between 1280m-1424m with 16m spacing, and using the correct density along the
borehole. The reflectivity is shown to be recovered correctly from Equation 6.11
when the density is known.

























Figure 6.4 Schematic geometry for estimating the horizontal derivative or dipole
response in a borehole. The star represents a surface source location, white triangles
represent subsurface receiver locations and the black triangles are the locations of
receivers used for the trace comparison in c). a) The two outer receivers (black) are used
in Equation 6.12 to calculate the dipole response using the finite-difference method. b)
The central receiver is used in Equation 6.13 to calculate the dipole response by plane-
wave approximation. c) Trace comparison of dipole response for the finite-difference
method (black dotted line) and plane-wave approximation (red line) from a source at
640m on the surface to a receiver at 1000m horizontally and a depth of 400m.
Then µ is calculated by the L-curve method and the full data set is inverted
to give a value for 1
ρ(x) at each receiver point x in the borehole. Figure 6.6 shows
the result of the inversion after converting values of 1
ρ(x) values to ρ(x). Using
borehole data to a depth of 1600m the subsurface density has been estimated
well to a depth of around 1200m (below this depth the results depart significantly
from the true density as shown in Figure 6.7).
The experiment was repeated for a series of laterally-shifted vertical boreholes
placed 100m apart at horizontal locations 500m-1500m. Again using surface arrays
of 20 sources either side of each borehole, the inversion was performed at each
borehole location then interpolated across the section to create the resulting image
6.4 Results | 119


















Figure 6.5 Trace comparison of measured reflectivity for a source at 640m to an array
of virtual receivers at the surface between 1280m-1424m (black), with the result of
the convolution (right side of Equation 6.11) calculated using the downhole receiver
measurements in the geometry shown in Figure 6.3a (red).
in Figure 6.7. The scheme in Box 1 thus produces a model with a reasonably well
defined density structure in the case where real receivers are used in boreholes.
6.4.2 Virtual receivers in the subsurface
The case is then tested where virtual receivers must be constructed in the subsur-
face using Marchenko methods. Using the same density and velocity model as in
the previous example (Figure 6.3). Wavefields are calculated using the Marchenko
method outlined above and described in detail in Wapenaar et al. (2014). The
direct arrival estimate to be inserted into Equation 6.7 is calculated using an
eikonal solver in the smoothed velocity model to obtain the travel time, and
then the amplitude is set to unity; this method will be referred to as standard
Marchenko. The Marchenko scheme used here requires that free surface multiples
are not present, so the reflectivity is modeled for the medium using an acoustic
finite-difference code with absorbing boundaries on all sides, and for co-located




















Figure 6.6 Inversion for vertical density profile at horizontal location 1000m. True
density is shown in black, the density estimate using Equations 6.10 and 6.16 is in red.
sources and receivers placed at 8m intervals along the top surface of the model.
Three vertical boundaries of virtual receivers are placed 2m apart with the central
column at horizontal location 1000m (Figure 6.3a), and full Marchenko wavefields
are calculated for each virtual receiver. Two surface arrays of 30 sources at 8m
spacing are selected either side of each borehole. The first array is at positions
740-972m along the surface of the model, and the second array at positions
1020-1252m. The Marchenko derived wavefields from each surface array location
to subsurface receivers are used to convolve the wavefields on either side of the
vertical boundary using Equation 6.11 to give 900 (x1, x2) pairs. Marchenko
wavefields do not have correct absolute amplitudes so they must be normalized to
the reflectivity before the inversion can be performed. To achieve this I assume
that the density of the top layer is known so that the convolution result can be
































Figure 6.7 2D model for density. Left side of image is the inversion result, right side
of image is the true model (which is laterally symmetric).
scaled to the reflectivity of the first (primary) reflection. The full data is then
inverted for 1
ρ(x) using Equations 6.10 and 6.16.
Figure 6.8a shows the result of the convolution using Marchenko wavefields with
the direct arrival calculated using a smooth velocity model, and this is compared
with the measured reflectivity for a surface source at 900m and surface receivers
between 1092-1064m with 8m spacing horizontally. All events are reconstructed
in each trace, but the amplitudes of each event are not recovered correctly, as can
clearly be seen between 0.5-0.8 seconds. This is due to the errors in amplitudes
of the Green’s function estimates for subsurface receivers that cause amplitude
errors in the summation in Equation 6.11 (see the Discussion for more details).
The inaccuracy in the amplitudes causes an erroneous inversion result for density
as can be seen in Figure 6.9. Figure 6.9a shows the inversion result for 1
ρ(x) and
Figure 6.9b the final density result ρ(x) at 1000m along the model. Clearly, using
this method alone we are not able to recover the correct density.
In order to obtain more accurate amplitudes from the Marchenko method it
is necessary to calculate the variation of amplitude with depth for the Green’s
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Figure 6.8 Trace comparison of measured reflectivity for a single source at location
900m horizontally to an array of surface receivers between 1092-1164m (black), with the
result of the convolution in Equation 6.11 calculated using Green’s functions estimated
using the Marchenko equations (red). (a) shows traces from the Marchenko scheme
when the direct arrival has an amplitude of 1. (b) shows traces from the Marchenko
scheme when the direct arrival amplitude is set as if it had been measured in a borehole.
Traces have been individually scaled as described in the text.









































Figure 6.9 (a) Density inversion result for 1ρ(x) when using an estimate of the direct
arrival with amplitude 1 in the standard Marchenko method. (b) Reciprocal of curve in
(a) giving the final density result ρ(x), at horizontal location 1000m.
function estimates. Using Equations 6.14 and 6.15 the amplitude of the direct
arrivals are calculated for each offset and depth location and then scaled each
Marchenko calculated Green’s function; this method will be referred to as nor-
malized Marchenko. The same geometrical set up was used as above and the
Marchenko-derived wavefields were used to apply Equations 6.10 and 6.16. Fig-
ure 6.8b shows the result of the convolution using Marchenko wavefields with
amplitudes corrected using Equations 6.14 and 6.15. The amplitudes of events
calculated by the convolution of normalized Marchenko traces are now more
representative of the true amplitude of the events.









































Figure 6.10 (a) Inversion result for 1ρ(x) when using the normalised Marchenko method
(see text for details). (b) Reciprocal of curve in (a) giving the final density result ρ(x),
at horizontal location 1000m.
Figure 6.10 shows the inversion result for 1
ρ(x) and the final density result ρ(x)
at 1000m along the model. Due to amplitude errors that remain in the Marchenko
method and hence in the convolution result, the inversion is less accurate at
depth than when using borehole data (Figure 6.6). Nevertheless, a reasonable
density model can be obtained for the upper layers. This result shows that if the
amplitude of the direct arrivals can be inferred for a vertical column of receivers,
for example through estimation of the reflectivity coefficients, then this method to
estimate density will work; a background density profile of the subsurface might
then be obtained.
6.5 Discussion | 125
6.5 Discussion
Our method aims to exploit the linear relationship between wavefield data and
(the reciprocal of) density in the convolutional interferometric Equations 6.2 and
6.11 using a vertical array of subsurface receivers, with the aim of being able
to estimate density from only single-sided reflection data. The main alternative
method to estimate density is examining the waveform amplitude variation with
offset (AVO). AVO inversion requires direct inversion of long offset data, which
tends to have a lower signal to noise ratio and be more sensitive to velocity
errors than near-offset data, and it also requires the removal of free surface and
internal multiples (Li, 2005) . Therefore the gathers must be preconditioned
before inversion. By contrast, our method can be applied by inverting near offset
data and no internal multiple removal is needed. it can therefore be implemented
earlier in a work-flow (for example the density calculated here can be used as a
background density for elastic FWI). In fact when using Marchenko calculated
wavefields, the inversion of near offset data gives better results (discussed below).
When using wavefields measured directly in a borehole, this method is able
to estimate the density in the subsurface down to around 1200m when using
a borehole that extends to a depth of 1600m. Since this result is based on a
truly linear inversion scheme, no prior model of density was needed. The method
depends on the ability to calculate horizontal pressure gradients from a vertical
borehole, given estimates of the wavefield azimuth at the receiver and the slowness,
or to record them directly for which currently there is no practical standard
technology. Moldoveanu et al. (2017) have recently shown data acquired using a
three-dimensional array of hydrophones attached to an autonomous marine vehicle
that enables the calculation of first and second spatial derivatives of the recorded
pressure field in marine settings. However, as in our synthetic example above they
require pressure arrays to be offset spatially in the direction of the derivative, which
is usually not possible in borehole settings. In recent years portable instruments
that are used at the surface to record rotational ground motions have been
developed (Schmelzbach et al., 2018). Since rotational measurements can be
related to the displacement gradient tensor wavefield, if such instruments were
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made to be used inside a borehole setting this technology could be used to measure
the horizontal pressure gradients in the future.
If instead of using wavefields recorded in a physical borehole we use wavefields
from virtual receivers in the subsurface calculated by the standard Marchenko
method, the results are poor. Amplitude errors in the final Green’s functions
render the inversion results unreliable. The amplitude errors in the final Green’s
functions are directly related to the estimate of the transmission response that is
used to initiate the Marchenko iterative scheme. The direct arrival of the inverse
of the transmission response (Equation 6.7) is usually approximated by the time
reverse of the direct arrival of the Green’s function, which is estimated using
an eikonal equation solver and a smooth velocity model in standard Marchenko.
In almost all published work to date, the estimated direct arrival is then scaled
to have identical amplitude not only across each gather but also across each
virtual receiver location with depth. In effect, all amplitude differences due to
transmission responses and amplitude variations with offset are thus lost. For
imaging applications using Marchenko, a deconvolution imaging condition is often
applied (Wapenaar et al., 2014); the transmission response related errors will
then be removed by division, which explains why the issue of absolute amplitude
scaling has received relatively little attention up to now. Therefore the issues that
arise in density estimation do so because no such division is included in Equation
6.11.
Vasconcelos et al. (2015) show how standard Marchenko has limitations in
complex models, especially in areas with large parameter contrasts such as beneath
salt. They formulate alternative initial focusing functions based on reference
models such as conventional migration models, and normalize the initial focusing
functions using impedance from the reference models. Using this method they
achieve better estimates of subsurface wavefields, retrieving more internal multiple
reflections and a better first arrival amplitude. However, their method relies on
prior knowledge about exactly the amplitudes that are used to estimate density in
our inversion scheme. More recently, van der Neut et al. (2018) solve a non-linear
minimization problem to scale the amplitudes of a standard Marchenko direct
arrival in 1D. Those authors comment that an extension to 2D and 3D would
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likely involve an angle-dependent correction and should be the subject of further
research. Suffice to say that scaling Marchenko results correctly in the real Earth
remains an unsolved problem. The conclusion of this work is that in cases where
we want to estimate wavefields that have the correct relative scaling with depth
and offset, the true transmission responses need to be taken into account when
calculating the direct arrival, or the scaling should be calculated and applied after
the Marchenko scheme but before the convolution.
To understand why the recovery of amplitudes is so important for the con-
volution method let’s take two wavefields Ĝ(x, x1, t) and Ĝ(x, x2, t) that are
Marchenko-derived wavefields calculated using an estimate of the direct arrival
with a smooth velocity model. If we define depth-dependent scaling factors α(x)
and β(x) for wavefields Ĝ(x, x1, t) and Ĝ(x, x2, t) respectively, that represent the
amplitude error due to the transmission response at each depth down the vertical













Thus it can be seen that if there exist unknown amplitude errors α(x) and
β(x) and the convolutional method to estimate density is applied, we are effec-
tively inverting for α(x)β(x)
ρ(x) . The dependency of α and β with depth causes the
summation over the vertical boundary to give amplitude differences between the
Marchenko calculated trace and the true reflectivity, resulting in errors in density
estimates. The problem can be simplified by assuming that there is no strong
lateral heterogeneity in the model. Taking equal source offsets either side of the
borehole it can then be assumed that α(x) = β(x) by Equation 6.14 and the
problem is reduced to two unknowns α2(x) and ρ(x): by taking multiple traces
with different offsets, a system of nonlinear equations can be set up and solved for
α2(x) and ρ(x). There would still be one fewer equations than unknowns because
α(x) would change with every new offset pair, so that the direct trade-off between
α(x) and ρ(x) would mean that the solution remains non-unique.
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Standard Marchenko

















































































































Figure 6.11 Images comparing normalized amplitudes of the first arrival of Marchenko-
estimated Green’s functions with that of the true Green’s function between surface
sources and the subsurface receivers shown in Figure 6.3a. a) Amplitude of true Green’s
function. b) Amplitude of Green’s function estimated by normalized Marchenko. c)
Amplitude of Green’s function estimated by standard Marchenko. Each image shows
maximum amplitude of a trace for sources with offset from the vertical column of virtual
receivers on the horizontal axis, and receiver depth in the subsurface shown on the
vertical axis.
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In the numerical example above using virtual receivers, up- and down-going
Marchenko Green’s functions and the distance between the source and virtual
receiver are used to calculate the variation of amplitude with offset using equations
6.14 and 6.15. Figure 6.11 compares the amplitudes of the Green’s functions
from standard and normalized Marchenko with the true Green’s function for the
model used in the numerical examples. When using standard Marchenko (Figure
6.11c) the resulting Green’s function estimates do not represent the true Green’s
function amplitudes shown in Figure 6.11a. This explains the poor inversion result
of Figure 6.9. However, the amplitudes of the normalized Marchenko Green’s
functions (Figure 6.11b) are much more realistic at near offsets but due to the
constant velocity assumption of Equation 6.14 are still not accurate at far offsets.
This is because the amplitude depends on the velocity as well as the transmission
response and spherical divergence. Therefore, when selecting the near offsets
for the convolution, the corresponding inversion result shown in Figure 6.10 is
much improved but is still only able to give a smoothed density model. This can
nevertheless be useful as an initial background model. Note that if the density and
velocity of the top layer of the area of interest is known, a layer stripping method
can be used to determine both the density and velocity of the medium. Using
the background velocity model and the reflectivity calculated from Equation 6.15
the density and velocity can be calculated directly at each interface, as shown
in Appendix F (Equation F.3). As with all layer stripping methods, the results
will deteriorate with depth and this error would be compounded if the velocity or
density varied within a layer.
In an exploration setting it may be possible to estimate the direct wavefield
using a background velocity model and use a borehole to calibrate the amplitudes
of the Marchenko Green’s functions, then extrapolate these estimates laterally
across the area of interest, for example using an image-guided approach (Hale,
2009). An alternative approach would be to invert the seismic data jointly with
gravity data (which is directly sensitive to ρ(x)) to reduce uncertainties. However,
as discussed in Blom et al. (2017), joint inversion of gravity and seismic data
might not necessarily improve results without strong additional constraints due
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to the inherent non-uniqueness and poor depth resolution in gravity inversions for
density structure. This remains to be explored.
In summary, the method proposed has the potential to estimate density
around a borehole, but is more complicated where no physical borehole exists.
The complications arise directly from amplitude errors in the Marchenko method,
which in turn originate from the fact that Marchenko methods depend on the
amplitudes of the direct wave from the surface to every subsurface receiver. This
chapter suggests a method to calculate the amplitudes, or infer density by layer
stripping. However, improvements in this method are dependent on an area of
current and future research: how to correctly normalize Marchenko estimates of
Green’s functions in the real Earth.
6.6 Conclusion
This chapter presented a new method to calculate density in the subsurface based
on convolutional interferometry. The method was demonstrated on synthetic
borehole acoustic data. We also show results when using virtual receivers in the
subsurface, but practical limitations of the Marchenko method cause amplitude
errors in Green’s function estimation such that the amplitudes need to be calculated
separately, or at least one borehole must still be present in the area of interest.
The inversion is then also shown to be less accurate at depth compared with the
case of using measured borehole data. Despite a constant velocity assumption
to calculating the amplitudes the inversion is still possible but will only yield a
background density model. However Marchenko methods represent an area of
active research and future advances that better constrain the amplitudes of the




In this thesis I present novel techniques to recover subsurface density and velocity
models from seismic data. The theory and techniques involved in probabilistic
neural network inversion are introduced in Chapter 2, and Chapters 3, 4 and 5
demonstrate the application of this approach for 3 different scenarios. Chapter
3 uses neural networks to invert surface wave dispersion curves for shear-wave
velocity profiles, I include uncertainty estimates of the dispersion curves in the
network input to give more reliable mean velocity estimates and apply the networks
to field data to produce shear-wave velocity maps at several depth levels. Chapter
4 demonstrates how neural networks can be used together with seismic gradiometry
and wavefield inversion methods to produce depth-shear velocity maps for a near
surface example. The full inversion process from field data to depth-velocity
structure is computationally cheap, opening up the possibility of near-real time
monitoring using dense arrays. Chapter 5 presents probabilistic neural network
inversion of travel time data for 2D velocity maps and shows that informative
and correct prior information is important in order to obtain mean and standard
deviation estimates in high dimensional problems. Finally Chapter 6 moves away
from neural networks to discuss a method to estimate subsurface density using
seismic data without a direct trade-off with velocity, using a formulation of seismic
interferometry that contains a linear dependency on density alone. I now discuss
limitation and implications of this research for the fields of neural networks and




In Chapter 5 I discussed the issue of training neural networks for high dimensional
model parameter spaces. Since all sampling must be done prior to training, a
large number of model-data pairs are needed in training sets to sample the high
dimensional spaces adequately. For example, if we assume that any dimension
in the model parameter space can be adequately described by only two samples,
for an n-dimensional problem a training set would need 2n samples to represent
the space. The training would also be more computationally expensive as larger
training sets might require larger network structures. Increasing the number of
dimensions therefore rapidly renders the problem impractical. Chapter 5 showed
that including more prior information in the models created for the training set
improves the inversion results by restricting the training set and inversion results
to a lower dimensional manifold and that including correct prior information is
important for meaningful inversion results.
If there is a limited amount of geological or geophysical information about the
subsurface then including this information in the training set might be insufficient
to reduce a large dimensional problem to a lower dimensional manifold. In certain
cases the number of dimensions in the problem could be in the order of 103 or 104
parameters so that alternative solutions must be found to reduce dimensionality.
Autoencoder networks are neural networks that learn to copy the input to the
output via an internal layer that describes a lower-dimensional representation
of the input parameter space (Hinton and Salakhutdinov, 2006). The section
of the network used to convert the input to the representation is called the
‘encoder’ and the section of the network used to convert the representation back
to the original input is called the ‘decoder’ (Figure 7.1 Step 1). In the context
of Geophysics, Valentine and Trampert (2012) discuss the use of auto-encoders
for input parameter space dimensionality reduction. They reduce a waveform of
512-data points to a 32-element encoding that describes the original waveform,
thus significantly reducing the dimensionality of the data. They suggest useful
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applications could be to reduce the input space d thus requiring smaller network
structures and therefore fewer network weights to optimise during training.
This does not solve our tomography problem directly as we would still need to
estimate a large number of velocities to describe the Earth structure. However, it
could be possible to train an auto-encoder network to reduce the dimensions of the
input and output parameter spaces d and m to a lower dimension representation
Lm and Ld respectively (Figure 7.1 Step 1). Then neural networks can be used
to learn a mapping between the lower dimensional parameter spaces Ld and Lm.
Depending on the size of the input parameter space d this may not need to be
reduced to a lower dimensional space Ld and can be used in its original form as
an input to the network.
However, we would like not only an image but also the related uncertainties
or, ideally, the full posterior probability density function. For this I propose an
adjustment to the above scheme that can incorporate an MDN so the uncertainties
of the final solution can be quantified, this is outlined in Figure 7.1. In Step 1
auto-encoders are trained to give representations Ld and Lm of the original input
d and output data m respectively. An MDN is then used to learn the mapping
between the lower dimensional spaces using the training set TL = {Ld, Lm} (Step
2) and then the outputs of the MDN are used to describe the joint distribution
between the lower dimensional output parameters. Finally in Step 3, samples can
be drawn from this joint distribution and used as an input to the decoder network
to produce an ensemble of models that describe the possible velocity structures
which can then be interrogated.
The quality of the velocity model produced from an auto-encoder network
depends on how well the network is trained. Auto-encoders are not the only
solution and the above method is just one example of how the problem could
be solved. Future work in this area should try to understand the optimal way
to parameterise velocity structures to reduce the problem from a grid structure
to a lower dimensional mapping. This would also have wider applications for
























Figure 7.1 Illustration of proposed method for MDNs dimensionality reduction. In
Step 1 auto-encoders are trained for the input and output parameter spaces d and m
respectively, lower dimensional encoding representations Ld and Lm are created as well
as a network that decodes these to the respective network input d̂ and m̂. In Step
2 an MDN is trained using the lower dimensional mappings Ld and Lm to provide
the parameters α, µ and σ – the weights, means and standard deviations to provide
a multidimensional Gaussian Mixture Model that describe the posterior space of Lm.
Step 3 samples from this mixture model to give a suite of examples for Lm which are
then put into the decoder network to give an ensemble of examples that describe m̂.
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7.1.2 Posterior Density Function Estimation
Methods that estimate full posterior pdfs such as Monte Carlo methods, are not
often used in imaging problems due to the large computational cost. In Chapter
3 I show that for problems with many independent inversions, such as data from
an oil field, neural networks can be more computationally efficient than Monte
Carlo methods. The results in this thesis are generally comparable in quality to
that of Monte Carlo methods for low-dimensional problems (for example Figure
3.15) however they are not a full replacement. Improvements to the density
estimation that neural networks can provide for high dimensional spaces is a real
opportunity to retrieve full posterior probabilities from non-linear inversion in
near-real time. This is especially useful in industry applications with large data
sets where methods are often linearized as a trade-off between speed and accuracy
of result.
The easiest way to improve the method is to extend MDN’s to invert for the
full covariance matrix Σ as in Williams (1996) instead of the diagonal covariance
matrix in Equation 2.9 so that the Gaussian density function estimated is
Θi(m | d) = (2π)−c/2|Σ(d)|−1/2 exp
{
−12(mi − µi(d))
T Σ(d)−1(mi − µi(d))
}
(7.1)
where c is the dimensionality of m. In this work Williams (1996) used one Gaussian
kernel with the full covariance matrix in Equation 7.1 but this could be extended
to more than one kernel. However, representing the full covariance matrix requires
more parameters, increasing the number of network outputs from (2c + 1) × M to
c(c+5)
2 × M . For high dimensional problems this method becomes impractical as
the number of network outputs increase.
However in computer science there is ongoing research into alternative methods
for direct density estimation. The neural autoregressive distribution estimator
(NADE) is an approach to model the distribution of high-dimensional vectors based
on a type of network called a restricted Boltzmann machine (RBM) (Larochelle
and Murray, 2011). This was extended by Uria et al. (2013) to give a joint
density estimation of real-valued vectors. It decomposes the joint distribution
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into a product of one-dimensional conditional distributions which are individually
modelled using MDNs with shared internal parameters between each network.
The autoregressive approach has been used in speech synthesis (van den Oord
et al., 2016a) and to create tractable densities for image generation (van den Oord
et al., 2016b) but has not been applied in the Geosciences. Using these machine
learning algorithms could provide a viable way to produce joint posterior density
functions for higher dimensional geophysical problems.
7.1.3 Neural Network Size
The neural network examples in this thesis involved problems with relatively small
input and output dimensions along with forward problems that are relatively fast
to compute. The largest data set used in Chapter 5 took less than 16 hours to
create. The smaller sized networks in Chapters 3 and 4 were trained using CPUs
on a compute cluster and the networks in Chapter 5 used GPUs in the same
compute cluster. With the increase in compute power now readily available it
would be possible to generalise the problems seen in Chapters 3 and 4 for data
without fixed depth intervals, similar to the transdimensional inversions seen in
Monte Carlo sampling (Bodin and Sambridge, 2009; Galetti et al., 2017). However,
this would involve larger training sets as the network would need to invert for
velocity and depth, thus increasing the prior model space. A training set in the
order of 10-100 millions models would not be unreasonable, considering that the
training set of 1 million models used in Chapter 3 required only 122Mb to store.
However, care would need to be taken that this training set is representative of
the prior. In this case my approach of generating random models within a specific
distribution for each layer with relatively little correlation between velocities in
each layer would not be optimal. A more sophisticated method of sampling from
the prior model space would be needed to create a suitable training set efficiently.
A problem with increasing the training set size by increasing the size of the
input and output parameters is that the size of the network (the number of nodes,
weights and biases) would need to increase to be able to represent the relations
between the two parameter spaces. This would increase the training time and
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the memory needed both during the training and to store the trained networks
post-training. The inversion of dispersion curves in this thesis used a relatively
small amount of memory for training and model size and the models were trained
on CPUs. For these examples it would be possible to increase the training set and
model size and still give a reasonable training time by training these models on
GPUs. However, the travel-time tomography example was trained on GPUs and
used a larger amount of memory and more complex network structures. In this
case, to increase data or model dimensionality, a method such as dimensionality
reduction as discussed in Section 7.1.1 would need to be employed to keep these
networks at a manageable size.
7.1.4 Neural Network Limitations
One of the most common problems levelled at machine learning techniques are
that neural networks are a ‘black-box’: it is difficult to interpret the trained
networks to understand their outputs. For many people this lack of ability to
interpret the results leads to a mistrust of machine learning algorithms, especially
neural networks. Just as a doctor would want to know why a machine learning
algorithm has decided a patient has cancer, a geoscientist will want to know why
the network has assigned that specific subsurface property. For neural networks
to be used widely in industrial applications they either need to be interpretable
so that users can understand the outputs of the network, or based more on the
physics of the problem rather than a large amount of data so that users trust the
network is giving them the correct answer. Neural networks with a probabilistic
output, as presented in this work, are able to provide a low level interpretation of
the results. A mean result may look correct, but if the uncertainty is large this
shows the data provided for network training does not constrain the result; such
an insight is unavailable from a standard neural network. However, this does not
explain why the network produced that result and assigned that uncertainty in
the first place.
Much research is on-going into explainable artificial intelligence (often called
XAI). A method that has been designed for explanation is called Layer-wise
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Relevance Propagation (LRP) (Montavon et al., 2017). This method identifies
significant pixels in an image that contribute to a classification by performing
a backward pass through the network. It has been used to show what features
of an image networks are using to classify the image, and to highlight where
networks are using unintended features (e.g., identifying images as horses because
all horse images have the same watermark - (Lapuschkin et al., 2016)), as well
as to understand speech signal classifications (Becker et al., 2018) and even for
insights into quantum-chemical systems (Schütt et al., 2017). The question is,
could this be extended to the regression-type problems seen in this thesis, to
confirm whether the neural networks represent the true physics of a problem? For
example, in the applications in Chapters 3 and 4, the networks invert dispersion
curves for a velocity-depth structure. It is known that lower frequencies penetrate
to greater depth in the Earth than higher frequencies (Aki and Richards, 2002)
so we would expect that lower frequencies would have more importance for the
results of the deeper depth layers than higher frequencies. If we could use LRP
to confirm whether the trained networks have picked up this physics from the
training set then we could have even more confidence in the results of the network.
Alternatively, one could embed physics into the neural network during training.
This hybrid approach combines current physics driven models with machine
learning and is called physics-guided neural networks. Two approaches are used:
the first is to include physics in the training data set so that observed data values
used to train the network are augmented with data derived from known physics-
based models. All the networks in the thesis were trained on synthetic data
derived from the physical equation we know govern Earth’s subsurface properties,
so it could be argued that these are physics-guided neural networks. However,
a second approach is to use a physics-based loss function during training that
punishes physically poor predictions. This will result in more reliable predictions
as physically impossible results will be excluded.
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7.1.5 Future of the field
With the ever increasing popularity of machine learning, evidenced by the large
increase in abstract submissions at almost every Geoscience related conference,
careful thought must be given to how best to leverage this interest in order to best
use the technology to enhance or improve on current state of the art methods. The
key to efficiently using machine learning techniques is to identify the applications
where current methods are lacking such as simple tasks that could be automated,
operations that are computationally expensive to perform, or areas where complex
hidden patterns in the data could enhance our knowledge of the subsurface. It is
clear from the applications in this thesis that one advantage of neural networks
is for repeated inversions using the same trained network, rather than one time
inversions. In our examples we propose that they can be used for monitoring of a
field area where the networks were applied, however the networks were trained
in a way that they were specific to a set of geological conditions that described
the field area. By including physics and creating a training set of synthetic data
the networks could be applied to different sets of geophysical data with similar
geological properties. For example the networks from Chapter 3 could be applied
to different North Sea reservoirs where the expected geology lies within the prior
of the training data set. Thus operations that were computationally expensive
such as nonlinear tomographic inversions could be applied very quickly.
To advance progress with machine learning in Geosciences one way would be to
create benchmark data sets. These are standard data sets with which researchers
can train and test their algorithms, evaluate the performance and check how well
they perform compared to previous research. Often labelled data for supervised
learning is hard to obtain or time-consuming to label, and advances in machine
learning in general can partly be attributed to the availability of data sets on
which new methods can be tested. For computer science there are multiple such
data sets, the most famous being the MNIST handwritten digit data set (LeCun
et al., 1998). There are many more data sets for a range of different tasks including
facial or image recognition (Phillips et al., 1998; Deng et al., 2009), text data
(Harper and Konstan, 2016) and speech data (Versteegh et al., 2015). One main
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advantage of applying machine learning algorithms to a benchmark data set is
model performance comparison: it is very difficult to compare the performance
of different networks when each is applied to a different data set. By creating
benchmark data sets Geoscientists would be able to easily compare which networks
perform the best and adopt them in their own work. For industry related problems
there are already synthetic data sets that people can use for benchmarking, such
as the Marmousi model (Martin et al., 2002) for imaging problems for example,
and Equinor’s public data release of many different geophysical data from the
Volve field (Equinor, 2018) is a major step forward. However, these are not data
sets specifically made for machine learning algorithms and a large amount of time
must be spent cleaning and organising the data before a project starts. Work on
creating easily accessible, well-structured data sets in Earth Science would help
advance progress in this field.
7.2 Marchenko
In Chapter 6 I outlined two methods for estimating density in the subsurface: a
first method where direct recordings of the wavefield are available in the subsurface
and a second method when no direct recordings are available and Marchenko
redatuming provides these wavefields. With the second method the main issue
encountered is that the amplitudes of the wavefields calculated with Marchenko
are incorrect. In that chapter I suggest a method to calculate the amplitudes
that works reasonably well, however Marchenko related research is an active field.
Dukalski et al. (2019) proposed a scheme they termed ‘augmented Marchenko’
that combines energy conservation and minimum phase constraints to account
for the lack of full bandwidth surface reflection data. Using the same method
as augmented Marchenko Mildner et al. (2019) determine the angle dependent
transmission losses to correct the direct arrival used to initiate the Marchenko
scheme. The method proposed currently works only in laterally invariant media
but as the authors state, retrieving Marchenko Green’s functions with reliable
amplitudes opens up the method to be used for target-orientated FWI with virtual
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sources. It could also be used to provide Marchenko Green’s functions with
accurate amplitudes to improve the method to retrieve density in the subsurface.
It can be argued that a different method could be used to estimate subsurface
density. Since the method proposed in Chapter 6 involves three closely spaced
boundaries of receivers, the pressure data could be used to calculate the second
order spatial derivatives and thus the gradiometry and wave equation inversion
methods described in Section 4.2.1 could be used to estimate the local velocity.
Using the reflectivity data the acoustic impedance can be calculated, then combin-
ing the estimated local velocity and the acoustic impedance the density can also
be calculated at each receiver location. This method could be computationally
cheaper as the convolution step in the inversion (Equation 6.16) is no longer
needed. However, this method relies on the direct trade-off with an estimated
velocity and impedance value. Any errors in these values will affect the final
density result. In contrast the method presented in this thesis attempts to exploit
a formulation of seismic interferometry that exhibits a dependency on density
alone. Future research would benefit from a comparison of the two methods and
determine the sensitivity of each method to velocity errors.
7.2.1 Application to surface waves
The application of density recovery in this thesis focussed on an exploration
setting using body waves to estimate density in the subsurface. The main issue
with the method when recorded wavefields from receivers within the subsurface
are not available is the possibility of recovering these with accurate amplitudes.
An alternative application would be to use surface waves with a dense array of
receivers on the surface such as the acquisition geometry in Chapter 4. The
advantage of this method would be that recordings are available at receivers on
the surface. The geometry of the receivers is shown in Figure 7.2. The wavefields
needed for the method can be attained through the cross-correlation of ambient
noise recordings to give N(x1, x2, t) = G(x1, x2, t) ⊗ sn(t) where N(x1, x2, t) is
the cross-correlated noise recording between receivers x1 and x2, G(x1, x2, t) is
the Green’s function between x1 and x2, and sn(t) is the noise source term. The
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convolutional interferometry expression for estimating density from a surface array,
equivalent to Equation 6.11, becomes
d





ρ(x) [N(x, x2, t) ⊗ ∂iN(x, x1, t) − ∂iN(x, x2, t)(x, x1, t)] ni∂D,
(7.2)
Assuming the source signature can be estimated, the left-hand side of Equation
7.2 can be calculated, and as long as the distance between receivers ∆x is smaller
than the minimum wavelength of the recordings so that derivatives ∂iN(t) can be
calculated, then the same inversion scheme as outlined in Equations 6.16 can be
used to estimate density. Any work on this method should test the reliability of
the amplitudes recovered in N(t), the estimation of the source signature, and the
effect of spacing between receivers for the calculation of derivatives.






Figure 7.2 Schematic geometry for convolutional interferometry using surface waves to
estimate density. The receiver array is laid out on the surface of the Earth. The boundary
∂D is represented by the black dashed line and virtual sources on the boundary are the
central line of white stars. The neighbouring lines of grey stars are the virtual source
locations used to calculate dipoles or derivative wavefields, and ∆x is the horizontal
distance between source lines. Receivers are represented by black triangles and black
arrows represent example ray paths of acoustic wavefields. The grey stars represent the




Velocity and density estimates are essential in seismic imaging to produce accu-
rate structural images of the subsurface. With the increase in compute power,
machine learning techniques have become viable options for geophysical inversion
techniques allowing rapid non-linear inversions using neural networks. The thesis
explored this in detail using a modified standard form of neural network that
produces a probability density function output so that uncertainties can be in-
cluded in parameter estimates. This thesis also exploited the advent of Marchenko
redatuming to produce wavefields that have been recorded in the subsurface to
invert these wavefields for subsurface density estimates.
Mixture density networks were used to invert fundamental mode Rayleigh wave
dispersion curves, calculated from Eikonal tomography, for subsurface shear-wave
velocity structure beneath the Grane field in the North Sea. The neural network
estimates were shown to be comparable to transdimensional Markov chain Monte
Carlo results in 1D, 2D and 3D. It was shown that using including uncertainty
estimates on the input data as a direct input to the mixture density networks
provides more reliable estimates on noisy synthetic data.
This method was also demonstrated on near-surface field data. However the
dispersion curves were estimated from wave equation inversion using a dense
array of receivers instead of from Eikonal tomography . The wave equation
inversion method did not provide uncertainty estimates on the dispersion curves,
however the method was rapid and phase velocity dispersion curves were estimated
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using short ambient noise recordings. The mixture density networks inverted
the dispersion curves for subsurface shear wave velocity-depth models and these
provided similar probability density functions to Monte Carlo sampling estimates.
Wave equation inversion coupled with mixture density networks produced a full
inversion process from field data to 3D depth-velocity structure which is fast, thus
producing a technique for near-real time monitoring of the subsurface.
When dense arrays are not available wave equation inversion cannot be used to
produce phase velocity estimates. Therefore if rapid velocity estimation is required
travel-times should be inverted directly. This can be performed using mixture
density networks for a fully non-linear travel time tomography inversion. Prior
information in the training set is important for reliable velocity and uncertainty
estimates: using more prior information can reduce the dimensionality of the
problem so that the network can produce more accurate velocity results. However,
if the prior information is false then the uncertainty estimates are incorrect. When
the prior information is correct the mixture density networks exhibit uncertainty
loops in the standard deviation maps, indicating that the networks appear to be
able to emulate the correct physics of the tomography problem when the prior
information was incorrect these loops disappear.
When inverting for density models a trade-off with velocity usually deteriorates
the results. By exploiting the linear dependency on density in the convolutional
interferometry equation it is possible to invert for density without a dependence on
velocity. The method was demonstrated on synthetic data assuming receivers were
available in the subsurface to measure the wavefields. Since this is not practical
in field data situations the technique was also demonstrated using wavefields
calculated using the Marchenko method with virtual receivers in the subsurface .
The amplitude inaccuracies in the Marchenko wavefields rendered the inversion
less stable than using measured wavefields, yet can still recover a background
density model.
The results presented in this thesis show that using novel techniques such as
machine learning can help to provide rapid estimation of material parameters
used for subsurface imaging and estimates of the uncertainty of these parameters.
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Also by incorporating more established techniques such as seismic interferometry
with novel imaging methods such as Marchenko redatuming, new methods can
be created to retrieve important material parameters that have been difficult to
estimate previously. Both techniques are relatively in their infancy and I foresee
that future research in all areas will extend the results presented here to become




Network configuration used in
Tomography at Grane
The terminology used here is standard for neural networks and is defined succiently
in Bishop (1995). The networks using Gaussian noise to simulate uncertainty
in the data were trained using 3 fully connected layers (FC), where each node
receives an input from every node in the previous layer. Between each node of
the FC layers a rectified linear unit (ReLU) is used. The individual layer sizes
and the total number of parameters to be trained in each network is outlined in
Table A.1.
FC 1 FC 2 FC 3 Total parameters
200 300 200 133,145
400 200 350 173,545
400 1000 150 565,145
200 1000 350 570,745
400 500 350 398,845
400 1000 200 617,445
300 300 150 147,645
400 1000 350 774,345
Table A.1 Network configurations of the networks for which Gaussian noise of fixed
standard deviation was added to the training set. Each network structure is trained 5
times with different random initialisations of starting parameter values.
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Dispersion Uncertainty Total
FC 1 FC 2 FC 3 parameters
1295 240 500 573,045
1100 900 550 1,427,795
960 860 400 1,210,635
1000 220 1000 605,915
950 1000 140 1,300,315
1100 800 450 1,265,895
930 960 100 1,221,995
1200 200 600 517,295
Table A.2 Network configurations of the networks that included uncertainty vectors
in the training set. Each network structure is trained 5 times with different random
initialisations of starting parameter values.
The networks that included uncertainties as inputs were trained using 2 fully
connected layers connected to the dispersion curve data and one fully connected
layer connected to the uncertainty data, before concatenating the layers together
and applying a further two hidden layers of size 250 and 150 respectively (Figure
3.4). In between each node of the fully connected layers a rectified linear unit
(ReLU) is used. The individual layer sizes and the total number of parameters to
be trained in each network is outlined in Table A.2.
Appendix B
Network configuration used in
near-surface ambient noise inversion
The networks were trained using 3 fully connected layers (FC), where each node
receives an input from every node in the previous layer. Between each node of
the FC layers a rectified linear unit (ReLU) is used. The individual layer sizes
and the total number of parameters to be trained in each network is outlined in
Table B.1. For the final results the network with the lowest cost value of the test
set is selected.
FC 1 FC 2 FC 3 Total parameters
100 50 100 11,559
10 100 100 12,159
100 100 100 21,609
100 100 50 16,109
50 100 100 16,359
100 10 50 2,519
Table B.1 Network configurations of the networks with 3 fully connected (FC) layers.




Network configuration used in 2D Travel
Time Tomography
The networks trained on individual cells used 4 fully connected layers (FC), where
each node receives an input from every node in the previous layer. In between
each node of the fully connected (FC) layers a rectified linear unit (ReLU) is used.
The individual layer sizes and the total number of parameters to be trained in
each network is outlined in Table C.1.
Size of model FC 1 FC 2 FC 3 FC 4 Total No. of Parameters
270 1000 380 600 1,544,765
100 500 450 550 1,622,685
800 325 100 300 1,165,660
8 x 8 200 400 200 50 334,335
300 250 200 50 331,685
900 700 70 550 2,077,505
200 250 200 50 274,185
300 400 200 50 406,835
375 500 300 600 5,265,470
16 x 16 300 250 200 50 625,445
200 400 200 50 628,095
800 1000 500 550 6,076,995
Table C.1 Network configurations of the networks with 4 fully connected (FC) layers.
Each row in the table represent a separate networks trained. Eight networks were
trained for the 8 x 8 models and four networks for the 16 x 16 models.
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Networks trained on the whole model (all cells at once) used a convolutional
network with 3 convolutional layers (Conv) and 4 fully connected layers. The sizes
of each layer and the total number of parameters to be trained in each networks


















































































































































































































































































Structural Similarity Index Measure
(SSIM)
We use the form of the SSIM metric described in Wang et al. (2004). Let x and
y be a window of NxN size. We calculate the luminance l(x, y), contrast c(x, y)
and structure s(x, y) defined as:
l(x, y) = 2µxµy + C1
µ2x + µ2y + C1
(D.1)
c(x, y) = 2σxσy + C2
σ2x + σ2y + C2
(D.2)
s(x, y) = σxy + C3
σxσy + C3
(D.3)
where µ and σ are the mean and variance of the windows x or y and σxy is the
covariance of x and y. To avoid instability in the division, constants C1, C2 and
C3 are defined as C1 = (k1L)2 and C2 = (k2L)2 where L is the dynamic range
of the cell values while k1 = 0.01 and k2 = 0.03, and C3 = C2/2. The three
components are combined to give the full SSIM:
SSIM(x, y) = [l(x, y)α · c(x, y)β · s(x, y)γ] (D.4)
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where α, β and γ are weighting parameters. Setting α = β = γ = 1 we can
simplify the expression to:
SSIM(x, y) = (2µxµy + C1)(2σxy + C2)(µ2x + µ2y + C1)(σ2x + σ2y + C2)
(D.5)
We perform the calculation over sliding windows and take the mean of the resulting
SSIM(x, y) values. For the 8 x 8 models we use 3x3 windows and the 16 x 16
models use 7x7 windows, so that the windows cover a similar spatial area.
Appendix E







Figure E.1 Schematic diagram for calculating horizontal pressure gradient in a well.
The source is represented by a black star, the receivers by black triangles, black arrow
represents an example ray path of an acoustic wavefield, and r is the distance traveled
in the k̂ direction, where k is the wavenumber.
To apply the convolutional interferometry equation of Equation 6.11 the
horizontal pressure gradient ∂xG(x, x1, ω) across a borehole must be known. In
practice this cannot be measured directly but can be estimated using the pressure
measurement by the receiver in the borehole at depth z and time t using plane-
wave approximation, a method to determine attributes of propagating seismic
waves using the spatial derivatives of the wavefields. For our work we assume
that there will be no out of plane reflections and therefore ∂yG(x, x1, ω) = 0
at the borehole. We assume that between discontinuities a propagating wave
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displacement, P (t, x, z), takes the Cartesian form
P (t, x, z) = R(x, y)f(t − ux(x − x0) − uz(z − z0)), (E.1)
where f(t, x, z) is the phase variation of the wave in time and location, R(x, y) is
the geometrical spreading, ux and uz are the horizontal and vertical slownesses
respectively and x0 and z0 and receiver locations, Figure E.1. Differentiating
Equation E.1 gives (Langston, 2007c)
∂P (t, x, z)
∂x
= Ax(x)P (t, x, y) + Bx(x)















Assuming a plane wave propagating with azimuth θ (Figure E.1), the horizontal
slowness ux(x) can be written as ur(r) sin θ, where ur(r) is the slowness locally
at the receiver location in the borehole. Since we are measuring the horizontal
derivative at the borehole, x = x0 and the second term in Equation E.4 can be
ignored. Here R(x, y) = 1 and therefore Ax(x) = 0. Inserting these into Equation
E.2 gives a relationship for the horizontal pressure gradient across a borehole
dependent on the slowness, wavefield azimuth and time derivative of the pressure
wavefield
∂P (t, x, z)
∂x
= −ur(r) sin θ

















Figure F.1 Schematic diagram of the path of a wavefield at an interface. The angles
θi and θt represent the incident and transmission angles, ρ is the density of the layer, v
is the velocity and r is the reflectivity coefficient at the interface.
The Marchenko scheme uses a smooth velocity model, v0 to estimate the direct
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where v1 and v2 are the velocities above and below the interface respectively
(Figure F.1). The reflectivity coefficient r is defined as
r = ρ2v2 − ρ1v1
ρ2v2 + ρ1v1
, (F.2)
where ρ1 and ρ2 are the densities above and below the interface respectively. The
reflectivity at each layer interface can be calculated from the up and down going
Marchenko Green’s functions, Equation 6.15, and if we assume the top layer
velocity v1 and density ρ1 are known then, by a layer stripping method, we can
use Equations F.1 and F.2 to determine the velocity and density of deeper layers
with the following iterative scheme:
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