INTRODUCTION: Cells respond to their environment, make decisions, build structures, and coordinate tasks. Underlying these processes are computational operations performed by networks of regulatory proteins that integrate signals and control the timing of gene expression. Harnessing this capability is critical for biotechnology projects that require decision-making, control, sensing, or spatial organization. It has been shown that cells can be programmed using synthetic genetic circuits composed of regulators organized to generate a desired operation. However, the construction of even simple circuits is time-intensive and unreliable.
INTRODUCTION: Cells respond to their environment, make decisions, build structures, and coordinate tasks. Underlying these processes are computational operations performed by networks of regulatory proteins that integrate signals and control the timing of gene expression. Harnessing this capability is critical for biotechnology projects that require decision-making, control, sensing, or spatial organization. It has been shown that cells can be programmed using synthetic genetic circuits composed of regulators organized to generate a desired operation. However, the construction of even simple circuits is time-intensive and unreliable.
RATIONALE: Electronic design automation (EDA) was developed to aid engineers in the design of semiconductor-based electronics. In an effort to accelerate genetic circuit design, we applied principles from EDA to enable increased circuit complexity and to simplify the incorporation of synthetic gene regulation into genetic engineering projects. We used the hardware description language Verilog to enable a user to describe a circuit function. The user also specifies the sensors, actuators, and "user constraints file" (UCF), which defines the organism, gate technology, and valid operating conditions. Cello (www.cellocad.org) uses this information to automatically design a DNA sequence encoding the desired circuit. This is done via a set of algorithms that parse the Verilog text, create the circuit diagram, assign gates, balance constraints to build the DNA, and simulate performance.
RESULTS: Cello designs circuits by drawing upon a library of Boolean logic gates. Here, the gate technology consists of NOT/NOR logic based on repressors. Gate connection is simplified by defining the input and output signals as RNA polymerase (RNAP) fluxes. We found that the gates need to be insulated from their genetic context to function reliably in the context of different circuits. Each gate is isolated using strong terminators to block RNAP leakage, and input interchangeability is improved using ribozymes and promoter spacers. These parts are varied for each gate to avoid breakage due to recombination. Measuring the load of each gate and incorporating this into the optimization algorithms further reduces evolutionary pressure.
Cello was applied to the design of 60 circuits for Escherichia coli, where the circuit function was specified using Verilog code and transformed to a DNA sequence. The DNA sequences were built as specified with no additional tuning, requiring 880,000 base pairs of DNA assembly. Of these, 45 circuits performed correctly in every output state (up to 10 regulators and 55 parts). Across all circuits, 92% of the 412 output states functioned as predicted.
CONCLUSION: Our work constitutes a hardware description language for programming living cells. This required the co-development of design algorithms with gates that are sufficiently simple and robust to be connected by automated algorithms. We demonstrate that engineering principles can be applied to identify and suppress errors that complicate the compositions of larger systems. This approach leads to highly repetitive and modular genetics, in stark contrast to the encoding of natural regulatory networks. The use of a hardwareindependent language and the creation of additional UCFs will allow a single design to be transformed into DNA for different organisms, genetic endpoints, operating conditions, and gate technologies.
lectronic design automation (EDA) software tools aid engineers in the design and analysis of semiconductor-based electronics. Prior to EDA, integrated circuit design was a manual process performed by hand. This was accelerated by the development of hardware description languages (e.g., Verilog) that enabled a user to design an electronic system through textual commands that are transformed into a circuit patterned on silicon. We applied this approach to genetic circuits, so that a Verilog design is transformed into a linear DNA sequence that can be constructed and run in living cells. The design environment, referred to as Cello (an abbreviation of Cellular Logic), implements algorithms that derive the detailed physical design from the textual specification (Fig. 1) . Cello requires genetic logic gates that are sufficiently modular and reliable such that their interconnection can be automated.
Moving computing into cells enables programmable control over biological functions (1) (2) (3) (4) (5) . This is crucial for fully realizing the potential of engineering biology, where applications require that different sets of genes be active under different conditions (6) (7) (8) (9) . Cells are naturally able to respond to their environment, make decisions, construct intricate structures, and coordinate to distribute tasks. These functions are controlled by a regulatory network of interacting proteins, RNA, and DNA. Patterns of such interactions generate computational operations analogous to those used in electronic circuits (10) (11) (12) (13) (14) , and regulators can be combined to build synthetic genetic circuits (15) (16) (17) (18) . This approach has led to digital logic gates (19) (20) (21) (22) (23) (24) , memory devices (25) (26) (27) (28) (29) , analog computation (30) , and dynamic circuits (e.g., timers and oscillators) (15, 16, (31) (32) (33) . These have begun to be integrated into biotechnological applications (34, 35)-for example, to implement feedback control in a metabolic pathway (36) . However, the construction of simple circuits consisting of only a few regulators remains a time-consuming task, and this has limited their widespread implementation.
Genetic circuit design is challenging for several reasons (37, 38) . First, circuits require precise balancing of regulator expression (22, 39) . Second, many parts are combined to build a circuit and their function can vary depending on genetic context, strain, and growth conditions (40) (41) (42) (43) (44) (45) (46) . Third, circuits are defined by many states (their response to different inputs or how they change over time), and this can be cumbersome to characterize (15, (47) (48) (49) . Finally, many regulators are toxic when overexpressed, and even mild effects can combine to drive negative selection against the circuit (50) . Balancing these issues is difficult to do by hand. Thus, computational tools have been developed for the study of natural networks and to aid circuit design by predicting how parts or devices will perform when connected (51) (52) (53) (54) (55) (56) (57) (58) .
We developed Cello to accelerate circuit design, allow increased complexity of circuits, and enable non-experts to incorporate synthetic gene regulation into genetic engineering projects (Fig. 1) . The focus is on the design of a circuit that performs a desired computational operation, which connects to cell-based sensors and cellular functions (actuators). A user provides three specifications to Cello. The first are the DNA sequences for the sensors: the sequences of their output promoters and data for their ON/OFF signal strengths in standardized units (see below) (59) . The second is the "user constraints file" (UCF), which contains the functional details of the gate library, the layout of the genetic system, the organism and strain, and the operating conditions for which the circuit design is valid. The third is Verilog code that captures the desired computational operation. Cello uses this information to automatically design a DNA sequence encoding the desired genetic circuit by connecting a set of simpler gates that implement Boolean logic to the sensors and each other. The output of the circuit can be connected to cellular processes by directing the output promoter to control a cellular function (e.g., a metabolic pathway), either directly or through an intermediate (e.g., a phage RNA polymerase) (60, 61) . The sensors, circuit, and actuator are inserted into specific genetic locations and transformed into a strain, both of which are defined in the UCF (Fig. 1B) .
Cello builds circuits by connecting transcriptional gates, whose common signal carrier is RNA polymerase (RNAP) flux on DNA (62). This conversion allows gates to be layered by having the output promoter from one gate serve as the input to the next. This modularizes the design, so that a circuit is defined by a pattern of promoters in front of regulators on a linear DNA strand ( Fig. 2A) . Within this paradigm, the regulators performing the gate biochemistry could be transcription factors (21, 63) , RNA-based regulation (64) (65) (66) , protein-protein interactions (19, 67) , CRISPR/ Cas-based regulation (68) (69) (70) (71) , or recombinases (25, 26, 72) .
We developed a set of insulated NOT and NOR gates based on prokaryotic repressors (21) . These repressor-based gates were characterized in isolation as NOT gates. To facilitate the connection of gates and sensors, we adopted the BBa_J23101 constitutive promoter as a standard (59) . The output of an insulated version of this promoter (73) is defined as 1 RPU (relative promoter unit); working with National Institute of Standards and Technology (NIST) collaborators, this output was measured to correspond to 24.7 ± 5.7 mRNAs per cell, which is approximately 0.02 RNAP s -1 pro-
). These data were used by Cello to automatically generate a large set of circuits. The sequences were built as specified by the software output with no additional tuning, which facilitates the iterative improvement of the quality of the gates and design rules.
Cello design environment
Verilog is a commonly used hardware description language for electronic system design (74) . It is hardware-independent, meaning that a circuit can be described by abstract textual commands and then transformed into different physical implementations (i.e., chip types). Verilog is often accompanied by a simulation package that aids the evaluation of a design in silico before building the system. Verilog code has a hierarchical organization centered on modules that communicate through wires to propagate signals. In our implementation, circuit function can be defined by Case, Assign, or Structural statements within modules ( fig. S23 ). Initially, our focus with Cello is on the creation of asynchronous combinational logic without feedback. This is useful in the design of genetic circuits that can process multiple environmental sensors in order to choose among different cellular functions. However, Verilog provides the framework to extend the designs to include more complex circuits, including those with specified timing and signal strengths as well as analog (Verilog-AMS) functions. The philosophy behind Cello is to generate circuits for highly specified physical systems and operating conditions. This paradigm is captured by the UCF, which specifies (i) the gate technology, including DNA sequences and functional data; (ii) defined physical locations for the circuit (e.g., plasmid or genomic locus); (iii) the organism, strain, and genotype; (iv) operating conditions where the circuit design is valid; (v) architectural rules to constrain the part arrangement; and (vi) preferred logic motifs to be incorporated during logic synthesis.
The UCF follows the JSON (JavaScript Object Notation) standard (75) , which is both humanand machine-readable and is convertible with SBOL (Synthetic Biology Open Language) (76) . We developed the Eco1C1G1T1 UCF (data file S1) for E. coli (NEB 10-beta) and gate technology based on a set of 12 prokaryotic repressors (21) . The development of additional UCFs would enable a circuit design to be transferred to other organisms, conditions, or gate technologies.
When a user selects a UCF and synthesizes a circuit from Verilog code, the corresponding DNA sequence is designed in three steps (Fig. 1) . First, the textual commands are converted to a circuit diagram. Algorithms parse the Verilog code and derive a truth table ( fig. S23 ), which is converted to an initial circuit diagram by the logic synthesis program ABC (77) and subsequently modified to only contain logic operations for gates available in the UCF (fig. S25 ). The second step is to assign specific regulators to each gate in the diagram.
Functionally connecting gates requires that the outputs from the first gate span the input threshold of the second gate (Fig. 2B ). Because gates based on different regulators have different response functions, not all pairs can be functionally connected (Fig. 2C) . Identifying the optimal assignment is an NP-complete problem (Fig. 2D ) (78) (79) (80) (81) . We implemented a Monte Carlo simulated annealing algorithm to rapidly identify an assignment that produces the desired response ( Fig. 2E and fig. S28 ). The third step is to create the linear DNA sequence based on the circuit diagram and gate assignment. The assignment is converted into a set of parts and constraints between the parts [written with the Eugene language (82) ]. The UCF can also include additional constraints on the genetic architecture-for example, to forbid a particular combination of parts. A combinatorial design algorithm (83) is used to build a genetic construct that conforms to the constraints ( fig. S29 ). This allows a user to design multiple constructs containing the same circuit function and genetic constraints while varying (101) is used for the part symbols. Raised arrows are promoters, circles on stems are ribozyme insulators, hemispheres are RBSs, large arrows are protein-coding sequences, and "T"s are terminators. Part colors correspond to physical gates. (B) The physical specification for the Eco1C1G1T1 UCF. The circuit and sensors are inserted into one plasmid; the other plasmid contains the circuit output promoter, which can be used to drive the expression of a fluorescent protein or other actuator. Both plasmids must be present in the specified strain for the design to be valid.
unconstrained design elements to build a library that can be screened.
Cello then simulates the performance of the genetic circuit. When flow cytometry data are provided in the UCF for the gates, this provides the cell-to-cell variation in the response for a population of cells. We developed a computational approach to quantify how population variability propagates from the sensors through the gates to the output promoters ( fig. S30 ). Cello applies a simple algorithm to determine how signals propagate from the sensors through the gates to the output promoters. This generates predicted cytometry distribution for all combinations of input states, which can be directly compared to experiments. Finally, for each gate, the load on the cell for carrying the gates is estimated on the basis of their impact on growth [percent reduction of optical density at 600 nm (OD 600 )] as a function of the activity of the input promoter (84) . For any combination of inputs, if the predicted growth reduction exceeds a threshold, this information can guide multiobjective circuit optimization or be provided as a warning to the user ( fig. S27 ).
Initial gate assembly and failure modes
We constructed a gate library based on a set of 16 Tet repressor (TetR) homologs that are orthogonal; that is, they do not bind to each other's promoters (21) . These can be converted into simple NOT/NOR gates by having the input promoter(s) drive the expression of the repressor, after which there is a terminator and output promoter. Because of a lack of strong terminators when these gates were built, the same terminator (BBa_B0015) was reused for each one. Each repressor had a different ribosome binding site (RBS), chosen to maximize the dynamic range.
These gates could be connected to form simple functional circuits; however, in each case additional tuning was required and the dynamic range of the output was low (21) . We tested the ability of the response functions of the gates to predict circuit behavior as a whole with no additional tuning. We designed a set of eight simple circuits from these gates that required between one and four repressors (Fig. 3A) (84) . Nearly all of the circuits generated an incorrect response. Only the (A NIMPLY B) gate functioned properly, and six of eight circuits had their output states either all OFF or all ON for every input condition. Across all the circuits, 13 of 32 output states were correct, which is comparable to what would be expected from a process that generates random outputs.
We used this test set to determine common causes for circuit failure (figs. S6 to S10). When paired with different promoters, gates often generated an unpredictable response, and this was apparent even for circuits based on a single repressor (42) . The promoters generated transcripts with different 5′-untranslated regions (5′UTRs), which can strongly influence gene expression (40, 85) . A second problem was that some promoters in the downstream "position 2" of a NOR gate (Fig. 2C) can reduce transcription from the upstream promoter, a phenomenon we refer to as "roadblocking." Third, some circuits had growth defects, which were caused by repressors that become toxic when expressed past a threshold (Fig.  3D) . Fourth, several circuits were genetically unstable because of homologous recombination of parts reused in the same circuit (86, 87) .
Insulated gates
A second generation of gates was constructed to address the observed failure modes (Fig. 3B) . Changes took two forms: (i) New parts were added to gates to insulate them from genetic context, and (ii) rules were included in the UCF that disallow certain parts, positions, and part combinations that lead to unpredictable behavior. Transcriptional insulation was achieved for gates by adding a different strong terminator with sufficiently diverse sequences to avoid homologous recombination S28 ). Bar graph insets: Black bars should be ON, gray bars should be OFF; the y axis is the output in RPU on a log scale, and the x axis is the input state (from left to right: 000, 001, 010, 011, 110, 101, 110, 111). The circuit score (S) is defined as the ratio of the lowest predicted ON state to the highest predicted OFF state ( fig. S26 and eq. S2 ). An example search is shown for the circuit diagram in the insets; colors correspond to repressors assigned to each gate (Fig. 3B) .
(table S2) (87) . The output promoters were also insulated on both sides from changes to their upstream and downstream context. Insulators consisting of a hammerhead ribozyme and downstream hairpin (RiboJ) ensure that a promoter generates the same response function irrespective of the downstream gene (42) . As with the terminators, to avoid recombination we had to create a library of RiboJ variants that are functionally identical but sequence-diverse so that each gate had a unique insulator sequence ( fig. S3 and table S1 ). To insulate the promoter from the upstream sequence, we added 15 nucleotides (nt) of randomly generated DNA to extend the promoters to -50 so as to include regions with an impact on strength (table S8) (88) . Finally, the propensity for repressible promoters to roadblock was measured ( fig. S9) and these data were used to create Eugene rules in the UCF that disallow these promoters from position 2 in NOR gates (Fig. 2C ).
The response functions were then experimentally measured for all the gates (Fig. 3C, fig. S4 , and table S4). Several of the first-version gates had response functions that were difficult to connect functionally to sensors or other gates (Fig.  2B) . To increase the likelihood of finding a connection, we made versions of the gates with different RBSs that shift the response threshold (table S3). The growth impact of each gate was then measured as a function of the input promoter activity to determine whether there is a toxicity threshold that should be avoided (Fig. 3D  and fig. S10 ). To eliminate toxic or cross-reacting repressors, we reduced the original set of 16 TetR homologs to 12. Only four of these caused a growth defect at high inputs, and this could be avoided by the assignment algorithm ( fig. S27) .
The eight simple circuits were redesigned with the new gate library (84) . The sequences were constructed as designed, with no post-design tuning. All of the circuits functioned correctly, corresponding to a total of 32/32 correct output states (Fig. 3A) .
Circuit design automation using Cello
Cello was used to design a large set of 52 additional circuits based on the insulated gates (Fig. 4) (84) . These circuits include a Priority Detector (that prioritizes the inputs and selects which output is ON based on the highest-priority input that is ON), well-known functions (e.g., a multiplexer), and logic underlying cellular automaton pattern All circuits designed by Cello that had correct output states are shown along with their genetic schematics, output predictions, and experimental measurements. The inputs A, B, and C correspond to the P Tac , P Tet , and P BAD sensor promoter activities; their corresponding regulators (LacI, TetR, and AraC*) are not shown in the schematics. The outputs (X, Y, and Z) correspond to YFP driven from output promoters in separate experiments. Solid black distributions are experimental data; blue and red line distributions are computational predictions from Cello ( fig. S30 ). The number of parts for each circuit includes all functional DNA parts in the circuit (promoters, ribozymes, RBSs, proteincoding sequences, and terminators), plus eight parts for the sensor block and two parts for the plasmid backbones. Inputs correspond to the absence or presence of 1 mM IPTG, aTc (2 ng/ml), and 5 mM L-arabinose (Ara). Replicates are provided in fig. S19 . The DNA sequence for each circuit is provided in data file S2. When the circuit does not have a common name (e.g., Priority Detector), a hexadecimal naming system is used [e.g., 0x41 (84) ]. The names starting with "Rule" refer to Wolfram's cellular automaton convention (89) . (B) Time-course data are included for two circuits. The circuits are maintained in the −/−/− state for 3 hours before induction and then switched to the other eight possible states at time = 0 hours (84). Error bars are one SD of RPU median performed on three separate days.
formation (e.g., "Rule 30") (89) . Additional threeinput, one-output logic circuits were built that demonstrate the ability to integrate inputs in different ways. These circuits could be used to turn a cellular function on or off in response to an environment defined by multiple signals. Each of the 52 circuits was specified either by using behavioral Verilog (with Cello performing the logic minimization step) or by performing a separate enumeration to identify the global minimum number of gates and specifying the circuit diagram using structural Verilog (90). Subsequently, the global minimum three-input logic gates were included in the UCF so that they could be incorporated as motifs in larger circuits in future designs ( fig. S25 ). For each circuit, the sensor promoters and ON/OFF values were specified, the Eco1C1G1T1 UCF was selected, and a DNA sequence was automatically generated by Cello. DNA synthesis (91) and assembly were used to build each sequence; sequences contained up to 10 regulators and 55 parts. The output states of each circuit were measured by flow cytometry and compared with the Cello predictions. No additional tuning was done to diverge from the Cello-predicted sequence.
Of these 52 circuits, 37 functioned as predicted, such that all of the output states matched desired ON and OFF levels (Fig. 4A) . Further, the predicted cytometry distributions closely matched those measured experimentally. Of 412 output states across all circuits we built, 92% were correct. The Consensus circuit (output is ON only when all three inputs agree) is the largest, containing 10 regulatory proteins (seven repressors from NOT/NOR gates and three from the inducible systems) and 55 genetic parts. Two of the circuits with four layers (0x3D and 0x8E) were selected to characterize the switching dynamics between states (Fig. 4B ). Interestingly, 0x8E shows a transient incorrect state, known as a "fault" in electronics, when the inputs are changed from −/−/− to +/−/+. This is consistent with the last NOR gate transiently receiving ON/OFF inputs until one of the signals transits two layers.
Of the 52 circuits, seven were incorrect in one state, two were incorrect in two states, and five had ≥3 failures (figs. S12 to S14 and fig. S20 ). As more gates were included in a design, there was a higher probability of failure (Fig. 5A) . Two circuits were found to cause a growth defect (Fig.  5B) . The circuits that failed in a few states tended to match the remaining states closely, so the initial design could be used as the basis for further rounds of optimization. To this end, debugging experiments were performed to determine which gates failed. This was done by creating a set of plasmids that contained each gate's output promoter fused to yellow fluorescent protein (YFP). These plasmids were transformed with the circuit in lieu of the output plasmid, and the response of the internal gate was measured for all combinations of inputs. An example of this is shown in Fig. 5C ; several other examples are shown in fig. S21 . From this analysis, most of the circuit failures point to unexpected behavior from the anhydrotetracycline (aTc) sensor (seven circuits) or AmtR gate (two circuits).
Screening design variants has the potential to increase the probability of success, particularly for larger circuits. To do this, Cello outputs a Eugene file that contains architectural rules from the UCF as well as constraints to enforce the circuit diagram and repressor assignments ( fig. S29 ). The user can specify the size of the library, and a combinatorial design algorithm (83) generates the target number of constructs. Although all of the systems should be functionally equivalent, subtle changes in their composition may affect circuit function through hidden effects (e.g., transcriptional read-through or promoter interference). We tested this approach by designing a Majority circuit (Fig. 5D ), whose output is ON when a majority of its inputs are ON. We built a small library of six constructs that maintained the same circuit diagram and repressor assignments, but in which the order and orientation of genes was allowed to vary (Fig. 5E) . Several of these circuits functioned correctly; the response of the best of these is shown in Fig. 5F .
Discussion
The design of synthetic regulatory networks has been dominated by manual trial-and-error tinkering at the nucleotide level. Cello automates the selection and concatenation of parts and balancing (Fig. 3A, Fig. 4 , and figs. S12, S13, S14, and S17), the fraction of correct states (black) and the fraction of fully correct circuits (gray) are shown versus the number of repressors in the circuit. the associated constraints. By doing this, it enables more rapid design of larger multipart systems; the circuits that we present here are larger and more complex than most that have been built by hand. Of 60 circuits designed automatically, 45 functioned as designed (Fig. 2A, Figs. 4  and 5, and fig. S17 ). Our largest circuit has 12 regulated promoters, doubling a plateau first noted in 2009 regarding a limit on the complexity of circuits that could be designed by hand (38) . The DNA sequence output represents a testable prediction that either validates the underlying theory or reveals failure modes that can be addressed in the gate design. Previous experiments in which repressors were used to build synthetic logic gates showed that this often led to nonsensical functions that could not be predicted from the known interactions (92) . Quantifying why predictions fail, where systems break, and how the host evolves provides failure modes that can be addressed through engineering. Iterative codevelopment of robust gates and software converged on genetic systems that are highly repetitive and modular, in stark contrast to the encoding of natural networks.
The future of engineering biology will require integrated design across many subcellular systems, including the creation of sensors that can process many stimuli, management of resources and metabolites, and control over multiple cellular functions (communication, stress response, chemotaxis, etc.). Within this greater framework, our approach is to separate the design and construction of synthetic circuits from engineering considerations for other cellular processes (e.g., metabolic engineering). Working with transcriptional circuits establishes a discrete boundary that other methods can engage to create a desired circuit to specification. For example, circuits could be built for which the sensors had been designed using all-atom biophysical models (93) (94) (95) (96) and the outputs used to control enzyme expression levels, as determined via metabolic flux models (97, 98) . Integration with amorphous computing would enable spatial and community design (58, 99, 100) . Integrating across these computer-aided design (CAD) tools in a way that automates design choices and balances constraints will be critical to advancing the complexity of genetic engineering projects. equipment, instruments, and materials are identified in this paper to specify an experimental procedure as completely as possible. In no case does the identification of particular equipment or materials imply a recommendation or endorsement by NIST, nor does it imply that the materials, instruments, or equipment are necessarily the best available for the purpose. The University of California, San Francisco, holds a patent application associated with this work (US20130005590 A1). The set of insulated gates, the plasmid backbones for the circuit and output plasmids (Fig. 1) , and the standard RPU plasmid are available via Addgene (www.addgene.org/Christopher_Voigt/). Cello can be accessed as a web-based application (www.cellocad.org), the code for which will be open source and provided on Github (https://github.com/CIDARLAB/cello). 
