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ABSTRACT 
A problem of m-parameter perturbation of a family of positive definite operators 
with fvted bounds on their spectrum is considered. A criterion for m Q 2 and a 
sufficient condition for m > 2 are obtained for the operators of the perturbed family 
to be positive definite. 0 1998 Elsevier Science Inc. 
1. STATEMENT OF THE PROBLEM 
The starting point of this paper is the following algebraic result: 
THEOREM A [Il. Let A, & A, > 1.. > A, > 0 and cx E (0, 11. Then for 
the matrix 
’ al, *** al ,n-1 al,” 
. . . . . . . . . . . . . . . . . . . . . . . . . 
A(a) =A*((Y) = (1) 
a n-- 1,I ... a n-l,n-I an-l,n 
a n.1 ..* a II. n- 1 aa,,, , 
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to be positive for any matrix A = A* =: A(1) with spectrum a( A) = 
{A,, . . . , A,,} it is necessary and su.icient that the inequality 
A, - A, 
i 1 2 a> - 4 + 4 
hold. 
This result arose in the paper [l] by A. S. Markus and S. D. Eidel’man 
during investigation of weak positive solutions of elliptic and quasielliptic 
equations with discontinuous coefficients. 
Introducing the one-dimensional orthogonal projection P on the last 
coordinate vector e, = (0, . . . , 0, l), one rewrites the matrix A(o) in the 
form 
A(a) =A + (a - 1)PAP. (2) 
The form (2) of the matrix A(a) makes it reasonable to consider a more 
general problem of one-parameter perturbation of positive definite operators 
in a Hilbert space H by giving up the conditions dim H < cz and rank 
P = 1. 
To state the problem we introduce some notation. Let H,, H, be 
arbitrary separable Hilbert spaces; B( H,, H,) be the set of all linear bounded 
operators mapping H, into H,, and B(H) = B(H, H) if H, = H, = H; 
rank T be the dimension of the range of an operator T E B( H ); PH, be the 
orthoprojection onto a subspace H, c H; T[ H, be the restriction of an 
operator T E B( H > on a subspace H, c H. 
Since the condition on (Y in Theorem A depends only on the bounds of 
the spectrum of a matrix A, the class 
S,{a,b) = ( A(B(H):A=A*,O<a=,,j;Ll(Af,f) 
<b= sup (Af,f) <m) 
llf II= 1 
of self-adjoint operators with fixed bounds on their spectrum naturally arises 
in the following problem. 
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PROBLEM 1. Given an arbitrary orthogonal projection P in H. Describe 
all values of the parameter (Y, 0 < cx < 1, for which the operator 
A(a)=A+(a-1)PAP (0) 
is positive definite for every operator A E S,{a, h}. 
2. SOLUTION 
Recall that an operator A in H is said to be positive definite if 
with some E > 0. This is usually written A > 0. 
Our approach to Problem 1 is completely different from the one used in 
[l] and is based on the following Kantorovich inequality 121: 
which holds for each A E S,(a, h}. 
~ (u + b)’ 
4nb (f,f>‘, (4) 
THEOREM 1. Let CY E (0, 11, and P = P* = P2 he un arhitrm~ orthogo- 
nal projection in H. Then the operutor A(cw) of the jk+m (3) is positiw 
definite for each A E S,{u, b) if and ody if 
(5) 
Proof. Suficiency: Let H, = (1 - P)H, H, = PH, and H = H, 69 H, 
be an orthogonal decomposition of H. With respect to this decomposition the 
operator A( CY) admits the following representation: 
A(a) = (;:: a%2), A :=A(l). (6) 
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Since A,, > 0, the positive definiteness of A(o) is equivalent to that of the 
operator 
B(a) = crA,, - A21A,1A,, 
= A, - A,, A,‘A,s + ( (Y - 1) A,, (7) 
by virtue of the Sylvester criterion [3]; [4, Theorem 7.7.61. It is known (and it 
is not difficult to show) that for all f E H, 
((A22 -A2,Ai1A,2)fJ) = g-yA(f-dJ-d. 
Thus the positive definiteness of A( cr > is equivalent to the inequality 
inf (A(f- g),f- g) > (1 - a)(A,,f,f) + ~llf11~ 
!2E-H, 
= (1 - a)( Af,f) + 4fl12 
(8) 
(9) 
with some E > 0 Vf E H,. Further, without loss of generality we assume that 
]]f]] = 1. Th ere ore f the Kantorovich inequality (4) yields 
(AU-&f- d dab 
(Af,f> ’ (a + b)2 (Au--&f- gw-W)* (10) 
Taking account of the Cauchy-Bunyakovskii inequality, we deduce, in view of 
the orthogonality of f and g, 
Gw- dJ-- g&-W) 
= IIA”“(f- g)11211A-1’2f112 
a I(A""(f- g), A-1'2f)12 = I(f- &)I2 = i( = 1. (11) 
The inequalities (10) and (11) together yield that 
(Au-- g),f- g> Jab 
(Af,f) ’ (a+b)' Vf E H,, g E H,. (12) 
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On the other hand, setting 
after simple calculations we arrive at the inequality 
Cl- a> + &y = l-(pJy-(pJ]+& 
< (uy;r2 -[a-(gz]+; 
(14) 
Combining the inequalities (12) and (14, one obtains the inequality (9). This 
means, as mentioned above, that the operator A(cx) is positive definite under 
the condition (5). 
Necessity: It is obvious that there exists an operator A E S,{a, b} such 
that a and b are eigenvalues of A. Now let us prove that for positive 
definiteness of A( (Y) it is necessary that (5) be fulfilled. Let f, and f2 be the 
unit eigenvectors corresponding to the eigenvalues a and b respectively. We 
set 
(15) 
We may assume without loss of generality that the projection P satisfies the 
following conditions: 
Pe = e, Pf = (f, e)e. ( 16) 
Actually, we can always choose an orthogonal projection P, possessing the 
properties (16) and such that dim PH = dim P,H, dim ker P, = dim ker P,. 
The projections P, and P are unitarily equivalent: P, = UPUel; and positive 
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definiteness of the operator A( CY) is equivalent to that of the operator 
A,(a) = IJA(a = A, + (cx - l)PiA,P, 
where A, = UAU-’ E S,{a, b}. Then for the positive definiteness of the 
operator A( (Y > it is necessary that 
(A(a)f,f) = (Af,f) + (a- l)(Ae,e)l(f,e)12 
b2a + a’b 
+(a-1) 
(u + b)3 
2 + b2 4(a2 + b2) 
> 0. (17) 
The inequality (17) is equivalent to the inequality (5), which is what had to be 
proved. ??
COROLLARY~. Let czl, cx2 E (0, 11, and let P, = P$ = P:, P, = Pz = Pl 
(P, + P, = Z> be arbitrary orthogonal projections in H. Then the operator 
A(a,, CQ,) = A + (a2 - l)P,AP, + (cq - l)P,AP, (18) 
is positive definite for each A E S,{a, b} if and only if 
(19) 
Proof. The Sylvester criterion yields that the positive definiteness of 
A(a,, a,> is equivalent to that of the operator 




- A21 Kl’42) 
(20) 
It is clear that the positive definiteness of B(a,, a,) is equivalent to that of 
the operator B(a) of the form (7) with CY = o!icx2. But, as was shown in the 
proof of Theorem 1, the positive definiteness of B(a) is equivalent to the 
inequality (19). ??
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REMARK 1. Let dim H < ~0. Then for the operator A( LY) of the form (6) 
A,, is a k X k submatrix. Then Theorem 1 means that the matrix A(a) is 
positive for all A E S,{a, b} iff (5) is fulfilled. Note also that in the case 
dim H < ~0 the necessity in Theorem 1 may be derived from Theorem A 
(compare the necessity in Theorem 2). 
REMARK 2. For k = 1 this result coincides with Theorem 1 by A. S. 
Markus and S. D. Eidel’man [l]. The method used in [l] is based on the 
PoincarP separation theorem (see [4]) and seems not to lend itself to 
generalization for the case of perturbations of rank greater than I. 
3. MULTIPARAMETER PERTURBATIONS. MAIN RESULTS 
It is reasonable to consider the following problem of m-parameter pertur- 
bation of positive definite operators in H as a generalization of Problem 1. 
PROBLEM 2. Let P,, . . . , P,, be arbitrary orthogonal projections in H, 
PiP, = 0 for i #j, and ??),I = {(xl,. . . , x,,) E [w’” : 0 < xi < 1 Vj E 
{I,. . . > m}}. Describe all values of parameter CY = ( CY,, . . . , a,,) E ??,,i for 
which the operator 
A(cr) =A + E (aI - l)t’,AP, 
j=l 
is positive definite for each operator A E S,{a, b]. 
A partial solution to Problem 2 is contained in the following theorem. 
This result is also applicable to investigation of weak positive solutions of 
elliptic and quasielliptic equations with discontinuous coefficients (see [l]). 
THEOREM 2. Let (Y = (a,, . . . , CQ) E ??k, and P, be arbitrary pairwise 
orthogonal orthoprojections in H (Pi I’, = 0 Vi f j>. Then for the operator 
A(q,..., q) =A + c(cq - l)P,AP, (21) 
i=l 
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to be positive definite for each A E S,{a, b) it is suficient that the inequality 
ffl (22) 
be fulfilled. 
Proof. Let (22) be fulfilled. We prove the theorem by induction. For 
k = 1 it is already proved in Theorem 1. Assume by induction that the 
assertion of Theorem 2 holds true for k = n. Let us prove it for 
The operator A( or, . . . , ak) admits the following representation: 
A A 
A( al,. . . , @k) = .“!‘. . . . . . . . %A11 
I ,. A AkO Akl 
. . . 
. . . 
. . . . 








with respect to the orthogonal decomposition H = eJkzo Hj, where Ho = 
(I - C:=, P,)H, Hj = PjH Vj > 1. For brevity we rewrite this operator in 
the form 




A,(C+; ak) = “yr: X ayz . 
k 1 (23) 
where A,, = A& doesn’t depend on or,. . . , (Yk, A,,(G) depends only on 
&=(a, ,..., ffk_2),and X=Ak-lk_l,Y=Ak-l,k=A:,k-l, Z=Ak,. 
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depending on k - 1 parameters (pi, CY~,. . , , CY_ 2 and /3 = ok_, ake The 
main idea of the proof consists in comparing the operator A(oi, . . . , a,) of 
the form (23) with the auxiliary operators A( P) and A( P> for which the 
theorem is assumed to be true. 
Since the condition (22) is satisfied, it follows from the induction hypothe- 
sis that the operators (24) and (24’) are positive definite and therefore the 
Sylvester criterion yields 
A,,( h> - A,, A;; ( P) A,, > 6, 
A,,( &) - A,, A$( /3) A,, > 0. 
Taking advantage of the Frobenius formula, we deduce 
/3lC’ -K-iYZ_’ 
A,‘( P) = -Z-‘y*K-i $(Z-i + Z’Y *K-i,-‘) 
A,‘( j3) = 
-K-'yz-1 






where, as before, p = ‘Yk_ i ok and K = PX - YZ- ’ Y *. For brevity we 
introduce the following notation: 
K-l -Kp’yZp’ 
B := A,, -Z-‘y*K-’ + Z-‘y*K-iyZ-1) (27) 
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Combining the inequalities (25) and the relations (26), (269, we arrive at the 
inequalities 
and 
= A,,( &) - B + A,, I 0 0 0 1-P --(z-l + Z-'y*K-lyz-') A21 I 
> 0. (28’) 
(28) 
Setting gi = Pi A,,f (i = k - 1, k) for an arbitrary f E IJ = (I - Pk _ 1 - 
P,)H, one rewrites the inequalities (28), (28’) in the equivalent form 
(A( a>fJ’) - (Bf>f) + (1 - P)(K-‘g,> gl) > dfll”, (29) 
(AWfJ) - (Bf,f) 
withsomeE>OVfEIj. 
Now we pass to the consideration of the main operator matrix 
ACal,. . . , crk) of the form (23). For this purpose we first consider the 
operator matrix A,, := A,,(l; 1) and let yl and yz be the greatest lower 
bound and the least upper bound of its spectrum, respectively [i.e. A,,(l; 1) 
E sHB b{~l, rz}]. It is well known that a =G yl =S yz =G b. Since the function 
(t - l)/(t + 1) 1s monotonically increasing, then 
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Thus according to Corollary 1, the operator ASP(crk r; CQ) is positive defi- 
nite. Therefore, by virtue of the Sylvester criterion, the required positive 
definiteness of A( CY~, . . . , (~~1 is equivalent to the inequality 
H( ak_ ,, ak) := A,,( &) - A,, A,'( ak-- I: ak) AZ, > 0. (30) 
Taking arrangement of the Frobenius formula. we deduce 
and therefore, in view of (27), we obtain 
= B + A,, I (ak - w-’ ak_l - 1 0 (z-1 :)Z-‘y *K-lyz-‘) A,,. ffk-. , (YI; I 
Now one rewrites the required inequality (30) in the following form: 
*u> := b++Lf-) - (w->S> + (1 - %)(K-‘g,, g,) 
+(1 - ak-1) 
i 
&(z-1 + Z-'Y*K-'YZ-')&, g, i 
> ~Jfll” (31) 
with some Ed > 0 Vf E h. To prove the inequality (31) we compare (29) and 
(31) for a fmed vector f E lj. Assume for the definiteness that 
(oh g1) =G 
i i&y1 + Z-‘Y*K-‘YZ-‘)&, g, . (32) i 
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Then, making use of the obvious inequality 2 - ok_ i - ok > 1 - ak _ 1 ak, 
we derive from (29) and (32) 
‘(f> a ( A(a)f,f) - @f)f) + (l - ak)( K-1gl, gl) 
+(l - "k-1)(@& &) 
a (A( a)f>f) - (Bf>f) + (1 - ak-l”k)(K-l&, g,) > df1?, 
which is what had to be proved. To complete the proof in the case when the 
right-hand side of (32) is greater than the left-hand side it suffices to make 
use of (29’) instead of (29). ??
HYPOTHESIS. It seems plausible that the sufficient condition (22) is also 
a necessary one. The following theorem shows that it actually is for k = 2. 
THEOREM 3. Let (Y = (a,, a,> E 0 2, and let P,, P, be arbitrary 
orthoprojections in H, P, P, = 0. Then for the operator 
A(a,; cxs) = A + (err - l)P,AP, + (aZ - l)P,AP, (33) 
to be positive definite for each A E S,{a, b) it is necessary and sufficient that 
the inequality (19) hold. 
Proof. The sufficiency is already proved in Theorem 2. 
Necessity: It is obvious that there exists an operator A E S,{a, b} such 
that a and b are eigenvalues of A. Now let us prove that for positive 
definiteness of A( cxr; as) it is necessary that (19) be fulfilled. Let fi and fi 
be the unit eigenvectors corresponding to a and b respectively. We set 
e1 = &(fl +fi)> e2 = -&(f, -fi). (34) 
We may assume without loss of generality that the projections Pi, P, satisfy 
the following conditions: 
P,e, = e,, P,e, = e,. (35) 
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Actually, we can always choose orthogonal projections F1, g2 possessing the 
properties (35) and such that dim P, H = dim Fi H, dim P, H = dim PJ H. 
The pairs of projections Pi, P, and @i, F2 are unitarily equivalent: P, = 
UP,U- ’ , g2 = UP,U-‘; and positive definiteness of the operator A( CT,; a2 > 
is equivalent to that of the operator 
A,( (J! l; a*) = UA( a a&T1 l> 
=A, + (aI - 1)&A,?, + (CQ - l)&A,p,, 
where A, = UAU-’ E S,{a, b}. 
Setting H, = span(e,, ez), we consider the operator C = P,,A(a,; az) 
[ H, E B( H,). It is clear that C admits the following matrix representation: 
dAe,,e,) (Ae,,e,) 
Y 
( A% ) “I ) ! a*( Ae,, eg) ’ 
(36) 
The matrix C is positive definite because A((Y,; (Ye) is. Therefore det C > 0, 
which is equivalent to the inequality 
I( Ae,, e2)12 
(y1a2 > ( Ae,, e,)( Ae,, e2) ’ 
In view of (34), (Ae,, e,) = (Ae,, e,) = (a + b)/2, )(Ae,, e2>]’ = (h - 
UP/~, and hence the last inequality is equivalent to (19), which is what had 
to be proved. H 
REMARK 3. In the case dim H < w, rank P, = rank P, = 1 the suffi- 
ciency of the conditions of Theorem 3 has been proved in [l]. The method 
used in [l] is completely different from the one used in the present paper. 
REMARK 4. Necessity in Theorem 3 may be deduced from Corollary 1, 
but the direct proof seems preferable. 
REMARK 5. Making use of this partial case of Theorem 3, it can be 
shown that the sufficient condition for the matrix A(x) to satisfy the 
condition pia, y, of The orem 4 of [l, p. 1541 is also a necessary one. 
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4. SOME ESTIMATES 
As was proved in Theorem 1, each operator A( (Y> of the form (3) is 
positive definite for (Y satisfying (5), that is, 
O<m(A(a)) := G sup (AWfJ) 
Ilfll= 1 
=: M( A( a)) < b, 
and therefore (+( A(a)) c (0, b]. Further we obtain some estimates for 
PROPOSITION 1. Let 1 2 (Y > [(b - a)/(b + a)]‘, P be an arbitrary 
orthoprojection in H, and A( a) := A + ( a - 1)PAP. Then a( a) satisfies the 
inequalities 
b a(b + u)” - (b -u)” 
[6(b + u) - (b -u)] 
2 au(a) 2 
a(b + u)” - (b - u)“. (38) 
4b 
Proof. Let us first prove the estimate from below. It is clear that it is 
equivalent to the inequality 
~4afJ-) = Gw-) + (a - l)(Acf, m 
> a(b + ‘I” - (b - ‘I” VIE H, llfll = 1. 
4b 
(39) 
Since IIPfl\” = (Pf, f), then (f, pf/llPfll>” = llPfl12. Thus the inequality (39) 
can be rewritten as 
a 
a(b + u)” - (b -u)” off H 
4b (40) 
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Let g = Pf/llPfII. Then the C auchy-Bunyakovskii inequality yields that 
( Af,f)( Apig, g) = (A”“f, A1’2f)( A-““g. A-i+) 
> I( A”“f, A-1’2g)12 = I(f> g)l” = . (41) 
Combining the inequalities (4) and (411, we obtain 
(A(a)f,f) = (Af>f) + (a - l)(Ag, g)(f, g)’ 
2 (Af>f) + (a - l)(Ag, g)(A-‘g, g)(Af,f) 
2 (Af>f) + (a - 1) 
(u + h)” 
4ah ( Af,f> 
= (Af7f) 1+ (a- 1) ( (u + b)” 4ab 1 
a(b + a)” - (b - u)’ 
4b 
(42) 
which is what had to be proved. 
Now let us prove the estimate from above. For a fixed operator A E 
S,{a, b} we set for brevity n, = ~n( A( (Y)) and b, = M( A( a)). It is clear that 
a, 2 a((~) and b, < b. Therefore 
b, - a1 b-a(a) 
b, +a1 ’ b +a(+ 
since the function (t - l>/(t + 1) increases monotonically in t. 
Let /3 E (0, 11. Furth er introducing an orthoprojection P, such that 
PP, = 0, we consider the family S( cy , /3 ) of operators A( LY, P > := A + ((Y - 
1)PAP + ( p - l)P, AP, (A E S,{a, b}). Applying Theorem 1 to the opera 
tar A(a, P) [E S((Y, ~11 considered as a perturbation of the operator 
A( (Y > = A + (cx - 1) PAP, we conclude that the operator A( (Y, p) is positive 
definite for p > (b, - a,)“/(b, + a,>” and therefore so is each operator of 
the family S(a, /3> for 
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On the other hand, by virtue of Theorem 3, the condition 
is necessary and sufficient for the family S(a, P> to be positive definite. 
Therefore 
It is not difficult to see that the last inequality is equivalent to the left part of 
the inequality (38). ??
REMARK 6. It should be pointed out that the estimate from below in (35) 
yields Theorem 1. Thus we have obtained a second proof of Theorem 1. 
5. APPLICATION TO DIFFERENTIAL EQUATIONS 
Let H, as above be an arbitrary separable Hilbert space over the real ([w) 
or complex (a=> field. A s is clear from the proofs of Theorems 2 and 3, they 
remain valid for an arbitrary subclass ’ S;;‘(a, b} of the class S,{a, b}, invari- 
ant under unitary transformations in H (that is, A E Sg{a, b} implies 
U*AU E S;,‘{a, b} for each unitary operator U in H). Note that S,{a, b} is 
unitarily invariant. 
The following result holds true. 
THEOREM 3’. Let (Y = ((Ye,..., CQ) E II,, Pi be arbitrary pairwise 
orthogonal orthoprojections in H (Pi pi = 0 Vi # j), and S$a, b} be an 
arbitrary unitarily invariant subclass of the class S,{a, b}. Then for the 
operator 
4ff I>“‘> q) =A + ;(q - 1)P,AP, (43) 
i=l 
’ Here “ui” is the abbreviation of “unitarily invariant.” 
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to be positive definite for each A E S;;l{a, b} it is sufficient that the inequality 
ffl (44) 
be fulfilled. For k = 2 th is condition is also a necessary one. 
The results of the paper [l] turn out to be applicable to investigation of 
positive solutions of linear partial differential equations (see [l, 5, 61). Thus, 
let us consider the second-order elliptic equation 
(45) 
with real bounded and measurable coefficients n,&x) in the domain Szd = 
{x E R” : x,_i 
Vi,j E (1,. , . , 
> 0, x, > O}, obeying the conditions laij(x)l < RVx c al, 
n). In [6] the summability of the positive solutions of the 
equation (45) (as well as of uniformly elliptic equations of arbitrary order) in 
the domain CL; is studied. We present the result corresponding to the 
equation (45). 
THEOREM 4 (Model case> [6, p. 1051. Let the equation (45) be uniformly 
elliptic in fIl, i.e., 
and let G be an arbitrary subdomain, compactly imbedded in fli . Let also 
/3 > 1 and y > 1 be such that the matrix 
’ a,, a-- ul,rL-l %n ., . . . . . . . . . . . . . . . . . . . . . . . . . 
A,., = a,-,,, ... vlan-l,.-l an-l,n ’ 
a . . . \ nl U n.n-1 v2anr, 1 
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is positive definite. Then the summability of the right-hand side of (45) with 
the weight p(x) = ( xz + x,“_ ,>x,P_,x,’ implies the summability of any weak 
positive solution u(x) of (45) with the weight pi(x) = (x,” + x~~,>~,P_-:~X-” 
( p > 1, y > l), and the estimate 
/ G 
u( x)pl( x) dx < c (j~+fCWx) dx + j;(x) dx) 
2 
is valid with a constant c not depending on f and u. 
As is clear from this result, the stricter the conditions we have for the 
parameters /3 and y guaranteeing the positive definiteness of the matrix 
A,, y( x>, the greater is the number of weights needed to preserve the validity 
of the theorem on summability. Obviously, the corresponding conditions on 
P and y in the model case are not invariant under rotations (orthogonal 
transformations in Rn>. But CIi is a model for a great number of domains G 
with boundary S, consisting of two smooth hypersurfaces S, and S, with the 
edge u = S \ (S, U S,) supp osed to be a smooth surface of dimension 
n - 2. The passage from the model problem in 0: to a more general 
domain G is realized (locally) by virtue of an orthogonal transformation 
preserving the ellipticity of the equation (43), and it transfers (T to the 
subspace x, = x,-i = 0. In this manner we arrive at the consideration of a 
family of positive definite matrices, invariant under rotations in R”. With 
respect to this family one may make use of Theorem 3’. It allows us to make 
estimates for p and- y: 
&+[livijl$j(l 
X[I - Jil$jjl]-’ (46) 
with h,(x) 2 ... > A,(x) > S > 0 being the spectrum of the matrix A(x) 
= {a,j(x>}z~j= I. These conditions are necessary and sufficient for the validity 
of Theorem 4 for sufficiently general domains. 
Since usually it is very difficult to calculate the spectrum of a matrix, it is 
useful to have a sufficient condition directly in terms of the coefficients of the 
equation (45). Let M = supr E o; 11 A( x)11. One obtains a sufficient condition if 
one replaces the left-hand side of (46) by M/S. 
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It seems reasonable that Theorem 3’ should be applicable to the investi- 
gation of positive solutions of the equation (45) in the domain fil = {x E 
R” : x,,-k+r > O,..., x, > 0) with k > 2. The author hopes to devote a 
separate paper to this theme. 
I am much indebted to Professor S. D. Eidel’man for very useful discus- 
sions. 
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