ABSTRACT A delay tolerant network (DTN) is a mobile ad hoc network with extremely limited network resources. When DTN is applied in the urban environment, nodes are not willing to consume their limited resources to forward messages for other nodes, or they prefer a relay node that encounters the destination node with a higher probability to forward messages for themselves owing to the characteristics of sociality and selfishness of nodes, which results in poor network performance. To address this issue, a routing algorithm based on incentive mechanisms was proposed in this paper, which is called ARAG. In the process of forwarding message, the algorithm determines the probability of messages received by relay nodes based on the resource consumption of the sender node. Simultaneously, when a source node generates a message, the threshold of copies is set based on the consumption of its resources, and the total number of the same message in the network will not exceed the threshold. Simulation results show that the algorithm is superior to the existing Epidemic algorithm, Prophet algorithm, and GTMEA algorithm in terms of the delivery ratio, the average delay, and network overhead.
I. INTRODUCTION
Delay tolerant network (DTN) [1] originally originated from interplanetary networks, mainly used to handle communication between satellites and base stations [2] . With the continuous development of network, DTN has been used for several applications, such as military networks [3] , vehicle networks [4] , [5] , and wildlife tracking [6] , [7] . Compared with the traditional network, DTN has intermittent connection, limited resources, lack of end-to-end connection path, and other characteristics [8] . In the process of forwarding message, if a message in the node cannot be forwarded to the destination node in time, the node does not immediately discard the message, rather it is stored in the node buffer until encounters the destination node of the message or other relay nodes that can forward the message [4] .
A node does not only serve as a relay to carry or forward messages for other nodes during the process of forwarding message, but also attempts to forward messages of itself to other nodes. However, a node's buffer and energy are extremely limited in DTN [9] , so that it prefers other relay nodes to forward messages for itself rather than selfconsuming resources to forward messages for other nodes.
With the continuous development of low-cost mobile terminal equipment, the application of DTN in the urban environment has become a hot topic for DTN research in recent years [10] . In the urban environment, since nodes have sociality, the node's selfishness is more obvious, such as nodes are not willing to consume its own resources to forward messages for other nodes or they prefer a relay node that encounters the destination node with a higher probability to forward messages for themselves. Thus, the node's selfishness will significantly affect the performance of the network [11] . Therefore, it is very important to propose an efficient routing algorithm for DTN when it is applied in the urban environment.
In this paper, we propose a DTN routing algorithm based on incentive mechanisms to solve the selfishness of nodes in the urban environment. By encouraging a node to send messages to a relay node or carry messages for other nodes, the probability of messages in its buffer received by other relay nodes in the process of message forwarding can be increased. The threshold of copies of the message was simultaneously set to limit the number of copies of the message, thus ensuring efficient use of network resources.
The rest of this paper is organized as follows. Related works are presented in section 2, the network model is described in section 3, the ARAG algorithm is presented in section 4, while the simulation experiments and results are described in section 5. Finally, the conclusions are summarized in section 6.
II. RELATED WORK
Because DTN is characterized by intermittent connection, limited resources, and lack of end-to-end connection path, the traditional ''store-forward'' routing mode is not suitable for DTN. DTN relies on the movement of nodes to forward messages based on the routing mode of ''store-carryforward'' [1] , [12] . In the past few years, many research topics on DTN have been investigated; among them, the routing algorithm is a hot research topic. To cope with characterizes of the network, several routing algorithms have been proposed, such as epidemic routing [13] and probabilistic routing [14] . Most of these routing algorithms are multi-copy routing. In the process of forwarding or storing message, multi-copy routing will consume a large amount of network energy resources and buffer resources, resulting in fast depletion of network resources and subsequently, a decline in network performance [15] . Such decline in the performance is particularly obvious when DTN is applied in the urban environment owing to the selfishness of the node. Therefore, the design of a routing algorithm to solve the selfishness of nodes is an important objective when DTN is applied in the urban environment.
There are several existing routing algorithms for solving the selfishness of nodes. El-Azouzi et al. [16] presented a framework to achieve a tradeoff between successful data delivery probability and energy costs. They also investigated the impact of the proportion of the surface covered by both regions on the Nash equilibrium and the price of anarchy, and implemented a fully distributed algorithm that can be employed to achieve convergence to the Nash equilibrium. Srinivasan et al. [17] assumed that users will not always be willing to expend their energy resources to relay traffic generated by other users in wireless ad hoc networks. Thus, they applied the Nash game theory to address the problem of cooperation among energy constrained nodes in wireless ad hoc networks. Michiardi et al. [18] used a cooperative game approach and a non-cooperative game approach to evaluate the effectiveness of the CORE (collaborative reputation) mechanism. Saad et al. [19] proposed a game model to analyze cooperative decisions between multiple effective communities. Naserian et al. [20] proposed a routing algorithm based on forwarding game. Gholap et al. [21] presented a multi-receiver incentive-based dissemination (MuRIS) scheme that motivates node to forward the messages to the next node by giving it some reward. Brun et al. [22] presented an incentive mechanism for DTN, a reward is given only to the relay that is the first one to deliver the message to the destination. Seregina et al. [23] proposed a reward mechanism to incentive relays to sacrifice their memory and battery on DTN relaying operation. Chen et al. [11] proposed an incentive scheme called multicent for DTN routing that encourages nodes to cooperate and can realize different performance objectives and adjustable QoS for packets of specific sources, destinations, or sourcedestination pairs.
At the same time, in order to solve the problem of nodes' selfishness in the network, Mao and Zhu [24] proposed an energy-aware routing algorithm in which the node forwards more messages to receive more services from other nodes. The algorithm can effectively improve the performance of the network by considering the energy resources. However, the node's buffer resources were not considered. In addition, the algorithm did not consider how to control the amount of messages in the network.
Based on the above analysis, this paper proposes a DTN routing algorithm based on incentive mechanisms. The contribution of this article is as follows: (1) We define a contribution function to measure node's resource consumption, when the resource consumption value is greater than 0, it will increase the value of the contribution function, so that the messages in their buffer will have a greater probability of being received in process of forwarding. (2) Based on the contribution function value, we design a buffer management mechanism to solve the issue of extremely limited node resources can be used efficiently.
III. NETWORK MODEL
In this paper, we model the network as an undirected graph G = (V , E), where V is a set of nodes, E is a set of edges, which represents connections between the nodes, and arbitrarily defined two nodes in the network, where a connection between two nodes means that communication is within each other's communication radius. For any node N in the network to maintain a list,
is the contribution value of node N at time t, as given in Equation (1); P t (N ) is the resource consumption value of node N at time t, as given in Equation (2); E t (N ) is the energy consumption value of node N at time t, as given in Equation (3); M t (N ) is the buffer consumption value of node N at time t, as given in Equation (4); and TC(N ) is a matrix that records the times node N forwards messages to relay nodes or destination nodes, as given in Equation (5); p M N represents the probability of node M encounters with node N , a detailed description of each node N records its probability of encountering with other nodes will be given in section 4.2.
where α is the adjustment factor. The term P t (N ) is given as:
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where ε is the event statistics function, E c is expressed as an energy consumption event, and M c is expressed as a buffer usage event.
where TC m N is the number of times that node N forwards messages to the destination node of message m.
Each message m in the network maintains a list of attributes
where S m is the source node of the message m, D m is the destination node of the message m, C(S m ) is the contribution value of the source node of the message m when message m is generated, and N m is the number of copies when the message m is carried by any node. When N m is greater than one, the message m only occupies one message buffer space of node.
IV. ARAG ALGORITHM
In this paper, we define the contribution function of node in section 3. The contribution value is used for determining the probability of messages received by relay nodes when forwarding messages. Based on the contribution value, the number of copies of the message is set when it is generated. A detailed description of routing and buffer process is given in the following section.
A. ROUTING POLICY
Step 1: It is assumed that node N has messages that require to forward. When node N and node M encounter each other, if EM− EN≥ δ 1 and M M− M N≥ δ 2 , node N requests to establish a connection with node M . Otherwise, node N does not requests to establish a connection with the node M .
Where E N and E M are the remaining energies of nodes N and M , respectively, M N and M M denote the remaining buffer size of nodes N and M , respectively, and δ 1 and δ 2 are the adjustment factors.
Step 2: After node N and node M establish a connection, for any message m in the buffer of node N , calculate η m N and η m M according to equation (6) . When η m N < η m M , node N forwards the message m to node M , node M receives the message of node N with a probability of P(C t (N )). P(C t (N )) is calculated as shown in equation (7) . Otherwise, message m will not be forwarded.
where TC m N is the number of times that node N forwards messages to the destination node of m, TC total N is the total number of times that node N forwards messages, and γ is the adjustment factor.
B. BUFFER MANAGEMENT
In this paper, a buffer management mechanism is proposed to solve the issue of extremely limited network resources can be used efficiently. For the source node of message m, when the message is generated, the number of copies assigned to message m is N S m , that is to say, the maximum number of copies of message m is N S m in the network. When the number of copies of message m in a node is greater than one, the message m occupies only one message space of the node. The N S m is calculated as shown in equation (8):
where K is the adjustment factor. When forwarding messages, the number of copies to be forwarded to the next relay node M is AL,as shown in equation (9):
where N N m is the number of copies of the message m contained in node N . When the number of copies of the message m in node N is equal to one, node N forwards the message m to node M and still not store the message m any more. p dest M is the probability of the node M encounters with the destination node of the message m.
Among them, each node N records its probability of encountering with other nodes accord to the following rules:
Such as p M N represents the probability of node M encounters with node N , and M ∈ V (G) − {N }. For each node N , the initial value of the encounter probability p M N is set to 1/(|V | − 1), where |V | represents the number of nodes in the network. The update rule of p M N is as follows: When node N encounters node M again, p M N will add one. Then, the encounter probability for all nodes kept at N belonging to V (G) − {N } is re-normalized [26] .
When the node buffer overflows, the message with the least number of copies of message in the node buffer is discarded. If the number of copies of multiple messages is the least at the same time, discard the message generated by its source node which has the least contribution value.
C. INCENTIVE PROCESS IN ARAG
In this section, we will provide a detailed description of incentive process, where the node resource consumption matrix is listed in Table 1 :
For node M as a recipient, M can choose to receive or not receive messages. When receiving messages, the resource consumed by node M depends on whether node N sends messages or not. When a message m is sent by node N , the resource consumed by node M is recorded as S 1 . When no message is sent by node N , the resources consumed by node M is recorded as S 2 . The specific description of S 1 and S 2 are shown in equations (10) and (11) .
where β 1 is the adjustment factor, E Lis is the energy consumed by node M monitoring channel, Er m is the energy consumed by node M receives the message m, and Mr m is the size of the buffer change of node M after node M receives the message m.
For node N as a sender, N can choose to send messages or not to send messages. When sending messages, the resource consumed by node N depends on whether node M receives the message or not. When node M receives the message m which is sent by node N , the resource consumed by node N is denoted as S 3 . When node M does not receive the message m sent by node N , the resource consumed by node N is denoted as S 4 . The specific description of S 3 and S 4 are shown in equations (12) and (13) .
where β 2 is the adjustment factor, E Lis is the energy consumed by node N monitoring channel, Es m is the energy consumed by node N to send a message m, and Ms m is the size of the buffer change of node N after node N sends a message m.
As can be seen from Table 1 , when node N chooses to send a message and node M chooses not to receive the message, the resource consumption value of node M is zero; If node M chooses to receive the message, its resource consumption value is S 1 , which is greater than zero.
When node N chooses not to send a message and node M chooses not to receive the message, the resource consumption value of node M is zero. If node M chooses to receive a message, its resource consumption value is S 2 , which is greater than zero. Thus, node M should choose to receive the message in order to increase its contribution value. The same theory also applies to sender node N .
Thus, when node N chooses to send a message and node M chooses to receive the message, the elements S 3 and S 1 in the resource consumption matrix are both greater than zero, and both nodes N and M can obtain maximum benefit at the same time.
That is to say, when the resource consumption function value is greater than zero, it will increase the value of the contribution function, so that the messages in their buffer will have a greater probability of being received in process of forwarding. So, after two nodes to establish a connection, the sending node will try to send messages and the receiving node will try to choose to receive messages to increase the node's own contribution function value.
V. SIMULATION AND RESULTS
In order to validate the ARAG algorithm, this study simulates the proposed algorithm by using the ONE [25] simulator and compares the ARAG algorithm with traditional Epidemic routing algorithm [13] , Prophet routing algorithm [14] and GTMEA algorithm [24] .
A. SIMULATION ENVIRONMENT
The nodes in this paper will consist of pedestrians, taxis, and trams, the detailed parameters are listed in Table 2 . Among them, the energy of taxis and trams is assumed to be infinite, the energy of pedestrian is assumed to be limited, the node's energy consumption can be described by equation (14) . Simultaneously, in order to be able to fully simulate the real-time living environment, we establish schools, parks, cafe houses and other public places in the simulation map.
where E Lis is the energy consumed by the listening channel. Es is the energy consumed per second when to send messages, and Er is the energy consumed per second when to receive messages.
B. PERFORMANCE INDICATORS
In this paper, we will compare the ARAG algorithm with the traditional routing algorithm from three aspects, which are the delivery ratio, average delay, and network overhead. The delivery ratio is the ratio of the number of messages successfully delivered to the destination node and the total number of messages created. The average delay is the ratio of the sum of the time of all delivered messages from the source node to the destination node and the total number of messages. The network overhead is the ratio of the number of messages that are relayed in the network to the number of messages that have been successfully delivered and the number of messages that have been successfully delivered. Fig. 1a illustrates the changes in the delivery ratio when the buffer size is varied from 4-20 M. As can be seen from Fig. 1a , with the increase in node buffer size from 4M to 20M, the delivery ratios of these algorithms gradually increase. The delivery ratios of the Epidemic and Prophet algorithms are closely matched and varies between 0.1 and 0.4, the delivery ratio of the GTMEA algorithm varies between 0.3 and 0.5, and the delivery ratio of the ARAG algorithm varies between 0.33 and 0.62, which is significantly greater than the three compared algorithms. Fig. 1b depicts the changes in delivery ratio when the simulation time is varied from 60-300 h. It can be seen from Fig. 1b that the delivery ratios of the Epidemic and Prophet algorithms are closely matched, maintain between 0.2 and 0.3, the delivery ratio of the GTMEA algorithm maintains between 0.3 and 0.45, and the delivery ratio of the ARAG algorithm is higher than all of them. Overall, the delivery ratio of the ARAG algorithm is higher than the Epidemic, Prophet and GTMEA algorithms. This is mainly because the message is always forwarded to a relay node with a greater probability of encountering the destination node in the process of selection relay node, and the ARAG algorithm also provides a buffer management strategy that allows messages to be discarded properly, thus increasing the delivery ratio of the messages. 2) AVERAGE DELAY Fig. 2a illustrates the changes in delay when the buffer size is varied from 4-20 M. As can be seen from Fig. 2a , on increasing the node buffer size, the message delays of all the four algorithms increase. The delays of the Epidemic and Prophet algorithms are closely matched, the delay of the GTMEA algorithm is lower than the Epidemic and Prophet algorithms, and ARAG algorithm is the lowest of all. Fig. 2b displays the changes in delay when the simulation time is varied from 60-300 h. As can be seen from Fig. 2b , the delays in the Epidemic and Prophet algorithms are closely matched and relatively stable during the period 60-120 h. The delays in the GTMEA and ARAG algorithms show better performance than Epidemic and Prophet algorithms. The delays of the ARAG algorithm tend decrease when the simulation time is varied from 120-180 h. Overall, the ARAG algorithm shows the best performance in terms of delay. This is mainly because, in the process of forwarding message, by encouraging a node to forward messages to other nodes, the time required for a single message to reach the destination node is reduced, therefore reducing the time that it stays in the network.
C. SIMULATION RESULTS AND ANALYSIS 1) DELIVERY RATIO
3) NETWORK OVERHEAD Fig. 3a illustrates the changes in the network overhead when the buffer size is varied from 4-20 M; as can be seen from Fig. 3a , when the buffer size increases from 4-20 M, the overheads of the four algorithms are all decreasing. The network overhead of the Epidemic algorithm is the largest; the network overhead of the ARAG algorithm is less than that of the other three compared algorithms. Fig. 3b depicts the changes in the network overhead when the simulation time is varied from 60-300 h. During the simulation period 60-300 h, there are relatively fewer changes in the network overhead of all four algorithms; the overhead of the Epidemic algorithm is the largest, whereas that of the ARAG algorithm is the least. In total, the network overhead of the ARAG algorithm is less than that of the other three compared algorithms. This is mainly because the ARAG algorithm transmits messages to a node with a higher probability of encountering the destination node and by limiting the number of copies of a single message, the total number of message in the network is reduced. Therefore, the network overhead is reduced.
VI. CONCLUSION
This paper presents a routing and management algorithm based on incentive mechanism, which is used to solve the issue of nodes with selfishness. The algorithm aims to optimize the performance of the network by the way of encouraging the sending node to send messages or the receiving node to receive messages to increase the probability that the message it carries is received by a relay node during the process of forwarding message. Meanwhile, the algorithm sets the number of copy thresholds for a message to limit the number of copies of the message, thereby reducing the number of copies of the total message in the network. Simulation results show that the algorithm is superior to the Epidemic algorithm, the Prophet algorithm and the GTMEA algorithm in terms of the delivery ratio, the average delay, and the network overhead. 
