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Positive definite radial kernels on
homogeneous trees and products
Ignacio Vergara
Abstract. We give a new proof of a classical result which provides a
one-to-one correspondence between positive definite radial kernels on
a homogeneous tree and finite Borel measures on the interval [−1, 1].
Our methods allow us to find a new characterisation in terms of pos-
itive trace-class operators on ℓ2. Furthermore, we extend both char-
acterisations to finite products of homogeneous trees. The proof relies
on a formula for the norm of radial Schur multipliers, in the spirit of
Haagerup–Steenstrup–Szwarc, and a variation of the Hamburger mo-
ment problem.
Mathematics Subject Classification (2010). Primary 43A35; Secondary
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1. Introduction
Let X be a nonempty set. We say that a function ψ : X ×X → C is positive
definite (or that it is a positive definite kernel on X) if, for every finite family
x1, ..., xn ∈ X and every z1, ..., zn ∈ C, we have
n∑
i,j=1
ψ(xi, xj)zizj ≥ 0. (1)
Positive definite kernels are particular cases of Schur multipliers. Let
ℓ2(X) be the Hilbert space of square-summable, complex-valued functions
on X . A function ψ : X × X → C is said to be a Schur multiplier on X
if, for every bounded operator T ∈ B(ℓ2(X)), there exists another bounded
operator Mψ(T ) ∈ B(ℓ2(X)) whose matrix coefficients are given by
〈Mψ(T )δy, δx〉 = ψ(x, y)〈Tδy, δx〉, ∀x, y ∈ X. (2)
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In this case, Mψ defines a completely bounded map on B(ℓ2(X)), and we
denote by ‖ψ‖cb its completely bounded norm, which coincides with its norm
as a bounded operator on B(ℓ2(X)). See [15, Chapter 5] for more details.
Positive definite kernels can be characterised by the complete positivity
of the associated map (2).
Proposition 1.1. Let X be a non-empty set and let ψ : X × X → C be a
function which is constant on the diagonal. Then ψ is positive definite if and
only if the map Mψ given by (2) is completely positive.
For a proof of this fact, see e.g. [3, Theorem D.3]. For more on completely
positive maps, see [3, §1.5].
If now X is (the set of vertices of) a connected graph, we say that
ψ : X×X → C is radial if it depends only on the distance between each pair
of vertices. In other words, if there exists ϕ : N→ C such that
ψ(x, y) = ϕ(d(x, y)), ∀x, y ∈ X.
Here the distance d(x, y) is given by the length of the shortest path between
x and y. We can thus define the following subsets of ℓ∞(N):
R(X) = {ϕ : N→ C |ϕ defines a radial Schur multiplier on X} ,
R+(X) = {ϕ : N→ C |ϕ defines a positive definite radial kernel on X} .
It follows that R(X) is a linear subspace of ℓ∞(N), and R+(X) is a convex
cone in R(X).
Let 2 ≤ q ≤ ∞ and let Tq denote the (q + 1)-homogeneous tree (the
choice of this somewhat strange notation will become clearer afterwards). It
was proven by Haagerup, Steenstrup and Szwarc [9] that a function ϕ : N→ C
belongs to R(Tq) if and only if the Hankel matrix
H = (ϕ(i + j)− ϕ(i+ j + 2))i,j∈N (3)
is of trace class. See [12, §2.4] for details on trace-class operators. Observe
that the aforementioned characterisation is independent of q. In other words,
R(Tq) = R(T∞) for all 2 ≤ q < ∞. Since R+(Tq) ⊂ R(Tq), the elements of
R+(Tq) must at least satisfy this trace-class condition.
Fix 2 ≤ q < ∞ and let (P
(q)
n )n∈N be the family of polynomials defined
recursively as follows:
P
(q)
0 (x) = 1, P
(q)
1 (x) = x,
and
P
(q)
n+1(x) =
(
1 + 1
q
)
xP (q)n (x)−
1
q
P
(q)
n−1(x), ∀n ≥ 1. (4)
For z ∈ C fixed, the function n 7→ P
(q)
n (z) corresponds to an eigenfunction
of the Laplace operator on Tq, with eigenvalue z. Arnaud [1] proved that a
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function ϕ : N → C belongs to R+(Tq) if and only if there exists a positive
Borel measure µ on [−1, 1] such that
ϕ(n) =
ˆ 1
−1
P (q)n (s) dµ(s),
for all n ∈ N. See also [4, 6, 7]. Haagerup and Knudby [10] gave a new proof
of this fact for odd values of q, and extended it to q =∞. In the latter case,
the sequence (P
(∞)
n ) is given by
P (∞)n (x) = x
n, ∀n ∈ N.
In this paper, we provide a new proof of this characterisation by means of the
Haagerup–Steenstrup–Szwarc formula for radial Schur multipliers. We prove
the following.
Theorem 1.2. Let 2 ≤ q ≤ ∞ and let ϕ : N→ C. The following are equivalent:
a) The function ϕ belongs to R+(Tq).
b) The operator B = (Bi,j)i,j∈N given by
Bi,j = ϕ(i+ j)− ϕ(i + j + 2), (q =∞)
Bi,j =
min{i,j}∑
k=0
1
qk
(ϕ(i + j − 2k)− ϕ(i+ j − 2k + 2)) , (q <∞)
is of trace class and positive. Moreover, the following limits
l0 = lim
n→∞
ϕ(2n), l1 = lim
n→∞
ϕ(2n+ 1)
exist, and
|l1| ≤ l0.
c) There exists a positive Borel measure on [−1, 1] such that
ϕ(n) =
ˆ 1
−1
P (q)n (s) dµ(s),
for all n ∈ N.
The equivalence (a)⇔(b) will follow from the characterisation of R(Tq)
proven in [9]. The proof of (b)⇒(c) is inspired by Hamburger’s solution to
the moment problem [11]. Observe that when q = ∞, B coincides with the
Hankel matrix H defined in (3).
Since R(Tq) = R(T∞) for all 2 ≤ q < ∞, a natural question is what is
the relation between R+(Tq) and R+(Tr) for q 6= r. Observe that there is a
sequence of isometric embeddings
T2 →֒ T3 →֒ · · · →֒ T∞.
Such embeddings can be defined as follows. Choose any two vertices x ∈ Tq,
y ∈ Tq+1, and map x 7→ y. Then inductively map neighbours to neighbours.
Since the degree of Tq+1 is bigger, there is always enough room for this
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procedure, and since there are no cycles, the resulting map is isometric. This
yields a sequence of inclusions
R+(T2) ⊃ R+(T3) ⊃ · · · ⊃ R+(T∞). (5)
Moreover, since the condition (1) involves only finitely many points, these
isometric embeddings allow one to see that
R+(T∞) =
⋂
q≥2
R+(Tq).
As a consequence of Theorem 1.2, we obtain the following.
Corollary 1.3. For all 2 ≤ q <∞, we have
R+(Tq+1) ( R+(Tq).
In the proof of Corollary 1.3, we construct explicit examples of elements
ϕ ∈ R+(Tq) \ R+(Tq+1), namely ϕ(n) = P
(q)
n (0), where (P
(q)
n ) is the family
of polynomials defined in (4).
We also study positive definite kernels on products of trees. Given a
family of connected graphs X1, ..., XN , the product
X = X1 × · · · ×XN
is the graph whose vertices are N -tuples (x1, ..., xN ), with xi ∈ Xi, and there
is an edge between (x1, ..., xN ) and (y1, ..., yN ) if and only if
N∑
i=0
di(xi, yi) = 1.
Here di stands for the edge-path distance on Xi. Observe that every Xi can
be isometrically embedded into X by simply fixing the other coordinates. We
will prove an extension of Theorem 1.2 to products. For n = (n1, ..., nN ) ∈ N
N
and m = (m1, ...,mN ) ∈ N
N , we denote by m ∧ n the element of NN given
by
(m ∧ n)i = min{mi, ni}, ∀i ∈ {1, ..., N}.
We will also write m ≤ n if mi ≤ ni for all i. Fix 2 ≤ q1, ..., qN <∞ and set
X = Tq1 × · · · × TqN . Now we consider N families of polynomials (P
(qi)
n )n∈N
(i = 1, ..., N) defined as in (4).
Theorem 1.4. Let ϕ : N → C, and let X be as above. The following are
equivalent:
a) The function ϕ belongs to R+(X).
b) The operator B = (Bn,m)m,n∈NN on ℓ2(N
N ), given by
Bm,n =
∑
l≤m∧n
1
ql11 · · · q
lN
N
N∑
k=0
(
N
k
)
(−1)kϕ(|m|+ |n| − 2|l|+ 2k),
is of trace class and positive. Moreover, the following limits
l0 = lim
n→∞
ϕ(2n), l1 = lim
n→∞
ϕ(2n+ 1)
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exist, and
|l1| ≤ l0.
c) There exists a positive Borel measure µ on [−1, 1]N such that
ϕ(n1 + · · ·+ nN ) =
ˆ
[−1,1]N
P (q1)n1 (t1) · · ·P
(qN )
nN
(tN ) dµ(t1, ..., tN ), (6)
for all (n1, ..., nN) ∈ N
N .
Observe that Theorem 1.2 (for q <∞) is a particular case of Theorem
1.4. The latter could also be stated in a more general form, allowing some of
the qi to be ∞, but this case does not really give new information, as we will
explain now.
LetX be a connected graph. For x, y ∈ X , we define the interval between
x and y as the set
I(x, y) = {u ∈ X : d(x, y) = d(x, u) + d(u, y)}.
We say that X is median if
|I(x, y) ∩ I(y, z) ∩ I(z, x)| = 1, ∀x, y, z ∈ X.
The class of median graphs is very large, and it contains trees and finite
products of trees. It was proven by Chepoi [5] that a graph is median if and
only if it is the 1-skeleton of a CAT(0) cube complex. The following result
is essentially a consequence of the fact that the edge-path distance on such
graphs is a conditionally negative kernel (see [13]).
Proposition 1.5. Let X be a median graph. Then
R+(T∞) ⊂ R+(X).
Therefore, if a median graph X contains an isometric copy of T∞, then
R+(X) = R+(T∞), and we already know what this set looks like, thanks to
Theorem 1.2. In particular,
R+(T∞) = R+(T
N
∞ ),
for all N ≥ 1. Here T N∞ stands for the direct product of N copies of T∞. So
again, this is a very different situation than the one of radial Schur multipliers.
Indeed, the following is a consequence of [19, Theorem A] and [19, Proposition
7.5].
Theorem 1.6 ([19]). Let N and q be natural numbers with N ≥ 1 and 2 ≤
q <∞. Then
R(T Nq ) = R(T
N
∞ ),
and
R(T N+1∞ ) ( R(T
N
∞ ).
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Again, since there is an isometric inclusion T Nq →֒ T
N ′
q′ for q
′ ≥ q and
N ′ ≥ N , we know that
R+(T
N ′
q′ ) ⊂ R+(T
N
q ). (7)
It seems natural to ask whether some of these inclusions are actually equal-
ities. We do not have a complete answer to this question, but Theorem 1.4
allows us to conclude the following.
Corollary 1.7. For all 2 ≤ q <∞, we have
R+(Tq × Tq) ( R+(Tq).
We make one final remark concerning this question. The equivalence
(a)⇔(c) in Theorem 1.4 associates, to each element of R+(X), a Borel mea-
sure on [−1, 1]N , but not conversely. Indeed, the left-hand side of (6) depends
only on the sum n1 + · · · + nN , and this imposes severe restrictions on the
measure µ. To illustrate this fact, suppose that ϕ : N→ C satisfies
ϕ(n1 + n2) =
ˆ
[−1,1]2
tn11 t
n2
2 dµ(t1, t2), ∀(n1, n2) ∈ N
2,
for some positive measure µ on [−1, 1]2. Then, by computing the integral of
tn11 t
n2
2 (t1 − t2)
2, one can show that µ must be supported on the diagonal of
[−1, 1]2. This is actually another way of proving that R+(T
2
∞) = R+(T∞).
This suggests that a more thorough analysis of the identity (6) could lead to
a better understanding of the set R+(T
N
q ) and the inclusions (7).
1.1. Organisation of the paper
In Section 2, we state some general results concerning completely positive
multipliers and trace-class operators. Section 3 is devoted to the equivalence
(a)⇔(b) in both Theorems 1.2 and 1.4. In Section 4, we study a variant
of the Hamburger moment problem and prove the implication (b)⇒(c). We
complete the proof of the main results in Section 5. Corollaries 1.3 and 1.7
are proven in Section 6. Finally, in Section 7, we discuss median graphs and
prove Proposition 1.5.
2. Preliminaries
We present here some general facts on completely positive multipliers and
positive trace-class operators, which will be crucial in our proofs.
2.1. Completely positive multipliers
Let A and B be C∗-algebras. A linear map u : A→ B is said to be completely
bounded if
‖u‖cb = sup
n≥1
‖idn ⊗ u :Mn(A)→Mn(B)‖ <∞.
It is completely positive if idn ⊗ u is positive for each n. The following fact
is essential for our purposes. See e.g. [16, Corollary 1.8] for a proof.
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Proposition 2.1. Let A and B be unital C∗-algebras and let u : A → B be a
unital linear map. Then u is completely positive if and only if
‖u‖cb = 1.
Every Schur multiplier ψ : X ×X → C defines a completely bounded
map Mψ : B(X)→ B(X), and the cb norm coincides with the usual operator
norm. See [15, Theorem 5.1] for a proof. We shall write
‖ψ‖cb = ‖Mψ‖cb = ‖Mψ‖.
The following characterisation of positive definite radial kernels will be
one of our main tools. It is a direct consequence of Propositions 1.1 and 2.1.
Proposition 2.2. Let X be a connected graph and let ψ : X × X → C be a
radial Schur multiplier defined by a function ϕ : N → C. Then ψ is positive
definite if and only if
‖ψ‖cb = ϕ(0).
2.2. Positive trace-class operators
Let H be a separable Hilbert space. We denote by S1(H) the space of trace-
class operators onH, and by S1(H)+ the subset of positive elements of S1(H).
See [12, §2.4] for details on trace-class operators. The following fact is well
known. We include its proof for the sake of completeness.
Lemma 2.3. Let A ∈ S1(H). Then A is positive if and only if Tr(A) = ‖A‖S1.
Proof. If A is positive, then ‖A‖S1 = Tr(A) by the definition of the S1-norm.
Suppose now that ‖A‖S1 = Tr(A). By the singular value decomposition of
compact operators (see e.g. [2, Theorem 1.84]), A can be written as
A =
∑
n∈N
λnun ⊙ vn,
where (λn) is a sequence of non-negative numbers converging to 0, (un) and
(vn) are two orthonormal families in H, and un ⊙ vn is the rank 1 opera-
tor given by (un ⊙ vn)f = 〈f, vn〉un. Moreover, if A = U |A| is the polar
decomposition of A, then
|A| =
∑
n∈N
λnvn ⊙ vn,
and un = Uvn. We have
‖A‖S1 = Tr(|A|) =
∑
λn,
and
Tr(A) =
∑
n∈N
〈Avn, vn〉 =
∑
n∈N
〈λnun, vn〉 =
∑
n∈N
λn〈Uvn, vn〉.
Hence ∑
n∈N
λn =
∑
n∈N
λn〈Uvn, vn〉.
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Since λn ≥ 0 and |〈Uvn, vn〉| ≤ 1, we must have 〈Uvn, vn〉 = 1 for all n,
which implies that Uvn = vn. Therefore un = vn and A = |A|. 
3. Products of trees and multi-radial kernels
In this section we deal with the equivalence (a)⇔(b) in Theorems 1.2 and 1.4.
We will work in the slightly more general context of multi-radial kernels. The
main reason is that this will make computations on products a little easier,
but it may also be of independent interest.
3.1. Homogeneous trees
We begin by recalling some facts and definitions from [9]. Let Tq be the (q+1)-
homogeneous tree (2 ≤ q <∞). We fix an infinite geodesic ray ω0 : N→ Tq.
For each x ∈ Tq there exists a unique geodesic ray ωx : N → Tq which
eventually flows with ω0, meaning that |ωx∆ω0| <∞, where we view ω0 and
ωx as subsets of Tq. Using these rays, we can construct a family of vectors
(δ′x)x∈Tq in ℓ2(Tq) such that
〈δ′x, δ
′
y〉 =


1 if x = y,
− 1
q−1 if x 6= y and ωx(1) = ωy(1),
0 otherwise.
See the discussion in [9] after Remark 2.4. Now let S denote the forward shift
operator on ℓ2(N), and define
Sm,n =
(
1−
1
q
)−1(
Sm(S∗)n −
1
q
S∗Sm(S∗)nS
)
, (8)
for all m,n ∈ N.
Lemma 3.1. [9, Lemma 2.5] Let x, y ∈ Tq. Let m and n be the smallest
numbers such that ωx(m) ∈ ωy and ωy(n) ∈ ωx (this implies ωx(m) = ωy(n)
and d(x, y) = m+ n). Then
(Sm,n)ij =
〈
δ′ωy(j), δ
′
ωx(i)
〉
,
for all i, j ∈ N.
3.2. Multi-radial kernels
Let X = X1 × · · · ×XN be a product of N connected graphs. We say that
φ : X × X → C is a multi-radial function if there exists φ˜ : NN → C such
that
φ(x, y) = φ˜(d(x1, y1), ..., d(xN , yN)), ∀x, y ∈ X,
where x = (xi)
N
i=1, y = (yi)
N
i=1, and di is the edge-path distance on Xi. It
readily follows that a radial function φ : X × X → C, given by φ(x, y) =
ϕ(d(x, y)), is multi-radial with
φ˜(n1, ..., nN ) = ϕ(n1 + · · ·+ nN ), ∀(n1, ..., nN ) ∈ N
N .
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We recall some facts and notations from [19, §2]. Put [N ] = {1, ..., N}. For
each I ⊂ [N ], we define χI ∈ {0, 1}N by
χIi =
{
1 if i ∈ I
0 if i /∈ I.
(9)
Consider the space ℓ2(N
N ) = ℓ2(N)⊗· · ·⊗ℓ2(N) and denote by Si the forward
shift operator on the i-th coordinate. Namely,
S1 (δn1 ⊗ δn2 ⊗ · · · ⊗ δnN ) = (δn1+1 ⊗ δn2 ⊗ · · · ⊗ δnN ) ,
and so forth. For each i ∈ {1, ..., N}, define Si,m,n ∈ B(ℓ2(N
N )) like in (8),
and put
S(m,n) =
N∏
i=1
Si,mi,ni , ∀m,n ∈ N
N . (10)
3.3. Products of homogeneous trees
A characterisation of multi-radial multipliers on products of trees was given
in [19], together with some estimates on the norms. We shall revisit the proof
of this result and obtain an exact formula for the norm in the homogeneous
case. This will generalise [9, Theorem 1.2]. For details on Schur multipliers,
see [15, Chapter 5].
From now on, fix 2 ≤ q1, ..., qN < ∞ and let Tqi denote the (qi + 1)-
homogeneous tree (i = 1, ..., N). We will focus on the graph
X = Tq1 × · · · × TqN .
Consider, for each i = 1, ..., N , the operator τi : B(ℓ2(N
N )) → B(ℓ2(N
N ))
defined by
τi(T ) = SiTS
∗
i .
Since τi is isometric on S1(ℓ2(N
N )) (see the proof of [19, Lemma 2.14]), the
formula
N∏
i=1
(
1−
1
qi
)−1(
I −
τi
qi
)
defines an isomorphism of S1(ℓ2(N
N )). Observe that this is a product of a
commuting family of operators, hence there is no ambiguity in this definition.
Lemma 3.2. Let φ˜ : NN → C be a function such that the limits
l0 = lim
|n|→∞
|n| even
φ˜(n) l1 = lim
|n|→∞
|n| odd
φ˜(n)
exist. Then φ˜ defines a multi-radial Schur multiplier on X if and only if the
operator T = (Tn,m)m,n∈NN given by
Tm,n =
∑
I⊂[N ]
(−1)|I|φ˜(m+ n+ 2χI), ∀m,n ∈ NN (11)
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is an element of ∈ S1(ℓ2(N
N )). Moreover, in that case, the associated multi-
plier φ satisfies
‖φ‖cb =
∥∥∥∥∥
N∏
i=1
(
1−
1
qi
)(
I −
τi
qi
)−1
T
∥∥∥∥∥
S1
+ |c+|+ |c−|, (12)
where c± = l0 ± l1.
Proof. The characterisation of such multipliers was already proven in [19,
Proposition 2.1]. Hence we only need to show that the identity (12) holds.
Observe that one of the inequalities is somehow implicit in [19]. By [19,
Lemma 2.13], there exists a trace-class operator T ′ such that
φ˜(m+ n) = c+ + (−1)
|m|+|n|c− +Tr (S(m,n)T
′) , ∀m,n ∈ N, (13)
and
‖T ′‖S1 + |c+|+ |c−| ≤ ‖φ‖cb.
Then it is shown in (the proof of) [19, Lemma 2.8] that
T ′ =
N∏
i=1
(
1−
1
qi
)(
I −
τi
qi
)−1
T. (14)
In order to prove the other inequality, we shall use the characterisation of
Schur multipliers as scalar products on a Hilbert space (see [15, Theorem
5.1]). Let T ′ be as in (14). Since T ′ is of trace class, there exist sequences(
ξ(k)
)
k≥0
,
(
η(k)
)
k≥0
in ℓ2(N
N ) such that
T ′ =
∑
k≥0
ξ(k) ⊙ η(k),
and
‖T ′‖S1 =
∑
k≥0
‖ξ(k)‖2‖η
(k)‖2.
See the discussion right after [9, Corollary 2.7]. This implies that
T ′m,n =
∑
k≥0
ξ(k)m η
(k)
n , ∀m,n ∈ N
N .
Now, for each k ∈ N, define functions Pk, Qk : X → ℓ2(N
N ) by
Pk(x) =
∑
l1,...,lN≥0
ξ
(k)
(l1,...,lN)
δ′ωx1(l1)
⊗ · · · ⊗ δ′ωxN (lN )
,
Qk(y) =
∑
j1,...,jN≥0
η
(k)
(j1,...,jN )
δ′ωy1(j1)
⊗ · · · ⊗ δ′ωyN (jN )
,
for all x = (x1, ..., xN ) ∈ X and y = (y1, ..., yN ) ∈ X . Observe that
‖Pk(x)‖
2 =
∑
l1,...,lN≥0
∥∥∥ξ(k)(l1,...,lN)
∥∥∥2 = ‖ξ(k)‖2, ∀x ∈ X.
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Similarly, ‖Qk(y)‖ = ‖η
(k)‖ for all y ∈ X . Hence∑
k≥0
‖Pk‖∞‖Qk‖∞ =
∑
k≥0
‖ξ(k)‖‖η(k)‖ = ‖T ′‖S1 .
Now fix x, y ∈ X and observe that∑
k≥0
〈Pk(x), Qk(y)〉
=
∑
k≥0
∞∑
l1,...,lN=0
j1,...,jN=0
(
N∏
i=1
〈
δωxi (li), δωyi (ji)
〉)
ξ
(k)
(l1,...,lN)
η
(k)
(j1,...,jN )
=
∞∑
l1,...,lN=0
j1,...,jN=0
(
N∏
i=1
〈
δωxi (li), δωyi (ji)
〉)
T ′(l1,...,lN),(j1,...,jN ). (15)
Then, by Lemma 3.1, there exist m1, ...,mN and n1, ..., nN in N such that
d(xi, yi) = mi + ni and〈
δ′ωx(li), δ
′
ωy(ji)
〉
= (Si,mi,ni)jili ,
for all li, ji ∈ N (i = 1, ..., N). Hence, using (10), the identity (15) can be
rewritten as ∑
k≥0
〈Pk(x), Qk(y)〉 =
∑
l,j∈NN
S(m,n)j,lT
′
l,j
= Tr (S(m,n)T ′) ,
which, by (13), gives
φ(x, y) = φ˜(m+ n) = c+ + (−1)
|m|+|n|c− +
∑
k≥0
〈Pk(x), Qk(y)〉.
Observe that the function (m,n) 7→ (−1)|m|+|n| defines a Schur multiplier on
X of norm 1 (see e.g. [19, Lemma 2.3]). Therefore
‖φ‖cb ≤ |c+|+ |c−|+
∑
k≥0
‖Pk‖∞‖Qk‖∞
= |c+|+ |c−|+ ‖T
′‖S1 .

Now we will use this lemma to characterise positive definite multi-radial
kernels on X . Observe that a more general form of Proposition 2.2 still holds
in this context. Namely, φ is a positive definite multi-radial kernel if and only
if
‖φ‖cb = φ˜(0, ..., 0).
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Corollary 3.3. Let φ˜ : NN → C be a function such that the limits
l0 = lim
|n|→∞
|n| even
φ˜(n) l1 = lim
|n|→∞
|n| odd
φ˜(n) (16)
exist, and let T be as in (11). Then φ˜ defines a positive definite multi-radial
kernel on X if and only if the operator
T ′ =
N∏
i=1
(
1−
1
qi
)(
I −
τi
qi
)−1
T (17)
is an element of ∈ S1(ℓ2(N
N ))+, and
|l1| ≤ l0.
Proof. We know from Lemma 3.2 that φ˜ defines a multi-radial Schur multi-
plier φ on X if and only if T (equivalently T ′) is of trace class. And in that
case
‖φ‖cb = ‖T
′‖S1 + |c+|+ |c−|,
where c± = l0 ± l1. On the other hand, we know that φ is positive definite if
and only if ‖φ‖cb = φ˜(0, ..., 0), or equivalently,
φ˜(0, ..., 0) = ‖T ′‖S1 + |c+|+ |c−|.
Moreover, by (13),
φ˜(0, ..., 0) = c+ + c− +Tr(T
′).
This means that φ is positive definite if and only if
Tr(T ′) + c+ + c− = ‖T
′‖S1 + |c+|+ |c−|.
By Lemma 2.3, this is equivalent to T ′ ∈ S1(ℓ2(N
N ))+ and c+, c− ≥ 0. Finally
observe that the latter condition can be rewritten as |l1| ≤ l0. 
Now we go back to radial kernels. Recall that for m,n ∈ NN , we denote
by m ∧ n the element of NN given by
(m ∧ n)i = min{mi, ni}, ∀i ∈ {1, ..., N}.
By m ≤ n we mean mi ≤ ni for all i.
Corollary 3.4. A function ϕ : N → C belongs to R+(X) if and only if the
following two conditions hold
a) The operator B = (Bn,m)m,n∈NN given by
Bm,n =
∑
l≤m∧n
1
ql11 · · · q
lN
N
N∑
k=0
(
N
k
)
(−1)kϕ(|m|+ |n| − 2|l|+ 2k),
is of trace class and positive.
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b) The following limits
l0 = lim
n→∞
ϕ(2n), l1 = lim
n→∞
ϕ(2n+ 1)
exist, and
|l1| ≤ l0.
Proof. We will apply Corollary 3.3 to the function φ˜ : NN → C given by
φ˜(n) = ϕ(|n|), ∀n ∈ NN .
For this purpose, we need to show that the limits (16) exist. If we assume
(b), then this is part of the hypotheses. If we suppose that ϕ ∈ R+(X), then
by restriction, ϕ ∈ R+(Tq1 ), and the limits l0, l1 exist by [9, Theorem 1.2].
So φ˜ satisfies the hypotheses of Corollary 3.3. We conclude that ϕ ∈ R+(X)
if and only if T ′ belongs to S1(ℓ2(N
N ))+ and |l1| ≤ l0. Observe that
Tm,n =
∑
I⊂[N ]
(−1)|I|φ˜(m+ n+ 2χI)
=
∑
I⊂[N ]
(−1)|I|ϕ(|m|+ |n|+ 2|I|)
=
N∑
k=0
(
N
k
)
(−1)kϕ(|m|+ |n|+ 2k),
for all m,n ∈ NN . Moreover,
T ′ = α
∑
l∈NN
1
ql11 · · · q
lN
N
Sl11 · · ·S
lN
N T (S
∗
N)
lN · · · (S∗1 )
l1 ,
where α =
∏N
i=1
(
1− 1
qi
)
. Hence
T ′m,n = α
∑
l∈NN
1
ql11 · · · q
lN
N
〈
T (S∗N)
lN · · · (S∗1 )
l1δn, (S
∗
N )
lN · · · (S∗1 )
l1δm
〉
= α
∑
l≤m∧n
1
ql11 · · · q
lN
N
〈Tδn−l, δm−l〉
= α
∑
l≤m∧n
1
ql11 · · · q
lN
N
N∑
k=0
(
N
k
)
(−1)kϕ(|m|+ |n| − 2|l|+ 2k),
for all m,n ∈ NN . This shows that T ′ = αB, which finishes the proof. 
3.4. The homogeneous tree of infinite degree T∞
Corollary 3.3 deals with homogeneous trees of finite degree. As we discussed
in the introduction, an important role is played by the homogeneous tree of
infinite degree T∞. Recall that R+(T∞) stands for the set of functions on N
defining positive definite radial kernels on T∞.
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Lemma 3.5. Let ϕ : N→ C, and let H be the Hankel operator given by
Hi,j = ϕ(i + j)− ϕ(i + j + 2).
Then ϕ belongs to R+(T∞) if and only if H belongs to S1(ℓ2(N))+ and∣∣∣ lim
n→∞
ϕ(2n+ 1)
∣∣∣ ≤ lim
n→∞
ϕ(2n).
In particular, those limits exist.
Proof. It was proven in [9, Theorem 1.2] that ϕ belongs to R(T∞) if and
only if H belongs to S1(ℓ2(N)), and in that case the associated multiplier ψ
satisfies
‖ψ‖cb = ‖H‖S1 + |c+|+ |c−|,
where
c± =
1
2
lim
n→∞
ϕ(2n)±
1
2
lim
n→∞
ϕ(2n+ 1).
Since Tr(H) = ϕ(0)−c+−c−, the same arguments as in the proof of Corollary
3.3 show that ϕ ∈ R+(T∞) if and only if
Tr(H) + c+ + c− = ‖H‖S1 + |c+|+ |c−|,
and this is equivalent to H ∈ S1(ℓ2(N))+ and c+, c− ≥ 0, which proves the
result. 
4. A variation of the Hamburger moment problem
This section is devoted to the implication (b)⇒(c) in Theorems 1.2 and 1.4,
whose proof is inspired by the Hamburger moment problem.
Given a sequence (an) of real numbers, the moment problem asks whether
there exists a positive measure µ on R such that
an =
ˆ ∞
−∞
sn dµ(s),
for all n ∈ N. Hamburger proved [11] that this happens if and only if the
Hankel matrix H = (ai+j)i,j∈N is positive definite. Observe that one of the
implications is quite simple. If we assume that (an) is the sequence of mo-
ments of a positive measure µ, then for every finite sequence x = (xi)
m
i=0 in
C,
m∑
i,j=0
Hijxixj =
m∑
i,j=0
ai+jxixj
=
ˆ ∞
−∞
m∑
i,j=0
si+jxixj dµ(s)
=
ˆ ∞
−∞
∣∣∣∣∣
m∑
i=0
sixi
∣∣∣∣∣
2
dµ(s),
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which proves that H is positive definite. The converse is more delicate. We
refer the reader to [14, §1.7] for a full proof of it, which relies on the spectral
theory of unbounded self-adjoint operators on Hilbert spaces. Since we deal
only with trace-class operators here, our proofs will become simpler.
4.1. The moment problem for trace-class operators
We begin with the proof of (b)⇒(c) in Theorem 1.2 for q = ∞. The prop-
erties of the measures in Hamburger’s theorem for bounded, compact and
trace-class Hankel operators are well known. See [14, §1.7] and [17] for more
information. Nevertheless, we shall give a complete proof of the construction
of the measure in our setting, as it will illustrate the main ideas that we will
generalise for finite values of q.
Lemma 4.1. Let ϕ : N→ C be a function such that the Hankel operator
H = (ϕ(i + j)− ϕ(i+ j + 2))i,j∈N
belongs to S1(ℓ2(N))+, and∣∣∣ lim
n→∞
ϕ(2n+ 1)
∣∣∣ ≤ lim
n→∞
ϕ(2n). (18)
Then there exists a positive Borel measure µ on [−1, 1] such that
ϕ(n) =
ˆ 1
−1
sn dµ(s),
for all n ∈ N.
Remark 4.2. The existence of the limits in (18) is a consequence of the fact
that H belongs to S1(ℓ2(N)) (see [9, Theorem 1.2]). The real hypothesis here
is that the inequality (18) holds.
Proof of Lemma 4.1. Let c00(N) be the space of finitely supported sequences
in N. Since H is positive, we can define a scalar product on c00(N) by
〈f, g〉H = 〈Hf, g〉ℓ2 .
Let N be the subspace consisting of all f ∈ c00(N) such that 〈f, f〉H = 0 (it
is possible that N = {0}). We define H as the completion of c00(N)/N for
the scalar product 〈 · , · 〉H. Let S be the forward shift operator on c00(N).
Since H is a Hankel matrix, we have
〈Sf, g〉H = 〈HSf, g〉ℓ2
= 〈Hf, Sg〉ℓ2
= 〈f, Sg〉H,
for all f, g ∈ c00(N). This tells us two things. It shows that S is symmetric,
and that it passes to the quotient. Indeed, by the Cauchy–Schwarz inequality,
〈Sf, Sf〉H = 〈f, S
2f〉H
≤ 〈f, f〉
1
2
H〈S
2f, S2f〉
1
2
H,
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for all f ∈ c00(N). We shall prove that it extends to a bounded self-adjoint
operator on H. For this purpose, fix f ∈ c00(N) with ‖f‖H = 1 and define
the following sequence,
an = ‖S
nf‖2H = 〈S
2nf, f〉H, ∀n ∈ N.
Again, by the Cauchy–Schwarz inequality,
an ≤ ‖S
2nf‖H‖f‖H = (a2n)
1
2 .
So by induction,
‖Sf‖2H = a1 ≤ (a2n)
1
2n , ∀n ∈ N. (19)
Now observe that
an = 〈S
2nf,Hf〉ℓ2
≤ ‖S‖2nB(ℓ2)‖H‖B(ℓ2)‖f‖
2
ℓ2
≤ ‖H‖B(ℓ2)‖f‖
2
ℓ2
.
Thus the sequence (an) is bounded, which by (19) implies that
‖Sf‖2H ≤ lim inf
n→∞
(a2n)
1
2n ≤ 1.
This shows that S extends to a bounded self-adjoint operator Ψ on H with
‖Ψ‖B(H) ≤ 1. Let EΨ denote its spectral measure (for a very nice introduction
to von Neumann’s spectral theorem, we refer the reader to Attal’s lecture
notes [2], which are available online). We can define a positive measure µ on
[−1, 1] by
µ(A) = 〈EΨ(A)δ0, δ0〉H,
for every Borel set A ⊂ [−1, 1]. Hence
ˆ 1
−1
sn dµ(s) = 〈Ψnδ0, δ0〉H
= 〈HSnδ0, δ0〉ℓ2
= ϕ(n) − ϕ(n+ 2),
for all n ∈ N. On the other hand, since H is of trace class, we know that∑
n≥0
(ϕ(2n)− ϕ(2n+ 2)) <∞,
and this implies that µ({−1, 1}) = 0 andˆ
(−1,1)
1
1− s2
dµ(s) =
ˆ
(−1,1)
∑
n≥0
s2n dµ(s) <∞.
Let ν be the finite measure on (−1, 1) given by
dν(s) = (1− s2)−1dµ(s).
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Then
ϕ(n)− ϕ(n+ 2) =
ˆ
(−1,1)
sn dν(s)−
ˆ
(−1,1)
sn+2 dν(s).
Recall the notation
c± =
1
2
lim
n→∞
ϕ(2n)±
1
2
lim
n→∞
ϕ(2n+ 1).
By the dominated convergence theorem, for all n ∈ N,
ϕ(n)− (c+ + (−1)
nc−) =
∑
j≥0
ϕ(n+ 2j)− ϕ(n+ 2j + 2)
=
ˆ
(−1,1)
sn dν(s)− lim
j→∞
ˆ
(−1,1)
sn+2j+2 dν(s)
=
ˆ
(−1,1)
sn dν(s).
Since by hypothesis c+, c− ≥ 0, we can define a new positive measure, on the
closed interval [−1, 1] now, by
ν˜ = c+δ1 + c−δ−1 + ν.
This measure satisfies ˆ
[−1,1]
sn dν˜(s) = ϕ(n), ∀n ∈ N.
This finishes the proof. 
Remark 4.3. In the general moment problem, the forward shift operator does
not necessarily extend to a bounded operator on H. It is only a densely de-
fined symmetric operator, and the proof uses the existence of a self-adjoint
extension on a larger space. In our setting, we can avoid those technical issues
thanks to the fact that H is bounded.
4.2. Construction of a measure for 2 ≤ q <∞
Now we will adapt the previous arguments to the case when the operator B
from Theorem 1.2(b) is positive. If q is finite, this is not a Hankel matrix, so
the forward shift operator S is not symmetric on the Hilbert space defined by
it. We shall need to consider a perturbation of S that will allow us to adapt
the proofs to this new setting.
We recall the definition of the family of polynomials (P
(q)
n ). Fix 2 ≤ q <
∞ and define
P
(q)
0 (x) = 1, P
(q)
1 (x) = x,
and
P
(q)
n+2(x) =
(
1 + 1
q
)
xP
(q)
n+1(x) −
1
q
P (q)n (x), ∀n ≥ 0.
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The following lemma is classical and it can be found in the several references
given in the introduction. A short proof of it can be given using the results
in [9].
Lemma 4.4. For all s ∈ [−1, 1], the function ϕ : N → R, given by ϕ(n) =
P
(q)
n (s), belongs to R+(Tq).
Proof. By [9, Theorem 3.3], the Schur norm of the associated multiplier on
Tq is 1. Since ϕ(0) = 1, Proposition 2.2 implies that this multiplier is positive
definite. 
Our goal is to prove the following.
Lemma 4.5. Let ϕ : N → C. Assume that the operator B = (Bi,j)i,j∈N given
by
Bi,j =
min{i,j}∑
k=0
1
qk
(ϕ(i + j − 2k)− ϕ(i + j − 2k + 2))
is of trace class and positive, and∣∣∣ lim
n→∞
ϕ(2n+ 1)
∣∣∣ ≤ lim
n→∞
ϕ(2n).
Then there exists a positive Borel measure µ on [−1, 1] such that
ϕ(n) =
ˆ 1
−1
P (q)n (s) dµ(s), (20)
for all n ∈ N.
For this purpose, we shall need to study another family of polynomials,
which is defined in similar fashion. We define (Q
(q)
n )n∈N by
Q
(q)
0 (x) = 1, Q
(q)
1 (x) =
(
1 + 1
q
)
x,
and
Q
(q)
n+2(x) =
(
1 + 1
q
)
xQ
(q)
n+1(x) −
1
q
Q(q)n (x), ∀n ≥ 0. (21)
We begin by establishing a relation between (Q
(q)
n ) and (P
(q)
n ).
Lemma 4.6. For all n ∈ N,
P (q)n (x)− P
(q)
n+2(x) =
(
1 + 1
q
)
(1− x2)Q(q)n (x). (22)
Proof. We proceed by induction. First,
P
(q)
0 (x)− P
(q)
2 (x) = 1−
(
1 + 1
q
)
x2 + 1
q
=
(
1 + 1
q
) (
1− x2
)
,
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and
P
(q)
1 (x)− P
(q)
3 (x) = x−
(
1 + 1
q
)
xP
(q)
2 (x) +
1
q
P
(q)
1 (x)
= x−
(
1 + 1
q
)
x
[(
1 + 1
q
)
x2 − 1
q
]
+ 1
q
x
=
(
1 + 1
q
)
x
(
1−
(
1 + 1
q
)
x2 + 1
q
)
= Q
(q)
1 (x)
(
1 + 1
q
)
(1 − x2).
This proves (22) for n = 0, 1. Now assume that it holds for n and n− 1 with
n ≥ 1. Then
P
(q)
n+1(x)− P
(q)
n+3(x) =
(
1 + 1
q
)
xP (q)n (x)−
1
q
P
(q)
n−1(x)
−
(
1 + 1
q
)
xP
(q)
n+2(x) +
1
q
P
(q)
n+1(x)
=
(
1 + 1
q
)
x
(
P (q)n (x)− P
(q)
n+2(x)
)
− 1
q
(
P
(q)
n−1(x) − P
(q)
n+1(x)
)
=
(
1 + 1
q
)2
x(1 − x2)Q(q)n (x)
− 1
q
(
1 + 1
q
)
(1 − x2)Q
(q)
n−1(x)
=
(
1 + 1
q
)
(1− x2)
((
1 + 1
q
)
xQ(q)n (x) −
1
q
Q
(q)
n−1(x)
)
=
(
1 + 1
q
)
(1− x2)Q
(q)
n+1(x).
This finishes the proof. 
Lemma 4.7. Under the hypotheses of Lemma 4.5, there exists a positive Borel
measure µ on [−1, 1] such that
ϕ(n)− ϕ(n+ 2) =
ˆ 1
−1
Q(q)n (s) dµ(s), ∀n ∈ N. (23)
Proof. We define a scalar product on c00(N) by
〈f, g〉H = 〈Bf, g〉ℓ2 ,
and let H be the completion (after taking quotient if necessary) of c00(N) for
this scalar product. Observe that
B =
(
1− 1
q
)(
I − 1
q
τ
)−1
H (24)
=
(
1− 1
q
)∑
k≥0
1
qk
SkH(S∗)k,
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where τ(A) = SAS∗ and H = (ϕ(i + j)− ϕ(i + j + 2))i,j∈N. Recall that the
operator
(
I − 1
q
τ
)
is an isomorphism of S1(ℓ2(N)). Define
Ψf =
(
1 + 1
q
)−1 (
S + 1
q
S∗
)
f, ∀f ∈ c00(N),
where S∗ stands for the adjoint of S in ℓ2(N) (not in H). We claim that Ψ is
a symmetric operator. Indeed, since H is a Hankel matrix, we have
HS = S∗H. (25)
Now observe that (24) can be expressed as(
1− 1
q
)
H = B − 1
q
SBS∗,
so (25) can be written as
BS − 1
q
SB = S∗B − 1
q
BS∗,
or equivalently
B
(
S + 1
q
S∗
)
=
(
S + 1
q
S∗
)∗
B. (26)
This shows that
〈Ψf, g〉H = 〈f,Ψg〉H, ∀f, g ∈ c00(N).
By the same arguments as in the proof of Lemma 4.1, Ψ extends to a bounded
self-adjoint operator on H with ‖Ψ‖H ≤ 1. Let EΨ denote its spectral mea-
sure. Again, we can define a positive measure µ on [−1, 1] by
µ(A) = 〈EΨ(A)δ0, δ0〉H,
for every Borel set A ⊂ [−1, 1]. Now we claim that
Q(q)n (Ψ)δ0 = S
nδ0, ∀n ∈ N.
Indeed, for n = 0, 1, this is a short computation. Then, assuming that this
holds for n− 1 and n, we get
Q
(q)
n+1(Ψ)δ0 =
(
1 + 1
q
)
ΨQ(q)n (Ψ)δ0 −
1
q
Q
(q)
n−1(Ψ)δ0
=
(
S + 1
q
S∗
)
Snδ0 −
1
q
Sn−1δ0
= Sn+1δ0,
and the claim follows by induction. Using this, we obtain
ˆ 1
−1
Q(q)n (s) dµ(s) = 〈Q
(q)
n (Ψ)δ0, δ0〉H = 〈BS
nδ0, δ0〉ℓ2 ,
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which implies by (24) that(
1− 1
q
)−1 ˆ 1
−1
Q(q)n (s) dµ(s) =
∑
k≥0
1
qk
〈H(S∗)kSnδ0, (S
∗)kδ0〉ℓ2
= 〈HSnδ0, δ0〉ℓ2
= ϕ(n)− ϕ(n+ 2).
Thus, the measure
(
1− 1
q
)−1
µ satisfies (23). 
In order to prove that the measure obtained in Lemma 4.7 does not have
atoms in {−1, 1}, we need to establish some properties of the polynomials
Q
(q)
n .
Lemma 4.8. The polynomial functions Q
(q)
n satisfy the following:
a) If n is even (resp. odd), then Q
(q)
n is an even (resp. odd) function.
b) For all n ∈ N,
Q(q)n (1) =
n∑
k=0
1
qk
.
Proof. Both assertions follow by induction. For the first one, simply observe
that
Q
(q)
n+2(−s) = −
(
1 + 1
q
)
sQ
(q)
n+1(−s)−
1
q
Q(q)n (−s),
and that Q
(q)
0 and Q
(q)
1 are even and odd respectively. The second one is given
by the identity
Q
(q)
n+2(1) =
(
1 + 1
q
)
Q
(q)
n+1(1)−
1
q
Q(q)n (1).

We shall also need the following properties of the family (P
(q)
n ).
Lemma 4.9. The family of polynomials (P
(q)
n ) satisfy the following.
a) For all s ∈ [−1, 1] and all n ∈ N,
|P (q)n (s)| ≤ 1.
b) For all n ∈ N, P
(q)
n (1) = 1 and P
(q)
n (−1) = (−1)n.
c) For all s ∈ (−1, 1),
lim
n→∞
P (q)n (s) = 0.
Proof. Let s ∈ [−1, 1], and let ψ be the radial kernel on Tq given by
ψ(x, y) = P
(q)
d(x,y)(s), ∀x, y ∈ Tq.
By Lemma 4.4, ψ is positive definite. Then, for all n ∈ N,
|P (q)n (s)| ≤ ‖ψ‖cb = 1.
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This proves (a). Property (b) follows by induction. To prove (c), define
l0(s) = lim
n→∞
P
(q)
2n (s), l1(s) = lim
n→∞
P
(q)
2n+1(s).
By Corollary 3.4,
|l1(s)| ≤ l0(s).
On the other hand, we know that the sequence (P
(q)
n (s)) satisfies
P
(q)
2n+2(s) +
1
q
P
(q)
2n (s) =
(
1 +
1
q
)
sP
(q)
2n+1(s),
so taking the limit n→∞, we get
l0(s) = sl1(s).
If |s| < 1, this can only hold if l0(s) = l1(s) = 0. 
Proof of Lemma 4.5. By Lemma 4.7, we know that there exists a positive
Borel measure µ on [−1, 1] such that
ϕ(n)− ϕ(n+ 2) =
ˆ
[−1,1]
Q(q)n (s) dµ(s), ∀n ∈ N.
Moreover, using Lemma 4.6, we get
ϕ(n)− ϕ(n+ 2) =
ˆ
[−1,1]
Q(q)n (s) dµ(s)
= Q(q)n (−1)µ({−1}) +Q
(q)
n (1)µ({1})
+
ˆ
(−1,1)
P (q)n (s)− P
(q)
n+2(s) dν(s), (27)
where ν is the positive measure on (−1, 1) given by
dν(s) =
(
1 + 1
q
)−1
(1 − s2)−1dµ(s).
This looks very similar to (20), but first we need to prove that µ ({−1, 1}) = 0
and that P
(q)
n ∈ L1(ν), so we can write (27) as a sum of two integrals. Define
fn : (−1, 1)→ R by
fn(s) = 1− P
(q)
2n (s), ∀s ∈ (−1, 1).
By Lemma 4.9, for all s ∈ (−1, 1),
fn(s) ≥ 0, ∀n ∈ N,
and
lim
n→∞
fn(s) = 1.
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Therefore, by Fatou’s lemma, together with (27),
ˆ
(−1,1)
1 dν(s) ≤ lim inf
n→∞
ˆ
(−1,1)
fn dν(s)
= lim inf
n→∞
n−1∑
k=0
ˆ
(−1,1)
P
(q)
2k (s)− P
(q)
2k+2(s) dν(s)
= lim inf
n→∞
n−1∑
k=0
ϕ(2k)− ϕ(2k + 2)−Q
(q)
2k (1)µ({−1, 1})
= ϕ(0)− lim
n→∞
ϕ(2n)−
∑
k≥0
Q
(q)
2k (1)µ({−1, 1}).
Here we used the fact that Q
(q)
2k (−1) = Q
(q)
2k (1), given by Lemma 4.8(a).
Moreover, by Lemma 4.8(b), we must have µ ({−1, 1}) = 0, or else the last
sum would be infinite. Observe that this also shows that ν is a finite measure,
from which we deduce that (27) can be written as
ϕ(n) − ϕ(n+ 2) =
ˆ
(−1,1)
P (q)n (s) dν(s) −
ˆ
(−1,1)
P
(q)
n+2(s) dν(s).
As always, we define
c± =
1
2
lim
n→∞
ϕ(2n)±
1
2
lim
n→∞
ϕ(2n+ 1).
By the dominated convergence theorem, together with Lemma 4.9, for all
n ∈ N,
ϕ(n)− (c+ + (−1)
nc−)
= lim
k→∞
k∑
j=0
ϕ(n+ 2j)− ϕ(n+ 2j + 2)
= lim
k→∞
k∑
j=0
ˆ
(−1,1)
P
(q)
n+2j(s) dν(s)−
ˆ
(−1,1)
P
(q)
n+2j+2(s) dν(s)
=
ˆ
(−1,1)
P (q)n (s) dν(s) − lim
k→∞
ˆ
(−1,1)
P
(q)
n+2k+2(s) dν(s)
=
ˆ
(−1,1)
P (q)n (s) dν(s).
Since c+, c− ≥ 0, we can define a new positive measure on [−1, 1] by
ν˜ = c+δ1 + c−δ−1 + ν,
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and ˆ
[−1,1]
P (q)n (s) dν˜(s) = ϕ(n), ∀n ∈ N.

4.3. The multi-radial case
Now we will prove a multi-radial version of Lemma 4.5 for products of trees.
As before, we fix 2 ≤ q1, ..., qN <∞ and define
X = Tq1 × · · · × TqN ,
where Tqi is the (qi + 1)-homogeneous tree (i = 1, ..., N). Recall that, given
a function φ˜ : NN → C, we can define the operators T and T ′ by
Tm,n =
∑
I⊂[N ]
(−1)|I|φ˜(m+ n+ 2χI), ∀m,n ∈ NN ,
and
T ′ =
N∏
i=1
(
1−
1
qi
)(
I −
τi
qi
)−1
T.
Now we consider N families of polynomials (P
(qi)
n )n∈N (i = 1, ..., N) defined
as before:
P
(qi)
0 (x) = 1, P
(qi)
1 (x) = x,
P
(qi)
n+2(x) =
(
1 + 1
qi
)
xP
(qi)
n+1(x) −
1
qi
P (qi)n (x), ∀n ≥ 0. (28)
Lemma 4.10. Let φ˜ : NN → C be a function such that the limits
l0 = lim
|n|→∞
|n| even
φ˜(n) l1 = lim
|n|→∞
|n| odd
φ˜(n)
exist. Assume that T ′ belongs to ∈ S1(ℓ2(N
N ))+ and that |l1| ≤ l0. Then
there exists a positive Borel measure µ on [−1, 1]N such that
φ˜(n1, ..., nN ) =
ˆ
[−1,1]N
P (q1)n1 (t1) · · ·P
(qN )
nN
(tN ) dµ(t1, ..., tN),
for all (n1, ..., nN) ∈ N
N .
Proof. The proof follows the same ideas as the one of Lemma 4.5, hence we
shall only sketch it. We construct a Hilbert space H with scalar product given
by
〈f, g〉H = 〈T
′f, g〉ℓ2(NN ), ∀f, g ∈ c00(N
N ).
We denote by Ψ1, ...,ΨN the family of densely defined operators on H given
by
Ψi =
(
1 + 1
qi
)−1 (
Si +
1
qi
S∗i
)
,
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where Si stands for the forward shift operator on the i-th coordinate. Then
Ψ1, ...,ΨN is a commuting family of operators on H, and by the same ar-
guments as in the proof of Lemma 4.1, they are bounded, self-adjoint and
of norm at most 1. Then the spectral theorem for commuting families of
self-adjoint operators allows us to construct a measure µ on [−1, 1]N by
µ(A1 × · · · ×AN ) = 〈EΨ1(A1) · · ·EΨN (A1)δ(0,...,0), δ(0,...,0)〉H,
where EΨi is the spectral measure of the operator Ψi. Defining a new family
of polynomials (Q
(i)
n )n∈N (i = 1, ..., N) like in (21), one sees that
Q(qi)n (Ψi)δ(0,...,0) = S
n
i δ(0,...,0),
for every n ∈ N. Thereforeˆ
[−1,1]N
Q(q1)n1 (s1) · · ·Q
(qN )
nN
(sN ) dµ(s1, ..., sN )
=
〈
Q(q1)n1 (Ψ1) · · ·Q
(qN )
nN
(ΨN)δ(0,...,0), δ(0,...,0)
〉
H
=
〈
T ′δ(n1,...,nN), δ(0,...,0)
〉
ℓ2(NN )
.
Since
T ′ =
N∏
i=1
(
1−
1
qi
) ∑
k1,...,kN≥0
1
qk1 · · · qkN
Sk11 · · ·S
kN
N T (S
∗
N )
kN · · · (S∗1 )
k1 ,
rescaling the measure µ by the factor
∏N
i=1
(
1− 1
qi
)−1
, we get
ˆ
[−1,1]N
Q(q1)n1 (s1) · · ·Q
(qN )
nN
(sN ) dµ(s1, ..., sN )
=
〈
Tδ(n1,...,nN), δ(0,...,0)
〉
ℓ2(NN )
=
∑
I⊂[N ]
(−1)|I|φ˜((n1, ..., nN) + 2χ
I).
In particular, by Lemma 4.6,∑
I⊂[N ]
(−1)|I|φ˜((n1, 0, ..., 0) + 2χ
I)
=
ˆ
{−1,1}×[−1,1]N−1
Q(q1)n1 (s1) dµ(s1, ..., sN )
+
ˆ
(−1,1)×[−1,1]N−1
P (q1)n1 (s1)− P
(q1)
n1+2
(s1) dν1(s1, ..., sN ),
where ν1 is given by
dν1(s1, ..., sN ) =
(
1 + 1
q1
)−1
(1− s21)
−1dµ(s, ..., sN ).
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Again, using Fatou’s lemma, one shows thatˆ
(−1,1)×[−1,1]N−1
1 dν1(s1, ..., sN )
≤ lim inf
n→∞
n−1∑
k=0
ˆ
(−1,1)×[−1,1]N−1
P
(q1)
2k (s1)− P
(q1)
2k+2(s1) dν1(s1, ..., sN )
= lim inf
n→∞
n−1∑
k=0
∑
I⊂[N ]
(−1)|I|φ˜((2k, 0, ..., 0) + 2χI) (29)
−
∑
k≥0
Q2k(1)µ
(
{−1, 1} × [−1, 1]N−1
)
.
Observe that∑
I⊂[N ]
(−1)|I|φ˜((2k, 0, ..., 0) + 2χI)
=
∑
J⊂[N ]\{1}
(−1)|J|φ˜((2k, 0, ..., 0) + 2χJ)
−
∑
J⊂[N ]\{1}
(−1)|J|φ˜((2k + 2, 0, ..., 0) + 2χJ),
which gives us a telescoping sum in (29), and thus
ν1
(
(−1, 1)× [−1, 1]N−1
)
≤
∑
J⊂[N ]\{1}
(−1)|J|φ˜((0, ..., 0) + 2χJ)− l0
−
∑
k≥0
Q2k(1)µ
(
{−1, 1} × [−1, 1]N−1
)
.
This shows that ν1 is finite and that
µ
(
{−1, 1} × [−1, 1]N−1
)
= 0.
Repeating this argument for the other coordinates, one shows that
µ
(
∂[−1, 1]N
)
= 0,
where ∂[−1, 1]N stands for the boundary of [−1, 1]N in RN . Furthermore,∑
I⊂[N ]
(−1)|I|φ˜((n1, ..., nN ) + 2χ
I)
=
ˆ
(−1,1)N
N∏
i=1
(
P (qi)ni (si)− P
(qi)
ni+2
(si)
)
dν(s1, ..., sN ),
where ν is the finite measure on (−1, 1)N given by
dν(s1, ..., sN ) =
(
N∏
i=1
(
1 + 1
qi
)−1
(1− s2i )
−1
)
dµ(s, ..., sN ).
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Hence the expression∑
k1,...,kN≥0
∑
I⊂[N ]
(−1)|I|φ˜((n1 + 2k1, ..., nN + 2kN ) + 2χ
I)
can be computed from N telescoping sums, from which we obtain
φ˜(n1, ..., nN )−
(
c+ + (−1)
n1+···+nN c−
)
=
ˆ
(−1,1)N
P (q1)n1 (s1) · · ·P
(qN )
nN
(sN ) dν(s1, ..., sN ),
where c± = l0 ± l1 ≥ 0. Therefore
φ˜(n1, ..., nN ) =
ˆ
[−1,1]N
P (q1)n1 (s1) · · ·P
(qN )
nN
(sN ) dν˜(s1, ..., sN),
where
ν˜ = c+δ(1,...,1) + c−δ(−1,...,−1) + ν.

Corollary 4.11. Let ϕ : N → C be a function such that the operator B =
(Bn,m)m,n∈NN given by
Bm,n =
∑
l≤m∧n
1
ql11 · · · q
lN
N
N∑
k=0
(
N
k
)
(−1)kϕ(|m|+ |n| − 2|l|+ 2k)
belongs to S1(ℓ2(N
N ))+, and such that the following limits
l0 = lim
n→∞
ϕ(2n), l1 = lim
n→∞
ϕ(2n+ 1)
exist and satisfy
|l1| ≤ l0.
Then there exists a positive Borel measure µ on [−1, 1]N such that
ϕ(n1 + · · ·+ nN ) =
ˆ
[−1,1]N
P (q1)n1 (t1) · · ·P
(qN )
nN
(tN ) dµ(t1, ..., tN ),
for all (n1, ..., nN) ∈ N
N .
Proof. Simply apply Lemma 4.10 to the function
φ˜(n1, ..., nN ) = ϕ(n1 + · · ·+ nN ).

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5. Proof of the main results
Sections 3 and 4 were devoted to the implications (a)⇔(b)⇒(c) of Theorems
1.2 and 1.4. The remaining implication essentially states that the average of
positive definite kernels over a positive measure is again positive definite. Like
in the previous sections, we will state the result in the multi-radial context
first. Fix 2 ≤ q1, ..., qN <∞ and define
X = Tq1 × · · · × TqN ,
where Tqi is the (qi + 1)-homogeneous tree, and let (P
(qi)
n )n be the family of
polynomials defined in (28) (i = 1, ..., N).
Lemma 5.1. Let µ be a positive and finite Borel measure on [−1, 1]N , and let
φ˜ : NN → C be given by
φ˜(n1, ..., nN ) =
ˆ
[−1,1]N
P (q1)n1 (t1) · · ·P
(qN )
nN
(tN ) dµ(t1, ..., tN).
Then φ˜ : NN → C defines a positive definite multi-radial kernel on X.
Proof. Since µ is positive, it is sufficient to prove that, for each (t1, ..., tN ) ∈
[−1, 1]N , the multi-radial kernel given by
(n1, ..., nN ) 7−→ P
(q1)
n1
(t1) · · ·P
(qN )
nN
(tN )
is positive definite. For each i ∈ {1, ..., N}, let ψi : Tqi ×Tqi → C be given by
ψi(xi, yi) = P
(qi)
d(xi,yi)
(ti), ∀xi, yi ∈ Tqi .
We know from Lemma 4.4 that ψi is positive definite on Tqi . So by [3, The-
orem D.3], there is a Hilbert space Hi and a map ξi : Tqi → Hi such that
ψi(xi, yi) = 〈ξi(xi), ξi(yi)〉, ∀xi, yi ∈ Tqi .
Now define
H = H1 ⊗ · · · ⊗ HN ,
and ξ : X → H by
ξ(x) = ξ1(x1)⊗ · · · ⊗ ξN (xN ),
for all x = (x1, ..., xN ) ∈ X . Then
〈ξ(x), ξ(y)〉 = 〈ξ1(x1), ξ1(y1)〉 · · · 〈ξN (xN ), ξN (yN )〉
= ψ1(x1, y1) · · ·ψN (xN , yN),
for all x, y ∈ X . Again by [3, Theorem D.3], this shows that the kernel
(x, y) 7−→ ψ1(x1, y1) · · ·ψN (xN , yN )
is positive definite on X , which is exactly what we wanted to prove. 
The following corollary is a direct consequence of Lemma 5.1.
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Corollary 5.2. Let ϕ : N → C, and suppose that there is a positive Borel
measure µ on [−1, 1]N such that
ϕ(n1 + · · ·+ nN ) =
ˆ
[−1,1]N
P (q1)n1 (t1) · · ·P
(qN )
nN
(tN ) dµ(t1, ..., tN ),
for all n1, ..., nN ∈ N. Then ϕ belongs to R+(X).
Now we are ready to give the proofs of the main results of this article.
Proof of Theorem 1.4. The equivalence (a)⇔(b) is given by Corollary 3.4.
Thanks to Corollary 4.11, we have (b)⇒(c). Finally, (c)⇒(a) is given by
Corollary 5.2. 
Proof of Theorem 1.2. For 2 ≤ q < ∞, this is a particular case of Theorem
1.4. For q = ∞, (a)⇔(b) and (b)⇒(c) are given by Lemmas 3.5 and 4.1
respectively. The implication (c)⇒(a) was proven in [10, §3]. Another way
of seeing it is by noticing that T∞ is a median graph and applying Lemma
7.4. 
Observe that our methods also allow us to obtain a similar result for
multi-radial kernels. Take X = Tq1 × · · · × TqN and (P
(qi)
n ) as above.
Lemma 5.3. Let φ˜ : NN → C, and assume that the limits
l0 = lim
|n|→∞
|n| even
φ˜(n) l1 = lim
|n|→∞
|n| odd
φ˜(n)
exist. Then the following are equivalent:
a) The function φ˜ defines a multi-radial positive definite kernel on X.
b) The operator T ′ defined in (17) belongs to S1(ℓ2(N
N ))+, and |l1| ≤ l0.
c) There exists a positive Borel measure µ on [−1, 1]N such that
φ˜(n1, ..., nN ) =
ˆ
[−1,1]N
P (q1)n1 (t1) · · ·P
(qN )
nN
(tN ) dµ(t1, ..., tN),
for all (n1, ..., nN) ∈ N
N .
Proof. This is a consequence of Corollary 3.3, Lemma 4.10 and Lemma 5.1.

Remark 5.4. In contrast to Theorem 1.4, we need to include the existence of
the limits l0 and l1 in the hypotheses of Lemma 5.3 for the three statements
to be equivalent. Indeed, take N = 2 and ϕi ∈ R+(Tqi) (i = 1, 2). Then the
function φ˜(n1, n2) = ϕ1(n1)ϕ2(n2) satisfies (a) and (c), but the limits l0, l1
do not necessarily exist, so (b) does not really make sense. On the other hand,
if f1, f2 : N→ C are any functions, then for φ˜(n1, n2) = f1(n1) + f2(n2), the
operator T ′ in (b) is 0. So, in particular, it belongs to S1(ℓ2(N
N ))+, but φ˜
does not even define a Schur multiplier on Tq1 × Tq2 , unless some additional
conditions are imposed to the functions f1, f2.
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6. A concrete example
Now we turn to the proof of Corollaries 1.3 and 1.7. Fix 2 ≤ q <∞. We will
focus on the function ϕ : N→ C given by
ϕ(n) =


(
− 1
q
)n
2
n even,
0 n odd,
(30)
with the convention
(
− 1
q
)0
= 1. Observe that
ϕ(n) = P (q)n (0), ∀n ∈ N,
where (P
(q)
n ) is the family of polynomials defined in (4). So by Lemma 4.4,
we know that ϕ ∈ R+(Tq).
Lemma 6.1. The function ϕ given by (30) does not belong to R+(Tq+1).
Proof. It suffices to prove, by Theorem 1.2, that the operator
B =
∑
n≥0
1
(q + 1)n
SnH(S∗)n
is not positive. Here H = (ϕ(i+ j)−ϕ(i+ j+2))ij , and S is the forward shift
operator. We shall prove something stronger: For every ε > 0, the operator
Aε =
∑
n≥0
1
(q + ε)n
SnH(S∗)n
is not positive. Observe that
ϕ(2n)− ϕ(2n+ 2) =
(
1 + 1
q
)(
− 1
q
)n
,
for all n ∈ N. Hence,
〈Aεδ1, δ1〉 =
∑
n≥0
1
(q+ε)n 〈H(S
∗)nδ1, (S
∗)nδ1〉
=
(
1 + 1
q
)(
− 1
q
)
+ 1
q+ε
(
1 + 1
q
)
=
(
1 + 1
q
)(
1
q+ε −
1
q
)
,
and this is strictly negative. 
We conclude that ϕ belongs to R+(Tq)\R+(Tq+1), which proves Corol-
lary 1.3.
Lemma 6.2. The function ϕ given by (30) does not belong to R+(Tq × Tq).
Proof. Observe that
ϕ(2k)− 2ϕ(2k + 2) + ϕ(2k + 4) =
(
1 +
2
q
+
1
q2
)(
−
1
q
)k
, ∀k ∈ N.
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Hence, by Theorem 1.4, we only need to check that the operator B =
(Bm,n)m,n∈N2 given by
Bm,n =


∑
l≤m∧n
1
q|l|
(
−
1
q
) |m|+|n|
2
−|l|
if |m|+ |n| is even,
0 otherwise,
is not positive. For this purpose, we shall prove that〈
B
(
δ(0,1) + δ(1,0)
)
, δ(0,1) + δ(1,0)
〉
< 0.
Indeed, first observe that for |m|+ |n| even,
Bm,n =
(
−
1
q
) |m|+|n|
2 ∑
l≤m∧n
(−1)|l|
=
(
−
1
q
) |m|+|n|
2 1
4
(1 + (−1)m1∧n1) (1 + (−1)m2∧n2) .
Thus 〈
Bδ(0,1), δ(0,1)
〉
=
〈
Bδ(1,0), δ(1,0)
〉
= 0
and 〈
Bδ(0,1), δ(1,0)
〉
=
〈
Bδ(1,0), δ(0,1)
〉
= −
1
q
.
This shows that B is not positive. 
Therefore ϕ belongs to R+(Tq) \ R+(Tq × Tq), which proves Corollary
1.7.
7. Median graphs
This section is devoted to the proof of Proposition 1.5. Recall that a connected
graph X is median if
|I(x, y) ∩ I(y, z) ∩ I(z, x)| = 1, ∀x, y, z ∈ X,
where
I(x, y) = {u ∈ X : d(x, y) = d(x, u) + d(u, y)}.
Chepoi proved the following (see [5, Theorem 6.1]).
Theorem 7.1 (Chepoi [5]). Median graphs are exactly the 1-skeletons of CAT(0)
cube complexes.
For details on CAT(0) cube complexes, we refer the reader to [8, §2]
and the references therein. Thanks to this identification, we may talk about
the dimension of a median graph. We say that a median graph X is of di-
mension N if there exists an isometric embedding from the N -dimensional
cube {0, 1}N into X , but there is not such an embedding from {0, 1}N+1. A
1-dimensional median graph is a tree.
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A hyperplane in a median graph is an equivalence class of edges under
the equivalence relation generated by
{x, y} ∼ {u, v} if {x, y, v, u} is a square.
If H is a hyperplane and {x, y} ∈ H , we say that H separates x from y, and
that {x, y} crosses H . More generally, we say that a path crosses H if one of
its edges does. Sageev characterised the distance on a median graph in terms
of hyperplanes (see [18, Theorem 4.13]).
Theorem 7.2 (Sageev [18]). Let x, y be two vertices in a median graph X,
and let γ be a geodesic joining x and y. Then γ crosses every hyperplane
separating x from y, and it does so only once. Moreover, γ does not cross
any other hyperplane.
This says that the distance between two points is exactly the number
of hyperplanes separating them.
Niblo and Reeves [13] proved that the distance on a median graph is
a conditionally negative kernel. Let Y be a nonempty set. We say that a
symmetric function ψ : Y ×Y → R is conditionally negative if ψ(y, y) = 0 for
every y ∈ Y , and for every finite sequence y1, ..., yn ∈ Y and every λ1, ..., λn ∈
R such that
∑
λi = 0, we have
n∑
i,j=0
λiλjψ(yi, yj) ≤ 0.
It can be shown that this is equivalent to the fact that there exists a Hilbert
space H and a function b : Y → H such that
ψ(x, y) = ‖b(x)− b(y)‖2, ∀x, y ∈ Y.
Lemma 7.3 (Niblo–Reeves [13]). Let X be a median graph. Then the edge-path
distance on X is a conditionally negative kernel.
An alternative proof of this fact can be given using the language of
spaces with walls. See e.g. [3, Theorem 12.2.9]. We reproduce the proof in
our setting for the reader’s convenience.
Proof of Lemma 7.3. By Theorem 7.2, the distance between two vertices in
X is exactly the number of hyperplanes separating them. Let X be the set
of hyperplanes of X , and fix x0 ∈ X . For each x ∈ X , let Sx be the set of
hyperplanes separating x and x0. Define b : X → ℓ2(X ) by
b(x) =
∑
h∈Sx
δh, ∀x ∈ X.
Then
‖b(x)− b(y)‖2 = |Sx∆Sy|, ∀x, y ∈ X.
Fix x, y ∈ X and let m be the median point between x, y and x0. Then
Theorem 7.2 implies that
|Sx∆Sy| = d(x,m) + d(y,m) = d(x, y).
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We conclude that
d(x, y) = ‖b(x)− b(y)‖2, ∀x, y ∈ X,
which implies that d is conditionally negative. 
By Schoenberg’s theorem (see e.g. [3, Theorem D.11]), Lemma 7.3 im-
plies that, for every s ∈ [0, 1], the function
(x, y) ∈ X 7−→ sd(x,y) (31)
is positive definite. Moreover, it is not hard to see that on every bipartite
graph the function (x, y) 7→ (−1)d(x,y) is positive definite (see for example
[19, Lemma 2.3]). Hence, by composition, the function (31) is positive definite
for every s ∈ [−1, 1].
Lemma 7.4. Let X be a median graph and let µ be a finite positive Borel
measure on [−1, 1]. Then the function ϕ : N→ C given by
ϕ(n) =
ˆ 1
−1
sn dµ(s), ∀n ∈ N, (32)
belongs to R+(X).
Proof. Let x1, ..., xn be a finite sequence of elements of X . Let z1, ..., zn ∈ C.
Then
n∑
i,j=1
ϕ(d(xi, xj))zizj =
ˆ 1
−1
n∑
i,j=1
sd(xi,xj)zizj dµ(s),
and this is non-negative since it is the integral of a non-negative function
with respect to a positive measure. This shows that ϕ ∈ R+(X). 
Proof of Proposition 1.5. Let X be a median graph and let ϕ ∈ R+(T∞). By
Theorem 1.2, ϕ is of the form (32) (recall that P
(∞)
n (s) = sn). By Lemma
7.4, this implies that ϕ ∈ R+(X). 
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