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Statistical mechanical expression of entropy production
for an open quantum system
Hiroki Majima∗ and Akira Suzuki
Department of Physics, Faculty of Science, Tokyo University of Science
1-3 Kagurazaka, Shinjyuku-ku, Tokyo 162-8601, Japan
A quantum statistical expression for the entropy of a nonequilibrium system is defined so as to be
consistent with Gibbs’ relation, and is shown to corresponds to dynamical variable by introducing
analogous to the Heisenberg picture in quantum mechanics. The general relation between system-
reservoir interactions and an entropy change operator in an open quantum system, relying just on
the framework of statistical mechanics and the definition of von Neumann entropy. By using this
formula, we can obtain the correct entropy production in the linear response framework. The present
derivation of entropy production is directly based on the first principle of microscopic time-evolution,
while the previous standard argument is due to the thermodynamic energy balance.
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I. INTRODUCTION
The heat generation and entropy production in local
equilibrium state or nonequilibrium steady state is one of
the most important and challenging problems in nonequi-
librium physics. In most cases we are usually interested
in the processes of local equilibrium and/or nonequilib-
rium steady state. We consider the relevant time scale
involved in the processes, together with an understand-
ing of the generation of entropy and heat in nonequilib-
rium dissipative systems interacting with an environment
or coupled quantum systems subject to different time-
dependent quenches. An important physical quantity of
the theory of non-equilibrium processes is the entropy
production that is the rate at which entropy is produced
as a result of irreversible processes [1].
In the quantum theory of open systems the entropy
production is usually related to the negative derivative of
the relative entropy with respect to an invariant state in
order to show the relative entropy becomes non-negative.
However conventional theories have not succeeded in con-
necting between the entropy production and the interac-
tions in open quantum systems. Providing a microscopic
expression for the entropy production has been one of
the grand aims of statistical mechanics, going back to
the seminal work of Boltzmann [2]. A suggestive repre-
sentation of the nonequilibrium steady-state distribution
function in terms of the excess entropy production has
been developed and its connection to the steady-state
thermodynamics has also been discussed [3].
In this study, we consider entropy production within
the framework of linear response theory. In statistical
physics, Kubo’s linear response theory is well known as
the most effective method, in the linear-approximation
regimes, of calculating transport coefficients which de-
scribe dissipative aspects in the microscopic manifesta-
tions of microscopic quantum systems. For lack of such
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key-concepts as entropy and/or entropy production, how-
ever, this theory has long been taken in physics merely as
a calculational device, without the deep understanding of
the reason for its general validity.
In our previous work [4, 5], we identify certain micro-
scopic interactions inducing heat exchange (or friction
heat) in dissipative open quantum systems or coupled
quantum systems. By studying the interactions between
the system and its environment mapped on the represen-
tation space , we can generally derive a formula which
connects the interaction Hamiltonian to the entropy of
the system in open quantum systems [4, 5]. On the other
hand, the notion of coarse-grained time-derivative was
noticed by Mori [6] and others [7, 8]. Mori especially
pointed out that time derivatives appearing in equa-
tions which define transport coefficients are the average
of time derivatives describing microscopic dynamics [6].
The similar idea of the coarse-graining of time in kinetic
and transport equations were first given by Kirkwood [7]
(see e.g., ref. [8] for a rigorous formulation).
In this paper, we present the relation between the en-
tropy production and the Liouvillian superoperator, the
similar relation was originally derived in the framework of
thermofield dynamics by the authors [4, 5], and show our
relation corresponds to Mori’s statistical-mechanical ex-
pression [6] for the entropy of the nonequilibrium system.
In the situation like the local equilibrium state or the
nonequilibrium steady state [9], where time scale divided
into two parts: the dynamical variable part and the back-
ground part, we can define the entropy as a dynamical
variable. We shall deal with a statistical mechanical ex-
pression for the entropy of nonequilibrium states, which
will be done on the basis of quantum statistics. The ex-
pression for the entropy, which is consistent with Gibbs’
relation in the thermodynamics of irreversible processes,
provides an entropy production having the same struc-
ture as the entropy production in the thermodynamics.
We also show that the introduction of the entropy as a
dynamical variable corresponds to definition of physical
quantities in Heisenberg picture of quantum mechanics.
In addition, we shall apply the obtained entropy produc-
2tion formula to study the effect of interactions within the
framework of linear response theory. As a result, we can
obtain a contribution of an interaction Hamiltonian to
an entropy production rate.
II. ENTROPY AS A DYNAMICAL VARIABLE
Preliminary: The statistical ensemble of quantum-
mechanical systems can be described by the density op-
erator ρ(t), which obeys the equation of motion:
i h ρ˙(t) = [H, ρ(t)], (1)
where [A,B] = AB − BA. The operator H is the Hamil-
tonian of the total system and it will be assumed to be a
constant of motion hereafter. The formal integration of
Eq. (1) is expressed in terms of two time variables (t, s):
ρ(t + s) = U(s)ρ(t)U†(s) , U(s) ≡ exp(−isH/ h) . (2)
Therefore, the expectation value of an observable A,
which does not depend explicitly on the time, can then
be expressed in the form:
〈A〉 = Trρ(t + s)A = Tr ρ(t)A(s) , (3)
where 〈· · ·〉 indicates the statistical average, and A(s) =
U†(s)AU(s) is the Heisenberg representation of the ob-
servable A, which obeys the equation of motion:
i h A˙ = [A,H] . (4)
The expression of the third term in Eq. (3) is noteworthy
for the following discussions..
Let us first consider the temporal behavior of observ-
able A(s). Here it is important to notice that if the
density orator ρ(t) is replaced by the local equilibrium
density ρt defined below, the temporal behavior of the
observable A(s) starting at a time t for the macroscopic
state of the system can be discussed by assuming local
equilibrium. In other words, our distribution which starts
from the frozen state ρt approaches the precise distribu-
tion rapidly as a result of the microscopic processes with
decay time τ0 due to the interaction between mass ele-
ments. In fact we can consider that the difference van-
ishes after a lapse of time of the order of τ0. This follows
from the fact that the difference in the corresponding
microscopic states is removed by the spontaneous decay
of the previously-excited microscopic processes. In the
calculation of the over-all contribution during the time
interval τ, therefore, the error due to the approximation
Eq. (11) can be estimated to be at most of the order of
magnitude of (τ0/τ)|ρ(t)−ρt| and hence can be neglected
if τ≫ τ0 as in the present case. This is the physical basis
for the validity of the coarse-graining approximation (11)
[10]. The time derivative of the expectation value of an
observable A for the time interval τ much shorter than
the relaxation time can be defined:
δ
δt
〈A(t)〉 ≡
1
τ
[
〈A〉(t + τ) − 〈A〉(t)
]
(5a)
= Tr ρ(t)
1
τ
∫τ
0
dsU†(s)A˙U(s) . (5b)
As is well known, the entropy plays an important part
in the thermodynamical theory of irreversible processes,
the starting point of which is usually to calculate the
irreversible production of entropy during the evolution
of the irreversible process. The relative entropy in par-
ticular plays an essential role of entropy production in
open quantum systems. However, the appropriate def-
inition of statistical expression of entropy for nonequi-
librium states is not known yet in terms of the density
operator. Therefore, in this section, we first define our
statistical expression of entropy.
Entropy: If the local equilibrium is assumed at a time
t, the entropy of the system at that time can be given by
S(t) = −kTr ρt ln ρt (6)
by virtue of the statistical mechanics of equilibrium
states, where ρt is the local equilibrium distribution. The
local equilibrium is assumed at discrete values of time
whose neighboring values are separated by a short time
interval τ. These local equilibrium points are then con-
nected by the quasi-static processes with the help of the
procedure of the virtual breaking processes [6]. Then,
Equation (6) can be expressed by those discrete values of
time whose neighboring values are separated by the short
time interval τ. Accordingly, we can then write δS/δt in
the form:
δS
δt
=
1
T
[
δU
δt
− µ
δN
δt
]
, (7)
where δ/δt means the macroscopic time derivative de-
fined in Eq. (5a), and U, N are respectively the internal
energy and the particle number.
We are now in a position to seek a statistical-
mechanical expression for the entropy of the system at
an arbitrary time as is consistent with Eqs. (6) and (7)
as follows.
By inserting Eq. (5b) into the right-hand side of Eq.
(7) and comparing the obtained equation with an alter-
native form of the left-hand side of Eq. (7), we obtain
δS/δt in Eq. (7) for an open quantum system as
δS
δt
= k
1
τ
∫τ
0
ds Tr ρ(t)U†(s)
1
kT
[
H˙− µN˙
]
U(s)
= kTr ρ(t)
1
τ
[K(τ) − K(0)]
= kTr ρ(t)
1
τ
[
U†(τ)KU(τ) − K
]
, (8)
where
K ≡
1
kT
[H − µN] . (9)
3From Eq. (8), we can write S(t+s) in the following form:
S(t + s) = S(t) + τ
δS
δt
= S(t) + kTr ρ(t)
[
U†(s)KU(s) − K
]
= S(t) + kTr ρ(t)K(s) − kTr ρ(t)K , (10)
where the density operator ρ should be replaced by
ρt = [ρ(t + s)]s=0 = Z
−1e−K, (11)
for the system in local equilibrium. Substituting Eq. (8)
in Eq. (10), we can express Eq. (10) for the system in
local equilibrium as
S(t + s) = Tr ρtU
†(s)[−k ln ρt]U(s)
= Tr ρt
{
U†(s)
[
−k ln ρt
]
U(s)
}
. (12)
Equation (12) provides a statistical-mechanical expres-
sion for the entropy of the nonequilibrium system valid
for t < τ, which limits the temporal behavior of the en-
tropy to the short time interval (t ∼ t + τ). It is worth
to add a remark on the definition of entropy. Since our
entropy Eq. (12) is a dynamical variable like
〈A〉(t + s) = Tr ρ(t)U†(s)AU(s). (13)
in contrast to the von Neumann entropy, an entropy op-
erator η can be defined as
η ≡ −k lnρ. (14)
Finally, we point out the relationship between the def-
inition of time-dependency of entropy and the pictures in
quantum mechanics. In the Schro¨dinger picture, entropy
S is given by
S(t) = Tr ρ(t)η = −kTr ρ(t) ln ρ, (15)
by introducing the entropy operator Eq. (14). Taking
the time derivative of Eq. (15) , we obtain
S˙(t) = −kTr ρ˙(t) ln ρ (16)
which corresponds to rate of change with time of the
relative entropy
S(ρ(t)|ρ) = −kTr ρ(t)(ln ρ(t) − ln ρ). (17)
In the Heisenberg picture, similarly, S is given by
S(t) = Tr ρη(t) = −kTr ρ[ln ρ](t) (18)
which is equivalent to our statistical-mechanical expres-
sion for the entropy Eq. (12).
III. ENTROPY-LIOUVILLIAN RELATION
In this section we derive the formula which connects
the entropy and the Hamiltonian of a system by using
a definition of entropy operator and the Liouville von
Neumann equation.
In the microscopic picture, the state of a system is
expressed by a density operator ρ. For every physical
system there exists a Liouvillian superoperator L, which
determines the causal evolution of ρ via the following law:
i hρ˙ = Lρ . (19)
Let us introduce an entropy operator as a dynamical vari-
able of the system in terms of ρ. Entropy operator η, as
stated in §3, is defined as
η = −k ln ρ , (20)
where the presence of Boltzmann’s constant k ensures
the Gibbs entropy. The expectation value of η is then
given by
〈η〉 = Tr ρη = −kTr ρ ln ρ = S . (21)
where the statistical average of η denoted by a symbol
〈η〉 is the well-known ”Boltzmann-Gibbs entropy” if k
is taken as the Boltzmann constant. From Eq. (20), the
density operator ρ may be expressed in terms of the en-
tropy operator η:
ρ = e−η/k , (22)
where the time dependency of the density operator ρ
comes from the entropy operator η. Taking the time
derivative of Eq. (22), we obtain
ρ˙ = −
ρ
k
∫
1
0
J(λ)dλ , J(λ) ≡ eλη/kη˙e−λη/k . (23)
Comparing Eq. (19) with Eq. (23), we can obtain
ρ
∫
1
0
J(λ)dλ = −
k
i h
Lρ . (24)
Taking a trace of Eq. (24), we obtain
Tr
[
ρ
∫
1
0
J(λ)dλ
]
= −
k
i h
TrLρ . (25)
Let us expand K(λ) with respect to λ: the formal expres-
sion is then given by
J(λ) = η˙+ λ
[
η˙,
η
k
]
+
λ2
2!
[[
η˙,
η
k
]
,
η
k
]
+O(λ3). (26)
The second and higher order terms in λ arise from the
fact that the entropy production rate operator η˙ does
not generally commute with η, i.e., [η˙, η] 6= 0, which
is the characteristic feature of the quantum systems. If
we retain only the first term in Eq. (26) (note that this
4approximation is equivalent to the assumption [η˙, η] = 0),
Eq. (25) leads to the entropy production of the systems:
〈η˙〉 = −
k
i h
Tr Lρ . (27)
This relates the entropy production rate to the Liouvil-
lian L associated with time evolution of the system and
hence the entropy production rate for the system can be
determined from Tr Lρ.
It should be noted that [η˙, η] 6= 0 generally holds
for the quantum system since η is a functional of ρ(t),
i.e., η = η[ρ]. The general expression of the entropy-
Liouvillian relation (ELR) for the entropy production
rate is then given by the following form:
〈η˙〉 = −
k
i h
Tr Lρ +
1
2k
〈[η, η˙]〉+O(λ2). (28)
The ELR formulas, (27) and (28), were systematically
derived by using the LvN equation (19) and the defining
equation (20) for the entropy operator. If the density op-
erator ρ is given, we can evaluate the entropy production
rate 〈η˙〉 associated with time-evolution of the system.
IV. ENTROPY PRODUCTION IN THE LINEAR
RESPONSE SCHEME
Suppose that a small external field is applied to a sys-
tem of particles at t = 0. The LvN equation is written
in the form:
i h ρ˙ = [H, ρ]. (29)
The Hamiltonian, H, depends on the time and it consists
of two parts: H = H0 + λH1, the field-free Hamiltonian
H0 with the kinetic and potential energy of the particles,
and a term H1 for the interaction of the particles with the
external field. Since the external field is weak, the gener-
ated change of the density operator can be expressed in
terms of the expansion in powers of the external field as
ρ = ρ0 + λρ1 +O(λ
2), (30)
Substituting this in (29) and comparing each power of λ,
we obtain the zeroth-order equation
i h ρ˙0 = [H0, ρ0] = 0. (31)
since at t = 0 a canonical ensemble distribution ρ0 =
Z−1e−βH0 is assumed, where the normalization factor,
Z, is the partition function. The corresponding higher-
order terms are given by
i h ρ˙1 = [H0, ρ1] + [H1, ρ0] (32)
and so on. The operator ρ0 is the equilibrium distribu-
tion of the system without the external field. The en-
tropy production rate induced by the external field can
be obtained from the ELR formula (28) as follows:
〈η˙1〉 = −
k
i h
Tr
(
[H0, ρ1] + [H1, ρ0]
)
+O(η2). (33)
Since H1 and H0 do not commute, the r.h.s of the above
equation does not vanish in general. This means the
linear response of the entropy change rate is due to the
internal entropy production as well as the external field.
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