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Robot Data and Control Server for Internet-Based Training on Ground Robots
Dmitry Kalyadin
ABSTRACT

To facilitate the emerging need for remote robot training and reach back, this thesis
describes a system that allows for convenient web browser based robot operation over the
Internet, while providing the means for recording and playback of all video, data and user
actions.
Training of first responder personnel on rescue robots is hindered by the fact that
these devices are very expensive and are only affordable by a few specialized
organizations that make them available by request at the time of a disaster. The system
described in this thesis will allow first responders to practice on the robots without having
to be physically present at same location. Having these capabilities of remote presence,
the system can also be used in a real world response to transmit robot video and data to
persons not present at the site of the incident, such as structural engineers or medical
doctors. The recording capability will be used as an aid during training and to help
resolve accountability issues in the real world scenario.
Similar demands in the area of network video surveillance are met by the use of a
network DVR that records and relays video and controls between IP cameras and Internet
clients. The server implemented in this thesis is unique in that it extends these capabilities

vii

to include data from various robot sensors. All of the mentioned above video, data, and
controls are combined into a convenient web browser based graphical user interface.
The server was implemented and tested using rescue robots, but could be tailored to any
other distributed robot architecture where reliable and convenient web browser based
robot operation over the Internet is desired.
System testing validated server capabilities of remote multi user robot operation,
as well as its unique ability to store and play back external camera view along with robot
video and data, to help with situation awareness. Conclusions drawn from the
experiments indicate that this system can indeed be used for Internet robot training, as
well as for other robotics research such as bandwidth regulation techniques or humanrobot interaction studies by non computer science researchers who do not have physical
access to robots.

viii

Chapter One
Introduction

Rescue robots are a fairly new breed of remotely operated devices that have been used in
real world disaster areas to explore voids that are inaccessible or unsafe for humans or
dogs. These devices usually consist of the robot itself, Operator Control Unit (OCU), and
a tether connecting the two through which controls and power are transmitted. Figure 1
shows a typical rescue robot, Micro VGTV (Variable Geometry Tracked Vehicle)
Extreme produced by Inuktun.

Figure 1. Example of a Rescue Robot, MicroVGTV Extreme by Inuktun

The system described in this thesis is a robot data and control server that allows
multiple clients to operate these rescue robots remotely over the Internet through a
convenient web browser interface, while storing all available audio, video, sensor data,
and user actions for future playback.
1

1.1 Motivation

Primary motivation for this work is the fact that rescue robot systems are very expensive
and are affordable by only a small number of specialized agencies. In a real world
scenario however, it may be required for these robots to be operated by first responders
(fire and rescue, police) who may have never used or even seen the robots before.
Consequently, there is a real need for training of first responder personnel on these
devices. At the present, there are only a few places that have the capability to train in
rescue robotics. Time limitations of first responders and lack of educational programs
allow for only a handful of trainees each year. If such training was possible over the
Internet, and there was a distance learning system easily accessible from anywhere in the
country, the number of students and therefore competent operators could be increased
dramatically.
Secondary motivation comes from a real world need of reachback, the ability to
transmit robot audio, video, and sensor data from the disaster site to the incident
commander as well as the outside world. Even when the robot is operated from the
physical control unit and not over the network, it may be helpful to make the available
data accessible to others not present at the site of the incident, such as structural engineers
or medical doctors. Murphy et al. recommend in [12] the “having two heads is better than
one” approach to search and rescue robotics. Certainly, having a specialist assess the
structural integrity of a building or identify body parts is more effective than the same
task being performed by the robot operator, who may be trained only in robotics. This
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would provide us with valuable real time specialist advice otherwise not available with
current equipment.
The idea of a black box, or being able to record robot audio, video, data and user
actions, can be employed in both scenarios described above. During training, recorded
operations could be used to help students understand what they did wrong, while in a real
world situation this data can help resolve accountability issues. This is important since
only robot video and audio are currently recorded while user actions can only be guessed
from changes in video.

1.2 Research Question

How can a ground robot be operated over the Internet during training while having the
ability to record and play back in the same interface all available audio, video (including
a view from an external camera), and sensor data, as well as user actions? Also, how can
multiple other users such as an instructor or an observer remotely monitor student
activity in real time?

The question above can be broken down into three more specific questions that are
answered in this thesis:
How can we reliably and conveniently control ground robots over the Internet?
How and where can we store and retrieve all available video and data so that it
can be played back later from anywhere using the Internet?

3

How can remote users view all video, data, and user actions while robot operation
is in progress?

1.3 Contributions

With a completed system the following claims can be made:
Ground robots can be operated remotely using the Internet as part of a distance
learning course without requiring students to be physically present at any specific
location.
Training sessions can be recorded and reviewed later by any authorized person
using the Internet.
Multiple clients anywhere in the world can be connected to the system at the same
time to observe training in progress.

1.4 Research Approach

The implemented architecture employs a network connected machine running a web
server and specially designed software that connects to the robot and the external IP
camera. This machine then serves as a central point of distribution of robot audio, video,
data, and controls to remote users connected via the Internet (Figure 2). A local database
is used to store and retrieve all available information streaming through the server.

4

Figure 2. High Level Relay Server System Diagram

The training scenario assumed for our approach is as follows: the robot will be set
up at a rubble pile at USF and trainees will be able to access the test bed from anywhere
in the country using the Internet. The trainees will perform various tasks to understand
the capabilities and limitations of the robots. To help with situation awareness, an
external video camera will be set up along with the robot to provide an outside view of
the test bed as it is difficult to initially adjust to seeing the world through the robot
camera alone.
The main goals of the system are remote robot operation using the Internet, data
and video archiving, and multi-user capability. Let’s describe these goals in more detail.
The system will allow its users to control the robot over the Internet through a
web browser based interface. This interface (shown in Figure 3) includes robot video,
robot data (temperature, shape, battery level, etc.), robot control panel, 2-way audio, and
a view from an external camera. The reason for the web browser based interface
specifically, is to make the system as easy to use as possible and avoid the complications
of installing any special software. This also helps us with portability issues, or being able
to use this system across different hardware and software platforms.
5

Figure 3. Web Browser Based Graphical User Interface of the Server

The system will also allow users to record robot video, audio, data, and user
actions as well as video from an external camera. This could be used during training to
review the actions of trainees and could also be used in real world incident applications to
resolve accountability issues.
Finally, the system will allow multiple users to view the available video, audio
and data, share controls of the robot, and observe control actions of others in real time
(the trainee, instructor, tech support, etc.).

6

The goals and architecture of this system make it different from other available
equipment and software. Recording and distribution of video over a network is a task that
has been fairly well exploited in the last decade. IP cameras, video servers, and network
enabled Digital Video Recorders (DVR) are examples of readily available equipment that
make real time sharing and recording of video an easy task. The main shortcoming of this
equipment is the fact that these devices have no capability to distribute or record data
along with video. And while attempts have been made to enable robot control over the
Internet, these systems lack the ability to record video, audio and user actions and were
built for specific platforms that do not have the same capabilities as the rescue robots for
which this system is intended.

1.5 Thesis Organization

Chapter Two describes previous work done in the area of network video distribution and
robot teleoperation. Chapter Three provides a high level explanation of the approach
taken to achieve the goal set. Chapter Four examines in detail the structure and
implementation of the server software. Experiments performed using this system are
described in Chapter Five. Chapter Six discusses some of the issues encountered during
the development, and finally, Chapter Seven includes conclusions of this project, and
suggests some directions for future work.

7

Chapter Two
Related Work

This chapter describes the related work in network video distribution and robot
teleoperation over the Internet. We first discuss the use of network video in surveillance
systems, discuss selected problems and solutions in this area, then look at previous
robotics projects involving web browser based robot control.

2.1 Network Video Distribution

The most obvious and widespread use of network video distribution is in the area of
surveillance systems. Let’s start by looking at how video surveillance has been done
historically, then look at the equipment and software needed to enable sharing of the
video over the Internet.

2.1.1 Brief History of Network Video Surveillance

For years, the term video surveillance system has been associated with closed circuit
television (CCTV). These systems usually consist of multiple analog video cameras
physically connected to a central monitoring location by means of cables where using a
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video multiplexer, multiple video feeds are displayed on the screen [16] (see Figure 4).
CCTV systems are usually single user systems in the sense that all the links lead to a
single central location. These systems are almost always located nearby the monitored
site to make the wire routing easier. Recording is done on site with a simple VCR. This
type of system is simple, cheap and has been around for many years.

Figure 4. A Typical CCTV System

The question is what if you wanted to see video from the mentioned above
cameras from anywhere in the world? Say you wanted to check on your employees while
you are at home sick, or check on your house while on a business trip. Now what if you
wanted to let multiple people see the video produced by this system? The applications of
these systems are endless.
A similar problem is faced by certain law enforcement agencies. There is a list of
sites that are under their jurisdiction and that they are responsible for in case of an attack,
industrial accident, or a natural disaster. The list of sites ranges from amusement parks to
chemical plants to airports, most of which have their own CCTV surveillance systems. In
9

a case of an incident, it is desired to be able to view the video from these sites at the
police station, assess the damage and allocate the needed resources before ever leaving
the office [25]. With the distances separating the sources and the viewers, running wires
is out of question, so a reasonable solution is to use the Internet for the data transmission.
Internet is a digital network, so we need a way to convert the video from analog to
digital and distribute it over this network. This is where video servers come in. A typical
video server is roughly a three part device that consists of an analog to digital (A/D)
converter, a compressor, and a network server. The A/D converter takes the analog video,
samples it every 1/30th of a second and produces a series of digital images. The
compressor then takes these images and reduces their size using a certain compression
algorithm, usually of MPEG or MJPEG format. The task of the network server part of the
device is to wait for incoming requests from users, upon which the images are sent out as
a stream of data and are displayed at the client. From a technical perspective, these
devices have an IP address and a server program listening on a specific port. Given this
information, the client software can connect to the server and receive the data using TCP
or UDP sockets. Most video servers also come with a built in web server that listens on
port 80 and can send the video using HTTP, which can then be viewed using a standard
web browser.
Video server comes in a variety of shapes and sizes – at one extreme it is a very
small device that can fit in your pocket and on the other is a powerful desktop machine
with a video card and a network interface (see Figure 5). The differences between the two
extremes among many others include the number of users that a device can service, as
well as image processing and recording capabilities. Intuitively, the smaller the physical
10

size of the device, the less capabilities it is likely to have. Axis [17] is one of the leading
manufacturers of commercial video servers, and is a good source for understanding the
capabilities of these devices.

Figure 5. Examples of Commercially Available Video Servers. Clockwise from top left:
Fulbond XS1000P, GAO Tek GAODVS, Axis 241Q, Clover CNVS100, and Axis Rack
Solution

Another way to distribute video over a network is to use a digital IP camera that
combines an analog camera and a video server in one (see Figure 6). These devices are
getting more and more popular as they easily enable video conferencing and are more
user friendly than an analog camera / video server combination. Toshiba [23] and Sony
[24] are among the more popular IP camera producers. The downside of these devices is
the fact that usually they do not offer the same features and capabilities as full size video
servers.
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Figure 6. Examples of Commercially Available IP Cameras. Clockwise from top left:
Micronet SP5520K, Toshiba IK-WB15A, Intellinet IDATA IP-PTZ, Axis 213, and
Iqinvision Iqeye101

In either case, for a single source / single user both video server and IP camera
approaches work very well, given an appropriate Internet connection (see Figure 7).
Video can be sent continuously, and recording could be done at either end of the
connection.

Figure 7. A Single-Source, Single-User Network Surveillance System
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Most of the problems are encountered when the system is expanded to include
multiple sources and multiple clients. First, let’s add more cameras to our scenario, let’s
say a 100, or a 1000 (see Figure 8):

Figure 8. Multi-Source Network Video Surveillance System

Network capabilities quickly become the limiting factor. Bandwidth bottlenecks
at both the source and the client will not allow simultaneous transmission of all video
streams. The upside is that in reality, no single person can comprehend 100 or a 1000
camera views at one time. More likely, a user will want to quickly glance at the available
video and then pick three to four cameras of interest and spend most of the time looking
at those. Simple software written by companies such as Axis [16] let us do just that –
given the parameters such as the IP address / port of the camera and username / password
13

allows you to connect to multiple cameras and view them simultaneously in a graphical
user interface. As mentioned earlier, bandwidth is still the limiting factor, so to improve
the performance, transmission rate of certain cameras can be reduced to 1 frame per
second, while receiving the full 30 fps from others. Another feature supported by some of
the cameras is motion detection, where nothing is sent to the user until motion is detected
in the field of view of the camera upon which the service is upgraded to full frame rate.
More complex solutions such as those offered by Broadware [17], Aimetis [20], and
D3Data [22] also include more strict security policies, provide intelligent video analysis,
and are usually built to be highly scalable.
In this multi-source system, the choice of position of recording equipment also
becomes very limited. At the client side, it is very easy to record what is being displayed
on the screen, but due to network limitations this may not be much, so complete video
recording can only be done at the site of surveillance or nearby. Also, video recorded at
the client side can not be easily shared between multiple geographically separated users.
Let’s get back to expanding our distributed system scenario and allow multiple
clients access the system (see Figure 9):

14

Figure 9. Multi-Source, Multi-User Network Surveillance System

Clearly, we have just multiplicatively increased our bandwidth problem. Another
issue that comes up is the fact that most video servers are relatively small devices with
limited computational power and can only handle between five to ten users before
suffering significant degradation in performance. This results in limited frame rate
received by all clients connected to the same source. One way to resolve this is to
enhance our video servers by replacing them with more powerful network machines
tailored to perform the same task. We can easily see that with hundreds or thousands of
cameras, this solution becomes very costly and simply not feasible, especially if there are
specific size constraints for a given application.
Another problem with sharing the system between multiple users arises when
cameras with pan, tilt, and zoom (PTZ) capabilities are added to our scenario. Who gets
to control these devices? Common video server settings allow us to either make the
15

controls available to everyone, or only specific users, while others can only view the
video. In either case, there is a possibility of multiple people controlling the camera at the
same time, which can become chaotic and irritating. Another available option is to enable
control queuing, where only one person can exercise controls at a given time and queue
the others on first come first serve basis. This works great until you are the one sitting in
line waiting for controls. Assume a scenario where an incident happens and gets called in
to police dispatch. An officer who has control privileges decides to look at what is
happening, logs on to the camera and starts viewing and controlling it. Two minutes later,
incident commander arrives at his office and tries to control the camera. He can not do so,
even though he has the same privileges and even higher rank. If the incident commander
is at a different location and does not know who is currently controlling the camera, there
is no easy way for him to resolve this situation. It is obvious that simply specifying
whether someone has control rights is not enough in a critical surveillance system, and
that some sort of priority based system has to be in place to resolve situations such as the
one described above.
Let’s now look at some of the recording equipment available on the market. Days
of VCRs are long gone, the quality of analog recording equipment does not compare to
that of digital storage. Network based Digital Video Recorders (DVRs) are pieces of
equipment that allow for recording of video streams from multiple network sources.
Some of these devices even have the capabilities typical to video servers in the sense that
a user, once connected, can not only view the video currently being stored, but also play
back previously recorded capture (see Figure 10). American Dynamics [19] and
Dedicated Micros [21] offer a variety of modern network DVRs. Just like in the case of
16

typical video servers, a DVR is just a computer, tailored to perform a specific task. It
simply acts as a user, connects to the camera, receives the video and stores it on a hard
drive. Meanwhile a concurrent server program accepts connections from clients and lets
them retrieve previously stored information.

Figure 10. Examples of Commercially Available DVRs. From left: VPON VP9000,
American Dynamics EDVR, and iView DVR16CDRW

With time, network DVR capabilities expanded to also include accepting
commands from clients and resending them to IP cameras that are equipped with the
pan/tilt/zoom mechanism. At this point the clients are completely separated from the
cameras – all traffic in both directions now has to go through the DVR. This may seem
like making things more complicated than they should be, but in reality this approach
gives us many advantages. First of all, if the position of the server on the network is
chosen so that it can reliably connect to several cameras or video servers, it becomes a
reliable place for video storage, which is frequently not practical at the sources. Also, by
allowing only one connection to the camera, we significantly reduce the processing load
on the devices. All other users actually connect to the DVR, which is usually a much
17

more powerful machine. This also minimizes the network traffic on the link closest to the
camera, which in many cases is wireless.
To summarize the above, there are two main problems that limit the functionality
of a network video distribution system. The first problem is the physical size of the
source devices that is reduced due to application requirements. This limits the number of
users that the equipment can handle and also does not allow for video or data storage at
the source. The second problem is the network itself which in many cases is the
bottleneck in terms of how many video streams can be transmitted. These issues are
addressed in the area of video surveillance by the use of a network DVR that relays video
from cameras to users and commands from clients to the source devices. We will see in
the next chapter how this idea can be beneficial in the area of online robotics.

2.2 Robot Teleoperation Over a Network

Remote robot operation is not new – remote manipulators have been used for years to
handle hazardous materials. With the explosive growth of the Internet came the desire to
also be able to control various devices over a wide area network. The reach, convenience
and capabilities of the Internet are incredibly attractive for this task. As a result,
numerous teleoperated robot systems have been implemented in the last 20 years.
The first remotely operated robot to use HTTP and browser interface was the
Mercury Project started in the spring of 1994 by Ken Goldberg at the University of
Southern California [2]. The setup included a robotic arm with a mounted camera and an
air blower over a box of sand (Figure 11). The sandbox contained buried artifacts
18

inspired by Journey to the Centre of the Earth book by Jules Verne. Users were to use the
air blower to uncover the artifacts and try to guess the origin of the items. User interface
shown in Figure 11 included a clickable map of possible arm movements allowing the
fixture to move in the horizontal and vertical axis and pulse air onto the area just under
the camera.

Figure 11. Mercury Project, Robotic Arm and User Interface (Source: www.usc.edu)

The first mobile online robot was Xavier (Figure 12), made available on the web
in December of 1995 [3]. Xavier is a product of the robotics lab of the Carnegie Melon
University and was meant to be an autonomous indoor robot. While testing a new
navigation algorithm, the authors developed web pages to monitor the robot’s progress
and command its behavior. While the remote operation was not the primary goal of the
project, Xavier generated a large amount of interest as an online robot – in the three years
of operation it received over 30,000 requests and carried out over 4,700 different tasks.
19

The robot operated in the computer science building of CMU and the user interface
allowed clients to tell it what room to go to and what to do (tell a joke, for example).

Figure 12. Xavier, the First Mobile Online Robot (Source: www.cs.cmu.edu)

These two examples are rather simple in terms of software architecture. As time
went by, more complex software systems were developed to address the remote operation
needs of various robot platforms (many of these are described in [15]). One to one robot
operation over a reliable wired network is fairly straightforward. The complexity mainly
comes from three sources, first one being the network itself. Naturally, as the operating
distance increases, so does the transmission delay, even more so in wireless and satellite
networks. This becomes a problem when the visual feedback is so far behind that it is
hard for the operator to estimate the effects of various commands on the robot. Take for
example communications between human operators on Earth and Mars Rovers, where
one way delay can be as long as 10 minutes [26]. To mitigate this, if the operating
conditions of the robot are known, it may be possible to predict robot movement by
simulation before actually executing the command [5] [11]. Another source of
20

architectural complexity is the task at hand. While teleoperation is sufficient for some
applications, others may require some degree of autonomy. Now the robot has to juggle
between running an autonomous task while still waiting for other user commands that
may interrupt the current process. Finally, multi-user capability is yet another
complication that adds a requirement of coordinating between multiple clients at the same
time.
Most of the current teleoperated systems are very similar to the ones mentioned
above in a sense that they all control a robot over a network. The hardware and software
platforms are different and are often dictated by the specific robot design. All of them
lack the ability to record and play back audio, video, and user actions. Something else to
take note of is that most of the approaches concentrate on accomplishing a specific task,
details of which are known prior to the implementation. The field of rescue robotics on
the other hand, is complicated by never knowing what type of environment the next
deployment is going to be in, making the use of predicting motion by simulation of little
use.

2.3 Summary

From the previous work described in this chapter, we can see that the history of video
surveillance and robot teleoperation have a lot in common in terms of employing the
Internet to expand their capabilities. The devices used in both areas are conceptually
similar in that they provide some sensory feedback (in a form of video images for IP
cameras) and allow for execution of certain commands. Another similarity is that just like
21

many robot platforms, IP cameras are usually very small and have limited processing
power, which limits the amount of simultaneous users that the device can serve at any
given time, and also does not allow for video storage or processing onboard. The
conventional approach for recording network video is to have a server nearby (a reliable
network link away, not necessarily physically close) that connects to the camera and
constantly stores the received video. Clients can later connect to this network DVR and
view the previous capture. Besides the storage capability, these servers also allow users
to view real time video and control the cameras. The key advantage of this approach is
that instead of connecting directly to the camera, the clients actually connect to the
server, which keeps the number of camera clients to one (the server). This approach also
minimizes the traffic on the network link closest to the source, which is especially critical
if that link is wireless. Thus, the combination of the camera and the network DVR allows
for best of both worlds – the size of the camera can be minimized while still allowing for
video storage and multi-user operation through the server. We will see in the next chapter
how the same concept also proves to be beneficial for remote robot operation.
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Chapter Three
Approach

3.1 High Level System Structure Overview

The key idea behind this system is fairly simple – it is to move the point of distribution of
robot controls and data to a more capable machine that is not directly connected to the
robot. As in the network DVR scenario described in the previous chapter, this enables the
users to control the robot over the Internet, provides a convenient place for data and video
storage, and allows us to minimize the size of the computer attached to the robot. The rest
of this chapter explains why this approach was taken and provides more high level details
about the system structure.

3.2 Design Requirements

The main system goals are remote robot operation over the Internet, ability to record
robot video, data and user actions, and multi user capacity. We start by discussing several
requirements and limitations that influenced the final system architecture, and then
describe how the main system goals are achieved while satisfying these requirements.
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3.2.1 Size Requirements of the Robot Computer

Network communication between robot and clients is enabled by a computer attached to
the robot via a serial port interface. This computer is usually a ruggedized laptop, not a
powerful workstation. The reason for the use of a portable computer is that rescue
equipment may need to be carried for long distances to incident sites, so size and weight
of the gear is critical. This requirement does not allow us to perform video and data
storage on site due to the limitations of laptop storage and processing capabilities. Multi
user performance is also affected by the size factor – CPU utilization with one connected
client is around 90%, obviously not allowing for anyone else to use the system.

3.2.2 Field Network Restrictions

The network path between the robot and its users usually consists of multiple hops, the
first one of which (from the robot to an Internet gateway, for example) is likely to be
wireless in the field. Regardless of the technology, wireless networks can be easily
saturated, degrading throughput to all users, especially when they are used to carry
multiple video streams. It is to our advantage to minimize the amount of traffic present in
this first hop from the robot.
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3.2.3 Limitations of the Current Robot Control System

Distributed Field Robot Architecture (DFRA, described in more detail in the next
chapter) currently used for robot control over a network has two main limitations. First of
all, due to its dynamic host discovery mechanism, DFRA is only capable of
communications over a local area network, not allowing us to connect to the robot using
the Internet. Second, the software installation is fairly complicated and currently is only
compatible with the Linux operating system. This installation requires detailed
knowledge of the architecture as well as the operating system and is only realistic for a
person with a rich computer background. Since our goal is a system that will be used by
non computer savvy people such as firefighters, doctors, or structural engineers, a simpler
solution is needed.

3.2.4 External Camera Requirement

Since one of the intended uses for this system is robot training of persons who may have
never seen these devices before, having an external view of the robot is essential. This
not only helps with situation awareness while performing a specific task, but also helps
users to initially realize the basic capabilities of the robot in terms of its mobility and
shape.
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3.2.5 Summary of Design Requirements

Initially, we had a system that allowed us to control the robot over a local area network
(DFRA), and the understanding that having multiple client connections directly to the
robot is not realistic due to network and processing power restrictions, which also do not
allow for local video storage. What we needed was to extend the range of operation to
that of the Internet, make it easier to use, multiple user capable, include an external
camera, and provide a reliable place for video and data storage. All of these tasks are
accomplished with a relay server described in the next section.

3.3 Relay Server

The key idea behind this system is to move the point of distribution of audio, video and
data (to put simply, the machine to which the clients will actually be connecting) to a
location where the storage and processing power of the server are not limited by its size.
In a real world response, this could be the incident command center, while in a training
scenario this server can be kept inside, having the robot outside in a test bed of rubble.
The connection between the robot and server could be either wired (in a lab scenario, for
example) or wireless in the field. Server software communicates with the robot over this
link using DFRA, while the users connect to the server using HTTP (Figure 13). Audio,
video, and data are received by the server, stored, and retransmitted to the clients
connected to the system. All controls, video, and data, as well as the view from an

26

external camera are combined into a single web browser based interface making it easy to
use and eliminating the need for any software installation.

Figure 13. Relay Server from the Network Perspective

This approach provides a convenient solution to the problems mentioned in this
chapter in that it limits the processing load on the robot laptop, restricts wireless traffic to
the amount of one user (the server), provides a convenient location for data storage, and
greatly simplifies the use of the system.
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Chapter Four
Implementation

4.1 System Overview

The server software created in this project consists of three main parts – Record Relay
Server, Play Server, and the Client applet (Figure 14). Record Relay Server is responsible
for connecting to the robot and external camera, bringing in video and data from these
devices, storing it in the database, and relaying this information to clients connected to
the system. It is also responsible for managing the traffic in the other direction – relaying
commands from users to the robot and camera, while storing them in the database along
with the rest of video and data. Play Server portion of the software, on the other hand, is
in charge of accessing the database, sending to clients the list of available recorded
sessions and streaming those recordings once requested to play. Finally, the Client applet
component is a Java applet embedded in an HTML document that runs on the connected
user’s computer and communicates with the server software. The rest of this chapter
describes the implementation of these three components.

28

Figure 14. Three Main Parts of the Server Architecture

4.2 Record Relay Server

Record Relay Server portion of the software is probably the more complex one out of the
three since it is responsible for most of the server functionality. It takes care of several
related tasks such as connecting to the robot and camera, then storing and relaying the
received information.
The tasks of recording, relay, and playback are very similar in nature. The first
one is to take the data and put it on a hard drive, while the last two do the same, except
the information is put on a network line. We can take advantage of this similarity by
reusing related modules and thus simplifying certain aspects of implementation. Let’s
look at each of these tasks separately and see how they are implemented in our system,
starting with recording.
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4.2.1 Recording

There are two ways we can store data on a disk – we could save it in a file, or we could
use a database. Each one has its advantages and drawbacks. In this case a database was
chosen for the reasons described in the next two sections.

4.2.1.1 Why Not Use Files

Managing files can be very difficult when trying to store complex data. Once opened, it is
usually very hard to tell a file’s internal structure, let alone read it easily, especially when
we are talking about storing multiple large quantities of binary data such as robot video
images and audio snapshots. Another disadvantage is that once a file format is decided
upon, it is not trivial to change the way the data is stored and retrieved. For example, a lot
of source code would have to be rewritten if we decided to add another sensor to the
system. Also, it is almost impossible for an outsider to come in and modify the system
without having to look through pages of complicated code to try and understand the way
information is stored. Finally, once many recordings have been made, browsing and
trying to find the one we want is not easy with files.

4.2.1.2 Why Use a Database

Unlike manual file access, databases already provide us with many needed mechanisms
for complex data storage and retrieval. Numerous free graphical user interfaces exist to
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make database management and browsing a breeze, and the Structured Query Language
(SQL) is a well known database programming language that is familiar to most software
developers. Let’s look at some of the database built in mechanisms that are useful to us in
this project.
Databases are designed to do one thing, and they do it well – they efficiently store
and retrieve data on disk. They take care of all the low details of disk I/O letting us to
simply tell them what to store. Databases keep track of system resources and provide
security mechanisms to protect the data. Also, when we start thinking of system
scalability, the database approach wins once again – if at some point we see that the
server CPU is becoming overloaded by managing disk I/O and network requests, we can
easily move the database to a different machine and let the server concentrate on the
execution of the main program. In this case the only change to be made to the code is one
line in a configuration file specifying the database address (traditionally, all
communication between the database and the program is done through a TCP socket, so
it makes no difference whether the database is located on the same machine or connected
via a network).
Also, anyone who has ever written a program with several threads trying to access
and modify a shared resource knows that these resources have to be protected by some
form of a solution to the critical section problem. This is exactly the case we have – the
data may be recorded by one user and played back by another at the same time.
Databases already come with this protection mechanism built in. Clearly, the database
approach is much more appropriate for the tasks at hand.
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4.2.1.3 Database Structure

The database employed by this system is the freely available MySQL, paired up with a
phpMyAdmin front end. The phpMyAdmin GUI is not considered a part of the system,
but rather a tool to conveniently create the database and modify its settings. This tool can
also be used by an outside person to quickly understand the structure of the tables and the
way the data is organized.
Two tables contain all information needed for recording and playback of robot
data. The first one (see Table 1) contains information about the recordings already stored
in the database. By looking at this table we can tell (among other things) how many
previously recorded sessions we have, when each one was recorded, and its duration.

Table 1. Database Table Used to Store Recording Information

The second table (see Table 2) contains actual data from all recorded sessions such video
images and sensor readings. Each recorded session is identified by its session ID.
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Table 2. Database Table Containing Recorded Data

4.2.1.4 Recording Approach

Besides the low level disk storage options mentioned above, there are two different
higher level approaches to recording – it can be done based on events, or at a specified
rate. A rate based recoding approach is used in our software for several reasons. Recall
that we are trying to store data from multiple sources – two or more video cameras, and
various sensors. The slight complication is that all these readings are asynchronous – they
do not arrive at the server at the same time. Using an event based approach we would
record each reading as it becomes available pairing it up with a timestamp. The problem
is that some sensor readings may change slightly many times within a short period of
time, for example the battery voltage may go up and down a hundredth of a volt. Every
time this happens we would have to store that change. Obviously, this is not very
efficient, and we could prevent it by setting thresholds of change for every sensor. Still,
this approach can be fairly wasteful since it creates a large number of rows in the
database, each one only having a single reading. Also, during playback when a timestamp
is read, a timer would have to be started, the data displayed at expiration, then a new row
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has to be read, and so fourth. This is unnecessarily complicated from the programming
standpoint, so let’s look at the other, rate based approach.
Instead of having all sensor readings stored in separate variables, we can create a
buffer that will hold all the available data in one place. We can now read and store this
buffer in a database a certain number of times a second (Figure 15). This approach is
much cleaner, yet it accomplishes the same task. We can easily set the recording quality
by changing how frequently our buffer is sampled. The playback mechanism also
becomes much simpler – all we have to do is read and display the data at the same rate it
was recorded. The biggest advantage however, comes from the mentioned above
similarity between recording and relaying tasks. The same module used for storing our
buffer in the database, slightly modified can be used to send our buffer over a network.

Figure 15. Rate Based Recording Approach

Also, unlike the event based approach, this mechanism makes it possible for us to
change the quality of video and data sent to various types of users. For example the
operator may require video at 30 fps, while we can limit the display of an observer to, say
5fps (Figure 16).
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Figure 16. Record and Relay Mechanism of the Server

4.2.2 Relay Mechanism

Relay mechanism of the server is a two way task – video and data are relayed from the
robot to clients, and controls are relayed from clients to the robot and external camera.
Figure 16 shows the video and data brought in to the buffer and distributed to clients.
Before we talk about how controls are relayed in the other direction, let’s see how this
video and data are acquired from the robot and external camera.
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4.2.2.1 Robot Connection

The connection between the server and robot is established using Distributed Field Robot
Architecture (DFRA) which allows us to retrieve available video and data, and send
commands to the robot.
DFRA is the only readily available architecture for network operation of rescue
robots. It was developed by Matt Long [1] at the University of South Florida and is a
distributed, object-oriented implementation of the SFX hybrid robot architecture that
allows for dynamic discovery and acquisition of robot resources. The main advantage of
DFRA is having a systematic layered approach for interoperability of various robot
platforms while taking full advantage of each system’s capabilities. The architecture is
designed around Sun’s Jini middleware layer which takes care of the dynamic discovery,
and uses Java Remote Method Protocol and Java Extensible Remote Invocation (JERI)
for remote communication. DFRA is implemented using Java for its platform
independence and the variety of freely available libraries such as XML parsers and Jini.
Besides DFRA, two other key tools were available for us to use in our system –
serial interface robot drivers and a sample user interface. To enable the use of DFRA for
a specific robot platform, a series of drivers have to be implemented that utilize each of
the robot’s capabilities and interface them with the architecture. Such drivers are freely
available from CRASAR (developed by Jeff Craighead, craighea@cse.usf.edu). In plain
words, DFRA fitted with the rescue robot drivers allows us to take advantage of all robot
capabilities over a local area network. Further, a graphic user interface developed in part
by Jennifer Riley at SA Technologies was also available at the time. This interface
36

combined the sensor data and robot controls in a single graphic display in a Java
application (Figure 17). The GUI was not yet fully completed and was slightly redesigned
for this project (to include an external camera view), however what it provided was a
clear example of the API provided by DFRA which is not all together trivial.

Figure 17. Graphical User Interface to DFRA

Besides all the benefits, DFRA has two main shortcomings that are solved by this
project. First of all, it can not be reliably used over the Internet. JINI, the underlying
service discovery mechanism uses multicasting to find other compatible hosts on the
network. The problem is that multicasting is not supported by many ISPs as a security
measure. This can be overridden if the IP address of the robot is known and unicasting
can be used (which of course defeats the purpose of dynamic discovery). However, even
once the two machines can see each other, Jini and JERI use multiple ports for socket
connections between the hosts, and if any kind of a firewall is present anywhere in the
path, many of them may get blocked. This seems like an insignificant problem at a first
37

glance, but after several experiments across the country, port blocking was the prevalent
problem. It was realized that whatever protocol our system used in the end, the client
connection had to use the smallest amount of ports possible – one, if feasible. In addition,
this had to be one of the ports that are almost never blocked, such as port 80 or 8080,
normally used by HTTP.
Second shortcoming of DFRA is the fact that its installation process is very
involved and is currently limited to the Linux operating system. By combining DFRA
with the server described in this thesis the problem is eliminated by the use of Java
applets in a web browser based user interface.
Clearly, it is to our advantage to use DFRA as part of the end system, as it already
makes all existing robot functionality available over a LAN, which solves part of the
problem in dealing with the network as well as low level communications with the
device. The Internet limitation does not impair our intended functionality since we want
the server to be close to the robot (from the network perspective), and it will take care of
the data distribution from that point on. Installation is not an issue since it only has to be
done once, and is not required to be performed by the users.

4.2.2.2 Camera Connection

Communication with the camera is done using Axis VAPIX API [27] for HTTP
communication with many of the devices they manufacture such as IP cameras and video
servers. The API includes commands for requesting the video, controlling the pan, tilt,
and zoom mechanism, and are executed using GET and POST methods of HTTP.
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4.2.2.3 Relay of Controls

Having at our disposal the mechanisms described above, we can get the needed video and
data to the server, store all available information and distribute it over the network. We
now need a control mechanism that will allow remote clients operate the robot and the
camera while recording user actions in the database. There are two parts to this server
component – the command sender threads that talk directly to the devices, and threads
that receive user commands (Figure 18). The threads connecting to the robot (labeled
‘Robot vid/dat getter thread’ and ‘Robot com sender thread’) do so using DFRA, while
the threads that connect to the IP camera use HTTP. Communication between the
command sender and user threads is done through function calls, and when these calls are
made, a note is taken in the shared buffer. This information is then stored in the database
along with the rest of the video and data, ensuring the capture of every user action.
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Figure 18. Software Structure Including Control Mechanism

4.2.3 Server Control

While many tasks are automatic (methods executed when the user logs on to the system,
for example), the server software also involves various functions that need to be
controlled by the user, such as connecting to and disconnecting from the robot and
camera, as well starting and stopping the recording process. For this task, a separate
thread is created for every user that allows them turn on and off basic server functions
(Figure 19). Client applet communicates with this thread when appropriate control
buttons are pressed in the user interface.
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Figure 19. Server Control

This concludes the discussion of the Record Relay Server part of the server
software. The next significant component is the Play Server discussed in the following
section.

4.3 Play Server

Play Server is the portion of our software that is responsible for relaying to clients the
contents of the database. It is in charge of two tasks – listing the available recorded
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sessions and, once the user selects a desired recording, streaming the data and video back
to the client.
The listing mechanism is fairly simple – server receives a command from user,
gets the contents of the Session Data table from the database and sends it to the client.
The user then selects the desired recording and the playback mechanism is activated. This
mechanism is actually very similar to the relay mechanism of the Record Relay Server. In
this case, instead of connecting to the robot and camera to get the data, we connect to the
database and stream the received data and video back to the client, as shown in Figure 20.

Figure 20. Playback Mechanism of the Server

The reason for separating the retrieving thread from the sender is the fact that
network speeds may not allow us to send the video and data at the same rate it was
recorded. What happens then is that the playback will take place at the network speed.
For example, if the bandwidth only allows us to send the video at 10fps and it was
recorded at 30fps, the video will play 3 times slower. The buffer used here is the exact
same data structure as in the Record Relay Server.
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Play Server along with the Record Relay Server are the two parts of the software
that are executed on the server machine. The next chapter describes the Client applet that
is run on the client’s computer.

4.4 Client Applet

4.4.1 Overview

The client-side portion of the system software is shown in more detail on Figure 21.
Client program is a Java applet embedded in an HTML document. This document, along
with the applet reside on the server, and are downloaded and run when the client types in
the server address into a web browser.

Figure 21. High Level Client-Side Software Diagram
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Since there are several parts of the server the Client applet has to deal with, we can
separate client tasks into those dealing with receiving and displaying video and data from
the server; the parts that listen for keyboard, mouse, or joystick commands to be sent to
the robot and camera; the server control panel that enables or disables server
functionality, and finally the part that is responsible for listing and playing back
previously recorded sessions. As can be concluded from previous sections, the first three
tasks deal with Record Relay Server, while the last one communicates with the Play
Server. These tasks are fairly simple, as the server does most of the work. The Client
applet simply makes requests and waits for a response, which can be streaming
data/audio/video, or simply an acknowledgment that a connection to the robot or a
camera has been successfully established.

4.4.2 Graphical User Interface

The user interface consists of six tabbed panels each giving the user specific capabilities
described in the previous section. The most significant part of the GUI is the control
panel (Figure 22). This part of the interface gives a client full control of the robot (lateral
movement, raise/lower, camera up/down/zoom/focus, lights, laser), as well as the
external video camera (pan/tilt/zoom). The GUI also displays various robot sensor
readings (video, audio, temperature, shape, lights, laser, motor currents, battery level, IP
address) and allows the client to send audio to the device. External camera view is also
included to help with situation awareness. The recorder controls allow us to start and stop
recording of all video/data/user actions to the database. The panel labeled ‘Database’ lists
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all currently available recorded sessions, while the ‘Player’ panel (which looks exactly
like the panel shown in Figure 22) is used to play back the selected recording. For control
of server functionality, ‘Server Control’ panel allows the user to make the server
connect/disconnect to the robot and the external camera. ‘Status’ panel displays response
messages from the server, and finally, the ‘Help’ panel displays some useful suggestions
for setup (if needed).

Figure 22. Graphical User Interface
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Robot control panel (located in the lower right quarter of the control interface in
Figure 22) also includes a pseudo joystick. This part of the GUI was actually added after
the system was mostly put together. The problem is that the four directional button
controls are fairly limited in the sense that they only allow the robot to go full throttle in
each direction, which is very unrealistic. This pseudo joystick allows us to click and drag
it with a mouse, giving us full range of directional motion, just like the real joystick of
the OCU.

4.4.3 Joystick Capability

Unlike Java applications, at the present time (JDK 5.0.7) Java applets do not support the
use of a joystick, which presents us with a unique problem if we want to enable online
users with this capability. There is however, a web browser plug in that lets us use the
joystick from JavaScript, Sun’s web browser scripting language. This plug in was
developed by Carl Woffenden and is freely available from www.bigredswitch.co.uk .
Since we can establish communication between a Java applet and JavaScript code, we
can effectively use the joystick from our Client applet. (Figure 23) The only shortcoming
of the plug in is the fact that it was implemented using ActiveX, which means that it is
only compatible with Windows and Internet Explorer.
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Figure 23. Using a Joystick from a Java Applet

4.4.4 Java Applet Security Restrictions

Java applet security restrictions, even though well justified, introduce some
inconveniences into the implementation of the Client applet. The major nuisance is the
fact that these constraints do not allow the applet to get audio from the microphone
connected to the client’s computer without explicit authorization. This audio is used for
the two-way audio communication between the client and robot. To allow this, java
permissions file has to be manually edited, by inserting a specially formatted permission
line giving the user this capability. What makes this process even more confusing for
people who are not computer savvy is that there are usually several versions of this file
on a single machine, which makes giving someone directions for doing this much harder.
To mitigate this, the ‘Help’ tab of the GUI includes a detailed explanation of steps to be
taken to enable two-way audio.
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4.5 Common Mechanisms

While the three main software components are fairly independent, there are several
concepts that are shared or used by all of them. This section describes some of these
ideas.
4.5.1 Port Multiplexing

Initially, the software included several server threads, one for each specific function such
as robot control, video relay, playback, etc., eight all together. This is the traditional way
of communication over the Internet. After a few months of testing over long distances
and troubleshooting, it was realized that one of the major problems was not the software
itself, but the fact that firewalls along the way would block certain ports (not always the
same ones) which took away parts of the functionality. After changing the port numbers
several times, it became obvious that this was only a temporary solution and that the
number of ports had to be reduced to one.
The traditional way server threads are used in most multithreaded server programs
is as follows. A server thread listens for connections on a specified port. Once a
connection is accepted, a new thread (also called a service thread) is created and it is this
thread that actually does all the work from then on, while the server thread goes back to
listening for more connections. What we needed to do was to reduce the number of server
threads to one. Since functionality is usually separated by ports, and we needed to
combine all of it into one, connection requests now had to include what service thread
they are expecting to be created for them, which made this part of communication
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somewhat complicated. The port used by the server for this purpose is 8080, and since it
is sometimes used by HTTP, it is almost never blocked, solving the problem.

4.5.2 Shared Variable Protection

Since a shared buffer is used in both Record Relay Server and Play Server, it presents us
with the traditional critical section problem. In Play Server, since there is only one reader
(network sender thread) and one writer (database reading thread), a simple semaphore
protection is sufficient. Record Relay Server however, has three types of threads sharing
the buffer – the threads that bring in the data and write it to the buffer, the thread that
reads the buffer and stores it in the database, and the threads that read the buffer and send
its contents to the clients. At a first glance, it seems that we could use the traditional
readers/writers solution to the critical section problem, where multiple readers can be
using the buffer at the same time and where the writers have priority. This would not be
altogether efficient, because even though the database recorder is theoretically a reader, it
should have higher priority then the user threads, since it is more important to record the
data then to send it over the network. To accomplish this, the standard readers/writers
solution was modified to give recorder thread the same priority as a writer. The integrity
and efficiency of the algorithm are not disrupted – the thread does not modify the
contents of the buffer and can safely be in its critical section along with other readers.
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4.5.3 Multi-User Capability and Security

It should be noted that Record Relay Server and Play Server are both independent and
multi user capable, that is, several clients can be watching different recordings at the
same time, while multiple other users can be controlling the robot. Recording is the only
task that is done one at a time since it doesn’t make sense for multiple users to be storing
the same data in the database.
Since a separate thread is created to enable a particular server functionality for
each user (such as robot control, for example), it is easy to allow or deny that ability by
simply accepting or denying a connection that requests the particular thread to be created.
This allows us to create a set of permissions for every user and store it in the database
along with username and password. This set includes a Boolean value for every possible
server functionality available to the user, currently including robot control, camera
control, server control, playback, database management, ability to send two-way audio to
the robot, and ability to receive video and data. The table containing user information
also includes user type and user priority which will be later used for dynamic server
resource management.
The first connection from client to the server is made to verify user credentials.
When username and password are looked up in the database, a special process called
UserManager creates an entry in its list of connected users that is populated by user
permissions, type and priority. A unique user ID number is also created that can be later
used to look up that client in the user table and this number is sent back to the client.
Every client-server connection made from this point on will include in a request this user
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ID. When a request is received for a particular functionality, the server first checks
whether the user has adequate permission, and if not, connection is closed.
By default, no user from user protection was implemented as part of this thesis.
This means that once connected, all users have the same priority (besides the initial
permissions check), and no cooperative teleoperation mechanisms as in [13] [14] are
present. Another parallel project by Chris Williams [6] addressed this shortcoming by
implementing a multiple tier client hierarchy that limits user capabilities based on their
needs. The same system also includes a knowledge-based bandwidth regulation
mechanism that allows us to service more concurrent users by minimizing the bandwidth
usage depending on robot’s modes of operation.

4.5.4 Server GUI

To make server management easier and help better visualize its operation a GUI was
added to the application (see Figure 24). The interface tracks output from all server
processes and displays it in a convenient logger panel. Upper left side of the GUI displays
currently running server threads, while the left side displays information about currently
connected clients and resources associated with each one. The interface also allows the
super user to disconnect clients, disable specific functionality, and control the video
frame rate received by different users. This GUI was written mostly using AspectJ[29]
aspect oriented language extension to Java that allows for implementing crosscutting
concerns much better than Java alone. Keeping track of security or system state is not
easy using normal programming style, as the code to implement such monitoring would
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have to be spread among many classes. This is done much easier using an aspect-oriented
programming language, since the whole program can be accessed from a single place.

Figure 24. Server GUI

This approach was first inspired by Polymer [30] policy specification language
that is similar to AspectJ but allows for composing more complex sets of policies.
However, after several unresolved problems with Polymer, AspectJ was used, which
being a commercial product, has much more available documentation and support. The
beauty of both Polymer and AspectJ is that without modifying the source code, we can
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monitor execution of the application, as well as modify its runtime behavior from one
place, as opposed to making changes to multiple classes of the program.

4.5.5 Redundancy Control

Because of the way the data is recorded, relayed, and played back (at a preset rate) it is
possible without protection to store or send the same data more then once which has to be
prevented. For example, if the video image has not changed in 2 seconds, there is no
point in sending the same frame at 30 times a second over and over again. To avoid this,
every variable in the shared buffer has a flag associated with it that indicates whether or
not that variable had been read since it was last updated. Before that value is stored in the
database or sent over network, the reader threads check the flag and ignore the contents if
the buffer had not been recently updated.

4.5.6 TCP vs. UDP

Transmission Control Protocol (TCP) [8] [9] is used for communication between the
server components and the client applet. TCP is the transport layer protocol used by most
Internet applications as it provides reliable communication over the unreliable Internet
Protocol. User Datagram Protocol (UDP) [7] is another type of a transport layer protocol
that provides unreliable service, and basically gives programmers direct access to the IP
layer. The advantage of using UDP is that it usually achieves higher throughput than TCP
because it does not employ any congestion management mechanisms [10]. This is the
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reason why UDP is used for certain real time streaming video applications. The problem
with using UDP is that there is no guarantee that the data will get to the destination, so
many error recovery mechanisms have to be implemented, making the communications
part of the software relatively complicated. Another disadvantage of using UDP for the
server to client connections in our scenario is that this protocol is not TCP-friendly, that
is, UDP will drown out any other TCP connections present on the same link. Currently,
the server machine has only one Network Interface Card (NIC) which is shared by the
DFRA robot-server connection and multiple server-client connections. If UDP is used for
the latter link, it is very likely that the robot-server traffic will be negatively affected,
which is highly undesirable. This could be circumvented by either rewriting DFRA to use
UDP for its underlying protocol (which would require rewriting most of the architecture)
or splitting the network traffic by using two NICs - one for the robot-server connections
and one for the server-client link.
All of this is not to say that there is no performance gain from switching to UDP
for the transport layer protocol, but simply that for the purpose of the goal set of this
project, this task is left as possible future work.

4.6 Implementation Summary

As can be seen in this chapter, the key concept of the implementation is in the way the
data is relayed, recorded, and played back – everything revolves around the shared buffer
data structure that is sampled and distributed by various modules. This allows us to take
advantage of the similarities between recording, relay, and playback mechanisms, and
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gives us other advantages such as the ability to control bandwidth and processing power
for different types of users. Building on the available Distributed Field Robot
Architecture, robot drivers, MySQL database, and Apache web server, this software
allows multiple clients to control the robot over the Internet and record all available
video, data, and user actions.
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Chapter Five
Proof-of-Concept

5.1 Objectives

The primary objective of proof-of-concept experiments was to verify system functionality
in various setup scenarios. While seemingly simple, this testing sometimes revealed
unexpected problems that resulted in significant changes to system architecture. The
secondary goal was to evaluate performance of the system under heavy load of multiple
users that results in increased processing burden on the hardware and network saturation.

5.2 Experimental Setup

Experiments performed with our system usually consisted of remote users operating the
robot over the Internet while it was located at the robotics lab in the computer science
building at the University of South Florida. High level view of this configuration is
shown in Figure 25.
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Figure 25. Experimental Setup

Part of the system covered by the shaded area labeled ‘A’ was sometimes located
in the lab, while at others outside in a pile of rubble. A more detailed diagram of the
devices contained in this mobile part of the setup is shown in figure 26.

Figure 26. Robot Side of the Configuration
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In this scenario the laptop computer performs most of the processing of the robot
data (except Analog to Digital (A/D) conversion of video, which is performed by a
separate device). Commands are sent to the robot using USB, and the data is sent back on
the same bus. Both this laptop and the external camera are connected to an Ethernet
switch, the output of which is connected to a LAN by either an Ethernet cable or through
a wireless/Ethernet bridge. A complete lab configuration having both robot and server
inside the lab is shown in Figure 27.

Figure 27. Complete Configuration at the USF Robotics Lab

Table 3 describes the equipment currently used in our system. While no minimum
hardware requirements were defined for the server as the machine was more than capable
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of performing the tasks it was dedicated to, the parameters given in the table are
suggested. The equipment listed for the laptop computer, however, was pushed to its
limits, so these specifications should be considered minimum for this application. Linux
operating system is required for both server and laptop machines, since it is necessary to
accommodate DFRA. Fedora Core 4 Linux was used in our configuration, but any
modern distribution should work.

Table 3. Equipment Specifications
Name

Brand/Model

Processor

Dell Precision

Pentium 4

Server
370n

Memory

Hard Drive

2 GB

2X400GB

3.4 GHz

OS

Network

Fedora Core 4

Gigabit

Linux

Ethernet

Fedora Core 4

100Mbps

Linux

Ethernet

Embedded

100Mbps

Linux

Ethernet

N/A

FireWire

Rugged
Pentium 4m
Robot Laptop

Notebooks

1 GB

40GB

2.4 GHz
Talon P14N
External IP
Axis 213PTZ

N/A

N/A

N/A

Camera
The Imaging
Video A/D
Source

N/A

N/A

N/A

Converter
DFG/1394-1e

When used outside, the mobile part of the equipment was placed on a wheeled
cart and taken to the test bed as shown in Figure 28, then connected back wirelessly, or
through a long Ethernet cable, when too much interference was encountered from
background traffic (university wireless).
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Figure 28. Outside Use of the Robot

Figure 29 shows in detail the devices used when part of the system is used outside.

Figure 29. Detailed View of the Robot-Side Setup
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Figure 30. Screenshot of the GUI During Outside Robot Operation

Snapshot of the GUI during outside robot operation is shown in Figure 30.

5.3 Proof-of-Concept Experiments

Multiple proof-of-concept experiments were performed using this system during and after
the implementation stages from several places around the United States and one location
in the United Kingdom.
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5.3.1 UK to USF

The longest distance of operation was between Wirral, United Kingdom and USF in
Tampa. The robot was operated by Carl Woffenden, creator of the web browser joystick
plug-in used in the implementation. This experiment was successful, even with 4200
miles of physical distance separating the two locations (this and all other distances
mentioned in this chapter were estimated linearly using the measuring tool of Google
Earth software). According to the operator, network lag was noticeable but tolerable,
allowing him to safely navigate the hallways of the computer science building in Tampa,
FL.

5.3.2 Minneapolis to USF

The second longest distance of successful operation was approximately 1300 miles
between Minneapolis, MN and USF, Tampa. The robot was operated by the author as
well as by several other people at the fall 2006 Safety Security Rescue Research Center
(SSRRC) meeting. Again, network delay, though present, was not an issue.

5.3.3 USF to San Diego

Another attempted experiment was to be able to access the robot set up at the Strong
Angel III (SA III, Integrated Disaster Response Demonstration, San Diego CA, August
2006) from USF. A local area network was set up at the event, and on several occasions
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(about an hour or two at a time) Internet access was also provided. In this case, Internet
access meant that we could use our machines on the local network to access any resource
on the web. Because of the way IP protocol addressing and Network Address Translation
(NAT) work, by default we could not access the machines on the local area network in
the reverse direction – from the Internet. To enable this, simple changes had to be made
to the configuration file of the gateway router. These changes were trivial, but because of
the number of requests constantly flooding the network technicians, we were never able
to get outside access to our server. Unfortunately, this would also not be out of the
ordinary for a real disaster. Since the problem in this scenario is that we could not make
connections into the desired LAN, this could possibly be fixed by setting up a proxy
server somewhere on the Internet. Both the client and our server would connect to this
proxy, which would then simply retransmit the data in both directions. This way the
server would be making an outside connection, eliminating the problem. This would
inevitably add more delay to the system because of the processing overhead of the extra
hop, but considering the need for reliable control during disasters, this may be an option
worth pursuing in the future.

5.3.4 USF Campus Experiment

Another experiment was performed between psychology and computer science buildings
on the USF campus. This exercise was performed as part of a demonstration of current
trends in Human-Robot Interaction (HRI) research by Dr. Jennifer Burke during the
Department of Psychology graduate research colloquium series. This experiment
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demonstrated another possible use of the system in the area of HRI by students not
having physical access to robots.

5.3.5 Other Local Experiments

Numerous other operations were performed from around the Tampa Bay area. The
experiments were mostly used to verify specific system functionality, and many lessons
were learned in the troubleshooting process. These lessons were not altogether technical since many of the tests were performed by non computer savvy people, the interface and
operating instructions were augmented after almost every run. On the technical side, as
expected, the network was the cause of most problems. By nature, as the distance
increases, so does the network delay which makes the operation more difficult. Still, even
with the longest distance of separating robot and clients, the system was completely
operational, the network delay was tolerable, and assuming the growth of high speed
internet users and the development of faster networks, this will only improve with time.

5.3.6 Wireless Experiments

To simulate field operations, several tests were performed using a wireless link between
the robot and the server. Different wireless technologies were used for that purpose
including 802.11b and a Motorola Wireless Mesh® network. By nature of these
technologies, 802.11 provided much higher bandwidth and smaller delay, but only
worked over short distances and was highly susceptible to interference. On the other
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hand, the Motorola mesh network worked much better over longer distances, but
provided low throughput and high delay. Overall, neither network would be acceptable to
use in a field scenario because of their numerous shortcomings. To make it clear, this
does not mean that the users cannot connect to the server using wireless. The user link is
not particularly critical – as the performance degrades, the quality of the video received
by that particular client may get worse, but compared to a disaster situation, the load on a
regular access point is miniscule. It is only in the field that these technologies get pushed
to their maximum capacity and eventually fail.

5.3.7 Experiment Summary

As a result of the experiments described above, all server functionality was verified as
operational, server control panels were simplified, and detailed instructions were added to
the user interface to correct any problems that may come up during use. Table 4
summarizes various proof-of-concept experiments performed using this system.
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Table 4. Proof-of-Concept Experiment Summary

Experiment

Network
(robot-server
link)

Distance

Duration

Results

Wirral, UK

wired

4200 miles

45min

success

Minneapolis

wired

1300 miles

1 hour

success

SA III, San
Diego

wired

2000 miles

Over a period
of two days

failure

USF campus

wired

~ 1 mile

15 min

success

15-20 local
experiments

wired

10-50 miles

~ 30 min each

success

5-10 local
experiments

wireless

10-50 miles

~ 30 min each

mixed

5.4 Scalability

To test the scalability of the system another experiment was performed with the number
of users varied from 1 to 10 and frame rate measured at each client. Several other
relevant factors such as server network and CPU utilizations were monitored during the
process. Average client frame rate was used as a measure of system performance. Results
of this experiment are shown in Table 5.
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Table 5. Summary of the Scalability Experiment

Number
of Users
0
1
1
2
3
4
5
6
7
8
9
10

Average
Client
Frame
Rate
0
0
30
30
30
30
30
30
25
24
20
15

Server CPU
Utilization

Server
Network
Utilization

Laptop CPU
Utilization

Laptop
Network
Utilization

0
16
22
27
29
30
32
35
36
37
40
44

5
55
77
80
86
88
89
92
95
95
95
95

33
60
60
60
60
60
60
60
60
60
60
60

5
85
85
85
85
85
85
85
85
85
85
85

As can be seen above, Table 5 contains two entries for the one-client scenario. In
the first case (shaded row), a client connected to the server and commanded it to connect
to the robot and external camera. At this point the server was receiving video, audio and
data from both devices, but not relaying any of it to the client. This was purposely done
to see how much network and CPU resources were used just for the robot/server
connection. The second row for one connected client shows the typical case when the
server is receiving and relaying data in both directions. It is worthwhile to point out that
CPU utilization of the robot laptop with no connected users is 33% – this CPU time is
used to receive and buffer video images from the robot through FireWire.
Figure 31 shows a plot of the data contained in Table 5 excluding laptop metrics,
since as expected, once the server connects to the robot, network and CPU utilizations
stay approximately constant for that computer.
67

Figure 31. Frame Rate and Network/CPU Utilization vs. Number of Users

Clearly, results indicate that network load is the major limiting factor on the
number of clients and overall performance of the system. Still, even with 10 simultaneous
users, frame rate was around 15 fps, which can be considered acceptable.
It is important to note that the results were taken with all users receiving an equal
share of the server’s capabilities, 30fps at best. If this high frame rate was only offered to
a few selected users who really need it, while observers would only receive 10-20fps, the
overall number of clients that the server can simultaneously handle would be increased
dramatically. Also, even with this configuration, if more users were desired to join the
robot exercise, common frame rate could be reduced to 20fps, for example, which from
experience is still very lifelike. In general, however, it is likely that the system will be
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used by 2-5 users, in which case the machine is fully capable of serving 30fps to each
connected client.
The same experiment was also performed with the recording mechanism enabled.
Results were consistent - recording of all available video/data added about 15% to server
CPU utilization with no effect on client frame rate or network utilization.

5.5 Miscellaneous

Another experiment was performed to measure the delay added by the server itself as
compared to controlling the robot directly using DFRA. The test was performed on a
local area network (to accommodate DFRA) and the server added about 100ms worth of
delay, which is negligible compared to the other alternative (not being able to control the
robot at all).

5.6 Summary

The main goal of the experiments performed using this system was to verify server
functionality of controlling ground robots over the Internet. This goal was achieved by
repeatedly operating the robot across thousands of miles separating the device and its
operator. Scalability experiment showed that under current hardware configuration up to
six users can be remotely sharing full operational capabilities of the robot. Problems
encountered during the attempted SAIII experiment revealed that in the presence of nonconfigurable NAT router it would be helpful to implement a proxy server that would
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reverse the initial connection between server and clients. Finally, the delay added by the
server was found tolerable by all remote users.
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Chapter Six
Discussion

Implementation of this system was for the most part fairly straightforward and was just
the matter of programming the modules planned for during the design. There are,
however, several factors that limit the performance of our server. This chapter describes
these limitations as well as other problems encountered during design and
implementation.

6.1 Limiting Factors

6.1.1 Network Limitations

The main limiting factor for this system is the network connecting clients to the server
and especially the segment between robot and server. For the training scenario, this is not
so much an issue since the needed network resources can be allocated at the training site
prior to the experiments. In a real world, however, the network capabilities are likely to
be limited, which makes the use of the server for reachback questionable, especially the
critical black box capability. Since the robot-server link is most likely to be wireless, the
probability of data loss is very high. With the improvement of the processing power of
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portable computers, however, it may soon be possible for the recording part of the
software to be implemented on the laptop connected to the robot, without having to rely
on the network. In either case, the server does guarantee that the commands executed on
the robot from the clients connected over the web will be recorded correctly.

6.1.2 Processing Power Limitations

Processing power of both the server and especially the robot laptop turned out to be a big
factor in the overall performance. This is mostly due to programming language selection Java, being a byte interpreted language, consumes a lot of processing power as compared
to lower level languages such as C or C++. Since the hardware of the server can be easily
upgraded, this is mostly a problem for the laptop attached to the robot. Simple data
connections are not a problem, but any kind of image processing is out of the question.
Image processing in this case can be simple compression – video comes from the robot at
VGA resolution (640X480 pixels) in RGB format with 256 bit color depth, so initial
image size is 640 X 480 X 3 X 256 = 29.45 MB. Transmitting at 30 frames per second
would require at least 8 Mbps connection which at this time is unrealistic, so we have two
choices – either compress the images, or reduce the resolution. As it turns out, both are
computationally intensive tasks. Compression is an obvious one, but resolution reduction
is a little more subtle. It can be done in several ways – we can either discard the unused
pixels, in which case the image ends up looking jagged, or we can average the pixel
values to produce a smoother, more natural image. The latter takes a lot more processing
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power, so currently the faster way is used. Video images are reduced to a quarter of their
original size for transmission and storage, and are later expanded at the client display.
Since video processing takes up most of the computational power, addition of a
separate device that would perform these tasks in hardware may be beneficial. This
would take the processing load off the laptop and greatly improve the quality of robot
video received by clients.

6.2 Design and Implementation Issues

6.2.1 Port Blocking

Port blocking is done by firewalls as a security measure to prevent popular types of
attacks and consists of filtering out connections addressed to particular TCP or UDP
ports. This creates a challenge from the programming standpoint, since typically various
network-dependent tasks are separated by connections on different ports. For example, if
we wanted to receive video from the robot as well as send commands to the device, we
would open two connections on separate ports – one to request and receive video, and the
other to control the robot. Initially, the server had seven ports that were used for video
and data transmission, server control, robot control, etc. All functionality was verified
locally, yet during cross country tests certain aspects of the system (always different
ones) were completely disabled. After examining the network traffic with a protocol
analyzer, it became obvious that there was no evidence of connections on certain ports.
This was very surprising, since even after the users were advised to disable the firewall
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on their machine, the problem persisted, which meant that the connections were being
dropped somewhere along the way. In an attempt to fix the problem, port numbers were
changed, even system ports were used (21, 22, 25, 80, etc.) all with no improvement.
There was not a set that would work consistently. Finally, port multiplexing described in
the previous chapter was implemented and the problem was eliminated.

6.2.2 Novice Users

Perhaps not surprisingly, about 50% of the setup time in the initial stages of validation
was spent on the phone explaining to clients how to use the system. The questions were
mostly unrelated to the actual software but were more concerning the use of their own
computer to perform certain tasks, such as turn off the firewall, or make sure their Java
plug in is up to date. After having to repeat same directions to several users, a help tab
was added to the interface and the home page of the server was modified to include
directions on how to make sure the client system is up to date, how to change Java
security settings and some overall suggestions on the use of the system. A diagnostic
panel was also added to display system messages in an understandable format.

6.2.3 User Policy

This server was designed for multi user operation from the standpoint of multithreading
and managing available resources. It does not, however, include any user policies to
resolve contention issues between various types of clients. For example, if everyone
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connected to the server has equal priorities as far as robot control and quality of received
video, commands are still sent to the robot on a first come – first serve basis. This issue is
beyond the scope of this project, partially because user priority concerns were being
addressed in a parallel project by Chris Williams [6]. Unfortunately, at the time of
completion, these mechanisms were validated by Williams using an earlier version of the
software described in this thesis. In the future, the two systems will be combined to
include the latest versions of each package.

6.3 Notes on Experiments

Since there was really nothing to prove numerically, or from a performance standpoint,
proof-of-concept title is a more appropriate one for all performed operations than
experiments. Also, for scalability tests it is important to note that there is a constant
tradeoff between frame rate and quality of video and audio. For the experiments
described, all parameters were set to medium quality, that is, both camera and robot
images of 320X240 with 20-50% compression, and audio sampled at 11.025 KHz in both
directions. Of course, if compression factors for video images and audio sampling rates
were decreased, results would be different, with consistently lower frame rates.
Measure of success can also be somewhat ambiguous. In this case, success was
measured by the ability of remote users to safely operate the robot. Tolerance of the
network delay by different users can of course be different and is a subjective measure,
but at this point no other mechanisms are in place to quantify user satisfaction.
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Chapter Seven
Conclusions and Future Work

7.1 Conclusions

This thesis describes a system that distributes robot video, data and controls over the
Internet and also provides a convenient place for network based storage and playback of
all pertinent information. The server is particularly useful because all of its functionality
is made available through a web browser based graphical user interface that is accessible
by any authorized user with an internet connection, is platform independent, and does not
require any software installation.
Recall that there were two intended uses for this system – training on ground
robots and reach back in a real world disaster. The primary system goal was to enable
robot control over the Internet and to be able to record all available data and user actions.
This goal was achieved and it is safe to say that the server could very well be used to
train on rescue robots since the system behaves very well over long distance wired
networks. Reach back, the secondary intended functionality is arguable, the main
problem being the network. Current wireless technologies are not yet robust enough for
reliable field operations. Communications will definitely improve with time, and this
server should work well over any Internet-type network that the future brings.
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7.2 Future Work

Several directions for future work were identified during the development of this system one is the general expansion of the system to support multiple robots, various robot
platforms and robot architectures, another is to implement a proxy server to overcome the
real world difficulty of outside access to the LAN containing the robot and server.
Switching from TCP to UDP to achieve better throughput over client server connection
also looks promising, and finally, adding a dynamic server resource management
mechanism is needed to keep better track of security and user actions.

7.2.1 System Expansion

This system is essentially an Internet extension of an existing robot architecture for a
single-robot, multiple-client scenario. In the future it could be expanded to include
multiple robots, possibly of different platforms.
There are many different distributed robot architectures that strive for platform
independence and dynamic discovery, yet they all lack an easily accessible user interface
and recording capabilities, such as those described in this thesis. Consequently, it would
be beneficial to include in the system an interface not only to the robots, but to the
architecture as a whole. In the same manner that local area networks connect to the
Internet through a gateway, this server can be expanded to perform a similar, higher level
gateway task for distribution of robot data and controls and other ongoing tasks
performed by the robot architecture such as dynamic service discovery. By being able to
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retrieve from the architecture the platform capabilities of the robot and modifying the
interface on the go, this could in the end become, as a whole, a platform independent
(both robot and client side) robot architecture. This, of course, is not at all a trivial task,
but having already in place a framework for distribution of robot controls, video, and
data, the problem is narrowed down to performing a similar task with a different set of
information.
The system was built on top of DFRA, and could be tailored to any other robot
architecture by changing the robot drivers. If the gateway functionality was attempted, a
more general API to should be designed, so that this system could be easily added to any
other distributed architecture. The combination of system capabilities and a generalized
API would make this server an extremely attractive tool for designers of robot
architectures.

7.2.2 TCP to UDP

As discussed in section 4.5.5, there are some advantages to using UDP as a
transport protocol instead of TCP. Since no congestion control mechanisms are
implemented, UDP can usually achieve better throughput than TCP. There are also
drawbacks to this approach, mainly from the implementation standpoint. UDP provides
no guarantee that data will arrive in order, or even that it will arrive at all, so error
recovery mechanisms have to be implemented manually. Also, unlike TCP, UDP is not a
stream based protocol, which means that data to be sent has to be separated into packets
at the sending side and reassembled at the receiver by the programmer. There are
78

however, several available libraries that implement these mechanisms on top of UDP.
The task of investigating these packages and their stability is left for future work.

7.2.3 Proxy Server

As mentioned in Chapter Five, in a real world scenario when the LAN containing the
robot and server can not be configured, the system may not be accessible from the outside
world, that is, connections can be made out to the Internet, but not in the opposite
direction. A proxy server shown in Figure 32 is a possible solution to this problem. This
server will be a machine located somewhere on the Internet that will relay traffic from the
server to clients and from clients to server. Initially, the robot server will establish
communication with the proxy which at that point will start listening for client
connections. In a typical scenario, users connect directly to the robot server. In the
configuration described here, they will actually be connecting to the proxy server which
will not have any incoming traffic restrictions. Once a user connection is established, the
proxy will simply relay user requests to the robot server and the data back to the clients.
Since both the clients and our server will be making outgoing connections, the problem
will be eliminated. This idea is very similar to a super node terminology used in a peerto-peer network community, with Skype voice over IP software [28] being a perfect
implementation example.
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Figure 32. Proxy Configuration

A reasonable question to ask is why not use this proxy scenario all the time? The
reason is that an extra processing hop will most certainly add more delay to the
communications, making this configuration practical only as a backup when no other
options are available.

7.2.4 Dynamic Server Resource Management

As mentioned in section 4.5.3, there is currently no mechanism to resolve contention
issues between users with the same permissions. There is also no means to control server
and network load depending on the amount of connected users. Another future
application of this system involves a high capability Unmanned Surface Vehicle (USV)
that needs to be accessed by several users at a time, some of which may be connected
over the Internet. This small boat has multiple on-board sensors including 6 cameras that
provide various data to users on shore, or those connected over the Internet.
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Due to the fact that network connection to the robot is wireless, there is no way
that several people can be connected to the device at the same time while getting
reasonable amount of resources such as video from multiple built-in cameras.
Realistically, only a subset of robot data can be transmitted over the link. In reality, a user
would never need to access all data at the same time, the problem is that different users
may want to access different subsets of available information. And since there is a
definite distinction between the different types of users in this bandwidth-hungry
configuration, a mechanism is needed to provide some form of quality of service
distinction. Otherwise, the performance to all users will be degraded.
This wireless link limitation was also present in the original requirements of the
server, but the set of data to be transmitted to users was constant, and even though
distinguishing between different types of users was considered beneficial in that scenario,
it was not necessary.
All data needed to implement this mechanism is currently in place – server has a
list of connected users, their type, priority and permission. Now actual policies have to be
implemented that govern server behavior, that for example, deny a new connection if the
machine is reaching its capacity, or where appropriate, disconnect a user that is already
connected, depending ion their priorities. Frame rates and selection of the sensor subset
will also have to be changed dynamically according to these policies.
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