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ABSTRACT 
With current implementat ions of implicit formulas for the solution of  ordinary differential equa- 
tions, one first solves the algebraic equations of  the formula and then tests to see i f  the local error 
is acceptable. When the local error is estimated by comparing predicted and final corrected value, 
an extremely cheap necessary condit ion on the first correction is developed which avoids the ex- 
pense o f  solving the algebraic equations only to reject the step. This condit ion and another pro- 
vide early predict ion o f  all modes of  failure to take a step with an implicit formula. 
Implicit formulas are quite popular for the solution 
of the initial value problem for ordinary differential 
equations (ODEs), 
y" = f_(x, y), y(a) given. (1) 
In [1, 2] we have considered several aspects of the ef- 
ficient and reliable use of such formulas. Here we 
take up more special formulas which estimate their 
local (truncation) error by comparing a predicted 
value to the solution of the implicit formula (the final 
corrected value). Included in such formulas are the 
Adams-Moulton family and the family of the back- 
ward differentiation formulas (BDF) which are among 
the most popular being used currently to solve both 
non-stiff and stiff ODEs. The backward Euler formula 
is simple and belongs to both families, and so makes a
nice example. In the following we suppress the vector 
notation and the independent variable x unless it is 
needed for clarity. From an approximation Y to Y(Xn) , 
the backward Euler formula advances a step of length 
h by solving for Yn + 1 in 
Yn+l = Yn + hf(Yn +1)" (2) 
This can be done by predicting an approximation 
Pn + 1 to Yn + 1 with the forward Euler formula, 
Pn+l  = Yn + hf(Yn)' (3) 
and successively correcting this value by an iterative 
procedure to generate Yn + 1" When used to solve non- 
stiff problems in the guise of the Adams-Moulton 
formula of order 1, this is ordinarily done by simple 
(functional) iteration. When used to solve stiff prob- 
lems in the guise of the BDF of order 1, this is ordi- 
narily done with a simplified Newton method. In this 
paper the iteration method used does not matter, 
provided that certain basic assumptions tobe detailed 
later are satisfied. The norm of the local error of Yn +1 
is estimated by 
1__ ilYn+ 1 _ pn +ll l .  (4) 2 
There are two sources of wasted effort with implicit 
formulas. First, one may not be able to solve the 
algebraic equations like (2) with acceptable efficiency. 
Second, after evaluating the implicit formula one may 
not accept he result because the local error estimated 
as in (4) is too large. Reducing this waste to a minimum 
is necessary to make implicit formulas practical and/or 
competitive. 
In [1] we mention a simple necessary condition which 
avoids two kinds of wasted effort in the convergence 
of the iteration. Here we take up another simple neces- 
sary condition which avoids wasted effort for the re- 
maining possibility with the iteration and also avoids 
rejection of a computed step. The possibility of the 
latter occurred to the author when comparing the 
DIFSUB [3] and STEP [4] codes. The former imple- 
ments the Adams-Moulton formulas in such a way that 
the formula is Ftrst evaluated by simple iteration and 
then the step accepted or rejected on the basis of an 
error estimate like (4). The latter, in effect, does a 
single iteration and then estimates the local error. The 
order of accuracy of the result obtained by a single 
iteration is the same as that obtained by iteration to 
completion; the role of iteration is to enhance the 
stability of the overall integration. The situation 
sketched suggests that it is possible in considerable 
generality to see that if the first corrected value is not 
accurate nough, one will reject he final corrected 
value on the grounds of accuracy. We prove such a 
result. In conjunction with the necessary condition 
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of [1] we have extremely simple tests for all the pos- 
sible sources of wasted effort in the use of implicit 
formulas with predictor-corrector error estimate. 
Because we wish to describe our conditions as "neces- 
sary", we have to describe fairly carefully the task. 
In this and other related matters we shall refer the 
reader to [1] for details, and here indicate briefly the 
conclusions. The implicit equations for advancing a 
step are assumed to have the generic form 
y = h3'f(y) + ~0, h~/> 0, (5) 
where y represents he new solution value, ~ comes 
from the formula, h is the step size, and @ lumps to- 
gether previously computed quantities. A solution of 
(5) will be denoted by y*. A predictor formula pro- 
duces an approximation y0 to y* and an iterative pro- 
cedure produces iterates ym which are intended to 
converge to a solution y*. It is supposed that the local 
(truncation) error of y* is estimated by 
o Ily* - y0 II, (6) 
for a suitable constant o and norm. (Both cr and the 
norm often vary from step to step, but they are here 
fixed for the computation associated with a single 
step). The step is to be rejected ff 
ally* - y011 > e (7) 
for a tolerance  specified by the user. 
We insist that the iterative procedure be a contraction 
mapping in a ball about y0 and that it contract at a 
rate r no larger than a value designated by the code 
designer as "reasonably fast". A value of 0.2 is seen 
in a number of codes. The reasons for these assump- 
tions are discussed in [1]. Briefly, the equation (5) 
need not have a solution at all, or it might have several. 
If it has several, we want to choose that one closest o 
y0 on the grounds that y0 is produced using previously 
obtained information about he behavior of the differ- 
ential equation. Indeed, the form of the estimate (6) 
dictates this choice. Contraction from y0 is a hypoth- 
esis guaranteeing local existence and uniqueness 
which describes well the popular iterative methods. 
By observation of the iterates we would like to gain 
some confidence that the process is converging in the 
way we hope it does. Unless it proceeds reasonably 
fast, we cannot confidently discard the possibility 
that the iteration is not contracting. Of course, we al- 
so insist on a fairly rapid convergence soas to obtain 
a solution economically. Experience says that it is 
better to reduce the step size in order to improve the 
accuracy of y0 and the rate of convergence of the 
iteration than to iterate many times. Thus we also 
insist that convergence b  obtained in a limited num- 
ber of iterations. A limit of 3 or 4 is typical of current 
practice. 
For the task as we have posed it, there are only four 
ways in which the computation of a new step can fail. 
The first three represent a failure to compute the step 
with acceptable efficiency, or at all : 
F1 : The iteration for solving (5) is not contracting 
from y0. 
F2 : The iteration for solving (5) is contracting from 
y0, but is too slow. 
F3 : The iteration for solving (5) is contracting from 
y0 at an acceptable rate, but y0 is too far from 
the solution y* to get convergence in the allowed 
number of iterations. 
The last possibility is that the computed result is un- 
acceptable : 
F4 : A solution y* of (5) is computed, but it satisfies 
(7) and so is rejected as not being accurate 
enough. 
The tests we describe or develop for predicting the 
modes of failure are all based on the quantities 
d m= It ym +l_ym II m= 0, 1 ..... 
If the iteration is contracting from y0 at rate r, we have 
I]y m+l  -ymll  ~< rl]ym- ym-111 m=1,2 .... 
and so 
dm/dm_ 1 ~< r m = 1, 2 .... (8) 
If any such ratio is as big as 1, F1 must be true and We 
should terminate the iteration. If any such ratio is 
greater than the rate designated as "reasonably fast", 
F2 is true (or possibly F1) and we should terminate 
the iteration. In [1] we present semi-quantitative 
arguments about appropriate action after termination. 
We note here that with the typical iterative schemes 
of simple iteration and a simplified Newton iteration, 
if the iteration is not contracting, it is likely to be 
diverging. Thus monitoring of the ratio, which begins 
as early as y2, should be useful for avoiding wasted 
effort due to 121 and 1~2. 
The new test we present is obtained very simply. From 
y l  _ y0 = y .  _ y0 + yl  _ y. ,  
we find 
Ily 1 -y01l < Ily*-y011 + Ily 1 - y*ll. 
If the iteration is contracting at all, 
Ily 1 -y*l l  < Ily* -yOU, 
from which we deduce immediately that 
i ilyl _ y011 _ 1 do < Ily* - y011. (9) 5 -5  
We therefore propose the test 
o d0=a ~- II y l  _ y0 II > e. (10) 
If (10) is true and the iteration is contracting from y0, 
the inequalities (9) and (10) imply that (7) is true and 
the step will be a failure of type F4, even if we go to 
whatever expense necessary to compute y*. If the itera- 
tion is not contracting from y0, this argument is in- 
valid, but we want to reject he step anyway because 
it is a failure of type F1. Thus ff (10) is satisfied, we 
reject he step on the grounds that we shall have a 
failure of  either type F1 or F4 (or possibly F2 or F3). 
In the situation leading to a failure of  type F3, the 
iteration is contracting at a rate r rather less than 1. 
A general result for contractions i that 
1 y l  Ily* - y011 ~< ~ II y0ll. ( i i )  
From this we see that ff 
IIY* - y011 > ~ e, (12) o(1-r) 
then (10) is true, and we would terminate the compu- 
tation by the new test. In words this says that ff the 
iteration for solving (5) is contracting from y0 at a 
reasonable rate, and ff y0 is not an accurate predicted 
solution (it satisfies (12)), then the test (10) will ter-, 
minate the iteration. Clearly this means that (10) will 
be useful in avoiding wasted effort due to F3. 
We have seen that (10) can be true because of F1, F2, 
F3, or F4. In the case of F4, the assumptions about the 
algorithms for selecting the step size and formula seem 
to be partially valid, but not wholly. The usual adtion 
is to deduce an "optimal" reduction of the step size h 
based on the expected asymptotic behavior of y0 with 
respect o h. In the case of F3, it is unlikely that y0 
has the expected asymptotic behavior with respect o 
h. In the case of F1, there is a complete breakdown of 
some important assumption. We do not see that we 
have information available which allows us to distin- 
guish these cases, hence must do something reasonable 
for all. Of  course we expect o reduce the step size to 
cure these difficulties, the question is, how much ? 
With no information about the effect of a reduction, 
except hat a sufficiently great reduction will work, 
the traditional action is to reduce h by a FLxed frac- 
tion, e.g. to h/4, and try again. This seems to be about 
the best we can do. 
The simple test on the ratio dm/dm_ 1 is implemented 
in a number of  codes, e.g. [5], but not in some of the 
most popular codes. This is surprising because it is a 
cheap computation. It is not used in the famous 
DIFSUB [3] o f  Gear, nor even in the modernization 
by Hindmarsh of  this code called the GEAR package 
[6] which actually computes the dm. Thus these last 
two codes continue iterating even when there is no 
doubt that the iterates are diverging. We believe (!0) 
is new. Taken together the two tests are inexpensive, 
necessary conditions which can predict all the possible 
failures of  implicit predictor-corrector formulas of the 
kind treated here. They would appear to be well 
worth the trouble of adding them to existing and 
future codes. 
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