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WeightedAbstract Carrier tracking is laid great emphasis and is the difﬁculty of signal processing in deep
space communication system. For the autonomous radio receiving system in deep space, the track-
ing of the received signal is automatic when the signal to noise ratio (SNR) is unknown. If the
frequency-locked loop (FLL) or the phase-locked loop (PLL) with ﬁxed loop bandwidth, or
Kalman ﬁlter with ﬁxed noise variance is adopted, the accretion of estimation error and ﬁlter diver-
gence may be caused. Therefore, the Kalman ﬁlter algorithm with adaptive capability is adopted to
suppress ﬁlter divergence. Through analyzing the inadequacies of Sage–Husa adaptive ﬁltering
algorithm, this paper introduces a weighted adaptive ﬁltering algorithm for autonomous radio.
The introduced algorithm may resolve the defect of Sage–Husa adaptive ﬁltering algorithm that
the noise covariance matrix is negative deﬁnite in ﬁltering process. In addition, the upper diagonal
(UD) factorization and innovation adaptive control are used to reduce model estimation errors,
suppress ﬁlter divergence and improve ﬁltering accuracy. The simulation results indicate that com-
pared with the Sage–Husa adaptive ﬁltering algorithm, this algorithm has better capability to adapt
to the loop, convergence performance and tracking accuracy, which contributes to the effective and
accurate carrier tracking in low SNR environment, showing a better application prospect.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The exploration to Mars and even deeper space has great sig-
niﬁcance for solving resource shortage problem faced by
humanity and revealing the origin of life, etc. Telemetry,tracking and control (TT&C) technology is the dominant fac-
tor in the success of deep space exploration. The biggest chal-
lenge for the deep space TT&C is that the received signal is
extremely weak due to the long communication distance.
Hence, it is difﬁcult for normal carrier tracking to obtain the
status and telemetry information of the deep space detector.
Given all this, the study on the carrier tracking algorithm of
the receiving systems with extremely low signal to noise ratio
(SNR) has become the key issue for deep space TT&C. The
conventional deep space TT&C receivers implement carrier
tracking through frequency-locked loop (FLL) or phase-
locked loop (PLL) so as to realize carrier synchronization.1,2
When the SNR is low, the signal is deeply buried in noise,
Fig. 1 Carrier tracking loop based on AKF.
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order to track the signal stably, usually it decreases the band-
width of the loop ﬁlter. However, when the Doppler shift of
the signal is relatively large, the method of reducing bandwidth
can not guarantee correct carrier tracking because the Doppler
shift may be larger than the capture range. The Kalman ﬁlter
(KF)3 or extended Kalman ﬁlter (EKF)4 is considered to be
able to break the limitations of bandwidth. In Ref.5–7, the
closed loop KF algorithm was proposed. The closed loop
KF algorithms consider the output of phase discriminator or
frequency discriminator as the observation variables of KF
instead of loop ﬁlter so as to break the limitations of loop
bandwidth. Also, in Ref.8,9, EKF was adopted to estimate
the frequency directly based on open loop, with a simple struc-
ture and low complexity. In Ref.10, the Doppler frequency esti-
mated by EKF was injected into local oscillator to remove the
dynamics from the received signal, which can reduce the loop
bandwidth and improve the tracking accuracy.
In Ref.3–10, it was supposed that the SNR of the received
signal was accurately known. Nevertheless, in deep space, an
orbiter may communicate with landers in different systems,
in which case the transmit power, environment temperature,
received circuit parameters and antenna angle errors of the
spacecraft are usually unknown, and the receiving system has
to track the signal without knowing the SNR. Furthermore,
the output noise from the discriminator (phase discriminator
or frequency discriminator) is not equivalent to the original
observation noise because of the nonlinear effect of the dis-
criminator. Especially if the random phase jitter exists, it will
be even harder to get the accurate noise statistic properties.
In consideration of these defects, the common Kalman ﬁlter
in Ref.3–10 should not be the best choice for ﬁlter tracking in
low carrier to noise ratio (CNR) conditions due to lower esti-
mation accuracy and ﬁlter divergence. To cope with the prob-
lem, the autonomous radio technology should be adopted in
receiving signal automatically without prior information about
SNR characteristics. An autonomous radio system usually
adopts the adaptive Kalman ﬁltering (AKF) algorithm to
track the carrier signal. For example, in Ref.11, the adaptive
robust Kalman ﬁlter was adopted to regulate the ﬁltering gain
by introducing an adaptive factor. Also, in Ref.12, an adaptive
factor was introduced to regulate the error covariance matrix.
However, in Ref.11,12 only the dynamic model errors were
resisted and the noise variance matrixes could not be adjusted
adaptively according to the current SNR environment. In
addition, in Ref.13,14 the AKF algorithm based on maximum
likelihood estimation was introduced to estimate process noise
covariance and measure noise covariance according to actual
conditions, but the computation amount was too large to real-
ize. Meanwhile, it had poor adaptability to unknown noise
environment owing to the maximum likelihood estimation
based on a piece of data, therefore it would take a long time
to track the received signal. In Ref.15, the algorithm
determined the measurement noise covariance based on SNR
estimation, and then adjusted the equivalent loop noise band-
width adaptively according to actual noise power. Compared
with the PLL with ﬁxed loop bandwidth, this algorithm has
a more favorable carrier phase estimation precision, which
can operate when the CNR is 25 dB-Hz. However, if the
CNR is less than 30 dB-Hz, the estimation error will increase
sharply. Compared with other algorithms, the Sage–Husa
adaptive ﬁlter algorithm mentioned in Ref.16–18 has been usedmore widely. With the features of simple calculation and good
real-time, it can utilize the observation value to correct the
predicted value in the ﬁltering process and simultaneously
estimate and correct unknown noise statistics parameters.
However, in the practice of carrier tracking, as the noise
covariance matrix of Sage–Husa ﬁlter may not be positive
semi-deﬁnite or positive deﬁnite, great errors may be generated
in the ﬁltering gain, which will affect the precision of the fre-
quency estimation and even lead to ﬁlter divergence.
Considering the drawbacks of the existing algorithms, this
paper presents a weighted AKF algorithm, which constructs
weighting functions according to the ﬁltering convergence con-
ditions to improve the method of determining the noise covari-
ance matrix of Sage–Husa algorithm and solve the problem
that the noise covariance matrix may be negative deﬁnite.
Besides, UD factorization and adaptive ﬁlter are combined
in this paper. The innovation adaptive control is also intro-
duced to correct the innovations in ﬁltering process so as to
improve the ﬁltering accuracy. The simulation results prove
that the tracking accuracy of the algorithm proposed in this
paper is better than that of Sage–Husa adaptive ﬁltering
algorithm. Moreover, the loss of tracking accuracy of this
algorithm is less than that of Sage–Husa algorithm and com-
mon Kalman ﬁlter algorithm when the phase noise exists.
The content of this paper is arranged as follows. Section 2
provides the carrier tracking loop structure based on AKF and
the system model. Section 3 describes the Sage–Husa adaptive
ﬁltering algorithm. Section 4 presents the weighted adaptive
Kalman ﬁltering algorithm. Section 5 presents the simulation
results and performance analysis. Finally, major conclusions
are drawn in Section 6.
2. Carrier tracking loop structure
Unlike conventional carrier tracking loops, the frequency
update of local numerically controlled oscillator (NCO) in
the carrier tracking loop based on AKF is the output of
AKF algorithm. The schematic diagram of the carrier tracking
loop based on AKF is shown in Fig. 1.
As shown in Fig. 1, the phase difference between actual car-
rier and local carrier is put into AKF as the observation value.
Then the AKF adjusts the frequency of the local carrier from
the output in order to make the carrier tracking loop locked.
The state vector to be estimated is Xk ¼ xDu xDx xDa½ T,
which is the output of AKF algorithm, where xDu is the phase
difference between actual carrier and local carrier, xDx
Doppler frequency shift, and xDa Doppler changing rate.
Then the following state equation of the system can be
obtained:




























where U is the state transition matrix, Ts the sample interval,
and wk state noise vector with covariance Qk.
The observation equation can be expressed as follows:














where zk is the observation value calculated by phase
discriminator during each sampling interval, Hk the system
observation matrix and nk the Gaussian white noise vector
for observation. The covariance matrix of nk is Rk.
3. Sage–Husa adaptive ﬁltering algorithm
Sage–Husa adaptive ﬁlter algorithm, also known as maximum
a posterior (MAP) estimator, estimates recursively using mea-
sured data. This algorithm can estimate and modify statistical
properties of system noise and measuring noise, thus decreas-
ing model errors, suppressing ﬁlter divergence and improving
ﬁltering accuracy. The Sage–Husa adaptive ﬁltering algorithm
can be described as16
X^kjk1 ¼ UX^k1 þ q^k1 ð3Þ
Pkjk1 ¼ UPk1UT þ Q^k ð4Þ
Kk ¼ Pkjk1HTk HkPkjk1HTk þ R^k
 1
ð5Þ
X^k ¼ X^kjk1 þ Kk zk HkX^kjk1  r^k
  ð6Þ
Pk ¼ I KkHkð ÞPkjk1 ð7Þ
where X^k is the estimated value of Xk; X^kjk1 predicted value of
Xk; Pk the estimated error covariance matrix of Xk; Pkjk1 the
predicted error covariance matrix of Xk; q^k the estimated
mean value of wk; r^k the estimated mean value of nk and Kk
Kalman ﬁltering gain. Then, q^k; Q^k; r^k and R^k can be iterated
from the time-varying noise estimator as follows:
q^k ¼ 1 dkð Þq^k1 þ dk X^k UX^k1
  ð8Þ
Q^k ¼ 1 dkð ÞQ^k1 þ dk KkekeTkKTk þ Pk UPk1UT
  ð9Þ
r^k ¼ 1 dkð Þr^k1 þ dk zk HkX^kjk1
  ð10Þ
R^k ¼ 1 dkð ÞR^k1 þ dk ekeTk HkPkjk1HTk
  ð11Þ
where dk ¼ 1 bð Þ= 1 bkþ1
 
; ek is the innovation and b is
forgetting factor ð0 < b < 1Þ. As shown in Eqs. (3)–(11), the
statistical calculation of system noise is intensiﬁed in the
Sage–Husa adaptive Kalman ﬁlter algorithm compared with
the classic Kalman ﬁlter. The forgetting factor is introduced
to control the observation weight at different times. The effect
of the previous observation is diminished while that of the pre-
sent observation is enhanced during the ﬁlter processing.4. Weighted adaptive Kalman ﬁltering algorithm
4.1. Determination of noise covariance matrix
As shown in Eqs. (9) and (11), the positive deﬁniteness or pos-
itive semi-deﬁniteness of the noise covariance matrix Q^k and
R^k can not be guaranteed because of the minus in those
calculation formulas. As can be seen from Eqs. (4) and (5),
the non-positive deﬁniteness of Q^k may lead Pkjk1 to be
non-positive deﬁnite.13 And, the non-positive deﬁniteness of
Pkjk1 or R^k may lead HkPkjk1H
T
k þ R^k to be a singular matrix
or mostly singular matrix. Therefore, the inverse matrix of
HkPkjk1H
T
k þ R^k does not exist or has a great error, which
causes a great estimation error of Kk and X^k, even leads to
ﬁlter divergence.
In order to ensure the positive semi-deﬁniteness of the pro-
cess noise covariance matrix Q^k, the changes of the estimation
error covariance matrix Pk should be negligible. Thus, the
following iterative form of Q^k is obtained:
13
Q^k ¼ 1 dkð ÞQ^k1 þ dk KkekeTkKTk
  ð12Þ
The observation noise covariance matrix R^k can be
improved according to the ﬁltering convergence conditions,
which is judged by the innovation ek. The innovation ek in ﬁl-
tering process is deﬁned as the difference of the observation
value zk and the predicted observation value z^kjk1, which is
expressed as follows:
ek ¼ zk  z^kjk1 ¼ HkXk þ nk HkX^kjk1 ¼ Hk ~Xkjk1 þ nk
ð13Þ
where ~Xkjk1 ¼ Xk  X^kjk1 is predicted error. The theoretical
mean value of ek is described as
E ekð Þ ¼ HkE eXkjk1 þ E nkð Þ ¼ 0 ð14Þ
According to Pkjk1 ¼ E eXkjk1 eXTkjk1  and R^k ¼ E nknTk , the
theoretical variance value of estimation error is written as
Sk ¼ E ekeTk
  ¼ E Hk eXkjk1 þ nk  Hk eXkjk1 þ nk T
 
¼ HkPkjk1HTk þ R^k ð15Þ
where Sk is also named as average estimation error in the ﬁlter-
ing process. As eTk ek is the actual ﬁlter estimation error, inno-
vation ek could be used to judge the ﬁltering convergence.
The ﬁltering convergence criterion can be concluded by Ref.19:
eTk ek 6 ctr E ekeTk
   ð16Þ
where tr is the trace of the matrix and c a variable coefﬁcient
with cP 1. c ¼ 1 is the most strict condition for convergence
judgment. The ﬁltering convergence can be concluded when
Eq. (16) is equal. Otherwise, the actual ﬁlter error is higher
than c times of the value of the theoretical variance, indicating
that the current observation noise variance estimation is lower
than actual value. To correct noise covariance matrix R^k
according to the actual SNR environment, a weighted expo-
nential function fk vkð Þ is proposed, which is expressed as
follows:
Weighted adaptive ﬁltering algorithm for carrier tracking of deep space signal 1239fk vkð Þ ¼ kvk1 ð17Þ





   ð18Þ
where 1 < k < 2 and c ¼ 1 are satisﬁed. In addition, R^k is
calculated as follows:
R^k ¼ fk vkð ÞR^k1 ð19Þ
The exponential function fk vkð Þ includes the following
properties:
(1) f k vkð Þ is monotone, continuous and differentiable.
(2) When vk 2 1;þ1ð Þ; f k vkð Þ > 0 is satisﬁed.
According to the nature of the exponential function, if vk is
higher than 1, fk vkð Þ > 1, then R^k must be increased; otherwise,
if vk is lower than 1, fk vkð Þ < 1, R^k must be decreased.
Therefore, the value of R^k can be adjusted adaptively accord-
ing to the actual SNR environment. When fk vkð Þ ¼ 1, the
adaptive ﬁltering algorithm becomes common Kalman ﬁltering
algorithm.
The initial value of R^k can be determined by
R^k ¼ r2I ð20Þ
where r2 is the observation noise variance and I an unit matrix.
If q represents the signal to noise ratio (Unit: dB) and A is the
signal amplitude, then the following expression of r2 is
obtained:








From Eq. (21), we can see r2 > 0, which leads the initial
matrix of R^k to be positive deﬁnite. As is known that the prop-
erties of the exponential function, fk vkð Þ > 0. Therefore, R^k can
be adjusted adaptively and remain positive deﬁnite during the
ﬁltering process, which improves the convergence performance
of the ﬁlter signiﬁcantly. As the equivalent noise bandwidth of
the carrier tracking loop is directly proportional to Q^k=R^k,
15
after adaptive adjustment of Q^k and R^k based on Eqs. (12)
and (19), the optimal equivalent noise bandwidth can be
obtained according to actual SNR environment.4.2. Error covariance matrix determined by UD factorization
In practice, even if both Q^k and R^k are positive deﬁnite, it is
still very difﬁcult to guarantee the positive deﬁniteness of the
error covariance matrix in view of the accumulation of
rounding errors. Therefore, UD factorization algorithm is
put forward in this paper to guarantee the non-negative
deﬁniteness of the error covariance matrix. UD factorization
decomposes the error covariance matrix into the form of
UDUT, where U is an upper triangular matrix whose main
diagonal elements are 1 and D is a diagonal matrix.
U and D are updated in each ﬁltering period. The proce-
dures of UD factorization algorithm are divided into the mea-
surement update stage and time update stage in which the
solution results are determined by U, Hk; Q^k; R^k as well as
U and D in the previous ﬁltering period.20 In each ﬁltering
period, Pkjk1 is factorized into the following form:Pkjk1 ¼ UDUT ð22Þ
Putting Eq. (22) into Eq. (15), the following theoretical
value of innovation variance is obtained:
Sk ¼ HkUDUTHTk þ R^k ð23Þ
When F ¼ DG and G ¼ HkUð ÞT, the ﬁltering gain matrix
Kk is
Kk ¼ UFS1k ð24Þ
Substituting both Eqs. (22) and (24) into Eq. (7), the Pk is
obtained as follows:
Pk ¼ Pkjk1  KHkPkjk1 ¼ UDUT UFS1k HkUDUT
¼ U D FS1k FT
 
UT ð25Þ
According to Eqs. (22) and (25), U and D are solved to
calculate Pkjk1 and Pk during the UD factorization process
instead of calculating Pkjk1 and Pk directly. The non-
negative deﬁniteness of the error covariance matrix is guaran-
teed by the special structure of U and D and the non-negative
deﬁniteness of R^k and Q^k.
The algorithm developed in this paper combines the UD
factorization and the adaptive ﬁltering to determine the noise
variance matrix Q^k and R^k to get the solutions of U and D.
It has been shown that the algorithm cannot only estimate
and correct the statistics properties of the process noise and
the observation noise in real time, but also overcome the poor
stability of the error covariance matrix during the ﬁltering
process, so it can improve ﬁltering accuracy and ensure the
convergence distinctly.
4.3. Correct outliers based on an innovation adaptive control
Under low SNR conditions in deep space, noise obviously
affects observations, potentially leading to abnormal observa-
tions that exceed the acceptable range. The innovation errors
increase because of abnormal observations; thus, normal ﬁlter-
ing is disturbed. An abnormal observation at time k can be
expressed as follows:
z0k ¼ zk þ B ð26Þ
where z0k is an abnormal observation, and B is an offset that is
added to the normal observation. Therefore, an abnormal
innovation e0k can be expressed as follows:
e0k ¼ z0k HkX^kjk1  r^k ¼ zk þ BHkX^kjk1  r^k ¼ ek þ B
ð27Þ
According to Eq. (27), when the observation value becomes
abnormal, the properties of the innovation series deviate the
normal statistical properties. Therefore, the relationship
between the innovation series and the ﬁltering estimated value
can be expressed as follows:




¼UnX^knþUn1Kknþ1eknþ1þ . . .þUKk1ek1þKkek ð28Þ
According to Eq. (28), the ﬁltering estimated value is a
linear combination of the innovation series. The abnormal
innovations induced by the abnormal observation cannot
1240 Q. Song, R. Liucorrect predicted value accurately. Hence, if the innovations
are not pretreated, the errors of the ﬁltering estimated value
would accumulate when the abnormal innovations appear con-
tinually, the errors increase continually, and the reliability of
the ﬁlter is thus reduced, which may lead to ﬁlter divergence.
However, because the Sage–Husa algorithm lacks a disposal
of the abnormal innovations, we developed a new method
based on innovation adaptive control for detecting and cor-
recting the ﬁlter innovation ek in real time during the ﬁltering
process to correct the outliers. Even for large-error situations,
the effects of abnormal innovations on the ﬁltering estimated
value can be diminished and conﬁned to a preset range by
adaptive control to ensure that the ﬁltering estimated value
is as close as possible to the actual state of the system.
To realize the innovation adaptive control, ek can be
replaced by gkek, where gk is a smooth weighted function.
The ﬁltering estimated value is thus expressed as follows:
X^ck ¼ X^kjk1 þ Kkgkek ð29Þ
where X^ck is the estimated value corrected using a weighting
function. This paper presents an algorithm based on the ﬁlter-
ing convergence criterion for determining gk. According to Eq.
(16) and the cut-off of functions, a set of weighting functions
can be formed:
S ¼ gk vkð Þjgk vkð Þ 6 1; gk vkð Þ 6 1=vk; vk 2 ½0;þ1Þf g ð30Þ
where the deﬁnition of vk is the same as that shown in Eq. (18),
and the variable coefﬁcient c is equal to 1. If a Kalman ﬁlter is
convergent, then vk is lower than 1, indicating that the innova-
tions are normal without inducing changes. Otherwise, if the
Kalman ﬁlter is divergent, then vk is higher than 1, indicating
that the innovations may be abnormal and should be corrected
by the factor 1=vk. To minimize the mean square error of the























































According to Eq. (32), the problem is transformed to solve




X^ ck  X^kjj2Þ in set S. According to the def-
initions of X^
c





















X^ ck  X^kjj2Þ can be derived by setting the innovation con-
trol function as follows:






ð34ÞThe properties of gk vkð Þ are outlined as follows:
(1) gk vkð Þ is monotonous, continuous and differentiable.
(2) When vk ! 1; gk vkð Þ ! 0 is satisﬁed.
(3) gk vkð Þ has a cut-off property, that is, when vk < 1 or
vk P 1; gk vkð Þ is a constant where 1 is the threshold.
In each ﬁltering period, gk vkð Þ can adjust the innovation
continuously and effectively, to correct the abnormal innova-
tions induced by abnormal observations. When the proposed
algorithm is used, the ﬁlter divergence is avoided to a certain
extent and the ﬁltering results are more stable with a higher
accuracy compared with those obtained using the Sage–Husa
algorithm.
5. Experimental results and performance analysis
The signal frequency used in this study involved the adoption
of the constant acceleration model based on the high dynamic
motion model of the Jet Propulsion Laboratory. The instanta-
neous frequency of the received signal is expressed as follows:
fr ¼ fi þ Dfþ at ð35Þ
where fi is a nominal IF, Df the Doppler shift, and a the
Doppler rate. Because of its high efﬁciency for power applica-
tion and satisfactory anti-noise performance, binary phase
shift keying (BPSK) modulation has been widely used in deep
space communication systems when the SNR is low. The signal
source can thus be expressed as follows:







þ n tð Þ ð36Þ
where A is the signal amplitude, n tð Þ the Gaussian white noise
vector, and b tð Þ the data bit stream with the value of 1 or 1;
furthermore, Gaussian noise variance is r2 and is expressed in
Eq. (21).
The signal model used for the simulations was established
according to Eq. (36); the symbol rate was 100 bits per second
(bps). A time-domain matching-average periodogram algo-
rithm presented in Ref. 21 was used for capturing the carriers.
After the carrier capture, the difference in the Doppler fre-
quency between the local oscillator and the received signal
should be lower than 30 Hz, and the Doppler rate should be
no higher than 15 Hz/s. Then, the carrier tracking loop based
on AKF is turned on.
5.1. Results after adjusting innovation adaptive control
This study performed an innovation adaptive control that
detects and corrects the ﬁlter innovation ek in real time during
the ﬁltering process. The effects of the errors of the ﬁltering
estimated value that are produced by abnormal innovations
are diminished by adaptive control, to ensure that the ﬁltering
estimated value is as close as possible to the actual state of the
system. Fig. 2 shows the modiﬁed results of ek that were
obtained using the proposed algorithm when CNR is 24 dB-
Hz.
As shown in Fig. 2, before 6 s, the large errors of the abnor-
mal innovations are reduced by adaptive control to improve
the ﬁltering accuracy; furthermore, after 6 s, the innovations
remain virtually unchanged because the ﬁlter is convergent.
Fig. 2 Innovations of ﬁlter.
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The bit error rate (BER) performance of the system is extre-
mely sensitive to the offset of the carrier frequency and
decreases sharply when the frequency deviation is increased;
the received signal is demodulated directly. This is because
integrating a frequency offset produces a phase error, which
randomly changes the polarity of the data bit and ultimately
reduces the BER performance. The relationship between the
BER performance of the BPSK modulation and phase error
is shown in Eq. (37). The relationship between the phase error
and frequency error is expressed in Eq. (38).
P ¼ Q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ







where Eb=N0 is the energy per bit to noise power spectral den-
sity ratio, /e is the phase error, Df
0 the frequency error, T is
one symbol period, and P is BER. As shown in Eqs. (37)
and (38), before the demodulation, the BER performance must
be improved by increasing the accuracy of the carrier fre-
quency tracking. When the symbol rate is lower, T is higher
and the BER performance deteriorates. Therefore, the fre-
quency tracking accuracy must be improved, particularly when
the symbol rate is low.
The frequency tracking accuracy is expressed by root mean
square (RMS) frequency error. The simulation was executed
using the proposed algorithm based on the loop design illus-
trated in Fig. 1. First, the noise variance is assumed to be
known; however, the non-linear effect of the discriminator
exists. When the CNR is in the range of 24–33 dB-Hz, the
RMS frequency error is obtained through simulation.
Fig. 3(a) depicts the RMS frequency errors for a common
Kalman ﬁlter, Sage–Husa adaptive ﬁlter, and the proposed ﬁl-
ter, separately.
The results shown in Fig. 3(a) prove that the frequency
error of the weighted adaptive ﬁlter algorithm is smaller than
those of the common Kalman ﬁlter and Sage–Husa adaptive
ﬁlter. Therefore, the proposed ﬁlter can solve the non-linear
problem of the discriminator to a certain extent.Second, the noise variance is assumed to be unknown, and
the initial measurement noise variance is only one-tenth of the
actual value. To test the effects of non-positive deﬁniteness and
outliers, the RMS frequency errors for the common Kalman
ﬁlter, Sage–Husa adaptive ﬁlter and noise variance adaptive
algorithm in Sections 4.1 and 4.2 without the innovation adap-
tive control and weighted adaptive ﬁlter, respectively, were
evaluated. Fig. 3(b) illustrates the resulting RMS frequency
errors.
As shown in Fig. 4, an adaptively robust ﬁlter algorithm
proposed in Ref.11 is compared with the proposed weighted
adaptive ﬁlter algorithm when the noise variance is unknown.
Fig. 5 depicts the ﬁlter gain variation curves when the CNR
is 24 dB-Hz. As shown in this ﬁgure, K m; nð Þ is the element of
the mth row and nth column of the ﬁlter gain matrix Kk.
As illustrated in Figs. 3 and 4, the noise variance matrix of
the common Kalman ﬁlter cannot be adjusted adaptively in
the carrier tracking process, thus resulting in a large estimated
value error, particularly in the area with low CNR. When the
Kalman ﬁlter algorithm with adaptive capability is adopted,
the statistical properties of noise variance are modiﬁed adap-
tively to reduce the error of the model estimated value.
Furthermore, the frequency error of the weighted adaptive ﬁl-
ter algorithm is smaller than that of the Sage–Husa adaptive
ﬁlter algorithm, adaptively robust ﬁlter algorithm and noise
variance adaptive algorithm. This is because the Sage–Husa
adaptive ﬁlter algorithm can not guarantee the positive deﬁ-
niteness of the noise covariance matrix, the noise variance
adaptive algorithm lacks disposal to the abnormal innova-
tions, the adaptively robust ﬁlter algorithm diminishes only
the initial model errors and dynamic errors, and the noise vari-
ance matrixes cannot be adjusted adaptively according to the
current SNR environment. However, the weighted adaptive ﬁl-
ter algorithm improves the methods for determining the noise
variance matrix and error covariance matrix and also controls
the innovation sequence adaptively.
Fig. 5 shows a further explanation of the phenomenon. The
noise variance of the common Kalman ﬁlter remains
unchanged during the entire estimation process, which requires
that the priori information of the system can be obtained more
accurately. However, because the initial noise variance is
unknown, the gain of the common Kalman ﬁlter demonstrates
Fig. 3 RMS frequency error.
Fig. 4 Comparison of RMS frequency error.
Fig. 6 RMS frequency error with phase noise.
1242 Q. Song, R. Liuhigher error. In addition, the weighted adaptive ﬁlter algo-
rithm ensures the positive deﬁniteness of the noise variance
matrix and error covariance matrix, and the error of the
inverse matrix shown in Eq. (24) is small; thus, Kk is more
accurate. When Kk is lower, the effects of observation noise
on the ﬁltering estimated value are diminished and the propor-
tion of the predictive value is increased; therefore, the error of
the estimated value decreases.Fig. 5 Curves of ﬁlter gain change.The aforementioned results indicate that the weighted
adaptive ﬁlter algorithm works efﬁciently at low CNR. The
system state error is reduced effectively and a smaller fre-
quency estimated value error is obtained.
5.3. Tracking accuracy with phase noise
In the actual transmission environment, a phase random jitter
exists in both modulation and demodulation systems during
the signal transmission because of the phase noise of the local
oscillator. Therefore, a signal containing phase noise must be
simulated and analyzed. In Ref.22 a phase random-walk model
was studied for simulating the phase noise process, which is
expressed as follows:
hpn ¼ hp þ Dk ð39Þ
where hp is the phase value under normal conditions and with-
out jitter and Dk is the noise with a Gaussian distribution
ðNð0; r2ÞÞ.When the CNR is in the range of 24–33 dB-Hz,
the initial measurement noise variance is only one-tenth of
the actual value, the three algorithms discussed in
Section 5.2 were used for simulating the received signal with
phase noise to obtain the accuracy of the frequency tracking
(Fig. 6), where MSE is the mean square error of Dk.
Weighted adaptive ﬁltering algorithm for carrier tracking of deep space signal 1243As depicted in Fig. 6, the two algorithms with adaptive
capability are rarely affected by the phase noise. When the
CNR is 24 dB-Hz and MSE is 0.5, the loss of frequency track-
ing accuracy of both algorithms is lower than 0.3 Hz.
Furthermore, the loss of frequency tracking accuracy of the
weighted adaptive ﬁlter algorithm is slightly lower than that
of Sage–Husa algorithm. However, under the same conditions,
the loss of frequency tracking accuracy for the common
Kalman ﬁlter is more than 0.8 Hz. The adaptive ﬁlter algo-
rithm has considerable advantages because it estimates and
modiﬁes the noise statistical properties continuously according
to the phase noise to determine the optimal estimated value.
6. Conclusions
(1) This paper proposes a weighted AKF algorithm for cre-
ating a weighting function according to the convergence
conditions of Kalman ﬁltering to ensure the non-
negative deﬁniteness of the noise covariance matrix,
which can realize carrier tracking in an unknown SNR
environment.
(2) Furthermore, UD factorization and adaptive ﬁltering
are combined in this study to ensure the non-negative
deﬁniteness of the error covariance matrix; that is, the
algorithm proposed in this paper avoids large errors of
ﬁltering estimation and suppresses ﬁlter divergence
effectively by ensuring the non-negative deﬁniteness of
the noise variance matrix and error covariance matrix.
(3) In addition, in this paper, the outliers are corrected
using adaptive innovation control created with a weight-
ing function to improve the tracking accuracy. In other
words, the abnormal innovations are corrected in real
time and the tracking accuracy is improved.
(4) Compared with the common Kalman ﬁltering and Sage–
Husa adaptive ﬁltering algorithms, the proposed algo-
rithm achieves higher tracking performance. In particu-
lar, regarding phase noise, the proposed algorithm
demonstrates the least loss of frequency tracking accu-
racy; thus, this algorithm is suitable for the autonomous
radio receiving system in deep space.
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