Feature selection (FS) is a technique which helps to find the most optimal feature subset to develop an efficient pattern recognition model under consideration. The use of genetic algorithm (GA) and particle swarm optimization (PSO) in the field of FS is profound. In this paper, we propose an insightful way to perform FS by amassing information from the candidate solutions produced by GA and PSO. Our aim is to combine the exploitation ability of GA with the exploration capacity of PSO. We name this new model as binary genetic swarm optimization (BGSO). The proposed method initially lets GA and PSO to run independently. To extract sufficient information from the feature subsets obtained by those, BGSO combines their results by an algorithm called average weighted combination method to produce an intermediate solution. Thereafter, a local search called sequential one-point flipping is applied to refine the intermediate solution further in order to generate the final solution. BGSO is applied on 20 popular UCI datasets. The results were obtained by two classifiers, namely, k nearest neighbors (KNN) and multi-layer perceptron (MLP). The overall results and comparisons show that the proposed method outperforms the constituent algorithms in 16 and 14 datasets using KNN and MLP, respectively, whereas among the constituent algorithms, GA is able to achieve the best classification accuracy for 2 and 7 datasets and PSO achieves best accuracy for 2 and 4 datasets, respectively, for the same set of classifiers. This proves the applicability and usefulness of the method in the domain of FS.
Introduction
Every object in real life has certain features, the unique entities which define its characteristics. For identifying the patterns distinctively, researchers have been relying on various feature extraction techniques. Many such features are heuristically chosen based on domain understanding and/or inherent properties of the object such as statistical, morphological and so on. However, the extracted features are not always capable of predicting the pattern classes with absolute accuracy. There might be cases where two features being highly correlated or similar to each other, so inclusion of both the features in the learning model may lead to redundancy. There is also the case where features being uncorrelated to the pattern class to be predicted, i.e. the features are not useful enough to represent the pattern classes properly. To combat these issues, researchers since decades have been working on various methods to select an optimal as well as a useful set of features which perform well in any given classification scenario. However, the balance of exploitation and exploration is hard to achieve. As a result, it becomes difficult to find out the optimal feature subset for a problem so as to maximize the objective function (assuming that a higher value of the objective function is desired). Our proposed algorithm tries to achieve a good trade-off in this regard in order to choose an optimal feature subset.
Basically, the key purpose of feature selection (FS) methods is to maximize the classification ability of a learning model by selecting a near-optimal feature subset. Therefore, to choose an effective subset of features, we need a robust algorithm which correctly identifies the subset of features required to classify the patterns under consideration. It is to be noted that the objective of FS is not to find out an individual feature that correlates to the classification problem, but rather it is the combination of different features which when taken together represent the pattern profoundly. FS makes classification problems computationally efficient by reducing the classification cost of patterns with a large feature dimension. This implies that data storage and computation resources required for the training phase can be reduced.
Different searching algorithms are employed to find out the optimal subset of features. Blind search (BS) [11] iterates through each and every combination of subsets to reach the optimal one, but this trivial searching approach has exponential time complexity which is not feasible when the feature dimension is large. As an improvement over BS, researchers have invented heuristic searching algorithms [22, 41] which introduce various directed searches based on domain knowledge. These solutions interact locally with each other to reach a near-optimal solution within a reasonable time. This searching process reduces the time requirement substantially. Problem-specific properties [36] and greedy approaches [29] are often used for subset selection. Meta-heuristic algorithms [13, 16, 44] are used to overcome heuristic algorithms' inability to circumvent local optima and are applicable to a wide range of problems. They are also problem independent in nature and have the ability to explore the search space more thoroughly which makes these algorithms robust.
FS methods are broadly classified into three categories, namely, filter, wrapper and embedded methods. Filter methods use characteristics of the features to assign a score to each feature. The classification ability of the features is then evaluated based on the score values. In this method, no learning algorithm is involved, which is why the cost of computation is tolerable. Some of the well-known filter methods are the chi-squared test [40] , information gain [31] , Fisher score [23] and so on. Wrapper methods, on the other hand, consult a learning algorithm to proceed toward an optimal solution. Although computationally expensive, wrapper methods tend to give better results than filter methods more often due to the administration of the learning algorithm. Genetic algorithm (GA) [44] , particle swarm optimization (PSO) [16] and gravitation search algorithm [37] are examples of some popular wrapper methods. Researchers have incorporated the advantages of wrapper and filter methods in a single technique which is known as the embedded method [15, 20, 45] . These methods incorporate both filter-based mechanism and supervision of a learning algorithm to test the fitness measure of the solutions. In this paper, we use a new FS method named binary genetic swarm optimization (BGSO), which combines two wrapper-based evolutionary algorithms, namely, GA and PSO.
The remaining paper is organized as follows. Section 2 gives a brief review of the works accomplished with the help of GA and PSO, which are the two ancestors of our proposed FS model. Section 3 provides an introduction of GA and PSO followed by a detailed explanation and analysis of BGSO. Section 4 contains the results obtained by BGSO over some well-known UCI datasets, and its comparison with GA, PSO and histogram-based multi-objective GA (HMOGA) along with the parameter setting we used for our experimentations. Some conclusions drawn from the experimentations and scope of future work regarding BGSO are reported in Section 5.
In this paper our aim is to improve the exploitation capacity of GA and the exploration ability of PSO. A new algorithm is proposed to combine the results (feature subsets in the population) of the two algorithms, namely, GA and PSO, in order to produce a near-optimal feature subset. The algorithm is tested on 20 popular UCI datasets. The results are generated using two classifiers, namely, k nearest neighbors (KNN) and multi-layer perceptron (MLP).
Related Work
GA has been used for FS as early as 1997 in [44] where selected feature subsets were evaluated using the neural network as the classifier. GA has been used for FS in a variety of domains like spectral datasets [32] , and Colon and Yeast datasets [17] , as well as to optimize the kernel parameters of support vector machine (SVM). GA in [17] has utilized the natural phenomenon of death on old age, war and disease to shrink an exploding population. A hybrid model of GA and PSO has been proposed where both GA and PSO run in parallel, and after a specified number of iterations, the subsets in populations of GA and PSO are interchanged. A hybrid of GA and ant colony optimization (ACO) has been used for load prediction in [38] using the MLP classifier. At first, the initial population is enhanced using the genetic operations of GA and the best feature subset is passed for further refinement by ACO. The use of GA to find biomarkers in microarray data [19] is also quite prevalent. A modified version of GA named HMOGA has been proposed in [18] . HMOGA basically divides the entire dataset into a number of smaller datasets. These datasets are then fed to the classifier individually. After this process, the outcomes of the different parts are combined by drawing a histogram and using a cutoff to get to the final solution. In [24] , Guha et al. proposed a hybrid GA called Deluge-based GA (DGA) which uses Great Deluge algorithm in place of mutation in order to achieve significant perturbation of the system of solutions. They tested the proposed algorithm over UCI datasets which shows the superiority of DGA over some well-established contemporary metaheuristic algorithms. As an improvement over HMOGA, Guha et al. proposed a memory-oriented HMOGA named M-HMOGA in [25] which uses a memory and stores best population of GA across multiple generations. Abualigah and Hanandeh applied adaptive GA to perform information retrieval using the vector space model in [2] .
PSO has been heavily used for the purpose of FS. Binary PSO or discrete PSO was first proposed for FS in [30] where the position values were converted into probability for the inclusion of features using a sigmoid function. In some cases, both continuous and discrete PSO were used together to optimize the parameters of SVM and features, respectively [28] . A distributed system was adopted in which the server performed PSO calculations, and SVM training and testing were done on the client. A different approach could be found in [8] where PSO was modified to form geometric PSO where new agents were generated using crossover operation on the current agents, the local best and global best, and then mutating the agent formed after crossover. The algorithm was used for gene selection. Another minor modification of PSO was the use of a rough set to perform FS [42] . A hybrid algorithm encapsulating PSO with genetic operators was proposed by Abualigah and Khader in [3] to perform text clustering. The proposed hybrid model improved the performance of the k-means clustering algorithm by selecting a better set of informative features. Another approach for text document clustering was proposed in [5] which used adaptive PSO to find a more informative subset of features and also reduced the time requirement to some extent.
ACO was adopted for FS for text classification in [7] . A graph was made with nodes representing features, and instead of assigning pheromones to links, the nodes were assigned pheromone deposits. Each node had a pheromone deposit and a heuristic desirability which determined if the node was selected or not. A hybrid of GA and ACO was proposed in [34] where the two algorithms ran in parallel, and in each iteration, the best result of the two was taken. The hybrid algorithm performed FS for protein function prediction. In [9] , a very similar approach was adopted, but here the application domain was text classification. The work reported in [35] compared the usage of ACO, GA and PSO using the SVM classifier on siRNA data. An important observation there was that both GA and PSO had performed better than ACO. In [21] , Ghosh et al. proposed an embedded ACO named wrapper filter ACOFS which uses a filter method to evaluate the feature subsets to reduce the time requirement of the overall model. The authors also used a memory to store the best results throughout all the generations. An innovative text clustering method based on Krill herd (KH) was proposed by Abualigah et al. in [6] . The authors introduced a hybrid improved KH algorithm called MMKHA which was applied on eight text datasets. Another approach for text document clustering was proposed in [4] which combined objective functions and hybrid KH algorithm. Abualigah proposed the enhanced KH algorithm for text document clustering in [1] .
Present Work
The proposed model BGSO is a metaheuristic which considers only the good sides of both GA and PSO in order to overcome the limitations of the individual algorithms. It is to be noted that GA lacks in terms of exploitation ability because the only source of exploitation in GA is mutation which performs very small perturbation of the chromosomes. But, on the other hand, GA can achieve notable exploration of the search space through crossover operation. When PSO is considered, it can be noticed that PSO has good local search capabilities which enhance its exploitation ability but it is unable to achieve suitable exploration. PSO frequently gets stuck in local optima [43] , which hampers its exploration abilities. These complementary exploitation-exploration trade-offs of GA and PSO motivate us to combine their results so that an optimal and useful outcome can be achieved. In this section, the constituent algorithms, GA and PSO, as well as their combination BSGO are explained in detail.
GA
GA is a popular evolutionary algorithm computational method developed by Holland in early 1975 [27] and later enhanced by Goldberg [26] . It is a global search technique that solves a given problem by mimicking the natural process of evolution. Based on Darwin's theory, GA utilizes the concept of reproduction and survival of the fittest. GA exploits new and better solutions without any presumption such as continuity or unimodality. As a process, GA has large potential, and due to this, over the years GA has been used for designing, optimizing telecommunication, traffic and shipment routing, gaming, market and financial analysis and many more [10, 12, 33] . The increase in its use in different sectors is because of the fact that GA can handle a large number of parameters, and it comes with a solution which is satisfying enough though may not be the best.
GA consists of a set of solutions, chromosomes or individuals which are strings of binary values, "0"s and "1"s. Each value ("0" or "1") determines the state of attributes in the chromosome. A set of such chromosomes is referred to as a population. Each chromosome is then evaluated using a fitness function. After ranking the chromosomes according to their fitness values, they undergo genetic operations such as crossover and mutation. For this, two chromosomes are selected on the basis of their positions on a roulette wheel (biased according to each chromosome's fitness). The two chromosomes first go through crossover and then mutation is applied to increase the local coverage of search space by the chromosomes, thereby decreasing the chances of being stuck at a local optimum. If the evolution process generates stronger offspring chromosomes than the previous ones, the algorithm replaces them. The evolution process repeats until it meets the end criteria.
The main steps of GA (as proposed by Holland in 1975) along with the framework are as follows: (1) Representation of structure data in genetic space, with different combinations to form a candidate solution.
(2) Initialization of randomly generated individuals who constitute the first generation. End criteria for termination can be either of the following: (1) Highest possible accuracy for the model is reached.
(2) The accuracy results for consecutive generations remaining unchanged.
(3) Prefixed maximum number of generations (or value of time) set is reached.
PSO
It is a population-based stochastic optimization technique inspired by the social behavior of bird flocking. PSO was proposed by Eberhart and Kennedy in 1995 [16] . It is a metaheuristic as it can explore over a search space making no or few previous assumptions about the given problem and converges to an optimal solution. The candidate solutions, referred to as particles in the technique, fly around in a multi-dimensional search space, to find out an optimal or sub-optimal solution by competition as well as by cooperation among them [39] . Like GA, PSO is also initialized with a group of random particles and then it looks for optima through the movement of candidate solutions in the search space. Each particle is represented by a vector
where D represents the number of features in the dataset. Each particle hence has a D-dimensional velocity represented as v i = (v i1 , v i2 , . . . , v iD ). In every iteration, each particle is updated with three values: (1) previous velocity, which gives the trend of flow of the particles over the search space;
(2) pbest, which gives the particles' best fitness values till the present iteration and (3) gbest, which gives the whole generation's best fitness value till the present iteration. The position and velocity of the particles are updated using the following equations:
Here k represents the kth iteration and d represents the dth feature in the vector. w represents the inertia factor which assigns a weight to the impact of previous velocity. c1 and c2 are acceleration constants. r1 and r2 are random numbers in the range [0, 1]. p gd and g id denote the state of dth feature in pbest and gbest.
Figure 1:
A hypothetical example to illustrate the concept of AWCM in order to measure the importance of a feature to be considered in the final and optimal population.
BGSO: Combination of GA and PSO
GA and PSO belong to two different categories of FS algorithms, namely, evolutionary algorithm and swarm intelligence, respectively. GA is very useful in passing down useful features from one generation to the next. PSO has the advantage of a thorough search of the search space using particles which relate feature information to one another. These advantages of PSO and GA have been combined to form BGSO which has balanced exploitation and exploration abilities. At the first step of our proposed method, GA and PSO are employed to run separately to produce their final set of population. Then the combination of the population is done by evaluating the importance of all features belonging to any of the two sets of population. This process of combination is done by a method called the average weighted combination method (AWCM). A new feature subset is created based on the mean of the importance of all features (AWCM cutoff). A local search, called sequential one-point flipping (SOPF), is applied thereafter to further enhance the subset's discriminative abilities. Here lie the main characteristics of the present work.
In AWCM, at first, the sum of accuracy of all the particles (in PSO) or chromosomes (in GA) is calculated. Let us consider a feature that is selected by a chromosome of GA giving an accuracy of 85% and also selected in two particles of PSO having an accuracy of 90% and 80% each. The importance of the feature is calculated as 2.25(0.85 + 0.80 + 0.90 = 2.25). The AWCM cutoff is set as the mean of the importance of all the features selected by either GA or PSO. The features having the importance value higher than the AWCM cutoff are included in the new subset. For easy understanding, the steps of AWCM with a simplified example showing the calculation of importance of a feature are shown in Figure 1 . "F" represents the normal feature state (either a 1 or 0) and "WF" represents the weighted feature state (accuracy value of the candidate selecting the feature). The size of the population is taken as n. After using AWCM over 2n feature subsets produced by GA and PSO, we get a single feature subset which includes relatively important features.
Another significant contribution of the present work is the inclusion of the local search -SOPF in the proposed FS model. This is a superficial non-greedy approach which helps to improve the final result. SOPF sequentially goes through each feature state of a candidate solution. By flipping the state of each feature successively, it checks the effect of considering the neighboring features on the feature under consideration. After flipping a feature, the algorithm accepts the intermediate solution only when it achieves higher accuracy than the current solution. In this way, SOPF confirms the acceptance of similar or better solution but never worse solution than the current one. The algorithm of SOPF is as follows. To summarize the steps of BGSO, a flowchart is displayed in Figure 2 . It is to be noted that the detailing of GA and PSO is not included in the flowchart as it has already been mentioned earlier in this section.
Results and Analysis
This section focuses on measuring the strength of the proposed FS model by applying it to various datasets. The performance of the proposed model is tabulated against the performance of GA, PSO and HMOGA. The related information of the experimentations is provided in this section.
Dataset Description
For evaluation of BGSO, we selected 20 well-known datasets from the UCI repository [14] . The datasets vary in terms of dimensions, number of classes and domain. Chosen datasets can be classified into three categories based on their size: small (number of features <10), medium (10 ≤ number of features ≤ 100) and large (number of features >100). To test for all variations, we used 5 small, 11 medium and 4 large datasets. The names of the datasets under these tags (small, medium and large) are shown in Table 1 . The details of the said datasets are represented in Table 2 . It contains number of features, number of instances and number of classes of all the datasets we have used. Arrhythmia  279  452  16  BreastCancer  9  699  2  Glass  10  214  7  Hill-valley  101  606  2  Horse  27  368  2  Ionosphere  34  351  2  Madelon  500  4400  2  Monk1  6  124  2  Monk2  6  124  2  Monk3  6  124  2  Sonar  60  208  2  Soybean-small  35  47  4  Vowel  10  528  11  Wine  13  178  3  Zoo  16  101  7  BreastEW  569  30  2  CongressEW  435  16  2  Exactly  1000  13  2  Tic-tac-toe  958  9 2 PenglungEW 73 325 7
Parameter Values
The proposed FS model mainly uses two parameters: population size and number of iterations. To find the optimal parameter values, we first evaluated BGSO using different combinations of parameters. Changes of performance by varying the population size for BreastCancer (small), BreastEW (medium) and Hill-valley (large) are shown in Figure 3 where we have varied the size as 5, 10, 15, 20 and 25. Similar experimentations are performed to find out the optimal number of iterations. After performing several experiments, we set the values to the parameters as follows:
Population size: 20
No. of iterations: 20
For the rest of the experimentations, we used this optimal set of parameter values. 
Classifiers Used
As the proposed model is a wrapper approach, it needs to consult with a learning algorithm (classifier) to evaluate the generated candidate solutions. To establish the environment-independent nature of BGSO, we used two classifiers of varying complexity, namely, KNN and MLP. KNN is a simple classifier which uses voting of k number of nearest neighbors to properly classify a point in search space. On the other hand, MLP is a more complex classifier which adjusts network weights using the backpropagation algorithm for training. For a uniform comparison of BGSO, we also evaluated the other methods using both of these classifiers and compared their results with BGSO.
Analysis of Outcomes
To ensure the effectiveness of the proposed method, individual results of both GA and PSO are recorded separately and are compared with the final results of the proposed model. A recently proposed meta-heuristic approach named HMOGA [18] is also used for the comparison. Tables 3 and 4 display the results obtained using KNN and MLP, respectively. The best results for each dataset are made bold. AWCM combines the outcomes of GA and PSO to produce a vector containing importance of the features. Using AWCM cutoff relatively more important features are selected and the rest of them are eliminated. This allows BGSO to lower the number of features by an impressive margin. Tables 3 and 4 represent a thorough comparison among the results obtained by GA, PSO and HMOGA algorithms, and the proposed model. It can be easily deduced from the results in Table 3 that the proposed model generally decreases the number of features required for classification and increases the accuracy of the classification model. Of 20 datasets, for multiple (3 for KNN and 4 for MLP) datasets, the proposed method provides 100% accuracy, which signifies that the most discriminatory feature subset has been selected by the proposed FS method. However, from the results it is to be observed that the proposed method has the ability to decrease the number of features required for classification in all cases. We get accuracy of more than 80% for more than half of the datasets. Even for the datasets having a large number of attributes like Arrhythmia, Madelon and PenglungEW, the proposed model shows its ability to increase the classification accuracy considerably. Although for some of the datasets the proposed method could not produce an enhanced accuracy, it decreases the number of required features used for classification. Hence, it can be considered as a better FS model than its ancestors. We can see that BGSO outperforms its constituents and HMOGA for 16 of 20 datasets when KNN is used as a learning algorithm. On the other hand, Table 4 shows that BGSO obtained best results for 14 of 20 datasets when MLP was used for classification. The dominance of the proposed model in most of the datasets for both the classifiers concludes that our model is classifier independent in nature.
In order to prove the robustness of the proposed model, we plot the convergence graphs for BGSO, GA and PSO over the iterations in Figure 4 . We select one dataset from each category, i.e. small, medium and large, to observe the convergence of the three algorithms. Figure 4A -C represents the convergence graph for the Breast-Cancer (small), BreastEW (medium) and Hill-valley (large) datasets, respectively. From the graphs, we notice that starting from the same point, BGSO has been able to achieve higher accuracy than its constituents in almost every iteration, which proves the stability of the proposed model over iterations.
Conclusion
FS has a lot of applications in various real-world scenarios. This makes it a very interesting and impactful research domain. The use of GA and PSO in the domain of FS is widespread. Literature reveals that there have been multiple numbers of combinations of these two methods proposed by various researchers. However, most of those proposed models tried to build a hybrid by running GA and PSO in parallel or one after another. As an alternative, in the present work, our proposed model BGSO combines the results of the two algorithms in a simple way. The combination is done by assigning an importance to each feature and taking only the features above the mean of the importance of the features. This is followed by a local search which allows for better exploitation of the search space. The proposed FS model is applied on 20 UCI datasets. The datasets are selected in such a way that they have a varying number of features, classes and samples. Two different classifiers, KNN and MLP, are used as the learning algorithm. For KNN, BGSO performs better in 16 datasets, while for MLP it is 14 of 20 datasets. In future, this concept of combining the results of algorithms can be used for other algorithms. Additionally, this algorithm can be applied to other real-life pattern recognition problems like handwritten word or digit recognition.
