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
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Abstract
We present algorithmi, omplexity and implementation results for the problem of isolating the real
roots of a univariate polynomial in B

2 L[y℄, where L =
(
Q() is a simple algebrai extension of the
rational numbers. We revisit two approahes for the problem. In the rst approah, using resultant
omputations, we perform a redution to a polynomial with integer oeÆients and we dedue a bound
of
e
O
B
(N
10
) for isolating the real roots of B

, where N is an upper bound on all the quantities (degree
and bitsize) of the input polynomials. In the seond approah we isolate the real roots working diretly
on the polynomial of the input. We ompute improved separation bounds for the roots and we prove that
they are optimal, under mild assumptions. For isolating the real roots we onsider a modied Sturm
algorithm, and a modied version of desartes' algorithm introdued by Sagralo. For the former
we prove a omplexity bound of
e
O
B
(N
8
) and for the latter a bound of
e
O
B
(N
7
). We implemented the
algorithms in C as part of the ore library of mathematia and we illustrate their eÆieny over various
data sets. Finally, we present omplexity results for the general ase of the rst approah, where the
oeÆients belong to multiple extensions.
Keywords real root isolation, algebrai polynomial, eld extension, separation bounds, Sturm, Desartes'
rule of sign
1 Introduction
Real root isolation is a very important problem in omputational mathematis. Many algorithms are known
for isolating the real roots of a polynomial with integer or rational oeÆients that are either based solely
on operations with rational numbers, [8, 13, 24, 29℄ and referenes therein, or they follow a numerial, but
ertied approah, [25, 33℄ and referenes therein. In this paper we onsider a variation of the problem in
whih the oeÆients of the polynomial are polynomial funtions of a real algebrai number, that is they
belong to a simple algebrai extension of the rationals.
Problem 1. Let  be a real algebrai number with isolating interval representation  
=
(A; I), where
A =
P
m
i=0
a
i
x
i
, I = [a
1
; a2℄, a1;2 2 (Q and deg(A) =m and L (A) =  . Let B =
P
n
i=0
b
i
() y
i
2 ZZ()[y℄
be square-free, where b
i
(x) =
P

i
j=0

i;j
x
j
2 ZZ[x℄, L (
i;j
)  , and 
i
< m, for 0  i  d. What is the
Boolean omplexity of isolating the real roots of B

?
Rump [31℄, see also [30℄, presented an algorithm for the problem that is an extension of Collins and
Loos [6℄ algorithm for integral polynomials. Johnson [17℄ presented and ompared various algorithms for
Problem 1. He onsidered a norm based algorithm that redues the problem to root isolation of integral

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polynomial (this is the approah that we onsider in Se. 3) and extended three algorithms used for integral
polynomials, i.e. Sturm (we present it in Se. 4.2), the algorithm based on derivative sequene and Rolle's
theorem [6℄, and the algorithm based on Desartes' rule of sign [5℄ (we present a modied version in Se. 4.3).
Johnson and Krandik [16℄ modied the latter and managed to replae exat arithmeti, when possible,
with ertied oating point operations; a novelty that speeds up onsiderably the omputations. Along
the same lines, Rouillier and Zimmermann [29℄ presented an optimal in terms of memory used algorithm
for integral polynomials that exploits adaptive multipreision tehniques that ould be used for Problem 1,
if we approximate the real algebrai number up to a suÆient preision. In a series of works [11, 12, 22℄
a bitstream version of Desartes' algorithm was introdued. The oeÆients of the input polynomial are
onsidered to be real numbers that we an approximate up to arbitrary preision. We use the most reent
version of this approah, whih is due to Sagralo [32℄, to takle Problem 1. Last but not least, let us also
mention the numerial algorithms due to Pan [25℄ and Shonhage [33℄, that ould be also used if approximate
 in our problem up to a suÆient preision.
Rioboo [28℄ onsidered various symboli algorithms for operations with real algebrai numbers, based on
quasi Sylvester sequenes. These algorithms ould be used for Problem 1, and they are losely onneted
with the Sturm algorithm that we present (Se. 4.2). However, we use dierent subalgorithms for sign
evaluations and solving polynomials. The fous in [28℄ is on eÆient implementation of the real losure in
axiom.
Problem 1 is losely related to real root isolation of of triangular systems and regular hains. In [4, 20,
38, 39℄ algorithms and implementations are presented for isolating the real roots of triangular polynomial
systems, based on interval arithmeti and the so-alled sleeve polynomials. In the ase of two variables the
problem at study is similar to Problem 1. In this line of researh the oeÆients of the algebrai polynomial
are replaed with suÆiently rened intervals, hene obtaining upper and lower bounds (i.e. a sleeve) for the
polynomial. Isolation is performed using evaluations and exlusion prediates that involve the non-vanishing
of the derivative. To our knowledge there is no omplexity analysis of the algorithms. Neverthelss in [4℄
evaluation bounds are presented, whih are ruial for the termination of the algorithm, based on separation
bounds of polynomial systems. However, the systems used for the bounds involve the derivative of the
polynomial (this is needed for the exlusion riterion), whih is not the ase for our approah. In [3℄ the
problem of real root isolation of 0-dim square-free regular hains is onsidered. A generalization of Vinent-
Collins-Akritas (or Desartes) algorithm is used to isolate the real roots of of polynomials with real algebrai
numbers as oeÆients. This approah is similar to the diret strategy that we study. To our knowledge the
authors do not present a omplexity analysis sine they fous on eÆient algorithms and implementation in
maple.
We revisit two approahes for isolating the real roots of a square-free polynomial with oeÆients in a
simple algebrai extension of the rational numbers. The rst, indiret, approah (Se. 3), already presented
in [17℄, is to nd a polynomial with integer oeÆients whih is zero at all roots of B

, isolate its real roots,
and identify the intervals whih ontain the roots of B

. We ompute (aggregate) separation bounds for the
resulting polynomial (Lem. 7), that are slightly better than the ones in [31℄, and prove that the omplexity
of the algorithm is
e
O
B
(N
10
), where N is an upper bound on all the quantities (degrees and bitsizes) of the
input. The seond approah (Se. 4.1) is to isolate the roots of the input polynomial diretly, using either
the Sturm's algorithm or Sagralo's modied Desartes algorithm. We analyze the worst-ase asymptoti
omplexity of the algorithms and we obtained a bound of
e
O
B
(N
8
) and
e
O
B
(N
7
), respetively. We obtain
these omplexity bounds by estimating improved separation bounds for the roots (Se. 4.1 and Lem. 9),
that we also prove that they are optimal (Se. 4.4). The bounds are better than the previously known ones
[17, 30℄ by a fator of N . We empirially ompare the performane of the indiret approah and the diret
approah based on Sagralo's modied Desartes algorithm. The algorithms were implemented in C as part
of the ore library of mathematia, and we illustrate their behavior on various datasets (Se. 5). The
2
omplexity bounds that we present are many fators better that the previously known ones. However, a
fair and expliit omparison with the bounds in [17℄ is rather diÆult, if possible at all, sine, besides the
improved separation bounds that we present, the omplexity bounds of many sub-algorithms that are used
have been dramatially improved over the last 20 years, and it is not lear how to take this into aount in
the omparison.
Finally, we present a generalization of the rst approah to the ase where the input polynomials are
univariate, but with oeÆients that belong to multiple extensions (Se. 6). We derive (aggregate) separation
bounds for this ase (Lem. 12) and we sketh the overall omplexity of the algorithm. The bounds are single
exponential with respet to the number of extensions.
Notation O
B
means bit omplexity and the
e
O
B
-notation means that we are ignoring logarithmi fators.
For A =
P
d
i=1
a
i
x
i
2 ZZ[x℄, deg(A) denotes its degree. L (A) denotes an upper bound on the bitsize of the
oeÆients of A, inluding a bit for the sign. For a 2 (Q, L (a)  1 is the maximum bitsize of the numerator
and the denominator.
If 
1
; : : : ; 
d
are the distint, possible omplex, roots of A, then 
i
= j
i
  

i
j, where 

i
is the roots
losest to 
i
. (A) = min
i

i
(A) is the separation bound, that is the smallest distane between two (real
or omplex, depending on the ontext) roots of A. By (A) =  
P
n
i=1
lg
i
(A), we denote the numbers of
bits needed to represent isolating rational numbers for all the roots of A.
Given two polynomials, possible multivariate, f and g, then res
x
(f; g) denotes their resultant with
respet to x.
2 Preliminaries
Real algebrai numbers are the real roots of univariate polynomials with integer oeÆients; let their set
be IRalg. We represent them in the so-alled isolating interval representation. If  2 IRalg then the
representation onsists of a square-free polynomial with integer oeÆients, A 2 ZZ[x℄, that has  as a real
root, and an isolating interval with rational endpoints, I = [a
1
; a
2
℄, that ontains  and no other root of the
polynomial. We write 

=
(A; I).
The following proposition provides various bounds for the roots of a univariate polynomial. Various
versions of the proposition ould be found in e.g. [8, 10, 36℄. We should mention that the onstants that
appear are not optimal. For multivariate bounds we refer to [15℄.
Proposition 1. Let f be a univariate polynomial of degree p. If 
i
are the distint real roots of f , then it
holds
j
i
j  2kfk
1
 2
+1
; (1)
  lg(f)   
1
2
lg j3 disc(f
red
)j+
p+ 2
2
lg(p) +
(p  1) lgkf
red
k
2
(2)
 2p lg p+ p ;
 
X
i
lg
i
(f)   
1
2
lg jdisc(f
red
)j+
p
2
  p  2
2
+
(2p  1) lgkf
red
k
2
(3)
 3p
2
+ 3p + 4p lg p ;
where f
red
is the square-free part of f , and the seond inequalities hold if we onsider f 2 ZZ[x℄ and L (f) =  .
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Proposition 2. Let f 2 ZZ[x℄ have degree p and bitsize  . We ompute the isolating interval representation
of its real roots and their multipliities in
e
O
B
(p
5
+ p
4
 + p
3

2
) [32, 35℄. The endpoints of the isolating
intervals have bitsize O(p
2
+ p  ) and L (f
red
) = O(p +  ), where f
red
is the square-free part of f . If
N = maxfp; g then omplexity bound for isolation beomes
e
O
B
(N
5
).
Proposition 3. [9, 14℄ Given a real algebrai number  
=
(f; [a; b℄), where L (a) = L (b) = O(p2 + p ),
and g 2 ZZ[x℄, suh that deg(g) = q, L (g) = , we ompute sign(g()) in bit omplexity eO
B
(pqmaxf; g+
pminfp; qg
2
 ).
For the proofs of the following results the reader may refer to [9℄. Let f; g 2 (ZZ[x℄)[y℄ suh that deg
x
(f) =
p, deg
x
(g) = q, deg
y
(f);deg
y
(g)  d,  = max(L (f) ;L (g)). By SR(f; g ; a) we denote the evaluation of
the signed polynomial remainder sequene of f and g with respet to x over a, and by SR
j
(f; g ; a) the j-th
element in this sequene.
Proposition 4. We an ompute res(f; g) w.r.t. x or y in eO
B
(pqmaxfp; qgd ).
Proposition 5. We ompute SR(f; g ; a), where a 2 (Q[f1g andL (a) = , in eO
B
(pqmaxfp; qgdmaxf; g).
For the polynomials SR
j
(f; g ; a) 2 ZZ[y℄, exept for f; g, we have deg
y
(SR
j
(f; g ; a)) = O((p + q)d) and
L (SR
j
(f; g ; a)) = O(maxfp; qg +minfp; qg).
3 Reduction to integer coefficients
3.1 Some useful bounds
The roots of B

in Problem 1 are algebrai numbers, hene they are roots of a polynomial with integer
oeÆients. We estimate bounds on the degree and the bitsize of this polynomial, and we will use them to
analyze the Boolean omplexity of the real root isolation algorithm.
Consider a real algebrai number  2 IRalg, in isolating interval representation 

=
(A; I), where A =
P
m
i=0
a
i
x
i
, I = [a
1
; a2℄, a1;2 2 (Q and deg(A) = m and L (A) =  . Sine A is square-free, has m, possible
omplex, roots, say 
1
; 
2
; : : : ; 
m
and after a (possible) reordering let  = 
1
.
Let B

2 ZZ()[y℄, be a univariate polynomial in y, with oeÆients that are polynomials in  with integer
oeÆients. More formally, let B

=
P
n
i=0
b
i
() y
i
, where b
i
(x) =
P

i
j=0

ij
x
j
and 
i
< m, 0  i  d. The
restrition 
i
< m omes from the fat that ZZ() is a vetor spae of dimension1 m and the elements of one
of its bases are 1; ; : : : ; 
m 1
. Finally, let L (B

) = max
i;j
L (
ij
) = . We assume that B

is a square-free.
Our goal is to isolate the real roots of B

(Problem 1). Sine B

has algebrai numbers as oeÆients,
its roots are algebrai numbers as well. Hene, there is a polynomial with integer oeÆients that has as
roots the roots of B

, and possible other roots as well. To onstrut this polynomial, e.g. [8, 17, 19℄, we
onsider the following resultant w.r.t. x
R(y) = res
x
(B(x; y); A(x)) = ( 1)
m
a

m
m
Y
j=1
B(
j
; y); (4)
where  = maxf
i
g, and B(x; y) 2 ZZ[x; y℄ is obtained from B

after replaing all the ourrenes of  with
x. Interpreting the resultant using the Poisson formula, R(y) is the produt of polynomials B(
j
; y), where
j ranges over all the roots of A. Our polynomial B

2 ZZ()[y℄ is the fator in this produt for j = 1. Hene,
R has all the roots that B

has and maybe more.
1
If A is the minimal polynomial of  then the dimension is exatly m. In general it is not (omputational) easy to ompute
the the minimal polynomial of a real algebrai number, thus we work with a square-free polynomial that has it as real root.
4
Remark 6. Notie that R(y) is not square-free in general. For example onsider the polynomial B

=
y
4
  
2
, where  is the positive root of A = x
2
  3. In this ase R(y) = res
x
(A(x); B(x; y) = res
x
(x
2
 
3; y
2
  x
2
) = (y
4
  3)
2
.
Using Prop. 14 and by taking into aount that 
i
< m, we get deg(R)  mn and L (R)  m( + ) +
2m lg(4mn). We may also write deg(R) = O(mn) and L (R) =
e
O(m( +  )).
In order to onstrut an isolating interval representation for the real roots of B

, we need a square-free
polynomial. This polynomial, C(y) 2 ZZ[y℄, is a square fator of R(y), and so it holds deg(C)  mn and
L (C)  m( + ) + 3m lg(4mn), where the last inequality follows from Mignotte's bound [23℄.
Using the Prop. 1, we dedue the following lemma:
Lemma 7. Let B

be as in Problem 1. The minimal polynomial, C 2 ZZ[x℄, of the, possible omplex, roots
of B

, 
i
, has degree mn and bitsize m( + ) + 3m lg(4mn)) or
e
O(m( + )). Moreover, it holds
j
i
j  2
m(+)+2m lg(4mn)
; (5)
  lg(C)  m
2
n( +  + 4 lg(4mn)) ; (6)
 
X
i
lg
i
(C)  3m
2
n(n +  +  + 6 lg(4mn)) ; (7)
j
i
j  2
e
O(m(+))
; (8)
  lg(C) =
e
O(m
2
n( + )) ; (9)
(C) =  
X
i
lg
i
(C) =
e
O(m
2
n(n +  + )) : (10)
3.2 The algorithm
The indiret algorithm for Problem 2, follows losely the proedure desribed in the previous setion to
estimate the various bounds on the roots of B

. First, we ompute the univariate polynomial with integer
oeÆients, R, suh that the set of its real roots inludes those of B

. We isolate the real roots of R and we
identify whih ones are roots of B

.
Let us present in details the three steps and their omplexity. We ompute R using resultant ompu-
tation, as presented in (4). For this we onsider B as a bivariate polynomial in ZZ[x; y℄ and we ompute
res
x
(B(x; y); A(x)), using Prop. 4. Sine deg
x
(B) < m, deg
y
(B) = n, L (B) = , deg
x
(A) = m, deg
y
(A) = 0
and L (A) =  , this omputation osts
e
O
B
(m
3
n( +  )), using Prop. 4.
Now we isolate the real roots of R. This an be done in
e
O
B
(m
4
n
3
(mn
2
+mn+n
2
+m
2
+m
2
+m)),
by Prop. 2. In the same omplexity bound we an also ompute the multipliities of the real roots, if needed
[14℄.
The rational numbers that isolate the real roots of R have bitsize bounded by
e
O(m
2
n(n++  )), whih
is also a bound on the bitsize of all of them, as Prop. 1 and Lem. 7 indiate.
It is possible that R an have more roots that B

, thus it remains to identify whih real roots of R are
roots of B

. For sure all the real roots of B

are roots of R. Consider a real root  of R and its isolating
interval [c
1
; c
2
℄. If  is a root of B

, then sine B

is square-free, by Rolle's theorem it must hange signs if
we evaluate it over the endpoints of the isolating interval of . Hene, in order to identify the real roots of
R that are roots of B

it suÆes to ompute the sign of B

over all the endpoints of the isolating intervals.
We an improve the step that avoids the non-relevant roots of R by applying the algorithm for hainging
the ordering of a bivariate regular hain [26℄. However, urrently, this step is not the bottlenek of the
algorithm so we do not elaborate further.
5
Consider an isolating point of R, say cj 2 (Q, of bitsize sj . To ompute the sign of the evaluation of B
over it, we proeed as follows. First we perform the substitution y = c
j
, and after learing denominators,
we get a number in ZZ[℄, for whih we want to ompute its sign. This is equivalent to onsider the
univariate polynomial B(x; c
j
) and to ompute its sign if we evaluate it over the real algebrai number .
We have deg(B(x; c
j
)) = O(m) and L (B(x; c
j
)) =
e
O( + ns
j
). Hene the sign evaluation osts
e
O
B
(m
3
 +
m
2
 +m
2
ns
j
) using Prop. 3. Summing up over all s
j
's, there are O(mn), and taking into aount that
P
j
s
j
=
e
O(m
2
n( +  + n)) (Lem. 7), we onlude that the overall omplexity of identifying the real roots
of B

is
e
O
B
(m
4
n
3
+m
4
n +m
3
n +m
4
n
2
( +  )).
The overall omplexity of the algorithm is dominated by that of real solving. We an state the following
theorem:
Theorem 8. The omplexity of isolating the real roots of B 2 ZZ()[y℄ using the indiret method is
e
O
B
(m
4
n
3
(mn
2
+mn + n
2
 +m
2
+m
2
+m)). If N = maxfm;n; ; g, then the previous bounds
beome
e
O
B
(N
10
).
If the polynomial B

is not square-free then we an apply the algorithm of [37℄ to ompute its square-free
fatorization and then we apply the previous algorithm either to the square-free part or to eah polynomial of
the square-free fatorization. The omplexity of the square-free fatorization is
e
O
B
(m
2
n(
2
+
2
)+mn
2
(+
 )), and does not dominate the aforementioned bound.
4 Two direct approaches
The omputation of R, the polynomial with integer oeÆients that has the real roots of B

is a ostly opera-
tion that we usually want to avoid. If possible, we would like to try to solve the polynomialB

diretly, using
one of the well-known subdivision algorithms, for example strum or desartes and bernstein, speially
adopted to handle polynomials that have oeÆients in an extension eld. In pratie, this is aomplished
by obtaining, repeatedly improved, approximations of the real algebrai number  and subsequently apply
desartes or bernstein for polynomials with interval oeÆients, e.g. [16, 29℄.
The fat that we ompute the roots using diretly the representation of B

allows us to avoid the om-
plexity indued by the onjugates of . This leads to improved separation bounds, and to faster algorithms
for real root isolation.
4.1 Separation bounds for B

We ompute various bounds on the roots of B

based on the rst inequalities of Prop. 1. For this we need
to ompute a lower bound for jdisc(B

)j and an upper bound for kB

k
2
.
First we ompute bounds on the oeÆients on B

. Let 
1
= ; 
2
; : : : ; 
m
be the roots of A. We
onsider the resultants
r
i
:= res
x
(A(x); z   b
i
(x)) = res
x
0

A(x); z  

i
X
j=0

i;j
x
j
1
A
2 ZZ[z℄ :
It holds that
r
i
(z) = a

m
m
Y
k=1
(z   b
i
(
k
)) ;
where  = maxf
i
g < m. The roots of r
i
are the numbers b
i
(
k
), where k runs over all the roots of A. We
use Prop. 14 to bound the degree and bitsize of r
i
. The degree of r
i
is bounded by m and their oeÆient
6
are of bitsize  m +m + 5m lg(m). Using Cauhy's bound, we dedue
2
 m m 5m lg(m)
 jb
i
(
k
)j  2
m+m+5m lg(m)
; (11)
for all i and k. To bound jdisc(B

)j we onsider the identity
disc(B

) =( 1)
1
2
n(n 1)
1
b
n
()
res
y
(B

; B

(y)=y)
=( 1)
1
2
n(n 1)
1
b
n
()
R
B
() ;
where the resultant, R
B
2 ZZ[℄, an be omputed as the determinant of the Sylvester matrix of B

and
B

(y)=y, evaluated over .
The Sylvester matrix is of size (2n 1)(2n 1), the elements of whih belong to ZZ[℄. The determinant
onsists of (2n  1)! terms. Eah term is a produt of n  1 polynomials in  of degree at most m  1 and
bitsize at most , times a produt of n polynomials in  of degree at mostm 1 and bitsize at most +lgn.
The rst produt results a polynomial of degree (n   1)(m   1) and bitsize (n   1) + (n   1) lgm. The
seond produt results polynomials of degree n(m   1) and bitsize n lgn+ n lgm. Thus, any term in the
determinant expansion is a polynomial in  of degree at most (2n   1)(m   1), or O(mn), and bitsize at
most 4(2n  1) lg(mn) or
e
O(n). The determinant itself, is a polynomial in  of degree at most mn and
of bitsize 4(2n  1) lg(mn) + (2n  1) lg(2n  1)  5(2n  1) lg(mn) =
e
O(n).
To ompute a bound on R
B
() we onsider R
B
as a polynomial in ZZ[y℄, and we ompute a bound on its
evaluation over . For this we use resultants. It holds
D = res
x
(A(x); y  R
B
(x)) = a
deg(R
B
)
m
m
Y
i=1
(y  R
B
(
i
)) :
We notie that the roots of D 2 ZZ[x℄ are the evaluations of R
B
over the roots of A. So it suÆes to ompute
bounds on the roots of D. Using Prop. 14 we dedue that deg(D) m and L (D)  13mn lg(mn) +mn
or L (D) =
e
O(mn( +  )). Using Cauhy bound, refer to Eq. (1), we onlude that
2
 13mn lg(mn) mn
 jR
B
()j  2
13mn lg(mn)+mn
:
Using this inequality and (11), we an bound jdisc(B

)j, i.e.
2
 13mn lg(mn) 2mn
 jdisc(B

)j  2
13mn lg(mn)+2mn
: (12)
It remains to bound kB

k
2
. Using Eq. (11) we get
kB

k
2
2

n
X
i=0
(b
i
())
2
 (n+ 1) 2
2m(++5 lg(m))
:
The previous disussion leads to the following lemma
Lemma 9. Let B

be as in Problem 1, and 
i
be its roots. Then, it holds
j
i
j  2
m(++5 lgm)
; (13)
  lg(B

)  12mn( lg(mn) +  + 5 lgm) ; (14)
 
X
i
lg
i
(B

)  14mn( lg(mn) +  + 5 lgm) ; (15)
or
j
i
j  2
e
O(m(+))
; (16)
  lg(B

) =
e
O(mn( + )) ; (17)
(B

) =  
X
i
lg
i
(B

) =
e
O(mn( + )) : (18)
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4.2 The sturm algorithm
Let us rst study the sturm algorithm. We assume B

as in Problem 1 to be square-free. To isolate the
real roots of B

using the sturm algorithm, we need to evaluate the Sturm sequene of B(; y) and its
derivative with respet to y, B(; y)=y, over various rational numbers. For the various bounds needed we
will use Lem. 9.
The number of steps that a subdivision-based algorithm, and hene sturm algorithm, performs to isolate
the real roots of a polynomial depends on the separation bound. To be more spei, the number of steps,
(#T ), that sturm performs is (#T )  2r + r lgB+(B

) [8, 10℄, where r is the number of real roots and
B is an upper bound on the real roots. Using (14) and (15) we dedue that (#T ) = eO(mn( + )).
To omplete the analysis of the algorithm it remains to ompute the omplexity of eah step, i.e. the
ost of evaluating the Sturm sequene over a rational number, of the worst possible bitsize. The latter is
indued by the separation bound, and in our ase is
e
O(mn( + )).
We onsider B as polynomial in ZZ[x; y℄ and we evaluate the Sturm-Habiht sequene of B and B
y
, over
rational numbers of bitsize
e
O(mn( + )). The ost of this operation is
e
O
B
(m
2
n
4
( + )) (Prop. 5).
It produes O(n) polynomials in ZZ[x℄, of degrees O(mn) and bitsize eO(n + n). For eah polynomial
we have to ompute its sign if we evaluate it over . Using Prop. 3 eah sign evaluation osts
e
O
B
(m(m
2
+
n
2
) +mn
2
), and so the overall ost is
e
O
B
(mn(m
2
+ n
2
) +mn
3
). If we multiply the latter bound with
the number of steps,
e
O(mn( + )), we get the following theorem.
Theorem 10. The omplexity of isolating the real roots of B 2 ZZ()[y℄ using the sturm algorithm is
e
O
B
(m
2
n
2
(m
2
+ n
2
)(
2
+ 
2
)), or
e
O
B
(N
8
), where N = maxfm;n; ; g.
4.3 A modified desartes algorithm
We onsider Sagralo's modied version of Desartes' algorithm [32℄, that applies to polynomials with
bitstream oeÆients. We also refer the reader to [12, 21℄.
As stated in Problem 1, let  be a real root of A =
P
m
i=0
a
i
x
i
2 Z[x℄, where a
m
6= 0 and ja
i
j < 2

for
0  i  m, and let B

=
P
n
i=0
b
i
()y
i
2 Z[℄[y℄, where b
i
=
P

i
j=0

i;j
x
j
2 ZZ[x℄ , 
i
< m and j
i;j
j < 2

for
0  i  n and 0  j  
i
, where we also assume that B

is square-free.
Let 
1
; : : : ; 
n
be all (omplex) roots of B, and 
i
(B

) := min
j 6=i
j
j
  
i
j. By Theorem 19 of [32℄, the
omplexity of isolating real roots of B

is
e
O
B
(n((B

) + n
B
)
2
) ;
where



b
i
()
b
n
()



 2

B
and (B

) =  
P
n
i=1
lg(
i
(B

)). From Lem. 9 we get that
(B

)  14mn( +  lg(mn)) + n lgn =
e
O(mn( + )) : (19)
To ompute a bound on 
B
, we use Eq. (11). It holds



b
i
(
k
)
b
n
(
k
)



 2
2m+2m+6m lg(m)
, for all i and k.
Hene,

B
 2m + 2m + 6m lg(m) =
e
O(m( +  )) : (20)
Finally, by ombining (19) and (20), we dedue that the ost of isolating real roots of B is
e
O
B
(n((B

) + n
B
)
2
) =
e
O
B
(n(mn +mn)
2
)
=
e
O
B
(m
2
n
3
(
2
+ 
2
)) :
If N = maxfm;n; ; g, then the bound beomes
e
O
B
(N
7
).
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It remains to estimate the ost of omputing the suessive approximations of b
i
()=b
n
(). The root
isolation algorithm requires approximations of b
i
()=b
n
() to auray of O((B

) + n
B
) bits after the
binary point. Sine jb
i
()=b
n
()j  2

B
, to approximate eah fration, for 0  i  n   1, to auray L, it
is suÆient to approximate b
i
(), for 0  i  n, up to preision O(L + 
B
). Hene, the algorithm requires
approximation of b
i
(), for 0  i  n, to preision O((B) + n
B
). By inequality (11), jb
i
()j  2
 
B
, and
therefore it is suÆient to approximate b
i
() to auray O((B

) + n
B
).
Approximation of 
i;j

j
to auray of L bits requires approximation of  to auray of L + lg j
i;j
j+
lg(j) + (j   1) lg jj  L +  + lg(m) + (m   1)( + 1) =
e
O(L +  + m ) bits. Hene the auray of
approximations of  required by the algorithm is
O((B

) + n
B
) =
e
O(mn( +  )) :
By Lemmata 4.4, 4.5 and 4.11 of [18℄, the bit omplexity of approximating  to auray L is
e
O(m
4

2
+m
2
L) :
Therefore, the bit omplexity of omputing the required approximations of b
i
()=b
n
() is
e
O(m
4

2
+m
2
mn( +  )) =
e
O(m
3
(m
2
+ n + n )) :
Theorem 11. The bit omplexity of isolating the real roots ofB

of Problem 1 using the modied Desartes'
algorithm in [32℄ is
e
O
B
(m
2
n
3
(
2
+ 
2
) +m
3
(m
2
+ n + n )), or
e
O
B
(N
7
), where N = maxfm;n; ; g.
4.4 Almost tight separation bounds
Let  be the root of A(x) = x
m
  ax
m 1
  1, in (a; a + 1), for a  3, m  3. Then the Mignotte
polynomial B

(y) = y
n
  2(
k
y  1)
2
, where k = b(m  1)=2, has two roots in (1=
k
 h; 1=
k
+h), where
h = 
 k(n+2)=2
< a
 (m 2)(n+2)=4
.
If a  2

and  = 
(lg(mn)), then   lg(B

) = 
(mn ), whih mathes the upper bound in (15) of
Lem. 9. This quantity, 
(mn ), is also a tight lower bound for the number of steps that an subdivision
based algorithm performs, following the arguments used in [13℄ to prove a similar bound for polynomials
with integer oeÆients.
5 Implementation and experiments
We ompare implementations of two methods of real root isolation for square-free polynomials over sim-
ple algebrai extensions of rationals. The rst method, ICF (for Integer Continued Frations), performs
redution to integer oeÆients desribed in Setion 3.2. For isolating roots of polynomials with integer
oeÆients it uses the mathematia implementation of the Continued Frations algorithm [1℄. The seond
method, BMD (for Bitstream Modied Desartes), uses Sagralo's modied version of Desartes' algorithm
([32℄, see Setion 4.3). The algorithm has been implemented in C as a part of the mathematia system.
For the experiments we used a 64-bit Linux virtual mahine with a 3 GHz Intel Core i7 proessor and 6
GB of RAM. The timings are in given seonds. Computations that did not nish in 10 hours of CPU time
are reported as > 36000.
Randomly generated polynomials For given values of m and n eah instane was generated as follows.
First, univariate polynomials of degreem with uniformly distributed random 10-bit integer oeÆients were
generated until an irreduible polynomial whih had real roots was obtained. A real root r of the polynomial
was randomly seleted as the extension generator. Finally, a polynomial in Z[r; y℄ of degree n in y and degree
m  1 in r with 10-bit random integer oeÆients was generated. The results of the experiments are given
in Table 1. Eah timing is an average for 10 randomly generated problems.
9
n Algorithm m = 2 m = 3 m = 5 m = 10 m = 20
10 ICF 0:003 0:006 0:013 0:082 0:820
BMD 0:002 0:002 0:003 0:006 0:019
20 ICF 0:004 0:010 0:048 1:49 2:80
BMD 0:008 0:008 0:010 0:017 0:053
50 ICF 0:014 0:044 0:271 8:29 20:5
BMD 0:046 0:050 0:061 0:079 0:213
100 ICF 0:047 0:173 1:09 33:1 108
BMD 0:165 0:206 0:137 0:246 0:546
200 ICF 0:144 0:612 4:90 141 626
BMD 0:746 0:701 1:00 0:824 1:55
Table 1. Randomly generated polynomials
n Algorithm m = 2 m = 3 m = 5 m = 10 m = 20
10 ICF 0:011 0:008 0:032 0:208 1:75
BMD 0:007 0:007 0:009 0:010 0:015
20 ICF 0:019 0:041 0:193 1:50 13:9
BMD 0:075 0:071 0:080 0:088 0:106
50 ICF 0:122 0:270 1:51 25:8 338
BMD 1:78 1:63 1:83 1:90 2:27
100 ICF 0:834 2:17 16:1 365 10649
BMD 54:7 51:3 56:0 74:7 92:4
200 ICF 7:53 31:2 246 8186 > 36000
BMD 2182 3218 3830 4280 4377
Table 2. Generalized Laguerre polynomials
Generalized Laguerre Polynomials This example ompares the two root isolation methods for gener-
alized Laguerre polynomials L

n
(x), where  was hosen to be the smallest root of the Laguerre polynomial
L
m
(x). Note that L

n
(x) has n positive roots for any positive  and L
m
(x) has m positive roots, so this
example maximizes the number of real roots of both the input polynomial with algebrai number oeÆients
and the polynomial with integer oeÆients obtained by ICF. The results of the experiment are given in
Table 2.
Generalized Wilkinson Polynomials This example uses the following generalized Wilkinson polynomi-
als W
n;
(x) :=
Q
n
k=1
(x  k); where  is the smallest root of the Laguerre polynomial L
m
(x). The timings
are presented in Table 3.
Mignotte Polynomials The variant of Mignotte polynomials used in this example is given byM
n;
(x) :=
y
n
  2(
k
y   1)
2
, where  is the root of A
m
(x) := x
m
  3x
m 1
  1 in (3; 4), m  3 and k = b(m   1)=2
(see Setion 4.4). The results of the experiment are given in Table 4.
The experiments suggest that for low degree extensions ICF is faster than BMD, but in all experiments
as the degree of extension grows BMD beomes faster than ICF. Another fat worth noting is that ICF
depends diretly on the extension degree m, sine it isolates roots of a polynomial of degree mn. On the
other hand, the only part of BMD that depends diretly on m is omputing approximations of oeÆients,
whih in pratie seems to take a very small proportion of the running time. The main root isolation loop
depends only on the geometry of roots, whih depends on m only through the worst ase lower bound on
root separation. Indeed, in all examples the running time of ICF grows substantially with m, but the
running time of BMD either grows at a muh slower pae or, in ase of generalized Wilkinson polynomials,
it even dereases with m (beause the smallest root  of L
m
(x), and hene the root separation of W
n;
(x),
inrease with m). The superiority of the diret approah was also observed in [17℄.
10
n Algorithm m = 2 m = 3 m = 5 m = 10 m = 20
10 ICF 0:017 0:012 0:035 0:285 2:09
BMD 0:015 0:013 0:011 0:015 0:008
20 ICF 0:029 0:069 0:262 2:23 18:3
BMD 0:059 0:052 0:069 0:039 0:027
50 ICF 0:137 0:356 2:04 45:4 429
BMD 1:84 1:35 1:29 0:703 0:561
100 ICF 0:808 2:84 24:6 674 8039
BMD 47:0 38:6 32:0 23:3 8:38
200 ICF 8:48 35:1 348 11383 > 36000
BMD 3605 2566 2176 927 565
Table 3. Generalized Wilkinson polynomials
n Algorithm m = 3 m = 5 m = 10 m = 20
10 ICF 0:003 0:008 0:049 0:594
BMD 0:010 0:006 0:014 0:036
20 ICF 0:006 0:027 0:288 8:83
BMD 0:015 0:020 0:049 0:137
50 ICF 0:041 0:441 12:2 777
BMD 0:112 0:147 0:321 0:854
100 ICF 0:866 11:6 729 28255
BMD 0:702 0:868 2:32 5:99
200 ICF 35:7 684 23503 > 36000
BMD 3:12 5:30 13:8 46:1
Table 4. Mignotte polynomials
6 Multiple extensions
In this setion we onsider the problem of real root isolation of a polynomials with oeÆients in multiple
extensions. We takle the problem using a redution to a polynomial with integer oeÆients. The tehnique
ould be onsidered as a generalization of the one presented in Se. 3.
We use xe to denote the monomial x
e
1
1
  x
e
`
n
, with e = (e
1
; : : : ; e
`
) 2 IN
`
. For a polynomial f =
P
m
j=1

j
xej 2 ZZ[x℄, let fe
1
; : : : ; e
m
g  IN
`
be the support of f ; its Newton polytope Q is the onvex hull of
the support. By (#Q) we denote the integer points of the polytope Q, i.e. (#Q) = jQ \ ZZ`j.
Problem 2. Let 
j
, where 1  j  `, be a real algebrai numbers. Their isolating interval representa-
tion is 
j

=
(A
j
; I
j
), where A
j
=
P
m
i=0
a
i
x
i
j
, I
j
= [a
j;1
; aj;2℄, a1;2 2 (Q, deg(Aj) = m, and L (Aj) =  .
Let
B

=
n
X
i=0
b
i
(
1
; : : : ; 
`
) y
i
2 ZZ()[y℄;
be square-free, where b
i
(x) =
P
e ij x
e
2 ZZ[x℄, L (
i;j
)  , for 0  i  d, and for e = (e
1
; : : : ; e
`
), it
holds e
j
  < m, What is the Boolean omplexity of isolating the real roots of B

?
We denote by a
i
the oeÆients of A
i
, where 1  i  `, and by c the oeÆients of B. We ompute
separation bounds following the tehnique introdued [15℄.
We onsider the zero dimensional polynomial system (S) : A
1
(x) =    = A
`
(x) = A
`+1
(x) = 0, where
A
k
(x) =
P
m
i=0
a
k;i
x
i
k
= 0, 1  k  `, and A
`+1
= B(x; y) =
P
n
i=0
b
i
(x
1
; : : : ; x
`
) y
i
= 0. We should mention
that we make the assumption that B does not beome identially zero when 
1
; : : : ; 
l
are replaed with
some set of their onjugates (otherwise the resultant is zero).
We hide variable y, that is we onsider (S) as an overdetermined system of `+1 equations in ` variables.
We onsider the resultant, R, with respet to x
1
; : : : ; x
`
, that is we eliminate these variables, and we obtain
a polynomial R 2 ZZ[a
1
; : : : ; a
`
; c; y℄. We interpret the resultant using the Poisson formula [7℄, see also [27℄,
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i.e.
R(y) = res
x
(A
1
; : : : ; A
`
; B) =
Y
B(
1;i
1
; : : : ; 
`;i
`
; y) ;
and R(y) 2 (ZZ[a
1
; : : : ; a
`
; c℄)[y℄. Similar to the single extension ase, Bα, is among the fators of R, hene
it suÆes to ompute bounds for the roots of R(y).
We onsider R as a univariate polynomial in y. The resultant is a homogeneous polynomial in the
oeÆients of (S), we refer to e.g. [7, 27℄ for more details and to [15℄ for a similar appliation. To be more
spei, the struture of the oeÆients of R is
R(y) =   + %
k
a
M
1
1
   a
M
`
`
cM`+1 k(yi)k +    ;
where 1  k  M
`+1
= m
`
, and i is a number in f1; : : : ; ng. The semantis of a
M
i
i
are that it is a monomial
in the oeÆients of A
i
of total degree M
i
. Similarly, cM`+1 k stands for a monomial in the oeÆients of B
of total degree M
`+1
  k. Moreover, M
i
 `m
` 1
< `(m  1)m
` 1
< `m
`
. The degree of R with respet to
y is at most nM
`+1
= nm
`
.
Sine ja
i;j
j  2

, it holds
lg
`
Y
i=i
ja
i
j
M
i
 `
2
m
`
: (21)
Similarly, sine j
i;j
j  2

, we get
lgjcjM`+1 k  (m`   k)  m` : (22)
Finally, j%
k
j 
Q
`+1
i=1
(#Q
i
)
M
i
[34℄, where (#Q
i
) is the number of integer points of the Newton polytope
of the polynomial A
i
. We let A
`+1
= B. It is (#Q
i
) = m + 1 for 1  i  `, so
Q
`
i=1
(#Q
i
)
M
i

(m+ 1)
`(m 1)m
` 1
 m
`m
`
, and (#Q
`+1
)  (`(m  1) + n)
`+1
+ `+ 1. Hene,
(#Q
i
)
M
`+1

 
(`(m  1) + n)
`+1
+ `+ 1

m
`
 (2`m+ n)
(`+1)m
`
 (`mn)
`m
`
;
and so for every k
lg j%
k
j  lg
`+1
Y
i=1
(#Q
i
)
M
i
 2`m
`
lg(mn`) : (23)
By ombining (21), (22) and (23) we an bound the oeÆients of R and its square-free fators. Using
also Prop. 1 we get the following lemma.
Lemma 12. Let B

be as in Problem 2. The minimal polynomial, C
`
of the, possible omplex, roots of
B

, 
i
, has degree  nm
`
and bitsize  m
`
(`
2
+  + 3` lg(mn`)) or
e
O(m
`
(`
2
 + )). Moreover, it holds
j
i
j  2
m
`
(`
2
++2` lg(mn`))
; (24)
  lg(C
`
)  m
2`
n(`
2
 +  + 4` lg(mn`)) ; (25)
 
X
i
lg
i
(C
`
)  m
2`
n(`
2
 +  + n+ 6` lg(mn`)) (26)
j
i
j  2
e
O(m
`
(`
2
+))
; (27)
  lg(C
`
) =
e
O(m
2`
n(`
2
 + )) ; (28)
 
X
i
lg
i
(C
`
) =
e
O(m
2`
n(`
2
 +  + n)) : (29)
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Remark 13. To math exalty the bounds derived in Lem. 7 one should use for M
i
the more aurate
inequality M
i
< `(m  1)m
` 1
.
We an isolate the real roots of C
`
in
e
O
B
(n
5
m
5`
+n
4
m
5`
`
2
+n
4
m
4`
++n
3
m
5`

2
`
4
++n
3
m
3`

2
). That
is we get a single exponential bound with respet to the number of the real algebrai numbers involved.
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A A bound for the resultant
Proposition 14. Let B =
P
i;j

i;j
x
i
y
j
2 ZZ[x; y℄ of degree n with respet to y and of degree  with
respet to x, and of bitsize . Let A =
P
m
i=0
a
i
x
i
2 ZZ[x℄ of degree m and bitsize  . The resultant
of B and A with respet to x is univariate polynomial in y of degree at most mn and bitsize at most
m +  +m lg(n+ 1) + (m+ ) lg(m + ) or
e
O(m +  ).
Proof: The proof follows losely the proof in [2, Prop. 8.15℄ that provides a bound for general multivariate
polynomials. We an ompute the resultant of B(x; y) and A(x) with respet to x from the determinant of
the Sylvester matrix, by onsidering them as univariate polynomial in x, with oeÆients that are polynomial
in y, whih is
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0
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where b
k
=
P
n
i=0

i;k
y
i
.
The resultant is a fator of the determinant of the Sylvester matrix. The matrix is of size (+m)(+m),
hene the determinant onsists of ( +m)! terms. Eah term is a produt of m univariate polynomials in
y, of degree n and bitsize , times the produt of n numbers, of bitsize  . The rst produt results in
polynomials in y of degree at most mn and bitsize at most m + m lg(n + 1); sine there are at most
(n + 1)
m
terms with bitsize at most m eah. The seond produt results in numbers of bitsize at most
 . Hene eah term of the determinant is, in the worst ase a univariate polynomial in y of degree m and
bitsize m +  +m lg(n + 1). We onlude that the resultant is of degree at most mn in y and of bitsize
m +  +m lg(n+ 1) + (m+ ) lg(m + ) or
e
O(m +  ). 
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