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Abstract
There is increasing awareness in the planning com-
munity that the burden of specifying complete do-
main models is too high, which impedes the ap-
plicability of planning technology in many real-
world domains. Although there have many learn-
ing systems that help automatically learning do-
main models, most existing work assumes that the
input traces are completely correct. A more realis-
tic situation is that the plan traces are disordered
and noisy, such as plan traces described by natu-
ral language. In this paper we propose and evaluate
an approach for doing this. Our approach takes as
input a set of plan traces with disordered actions
and noise and outputs action models that can best
explain the plan traces. We use a MAX-SAT frame-
work for learning, where the constraints are derived
from the given plan traces. Unlike traditional ac-
tion models learners, the states in plan traces can
be partially observable and noisy as well as the ac-
tions in plan traces can be disordered and parallel.
We demonstrate the effectiveness of our approach
through a systematic empirical evaluation with both
IPC domains and the real-world dataset extracted
from natural language documents.
Introduction
Most work in planning assumes that complete domain mod-
els are given as input in order to synthesize plans. How-
ever, there is increasing awareness that building domain mod-
els at any level of completeness presents steep challenges
for domain creators. As planning issues become more and
more realistic, the action model will become more and more
complex. So it is necessary for us to consider how to au-
tomatically attain the domain action model. Indeed, recent
work in web-service composition (c.f. [Bertoli et al., 2010;
Hoffmann et al., 2007]) and work-flow management (c.f.
[Blythe et al., 2004]) suggest that dependence on complete
models can well be the real bottle-neck inhibiting applica-
tions of current planning technology.
Attempts have been made to design systems to auto-
matically learn domain models from pre-specified (or pre-
collected) plan traces (i.e., each plan trace is composed of
an action sequence with partial states between actions). For
example, Amir [Amir, 2005] presented a tractable and ex-
act technique for learning action models known as Simulta-
neous Learning and Filtering (SLAF). Yang et al. [Yang et
al., 2007] proposed to learn STRIPS action models [Fikes
and Nilsson, 1971] from plan traces with partially observed
states. Bryce et al. propose an approach called Marshal to
issue queries, and learns models by observing query answers,
plan solutions, and direct changes to the model [Bryce et al.,
2016]. [Aineto et al., 2018] propose to learn STRIPS models
via classical planning. These systems, however, are all based
on the assumption that actions in plan traces are correct and
totally ordered.
In many real-world applications, however, plan traces are
often extracted or built from raw data, such as monitoring
signals, by off-the-shelf systems, due to the high cost of col-
lecting (structured) plan traces by hand. Those plan traces are
often with disordered and parallel actions, and noisy states.
For example, network monitoring1 is a system used to con-
stantly monitor a computer network for slow or failing com-
ponents and possible attacks. The “actions” (e.g., notifica-
tions of failures or attacks), which are collected by the mon-
itoring system, are often disordered due to network traffic or
other unexpected factors. There are also parallel actions col-
lected due to many uncorrelated events that happen in par-
allel from the network. The collected states are often noisy
as well due to possible errors introduced by the monitoring
system.
There have indeed been approaches that consider the is-
sues of noisiness in plan traces. For example, Mourao et
al. propose to learn action models from noisy observations
of intermediate states, they assume actions are totally or-
dered and correct [Moura˜o et al., 2012]. Zhuo and Kamb-
hampati designed a novel approach called AMAN based on
graphical model to consider actions being noisy in plan
traces [Zhuo and Kambhampati, 2013]. They, however, do
not allow actions to be disordered (or parallel), or states
to be noisy. Recent approaches [Asai and Fukunaga, 2018;
Konidaris et al., 2018; Asai and Kajino, 2019; James et al.,
2019] aim to learn state representations from raw data such
as images, which can be noisy, to help high-level planning.
They, however, assume action sequences are correct, i.e.,
1https://www.dnsstuff.com/network-monitoring-software
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without disordered and parallel actions.
In this paper, we aim to learn action models from plan
traces with disordered actions, parallel actions, and noisy
states. This is challenging in the sense that each of the three
uncertain cases can harm the learning quality of action mod-
els. To address the challenge, we build three types of con-
straints from plan traces, namely disorder constraints, paral-
lel constraints, and noise constraints, to capture information
from disordered actions, parallel actions, and noisy states, re-
spectively. We then solve the constraints with an off-the-shelf
weighted MAX-SAT solver, such as [Bacchus et al., 2018],
and convert the solution to action models. We denote our ap-
proach by AMDN, which stands for Learning Action Models
from plan traces with Disordered and parallel actions and
Noisy states. We will evaluate AMDN on both IPC2 domains
and a real-world dataset extracted from natural language doc-
uments.
Although our AMDN approach uses the same MAX-SAT
framework with previous work such as ARMS [Yang et al.,
2007] and ML-CBP [Zhuo et al., 2013; Zhuo and Kambham-
pati, 2017], the constraints we built from plan traces with
disordered and parallel actions, and noisy states are totally
different from the ones built by previous work. Compared to
building constraints based on perfectly correct plan traces as
done by previous work, building new constraints based on
disordered and parallel actions and noisy states is challeng-
ing due to complicated relationships among disordered and
parallel actions and noisy states. Recent work, such as AMAN
[Zhuo and Kambhampati, 2013], tended to give up the MAX-
SAT based framework (such as ARMS) and turn to other dif-
ferent framework (such as AMAN, the graphical model based
approach) when there was noise involved. It is, however, not
specific to disorder and parallelism, as is demonstrated in our
experimental results. Our AMDN approach, i.e., based on the
MAX-SAT framework, is much more natural and effective by
building new constraints regarding disordered actions, paral-
lel actions and noisy states.
In the remainder of the paper, we first review previous work
related to our approach, and then present the formal definition
of our problem. After that, we provide the detailed description
of our AMDN algorithm and evaluate AMDN in two planning
domains and a real-world dataset. Finally we conclude our
paper with future work.
Related Work
There have been many approaches on learning action mod-
els from plan traces. Previous research efforts differ mainly
on whether plan traces consist of actions and intermediate
states (c.f. [Gil, 1994]) or only actions (c.f. [Yang et al., 2007;
Zhuo et al., 2010; 2011; Zhuo and Yang, 2014; Zhuo et al.,
2014; Zhuo, 2015]). While the latter assumption makes the
problem harder than the former, in both cases, whatever ob-
served is assumed to be observed perfectly. Both of them as-
sume non-noisy plan observations. While there has been pre-
vious work on learning probabilistic action models(e.g. [Pa-
sula et al., 2007] and [Zettlemoyer et al., 2005]), they also
assume non-noisy plan observations. Recently, Gregory et al.
2http://www.icaps-conference.org/index.php/Main/Competitions
present an algorithm called LOP to induce static predicates
to the learning system, which finds a set of minimal static
predicates for each operator that preserves the length of the
optimal plan [Gregory and Cresswell, 2016]. Instead of an
action model, a set of successfully executed plans are given
and the task is to generate a plan to achieve the goal without
failing [Roni Stern, 2017]. Lindsay et al. propose to learn ac-
tion models action descriptions in the form of restricted tem-
plate [Lindsay et al., 2017]. To further relax the correctness
requirement of action sequences, Aineto et al. [Aineto et al.,
2019] propose to learn action models based on partially ob-
served actions in plan traces. Despite the success of those ap-
proaches, they all assume observed actions are correctly or-
dered and states are not noisy.
Preliminaries and Problem Definition
A complete STRIPS domain can be defined by a tuple D =
〈R,M〉, where R is a set of predicates with typed objects
and M is a set of action models. Each action model is a
quadruple 〈a,PRE(a),ADD(a),DEL(a)〉, where a is an ac-
tion name with zero or more parameters, PRE(a) is a pre-
condition list specifying the conditions under which a can be
applied, ADD(a) is an adding list and DEL(a) is a deleting
list indicating the effects of a. We denote RO as the set of
propositions instantiated fromRwith respect to a set of typed
objects O. Given D and O, we define a planning problem as
P = 〈D, s0, g〉, where s0 ⊆ RO is an initial state, g ⊆ RO
are goal propositions.
We denote a set of parallel actions by Ψ in a plan, where
actions in Ψ can be executed in any order or simultaneously.
For example, let Ψ be {a1, a2}. The sequence 〈s0,Ψ, s1〉
is equivalent to 〈s0, a1, a2, s1〉 or 〈s0, a2, a1, s1〉. A solution
plan to P with respect to model D is a sequence of parallel
actions p = 〈Ψ1,Ψ2, . . . ,Ψn〉 that achieves goal g starting
from s0. If actions ax ∈ Ψi and ay ∈ Ψj , we define the dis-
tance of ax and ay by |ax − ay| = |i − j|. If the positions
of ax and ay are exchanged, we say they are disordered with
respect to their correct order in the plan.
A plan trace t is defined by t = 〈s0,Ψ1, s1, ...,Ψn, g〉,
where actions can be disordered. We assume that the prob-
ability of two actions being disordered decreases as their dis-
tance increases. This is reasonable in the sense that actions
in a short-term horizon are more likely to be disordered than
a long-term horizon. State si is both partial and noisy, indi-
cating some propositions are missing in si and some propo-
sitions in si are incorrect. We denote a set of plan traces as
T . Our problem can be defined by: given as input a set of ob-
served plan traces T , our approach outputs a domain model
M that best explains the observed plan traces.
An example of our learning problem for the depots3 do-
main can be found in Figure 1, which is composed of two
parts: plan traces as input (Figure 1(a)) and action models as
output (Figure 1(b)). In Figure 1(a), t1 and t2 are two plan
traces, where initial states and goals are drawn over. The dark
parts indicate the incorrect propositions or disorder actions.
For example, in t1, “drop(h1 c0 p1 dp1)” and “load(h0 c0
t0 dp0)” are disordered, “(at t0 dp0)” is a noisy proposition
3http://planning.cis.strath.ac.uk/competition/
which should be “(at t0 dp1)”. In Figure 1 (b), the action
model “drive” is one of the output action models of our al-
gorithm.
dp0 dp1 
t0 
𝑠0
1 
h0 h1 
c0 
p0 p1 
dp0 dp1 
t0 
𝑔1 
h0 h1 
p0 p1 
c0 
dp0 dp1 
𝑠0
2 
h0 h1 
c1 
p0 p2 
c0 
t0 
p1 
dp0 dp1 
𝑔2 
h0 h1 
p0 p2 
c0 
t0 
p1 c1 
(clear c0)(on c0 p0)(at p0 dp0)(at h0 dp0) 
(available h0)(clear p1)(at p1 dp1)(at h1 dp1) 
(available h1)(at t0 dp1) 
(on c0 p1) 
(clear c0)(on c0 c1)(on c1 p0)(at p0 dp0) 
(clear p1)(at p1 dp0)(at t0 dp0)(at h0 dp0) 
(available h0)(clear p2)(at p2 dp1)(at h1 dp1) 
(available h1) 
(on c0 p2)(on c1 p1) 
𝑡1: 𝑠0
1, {lift(h0 c0 p0 dp0), drive(t0 dp1 dp0)}, {drop(h1 c0 p1 dp1)}, {drive(t0 dp0 dp1)}, {(at 
t0 dp0)}, {unload(h1 c0 t0 dp1)}, {load(h0 c0 t0 dp0)}, 𝑔1 
𝑡2: 𝑠0
2, {lift(h0 c0 c1 dp0)}, {(clear c1)}, {load(h0 c0 t0 dp0)}, {lift(h0 c1 p0 dp0), unload(h1 
c0 t0 dp1)}, {drop(h0 c1 p1 dp0), drive(t0 dp0 dp1)}, {(on c1 p0)}, {drop(h1 c0 p2 dp1)}, 𝑔2 
(---other plan traces ommitted---) 
(:action (drive ?x:truck ?y:place ?z:place) 
(:precondition (at x y)) 
(:effects (and(at x z))(not (at x y)))) 
(---other action models omitted---) 
(a). Input: plan traces 
(b). Output: action models 
Figure 1: An example of our learning problem.
The AMDN Approach
In this section we present AMDN approach in detail. An
overview of our approach is shown in Algorithm 1. We first
build sets of disorder constraints, parallel constraints and
noise constraints, to encode the information of disorder, par-
allelism, and noise. After that we solve these constraints with
an off-the-shelf MAX-SAT solver, and then convert the solu-
tion to action models.
Algorithm 1 An overview of our AMDN approach
Input: a set of plan traces T .
Output: a set of action modelsM.
1: build disorder constraints;
2: build parallel constraints;
3: build noise constraints;
4: solve all constraints with a MAX-SAT solver
5: convert the solution to action modelsM;
6: returnM;
Building disorder constraints
In Step 1 of Algorithm 1 we aim to build a set of disorder
constraints to capture the information of disorder of actions
in plan traces according to the correctness of executing proce-
dure of plan traces. We denote this set of disorder constraints
by DC, which will be addressed in detail below.
Constraint DC Consider two adjacent sets of parallel ac-
tions 〈Ψi,Ψi+1〉 in a plan trace. We assume that any action
a ∈ Ψi+1 is not parallel with any action in Ψi (otherwise a
will be put in Ψi). In other words, for each action ay ∈ Ψi+1,
there exists ax ∈ Ψi, such that there are interactions between
ay and ax, which are as shown below:
1. A proposition r in the precondition list of ax but not in
the delete list of ax will be deleted by ay , which can be
encoded by: ∃r r ∈ PRE(ax) ∧ r 6∈ DEL(ax) ∧ r ∈
DEL(ay).
2. A proposition r in the precondition list of ay is added by
ax, which can be encoded by: ∃r r ∈ ADD(ax) ∧ r ∈
PRE(ay).
3. A proposition r is in the add list of ax and it is in the
delete list of ay , which can be encoded by: ∃r r ∈
ADD(ax) ∧ r ∈ DEL(ay).
4. A proposition r is in the delete list of ax and it is in
the add list of ay , which can be encoded by: ∃r r ∈
DEL(ax) ∧ r ∈ ADD(ay).
That is to say, the following constraint holds if ax and ay are
ordered:
(r ∈ PRE(ax) ∧ r 6∈ DEL(ax) ∧ r ∈ DEL(ay))
∨(r ∈ ADD(ax) ∧ r ∈ PRE(ay))
∨(r ∈ ADD(ax) ∧ r ∈ DEL(ay))
∨(r ∈ DEL(ax) ∧ r ∈ ADD(ay)). (1)
If ax and ay are disordered, we need to swap the positions
of ax and ay and the resulting constraint should hold corre-
spondingly:
(r ∈ PRE(ay) ∧ r 6∈ DEL(ay) ∧ r ∈ DEL(ax))
∨(r ∈ ADD(ay) ∧ r ∈ PRE(ax))
∨(r ∈ ADD(ay) ∧ r ∈ DEL(ax))
∨(r ∈ DEL(ay) ∧ r ∈ ADD(ax)). (2)
We assume the prior probability of two actions being dis-
ordered, denoted by p(ax, ay), depends on a set of features
f(ax, ay), which gives us the flexibility to incorporate a di-
verse range of features [Pietra et al., 1997]. f(ax, ay) =
(f1, f2, . . . , fk) is an k-dimensional feature representation.
The distribution over all action pairs
p(ax, ay) =
exp(~θ · f(ax, ay))∑
a′x∈A,a′y∈A,a′x 6=a′y exp(
~θ · f(a′x, a′y))
(3)
where ~θ = (θ1, θ2, . . . , θk) is a k-dimensional vector of pa-
rameters that can be learnt from labeled training data. In this
paper, we do not assume we have such training data for learn-
ing ~θ. We thus empirically set θi to be 1k for all 1 ≤ i ≤ n,
viewing each feature fi is equally important. We used 40 fea-
tures to specify the probability of disorder between two ac-
tions. The following are example features we used in our ex-
periment, which is possibly extended to more features in fu-
ture study:
• f1: the number of objects shared by actions ax and ay .
• f2: if the numbers of parameters of actions ax and ay are
identical, the value of f2 is one; otherwise it is zero.
• f3−f10: these features are extracted to describe the sim-
ilarity between ax and ay regarding their semantics in
real-world applications, such as action directions.
• f11−f40: these features are built to describe the similar-
ity between ax and ay based on text descriptions of ac-
tion semantics from web search [Zhuo and Yang, 2014]
(a text description is represented by a 30-dimensional
vector using the document-representation approach [Le
and Mikolov, 2014].
Based on Equation (3), we can calculate the probability
p(ax, ay) for Constraint (2) and the probability 1− p(ax, ay)
for Constraint (1). To assign a weight to Constraints (1) and
(2) in the MAX-SAT framework, we multiply each probabil-
ity by a maximal weight (denoted by wmax). That is to say,
the weights of Constraints (1) and (2) are (1 − p(ax, ay)) ×
wmax and p(ax, ay)× wmax, respectively.
Building parallel constraints
In Step 2 of Algorithm 1, we build a set of parallel con-
straints. To make sure that the learned action models are suc-
cinct and consistent with the STRIPS language, we first en-
force a set of hard constraints that must be satisfied by action
models, which were also built by [Yang et al., 2007]. We then
build a set of soft constraints between actions in the same set
of parallel actions. We formulate the constraints as follows
and denote them by PC.
An action may not add a proposition which already ex-
ists before the action is applied. We formulate the constraints
as follows and denote them by P.1: r ∈ ADD(a) ⇒ r 6∈
PRE(a).
An action can not delete a proposition which does not ex-
ist before the action is applied. We formulate the constraints
as follows: r ∈ DEL(a) ⇒ r ∈ PRE(a). To make sure
these constraints are hard, we assign these constraints with
the maximal weight wmax.
Consider two action ax ∈ Ψi and ay ∈ Ψi+1. If any a′x ∈
Ψi adds or deletes a proposition r, r cannot be in the add list
or delete list of ax. In other words, the following constraint
holds:
ADD(a′x) ∩ DEL(a′x) ∩ ADD(ax) ∩ DEL(ax) = ∅. (4)
If ax and ay is disordered, i.e., ay should be in Ψi and ax
should be replaced by ay in Constraint (4), we have:
ADD(a′x) ∩ DEL(a′x) ∩ ADD(ay) ∩ DEL(ay) = ∅. (5)
Similar to DC, the weights of Constraints (4) and (5) are (1−
p(ax, ay))× wmax and p(ax, ay)× wmax, respectively.
Building noise constraints
In Step 3 of Algorithm 1, we build a set of noise constraints
to encode the information from noisy states in plan traces. We
denote noise constraints by NC.
Consider a pair 〈a, r〉, where a is an action and r is a propo-
sition. If the number of its occurrence over all of the plan
traces is higher than the threshold δ, r is viewed as a correct
proposition (i.e., not a noisy proposition) and should not be
deleted by a since r exists after a. That is to say, the following
constraint holds:
〈a, r〉 ⇒ r 6∈ DEL(a). (6)
Consider a sequence 〈s0, a0, a1, ..., an, r〉, where ai (0 ≤ i ≤
n) is an action and r 6∈ s0 is a proposition. r must be in the
add list of some ai (0 ≤ i ≤ n). That is to say, the following
constraint holds:
r ∈ ADD(a0) ∪ ADD(a1) ∪ ... ∪ ADD(an). (7)
Consider a pair 〈r, a〉, where r is a proposition appearing
before action a. If the number of its occurrence over all of
the plan traces is higher than the threshold δ, r is viewed as a
correct proposition and a precondition of a, i.e.,
r ∈ PRE(a). (8)
The weights of Constraints (6)-(8) are calculated by the
product of the ratio of occurrences of r over all propositions
and wmax, i.e.,
occurrences of r
occurrences of all propositions
× wmax.
Solving Constraints
In Steps 4 and 5 of Algorithm 1, we solve all of the weighted
constraints and convert the solution to action models. We
put all constraints together and solve them with a weighted
MAX-SAT solver [LI et al., 2007]. The greater the weight of
the constraint, the higher its priority in the MAX-SAT solver.
We exploit MaxSatz [LI et al., 2007] to solve all the con-
straints, and attain a true or false assignment to maximally
satisfy the weighted constraints. Given the solution assign-
ment, the construction of action modelsM is straightforward,
e.g., if “r ∈ ADD(a)” is assigned true in the result of the
solver, r will be converted into an effect of a.
Experiments
In this section we evaluate our approach with comparison to
state-of-the-art approaches. We will first introduce the do-
mains in which we conducted our experiments and the cri-
terion we used to measure our approach as well as baselines.
After that we present our experimental results with respect to
various aspects.
Domains
We evaluate our AMDN approach in three planning domains,
i.e., blocks4, driverlog4, and depots3, and a real-world do-
main, i.e., “CookingTutorial”5. In the three planning do-
mains, we generate 120 plan traces with disordered actions,
parallel actions, and noisy states. The generating process is
as shown below:
4http://www.cs.toronto.edu/aips2000/
5http://cookingtutorials.com/
1. We first generated three sets of correct plan traces us-
ing an off-the-shelf planner, FF6, to solve randomly
generated planning problems with ground-truth models
of domains blocks, driverlog, and depots, respectively.
Each set has 120 plan traces (actions are total order in
each plan trace). The average lengths of domains blocks,
driverlog and depots are 65, 85 and 93, respectively.
2. For each plan trace, we generate disordered actions by
the following procedure: for each pair of sets of parallel
actions Ψi and Ψj , we exchange the order of two actions
ai ∈ Ψi and aj ∈ Ψj with the probability pd(Ψi,Ψj) ,
where d(Ψi,Ψj) is the distance between Ψi and Ψj , and
p is the prior probability of two actions being disordered.
3. For each plan trace t, we built parallel actions as fol-
lows:
(a) Let k = 1, the set of parallel actions Ψk = ∅ and
the state (after Ψk) s′k = ∅.
(b) For each action ai ∈ t (1 ≤ i ≤ |t|), if the inter-
section between ai’s conditions (including precon-
dition, deleting and adding lists) and the conditions
of each action in Ψk, let Ψk = Ψk ∪ {ai} and state
s′k = s
′
k∪si, i.e., ai does not influence any action in
Ψk or is influenced by Ψk; otherwise, let k = k+1,
Ψk = ∅ and s′k = ∅.
4. For each plan trace, we generate states that are both par-
tial and noisy by randomly removing a percentage ξ of
propositions from complete states and randomly replac-
ing a percentage ξ of remaining propositions in states
with other randomly selected propositions.
The real-world domain, called “CookingTutorial”7, which is
about how to cook food in the form of natural language. For
example, “Cook the rice the day before, or use leftover rice
in the refrigerator. The important thing to remember is not
to heat up the rice, but keep it cold.”, which addresses the
procedure of making egg fired rice. We exploited an off-the-
shelf approach EASDRL [Feng et al., 2018] to extract ac-
tion sequences from the domain. For example, an action se-
quence of “cook(rice), keep(rice, cold)” or “use(leftover rice),
keep(rice, cold)” is extracted based on the above-mentioned
example. There are 116 texts with 24284 words in total,
describing about 2500 actions. Since different action se-
quences can be extracted from a single text (describing op-
tional ways of cooking in the text), we generated about 400
action sequences, which are generally disordered and noisy
(we viewed actions that occur less than 1% times as noisy
actions). In order to learn action models from the action se-
quences, we built rules based on syntactical parsing of texts
to generate initial states and goals for each action sequence.
We also manually built action models as ground-truth models
to evaluate the model learnt by our approaches.
Criterion
We define the accuracy Acc of our AMDN algorithm by com-
paring its learnt action models with the artificial action mod-
els which are viewed as the ground truth. We define the error
6http://fai.cs.uni-saarland.de/hoffmann/ff.html
7http://cookingtutorials.com/
rate of the learning result by calculating the missing and ex-
tra predicates of the learned action models. Specifically, for
each learnt action model a, if a precondition of a does not
exist in the ground-truth action model, the number of errors
increases by one; if a precondition of the ground-truth action
model does not exist in a’s precondition list, the number of
errors also increases by one. As a result, we have the total
number of errors of preconditions with respect to a. We de-
fine the error rate of the total number of errors among all the
possible preconditions of a, that is,
Errpre(a) =
the total number of errors of preconditions
all the possible precondition of a
.
Likewise, we can calculate the error rates of adding effects
and deleting effects of a, and denote them as Erradd(a) and
Errdel(a), respectively. Furthermore, we define the error rate
of all the action modelsM (denoted as Err(M)) as an av-
erage of Errpre(a), Erradd(a) and Errdel(a) for all the ac-
tions a inM, that is,
Err(M) = 1|M|
∑
a∈M
Errpre(a) + Erradd(a) + Errdel(a)
3
,
and define the accuracy as Acc = 1 − Err(M). Note that
domain modelM is composed of a set of action models.
We compared our AMDN to two baselines, AMAN [Zhuo and
Kambhampati, 2013] and ARMS [Yang et al., 2007]. AMAN
aims to learn action models based on graphical model as-
suming actions can be noisy in plan traces. ARMS aims to
learn action models based on MAX-SAT framework assum-
ing actions (as well as states) are correct in plan traces. We
evaluated AMDN in the following aspects. We first varied the
number of plan traces and the rate of observations to see
the change of accuracies of our AMDN approach, AMAN and
ARMS, respectively. We then varied the probabilities of disor-
der and noise to see the change of the three approaches. After
that, we evaluated the performance of our approach on the
real-world domain with respect to different number of plan
traces. Finally, we show the running time to see the efficiency
of our AMDN approach.
Varying number of plan traces
We compare the accuracies of action models learnt by AMDN,
AMAN and ARMS by varying the number of plan traces. We ran
our approach 20 times to calculate an average of accuracies.
The results are shown in Figure 2.
Figure 2 shows the accuracies of the three approaches with
respect to different number of plan traces. We can see that
in all three domains, the accuracies of AMDN are generally
higher than AMAN and ARMS, which suggests that AMDN is
better at handling disordered and noisy plan traces. This is
because AMDN builds more constraints about disorder, noise,
parallel actions. This is as expected for AMDN has more ac-
curate constraints than AMAN and ARMS. On the other hand,
the accuracies of AMAN are generally higher than ARMS in all
three domains. This is because that AMAN can handle disor-
dered actions by treating them as noise. However, it can only
improve the accuracy a little, which suggests that noise has
more effect on accuracy than disordered actions. This will be
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Figure 2: Comparison with respect to number of plan traces
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Figure 3: Comparison with respect to rate of observations
confirmed in the next two experiments (Figures 4 and 5). We
can also find that as expected, when the number of plan traces
increases, the accuracies are also getting higher. This is con-
sistent with our intuition, since the more plan traces we have,
the more information is available for learning domain mod-
els of high-quality, and thus helpful for building better action
models.
Varying rate of observations
We compare the accuracies of action models learnt by AMDN,
AMAN and ARMS with respect to the rates of observations
from 0.2 to 1. We ran our approach 20 times to calcluate an
average of accuracy. The results are shown in Figure 3.
From figure 3, we can see that in all three domains, the
accuracies of AMDN, AMAN and ARMS become higher when
the rate of observations increasing, which is consistent with
our intuition since the more observations we attain, the more
information can be exploited to improve the learning result.
Moreover, when the samples are relatively small, the sample
variance may be large, leading AMDN to building constraints
of bad quality. So the accuracy of AMDN is lower than AMAN
and ARMS when the rate of observations is low. With the in-
creasing of the rate of observations, the accuracies of AMDN
gradually become higher than AMAN and ARMS. This once
again shows that AMDN has higher learning effectiveness than
AMAN and ARMS, it can exploit more accurate information
from the disordered and noisy plan traces.
Sensitivity to disorder
We also would like to see the sensitivity of AMDNwith respect
to disorder of actions. We ran our approach 20 times to calcu-
late an average of accuracies. The results are shown in Figure
4.
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Figure 4: Sensitivity to disorder
Figure 4 shows that in all three domains, as the probability
of disorder increases, the accuracies of all three algorithms
decline, while AMDN and AMAN drop slower than ARMS sig-
nificantly, which implies AMDN and AMAN are more robust
than ARMS with respect to disorder. This is because AMAN
treats disordered actions as noise, and ARMS does not con-
sider disorder, which results in building many wrong con-
straints. AMDN builds the constraints about disorder. Although
many of them are wrong, AMDN adjusts the weight of each
constraint based on the probability of disorder, making its
constraints more reasonable. As a result, AMDN gets better
results than ARMS.
Sensitivity to noise
We also would like to see the sensitivity of AMDN to noise.
We ran our approach 20 times to calculate an average of ac-
curacies. The results are shown in Figure 5.
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Figure 5: Sensitivity to noise
The result is shown in Figure 5. We find that in all three do-
mains, as the noise increases, the accuracies of all three algo-
rithms decline, but AMDN drops slower than AMAN and ARMS
significantly, which implies AMDN is more robust to noise
than the other two. Without considering the noise, AMAN
and ARMS will get a lot of wrong information. In contrast,
AMDN adjusts the weight of each constraint based on the
probability of noise. Frequently observed constraints will be
given greater weight. So the wrong constraints will get small
weights, which minimizes the effect of noise on the MAX-
SAT solver.
Evaluation on real-world dataset
Table 1: Experimental results on CookingTutorial dataset
number of traces AMDN ARMS AMAN
100 0.656 0.622 0.634
200 0.788 0.651 0.682
300 0.854 0.714 0.746
400 0.882 0.732 0.756
We compared our AMDN approach to ARMS and AMAN. We
ran our approach 20 times to calculate an average of accura-
cies. The experimental results are shown in Table 1, where
the first column is the number of the plan traces.
From Table 1, we can see that AMDN performs much better
than both ARMS and AMAN in all cases, which indicates our
constraints built based on noisy and disordered actions can
indeed help improve the learning accuracy. We can also find
that the accuracy of our approach generally increases with re-
spect to the increase of plan traces. This is consistent with
our intuition since the more the plan traces are, the more the
knowledge we have for handling disordered and noisy scenar-
ios.
Running time
To study the efficiency of AMDN, we ran AMDN over 50 prob-
lems and calculated an average of the running time with re-
spect to different number of plan traces in the blocksworld
domain. The result is shown in Figure 6. As can be seen from
the figure, the running time increases polynomially with the
number of input plan traces. This can be verified by fitting
the relationship between the number of plan traces and the
running time to a performance curve with a polynomial of
order 2 or 3. For example, the fit polynomial in Figure 6 is
0.3845x2 + 4.837x− 15.32. The results for the other two do-
mains are similar to blocksworld, i.e., the running time also
polynomially increases as plan traces increase.
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Figure 6: The running time of AMDN for domain blocksworld.
Conclusion
In this paper, we presented a system called AMDN for learning
domain models for disordered and noisy plan traces. AMDN is
able to integrate knowledge from parallel actions and a set
of disordered and noisy plan traces to produce action mod-
els. With the plan traces, we first build disorder constraints,
parallel constraints and noise constraints, and then using the
weighted MAX-SAT solver to solve them. Our approach is
well suited for scenarios where high-quality plan traces is
hard to attain. Our experiments exhibit that our approach is
effective in both planning domains and real-world domain.
Currently, we consider the disorder of actions in plan traces
in between two adjacent actions. It is possible that disorders
of actions could happen between distant actions. In the future,
it would be interesting to explore the effectiveness of consid-
ering distant disorders of actions in plan traces. In addition,
we do not consider exploiting training data to learn param-
eters of probability of disordered actions in Equation (3). In
the future, it would be interesting to study how to learn the
parameters from training data. Finally, it would be also inter-
esting to extend AMDN to investigating the executability of the
learnt action models from real-world domains.
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