Valuation-Based System can represent knowledge in different domains including probability theory, Dempster-Shafer theory and possibility theory. More recent studies show that the framework of VBS is also appropriate for representing and solving Bayesian decision problems and optimization problems. In this paper after introducing the valuation based system (VBS) framework, we present Markov-like properties of VBS and a method for resolving queries to VBS.
Introduction
Though graphical representation of a domain knowledge has quite long history, its full potential has not been recognized until recently. We should mention here pioneering works of J. Pearl, reported in his monography published in 1988 Pearl, reported in his monography published in [1988 . Further development in this domain has been achieved by Shenoy and Shafer [1986] who adopted a method used in solving nonserial dynamic programming problems [Bertele & Brioschi, 1972] . This trick proved to be very fruitful and gave growth to a unified framework for uncertainty representation and reasoning, called Valuation-Based System, VBS for short [Shenoy, 1989] . It can represent knowledge in different domains including probability theory, Dempster-Shafer theory and possibility theory. More recent studies show that the framework of VBS is also appropriate for representing and solving Bayesian decision problems [Shenoy, 1993] and optimization problems . The graphical representation is called a valuation network, and the method for solving problems is called the fusion algorithm. Closely related to VBS is the algorithm of Lauritzen and Spiegelhalter [1988] and HUGIN approach developed by Jensen and his co-workers [1990] .
A Bayesian network (as well as its generalization -VBS) can be regarded as a summary of an expert's experience with an implicit population. Detailed documentation of such knowledge with an explicit population is stored in a database. It appears that there exists a strong connection between these two approaches. First of all, databases are used for knowledge acquisition and Bayesian network identification -see [Pearl, 1988] or [Cooper & Herskovits, 1992] for a deeper discussion. Studies by Wen [1991] , and Wong, Xiang and Nie [1993] establish a link between knowledgebased systems for probabilistic reasoning and relational databases. Particularly, they show that the belief update in a Bayesian network can be processed as an ordinary query, and the techniques for query optimization are directly applicable to updating beliefs. The same idea we find in Thoma's [1991] works, who proposed a scheme for storing Shafer's belief functions which generalizes graphical models.
In this paper after introducing the valuation based system framework (Section 2), we present Markov-like properties of VBS (Section 3) and a method for resolving queries to VBS (Section 4).
Valuation Based Systems
The VBS framework was introduced in [Shenoy, 1989] . In VBS, a domain knowledge is represented by entities called variables and valuations. Further, two operations called combination and marginalization are defined on valuations to perform a local computational method for computing marginals of the joint valuation. The basic components of VBS can be characterized as follows.
Valuations
Let X = {x 1 , x 2 , ...x n } be a finite set of variables and Θ i be the domain (called also frame), i.e. a discrete set of possible values of i-th variable. If h is a finite non-empty set of variables then Θ(h) denotes the Cartesian product of Θ i for x i in h, i.e. Θ(h) = ×{Θ i |x i ∈ h}. R stands for a set of nonnegative reals. For each subset s of X there is a set D(s) called the domain of a valuation. For instance in the case of probabilistic systems D(s) equals to Θ(s), while under the belief function framework D(s) equals to the power set of Θ(s), i.e. D(s) = 2 Θ(s) . Valuations, being primitives in the VBS framework, can be characterized as mappings σ : D(s) → R. In the sequel valuations will be denoted by lower-case Greek letters, ρ, σ, τ , and so on. Following Shenoy [1994] we distinguish three categories of valuations:
• Proper valuations, P, represent knowledge that is partially coherent. (Coherent knowledge means knowledge that has well defined semantics.) This notion plays an important role in the theory of belief functions: by proper valuation it is understood an unnormalized commonality function.
• Normal valuations, N , represent another kind of partially coherent knowledge. For instance, in probability theory, a normal valuation is a function whose values sum to 1. Particularly, the elements of P ∩ N are called proper normal valuations; they represent knowledge that is completely coherent or knowledge that has welldefined semantics.
• Positive normal valuations: it is a subset U s of N s consisting of all valuations that have unique identities in N s .
Further there are two types of special valuations:
• Zero valuations represent knowledge that is internally inconsistent, i.e. knowledge whose truth value is always false; e.g., in probability theory by zero valuation we understand a valuation that is identically zero. It is assumed that for each s ⊆ X there is at most one valuation ζ s ∈ V s . The set of all zero valuations is denoted by Z.
• Identity valuations, I, represent total ignorance, i.e. lack of knowledge. In probability theory an identity valuation corresponds to the uniform probability distribution. It is assumed that for each s ⊆ X the commutative semigroup (w.r.t. the binary operation ⊗ defined later) N s ∪ {ζ s } has an identity ι s ∈ V s . Commutative semigroup may have at most one identity [Clifford & Preston, 1961] .
Combination
By combination we understand a mapping ⊗ : V × V → N ∪ Z that satisfies the following six axioms:
(C6) It is assumed that the set N ∅ consists of exactly one element denoted ι ∅ .
In practice combination of two valuations is implemented as follows. Let (+) be a binary operation on R. Then (σ ⊗ ρ)(x) = σ(x.s)(+)ρ(x.r) where x is an element from D(s) and x.r, x.s stand for the projection (relying upon dropping unnecessary variables) of x onto the appropriate domain D(r) or D(s). In probability theory combination corresponds to pointwise multiplication followed by normalization, and in Dempster-Shafer theory to the Dempster rule of combination.
In the field of uncertain reasoning combination corresponds to aggregation of knowledge: when ρ and σ represent our knowledge about variables in subsets r and s of X then the valuation ρ ⊗ σ represents the aggregated knowledge about variables in r ∪ s. Moreover Wen [1991] , and Wong, Xiang and Nie [1993] showed that under probabilistic context combination corresponds to the (generalized) join operation used in the data-based systems. Hence the belief update in a Bayesian network can be processed as an ordinary query, and the techniques for query optimization are directly applicable to updating beliefs. Similar idea we find in Thoma's [1991] works, who proposed a scheme for storing Shafer's belief functions.
If ρ ⊗ σ is a zero valuation, we say that ρ and σ are inconsistent. On the other hand, if ρ ⊗ σ is a normal valuation, then we say that ρ and σ are consistent.
It is important to notice, that an implication of axioms C1 -C3 is that the set N s ∪ {ζ s } together with the combination operator is a commutative semigroup [Clifford & Preston, 1961] . If zero valuation ζ s exists then ζ s is -by axiom C4 -the zero of this semigroup. Similarly, by axiom C5, the identity valuation is the identity of the semigroup N s ∪ {ζ s }.
Marginalization
While combination results in knowledge expansion, marginalization results in knowledge contraction. Let s be a non-empty subset of X . It is assumed that for each variable X in s there is a mapping ↓ (s − {X}) : V s → V s−{X} , called marginalization to s − {X} or deletion of X, that satisfies the next six axioms:
Axiom M1 states that if we delete from s, the domain of a valuation s ∈ V s , two variables, say X and Y , then the resulting valuation defined over the subset r = s − {X, Y } is invariant to the order of these variables deletion. Particularly, deleting all variables from the set s we obtain the valuation whose domain is the empty set (its existence is guaranteed by axiom Axioms M2 -M4 state that the marginalization preserves coherence of knowledge. Axiom CM1 plays an important role in designing the Message Passing Algorithm (MPA, for short) which will be described later, and axiom CM2 allows to characterize properties of the identity valuations; some of them are given in the Lemma 1 below.
Lemma 1 [Shenoy, 1994] . If axioms C1 -C6, M1 -M4, CM1 and CM2 are satisfied then the following statements hold.
1
Removal
Removal, called also direct difference, is an "inverse" operation to the combination. Formally, it can be defined as a mapping R : V × (N ∪ Z) → N ∪ Z, that satisfies the three axioms:
(R2) For each ρ ∈ N r ∪ Z r and for each r ⊆ X there exists an identity ι r such that ρ R ρ = ι r .
Note that we can define the (pseudo)-inverse of a normal valuation by setting ρ −1 = ι ∅ R ρ. The main properties of removal are summarized in Lemma 2 given below.
Lemma 2 [Shenoy, 1994] . Suppose that σ, τ ∈ Vand ρ ∈ N ∪ Z. Then: 3
The propagation algorithm
With the concepts already introduced we define a VBS as a 5-tuple (X , S, (σ s ) s∈S , ⊗, ↓), where S is a family of subsets of the set of variables X . The aim of uncertain reasoning is to find a marginal valuation ρ = (⊗σ s |s ∈ S) ↓r , r ⊆ s, s ∈ S.
(1)
To apply the method of local computations, called the message-passing algorithm (MPA, for brevity) observe first that (X , S) is nothing but a hypergraph. With this hypergraph we associate so-called Markov tree T = (H,E) i.e. a hypertree, or acyclic hypergraph, (X , H), being a covering of (X , S) and organized in a tree structure -see [Shenoy, 1989] for details. We say that (X , H) covers (X , S) if for each s in S there exists h in H such that s ⊆ h. Now if (X , H) is a hypertree if it can be reduced to the empty set by recursively: 1) deleting vertices which are only in one edge, and 2) deleting hyperedges which are subsets of other hyperedges. These two steps define so-called Graham's test. The sequence of hyperedge deletion determines a tree construction sequence (i.e. a set of undirected edges E) for a Markov tree T. Let us consider e.g. the hypergraph H 1 = {{X 1 , X 7 , X 8 }, {X 2 , X 5 , X 6 , X 7 }, {X 3 , X 6 }, {X 4 , X 5 }, {X 8 , X 9 , X 10 }, {X 10 , X 11 , X 12 }} (see Fig.1 ). We see that variables X 1 , X 3 , X 4 , X 11 , X 12 are contained in only one edge. We delete them getting the hypergraph H 1 = {{X 7 , X 8 }, {X 2 , X 5 , X 6 , X 7 }, {X 6 }, {X 5 }, {X 8 , X 9 , X 10 }, {X 10 }}. But then hyperedges {X 6 } and {X 5 } are contained in {X 2 , X 5 , X 6 , X 7 }, and {X 10 } in {X 8 , X 9 , X 10 }. So we delete them getting H 1 = {{X 7 , X 8 }, {X 2 , X 5 , X 6 , X 7 }, {X 8 , X 9 , X 10 }}. Now variables X 2 , X 5 , X 6 , X 9 , X 10 are contained in only one edge each. We get H 1 = {{X 7 , X 8 }, {X 7 }, {X 8 }}.
Now hyperedge {X 7 , X 8 } contains both {X 7 } and {X 8 }, hence we get finally H 1 = {{X 7 , X 8 }}, as the result of the Graham test which indicates that H 1 is a hypertree. Now, the message passing algorithm can be summarized as follows: it tells the nodes of a Markov tree in what sequence to send their messages to propagate the local information throughout the tree. The algorithm is defined by two parts: a fusion rule, which describes how incoming messages are combined to make marginal valuations and outgoing messages for each node; and a propagation algorithm, which describes how messages are passed from node to node so that all of the local information is globally distributed. Just as propagation takes place along the edges of the tree, fusion takes place within the nodes. It is important to notice that in fact the MPA coincides with the two steps determining the tree construction sequence (i.e. Graham's test).
Computing marginals in a Markov tree
Assume that we have constructed a Markov T = (H,E) tree representative of a given VBS, and let us assign a unique number i ∈ I = {1, 2, ..., n}, n =Card(H), to each node in the tree. Denote V i the original valuation stored in the i-th node of the tree, and R j the resultant valuation computed for j-th node according to the rule (1). Following [Shenoy, 1989] this R j is computed due to the rule
where N (j) stands for the set of neighbours of the node j in the Markov tree, ↓ j means marginalization to the set of variables corresponding to the node j, and M i→j is the message sent by node i to the node j calculated according to the equation (3)
It is obvious, that to find R j we place the node j in the root of the Markov tree and we move successively from leaves of the tree to its root. Note that if k is a leaf node and ι is its neighbour, then M k→i = (V k ) ↓i , hence (2) and (3) are defined properly.
A disadvantage of this algorithm is such that we can compute marginals for sets contained in the family H, or for subsets of these sets only. To find marginal for a any subset of variables we need a more elaborated approach. This problem was studied firstly by Xu [1995] . Below we present its more economical modification.
First of all we need a generalization of a set chain representation, which has the next form under probabilistic context [Lauritzen & Spiegelhalter, 1988] : For a given tree construction sequence {h 1 , h 2 , ..., h 2 } by a separator we understand a set s i such that s i = h i ∩ (h 1 ∪ h 2 ∪ ... ∪ h i−1 ). Separators are easily identified in a Markov tree, namely if {h i , h j } ∈ E then s i = h i ∩ h j . Now, with given tree construction sequence the joint probability distribution can be represented as follows P (x 1 , x 2 , ..., x n ) = R 1 {(R i /S i )|i = 2, ..., n} (4) where R i and S i are the marginal probabilities defined over the set of variables represented by the sets h i and s i , respectively. It appears, that for all VBS's this property can be nicely extended, as we can see below. First we prove a lemma on an important property of VBS removal operator 1 Lemma 3 In Valuation-Based Systems, the following property of removal operator holds:
So we get due to axiom CM2 ρ ⊗ ι ρ ↓r = ρ.which proves our claim. Q.e.d.2
Now let us try to transform a Markov tree valuation to the form similar to equation (4).
Assume that we have constructed a Markov tree T = (H,E) representative of a given VBS, and let us assign a unique number i ∈ I = {1, 2, ..., n}, n =Card(H), to each node in the tree. Denote V i the original valuation stored in the i-th node of the tree. Let us consider the following transformation algorithm: starting with the node k=n down to 1 we run a "valuation move" step such that we will "move" valuation from nodes with smaller number i to ones with higher one so that final valuation stored in the k-th node of the tree will be R k R S k , where R k and S k are the marginal valuations defined over the set of variables represented by the sets h k and s k , respectively. Each step is a kind of unidirectional message-passing (towards the actual node k) in that a message is calculated at a node and then (1) removed from the valuation of the node and (2) added to the node closer to k. The valuation of nodes i = 1, ..., k at the beginning of step concerning node k is denoted with V i,k . At the end of a step, the valuation is denoted with V i,k−1 except for node k which is denoted with R k R S k The Algorithm: begin 1. for k := n step -1 downto 1 V k,n := V k 2. for k:=n step -1 downto 2 begin (a) Construct a subtree Γ k = (H k , E k ) of T consisting only of nodes H k = {1, ..., k}. (b) Introduce the order < k compatible with the tree Γ k , but such that the node k is considered as its root (the smallest element in < k ). (c) Mark all nodes of the Γ k inactive (d) while the the direct successor of node k in ordering < k inactive if, in ordering < k , all direct successors of node i are active, then: begin i. Active node i ii. Denote all its direct successors as inactive iii. Let j be direct predecessor of i in < k iv. Calculate
where N (i) k stands for the set of neighbours of the node i in the Markov subtree Γ k , end (e) Let k+ denote the direct successor of node k in < k Calculate where R stands for the joint valuation defined over X .
PROOF:
In any subtree Γ k for any node i with predecessor j in < k except k and k+ we have, due to Lemma 3
hence update on passage of activation does not change the joint valuation. Also we have that
The theorem is then provable by induction (on k running from n to 1) Q.e.d.2
THEOREM 5 In the previous theorem, R i = R ↓hi PROOF: It is easily seen that R k is always the projection of the joint valuation of the subtree Γ k (compare the message passing algorithm of Shenoy and Shafer [1986] ). Hence especially R n is the projection of R onto node n. Further, let R Γ k = V k,k × (⊗{V i,k |i = 1, 2, ..., k − 1} Then, due to CM1 we have:
. This implies, by induction, that R k is the projection of R onto node k for every k = 1, 2, ..., n.
Q.e.d.2
These two theorems 4, 5 may be summarized as follows. THEOREM 6 Let T = (H,E) be a Markov representative of a VBS (X , S, (σ s ) s∈S , ⊗, ↓). Let R i stands for the valuation marginalized to the set v i of variables and S j stands for the marginal potential assigned to the separator of the pair {h i , h j }. Then
where R stands for the joint valuation defined over X .
Note that this theorem and the subsequent one are generalizations of theorems presented by Wierzchoń, [1995] , in that the restricting condition that the removal operation has to satisfy the property (ρ ⊗ σ) R (δ ⊗ σ) = (ρ R δ) for any normal valuations ρ, σ and δ has been dropped. They represent also generalizations of properties of Dempster-Shafer belief functions presented in [Klopotek, 1994] and [Klopotek, 1995] .
With the theorem 6 we can easily compute join valuations for subsets being set theoretical union of members of the family H. This fact presents Theorem 7 below. THEOREM 7 Let Γ = (N, F) be a subtree of a Markov tree T = (H, E) satisfying assumptions of Theorem 6 Assume that for each node h j ∈ H the marginal valuation, R j , has been already computed. If h r stands for the root node in the subtree Γ then
where ∪N stands the set theoretical union of all sets contained in N.
The result is straight-forward if we recall the axiom CM1 and the separator property of the Markov tree. Q.e.d.2
Now, if h ⊆ ∪N then R ↓h is computed as (R ↓∪N ) ↓h . Xu [1995] proposed the local computation technique to find such a marginal: it is simple consequence of Theorem 7 above and of Lemma 2.5 in [Shenoy, 1994] .
The problem of query processing was formulated by Pearl [1988] first. In this approach we modify the original Bayesian belief network by adding new nodes with appropriate edges. Consider for instance the query q = (x 1 ∧ x 2 ) ∨ x 3 -see ( [Pearl, 1988] , p. 224). Obviously, this q introduces new subset h = {x 1 , x 2 , x 3 } to H. In Pearl's approach we add two additional nodes joined to the original network by three edges.
This approach suffers from several disadvantages. Adding new nodes to a belief network may change, even radically, the structure of the corresponding hypergraph which makes reconstruction of the Markov tree necessary, which is time-consuming. In the process, also Markov tree may change radically and practically all valuations have to be recalculated.
In practice, query q may be frequently expressed in form of a single conjunction of elementary (that is mutually exclusive) expressions or a disjunction of a few conjunctions. E.g.: the query q = (x 1 ∧ x 2 ) ∨ x 3 may be restated as q = (x 1 ∧ x 2 ∧ ¬x 3 ) ∨ x 3 where conjuctions (x 1 ∧ x 2 ∧ ¬x 3 ) and x 3 are mutually exclusive. It can be shown that calculation of such a query can be done without modification of Markov tree. Under probabilistic settings as well as in DST, if A and B are mutually excluding conditions then ρ(A ∨ B) = ρ(A)+ρ(B). (In our example: ρ((x 1 ∧x 2 ∧¬x 3 )∨x 3 ) = ρ(x 1 ∧x 2 ∧¬x 3 )+ρ(x 3 ). Therefore, in our approach we must simply compute R ↓h (with h being the set of variables appearing in the query q), and next we should find valuations over the set of configurations logically equivalent to q. In our example we find valuation first for configuration: X 1 = true, X 2 = true, X 3 = f alse, universe value for other variables, and then for configuration X 3 = true, universe value for other variables.
The only problem is to find the subtree Γ with h ⊆ ∪N. In [Wierzchon, 1995] it was shown that the minimal subtree, in the sense that ∪N is as small as possible, can be found by applying modified Graham's test. The modification concerns step (1) of this test: a variable is deleted only if it does not belong to the set h.
Consider e.g. again the hypergraph H 1 = {{X 1 , X 7 , X 8 }, {X 2 , X 5 , X 6 , X 7 }, {X 3 , X 6 }, {X 4 , X 5 }, {X 8 , X 9 , X 10 }, {X 10 , X 11 , X 12 }} (see Fig.1 ). We see that variables X 1 , X 3 , X 4 , X 11 , X 12 are contained in only one edge, but X 1 , X 3 are in h. We delete only the other getting the hypergraph H 1 = {{X 1 , X 7 , X 8 }, {X 2 , X 5 , X 6 , X 7 }, {X 3 , X 6 }, {X 5 }, {X 8 , X 9 , X 10 }, {X 10 }}.
But then hyperedge {X 5 } is contained in {X 2 , X 5 , X 6 , X 7 }, and {X 10 } in {X 8 , X 9 , X 10 }. So we delete them getting H 1 = {{X 1 , X 7 , X 8 }, {X 2 , X 5 , X 6 , X 7 }, {X 3 , X 6 } , {X 8 , X 9 , X 10 }}. Now variables X 2 , X 5 , X 9 , X 10 are contained in only one edge each, however X 2 is in h. We get H 1 = {{X 1 , X 7 , X 8 }, {X 2 , X 6 , X 7 }, {X 3 , X 6 }, {X 8 }}. Now hyperedge {X 1 , X 7 , X 8 } contains {X 8 }, hence we get H 1 = {{X 1 , X 7 , X 8 }, {X 2 , X 6 , X 7 }, {X 3 , X 6 }}.
X 8 appears only in one edge, so we get finally H 1 = {{X 1 , X 7 }, {X 2 , X 6 , X 7 }, {X 3 , X 6 }}.
No further reduction by modified Graham test is possible.
We con-clude that out of 6 hyperedges of H 1 only three {X 1 , X 7 , X 8 }, {X 2 , X 5 , X 6 , X 7 }, {X 3 , X 6 } are necessary for query answering calculations (see Fig.2 ), and that {X 2 , X 5 , X 6 , X 7 } may be projected to {X 2 , X 6 , X 7 }, and {X 1 , X 7 , X 8 } onto {X 1 , X 7 }. This procedure is much more effective than that one suggested by Xu [1995] , because this last method heavily depends on the topology of a Markov tree.
We can, however, pose the question, whether or not the optimal subtree of the Markov tree T = (H, E) with hypertree H covering an original hypergraph S would be "better" for query answering than an optimal hypertree cover T' = (H', E') of the result of the above-mentioned modified Graham test run over the original hypergraph S. The answer to this question is rather ambiguous. We can clearly construct examples where T' would be more optimal than the subtree T in terms e.g. of the maximum number of nodes in an edge. However, we must take into account that for each query not only T' but also the valuation for each node of the tree T' has to be calculated from the entire hypergraph S. But we do not need to do that with subtrees of T, because we have to calculate the R j 's for a given tree T once and we do not need to recalculate them when selecting a subtree, and if the subtree is small enough we save much calculation compared with processing of T' (even if T' has a more optimal structure for a given query).
Concluding this paper we want to stress that this approach is implemented in the VBS system designed by our group.
