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Resumen 
En este trabajo, tres descriptores: la dimensión de correlación, el exponente de 
Lyapunov y la entropía aproximada, son calculados a partir de series de tiempo 
procedentes de mediciones de fonocardiogramas, con el propósito de entrenar una red 
neuronal auto-organizada para clasificar afecciones cardíacas. El uso de la red 
neuronal, en conjunto con descriptores caóticos y estadísticos, muestran un buen 
desempeño y capacidad para lograr una segmentación entre clases.  
Palabra(s) Clave(s): análisis de series de tiempo, entropía aproximada, 
fonocardiograma, reconstrucción del atractor, red neuronal auto-organizada, teoría de 
caos. 
1. Introducción
En la actualidad el ser humano se ha enfocado en desarrollar áreas científico-técnicas 
que le permita generar procesos multidisciplinarios en donde las bases del 
conocimiento no permanezcan afines a una sola área. El tratar a los problemas con 
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este enfoque, permite contar con un mayor número de herramientas para el tratamiento 
o análisis de sistemas, tal es el caso del estudio de las señales biológicas, las cuales a
lo largo de los últimos años han recibido un gran interés debido a su comportamiento 
irregular en el tiempo, lo que conlleva a que se trate de un sistema dinámico altamente 
impredecible. 
El interés en su estudio ha derivado en la generación de conocimiento y herramientas 
que tratan de caracterizar y cuantificar cada una de las propiedades que conforman a 
las señales. De esta manera surgen algoritmos de análisis que buscan darle solución a 
ello, permitiendo así contar con un estudio en tiempo real de las mismas. Trabajos 
como los reportados en [1], [2], y [3] describen resultados en el análisis de señales del 
corazón, pulmón y cerebro en donde han sido empleadas técnicas estocásticas, Teoría 
de Caos y análisis en tiempo y frecuencia para modelar y extraer características de las 
mismas. 
Dentro de los resultados encontrados en el análisis de señales biológicas se encuentran 
herramientas derivadas del estudio del Caos que, en conjunto con paradigmas de 
aprendizaje, han demostrado un porcentaje de efectividad elevado en la obtención y 
clasificación de parámetros para la caracterización de señales. Trabajos como los 
reportados en  [4] y [5] han expuesto una comparación entre distintos métodos para la 
clasificación de cardiopatías y cuyos resultados arrojan una tendencia a lograr un mejor 
resultado al utilizar técnicas como máquinas de soporte vectorial y redes neuronales en 
conjunto con elementos caóticos. Estos hechos abren la oportunidad para la aplicación 
de análisis como [6] y [7], en la implementación de un algoritmo capaz de clasificar 
señales biológicas, específicamente del corazón, para la prevención o tratamiento 
oportuno de enfermedades cardiacas. 
Este trabajo aborda el estudio de señales del corazón, particularmente 
fonocardiogramas, para su clasificación, mediante la extracción de descriptores caóticos 
y de uso de una red neuronal auto-organizada, con la finalidad de identificar afecciones 
cardiacas. 
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Este documento se encuentra organizado de la siguiente forma: la sección número dos 
presenta información técnica acerca de la adquisición de las señales del corazón y las 
afecciones que son el objeto de estudio. Así mismo, se introduce los algoritmos de 
Grassberger-Procaccia [8] y Rosenstein [9] para el cálculo de la dimensión de 
correlación y el exponente de Lyapunov respectivamente, se describe la Entropía 
Aproximada [10] y se detalla cómo se utilizan estos descriptores para entrenar la red 
neuronal. Los resultados obtenidos de la aplicación de la red son analizados en la 
sección tres. Finalmente se presentan algunas conclusiones. 
2. Desarrollo
2.1. Adquisición de señales 
Para el objeto de estudio se han seleccionado dos bases de datos provenientes de [11], 
las cuales se encuentran conformadas por archivos de audio cuya longitud varía entre 1 
a 30 segundos y proceden de un estudio clínico en hospitales en el que se empleó un 
estetoscopio digital llamado DigiScope. A su vez, estos archivos se encuentran 
segmentados en dos categorías: señales de corazón normales y con murmullo. 
La primera categoría se trata de sonidos provenientes de corazones sanos y se 
conforma por 200 muestras, mientras que la segunda categoría contiene 92 modelos de 
sonidos inusuales en el ciclo del latido del corazón, cuyas características se explican en 
[12]. Ambas categorías han sido obtenidas de niños y adultos en diferentes estados de 
relajación y excitación mediante la técnica de auscultación, descrita en [13], y pueden 
contener ruidos derivados de la respiración o del ambiente en el que se realizan las 
pruebas. Algunos ejemplos de las señales a analizar son mostrados en (Fig. 1). 
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Fig. 1. Señal de corazón sana y con murmullo. 
2.2. Reconstrucción del atractor 
Antes de aplicar el algoritmo de Grassberger-Procaccia [8] para calcular el exponente 
de Lyapunov, es necesario reconstruir la dinámica del espacio de estados a partir de la 
serie de tiempo. Para ello se hace uso del método Coordenadas Retrasadas [14], en 
donde se crean vectores D-dimensionales con retrasos de la señal original: 
  ,  	 
… ,  	   1																			  (1)
En donde T describe la separación en múltiplos del tiempo de muestreo entre los 
valores de la serie de tiempo que son utilizados como coordenadas para cada vector y 
que se denota como el tiempo de retraso, y D es la dimensionalidad de los vectores 
reconstruidos, llamada dimensión de empotramiento. Para calcular estos parámetros en 
(1), se hace empleo de los algoritmos de Falsos Vecinos Cercanos y Promedio de 
Información Mutua [14]. Obteniendo de esta manera para la categoría de señales de 
corazón sanas D = 4  y para la categoría de señales con murmullo D = 3. Mientras que 
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el tiempo de retraso en la primera categoría varía entre T = 19 a T = 21 y para la 
segunda se obtienen valores entre T = 14 a T = 20. 
2.3. Dimensión de correlación 
Otorga un significado físico a las regiones de un atractor al resaltar las órbitas que son 
visitadas con mayor frecuencia, obteniendo así una cuantificación precisa de la 
naturaleza fractal del atractor [15]. Para ello, se construye una función C(r) que 
denotará la probabilidad de que dos puntos, seleccionados arbitrariamente de la 
trayectoria de la reconstrucción del atractor,  se encuentren en el vecindario de un 
elemento volumétrico D-dimensional con radio r [8]. Está función es entonces 
normalizada de tal forma que cuando r es lo suficientemente grande, se obtiene C(r) = 
1. Al asumir que se toman N puntos del espacio de estados de la trayectoria, se tiene
que: 
  	 

∑ ∑ 

    (2) 
En la ecuación (2)  representa la función Heaviside y r es la separación entre los 
puntos i y j que se calcula a través de la norma Euclidiana.  Al graficar log(C(r)) contra 
log(r) se produce una línea recta cuya pendiente en los límites de valores pequeños de 
r y valores grandes de N es la dimensión de correlación: 
  lim!→# lim→$
%&'()!
%&'(!
(3) 
2.4. Exponente de Lyapunov 
Representa una medida cuantitativa de la divergencia exponencial de las trayectorias 
que indica la sensibilidad o dependencia de los estados futuros de un sistema bajo 
ciertas condiciones iniciales [9]. Para un sistema determinista, si su valor es positivo 
entonces, dos trayectorias que en un inicio se encontraban muy próximas, se separan 
en el tiempo, indicando comportamiento caótico en el sistema. 
Pistas Educativas, No. 112, Noviembre 2015. México, Instituto Tecnológico de Celaya. 
- 
Pistas Educativas Año XXXVI   -   ISSN 1405-1249 
Certificado de Licitud de Título 6216; Certificado de Licitud de Contenido 4777; Expediente de Reserva 6 98 92  
~1395~ 
De esta manera una perturbación infinitesimal inicial crecerá exponencialmente y, a la 
razón de crecimiento que tenga, se le conoce como exponente de Lyapunov:  
⋋

+,
 ∑ -‖/0‖	1  1, … , 00  (4) 
Donde ⋋ es el i-ésimo exponente de Lyapunov, T es el tiempo entre muestras,  es la 
i-ésima componente de y y / es la desviación en la trayectoria de dos condiciones 
iniciales arbitrariamente cercanas.  
Rosenstein [9] desarrolló un algoritmo para el cálculo del máximo exponente de 
Lyapunov a partir de una serie de tiempo. El primer paso consiste en la reconstrucción 
del atractor. Después de esto se calcula el vecino más cercano para cada uno de los 
vectores que representa la trayectoria del atractor y el máximo exponente de Lyapunov 
es estimado como la tasa media de las separaciones de estos vecinos. Al asumir una 
separación determinada por el máximo exponente de Lyapunov (⋋), entonces al tiempo 
t, la divergencia promedio será: 
 23~5⅄∆8  (5) 
En donde d(t) es el promedio de la divergencia de la trayectoria en el tiempo t, C es una 
constante de normalización que multiplica a la separación inicial entre trayectorias del 
atractor. Partiendo de (5), se llega a que la distancia obtenida de los vecinos cercanos 
será igual a la distancia mínima inicial. 
2 ≈	5⅄∆8 (6) 
Por lo que realizando un ajuste por mínimos cuadrados se busca la línea p que mejor 
se ajuste, obteniendo así el máximo exponente de Lyapunov. 
:1  
∆8
-	21 (7) 
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2.5. Entropía aproximada 
Es un indicador no lineal que permite cuantificar el grado de complejidad de un sistema 
a partir de una serie de tiempo. Permite discriminar señales en función de su 
regularidad sin tener en cuenta el modelo de sistema que las generó, en consecuencia, 
es independiente de la naturaleza de la señal [10]  
La Entropía Aproximada se calcula al medir la semejanza logarítmica entre patrones 
consecutivos de longitud m que pertenecen a una secuencia x(n) de N muestras y que 
tengan una diferencia menor que r veces la desviación estándar de x(n). 
De esta manera, al tener N muestras de la serie x(n), para calcular la entropía 
aproximada primero se generan N-m+1  patrones denominados X(1) … X(N-m+1),  con 
X(i) = [x(i), x(i+1),…,x(i+m-1)] donde i = 1,2, …, N-m+1, representando m valores 
consecutivos de x(n) y se obtiene la frecuencia de patrones similares de longitud m con 
tolerancia r a través de: 
!;1 
%<,<=!
;
	 , >  1,2, … @ A 	 1,∀	j	 ≠ i	 (8) 
Donde d[X(i) , X(j)] cuantifica la cantidad de patrones similares separados j veces un 
máximo de m muestras que tienen una diferencia menor a la tolerancia r, así: 
 2D1, D>  	max0,,…,;G1 	 H  1  > 	 H  1I	 (9) 
Se calcula el logaritmo de cada !;1 y se promedia para todas las muestras N: 
!; 

;
∑ !;1
;
  (10) 
Finalmente, se aumenta la dimensión en m+1 y se calcula nuevamente (10). Al ser un 
número finito, la entropía aproximada se obtiene mediante: 
J:K,A, , @  	!;  !; (11) 
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2.6. Clasificación de la información 
En esta sección se aborda el problema de la clasificación de las dos clases de señales 
del corazón con el uso de una red neuronal auto-organizada. El objetivo es dividir el 
espacio de estados que contiene las características en regiones separadas para cada 
una de las diferentes clases de señales del corazón a través de un vector de clases 
para el entrenamiento de la red. Para ello se crea un vector L  LM, LN, LO con tres 
componentes:  
LM: QRSTUVRóU	XT	YZ[[T\]^RóU 
LN:_áaRSZ	TabZUTUcT	XT	de]bfUZg 
LO: hUc[Zbí]	]b[ZaRS]X] 
Este vector es empleado como entrada para el entrenamiento de la red neuronal de la 
(Fig. 2) El funcionamiento consiste en inicializar los pesos entre capas con valores 
pequeños y a través de un aprendizaje no supervisado y competitivo se ajustan los 
pesos para cada uno de los patrones de entrada, siendo que la neurona con el menor 
valor de la función discriminante será la que determine la ubicación espacial de la 
topología del vecindario que contiene a las neurona excitadas, proporcionando así la 
base para la cooperación entre las neuronas vecinas. Finalmente, las neuronas 
excitadas se adaptan al ajustar sus pesos de conexión en relación a la neurona 
ganadora, de tal forma que la respuesta a un patrón de entradas similares es 
alcanzado.  
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Fig. 2. Esquema de red neuronal auto-organizada. 
El esquema de la red neuronal en la (Fig. 2)  fue implementado utilizando Matlab® 
R13b y su Toolbox para redes neuronales. Se seleccionó un total de 25 neuronas para 
la capa oculta y a continuación se presentan los resultados obtenidos. 
3. Resultados
Los resultados de la aplicación de los algoritmos de la sección III y clasificación IV son 
presentados a continuación. Primero, se muestran los resultados en la extracción de los 
descriptores, comenzando por la reconstrucción de Atractor para la obtención de la 
dimensión de correlación y máximo exponente de Lyapunov, ejemplo de esta 
reconstrucción se pueden observar de la (Fig. 3) a la (Fig. 8), seguido a esto, se 
prosigue con un análisis de los resultados del parámetro conocido como Entropía 
Aproximada. Finalmente, en la a (Fig. 11) y  (Fig. 12) se presentan los resultados de la 
clasificación. 
3.1. Extracción de descriptores 
La reconstrucción del atractor para la obtención de la dimensión de correlación arrojó 
que para la señal de corazón sana los valores oscilan entre 1.4215 a 1.8081, mientras 
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que para la señal con murmullo en el corazón se obtuvo un rango entre  1.5547 a 
1.8785. 
El análisis para la obtención del máximo exponente de Lyapunov muestra que para las 
señales de corazón sano se tiene un rango de valores mínimo y máximo entre 0.01367 
a 0.05041; y para señales con murmullo se tiene que el valor máximo es 0.04664 y el 
valor mínimo es de 0.00666. 
Fig. 3. Reconstrucción del atractor, señal del corazón con murmullo: 
Proyección plano X-Y. 
Fig. 4. Reconstrucción del atractor, señal del corazón con murmullo: Proyección plano X-
Z. 
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Fig. 5. Reconstrucción del atractor, señal del corazón con murmullo: Proyección plano Y-
Z. 
Fig. 6. Reconstrucción del atractor, señal del corazón sano: Proyección plano X-Y. 
Pistas Educativas, No. 112, Noviembre 2015. México, Instituto Tecnológico de Celaya. 
- 
Pistas Educativas Año XXXVI   -   ISSN 1405-1249 
Certificado de Licitud de Título 6216; Certificado de Licitud de Contenido 4777; Expediente de Reserva 6 98 92  
~1401~ 
Fig. 7. Reconstrucción del atractor, señal del corazón sano: Proyección plano X-Z. 
Fig. 8. Reconstrucción del atractor, señal del corazón sano: Proyección plano Y-Z. 
El método de entropía aproximada muestra una variación para señales de corazón sano 
entre 0.32489 a 0.92903 y para señales con murmullo se tiene un rango entre  0.38198 
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a 0.95668. En la (Fig. 9)  y (Fig. 10) se muestra la distribución de estos descriptores 
para todas las muestras analizadas. 
Fig. 9. Espacio de descriptores. 
Fig. 10. Espacio de descriptores. 
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3.2. Clasificación 
Los resultados del entrenamiento de la red neuronal se muestran en la (Fig. 11) y (Fig. 
12). En la (Fig. 11) se aprecia el plano de los pesos para cada una de las entradas del 
vector g, esta figura es una representación de la forma en que se distribuyen cada una 
de los pesos que conecta a cada una de las entradas con las neuronas que conforma la 
red neuronal, si el patrón de entrada es muy similar, entonces las entradas se 
encuentran altamente correlacionadas.  De esta forma, se puede apreciar que para la 
entrada LM  y LN se logra encontrar una similitud entre entradas que denota una 
segmentación entre las clases de señal del corazón sano y con murmullo, mientras que 
para la entrada LO, las entradas no generan una aglomeración que permita denotar una 
correlación entre clases, lo que ocasiona errores en el proceso de segmentación. Así 
mismo, en la (Fig. 12) se visualizan las distancias entre las conexiones de los pesos con 
las neuronas que generan la red neuronal, algunas de estas muestras se encuentran 
demasiado cercanas una de otras, lo que contribuye a obtener errores en la 
clasificación de las clases.   
Fig. 11. Distribución de los pesos. 
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Fig. 12. Posición de los pesos. 
A fin de mostrar el desempeño del clasificador, en la (Fig. 13) se presenta la gráfica 
Característica Operativa del Receptor (ROC), calculando el área bajo la curva (AUC). 
Se observa que para la clase normal se tiene un valor igual a 0.8334 el cual indica que 
la precisión en la clasificación es aceptable para esta clase, sin embargo, al obtener el 
segundo valor AUC se tiene un valor de 0.6053 que denota una precisión regular en la 
identificación de esta clase. 
Fig. 13. Característica Operativa del Receptor. 
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4. Conclusiones
En este trabajo preliminar se han obtenido tres descriptores para la caracterización de 
dos clases de señales provenientes del corazón. La dimensión de correlación, el 
exponente de Lyapunov y la entropía aproximada fueron calculados para probar un 
sistema de clasificación basado en estás características.  
Aunque los resultados muestran una segmentación en el entrenamiento de la red 
neuronal, la eficiencia en los resultados de clasificación demuestra que existen aún 
problemas de discriminación entre los descriptores que caracterizan las señales del 
corazón, por lo que el introducir y/o cambiar un descriptor podría mejorar la eficiencia y 
precisión en la clasificación. Así mismo, se abre la oportunidad de emplear esta técnica 
en aplicaciones en tiempo real para el reconocimiento de afecciones cardíacas, no 
solamente murmullo en fonocardiogramas. 
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