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ROBINSON-SCHENSTED-KNUTH CORRESPONDENCE IN THE
REPRESENTATION THEORY OF THE GENERAL LINEAR GROUP
OVER A NON-ARCHIMEDEAN LOCAL FIELD
MAXIM GUREVICH AND EREZ LAPID
Abstract. We construct new “standard modules” for the representations of general lin-
ear groups over a local non-archimedean field. The construction uses a modified Robinson-
Schensted-Knuth correspondence for Zelevinsky’s multisegments.
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1. Introduction
The Zelevinsky classification is one of the cornerstones of the representation theory of
reductive groups over a non-archimedean local field F [25]. It classifies the equivalence
classes of the irreducible representations of the general linear groups of all ranks over F in
terms of multisegments, which are essentially a combinatorial object.
The irreducible representations are all obtained as socles of certain standard modules
(that are also indexed by multisegments). The standard modules admit a simple description
(which enables to compute their characters for instance) and constitute a basis for the
Grothendieck group. The situation is analogous to that in category O where the Verma
modules play the role of standard modules. This is in fact not a coincidence. It is explained
by the Arakawa–Suzuki functors [1] which provide a link between category O of type A
and representations of GLn(F ), n ≥ 0. See [4, 10, 15] for more details.
In this paper we present a new class of RSK-standard modules, that are parabolically
induced from ladder representations. Its construction relies on an application of the well-
known Robinson–Schensted–Knuth (RSK) correspondence. The new class is again in bi-
jection with irreducible representations, in such a way that each irreducible representation
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is realized as a subrepresentation (and conjecturally, the socle) of the corresponding RSK-
standard module.
Ladder representations are a class of irreducible representations with particularly nice
properties [4,12,13]. In particular, parabolic induction from the ladder class is well under-
stood.
Let us describe our construction in more detail. Roughly speaking, a multisegment m
is a collection of pairs of integers [ai, bi], i = 1, . . . , n, with ai ≤ bi. Denote by Z(m) the
irreducible representation of GLN(F ) corresponding to m, as defined by Zelevinsky.
From a different perspective, the RSK correspondence attaches to m a pair of semistan-
dard Young tableaux of the same shape of total size n. For our purposes it will be more
convenient to use a modified version of RSK, m 7→ (Pm, Qm) where Pm and Qm are inverted
Young tableaux (of the same shape, of total size n). By an inverted Young tableau we
mean that the rows are strictly decreasing and the columns are weakly decreasing, unlike
the usual convention (in which the rows are weakly increasing and the columns are strictly
increasing). As in the classical case, Pm is filled by the ai’s and Qm by the bi’s.
Suppose that the pair (Pm, Qm) is given by
Pm =
c1,1 c1,2 . . . c1,λ2 . . . c1,λ1
c2,1 c2,2 . . . c2,λ2
...
...
...
ck,1 . . . ck,λk
Qm =
d1,1 d1,2 . . . d1,λ2 . . . d1,λ1
d2,1 d2,2 . . . d2,λ2
...
...
...
dk,1 . . . dk,λk
To each row of the resulting shape we attach a ladder representation by setting
pii = Z([ci,1, di,1] + . . .+ [ci,λi, di,λi]), i = 1, . . . , k .
The RSK-standard module attached to m is now defined as
Λ(m) = pik × · · · × pi1 ,
where the (Bernstein-Zelevinsky) product denotes (normalized) parabolic induction.
Our main result is the following.
Theorem 1.1. For every multisegment m, Z(m) occurs as a subrepresentation of Λ(m).
More precisely,
Z(m) ∼= soc(soc(. . . soc(soc(pik × pik−1)× pik−2)× . . . × pi2)× pi1) .
Here, soc(τ) stands for the socle (i.e., the maximal semisimple subrepresentation) of a
representation τ .
We expect that as in Zelevinsky’s case, soc(Λ(m)) is itself irreducible (hence isomorphic
to Z(m)) and occurs with multiplicity one in the Jordan–Ho¨lder sequence of Λ(m).
Note that the parameter k = k(m), i.e. the number of rows in the tableaux Pm, Qm, is
the width of the multisegment, as defined and studied in [9]. In particular, it was shown
in [ibid.] that k is the minimal number of ladder representations whose product contains
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Z(m) as a subquotient. In that respect, the RSK-standard modules possess a minimality
property.
The case of Theorem 1.1 with k(m) = 2 and certain regularity conditions was previously
shown in [8] using quantum shuffle methods and equivalences to module categories of quiver
Hecke algebras.
A natural question which arises is what can be said about the other irreducible con-
stituents of Λ(m). Based on empirical evidence, we conjecture that for any irreducible
subquotient Z(n) of Λ(m) other than Z(m), the RSK-data (Pn, Qn) is strictly smaller than
(Pm, Qm) with respect to the product order of the domination order of inverted Young
tableaux (see §5). Once again, this would be analogous to the situation for Zelevinsky
classification, where the pertinent partial order on multisegments (as originally defined in
[25]) is closely related to the Bruhat order on the symmetric group.
In particular, this would imply that the classes of RSK-standard modules form a (graded)
Z-basis for (an appropriate subgroup of) the direct sum of the Grothendieck group of
GLn(F ), n ≥ 0.
Recall that the classical RSK correspondence admits several (equivalent) implementa-
tions. For our purposes, it is best to use Knuth’s algorithm [11, §4] which constructs the
Young tableaux row by row, rather than the earlier (and perhaps more commonly used)
Robinson-Schensted insertion/bumping algorithm which fills them box by box. (A pictorial
approach to Knuth’s algorithm was given by Viennot [22].)
The proof of the main result boils down to an intriguing relation between the Knuth
algorithm and the description of the socles of certain induced representations due to the
second-named author and Mı´nguez [14]. In turn, this description is closely related to
the Mœglin–Waldspurger algorithm for the Zelevinsky involution [16, §II.2]. In fact, the
main new combinatorial input (Corollary 3.4), which is interesting in its own right, is that
roughly speaking, under certain conditions the Knuth algorithm commutes with the first
step of the Mœglin–Waldspurger algorithm.
Both the Zelevinsky classification and the RSK correspondence admit geometric inter-
pretations (starting with [23, 24] for the former, [17, 19, 21] for the latter). However, we
are not aware of a geometric interpretation of the abovementioned partial order defined
through RSK. It would be interesting to find a geometric interpretation of the results and
conjectures presented here.
Part of this work was done while the authors were attending the month-long activity
“On the Langlands Program: Endoscopy and Beyond” at the Institute for Mathematical
Sciences of the National University of Singapore, Dec. 2018 – Jan. 2019. The second-
named author wishes to thank the IMS and the organizers of the program for their warm
hospitality.
2. Operations on multisegments
2.1. Multisegments. A segment ∆ (of length b− a+ 1) is a subset of Z of the form
[a, b] = {n ∈ Z : a ≤ n ≤ b}
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for some integers a ≤ b. We will write b(∆) = a and e(∆) = b. We also write
←
∆ =
[a− 1, b− 1] and −∆ = [a + 1, b]. Note that if a = b, then −∆ is the empty set.
We denote by Seg the set of all segments.
Given ∆1, ∆2 ∈ Seg, we write ∆1 ≪ ∆2 if b(∆1) < b(∆2) and e(∆1) < e(∆2). This is a
strict partial order on Seg.
A multisegment is a multiset of segments, i.e., a formal finite sum m =
∑
i∈I ∆i where
{∆i ∈ Seg}i∈I are segments.
We will write minm = mini∈I b(∆i).
By the cardinality |m| of a multisegment we will mean the sum
∑
i∈I |∆i| of the cardi-
nalities of its segments.
For any set X , we denote by N(X) the collection of multisets, that is, sets with multi-
plicities, of elements in X . It has a natural structure of an ordered monoid.
From this point of view, we denote by M := N(Seg) the ordered monoid of multiseg-
ments. If m′ ≤ m we say that m′ is a sub-multisegment of m.
A ladder is a nonzero multisegment of the form
∑k
i=1∆i where ∆i+1 ≪ ∆i for i =
1, . . . , k − 1.
We will write Lad ⊆M for the collection of ladders.
2.2. Mœglin–Waldspurger involution. Let us recall the Mœglin–Waldspurger algo-
rithm from [16, §II.2].
For any multisegment 0 6= m =
∑
i∈I ∆i ∈ M we define a segment ∆
◦(m) and a multi-
segment m† as follows.
Let i1 ∈ I be such that b(∆i1) = minm and e(∆i1) is minimal. If there is no i ∈ I such
that ∆i1 ≪ ∆i and b(∆i) = b(∆i1) + 1, then we set ∆
◦(m) := [i1, i1] ∈ Seg. Otherwise, let
i2 ∈ I be such that ∆i1 ≪ ∆i2 , b(∆i2) = b(∆i1) + 1 and e(∆i2) is minimal with respect to
this property. Continuing this way, we define an integer k > 0 and indices i1, . . . , ik ∈ I,
such that
(1) For all j < k, ∆ij ≪ ∆ij+1 , b(∆ij+1) = b(∆ij ) + 1, and e(∆ij+1) is minimal with
respect to these properties.
(2) There does not exist i ∈ I such that ∆ik ≪ ∆i and b(∆i) = b(∆ik) + 1.
We set ∆◦(m) := [b(∆i1), b(∆ik)] = [minm,minm+ k − 1] ∈ Seg.
We call I∗ = {i1, . . . , ik} ⊆ I a set of leading indices of m. It is not unique, but the
set {∆i1 , . . . ,∆ik} depends only on m. We also write i
∗
min = i1, i
∗
max = ik and denote by
i 7→ i+ : I∗ \ {i∗max} → I
∗ \ {i∗min} the bijection ij 7→ ij+1. The inverse will be denoted by
i 7→ i−.
We set m† :=
∑
i∈I ∆
∗
i ∈M (discarding the summands which are empty sets), where
(1) ∆∗i =
{
−∆i i ∈ I
∗,
∆i otherwise.
We denote the resulting map m 7→ (m†,∆◦(m)) by
MW :M\ {0} →M× Seg .
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We say that m is non-degenerate if ∆∗i 6= ∅, for all i ∈ I. Equivalently, ∆i 6= [minm,minm]
for all i ∈ I.
Applying the mapMW repeatedly we obtain the Mœglin–Waldspurger involution m 7→
m# on M which is the combinatorial counterpart of the Zelevinsky involution [25, §9].
More precisely, m# is defined recursively by
0# = 0, m# = ∆◦(m) + (m†)#.
In particular, the map MW is injective.
2.3. Modified RSK correspondence for multisegments. Let n ≥ 0 be an integer and
λ = (λ1, . . . , λk) a partition of n, i.e. λ1 ≥ · · · ≥ λk > 0 are integers and λ1+ · · ·+ λk = n.
The partition λ gives rise to a Young diagram of size n. The conjugate partition λt := µ =
(µ1, . . . , µl) is given by l = λ1, µj = max{i : λi ≥ j}.
A semistandard Young tableau of shape λ is a filling of a Young diagram of shape λ by
integers, such that the rows are weakly increasing and the columns are strictly increasing.
The classical Robinson–Schensted–Knuth (RSK) correspondence is a bijection between
N(Z×Z) (i.e., multisets of pairs of integers) and pairs of semistandard Young tableaux of
the same shape. We refer to [6, §4] or [20, §7.11-13] for standard references on RSK.
We will consider a slight modification of RSK where semistandard Young tableaux are
replaced by inverted Young tableaux. By definition, an inverted Young tableau of shape λ
is a filing of the Young diagram of λ by integers, i.e. a double sequence zi,j ∈ Z, i = 1, . . . , k,
j = 1, . . . , λi, that satisfies
zi,1 > · · · > zi,λi , ∀i = 1, . . . , k ,
z1,j ≥ · · · ≥ zµj ,j, ∀j = 1, . . . , l .
We denote by T the set of pairs of inverted Young tableaux (P,Q) of the same shape.
(See [17] for a similar nonstandard convention. The appendix of [6] also discusses closely
related variants of RSK.)
Thus, the modified RSK correspondence is a bijection
RSK′ : N(Z× Z) −→ T .
It can be defined using a modification of the Schensted insertion/bumping algorithm where
we replace strict inequalities by weak inequalities in the opposite direction and vice versa.
It is advantageous, however, to use a modification of the Knuth algorithm which we will
recall below. We remark that if RSK′(
∑
i∈I(ai, bi)) = (P,Q), the ai’s and the bi’s comprise
the entries of the tableaux P and Q, respectively.
We may identify Seg as a subset of Z× Z by ∆ 7→ (b(∆), e(∆). Hence, we may identify
M with a subset of N(Z × Z). Thus, for any multisegment m ∈ M we may consider the
pair of inverted Young tableaux
(Pm, Qm) := RSK
′(m) ∈ T .
In what follows we will only consider the restriction of RSK′ to M.
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2.3.1. Ladders and tableaux. First, we would like to be able to describe certain elements
of T in terms of ladders.
Let l1 =
∑k
i=1∆i and l2 =
∑k′
i=1∆
′
i be two ladders with ∆i+1 ≪ ∆i, i = 1, . . . , k−1 and
∆′i+1 ≪ ∆
′
i, i = 1, . . . , k
′ − 1.
We say that l2 is dominant with respect to l1, if k
′ ≥ k and
←
∆i ≪ ∆
′
i for all i = 1, . . . , k.
We say that the pair (l2, l1) is permissible if l2 is dominant with respect to l1 and for all
i = 1, . . . , k and j = 1, . . . , k′ such that
←
∆i ≪ ∆
′
j and either j = k
′ or
←
∆i 6≪ ∆
′
j+1 (and in
particular, j ≥ i), we have e(∆r) ≥ b(∆
′
j−i+r) for all r = 1, . . . , i.
Let us write L′ for the collection of tuples (l1, . . . , lm) ∈ Lad
m, for some m, such that li
is dominant with respect to li+1, for all 1 ≤ i < m.
We may think of L′ as a subset of T as follows. Given l = (l1, . . . , lm) ∈ L
′ where
li =
∑ni
j=1∆
i
j with ∆
i
j+1 ≪ ∆
i
j we construct
(P (l), Q(l)) ∈ T
by letting the (i, j)-th entry in P (l) (resp. Q(l)) be b(∆ij) (resp. e(∆
i
j)). The map l 7→
(P (l), Q(l)) is an injection of L′ into T . Its image is the set of pairs (P,Q) of tableaux of
the same shape such that Pi,j ≤ Qi,j for all entries of the tableaux.
Finally, we denote by L ⊆ L′ the subset consisting of tuples (l1, . . . , lm) ∈ L
′ such that
(li, lj) is permissible for all 1 ≤ i < j ≤ m.
2.3.2. The Knuth implementation. Let us fix a multisegment 0 6= m =
∑
i∈I ∆i ∈ M. We
will explicate (Pm, Qm) introducing some terminology for multisegments.
We define the depth function d = dm : I → Z≥0 by
d(i) = max{j : ∃i0 = i, i1, . . . , ij ∈ I such that ∆ir ≪ ∆ir+1, r = 0, . . . , j − 1} .
We let d = d(m) = maxi∈I d(i) be the depth of m.
It is clear that if d(i) = d(j), then either ∆i = ∆j or ∆i ) ∆j or ∆i ( ∆j .
Lemma 2.1. (1) For any i ∈ I and 0 ≤ k < d(i) there exists i′ ∈ I such that ∆i ≪ ∆i′
and d(i′) = k.
(2) Let i1, i2 ∈ I be such that d(i1) = d(i2) and ∆i2 ⊆ ∆i1. Then for any i ∈ I such
that ∆i2 ⊆ ∆i ⊆ ∆i1 and d(i) > d(i1) there exists j ∈ I such that ∆i2 ⊆ ∆j ⊆ ∆i1,
d(j) = d(i1) and ∆i ≪ ∆j.
Proof. The first part is clear. To prove the second part we argue by induction on d(i)−d(i1).
Let i′ be such that ∆i ≪ ∆i′ and d(i
′) = d(i)−1. Then, b(∆i1) ≤ b(∆i) < b(∆i′). However,
we cannot have ∆i1 ≪ ∆i′ since otherwise d(i1) ≥ d(i
′) + 1 = d(i). Therefore ∆i′ ⊆ ∆i1 .
Similarly, we cannot have ∆i2 ≪ ∆i′ and therefore ∆i′ ⊇ ∆i2 . If d(i
′) = d(i1) we are done.
Otherwise, we apply the induction hypothesis to i′. 
For any k = 0, . . . , d, choose an admissible enumeration {ik1, . . . , i
k
l } of d
−1(k), namely
such that ∆ik1 ⊇ . . . ⊇ ∆ikl , and set jk := i
k
l .
We will say that ikr is a distinguished index (with respect to the enumeration) if either
r = l or ∆ikr+1 6= ∆ikr .
RSK FOR GLn OVER LOCAL FIELD 7
Let σ be the permutation of the index set I, whose cycle decomposition is given by
{(ik1, . . . , i
k
l )}k=0,...,d.
Define
∆′i = [b(∆i), e(∆σ(i))] ∈ Seg, i ∈ I,(2a)
I♮ = {j0, . . . , jd}, I
′ = I \ I♮(2b)
l(m) =
∑
i∈I♮
∆′i, m
′ =
∑
i∈I′
∆′i ∈M .(2c)
For reference, we will write i∨ = σ(i), for all i ∈ I.
Note that for any i ∈ I♮ we have
(3) b(∆′i) = max
j∈I:d(j)=d(i)
b(∆j), e(∆
′
i) = max
j∈I:d(j)=d(i)
e(∆j) .
Thus, it follows from Lemma 2.1(1) that l(m) is a ladder.
Lemma 2.2. Suppose that i, i′ ∈ I are such that ∆i∨ ( ∆i′ ( ∆i. Then, dm(i
′) < dm(i).
Proof. Assume on the contrary that dm(i
′) ≥ dm(i). By Lemma 2.1(2), there is j ∈ I, for
which dm(j) = dm(i), ∆i∨ ⊆ ∆j ⊆ ∆i, and either i
′ = j or ∆i′ ≪ ∆j . In both cases, it is
clear that ∆i∨ ( ∆j ( ∆i. This contradicts the definition of i
∨. 
Lemma 2.3. For all i ∈ I ′ we have dm′(i) ≤ dm(i).
Proof. Note that when i, j ∈ I ′ and dm(i) = dm(j), either ∆
′
i = ∆
′
j or ∆
′
i ( ∆
′
j or ∆
′
i ) ∆
′
j .
Suppose that ∆′jk ≪ . . .≪ ∆
′
j1
≪ ∆′j0 for given indices j0, . . . , jk ∈ I
′. We need to show
that k ≤ dm(jk).
By the remark above dm(jc+1) 6= dm(jc) for all c < k. Suppose on the contrary that
dm(jc+1) < dm(jc) for some c. Since b(∆jc) = b(∆
′
jc
) > b(∆′jc+1) = b(∆jc+1) we necessarily
have ∆jc ( ∆jc+1. Also, by definition of m
′, there exists i1 ∈ I such that dm(i1) = dm(jc+1)
and e(∆i1) = e(∆
′
jc+1
) < e(∆′jc) ≤ e(∆jc). Thus, ∆i1 ( ∆jc for otherwise ∆i1 ≪ ∆jc and
dm(jc) < dm(i1) = dm(jc+1) contradicting our assumption. In particular, by Lemma 2.1(2),
there exists i2 ∈ I such that dm(i2) = dm(jc+1), ∆jc ≪ ∆i2 and ∆i2 ( ∆jc+1. Once again,
by the definition of m′, we necessarily have e(∆′jc+1) ≥ e(∆i2). Hence, e(∆jc) ≥ e(∆
′
jc
) >
e(∆′jc+1) ≥ e(∆i2) in contradiction to the condition ∆jc ≪ ∆i2 .
We conclude that dm(j0) < dm(j1) < . . . < dm(jk), which implies that k ≤ dm(jk) as
required. 
We define a map
K :M\ {0} → Lad×M, K(m) = (l(m),m′) .
It is clear that K(m) is well defined (i.e., does not depend on the choice of admissible
enumerations of the fibers of d). We call l(m) the highest ladder of m and m′ the derived
multisegment of m.
Define recursively
RSK :M→ L′
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by
RSK(0) = ∅, RSK(m) = (l(m),RSK(m′)), m 6= 0.
Adapting the discussion of [11, §4] to our conventions we obtain that
RSK′(m) = (P (RSK(m)), Q(RSK(m))).
2.3.3. On the image of RSK. The fact that we consider only multisegments rather than
multisets of arbitrary pairs of integers means that there are restrictions on the image of
RSK. Let us analyze the situation in more detail.
Let m be a multisegment and l a ladder. We say that l is dominant with respect to
m, if l is dominant with respect to any ladder sub-multisegment of m. We say that the
pair (l,m) is permissible if (l, l′) is permissible (and in particular, dominant) for any ladder
sub-multisegment l′ of m. Denote by A ⊆ Lad×M the set of permissible pairs.
Proposition 2.4. The map K defines a bijection
K :M\ {0} → A.
Moreover, the image of the map RSK is contained in L.
Remark 2.5. The map RSK is not onto L. For instance, ([3, 3]+[1, 2], [2, 3], [1, 2]) is not in
the image of RSK since RSK([1, 3]+ [2, 2]) = ([2, 3], [1, 2]) but ([3, 3]+ [1, 2], [1, 3]+ [2, 2])
is not permissible. We do not know a simple description of the image of RSK.
Proof. Fix 0 6= m ∈M as before.
It follows from Lemma 2.1(1) and equations (3) that
←
∆j ≪ ∆
′
i for any i ∈ I
♮ and j ∈ I
such that d(j) ≥ d(i). In particular,
←
∆′j ≪ ∆
′
i if in addition j ∈ I
′.
It then follows by Lemma 2.3 that l(m) is dominant with respect to m′.
Note that e(∆j) ≥ b(∆i) for all i, j ∈ I with d(i) = d(j). Hence, by (3) and the fact that
l(m) is a ladder, we see that e(∆′j) ≥ b(∆
′
i) for any i ∈ I
♮ and j ∈ I ′ such that d(j) ≤ d(i).
The fact that (l(m),m′) is permissible now follows again from Lemma 2.3. In conclusion,
K(m) ∈ A.
To show that K is a bijection we describe the inverse K′ : A→M\{0} following [6, §4.2].
Suppose that l =
∑
j∈J ∆i, J = {1, . . . , m} is a ladder, such that ∆r+1 ≪ ∆r for all
r = 1, . . . , m−1. Let m =
∑
i∈I ∆i be a multisegment (taking the index sets I, J as disjoint
sets), such that (l,m) is permissible. In particular, l is dominant with respect to m.
We define g = gm,l : I → J and f = fm,l : I → J by
g(i) = max{j ∈ J :
←
∆i ≪ ∆j},
f(i) = min(g(i), {f(j)− 1 : j ∈ I,∆j ≪ ∆i}).
Equivalently,
f(i) = min{g(ik)− k : ∃i = i0, . . . , ik ∈ I such that ∆ir+1 ≪ ∆ir , r = 0, . . . , k − 1}.
By our assumption, f is well defined. Moreover, for any j ∈ J we may write the fiber
Yj = f
−1(j) as Yj = {i1, . . . , ik} (possibly with k = 0) where ∆ir+1 ⊆ ∆ir , r = 1, . . . , k− 1,
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e(∆ik) ≥ b(∆j) ≥ b(∆ik), e(∆j) ≥ e(∆i1). (The condition e(∆ik) ≥ b(∆j) follows from the
permissibility of (l,m).)
Let σ be the permutation of I ∪ J whose cycles are (i1, . . . , ik, j) as we vary over j ∈ J .
For any i ∈ I ∪ J , we set ∆′i = [b(∆σ(i)), e(∆i)]. Note that we still have ∆
′
ir+1
⊆ ∆′ir ,
r = 1, . . . , k − 1 and also ∆′i1 ⊆ ∆
′
j.
Finally, set K′(l,m) =
∑
i∈I∪J ∆
′
i. It is easy to see that K
′ is the inverse of K.
It remains to prove the last statement of the proposition regarding the map RSK. To
that end, we need to show that for any pair (l,m) ∈ A with m 6= 0 we have (l, l(m)), (l,m′) ∈
A as well.
Suppose that (l,m) ∈ A. Assume that {0, . . . , n}∩I = ∅ and write l =
∑n
i=0∆i. Suppose
that
←
∆′i ≪ ∆j for some i ∈ I
♮ and j = 0, . . . , n with j maximal. Let i1, i2 ∈ I be such
that d(i1) = d(i2) = d(i) and ∆
′
i = [b(∆i1), e(∆i2)]. Clearly
←
∆i1 ≪ ∆j and
←
∆i2 ≪ ∆j .
Suppose that j 6= n. Since
←
∆′i 6≪ ∆j+1 we cannot have both
←
∆i1 ≪ ∆j+1 and
←
∆i2 ≪ ∆j+1.
Let i′ ∈ {i1, i2} be such that
←
∆i′ 6≪ ∆j+1. If j = n then take i
′ = i1 or i2 – it makes so
difference. In either case, there exist k0, . . . , ks = i
′ with s = d(i) such that ∆kr ≪ ∆kr−1,
r = 1, . . . , s and d(∆kr) = r for all r. Since (l,m) is permissible, for any r ≤ s we have
e(∆kr) ≥ b(∆j−s+r). This implies that e(∆
′
k) ≥ b(∆j−s+r) where k ∈ I
♮ is such that
d(k) = r. It follows that (l, l(m)) is permissible.
Next, suppose that i0, . . . , ik ∈ I
′ with ∆′ir ≪ ∆
′
ir−1
, r = 1, . . . , k. We claim that
there exist j0, . . . , jk such that ∆
′
jr
≪ ∆′jr−1 , r = 1, . . . , k d(jr) = d(ir) for all r and
e(∆jr) ≤ e(∆
′
ir) for all r and e(∆
′
ik
) = e(∆jk).
We construct jr by descending induction on r. Let jk be such that e(∆
′
ik
) = e(∆jk)
and d(ik) = d(jk). Suppose that jr was constructed and r ≥ 0. Let j
′ be such that
e(∆j′) = e(∆
′
ir−1
) and d(j′) = d(ir−1). Then e(∆j′) > e(∆
′
ir) ≥ e(∆jr). If ∆jr ≪ ∆j′, take
jr−1 = j
′. Otherwise, ∆j′ ⊇ ∆jr . Take jr−1 such that d(jr) = d(j
′) and ∆jr ≪ ∆jr−1. Then
necessarily ∆jr−1 ⊆ ∆j′ and hence e(∆j′) ≥ e(∆jr−1) as required.
Now let j ∈ {0, . . . , n} be the maximal index such that ∆jk ≪ ∆j . By the permissibility
of (l,m) we have e(∆jr) ≥ b(∆j+r−k) for all r. On the other hand, ∆
′
ik
≪ ∆j and therefore,
if j′ ∈ {0, . . . , n} is the maximal index such that ∆′ik ≪ ∆j′ , then j
′ ≥ j. Therefore,
e(∆′ir) ≥ e(∆jr) ≥ b(∆j+r−k) ≥ b(∆j′+r−k). It follows that (l,m
′) is permissible. 
2.3.4. An inductive description. We finish our discussion of the RSK algorithm with the
following lemma, which allows for inductive arguments in certain cases.
Lemma 2.6. Assume that m 6= 0 and min l(m) = minm. Let d = d(m) be the depth of m
and let i0 ∈ d
−1
m (d) be such that ∆i0 ⊇ ∆i for all i ∈ d
−1
m (d). Then
(1) b(∆i) = minm for any i ∈ d
−1
m (d).
(2) ∆i0 ≤ l(m).
(3) dm(i) = d for any i ∈ I such that b(∆i) = minm and ∆i0 ⊇ ∆i.
(4)
∑
i∈d−1
m
(d)\{i0}
∆i ≤ m
′. (It is of course not excluded that d−1m (d) = {i0}.)
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(5)
K
(
m−
∑
i∈d−1
m
(d)
∆i
)
=
(
l(m)−∆i0 ,m
′ −
∑
i∈d−1
m
(d)\{i0}
∆i
)
.
Proof. Let ∆ be the segment in l(m) with b(∆) = min l(m). By equation (3), b(∆i) = minm
for any i ∈ d−1m (d). Similarly, e(∆) = e(∆i0) and hence, ∆ = ∆i0 .
Condition (3) is obvious from the fact that dm(i) ≥ dm(i0) for such i ∈ I.
The rest of the lemma follows from the description of K(m). 
3. Commutativity of algorithms
We turn now to study the relations between the Mœglin–Waldspurger algorithm and
RSK.
Let m =
∑
i∈I ∆i ∈ M ba a multisegment, with notation as before. We will consider the
more involved case which is not covered by Lemma 2.6, namely, when minm < min l(m).
Lemma 3.1. Suppose that m is non-degenerate and let I∗ be a set of leading indices for
m. Then
(1) For every i ∈ I we have dm(i) ≤ dm†(i) ≤ dm(i) + 1.
(2) We write
I♭ = {i ∈ I : ∃i
′ ∈ I∗ such that b(∆i) = b(∆i′),∆i ( ∆i′ and dm(i) = dm(i
′)} .
Then, I∗ and I♭ are disjoint. The equality dm†(i) = dm(i) + 1 holds if and only if
i ∈ I♭. Moreover, if i ∈ I♭ and i
′ ∈ I∗ are such that b(∆i) = b(∆i′), ∆i ( ∆i′ and
dm(i) = dm(i
′), then i′ 6= i∗min and dm†(i) = dm(i
′−).
(3) d(m) = d(m†).
(4) dm is injective on I
∗.
Remark 3.2. In general, it is not true that dm(i
−) = dm(i) + 1 for all i ∈ I
∗ \ {i∗min}.
Proof. Let i ∈ I. To show that dm(i) ≤ dm†(i) suppose that ∆i1 ≪ . . . ≪ ∆ik for some
i1, . . . , ik ∈ I with i1 = i. We claim that we can choose these indices so that whenever
ir ∈ I
∗ for some r, either r = k or b(∆ir+1) > b(∆ir) + 1 or b(∆ir+1) = b(∆ir) + 1 and
ir+1 ∈ I
∗. Indeed, whenever ir ∈ I
∗ with r < k and b(∆ir+1) = b(∆ir)+1 with ir+1 /∈ I
∗ we
may replace ir+1 by the leading index i such that b(∆i) = b(∆ir+1). Iterating this process
we will get the required property. With this extra property we have ∆∗i1 ≪ . . . ≪ ∆
∗
ik
.
Thus dm(i) ≤ dm†(i).
It is clear that I♭ ∩ I
∗ = ∅ and that if i ∈ I♭ then dm†(i) > dm(i). Indeed, if i
′ ∈ I∗ is
such that b(∆i) = b(∆i′), ∆i ( ∆i′ and dm(i) = dm(i
′) then ∆∗i = ∆i ≪ ∆
∗
i′ and therefore
dm†(i) > dm†(i
′) ≥ dm(i
′) = dm(i). Moreover, it is clear from the definition of i
∗
min that
i′ 6= i∗min and since i
′ ∈ I∗ we have ∆i′− ⊇ ∆i. We claim that dm(i
′) + 1 = dm(i
′−). Clearly,
dm(i
′−) > dm(i
′). If dm(i
′−) > dm(i
′) + 1 then there exists j ∈ I such that ∆i′− ≪ ∆j
and dm(j) > dm(i
′). If b(∆j) = b(∆i′) then ∆j ⊇ ∆i′ since i
′ ∈ I∗ and we would get a
contradiction. Otherwise, ∆i ≪ ∆j and again we get a contradiction.
It remains to show that dm†(i) ≤ dm(i) + 1 for all i ∈ I with equality only if i ∈ I♭. We
prove this by descending induction on e(∆i).
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The statement is trivial if dm†(i) = 0. Suppose that dm†(i) > 0. Then there exists i1 ∈ I
such that dm†(i) = dm†(i1)+1 and ∆
∗
i ≪ ∆
∗
i1
. If ∆i 6≪ ∆i1 then i1 ∈ I
∗, b(∆i) = b(∆i1) and
∆i ( ∆i1 . Our claim follows in this case since dm(i1) ≤ dm(i) and by induction hypothesis
dm†(i1) = dm(i1).
Assume therefore that ∆i ≪ ∆i1 . Then dm(i) ≥ dm(i1)+1. It follows from the induction
hypothesis that
dm†(i) = dm†(i1) + 1 ≤ dm(i1) + 2 ≤ dm(i) + 1.
Assume that dm†(i) = dm(i) + 1. Then, again by induction hypothesis i1 ∈ I♭, i.e. there
exists i2 ∈ I
∗ such that b(∆i2) = b(∆i1), ∆i1 ( ∆i2 and dm(i1) = dm(i2). In particular
i2 6= i
∗
min. Let i3 = i
−
2 ∈ I
∗. Since i1 /∈ I
∗ we must have e(∆i3) ≥ e(∆i1). Hence ∆
∗
i ≪ ∆
∗
i3
and therefore dm(i3) ≤ dm†(i) − 1 = dm(i). (Note that dm(i3) = dm†(i3) by induction
hypothesis.) On the other hand, dm(i3) ≥ dm(i2) + 1 = dm(i1) + 1 = dm†(i1) = dm†(i) − 1.
Thus, dm(i3) = dm(i). Also, b(∆i3) = b(∆i) for otherwise ∆i ≪ ∆i3 and then dm(i) ≥
dm(i3) + 1, in contradiction to what we just proved.
Finally, the last part of the lemma is evident. 
Proposition 3.3. Suppose that m 6= 0 and minm < min l(m). Then
(1) For any i ∈ I∗, there exists j ∈ I such that b(∆j) > b(∆i) and dm(i) = dm(j). In
particular, m is non-degenerate.
(2) For any i ∈ I∗, let i# ∈ I be the distinguished index such that b(∆i) = b(∆i#),
dm(i) = dm(i
#) and e(∆i#) is minimal with respect to these properties. Then,
I♯ = {i
# : i ∈ I∗}
is a set of leading indices for m′. In particular, ∆◦(m) = ∆◦(m′).
(3) Assume (as we may) that I∗ consists of distinguished indices. In particular, i = i#
whenever ∆i = ∆i# . Let τ be the permutation of the index set I defined by τ(i) = i
for all i /∈ I∗ ∪ I♯, τ(i) = i
− for all i ∈ I∗ \ I♯, and
τ(i#) =
{
(i+)# if i 6= i∗max and (i
+)# 6= i+,
i otherwise
for all i ∈ I∗. Then for any i ∈ I,
(∆∗τ(i))
′ =
{
−∆′i i ∈ I♯,
∆′i otherwise.
Proof. (1) Assume on the contrary that i ∈ I∗ and b(∆j) ≤ b(∆i) whenever dm(j) =
dm(i). Assume further that b(∆i) is minimal with respect to this property.
If i = i∗min, then dm(i) = d(m), because we cannot have ∆j ≪ ∆i′, for any
j ∈ I and i′ ∈ d−1m (dm(i)). However, in this case we will get a contradiction to the
assumption that minm < min l(m).
Suppose that i 6= i∗min and let j ∈ I be any index such that dm(j) = dm(i
−). Then
dm(j) > dm(i) and therefore there exists i
′ ∈ I such that ∆j ≪ ∆i′ and dm(i
′) =
dm(i). By our assumption b(∆j) < b(∆i′) ≤ b(∆i) and hence b(∆j) ≤ b(∆i−). We
get a contradiction to the minimality of i.
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The non-degeneracy part is clear, since if b(∆i) = e(∆i) had been satisfied for
some i ∈ I∗, and j ∈ I had been such that b(∆j) > b(∆i), then ∆i ≪ ∆j would
have implied dm(i) > dm(j).
(2) It follows from part (1) that I♯ ∩ I
♮ = ∅. In particular, e(∆(i#)∨) ≤ e(∆i#), for all
i ∈ I∗. Also, since i# is distinguished, its defining property imposes
(4) b(∆i#) < b(∆(i#)∨) .
Clearly, (i∗min)
# = i∗min ∈ I♯. We first claim that ∆
′
i∗
min
is the shortest segment of m′
which begins at minm.
Suppose on the contrary that this is not the case. Then, ∆′i ( ∆
′
i∗
min
⊆ ∆i∗min for
some i ∈ I with b(∆i) = minm. Thus, e(∆i∨) = e(∆
′
i) means ∆i∨ ( ∆i∗min. On
the other hand, by the defining property of i∗min, ∆i∗min ( ∆i (inequality because of
∆′i 6= ∆
′
i∗
min
). Yet, because of b(∆i) = b(∆i∗min) we have dm(i) ≤ dm(i
∗
min), which now
contradicts Lemma 2.2.
Now, let i ∈ I∗ with i 6= i∗max be fixed. To ease the notation, set j = i
#, j′ =
(i+)#, k = j∨, k′ = (j′)∨ ∈ I.
We have ∆i ≪ ∆i+ and therefore
dm(i) = dm(j) = dm(k) > dm(i
+) = dm(j
′) = dm(k
′) .
By (4), b(∆k) ≥ b(∆j) + 1 = b(∆j′). Thus, ∆k ( ∆j′, since otherwise we would
have dm(j
′) ≥ dm(k). So, by Lemma 2.2, we cannot have ∆k′ ⊆ ∆k. The depth
inequality also forbids the condition ∆k′ ≪ ∆k. Hence, we must have e(∆k) ≤
e(∆k′). Now, an equality e(∆k) = e(∆k′) together with the implied containment
∆k ⊆ ∆k′ would again contradict the depth inequality. Summing up, e(∆k) <
e(∆k′), which means ∆
′
j ≪ ∆
′
j′.
Next, we prove that with i, j, k, j′, k′ ∈ I as before, there does not exist a segment
∆ of m′ such that ∆′j ≪ ∆, b(∆) = b(∆
′
j) + 1(= b(∆i) + 1) and ∆ ( ∆
′
j′.
Suppose otherwise. Then such a segment satisfies ∆ = [b(∆l), e(∆l∨)], for an
index l ∈ I ′. By the assumptions, b(∆l) = b(∆i) + 1, e(∆k) < e(∆l∨) < e(∆k′) and
e(∆l∨) ≤ e(∆l).
In particular, ∆k ( ∆l. Now, either ∆j ≪ ∆l or ∆l ( ∆j . By applying Lemma
2.2 in the latter case, we obtain dm(l) < dm(j) in both cases.
If ∆i ≪ ∆l, we set m = l. Otherwise, by Lemma 2.1(1), there is m ∈ I, such
that ∆i ≪ ∆m and dm(m) = dm(l). In that case, e(∆l) ≤ e(∆i) < e(∆m) forces
b(∆m) = b(∆i) + 1.
By the definition of i+ we have ∆i+ ⊆ ∆m, which implies that dm(i
+) ≥ dm(m).
On the other hand, we have either ∆l ≪ ∆k′ or ∆l∨ ≪ ∆k′ or ∆l∨ ( ∆k′ ( ∆l.
In all three case, with Lemma 2.2 for the latter, we reach a contradiction to the
depth inequality.
Finally, set jmax = (i
∗
max)
#. We are left to show that there is no segment ∆ of m′
such that ∆′jmax ≪ ∆ and b(∆) = b(∆i∗max) + 1(= b(∆
′
jmax
) + 1).
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Assume the contrary. Then, arguing like before, we obtain m ∈ I with ∆i ≪ ∆m
and b(∆m) = b(∆i∗max) + 1. This contradicts the defining property of i
∗
max.
(3) First note that it follows from Lemma 3.1 that (∆∗i )
′ = ∆′i, for all i ∈ I with
dm(i) /∈ dm(I
∗).
For any i ∈ I∗, let
Ji = {j ∈ I : dm(j) = dm(i), b(∆j) = b(∆i) and ∆j ( ∆i}.
Thus, Ji = ∅ if and only if i = i
# (since both are distinguished). For convenience
we set Ji+ = ∅ when i = i
∗
max. By Lemma 3.1, we have
d−1
m†
(t) = d−1m (t) ∪ Ji+ \ Ji ,
for t = dm(i).
Let {i1, . . . , il} be the admissible enumeration of d
−1
m (t). Then the indices of Ji
(if non-empty) appear as a contiguous block (in decreasing order of e(∆j), ending
with i#) right after the occurrence of i (since i is distinguished). Upon removing
the indices of Ji (if any) and inserting instead the indices of Ji+ next to i (again, in
decreasing order of e(∆j), ending with (i
+)#) we obtain an admissible enumeration
{i′1, . . . , i
′
l′} of d
−1
m†
(t) (with respect to m† =
∑
i∈I ∆
∗
i ).
It follows that
(∆∗i )
′ =
{
∆′i+ if Ji+ 6= ∅,
−∆′
i#
otherwise,
while if Ji+ 6= ∅, then
(∆∗(i+)#)
′ = −∆′i# .
For all i′ ∈ d−1
m†
(t) \ {i, (i+)#}, we have (∆∗i′)
′ = ∆′i′. In particular, il = i
′
l′ and
(∆∗il)
′ = ∆′il.
The proposition follows. 
Corollary 3.4. For any 0 6= m ∈M with minm < min l(m) we have
(K × Id)(MW(m)) = (Id×MW)(K(m)) .
In other words, l(m) = l(m†), ∆◦(m) = ∆◦(m′) and (m†)′ = (m′)†.
Proof. It follows from Proposition 3.3(1) that I∗ ∩ I♮ = I♯ ∩ I
♮ = ∅. Hence, l(m) = l(m†).
The rest of Proposition 3.3 shows that ∆◦(m) = ∆◦(m′) and (m†)′ = (m′)†. 
4. Representation theoretic applications
4.1. Basics. For the rest of the paper we fix a non-archimedean local field F with normal-
ized absolute value |·| and consider representations of the general linear groups GLn(F ),
n ≥ 0. All representations are implicitly assumed to be complex and smooth.
For any segment ∆ = [a, b] ∈ Seg, we write Z(∆) and L(∆) for the character |det|
a+b
2 of
GLb−a+1(F ) and the Steinberg representation of GLb−a+1(F ) twisted by |det|
a+b
2 , respec-
tively.
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Normalized parabolic induction will be denoted by ×. More precisely, if pii are represen-
tations of GLni(F ), i = 1, . . . , k and n = n1 + · · ·+ nk, we write
pi1 × · · · × pik = Ind
GLn(F )
Pn1,...,nk (F )
pi1 ⊗ · · · ⊗ pik ,
where Pn1,...,nk is the parabolic subgroup of GLn consisting of upper block triangular matri-
ces with block sizes n1, . . . , nk and pi1⊗· · ·⊗pik is considered as a representation of Pn1,...,nk
via the pull-back from GLn1(F )× · · · ×GLnk(F ).
Given a multisegment m ∈M, we can write it (in possibly several ways) as m =
∑k
i=1∆i,
where for any i < j, we have ∆i 6≪ ∆j . Then the representations
Z(m) = soc(Z(∆1)× · · · × Z(∆k)) ,
L(m) = soc(L(∆k)× · · · × L(∆1)) ,
are both irreducible and, up to equivalence, depend only on m.
Remark 4.1. More generally, we can fix a (not necessarily unitary) irreducible supercuspidal
representation ρ of GLd(F ) and consider the irreducible representations
Z([a, b]ρ) = soc(ρ |det|
a × · · · × ρ |det|b), L([a, b]ρ) = soc(ρ |det|
b × · · · × ρ |det|a)
of GL(b−a+1)d(F ). (When ρ is the trivial character of GL1(F ) = F
∗ this coincides with
the previous notation.) We can then define Z(mρ) and L(mρ) for any multisegment m
as before. Theorem 4.3 below and its proof will hold without change. Given irreducible
supercuspidal representations ρ1, . . . , ρk of GLdi(F ) such that ρi 6≃ ρj |det|
r for all i 6= j and
r ∈ Z, and any multisegments m1, . . . ,mk, the representation Z((m1)ρ1)× · · · × Z((mk)ρk)
is irreducible. Moreover, by Zelevinsky classification, any irreducible representation of
GLn(F ) can be written uniquely in this form (up to permuting the factors) [25]. A similar
statement holds for L(m). Therefore, for all practical purposes it is enough to deal with a
single ρ. For concreteness we take ρ to be the trivial character of F ∗, but as was pointed
out above this is essentially immaterial.
4.2. Recall that for a representation pi of GLn(F ), the socle of pi, denoted soc(pi), is the
sum of its irreducible sub-representations.
Suppose that l is a ladder. Then, for any irreducible representation τ of GLn(F ), the
representation soc(L(l)× τ) is irreducible and occurs with multiplicity one in the Jordan–
Ho¨lder sequence of L(l)×τ [14]. Thus, for any m ∈M and l ∈ Lad, there is a multisegment
soc(m, l) ∈M, such that
soc(Z(m)× Z(l)) ∼= Z(soc(m, l)) .
A simple recursive algorithm for the computation of soc(m, l), which relies on the Mœglin–
Waldspurger algorithm, is given in [ibid.].1 We recall the result (using the notation of
§2.2).
Proposition 4.2. ([14, Proposition 6.15] and [15, Lemma 3.16]) Let 0 6= m ∈ M and
l ∈ Lad.
1Strictly speaking, we have to pass to the contragredient.
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(1) Suppose that min l ≤ minm. Let ∆ be the unique segment in l for which b(∆) =
min l. Then,
soc(m, l) = soc(m− n, l−∆) + n+∆
where upon writing m =
∑
i∈I ∆i,
n =
∑
i∈I:b(∆i)=b(∆) and e(∆i)≤e(∆)
∆i ≤ m .
(2) Suppose that minm < min l. Then, soc(m, l) is characterized by the condition
MW(soc(m, l)) =
(
soc(m†, l),∆◦(m)
)
.
4.3. Main result. We use the notation of §2.3.
Theorem 4.3. (1) For any 0 6= m ∈M we have
soc(m′, l(m)) = m, soc(L(l(m))× L(m′)) = L(m).
(2) For any (l,m) ∈ A we have
soc(m, l) = K−1(l,m), soc(L(l)× L(m)) = L(K−1(l,m)).
(3) Given 0 6= m ∈M write RSK(m) = (l1, . . . , lk) ∈ L and define recursively
pik = Z(lk), pii = soc(pii+1 × Z(li)), i = k − 1, . . . , 1 .
Then, pi1 ∼= Z(m).
Similarly, letting
pi′k = L(lk), pi
′
i = soc(L(li)× pi
′
i+1), i = k − 1, . . . , 1 ,
we have pi′1
∼= L(m).
In particular, Z(m) (resp. L(m)) occurs as a sub-representation of
(5) Λ(m) := Z(lk)× · · · × Z(l1)
(
resp. Λ′(m) := L(l1)× · · · × L(lk)
)
.
Proof. The three parts of Theorem 4.3 are clearly equivalent. Moreover, using the proper-
ties of the Zelevinsky involution ([2, 3, 5, 18]), it is enough to prove the statements about
Z(m).
We will prove the first part of the theorem. Let 0 6= m =
∑
i∈I ∆i ∈ M be given. We
argue by induction on |m|, using Proposition 4.2.
Suppose first that min l(m) = minm. Let i0 ∈ I be as in Lemma 2.6 and set
n =
∑
i∈I:dm(i)=d(m)
∆i ≤ m .
Then, by Lemma 2.6,
K(m− n) =
(
l(m)−∆i0 , m
′ − (n−∆i0)
)
.
Since |m− n| < |m|, the induction hypothesis now implies that
m− n = soc
(
m′ − (n−∆i0), l(m)−∆i0
)
.
It follows from the first part of Proposition 4.2 and Lemma 2.6(3) that soc(m′, l(m)) = m.
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Suppose now that minm < min l(m). By the second part of Proposition 4.2 and Corollary
3.4, we have
MW(soc(m′, l(m))) =
(
soc
(
(m′)†, l(m)
)
,∆◦(m′)
)
=
(
soc
(
(m†)′, l(m†)
)
,∆◦(m)
)
.
Yet, since |m†| < |m|, the induction hypothesis implies that the last expression is nothing
but MW(m). The result follows from the injectivity of the map MW. 
Remark 4.4. In [9], the width invariant k = k(m) was defined for every m =
∑
i∈I ∆i ∈M
to be the maximal number of distinct indices i1, . . . , ik ∈ I for which ∆ir+1 ⊆ ∆ir for all
r = 1, . . . , k − 1. By standard properties of the RSK correspondence, k(m) is the number
of rows in the tableaux of RSK′(m).
It was shown in [9] that if there exist l1, . . . , ll ∈ Lad such that Z(m) appears as a
subquotient of Z(l1) × · · · × Z(ll), then l ≥ k(m). This underlines a minimality property
of Λ(m).
Remark 4.5. For m =
∑
i∈I [ai, bi] let m
∨ =
∑
i∈I [−bi,−ai] so that Z(m
∨) is the contragre-
dient of Z(m). Then, RSK(m∨) is related to RSK(m) by the Schutzenberger involution
(modified to our conventions).
It would be interesting to extend the second part of Theorem 4.3 to an arbitrary pair of
a ladder l and a multisegment m.
5. Odds and ends
For any integer r and an inverted Young tableau Y , let Y≥r be the part of Y consisting
of the entries which are bigger than or equal to r. Clearly, Y≥r is also an inverted Young
tableau (of possibly smaller size). Recall the dominance order on the set of Young diagrams
defined by
(λ1, . . . , λk) ≺ (λ
′
1, . . . , λ
′
k′) if k ≤ k
′ and
j∑
i=1
λi ≥
j∑
i=1
λ′j for all j = 1, . . . , k.
(We will only compare Young diagrams of the same size. In this case ≺ encodes the closure
relation of unipotent orbits in GLn(C), parameterized by partitions via the Jordan normal
form.) Define a partial order on the set of inverted Young tableaux by
Y ≤ Y ′ if sh(Y≥r) ≺ sh(Y
′
≥r) for all r ∈ Z ,
where sh(X) is the shape of X , i.e., its underlying Young diagram. (We will only compare
inverted Young tableaux whose entries coincide as multisets.) The product partial order on
T induces a partial order on L (which will be denoted by ≤), according to the identifications
of Section 2.3.1.
Conjecture 5.1. Let m be a multisegment and let Λ(m) be as in (5). Then,
(1) soc(Λ(m)) is irreducible, hence (by Theorem 4.3) Z(m) ∼= soc(Λ(m)).
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(2) In the Grothendieck group we have
[Λ(m)] = [Z(m)] +
l∑
i=1
[Z(ni)] ,
where RSK(ni) < RSK(m) for all i = 1, . . . , l.
2
A weaker form of the first part of the conjecture would be the following
Conjecture 5.2. Suppose that RSK(m) = (l1, . . . , lk). Define recursively pi
′
1 = Z(l1),
pi′i = soc(Z(li)× pi
′
i−1), i = 2, . . . , k. Then Z(m)
∼= pi′k.
Note that Conjecture 5.2 is not a formal consequence of Theorem 4.3 since in general it
is not true that soc(soc(pi1×pi2)×pi3) ≃ soc(pi1×soc(pi2×pi3)), even if pii are supercuspidal.
For instance, we can take pi1 = pi3 to be the trivial character of F
∗ and pi2 to be the absolute
value on F ∗.
It is tempting to attempt to prove Conjecture 5.2 by the same method as Theorem 4.3.
Suppose that RSK(m) = (l1, . . . , lk). Call lk the lowest ladder of m and write V (m) =
(lk,
′m) where ′m = RSK−1(l1, . . . , lk−1) (assuming it is well defined!). We need to show
that
Z(m) = soc(Z(lk)× Z(
′m)) .
As before, it is natural to use the recipe of [14, §6.3]. The simple case is when max lk =
maxm. Assume that max lk < maxm. In this case we have to show that
(6) V (m†
′
) = (lk, (
′m)†
′
)
where m†
′
is the analogue of m† for the end points. There is a simple description of lk [7].
It allows to show that the lowest ladder of m and m†
′
coincide. However, in order to show
the remaining part of (6), it would be desirable to have a reasonable description of ′m (and
in particular to know its existence). Unlike in the case of Theorem 4.3 we are unaware of
such a description. Instead, we pose the existence of ′m and the relation (6) (assuming
max lk < maxm) as a purely combinatorial conjectural property of RSK (which we have
checked extensively on a computer and therefore we can be quite confident in its credence).
This would imply Conjecture 5.2.
As for the second part Conjecture 5.1, we verified it by computer calculation for all
multisegments consisting of n segments with n ≤ 8. The computation involves writing
Z(lk)×· · ·×Z(l1) in terms of standard modules ([13]) and decomposing standard modules
into irreducible representations – the multiplicities are given by the value at 1 of Kazhdan–
Lusztig polynomials with respect to the symmetric group Sn.
Let Gn, n ≥ 0 be the Grothendieck groups of GLn(F ), n ≥ 0 and let G
′ be the subgroup
of ⊕n≥0Gn generated by [Z(m)], m ∈ M. Conjecture 5.1 would imply that the classes of
RSK-standard representations
Λ(m), m ∈M,
just like the standard modules, form a Z-basis for G ′.
2The ni’s are not necessarily distinct. Also, not all n’s with RSK(n) < RSK(m) necessarily occur.
18 MAXIM GUREVICH AND EREZ LAPID
As far as we know, the partial order onM (or on the symmetric group for that matter)
given by m1 ≤ m2 ⇐⇒ RSK(m1) ≤ RSK(m2) was not considered before in the litera-
ture. Likewise, we are unaware of a geometric interpretation or a simpler combinatorial
description of it.
Finally, it would be interesting to know whether the Arakawa-Suzuki functors [1] (see
also [10]) can be used to reinterpret the results of this paper and Conjecture 5.1 in category
O for type A.
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