Many problems consist in splitting a set of objects into different groups so that each group verifies some properties. In practice, a partitioning is often encoded by an array mapping each object to its group numbering. In fact, the group number of an object does not really matter, and one can simply rename each group to obtain a new encoding. That is what we call the symmetry of the search space in a partitioning problem. This property may be prejudicial for optimization methods such as evolutionary algorithms (EA) which require some diversity during the search.
Introduction
A broad range of problems, such as the graph coloring problem and the bin packing problem in operations research, or the clustering problem in knowledge discovery domain, can be formalized as partitioning problems [2] . Formally, all those problems consist in partitioning a set U of objects into mutually disjoint subsets U i . These problems use the same search space but may differ by specific constraints or objective functions.
In partitioning problems, the representation of a solution is an important issue. Generally, a solution is provided by a mapping called the group-numbering: S : U → {1, 2, . . . , N }, where N is the number of groups (size of U ). For each element of U , this mapping provides the number of its assigned group. Technically, such a mapping is easy to encode by an array. But this representation leads to difficulties for some optimization and search algorithms. two different mappings may encode the same solution (see Fig. 1) ; that is what we call the symmetry of the search space in a partitioning problem.
That can contribute to why some genetic algorithms with classic operators, such as the one-point crossover, the two-points crossover or the uniform crossover, are not efficient on such problems [2] . Indeed, with such crossover operators, two equivalent configurations may be different, so that their good properties may fail to be transmitted to their offspring during the search.
Breaking the symmetry is not necessary for some applications by designing dedicated operators such as the Greedy Procedure crossover (GPX) [3] or the permutation crossover [5] on the graph coloring problem. However, it will become essential when diversification mechanisms (like sharing and crowding [6] ) are used or when fitness landscape (like correlation length and roughness [9] ) is studied. In both cases, we need a metric to compute the distance between any two configurations and then estimate the difficulty of a problem.
Using diversifying search mechanisms, the fitness of a configuration of the population is computed with regard to its distances to the other configurations of the population. Analysing the landscape of a problem, we observe the variation of the fitness of a configuration with the distance to a reference configuration (generally the optimum). The purpose of this article is to provide some theoretical and practical tools; therefore we state a formalization of the search space. This paper is organized as follows. In Section 2, we present definitions and nomenclature. We also introduce an equivalence relation. In Section 3, we build the search space as the quotient of a set by the equivalence relation. In Section 4, we define a polynomially computable metric operating on such a search space. In Section 5, we consider graph coloring problems and introduce a more efficient method to compute the distance between two colorings. Then we give some concluding remarks and suggest our future works.
Formalization
In this section, we first state the definitions and notations used in this paper. We also suggest an encoding for partitioning problems which makes more efficient some optimization and search algorithms. Then, we present an equivalence relation which is the keystone of this paper.
Definitions and nomenclature
Definition 1. Given U a set of objects, a group-numbering is any mapping from U to {1, 2, . . . , N }.
The set of all group-numberings is denoted R. Definition 2. For any given group-numbering A and x ∈ U , the group of x is A(x).
Definition 3. For any given group-numbering A and i ∈ {1, 2, . . . , N }, the ith group of A is the preimage A −1 (i).
The partitioning is encoded twice. A partitioning is encoded using three arrays (from left to right): -an array which provides the group c j of each object o i .
-an array of double chained lists which provides the set of objects in each group c j .
-an array which provides for each object o i an access to its corresponding link in the double chained lists. The partition defined by a group-numbering A is denoted by A ∼ . With this definition, we allow empty groups in a partitioning.
Definition 4. The number of non empty groups of A ∼ is χ (A).
Definition 5.
A partition A ∼ is a refining of a partition B ∼ , if each group of the former is contained in some group of the latter.
Reciprocally, B ∼ is said a dis-refining of A ∼ .
Encoding
We propose an encoding of groups using double-chained lists; each list contains the objects of a group. We also use two arrays indexed by objects. The first provides the group number for each object. The second provides for each object access to its corresponding link in the chained lists (see Fig. 2 ). With this encoding, the complexity of changing the group of an object is O(1).
Equivalence relation
Two group-numberings encode the same information if they represent the same partitioning; there is a bijection between the groups of such group-numbering. Definition 6. We define the relation ∼ as follows:
The relation ∼ is an equivalence relation
The ∼ quotient space
In this section, we present the search space as the quotient of the set of group-numberings by the equivalence relation ∼. Then, we present the test of equality in the search space and the elementary neighborhood operator.
Building a quotient space
We build the search space O as the quotient of group-numbering by the relation ∼. Given a group-numbering A, the partitioning A ∼ is the set of group-numberings equivalent to A (the equivalence class of A):
There are k! equivalent group-numberings for a single partitioning with k groups. One way to determine if a groupnumbering represents a given partition is to compare canonical group-numberings. For instance, this can be done by sorting elements in each group, then sorting each group by its first element.
Marino et al. use another strategy in [7] . They define a set of reference objects which are always in different groups. This approach has been applied to the graph coloring problem. For this problem, the reference set is a clique which is as large as possible. 1 However, the reference set is generally hard to define on partitioning problems. Due to the canonical representation of a partitioning, these methods can be used to test the equality between two configurations.
Operating on partitions
In this section, we present some basic operations such as the equality test between two configurations and the neighborhood operator which moves an object from a group to another one.
Equality test
Algorithm 1 tests the equality of two partitions in time O(N ). This algorithm exploits the encoding defined in Section 2.2 (the first test in Algorithm 1 handles the case where A is a refining of B).
Algorithm 1 Equality test of two partitionings given by representative group-numberings A and B. Require: sigmaOf I : INTEGER // unique candidate for
Elementary neighborhood operator
Given group numbering A, object x to move, and new group p, this operator, namely move object to part (MOTP), changes the group of x to p in time O(1). The resulting group numbering -identical with A except that the group of x has been changed -is called a neighbor of A.
Technically, we can operate on representative group-numberings. Therefore, we use the elementary operator, change object group (COG), which consists in changing the group of an object. Intuitively, the chosen representative group-numbering simulates the whole equivalence class. Fig. 3 summarizes this idea.
Metrics of partitioning set
In this section, we define a refining matrix and use it to construct a metric on the space of partitions that can be computed in polynomial time.
The hook vertical arrow designates the canonical surjection (i.e. a partitioning A is mapped to its equivalence class A ∼ ). Operating on partitionings can be viewed as operating on any representative group-numbering. In other words, when we search for the neighbors of a partitioning A ∼ , we can use any representative groupnumbering (for example A); then we find the neighbor A of A by C OG; A is a representative of A ∼ , which is the wanted neighbor of A ∼ . Fig. 3 . The commutative Diagram.
Refining matrix
We propose a metric d σ on the set of partitions, based on the refining matrix m AB i j = #(A −1 (i) B −1 ( j)) for group-numberings A and B (where # indicates cardinality).
Define the indicator e, which takes partitions A, B and a function τ : {1, . . . , . . . , N } → {1, . . . , . . . , N } as arguments, by:
We have trivially the following property:
Indeed, e(A, B, τ ) can be seen as the sum of non-negative terms:
This sum is zero if and only if each term is zero. The following lemma will be useful. Proof. According to (1), the left hand side of the first claim (of the lemma) is equivalent to the existence of i and j such that j = τ (i) and
, which establishes the first claim.
Note that (by the definition of m AB i,τ (i) , and by z = y ⇒ B (z) = B(z))
Replacing B with B in the right hand side above therefore yields e(A, B , τ ); subtracting yields
A similar derivation yields
The remaining claims (of the lemma) follow from the observation that the difference of any two elements in the set {0, 1} can have absolute value at most 1.
Distance metric d σ
For two given group-numberings A and B, we seek a bijection σ AB , so that e(A, B, σ AB ) is minimal. The distance d σ on partitionings is defined as d σ (A ∼ , B ∼ ) = e(A, B, σ AB ).
To prove d σ is a metric, we verify the following four properties (for all A, B, C):
1. The definition of d σ is independent of the choice of representatives (d σ is effectively defined). Let A (resp. B) and
, it follows that
≥ e(A, B, σ AB ).
Since A (resp. B) and A (resp. B ) have interchangeable roles, the reverse inequality also holds; hence e(A, B,
. Since A and B have interchangeable roles, the reverse inequality also holds.
After unraveling the definitions, it follows from equation (1) that it suffices to prove
First assume the left hand side, and let i = A(x). If x ∈ B −1 (τ (i)), then B(x) = τ • A(x) as desired. Since x is an element of A −1 (i), it does not belong to B −1 ( j) for j = τ (i). Therefore, x ∈ B −1 (τ (i)) because it must belong to some group of B. Next assume the right hand side. Rewriting the left hand side using τ • A = B yields
which is true because inverse images under A are either equal or disjoint.
Induct on n = e(A, B, σ AB ) to show e(A, C, σ AC ) ≤ e(A, B, σ AB ) + e(B, C, σ BC ). The base case (n = 0) is true since then A ∼ = B ∼ (hence e(A, C, σ AC ) = e(B, C, σ BC ) since d σ is effectively defined).
For the inductive case, suppose e(A, B, σ AB ) = n + 1, and let x be such that B(x) = σ AB • A(x) (such x exists by Lemma 1). Let B = COG(B, x, σ AB (A(x))). Using Lemma 1,
For each row of the refining matrix, ρ AB (i) is the index of the unique nonzero element in row i. Hence e ρ (A ∼ , B ∼ ) = 0. The inductive hypothesis therefore implies e(A, C, σ AC ) ≤ e(A, B , σ AB ) + e(B , C, σ B C ). Appealing to Lemma 1 again,
It follows from what has been established so far that
We have proved d σ is a metric. Its value can be computed by finding a minimal bijection verifying the definition. Fortunately, this is equivalent to solving a linear assignment problem which can be done with the Hungarian algorithm in time O(N 3 ) [1].
Application to the graph coloring problem
The graph coloring problem is a special type of partitioning problem. The aim is to use a minimal number of colors to color nodes of a graph such that adjacent nodes have different colors. Permutation symmetry in graph coloring problems has been studied in [7] . In a recent parallel study [4] , linear assignment has been used in the exploration for good colorings. This section presents a different metric d ρ for partitioning problems, followed by brief remarks concerning the use of d ρ and d σ for the graph coloring problem.
Metrics d ρ
For colorings A and B, define e ρ (A ∼ , B ∼ ) by
where
Note that ambiguity in ρ AB is irrelevant; if m AB i j = m AB i j then the value of e ρ (A ∼ , B ∼ ) is unaffected by whether ρ AB (i) = j or ρ AB (i) = j . Moreover, the proof that e ρ (A ∼ , B ∼ ) is effectively defined (i.e., independent of the choice of representatives A and B) is essentially the same as that for d σ (replace σ with ρ in the proof).
However, e ρ is not a distance. Fig. 4 provides an example where e ρ (A ∼ , B ∼ ) = 0 and A ∼ = B ∼ . Furthermore, e ρ is not symmetric; e ρ (B ∼ , A ∼ ) = 1. Nevertheless, it will be shown below that 
The proof of the triangle inequality for e ρ is essentially the same as the inductive proof given previously for d σ (replace σ with ρ), except for the base case e ρ (A, B) = 0 ⇒ e ρ (A, C) ≤ e ρ (B, C). By what has been shown so far, we may assume A −1 ( j) ⊂ B −1 (ρ AB ( j)) for each j, and it suffices to show
Recall that [expression] is 1 if expression is true, and is 0 otherwise. Since A is refining of B, the left hand side above is
} is a metric, we verify the following four properties (for all A, B, C):
-The definition of d ρ is independent of the choice of representatives.
This follows from the fact that e ρ (A ∼ , B ∼ ) is effectively defined (noted above).
This follows from the definition of d ρ (by symmetry of max).
If d ρ (A ∼ , B ∼ ) = 0, then it follows from Lemma 2 that partitions A and B refine each other; hence they are equal. The converse follows from the observation that ρ
Appealing to Lemma 2 (and the definition of d ρ ),
Distance d ρ discussion
We define two distances on search space of partitioning problems. One may wonder why we introduce the second distance for the graph coloring problem.
First, the two distances are different. On the one hand, d σ counts the exact number of elementary changes to go from a partitioning to another. On the other hand, d ρ counts the number of elementary changes to go from a partitioning to the dis-refining of another. The proofs that d σ and d ρ count such elementary changes can be found in [8] . 2 The choice of a distance depends on the objective we want to optimize. In the graph coloring problem, we want to reduce the number of colors, so the less refined are colorings, the better they are.
The second point is the time needed to compute the distance. Computing d σ has a complexity of 0(N 3 ). For the distance d ρ , we trivially have a complexity of 0(N 2 ). 3 In addition, the semantics of d ρ and d σ are relatively close, they must be correlated. So, d ρ can sometimes be used to approximate d σ .
The last remark is an implementation detail concerning both metrics. Although the theory does not require nonempty groups, it is advantageous to reduce the refining matrix as much as possible. So, we suggest relabeling the non-empty groups using the first available numbers.
Conclusion and future works
In this paper, we show how to break the symmetry of the search space of partitioning problems. We define a equality test between partitionings, which is computable in O(N ) time. We keep the elementary neighborhood operator as simple (in computational time) as it originally was (before breaking symmetry).
We introduce two metrics on the partitioning space, defined in terms of the refining matrix. The first is a distance measure d σ suitable for general partitioning problems. Computing d σ has been reduced to the linear assignment problem, which can be solved in time O(N 3 ). The second metric is d ρ , which is more suited to graph coloring problems where a small number of groups are desired. Computing d ρ has a complexity of O(N 2 ).
