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Abstract
We consider Gibbs distributions, which are families of probability distributions over a discrete
space Ω with probability mass function given by µΩβ (x) =
eβH(x)
Z(β) . Here H : Ω → {0, 1, . . . , n} is a
fixed function (called a Hamiltonian), β is the parameter of the distribution, and the normalization
factor Z(β) =
∑
x∈Ω e
βH(x) =
∑n
k=0 cke
βk is called the partition function. We study how function
Z(·) can be estimated using an oracle that produces samples x ∼ µΩβ (·) for a value β in a given
interval [βmin, βmax].
We consider the problem of estimating the normalized coefficients ck for indices k ∈ K satisfying
maxβ µ
Ω
β ({x | H(x) = k}) ≥ µ∗, where µ∗ ∈ (0, 1) is a given parameter and K is a given subset
of H. We solve this using O˜(min{q,n
2}+
min{√q,|K|}
µ∗
ε2 ) samples, where q = log
Z(βmax)
Z(βmin)
, and we show
this is optimal up to logarithmic factors. We also improve the sample complexity to roughly
O˜(1/µ∗+min{q+n,n
2}
ε2 ) for applications where the coefficients are log-concave (e.g. counting connected
subgraphs of a given graph).
As a key subroutine, we show how to estimate quantities q using O˜(min{q,n
2}
ε2 ) samples. This
improves over a prior algorithm of Kolmogorov (2018) which uses O˜( qε2 ) samples. We also show a
“batched” version of this algorithm which simultaneously estimates Z(β)Z(βmin) for many values of β,
at essentially the same cost as for estimating just Z(βmax)Z(βmin) alone. We show matching lower bounds,
demonstrating that this complexity is optimal as a function of n and q up to logarithmic terms.
1 Introduction
Given a real-valued function H(·) over some finite set Ω, the Gibbs distribution is defined as the family
of distributions {µΩβ } over Ω parameterized by β, where
µΩβ (x) =
eβH(x)
Z(β)
These distributions frequently occur in physics, where the parameter −β corresponds to the inverse
temperature, the function H(x) is called the Hamiltonian of the system, and the normalizing constant
Z(β) =
∑
x∈Ω e
βH(x) is called the partition function. They also occur in a number of applications of
computer science, particularly sampling and counting algorithms.
In this paper we consider a restricted form of the Gibbs distributions, where H(Ω) takes on integer
values in the range H def= {0, 1, . . . , n} for some known integer n. If we set ck = |{x ∈ Ω : H(x) = k}|,
then the partition function can be written as
Z(β) =
∑
k∈H
cke
βk (1)
and we can also define the associated probability density µβ over k ∈ H by:
µβ(k) =
cke
βk
Z(β)
(2)
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The basic problem we consider is how to estimate various parameters of the Gibbs distribution,
given access to an oracle which can return a sample from the distribution for any chosen parameter
β ∈ [βmin, βmax]. Here the Gibbs distribution may be available as some physical process, in which
case the oracle is an experimental run, or it may be available as some computational subroutine.
Specifically, we seek to estimate the following parameters:
1. The coefficients ck (suitably normalized)
2. The ratio Qβ =
Z(β)
Z(βmin)
for given values of β
These parameters q = logQβmax and ck are correlated with underlying system parameters in a
number of applications. For instance, [8] carefully crafts a Gibbs distribution for which q is a pointwise
evaluation of the reliability polynomial of a given graph G. Similarly, the parameters ck are related
to the number of connected subgraphs of G. Other problems where it is useful to compute the value
q are discussed in [15].
One special case of the Gibbs distribution appears in a number of important combinatorial applica-
tions and is worth further mention: the situation where the coefficients c0, . . . , ck are log-concave, that
is, they satisfy the bound c2k ≥ ck−1ck+1 for k = 1, . . . , n− 1, as well as that bound that the non-zero
coefficients form an interval, i.e. there is no triple of indices i0 < i1 < i2 with ci0 > 0, ci1 = 0, ci2 > 0.
(Such sequences are also referred to as Po´lya frequency sequences of order 2.) We refer to this as the
log-concave setting, and a number of results will be specialized for this case. We refer to the situation
where coefficients ck are not restricted to be log-concave as the general setting.
Before we state our results, let us state some basic definitions and background assumptions. “Sam-
ple complexity” refers to the number of calls to the sampling oracle. We always assume for brevity
that ε < εmax, n ≥ 2, q ≥ qmin for some constants qmin > 1, εmax > 0. (The algorithms also apply
when n = 2 or q ∈ (0, qmin), but the upper bound on sample complexity will be at most that of the
case q = qmin, n = 2). We define µβ(X) for an arbitrary set X ⊆ R by µβ(X) = µβ(X ∩H).
Applications and related work Estimating coefficients ck is of fundamental importance in sta-
tistical physics. The knowledge of these coefficients, usually called (discrete) density of states (DOS),
essentially gives full information about the system, and allows computing various physically relevant
quantities such as entropy, free energy, etc. For example, Komura and Okabe [16] propose a method
for studying first-order phase transitions based on analyzing the curve log ck as a function of k: such
transition exists if the curve has a non-concave region, and the behavior of the curve in such region
determines the temperature of the phase transition.1
One of the most popular methods in computational physics for estimating c = (c0, . . . , cn) is the
Wang-Landau (WL) algorithm [20] and its variants, such as the 1/t-WL algorithm [3]. As discussed
in [17], there are more than 1500 papers on the application of the algorithm and its improvements. The
method performs a random walk on Ω, and maintains current estimates cˆ of c. At each step it makes
a random move according to a Metropolis-Hastings Markov Chain with the stationary distribution
proportional to 1cˆH(x)
. Note, if cˆ = c then sampling x ∼ π(·|cˆ) and taking k = H(x) will produce a
uniform measure over H. It then updates estimates cˆ based on the past execution history.
Despite successful applications for many problems of practical interest, many open question remain
about the efficiency and dynamics of WL algorithms. Some variants have guaranteed convergence
properties [7], but the rates of convergence and accuracy of approximation are not known, to our
knowledge. Note that distributions π(x|cˆ) used in WL in general are not Gibbs distributions, so fast
mixing times proved for some Gibbs distributions (e.g. ferromagnetic Ising model) may not generalize
to WL algorithms.
1We remark that the method for the log-concave setting developed in this paper is potentially applicable to this
problem: one could apply this method assuming that coefficients ck are log-concave, and after obtaining the estimates
verify the assumption using additional samples. However, we leave such extension outside the scope of this paper.
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The problem of estimating coefficients also has relevance in computer science. For example, it can
be used to approximate the number of combinatorial objects such as the connected subgraphs and
matchings of different sizes in a given graph. Details are discussed in the next section.
1.1 Our contribution
The main problem we consider is to estimate the coefficients of the Gibbs function. For this we need
some preliminary definitions. For any k ∈ H, define
∆(k) = max
β∈[βmin,βmax]
µβ(k)
Given a parameter µ∗ and a set K ⊆ H, let us define
K∗ = {k ∈ K |∆(k) ≥ µ∗}
For a set K ⊆ H, we say that non-negative vector cˆ ∈ [0,∞)K is an (ε,K)-estimate of vector c if
two conditions hold: (i) cˆk > 0 for all k ∈ K; (ii) for all pairs k, ℓ ∈ H with ck > 0, cℓ > 0, we have
cˆk
cˆℓ
∈ ckcℓ [e−ε, eε].
We can now state the problem Pµ∗,Kcoef : Given ε, µ∗ > 0, as well as set K ⊆ H, compute values
{cˆk}k∈H such that cˆ is an (ε,K∗)-estimate of c. Note here that we may not know the precise set K∗,
and in solving the problem Pµ∗,Kcoef we may be provided some estimated coefficients cˆk for k ∈ K −K∗.
For a set K ⊆ H, we define span(K) = 1 + maxK −minK. We prove the following main result.
Theorem 1. Let h = span(K) and let r = min{√q log h, q, |K|}. There exists an algorithm to solve
Pµ∗,Kcoef with success probability 1− γ and expected sample complexity
O
(
log n+
r log |K|γ
ε2µ∗
+min
{q log h log rγ
ε2
,
h2Γh log
r
γ
ε2
+ h log q
})
where Γh = Θ(log h) in the general setting and Γh = Θ(1) in the log-concave setting.
In addition to this algorithm, we provide a specialized algorithm for the log-concave setting, which
has substantially improved complexity in most cases. We summarize it as follows:
Theorem 2. Let h = span(K). In the log-concave setting, there exists an algorithm to solve Pµ∗,Kcoef
with success probability 1− γ and expected sample complexity
O
(
log n+min
{(h2 + 1µ∗ ) log hγ
ε2
+ h log q,
(q log h+ h+ 1µ∗ ) log
h
γ
ε2
+ h log2 h
})
Note that these sample complexities are nearly independent of n (aside from a single log n term),
depending instead of properties of the estimated set K.
The bounds of Theorem 1 and Theorem 2 are complex and have many different cases. The following
formulas have slightly worse logarithmic terms but are significantly easier to read;
Corollary 3. Let h = span(K). In the general setting, there exists an algorithm to solve Pµ∗,Kcoef with
success probability 1− γ and expected sample complexity
O
( log nqγ
ε2
· (min{q, h2} log h+ min{√q log h, |K|}
µ∗
))
In particular, for K = H, there is an algorithm to solve Pµ∗,Hcoef with expected sample complexity
O
( log nqγ
ε2
·min
{(q log n+ √q lognµ∗ )
ε2
,
(n2 log n+ nµ∗ )
ε2
})
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If h = O(1), then there exists an algorithm to solve Pµ∗,Kcoef with expected sample complexity
O
(
log(nq) +
log 1γ
ε2µ∗
)
In the log-concave setting, there exists an algorithm to solve Pµ∗,Kcoef with expected sample complexity
O
( log nqγ
ε2
· (1/µ∗ +min{h2, q log h+ h}
)
We also show a lower bound for Pµ∗,Hcoef of Ω
(
(min{q,n2}+min{
√
q,n}
µ∗ ) log
1
γ
ε2
)
for the general setting and
Ω
(
(1/µ∗+min{q,n2}) log 1γ
ε2
)
for the log-concave setting. In the general case, this matches our algorithm up
to logarithmic factors in n and q. In the log-concave case, there is an additional additive discrepancy
between the upper and lower bounds of order O˜(n/ε2) in the regime when 1/µ∗ + q = o(n).
To our knowledge, problem Pcoef has not been studied yet in its general form, even though co-
efficient estimation is quite important e.g. in physics (as indicated by the widespread use of the
Wang-Landau algorithm discussed earlier). As two concrete applications, we obtain faster algorithms
to approximate the number of connected subgraphs and number of matchings in a given graph.
Theorem 4. Let G = (V,E) be a connected graph and for i = |V | − 1, . . . , |E| let Ni denote the
number of connected subgraphs of G with i edges. There is an FPRAS for the sequence Ni with time
complexity O( |E|
3|V | log3 |E|
ε2
).
Theorem 5. Let G = (V,E) be a graph with |V | = 2v and for i = 0, . . . , v let Mi denote the number
of matchings in G with i edges. Suppose Mv > 0 and Mv−1/Mv ≤ f for a known parameter f . There
is an FPRAS for the sequence Mi running in time O˜(|E||V |3f/ε2).
In particular, if G has minimum degree at least |V |/2, then there is an FPRAS for the sequence
Mi with time complexity O˜(|V |7/ε2).
Theorem 5 improves by a factor of |V | compared to the FPRAS for counting matchings given in
[13]. While other FPRAS algorithms for counting connected subgraphs have been proposed by [9, 2],
the runtime appears to be very large (and not specifically stated in those works); thus Theorem 4
appears to be the first potentially practical algorithm for this problem.
As a key subroutine for Pcoef, we also develop new algorithms to estimate the partition function
Z(β). It will be critical to compute Z(β) for many values of β simultaneously, which allows us to
amortize many precomputation steps. We consider a problem we refer to as PBratio: Given ε > 0 and
a set of values B ⊆ [βmin, βmax], compute values Qˆβ > 0 such that Qˆβ/Qβ ∈ [e−ε, eε] for all B ∈ B.
Previous algorithms for PBratio had focused on the case where B = {βmax}; we denote this special
case by simply Pratio. Algorithms for Pratio with steadily improving expected sample complexities
have been proposed by several authors [4, 18, 15]. The best prior algorithm, due to Kolmogorov [15],
had expected sample complexity O
( q logn
ε2
)
. We improve on these results as follows.
Theorem 6. There is an algorithm to solve PBratio with success probability 1− γ and expected sample
complexity
O
(
min
{(|B|+ q log n) log |B|γ
ε2
,
(|B|n+ n2)Γ log |B|γ
ε2
+ n log q
})
where Γ = Θ(log n) in the general setting and Γ = Θ(1) in the log-concave setting.
When β = {βmax}, this gives us an improved algorithm for the classical Pratio problem:
Corollary 7. There is an algorithm to solve Pratio with expected sample complexity
O
(
min
{q log n log 1γ
ε2
,
n2Γ log 1γ
ε2
+ n log q
})
where Γ = Θ(log n) in the general setting and Γ = Θ(1) in the log-concave setting.
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In most known applications q log n ≪ n2 and so Corollary 7 has the same complexity as the
prior algorithm of Kolmogorov [15]. However, we still find Theorem 6 significant due to the following
reasons:
• We will show a lower bound of Ω
(
min{q,n2} log 1
γ
ε2
)
for Pratio, even in the log-concave setting.
Thus, our algorithm is optimal up to logarithmic factors, and this result essentially settles the
complexity for Pratio as functions of n and q.
• The new algorithm, and in particular its dependence upon n, is critical in order to get sample
complexities for Theorems 1 and 2 which depend primarily on h = span(K).
• Theorem 6 shows that the batched problem PBratio can be solved essentially with no increase in
complexity as long as B is not too large (specifically, as long as |B| ≤ min{q log n, n}).
1.2 Algorithm overview
Section 2 summarizes the subroutines and data structures that we will need for our algorithms, and
Section 3 summarizes the main algorithm to solve Pcoef. Before we describe the technical details,
let us provide a high-level roadmap. For simplicity, we ignore edge cases, e.g. when the optimum of
maxβ∈[βmin,βmax] µβ(k) for a given k is attained at βmin or βmax. We also assume that the tasks need to
be solved with some constant probability of success (it can then be boosted to the desired probability
with some standard techniques that add an extra logarithmic factor to the complexity).
Our plan to solve Pµ∗,Kcoef is to estimate the values
ck
Z(βmin)
for k ∈ K, instead of directly estimating ra-
tios ckcℓ for k, ℓ ∈ K. Clearly, solving the former problem with accuracy ε/2 will solve the latter one with
accuracy ε (where accuracy means relative error). We have ckZ(βmin) =
ck
Z(β) · Z(β)Z(βmin) = e−βk ·µβ(k) ·Qβ
for any β. So this can be reduced to two subproblems, which we discuss next:
(A) estimate µβ(k) for some β ∈ [βmin, βmax];
(B) estimate Qβ for the value of β chosen in step (A).
Solving (A) for single value of k: To estimate µβ(k) with accuracy ε for given k and β, we
can draw Θ( 1
µβ(k)ε2
) samples of the Gibbs distribution with parameter β and compute the empirical
frequency of the value k. To get good complexity, we thus need to find value β for which µβ(k) is
sufficiently large. We make the following observation: if µβ([0, k]) ≈ µβ([k + 1, n]), or more precisely
min{µβ([0, k]), µβ([k+1, n])} = Θ(1), then µβ(k) ≥ Ω(maxβ µβ(k)). The latter value is at least Ω(µ∗)
for k ∈ K∗. Therefore, we can do the following: (i) Use a binary search to find value β ∈ [βmin, βmax]
with µβ([0, k]) ≈ µβ([k + 1, n]); and (ii) Estimate µβ(k) using O( 1µ∗ε2 ) samples.
We remark that this binary search is somewhat delicate, since the interval [βmin, βmax] may be
unbounded, and since we can only approximate the values µβ([0, k]) and µβ([k+1, n]) (by sampling).
The next question is how to solve (A) for multiple values of k. To get good complexity, we need
to reuse the same value of β for multiple k’s. Below we discuss two methods for doing that.
Method A1 to solve (A) for multiple k: First, we find value β with µβ([0, k]) ≈ µβ([k+1, n]) for
the largest index k in K, as described above. By inspecting empirical frequencies of distribution µβ,
we then find smallest k′ such that µβ([0, k′]) ≈ µβ([k′+1, n]) still holds. We remove [k′, k] from K, and
repeat the procedure until K becomes empty. The formal algorithm is called FindRepresentatives
and is described in Section 5. By construction, this outputs set R ⊆ [βmin, βmax] such that for
every k ∈ K∗ there exists β ∈ R such that µβ(k) ≥ Ω(µ∗). We call such R a representative set.
Crucially, we show that R has size at most O(
√
q log n), regardless of K. A more precise estimate is
|R| = O(min{√q log n, q, |K|}).
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To summarize, this approach solves problem (A) for all k ∈ K using O( |R|µ∗ε2 ) samples, plus the
samples needed for |R| binary searches.
Method A2 to solve (A) for multiple k: In the log-concave setting we develop another technique
which is more efficient in most scenarios. The log-concavity implies that for a fixed β distribution µβ(k)
is log-concave as a function of k, and in particular µβ(k) ≥ min{µβ(k−), µβ(k+)} if k ∈ [k−, k+] ⊆ H.
Thus, a single value of β will “cover” some interval [k−, k+]. Our goal will be to find sequence
β0, β1, . . . , βt with (β0, βt) = (βmin, βmax) such that value βi covers interval [k
−
i , k
+
i ] and there are
no “gaps”, i.e. k+i = k
−
i+1 for all i. Such sequence will be called a schedule. Let us denote wi =
min{µβi(k−i ), µβi(k+i )} (“weight” of i). We no longer require that µβ([0, k]) ≈ µβ([k + 1, n]) for
k ∈ [k−i , k+i ]; instead, we aim to find a schedule so that the sum
∑
i
1
wi
(called inverse weight) is small,
since this quantity that will determine the final complexity. We show that there exists a schedule
with inverse weight O(n). (This is optimal since we may have µβ(k) =
1
n+1 for all β, k.) Given such
schedule, problem (A) can be solved using O( n
ε2
+ 1
µ∗ε2 ) samples, by drawing Θ(
1
wiε2
) samples at βi
and Θ( 1
µ∗ε2 ) samples at βmin and βmax.
The algorithm for computing a schedule is described in Section 7; technically, this is the most
involved part of the paper. Here we just describe some key ideas. First, we relax constraint k+i = k
−
i+1
to k+i ≥ k−i+1; this can be easily fixed in a postprocessing step. Also, we only use intervals satisfying
1
wi
≤ Θ(k+i − k−i ). By throwing away redundant intervals we can make sure that each k is covered by
at most two intervals; this will imply the bound of O(n) on the inverse weight of the schedule.
The algorithm tries to “fill gaps”, i.e. make sure that each pair of consecutive integers (k, k + 1)
is covered by an interval. In each iteration we pick such gap and use binary search to find value
β with µβ([0, k]) ≈ µβ([k + 1, n]). From the log-concavity of the distribution, it can be shown that
there is a value k+ ∈ [k + 1, n] with µβ(k+) · (k+ − k) ≥ Ω(1), and similarly a value k− ∈ [0, k] with
µβ(k
−) · (k− k−+1) ≥ Ω(1). Therefore, the interval [k−, k+] contains k, k+1 (and so it fills the gap),
and also has weight wi ≥ Ω( 1k+−k− ).
These arguments show the existence of a schedule with inverse weight O(n). Finding such schedule
efficiently requires maintaining additional invariants for intervals. We refer to Section 7 for further
details. Note, the method for constructing a schedule also works in the general setting (with a slightly
worse bound on the inverse weight, namely O(n log n) instead of O(n)).
Solving (B): Next, we discuss how to solve problem (B) for multiple values of β, i.e. estimate ratios
Qβ =
Z(β)
Z(βmin)
for all β’s in a given set B ⊆ [βmin, βmax]. Note that this is precisely problem PBratio.
Method B1: One possibility is based on the method in [15] that estimates Qβ for a single value β
using O
(q logn
ε2
)
samples. This method works by constructing a cooling schedule α = (α0, . . . , αℓ) with
(α0, αℓ) = (βmin, β) that has a small “curvature” κ(α) (see Appendix D for the definition of κ). We
observe that κ(α0, . . . , αi, β) ≤ κ(α0, . . . , αi, αi+1, . . . , αℓ) if β ∈ (αi, αi+1]. This allows to adapt the
method to the case when |B| > 1 as follows: (i) construct a cooling schedule α for value β = βmax;
(ii) for each β ∈ B find index i with β ∈ (αi, αi+1], and estimate Qβ with the cooling schedule
(α0, . . . , αi, β). The structure of the algorithm means that most of the samples can be reused. We get
complexity O
( |B|+q logn
ε2
)
(times an extra logarithmic factor to boost the probability of success).
Method B2: We can use the schedule, as constructed in method (A2), to get a new algorithm which
is more efficient than (B1) when q ≫ n2. Consider consecutive values βi, βi+1 of the schedule and
integer k = k+i = k
−
i+1. It can be checked that
Qβi+1
Qβi
=
µβi (k)
µβi+1 (k)
e(βi−βi+1)k. By construction, values
µβi(k) and µβi+1(k) are sufficiently large, and so
Qβi+1
Qβi
can be estimated efficiently by sampling at βi
and βi+1 and observing the empirical frequency of k. We then choose the total number of samples of
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our algorithm so that telescoping products
∏
i
Qβi+1
Qβi
are estimated to within overall accuracy ε. This
shows how to estimate Qβi for values βi in the schedule. To estimate Qβ for values β ∈ B, we insert
B into the sequence (β0, . . . , βt) and then use an approach from the previous paragraph.
Wrap-up: In summary, we have described two techniques for solving problem (A) and two techniques
for solving problem (B). Taking different combinations yields 2 × 2 = 4 methods for solving Pµ∗,Kcoef
in the log-concave setting and 1 × 2 = 2 methods for solving Pµ∗,Kcoef in the general setting. This
explains rather complicated expressions for the complexities given in Theorems 1 and 2. The most
practical method is probably combination (A2,B1) for solving Pµ∗coef in the log-concave setting. Indeed,
this combination will be used for the algorithms developed in Section 8 for approximate counting of
matching and connected subgraphs.
We remark that methods (A2) and (B2) outlined above have at least linear dependence on n,
while Theorems 1 and 2 claim complexities that depend mainly on h = span(K) (which can be much
smaller than n). We achieve this via the following “black-box” reduction. Suppose for simplicity that
K = {0, . . . , h}. First, we use binary search to find value α with µα(K) ≈ µα(H − K). Then we
consider a new problem in which the input range is [βmin, α] and coefficients ck for k ∈ H − K are
set to zero (so parameter n for the new problem effectively becomes h). We use rejection sampling to
simulate sampling oracle µβ(·) for the new problem. For β ∈ [βmin, α], our choice of α ensures that we
will throw away only a constant fraction of samples. Further details are given in Section 3.2.
1.3 Computational extensions
For the most part, we focus on the sample complexity, i.e. the number of calls to the Gibbs distribution
oracle. There are two mild extensions of this framework worth further discussion.
Computational complexity. The oracle may actually be provided as a randomized sampling al-
gorithm. This is the situation, for example, in our applications to counting connected subgraphs and
matchings. In this case we also need to bound our algorithm’s computational complexity. In all the
algorithms we develop, the time complexity will be a small logarithmic factor times the query complex-
ity. The cost of the oracle will be typically be much larger than this overhead. Thus, all our sampling
procedures translate directly into efficient sampling algorithms, whose runtime is the expected sample
complexity multiplied by the computational cost of the oracle. We will not comment explicitly on
time complexity henceforth.
Approximate sampling oracles. Many applications have only approximate sampling oracles µ˜β,
that are close to µβ in terms of the variation distance || · ||TV defined via
δ = ||µ˜β − µβ||TV = maxK⊆H |µ˜β(K)− µβ(K)| =
1
2
∑
k∈H
|µ˜β(k)− µβ(k)|
By a standard coupling trick (see e.g. [18, Remark 5.9]), Theorems 6 and 2 remain valid if exact
oracles are replaced with approximate oracles satisfying ||µ˜β − µβ||TV ≤ O(γ/T ) where T is the
sample complexity of the corresponding algorithm. In particular, we have the following result; for
completeness, we give a proof in Appendix A.
Theorem 8. Suppose that algorithm A has expected sample complexity T and, suppose for some
condition C and value γ > 0 we have P[output of A satisfies C] ≥ 1 − γ. Let A˜ be the algorithm
obtained from A by replacing calls k ∼ µβ with calls k ∼ µ˜β where µ˜β is a distribution over H
satisfying ||µ˜β − µβ||TV ≤ γ/T . Then P
[
output of A˜ satisfies C
]
≥ 1− 2γ.
For a number of applications, the cost of the approximate sampling oracle is polylogarithmic in
the value δ. In such cases, we can use the following crude estimate:
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Corollary 9. There is an absolute constant c > 0 for which the following holds. Suppose that the
sampling oracle µ˜β has ||µ˜β − µβ||TV ≤ ( 1µ∗ + min{n, q} + 1ε + log
nq
γ )
−c. Then all our algorithmic
results remain valid for oracle µ˜β as they do for an exact sampling oracle µβ.
1.4 Miscellaneous formulas and definitions
We collect a few assorted results and notations we will use in our algorithm.
• For values α, β and k, ℓ ∈ H we have
µα(k)µβ(ℓ) = e
(α−β)(k−ℓ) · µα(ℓ)µβ(k) (3)
In particular, if α ≤ β and k ≤ ℓ then µα(k)µβ(ℓ) ≥ µα(ℓ)µβ(k).
• For two real numbers x, y we say that x is an ε-estimate of y if | log x− log y| ≤ ε.
• We show the following lemma in Appendix C:
Lemma 10. Let a1, . . . , am be a non-negative log-concave sequence satisfying ak ≤ 1k for each
k ∈ [m]. Then a1 + . . .+ am < e.
Note that without the log-concavity assumption we would have a1+. . .+am ≤
∑m
k=1
1
k ≤ 1+logm
(by a well-known inequality for the harmonic series). Motivated by these facts, we define the
following parameter for any h ≤ n which we use throughout the paper:
Γh =
{
1 + log(h+ 1) in the general setting
e in the log-concave setting
We also define Γ = Γn.
• We define H = H∪{−∞,+∞}. For a set K ⊆ H, we define span(K) = 1+maxK−minK. For
a set K ⊆ H, we define span(K) = span(K ∩H).
2 Main data structures and subroutines
Before we describe our algorithms for Pcoef, let us formally define the main data structures and
subroutines that we will need. We only state the summary results for these procedures here; the
formal proofs will be described in later sections. There are five main subroutines we will use:
1. Sample
2. BinarySearch
3. FindRepresentatives
4. FindSchedule, which generates an object that we refer to as a schedule.
5. SolvePratio, to solve problem Pratio using a schedule.
We will now provide formal specifications of these routines and associated data structures.
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Sample. We can obtain an unbiased estimator µˆβ of vector µβ ∈ [0, 1]H for any given value β ∈
[βmin, βmax] by taking N ≥ 1 independent samples from µβ(·) and computing the empirical frequencies.
We write µˆβ ← Sample(β;N) for this process. We analyze it using some standard concentration bounds
for the binomial distribution which we derive in Appendix B.
Lemma 11. For parameters ε > 0, γ ∈ (0, 1], p◦ ∈ (0, 1] define the value
R(ε, γ, p◦) =
⌈
2eε log 2γ
(1− e−ε)2p◦
⌉
= Θ
(
log 1γ
ε2p◦
)
Let pˆ ∼ 1NBinom(N, p) for N ≥ R(ε, γ, p◦). Then with probability at least 1− γ we have
pˆ ∈
{
[e−εp, eεp] if p ≥ e−εp◦
[0, p◦) if p < e−εp◦
(4)
We write µˆβ ← Sample(β; ε, γ, p◦) as shorthand for µˆβ ← Sample(β;R(ε, γ, p◦)). Most of our
algorithms are based on executing µˆβ ← Sample(β; ε, γ, p◦) for various choices of β, ε, γ, p◦, and making
certain decisions or estimates based on values µˆβ(k). The algorithms succeed as long as µˆβ(k) does
not deviate much from the true value µβ(k), in line with the conditions given above. When we
execute µˆβ ← Sample(β; ε, γ, p◦), we say that this well-estimates some value k if condition (4) holds
for p = µβ(k) and pˆ = µˆβ(k); otherwise it mis-estimates k. This condition depends on the parameters
ε, p◦ and not solely on the values of µˆβ(k), µβ(k). Regardless of the value µβ(k), Lemma 11 ensures
that any given index k is mis-estimated with probability at most γ. Crucially, if Eq. (4) holds, and
either p ≥ p◦ or pˆ ≥ p◦, then pˆ is an ε-estimate of p.
BinarySearch. Given value θ ∈ R, this subroutine attempts to find a value β such that µβ([0, θ]) ≈
1/2 ≈ µβ([θ, n]), if any such value exists. Since the value µβ([0, θ]) is a monotonic function of β, it
does this by binary search. We describe this in Section 4.
Formally, the algorithm BinarySearch(βleft, βright, θ, γ, τ) takes as inputs values βleft, βright with
βmin ≤ βleft < βright ≤ βmax and value θ ∈ R. It must return a value β ∈ [βleft, βright]. Here, the
parameter γ is the requested failure probability. Ideally, β should satisfy µβ([0, θ]) ≈ 1/2 ± τ ≈
µβ([θ, n]). The parameter τ is the required accuracy in the approximation; in all the algorithms we
consider, this will always be regarded as a constant.
We say that the call β ← BinarySearch(βleft, βright, θ, γ, τ) is good if β ∈ Λτ (βleft, βright, θ)
where we define
Λτ (βleft, βright, θ) =
{
β ∈ [βleft, βright] : β > βleft ⇒ µβ([0, θ]) ≥ τβ < βright ⇒ µβ([θ, n]) ≥ τ
}
Our main result for this procedure, which may be of independent interest, will be the following:
Theorem 12. Suppose that τ is any fixed constant. Then BinarySearch(βleft, βright, θ, γ, τ) has
expected sample complexity O(log nqγ ), and the call is good with probability at least 1− γ.
FindRepresentatives. A representative set R is a subset of the interval [βmin, βmax]. It is called
proper for K with respect to parameter ζ ≤ 1 if every k ∈ K satisfies maxα∈R µα(k) ≥ ζ∆(k).
Given a set K, the algorithm FindRepresentatives attempts to find a representative set R which
is proper for K, with respect to some constant parameter ζ. We describe this in Section 5. Formally,
we show the following:
Theorem 13. The procedure R← FindRepresentatives(K, γ) has the following properties:
(a) The expected sample complexity is O(min{√q log n, q, |K|} log nqγ ).
(b) The representative set R is proper for K and parameter ζ = 1/256 with probability at least 1−γ/n.
(c) |R| ≤ |K| with probability one, and |R| ≤ O(min{q,√q log n}) with probability at least 1− γ/n.
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FindSchedule. Let us first introduce some basic terminology to define a schedule.
• A weighted interval is a tuple σ = ([σ−, σ+], σweight) where σ−, σ+ ∈ H, and σ− ≤ σ+ and
σweight ∈ (0, 1]. We denote Ends(σ) = {σ−, σ+} ∩H. We define span(σ) = span(σ ∩H).
• An extended weighted interval is a tuple (β, σ) where β ∈ [βmin, βmax] and σ is a weighted interval.
The tuple is called proper if µβ(k) ≥ σweight for all k ∈ Ends(σ).
• A sequence I = ((β0, σ0), . . . , (βt, σt)) of distinct extended weighted intervals will sometimes be
viewed as a set, and so we write (β, σ) ∈ I. We also denote InvWeight(I) =∑(β,σ)∈I 1σweight .
• Sequence I of the above form will be called a schedule if it satisfies two conditions:
(i) βmin = β0 < . . . < βt = βmax;
(ii) −∞ = σ−0 < σ+0 = σ−1 < σ+1 = σ−2 < . . . < σ+t−1 = σ−t < σ+t = +∞.
Here t = |I| − 1 ≤ n+ 1. We say that I is proper if all tuples (β, σ) ∈ I are proper.
Our main algorithm, which we show in Section 7, is summarized as follows:
Theorem 14. There is an algorithm FindSchedule(γ) that produces a schedule I with InvWeight(I) ≤
a(n+1)Γ and P[I is proper ] ≥ 1−γ, where a > 4 is an arbitrary constant. This algorithm has expected
sample complexity O(nΓ(log2 n+ log 1γ ) + n log q).
Solving PBratio. We have already summarized this algorithm SolvePratio in the introduction. To
reiterate, in Section 6, we show the following:
Theorem 15. The procedure Qˆ← SolvePratio(B, γ, ε) has the following guarantees:
(a) The expected sample complexity is
O
(
min
{(|B|+ q log n) log |B|γ
ε2
,
(|B|n+ n2)Γ log |B|γ
ε2
+ n log q
})
(b) With probability at least 1− γ, every β ∈ B satisfies Qˆβ/Qβ ∈ [e−ε, eε].
3 Solving P µ∗,Kcoef
At this point, we are ready to describe our main algorithms to solve Pµ∗,Kcoef . This will have two parts.
First, we will develop algorithms with sample complexity depending on n instead of span(K) directly.
Later, in Section 3.2, we use rejection sampling to transfer these to the bounds shown in Theorem 1.
Although our definition of an (ε,K)-estimate does not require any condition on individual entries
of cˆk, the algorithm here will yield a stronger guarantee which we refer to as lower-normalized (ε,K)-
estimate of c. Specifically, the estimate cˆ satisfies (i) cˆk > 0 for all k ∈ K; (ii) for all k ∈ H with
cˆk > 0 the value cˆk is an ε/2-estimate of the value c¯k =
ck
Z(βmin)
. It is immediate that this is also an
(ε,K)-estimate of c. Note that this can be useful even when |K| = 1.
Our generic algorithm to solve Pµ∗,Kcoef is described as follows:
Algorithm 1: Solving Pµ∗,Kcoef . Input: parameters K, γ, µ∗, ε > 0
1 call R← FindRepresentatives(K, γ/3)
2 call Qˆ← SolvePratio(R, γ/3, ε/4)
3 set cˆk ← 0 for all k ∈ H
4 foreach α ∈ R do
5 set µˆα ← Sample(α; ε/4, γ3|K|2 , e−ε/4µ∗ζ)
6 estimate cˆk ← Qˆαe−αkµˆα(k) for each k ∈ K with µˆα(k) ≥ e−ε/4µ∗ζ and cˆk = 0.
The following two results summarize Algorithm 1.
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Theorem 16. With probability at least 1 − γ, the estimated vector cˆ produced by Alg. 1 is a lower-
normalized (ε,K∗)-estimate of c.
Proof. Let us first show that the cˆk is a lower-normalized estimate of ck with good probability. Suppose
that R is proper for K, the call at line 2 estimates everyQα correctly for α ∈ R, and line 4 well-estimates
every k ∈ K. Since |R| ≤ |K| with probability one, this overall has probability at least 1− γ. We then
show that the resulting values cˆk are lower-normalized (ε,K∗)-estimates of c.
First, suppose cˆk is set to a non-zero value at line 5. So µˆα(k) ≥ e−ε/4µ∗ζ, and so µˆα(k) is an
ε/4-estimate of µα(k). Also, Qˆα is an ε/4-estimate of Qα. Since c¯k = Qαe
−αkµα(k), this implies that
cˆk is an ε/2-estimate of c¯k.
Next, consider k ∈ K∗. Since R is proper for K, there is α ∈ R with µα(k) ≥ µ∗ζ. This value of α
has µˆα(k) ≥ e−ε/4µ∗ζ, and so line 5 sets cˆk to a non-zero value (if it was not already set in an earlier
iteration).
Proposition 17. For r = min{√q log n, q, |K|}, Alg. 1 has expected sample complexity
O
(r log |K|γ
ε2µ∗
+min
{q log n log rγ
ε2
,
n2Γ log rγ
ε2
+ n log q
})
Proof. Let us write m = |K| and S = |R|. Since S ≤ m + 1 ≤ n + 2 with probability one, while
S ≤ O(r) with probability 1− γ/n, we see that E[S] ≤ O(r). Now let us examine the expected sample
complexity line by line.
Line 1: O(r log nqγ ).
Line 2: If we condition on fixed R, then the expected sample complexity is
O
(
min
{(S + q log n) log Sγ
ε2
,
(Sn+ n2)Γ log Sγ
ε2
+ n log q
})
.
We can now integrate out the random variable S. Note that since S ≤ m ≤ n, we have E[S logS] ≤
E[S log n] ≤ O(q log n). Also, by Jensen’s inequality we have E[log S] ≤ O(log r). Overall, the expected
sample complexity of line 2 is given by O
(
min
{ q logn log rγ
ε2
,
n2Γ log r
γ
ε2
+ n log q
})
.
Line 5: The expected sample complexity is O(
E[S] log
m
γ
ε2µ∗ ) = O(
r log
m
γ
ε2µ∗ ).
Summing these terms, we get a total expected sample complexity of
O
(
r log nqγ +
r log mγ
ε2µ∗
+min
{q log n log rγ
ε2
,
n2Γ log rγ
ε2
+ n log q
})
We claim that the term r log nqγ is always dominated by one of the other terms. This is clear in
the second term of min{} is the minimizer, since r ≤ n. Otherwise, if the first term q logn log
r
γ
ε2 is
the minimizer, then we must have q ≤ poly(n); in this case r log nqγ ≤ O(r log nγ ) ≤ O(q log nγ ) ≤
O(
q logn log
r
γ
ε2
). Dropping the term r log nqγ gives the stated expected sample complexity.
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3.1 Alternative algorithm for the log-concave setting
In the log-concave setting, the following alternative algorithm for Pµ∗,Kcoef is more efficient than Algo-
rithm 1 in most cases:
Algorithm 2: Solving Pµ∗,Hcoef in the log-concave setting. Input: parameters ε, γ, µ∗ > 0
1 Let I = ((β0, σ0), . . . , (βt, σt))← FindSchedule(γ/3)
2 call SolvePratio(B, ε/4, γ/3) where B = {β0, . . . , βt}
3 update σ
weight
0 ← min{σweight0 , µ∗1+µ∗σ+0 } and σ
weight
t ← min{σweightt , µ∗1+µ∗(n−σ−t )}
4 foreach (β, σ) ∈ I let µˆβ ← Sample(β; ε/4, γ3(n+1)2 , e−ε/4σweight)
5 foreach k ∈ H do
6 pick tuple (β, σ) ∈ I with k ∈ [σ−, σ+]
7 set cˆk =
{
Qˆβe
−βk · µˆβ(k) if µˆβ(k) ≥ e−ε/4 · σweight
0 otherwise
Note that lines 1 and 2 have expected sample complexity of respectively O(n(log2 n+log q+log 1γ ))
and O
(min{n+q logn,n2} log n
γ
ε2
)
. The update in line 3 increases InvWeight(I) by at most 2/µ∗ + 2n,
therefore line 4 has sample complexity O
(
(n + 1/µ∗) · log
n
γ
ε2
)
. Overall, we see that Algorithm 2 has
expected sample complexity
O
(
min
{(n2 + 1µ∗ ) log nγ
ε2
+ n log q,
(q log n+ n+ 1µ∗ ) log
n
γ
ε2
+ n log2 n
})
The following main result shows that Algorithm 2 indeed solves Pcoef:
Theorem 18. In the log-concave setting, the estimated vector cˆ produced by Alg. 2 is a lower-
normalized (ε,H∗)-estimate of c with probability at least 1− γ.
Proof. By construction, the schedule I in line 1 is proper with probability at least 1 − γ/3. By the
specification of SolvePratio the value Qˆβi is an ε/4-estimate of Qβi with probability at least 1− γ/3.
With probability at least 1 − γ/3, every iteration of line 4 well-estimates every value ℓ ∈ H. Let us
assume that all these events occur, which has overall probability at least 1 − γ, and then show that
the resulting values cˆ satisfy the required property.
First, if cˆk > 0 for index k, then µˆβ(k) ≥ e−ε/4σweight for some tuple (β, σ), so µˆβ(k) is an
ε/4-estimate of µβ(k). Since Qˆβ is an ε/4-estimate of Qβ, this implies that cˆk is an ε/2-estimate of c¯k.
Next, consider k ∈ H∗ and corresponding tuple (β, σ) chosen at line 6 with k ∈ [σ−, σ+]. We need
to show that ck > 0. We claim that µβ(k) ≥ σweight; for this, three cases are possible.
• 0 < i < t. Then µβ(k) ≥ min{µβ(σ−), µβ(σ+)} ≥ σweight where the first inequality follows from
log-concavity of the coefficients and the second inequality holds since I is proper.
• i = 0, and so β = βmin. Suppose for contradiction that µβ(k) < σweight. By log-concavity
µβ(ℓ) ≤ µβ(k) < σweight for all ℓ ≤ k. Therefore, µβ([0, k − 1]) < kµβ(k) ≤ σ+ · σweight.
Since k ∈ H∗, we have µα(k) ≥ µ∗ for some α ∈ [βmin, βmax]. By Eq. (3), for each ℓ ≥ k we have
µβ(ℓ) ≤ µα(ℓ)× µβ(k)µα(k) < µα(ℓ)× σ
weight
µ∗ , and therefore µβ([k, n]) ≤ σ
weight
µ∗ ·µα([k, n]) ≤ σ
weight
µ∗ . We
can now obtain a contradiction as follows:
1 = µβ([0, k − 1]) + µβ([k, n]) < σ+ · σweight + σ
weight
µ∗
≤ (σ+ + 1/µ∗) · µ∗
1 + µ∗σ+
= 1.
• i = t. This case is completely analogous to the previous one.
We have thus shown that µβ(k) ≥ σweight. Since µˆβ well-estimates k with respect to parameters
ε/4, σweight , we get that µˆβ(k) ≥ e−ε/4µβ(k) ≥ e−ε/4σweight, and so cˆk > 0.
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3.2 Reducing the parameter range
We now describe how to get sample complexities for Pµ∗,Kcoef that depend upon h = span(K) instead
of n. The key idea is to use rejection sampling in order to simulate a Gibbs distribution that takes
on values only in the range [minK,maxK]. We begin with some general results about sampling from
restricted intervals.
Proposition 19. Let k ∈ H, and suppose that β ∈ Λτ (βmin, βmax, k) for some τ in (0, 1/2).
(a) For ℓ ≥ k we have maxα′∈[β,βmax] µα′(ℓ) ≥ τ∆(ℓ).
(b) For ℓ ≤ k we have maxα′∈[βmin,β] µα′(ℓ) ≥ τ∆(ℓ).
Proof. We only show (a); part (b) is completely analogous.
Let α ∈ [βmin, βmax] be chosen so that µα(ℓ) = ∆(ℓ). If α ≥ β, then the result holds immediately
by setting α′ = α. Otherwise, if α < β, note that β > βmin. By definition of Λτ , we then have
µβ[0, k] ≥ τ . Since ℓ ≥ k and α < β, this implies
µα(ℓ) =
cℓe
αℓ∑n
i=0 cie
αi
≤ cℓ∑k
i=0 cie
−α(ℓ−i) ≤
cℓ∑k
i=0 cie
−β(ℓ−i) =
µβ(ℓ)
µβ([0, k])
≤ µβ(ℓ)
τ
Thus, setting α′ = β works.
Proposition 20. Let k ∈ H, and suppose that β ∈ Λτ (βmin, βmax, k) for some constant τ ∈ (0, 1/2).
(a) Suppose that β < βmax. Then in O(1) expected samples from µ, we can sample from the Gibbs
distribution µ′ with coefficients ck, . . . , cn for any α ∈ [β, βmax] Furthermore, the distribution µ′ on
this range has diversity parameter Z ′(βmax)/Z ′(β) = q′ ≤ q +O(1), and for any ℓ ≥ k we have
∆′(ℓ− k) = max
α′∈[β,βmax]
µ′α′(ℓ− k) ≥ τ∆(ℓ)
(b) Suppose that β > βmin. Then in O(1) expected samples from µ, we can sample from the Gibbs
distribution with coefficients c0, . . . , ck for any α ∈ [βmin, β]. Furthermore, the distribution µ′ on this
range has diversity parameter q′ ≤ q +O(1), and for any ℓ ≤ k we have
∆′(ℓ) = max
α′∈[βmin,β]
µ′α′(ℓ) ≥ τ∆(ℓ)
Proof. We prove only part (a); part (b) is very similar, but slightly simpler.
Since β < βmax, by definition of Λτ we have µβ([k, n]) ≥ τ . For ℓ ∈ {0, . . . , n − k} and α ≥ β we
have
µ′α(ℓ) =
ck+ℓe
αℓ∑n−k
i=0 ck+ie
αi
=
ck+ℓe
α(k+ℓ)∑n−k
i=0 ck+ie
α(k+i)
=
µα(k + ℓ)
µα([k, n])
By Lemma 23, we have µα([k, n]) ≥ µβ([k, n]) ≥ τ for every α ≥ β. Thus, in order to sample
µ′α for α ≥ β, we can repeatedly sample from µα until we draw an item i ≥ k; we then output
i − k. The expected number of samples we draw is O(1), and we select value i with probability
µα(i)/µα([k, n]) = µ
′
α(i− k).
Next, we compute ratio Z ′(βmax)/Z ′(β) as
Z ′(βmax)
Z ′(β)
=
∑n−k
i=0 ci+ke
βmaxi∑n−k
i=0 ci+ke
βi
=
e−βmaxk
∑n
i=k cie
βmaxi
e−βk
∑n
i=k cie
βi
= e(β−βmax)k
Z(βmax)µβmax([k, n])
Z(β)µβ([k, n])
Clearly e(β−βmax)k ≤ 1. Furthermore, we have µβmax([k, n]) ≤ 1 and µβ([k, n]) ≥ τ , so Z
′(βmax)
Z′(β) ≤
τ × Z(βmax)Z(β) ≤ τ × Z(βmax)Z(βmin) = O(Q). Taking logarithms, we thus have q′ ≤ q +O(1).
Finally, by Proposition 20 there is α′ ∈ [β, βmax] with µα′(ℓ) ≥ τ∆(ℓ), and µ′α′(ℓ− k) ≥ µα′(ℓ).
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As a first step, we will discuss how to get sample complexity which is a function of k+ instead of
n. As a rough outline, we will first use binary search to find a value such that µβ([0, k
+]) ≥ Ω(1). We
will then convert our oracle for µ into an oracle for the distribution µ′ on coefficients c0, . . . , ck+ , and
solve Pµ∗,Kcoef for µ
′.
Unfortunately, there are a few edge cases that can be problematic: the binary search may not find
a valid β, either because no such β exists, or because there was a random failure in the execution of
BinarySearch. The following result shows how to handle these cases.
Theorem 21. Let k = maxK and let r = min{√q log k, q, |K|}.
There exists an algorithm to obtain a lower-normalized (ε,K∗)-estimate of c with success probability
1− γ and expected sample complexity
O
(
log n+
r log |K|γ
ε2µ∗
+min
{q log k log rγ
ε2
,
k2Γk log
r
γ
ε2
+ k log q
})
In the log-concave setting, there exists an algorithm to obtain a lower-normalized (ε,K∗)-estimate
of c with success probability 1− γ and expected sample complexity
O
(
log n+min
{(k2 + 1µ∗ ) log kγ
ε2
+ k log q,
(q log k + k + 1µ∗ ) log
k
γ
ε2
+ k log2 k
})
Proof. We prove only the first result; the second is completely analogous. Let us define
L =
r log |K|γ
ε2µ∗
+min
{q log k log rγ
ε2
,
k2Γk log
r
γ
ε2
+ k log q
}
which is the target sample complexity (except for the initial log n term).
The algorithm. The first step in the process is to call β ← BinarySearch(βmin, βmax, k, γ/4, 1/4).
Now if β = βmin, then we set µˆβmin ← Sample(βmin; ε/4, γ4|K| , e−ε/4µ∗/4). For each k ∈ K, we
estimate cˆk ← eˆ−βminkµˆβmin(k) if µˆβmin(k) ≥ e−ε/4µ∗, and cˆk ← 0 otherwise.
Otherwise, if β > βmin, then let us observe that, as long as the call to BinarySearch was good, we
have β ∈ Λτ (βmin, βmax, k) for τ = 1/4. So the preconditions of Proposition 20(b) are satisfied, and
we can simulate the distribution µ′ with coefficients c0, . . . , ck. (If the call to BinarySearch was not
good, then attempting to simulate µ′ may require arbitrarily large sample complexity.)
At this point, we use Algorithm 1 on the simulated distribution µ′ in the range [βmin, β] with
respect to error parameter γ/4 and with µ′∗ = µ∗/4, and we return this estimate as our answer. If,
during this process, we make more than T calls to the distribution µ, for some parameter T to be
specified, then we immediately abort the process and return any arbitrary answer.
The proof of the second result is the same, except that we use Algorithm 2 instead of Algorithm 1.
Now that we have described the algorithm, let us show that it has the desired success probability
of 1− γ and has the claimed expected sample complexity.
Sample complexity. The initial call to BinarySearch has expected sample complexity O(log nqγ ).
If β = βmin, then the sampling from µβmin has sample complexity O(
log(|K|/γ)
µ∗ε2 ). We can see that these
contribute overall O(log n+ L) expected sample complexity.
Suppose that we condition on the event that the call BinarySearch was good. In this case, by
Proposition 17, the expected sample complexity Algorithm 1, measured in terms of draws from µ′, is
O(L). By Proposition 20(b), each call to µ′ can be simulated using O(1) calls to µ in expectation.
Also, the rule for aborting termination can only reduce the expected sample complexity. So, the overall
expected sample complexity of this process is at most CL, for some constant C > 0.
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Now let us set T = 4CL/γ. If the call to BinarySearch is not good, then our termination rule still
ensures that the sample complexity is at most T . Since BinarySearch is good with probability at least
1−γ/4, the overall expected sample of solving Pcoef for µ′ is at most (1−γ/4)×CL+γ/4×T ≤ O(L).
This concludes the analysis of the sample complexity of this process.
Correctness. Let us consider the following four events:
1. The call to BinarySearch is good
2. If β = βmin, then µˆβ(k) is well-estimated for all k ∈ K.
3. If β > βmin, then Algorithm 1 on distribution µ
′ succeeds.
4. If β > βmin, then Algorithm 1 does not attempt to make more than T samples to µ.
We claim that if these four events all occur, then the algorithm produces an (ε,K∗) lower-normalized
estimate of c. We also claim that these four events in total have probability at least 1− γ.
The first event has probability at least 1− γ2/4, and the second has probability at least 1− γ/4.
Let us condition on these two events occurring, and so we have β ∈ Λτ (βmin, βmax), k) for τ = 1/4.
Suppose first that β = βmin. By Proposition 19(b), we have µβmin(ℓ) ≥ µ∗/4 for all ℓ ∈ K∗. Thus,
since µˆβmin is well-estimated for all ℓ ∈ K, we have cˆk > 0 for all k ∈ K∗. Likewise, any coefficient k
with cˆk > 0 is an ε/2-estimate of c¯k.
Next suppose that β > βmin. By Proposition 20(b), each call to µ
′ can be simulated by O(1) calls
to µ. Thus, the expected sample complexity of applying Algorithm 17, measured in terms of calls to
µ, is at most CL. By Markov’s inequality, the probability of aborting due to more than T is calls, is
at most γ/4. Also, by Theorem 16, the call to Algorithm 1 succeeds with probability at least 1− γ/4.
Thus, the conditional probability of the last two events is still 1− γ/2, and the overall probability
that all four events hold is at least 1− γ.
Now let us suppose that these events all hold. By Proposition 20(b), we have ∆′(ℓ) ≥ ∆(ℓ)/4 ≥
µ∗/4 = µ′∗ for all ℓ ∈ K∗. Thus the estimate produced from Algorithm 1 also solves PK,µ∗coef for
distribution µ.
We can now prove Theorem 1 and Theorem 2, which we restate for convenience:
Theorem 22. Let h = span(K) and let r = min{√q log k, q, |K|}.
There exists an algorithm to obtain an (ε,K∗)-estimate of c with probability at least 1 − γ using
expected sample complexity
O
(
log n+
r log |K|γ
ε2µ∗
+min
{q log h log rγ
ε2
,
h2Γh log
r
γ
ε2
+ h log q
})
In the log-concave setting, there exists an algorithm to obtain an (ε,K∗)-estimate of c with proba-
bility at least 1− γ using expected sample complexity
O
(
log n+min
{(h2 + 1µ∗ ) log hγ
ε2
+ h log q,
(q log h+ h+ 1µ∗ ) log
h
γ
ε2
+ h log2 h
})
Proof. The proof is nearly identical to Theorem 21, so we only provide a sketch of the algorithm.
We first call β ← BinarySearch(βmin, βmax,minK, γ/4, 1/4).
If β = βmax, then we set µˆβmax ← Sample(βmax; ε/4, γ4|K| , e−ε/4µ∗/4). For each k ∈ K, we estimate
cˆk ← eˆ−βmaxkµˆβmax(k) if µˆβmax(k) ≥ e−ε/4µ∗, and cˆk ← 0 otherwise.
Otherwise, if β < βmax, then the preconditions of Proposition 20(a) are satisfied, and we can
simulate the distribution µ′ with coefficients ck, . . . , cn for k = minK. We use Theorem 21 on the
simulated distribution µ′ in the range [β, βmax] with respect to error parameter γ/4, with µ′∗ = µ∗/4,
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and with the set K′ = {ℓ − k | ℓ ∈ K}. We return this estimate (suitably shifted) as our answer. If,
during this process, we make more than T calls to the distribution µ, for appropriate choice of T , then
we abort and return any arbitrary answer.
We remark that the algorithm of Theorem 22 is based on simulating a distribution µ′ and applying
Theorem 21 to µ′, while Theorem 21, in turn, is based on a simulating a distribution µ′′ from µ′.
These two layers of indirect simulation allow us to better handle the edge cases compared to directly
simulating µ′′ from µ.
4 The BinarySearch subroutine
We will now prove Theorem 12. We assume throughout that τ is constant. Also, we assume that θ is
not an integer, as in that case note that if BinarySearch is good for parameter θ+1/2 it is also good
for θ. In this section we will use the following notation:
H− = [0, θ] ∩H H+ = [θ, n] ∩H Λτ = Λτ (βleft, βright, θ) p(β) = µβ(H+)
Z−(β) =
∑
k∈H−
cke
βk = (1− p(β))Z(β) Z+(β) =
∑
k∈H+
cke
βk = p(β)Z(β)
It will be easy to verify that BinarySearch succeeds with probability one if µβ(H−) = 0 or
µβ(H+) = 0. Hence we assume for the remainder of this section that p(β) ∈ (0, 1) for all values β ∈ R.
Before we begin our algorithm analysis, we record a few elementary properties about these parameters.
Lemma 23. p(β) is a strictly increasing function of β.
Proof. For any β ∈ R and δ > 0 we have Z−(β + δ) < Z−(β) · eδθ and Z+(β + δ) > Z+(β) · eδθ,
and thus Z
−(β+δ)
Z+(β+δ)
< Z
−(β)
Z+(β)
. Therefore, 1p(β) − 1 = Z
−(β)
Z+(β)
is a strictly decreasing function of β, and
accordingly p(β) is a strictly increasing function of β.
Since p(β) is an increasing function, it has an inverse p−1. We use this to define parameter βcrit:
βcrit =


βleft if p(βleft) > 1/2
βright if p(βright) < 1/2
p−1(1/2) if p(βleft) ≤ 1/2 ≤ p(βright)
Proposition 24. There holds βright − βcrit ≤ q + 1.
Proof. Let β1 = βright − q − 1 and p1 = p(β1). If β1 ≤ βleft, then βright − βleft ≤ q + 1 and we are
done. Otherwise, we can write
Z(βright) ≥ Z+(βright) ≥ Z+(β1) · eβright−β1 = p1Z(β1) · eβright−β1
where the second inequality holds since minH+ ≥ 1. Now since β1 ≥ βleft ≥ βmin, there holds
q ≥ log Z(βright)
Z(β1)
≥ βright − β1 + log p1 = q + 1 + log p1
This implies that log p1 ≤ −1, which in turn implies that p1 ≤ 1/2. So β1 ≤ βcrit.
The starting point for our algorithm is a sampling procedure of Karp & Kleinberg [14] for noisy
binary search. We summarize their algorithm as follows:
Theorem 25 ([14]). Suppose we have oracle access to draws from Bernoulli random variables X1, . . . ,XN ,
wherein each Xi has mean xi, and we know 0 ≤ x1 ≤ x2 ≤ · · · ≤ xN ≤ 1 but the values x1, . . . , xN are
unknown. Let us also write x0 = 0, xN+1 = 1.
Then there is a sampling procedure which takes as input two parameters α,∆ ∈ (0, 1), and uses
O( logN
∆2
) oracle queries to the variables Xi in expectation. With probability at least 3/4, it returns an
index v ∈ {0, . . . , N} such that [xv, xv+1] ∩ [α−∆, α+∆] 6= ∅.
By quantization, we can adapt Theorem 25 to weakly solve BinarySearch; we will afterward
describe the limitations of this preliminary algorithm and how to get the full result.
Theorem 26. Let τ ′ ∈ (0, 12) be an arbitrary constant. There is a sampling procedure with the following
properties:
(i) It takes as input an interval [β′left, β′right] ⊆ [βleft, βright] and returns a value βˆ ∈ [β′left, β′right].
(ii) If β′left ≤ βcrit ≤ β′right, then with probability at least 3/4 the output βˆ satisfies βˆ ∈ Λτ ′.
(iii) The expected sample complexity is O(log(n(1 + β′right − β′left)).
Proof. Let us define parameters
δ =
2
n
log
(1− τ ′) · (1− 2τ ′)
τ ′ · (3− 2τ ′) > 0
N =
⌈β′right − β′left
δ
⌉
+ 1 = O(n(β′right − β′left) + 1)
Let us define values u1, . . . , uN by ui = β
′
left +
i−1
N−1(β
′
right − β′left). Note that we simulate access
to a Bernoulli variable Xi with rate xi = p(ui) by drawing k ∼ µui and checking if k < θ.
Our algorithm is to apply Theorem 25 with respect to the variables X1, . . . ,XN and with param-
eters α = 12 ,∆ =
1
2−τ ′
2 ; let v ∈ {0, . . . , N} denote the resulting return value. If 1 ≤ v ≤ N − 1, then
we output βˆ = uv+uv+12 . If v = 0, then we output βˆ = β
′
left. If v = N , then we output βˆ = β
′
right.
This has expected sample complexity O( logN
∆2
) = O(log(n(1 + β′right − β′left)) (bearing in mind that
∆ is constant). This shows property (iii).
To show property (ii), suppose that v satisfies [xv, xv+1] ∩ [12 −∆, 12 +∆] 6= ∅, which occurs with
probability at least 3/4; we will show that then βˆ ∈ Λτ ′ as desired. There are a number of cases.
• Suppose that 1 ≤ v ≤ N − 1. Then we need to show that τ ′ ≤ p(βˆ) ≤ 1− τ ′. We will show only
the inequality p(βˆ) ≥ τ ′; the complementary inequality is completely analogous.
Choose arbitrary x ∈ [xv, xv+1] such that x ≥ 12 −∆ (this exists because of our hypothesis that
the algorithm of Theorem 25 returned a good answer). We write u = p−1(x) ∈ [uv, uv+1]. If
u ≤ βˆ, then p(βˆ) ≥ p(u) ≥ 12 −∆ ≥ τ ′.
Otherwise, suppose that u > βˆ. Since maxH+ = n, we can then write
p(βˆ)
1− p(βˆ) =
Z+(βˆ)
Z−(βˆ)
≥ Z
+(u)e−n(u−βˆ)
Z−(u)
=
e−n(u−βˆ)p(u)
1− p(u) ≥
e−n(u−βˆ)(12 −∆)
1
2 +∆
We know that uv+1 − uv = 1N−1 (β′right − β′left) ≤ δ, and since u ≥ βˆ = (uv + uv+1)/2, this
implies that βˆ ≥ u− δ/2. So we have shown that
p(βˆ)
1− p(βˆ) ≥
e−nδ/2(12 −∆)
1
2 +∆
=
τ ′
1− τ ′
This in turn implies that p(βˆ) ≥ τ ′ as desired.
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• Suppose that v = 0 and p(βleft) ≤ 12 . Again, we must show that τ ′ ≤ p(βˆ) ≤ 1 − τ ′. Since
βˆ = β′left ≤ βcrit, we have p(βˆ) ≤ 12 ≤ 1− τ ′.
To show the lower bound, as in the first case, let x ∈ [x0, x1] be such that x ≥ 12 − ∆. Since
x0 = 0 and x1 = p(β
′
left), we know that p
−1(x) ≤ u1 = β′left, so that p(β′left) ≥ x ≥ 12 −∆ ≥ τ ′.
• Suppose that v = 0 and p(βleft) > 12 . In this case, since βleft ≤ β′left ≤ βcrit, we know that
β′left = βleft. The algorithm returns value βˆ = β′left = βleft and so βˆ ∈ Λτ ′ .
• Suppose that v = N . This is completely analogous to the cases where v = 0.
Theorem 26 does not directly solve BinarySearch on its own, for two reasons. First, the success
probability is only a constant 3/4, not the desired value 1 − γ. Second, the runtime depends on the
difference β′right − β′left, which may be unbounded.
We formulate the following algorithm for BinarySearch to address both issues via an exponential
back-off strategy. Note that the loop in line 2 runs indefinitely, starting at index value i = i0.
Procedure BinarySearch(βleft, βright, θ, γ, τ).
1 set i0 = ⌈log2 log2 nγ ⌉ and τ ′ = 1/2+τ2
2 for i = i0, i0 + 1, i0 + 2, . . . , do
3 set β′i = max{βleft, βright − 22
i}
4 let β be the output of the alg. of Theorem 26 with β′left = β′i, β
′
right = βright
5 set µˆβ ← Sample(β; 12 log τ
′
τ , γ/2
i−i0+2, τ)
6 if
(
β = βleft ∨ µˆβ(H−) ≥
√
ττ ′)
)
∧
(
β = βright ∨ µˆβ(H+) ≥
√
ττ ′
)
then return β
Proposition 27. For constant τ , the expected sample complexity of BinarySearch is O(log nqγ ).
Proof. We claim that the expected sample complexity of iteration i (if it is reached) is O(2i). Indeed,
the complexities at lines 4 and 5 are respectively O(log(n(βright − β′i)) + 1) ≤ O(log(n22
i
)) = O(2i +
log n) and O(log(2i−i0+2/γ)) ≤ O(i + log 1γ ), which together give O(2i + log nγ ). By observing that
2i ≥ 2i◦ ≥ log2 nγ we get the desired claim.
Let s be the minimal integer such that βright − 22s ≤ βcrit. By Proposition 24, we have s ≤
log2 log2(q + 1). Let t = max{i0, s}.
We first consider the complexity of iterations i = i0, i0+1, . . . , t. Each such iteration i has expected
sample complexity is O(2i). Summing over i = i0, . . . , t gives expected sample complexity O(2
t).
We next claim that in each iteration i > t, the algorithm BinarySearch terminates with probability
at least 9/16. Indeed, since i ≥ s, we have β′i ≤ βcrit, and thus by Theorem 26 there is a probability
of at least 3/4 that the resulting value β is in Λτ ′ . In such a case, if line 5 well-estimates the sets H+
and H−, then the algorithm will return value β and terminate. This occurs with probability at least
1− 2 · γ/21+2 ≥ 3/4. Overall, the probability of termination at this iteration is at 3/4 × 3/4 = 9/16.
This in turn implies that the probability that BinarySearch reaches iteration i = t + 1 + j is
at most (7/16)j . If it does reach this iteration, the expected sample complexity is O(2i) = O(2t+j).
Thus, the overall expected sample complexity due to iteration i = t+ 1 + j is O((7/16)j2t+j).
So the expected sample complexity due to iterations i > t is at most
∑∞
j=0O((7/8)
j2t) = O(2t).
The total expected sample complexity of the algorithm is O(2t) = O(max{2s, 2i0}) = O(log nqγ ).
Proposition 27 implies, in particular, that BinarySearch terminates with probability 1.
Proposition 28. With probability at least 1−γ, the return value β of BinarySearch satisfies β ∈ Λτ .
Proof. By construction, line 5 at iteration i well-estimates H− and H+ with probability at least
1 − γ/2i−i0+1. Thus, sets H− and H+ are well-estimated at all iterations with probability at least
1−∑i≥i0 γ/2i−i0+1 = 1−γ. If such event happens and BinarySearch returns value β then β ∈ Λτ .
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5 Proof of Theorem 13: Procedure FindRepresentatives
The procedure FindRepresentatives(K, γ) is defined formally as follows:
Algorithm 3: FindRepresentatives(K, γ)
1 initialize i← maxK and R← ∅
2 while true do
3 set α← BinarySearch(βmin, βmax, i+ 12 , γ4(n+1)2 , 1/4)
4 set µˆα ← Sample(α; log 2, γ2(n+1)3 , 1256 )
5 set j to be the maximum integer in the range {0, . . . , i} such that µˆα([0, j − 1]) ≤ 1128
6 insert α into R
7 if K ∩ {0, . . . , j − 1} = ∅ or α = βmin then return R
8 update i← maxK ∩ {0, . . . , j − 1}
For the algorithm analysis, we let αt, it, jt denote the values of those variables at iteration t and
T be the final iteration count. We also write Zt = Z(αt). We write R = {α1, . . . , αT } for the final set
returned by this procedure, and we also set r = min{q,√q log n, |K|} throughout. We note that, at
each iteration, it is an element of K, and also that it+1 < jt ≤ it. Thus T ≤ |K| with probability one.
Let us say that the execution is good if call to BinarySearch is good and each iteration of line 5
well-estimates every interval {0, . . . , k}. By the specification of these subroutines, this has probability
at least 1− γn . We then argue that in the case the set R satisfies the required conditions, namely that
R is proper with respect to constant ζ = 1/256 and that |R| ≤ O(r).
We first show Theorem 13(b).
Proposition 29. Suppose the execution is good. Then for any k ∈ K there exists α ∈ R with
µα(k) ≥ ∆(k)/256. In particular, R is proper for K with respect to parameter ζ = 1/256.
Proof. Consider β ∈ [βmin, βmax] with µβ(k) = ∆(k). We can observe that, due to the termination
condition of FindRepresentatives and due to the choice of i in line 8, there are two possibilities:
either there is some iteration t with jt ≤ k ≤ it, or k < jT and αT = βmin.
For the former case, let us write α = αt, i = it, j = jt. First, suppose that β > α. In this case,
α 6= βmax, and so since the call to BinarySearch at line 3 is good, we have µα([i + 1, n]) ≥ τ = 1/4.
Since k ≤ i, we have:
µβ(k) ≤ cke
βk∑n
ℓ=i+1 cℓe
βℓ
≤ cke
αk∑n
ℓ=i+1 cℓe
αℓ
=
µα(k)
µα([i+ 1, n])
≤ 4µα(k)
If β = α then the condition obviously holds. Otherwise, suppose that β < α. In this case,
α 6= βmin, and so since the call to BinarySearch at line 3 is good, we have µα([0, i]) ≥ τ = 1/4.
By the definition of j, it holds that either µˆα([0, j]) > 1/128 or j = i. In the former case, since
line 4 well-estimates interval [0, j], it must be that µα([0, j]) ≥ 1/256. In latter case, we also have
µα([0, j]) = µα([0, i]) ≥ 1/4 ≥ 1/256. Thus, in either case, since k ≥ j, we have:
µβ(k) ≤ cke
βk∑j
ℓ=0 cℓe
βℓ
≤ cke
αk∑j
ℓ=0 cℓe
αℓ
=
µα(k)
µα([0, j])
≤ 256µα(k)
Finally, suppose that k < jT and αT = βmin < β. Let us set i = iT . Since αT 6= βmax and the call
to BinarySearch at line 3 is good, it holds that µαT ([i+ 1, n]) ≥ τ = 1/4. We then compute:
µβ(k) ≤ cke
βk∑n
ℓ=i+1 cℓe
βℓ
≤ cke
αT k∑n
ℓ=i+1 cℓe
αT ℓ
=
µαT (k)
µαT ([i+ 1, n])
≤ 4µαT (k)
We will next bound T , allowing us to show Theorem 13(a), (c).
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Proposition 30. Suppose the execution is good. Then for t = 1, . . . , T − 2 we have the bound:
Zt
Zt+1
≥ 8e
jt+1
2(it−jt+1) > 1
Proof. Because the algorithm terminates whenever αt = βmin, we know that αt > βmin for t < T .
Since BinarySearch is good it holds that µαt([0, it]) ≥ 1/4. Also, since line 4 well-estimates every
interval and it+1 < jt, we have µαt([0, it+1]) ≤ µαt([0, jt − 1]) ≤ 1/64. For t < T − 1, we thus have
µαt+1([0, it+1]) ≥ 1/4 > 1/64 > µαt([0, it+1]).
By Lemma 23, this implies that αt > αt+1.
If we define the interval Vt = [jt, it], we have µαt(Vt) = µαt([0, it])−µαt([0, jt − 1]) ≥ 1/4− 1/64 ≥
1/8 and µαt(Vt+1) ≤ µαt([0, it+1]) ≤ 1/64. We can estimate:
Zt
Zt+1
=
µαt+1(Vt+1)
µαt(Vt+1)
×
∑
k∈Vt+1 cke
αtk∑
k∈Vt+1 cke
αt+1k
≥ 1/8
1/64
×
∑
k∈Vt+1 cke
αtk∑
k∈Vt+1 cke
αt+1k
≥ 8e(αt−αt+1)jt+1 (5)
where the last inequality here comes from the fact that jt+1 is the least element of Vt+1 and that
αt > αt+1.
Alternatively, we can estimate:
Zt
Zt+1
=
µαt+1(Vt)
µαt(Vt)
×
∑
k∈Vt cke
αtk∑
k∈Vt cke
αt+1k
≤ 1
1/4
×
∑
k∈Vt cke
αtk∑
k∈Vt cke
αt+1k
≤ 4e(αt−αt+1)it (6)
where again the last inequality comes from the fact that it is the largest element of Vt and that
αt > αt+1. Putting these two inequalities together, we conclude that 8e
(αt−αt+1)jt+1 ≤ 4e(αt−αt+1)it ,
which implies that (αt−αt+1)(it− jt+1) ≥ log 2 ≥ 1/2. Substituting this bound into Eq. (5) gives the
claimed result.
We can use this to estimate q in terms of T .
Proposition 31. If the execution is good, we have T ≤ O(min{q,√q log n}).
Proof. If T ≤ 3, this is clear. Otherwise, since βmax ≥ α1 > α2 > · · · > αT−2 ≥ βmin, we can compute:
q = log
Z(βmax)
Z(βmin)
≥
T−2∑
t=1
log
Z(αt)
Z(αt+1)
≥ (T − 2) log 8 + 12
T−2∑
t=1
jt+1
it − jt+1 (7)
This immediately shows that T ≤ O(q). If q ≤ log n, then we are done. So, let us suppose that
q > log n. For notational convenience, let us suppose that T is even (the odd case is nearly the same),
and define L = {2, 4, 6, . . . , T − 2}.
For ℓ ∈ L, let us set aℓ = log( jℓ−1jℓ+1 ). The sum
∑
aℓ telescopes as:∑
ℓ∈L
aℓ =
∑
ℓ∈L
log jℓ−1 − log jℓ+1 = log j1 − log jT−1 ≤ log n− log 1 = log n
Noting that it ≤ jt−1, we can also lower bound the sum in Eq. (7) as
T−2∑
t=1
jt+1
it − jt+1 ≥
T−2∑
t=2
jt+1
jt−1 − jt+1 ≥
∑
ℓ∈L
jℓ+1
jℓ−1 − jℓ+1 =
∑
ℓ∈L
1
eaℓ − 1
The function f(x) = 1ex−1 is decreasing concave-up, and so by Jensen’s inequality we have:
∑
ℓ∈L
1
eaℓ − 1 =
∑
ℓ∈L
f(aℓ) ≥ |L| × f
(∑
ℓ∈L aℓ
|L|
)
≥ |L| × f
( log n
|L|
)
=
(T − 2)/2
e
log n
(u−2)/2 − 1
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Now recall that we have assumed that q > log n. So if T ≤ 6 + 2 log n, then T ≤ O(√q log n) and
we are done. Otherwise, for T ≥ 6 + 2 log n, we have e
logn
(T−2)/2 − 1 ≤ e logn(T−2)/2 , and therefore∑
ℓ∈L
jℓ+1
jℓ−1 − jℓ+1 ≥
(T − 2)/2 × (T − 2)/2
e log n
≥ Ω(T 2/ log n)
which further implies that q ≥ Ω(T 2/ log n), i.e. that T ≤ O(√q log n) as desired.
Since |R| ≤ T , this immediately shows Theorem 13(c). Also, the expected sample complexity of
each iteration t of FindRepresentatives is O(log nqγ ). This expectation holds even conditioned on
the entire past history, i.e., on all the randomness at iterations 1, . . . , t−1. Because of this, the overall
expected sample complexity is E[T ]×O(log nqγ ). Since T ≤ n+ 1 with probability one, and T ≤ O(r)
when the execution is good, we have E[T ] ≤ O(r) which which yields Theorem 13(a).
6 Proof of Theorem 15: solving PBratio
By telescoping products, the following expression holds for each i ∈ {0, . . . , t}:
Qβi =
Z(βi)
Z(βmin)
= Ci(I) ·
µβ0(σ
+
0 ) · . . . · µβi−1(σ+i−1)
µβ1(σ
−
1 ) · . . . · µβi (σ−i )
where Ci(I) def= e
β1σ
−
1 · . . . · eβiσ−i
eβ0σ
+
0 · . . . · eβi−1σ+i−1
Let us suppose first that we have run algorithm FindSchedule, obtaining a schedule I (hopefully
proper) such that InvWeight(I) ≤ O(nΓ). Given set B ⊆ [βmin, βmax], consider the following algorithm
to “weakly” solve PBratio (we will explain more explicitly the guarantees it provides):
Algorithm 4: Weakly solving PBratio. Input: schedule I = ((β0, σ0), . . . , (βt, σt)), parameter
ε > 0, set B ⊆ [βmin, βmax]. Output: estimates Qˆ = {Qˆα}α∈B.
1 foreach i ∈ {0, . . . , t} do
2 set µˆβi ← Sample(βi;max{⌈ Ntσweighti ⌉, R(
ε
4 ,
1
16 , σ
weight
i )}) where N = 1 + 16(1−e−ε/4)2 = Θ( 1ε2 )
3 set Qˆβi=Ci(I) ·
µˆβ0 (σ
+
0 )·...·µˆβi−1 (σ
+
i−1)
µˆβ1 (σ
−
1 )·...· µˆβi (σ
−
i )
/* treat division by 0 arbitrarily */
4 foreach α ∈ B − {β0, . . . , βt} do
5 select index i such that α ∈ (βi, βi+1)
6 let µˆα ← Sample(α; ε4 , 116 ,min{σweighti , σweighti+1 })
7 set Qˆα =
µˆβi (k)
µˆα(k)
e(α−βi)kQˆβi where k = σ
+
i = σ
−
i+1
We now need to show that Algorithm 4 succeeds with constant probability. The proof here uses
standard techniques (e.g. cf. [11]). We use the following notation: for a random variable X we define
S[X]
def
= E[X
2]
(E[X])2 =
Var(X)
(E[X])2 + 1. The following fact is well-known (and easy to derive).
Lemma 32 ([6, page 136]). For P =
∏
i Pi where the Pi are independent,
E[P ] =
∏
i
E[Pi], S[P ] =
∏
i
S[Pi]
Proposition 33. For any i ∈ {0, . . . , t}, we have P
[
Qˆβi is an ε/2-estimate of Qβi
]
≥ 7/8.
Proof. Denote ε˜ = 1 − e−ε/4 and λ = ε˜216 , and consider (β, σ) ∈ I. For each k ∈ Ends(σ) the value
µˆβ(k) is a scaled binomial random variable with number of trials Nβ ≥ ⌈ Ntσweight ⌉ = ⌈ (1+λ)tλσweight ⌉ and success
probability µβ(k) ≥ σweight. Thus,
E[µˆβ(k)] = µβ(k) S[µˆβ(k)] = 1 +
1− µβ(k)
Nβ · µβ(k) ≤ 1 +
1− 0
(1+λ)t
λσweight · σweight
= 1 +
λ
(1 + λ)t
(8)
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DenoteW =
i−1∏
j=0
µβj(σ
+
j ), Wˆ =
i−1∏
j=0
µˆβj(σ
+
j ), V =
i∏
j=1
µβj(σ
−
j ), Vˆ =
i∏
j=1
µˆβj(σ
−
j ). Here, Qβi = Ci(I) ·WV
and Wˆ , Vˆ are random variables satisfying Qˆβi = Ci(I) · WˆVˆ . From Lemma 32 and Eq. (8) we get
E[Wˆ ] =W S[Wˆ ] ≤
(
1 +
λ
(1 + λ)t
)t
< e
λ
1+λ < 1 + λ = 1 +
ε˜2
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By Chebyshev’s inequality, P(|Wˆ/W−1| ≥ ε˜) ≤ (S[Wˆ ]−1)/ε˜ 2 < 116 . Similarly, P(|Vˆ /V −1| ≥ ε˜) < 116 .
By the union bound, there is a probability of at least 7/8 that |Wˆ/W − 1| ≤ ε˜ and |Vˆ /V − 1| ≤ ε˜.
This in turn implies that Wˆ/W ∈ [e−ε/4, eε/4] and Vˆ /V ∈ [e−ε/4, eε/4] and thus QˆβiQβi ∈ [e
−ε/2, eε/2].
Theorem 34. If I is proper, then for every α ∈ B, the estimate Qˆα provided by Algorithm 4 satisfies
P
[
Qˆα/Qα ∈ [e−ε, eε]
]
≥ 3
4
Proof. If α = βi for some i, then we have already shown this in Proposition 33. Otherwise, suppose
α ∈ (βi, βi+1). Let k = σ+i = σ−i+1 and let ω = min{σweighti , σweighti+1 }.
By Lemma 11, properness of I, and Proposition 33, the following events hold with probability at
least 1− 1/16 − 1/8− 1/16 = 3/4: (1) µˆβi(k) is an ε/4-estimate of µβi(k); (2) Qˆβi is an ε/2-estimate
of Qβi; (3) line 6 well-estimates k.
Suppose these events all occur. Properness of I implies that µβi(k) ≥ ω and µβi+1(k) ≥ ω. It is
known [19, Proposition 3.1] that logZ(β) is a convex function of β. Therefore, function log µβ(k) =
log ck + βk − logZ(β) is concave, which implies that µα(k) ≥ ω as well. Since line 6 well-estimates k,
this implies that µˆα(k) is an ε/4-estimate of µα(k). Since Qα =
µβi (k)
µα(j)
e(α−βi)kQβi , this shows that Qˆα
is an ε-estimate of Qα.
We may use a technique known as median amplification to increase the success probability to 1−γ,
for any desired parameter γ. We summarize this as follows:
Proposition 35. PBratio can be solved using expected sample complexity O(
(|B|n+n2)Γ log |B|
γ
ε2
+ n log q).
Proof. We first call I ← FindSchedule(γ/2), and we then execute s = Θ(log |B|γ ) independent repeti-
tions of Algorithm 4 with schedule I. This yields estimates Qˆ(i)α for i = 1, . . . , s. For each α ∈ B, our
final estimate Qˆα is the median of the values Qˆ
(1)
α , . . . , Qˆ
(s)
α . A standard analysis shows that for each
α it then holds that P
[
Qˆα/Qα ∈ [e−ε, eε]
]
> 1− γ|B| .
Now let us examine the complexity of this process. First, we claim that Algorithm 4 has sam-
ple complexity O
( (|B|n+n2)Γ
ε2
)
. For, as N = O( 1
ε2
) and t ≤ n + 1, iteration i of line 2 has sam-
ple complexity O( n
σ
weight
i ε
2
). The overall sampling complexity of line 2 is thus
∑t
i=0O(
n
σ
weight
i ε
2
) =
O( n
ε2
· InvWeight(I)). Likewise, each iteration of line 6 has sample complexity O( 1
ε2min{σweighti ,σweighti+1 }
);
as 1
σ
weight
j
≤ InvWeight(I) for each j, the overall sample complexity of line 6 is O( |B|
ε2
· InvWeight(I)).
Since we need s executions of Algorithm 4, these give a total expected complexity it contributes
is O
(
log |B|γ
(|B|n+n2)Γ
ε2
)
. By Theorem 14, the call to FindSchedule contributes expected sample com-
plexity O(nΓ(log2 n+ log 1γ ) + n log q).
Recall that an alternative algorithm for Pratio with expected sample complexity O
( q logn log 1
γ
ε2
)
was
proposed in [11, 15]. As we discuss in Appendix D, this algorithm can be adapted to solve PBratio with
expected sample complexity O
( (|B|+q logn) log |B|
γ
ε2
)
.
22
The parameter q is not known, but we can still combine these algorithms using a technique known as
dovetailing. Let us consider running the two algorithm simultaneously in parallel with error parameter
γ/2; as soon as either algorithm terminates, we output its answer. This solves the problem with
probability at least 1 − γ, for, by the union bound, with probability at least 1 − γ/2 − γ/2, both of
the two algorithms will (eventually) return a correct answer. The expected runtime of this procedure
is at most twice the expected runtime of either algorithm individually. This gives Theorem 6.
7 Proof of Theorem 14: computing a schedule
We now describe the algorithm FindSchedule. Let us fix constants τ ∈ (0, 12), λ ∈ (0, 1), and denote
φ = τλ3/Γ. Thus, φ = Θ( 1logn) in the general setting and φ = Θ(1) in the log-concave setting.
The algorithm will maintain a sequence J = ((β0, σ0), . . . , (βt, σt)) of distinct extended weighted
intervals satisfying the following invariants:
(I1) βmin = β0 ≤ . . . ≤ βt = βmax.
(I2) −∞ = σ−0 ≤ . . . ≤ σ−t ≤ n and 0 ≤ σ+0 ≤ . . . ≤ σ+t = +∞.
(I3) If βi−1 = βi then either σ−i−1 = σ
−
i or σ
+
i−1 = σ
+
i .
(I4) If σ−i = −∞ then βi = βmin, and if σ+i = +∞ then βi = βmax.
(I5) σweight ≥ φ
span(σ) for each (β, σ) ∈ J .
For a sequence J we define J ∪ = ⋃(β,σ)∈J [σ−, σ+] ⊆ [−∞,+∞]. If J ∪ = [−∞,+∞] and J
satisfies (I1) - (I5), the sequence J is called a pre-schedule. In Section 7.1, we describe how to generate
a pre-schedule satisfying two additional invariants; in Section 7.2 we show how to convert this into a
proper schedule.
In order to define these two invariants, we say that interval (β, σ) is extremal if it satisfies the
following conditions:
µβ(k) ≤ 1
λ
· span(σ)
span(σ) + (σ− − k) · µβ(σ
−) ∀k ∈ {0, . . . , σ− − 1} (9a)
µβ(k) ≤ 1
λ
· span(σ)
span(σ) + (k − σ+) · µβ(σ
+) ∀k ∈ {σ++1, . . . , n} (9b)
We say that (β, σ) is left-extremal if it satisfies (9a) and right-extremal if it satisfies (9b). With
this notation, we can state the additional invariants (I6), (I7) we hope to maintain.
(I6) Each interval (β, σ) ∈ J is proper.
(I7) Each interval (β, σ) ∈ J is extremal.
Note that conditions (I6), (I7) are defined in terms of the distribution µ, so they cannot be checked
directly. We say that interval (β, σ) is conformant if it obeys all the conditions (I5) – (I7). We will
later show how to convert a pre-schedule satisfying conditions (I1)–(I7) into a proper schedule.
It is convenient to denote L = {12 , 32 , . . . , n− 12} and Gaps(J ) = L−J ∪. Let GapIntervals(J ) =
{{k + 12 , k + 32 , . . . , ℓ − 32 , ℓ − 12} ⊆ Gaps(J ) : k, ℓ ∈ J ∪} be the set of maximal discrete intervals in
Gaps(J ). Note that Gaps(J ) = ⋃Θ∈GapIntervals(J )Θ. From (I2), we see that for any θ ∈ Gaps(J )
there exists unique index i ∈ [t] with σ+i < θ < σ−i+1.
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7.1 Generating a pre-schedule
This algorithm will use a key subroutine FindInterval(β,H−,H+) (complete details will be provided
later). Given β ∈ [βmin, βmax] and subsets H−,H+ ⊆ H with maxH− < minH+, this must return
weighted interval σ such that σ− ∈ H−, σ+ ∈ H+, and σweight = φ
span(σ) . Ideally, the interval σ should
also be proper and extremal.
With this subroutine, we can now formulate the algorithm to generate a proper pre-schedule with
high probability.
Algorithm 5: Computing pre-schedule.
1 call σmin ← FindInterval(βmin, {−∞},H)
2 call σmax ← FindInterval(βmax,H, {+∞})
3 set J = (σmin, σmax)
4 while Gaps(J ) 6= ∅ do
5 pick arbitrary Θ ∈ GapIntervals(J ), let θ ∈ Θ be a median value in Θ
6 let (βleft, σleft), (βright, σright) be the unique consecutive pair in J with σ+left < θ < σ−right
7 call β ← BinarySearch(βleft, βright, θ, κ2n , τ)
8 call σ ←


FindInterval(β, [σ−left, θ] ∩H, [θ, σ+right] ∩H) if βleft < β < βright
FindInterval(β, {σ−left}, [θ, σ+right] ∩H) if β = βleft
FindInterval(β, [σ−left, θ] ∩H, {σ+right}) if β = βright
9 insert (β, σ) into J between (βleft, σleft) and (βright, σright)
10 return J
By specification of the subroutines, the algorithm preserves invariants (I1) – (I5) and produces a
pre-schedule upon termination. Note that property (I3) ensures that βleft < βright in each iteration i,
as is required by BinarySearch. Furthermore, the loop in lines 4 – 9 is executed at most |L| = n times,
so the algorithm makes at most n+ 2 calls to FindInterval and at most n calls to BinarySearch.
We say the call σ ← FindInterval(β,H−,H+) is good if interval (β, σ) is proper and extremal.
If we execute FindInterval with arbitrary inputs it is very likely that no good output exists. The
overall structure of Algorithm 5 has been carefully designed so that, as long as invariants (I1)–(I7)
have been satisfied so far and calls to BinarySearch have been good, then the output of FindInterval
will be good with high probability. More specifically, let us say that a call to FindInterval at line 8
is valid if β ∈ Λτ (βleft, βright, θ), interval (βleft, σleft) is conformant, and interval (βright, σright) is
conformant. We also say that the calls to FindInterval at line 1 and 2 are valid.
Let us fix some constant κ ∈ (0, 1). The following result summarizes FindInterval.
Theorem 36. FindInterval(β,H−,H+) has sample complexity O(Γ log n× span(H− ∪H+)). If the
call is valid, then the call is good with probability at least 1− κ2(n+2) .
We will prove this later in Section 7.3. Putting this aside for the moment, we show the following
result for Algorithm 5.
Proposition 37. Algorithm 5 has expected sample complexity O(n log q+nΓ log2 n), and the resulting
pre-schedule J is proper with probability at least 1− κ.
Proof. First, note that if all calls to BinarySearch and FindInterval are good, then the resulting
pre-schedule J maintains properties (I6) and (I7). In particular, by property (I6), it is proper. Since
BinarySearch or FindInterval fail with probability at most κ2n and
κ
2(n+2) respectively, a simple
union bound shows that properties (I6) and (I7) are maintained with probability at least 1− κ.
We thus need to show the bound on the expected sample complexity. By Theorem 12, and
bearing mind that κ = O(1), the subroutines BinarySearch have expected sample complexity
O(n log(nq)). Let us show that subroutines FindInterval have sample complexity O(nΓ log2 n). Let
Θi, θi, σleft,i, σright,i be the variables at the i
th iteration and Ji be the sequence at the beginning of
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this iteration. Define Hi = [σ−left,i, σ+right,i]∩H. By Theorem 36(a), the ith iteration of FindInterval
has sample complexity O(Γ|Hi| log n). We will show next that
∑
i |Hi| = O(n log n), which will yield
the claim about the complexity.
At each iteration ℓ we add a new interval σℓ intersecting Θℓ. This means that interval Θℓ is
removed from GapIntervals(Jℓ) and is replaced by two new intervals Θ′,Θ′′, which are subsets of Θℓ,
in GapIntervals(Jℓ+1). Furthermore, θℓ is the median of Θℓ and after iteration ℓ the value θℓ ± 12 is
added to J ∪, so |Θ′| ≤ 12 |Θℓ| and |Θ′′| ≤ 12 |Θℓ|. As a consequence of this, the intervals Θℓ have the
property that for i < j we have
Θi ∩Θj 6= ∅⇒ |Θj | ≤ 12 |Θi| (10)
For k ∈ H define I−(k) = {i : k ∈ Hi ∧ θi < k}, and consider i, j ∈ I−(k) with i < j. We claim
that θj ∈ Θi. Indeed, suppose not. Since the endpoints of Θi equal (σ+left,i + 12 , σ−right,i − 12) and θj
cannot belong to σleft,i or σright,i, one the following must hold:
• θj < σ−left,i. Condition i, j ∈ I−(k) implies that σ+left,i < k ≤ σ+right,j, and so by property (I2)
interval σleft,i comes before σright,j in sequence Jj. This is a contradiction since the algorithm
chooses σright,j as the leftmost interval in Jj satisfying θj < σ−right,j.
• θj > σ+right,i. Condition i, j ∈ I−(k) implies that θj < k ≤ σ+right,i, again a contradiction.
Thus θj ∈ Θi and so Θi ∩Θj 6= ∅. By Eq. (10) this implies that |Θj| ≤ 12 |Θi|. Since this holds for
all pairs i, j ∈ I−(k), we conclude that |I−(k)| ≤ ⌊log2 |L|⌋+ 1 = O(log n).
In a similar way we can show that |I+(k)| = O(log n) where I+(k) = {i : k ∈ Hi ∧ θi > k}. It
remains to observe that
∑
i |Hi| =
∑
k∈H |I−(k) ∪ I+(k)|.
7.2 Converting a pre-schedule into a schedule
Having formed a pre-schedule, we next need to convert it to a proper schedule, using a subroutine
FinalizeSchedule(J , γ˜). This procedure FinalizeSchedule also validates its input: it is allowed
to output an error code ⊥, and in particular even if J is not proper, it should still be unlikely that
FinalizeSchedule returns a non-proper schedule — it should output ⊥ in this case.
Algorithm 6: Algorithm FindSchedule(γ)
1 while true do
2 call Algorithm 5 with parameter κ = 1/2 to compute pre-schedule J
3 call I ← FinalizeSchedule(J , γ/4)
4 if I 6= ⊥ then return I
We will show that FinalizeSchedule(J , γ˜) can be implemented to have the following behavior:
Theorem 38. (a) The output I is either a schedule with InvWeight(I) ≤ 2eν(n + 1)/φ, for an
arbitrary constant ν > 0, or is the error code ⊥.
(b) For any input J , with probability at least 1− γ˜, the output I is either ⊥ or a proper schedule I.
(c) If the input J is proper, then with probability at least 1− γ˜, the output I is a proper schedule.
(d) The sample complexity is O(nΓ log nγ˜ ).
To complete the proof, we prove Theorem 36 (the implementation of FindInterval) in Section 7.3
and Theorem 38 (the implementation of FinalizeSchedule) in Section 7.4. Assuming these results
for the moment, we can combine all our algorithmic results to show Theorem 14.
Proof of Theorem 14. Proposition 37 and Theorem 38 show that each iteration of Algorithm 6 termi-
nates with probability at least (1 − κ)(1 − γ/4) ≥ Ω(1). Therefore, the expected number of runs is
O(1). Each call to FinalizeSchedule has sample complexity O(nΓ log nγ ). Each iteration of Algo-
rithm 5 has sample complexity O(n log q+nΓ log n). Thus, the overall expected sample complexity of
Algorithm 6 is O(nΓ log nγ + n log q + nΓ log
2 n).
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By Theorem 38(a), we have InvWeight(I) ≤ 2eν(n+ 1)/φ = 2Γ(n + 1) × eν
τλ3
. The term e
ν
τλ3
gets
arbitrarily close to 2 for constants ν, λ, τ sufficiently close to 0, 1, 12 respectively.
Finally, let us show that the output value I of FindSchedule(γ) is proper with probability at
least 1 − γ. Let Iˆ denote the value obtained at line 5 of any given iteration. Since the iterations of
Algorithm 6 are independent, the distribution of I is the same as the distribution of Iˆ, conditioned
on Iˆ 6= ⊥. Thus P[ I is an improper schedule] = P
[
Iˆ is an improper schedule | Iˆ 6= ⊥
]
.
By Theorem 38(b), the probability that Iˆ is an improper schedule is at most γ/4, even conditional
on any fixed value for the pre-schedule J . By Proposition 37(b), in any given iteration the pre-schedule
J is proper with probability at least κ = 1/2; in such case, by Theorem 38(b), we have Iˆ 6= ⊥ with
probability at least 1− γ ≥ 1/2. Overall, we have P
[
Iˆ 6= ⊥
]
≥ 1/4. We therefore have
P
[
Iˆ is an improper schedule | Iˆ 6= ⊥
]
≤
P
[
Iˆ is an improper schedule
]
P
[
Iˆ 6= ⊥
] ≤ γ/4
1/4
= γ
7.3 Proof of Theorem 36(a): Procedure FindInterval(β,H−,H+)
To describe the algorithm, let us define h− = minH−, a− = maxH− + 1, a+ = minH+ − 1, and
h+ = maxH+. We also set γ = κ2(n+2) .
Algorithm 7: FindInterval(β,H−,H+).
1 let µˆβ ← Sample(β; 12 log 1λ , γn+1 , p◦) where p◦ = φspan([h−,h+])
2 foreach i ∈ H set α(i) =


1 if i ∈ {−∞,+∞}
λ3/2 · µˆβ(i) if i ∈ H − {h−, h+}
λ1/2 · µˆβ(i) if i ∈ H ∩ {h−, h+}
3 set k− = argmaxi∈H−(a− − i)α(i) and k+ = argmaxi∈H+(i− a+)α(i)
4 return σ = ([k−, k+], φ
span[k−,k+])
The cases when FindInterval is called from Algorithm 5 in line 1 or line 2, or in line 8 when β ∈
{βleft, βright}, are handled very differently from the main case, which is line 8 with β ∈ (βleft, βright)
strictly. In these special cases, there is no “free choice” for the left margin k− = σ− or right-margin
k+ = σ+ respectively. We say that the call to FindInterval at line 1, or the call at line 8 with
β = βleft, is left-forced ; the call at line 2, or at line 8 with β = βright is right-forced. Otherwise the
call is left-free and right-free respectively.
In the unforced case, we give a slight bias to the endpoints h− or h+; this helps preserve the
slack factor 1λ in the definition of extremality (9a),(9b). (Without this bias, the factor would grow
uncontrollably as the algorithm progresses). In the forced cases, desired properties of σ (namely,
extremality and properness) instead follow from the corresponding properties of σleft or σright.
The sample complexity is O(span([h−, h+])Γ log n) (bearing in mind that λ = O(1) and γ =
1/poly(n)). The interval σ clearly satisfies property (I5). The non-trivial thing to check is that if the
call is valid, then σ is extremal and proper with probability at least 1− γ.
For the remainder of this section, let us therefore suppose that the call is valid. So either we
are executing FindInterval at line 1 or 2 in Algorithm 5, or β ∈ Λτ (βleft, βright, θ), and intervals
(βleft, σleft) and (βright, σright) are both conformant.
Let us first state a useful formula.
Lemma 39. There holds
µβ(i) ≤ 1
λ
· j − h
−
j − i · µβ(h
−) ∀i ∈ {0, . . . , h− − 1},∀j ∈ {a−, a− + 1, . . . , n} (11a)
µβ(i) ≤ 1
λ
· h
+ − j
i− j · µβ(h
+) ∀i ∈ {h+ + 1, . . . , n},∀j ∈ {0, , . . . , a+ − 1, a+} (11b)
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Proof. We only show (11a); the proof of (11b) is analogous. If we are calling FindIntervals at line
1 of Algorithm 5, then h− = −∞ and the claim is vacuous. Likewise, if we are calling FindInterval
at line 2 of Algorithm 5, then a− = n+ 1 and the claim is vacuous.
So assume that we are calling FindIntervals at line 8 of Algorithm 5, and interval σleft is well-
defined. Now consider i < h− and j ≥ a−. Since (βleft, σleft) is left-extremal and h− = σ−left, we
have
µβleft(i) ≤
1
λ
· span(σleft)
span(σleft) + (h− − i) · µβleft(h
−) (12)
Since i < h− and β ≥ βleft, Eq. (3) gives µβleft(i)µβ(h−) ≥ µβleft(h−)µβ(i). Combined with Eq. (12),
this yields
µβ(i) ≤ 1
λ
· span(σleft)
span(σleft) + (h− − i) · µβ(h
−)
Finally, since j ≥ a− ≥ σ+left + 1 we have span(σleft) ≤ j − h− and therefore
span(σleft)
span(σleft) + (h− − i) ≤
j − h−
(j − h−) + (h− − i) =
j − h−
j − i
We need another existential result on some values of µβ. Note that this is the only place in the
analysis that we need to distinguish between the general setting (where φ = Θ(1/ log n)) and the
log-concave setting (where φ = Θ(1)).
Lemma 40. In both the general or log-concave settings, the following holds:
(a) If the call is left-free, then there exists k ∈ H− with (a− − k) · µβ(k) ≥ τλ/Γ = φ/λ2.
(b) If the call is right-free, then there exists k ∈ H+ with (k − a+) · µβ(k) ≥ τλ/Γ = φ/λ2
Proof. The two claims are completely analogous, so we only prove (a). Denote A = {0, . . . , a− − 1}
and δ = maxk∈A(a− − k) · µβ(k). We make the following claim:
µβ(A) ≤ Γδ (13)
Indeed, if we denote bi =
µβ(a
−−i)
δ for i = 1, . . . , a
−, then the definition of δ implies that bi ≤ 1i for all
i = 1, . . . , a−. Also, we have µβ(A) = δ
∑a−
i=1 bi. Now consider two possible cases.
• Log-concave setting (with Γ = e). If coefficients ck are log-concave then so is the sequence
b1, . . . , ba− (since µβ(k) ∝ ckeβk). Lemma 10 then gives
∑a−
i=1 bi ≤ e = Γ.
• General setting (with Γ = 1+log(n+1)). We have∑a−i=1 bi ≤ 1+log a− ≤ 1+log(n+1) = Γ
by the well-known inequality for the harmonic series.
From now on we assume that (a) is false, i.e. (a− − k) · µβ(k) < τλΓ for all k ∈ H−.
If we are calling FindInterval at line 2 of Algorithm 5, then H− = A = H. Thus δ < τλΓ . From
Eq. (13) we have µβ(H) ≤ Γδ < τλ < ·12 · 1, which is a contradiction since µβ(H) = 1.
Now suppose that we are calling FindInterval at line 8 of Algorithm 5. We claim that the
following holds:
µβ(k) <
τ
Γ
· 1
a− − k for all k ∈ A (14)
Indeed, we already have the stronger inequality µβ(k) <
τλ
Γ · 1a−−k for k ∈ H−. In particular, we know
µβ(h
−) < τλΓ · 1a−−h− . It remains to show Eq. (14) for some k < h−. Eq. (11a) with (i, j) = (k, a−)
gives
µβ(k) ≤ 1
λ
· a
− − h−
a− − k µβ(h
−)
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Using our bound on µβ(h
−), we now get the desired claim:
µβ(k) <
1
λ
· a
− − h−
a− − k ×
τλ
Γ
· 1
a− − h− =
τ
Γ
· 1
a− − k
Eq. (14) implies that δ < τΓ . So from Eq. (13) we get µβ(A) < τ . On the other hand, since the call
is left-free, we have β > βleft. We assumed that β ∈ Λτ (βleft, βright, θ), and therefore µβ([0, θ]) ≥ τ .
This is a contradiction, since [0, θ] ∩H = A.
We are now ready to show that FindInterval is good with probability at least 1 − γ. We have
already assumed that the call is valid; let us also suppose that line 1 well-estimates every k ∈ H. By
construction, this holds with probability at least 1 − γ. We will show that under this condition, the
output interval σ is extremal and proper.
Proposition 41. (a) If the call is left-free, we have (a−−k−) ·α(k−) ≥ φ and µβ(k−) ≥
√
λ · µˆβ(k−).
(b) If the call is right-free, we have (k+ − a+) · α(k+) ≥ φ and µβ(k+) ≥
√
λ · µˆβ(k+).
Proof. We only prove (a); the case (b) is completely analogous.
By Lemma 40, there exists k ∈ H− with (a− − k)µβ(k) ≥ φ/λ2. Note that µβ(k) ≥ φλ2(a−−k) ≥
φ
λ2S
> p◦; since line 1 well-estimates k, this implies that µˆβ(k) ≥
√
λ · µβ(k) ≥ φλ3/2(a−−k) . Therefore
α(k) ≥ φa−−k . Since k− is chosen as the argmax, this means that (a−− k−)α(k−) ≥ (a−− k)α(k) ≥ φ.
This further implies that µˆβ(k
−) ≥ α(k−)√
λ
≥ φ√
λ·(a−−k−) ≥ p◦. Since k− is well-estimated, this
implies that µβ(k
−) ≥ √λµˆβ(k−).
Proposition 42. Interval σ is proper.
Proof. We need to show that if k− 6= −∞ then µβ(k−) ≥ φspan(σ) and likewise if k+ 6= +∞ then
µβ(k
+) ≥ φ
span(σ) . We will show only the former; the latter is completely analogous. Two cases are
possible.
• The call is left-free. We have span(σ) = min{k++1, n+1}− k− ≥ a−− k−. By Proposition 41,
we have (a− − k−)α(k−) ≥ φ and µβ(k−) ≥
√
λµˆβ(k
−). Since µˆβ(k−) ≥ α(k−)/
√
λ, this implies
that (a− − k−)µβ(k−) ≥ φ.
• The call is left-forced. In this case, as k− 6= −∞, necessarily H− = {σ−left}, β = βleft and
k− = σ−left. Since interval σleft is conformant, we have µβ(k
−) ≥ σweightleft ≥ φspan(σleft) . Note
now that σ ⊇ σleft, and so µβ(k−) ≥ φspan(σ) as desired.
Proposition 43. Interval σ is extremal.
Proof. We only verify that the interval is left-extremal; the proof of right-extremality is completely
analogous. We can assume that k− ≥ 1, otherwise there is nothing to show. Let ℓ = min{n+1, k++1},
so that span(σ) = ℓ− k−. Note ℓ ≥ a−. We thus need to prove that
µβ(i) ≤ 1
λ
· ℓ− k
−
ℓ− i · µβ(k
−) ∀i ∈ {0, . . . , k− − 1} (15)
Two cases are possible.
Case 1: k− = h−. Then Eq. (11a) with j = ℓ gives Eq. (15).
Case 2: k− > h−. The call must be left-free since k−, h− ∈ H−. For i ∈ {h−, . . . , k−} define
ρi =
{
λ1/2 i = h−
λ3/2 i > h−
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so that α(i) = µˆβ(i)ρi. By definition of k
−, we have (a− − i)α(i) ≤ (a− − k−)α(k−), i.e.
µˆβ(i) ≤ (a
− − k−)α(k)
ρi(a− − i) (16)
We can show that the RHS here is at least p◦. For, by Proposition 41, we have (a−−k−)α(k−) ≥ φ
and so (a
−−k−)α(k−)
ρi(a−−i) ≥
φ
λ1/2ρiS
≥ φλS > p◦. Since line 1 well-estimates i, this in turn implies that
µβ(i) ≤ (a
− − k−)α(k−)
ρiλ1/2(a− − i)
Proposition 41 shows that µˆβ(k
−) ≤ µβ(k−)/
√
λ. Since k− 6= h−, we have α(k−) = λ3/2µˆβ(k−).
We also have ℓ ≥ a−. Combining all these bounds, we have shown that
µβ(i) ≤ (ℓ− k
−)λ1/2µβ(k−)
ρi(ℓ− i) (17)
For i ∈ {h− + 1, . . . , k− − 1}, we have ρi = λ3/2, and so Eq. (17) shows that µβ(i) ≤ (ℓ−k
−)µβ(k−)
λ(ℓ−i) ,
which establishes Eq. (15). For i = h−, we have ρi = λ1/2 and so Eq. (17) shows
µβ(h
−) ≤ (ℓ− k
−)µβ(k−)
ℓ− h− (18)
which again establishes Eq. (15). Finally, for i ∈ {0, . . . , h− − 1}, Eq. (11a) with j = ℓ gives
µβ(i) ≤ 1
λ
· ℓ− h
−
ℓ− i · µβ(h
−)
Combined with Eq. (18), this immediately establishes Eq. (15).
7.4 Proof of Theorem 38: Procedure FinalizeSchedule(J , γ)
In this section we assume that J is a given pre-schedule. The algorithm FinalizeSchedule has two
parts. First, we transform J into a minimal pre-schedule J ′. We then “uncross” J ′ to get a schedule.
The algorithm for minimizing J is very simple, and has zero sample complexity:
Algorithm 8: MinimizePreschedule(J )
1 initialize J ′ = J
2 while there exists (β, σ) ∈ J ′ such that (J ′ − (β, σ))∪ = [−∞,+∞] do
3 update J ′ ← J ′ − (β, σ) for any such (β, σ)
4 return J ′
The resulting pre-schedule J ′ has the following nice properties:
Proposition 44. For a pre-schedule J let J ′ = MinimizePreschedule(J ) = ((β0, σ0), . . . , (βt, σt)).
Then, J ′ is also a pre-schedule and InvWeight(J ′) ≤ 2(n+1)φ . If J is proper then so is J ′. Further-
more, for i = 0, . . . , t− 1 we have σ−i < σ−i+1 ≤ σ+i < σ+i+1.
Proof. Clearly J ′∪ = J ∪ = [−∞,∞]. J ′ satisfies properties (I3), (I4), (I5), since J does so and we
are only removing intervals from J . This same reasoning also shows that if J is proper then so is J ′.
Since J ′ is a subsequence of J with J ′∪ = [−∞,+∞], property (I2) implies that −∞ = σ−0 ≤
σ−1 ≤ · · · ≤ σ−t ≤ n and 0 ≤ σ+0 ≤ · · · ≤ σ+t = +∞. So J ′ satisfies (I2).
Since J satisfies property (I1), is is clear that β0 ≤ β1 ≤ · · · ≤ βt. Furthermore, by property (I5)
only intervals of the form (σ, βmin) in J can cover −∞; thus β0 = βmin. A similar argument shows
that βt = βmax. So J ′ satisfies property (I1). We have now shown that J ′ is a pre-schedule.
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To show that σ−i < σ
−
i+1, suppose for contradiction that σ
−
i = σ
−
i+1. Since σ
+
i+1 ≥ σ+i by property
(I2), this implies σi ⊆ σi+1. In particular, removing interval σi would not change the value of J ′∪,
contradicting minimality of J ′. A similar argument shows that σ+i < σ+i+1.
To show that σ−i+1 ≤ σ+i , suppose for contradiction that σ+i < σ−i+1, and let θ ∈ [σ+i , σ−i+1]. Note
that σ+j < σ
+
i for j < i and σ
−
j > σ
−
i+1 for j > i. Thus, θ /∈ J ′∪, contradicting that J ′∪ = [−∞,∞].
Finally, since J ′ is minimal, each k ∈ H is covered in at most two intervals. So ∑ti=0 span(σi) ≤
2(n + 1). By (I4), we have 1
σ
weight
i
≤ span(σi)φ for each i, so InvWeight(J ′) =
∑
i
span(σi)
φ ≤ 2(n+1)φ .
The minimized pre-schedule J ′ satisfies all the constraints of a schedule, except that the intervals
may cross each other. The second part of the algorithm, described below in Algorithm 9, fixes this.
Here ν > 0 is some arbitrary constant.
Algorithm 9: FinalizeSchedule(J , γ) for pre-schedule J .
1 set J ′ = MinimizePreschedule(J ) = ((β0, σ0), . . . , (βt, σt))
2 foreach i ∈ {0, . . . , t} let µˆβi ← Sample(βi; ν/2, γ4(t+1) , e−ν/2σweighti )
3 set s0 = −∞ and st+1 = +∞
4 foreach i ∈ {1, . . . , t} do
5 if ∃ k ∈ {σ+i−1, σ−i } s.t. µˆβi−1(k) ≥ e−ν/2σweighti−1 and µˆβi(k) ≥ e−ν/2σweighti then
6 set si = k for arbitrary such k
7 else output ⊥
8 return the schedule I =
(
(βi, ([si, si+1], e
−νσweighti )) : i = 0, . . . , t
)
Proof of Theorem 38. The sample complexity is O(InvWeight(J ′) log nγ ) = O(nΓ log nγ ), and the al-
gorithm returns either ⊥ or a sequence I with InvWeight(I) ≤ eνInvWeight(J ′) ≤ 2eν(n + 1)/φ.
The bound σ−i < σ
−
i+1 ≤ σ+i < σ+i+1 shown in Proposition 44 implies −∞ < s1 < · · · < st < +∞.
Thus I is indeed a schedule. We need to argue that the output is good with high probability. Let us
suppose that each iteration i of line 2 well-estimates σ+i , σ
−
i , σ
−
i+1, σ
+
i+1. Since we use error parameter
γ
4(t+1) , this has probability at least 1 − γ. We show that, under this condition, we output either a
proper schedule or ⊥; furthermore, if J is proper, then we output a proper schedule I.
We first claim that if we return schedule I, it is proper. We need to show that µβi(si) ≥ e−νσweighti
for i ≥ 1 and µβi(si+1) ≥ e−νσweighti for i ≤ t− 1. For the former, note that si = k where k satisfies
µˆβi(k) ≥ e−ν/2σweighti . Since line 2 well-estimates k, this implies that µβi(k) ≥ e−νσweighti as required.
The case for µβi(si+1) is completely analogous.
Next, we argue that if J is proper then we do not output ⊥. Suppose we do so at iteration i,
and let k = σ−i , ℓ = σ
+
i−1 where µˆβi−1(k) < e
−ν/2σweighti−1 and µˆβi(ℓ) < e
−ν/2σweighti . Since k, ℓ are
well-estimated, this implies µβi−1(k) < σ
weight
i and µβi(ℓ) < σ
weight
i . On the other hand, J ′ is proper
if J is, and so µβi(k) ≥ σweighti , µβi−1(ℓ) ≥ σweighti−1 .
Therefore, µβi−1(k)µβi(ℓ) < σ
weight
i−1 σ
weight
i ≤ µβi−1(ℓ)µβi(k). By Proposition 44 we have k ≤ ℓ, so
this contradicts Eq. (3).
8 Applications
There is a pervasive close connection between sampling and counting. Consider the following scenario:
we have a collection of objects of various sizes, and we would like to estimate the number Ci of objects
of size i. If we can sample from the Gibbs distribution on these objects (weighted by their size), then
our algorithm allows us to convert this sampling procedure into a counting procedure.
In an number of combinatorial applications, we further know that the counts Ci are log-concave; for
example, the matchings in a graph [10], or the number of independent sets in a matroid [1]. One main
motivation for our focus on log-concave coefficients is indeed to handle these combinatorial situations.
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In the context of log-concave coefficients, there are natural choices for certain parameters for our
algorithm which lead to particularly clean bounds:
Theorem 45. Suppose coefficients {ck}k∈H are log-concave and non-zero. If we select appropriate
values βmin ≤ log c0c1 , µ∗ = 1n+1 and βmax ≥ log
cn−1
cn
, then when we execute Theorem 2, we get the
following results where F := max{βmax, log c1c0 , 1}:
(a) We obtain a (ε,H)-estimate of c with probability at least 1− γ.
(b) We have q ≤ O(nF ).
(c) The expected sample complexity is O
(
min
{nF logn log n
γ
ε2
,
n2 log n
γ
ε2
+ n logF
})
.
Proof. Define bi = ci−1/ci for i = 1, . . . , n. Since ci is log-concave, the sequence b1, . . . , bn is non-
decreasing. Let us first show the following fact: for each i, k ∈ H, we have the bound
cie
i log bi ≥ ckek log bi (19)
To show this for k > i, we use the fact the sequence bj is non-decreasing to compute:
cie
i log bi
ckek log bi
= e(i−k) log bi
k−1∏
j=i
cj
cj+1
= exp(
k−1∑
j=i
log bj+1 − log bi) ≥ 1
A similar calculation applies for k < i. Since µβ(k) ∝ ckeαk, Eq. (19) shows that µlog bi(i) ≥ 1n+1 .
Also, since sequence bℓ is non-decreasing, we have log bi ∈ [log b0, log bn] ⊆ [βmin, βmax] for i ≥ 1. By
similar reasoning, we have µlog b0(0) ≥ 1n+1 . Therefore, with µ∗ = 1n+1 , we have H∗ = H, and so we
have shown (a).
We next turn to part (b). To begin, we can lower-bound Z(βmin) as Z(βmin) =
∑
cie
iβmin ≥
c0e
0×βmin = c0. To upper-bound Z(βmax), we observe that for every k ≤ n, we have
cne
nβmax
ckekβmax
=
cne
nbn
ckekbn
× e(βmax−bn)(n−k)
By Eq. (19), we have cne
nbn
ckekbn
≥ 1 and by hypothesis we have βmax ≥ bn. Therefore, cnenβmax ≥
cke
kβmax for every k ≤ n, and so we bound Z(βmax) as Z(βmax) =
∑
i cie
iβmax ≤ (n+ 1)cnenβmax .
Thus we estimate Q = Z(βmax)Z(βmin) ≤
enβmax (n+1)cn
c0
. Here, the ratio cn/c0 telescopes as:
cn
c0
=
n∏
i=1
ci
ci−1
=
n∏
i=1
(1/bi) ≤
n∏
i=1
(1/b1) =
(
c1
c0
)n
giving Q ≤ enβmax × (n+ 1)× (c1/c0)n ≤ enF × (n + 1) × enF . This implies q ≤ O(nF ).
With this value of q and µ∗, we get the stated sample complexity.
8.1 Counting connected subgraphs
Consider a connected graph G = (V,E). For each i = |V | − 1, . . . , |E| let Ni denote the number of
connected subgraphs of G with i edges.
In [9], Guo & Jerrum described an algorithm to sample a connected subgraph G′ = (V,E′) with
probability proportional to
∏
f∈E′(1− p(f))
∏
f∈E−E′ p(f), for some weighting function p : E → [0, 1].
This can be interpreted probabilistically as each edge f “failing” independently with probability p(f),
and conditioning on the resulting subgraph remaining connected; here E−E′ is the set of failed edges.
If we set p(f) = 1
1+eβ
for all edges f , then the resulting distribution on connected subgraphs is a Gibbs
distribution, with rate β and with coefficient sequence given by ci = N|E|−i.
Guo & He [8] subsequently improved the algorithm runtime; we summarize their result as follows:
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Theorem 46 ([8], Corollary 10). There is an algorithm to sample from the Gibbs distribution with
coefficients ci = N|E|−i for any value of β > 0; the expected runtime is O(|E| + |E||V |eβ).
The sequence Ni here counts the number of independent sets in the co-graphic matroid. By the
result of [1], this implies that sequence Ni (and hence the coefficient sequence ci) is log-concave.
Proof of Theorem 4. Observe that N|E| = 1, and so if we can estimate the coefficients ci, then this
immediately allows us to estimate Ni as well. The number of coefficients in the Gibbs distribution
is n = |E| − |V | + 1. Also, note that cn−1/cn and c1/c0 are both at most |E|, since to enumerate a
connected graph with |V | edges we may select a spanning tree and any other edge in the graph, and
to enumerate a graph with |E| − 1 edges we simply select an edge of G to delete. Therefore, we apply
Theorem 45, setting βmax = log |E| ≥ log cn−1cn , βmin = − log |E| ≤ log c0c1 , and hence F = log |E|.
So Theorem 45 shows that we need O(n log |E| log2 n log nγ /ε2) samples. It is traditional in analyz-
ing FPRAS to take γ = O(1), and since n = |E| we overall use O(|E| log3 |E|/ε2) samples. With these
parameters βmin, βmax, Theorem 46 shows that each call to the sampling oracle has cost O(|E|2|V |).
The work [9] sketches an FPRAS for this problem as well; the precise complexity is unspecified
and appears to be much larger than Theorem 4. We also note that Anari et al. [2] provide a general
FPRAS for counting the number of independent sets in arbitrary matroids, which would include the
number of connected subgraphs. This uses a very different sampling method, which is not based on
the Gibbs distribution. They also do not provide concrete complexity estimates for their algorithm.
8.2 Counting matchings
Consider a graph G = (V,E) with |V | = 2v nodes which has a perfect matching. For i = 0, . . . , n = v,
let Mi denote the number of i-edge matchings. Since G has a perfect matching these are all non-zero.
As originally shown in [10], the sequence Mi is log-concave.
In [12, 13], Jerrum & Sinclair described an MCMC algorithm to approximately sample from the
Gibbs distribution on matchings. To rephrase their result in our terminology:
Theorem 47 ([13]). There is an algorithm to approximately sample from the Gibbs distribution with
coefficients ci = Mi for any value β; the expected runtime is O˜(|E||V |2(1 + eβ) log 1δ ) to get within a
total variation distance of δ.
There remains one complication to applying Theorem 45: for general graphs, the ratio between
the number of perfect and near-perfect matchings, i.e. the ratio Mv−1/Mv , could be exponential in n.
This would cause the parameter F to be too large in applying Theorem 45. This is the reason for our
required bound on the ratio Mv−1/Mv . With this stipulation, we prove Theorem 5:
Proof of Theorem 5. Observe that M0 = 1, and so if we can estimate the coefficients ci, then we can
estimate Mi as well. The number of coefficients in the Gibbs distribution is given by n = |V |/2 = v.
For the first result, we determine the sample complexity needed for Theorem 45. To do so, we
observe that cn−1/c0 is at most f by assumption, and c1/c0 is clearly at most |E|. Therefore, we
set βmin = − log |E|, βmax = log f , and F ≤ max{log |E|, log f}. So Theorem 45 shows that we need
O(n log(|E|f) log n log nγ /ε2) samples.
By Corollary 9, we take δ = poly(1/n, 1/f, ε, γ) to ensure that the sampling oracle is sufficiently
close to the Gibbs distribution. It is traditional in FPRAS algorithms to take γ = O(1). With these
choices, Theorem 47 requires O(|E||V |2f polylog(|V |, f, 1/ε)) time per sample. Overall, our FPRAS
has runtime of O˜(|E||V |3f/ε2).
For the second result, [12] showed that if G has minimum degree at least |V |/2, then Mv > 0 and
Mv−1/Mv ≤ f = O(|V |2). Also, clearly |E| ≤ O(|V |2).
32
9 Lower bounds on sample complexity
In [15], Kolmogorov showed lower bounds on the sample complexity of a generalization of Pratio. This
is based on an “indistinguishability” lemma, wherein a target distribution c(0) (a coefficient vector) is
surrounded by an envelope of alternate probability distributions c(1), . . . , c(d), which all use the same
ground setH = {0, . . . , n} and the same values βmin, βmax. The lemma establishes a lower bound on the
sample complexity needed to distinguish between Gibbs distributions with these different coefficients.
In this section, we adapt this construction to show lower bounds on Pratio and P
µ∗
coef for a wider variety
of parameters.
Let us define µβ(k | c(r)) to be the Gibbs distributions with parameter β under the coefficient
vectors c(r). We also define q(r) to be the corresponding value of q for distribution c(r). For some
parameter µ∗ (which will common to all distributions c(0), . . . , c(d)), we likewise define H∗(r) to the set
H∗ with respect to distribution c(r).
For any k ∈ H, let us define
Uβ(k) =
d∏
r=1
µβ(k | c(0))
µβ(k | c(r))
=
d∏
r=1
c
(0)
k Z(β | c(r))
c
(r)
k Z(β | c(0))
and let us define the key parameter
Ψ = max
β∈[βmin,βmax]
k∈H
logUβ(k)
Lemma 48 ([15]). Let A be a randomized algorithm which generates a set of queries β1, . . . , βT ∈
[βmin, βmax] and receives values K1, . . . ,KT , wherein each Ki is drawn from distribution µβi. At some
point the procedure stops and either outputs either TRUE or FALSE. The queries βi may be adaptive
and may be randomized, and the stopping time T may also be randomized.
Suppose that, with probability at least 1− γ algorithm A outputs TRUE on input c(0), whereas with
probability at least 1− γ it outputs FALSE on inputs c(1), . . . , c(d), for some parameter γ < 1/4.
Then the expected sample complexity of A on instance c(0) is Ω(d log(1/γ)Ψ ).
This lemma implies lower bounds on the sampling problems Pratio and P
µ∗
coef:
Corollary 49. (a) Suppose that |q(0) − q(r)| > 2ε for all r = 1, . . . , d. Then any algorithm to solve
Pratio must have expected sampling complexity Ω(
d log(1/γ)
Ψ ) on problem instance c
(0).
(b) Fix some parameter µ∗ and some set K ⊆ H. Suppose that for each r = 1, . . . , d there exists
parameters i, j ∈ K∗(0) such that | log(c(0)i /c(0)j ) − log(c(r)i /c(r)j )| > 2ε. Then any algorithm to solve
Pµ∗,Kcoef must have expected sampling complexity Ω(
d log(1/γ)
Ψ ) on problem instance c
(0). Note that i, j
may depend on the value r.
Proof. (a) Whenever Pratio succeeds on problem instance c
(0), the estimate qˆ is within ±ε of q(0).
Whenever Pratio succeeds on problem instance c
(r), the estimate qˆ is within±ε of q(r), and consequently
it is not within ±ε of q(0). Thus, solving Pratio allows us to distinguish c(0) from c(1), . . . , c(d).
(b) Let us solve Pµ∗coef,K, obtaining estimate cˆ. If there exists any pair i, j ∈ K∗(0) such that either
cˆi = 0, cˆj = 0, or | log(cˆi/cˆj)− log(c(0)i /c(0)j )| > ε then we output FALSE; otherwise we output TRUE.
When run on problem instance c(0), it holds with probability at least 1− γ that the vector cˆ is an
(ε,K∗(0)) estimate of c. In this case, by definition, this procedure will output TRUE.
When run on problem instance c(r), again with probability at least 1−γ the vector cˆ is an (ε,K∗(r))
estimate of c. In this case, let i, j be the pair guaranteed by the hypothesis. By definition, we either
have cˆi = 0, cˆj = 0, or the value cˆi/cˆj is an ε-estimate of the true value c
(r)
i /c
(r)
j . In all three of these
cases, the procedure will output FALSE.
Thus, solving Pµ∗,Kcoef allows us to distinguish c
(0) from c(1), . . . , c(d).
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By constructing appropriate problem instances and applying Corollary 49, we will show the fol-
lowing lower bounds on the sampling problems:
Theorem 50. Let n ≥ 2, ε < εmax, γ < γmax, q ≥ qmin, µ∗ ≤ µ∗,max, where µ∗,max, εmax, γmax, qmin are
some universal constants.
(a) Any algorithm to solve Pratio on log-concave problem instances with these parameters must
have expected sample complexity
Ω(
min{q, n2} log 1γ
ε2
)
(b) Any algorithm to solve Pµ∗,Hcoef on log-concave problem instances with these parameters must
have expected sample complexity
Ω(
( 1µ∗ +min{q, n2}) log 1γ
ε2
)
(c) Any problem to solve Pµ∗,Hcoef on general problem instances with these parameters must have
expected sample complexity
Ω(
min{q +
√
q
µ∗ , n
2 + nµ∗ } log 1γ
ε2
)
9.1 Bounds for Pcoef in terms of µ∗ in the log-concave setting
The construction here is very simple: we set βmin = 0, and n = 1. We have three choices for the
coefficients, namely c
(0)
0 = 2µ∗, c
(1)
0 = 2µ∗e
−3ε, c(2)0 = 2µ∗e
3ε. In all three cases, we set c
(i)
1 = 1. We can
also add dummy extra coefficients ci = 0 for i = 2, . . . , n. Note that c
(0) has log-concave coefficients.
Since Z(βmax) is a continuous function of βmax with Z(+∞) = +∞, we can ensure that this
problem instance has the desired value of q by setting βmax sufficiently large.
This allows us to show one of the lower bounds of Theorem 50:
Proposition 51. Under the conditions of Theorem 50, any procedure to solve Pµ∗,Hcoef for log-concave
problem instances must have expected sample complexity Ω( log(1/γ)
µ∗ε2 )
Proof. We show this using Corollary 49(b) with parameters i = 0, j = 1. It is clear that | log(c(0)i /c(0)j )−
log(c
(r)
i /c
(r)
j )| > 2ε, and that 0, 1 ∈ H∗(0) with respect to parameter µ∗.
We need to compute the parameter Ψ. We begin by computing Z(β | c(r)) as:
Z(β | c(0)) = 2µ∗ + eβ , Z(β | c(1)) = 2µ∗e−3ε + eβ , Z(β | c(2)) = 2µ∗e3ε + eβ
and thus
Uβ(0) = Uβ(1) =
(2µ∗e−3ε + eβ)(2µ∗e3ε + eβ)
(2µ∗ + eβ)2
= 1 +
2µ∗eβ(e3ε + e−3ε − 2)
(2µ∗ + eβ)2
Simple calculus shows that this is a decreasing function of β for β ≥ 0. So its maximum value in
the interval [βmin, βmax] occurs at β = 0 and
Ψ = logU0(k) = log
(
1 +
2µ∗(e3ε + e−3ε − 2)
(1 + 2µ∗)2
)
≤ 2µ∗(e3ε + e−3ε − 2) ≤ O(µ∗ε2)
So by Corollary 49(b), Pµ∗,Hcoef on instance c
(0) requires expected sample complexity Ω( log(1/γ)
µ∗ε2 ).
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9.2 Bounds for Pcoef in terms of µ∗ in the general setting
In this construction, let us set a parameter t (which we will determine later). We set c
(0)
2i = 2
−i2 for
i = 0, . . . , t and c
(0)
2i+1 = 2
−i−i2 × 8µ∗ for i = 0, . . . , t− 1. The remaining coefficients c(0)2t+1, . . . , c(0)n are
set to zero.
We will define d = 2t related problem instances; for each index i = 0, . . . , t − 1, we construct a
problem instance where we set c
(2i)
2i+1 = c
(0)
2i+1e
ν , and all other coefficients agree with c(0); we also create
a problem instance where we set c
(2i+1)
2i+1 = c
(0)
2i+1e
−ν , and all other coefficients agree with c(0).
We select βmin = 0; the parameter βmax will be specified later.
Proposition 52. For ν ≤ O(1), the problem instances c(0), . . . , c(d) have Ψ ≤ O(µ∗ν2).
Proof. Given value β ∈ [βmin, βmax], let us compute Uβ(k) as:
Uβ(k) =
d∏
r=1
c
(0)
k Z(β | c(r))
c
(r)
k Z(β | c(0))
=
d∏
r=1
Z(β | c(r))
Z(β | c(0))
=
t−1∏
i=0
(
(eν − 1)2−i−i2 × 8µ∗e(2i+1)β + Z(β | c(0))
)(
(e−ν − 1)2−i−i2 × 8µ∗e(2i+1)β + Z(β | c(0))
)
Z(β | c(0))2
=
t−1∏
i=0
(
1 +
(eν − 1)2−i−i2 × 8µ∗e(2i+1)β
Z(β | c(0))
)(
1 +
(e−ν − 1)2−i−i2 × 8µ∗e(2i+1)β
Z(β | c(0))
)
≤ exp
((eν + e−ν − 2)× 8µ∗
Z(β | c(0))
t−1∑
i=0
2−i−i
2
e(2i+1)β
)
Let us define Si = 2
−i−i2e(2i+1)β and S =
∑t−1
i=0 Si. We claim that
S
Z(β | c(0)) ≤ O(1) (20)
Note that Z(β | c(0)) ≥ ∑ti=0 c2ie(2i)β ≥ 12 ∑t−1i=0 Zi, where we define Zi = 2−i2e(2i)β +
2−(i+1)
2
e(2i+1)β . Thus in order to show Eq. (20), it suffices to show that Si ≤ O(Zi) for all
i = 0, . . . , t− 1. For this, we compute:
Si
Zi
=
2−i−i
2
e(2i+1)β
2−i2e(2i)β + 2−(i+1)2e(2i+1)β
=
2−ieβ
1 + 2−2i−1e2β
=
2−ieβ
1 + (2−ieβ)2/2
≤ 1/
√
2
This shows Eq. (20), and as ν ≤ O(1) we have logUβ(k) ≤ (eν + e−ν − 2)× 8µ∗ ≤ O(µ∗ν2).
Proposition 53. Given some parameter ν ≤ νmax, where νmax is a sufficiently small constant, it is
possible to select the parameter t ≥ Ω(min{n,√q}) so that the problem instance c(0) has the required
values of q and n and so that {0, 1, 3, 5, . . . , 2t− 1} ⊆ H∗(0).
Proof. We will set βmax ≥ t log 2, for some parameter t to be chosen. By taking t ≤ n/2, we ensure
that the coefficients are in the range {0, . . . , n}. We need to select βmax, t to ensure that problem
instance has q = q◦ for a given target value q◦.
When βmax = t log 2, the problem instance c
(0) has
Q =
Z(βmax)
Z(βmin)
=
∑t
i=0 2
−i2e2iβmax +
∑t−1
i=0 2
−i−i2e(2i+1)βmax × 8µ∗
1
Simple calculus shows that these summands are increasing at a super-constant rate, and thus the sums
can be bounded by their value at maximum index,
Q ≤ O(2−t2e2βmaxt + 2−t2+te(2t−1)βmax × 8µ∗) ≤ O(2t2 + 2t2 × µ∗ × (2/e)t) ≤ O(2t2)
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So q ≤ t2 log 2 +O(1). This implies that, by selecting t ≤ a√q◦ for some sufficiently small constant a,
we can ensure that q ≤ q◦ for βmax = t log 2. By continuity, this in turn implies that we get q = q◦ for
some choice βmax ≥ t log 2.
Suppose now we have fixed such t and βmax. Let us show that a given coefficient 2k+1 is in H∗(0).
To witness this, take β = k log 2 ∈ [0, βmax]. For this, we have:
Z(β | c(0)) =
t∑
i=0
2−i
2
e2iβ +
t−1∑
i=0
2−i−i
2
e(2i+1)β × 8µ∗ =
t∑
i=0
22ik−i
2
+ 8µ∗
t−1∑
i=0
2−i−i
2+(2i+1)k
It is easy to see that in the first sum, the summands of the first sum decay at rate at least 1/2
away from the peak value i = k, while the in the second sum the summands decay at rate least 1/4
from their peak values at i = k, k − 1. So Z(β | c(0)) ≤ 3 × 2k2 + 8µ∗ × 832k
2
, which is smaller than
2k
2+2 for µ∗ sufficiently small. So we get
µβ(2k + 1 | c(0)) =
c
(0)
k+1e
(2k+1)β
Z(β | c(0)) ≥
2−k−k2e(2k+1)β × 8µ∗
2k2+2
≥ µ∗
A similar analysis with β = 0 shows that 0 ∈ H∗(0) as well.
Proposition 54. Under the conditions of Theorem 50, any procedure to solve Pµ∗,Hcoef for general
problem instances must have expected sample complexity Ω(
log(1/γ)min{n,√q}
µ∗ε2 )
Proof. Construct the problem instance with t = Ω(min{√q, n}) which has the desired parameters n, q
and where we set ν = 3ε, for ε ≤ εmax sufficiently small. Consider some r ∈ {1, . . . , d}. For this
instance, we have | log(c(0)i /c(0)j ) − log(c(r)i /c(r)j )| = ν > 2ε where i = 0, j = 2r + 1. Furthermore,
i, j ∈ H∗(0).
Applying Corollary 49, we see that Pµ∗,Hcoef requires expected sample complexity of Ω(
d log 1
γ
Ψ ). Here,
we have Ψ = O(µ∗ν2) = O(µ∗ε2). Also, we have d = 2t = Ω(min{n,√q}).
9.3 Bounds for Pratio and Pcoef in terms of n, q in the log-concave setting
For this case, we adapt a construction of [15], with some slightly modified parameters and definitions.
This construction will be based on Lemma 48 with d = 2. To simplify the notation, we write c, c−, c+
instead of c(0), c(1), c(2). The vectors c−, c+ will be derived from c by setting
c−k = cke
−kν , c+k = cke
kν
for some parameter ν > 0.
We define the values c0, . . . , cn to be the coefficients of the polynomial g(x) =
∏n−1
k=0(e
k + x);
equivalently, we have Z(β | c) = ∏n−1k=0(ek + eβ) for all values β. Since this polynomial g(x) is
real-rooted, the coefficients c0, . . . , cn are log-concave [5].
There is another way to interpret the coefficients ci which is useful for us. Consider independent
random variables X0, . . . ,Xn−1, wherein Xi is Bernoulli-pi for pi = e
β
ei+eβ
. Then µβ is the probability
distribution on random variable X = X0 + · · ·+Xn−1. In particular, coefficient ck is a scaled version
of the probability µ0(k), which in turn is the probability that X = k at β = 0.
We will fix βmin = 0. By a simple continuity argument, it is possible to select value βmax ≥ 0 to
ensure that the problem instance c has any desired value of q > 0. Let us fix such βmax. We define
z(β) = logZ(β | c) =
n−1∑
k=0
log(ek + eβ).
We recall a result of [15] calculating various parameters of the problem instances c, c−, c+.
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Lemma 55 ([15]). Suppose that ν ≤ νmax for some constant νmax. Define the parameters κ, ρ by
κ = sup
β∈R
z′′(β), ρ = |z′(βmax)− z′(βmin)|
Then the problem instances c−, c+, c have their corresponding values q−, q+ bounded by
|q± − q| ∈ [ρν − κν2, ρν + κν2]
Furthermore, the triple of problem instances c, c−, c+ has Ψ ≤ O(κν2).
We next estimate some parameters of these problem instances.
Proposition 56. For n <
√
q, we have the following bounds:
βmax ≥ n, z′(0) = Θ(1), z′(βmax) = Θ(n), ρ = Θ(n), κ ≤ 4
Proof. Let us first show the bound on βmax. Because of the way we have chosen βmax, it suffices to
show that z(β) − z(0) ≤ q for β = n. We calculate this as follows:
z(n)− z(0) =
n−1∑
k=0
log(ek + en)−
n−1∑
k=0
log(ek + 1) =
n−1∑
k=0
log(
ek + en
ek + 1
)
Since k ≤ n, we have ek+en
ek+1
≤ en, and hence this sum is at most n2 ≤ q.
Next, we show the bounds on z′(β). Differentiating the function z gives z′(β) =
∑n
k=0
eβ
ek+eβ
. So
z′(0) =
∑n−1
k=0
1
ek+1
, which is easily seen to be constant. Likewise, we have z′(βmax) =
∑
k
eβmax
ek+eβmax
.
Since βmax ≥ n ≥ k, each summand is Θ(1), and the total sum is Θ(n).
The bounds on z′(βmax) and z′(0) also show the bound for ρ (recalling that βmin = 0).
Finally, we calculate κ. Differentiating twice, we have z′′(β) =
∑n−1
k=0
ekeβ
(ek+eβ)2
. Summing over k ≤ β
contributes at most
∑
k≤β
ekeβ
e2β
≤∑⌊β⌋k=−∞ ek−β ≤ ee−1 . Likewise, summing over k ≥ β contributes at
most
∑
k≥β
ekeβ
e2k
≤∑∞k=⌈β⌉ eβ−k ≤ ee−1 .
We can now prove Theorem 50 part (a) and (b).
Proposition 57. Under the conditions of Theorem 50, any algorithm to solve Pratio on log-concave
problem instances with given values n, q must have expected sample complexity Ω(min{q,n
2} log(1/γ)
ε2
).
Proof. Let us first show this for n <
√
q. Let us set ν = 3ε/ρ. Then by Lemma 55, the values q, q−, q+
are separated by at least ρν−κν2 = 3ε− 3κε2/ρ2. By Proposition 56, this is at least 3ε(1−O(ε/n2)).
For ε < εmax and εmax a sufficiently small constant, this is at least 2ε. So the overall separation
between q, q−, q+ is at least 2ε.
By Lemma 55, these problem instances have Ψ = O(κν2) = O(κε2/ρ2). By Propositions 56 this is
O(ε2/n2). Therefore, by Corollary 49, the expected sample complexity of Pratio on c is Ω(
n2 log(1/γ)
ε2
).
Next, suppose that n >
√
q. Then we may construct the problem instance with n′ = min(2, ⌊√q⌋);
for q ≥ qmin this satisfies n′ ≥ Ω(√q). We add dummy zero coefficients, which does not change the
value q for any of three problem instances c, c+, c−. Solving Pratio on this expanded problem instance
with n variables thus is equivalent to solving Pratio on the problem instance with n
′ variables, which
requires sample complexity Ω( (n
′)2 log(1/γ)
ε2
) = Ω( q log(1/γ)
ε2
).
Proposition 58. Suppose that n <
√
q. Then, under the conditions of Theorem 50, any algorithm
to solve Pµ∗,Kcoef on log-concave problem instances with given parameters n, q and for K = {0, n} must
have expected sample complexity Ω(
n2 log 1
γ
ε2
).
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Proof. We can calculate µ0(0) = P[X0 = · · · = Xn−1 = 0] =
∏n−1
k=0
ek
ek+1
. Routine calculations show
that this is Ω(1). Similarly, we have µβmax(n) = P[X0 = · · · = Xn−1 = 1] =
∏n−1
k=0
ek
ek+eβmax
; since
k ≤ n ≤ βmax this product is also Ω(1).
Now let us set ν = 3ε/n to construct the problem instances c+, c−. We will now apply Corollary 49;
for either of the problem instances c−, c+, let us set i = 0, j = n. We have shown that i, j ∈ K∗ with
respect to problem instance c, for some sufficiently small constant µ∗.
Observe that | log(ci/cj) − log(c+i /c+j )| = | log(ci/cj) − log(c−i /c−j )| = nν = 3ε. Therefore, the
hypotheses of Corollary 49 are satisfied so the expected sample complexity of Pµ∗,Kcoef is Ω(
log(1/γ)
Ψ ). By
Lemma 55, we have Ψ = O(κν); by Proposition 56 and with our definition of ν, this is O(ε2/n2).
Corollary 59. Under the conditions of Theorem 50, any algorithm to solve Pµ∗,Hcoef on log-concave
problem instances with given parameters n, q must have expected sample complexity Ω(
min{q,n2} log 1
γ
ε2
).
Proof. If n <
√
q, this follows immediately from Proposition 58. Otherwise, we consider the problem
instance for Proposition 58 corresponding to the alternate value n′ = min{2, ⌊√q⌋}, and we add n−n′
dummy zero coefficients. Solving P coefµ∗,H on the full instance allows us to solve P coefµ∗,K for
K = {0, n′}, contradicting Proposition 58.
A Proof of Theorem 8 (correctness with approximate oracles)
One can construct a coupling between µβ and µ˜β such that samples k ∼ µβ and k ∼ µ˜β are identical
with probability at least 1 − ||µ˜β − µβ||TV ≥ 1 − γT . Assume that the kth call to µβ in A is coupled
with the kth call to µ˜β˜ in A˜ when β = β˜. We say that the k
th call is good if the produced samples are
identical. Note, P[kth call is good | all previous calls were good] ≥ 1− γT , since the conditioning event
implies β = β˜. Also, if all calls are good then A and A˜ give identical results.
Let Z be the number of calls to the sampling oracle by algorithm A; by assumption, we have
E[Z] = T . The union bound gives P[all calls are good | Z = k] ≥ 1− γT k, and therefore
P[all calls are good] =
∞∑
k=0
P[Z = k] · P[all calls are good | Z = k]
≥
∞∑
k=0
P[Z = k] ·
(
1− γ
T
k
)
= 1− γ
T
· E[Z] = 1− γ
We now have P
[
output of A˜ satisfies C
]
≥ P[output of A satisfies C ∧ all calls are good] ≥ 1 − 2γ
where the last inequality is by the union bound (recall that P[output of A satisfies C] ≥ 1− γ).
B Proof of Lemma 11 (properties of the binomial distribution)
We first consider the case where p ≥ e−εp◦. For this, we use two variants of the Chernoff bound for
binomials:
P[pˆ ≥ p+ x] ≤ e −Nx
2
2(p+x) , P[pˆ ≤ p− x] ≤ e−Nx
2
2p
Setting x = (eε − 1)p and x = (1− e−ε) respectively, these give us the bounds
P[pˆ ≥ eεp] ≤ exp(−N(eε − 1)2p2
2eεp
) ≤ exp(−N(eε − 1)2e−εp◦
2eε
)
= exp
(−N × (1− e−ε)2p◦
2
)
P
[
pˆ ≤ e−εp] ≤ exp(−N(1− e−ε)2p2
2p
) ≤ exp(−N(1− e−ε)2e−εp◦
2
)
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These terms are both below γ/2 as long as N ≥ 2eε log(2/γ)(1−e−ε)2p◦ . The union bound now gives the claim.
Next, consider the case where p < e−εp◦. For fixed values p◦ and N ≥ 2e
ε log(2/γ)
(1−e−ε)2p◦ , let us define the
function f : [0, 1] → [0, 1] by f(z) = P[pˆ ≥ p◦ | pˆ ∼ 1NBinom(N, z)]. Clearly, f(z) is a non-decreasing
function of z. Also f(e−εp◦) ≤ γ/2, as shown previously. Thus f(p) ≤ γ for p < e−εp◦.
C Proof of Lemma 10
Let a1, . . . , am be a vector satisfying the preconditions of the lemma. Let k ∈ {1, . . . ,m} be chosen to
maximize the value kak (breaking ties arbitrarily). Clearly ak ≤ 1/k. If ak = 0, then due to maximality
of k we have a1 = · · · = am = 0 and the result obviously holds. Otherwise, due to maximality of k,
for k > 1 we have (k − 1)ak−1 ≤ kak, i.e. ak−1ak ≤
k
k−1 . Similarly, if k < m we have
ak+1
ak
≤ kk+1 .
Let us define the sequence y1, . . . , ym by:
yi =
{
1
k (
k−1
k )
i−k if i < k
1
k (
k
k+1)
i−k if i ≥ k
Note that
yk−1
yk
= kk−1 ≥ ak−1ak and
yk+1
yk
= kk+1 ≥ ak+1ak (assuming that k > 1 and k < m, respectively).
Also, yk =
1
k ≥ ak. Since log yi is linear on i ∈ {1, . . . , k} and on i ∈ {k, . . . ,m}, log-concavity of
sequences a and y shows that ai ≤ yi for i = 1, . . . ,m. We can thus write
m∑
i=1
ai ≤
∞∑
i=1
yi =
k−1∑
i=1
1
k
(k − 1
k
)i−k
+
∞∑
i=k
1
k
( k
k + 1
)i−k
=
1
k
[(
k−1
k
)1−k − 1
1− k−1k
+
1
1− kk+1
]
=
(
1− 1
k
)1−k
+
1
k
Let us now define the function g(x) = (1− x)1−1/x + x. We have shown that ∑i ai ≤ g(1/k), and
note that 1/k ∈ (0, 1/2]. To finish the proof, we will show that g(x) < e for all x ∈ (0, 1/2).
Since limx→0 g(x) = e and limx→0 g′(x) = 1 − e/2 < 0, it suffices to show that g′′(x) < 0 in the
interval (0, 1/2). We compute:
g′′(x) =
(1− x) log2(1− x)− x2
x4(1− x)1/x
Routine calculus shows that (1−x) log2(1−x) < x2 in the range (0, 1/2), which implies g′′(x) < 0
as desired, and hence that
∑
i ai ≤ g(y) ≤ e.
D Alternate algorithms for PBratio
As mentioned in the introduction, an alternative algorithm for problem Pratio with expected sample
complexity O
( q logn log 1
γ
ε2
)
was proposed in [11, 15]. We begin by reviewing this algorithm and showing
how to extend it to solve the batched PBratio problem.
Let us define a cooling schedule to be a sequence α = (α0, α1, . . . , αℓ) with βmin = α0 < . . . < αℓ =
βmax. We define the length of α as |α| = ℓ+ 1. We also define
κ(α) =
ℓ∑
i=1
(z(αi−1)− 2z(αi−1+αi2 ) + z(αi))
where z(β) = logZ(β). Note that z(·) is an increasing convex function, and therefore κ(α) ≥ 0. The
algorithms in [11, 15] first compute a cooling schedule α with small values of |α| and κ(α). The
following result of [15] summarizes this:
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Theorem 60 ([15, Theorem 8]). Fix a constant γ1 ∈ (0, 1). There is a randomized algorithm that for
given values κ◦ > 0 and λ ∈ (0, 1) produces a cooling schedule α such that P[κ(α) ≤ κ◦] ≥ 1− γ1 and
E[|α|] = O( q(1+log
n
λ
)
κ◦+log(1−λ) + 1). Its expected sample complexity is O(
q(1+log n
λ
)
κ◦+log(1−λ) + 1).
Given such a cooling scheduleα, we can estimate Q using the paired product estimator of Huber [11]:
Algorithm 10: Paired product estimator. Input: cooling schedule α=(α0, . . . , αℓ), integer r.
1 foreach j ∈ {1, . . . , r} do
2 foreach i ∈ {0, 1, . . . , ℓ} sample ki ∼ µαi
3 set W (j) = exp(
∑ℓ
i=1
αi−αi−1
2 · ki−1) and V (j) = exp(−
∑ℓ
i=1
αi−αi−1
2 · ki)
4 compute Wˆ = 1r
∑r
j=1W
(j) and Vˆ = 1r
∑r
j=1 V
(j), output Qˆ = Wˆ/Vˆ
Theorem 61 ([11, 15]). Let r be a positive integer, γ2 ∈ (0, 1), and let α be a cooling schedule with
κ(α) ≤ log(1 + 12γ2r(1− e−ε/2)2). Then the output of Alg. 10 satisfies P
[
Qˆ/Q ∈ [e−ε, eε]
]
≥ 1− γ2.
These two results give the following algorithm to estimate Q: fix positive constants κ◦, λ, γ1, γ2
with (1−γ1)(1−γ2) = 34 , run the algorithm from Theorem 60 and then Algorithm 10 with the obtained
schedule α and r =
⌈ 2(eκ◦−1)
γ2(1−e−ε/2)2
⌉
. The resulting output Qˆ satisfies P
[
Qˆ/Q ∈ [e−ε, eε]
]
≥ 34 , and the
expected sample complexity is O( q lognε2 ). The success probability can be boosted to 1−γ by repeating
the algorithm Θ(log 1γ ) times and taking the median of estimates. This gives the following result:
Theorem 62 ([15]). There is an algorithm for Pratio with expected sample complexity O
( q logn log 1
γ
ε2
)
.
Used directly, this estimates Z(β) for a single value β = βmax. With small modifications, it can
be used in a batch mode. We use Algorithm 11 below, where κ◦, λ, γ1, γ2 are fixed constants with
(1− γ1)(1 − γ2) = 34 and r = ⌈ 2(e
κ◦−1)
γ2(1−e−ε/2)2 ⌉.
Algorithm 11: Estimating Qβ. Input: subset B ⊆ [βmin, βmax], parameter ε > 0.
1 call the algorithm of Theorem 60 to get cooling schedule α = (α0, . . . , αℓ)
2 foreach j ∈ {1, . . . , r} do
3 foreach t ∈ {0, 1, . . . , ℓ} do
4 sample kt ∼ µαt
5 foreach β ∈ B ∩ (αt, αt+1] do
6 sample kβ ∼ µβ
7 compute W
(j)
β = exp(
β−αt
2 · kt +
∑t
i=1
αi−αi−1
2 · ki−1) and
V
(j)
β = exp(−β−αt2 · kβ −
∑t
i=1
αi−αi−1
2 · ki)
8 foreach β ∈ B compute Wˆβ = 1r
∑r
j=1W
(j)
β and Vˆβ =
1
r
∑r
j=1 V
(j)
β , output Qˆβ = Wˆβ/Vˆβ
Algorithm 11 has expected sample complexity O( |B|+q logn
ε2
). For each fixed β ∈ B, Algorithm 11
can be viewed as a special case of Algorithm 10 with the cooling schedule α(β) = (α0, . . . , αt, β), where
β ∈ (αt, αt+1]. To analyze this, we use the following observation:
Lemma 63. For β ∈ (βmin, βmax), we have κ(α(β)) ≤ κ(α).
Proof. Let β ∈ (αt, αt+1]. Denote f(x) = z(αt) − 2z
(
αt+x
2
)
+ z(x). Since z(·) is convex, the function
z′(x) is non-decreasing on [αt, αt+1]. Therefore f ′(x) = z′(x) − z′
(
αt+x
2
) ≥ 0. In particular, f(β) ≤
f(αt+1). So κ(α0, . . . , αt, β) ≤ κ(α0, . . . , αt, αt+1) ≤ κ(α).
In light of Theorem 61 and Lemma 63, we see that P
[
Qˆβ/Qβ ∈ [e−ε, eε]
]
≥ 34 for any fixed β ∈ B.
Using a simple median-amplification technique, we can immediately get the following:
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Theorem 64. There is an algorithm which takes as input a set B ⊆ [βmin, βmax], and returns estimates
Qˆβ for β ∈ B such that, with probability at least γ, we have Qˆβ/Qβ ∈ [e−ε, eε] for all β ∈ B. The
expected sample complexity is O(
(|B|+q logn) log |B|
γ
ε2
).
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