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Abstract 
New technologies, notably service oriented architectures and Web services, have enabled a 
third wave of business process management (BPM). Supporters have claimed that BPM is 
informed by complexity theory with the outcomes that business processes can evolve and 
adapt to changing business circumstances as well as coevolve with the IT infrastructure. As a 
consequence it has been suggested by BPM adherents that the businesslIT divide will be oblit-
erated through a process-centric approach to systems development. In this paper we trace the 
evolution of BPM and its associated technologies and argue that a complex adaptive systems 
view of business processes and IT infrastructure in general and a coevolutionary view based 
on Kauffman 's NK[C] model in particular, may provide a more sound basis for BPM and IT 
infrastructure management. The paper concludes by considering the limitations of coevoJu-
tionary theory in the BPM context and proposes areas for future work, including an injection 
of social theory to address issues such as human agency and the role of social structures. 
Keywords: Business process management, BPM, IT infrastructure, Coevolution, Complex Adaptive 
Systems, Complexity, Agile. 
1 Introduction 
The major IT market intelligence compani es - Gartner, Forrester, Ovum, Delphi 
Group - are touting business process management (BPM) as the next big thing. Gart-
ner assign a 90% probability that organizations will have BPM in their enterprise 
nervous systems (ENS) by 2005 and that organizations that hard-code processes or 
continue with manual process steps will lose out to competitors that adopt BPM 
(quoted by Smith and Fingar, 2003). The implementation of BPM reli es in great part 
on a service-oriented IT architecture that exploits Web service technologies; it also 
requires business process development and software development to be organized 
around agile principles. 
One body of theory that might provide a basis for a broader understanding of 
BPM, service-oriented architectures (SOA), and agile software development (ASD) is 
the study of complex adaptive systems. The most well-known body for complexity 
research is the Santa Fe Institute, which is a gathering point for distinguished scien-
ti sts and researchers from different fi elds who share similar interests in complex phe-
nomena. These researchers believe there are common laws governing complex sys-
tems that can cross traditional disciplines. The specific aspect of CAS that is the focus 
of thi s paper is coevolution . The aim of the paper is to explore the use of coevolution-
ary theory as a basis for an integrated BPM framework that takes jOint account of 
business processes and IT infrastructure. The structure of the paper is as follows. First 
we trace the history and state of the art in BPM. In the third section we look at the 
enabling technologies for BPM, principally a business process execution language 
and a SOA. In the next section the principles of CAS are presented and in the fifth 
section are applied to business processes and IT architecture using a coevolutionary 
Proceedings of ALOIS·2005, Limerick, Ireland, 15-16 March 2005 
Eds. Agerfalk PJ, Bannon L, Fitzgerald B 
181 
Coevolution of Business Processes and IT Infrastructure 
perspective. In the last section we reflect on the contribution of coevolution to busi-
ness process and IT infrastructure development and draw out implications for practice 
and for research. 
2 The Rise of Business Process Management (BPM) 
The rationale around which organizations have been built and founded in the last 200 
years is Adam Smith's idea to break work down into its simplest and most basic tasks 
which can be performed by workers with basic skills. The natural consequence of 
separating work activities into well-defined and formalised sub-tasks is their nonnali-
sation as functions in the organizational structure of enterprises. The functional and 
hierarchical organization was reinforced by Tayloristic principles, which applied rig-
orous planning and work studies with the purpose of using scarce resources and ex-
pertise better and to monitor and control the work executed in bureaucracies (Schal 
and Schael, 1996). This early stage of business process management reflects a view of 
business processes as detenninistic machines (Melao and Pidd, 2000). A consequence 
of organising by function, however, was a loss of flexibility. Many organizations in 
industrialized countries following the machine metaphor could not cope with chang-
ing customer demands and a dynamic and competitive environment. 
Business process redesign (BPR) appeared as a remedy. It can be dated back to 
two seminal papers published in the same year: Davenport and Short (1990), and 
Hammer (1990), which reported on the growing wave of process innovation and radi-
cal business process change. The ideas were developed more comprehensively in 
their later books (Davenport, 1993; Hammer and Champy, 1993), and were adopted 
rapidly by consultancies around the same time. In this early stage, BPR took on a 
radical, clean-slate approach, which was typified by the title of Hammer's 1990 pa-
per: "Don't automate, obliterate". Hammer and Champy (1993) defined business 
process re-engineering as "... the fundamental rethinking and radical redesign of 
business processes to achieve dramatic improvements in critical, contemporary meas-
ures of performance, such as cost, quality, service and speed" (p. 32). Re-engineering 
detennines what an organization should do, how it should do it, and what its concerns 
should be, as opposed to what they currently are. This radical view is very different to 
the incremental changes typical of business process improvement (Harrington, 1991) 
as represented by TQM (total quality management). 
However, the original enthusiasm for BPR has been tempered by reported high 
failure rates (50% -70%) of BPR initiatives (Hammer and Champy, 1993). Although 
Hammer and Champy argued that this was because companies and managers were not 
radical enough and failed to comprehend the degree of change required, not only in 
business processes, but also in managerial behavior and organizational structure, oth-
ers, including Davenport and Stoddard (1994), began to question the clean-slate basis 
of BPR and to soften the radical approach to change. In retrospection, Davenport 
(2002) admitted that the very idea of a big, one-time swing at process change is less 
likely to succeed than a continuous process improvement approach. He also believed 
that infonnation systems were another aspect of the problem. Broad, cross-functional 
systems were a major departure from the application-centric IT architectures most 
often encountered in organizations. In the early years of BPR enterprise resource 
planning (ERP) packages were not mature and so companies either had to develop 
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their own systems or attempt to integrate application packages from different vendors 
(neither of which are simple tasks). 
Grover and Kettinger (1995) acknowledge that while the notion of radical change 
is intuitively appealing, it has not always met with the degree of success originally 
claimed by its many proponents and proposed the concept "business process change", 
a broader and more modest notion than BPR. Grover (1999) argued that the notion of 
continuous change seemed to be becoming more important than the one-time radical 
change. In recent years, BPR has seen its second wave (Hammer, 2001; Champy, 
2002; Davenport, 2002). Davenport (2002) proposed that the new version of reengi-
neering should still focus on processes but should not be restricted to the back office -
operational processes that were the primary focus for reengineering in the past. A lot 
of the value and innovation in organizations today comes from knowledge workers 
and knowledge work processes, which went largely untouched in the last round of 
reengineering. These processes - marketing, new product development, strategic 
planning and even management - ought to be reengineered this time around. Further, 
much of the excitement about reengineering's return is around the redesign of inter-
organizational processes. It is also why this second wave of re-engineering coined the 
term "X-engineering" in which "X" stands for cross-organizational business proc-
esses (Champy, 2002). In the latter days of BPR, ERP emerged as the key technology 
that could support new cross-functional processes. In fact, reengineering initiatives 
really turned into ERP implementation projects in many companies. However, the 
new technologies for the second wave of business process redesign are more diverse 
and include tools such as XML, Web Services, and e-business process languages. We 
now consider the role of IT in BPM. 
3 BPM and IT 
A core aspect of BPM is that process designs are executable and implemented on 
business management servers allowing process instances to be controlled, monitored, 
and even changed in real-time. This means that the model is the process and the proc-
ess is self-documenting. Technology is thus an essential aspect of BPM requiring 
process management technologies together with an appropriate IT infrastructure. 
3.1 Process Management Technologies 
A core aspect of BPM is that process designs are executable and implemented on 
business management servers allowing process instances to be controlled, monitored, 
and even changed in real-time. This means that the model is the process and the proc-
ess is self-documenting. Technology is thus an essential aspect of BPM requiring 
process management technologies together with an appropriate IT infrastructure. 
There are a number of competing standards and technologies in support of BPM. 
One of the leading organizations is the Business Process Management Initiative 
(BPMI), a non-profit organization whose mission is "to promote and develop open, 
complete and royalty free XML-based standards that support and enable Business 
Process Management (BPM) in industry." BPMI (www.bpmi.org) works with other 
standards bodies such as the Object Management Group (which developed UML) and 
OASIS (for e-business standards). BPMI currently promotes several layers of stan-
dards that support the design of processes, translation of process designs into execu-
table language, and the building of systems to automate intra- and interorganizational 
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business processes. The core standards supported are the Business Process Modeling 
Notation (BPMN) and the Business Process Execution Language (BPEL). BPMN is a 
flowchart-like graphical notation used by business analysts and process designers to 
describe processes in a way that can be understood by process users and process own-
ers (Fedorowicz et aI., 2004). BPMN diagrams can be mapped automatically into 
BPEL and BPEL4WS (the Web Services variant) and then executed on a Business 
Management Server. By compiling several existing standards into a "Standard BPM 
Stack," the organization strives to foster coherence among different aspects of busi-
ness process management, including support for a Business Process Query Language 
(BPQL), which is an essential tool for the realtime monitoring of business process 
state. Future work for the BPMI will look at mapping the interorganizational collabo-
rations modeled in BPMN into languages for choreography of business processes, 
notably the ebXML Business Process Specification Schema - BPSS. 
3.2 IT Architecture for BPM 
Coupled with BPM3 is a service oriented architecture (SOA), which is defined as 
(http://webservices.xml.com/pub/a/ws/2003/09/30/soa.html): 
"SOA is an architectural style whose goal is to achieve loose coupling among interacting 
software agents. A service is a unit of work done by a service provider to achieve desired 
end results for a service consumer. Both provider and consumer are roles played by 
software agents on behalf of their owners." 
In a SOA the interface contract to the service is platform-independent, the service 
can be dynamically located and invoked and the service is self-contained. i.e., it main-
tains its own state. Business processes are implemented by discovering and calling 
services in appropriate sequences, as specified in a BPMN diagram. Ultimately, a 
SOA approach spells the death of traditional application-centric development. The 
application is of too coarse granularity, although legacy applications can be exposed 
as a collection of services and leveraged in a SOA through enterprise application in-
tegration technologies. 
Web Services are a key enabling technology for a SOA. According to George 
Colony, Founder and Chief Executive of Forrester Research, Web services will be at 
the core of a new "technology thunderstorm" that will spawn the XIntemet, an execu-
table architecture supported by organic IT (Silicon.com, 2003). Through inter-
operating IS applications, Web services will enable collaborative commerce applica-
tions in areas such as supply chain management and customer relationship manage-
ment. For example, by exposing its manufacturing systems to its suppliers through 
Web service interfaces Dell claims to have reduced its stock holding from 26-30 
hours to 3-5 hours (Hagel, 2002). 
Web services are reusable components that can be published, located and in-
voked over the Internet using standard protocols (the45I , 2002). Web services are 
defined using WSDL (Web Services Description Language), invoked using SOAP 
(Simple Object Access Protocol), and located using UDDI (Universal Discovery, 
Description and Integration). All three Web service standards - WSDL, SOAP, and 
UDm - are implemented using XML (eXtensible Markup Language), but the Web 
service directory standard (UDDI) is the least developed (Stal, 2002). Although an 
essential part of collaborative commerce, Web services do not remove the need to 
continue to develop business data schemas and business process definitions in XML 
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to allow meaningful data exchange, data sharing, and the integration of business 
processes across enterprises. 
4 Complex Adaptive Systems 
Smith and Fingar (2003) call the current resurgence of interest in business process 
management the "third wave". They adapt Davenport's table comparing process im-
provement and process innovation by adding a third column showing that third wave 
BPM is a both/and (Pettigrew et aI., 2003) rather than an either/or. For example: the 
participation in process improvement was bottom-up and in process innovation was 
top-down - in BPM it is both; the time horizon is not past and present (improvement) 
or future (innovation) - in BPM it is past, present and future. The capstone rule is that 
third wave BPM disrupts the business-IT divide (old rule) and moves toward a world 
in which "process owners design and deploy their own processes, obliterating, not 
bridging, the business-IT divide" (p. 127). Smith and Fingar (2003) point explicitly to 
complex adaptive systems as an organizing frame for BPM: "The study of such dis-
tributed multi-participant processes, grid-like systems, emergence, chaos and self-
organization are going to set the stage for the theoretical work that will underpin the 
scientific application of third-wave process management over the coming decade." 
However, they provide no direct evidence that BPM is a complex adaptive system 
(CAS) and give no theoretically grounded advice as to how managers might embrace 
CAS. 
Creating the context for innovation is a challenge to an enterprise's ability to or-
ganize. Many natural and artificial systems strike us by their complexity, such as 
brains, immune systems, ecological cycles, financial markets, stock exchanges, and 
the Internet. These complex systems seem to have the ability to adapt to and evolve in 
the environments in which they are embedded. One of the key challenges for scien-
tists is to understand these complex phenomena and describe them in a relatively sim-
ple way. With increasing complexity, this task becomes more and more demanding 
(Anderson, 1999). Modern complexity science, especially the work of the scientists at 
the Santa Fe Institute, provides new ways to investigate complex phenomena, which 
is usually presented as the study of "complex adaptive systems" (CAS). In contrast to 
cybernetics, general systems theory, systems dynamics, and even chaos theory, which 
achieve simplicity by describing complex systems with macro level equations and 
abstracting away the diversity and interactions of micro level components, CAS puts 
the focus at lower levels, studying how individual and autonomous parts and their 
interactions yield emergent properties at a higher level. As Stacey (2003) says, there 
are no equations at the macro level, just local, self-organizing behaviour that gives 
rise to emergent order and possibly emergent novelty, all in the absence of a system-
wide blueprint. This bottom-up view of organization is the hallmark of CAS (Ander-
son, (999). 
Although there is no single and definitive account of CAS and related concepts, 
Anderson (1999), Stacey (2003), Urry (2003), and Choi et al. (200 I) provide valuable 
introductions to CAS in the context of organization, strategic management, globaliza-
tion, and supply chain management respectively. Common themes that emerge from 
the CAS literature are: autonomous agents; non-linearity; self-organization and emer-
gence; path dependence; and coevolution. 
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A CAS comprises loosely coupled autonomous agents that are interconnected in 
such a way that they are responsive to the change around them but not overwhelmed 
by the information flowing to them as a result of their interconnectivity. The concept 
of relationality reflects a shift from thinking about the world as a collection of objects 
that interact to one where relationships have primacy (Capra 1996, p. 37). Agents 
have local rules, which are a package of information governing their behaviors in 
their interactions with other agents and with their environment. Holland (1998) calls 
these rules internal models while Gell-Mann terms them schemata (Gell-Mann, 
1995). These rules, generally, are simple, but the behaviour that results from the in-
teractions of the agents and emerges at higher levels of the system can be strikingly 
complex. Agents are adaptive to their eco-system because they can have several set of 
competing local rules and these rules are subject to evolution. 
Common sense suggests that only large changes in causes will produce large 
changes in effects (Urry, 2003, p. 23). Small changes, possibly minuscule and not 
capable of being calibrated, in variable values can lead to unpredictability and large 
effects, even when following deterministic rules. The possibly worrying implication 
is that in a CAS there may be no reliable relationship between cause and effect - the 
relationship is non-linear and the same cause under different conditions can produce 
very different effects. Further, the behaviour of a system may go beyond an exponen-
tial relationship and involve transformative changes, such as when a solid piece of ice 
on a table melts (becomes liquid) and then evaporates (becomes a gas). 
When a system is in complete order or in complete disorder the effective com-
plexity is zero: "Effective complexity can be high only in a region intermediate be-
tween total order and complete disorder." (Gell-Mann 1995, p. 16). A zone between 
order and disorder does exist, as demonstrated by many natural and artificial systems. 
Waldrop (1994), drawing on Langton, calls this zone "the edge of chaos". At the edge 
of chaos there is bounded instability and the system is paradoxically stable and unsta-
ble at the same time and exhibits "orderly disorder". A CAS operates far ITom equi-
librium where entropy production increases and instabilities lead to new forms of 
order with ever-increasing complexity (Capra, 1996, p. 176). In the non-linear region 
there are many possible solutions and the system will encounter many bifurcation 
points where different paths may be taken, depending on the system's history and 
external conditions (ibid., p. 177). For systems operating at the edge of chaos there is 
potential for spontaneous development of a new feature, structure, or pattern of be-
haviour at the system level that is not contained within individual components. This 
behaviour results from the interaction of the parts (relationality) - there is no plan. no 
blueprint at the system level for this emergent property. A self-organized system 
moves from a large region of state space (the total number of behavioral combinations 
available to the system) to a persistent smaller one (called an attractor). In the context 
of organizations, Lewin and Volberda (1999) give product champions as an example 
of a strange attractor when working at the edge of chaos (p. 530). 
Over time an open system loses organization and increases in randomness and 
disorder. Urry (2003) illustrates the irreversibility of time in the physical world: "cof-
fee always cools, organisms always age, spring follows winter and so on. There can 
be no going back, no reabsorbing of the heat, no return to youth, no spring before 
winter and so on" (p. 22). The history of a system in part determines the future of that 
system, i.e., history matters (North 1990) and creates path dependence. Sherman and 
Schultz (1998) say that nothing comes from nothing and that complexity thinking 
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requires an ability to see "adjacent possibilities" (p. 22) rather than the fallacy of the 
clean slate. 
5 Business Process Architecture and IT Architecture Coevolution 
Ehrlich and Raven (1965) introduced the term coevolution and used it to describe the 
reciprocal evolution that results from the interactions of unrelated species. They illus-
trated coevolution by looking at the interactions between the feeding habits of butter-
fly larvae and the defences of plants and argued that the coevolutionary process has 
contributed to a wide diversification of both plants and herbivores. Adaptive agents 
tend to alter their structures or behaviors as responses to interactions with other agents 
and the environment. Kauffman (1993; 1995) describes this tendency as moving to 
higher 'fitness peaks' where agents have more chance to survive. Sometimes the al-
teration will cause agents to sink to 'fitness valleys' , where they run the risk of be-
coming extinct. These peaks and valleys constitute a fitness landscape for each agent. 
In order to survive, an adaptive agent should continue to climb its fitness peaks and 
avoid valleys. All the agents are striving for fitness and seeking to avoid extinction. 
Each of the agents is going through their fitness landscape looking for fitness peaks 
and in doing so are coevolving with other agents (the actions of each agent changes 
the fitness landscapes of the other agents and thus the fitness landscapes are con-
stantly changing and deforming). In the coevolving process, those agents that are 
more adaptive and robust can be used as building blocks to fonm new and higher-level 
agents through recombination. Through this mechanism systems tend to develop a 
hierarchical structure (Holland, 1998). 
5.1 The Coevolution of Business Processes 
Coevolution theory has been applied to the study of organizations, McKelvey 
(1999) considers coevolution and competitive behaviour of firms, defining coevolu-
tion as "mutual causal changes between a finm and competitors, or other elements of 
its niche, that may have adaptive significance" (p. 299). McKelvey stresses that co-
evolution is a multi-level phenomenon and that it is necessary to "take a more emer-
gent natural systems perspective and pick parts naturally emerging as evolutionarily 
significant (those most likely to change which offer selective advantage for the finm 
as a whole),' (p. 298). Milteton-kelly (2000) uses coevolutionary theory to study the 
relationship between the business and infonmation system (IS) domains to gain insight 
into the problems of legacy systems. A multi-level analysis is adopted looking at the 
interaction between individuals and individuals with IT, between business and IS 
domains, and between the organization and its environment. Peppard and Breu (2003) 
apply coevolutionary theory to business/IS strategic alignment. For our purposes, the 
focal level of interest is the coevolution of business processes and IT components 
(services). 
In Kauffman's (1993) NK model the ruggedness of a landscape is a function of 
the number of parts or characteristics, N, and the degree of interconnectedness of the 
parts, K. We will assume that an organization selects N processes from a pool of po-
tential processes. Each process, such as manufacturing and inventory management, is 
connected to K other business processes. Figure I(a) shows an organization with N ~ 
4 business processes and an internal (epistatic) density of K ~ 0, i.e., each process is 
independent and there is no epistasis. The fitness landscape for this process architec-
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ture will smooth with a single peak. Each process contributes to global fitness inde-
pendently of other processes and each process can be tuned for optimal behaviour 
through "universal best-practices" (Levinthal et a!. , 1999). Thus, only local intelli-
gence is needed as local process improvement will lead to global improvement. For 
small values of K relative to N the landscape will have foothills and clear basins of 
attraction, again leading to the location of a global peak with a high degree of cer-
tainty. Levinthal et a!. (ibid.) define robust design as a design in which there is low 
interdependence among the elements of a system. A robust design is suitable when it 
is not clear what the best solution is but it can be found through an adaptive walk 
(search and selection) over a smooth surface whereby local adaptation leads to global 
improvement. 
(a) 
Business process 
architecture o N=4 
K=O 
00 
Processes 0 
(b) 
Processes 
Figure J: Business processes and the NK model. 
At the maximum value of K = N - I the landscape is at its most rugged with 
many jagged peaks. In this situation, a change to one business process will impact all 
other business processes within an organization (Figure \(b» - a highly complex 
arrangement. In a single peak landscape (K = 0) the global optimum can be found 
with relative ease through an adaptive walk, regardless of the starting point. Given 
enough time, an adaptive walk through an NK landscape would find the optimal peak 
for any value of K from 0 to N - I. However, as N increase the combinatorial com-
plexity increases and quickly requires a walk that would take longer than the age of 
the universe. That is, brute force will not find the optimal configuration in situations 
with sufficiently high N and large values ofK relative to N. 
Levinthal et a!. suggest that organizations can design smooth landscapes by de-
coupling processes, such as in the Japanese kanban practice where each production 
station is connected to only two neighbouring ones allowing production to be set to 
the activity of the downstream station. Epistatic connections are minimzed and the 
need for central planning and control reduced substantially. Rugged landscapes re-
quire that organizations move beyond incremental search and selection and make 
adaptive leaps (Beinhocker, 1999) to avoid being stuck on a low local peak. 
5.2 The Coevolution of Business Processes with IT Service Components 
We now assume that within the organization there is an IT infrastructure that is or-
ganized as a service oriented architecture with N services and K connections between 
those services. The two species - business processes and services - are externally as 
well as internally connected, with each process being connected with two services, 
i.e., C = 2, in Figure 2. Now, the complexity caused by K is further complicated by 
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external connections with the parts of other species, C. Thus, improving the fitness of 
a process may affect the fitness of the IT infrastructure which in turn deforms the 
landscape of the process architecture. In this sense, evolution is always coevolution. 
There are three configurations of coevolution of business processes and IT infra-
structure: competition, exploitation, and mutualism (Metcalfe, 1998). Competition is 
where one configuration seeks to hinder the configuration of other configurations; 
exploitation where one stimulates the fitness of one but is inhibited by the other. Mu-
tualism is where each configuration stimulates the individual and collective fitness. 
Clearly, mutualism is what is wanted but one can imagine situations in which the IT 
infrastructure becomes cancerous and seeks fitness at the expense of the business or 
where the business reduces the fitness of the IT infrastructure by overwhelming it 
with legacy systems. 
Business process 
architecture N = 4 
K=3 
---
Processes 
IT Infrastructure 
-------~ ...... ---
C=2 
----------------t:==>c===> 
Services 
Figure 2: Coevolution of business processes and IT infrastructure and the NK[C) model. 
Lewin and Volberda (1999) list multilevelness/embeddedness as a core require-
ment for conducting coevolutionary research in organizations. They argue that coevo-
lutionary effects take place at multiple levels, within firms as well as between firms. 
They also note that most research is either at the population level focusing on macro-
evolutionary theory of the firm or at the microevolution, intrafirm level investigating 
capabilities and competencies of the individual organization in its competitive context 
(p. 526). McKelvey (1999) asserts that coevolution at lower levels occurs in the con-
text of higher levels of coevolution. Although there are interesting insights to be 
gained from looking at individual organizations using independent NK models of 
business processes and services, and NK[C] model of process/service coevolution, an 
extension to mUltiple organizations is of particular value in studying business-to-
business (B2B) relationships and interorganizational systems (lOS). In table I we 
outline a model in which a population of S organizations collaborate on business 
processes and IT infrastructure. Following McCarthy (2003) terms from evolutionary 
biology are shown in one column with their business process and service equivalents 
in a second column. 
The coevolution of inter-organizational systems according to Table I is repre-
sented diagrammatically in Figure 3. Three organizations from a population of size S 
are shown (organizations x, y, and z). As in Figure 2, business processes and services 
coevolve within each organization. In addition, the business processes of the organi-
zations also coevolve, denoted by C(P), as do the services, C(S). Each process in or-
ganization x coevolves with 2 processes in organization y, C(P, y), and with one 
process in organization z, C(P, z). The processes of organization x are therefore more 
Proceedings of ALOIS'2005, Limerick, Ireland, 15-16 March 2005 189 
Coevolution of Business Processes and IT Infrastructure 
tightly coupled with those of organization y than they are with organization z. A simi-
lar reading can be made for the coupling of the IT infrastructures. 
Table 1: The NK[C] model applied to lOS, adapted from McCarthy (2003). 
Variable Evolutionary biology Intra-organizational and inter-organizational 
processes and services 
S A population that can be Number of partners in an inter-organizational 
treated as a homogeneous systems network 
entity 
N The number of genes in the Number of business processes in an organization 
evolving genotype Number of services offered by an organization 
K The degree of epistatic The degree of connectedness between processes 
connectedness among the within an organization 
genes The degree of connectedness between services 
within an organization 
A The number of alleles The number of possible states that a process or 
(alternative states) that a service can take. This could be binary, indicating 
gene may take presence or absence, or it might have multiple 
states. For example. a process could have five 
states of maturity as defined by the levels of the 
capability maturity model integration, CMMl 
(www.sei.cmu.edu/cmmi/) 
C The coupledness of the The coupledness of processes and services within 
genotype with other geno- an organization 
types The coupledness of processes between organiza-
tions (P) 
The coupJedness of services between organiza-
tions (S) 
W Coupling to a gene in the External constraints such as regulatory bodies that 
external world that causes can restrict the way that a business process, such 
disturbance in one direc- as the selling of financial products, is executed. It 
tion only is assumed that the process cannot affect the regu-
latory requirement. 
We assume that the processes of one organization do not coevolve directly with 
the services of another (and vice versa). Instead, this coevolution occurs indirectly 
through the coevolution of interorganizational processes and the coevolution of 
shared services. Although the environment is not modeled explicitly in NK[C] mod-
els, disturbance from the external world can be introduced through W, for example 
government regulation that places a constraint on a business process, such as V AT 
reporting, but is assumed to be a one-way influence (the organization cannot influ-
ence how the government requires them to account for V AT). The multi-level aspects 
of coevolutionary theory identified by Lewin and Volberda (1999) suggest that the 
model in Figure 3 can be extended downwards and upwards. For example, processes 
can be viewed as being made up of characteristics (traits, genes) such as traceability, 
flexibility, and maturity, while services might have characteristics contributing to 
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fitness such as scalability, availability, and robustness. Moving upward, within an 
industry organizations will be linked (this would be the K value of the industry) and 
those organizations will be linked to organizations in other industries (the C value of 
the industry). Clearly, infinite regress applies in both directions and as with any recur-
sive model it is a question of fixing on a focal level of analysis and then deciding on 
the number of levels to look up and down. In our research, the focal level is business 
processes and IT services. 
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Figure 3: coevolution of business processes and IT infrastructure for inter-organizational 
systems. 
Brown and Eisenhardt (1998) argue that Organizations that achieve the edge of 
chaos will compete more effectively than those that don't; at the edge of chaos "or-
ganizations never quite settle into a stable equilibrium but never quite fall apart, ei-
ther" (p. 12), This view is supported by Kauffman (1993) and Anderson (1999) who 
claims "Systems that are driven to (but not past) the edge of chaos out-compete sys-
tems that do not" (p. 223-224). Lewin and Volberda (1999) summarize the impor-
tance of achieving the edge of chaos for organizations: 
Proceedings of ALOIS'2005, Limerick, Ireland, 15-16 March 2005 191 
Coevolution of Business Processes and IT Infrastructure 
"At this 'edge of chaos', an organization is assumed to optimize the benefits of sta-
bility, while retaining capacity to change by combining and recombining both path de-
pendence and path creation processes. Such an organization creates sufficient structure 
to maintain basic order but minimizes structural interdependencies. It evolves internal 
processes that unleash emergent processes such as improvisation, self-organizing, emer-
gent strategies and strange attractors (e.g., product champions)." (p. 530). 
Kauffman (1995) identifies two main behaviours relating to C-coupled land-
scapes. The first is the "Red Queen Effect", coined by Lee Van Val en from the Red 
Queen saying to Alice "it takes all the running you can do, to keep up in the same 
place". All the species (organizations in Figure 3) keep changing their genotypes 
(process and services) in a never-ending race to sustain their fitness level. The popu-
lation never settles down to an unchanging mix of genotypes as organizations chase 
peaks that recede into the distance and fail to come to rest on potential fitness peaks. 
The second image is of coevolving species that reach an evolutionary stable strategy 
(ESS) and then stop changing genotypes. Organizations that have attained an ESS 
have succeeded in climbing to a peak and remaining on it - coevolution ceases and an 
ordered regime emerges, although it is likely that this peak is not a partiCUlarly high 
one. As in the Prisoner's Dilemma, an organization has no incentive to change as long 
as its partnering organization does not change (i.e., a Nash equilibrium has been at-
tained). The Red Queen behaviour can be thought of as chaotic with species climbing 
and plunging while the ESS is an ordered regime that is too rigid and unable to move 
away from suboptimal local peaks. Kauffman argues that between the ordered ESS 
and the Red Queen chaos lies the edge of chaos, a place favoured by coevolution. 
The central question, then, is what values of N, K, C, and S are likely to lead to 
organizations coevolving to the edge of chaos, avoiding the "arms race" of the Red 
Queen and the stultifying structure of the ESS? Kauffman found that the ecosystem 
(Figure 3 in the current paper) settles to an ESS if the epistatic connections within 
species are high (there are a lot of peaks to be trapped on) and the coupling between 
the species is low (landscapes do not deform much as organizations make adaptive 
moves). The ESS ordered regime also emerges when the number of species is low 
(moves by one organization do not deform the landscape of many other organiza-
tions). To summarize, an ordered regime emerges when K is high and C or S are low. 
A chaotic, Red Queen regime, emerges when K is low and C or S are high. Kauffman 
found that when K and C are kept constant and S is varied an ESS emerges after 1600 
generations when S = 4. For values of S = 8 and S = 16 no ESS emerged after 8000 
generations, i.e., Red Queen behaviour is exhibited. Kauffman found that the transi-
tion area between an ESS and chaotic behaviour (the edge of chaos) was highly sensi-
tive to the value of K. If K is not allowed to change then starting an ecosystem with 
high values of K means that the species will climb to local peaks and stay there, i.e., 
an ESS. If the ecosystem is started with low values of K then the Red Queen effect 
results. Kauffman (1995) modelled an ecosystem in which K is allowed to change and 
found that the system converged on an optimal value of K where average fitness of 
species is highest and the extinction rate lowest: "The coevolving system tunes its 
own parameters, as if by an invisible hand, to an optimal K value for everyone" (p. 
232). 
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6 Discussion and Conclusions 
Industry hype is promoting business process management (BPM) and service oriented 
IT architectures (SOA) packaged together neatly under the umbrella of complex adap-
tive systems (CAS) theory with claims that processes will self-organize and adapt to 
the challenges of the competitive environment, almost by magic without the interven-
tion of managers. This may indeed sound too good to be true, but coevolutionary 
theory does suggest that there may be a "magic hand" at work when organizations 
attain the edge of chaos. We have argued that Kauffman' s NK[C] model can give 
considerable insight into the design of intra- and interorganizational processes and IT 
infrastructures. Through the building of appropriate models and the subsequent tuning 
of the values ofN, K, C, and S it may be possible to discover some laws applicable to 
business processes and IT services. For example, it will be possible to gain insight 
into the number of organizations that an organization should enter into partnership 
with, how coupled services should be, and to answer difficult questions such as how 
'big' an individual service should be (granularity). The NK[C] model might also shed 
light on the role of standards (for processes and services) and the impact of different 
network topographies and the role and effectiveness of intennediaries such as elec-
tronic trading hubs. 
From an analysis of the leading works on complexity and coevolution Volberda 
and Lewin (2003) argue that three over-arching principles can be identified for self-
renewing organizations. The first is that self-renewing organizations manage requisite 
variety by regulating internal rates of change to equal or exceed the relevant external 
rates of change. This suggests the tuning of K and C values. The second principle of 
self-organizing organizations is that they optimize self-organization. This principle 
leads us away from command and control management strategies toward guiding the 
evolution of behaviours that emerge from the interactions of autonomous agents and 
an investment in implementing process controls rather than relying on outcome con-
trols. The third (and highest order) principle is the synchronization of concurrent ex-
ploration and exploitation. a balance of innovation and knowledge creation with con-
tinuous improvements in productivity and process improvement. Over-emphasis of 
exploitation leads to a competence trap while an emphasis on exploration can have 
negative consequences such as over-sensitivity to noise and short term variations, and 
becoming a victim of fashion and fads (such as BPM i). In the NK[C] exploration is 
achieved through the adaptive walk while exploration may involve long jumps across 
the landscape. Kauffman (1995) reports that every time a fitter long-jump variant is 
found the expected number oftries to find an even fitter long-jump doubles (p. 194). 
This supports the policy of mixing long jumps (exploration) with adaptive walks (ex-
ploitation) with obvious implications for radical process redesign and continuous 
process improvement. 
Smith and Fingar (2003) argue that BPM obliterates the business/IT divide, in 
part due to organizing around adaptive business processes rather than around IT ap-
plications. However, coevolution suggests that there is a divide and that this is desir-
able since each is a CAS that has its own fitness landscape that it must traverse. How-
ever, business processes and IT infrastructure are inextricably interwoven and mutu-
ally dependent. Thus we might better replace the IT/business divide and its oblitera-
tion by an emphasis on coevolution. On a related point, Nicholas Carr (2003) wrote 
provocatively in the Harvard Business Review that "IT Doesn't Matter". His argu-
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ment is that IT is accessible and affordable by all and that the strategic potential of IT 
as a differentiator is being inexorably reduced. The argument is that IT is highly rep-
licable and will become increasingly commoditized. A coevolutionary perspective 
suggests that this view is in part true as firms adopt a SOA and standards are agreed 
and embedded, but, having a commodity does not mean that it will be used well and 
firms that can co evolve their business processes with their IT will be more likely to 
achieve competitive advantage than those that do not. 
From a research perspective the big question is how organizations can encourage 
business processes and IT infrastructure to coevolve rather than pursuing separate or 
conflicting paths. Mittleton-Kelly (2000) says that we need to look at the evolution of 
the interactions and explore the degree, intensity and density of interaction. An exam-
ple of how this might be encouraged in practice are the process modeling seminars 
proposed by Hjalmarsson and Lind (2004), which gives insight into the interactions of 
microagents in an eco-system. Lewin and Volberda (1999) argue that to be effective 
coevolutionary research must be: conducted over a long period of time, take into ac-
count the historical context and path dependencies, consider multi-directional causali-
ties between micro- and macroevolution, and be aware of non-linearities and lagged 
and nested effects (pp 526-527). Although such a research approach is likely to be 
difficult, the potential outcome of a theory for agile enterprise suggests it may be a 
worthwhile endeavour. 
6.1 Limitations and further theoretical development 
Is it applicable to apply the NK[C] model to organizations? Among the limita-
tions identified by McKelvey (1999) of applying the NK[C] model to organizations is 
a recognition that any model, no matter how well designed, is still a model. However, 
McKelvey also argues that although Kauffman uses the language of evolutionary 
biology, his NK[C] model was derived from physics and computer science and may 
be more applicable to organizations that it is to genes. There is then the larger ques-
tion of whether CAS theory in general should be applied to organizations. Stacey 
(2003) is critical of Brown and Eisenhardt (1998), arguing that they make loose and 
simplistic interpretations of CAS. Stacey (ibid.) argues that being at the edge of chaos 
is no guarantee of survival and that Brown and Eisenhardt, through their implicit use 
of the language of cybernetics and cognitivism, absorb CAS into traditional organiza-
tional theory. 
More generally, Capra (2002) argues that we must adapt CAS for new domains: 
"Social networks are first and foremost networks of communication involving symbolic 
language, cultural constraints, relationships of power and so on. To understand the struc-
tures of such networks we need to use insights from social theory, philosophy, cognitive 
science, anthropology and other disciplines. A unified systemic rramework for the un-
derstanding of biological and social phenomena will only emerge when the concepts of 
nonlinear dynamics are combined with insights ITom these fields of study" (p. 71). 
Capra considers Giddens' structuration theory and Habermas' critical theory as 
possible social theories that could provide insight into the agency of human agents 
and the creation of social structures (and the recursive relationship between the two). 
Finally, if humans bring difficulties in the application of a model arising from physics 
and computer science, then it is further complicated by the coevolution of human 
systems (processes) and technology (IT infrastructure). Thus we may also need to 
consider the agency of technology through ideas such as actor network theory and 
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(with a less strongly symmetrical view of the agency of people and things) through 
affordance (Pickering, 1995). 
6.2 Future Work 
The model proposed in Figure 3 needs to be tested empirically, which we are doing 
currently in the context of the automotive parts industry where part manufacturers, 
part distributors, motor factors, and motor repairers all need to work closely together 
to be able to supply a part to a repairer in under 30 minutes. This empirical work in-
volves a combination of qualitative case studies using interviews and process obser-
vation, and model building (e.g., Figure 3). We are exploring the possibility of run-
ning computer simulations of the automotive parts industry to test the models and to 
see how well they explain the empirical data. 
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