With the rapid growth of network traffic and the enhancement of the quality of experiences of users, Information-Centric Networking (ICN), which is a content-centric network architecture with named data caching and routing, is proposed to improve the multimedia content distribution efficiency. In arbitrary topology, cache nodes and users are randomly distributed and connected, hence it is challenging to achieve an optimal caching placement under this situation. In this paper, we propose a caching placement algorithm for arbitrary topology in ICN. We formulate an optimization problem of proactive caching placement for arbitrary topology combined with multi-hop forwarding, with an objective to optimize the user delay and the load balancing level of the nodes simultaneously. Since the original problem is NP-hard, we solve the formulated caching placement problem in two sub-problems, content replica allocation sub-problem and content replica placement sub-problem. First, in the content replica allocation sub-problem, the replica number of each content is obtained by utilizing the auction theory. Second, the replica number of each content is used as a constraint for the content replica placement sub-problem, which is solved by matching theory. The caching placement algorithm combined with multi-hop NRR forwarding maximizes the utilization of cache resources in order to achieve better caching performance. The numerical results show that significant hop count savings and load balancing level improvement are attainable via the proposed algorithm.
I. INTRODUCTION
Recent traffic measurements have clearly shown that IP video traffic will account for 82 percent of the overall Internet traffic by 2022, as illustrated in the Cisco VNI forecasts [1] . However, due to the host-to-host communication patterns in traditional IP networks, Internet bandwidth is wasted by repeated transmission of popular contents. In order to solve the problem of low transmission efficiency of content distribution in traditional IP network, ICN has been widely studied [2] . The ubiquitous in-network caching is a key technology of ICN, which avoids the repeated transmission of popular contents and improves the transmission efficiency. In ICN, how to optimize the caching placement and content forwarding to improve the caching performance under limited cache space are one of the main research topics in ICN caching.
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In ICN, the caching placement strategies can be divided into two categories: the strategies for regular topologies and strategies for arbitrary topology [3] . Regular topologies include string topology, grid topology and hierarchical tree topology. In regular topologies, the structures have strong regularity, and thus the content placement and coordination between cache nodes can be determined by solving the analytical model established by prior traffic demand. Most of existing caching placement strategies are regular topology oriented. Arbitrary topology is extracted from the Internet infrastructure [3] , and an simple structure of arbitrary topology is presented in Fig. 1 . In contrast to the regular topologies, cache nodes and users are randomly distributed and connected in arbitrary topology, which makes explicit collaboration more difficult to achieve [4] .
In regular topologies, the position of edge nodes and source nodes are fixed, so the parent-child relationship between the nodes is also fixed. The forwarding path for each edge node is unique, and the explicit collaboration for each edge VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ node is among the cache nodes in a unique forwarding path. However, in arbitrary topology, due to the irregularity of the node connections and the random positions of the edge nodes and the source nodes, the parent-child relationship in arbitrary topology no longer exists. The explicit collaboration for each edge node is not limited to a unique path, and collaboration range for an edge node is enlarged and may be extended to the entire network. Therefore, arbitrary topology is more difficult to perform explicit collaboration. For research in ICN, [5] - [11] studied the caching placement strategies for arbitrary topology. References [5] , [6] designed caching placement strategies for arbitrary topology combined with on-path request forwarding, which considered content popularity and user preferences. The forwarding range of the two strategies is limited due to the on-path forwarding strategy, and thus the caching gain of the cached contents is not fully utilized. References [7] - [11] designed caching placement strategies combined with off-path request forwarding. In [7] - [9] , cluster head nodes made caching placement decisions to place the contents in nodes inside the cluster, and made forward decisions when receiving content requests. The strategies extended the forwarding range of a request to the current cluster or adjacent clusters, and adopted heuristic strategies to solve the problem, but the forwarding range of content requests was still confined, which limited the improvement of caching gain. In [10] , caching placement decisions were made through hash algorithm to place the contents in the cache nodes across the entire networks. When requesting a content, the position of the content replica is calculated by the algorithm. In this strategy, each content has one replica at most, namely single replica caching, and the caching position of the replica is randomly selected without taking content popularity into consideration, which may lead to reduction of caching performances, for caching more popular content replicas can obviously bring more benefits to lower user delay than caching more unpopular contents. According to the above research, due to the limited forwarding range of the content requests, the caching placement strategies for arbitrary topology are incapable of achieving global optimization of the caching performance. References [11] determined the content caching locations and forwarding path by solving the optimization problem about routing cost and caching cost. But when forwarding, the cache resources can not be utilized by all users, and one user only requests for one content, which makes the performance gain of the strategy is limited in actual systems.
In summary, multi-hop forwarding is not fully realized in the above researches for arbitrary topology, and we need to study the optimal caching placement problem for arbitrary topology that can achieve global performance optimization. Existing studies indicate that the performance of the caching algorithm for arbitrary topology can be improved by combining with Nearest Replica Routing (NRR) request forwarding strategy [12] - [14] . Multi-hop NRR forwarding is the full version of NRR forwarding strategy, which extends the forwarding range of user requests to any cache node in the network, so that the cache resources could be utilized to the maximum extent. Therefore, in order to decrease cache redundancy, reduce cache replacement, and maximize the utilization of cache resources, we propose a proactive caching placement algorithm combined with multi-hop NRR forwarding for arbitrary topology, to achieve global optimization of the caching performance under arbitrary topology. The innovations and contributions of this work are summarized as follows:
• We proposed a content distribution architecture for arbitrary topology in ICN, where a caching placement optimization problem combined with the multi-hop NRR forwarding is formulated, with an objective to optimize user delay and the load balancing level of the nodes simultaneously. The objective takes into account the user delay and load balancing level of the cache nodes, and makes a trade-off between the two metrics.
• Since the original problem is NP-hard, we solved the formulated caching placement problem in two subproblems, content replica allocation sub-problem and content replica placement sub-problem. First, we reformulated the original problem into a content replica allocation problem by approximating the optimization objective, from which, the replica number of each content is obtained by utilizing the auction theory to solve the content replica allocation sub-problem. Second, the replica number of each content is taken as a constraint for the content replica placement sub-problem, which is solved by matching theory. And finally, the forwarding routes for each user are determined from the result of the content replica placement problem.
• We evaluated the performance of the proposed algorithm by comparing it with several classical caching algorithms in the case of combining with NRR forwarding algorithm by simulation. The results showed that the proposed algorithm is significantly better than other algorithms, and can effectively reduce the average hop count for content acquisition and improve the load balancing level. The rest of this paper is arranged as follows: Section II introduces related works in this field. Section III gives the mathematical model of our cache network. Section III-D and IV give the modeling and solution of the content replica allocation problem and the placement problem respectively. The performance verification and comparison of the proposed caching algorithm are given in Section V. And finally, conclusions are summarized in Section VI.
II. RELATED WORKS
Currently, lots of researches are studying caching placement strategies based on the on-path forwarding strategy in regular topology [15] , [16] . Our research focus, on contrary, on the caching placement strategy based on the off-path forwarding in arbitrary topology. In ICN, the performance of caching is determined by both the caching placement strategy and the request forwarding strategy [17] , [18] . The caching placement strategy determines where to cache and what to cache, including a proactive way and a reactive way; and the request forwarding strategy determines the next-hop node when forwarding a user request.
On one hand, depending on the target topology, the caching placement strategies can be divided into strategies for regular topology and caching strategies for arbitrary topology. On the other hand, depending on the forwarding range, the request forwarding strategies can be divided into on-path forwarding strategies and off-path forwarding strategies. The forwarding range of on-path forwarding strategy is confined within the nodes on the default path decided by the default routing strategy, that is, Shortest Path Routing (SPR). The off-path strategy extends the forwarding range beyond the the default path.
Generally speaking, the caching strategies combined with on-path forwarding strategies usually are caching decision strategies, which decide whether to cache the incoming contents on en-route routers or not. While the caching strategies combined with off-path forwarding strategies usually are caching placement strategies, which push contents to the routers proactively.
For instance, [19] - [23] studied the caching strategies for arbitrary topology, where [19] - [21] adopted on-path forwarding strategies, and [22] , [23] adopted off-path forwarding strategies. References [5] - [11] studied the caching strategies for arbitrary topology, where [5] , [6] adopted on-path forwarding strategies, and [7] - [11] adopted off-path forwarding strategies.
Among the caching strategies for arbitrary topology, [5] , [6] proposed cache decision strategies based on user preferences and content popularity. References [7] , [8] proposed caching placement strategies utilizing clustering, which both considered the factors related to topology like neighbor node degree, node centrality. Reference [9] proposed caching placement strategies for multi-domain networks, which utilized the potential values of nodes to decide to cache which contents on which nodes. Reference [10] proposed a caching placement strategy based on the hash indexing of the contents. Reference [11] proposed a joint caching placement and routing strategy utilizing an optimization problem, where several kinds of costs are considered, but the setting of user request probability is too simple that one user only request for one content, which is not practical in the actual systems.
The caching performance of the above strategies is confined due to the limited forwarding range. Several papers have demonstrated the performance advantages of the NRR forwarding strategy among the off-path forwarding strategies [12] - [14] . Adopting NRR forwarding strategy can increase the opportunity for the user requests to be satisfied outside the default path. Users can obtain some contents from nearer routers other than content source servers, so as to reduce the hop count for acquiring contents, decrease the load of the content source servers and improve the utilization of caches.
The existing caching strategies combined with NRR forwarding strategy [11] , [24] - [28] are described in detail. Reference [24] studied the joint problem of request forwarding and content caching in cluster-based heterogeneous networks. The optimization objective is to minimize the average content access delay, and an approximate method is used to solve the optimal problem. Content caching and scheduling in cellular networks is studied in [25] , which is essentially a joint problem of caching and forwarding. Optimization objectives related to finite queue lengths for elastic traffic and zero average deficit value for the inelastic traffic are given and solved by Lyapunov drift algorithm. Reference [26] studies the caching placement and forwarding problem in ISP networks, as well as the optimization for cache space allocation. Two optimization objectives of minimizing link cost and maximizing cache hit rate are set, and greedy algorithms are used to solve them. Reference [27] studied the problem of caching placement and forwarding in cellular networks. The optimization objective is to minimize the total cost, and an on-line algorithm is used to solve the problem. Reference [28] studied the joint problem of caching and forwarding in a single administrative domain network. The optimization objective is to minimize the maximum link utilization, which is solved by primitive dual decomposition and Lagrange relaxation. The problem of caching placement and forwarding in arbitrary topology is studied in [11] . The optimization objective is to minimize the network traffic, and the heuristic algorithm is used to solve the problem. The research scenarios in [24] - [27] include both wired and wireless networks. Although NRR strategy is realized by means of setting a restricted network topology, transforming the network into a bipartite graph by clustering or partitioning, or simply adopting single-hop wireless access network, all of them stay at the level of single-hop forwarding. The optimization problem with single-hop forwarding is simplified to linear programming problem when the objective is to minimize routing cost. In these schemes, the requesting node is directly connected to the cache in a single hop, and none of these schemes can be generalized to multi-hop scenarios because it results in a non-convex property [29] , which is an NP-Hard problem. In order to realize the strategy proposed in [28] , the strategy has the limitation of requiring a complete VOLUME 7, 2019 copy of all contents in the network. Reference [11] proposes a cache-aware network planning strategy, including location selection of cache nodes and content placement, as well as determination of request forwarding path, and establishes an optimization objective with multiple costs as the main body. However, as one of the important components of optimization problem, the setting of user requests is too simple where one user only initiates requests for one content, and thus the performance gain is limited in the actual system.
In summary, the current arbitrary topology caching algorithm has the problem that global optimization of the caching performance is not achieved due to the limited forwarding range, and the caching algorithm combined with the NRR forwarding strategy is unable to realize a multi-hop fashion. Therefore, we intend to combine the two, that is, to implement a proactive caching placement algorithm in arbitrary topology combined with the multi-hop NRR forwarding, and formulate an optimization problem. In the solution process, we utilize the auction algorithm and the matching algorithm respectively, and introductions of the two theories can be found in [30] and [31] .
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, we proposed a caching placement algorithm for arbitrary topology. In this section, the network topology, the working process of the proposed algorithm and the content request distribution in our scenario is described, and the formulation of a caching placement problem combined with the multi-hop NRR forwarding is given. For the sake of clarity, we summarize the notation used throughout the paper in Table 1 . 
A. NETWORK TOPOLOGY
The proposed caching placement algorithm applies to the scenario of a management domain of Internet Service Provider (ISP) or Autonomous System (AS) [32] , and the network topology within the domain is arbitrary topology. As shown in Fig. 2 , the domain contains ICN routers and an ICN manager node. The ICN routers have the functions of name resolution, content caching, and routing and forwarding. Some ICN routers are connected with multiple user nodes, responsible for collecting and forwarding user-initiated content requests. The user nodes are not shown in the figure for the sake of simplicity. The ICN manager can communicate with all the ICN routers in the domain, and is responsible for collecting information to make caching placement decisions, and giving the Caching State Table ( CST) to routers for forwarding requests. Hereinafter, ICN routers can also be called cache nodes.
B. WORKING PROCESS OF THE PROPOSED CACHING PLACEMENT ALGORITHM AND THE NRR FORWARDING STRATEGY
The working process of the proposed caching placement algorithm can be described in two phases: the deployment phase and the operation phase. The working process in the deployment phase is given in Fig. 2 
(a).
Step 1: all the ICN routers upload the user request probability information to the ICN manager.
Step 2: the manager collect the information from all the routers, and calculate the result for the caching placement algorithm utilizing the request probability and the hop count information.
Step 3: build the CST according to the result.
Step 4: distribute the CST to all the routers by broadcasting.
Step 5: proactively push the contents from the content source servers to the routers according to the CST. This paper proposes an active cache placement strategy that pushes specific content to various cache nodes in the network. Every once in a while, the cached content of the entire network will be updated, and the corresponding CST of each node will also be updated. The original cached content in the node is reserved if it appears in the new CST; if it is not in the new CST, it is replaced with the new content. Therefore, the strategy can guarantee to search for the most recent content based on CST. Each time the CST is updated, the original contents in the cache space would also be updated according to the CST. It is noteworthy that the user request probability at each router is obtained independently by recording the requests initiated by users accessing the respective routers and calculating the probability with a certain method. Since this paper mainly focuses on how to use the request probability instead of how to generate it, and the method of generating the probability does not affect the caching algorithm, this paper did not introduce the specific probability generation method.
After the deployment phase, the working process enters the operation phase, which is given in Fig. 2(b) . When a content request arrives at a router, the router will follow the following process.
Step 1: look up the CST to find which routers cached the content.
Step 2: if the lookup result is positive, according to the adopted NRR forwarding strategy, the router forwards the request to the nearest router which cached a replica of the content. If the lookup result is negative, the router forwards the request to the content source server. Here we use some examples to illustrate the process. In Fig. 2(b) , user requests for content C4 arrive at router N2 and N4. The two routers both look up the CST and find out router N1 and N3 cached the content. According to the NRR forwarding strategy, N2 and N4 forward the request to N1 and N3 respectively. On the other hand, user request for content C2 arrives at router N1. N1 looks up the CST to find out there are no replica of C2. Then N1 forwards the request to the content source server. Step 3: After receive the requests, router N1, N3 and the content source server return the requested contents to the users along the forwarding path respectively. It is noteworthy that the 'nearest router' here means the router with the smallest hop count distance.
In the following, the method for determining the forwarding destination for users is described. According to the NRR forwarding strategy, user requests will be forwarded to the nearest cache node which cached the replica of the content. Thus, by determining the cache nodes to which the users are forwarded, a plurality of user sets U i j against different cache nodes for content i can be obtained. The detailed steps are as follows.
First, the quantity of user sets and the corresponding cache node number are determined. The quantity of user sets for content i is y i , the number of replica of content i in the network, where the cache node number set J i is defined as
Next, the node number j i k of the forwarding destination for user k when requesting content i need to be determined, which is defined as
The expression means to assign user k to the nearest node that can satisfy the request.
Furthermore, the set of users who are forwarded to node j when requesting the content i is obtained by assembling the users belonging to the same cache node are into a set, which is defined as
The set of all users U can be obtained by
In caching models of many classical literatures [6] , [7] , [10] , both the network-wide and the single-node content requests follow the Zipf distribution [33] , where content i is requested
The value of α indicates the concentration degree of content requests. A bigger α means that fewer contents attract the majority of the requests. Under this setting, the difference of user preferences for contents is not reflected, and homogeneity of the user request is serious. Besides, in [8] , [11] , the content requests at a single node are quite different, which embodies user preferences. However, the network-wide content requests do not follow the Zipf distribution, and it lacks the generality of the network requests following the Zipf distribution.
Different from the above-mentioned request setting methods, in our model, we use a different user request generation process to achieve the differentiated content request distribution at each cache node while keeping the networkwide requests following Zipf distribution. In our process, the user requests for contents are generated randomly under the limitation of the total number of content requests. Fig. 3 gives the user request generation process adopted in our scenario.
First, generate the global probability for all the contents and the total number of requests for all the contents according to the global probability and the total number of user requests. The generated global probability represents the network-wide request probability, which reflects the overall popularity distribution of the contents. Second, generate random request numbers of all the contents for a user under the restrict of the total request numbers. The request probability of each content for a user is obtained by calculating the proportion of the request number of each content in total request number. Third, update the remaining total request number. Then repeat the second and the third steps to generate the request probability for other users until request probability for all the users are generated.
D. PROBLEM FORMULATION
In this section, we will describe the global optimization model of the caching placement problem combined with the multihop NRR forwarding.
In order to reduce user delay and improve load balancing level of cache nodes in the network, we formulate a multimetric proactive caching placement optimization problem. The first metric is to reduce user delay, and we use user average hop count for content acquisition to, which is related to the user delay directly. The smaller the average hop count, the smaller the user delay. On the other hand, we borrowed the concept ''load balancing'' in heterogeneous cellular networks to reflect the uniformity of load distribution of cache nodes in the network, and the fairness index of the distribution of the user requests hit on each cache node is utilized as the metric for the load balancing level of the cache nodes. The higher the fairness index, the higher the load balancing level.
The user average hop count for content acquisition is represented by d (X ), which is derived by
where,
(5) consists of two parts, which are hop count consumed when a request is hit or not hit in the in-network cache nodes respectively. U i j represents the set of users who are forwarded to the node j when requesting the content i, which is described in Section III-B.
On the other hand, we use the equation of Jain's fairness index to calculate the fairness index r (X ), which is derived by
where p j represents the proportion of user requests to hit at the cache node j, which is defined as
Then, we module an optimization problem with an objective of a trade-off between the average hop count and the fairness index, where σ 1 and σ 2 are trade-off parameters between the two metrics. The formula of the optimization objective is given by
(8a) sets the cache space limit for each cache node, where the cache space is measured by the amount of content replicas, and (8b) limits the problem to a 0-1 planning problem. This problem can be seen as a variant of the knapsack problem where the multiple knapsacks are correlated. Since the basic knapsack problem is NP-hard, the extension of the NP-hard problem is also an NP-hard problem. The problem is NP-Hard and can not be solved directly. So we solve the problem in two steps. In the following section, we will describe the algorithm in detail.
IV. PROPOSED CACHING PLACEMENT ALGORITHM
We solve the caching placement problem in two subproblems, content replica allocation sub-problem and content replica placement sub-problem. First, we reformulate the original problem into a content replica allocation problem by approximating the optimization objective. In the content replica allocation problem, cache spaces are resources and need to be assigned to the contents. Different contents occupy different number of cache spaces, so we utilize the auction algorithm to allocate the cache spaces to all the contents. Second, the replica number of each content is used as a constraint for the content replica placement problem. In the content replica placement problem, the number of replicas for each content is fixed, and hence we only need to determine where to cache them to achieve the best performance. Here we utilize the matching algorithm to find the best matching pairs. In this section, we will describe the two algorithms in detail.
A. THE CONTENT REPLICA ALLOCATION ALGORITHM BASED ON AUCTION THEORY
In this section, we want to achieve the exact number of replica for each content y i . But at first, we need to make a reasonable approximation to the (4) in the optimization objective. When there are no replica of content i in the network, the total hop count required for all users to obtain the content i may be expressed as
Next, we need to arrive at an approximation of the total hop count for all users to obtain the content i with y i replicas cached. Inspired by [34] , we propose the hypothesis of the relationship between the hop count for content acquisition by the user and the number of content replica in the network, which can be expressed asd i (y i ) = d i β y i , y i ≥ 0, where β is the attenuation coefficient, and the value range is (0, 1], andd i decreases with the increase of y i . In the literature, the value is set artificially according to the size of the network. Considering the user interest in the contents, the user request distribution is not uniform, and different levels of request probability will reflect in different edge nodes. For example, in some cases, user requests for a certain content are focused on fewer nodes, and fewer replica is required to significantly reduce the average hop count required. In other cases, user requests for a certain content are more dispersed, more replica is needed to achieve the same effect. To solve this problem, we design the formula of β according to the distribution of user requests.
To get the concentration degree of user requests in the network, we utilized the concept of species evenness. Species evenness refers to the distribution of the individual numbers of all species in a certain area, and it reflects the evenness degree of all species. The more the species, the larger the species evenness. When the quantity of species is the same, the closer the individual numbers of the species, the larger the species evenness. In our scenario, a certain content corresponds to a certain area, a certain cache node corresponds to a certain species, and the number of requests at a certain cache node corresponds to the individual numbers of a certain species. For ease of understanding, we renamed species evenness to request evenness. Due to the fixed network topology, the quantity of cache nodes for different contents is the same, so the request evenness reflects the concentration degree of user requests in the network directly. The larger the request evenness, the more concentrated the user requests.
Since According to the objective of this paper, the range of our request evenness should be between 0 and 1, so the Shannon-Wiener index is adopted. The formula for the request evenness of content i (Pielou evenness) can be expressed by
where H i is the Shannon-Weiner index of content i, and H max is the theoretical maximum of H i . Therefore, the Shannon-Weiner index is calculated as follows
where p ij can be obtained by utilizing the request history of node j, and the method to obtain the value is not introduced here for it is not the focus of this paper. H max is obtained when all requests are evenly distributed where p ij = 1 J , ∀j ∈ R, the formula is
In summary, the formula for calculating the request evenness is as follows
The range of values for P i is (0, 1]. When the request is concentrated on a few edge nodes, the calculated value of P i is close to 0; when requests are scattered across most edge nodes, the calculated value of P i is close to 1.
Let β = P i , and when the replica number of content i is y i , the formula for approximate hop countd i is given bỹ
The approximation of the total hop count to acquire all the contents can be obtained bỹ
where Y is the vector for the number of replica of all contents,
The original optimization objective can be rewritten as
In the following, the exact number of replica of each content in the network y i is determined to minimize the value ofd (X ) utilizing auction theory. Here one cache space can hold one replica of a content, and the amount of cache space occupied by each content is the number of replica of the content in the network. In order to allocate cache spaces to different contents, this paper uses the auction method to auction the cache space as a commodity to the content as a buyer. By assigning a valuation to each cache space for different VOLUME 7, 2019 contents, every cache space is auctioned to the content with highest valuation until all cache spaces are auctioned. Eventually, different contents will acquire different amounts of cache space. Some contents may acquire one or more than one cache spaces, while other contents may not acquire any spaces.
The valuation on a cache space for a content can be derived from the previous approximated optimization objective function. Since r (X ) for a single content can not be achieved, only d (X ) is considered in the valuation function. The valuation is specific to a certain cache space, so the hop count of each content in different number of replica is required. The hop count decreases as the number of replica increases, so the hop count reduction is adopted as the valuation. The formula for the valuation of content i at the t-th auction is as follows
where n t i represents the number of cache space already acquired by content i at the t-th auction.The value is 0 in an initial state, i.e, n 1 i = 0. At the end of the whole auction process, the final value of n t i can be abbreviated as n i . The result of this auction algorithm can obtain the minimum value of the total hop count, and we will prove that.
Lemma 1: The result of the auction can obtain the minimum of the total hop count.
Proof: See Appendix. In the following, the auction process is described below 1) Initialize the value of remaining cache space S remain = S, the number of cache space acquired by each content n i = 0, and the sequence number of the auction t = 1. 2) The t-th auction begins. calculate the valuation v t i of the t-th cache space being auctioned for each content.
3) The cache space is auctioned to the content a t having maximal valuation. The number of auctioned cache space n t a t corresponding to content a t is increased by 1, and the remaining cache space S remain is decreased by 1. The t-th auction ends, and the sequence number t is increased by 1.
4) Repeat steps 1) and 2) until the condition is met:
S remain = 0, then the whole auction ends. After the auction process, the winner of each auction a n , 1 ≤ n ≤ S can be obtained, and the number of cache space acquired by each content is y i . The algorithm 1 gives the pseudo-code for the proposed auction-based content replica allocation algorithm. In the algorithm, Q is the user request matrix, and d is the hop count matrix between the users and nodes. At the end of the auction, the obtained Y is the vector of the number of replica for each content. Next, we will use y i to obtain the value of x ij , that is, to determine the location of each replica.
Algorithm 1 Proposed Auction-Based Content Replica Allocation Strategy Input: O, R, Q, d
Output: The matrix of number of content replica Y 1: Initialization: t = 1, n t i = 0, and S remain = S. 2: repeat 3: Calculate v t i for all i. 
A replica of a content is cached on a cache node, which is equivalent to a matching relationship between the content and the cache node; all replicas of all the contents are cached on the cache nodes all over the network, which is equivalent to a many-to-many matching problem between contents and cache nodes. In this matching, a single content can be matched to multiple cache nodes, and a single cache node can be matched to multiple contents. Based on the above descriptions, we give the following definitions.
Definition 1: A many-to-many matching µ is a function from the set O ∪ R into the set of unordered families of
In 1) and 2), the symbol µ has different meanings for different parameters. When the parameter is content i, µ (i) represents an unordered subset of the set of cache nodes matching the content i; When the parameter is a cache node j, µ (j) represents an unordered subset O j µ of the set of contents O matching the cache node j. 3) and 4) represent quotas of each matching, where y i is the number of replica of each content obtained in the previous process, and S j is the cache space limit for each cache node. 5) indicates that the matching result of i or j must be a subset of the set R or O. 6) indicates that the matching parties are mutual.
Definition 2: There doesn't exist that one content is unacceptable to any cache node nor one cache node is unacceptable to any content, and a player in the matching must be individually rational.
The matching in this paper contains externalities, which is reflected in that when existing more than one replica of a content, and the location of one replica will affect the utility of the other replicas. The reason is that the addition or reduction of replica and the change in the placement of replicas would cause a change to the user set, and consequently changes the utility value of the content i. In many-to-many matching with externalities, a stability concept cannot be defined straightforwardly because the gain from a matching pair depends on the matching results of other players. Inspired by the definition of exchange stability, a swap matching is defined to achieve stability [31] . Specifically, an swap matching is defined as
, the cache node that matches with the content i changes from j to j , and meanwhile the cache node that matches with content i changes from j to j . Based on the operations of swap matching, we will give the concept of swap-blocking pairs as follows, and then introduce the twosided exchange stability. d (µ) represents the overall utility value of the matching µ. The features of swap-blocking pairs ensures that if a swap matching is approved, the value of the overall utility related to hop count is decreased. In this paper, both of the contents and the cache nodes are of no selfishness, so as long as the overall utility can be decreased, the pair of matching players is a swap-blocking pair, without satisfying the requirements that their respective utility will not be increased. This definition gives a necessary and sufficient condition for judging the stability of many-to-many matching problems with externalities. Below we will prove that there is always a stable matching in the model considered in this paper. Before the proof is given, a local minimum needs to be defined.
Definition 5: If there are no swap-blocking pairs such that d µ < d (µ), d (µ) can be a local minimum.
Lemma 2: All local minima of d are two-sided exchangestable.
Proof: assume the matching µ is a local minimum, then according to definition 5, there is no swap-blocking pairs in the matching µ. And then according to definition 4, it is proved that the matching µ is two-sided exchange-stable. The proof is completed.
In the model considered in this paper, because the number of matching is finite, there must be local minima, so it is also proved that there is always two-sided exchange-stable matchings in the model.
Next we introduce the definition of the overall utility d (µ). Since the purpose of the matching process is to find the solution of the optimization objective and the matching has the externalities, the utility in the swap matching process is consistent with the optimization objective in this paper, that is, the overall utility of the matching, which can be expressed as
The value of overall utility is used to find better matchings in the swap matching process, and the lower the utility value, the better the performance. For example, assuming that µ 1 and µ 1 are two different matchings, we have the following relationship
where is the preference relation, indicating that matching µ 1 is superior to matching µ 2 only when the value of the overall utility of matching µ 1 is smaller than matching µ 2 .
Next, in order to build the initial matching state between the contents and the cache nodes, we need to build a preference list between the content and the cache node. Each content has different preferences for different cache nodes, and each cache node has different preferences for different contents similarly. Here these two kinds of preference values are defined.
First, based on the optimization objective, we define the preference value of a content over a caching node. Since r (X ) for a single content can not be achieved, only d (X ) is considered in the preference value. Furthermore, the preference value is the initial value of the content, it is assumed that there is only content i in the network, and changing the matching cache node j does not affect the value of the cache miss part in the formula of the optimization objective. So the hop count caused by other contents is not considered, only the hop count required is calculated when only one replica of content i is cached on cache node j, which can be expressed as
Assuming that for a given i and any two different cache nodes j and j , we have the following relationship
which indicates that the content i prefers j than j , only when the utility value for content i is smaller on j than j . Similarly, we define the preference value of a cache node over a content. Since it is the initial preference of the cache node, it is assumed that other cache nodes do not exist, but changing the matching content i will affect the value of the cache miss part in the formula of the optimization objective, so the hop count required for acquiring all the contents is considered in the preference value of a cache node, which can be expressed as
Assuming that for a given cache node j and any two different contents i and i , we have the following relationship
which indicates that the cache node prefers the content i to i only when the utility value for cache node j is smaller on i than i . Now the initial matching state between the contents and the cache node can be obtained utilizing the extended deferred acceptance (EDA) algorithm based on the preference list established above, where we assume that the content proposes to cache nodes. In the EDA-based initialization process, first, the contents and cache nodes construct their own preference lists based on 22 and 24 respectively. Then each content proposes to the most preferred cache node in its preference list. At the acceptance phase of cache nodes, each cache node accepts the content with prior preferences and rejects the others. The initialization process ends when all contents are matched to the cache node or every unmatched contents has been rejected by every cache node.
Algorithm 2 presents the process for solving the problem of matching between contents and cache nodes. First, the initial matching state is obtained by the initialization process, then the contents and the matching nodes are randomly selected for the swap operation, and if the utility value is smaller, the swap operation is carried out. Repeat the swap operation until reaching the predefined maximum number of iterations. The approach of ending the iteration when a stable matching is reached is not adopted here, because in many-tomany matching problems with externalities, although there is always two-sided exchange-stable matchings, due to the high order of magnitude of each parameter and the update to the For any content, select one caching node j ∈ R i µ randomly. It searches for another content i = i and one matching node j ∈ R i µ .
4:
if d µ i i < d (µ) then 5: The caching nodes agree the swap operation.
6:
Update the matching µ. 7: until Reach the maximum iteration 8: µ * = µ utility value after each swap matching, it will take a lot of time to find a stable matching. The experimental results show that the utility value tends to be stable after a certain number of swap operations. Therefore, in this algorithm, we take the approach of ending the iteration until reaching the predefined maximum number of iterations. In Algorithm 2, X is a content placement matrix that corresponds to a stable matching µ * , and the values of the elements in the matrix X can be obtained by
Up to now, we find the solution of the optimization problem by matching algorithm, and obtain the scheme of content placement algorithm, where a replica of the content i is cached at the cache node j when x ij = 1, otherwise it will not be cached.
C. ANALYSIS OF THE PROPOSED ALGORITHMS
Complexity: The proposed two-step caching algorithm is based on auction algorithm and matching algorithm. In the following, we will analyze the computational complexity of these two algorithms. In Algorithm 1, evaluations of I contents are calculated in each loop, and there are total S loops. The complexity is O (IS). In the initialization procedure of algorithm 2, each content propose to cache nodes, and then each cache node decides which content to accept based on its preference list. In the worst case the proposing number of a content is J − y i . The complexity is O I 2 J 2 . In the swap procedure of algorithm 2, there are I contents at J cache nodes can perform swap operations. Each content matches with y i cache nodes, and each cache node matches with S j contents. Therefore, the maximum swap operation number for content i is y i (J − y i ) in each iteration, and the maximum swap operation number for I contents is 1 2 I S j y i (J − y i ). Given a number of total iterations V , the complexity is approximated as O VIJ S j y i . As a result, the complexity of the entire caching placement algorithm can be calculated as O I 2 J 2 + IS + VIJ S j y i . Stability and convergence: In the auction procedure of algorithm 1, one content is selected to allocate one cache space in each loop, and the loop process ends with the completion of the cache space allocation. After the swap process of algorithm 2, a two-sided exchange-stable matching is formed between the contents and the cache nodes. Because the utility value decreases monotonously in the swap process and there is a floor limit on the utility value due to the limited cache space. After a finite number of swap operations, algorithm 2 will get a local solution, that is, converge to a two-sided exchange-stable status. Since we approximate the formula of the optimization objective, the solution obtained is the optimal solution under the approximate objective. Compared with the optimal traversal algorithm, our algorithm greatly reduces the computational complexity, making the collaborative cache placement strategy become feasible.
V. SIMULATION RESULTS
In this section, in order to verify the performance of the proposed caching algorithm, we simulate the proposed content placement algorithm and compare it with other algorithms. In the simulation, the Matlab simulation platform is used to implement the caching placement algorithm. Currently, there is no existing caching placement algorithm that perfectly matches our proposed scenario. Therefore, we chose two typical ICN caching algorithms to compare with the proposed caching placement algorithm for arbitrary topology (CPAT) in the simulation: 1) MPC algorithm [35] , a caching placement algorithm based on local popularity; 2) RND algorithm [36] , a probabilistic caching placement algorithm. All the caching placement algorithms adopts NRR algorithm as the request forwarding algorithm in the simulation, and the specific forwarding method has been described in detail before, so we will not repeat it here.
A. SIMULATION ASSUMPTION
The topology used in this paper is arbitrary topology. Without loss of generality, we use randomly generated arbitrary topology as the simulation topology. The specific generation method is: First, the nodes are randomly scattered in the plane, and then the connection is randomly established according to a certain probability between all the nodes. In our simulation, the probability is 10%. Second, the gateway node and the cache nodes are randomly selected from the nodes in the network, and several user nodes are connected to each cache node.
The default parameters used in the simulation are given in Table 2 . For convenience, it is assumed that each cache node has the same size of cache spaces and that each cache space can accommodate one content. Two Zipf distribution parameters have been considered in the simulation: α = 1.0 and α = 0.7. α = 1.0 is used to model a relatively skewed popularity distribution where few contents are frequently requested, whereas α = 0.7 better represents less skewed content requests. In the simulation, we mainly use the following metrics to evaluate the performance of the caching algorithms.
1) User average hop count for acquiring contents, abbreviated as average hop count, can directly reflect user delay. The smaller the average hop count, the better the performance of the algorithm. 2) Fairness index, can directly reflect the load balancing level of the cache nodes in the network. The higher the value, the more uniform the distribution of requests hitting at the nodes. 3) Utility, is the utility value of the caching placement result, which is recorded in the calculation process. In our simulation, σ 1 = σ 2 = 1, and the values can be adjusted according to the level of average hop count to prevent the gap of the two metrics from being too large.
B. CONVERGENCE OF THE REPLICA PLACEMENT ALGORITHM
In the process of solving the caching placement algorithm, this paper introduces a matching problem with externalities, and uses swap matching to search the approximate optimal solution. With the proceeding of the swap matching process, the utility value of the matching decreases gradually and approaches to the optimal value. Therefore, in this section, we verify the convergence of the matching algorithm. As shown in Fig. 4 , the four curves in the figure give records of the variation of the utility with the number of swap matchings under different parameter settings. There are 10 cache nodes in the network, each cache node has 10 users connected to it, each user initiates 1000 content requests, and each cache node has 10 cache spaces. The Zipf parameter and the total number of contents are different. Each curve in the graph represents the average value of 20 simulations. First observe the overall trend, with the progress of swap operations, the utility values of all the four curves are decreasing. At the beginning of the swap process, the decreasing trend of utility value is relatively fast. After about 300 times of swap operations, the decreasing trend slows down obviously, and after about 1500 times of swap operations, the utility value reaches a relatively stable status. Then observe the trend contrast between the curves, we can see the influences of the popularity parameter and the number of contents. The greater the popularity parameter, the higher the centralization of user requests, the more requests the users generate for a smaller amount of popular contents, the more user requests the cache nodes can accommodate, and therefore the lower the average hop count for the users to acquire the contents. On the other hand, the larger the number of contents, the more dispersed the user requests. In the case of the same cache spaces, the cached contents are unchanged, but the number of user requests that can be satisfied is also reduced accordingly, so the average hop count for the users to acquire the contents is higher.
C. IMPACT OF NETWORK SCALE
In this section, we verify the impact of the network scale and the popularity parameters on the performance of the caching algorithms, and here we use the number of cache nodes to reflect the scale of the network. The number of swap operations of the matching algorithm is set to 1000, and each curve in the graph is the average value of 20 simulations. If not indicated, the parameter settings are the same in subsequent simulations.
The network performance comparison with varying cache node number is shown in Fig. 5 . The average hop count and the fairness index of the proposed algorithm all performs the best. The utility is in accordance with the result of average hop count and the fairness index, which proved the correctness of the proposed algorithm. From the Fig. 5(a) we can see that with the increase of the number of cache nodes, the average hop count of all strategies is decreasing. This is because the number of cache nodes increases and the total size of cache spaces in the network increases correspondingly, but the total amount of contents does not increase, which allows more contents to be cached in the network. When the hop count reaches a certain level, the downward trend slows down and tends to be stable. As a contrast, the hop count curves of MPC and RND algorithms basically show a linear downward trend. This is because the cached contents for both algorithms do not change with the increase in the number of cache nodes, it is only related to the local popularity of the contents. As the number of cache nodes increases, the number of users also increases proportionally, which leads to more diverse user requests, and the number of cached replicas in the network is also increasing, so the average hop count decreases gradually with the increasing of the number of cache nodes.
It is noteworthy that the proposed algorithm has an obvious difference in the trend of hop count decline when the popularity parameter is 0.7 and 1.0 respectively, where the curve with the parameter 0.7 is more skewed than the curve with 1.0. This is because when the popularity parameter is smaller, content requests are more decentralized across the network, and caching relatively less popular contents will bring more gain to the caching performance. However, when the size of cache space reaches a certain number, the cache nodes in the network already cover most of the contents requested by the users, and the gain of hop count reduction caused by increasing the number of replicas exceeds the gain caused by caching uncached contents. Therefore, when the cache spaces are saturated, the proposed algorithm with higher popularity tends to cache more existing contents to decrease the average hop count.
From the Fig. 5(b) we can see that with the increase of the number of cache nodes, the curves of the three algorithms show different trends, and the proposed algorithm performs the best. The values of the three algorithms all change within a small interval, and this is the reason why the trends of the curves in Fig. 5 (c) are similar to Fig. 5(a) . The proposed algorithm is superior under different number of cache nodes, for the algorithm has fully utilized the cache spaces within the network.
D. IMPACT OF SIZE OF CACHE SPACES
As a constraint of caching algorithm, cache space is one of the important factors that restrict caching performance. In this section, we verify the impact of the size of cache spaces and the number of contents on caching performance.
The network performance comparison with varying size of cache spaces is shown in Fig. 6 . The average hop count and the fairness index of the proposed algorithm all performs the best. From the Fig. 6(a) we can see that the average hop count of all algorithms decreases as the size of cache spaces increases. This is because with the increase of the size, the cache nodes can accommodate more contents, which can satisfy more user requests, and make the user requests satisfied at nearer nodes and thus reduce the average hop count. It also can be seen that when the number of contents is bigger, the average hop count is bigger. This is because more contents can not be cached in the network, and more requests need to be satisfied outside the network. From the Fig. 6(b) we can see that with the increase of the size of cache spaces, the curves of the three algorithms show different trends, and the proposed algorithm performs the best. The values of the three algorithms all change within a small interval, and this is the reason why the trends of the curves in Fig. 6 (c) are similar to Fig. 6(a) . For the same reason under the scenario of different network scale, the algorithm is also superior under different size of cache spaces.
E. IMPACT OF THE CONTENT NUMBER
The content number represents the total amount of contents that can be requested by users, which involves elements such as the number of requests for a single content and the distribution of user requests. Therefore, in this section, we verify the impact of the number of contents and the number of users on the performance of the caching algorithms.
The network performance comparison with varying content number is shown in Fig. 7 . The average hop count and the fairness index of the proposed algorithm all performs the best. From the Fig. 7(a) we can see that the average hop count of all the algorithms increases as the number of contents increases. With the increasing of the number of contents, the proportion of contents that can be cached is relatively decreased without changing the size of cache spaces, and the proportion of user requests that can be satisfied in the cache nodes are also decreased. Therefore, with the increase of the number of contents, the average hop count for acquiring the contents also increases. We can see that the curves with 100 users performs better than 200 users. This is because according to the generation method of user requests, when the number of users connected to one cache node is bigger, the distributions of content requests at various cache nodes tend to be identical. If the requests for a content are uniformly distributed across all the cache nodes, more replicas are needed to reach the same level of average hop count comparing to the situation that the requests for a content are highly centralized in only a few nodes. And consequently, more cache spaces are needed to reach the same level of cache hit ratio. Therefore, the average hop count of 100 users is lower than the average hop count of 200 users. This also verified the impact of the distribution of content requests on the proposed algorithm.
From the Fig. 7(b) we can see that with the increase of the size of cache spaces, the curves of the three algorithms show different trends, and the proposed algorithm performs the best. The values of the three algorithms all change within a small interval, and this is the reason why the trends of the curves in Fig. 7 (c) are similar to Fig. 7(a) . The algorithm is also superior under different number of contents and different number of users, because the algorithm has fully considered the request distribution and the distances between users and nodes.
VI. CONCLUSION
In this paper, we proposed a proactive caching placement algorithm for arbitrary topology, where the content popularity, the distribution of user requests and the distances between users and nodes are considered. The proposed algorithm is combined with the multi-hop NRR forwarding strategy, where the caching placement algorithm is not limited by the network topology and can work under any kind of network topologies including arbitrary topology. In comparison to the classic caching placement algorithms, the average hop count for content acquisition is greatly reduced, and the level of load balancing is also improved. Due to the characteristics of the proactive caching placement algorithm, our proposed algorithm is more suitable for network scenarios where the user requests are not highly dynamic and higher network performance is required including user delay and cache hit ratio, and the algorithm will show more superior performance in arbitrary network. The implementation of the proposed algorithm is relatively simple, and the computational complexity is manageable.
APPENDIX PROOF OF LEMMA 1
Assuming that the result obtained by the auction is a t , t = {1, 2, . . . , S}, the cache space finally acquired by each content i is n i , and the sum of the results is S, i.e., 1≤i≤I n i = S.
Since in each auction t, the maximum of v t i is selected, the sum of the results of the S auctions 1≤t≤s v t a t is also the maximum of
These S auctions can be grouped by contents, and the amount of auctions is n i whose auction result is content i. For the ease of writing, the valuation of the result v t a t in each auction is redefined as a variable v n i with respect to the content i and the cache space n, and the equation of v n i is defined as v n i = 0 n = 0 d i (n − 1) −d i (n) n > 0.
When some contents have not acquired any cache spaces, that is, n i = 0, the value of v 0 i is v 0 i =d i (0) −d i (0) = 0. Then, re-sum the S auctions according to the content 1≤t≤S v t a t = 1≤i≤I 1≤n≤n i v n i .
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