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In the first part of this thesis, we proved a pseudo-locality theorem for a coupled Ricci flow,
extending Perelman’s work on Ricci flow to the Ricci flow coupled with heat equation. By use of the
reduced distance and the pseudo-locality theorem, we showed that the parabolic rescaling of a Type
I coupled Ricci flow with respect to a Type I singular point converges to a non-trivial Ricci soliton.
In the second part of the thesis, we prove the existence of infinitely many solutions to the Hull-
Strominger system on generalized Calabi-Gray manifolds, more specifically compact non-Ka¨hler
Calabi-Yau 3-folds with infinitely many distinct topological types and sets of Hodge numbers. We
also studied the behavior of the anomaly flow on the generalized Calabi-Gray manifolds, and reduced
it to a scalar flow on a Riemann surface. We obtained the long-time existence and convergence
after rescaling in the case when the curvature of initial metric is small.
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During the past years, many extraordinary works have been done in the fields of geometric analysis,





was first introduced by R. S. Hamilton [30] in 1982. In this pioneering work, he showed that if
the dimension of M is 3, and if the initial metric g0 has positive Ricci curvature, then the rescaled
flow exists for all time and converges to a metric g of constant sectional curvature. A few years
later, R. S. Hamilton [31] extended the above result to the case of four-manifolds with positive
curvature operator (PCO) (where the curvature is considered as a selfadjoint operator on 2-forms).
In particular he shows that the only compact four-manifolds which admit PCO metrics are the
four-sphere and real projective four-space. Since the introduction of Ricci flow, many works have
been done in this fields. H.-D. Cao [6] studied the case of Ricci flow on the Ka¨hler manifolds,
i.e., Ka¨hler-Ricci flow, showing the long time existence and the convergence to a Ka¨hler-Einstein
metrics when the first Chern class c1(M) ≤ 0. This gave a parabolic proof of Yau’s solution [78] of
the Calabi conjecture. In early 2000s, G. Perelman solved the long-standing Poincare´ conjecture in
dimension three using Ricci flow in [55; 57; 56], where, building on the ideas of Hamilton in [31],
he introduced a modification of the Ricci flow, called Ricci flow with surgery, to continue the flow
after the development of singularities. In 2008, C. Bo¨hm and B. Wilking [4] extended the results
of Hamilton in [31] to PCO manifolds of arbitrary dimension. In 2009, S. Brendle and R. Schoen
1
CHAPTER 1. INTRODUCTION
[5] proved the 1/4-pinching differentiable sphere theorem using Ricci flow, which says a complete
simply connected n-dimensional Riemannian manifold, for which the sectional curvatures K are
strictly between 1 and 4 (i.e., 1 < K ≤ 4,) is diffeomorphic to an n-sphere. A key ingredient in
their proof is so-called (weakly) positive isotropic curvature (PIC) condition that is preserved under
Ricci flow and the strictly 1/4-pinching implies weakly positive isotropic curvature condition.
The Ricci flow can be viewd as the parabolic and Euclidean version of Einstein’s equation in
the vacuum. In the presence of matter fields, Einstein’s equation becomes a coupled system, thus
we should also consider Ricci flow coupled with other flows. In this thesis, we consider the case
Ricci flow coupled with a heat equation for some scalar field φ, which is a special case of the Ricci
flow coupled with the harmonic map flow. More specifically, let M be a compact manifold, we are
interested in the following system of equations for a metric gij(t) and a scalar field φ(t) on M ,
∂g
∂t = −2Ricg + 2αndφ⊗ dφ,
φt = ∆gφ,
g(0) = g0, φ(0) = φ0.
(1.2)
where g0 and φ0 are some given smooth initial data, αn > 0 is some constant, which we will normal-
ize to 1. This type of flows has been first studied extensively by B. List [45] who established criteria
for its long-time existence and obtained extensions to this case of Perelman’s monotonicity formula,
non-collapsing results and an extension of Hamilton’s compactness theorem. In connection with
general reality, B. List [45] also showed that the coupled Ricci flow preserves strong asymptotically
flatness and the ADM mass. Similar results for the more general case of the Ricci flow coupled with
the harmonic map flow were subsequently obtained by R. Mu¨ller [49]. The coupled Ricci flow also
arises as dimension reduction of the Ricci flow in higher dimension and the coupling scalar field φ
arises in particular in the Ricci flow on warped product [46].
Our goal of the first part in the thesis is to establish a Perelman pseudo-locality theorem for
this coupled Ricci flow and use it to show that a complete, κ-noncollapsing solution (M, g, φ) to
(1.2) with a Type I singularity at time T < ∞ will converge to a non-trivial Ricci soliton after
parabolic rescaling with respect to a Type I singular base point. This is joint work [29] with B.
Guo and D. H. Phong in 2015. More precisely, let
Sicg,φ = Ricg − dφ⊗ dφ (1.3)
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and denote its components by Sij = Rij−φiφj and its trace by Sg,φ = gijSij = Rg−|∇φ|2g. Later we
shall omit the sub-script g, φ if it is clear from the context. We prove the following pseudo-locality
theorem:
Theorem 1 (Pseudo-locality, [29]). Given α ∈ (0, 1100n), there exist ε = ε(n, α,C), δ = δ(n, α,C)
with the following property. For any solution (M, g(t), φ(t), p), t ∈ [0, (εr0)2] to the Ricci flow
coupled with a scalar field φ, which has complete time slices and satisfies
(1) S(g(0)) ≥ −r20 on the ball Bg(0)(p, r0);
(2) Areag(0)(∂Ω)
n ≥ (1− δ)cnVol(Ω)n−1, for any Ω ⊂ Bg(0)(p, r0), where cn is the isoperimetric
constant in Rn,
(3) |φ0| ≤ C on the ball Bg(0)(p, r0) for some constant C,
we have
|Rm(x, t)| ≤ αt−1 + (εr0)−2, (1.4)
for any (x, t) such that dg(t)(x, p) ≤ εr0 and t ∈ (0, (εr0)2].
A very important task in the study of Ricci flow is to understand the behavior of the solution
near singularities. R. S. Hamilton [33] studied the singularities in the Ricci flow and introduced
the concept of Type I and Type II singularities. A well-known conjecture of Hamilton is that the
blow-ups of Type I singularities in the Ricci flow should converge to a non-trivial gradient Ricci
soliton. This was first proved by G. Perelman [55] in dimension n = 3 and later by A. Naber [51]
in all dimension. As an application of Perelman’s pseudo-locality theorem, J. Enders, R. Mu¨ller
and P. Topping [11] showed the blow-ups of Type I singularity converges to a non-trivial soliton as
t approaches the maximum existence time T . We extend their arguments to the coupled Ricci flow






|Rmg(t)(x, t)|2 =∞. (1.5)
Hence, in analogue with Ricci flow, we have the following definition of Type I singularity and
singular point.
Definition 2. A solution (M, g, φ) to the coupled Ricci flow (1.2) with maximal existence time
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T − t , ∀ t ∈ [0, T ). (1.6)
A point p is said to be a Type I singular point if there exists a sequence (xi, ti)→ (p, T ) such that
|Rmg(ti)(xi, ti)| ≥
c
T − ti (1.7)
for some constant c > 0. Any other solution with maximal existence time T <∞ is called of Type
II singularity.
Similarly, we have the definition of gradient soliton for the coupled Ricci flow.
Definition 3. A manifold (M, gij , φ, f) is called a soliton to the coupled Ricci Flow if it satisfies
Sic +∇2f − ρg = 0, ∆φ− 〈∇f,∇φ〉 = 0, (1.8)
for some constant ρ. The soliton is called trivial if the metric gij is flat.
As an application of the above pseudo-locality theorem 1, we have then
Theorem 4 (Blow-up of Type I Singularities, [29]). Let (M, g(t), φ(t)) be a solution to the coupled
Ricci flow (1.2) with |φ0| ≤ C, and assume that it has a Type I singularity at time T < ∞, with
a Type I singularity point p. Let λi → ∞ be any sequence of numbers, and define a sequence of
coupled Ricci flows by
gi(t) = λig(λ
−1
i t+ T ), φi(t) = φ(λ
−1
i t+ T ), ∀ t ∈ [−λiT, 0) (1.9)
Then there exists a subsequence of (M, gi, φi, p) which converges to a non-trivial gradient shrinking
soliton (M∞, g∞(t), φ∞, p∞). The function φ∞ is actually constant, so that this soliton for the
coupled flow actually reduces to a Ricci soliton for the usual Ricci flow.
The second part of this thesis focuses on the Hull-Strominger system, which was first proposed
by C. Hull [36; 37; 38] and A. Strominger [69] in 1986 independently for compactifications of
superstring theory satisfying the key physical requirement of N = 1 supersymmetry. From the
mathematical point of view, this system of equations is of remarkable importance since it combines
the Calabi-Yau metrics and the Hermitian-Einstein metrics on holomorphic vector bundles. More
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precisely, let X be a compact 3-manifold with holomorphically trivial canonical bundle. Fix a
nowhere vanishing holomorphic (3, 0)-form Ω on X. Let ω be a Hermitian metric on X and denote
by ||Ω||ω the norm of Ω with respect to the metric ω. Let (E, h) be a holomorphic vector bundle
over X. Denote by Rm and F the endomorphism-valued curvature 2-forms of the holomorphic
tangent bundle T 1,0X and E respectively. Let α′ be a constant. The Hull-Strominger system can
be written as follows [43]:





Tr(Rm ∧ Rm)− Tr(F ∧ F )), (1.11)
d
(||Ω||ω · ω2) = 0. (1.12)
The equations (1.10), (1.11) and (1.12) are known as the Hermitian Yang-Mills equation, the
anomaly cancellation equation and the conformally balanced equation respectively. The first math-
ematically rigorous solutions to the Hull-Strominger system were found by Li-Yau [43] and Fu-Yan
[24; 25]. Many other solutions have been found since, please see e.g. Fei-Yau [20], Fernandez et
al. [21; 22], Garcia-Fernandez [26], and references therein. In 2016, D. H. Phong, Sebastien Picard
and Xiangwen Zhang [60; 61] studied the Fu-Yau generalization of the Hull-Strominger system and
provided C0, C2, C2,α estimates for the equation. In a sequential paper, they [58] also proposed to
study a geometric flow of (2, 2)-forms, called Anomaly flow, whose stationary points are solutions
to the Hull-Strominger system.
Definition 5 (Anomaly Flow, [58]). Let (X,ω), Ω and (E, h) be as above. A family of metrics
(X,ω(t)) and (E, h(t)) is called solution to the anomaly flow if they satisfy
∂t
(||Ω||ω · ω2) = i∂∂¯ω − α′
4
(
Tr(Rm ∧ Rm)− Tr(F ∧ F )), (1.13)
h−1∂th = −ΛF. (1.14)
with some initial condition ω(0) = ω0 and h(0) = h0.
They showed that the flow exists for short time and if the flow exists for all time and converges
to some metric (ω∞, h∞), then the limit metric satisfies the Hull-Strominger system.
In a joint work [18] with Teng Fei and Sebastien Picard, we constructed infinitely many ex-
plicit smooth solutions to the Hull-Strominger system on some compact non-Ka¨hler Calabi-Yau
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3-manifolds, the generalized Calabi-Gray 3-manifolds. Using our ansatz, the anomaly flow reduces
to a parabolic equation on Riemannian surfaces. We [19] also obtain some convergence result
for this parabolic equation for initial metrics with small curvature. More specifically, let Σ be
a compact Riemann surfaces of genus g ≥ 3 with a basepoint-free theta characteristic. Let M
be a compact hyperka¨hler 4-manifolds with compatible complex structures I, J, and K such that
I2 = J2 = K2 = IJK = −id. One can construct a twistor space Z of M to be the manifold
Z = CP1 ×M with tautological almost complex structure J given by
J = j ⊕ (αIx + βJx + γKx) (1.15)
at a point (ζ, x) ∈ CP1 ×M , where j is the standard complex structure on CP1 with holomorphic
coordinate ζ and (α, β, γ) are the corresponding point on S2 by identifying CP1 with S2 via stere-
ographic projection. The generalized Calabi-Gray construction gives rise to a compact non-Ka¨hler
Calabi-Yau 3-manifold X. Indeed the Calabi-Yau 3-manifold X can be constructed in the following
way. The basepoint-free theta characteristic defines a holomorphic map ϕ : Σ → CP1 such that
ϕ∗O(2) ∼= KΣ, where KΣ is the canonical bundle of Σ. The pull back of the holomorphic fibration
pi : Z → CP1 over ϕ : Σ → CP1 gives a holomorphic fibration p : X = ϕ∗Z → Σ. Under the
condition that ϕ∗O(2) ∼= KΣ, X is non-Ka¨hler with balanced metrics. Given a metric ωˆ on Σ and
denote by ω′ = αωI + βωJ + γωK , we consider the metric ωf = e2f ωˆ + efω′ on X and show that
there exists f such that ωf solves the Hull-Strominger system with suitable choice of gauge bundle
E:
Theorem 6 ([18]). Let Σ be a compact Riemann surface of genus g ≥ 3 with a basepoint-free
theta characteristic. Let M be a compact hyperka¨hler 4-manifold. The generalized Calabi-Gray
construction gives rise to a compact non-Ka¨hler Calabi-Yau 3-manifold X, which is the total space
of a fibration p : X → Σ with fiber M , admitting explicit smooth solutions to the Hull-Strominger
system with gauge bundle E = ΩX/Σ taken to be the relative cotangent bundle of the fibration. If
M = T 4, we may also take E to be any flat vector bundle.
Under the above ansatz, the anomaly flow (1.11) of ωf (t) = e
2f(t)ωˆ + ef(t)ω′ reduced to a



















where κ = −12‖∇ϕ‖2 is the Gaussian curvature of (Σ, ωˆ). We show that:
Theorem 7 ([19]). Start the flow (1.16) with an initial metric satisfying ‖α′Rmωf0‖  1 (or even



















where ωΣ = q
2
1ωˆ and (X, ω˜f ) converges to (Σ, ωΣ) in the Gromov-Hausdorff topology.
In other words, the anomaly flow will collapse the hyperka¨hler fibers after normalization if the
initial metric has small curvature. The phenomenon of collapsing appeared in the Ka¨hler-Ricci
flow, as pioneered by Song-Tian [66; 67] and further explored by several others [73; 23; 68; 75; 27;
79]. Other flows in complex geometry, such as the Chern-Ricci flow and the conical Ka¨hler-Ricci
flow, also exhibit similar collapsing behavior [74; 12; 81; 10].
The behavior of the flow is in fact very sensitive to the initial data. If initially ef(0) is small in
the L1 sense, the flow will develop finite time singularity (see Proposition 53.) This leaves a region
of medium initial data where we have the stationary points of the flow, which are solutions to the
Hull-Strominger system we constructed in [18]. Another subtle issue in this case is that how to
impose the obstruction of “semi-sphere condition” with the flow. We will give a discussion about
the general case in section 3.5 and possible further directions for this case in section 3.7.
The thesis is organized in the following way: In Chapter 2, we will consider the Ricci flow
coupled with heat equation, prove the pseudo-locality theorem and show the non-triviality of the
limiting Ricci soliton of the parabolic rescaling of the type I singularities. In Chapter 3, we will
construct solutions to the Hull-Strominger system over generalized Calabi-Gray manifolds and
study the anomaly flow over the Riemann surfaces.
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Chapter 2
The coupled Ricci flow
In this chapter, we will study the Ricci flow coupled with a heat equation for some scalar field φ, i.e.,




are solutions to the following system of equations,
∂g
∂t = −2Ricg + 2dφ⊗ dφ = −2Sicg,φ,
φt = ∆gφ,
g(0) = g0, φ(0) = φ0
(2.1)
We will first list some evolution equations and estimates for the flow. In the first few sections, we
will introduce the reduced distance and reduced volume and use them to show the κ-noncollapsing
theorem. In section (2.5), we will prove the pseudo-locality theorem. In the last section, we will
prove the convergence to a Ricci soliton of blow-up limit of the Type I singularity and non-triviality
of the limiting soliton.
2.1 Evolution equations for the flow
In this section, we provide some evolution equations and estimates for the curvature and the distance
function, which will be useful in the following sections.
2.1.1 Evolution equations and estimates of curvature
For the convenience of reader, we quote here several evolution equations and estimates for the
curvature proved by B. List [45] and R. Mu¨ller [49].
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Let (M, gij(t), φ(t)) be a solution to the coupled Ricci flow (2.1), then
∂
∂t
Sjk = ∆Sjk + 2Rijk
lSl
i − Sj lRlk − SklRlj + 2∆φ · φjk. (2.2)
Take the trace with respect to g and we have
∂
∂t
S = ∆S + 2|Sij |2 + 2(∆φ)2 (2.3)
Along the flow, the scalar field φ(x, t) is indeed uniformly bounded [45]:
Lemma 8. (Lemma 5.10 in [45]) Let (g(t), φ(x, t)) be a solution to the coupled Ricci flow (2.1) on
M × [0, T ) with initial data (g0, φ0). Suppose sup |φ0| ≤ C, then we have for t > 0,
inf
x∈M









One also has the following derivative estimate along the flow:
Proposition 9. (Theorem 5.12 in [45]) Let (g(t), φ(x, t)) be a solution to the coupled Ricci flow






where Bg(T )(x0, r) is the geodesic ball centered at x0 ∈ M with radius r with respect to metric
gij(T ). Denote Φ = (Rm,∇2φ), then for all m ≥ 0 and for all t ∈ (0, T ], the derivatives of Φ








where C = C(n,m) is a constant depending only on n and m.
2.1.2 Evolution equations of distance function
Let (M, g(t), φ(t)) be a solution to the coupled Ricci flow (2.1). Fix x0 ∈ M , we can denote by
d(x, t) = dg(t)(x, x0) the distance function of (M, g(t)). In this section, we shall consider some
properties of the evolution equations of distance function.
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Lemma 10. Let (M, g(t), φ(t)) be a complete solution to the Ricci flow coupled with scalar field
heat equation. If Ric(g(t0)) ≤ (n − 1)K in Bg(t0)(x0, r0), then for any x 6∈ Bg(t0)(x0, r0), we have





















d(x, t) = −
∫
γ




where Sic = Ric− dφ⊗ dφ ≤ Ric. Note that Sic is bounded from above by Ric.
At x0, set e1 = γ
′(0), and extend e1 to an orthonormal basis {ei}ni=1 of Tx0M . Parallel trans-
porting this basis along γ gives us an orthonormal basis {Ei(γ(s))}ni=1 of Tγ(s)M . In particular, we
get an orthonormal basis Ei(x) of TxM ,
Recall the second variation formula of the distance function. Assume w ∈ TxM , and let Y be
the Jacobi field satisfying Y (x0) = 0, Y (x) = w. Then
∇2d(w,w) = I(Y, Y ) ≤ I(W,W ) (2.10)



















〈∇γ′Fi, γ′〉2 −R(γ′, Fi, γ′, Fi)ds (2.12)
for any vector field Fi with Fi(x0) = 0 and Fi(x) = Ei(x). Choosing Fi along γ as
Fi(γ(s)) =
 sr0Ei(γ(s)) s ∈ [0, r0]Ei(γ(s)) s ∈ [r0, d(x, t0)], (2.13)
we obtain that for all i = 2, · · · , n and s ∈ [0, d(x, t0)],
〈∇γ′Fi, γ′〉 = 0, and |∇γ′F1|2 − 〈∇γ′F1, γ′〉2 = 0. (2.14)
10


















































This completes the proof.
By similar argument, we have the following lemma, for which we omit the proof.
Lemma 11. Let (M, g(t), φ(t)) be a complete solution to the Ricci flow coupled with scalar field
heat equation. Assume Ric(g(t0), x) ≤ (n − 1)K for any x ∈ Bg(t0)(x1, r0) ∪ Bg(t0)(x2, r0), and















where dt(x1, x2) = dg(t)(x1, x2).
2.2 Reduced distance and volume
In this section we provide some background material on the reduced distance and volume for the
coupled Ricci flow (2.1), which can be found in R. Mu¨ller [49] and V. Vulcanov [77]. For the
completeness of the thesis, we include the detail here.
Let (gij(t), φ(x, t)) be a solution to the coupled Ricci flow (2.1) on t ∈ [0, T ). For some fixed
t0 ∈ [0, T ), set τ = t0 − t. In terms of τ , the flow becomes
(gij)τ = 2Sij , φτ = −∆φ. (2.17)











where S(γ(τ)) and the norm |γ′(τ)| are evaluated using the metric gij(t) at time t = t0 − τ .
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2.2.1 First and second variation formulas of L-length
Proposition 13 (First Variation Formula for L). Assume γ : [τ1, τ¯ ]→M is some path on M and
τ1 > 0. Denote by X = γ
′ its tangent vector field, then for any variational vector field Y along γ,
we have









Y, 2∇XX −∇S + 1
τ
X + 4Sic(X, ·)
〉
dτ (2.19)
With the first variational formula, we can define the L-geodesics to be the critical points of L





X + 2Sic(X, ·) = 0 (2.20)
where the connection and the curvature are taken with respect to the metric gij(t) at corresponding
time t = t0 − τ and the 1-form Sic(X, ·) is identified with a vector field by the same metric.
The L-geodesic can be rewritten as follows. Let s = √τ and γ˜(s) = γ(τ(s)) = γ(s2). Then
setting s¯ =
√
τ¯ and X˜(s) = γ˜′(s) = 2
√
τX(τ), the geodesic equation becomes
∇X˜X˜ − 2s∇S + 4s2Sic(X˜, ·) = 0 (2.21)
Henceforth, we assume that the paths γ can be extended smoothly to s = 0. With the initial data
2v = γ˜′(0), we can always solve for the geodesic equation (2.21) for a short time, yielding a geodesic










where the norm and curvature are taken with respect to the metric gij(t) with t = t0− τ = t0− s2.
For fixed p ∈M , the L-exponential map is then defined as the map L expτ : TpM →M sending




Definition 14 (L-Jacobi Field). A vector field Y is said to be an L-Jacobi field of an L-geodesic
γ if it is the variational field of a family of L-geodesics γ(u, τ), i.e., γ(u, τ) are L-geodesic for any
sufficient small u and γ(0, τ) = γ(τ), Y (τ) =
∂γ
∂u
(0, τ). Moreover, Y solves the following equation
T (Y ) = 0 (2.23)
where the vector field T (Y ) is defined by




∇2S(Y, ·) + 2(∇Y Sic)(X, ·) + 2Sic(∇YX, ·). (2.24)
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To get the equation for L-Jacobi fields, we assume that X = ∂γ∂u(u, τ) satisfies the L-geodesic






X + 2Sic(X, ·)) = 0, (2.25)






X + 2Sic(X, ·)),W〉 = 0.
Since
∇Y∇XX = ∇X∇YX −R(X,Y )X = ∇X∇XY −R(X,Y )X
〈∇Y (∇S),W 〉 = Y 〈∇S,W 〉 − 〈∇S,∇YW 〉 = ∇2S(Y,W ),
〈∇Y Sic(X, ·),W 〉 = Y 〈Sic(X, ·),W 〉 − 〈Sic(X, ·),∇YW 〉 = (∇Y Sic)(X,W ) + Sic(∇YX,W )
we find that the L-Jacobi field equation can be written as
T (Y ) = 0 (2.26)
where the vector field T (Y ) is defined by




∇2S(Y, ·) + 2(∇Y Sic)(X, ·) + 2Sic(∇YX, ·). (2.27)
We are now in a good position to discuss about the second variation formula for L. We define
the second variation Q(Y, Y ) of the L-length by
Q(Y, Y ) = δ2Y L − δ∇Y Y L. (2.28)
Proposition 15 (Second Variation of L). Let γ : [0, τ¯ ]→M be a L geodesic and Y some variation
field along γ, then the second variation Q(Y, Y ) is given by





τ 〈Y, T (Y )〉 dτ + 2√τ¯ 〈∇XY (τ¯), Y (τ¯)〉 . (2.29)
where T (Y ) is given as in (2.24).
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Y (Y S) + 2 〈∇X∇Y Y,X〉+ 2 〈R(Y,X)Y,X〉+ 2|∇XY |2
)
dτ (2.31)
Using the formula for Levi-Civita connection, we have
d
dτ




= 〈∇X∇Y Y,X〉+ 〈∇Y Y,∇XX〉+ 2Sic(∇Y Y,X) + 2(∇Y Sic)(Y,X)− (∇XSic)(Y, Y )
By the first variational formula, we also have
2
√






































∇Y Y, 2∇XX −∇S + 1
τ
X + 4Sic(X, ·)
〉
dτ (2.32)
On the other hand, by the first variation formula, we have
δ∇Y Y L(γ) = 2
√







∇Y Y, 2∇XX −∇S + 1
τ










∇2S(Y, Y ) + 2 〈R(Y,X)Y,X〉+ 2|∇XY |2
−4(∇Y Sic)(Y,X) + 2(∇XSic)(Y, Y )
]
dτ (2.34)
As in (2.32), we have
2
√






























〈∇XY, Y 〉+ 4Sic(∇XY, Y ) + 2|∇XY |2
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Hence, Q(Y, Y ) can be expressed as





τ 〈Y, T (Y )〉 dτ + 2√τ¯ 〈∇XY (τ¯), Y (τ¯)〉 . (2.36)
where the vector field T (Y ) was defined in (2.24).
It can be verified that an extension of Q(Y, Y ) to a symmetric bilinear form Q(Y, Z) for general






τ 〈Z, T (Y )〉 dτ + 2√τ¯ 〈∇XY (τ¯), Z(τ¯)〉 . (2.37)
2.2.2 The reduced distance and reduced volume
Definition 16 (Reduced Distance and Volume). Given p ∈ M , and t0 ∈ (0, T ), for any q ∈ M
and 0 < τ¯ ≤ t0, define L(q, τ¯) to be the infimal L-length of all curves γ with γ(0) = p and γ(τ¯) = q,
i.e.,










dτ : γ(0) = p, γ(τ¯) = q
}
(2.38)













2 e−`p,t0 (q,τ)dVg(t)(q) (2.40)
where dVg(t) is the volume form with respect to metric gij(t) at time t = t0 − τ .
From now on we will omit the sub-script p, t0 if it is clear from the context. We now compute
the derivatives of L and V˜ .
Lemma 17. The first derivatives of L are given by























and H(X) is defined by
H(X) = −Sτ − 1
τ
S − 2 〈∇S,X〉+ 2Sic(X,X) (2.44)
Proof. Assume that q is not in the τ¯ L-cut locus of p and γ : [0, τ¯ ] is the unique minimizing L-
geodesic jointing p and q with L-length L(q, τ¯). For any vector Y (τ¯) in TqM , let c : (−ε, ε) → M
be a curve such that c(0) = q and c′(0) = Y (τ¯). Let γ˜(u, τ) be the L-geodesic jointing p and c(u),
with γ˜(u, τ¯) = c(u). Let X(τ) = ∂γ˜∂τ (0, τ) and Y (τ) =
∂γ˜
∂u(0, τ). By the first variation of L, we have




L(c(u), τ¯) = 2
√
τ¯ 〈X(τ¯), Y (τ¯)〉 . (2.45)
Since this holds for arbitrary Y (τ¯), we have
∇L(q, τ¯) = 2√τ¯X(τ¯) (2.46)
and















On the other hand, we have
dL(γ(τ¯), τ¯)
dτ¯
= Lτ¯ (q, τ¯) + 〈∇L(q, τ¯), X(τ¯)〉 , (2.49)
therefore, we obtain













= Sτ + 〈∇S,X〉+ 2 〈∇XX,X〉+ 2Sic(X,X) (2.51)






= Sτ + 2 〈∇S,X〉− 1
τ
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where H(X) is defined in (2.44). Multiplying both side of (2.52) by τ
3
2 and integrating from 0 to










dτ = −K − L(q, τ¯) (2.53)


























= −K + 1
2
L(q, τ¯) (2.55)
Substituting into the earlier formulas for Lτ¯ and |∇L|2 gives the desired formulas.
Before we move on to the second derivatives of L, let us introduce the notion of weak solution
in the barrier sense.
Definition 18 (Weak Solution in the Barrier Sense). For a continuous function u : M → R,
we say that ∆u ≤ f at the point p ∈ M in the barrier sense if for every ε > 0, there exists a
neighborhood Uε of the point p and a C
2 function uε : Uε → R such that u(p) = uε(p) and uε ≥ u
in Uε and ∆uε(p) ≤ f(p) + ε. If ∆u ≤ f for every point p ∈ M in the barrier sense, we say u is
a weak solution to ∆u ≤ f in the barrier sense. This notion can be extended to parabolic equation
naturally.
For the second derivative of L, we have the following result:
Lemma 19. The following inequality holds in the barrier sense





Proof. Assume first that L is smooth at (q, τ¯). For a given vector w ∈ TqM , consider the geodesic
c(u) such that c(0) = q, c′(0) = w. Let γu be the unique L-geodesic from (p, 0) to (c(u), τ¯), then
the Hessian of the distance function L is given by





L(γu) = Q(Y, Y ) (2.57)
where Y is the variational vector field of a family of geodesics γu, hence a L-Jacobi field with
Y (0) = 0, Y (τ¯) = w.
17
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Our first claim is that for any vector field W with W (0) = 0,W (τ¯) = w, we have
Q(Y, Y ) ≤ Q(W,W ).
Indeed, write W = Y + Z, where Z(0) = Z(τ¯) = 0. Therefore, we can find a proper variation ηu








On the other hand, by the bilinearity of Q, we have
Q(W,W ) = Q(Y + Z, Y + Z) = Q(Y, Y ) + 2Q(Y,Z) +Q(Z,Z)
Since Y is a L-Jacobi field, T (Y ) = 0. We also have Z(τ¯) = 0, hence Q(Y,Z) = 0. The claim
follows now from the fact that Q(Z,Z) ≥ 0.
Let w = W (τ¯) be now a unit vector in TqM , and solve for a vector field W (τ) on (0, τ¯ ] by






〈W,W 〉 = 2Sic(W,W ) + 2 〈∇XW,W 〉 = 1
τ
〈W,W 〉 . (2.59)
hence |W |2(τ) = ττ¯ . Therefore, we can extend W (τ) continuously by setting W (0) = 0 to [0, τ¯ ]. We







∇2S(W,W ) + 2 〈R(W,X)W,X〉+ 2|∇XW |2









∇2S(W,W ) + 2 〈R(W,X)W,X〉+ 2| − Sic(W, ·) + 1
2τ
W |2









∇2S(W,W ) + 2R(X,W,X,W )− 4(∇WSic)(W,X) + 2(∇XSic)(W,W )







On the other hand, consider 2
√
τ¯Sic(W (τ¯),W (τ¯)). Note that
d
dτ
Sic(W,W ) = Sicτ (W,W ) + (∇XSic)(W,W ) + 2Sic(∇XW,W )
= Sicτ (W,W ) + (∇XSic)(W,W ) + 1
τ
Sic(W,W )− 2|Sic(W, ·)|2, (2.61)
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Sic(W,W ) + 2Sicτ¯ (W,W ) + 2(∇XSic)(W,W ) + 2
τ
Sic(W,W )− 4|Sic(W, ·)|2
}
dτ
Adding these two equalities, we get
Q(W,W ) + 2
√








∇2S(W,W ) + 2R(X,W,X,W )− 4(∇WSic)(W,X) + 4(∇XSic)(W,W )
−2∣∣Sic(W, ·)∣∣2 + 1
τ
Sic(W,W ) + 2Sicτ (W,W )
}
dτ (2.62)









where −H(X,W ) is defined to be the integrand above. Let ei(τ¯) be an orthonormal basis of TqM ,
then we can solve for Wi and L-Jacobi fields Yi along γ such that Wi(τ¯) = Yi(τ¯) = ei(τ¯). Note
that Wi will remain orthogonal along γ by the equation (2.58) for W . We can normalize Wi to get
an orthonormal basis ei(τ) of Tγ(τ)M , then we have
n∑
i=1
H(X, ei) ≥ H(X) where H was defined in
























Noting that H(X,Wi) =
τ
τ¯H(X, ei), we have
∆L(q, τ¯) ≤ n√
τ¯







the last term is exactly the K defined in (2.43). Combining this inequality with Lemma 17 gives
the desired inequality.
We now consider the general case. Let (q, τ¯) be any point in the space-time. If L is not smooth
at (q, τ¯), then (q, τ¯) is in the L-cut locus of (p, 0). Let γ1 be a minimizing L-geodesic joining
(p, 0) and (q, τ¯) (γ1 does not have to be unique). Given ε > 0 small, consider the following barrier
function
Lε(q
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where the infimum is taken over all curves γ with γ(ε) = γ1(ε) and γ(τ¯
′) = q′. It’s clear that
L(q′, τ¯ ′) ≤ Lε(q′, τ¯ ′). We claim that Lε(q′, τ¯ ′) is smooth at (q, τ¯). Otherwise, (q, τ¯) will be in the
L-cut locus of (γ1(ε), ε). Then either (γ1(ε), ε) is a L-conjugate point of (q, τ¯) or there exist at
least two different minimizing L-geodesics joining (γ1(ε), ε) and (q, τ¯). In both cases, γ1 fails to be
minimizing between (p, 0) and (q, τ¯).









L(q′, τ¯ ′) + Cε

















L(q′, τ¯ ′) + Cε
and hence the desired inequality. The proof of Lemma 19 is complete.
As a simple consequence, the function L¯(q, τ) = 2
√
τL(q, τ) satisfies the following inequality in
the barrier sense
L¯τ + ∆L¯ ≤ 2n, (2.66)
Note also that, applying the maximum principle to (2.66), we have min L¯(·, τ) ≤ 2nτ , and hence





Proposition 20 (Differential Equations for Reduced Distance). Recall that the reduced distance is




, then it satisfies the following differential equations in the barrier sense,
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2.2.3 Monotonicity of the reduced volume V˜
Proposition 21 (Monotonicity of Reduced Volume). Assume (M, gij(t), φ(x, t)) is a solution to
the coupled Ricci flow and M is compact. Then the reduced volume V˜ (τ) defined in (2.40) is
monotonically non-increasing in τ .





− `τ , ∆v
v
= −∆`+ |∇`|2 (2.72)











(vτ + Sv)dVg(τ) ≤
∫
M
∆vdVg(τ) = 0 (2.73)
i.e., V˜ (τ) is monotonically non-increasing in τ .
Remark 22. In the case when M is complete noncompact, the same statement holds. By a change
of variable using the L-exponential map L expτ , we can rewrite the reduced volume as an integral
over the tangent space TpM . One can show that the integrand is monotone non-increasing in τ ,
see for example section 23 in [39].
2.3 A κ-noncollapsing theorem
The κ-noncollapsing theorem of Perelman [55] has been generalized to the coupled Ricci flow by B.
List [45] and R. Mu¨ller [49]. We include the statement and proof here for completeness, using the
key properties of reduced distance and volume in the previous section. Recall Perelman’s definition
of κ-noncollapsing:
Definition 23 (κ-noncollapsing). We say that a solution (M, g, φ) to the coupled Ricci flow (2.1)
on an interval [0, T ) is κ-noncollapsing at the scale ρ, if for each r < ρ, and all (x0, t0) ∈M×[0, T ),
the following holds: if |Rm|(x, t) < r−2 for all (x, t) ∈ P (x0, t0, r) = Bg(t0)(x0, r)× [t0− r2, t0], then
Vol(Bg(t0)(x0, r)) ≥ κrn. P (x0, t0, r) is called the parabolic neighborhood of (x0, t0) with radius r.
Theorem 24. Given constants n,R0, ρ, c there exists κ = κ(n,R0, ρ, c) such that for any solution
(Mn, g(t), φ(t)) to the coupled Ricci flow (2.1) on M × [0, T ), T < ∞ with (M, g(0)) complete,
|Rmg(0)|+ |∇2φ(0)|2g(0) ≤ R0, and inj(M, g(0)) ≥ c > 0, then the solution is κ-noncollapsing at the
scale ρ.
21
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Proof. The proof is by contradiction. Suppose that we can find a sequence of the coupled Ricci
flow solutions (Mk, gk, φk) such that |Rm|+ |∇2φ|2 ≤ R0 on (Mk, gk(0)) and inj(Mk, gk(0)) ≥ c > 0,





By the short time estimate on curvature and M has bounded geometry at time t = 0, we know
that there exists some t¯ such that M has uniformly bounded geometry on [0, t¯], hence in particular,
we can assume that tk ≥ t¯.
Now, for each k, denoting τ = tk − t, we can define the reduced distance and volume as above
(with respect to the reference point xk.) To deduce a contradiction, we consider V˜ (εkr
2
k) and V˜ (tk)
and show that
0 < C−1 ≤ lim
k→∞





The inequality in the middle follows from the non-increasing property of V˜ and the fact that εk → 0




k) = 0, and V˜ (tk) has a uniformly
positive lower bound.




k) = 0. Note that τ = εkr
2
k corresponds to time
t = tk − εkr2k, which is very close to tk when k large. Let γ(τ) be a L-geodesic with γ(0) = p
and initial vector v = lim
τ→0
√
τX(τ), where X(τ) = γ′(τ). We claim that if |v| < 110ε
−1/2
k , then the
L-geodesic will stay inside Bk = Bg(tk)(xk, rk) in time εkr2k. Indeed, along the L-geodesic, we have









|X(τ)|2 = 2Sic(X,X) + 2 〈X,∇XX〉 = −1
τ




(τ |X|2) = −2τSic(X,X) + τ 〈X,∇S〉 (2.76)
By the curvature estimate, we have
|Sic|(x, t) ≤ Cr−2k and |∇S|(x, t) < Cr−3k (2.77)
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∣∣∣ ≤ Cεk(ε1/2k √τ |X|) + Cε2k ( τεkr2k
)1/2
(2.78)






























From the flow equation that gτ = 2Sic, it follows that the metrics g(τ) between τ = 0 and τ = εkr
2
k













for k large enough. Hence the contribution of V˜ (εkr
2
k) coming from those v ∈ TxkMk such that
|v| ≤ 110ε
−1/2







We derive now a lower bound for `(q, εkr
2
k) on Bk. For q ∈ Bk assume γ : [0, εkr2k]→ M is the
























k)dq ≤ Cε−n/2k r−nk eCεkvoltk−εkr2k(Bk) ≤ Cε
n/2
k (2.83)
where we used that g(tk − εkr2k) is close to g(tk) when k large and Vol(Bk) = εnkrnk .
To estimate the contribution to V˜ (εkr
2
k) coming from those v ∈ TxkMk such that |v| ≥ 110ε
−1/2
k ,
we first do a change of variable by L expτ and rewrite the integral in TxkMk, then we can use the
monotonicity of the integrand in τ (see section 23 in [39].) We claim that as τ → 0, we have
(4piτ)−n/2e−`(L expτ (v),τ)J(v, τ)→ pi−n/2e−|v|2 .
The proof of the claim follows the same line of the arguments in [9]. Recall that in terms of the
parameter s =
√
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Therefore, by L’Hospital’s rule, we have
lim
s¯→0














Let us study now the limit of the Jacobian J(v, τ) as τ(or s) approaches to 0. Recall, let v(u) be
a curve in TxkM , with v(0) = v and v
′(0) = ei, where ei is a orthonormal basis for TxkM . Solving
the L-geodesic equation with initial value γ˜′u(0) = 2v(u) gives a family of L-geodesics γ˜u(s). The
variation of this family of geodesic gives a Jacobi field, Ji(s). Therefore
dL exps : TxkM → Tγ˜(s)M, ei 7→ Ji(s)
Let hij(v, s) = 〈Ji(s), Jj(s)〉, then we have
J(v, s)2 = det(hij)(v, s).







(0, 0) = J ′i(0)


















s−n/2J(v, s)→ 2n (2.87)
and by the monotonicity,
(4piτ)−n/2e−`(L expτ (v),τ)J(v, τ) ≤ pi−n/2e−|v|2 .


















k) = 0. (2.88)
24
CHAPTER 2. THE COUPLED RICCI FLOW
Part II. Let us show that V˜ (tk) ≥ C−1 for some C > 0. Choose a point qk at time t¯2 such that
`(qk, tk − t¯2) ≤ n2 . (This can be done since we have shown in (2.67) that min `(·, τ) ≤ n2 for any τ .)
Consider a curve γ
(k)
1 ; [0, tk − t¯/2] → M with γ(k)1 (0) = xk, and γ(k)1 (tk − t¯/2) = qk and another
curve γ
(k)
2 : [tk− t¯/2, tk] with initial point γ(k)2 (tk− t¯/2) = qk. Note that M has uniformly bounded
geometry on [0, t¯/2]. Thus the distance from (qk, tk − t¯/2) to (q, tk) for any q in a region around
qk is uniformly bounded, and `(·, tk) ≤ C on some region of qk. Hence, integrating e−`(·,tk) gives a
positive lower bound on V˜ (tk), where we used tk ≥ t¯ > 0.
As εkr
2




k) ≥ V˜ (tk).
This is a contradiction.
2.4 The localized W-functional and conjugate heat equation











ϕ ·2∗ψdV dt (2.89)
for any a, b ∈ [0, T ], ϕ,ψ ∈ C∞0 (M × (a, b)). It is readily recognized that 2∗ = −∂t −∆ + S.
Let u = (4pi(T − t))−n2 e−f be a solution of the conjugate heat equation 2∗u = 0. Set
v =
(
(T − t)(2∆f − |∇f |2 + S) + f − n
)
u. (2.90)
Then by direct calculations, we have
2∗v = −2(T − t)
(∣∣∣∣Sij +∇i∇jf − gij2(T − t)
∣∣∣∣2 + (∆φ− 〈∇φ,∇f〉)2
)
u (2.91)
and in particular we have 2∗v ≤ 0. We remark that the integral of v over M is the W-functional
introduced by Perelman (see e.g. [55; 7; 53])




(T − t)(|∇f |2 + S) + f − n
)
e−fdV,
in case the integration by parts holds.
Similar to the Ricci flow case (see [55; 53]), we have the following differential Harnack estimate
for the fundamental solutions to the conjugate heat equation.
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Lemma 25. Let u be the fundamental solution based at (p, T ), namely 2∗u = 0 and u(x, t)→ δp(x)
as t→ T . Then we have v ≤ 0 for all t < T , where v is defined as in (2.90).
Proof. For any fixed t0 ∈ (0, T ) and any positive function h0, solve the equation 2h = 0 with initial






















h(x, t)v(x, t)dVg(t) = 0, (2.92)
hence we have ∫
M
h(x, t0)v(x, t0)dVg(t0) ≤ 0. (2.93)
Since h(x, t0) and t0 are arbitrary, we have v(x, t) ≤ 0 for any t < T.
2.5 Pseudo-locality theorem
We will now give the proof of the pseudo-locality theorem 1. Without loss of generality, we can
assume r0 = 1. Assume that the theorem is not true, that is, there exists εk, δk → 0 such that
for each k, there exists a complete solution (Mk, gk, φk, pk) to coupled Ricci flow (2.1), such that
S(gk(0)) ≥ −1 on ball Bgk(0)(pk, 1), |φk,0| ≤ C, and Areagk(0)(∂Ω)n ≥ (1− δk)cnVolgk(0)(Ω)n−1 for
any Ω ⊂ Bgk(0)(pk, 1), and (xk, tk) such that dg(tk)(xk, pk) ≤ εk but
|Rm(xk, tk)| ≥ αt−1k + ε−2k .
Moreover, we can choose a smaller εk such that
|Rm(x, t)| ≤ αt−1k + 2ε−2k (2.94)
for all t ∈ (0, ε2k) and dgk(t)(x, pk) ≤ εk. We divide the argument into several steps.
2.5.1 A point selection lemma
The first step is to choose some other point (x¯, t¯), such that the Riemannian curvature tensor can
be controlled by |Rm(x¯, t¯)| in a parabolic neighborhood of (x¯, t¯), provided there exists an (x, t)
satisfying the above hypotheses.
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The following point-selection lemmas can be proved in the same way as the Ricci flow case, so
we omit the proof and refer to that of claim 1 and claim 2 in section 10 of [55] (see also [39]).
Lemma 26. For any large A > 0 and any solution (M, g(t), φ(t), p) to coupled Ricci flow (2.1), if
there is a point (x0, t0) ∈ M × (0, ε2] such that |Rm(x0, t0)| ≥ αt−10 + ε−2 and dt0(x0, p) ≤ ε, then
there is a point (x¯, t¯) ∈Mα such that dt¯(x¯, p) ≤ (1 + 2A)ε and
|Rm(x, t)| ≤ 4|Rm(x¯, t¯)|; (2.95)
for any (x, t) ∈Mα, 0 < t ≤ t¯ such that
dt(x, p) ≤ dt¯(x¯, p) +A|Rm(x¯, t¯)|−1/2,
where
Mα := {(x, t) ∈M × (0, ε2] : |Rm(x, t)| > αt−1}.
Lemma 27. Under the same assumption as previous lemma, the point (x¯, t¯) selected above satisfies
|Rm(x, t)| ≤ 4Q =: 4|Rm(x¯, t¯)| (2.96)
for any x ∈ Bg(t¯)(x¯, 110AQ−1/2)× [t¯− 12αQ−1, t¯].
Applying Lemma 27, we can find (x¯k, t¯k) ∈ Mk × (0, ε2k] with dgk(t¯k)(x¯k, pk) ≤ (1 + 2Ak)εk,
satisfying the above properties, i.e.,
|Rmgk(t)(x, t)| ≤ 4Qk = 4|Rm(x¯k, t¯k)| (2.97)
for any (x, t) ∈ Ωk, where Ωk is defined by





k , t¯k −
1
2
αQ−1k ≤ t ≤ t¯k} (2.98)
2.5.2 A gap lemma
For each k, let uk be the fundamental solution at (x¯k, t¯k) of the conjugate heat equation, i.e., uk is
the solution of
2∗tuk = 0
with initial condition Dirac function δx¯k(x) at time t¯k. Define as in (2.90)
vk =
(
(t¯k − t)(S + 2∆fk − |∇fk|2) + fk − n
)
uk
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Lemma 28. There exists a uniform constant b > 0(independent of k) and a t˜k ∈ (tk − 12αQ−1k , t¯k)
for each k, such that ∫
Bk
vkdVgk(t˜k) ≤ −b < 0 (2.99)
where Bk = Bgk(t˜k)(x¯k,
√
t¯k − t˜k).
Proof. The proof is by contradiction. Assume that it is not true, which means that for any t˜k ∈





vkdVgk(t˜k) ≥ 0. (2.100)
Consider the following rescaling,
gˆk(t) = Qkgk(Q
−1
k t+ t¯k), φˆk(t) = φk(Q
−1
k t+ t¯k) (2.101)
for t ∈ [−Qk t¯k, 0]. Then (gˆk(t), φˆk(t)) also satisfies the coupled Ricci flow (2.1). Note that under







Now, we consider the following two cases: either along a subsequence the injective radius of
gˆk(0) at x¯k has positive lower bound, or there is no such a lower bound along any subsequence.
Case I. By List’s compactness theorem (Theorem 7.5 in [45]), we can find a subsequence, again
denoted by k, such that (Mk, gˆk(t), φˆk(t), pk) converges in the pointed C
∞-CG (Cheeger-Gromov)
sense to a new complete coupled Ricci flow (M∞, g∞, φ∞, p∞) for t ∈ [−12α, 0], and |Rmg∞(x, t)| ≤ 4
for all (x, t) ∈M∞× [−12α, 0] and |Rm(x∞, 0)| = 1. For each Mk, we have the fundamental solution
uˆk based at (x¯k, t¯k), and uˆk converge to u∞ in the same sense, where u∞ is a fundamental solution
to the conjugate heat equation on (M∞, g∞, φ∞, x∞) based at (x∞, 0). So vk converge to v∞ in the




v∞(·, t0)dVg∞(t0) ≥ 0, (2.103)
thus v∞(·, t0) = 0 on Bg∞(t0)(x∞,
√−t0). By the similar argument in the proof of lemma 25, we
can show that
v∞ ≡ 0 on M∞ × (t0, 0] (2.104)
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−2t = 0 (2.105)
∆φ∞ − 〈∇φ∞,∇f∞〉 = 0 (2.106)
for all t ∈ (t0, 0). We require the following version for the coupled Ricci flow of a result of Zhang
[80],
Theorem 29 ([29]). Let (M∞, g∞(t), φ∞, f∞) be as in (2.105) and (2.106), then S∞(t) ≥ 0 and
the gradient vector −∇g∞f∞ is a complete vector field, i.e. it generates a one-parameter family of
diffeomorphisms ϕ(t) : M∞ →M∞ for all t ∈ (−∞, 0).
We can now apply Theorem 29. The completeness of g∞(t) implies that of∇f∞. Thus the vector




ϕ(t) = −∇f∞(t) ◦ ϕ(t)
Consider g˜(t) = −t−1ϕ(t)∗g∞(t). We have
∂
∂t








Hence g˜(t) is independent of t ∈ (t0, 0), the Riemannian curvature of g˜(t) is bounded and |Rmg˜(x∞)| 6=
0. On the other hand, |Rmg˜(t)| = (−t)|Rmg∞(t)|, therefore |Rmg∞(t)(x∞)| = (−t)−1|Rmg˜(t)(x∞)| >
1 when t is close to 0. This contradicts |Rmg∞(0)(x∞)| = 1.
Case II. Suppose now that there is a subsequence so that the injectivity radii of the metrics





kt), φ˜k(t) = φˆk(r
2
kt). (2.108)






k →∞, t ∈ [−
1
2
αr−2k , 0] (2.109)
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Then the injectivity radius of g˜k(0) at x¯k is 1. On Ωk, the Riemannian curvature tensor is bounded
above by 4r2k, hence we get a subsequence converging in C
∞-CG sense to a complete coupled Ricci
flow (M∞, g∞, φ∞, p∞) for t ∈ (−∞, 0]. Moreover, the uniform curvature bound on Ωk implies
that the solution (M∞, g∞) is a flat metric. Hence, by similar arguments as in the first case, we
get a family of solitons (M∞, g∞, φ∞, f∞) satisfying (2.105) and (2.106). Since Rmg∞(t) = 0, by
Theorem 29, Sg∞ = −|∇g∞φ∞|2 ≥ 0, we have φ∞ = const. Therefore,
∇2f∞ = g∞(t)−2t . (2.110)
By the uniformization theorem in Riemannian geometry, the universal cover of (M∞, g∞) is iso-
metric to (Rn, gcan), pi : Rn →M∞. Pulling back to the universal cover, we get
∇2pi∗f∞ = gcan−2t > 0
Hence, pi∗f∞ is a strictly convex function in Rn. Since a strictly convex function on Rn can never be
periodic, pi has to be trivial. Therefore, we have (M∞, g∞(t)) = (Rn, c(t)gcan), but this contradicts
the fact that injg∞(x∞, 0) is finite. The proof of Lemma 28 is complete.
We establish next another version of the preceding gap lemma, but with the volume form dVgk(t˜k)
replaced by dVgk(0). For this, we need the assumption on the initial metrics, which we had not used
as yet.
Let ϕ be a smooth function on R which is one on (−∞, 1], decreases to zero on [1, 2], and is
zero on [1,∞), with (ϕ′)2 ≤ 10ϕ and −ϕ′′ ≤ 10ϕ.
The following construction is done for each individual (Mk, gk, φk, pk). Let d˜k(x, t) = dk(x, t) +
200n
√
t where dk(x, t) = dgk(t)(pk, x), and define a function hk(x, t) by












b < 0. (2.111)
where b is the constant in Lemma 28.
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We claim that, if A is large enough, then








For this, it suffices to show that if A is large enough, then on the support of ϕ′(d˜(x, t)(10Aε)−1),




Indeed, for t ∈ [0, ε2], we have 200n√t ≤ Aε if A is large enough, and hence
9Aε ≤ d(x, t) ≤ 21Aε.
Let r0 =
√
t. Since r0 ≤ ε, we obviously have x 6∈ B(p, r0). Moreover, from (2.94), we know that
|Rm|(x, t) ≤ αt−1 + 2ε−2 for x ∈ B(p, r0). Thus we can apply Lemma 10 to get















t−1/2 ≥ −100nt−1/2. (2.115)
This establishes the claim.















































≤ e t˜10A2ε2 ≤ e 110A2 (2.118)
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It suffices to show that h ≡ 1 on the ball B = Bg(t˜)(x¯,
√
t¯− t˜), and then the desired inequality
follows from Lemma 28.
To see this, it suffices to show for any x ∈ Bg(t˜)(x¯,
√
t¯− t˜), it holds that dg(t˜)(x, p) ≤ 3Aε.
Recall by Lemma 27, |Rm(y, t)| ≤ 4Q = 4|Rm(x¯, t¯)|, for all









And by distance comparison argument we have
dg(t˜)(y, x¯) ≤ e4Q(t¯−t˜)dg(t¯)(y, x¯) ≤ e2αdg(t¯)(y, x¯).
For x ∈ Bg(t˜)(x¯,
√
t¯− t˜), we have
dg(t˜)(x, p) ≤ dg(t˜)(x, x¯) + dg(t˜)(p, x¯)
≤
√





+ e2α(1 + 2A)ε
≤ ε+ (1 + 2A) ≤ 3Aε,
if A is large enough and we use the estimate Q ≥ αt¯−1 ≥ α−2. Hence the desired statement
follows.
2.5.3 Logarithmic Sobolev inequalities
In 1975, L. Gross proved the following logarithmic Sobolev inequalities in [28]:
Theorem 31 (Logarithmic Sobolev Inequality, [28]). Let ν denote the Gauss measure on Rn.
Specifically,
dν(x) = (2pi)−n/2 exp(−|x|2/2)dx (2.120)
where dx denotes the Lebesgue measure on Rn. Then for any function satisfying f ∈ L2(ν) and
|∇f | ∈ L2(ν),∫
Rn
|f(x)|2 log |f(x)|dν(x) ≤
∫
Rn
|∇f(x)|2dν(x) + ‖f‖2L2(ν) log ‖f‖L2(ν). (2.121)
where ‖f‖L2(ν) is the L2 norm of f with respect to the measure ν.
32
CHAPTER 2. THE COUPLED RICCI FLOW
By a change of variable and integration by parts, one has the following equivalent version of
logarithmic Sobolev inequality used by G. Perelman in [55]:
Theorem 32 (see Beckner [3] I.(8)). For any compactly supported function U = (2pi)−n/2e−F
satisfying
∫





|∇F |2 − F + n
)
(2pi)−n/2e−Fdx ≤ 0 (2.122)
If we write Ur(x) = r
nU(rx) and define Fr(x) in a similar way, then apply the logarithmic
Sobolev inequality to Ur(x) and maximize the integrand with respect to r, we have the following
version of logarithmic Sobolev inequality
Theorem 33 (Logarithmic Sobolev Inequality). For compactly supported function U = (2pi)−n/2e−F
satisfying
∫
Rn Udx = 1, we have∫
Rn









Using symmetrization arguments, we can show that the same inequality holds on a Riemannian
manifold, provided the isoperimetric inequality holds for domains on that Riemannian manifold.
More precisely,
Theorem 34 (Logarithmic Sobolev Inequality on Riemannian Manifolds, see [52] Proposition 4.1).
Let (M, gij) be a compact Riemannian manifold. Assume that Area(∂Ω)
n ≥ (1− δ)cnVol(Ω)n−1 for
any Ω ⊂ Br(p), then for any U = (2pi)−n/2e−F with compact support in Br(p), with
∫
M UdVg = 1,
we have ∫
M









2.5.4 Proof of pseudo-locality theorem
We finish the proof of pseudo-locality theorem by showing first that the gap inequality in Lemma
30 can be expressed in a form closer to that appears in log-Sobolev inequalities. The contradiction
will be easily seen subsequently.
We continue to suppress the subindex k for notational simplicity. Set u = (4pi(t¯ − t))−n/2e−f ,
and v =
(
(t¯− t)(S + 2∆f − |∇f |2) + f − n
)
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− t¯S + t¯|∇ log h|2 − log h
)
(4pit¯)−n/2e−f˜dV (2.126)
after an integration by parts.
The second term in the above right hand side can be estimated as follows. At time t = 0, we








t¯udV ≤ t¯ ≤ ε2. (2.127)
From the definition of h, it follows immediately that








Since 1 ≤ ϕ ≤ 2 on the support of ϕ′, we have then∫
M







For the last term − ∫M h log hudV , it’s non-zero only on the region B(p, 20Aε)\B(p, 10Aε) by the
defitnition of h. Since −x log x ≤ 1e ≤ 1 on (0, 1], we obtain∫
M



















udV ≥ 1− cA−2,
for some constant c. Putting all these together, and applying Lemma 30, we obtain∫
M
(−t¯|∇f˜ |2 − f˜ + n)(4pit¯)−n/2e−f˜dV ≥ (1−A−2)b− (1 + c)A−2 − ε2 ≥ b
2
. (2.130)
if A is large and ε is small enough.
Define g˜ = 12t¯g, then dV˜ = (2t¯)
−n/2dV , t¯|∇f˜ |2g = 12 |∇f˜ |2g˜. Now we restore the subscript k, and
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Define then the function Fk by
Uk = (2pi)
−n/2e−Fk . (2.132)










b > 0. (2.133)
Proof. Write u˜kσk = (4pit¯k)
−n/2e−Fk , where σk ≡
∫
Mk
u˜kdVgk → 1, as k → ∞. From the definition





|∇Fk|2 − Fk + log σk + n
)
UkσkdV˜g˜k ≥ (1−A−2k )b− (1 + c)A−2k − ε2k (2.134)
Since Ak →∞, εk → 0 and σk → 1 as k →∞, the lemma follows.
We return now to the setting of g˜ = 12t¯g, then dV˜ = (2t¯)
−n/2dV , with the functions Uk and Fk














FkUkdV˜k − n ≤ − b
2
. (2.135)
Let ηk = 1− 2n
∫
Mk










However, consider the function (1 − δk)2/nex − 1 − x. Its minimum occurs at x0 given by (1 −
δk)





log(1− δk) = log(1− δk)→ 0, as k →∞. (2.136)
This is a contradiction, and the proof of the pseudo-locality theorem is complete.
2.6 Convergence of parabolic rescaling to a soliton
The goal of this section is to establish Theorem 4. We will first deduce some estimates for the
reduced distance under the Type I singularity assumption, and show that the reduced distance and
volume in fact can be extended to the space-time point (p, T ), where p is a type I singular point
and T is the maximum time of existence. We will then use them to show that in presence of a
Type I singularity, the parabolic rescalings of the coupled Ricci flow will converge to a soliton. The
non-triviality of the soliton will be established in the last subsection by applying the pseudo-locality
theorem.
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2.6.1 Estimates for the reduced distance
Suppose the solution (M, gij(t), φ(x, t)) on M × [0, T ) to the coupled Ricci flow satisfies the Type I
condition (1.6), then for any T ′ < T , we have sup
x∈M
|Rmg(t)(x, t)| ≤ C0T ′−t for any t ∈ [0, T ′). For any
fixed t0 ∈ [0, T ′), take r2 = T ′ − t0, and by the Type I assumption
sup
t∈[0,t0],x∈Bg(t)(p,r)
r2|Rmg(t)(x, t)| ≤ sup
t∈[0,t0]
(T ′ − t0) C0
T ′ − t = C0,
thus by the derivative estimates (2.7), it follows that
sup
Bg(t)(p,r/2)










, ∀t ∈ (0, t0].
In particular, at (p, t0), we have
|∇Rm(p, t0)| ≤ C(n,C0)
(T ′ − t0)3/2
, |∇2Rm(p, t0)| ≤ C(n,C0)
(T ′ − t0)2 , |∂tRm(p, t0)| ≤
C(n,C0)
(T ′ − t0)2 , (2.137)
and since p ∈M, t0 ∈ [0, T ′) are arbitrary, the above estimates hold on M × [0, T ′).









We are now ready to establish the following estimates for the reduced distance, which are obtained
by A. Naber ([51]) in the Ricci flow case.



















∣∣∣ ∂∂τ `∣∣∣ ≤ C(n,C0)τ¯ (d2g¯(τ¯)(p,q)τ¯ + 1),
where ` is the reduced distance with base space-time point (p, T ′).
36
CHAPTER 2. THE COUPLED RICCI FLOW










































Next, we claim that there exists a constant C2 = C2(n,C0) such that
|`(p, τ¯)| ≤ C2, ∀τ¯ ∈ (0, T ′].
Indeed, consider the constant map γ : [0, τ¯ ]→ M defined by γ(τ) ≡ p. The L-length of this curve











then the claim follows at once from the definition of `(p, τ¯).







The mean value theorem implies
√
`(q, τ¯) + C1 −
√









This is the desired upper bound for `(q, τ¯).
To derive the lower bound, we begin by showing that, for any minimal geodesic σ with respect
to the metric g¯(τ¯), we have ∫
σ
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If Lg¯(τ¯)(σ) ≤ 2
√
τ¯ , this integral inequality follows directly from the curvature assumption Sic ≤
Ric ≤ C0τ¯ .
If d := Lg¯(τ¯)(σ) > 2
√
τ¯ , take an orthonormal basis {Ei}ni=1 of vector fields which are parallel
with respect to g¯(τ¯) along the geodesic σ, and En = σ
′(s). Choose a function φ(s) satisfying
φ(s) = s√
τ¯
for s ∈ [0,√τ¯ ], φ(s) = 1 for s ∈ [√τ¯ , d−√τ¯ ], and φ(s) = d−s√
τ¯
for s ∈ [d−√τ¯ , d]. By the
second variational formula of the distance function (applied to each variational vector field φEi for




























The claim follows now from Sic ≤ Ric.
Choose now two L-geodesics γ1 and γ2 : [0, τ¯ ] → M connecting the space-time points (p, 0)
with (p, τ¯) and (q, τ¯), respectively. Let στ : [0, dg¯(τ)(γ1(τ), γ2(τ))] → M be the minimal geodesic
connecting the points γ1(τ) and γ2(τ) under the metric g¯(τ). Then
d
dτ
























τ |γ˙1|2 + C(n)
√
















)1/2 ≤ C(n,C0)√τ¯(`(q, τ¯) + C(n,C0))1/2,


















− C(n,C0) ≤ `(q, τ¯).
This is the desired lower bound for `(q, τ¯). The remaining estimates in Lemma 36 follow from the
equations (2.68) and (2.69), so the proof is completed.
We restate the lemma above in terms of the original extended Ricci flow.
Proposition 37. For any T ′ ∈ (0, T ), there exists a constant C = C(n,C0) such that (denote
`(p,T ′)(q, t) = `(q, T





T ′ − t − C(n,C0) ≤ `(p,T ′)(q, t) ≤ C(n,C0)
d2g(t)(p, q)
T ′ − t + C(n,C0), (2.142)
|∇g(t)`(p,T ′)(q, t)|2 ≤
C(n,C0)
T ′ − t
(d2g(t)(p, q)







T ′ − t
(d2g(t)(p, q)
T ′ − t + 1
)
, (2.144)
and the following inequality hold in the distributional sense,
∂`
∂t
+ ∆g(t)`− |∇`|2 + S −
n
2(T ′ − t) ≤ 0. (2.145)
Take a sequence of times {Ti} such that Ti increases to T , and we have the corresponding
reduced distance functions
`i(q, t) = `(p,Ti)(q, t) : M × [0, Ti]→ R,
and each `i satisfies the estimates (2.142), (2.143), (2.144) and (2.145) with the same constant
C(n,C0). In particular on any compact subset Ω ⊂M × [0, T ), the functions `i satisfy uniform C0,
C1(in both space and time) estimates. In addition,
‖`i‖W 1,2(Ω) ≤ C(n,C0,Ω).
Thus up to a subsequence and a diagonal argument we may assume that
`i ⇀ `∞ ∈W 1,2loc (M × [0, T ))
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weakly in W 1,2loc (M× [0, T )), and on any compact subset Ω ⊂M× [0, T ), the convergence is uniform
in C0(Ω) norm. Moreover, it is not hard to see the limit function is locally Lipschitz, so the limit
`∞ ∈W 1,2loc , and `∞ satisfies similar estimate as `i in (2.142).
We define




Lemma 38. The function V∞(t) satisfies the following properties:
(1) V∞(t) ≤ 1, ∀t ∈ [0, T ).
(2) V∞(t1) ≤ V∞(t2), for t1 < t2 ∈ (0, T ).



















e−`i(q,t)dVg(t) = V∞(t) (2.147)
where Vi(t) = V˜i(Ti− t) is the reduced volume. It follows from (2.85) and (2.87) that lim
t→Ti
Vi(t) = 1
(see also [55]) and Vi(t) is nondecreasing in t (since V˜ (τ) is nonincreasing in τ and τ = Ti − t,) so
for each t ∈ (0, T ) when i is large enough V∞(t) ≤ lim
s→Ti
Vi(s) = 1. Part (1) of the lemma follows.
Similarly, Part (2) follows from the monotonicity of Vi(t) for each i, so that Vi(t1) ≤ Vi(t2) for
t1 < t2 ∈ (0, T ).
Lemma 39. The function `∞ satisfies the following inequality in the distribution sense,
∂t`∞ + ∆g(t)`∞ − |∇`∞|2 + S −
n
2(T − t) ≤ 0. (2.148)
Proof. Since `i converge weakly to `∞ in W
1,2
loc (M × [0, T )), for any vector field V on M with
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dVg(t)dt ≤ 0. (2.150)











dVg(t)dt ≤ 0. (2.151)
By locally C0 uniform convergence of `i to `∞, it follows that the first, second, fourth and last
terms in (2.151) converge to those in (2.150) as i→∞, respectively. So to show (2.150), it suffices










Since `∞ is the weak limit of `i in W
1,2














































`i converges uniformly to `∞ on suppϕ ⊂ M × (0, T ), there exists a sequence of numbers i > 0
which tend to 0 such that
`∞ − `i + i ≥ 0, on suppϕ.
To deal with the first term on RHS of (2.154), by (2.70) it follows that
∆g(t)`i ≤
C(n,C0)
Ti − t + C(n,C0)
`i
Ti − t ,
in the distribution sense. Multiplying both sides by ϕ(`∞− `i + i) and integrating over the space-










Ti − t ϕ(`∞ − `i + i)(C(n,C0) + `i),
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the RHS tends to 0 as i→∞, because both `∞ and `i are bounded on suppϕ and `∞− `i+ i → 0.









(`i − `∞ − i)〈∇ϕ,∇`i〉,







ϕ〈∇(`i − `∞ − i),∇`i〉 ≤ 0.
Thus we finish the proof of (2.152), and also that of (2.150).
Define a function u∞ by
u∞ = (4pi(T − t))−n/2e−`∞ . (2.155)
Then the inequality in Lemma 39 is equivalent to the inequality
2∗u∞ = (−∂t −∆g(t) + S)u∞ ≤ 0 (2.156)











(∂t + ∆g(t) − S)u∞ ≥ 0. (2.157)
Lemma 40. If V∞(t1) = V∞(t2) for some t1 < t2 ∈ (0, T ), then g(t) is a coupled gradient soliton,
that is,
Sic +∇2 `∞ − g
2(T − t) = 0, ∆φ− 〈∇`∞,∇φ〉 = 0.
Proof. The existence of two such values t1 and t2 implies that the integrand on the right hand side
of (2.157), which is known to be ≥ 0 by Lemma 39, must vanish identically. By parabolic regularity,
the function u∞ is actually C∞ in M × [0, T ). Thus the function v∞ defined by
v∞ =
(
(T − t)(S + 2∆`∞ − |∇`∞|2) + `∞ − n
)
u∞
as well as 2∗v∞ must vanish identically. Since we have, by a direct calculation,
2∗v∞ =
(
− 2(T − t)
∣∣∣Sic +∇2 `∞ − g
2(T − t)
∣∣∣2 − 2|∆φ− 〈∇φ,∇`∞〉|2)u∞.
The vanishing of 2∗v∞ implies immediately that g(t) is an extended soliton, as claimed.
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2.6.2 Blow-ups of Type I κ-noncollapsing solutions
Let (M, g(t), φ(t)) be an coupled Ricci flow solution to (2.1) with |φ0| ≤ C, and assume that it is





T − t , t ∈ [0, T ),
and T <∞ is the maximal existence time of the flow.
Take any sequence of numbers λi →∞, and define a sequence of coupled Ricci flows by
gi(t) = λig(λ
−1
i t+ T ), φi(t) = φ(λ
−1
i t+ T ), ∀t ∈ [−λiT, 0).
By the Type I condition we have
sup
M
|Rmgi(t)| = λ−1i sup
M








By the compactness Theorem (Theorem 7.5 [45]) for coupled Ricci flows, combined with the
κ-noncollapsing condition, there exists a subsequence
(M, gi(t), φi(t), p)→ (M∞, g∞(t), φ∞, p∞),
converging in the Cheeger-Gromov sense, where (g∞(t), φ∞(t)) still satisfies the coupled Ricci flow
equation (2.1).










In terms of the rescaled solutions (gi(t), φi(t)),
sup
M
|∇φi(t)|2gi(t) = λ−1i sup
M













hence φ∞ =const, and the coupled Ricci flow (g∞, φ∞) becomes the standard Ricci flow.
From now on, we will denote the “reduced” function `∞ constructed in the previous section by
`p : M × [0, T )→ R. Denote
`ip : (M × [−λiT, 0), gi, φi, p)→ R
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by `ip(q, t) = `p(q, λ
−1
i t+ T ). By Lemma 36, `
i






−t − C(n,C0) ≤ `
i



















for any (q, t) ∈ M × [−λiT, 0), and the last two inequalities are understood as the derivatives of
locally Lipschitz functions. Note that the constant C(n,C0) above is independent of i.
So we can extract a subsequence of `ip which converges in the Cheeger-Gromov-C
0
loc(M∞ ×
(−∞, 0)) sense to a function `∞ : M∞ × (−∞, 0) → R, and the convergence is uniform on any






Denote by V∞ the reduced volume constructed in the previous section, then the reduced volume
functions







i t+ T ) (2.159)
are nondecreasing for each fixed t since V∞(s) is non-decreasing in s ∈ [0, T ) and bounded above
by 1. So for any fixed t < 0, we have
lim
i→∞
V i(t) = lim
t′→T
V∞(t′), (2.160)
noting that the RHS is independent of t. On the other hand, by the dominated convergence theorem
and smooth convergence of gi(t) to g∞(t), we have
lim
i→∞









Hence V∞(t) is constant and independent of t. By Lemma 40, it follows that the limit metric g∞(t)
is a gradient shrinking Ricci soliton.
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2.6.3 Non-triviality of the soliton
It remains only to show the Ricci soliton g∞ is not flat, when the base point p is a Type I singularity
of the flow (g(t), φ(t)). We will use Perelman’s pseudo-locality theorem and a contradiction argu-
ment. First recall that the pseudolocality states that there exists a uniform constant ε0 = ε0(n)
such that if the extended Ricci flow solution (M, g(t), φ(t)) satisfies ‖φ(0)‖L∞(Bg(0)(p,1)) ≤ C and
the geometry of (Bg(0)(p, 1), g(0)) is sufficiently close to that of the Euclidean unit ball (B1(0), gcan)
in the C2 sense, then we have
|Rmg(t)(x, t)| ≤ 10ε−20 , ∀t ∈ (
ε20
2
, ε20), ∀x ∈ Bg(ε20/2)(p, ε0).
Suppose the limit metric g∞(t) is flat, and by assumption it is also κ-noncollapsing, so by the
uniformization theorem (M∞, g∞) ∼= (Rn, gcan). By the smooth convergence of (M, gi(t), φi(t), p)
to (M∞, g∞(t)), it follows that when i is large enough, the three conditions in the pseudo-locality
theorem are satisfied on (Bgi(−ε20)(p, 1), gi(−ε20)). So it follows that
|Rmgi(−ε20+t)(x, t− ε
2
0)| ≤ 10ε−20 , ∀t ∈ (
ε20
2
, ε20), ∀x ∈ Bgi(−ε20/2)(p, ε0).
Fix a large i, and in terms of the original flow, we have
|Rmg(T+λ−1i (t−ε20))(x, λ
−1
i (t− ε20))| ≤ 10λiε−20 , (2.162)




On the other hand, since p is a Type I singularity point, which means there exists a sequence
of space-time points (pα, tα) such that tα → T , pα → p and
|Rmg(tα)(pα, tα)| ≥
c
T − tα , for some c > 0. (2.163)
However, by (2.162) when α is large enough
|Rmg(tα)(pα, tα)| ≤ 10λiε−20 ,
and the RHS is uniformly bounded above (since i is fixed,) and this contradicts (2.163).
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In this chapter, we will study the Hull-Strominger system on the generalized Calabi-Gray manifolds
and the corresponding flow on its base Riemann surface of the anomaly flow. First, we will give
some background and preliminary in section 3.1 and 3.2 and construct explicit solutions to the
Hull-Strominger system on those non-Ka¨hler manifolds in section 3.3 and 3.4. In section 3.5 and
3.6, we will discuss about the corresponding flow on the Riemann surface of the anomaly flow and
show the convergence after normalization in the large initial data case.
3.1 The generalized Calabi-Gray construction
Let (M, g) be a compact hyperka¨hler manifold, then it is well-known that M is either a flat 4-torus
or a K3 surface with a Calabi-Yau metric. We denote by I, J,K the corresponding compatible
complex structures such that I2 = J2 = K2 = IJK = −id. The corresponding Ka¨hler forms
ωI , ωJ , ωK are defined by ωI = g(I·, ·), ωJ = g(J ·, ·), and ωK = g(K·, ·). For any real numbers
α, β, γ such that α2 + β2 + γ2 = 1, we have a complex structure αI + βJ + γK, whose associated
Ka¨hler form is given by αωI + βωJ + γωK . By stereographic projection, we can parametrize
S2 = {(α, β, γ) ∈ R3 : α2 + β2 + γ2 = 1} by ζ ∈ CP1 in the following way
(α, β, γ) =
(
1− |ζ|2
1 + |ζ|2 ,
ζ + ζ¯
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We can equip CP1 ∼= S2 with the Fubini-Study metric
ωFS =
2idζ ∧ dζ¯
(1 + |ζ|2)2 (3.2)
Definition 41 (Twistor Space). The twistor space Z of M is defined to be the manifold Z =
CP1 ×M with the tautological almost complex structure J given by
J = j ⊕ (αIx + βJx + γKx) (3.3)
at the point (ζ, x) ∈ CP1 ×M , where j is the standard complex structure of CP1 with holomorphic
coordinate ζ and (α, β, γ) is the corresponding point of ζ on S2 ⊂ R3.
Theorem 42. [2; 34; 48; 35; 50]
1. J is an integrable complex structure, making (Z, J) a compact non-Ka¨hler 3-manifold whose
natural product metric is balanced.
2. The natural projection pi : Z = CP1 ×M → CP1 is holomorphic.
3. Let Λ2ΩZ/CP1 be the determinant line bundle of the relative cotangent bundle associate to
the holomorphic projection pi, then Λ2ΩZ/CP1 ⊗ pi2O(2) on Z has a global section defining a
holomorphic symplectic form on each fiber of pi.
Now let Σ be a compact Riemann surface of genus g and ϕ : Σ → CP1 be a nonconstant
holomorphic map. We can either treat ϕ as a nonconstant meromorphic function ζ on Σ or as
a map ϕ = (α, β, γ) into S2 via the stereographic projection formula (3.1). By pulling back
the holomorphic fibration pi : Z → CP1 over ϕ : Σ → CP1, we get a holomorphic fibration
p : X = ϕ∗Z → Σ. As a complex manifold, X is topologically Σ ×M with a twisted complex
structure J0 = jΣ ⊕ (αIx + βJx + γKx). We have
Proposition 43. [14; 15; 16]
1. X has trivial canonical bundle if and only if
ϕ∗O(2) ∼= KΣ, (3.4)
where KΣ is the canonical bundle of Σ.
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2. Under (a), X is non-Ka¨hler with balanced metrics.
Definition 44. The condition (3.4) along with that ϕ is not constant map is called the “pullback
condition”, and such a pair (Σ, ϕ) is called a vanishing spinorial pair. The compact non-Ka¨hler
balanced Calabi-Yau 3-fold X we constructed above from a vanishing spinorial pair (Σ, ϕ) is called
a genus g generalized Calabi-Gray manifold.
Assuming the pullback condition, then S = ϕ∗O(1) is a square root of KΣ, which is known as
a theta characteristic in algebraic geometry, or a spin structure according to Atiyah [1]. Moreover,
the linear system associated to the line bundle S is basepoint-free.
Conversely, if we have a basepoint-free theta characteristic S on Σ, then we can choose s1, s2 ∈
H0(Σ, S) without common zeros and define a meromorphic function ϕ : Σ → CP1 by ϕ = s1/s2,
then ϕ satisfies the pull back condition.
3.2 Construction of vanishing spinorial pairs
Proposition 45. For any integer g ≥ 3, we can construct a vanishing spinorial pair (Σ, ϕ) such
that Σ has genus g. Indeed, one can take Σ to be a minimal surface of genus g in T 3 and ϕ to be
the calssical Gauss map of Σ.
Proof. Let F : Σ → T 3 be a closed (immersed) oriented surface of genus g in flat T 3 with local
flat coordinates x = (x1, x2, x3). Let (u, v) be local isothermal coordinates on Σ, then the induced
metric determines a complex structure on Σ and z = u + iv is a local holomorphic coordinates.
The induced metric on Σ can be written as
ds2 = ρ(u, v)(du2 + dv2) = ρ(z, z¯)dzdz¯. (3.5)
























where 〈·, ·〉 is the inner production on T 3. Moreover, the associated Ka¨hler form ωˆ can be defined
as
ωˆ = ρ(u, v)du ∧ dv = i
2
ρ(z, z¯)dz ∧ dz¯ (3.7)
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Locally, we can define

















3 = 0 (i.e., 〈Fz, Fz〉 = 0.)
It is well-known that F is a minimal immersion if and only if φ is holomorphic, or equivalently


















Assume now Σ is minimal and denote by Q the Fermat quadric
Q = {[φ1 : φ2 : φ3] ∈ CP2 : φ21 + φ22 + φ23 = 0} (3.10)
therefore, we get a holomorphic map ν : Σ→ Q given by
z = u+ iv 7→ [φ1(z) : φ2(z) : φ3(z)] (3.11)
and it does not depend on the choice of local isothermal coordinates. This map ν is known as
the tangential Gauss map. Q is indeed biholomorphic to CP1, whose biholomorphic map can be
constructed as follows:
[z1 : z2] 7→ [φ1 : φ2 : φ3] = [2z1z2 : z22 − z21 : −i(z21 + z22)]. (3.12)





φ2 − iφ3 (3.13)
Through the stereographic projection (3.1), the map ν indeed gives the classical Gauss map given
by the unit normal vector field.
Let O(1) be the positive generator of the Picard group of Q and H be the hyperplane line
bundle on CP2, then H
∣∣
Q
∼= O(2). Moreover, each φj can be thought of as a section of H, which
corresponds to a globally defined holomorphic 1-form νj = φjdz on Σ. From this, we see that
ν∗H ∼= KΣ.
By the work of W. Meeks [47] and M. Traizet [76], for every g ≥ 3, there exist minimal surfaces
of genus g in T 3. Conversely, it is an easy exercise in algebraic geometry that the existence of
vanishing spinorial pair implies that the genus is at least three. The above construction gives the
vanishing spinorial pairs we desire.
49
CHAPTER 3. HULL-STROMINGER SYSTEM ON GENERALIZED CALABI-GRAY
3-FOLDS
3.3 Hull-Strominger system on generalized Calabi-Gray 3-fold
Let µj be the pull-back of φj (where we view φj as sections of H
∣∣
Q





and the linear system generated by µ1, µ2, µ3 are basepoint-free. One can check that the 3-form Ω
defined by
Ω = µ1 ∧ ωI + µ2 ∧ ωJ + µ3 ∧ ωK (3.14)
is nowhere vanishing and holomorphic (3, 0)-form on X. Indeed, using local coordinate z on Σ and
ζ = z2/z1 on CP1, we have the local expression of Ω:
Ω = 2ϕdz ∧ ωI + (ϕ2 − 1)dz ∧ ωJ − i(1 + ϕ2)dz ∧ ωK (3.15)
A computation shows that Ω(∂z, v, x+ iJ0x) = 0 for all v, x ∈ TM .
Next, define
ωˆ = i(µ1 ∧ µ¯1 + µ2 ∧ µ¯2 + µ3 ∧ µ¯3) (3.16)
then ωˆ is a Ka¨hler metric on Σ. Again, using local coordinates z on Σ and ζ = z2/z1 on CP1, we
have
ωˆ = 2(1 + ϕϕ¯)2idz ∧ dz¯ (3.17)
A direct calculations shows that the Gauss curvature κ of ωˆ is given by
− κωˆ = i∂∂¯ log ρ = ϕ∗ωFS (3.18)
Since ϕ∗ωFS =
‖∇ϕ‖2
2 ωˆ, we get that
‖∇ϕ‖2 = −2κ,
hence ωˆ has non-positive Gauss curvature.
If we add in the hyperka¨hler fiber metrics of the fibration p : X → Σ, we get a natural Hermitian




= iΩ ∧ Ω¯. (3.19)
We know that ‖Ω‖ω0 is constant since ω30 = 6ωˆ ∧ volM , and iΩ∧ Ω¯ = 2ωˆ ∧ volM , where volM is the
volume form of (M, g). Furthermore, the balanced condition
d(ω20) = 0 (3.20)
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holds as well, therefore, ω0 solves the conformally balanced equation (1.12).
Let f : Σ→ R be any smooth function on Σ, and define the Hermitian metric
ωf = e
2f ωˆ + ef (αωI + βωJ + γωK) (3.21)
on X. For convenience of notation, we write ω′ = αωI + βωJ + γωK . Its exterior derivative is
dω′ = dα ∧ ωI + dβ ∧ ωJ + dγ ∧ ωK . (3.22)
Direct calculation shows
‖Ω‖ωf = e−2f‖Ω‖ω0
‖Ω‖ωfω2f = 2ef ||Ω||ω0ωˆ ∧ ω′ + 2volM = 2(ef − 1)‖Ω‖ω0ωˆ ∧ ω′ + ‖Ω‖ω0ω20
and ωf = e
2f ωˆ + efω′ solves the conformally balanced equation for arbitrary f .
Next, consider the anomaly cancellation equation (1.11). The curvature term Tr(Rmf ∧ Rmf )
with respect to the ansatz metric ωf is given by [13]




+ Tr(R′ ∧R′) (3.23)
where ‖∇ϕ‖2 = −2κ is with respect to ωˆ and R′ is the curvature form of the relative cotangent
bundle ΩX/Σ with respect to the metric induced from ω0. Therefore, the Tr(R
′∧R′) can be canceled










Fei shows [13] that the relative cotangent bundle solves the Hermitian Yang-Mills equation (1.10)
automatically for arbitrary ωf .
Proposition 46. Under our ansatz above and denoting by u = ef + α
′κ
2ef
, then ωf solves the Hull-
Strominger system if and only if the function u is in the kernel of the the operator Lϕ = gˆ
zz¯∂z∂z¯−κ
and u is positive at all ramification points of ϕ, where gˆzz¯ is the inverse of the metric ωˆ in local
coordinate z.
Proof. We want to solve the equation
i∂∂¯(uω′) = i∂∂¯u ∧ ω′ + i∂u ∧ ∂¯ω′ − i∂¯u ∧ ∂ω′ + u · i∂∂¯ω′ = 0 (3.25)
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Direct calculation [15] shows that
∂ω′ = ∂¯α ∧ ωI + ∂¯β ∧ ωJ + ∂¯γ ∧ ωK , (3.26)
∂¯ω′ = ∂α ∧ ωI + ∂β ∧ ωJ + ∂γ ∧ ωK , (3.27)
i∂∂¯ω′ = −i∂∂¯α ∧ ωI − i∂∂¯β ∧ ωJ − i∂∂¯γ ∧ ωK . (3.28)
The decomposition of dω′ (3.22) into its (2, 1) and (1, 2) parts can be seen by acting with the
complex structure J0 and using the following identities
J0ωI = (2α
2 − 1)ωI + 2αβωJ + 2αγωK , (3.29)
J0ωJ = (2β
2 − 1)ωJ + 2βαωI + 2βγωK ,
J0ωK = (2γ
2 − 1)ωK + 2γαωI + 2γβωJ ,
0 = α∂¯α+ β∂¯β + γ∂¯γ.
In fact, the above identities follow from the following facts:
ωI(I·, I·) = ωI , ωI(J ·, J ·) = ωI(K·,K·) = −ωI ,
ωI(I·, J ·) = ωI(J ·, I·) = ωJ , ωI(I·,K·) = ωI(K·, I·) = ωK ,
ωI(J ·,K·) = −ωI(K·, J ·) = g.
By definition, we have for any u, v ∈ TX,
J0ωI(u, v) = ωI
(
J0u, J0v) = ωI((αI + βJ + γK)u, (αI + βJ + γK)v
)
= (α2 − β2 − γ2)ωI(u, v) + 2αβωJ(u, v) + 2αγωK(u, v) (3.30)
This is exactly the equation (3.29) by noting that α2 + β2 + γ2 = 1. The identities for J0ωJ and
J0ωK follow similarly.
Next, a computation shows that α, β and γ all satisfy the equation
i∂∂¯v − κvωˆ = gˆzz¯∂z∂z¯vωˆ − κvωˆ = 0,
i.e., they live in the kernel of the operator Lϕ. Therefore,
i∂∂¯ω′ = −κωˆ ∧ ω′ (3.31)
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and the anomaly cancellation equation (1.11) is further reduced to
gˆzz¯∂z∂z¯u− κu = 0. (3.32)
Since at the ramification points of ϕ, we have κ = −12‖∇ϕ‖2 = 0, therefore, u = ef at those
points. For the solution to be smooth, we require that u > 0 at the ramification points of ϕ. This
completes the proof of the proposition.
3.4 Construction of solutions to the Hull-Strominger system
In this section, we give explicit construction of solutions to the Hull-Strominger system on the
generalized Calabi-Gray manifolds. We begin by stating our main result.
Definition 47. Let (Σ, ϕ) be a vanishing spinorial pair, we say it satisfies the hemisphere condition
if the branched points of ϕ on CP1 all lie in an open hemisphere.
Theorem 48 ([18]). Let (Σ, ϕ) be a vanishing spinorial pair with hemisphere condition satisfied.
Let Lϕ be as in Proposition 46, then we can construct a family of solutions of real dimension
dim kerLϕ to the Hull-Strominger system on the associated generalized Calabi-Gray manifold X.
Proof. As in Proposition (46), we have shown that to solve the Hull-Strominger system on the





zz¯uzz¯ − κu = 0.
(3.33)
Hence, it suffices to study the kernel of Lϕ. By the above discussion, we want to find a function u
in the kernel of Lϕ, such that u > 0 at all branch points of ϕ. This is grantueed by the hemisphere
condition.
In fact, if we identify CP1 with S2 by Stereographic projection (3.1), we can view ϕ = (α, β, γ)
as a map from Σ to R3. Then each function α, β, and γ will be in the kernel of Lϕ. Therefore,
dim kerLϕ ≥ 3. We denote by Vϕ the subspace of the kerLϕ spanned by α, β, γ. Since ϕ satisfies the
hemisphere condition, we can then find a linear combination of α, β, γ such that the hemisphere is
given by the region
{






> 0. With this choice of f , which is smooth and well-defined over Σ, we
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know that ωf = e
2f ωˆ + efω′ will solve the Hull-Strominger system on the associated generalized
Calabi-Gray manifold X.
Given any vanishing spinorial pair (Σ, ϕ), we can make the hemisphere condition hold by com-
posing ϕ with a suitable automorphism of CP1, since there exist Mo¨bius transformations on CP1
pushing all points on the south hemisphere to the north hemisphere. As consequence, there exist
vanishing spinorial pairs satisfying the hemisphere condition for every genus g ≥ 3 and the moduli
of curves with vanishing spinorial pairs satisfying the hemisphere condition is exactly the moduli of
curves with basepoint-free theta characteristics, which roughly forms a divisor in the moduli space
of curves [71].
In a joint work [17] with T. Fei, we give an upper bound estimate for the first eigenvalue of
−2Lϕ = −∆ + 2κ. Indeed, we prove the following
Theorem 49 ([17]). Let (Σ, g) be a closed surfaces and ∆ be the associated Laplace-Beltrami
operator of Σ and κ be the Gauss curature of Σ. Let λ1 be the first eigenvalue of the operator




















Proof. Let q > 0 be the first eigenfunction of the operator −∆ + 2κ, so we have
−∆q + 2κq = λ1q.
Fix two points on Σ, for any curve γ joining them, consider the functional
∫
γ v, where v is a
fixed positive function on Σ. Let γ be a minimizer of this functional, which always exists because
we can view it as a geodesic connecting the two given points under a conformally changed metric.
Denote by s the arc length parameter of γ. Let η = ϕ · n be a normal variational vector field along
γ, where n is a fixed unit normal vector field of γ and ϕ is a smooth function on γ vanishing at
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From the vanishing of the first variation, we get
vn + vτ = 0,







v′′ − vκ− 2vτ2 +∇2v(n, n)
))
ds ≥ 0









= v′′ + τvn = v′′ − τ2v,







v′′ − τ2v − κv
))
ds ≥ 0.
Let L be the operator given by
Lϕ = −vϕ′′ + ϕ(∆v − 1
2
v′′ − τ2v − κv),
then L is nonnegative. Let h > 0 be the first eigenfunction of L, hence we have
−vh′′ + h(∆v − 1
2





hv′′ ≤ h(∆v − τ2v − κv).
Now take v = qµ for some 0 < µ < 2. We have





hv′′ ≤ hv(κ(2µ− 1)− µλ1 − τ2) + µ(µ− 1)qµ−2|∇q|2h.
Notice that










































v−1v′′ = (log h+
1
2

















































































The best constant A is given by
4− 2µ
4− µ . So we get
(µλ1 −max ((2µ− 1)κ))
∫
γ





for any test function ψ.



















Because we have the freedom to choose the two endpoints of γ, we get the desired estimate.
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3.5 Anomaly flow over Riemann surfaces
In this section, we will consider the anomaly flow on the generalized Calabi-Gray manifolds and
reduce it to a nonlinear parabolic equation on the base Riemann surface Σ.
Recall that under our ansatz that ωf = e
2f ωˆ+efω′, ωf always satisfies the conformally balanced
equation, and a suitable choice of gauge bundle will guarantee the existence of Hermitian Yang-Mill
metric, so we need only consider the anomaly flow. Our goal is to find metrics of the same form
ωf (t) = e
2f(t)ωˆ + ef(t)ω′ that solves the anomaly flow (1.13) for some smooth function f(t) on Σ.
By the calculation above, we have











TrRmf ∧ Rmf − TrR′ ∧R′
)
= i∂∂¯(uω′) = (i∂∂¯u− κuωˆ) ∧ ω′ (3.38)
where u = ef + α
′κ
2ef





∆u · ωˆ = gˆzz¯∂z∂z¯u · ωˆ. (3.39)
where gˆzz¯ is the inverse of the metric ωˆ in local coordinate z. Pluging these equations into the






By rescaling ef (x, s) = ef (x, 2t), we can remove the factor of 2 on the left, and get
∂te






Since u = ef + α
′
2 κe

















Note that if ωf solves the Hull-Strominger system, then u must be in the kernel of Lϕ, so the
stationary points of this flow are solutions to the Hull-Strominger system.
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this is a parabolic equation of u, and by the shortime existence of standard parabolic theory, we
know that u exists for short time, and we can solve for ef once we have u. Then ef will solve the
evolution we desire. The short time existence of the above flow could also be seen if one write down
the equation in terms of f , which will be a nonlinear parabolic equation in f . In the following








= azz¯gz¯z, and the
evolution equation of u can be written as
ut = a
zz¯uzz¯ − κazz¯ gˆz¯zu (3.43)
We will next give some general properties of this parabolic equation (3.41). We recall the convention
that norms and integrals are taken with respect to the background metric ωˆ.
3.5.1 Maximal time of existence
First, let’s consider the maximal time of existence for the flow, and we are going to show that as
long as e−f stays bounded, the flow exists.
Theorem 50. Suppose a solution to the evolution equation (3.41) exists on a time interval [0, T )
with T < ∞. If sup
Σ×[0,T )
e−f < ∞, then the solution can be extended to an interval [0, T + ) for
some  > 0.





zz¯uz¯z − κazz¯ gˆz¯zu
Since sup
Σ×[0,T )
e−f <∞, there exists Λ > 0 such that gˆzz¯ ≤ azz¯ ≤ Λgˆzz¯, thus the evolution equation
of u is uniformly parabolic on [0, T ). We also know that ||u||L∞ < ∞ since e−f is bounded. By
standard parabolic Krylov-Safonov theory, we have
||u||Cα,α/2 <∞
which in turn implies that ef , azz¯ ∈ Cα,α/2. By Schauder theory, we get that
||u||C2+α,1+α/2 <∞.
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Hence we can find a subsequence ti → T such that u(·, ti)→ uT and ef(·,ti) → efT for some function
efT and uT at least in L
∞ sense, therefore we know that uT = efT + α
′
2 e
−fT κ still holds. Now we can
continue the flow of u using the initial data uT . To solve for e
f from u, then only condition we need
is u > 0 wherever κ = 0. This is satisfied at t = T since efT ≥ δ > 0, and it is an open condition,
so it must be also satisfied for some small ε > 0, this completes the proof of the theorem.
3.5.2 Monotonicity of energy











where the integrals are taken with respect to the volume form ωˆ, which we will omit in the future
if it is clear from the context.
Proposition 51. Along the flow (3.42), the energy I(u) is monotonically non-increasing.
















κe−2f )(gˆzz¯uz¯z − κu)2 ≤ 0
Hence, along the flow, the energy I(u) is monotonely non-increasing.
3.5.3 Conservation law
Proposition 52. Assume ef solves the nonlinear parabolic flow (3.41). Let φ be any function in
the kernel of Lϕ = gˆ
zz¯∂z∂z¯ − κ, then the integral
∫
Σ e








fγ are preserved along the flow.
Proof. Taking derivative of
∫


















This vanishes because φ is in the kernel of the operator Lϕ. The last statement follows immediately
from the fact that α, β, and γ are all in the kernel of Lϕ.
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3.5.4 Finite time singularity








< 8α′pi2(g − 1)2,
where g is the genus of Σ, then the flow will develop finite time singularity.









κ = 4pi(g − 1).




























= 16pi2(g − 1)2.





and let K = supX(−κ) > 0, then
d
dt







A2 ≤ 2KA2 − 16α′pi2(g − 1)2 (3.44)
From this inequality we see that if A(0) is sufficiently small such that
KA(0)2 < 8α′pi2(g − 1)2, (3.45)







CHAPTER 3. HULL-STROMINGER SYSTEM ON GENERALIZED CALABI-GRAY
3-FOLDS
In fact, by solving the ordinary differential equation, we have the estimate
KA(t)2 ≤ 8α′pi2(g − 1)2 − e2Kt (8α′pi2(g − 1)2 −KA(0)2) (3.46)
and equation (3.41) develops singularity at finite time.













If initially, one of the right hand side is positive, then we have A(t) =
∫
Σ e
f ≥ a > 0, for some a > 0.
Combining this with the estimate (3.46) of A(t) above, we know that the singularity must occur
before A(t) goes to zero. With the propostion on maximal time of existence we showed previously,
we know that ef must go to 0 at some point as t approaches the maximal existence time T .
3.6 Large initial data
In this section, we will study the “large intitial data” case, a class of initial data where the flow
(3.41) on a vanishing spinorial pair (Σ, ϕ) exists for all time. We will show the long-time existence
and convergence (after rescaling) for this flow. Unfortunately, the rescaled flow does not converge to
a solution to the Hull-Strominger system, however it will collapse the metric on every fiber M . This
collapsing also rises in Ka¨hler-Ricci flow (see [66; 67; 73; 23; 68; 75; 27; 79]) and other geometric
flows in complex geometry such as Chern-Ricci flow and conical Ka¨helr-Ricci flow (see [74; 12; 81;
10].)
Since −κ ≥ 0, an application of the maximum principle to (3.42) shows that the condition u ≥ 0





Solutions in this region will be said to have large initial data, and in this section we will analyze
these solutions.
Theorem 55. Suppose u(x, 0) ≥ 0, or equivalently (3.47), and start the anomaly flow (3.41). Then
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smoothly, where q1 is the first eigenfunction of the operator −Lϕ with normalization q1 > 0 and
‖q1‖L2(Σ,ωˆ) = 1.
We note that if u(x, 0) ≥ 0 at the initial time, then by the strong maximum principle, for t > 0
we have u(x, t) > 0. Indeed, let B  1 be such that 2(−κ)−B ≤ 0. Let uB = e−Btu. Then using
the evolution of u (3.42) we obtain the evolution of uB:
∂tuB − azz¯∂z∂z¯uB −
(






By (3.47) and choice of B, we have(






Therefore we may apply the strong maximum principle [54] to conclude either uB > 0 for all t > 0
or uB ≡ 0. But u cannot be identically zero by its definition, since at a branch point p of ϕ we
have κ(p) = 0 and u(p) = ef (p). This implies u > 0 for all t > 0.
Therefore, after only considering times greater than a fixed small time t0 > 0, we may assume





(−κ) + δ. (3.48)
for some δ > 0. This provides a uniform upper bound for e−f , and we can apply the long-time
existence criterion (Theorem 50) to conclude that the flow exists for all time t ∈ [0,∞).
Though we now have a solution for all time t ∈ [0,∞), we will obtain more refined estimates to
understand its behavior at infinity. In the following sections, we use the standard convention that
constants C depending on known quantities may change line by line.
3.6.1 Integral growth
Let q1 be the first eigenfunction of the operator −Lϕ with eigenvalue λ1. It is well-known that
q1 > 0 and λ1 < 0. To avoid sign confusion, we let 0 < η = −λ1, then we have Lϕq1 = ηq1. Our




Proposition 56. Let δ > 0, and start the flow with u(x, 0) > 2δ. Then there exists a constant




ef ≤ Ceηt. (3.49)
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Since q1 > 0 on Σ, we obtain the desired estimate.
3.6.2 Estimates
In this section, we obtain more precise estimates for u as t→∞.
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Proposition 57. Suppose u > 2δ at t = 0. There exists T > 0 and C > 1 depending on (Σ, ϕ), α′











Proof. Since u = ef + α
′
2 e
−fκ, by the growth of
∫
Σ e
f (3.49) and the upper bound of e−f (3.48),
we have










u ≤ Ceηt. (3.50)
The desired estimate follows.
Proposition 58. Start the flow with u(x, 0) > 2δ. Then there exists T > 0 and C > 1 depending












for all t ≥ T .
Proof. Fix t0 ∈ (T,∞), where T is as in Proposition 57. For the following arguments, we will
assume that T  1. Let n be a real number such that t0 ∈ [n+ 12 , n+ 1]. As before, we have
(∂t − azz¯∂z∂z¯) e−B(t−t0)u ≤ 0,
for B ≥ 2 supΣ |κ| and gˆzz¯ ≤ azz¯ ≤ Λgˆzz¯. By the local maximum principle [44, Theorem 7.36], for











Let us take p = 1, and center this coordinate chart around a point p ∈ Σ where u(x, t0) attains its
maximum. Since
∫
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It follows that for all t > T , then
C−1‖u‖L1(Σ)(t) ≤ ‖u‖L2(Σ)(t) ≤ C‖u‖L1(Σ)(t).
Hence by Proposition 57, ‖u‖L2(Σ) is also comparable at all nearby times. Stated explicitly, for
t1, t2 ≥ T and |t2 − t1| ≤ 1, then
C−1‖u‖L2(Σ)(t2) ≤ ‖u‖L2(Σ)(t1) ≤ C‖u‖L2(Σ)(t2). (3.52)
Next, choosing t0 ∈ (T,∞) and t0 ∈ [n, n+ 1], we observe
(∂t − azz¯∂z∂z¯) eB(t−t0)u ≥ 0.
Cover Σ with finitely many local coordinate balls Ui. By the weak Harnack inequality [44, Theorem











Suppose the infimum of eB(t−t0)u on Σ× [n, n+ 1] is attained in U1. Let U2 be another chart such






















There exists a uniform m0 > 0 depending on the covering Σ ⊆
⋃
Ui such that after applying this











































By (3.52), we see that
∫
Σ u









We have established that for t ≥ T ,
C−1 ≤ v(x, t) ≤ C.
We now obtain uniform higher order estimates for v.
Proposition 59. Suppose u > 2δ at t = 0. There exists T > 0 depending on (Σ, ϕ), α′ and δ with
the following property. For each k, there exists Ck > 0 depending on (Σ, ϕ), α
′ and δ such that the
normalized function v = u/‖u‖L2(Σ) can be estimated by
‖v‖Ck(Σ)(t) ≤ Ck,
for any t ∈ (T,∞).






By (3.52), we have the estimate
C−1 ≤ w(x, t) ≤ C
for t ∈ [n, n+ 1] and w satisfies
∂tw − azz¯wz¯z + (κazz¯ gˆz¯z)w = 0, gˆzz¯ ≤ azz¯ ≤ Λgˆzz¯, 0 ≤ (−κazz¯ gˆz¯z) ≤ Λ.
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By the Krylov-Safonov theorem [41; 42], there exists γ > 0 such that
‖w‖Cγ,γ/2(Σ×[n,n+1]) ≤ C.
The Ho¨lder norm of ef = 12(u+
√
u2 − 2α′κ) on Σ× [n, n+ 1] can now be estimated by a constant
times ‖u‖L2(Σ)(t0). For x, y in the same coordinate chart and t, s ∈ [n, n+ 1], we have








Thus we have ‖e−f‖Cγ,γ/2(Σ×[n,n+1]) ≤ C. This implies a Ho¨lder estimate for azz¯, and we may apply
Schauder estimates [40] to bound w uniformly in C2+γ,1+γ/2(Σ× [n, n+1]). Higher order estimates
follow by a bootstrap argument.
We have obtained estimates on spacial derivatives of u on the time interval [n, n+ 1] in terms
of ‖u‖L2(Σ)(t0). By (3.52), it follows that ‖v‖Ck(Σ)(t) ≤ Ck uniformly.
Our last estimate concerns the function f , and is a consequence of our work so far.
Proposition 60. Suppose u > 2δ at t = 0. There exists T > 0 depending on (Σ, ϕ), α′ and δ with
the following property. For each integer k, there exists Ck > 0 depending on (Σ, ϕ), α
′ and δ such
that on (T,∞),
e−f ≤ C0e−ηt, ‖∇kf‖L∞(Σ×(T,∞)) ≤ Ck for k ≥ 1. (3.54)





By (3.50), for all t ≥ T , we have e−f ≤ Ce−ηt. Next, by the definition of u in terms of f , we note
the identity




Combining Proposition 58 and Proposition 59, we have a uniform bound for
∂zu
u
, and a lower
bound for u. It follows that ∂zf is uniformly bounded. Further differentiating the identity above
gives higher order estimates of f .
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3.6.3 Convergence
With the estimates obtained in the previous section, we can now show the convergence of the
normalization of ef along the flow, for initial data satisfying u(x, 0) > 2δ.
From the definition of v (3.53) and the evolution of u (3.42), we have the following evolution
equation
∂tv = (1− α
′
2














(gˆzz¯vz¯z − κv). (3.55)























































2 = 1, we see that
∫











(κe−2f )(gˆzz¯vz¯z − κv) vt.
By Proposition 59, we have ‖v‖C2(Σ)(t) ≤ C along the flow. By (3.55), we see that vt is also
uniformly bounded along the flow. By (3.54), it follows that there exists T > 0 such that for all













We claim that as t→∞, we have that ∫Σ v2t → 0. Suppose this is not the case. Then there exists













t ≥ /2 on [tn − δ, tn + δ]. Using (3.56), we obtain
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and we see that I(v)(s) is not bounded below as s→∞, which is a contradiction.
We can now show that v converges smoothly to q1, the first eigenfunction of the operator
−Lϕ = −gˆzz¯∂z∂z¯ + κ. Indeed, suppose this does not hold. Then there exists a sequence of ti →∞
such that after passing to a subsequence we have v → v∞ smoothly and v∞ 6= q1. Applying
Proposition 59 to the expression for vt (3.55), we may use the Arzela-Ascoli theorem and assume




t → 0, we conclude that vt(ti) → 0.
Letting ti →∞ in the evolution equation of v (3.55), we see that






v∞ > 0, ‖v∞‖L2(Σ) = 1.
This identifies v∞ as q1, a contradiction.














3.6.4 Collapsing of the hyperka¨hler fibers
In the previous section, we gave the proof of Theorem 55. We would like to interpret this theorem
geometrically. On the threefold X, we are studying the evolution of the metric ωf = e
2f ωˆ + efω′
under the anomaly flow. By (3.37), if we assume
∫



















We see that if u(x, 0) ≥ 0, then as t → ∞ the hyperka¨hler fibers are collapsing and the rescaled













) converges to (Σ, q21 ωˆ) in the Gromov-
Hausdorff sense; this statement can be found in ([72, Theorem 5.23]).
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The anomaly flow has produced a limiting metric ωΣ = q
2
1 ωˆ which can be associated to a
vanishing spinorial pair (Σ, ϕ). Its curvature is given by
−i∂∂¯ logωΣ = −(2ηq−21 )ωΣ + ϕ∗ωFS + 2iq−21 ∂q1 ∧ ∂¯q1.
3.6.5 Small curvature condition
It was shown in [62] that the anomaly flow exists for a short-time if |α′Rmωf0 | is small initially.
In this subsection, we show that under the reduction of the anomaly to the Riemann surface, our
long-time existence result (Theorem 55) can be interpreted as the condition
|α′Rmωf |  1
being preserved under the flow (3.41).
The first step is to compute |Rmωf | in terms of f . Based on the complicated calculation in [15;
13], one can compute directly that
|Rmωf | ∼ e−2f + e−2f |∂f |+ e−2f |∆ωˆf |.









initially, hence we have long-time existence. Moreover by Proposition 60, we deduce that the
condition |α′Rmωf |  1 is ultimately preserved under the flow and in fact this quantity decays
exponentially. Hence we have proved Theorem 7.
In [59], it is shown that the anomaly flow with α′ = 0 exists as long as |Rm|2 + |DT |2 + |T |4
remains bounded. Here T is the torsion tensor associated to the Chern connection. For our reduced
flow (3.41) on Riemann surfaces with α′ > 0, a similar calculation indicates that
|Rm|2 + |DT |2 + |T |4 ∼ e−4f + e−4f |∂f |4 + e−4f |∇2f |2.
If this quantity is bounded, then in particular e−f remains bounded, and by Theorem 50 the flow
can be extended. This observation suggests the possibility of generalizing the long-time existence
criterion in [59] to the case when α′ > 0.
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3.7 Further directions










which comes from the reduction of the anomaly flow to a Riemann surface. From previous sections,
we see that the behavior of this parabolic equation is very sensitive to the initial data. Indeed, for
large initial data, we have the long-time existence of solutions, however the flow does not converge
without normalization. In fact, in the large initial data case, the solution grows exponentially
without normalization. On the other hand, the flow will develop a finite time singularity if the
initial data ef(0) is small in the L1-sense. This leaves a region of medium initial data, where we
have stationary points of the flow, which are the solutions to the Hull-Strominger system found in
[18]. Therefore, it is desirable to understand the behavior of this flow with medium initial data.
A subtle issue in this case is that there is an obstruction to the existence of stationary points,
which comes from the “hemisphere condition” in our previous work [18]. Moreover, this hemisphere
condition controls the Morse index of the Jacobi operator −2Lϕ = −∆ωˆ + 2κ, which in turn gives
us information about the number of unstable directions of the linearized operator of our flow at
stationary points.
In principle, the obstruction of the hemisphere condition should be detected by a purely ana-
lytical understanding of our flow. Moreover, there is a kind of “surgery” given by composition with
automorphisms of CP1 (a special form of reparametrization), which allows us to continue the flow
if we encounter a singularity due to the hemisphere obstruction. This phenomenon reminds us of
Hamilton’s Ricci flow [30; 32; 8; 70; 64] and it is an interesting problem to characterize the above geo-
metric picture by the analytical theory of PDE. Meanwhile, the freedom of reparametrization is also
related to the moduli space of solutions, which is of great importance from both mathematical and
string-theoretical points of view. Whether a given 3-fold admits a solution of the Hull-Strominger
system is still a wide open question at this moment. This question is potentially of great interest in
complex geometry, as a solution can be interpreted as a canonical metric in a non-Ka¨hler setting.
Thus it is a natural to ask whether the existence of solutions can also be related to a suitable notion
of stability, as was the case for constant scalar curvature metrics in Ka¨hler geometry (see e.g. [65;
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