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THE STOCHASTIC AIRY OPERATOR
AT LARGE TEMPERATURE
LAURE DUMAZ AND CYRIL LABBÉ
ABSTRACT. It was shown in [J. A. Ramírez, B. Rider and B. Virág. J. Amer. Math. Soc. 24 919-944
(2011)] that the edge of the spectrum of β ensembles converges in the large N limit to the bottom of
the spectrum of the stochastic Airy operator. In the present paper, we obtain a complete description of
the bottom of this spectrum when the temperature 1/β goes to∞: we show that the point process of
appropriately rescaled eigenvalues converges to a Poisson point process on R of intensity exdx and that
the eigenfunctions converge to Dirac masses centered at IID points with exponential laws. Furthermore,
we obtain a precise description of the microscopic behavior of the eigenfunctions near their localization
centers.
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1. INTRODUCTION
Consider the law of N interacting particles µ1 > . . . > µN given by the density:
(1)
1
ZβN
∏
i<j
|µi − µj |βe−
β
4
∑N
i=1 µ
2
i ,
where β > 0 is an inverse temperature and ZβN is a partition function. This law is usually referred
to as the (Gaussian) β-ensemble. In the special cases β = 1, 2 and 4, this measure coincides with
the law of the eigenvalues of the Gaussian Orthogonal, Unitary and Symplectic ensembles, which
are laws of random matrices invariant under conjugation with respectively orthogonal, unitary and
symplectic matrices. However, the connection with random matrices is not restricted to these three
particular values of β: Dumitriu and Edelman [DE02] showed that for any β > 0, one can build a
symmetric, tridiagonal random matrix whose eigenvalues distribution is given by (1).
The repulsion between particles increases with the parameter β: in particular, for fixed N and β
goes to 0, the particles, multiplied by
√
β, converge in law to N IID Gaussian random variables.
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2 LAURE DUMAZ AND CYRIL LABBÉ
The behavior of these ensembles when N goes to infinity and the inverse temperature β is sent to
zero has been the subject of recent works. In [BGP15] the regime where N goes to infinity and β
goes to 0 but Nβ remains constant is considered: the local statistics in the bulk of the spectrum are
shown to converge to a Poisson point process. In [NT18] an alternative proof of this convergence is
presented and the intensity measure of the Poisson point process is given explicitly. Let us also cite
the work [Pak19] where it is shown that for Nβ → 0 the bottom of the spectrum, properly rescaled,
converges to a Poisson point process.
In the present work, we consider the case where N goes to infinity first, and then β is sent to
0: loosely speaking, we are in the case where Nβ goes to infinity. We prove the convergence of
the bottom of the spectrum, properly rescaled, to a Poisson point process and also a localization
phenomenon for the corresponding eigenfunctions. We believe that our strategy of proof could be
adapted to treat the case where β is sent to 0 slowly enough with N .
The scaling limit of the edge of the β-ensemble, in the regime where N goes to infinity and β > 0
is fixed, was obtained by Ramírez, Rider and Virág [RRV11]. They showed that for any k ≥ 1,
the k-dimensional vector
(
N1/6(2
√
N − µi); i = 1 . . . k
)
converges in distribution to the k lowest
eigenvalues of the following random operator called Stochastic Airy Operator (SAO)
(2) Aβ = −∂2x + x+
2√
β
ξ , x ∈ (0,∞) ,
endowed with homogeneous Dirichlet boundary condition at x = 0. The potential ξ appearing in this
operator is a white noise on (0,∞), that is, the derivative in the sense of distributions of a Brownian
motion. This operator is self-adjoint in L2(0,∞) with pure point spectrum µ1 < µ2 < . . . of
multiplicity one and the corresponding eigenfunctions (ψk)k≥1, normalized in L2(0,∞), are Hölder
functions of regularity index 3/2−, see [RRV11, Gau19].
Up to rescaling the eigenvalues / eigenfunctions appropriately (see Remark 1.1 below), it is equiv-
alent to consider the operator
Lβ = −∂2x +
β
4
x+ ξ , x ∈ (0,∞) ,
endowed with homogeneous Dirichlet boundary condition at x = 0. For simplicity, we will also
call Lβ the Stochastic Airy Operator: this will not cause any confusion in the sequel. We denote by
λ1 < λ2 < . . . its eigenvalues and (ϕk)k≥1 the associated normalized eigenfunctions. The asymptotic
behavior of Lβ as β ↓ 0 will rely on the deterministic quantity L = Lβ defined by
Lβ :=
1
β
(
3
8 ln 1/β
)1/3 .(3)
Notice that L → ∞ when β → 0, and that β 7→ L is injective on (0, β0) for some β0 > 0. We will
also rely on a deterministic function aL, whose precise definition will be given later on (see (18)) and
whose asymptotic behavior is given by aL ∼ (3/8 lnL)2/3 as L→∞.
In [AD14], the asymptotic behavior as β ↓ 0 of the first eigenvalue λ1 of Lβ was studied: using
a representation (originally introduced in [RRV11]) of the eigenvalues / eigenfunctions in terms of a
family of time-inhomogeneous diffusions, it was shown that λ1 ∼ −aL and that −4√aL(λ1 + aL)
converges to a Gumbel law. The convergence of the joint law of the smallest eigenvalues towards a
Poisson point process was left as a conjecture.
In the present paper, we obtain a complete description of the bottom of the spectrum of Lβ when
β ↓ 0. We show that the properly rescaled eigenvalues converge to a Poisson point process with
explicit intensity, and that the eigenfunctions converge to Dirac masses localized at IID points with
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exponential distribution. Furthermore, we obtain a precise description of the microscopic behavior of
the eigenfunctions near their localization centers.
To state precisely our results, we letUk be the first point in (0,∞) where |ϕk| reaches its maximum.
We also build probability measures on (0,∞) from the rescaled eigenfunctions:
mk(dx) := Lϕ
2
k
(
xL
)
dx , x ∈ (0,∞) .
Our first main result is the following.
Theorem 1. As β ↓ 0, we have the following convergence in law(
4
√
aL(λk + aL), Uk/L,mk
)
k≥1
=⇒
(
Λk, Ik, δIk
)
k≥1
,
where (Λk, Ik)k≥1 are the atoms of a Poisson point process on R× R+ with intensity exe−tdx⊗ dt.
Here convergence takes place in the set of sequences of elements in R×R+×P(R+) endowed with
the product topology, where P(R+) is the space of probability measures on R+ endowed with the
topology of weak convergence.
A natural question is then to determine the length scale of localization, together with the behavior
of the eigenfunctions near their localization centers. This is the content of our next result, which relies
on the following notations. We set for x ∈ R
hk,β(x) :=
√
2
a
1/4
L
ϕk
(
Uk +
x√
aL
)
, bk,β(x) :=
1√
aL
(
B(Uk +
x√
aL
)−B(Uk)
)
,
where B(x) :=
´ x
0 ξ(dy). We also define h(x) = 1/coshx and b(x) = −2 tanh(x) for all x ∈ R.
Theorem 2. For every k ≥ 1, the random processes hk,β, bk,β converge to h, b in probability locally
uniformly on R.
More can be said on the eigenfunctions. First, they decay at the exponential rate
√
aL from their
localization centers. Second, if we let 0 = z0 < z1 < . . . < zk−1 < zk =∞ be the zeros of ϕk and if
we let `∗ be such that the localization center Uk lies in [z`∗−1, z`∗], then on every [zi−1, zi] with i < `∗
(resp. i > `∗) the function ϕk admits a local maximum which is very close to the localization center of
some eigenfunction ϕj with j < k and which is also very close to zi (resp. to zi−1). These estimates
can be established using the material presented in this article but with some additional effort: we
chose not to include their proofs in the present paper, but we refer the interested reader to [DL19]
where similar results were established for the continuous Anderson Hamiltonian.
Remark 1.1. One can couple the two operators Aβ and Lβ and get the almost sure identities:
λk = (β/4)
2/3µk , ϕk(x) = (β/4)
1/6ψk(x(β/4)
1/3) , x ∈ (0,∞) .
Setting cβ := ( 32β ln
1
piβ )
2/3 and letting Ek be the point where |ψk| reaches its maximum, Theorem 1
then reads (
β
√
cβ(µk + cβ), Ekβ
√
cβ,mk
)
k≥1
=⇒
(
Λk, Ik, δIk
)
k≥1
,
and the limit is the same as in the statement of the theorem. Furthermore, if one takes
hk,β(x) :=
√
2
c
1/4
β
∣∣∣ψk(Ek + x√
cβ
)∣∣∣ , bk,β(x) := (β/4)1/6√
cβ
(
W
(
Ek +
x√
cβ
)
−W
(
Ek
))
,
where W is the Brownian motion associated to the white noise that drives Aβ , then the statement of
Theorem 2 still holds.
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2. THE RICCATI TRANSFORM AND THE STRATEGY OF PROOF
It was shown in [RRV11, Section 3] that the study of the eigenvalues / eigenfunctions of Aβ could
be carried out at the level of a family of diffusions obtained through the so-called Riccati transform.
The same transform can be applied to Lβ and this yields the following family of diffusions
(4) dZa(t) = (a+
β
4
t− Za(t)2)dt+ dB(t) , Za(0) = +∞ , a ∈ R ,
with the Brownian motion B introduced above. This is a time-inhomogeneous diffusion that evolves
in the potential
V (t, x) =
x3
3
−
(
a+
β
4
t
)
x .
At any time t ≥ 0 and for a > 0, this potential has a local minimum at x =
√
a+ β4 t and a local
maximum at x = −
√
a+ β4 t: the region in between these two points will be referred to as the barrier
of potential since the diffusion feels a very strong drift there.
The diffusion Za may explode to −∞ in finite time: it then restarts immediately from +∞. It is
shown in [RRV11, Section 3] that almost surely for every k ≥ 1, the event {λk ≤ −a} coincides with
the event {Za explodes to −∞ at least k times}, and that we have
ϕ′k
ϕk
(t) = Z−λk(t) , ∀t ≥ 0 .
The map ϕk 7→ Z−λk is usually referred to as the Riccati transform.
FIGURE 1. A typical realization
of the diffusion Za. Note that it
spends most of its time near the
curve
√
a+ β4 t, takes a very short
time to come down from infinity,
and does not spend much time near
the curve −
√
a+ β4 t.
FIGURE 2. A typical realization of
the Riccati transform χ1 of the first
eigenfunction. After having crossed
the barrier of potential, the process os-
cillates forever around −
√
−λ1 + β4 t.
Note that this behavior is unlikely for
the diffusion Za.
2.1. Strategy of proof. To prove the convergence of the eigenvalues, the main step consists in show-
ing that, for any p ≥ 1 and any disjoint intervals [ai, bi], i = 1, . . . , p, the numbers of rescaled
eigenvalues that fall into [ai, bi] converge to independent Poisson r.v. with intensities
´ bi
ai
exdx. To
that end, we subdivide the time-interval [0,∞) of the diffusions into 2n intervals [tnjL, tnj+1L) with
0 = tn0 < . . . < t
n
2n = ∞. We consider the stochastic Airy operator restricted to every such interval
and endowed with Dirichlet b.c. We then show that with large probability in the large L and n limit:
(1) each restricted SAO has at most one (rescaled) eigenvalue that lies in some interval [ai, bi],
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(2) the number of (rescaled) eigenvalues in [ai, bi] for the SAO equals the sum of the number of
(rescaled) eigenvalues in [ai, bi] of the restricted SAO’s.
Since the restricted SAO’s are independent from each other, and since we are able to estimate the
probability that they have one eigenvalue in [ai, bi], a standard argument (see Lemma 5.2) yields
convergence towards a vector of independent Poisson laws. The proof of the convergence of the
eigenvalues is presented in Subsection 5.1 and relies on a technical result established in Section 4:
these two parts can be read independently of the rest of the paper.
To prove the statements about the eigenfunctions, we observe that it suffices to prove their equiva-
lent versions at the level of the Riccati transforms of the eigenfunctions: therefore, we only deal with
the random processes χk := Z−λk . For simplicity, let us explain only the case k = 1 in this introduc-
tion (the behavior of the next ones is illustrated on Figure 3). We will show that χ1 comes down from
infinity very quickly, then oscillates for a time of order L around the curve
√
−λ1 + β4 t and, at some
point, crosses the “barrier of potential” to reach the curve −
√
−λ1 + β4 t and then oscillates forever
around this latter curve. This is illustrated on Figure 2. Moreover, the process crosses the barrier of
potential by staying very close to a deterministic curve given by a hyperbolic tangent.
Inverting the Riccati transform, one deduces that ϕ1 has exponential growth (resp. decay) when χ1
oscillates around
√
−λ1 + β4 t (resp. around −
√
−λ1 + β4 t), and that the crossing of the barrier cor-
responds to the inverse of a hyperbolic cosine. It is striking to compare this behavior with that of a
“typical” realization of the diffusion Za for a fixed parameter a, see Figures 1 and 2: the diffusion
Za would not spend time around the curve −
√
−λ1 + β4 t as it corresponds to an unstable line of its
(time-inhomogeneous) potential.
To prove the above assertions, we need two preliminary results. First of all, we establish that L
defined in (3) is indeed the relevant length scale at which the eigenfunctions are localized and that
its associated value aL (see (18)) is the order of magnitude of the eigenvalues. This is carried out by
showing that a diffusion Za with a close enough to aL explodes finitely many times and that all its
explosion times are of order L with large probability, uniformly over all β small enough. This is a
delicate result that relies on approximations of the time-inhomogeneous diffusion Za by some time-
homogeneous ones. In particular, an important part of the paper is devoted to prove that the diffusions
Za with a close enough to aL typically do not explode after a time CL for some large constant C, see
Section 4.
Second, to obtain a precise description of the eigenfunctions, we rely on the monotonicity of the
diffusions: if for a < a′, the diffusion Za explodes once and Za′ never explodes, then χ1 is squeezed
in between these two diffusions until the explosion time of the former. To carry on the analysis after
this explosion time, we apply a similar strategy but backward in time.
We start by showing that there exists a unique process Zˆa that solves
dZˆa(t) = (a+
β
4
t− Zˆa(t)2)dt+ dB(t) , Zˆa(+∞) = −∞ .
We also show that the diffusion Za converges to either +∞ or−∞when t→∞, and that in the latter
case it necessarily coincides with Zˆa. This provides an alternative characterization of the eigenvalues:
−a is an eigenvalue if and only if Zˆa(0) = +∞. We refer to Theorem 3 and Corollary 3.3.
Building on these backward diffusions, we then track χ1 backward in time by squeezing it in between
two diffusions Zˆa and Zˆa′ . Then, an important part of our proof is devoted to patching together the
forward and backward controls that we have on χ1.
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FIGURE 3. A typical realization of the third eigenfunction upon Riccati transform Y3. Until
the second crossing of the barrier of potential, the process is similar to Za. Then, it is similar
to the backward diffusion Zˆa.
2.2. Connection with the Anderson Hamiltonian. As mentioned above, an important tool in our
approach is a discretization scheme which boils down to comparing the original SAO with indepen-
dent, restricted SAO’s. It turns out that the interval lengths on which we consider the restricted SAO’s
will be of order 2−nL: at such a scale, the term (β/4)x in the expression of the operator is essentially
constant. Therefore, it is tempting to (and we will) approximate any such restricted SAO by the so-
called Anderson Hamiltonian (shifted by a constant c that approximates (β/4)x on the corresponding
interval I):
H := −∂2x + c+ ξ , x ∈ I ,
endowed with Dirichlet b.c. Actually, this approximation will be made at the level of the Riccati
transforms, see Section 6.
In a recent work [DL19] we obtained a complete description of the bottom of the spectrum of
the Anderson Hamiltonian when the size of the underlying interval goes to ∞. In particular, we
showed that the smallest eigenvalues converge to a Poisson point process of intensity exdx and the
corresponding eigenfunctions are localized at some IID uniform points and are close to the inverse
of a hyperbolic cosine near their localization centers. The present results can therefore be seen as a
time-inhomogeneous extension of those in [DL19].
2.3. Organization of the paper. In Section 3, we construct the backward diffusions needed for the
study of the eigenfunctions. In Section 4, we prove the convergence of the point process of explosion
times of Za towards a Poisson point process. In Section 5 we present the proofs of the main theorems.
The reader interested in the sole convergence of the eigenvalues can skip Section 3, and will find all
the arguments in Section 4 and Subsection 5.1. Several technical estimates are postponed to Section 6.
Let us mention that our proof relies on many estimates from [DL19], sometimes in a slightly different
form: in order not to clutter the presentation, we tried to keep the number of references to [DL19] to
a minimum in Sections 3, 4 and 5.
Acknowledgements. The work of LD is supported by the project MALIN ANR-16-CE93-0003. The
work of CL is supported by the project SINGULAR ANR-16-CE40-0020-01.
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3. CONSTRUCTION OF THE BACKWARD DIFFUSIONS
As mentioned in the previous section, the diffusions defined in (4) play an important rôle in the
study of the eigenfunctions. The present section is devoted to introducing the associated backward
diffusions, as they will be instrumental in proving the localization of the eigenfunctions. In the whole
section, the parameter β > 0 (or equivalently, the parameter L) is fixed.
For any a ∈ R, and for any space-time point (t0, x0) ∈ R+ × R one can consider the forward
diffusion that starts from x0 at time t0
(5)
{
dZ
(t0,x0)
a (t) = (a+
β
4 t− Z
(t0,x0)
a (t)2)dt+ dB(t) , t > t0 ,
Z
(t0,x0)
a (t0) = x0 ,
but one can also consider the backward diffusion that ends at x0 at time t0
(6)
{
dZˆ
(t0,x0)
a (t) = (a+
β
4 t− Zˆ
(t0,x0)
a (t)2)dt+ dB(t) , t ∈ [0, t0) ,
Zˆ
(t0,x0)
a (t0) = x0 .
Concatenating these two paths, one obtains a trajectory that coincides with Z(0,x)a for x = Zˆ
(t0,x0)
a (0).
Note that it is natural to consider the backward diffusion with time run backward. Setting Y (t) :=
Zˆ
(t0,x0)
a (t0 − t) leads to the following:{
dY (t) = (−a− β4 (t0 − t) + Y (t)2)dt− dB(t0 − t) , t ∈ (0, t0] ,
Y (0) = x0 .
Remark 3.1. The diffusion Y evolves in the time-inhomogeneous potential (a+β(t0−t)/4)x−x3/3:
for a > 0, the bottom of the well at time t is located at −√a+ β(t0 − t)/4. This means that the
backward diffusion Zˆa tends to be close to −sa(t) while the forward diffusion typically lies in a
neighborhood of sa(t), with sa(t) =
√
a+ βt/4.
At this point, let us make a few technical comments. First of all, the construction of these dif-
fusions is totally deterministic: once we are given a standard Brownian motion B, we can work
deterministically and construct all the above processes as solutions to ODEs driven by the continuous
trajectory t 7→ Bt(ω). Second, simple arguments applied to the ODE show that the forward diffusion
is well-defined when starting from x0 = +∞ since the associated ODE comes down from infinity;
similarly, the backward diffusion is well-defined when starting from x0 = −∞. Furthermore, the
forward diffusion may hit −∞ in finite time: then, it restarts immediately from +∞. Similarly, the
backward diffusion - when run backward in time - may hit +∞ in finite time and then restarts from
−∞. Third, the diffusion inherits a monotonicity property from the ODE. Namely, for all a ≤ a′, all
(t0, x0), (t
′
0, x
′
0) and all s ∈ [t0 ∨ t′0,∞), if we have Z(t0,x0)a (s) ≤ Z(t
′
0,x
′
0)
a′ (s) then
Z(t0,x0)a (s+ ·) ≤ Z(t
′
0,x
′
0)
a′ (s+ ·) ,
up to the next explosion time of Z(t0,x0)a . A similar statement holds for the backward diffusion.
We aim at understanding the possible behaviors of the forward diffusions as t → ∞. This is
intimately linked to the construction of the backward diffusion starting from some point x0 at time
t0 = +∞. The main result of this section is the following.
Theorem 3. There exists an event of probability one on which the following holds. For all a ∈ R
and all (t0, x0) ∈ R+× (R∪{+∞}), the forward diffusion Z(t0,x0)a (t) goes to either +∞ or −∞ as
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t→∞. Additionally, for all a ∈ R there exists a unique path Zˆ(+∞,−∞)a that solves
(7)
{
dZˆa(t) = (a+
β
4 t− Zˆa(t)2)dt+ dB(t) , t ∈ [0,∞) ,
Zˆa(+∞) = −∞ .
From this result, we deduce that for any given a ∈ R, there exists a unique starting point x0 ∈
R∪{+∞} such that Z(0,x0)a (t) goes to−∞ as t→∞: this starting point coincides with Zˆa(0). Any
other starting point makes the forward diffusion go to +∞ (this prevents uniqueness of a backward
diffusion starting from (+∞,+∞)).
Remark 3.2. The discussion at the end of [RRV11, Sec 3] shows that either Za goes to +∞ or´ t
Za(s)ds is asymptotically smaller than −Ct3/2 for some positive constant C. While this result
almost covers the statement of our theorem, it does not imply that Za goes to −∞ in the second case.
In Subsection 3.1, we collect important consequences of the above theorem for the study of the
eigenfunctions of Lβ . Subsections 3.2 and 3.3 are devoted to the proof of Theorem 3.
From now on, we will implicitly view the backward diffusions as evolving backward in time (even
though their evolutions equations are stated forward in time). For the sake of clarity, we will put under
quotation marks the words after or until when time is run backward. For instance, the sentence
“until” its first explosion time, the diffusion Zˆt0,x0 does [...]
means that on the interval [τ, t0] the diffusion does [...], where τ := sup{t < t0 : Zˆt0,x0(t) = +∞}.
3.1. Backward diffusions and eigenfunctions. In the sequel, we abbreviateZ(0,+∞)a and Zˆ
(+∞,−∞)
a
into Za and Zˆa.
Corollary 3.3. Almost surely, the set of eigenvalues {λk, k ≥ 1} coincides with the set
{a ∈ R : lim
t→∞Za(t) = −∞} = {a ∈ R : Zˆa(0) = +∞} .
Furthermore, the event {λk ≤ −a} coincides with the event {Za explodes to −∞ at least k times},
and we have
(8)
ϕ′k
ϕk
(t) = Z−λk(t) = Zˆ−λk(t) , ∀t ≥ 0 .
Proof. The discussion at the beginning of [RRV11, Section 3] already shows that the Riccati trans-
form applied to the eigenfunctions yields diffusions Za that start from +∞ at time 0 (due to the
Dirichlet b.c. imposed on Lβ). It remains to prove the boundary condition at +∞. We argue as fol-
lows.
If −a is an eigenvalue, then the L2((0,∞)) integrability of the associated eigenfunction requires
Za not to go to +∞: by Theorem 3 we deduce that Za necessarily goes to −∞. Conversely, if
Zˆa(0) = +∞ then the reverse Riccati transform provides an L2((0,∞)) function that solves the
eigenproblem associated to Lβ , thus concluding the proof. 
Here is a simple consequence of identity (8). Let us denote by 0 < ζa(1) < ζa(2) < . . . the
successive explosion times (to −∞) of Za, and by 0 < ζˆa(1) < ζˆa(2) < . . . the successive explosion
times (to +∞) of Zˆa.
Lemma 3.4 (Ordering of the explosions). Almost surely for every k ≥ 1, if Za explodes k times then
Zˆa explodes k times as well and we have for every i ∈ {1, . . . , k}
ζa(i− 1) ≤ ζˆa(i) ≤ ζa(i) .
THE STOCHASTIC AIRY OPERATOR AT LARGE TEMPERATURE 9
Proof. The events “Za explodes k times” and “Zˆa explodes k times” both coincides with the event
“λk ≤ −a” so that they are almost surely equal.
Assume that we have ζˆa(i) < ζa(i − 1) and take some rational number t0 in between these two
values. The operator −∂2x + β4x+ ξ restricted to [0, t0] has strictly less than i− 1 eigenvalues below
−a due to ζa(i−1) > t0. On the other hand by monotonicity, the diffusion Zˆ(t0,−∞)a explodes at least
i − 1 times since Zˆa explodes at least i times on [0, t0]: consequently, the aforementioned operator
must have at least i − 1 eigenvalues below −a thus raising a contradiction. Similar arguments yield
the other inequality. 
3.2. Construction of the backward diffusions. We will construct a solution of (7) by approxima-
tions. More precisely, for every a ∈ R, we consider the two sequences of processes
Zˆ(N,−∞)a (t) and Zˆ
(N,0)
a (t) , t ∈ [0, N ] .
Note that these two diffusions, when run backward in time, start one above the other and, by the
monotonicity property presented previously, remain ordered “until” the first explosion time to +∞ of
Zˆ
(N,0)
a .
One expects these two processes to be close to the parabola−sa(t) := −
√
a+ βt/4, at least for large
enough t. Indeed, for the diffusion run backward in time, this parabola corresponds to the bottom of
the well of its time-inhomogeneous potential, see Figures 1, 2 and 3.
Very informally, we will construct a solution of (7) by taking the limit of the sequence Zˆ(N,−∞)a on
some (random) neighborhood of +∞ where this sequence is non-decreasing. To prove uniqueness,
since any solution Y of (7) tends to −∞, there exists some N0 such that for all N ≥ N0 we have
Zˆ
(N,−∞)
a (N) ≤ Y (N) ≤ Zˆ(N,0)a (N) and, consequently, Y is squeezed in between the two sequences
for large enough times: we will thus prove that the difference between these two processes tends to 0
to conclude.
The key technical result for the proof is the following proposition.
Proposition 3.5. Fix ` ∈ Z and β > 0. As k0 →∞, the probability of the following event goes to 1.
For all a ∈ [`− 1, `] and for all N ≥ k0 + 1,
(9) ∀t ∈ [k0, N − 1] , −3
2
sa(t) ≤ Zˆ(N,−∞)a (t) ≤ Zˆ(N,0)a (t) ≤ −
1
2
sa(t) ,
and
∀t ∈ [N − 1, N ], Zˆ(N,−∞)a (t) ≤ Zˆ(N,0)a (t) ≤ 1 .
To control the behavior of the forward diffusions, we will need a companion result to the previous
proposition. We consider the diffusion Z(N,0)a that starts from 0 at time N and goes forward in time.
Proposition 3.6. Fix ` ∈ Z and β > 0. As k0 →∞, the probability of the following event goes to 1.
For all a ∈ [`− 1, `] and for all N ≥ k0,
(10)
1
2
sa(t) ≤ Z(N,0)a (t) ≤
3
2
sa(t) , ∀t ≥ N + 1 .
We defer the proof of these two results until Subsection 3.3 and now prove Theorem 3.
Proof of Theorem 3. If we prove that for any given ` ∈ Z, the statement of the theorem holds almost
surely for all a ∈ [` − 1, `], then it obviously holds almost surely for all a ∈ R. Therefore, ` ∈ Z is
fixed until the end of the proof.
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Let us first prove the existence of solutions of (7) for a ∈ [` − 1, `]. From Proposition 3.5, there
exists a random time k0 > 0 (independent of N ) such that for all a ∈ [` − 1, `] and for every
N ≥ k0 + 1, we have
Zˆ(N,−∞)a (t) ≤ −
1
2
sa(t) , t ∈ [k0, N − 1] and Zˆ(N,−∞)a (t) ≤ 1 , t ∈ [N − 1, N ] .
By monotonicity, we thus deduce that for every t ∈ [k0,∞), the sequence Zˆ(N,−∞)a (t), N ≥ t
is non-decreasing and therefore converges pointwise: we call Zˆa(t) its limit. This limit satisfies
Zˆa(t) ≤ −(1/2)sa(t) and therefore goes to −∞ as t → +∞. Furthermore, by passing to the limit
on the equation solved by Zˆ(N,−∞)a , we deduce that almost surely
dZˆa(t) =
(
a+
β
4
t− Zˆa(t)2
)
dt+ dB(t) , t ∈ [k0,∞) .
In addition, we set Zˆa(t) := Zˆ
(k0,x0)
a (t) for all t ∈ [0, k0], where x0 = Zˆa(k0).
For uniqueness, let us observe that on the event where (9) holds, for every given t ≥ k0 we have
(Zˆ
(N,0)
a − Zˆ(N,−∞)a )(t) → 0 as N → ∞. Indeed, solving the differential equation satisfied by the
difference of these two processes we obtain that for all t ∈ [k0, N − 1],
(Zˆ(N,0)a − Zˆ(N,−∞)a )(t) = (Zˆ(N,0)a − Zˆ(N,−∞)a )(N − 1)e
´N−1
t (Zˆ
(N,0)
a +Zˆ
(N,−∞)
a )(u)du
≤ sa(N − 1)e−
´N−1
t sa(u)du ,
which goes to 0 as N →∞. Note that Zˆa could have been defined alternatively as the non-increasing
pointwise limit of Zˆ(N,0)a .
Let Ya be another solution of (7). Since it goes to −∞ as t → ∞, there exists a random time s0
after which Ya remains negative. As a consequence, almost surely for every N ≥ s0, Zˆ(N,−∞)a (N) <
Ya(N) ≤ Zˆ(N,0)a so that monotonicity ensures that Ya remains in between the two curves Zˆ(N,−∞)a
and Zˆ(N,0)a on [k0 ∨ s0, N ]. Passing to the limit on N , we thus deduce that Ya must coincide with Zˆa.
We turn to the statement regarding the limit of Z = Z(t0,x0)a . We distinguish two cases. If Z(N) ≤
0 occurs for infinitely many N ≥ 1, then the argument presented right above to prove uniqueness
shows that Z actually coincides with Zˆa: it therefore goes to −∞ as t→∞.
Otherwise, there exists a randomN0 such that for allN ≥ N0, we haveZ(N) > 0. Using Proposition
3.6 and monotonicity, we deduce that Z(t) remains above (1/2)sa(t) for all t ∈ [t0,∞) for some
random t0 and therefore Z(t) goes to +∞ as t→∞. 
3.3. Proofs of intermediate results. We will present in details the proof of Proposition 3.6, and we
will then present the main steps of the proof of Proposition 3.5 since it is quite similar. The main
argument is the following. On a small interval of time, the Brownian motion is small with large
probability: the diffusion Z(N,0)a is then very close to the solution of the deterministic ODE obtained
by removing the Brownian motion from its evolution equation. This ODE has an explicit solution that
goes very quickly to a neighborhood of the curve t 7→ sa(t).
The proof is split into two lemmas. The first one controls the behavior of Z(N,0)a on [N,N + 1].
Lemma 3.7. Fix ` ∈ Z. There exists N0 > 1 and c > 0 such that for all N > N0, the following
holds with probability at least 1− e−cN1/3 . For all a ∈ [`− 1, `], we have
inf
t∈[N,N+1]
Z(N,0)a (t) ≥ −1 , and
2
3
sa(N + 1) ≤ Z(N,0)a (N + 1) ≤
4
3
sa(N + 1) .
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The second lemma will allow to bound the process Z(N,0)a between two deterministic curves through
a recursion in time.
Lemma 3.8. Fix ` ∈ Z. There exists k0 ≥ 1 and c > 0 such that for all k ≥ k0 the following holds
with probability at least 1− e−ck1/3 . For all N such that k0 ≤ N ≤ k − 1 and all a ∈ [`− 1, `], if
(11)
2
3
sa(k) ≤ Z(N,0)a (k) ≤
4
3
sa(k) ,
then we have
(12)
1
2
sa(t) ≤ Z(N,0)a (t) ≤
3
2
sa(t) , ∀t ∈ [k, k + 1] ,
and
(13)
2
3
sa(k + 1) ≤ Z(N,0)a (k + 1) ≤
4
3
sa(k + 1) ,
Remark 3.9. Note that β and ` are fixed in this lemma. When the interval [` − 1, `] contains aL as
defined above equation (18), then the probability above becomes 1 − e−c(βk)1/3 uniformly over all
k > 10β−1 and all β small enough.
Proof of Proposition 3.6. Applying the first lemma and iterating the second, we see that the probabil-
ity of the event of the statement of the proposition is at least 1 −∑k≥k0 e−ck1/3 −∑N≥k0 e−cN1/3 .
This probability goes to 1 as k0 →∞, thus concluding the proof. 
Proof of Lemma 3.7. To alleviate notations, we will simply writeZa forZ
(N,0)
a . Set κN := ln s`(N)/s`(N).
Consider the event
A :=
{
∀t ∈ [N,N + κN ], |B(t)−B(N)| < 1
}
,
whose probability is at least 1−e−cκ−1N for some c > 0 and for allN large enough. We first prove that
on the event A and as soon as N is large enough, we can squeeze all the processes Za, a ∈ [`− 1, `],
in between simple deterministic curves on the time interval [N,N + κN ].
By monotonicity, we have for all a ∈ [`− 1, `]
Z`−1 ≤ Za ≤ Z` ,
until the first explosion time of Z`−1 to−∞. Consequently, it suffices to bound from below Z`−1 and
from above Z`. We start with the bound of the former, and set R(t) := Z`−1(N + t)−B(N + t) +
B(N) for all t ≥ 0. We have
dR(t) = s`−1(N + t)2dt− Z`−1(t)2dt .
We now work on the event A and on the time-interval [0, κN ]. If |Z`−1(N + t)| ∈ [0, (1/2)s`−1(N)]
then for all N large enough
dR(t) ≥ s`−1(N)2
(
1− 3
s`−1(N)
)
dt−R(t)2dt ,
and if |Z`−1(N + t)| ≥ (1/2)s`−1(N) then
dR(t) ≥ s`−1(N)2dt−R(t)2
(
1 +
3
s`−1(N)
)
dt .
Therefore, if we take G as the solution of G(0) = 0 and
dG(t) = s`−1(N)2
(
1− 3
s`−1(N)
)
dt−G(t)2
(
1 +
3
s`−1(N)
)
dt ,
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then on the event A we have R(t) ≥ G(t) for t ∈ [0, κN ]. The function G is explicit, and it can be
checked that for all N large enough, we have G(κN ) ≥ 56s`(N + 1) + 1. Consequently on the eventA
Z`−1(t) ≥ −1 , t ∈ [N,N + κN ] , Z`−1(N + κN ) ≥ 5
6
s`(N + 1) .
To bound from above Z`, we proceed similarly. We setR(t) = Z`(N+t)−B(N+t)+B(N), and
one can check that for all N large enough, on the event A and for t ∈ [0, κN ] we have R(t) ≤ F (t)
where F (0) = 0 and
dF (t) = s`(N + 1)
2
(
1 +
1
s`(N + 1)
)
dt− F 2(t)
(
1− 3
s`(N + 1)
)
dt .
Here again, it can be checked that F (κN ) ≤ 76s`−1(N+1)−1 for allN large enough. Consequently,
on the event A we have
5
6
s`(N + 1) ≤ Z`−1(N + κN ) ≤ Z`(N + κN ) ≤ 7
6
s`−1(N + 1) .
To conclude, it suffices to prove that, conditionally given A, Z`−1 remains above (2/3)s`(N + 1)
and Z` remains below (4/3)s`−1(N + 1) on the time-interval [N +κN , N + 1]. This is achieved by a
simple comparison with reflected Brownian motions: let us give the details for the upper bound. On
the interval of time [N + κN , N ], if the process Z` satisfies Z`(N + κN ) ≤ 76s`−1(N + 1) then it
remains below the process R defined by R(N + κN ) = 76s`−1(N + 1) and
dR(t) = dB(t) + dL(t) , t > N + κN ,
ˆ
(R(t)− s`(N + 1))dL(t) = 0 .
The reflection principle ensures that the probability that R hits (4/3)s`−1(N + 1) by time N + 1 is
bounded from above by e−cs`−1(N+1)2 for some constant c > 0. 
Proof of Lemma 3.8. Assume that (11) holds for some k. Using two reflected Brownian motions, one
below (2/3)s`−1(k) and one above (4/3)s`(k+ 1), one can deduce that (12) holds with a probability
at least 1− e−c(`+βk/4) for some constant c > 0.
To prove (13), we set κk := ln(s`(k))/s`(k) and we work on the event
A :=
{
∀t ∈ [k + 1− κk, k + 1], |B(t)−B(k + 1− κk)| ≤ 1
}
.
On this event, one can squeeze the trajectory of Z(N,0)a in between two deterministic curves that get
close to sa(k + 1) in a short time so that (13) is satisfied: the proof is very similar to that of the last
lemma so we do not provide the details. There exists c′ > 0 such that the probability of A is larger
than 1− e−c′k1/3 for all k large enough. This concludes the proof. 
The proof of Proposition 3.5 is very similar. It relies on two intermediate lemmas and a backward
recursion. We only state the two lemmas since the arguments are essentially the same as above.
Lemma 3.10. Fix ` ∈ Z. There exists N0 > 1 and c > 0 such that for all N > N0, the following
holds with probability at least 1− e−cN1/3 . For all a ∈ [`− 1, `], we have
sup
t∈[N−1,N ]
Zˆ(N,−∞)a (t) ≤ sup
t∈[N−1,N ]
Zˆ(N,0)a (t) ≤ 1 ,
and
−4
3
sa(N − 1) ≤ Zˆ(N,−∞)a (N − 1) ≤ Zˆ(N,0)a (N − 1) ≤ −
2
3
sa(N − 1) .
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Lemma 3.11. Fix ` ∈ Z. There exists k0 ≥ 1 and c > 0 such that for all k ≥ k0 the following holds
with probability at least 1− e−ck1/3 . For all N ≥ k + 1 and all a ∈ [`− 1, `], if
(14) − 4
3
sa(k) ≤ Zˆ(N,−∞)a (k) ≤ Zˆ(N,0)a (k) ≤ −
2
3
sa(k) ,
then we have
(15) − 3
2
sa(t) ≤ Zˆ(N,−∞)a (t) ≤ Zˆ(N,0)a (t) ≤ −
1
2
sa(t) , ∀t ∈ [k − 1, k] ,
and
(16) − 4
3
sa(k − 1) ≤ Zˆ(N,−∞)a (k − 1) ≤ Zˆ(N,0)a (k − 1) ≤ −
2
3
sa(k − 1) .
4. CONVERGENCE OF THE POINT PROCESS OF EXPLOSION TIMES
Let 0 < ζa(1) < ζa(2) < . . . be the successive explosion times of Za := Z
(0,+∞)
a . For some
aL ∼ (38 lnL)2/3 whose precise definition will be given in the next subsection, we have the following
result.
Theorem 4. Fix r ∈ R and set a = aL − r4√aL . As L→∞, the random measure∑
k≥1
δζa(k)/L ,
converges in law for the topology of weak convergence of finite measures to a Poisson point process
on R+ with intensity ere−tdt.
This result strengthens [AD14, Th 4.1]: therein, the aforementioned convergence is established in
the topology of vague convergence of Radon measures. This topology does not allow to control the
mass at infinity while this is required in order to study the eigenvalues of the operator Lβ . Actually,
even to compute the limiting fluctuations of the first eigenvalue, one needs to evaluate the probability
of non-explosion of Za and this requires to control the mass at infinity of the above random point
process.
To prove the theorem, we subdivide [0,∞) into three regions. First, in [0, ε−1L] the process
makes a finite number of explosions and the point process of explosion times restricted to this interval
converges to a Poisson point process of the asserted intensity thanks to [AD14, Th 4.1]. Second, in
[ε−1L,LlnL] we will prove that the process does not explode with a probability that goes to 1 as
ε → 0, uniformly over all L large enough. Third, in [LlnL,∞) the process remains in between
two deterministic curves with a probability going to 1 as L → ∞: this relies on exactly the same
arguments as those presented in the proof of Theorem 3.
4.1. The time-homogeneous diffusion. In this subsection, we introduce an instrumental tool for the
sequel. For every a ∈ R and every (t0, x0) ∈ R+ × (−∞,+∞] we define X(t0,x0)a as the solution of
the following SDE
(17)
{
dXa(t) = (a−Xa(t)2)dt+ dB(t) , t > t0 ,
Xa(t0) = x0 .
Each time Xa hits −∞, it restarts immediately from +∞. This family of diffusions satisfies the
following monotonicity property. Almost surely for all a ≤ a′, all (t0, x0), (t′0, x′0) and all s ∈
[t0 ∨ t′0,∞), if we have X(t0,x0)a (s) ≤ X(t
′
0,x
′
0)
a′ (s) then we have X
(t0,x0)
a (s+ ·) ≤ X(t
′
0,x
′
0)
a′ (s+ ·) up
to the next explosion time of X(t0,x0)a .
Notice that this is a diffusion in the potential Va(x) = x3/3 − ax. When a > 0, this potential
admits a well centered at x =
√
a and an unstable equilibrium point at x = −√a. A typical sample
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path of the diffusion spends most of its time near the bottom of the well, and from time to time
manages to reach the unstable equilibrium point from where it either explodes to −∞ or comes back
to the bottom of the well within a short time.
Let us recall the following convergence result due to McKean [McK94]. If we let ζa be the first time
at which Xa explodes, and if we let m(a) = E[ζa], then ζa/m(a) converges in law to an exponential
r.v. of parameter 1 as a→∞. The function m(a) satisfies:
m(a) =
pi√
a
exp(
8
3
a3/2)(1 + o(1)) , a→∞ .
We define the function L 7→ aL as the reciprocal of a 7→ m(a). We have as L→∞
(18) aL =
(3
8
lnL
)2/3(
1 +
2
9
ln lnL
lnL
+ (−2
3
lnpi +
2
9
ln
3
8
)
1
lnL
+ o(
1
lnL
)
)
.
Recall that L = L(β) and note that as β → 0 (which is equivalent to L→∞) we have
aL =
(3
8
ln
1
β
)2/3(
1− 2
3
lnpi
ln(1/β)
+ o(
1
ln(1/β)
)
)
.
4.2. An estimate on McKean’s convergence result. In [McK94], McKean showed that the first
explosion time ζa of the time-homogeneous diffusionXa, rescaled bym(a), converges in distribution
to an exponential r.v. with parameter 1. The following proposition gives more precise information
about the probability that the diffusion explodes at a time much smaller than m(a).
Let E(1) denote an exponential r.v. of parameter 1.
Proposition 4.1. We have
lim
a→∞ supn=1,...,(ln a)3
n
∣∣∣ log ( P(E(1) > 1/n)P(ζa/m(a) > 1/n)
)∣∣∣ = 0 .
This convergence takes the following equivalent form:
lim
a→∞ supn=1,...,(ln a)3
n
∣∣∣P(E(1) ≤ 1/n)− P(ζa/m(a) ≤ 1/n)∣∣∣ = 0 .
Proof. For every n ≥ 1, we let Xja be the diffusion that starts from +∞ at time tnj := (j/n)m(a)
and solves the same SDE as Xa. We then let An be the event on which Xa explodes on [0,m(a)]
if and only if there exists j ∈ {0, . . . , n − 1} such that Xja explodes on [tnj , tnj+1]. Let us denote by
ζja := inf{t ≥ 0 : Xja(tnj + t) = −∞}. We write
P(ζa/m(a) > 1) = P(ζa/m(a) > 1;A{n) + P(ζa/m(a) > 1;An) .
The first term can be bounded by P(A{n) while the second term satisfies
P(ζa/m(a) > 1;An) = P(∩ni=1{ζja/m(a) > 1/n} ∩An)
= P(∩ni=1{ζja/m(a) > 1/n})− P(∩ni=1{ζja/m(a) > 1/n} ∩A{n)
= P(ζa/m(a) > 1/n)n − P(∩ni=1{ζja/m(a) > 1/n} ∩A{n) ,
since the ζja’s are IID with the same law as ζa. Hence
P(ζa/m(a) > 1) = P(ζa/m(a) > 1/n)n +O(P(A{n)) ,
uniformly over all n ≥ 1. Since P(E(1) > 1/n)n = P(E(1) > 1), we get
n
∣∣∣ log ( P(E(1) > 1/n)P(ζa/m(a) > 1/n)
)∣∣∣ ≤ ∣∣∣ log P(E(1) > 1)P(ζa/m(a) > 1)
∣∣∣+ ∣∣∣ log P(ζa/m(a) > 1)P(ζa/m(a) > 1/n)n
∣∣∣ .
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The first term on the r.h.s. converges to 0 as a → ∞. The second term is bounded by CP(A{n) for
some constant C > 0 uniformly over all n ≥ 1 and all a large enough. Therefore, we are left with
proving that supn≤(ln a)3 P(A{n)→ 0 as a→∞.
Using the proof of [DL19, Prop. 2.6] at times tnj , we easily deduce that with a probability greater
than 1 − n exp(−b(ln ln a)2) for some b > 0, Xa explodes on [0,m(a)] if and only if there exists
j ∈ {1, . . . , n} such that Xja explodes on [tnj , tnj+1], as long as the explosion times of Xa are at a
distance at leastC/
√
a from the times tnj . The latter holds true with large probability thanks to [DL19,
Cor. 4.8]: indeed, it is shown therein that with a probability greater than 1− n exp(−b(ln ln a)2) the
diffusion Xa remains close to a stationary diffusion up to its n-th explosion time and it is easy to
control the probability that a stationary diffusion does not explode in small neighborhoods of the tnj
using the estimates in [DL19, Lemma 4.1]. Since (ln a)3  eb(ln ln a)2 , this completes the proof. 
4.3. The delicate region. Fix ε ∈ (0, 1). The goal of this subsection is to prove the following result.
Proposition 4.2. There exists C > 0 such that for all ε small enough and all L large enough, the
probability that ZaL does not explode on [ε
−1L,LlnL] is larger than 1− Cε.
To prove the proposition, we cover [ε−1L,LlnL] by disjoint intervals [ti, ti+1], for i = i0, . . . , i1,
and we approximate ZaL on each such interval by a time-homogeneous diffusion X
i. One needs
ti+1 − ti small enough for the approximation to hold with large probability (recall that Z is time-
inhomogeneous), but large enough for i1 − i0 not to be too large in order to apply Proposition 4.1.
We set i0 := bε−1c, ti0 := ε−1L and recursively for every i ≥ i0:
ti+1 :=
1
i2
m(a−(ti)) + ti , a(ti) := aL +
β
4
ti , a−(ti) := a(ti)− 1
4
√
a(ti)
.
It is not difficult to check by recursion that for ε small enough and L large enough, we have ti ≥
ei−i0L + ti0 for every i ≥ i0. We thus let i1 be the smallest i such that i − i0 ≥ ln lnL, and
consequently we have ti1 > LlnL. We then let X
i be the time-homogeneous diffusion starting from
+∞ at time ti and with parameter a = a−(ti), and set ζi := inf{t ≥ 0 : Xi(ti + t) = −∞}. We
define AL as the event on which an explosion of ZaL on [ε
−1L,LlnL] implies the existence of some
i ∈ {i0, . . . , i1} such that Xi explodes on [ti, ti+1].
Lemma 4.3. The probability of AL goes to 1 as L→∞.
We postpone the proof to Section 6. With this result at hand, we can prove our proposition.
Proof of Proposition 4.2. By independence we have
P(ZaL does not explode on [ε
−1L,LlnL]) ≥
i1∏
i=i0
P(Xi does not explode on [ti, ti+1])− P(A{L)
=
i1∏
i=i0
P(ζi >
1
i2
m(a−(ti)))− P(A{L) .
Notice that a−(ti) ≥ aL ∼ (38 lnL)2/3 so that for all L large enough we have i2 ≤ (ln a−(ti))3 for
all i ∈ {i0, . . . , i1}. Therefore, we can apply Proposition 4.1 and deduce that for all L large enough
we have
sup
i=i0,...,i1
i2
∣∣∣ log ( P(E(1) > 1/i2)P(ζi/m(a−(ti)) > 1/i2)
)∣∣∣ ≤ ε .
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Consequently
i1∏
i=i0
P(ζi >
1
i2
m(a−(ti))) ≥
i1∏
i=i0
e−
ε
i2 P(E(1) > 1/i2) ≥ 1− 2ε ,
uniformly over all ε ∈ (0, 1) and all L large enough. Combining this with Lemma 4.3, we deduce
that the probability that ZaL does not explode on [ε
−1L,LlnL] is larger than 1 − 3ε for all L large
enough. 
4.4. End of proof.
Lemma 4.4. With a probability going to 1 as L → ∞, the process ZaL remains in between the
deterministic curves
1
2
√
aL +
β
4
t and
3
2
√
aL +
β
4
t ,
on the time interval [LlnL,∞), and therefore does not explode on this time interval.
Proof. By the forthcoming Lemma 6.11, the probability that ZaL(L lnL − 1) ≥ 0 goes to 1 as
L → ∞. On the event where this happens, we know that ZaL remains above Z(L lnL−1,0)aL until the
next explosion time of the latter. Combining Lemma 3.7, Lemma 3.8 and Remark 3.9, we deduce
that the probability that Z(L lnL−1,0)aL remains above
1
2
√
aL +
β
4 t on the time interval [L lnL,∞) is
bounded from below by 1 −∑k≥L lnL e−c(βk)1/3 , and this converges to 1 as L → ∞. The proof of
the upper bound follows from exactly the same type of arguments. 
Proof of Theorem 4. To simplify the notations, we consider the case r = 0: since m(aL) = L and
m(aL − r/4√aL)/m(aL) goes to e−r as L → ∞, it is immediate to deduce the general case by
a simple time-change. We already know that the convergence of the theorem holds for the vague
topology by [AD14, Theorem 4.1]. To complete the proof, we argue as follows. Fix δ > 0. By
Proposition 4.2 and Lemma 4.4, there exists ε > 0 such that for all L large enough, the probability
that ZaL never explodes after time ε
−1L is larger than 1− δ uniformly over all L large enough. This
estimate suffices to strengthen the topology in which the aforementioned convergence holds. 
5. PROOFS OF THE MAIN THEOREMS
To prove our theorems, we introduce a discretization scheme and define approximations of the
eigenfunctions: these approximations possess more independence so that they are easier objects to
deal with.
First of all, we discretize the interval [0,∞). Let 0 =: tn0 < tn1 < . . . < tn2n := +∞ be the points
that satisfy ˆ tnj+1
tnj
e−tdt =
1
2n
, ∀j ∈ {0, . . . , 2n − 1} .
In other words, tnj is the point where the cumulative distribution function of the exponential law
reaches j2−n: this discretization is adapted to the limiting intensity of the point process of explosion
times from Theorem 4. Indeed, this result show that as L → ∞, the number of explosions of the
diffusion ZaL−r/(4
√
aL)
in the time interval [tnjL, t
n
j+1L] is given by a Poisson r.v. of intensity 2
−ner.
Second, by Theorem 4, the first eigenvalues ofLβ typically deviate from aL like 1/√aL. Therefore
we discretize the axis of eigenvalues by introducing for ε > 0 the grid
ML,ε :=
{
aL + p
ε
4
√
aL
: p ∈ Z ∩ [−1/ε2, . . . , 1/ε2]
}
.
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5.1. Convergence of the point process of eigenvalues. For every j ∈ {0, . . . , 2n − 1} and every
a ∈ ML,ε, we introduce the diffusion Zja := Z(t
n
j L,+∞)
a and use it to approximate the diffusion
Zai on the time interval [t
n
jL, t
n
j+1L]. The justification behind this approximation is provided by the
following lemma, whose proof is postponed to the end of Subsection 6.4.
Lemma 5.1. With a probability going to 1 as L goes to∞ and then n goes to∞, the following holds.
For all a ∈ML,ε and all j ∈ {0, . . . , 2n − 1}:
• the diffusion Za explodes at most one time on (tnjL, tnj+1L],
• the diffusionZa explodes on (tnjL, tnj+1L] if and only if the diffusionZja explodes on (tnjL, tnj+1L].
Denote by (qi)i=1...m the elements ofML,ε listed in decreasing order q1 > q2 > . . . > qm and let
ri be such that r0 := −∞ and
qi = aL − ri
4
√
aL
, i = 1, . . . ,m .
Set Vj(i) = 1 if the diffusion Z
j
qi explodes on (t
n
jL, t
n
j+1L], and Vj(i) = 0 otherwise. We also set
Vj(0) = 0, a0 = +∞. We define
Q
(n)
L (i) :=
2n−1∑
j=0
(
Vj(i)− Vj(i− 1)
)
, i = 1 . . .m .
For every i, the r.v. Q(n)L (i) counts the number of intervals (t
n
jL, t
n
j+1L] where the diffusion Z
j
qi
explodes but the diffusion Zjqi−1 does not. By Lemma 5.1, this is a good approximation of the total
number of explosions of Zqi minus the total number of explosions of Zqi−1 in the large L and n limit.
Lemma 5.2. The vector
(
Q
(n)
L (i)
)
i=1,...,m
converges in distribution as L → ∞ and n → ∞ to a
vector of independent Poisson r.v. with parameters pi =
´ ri
ri−1 e
xdx.
Proof. Recall that, for any given j ∈ {0, . . . , 2n − 1}, the diffusions (Zjqi , i = 1, . . . ,m) on the
time interval [tnjL,∞) are ordered up to their first explosion times. This implies that for all j ∈
{0, . . . , 2n − 1}, the r.v. (Vj(i), i = 1, . . . ,m) satisfy the following monotonicity property:
Vj(1) ≤ Vj(2) ≤ . . . ≤ Vj(m) .
Since in addition these r.v. are {0, 1}-valued, we get the very simple identities:
P
(
Vj(1) = 0, . . . , Vj(i− 1) = 0, Vj(i) = 1, . . . , Vj(m) = 1
)
= P
(
Vj(i) = 1
)− P(Vj(i− 1) = 1) ,
P
(
Vj(1) = 0, . . . , Vj(m) = 0
)
= P
(
Vj(m) = 0
)
,
P
(
Vj(1) = 1, . . . , Vj(m) = 1
)
= P
(
Vj(1) = 1
)
,
so that the only knowledge of the one-dimensional marginals suffices to determine the law of the
vector. By Theorem 4
(19) P
(
Vj(i) = 1
)→ 1− exp (− 2−neri) as L→∞ .
Furthermore, the random vectors (Vj(1), Vj(2), . . . , Vj(m))j=0,...,2n−1 are independent. We then
perform the computation of the law of
(
Q
(n)
L (i)
)
i=1,...,m
. For any given integers `1, . . . , `m, set
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` =
∑
i `i. Then
P
(
Q
(n)
L = (`1, . . . , `m)
)
=
∑
S1,...,Sm⊂{0,...,2n−1}
Si∩Si′=∅
#Si=`i
m∏
i=1
∏
j∈Si
(
P
(
Vj(i) = 1
)− P(Vj(i− 1) = 1))
×
∏
j /∈S1∪...∪Sm
P(Vj(m) = 0) .
Using (19), we deduce that the L→∞ limit of the last expression equals(
2n
`1, . . . , `m, 2n − `
) m∏
i=1
(
exp(−2−neri−1)− exp(−2−neri)
)`i(
exp(−2−nerm)
)2n−`
.
Taking the limit as n→∞, a computation shows that this last quantity converges to
m∏
i=1
p`ii
`i!
e−pi ,
as required. 
First part of the proof of Theorem 1. We define QL :=
∑
k≥1 δ4√aL(λk+aL) and we view this object
as a r.v. in the space of measures on (−∞,∞) which are finite on all intervals bounded to the right
(but possibly unbounded to the left). Note that for every L, since there is a smallest eigenvalue, the
random measure QL indeed belongs to this space.
We endow this space with the topology that makes continuous the maps m 7→ 〈f,m〉 for any con-
tinuous and bounded function f with support bounded on the right: in other words, this is the weak
topology towards −∞ and the vague topology towards +∞. The reason for this topology is simple:
it permits to control the increasing sequence of atom locations of QL from its first point.
If we prove thatQL converges in law (for the sigma field associated with this topology) to a Poisson
point process of intensity exdx, then standard arguments ensure that the increasing sequence of its
atom locations converges in law for the product topology to the increasing sequence of atom locations
of this Poisson point process.
Let us show that for any ε > 0 (recall that ε controls the mesh ofML,ε), the random vector
QL((ri−1, ri]) , i = 1, . . . ,m ,
converges in distribution as L→∞ to a vector of independent Poisson random variables of intensity
eri − eri−1 . On the event on which the assertions of Lemma 5.1 hold true, we have for every i ∈
{1, . . . ,m}:
QL((ri−1, ri]) = Q(n)L (i) ,
so that Lemma 5.2 yields the desired result.
We deduce from this convergence the tightness of (QL): indeed the above convergence provides
the required control on the mass given byQL to (−∞, r] for any given r. Furthermore, the marginals
of any limiting point are uniquely identified thanks to this convergence: for instance by considering
the marginals coming from dyadic points and choosing ε appropriately. 
5.2. Typical diffusions. In this subsection, we collect several estimates on the diffusions Za for
a ∈ ML,ε, the proofs of which are postponed to Section 6 in order not to interrupt the line of
argument. The statements of these estimates are rather long, however, a look at the form of the time-
inhomogeneous potential in which Za evolves (see Figure 3) allows to see that these estimates are
natural. At first reading, one can go directly to Subsections 5.4 and 5.5 where these estimates are
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used whenever needed.
We rely on the following notations: τ (i)−∞ denotes the i-th explosion time of Za and τ
(i)
−2√aL denotes
its first hitting time of−2√aL after the (i−1)-th explosion time. Moreover, we adopt the convention
τ
(0)
−∞ = 0 and the notation
ffl t
s f := (t− s)−1
´ t
s f . We also set tL := ln aL/
√
aL.
A typical realization of Za for a ∈ML,ε behaves as follows:
(1) Entrance. For any i ≥ 0, after its i-th explosion time, the diffusion comes down from +∞ in
an almost deterministic way and quickly reaches a small neighborhood of
√
aL:
sup
t∈(τ (i)−∞,τ (i)−∞+(3/8)tL]
|Za(t)−√aL coth(√aL(t− τ (i)−∞))| ≤ 1 .
(2) Explosion. For any i ≥ 1, after time τ (i)−2√aL , the diffusion behaves almost deterministically
and reaches −∞ in a very short time:
sup
t∈(τ (i)−2√aL ,τ
(i)
−∞]
|Za(t)−√aL coth(√aL(t− τ (i)−∞))| ≤ 1 .
(3) Oscillations. For any i ≥ 0, in between two explosion times, the diffusion spends most of its
time near
√
aL:
 t
τ
(i)
−∞+(3/8)tL
Za(s)ds ∈ [√aL − 1,√aL + 1] , ∀t ∈ [τ (i)−∞ + (3/8)tL, τ (i)−2√aL ∧ (ε
−2L)] .
(4) Long-time behavior. The diffusion does not explode after time ε−2L.
Note that the choice ε−2 is relatively arbitrary here: it is taken such that (4) holds true for all
a ∈ ML,ε with a probability 1−O(ε). On the other hand, in estimate (3), the time parameter needs
to be taken smaller than O(L): indeed, the typical location of the diffusion is given by the bottom of
the well of its time-inhomogeneous potential, and the latter remains of order
√
aL as long as time is
of order L.
Similar estimates hold for the backward diffusion, however the situation is slightly different in
that case for the obvious reason that time is run backward and the process explodes to +∞. We
then let τˆ (1)+∞ be the largest time t ≥ 0 at which Zˆa hits +∞, and recursively, τˆ (i)+∞ the largest time
t ∈ [0, τˆ (i−1)+∞ ) at which Zˆa hits +∞. Furthermore, we let τˆ (i)2√aL be the largest time t ∈ [0, τˆ
(i−1)
+∞ ) at
which Zˆa hits 2
√
aL.
A typical realization of Zˆa behaves as follows (recall that the quotation marks are used when we view
the diffusion as evolving backward in time):
(1) Oscillations at infinity. On the time-interval [L lnL,∞), Zˆa ≤ −(1/2)√aL. Then “after”
L lnL and “until” its first hitting time of 2
√
aL, the diffusion remains most of the time in
between −(3/2)√aL and −(1/2)√aL:
−3
2
√
aL ≤
 pL
t
Zˆa(s)ds ≤ −1
2
√
aL , ∀t ∈ [τˆ2√a, pL) , ∀p ∈ {1, . . . , blnLc, lnL} .
Furthermore, the diffusion does not explode “until” time ε−2L.
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(2) Entrance. For any i ≥ 1, “after” its i-th explosion time, the diffusion exits from −∞ almost
deterministically:
sup
t∈(τˆ (i)+∞−(3/8)tL,τˆ (i)+∞]
|Zˆa(t)−√aL coth(√aL(t− τˆ (i)+∞))| ≤ 1 .
(3) Explosion. For any i ≥ 1, “after” time τˆ (i)2√aL , the diffusion behaves almost deterministically
and reaches +∞ in a very short time:
sup
t∈(τˆ (i)+∞,τˆ (i)2√aL ]
|Zˆa(t)−√aL coth(√aL(t− τˆ (i)+∞))| ≤ 1 .
(4) Oscillations. In between two explosion times, the diffusion spends most of its time near
−√aL:
 τˆ (i)+∞−(3/8)tL
t
Zˆa(s)ds ∈ [−√aL − 1,−√aL + 1] , ∀t ∈ [τˆ (i+1)2√aL , τˆ
(i)
+∞ − (3/8)tL] .
Proposition 5.3. There exists c > 0 such that for all L large enough, the following holds with
a probability larger than 1 − c ε: For all a ∈ ML,ε, the diffusions Za and Zˆa satisfy the above
estimates.
We also need some precise information on the behavior of Za when it crosses the barrier of po-
tential of its time-inhomogeneous potential: namely, when it goes from the curve
√
a+ βt/4 to the
curve −√a+ βt/4. Here again, the statement is long and technical, however the underlying obser-
vation is relatively simple. The theory of large deviations shows that the behavior of the diffusion
Za, when it crosses the barrier of potential, is essentially deterministic and is given by a hyperbolic
tangent. To state precisely the estimates, we need to introduce some notations.
For every a ∈ ML,ε and every j ∈ {0, . . . , 2n − 1}, we define θja as the first hitting time by Za of
−√aL after time tnjL. We also let ιja and υja be the last hitting times of −
√
aL and 0 respectively
before time θja. We finally let ζ
j
a be the first hitting time of −∞ by the diffusion Za after time θja.
We call excursion a portion of the trajectory that starts from +
√
aL, hits −√aL and comes back to
+
√
aL (possibly after an explosion). We refer to Figure 4 for an illustration.
We take similar definitions for the backward diffusions. We let θˆja be the first hitting time of
√
aL
“after” time tnj+1L, that is,
θˆja := sup{t ∈ (0, tnj+1L] : Zˆa(t) =
√
aL} .
We then let ιˆja and υˆ
j
a be the last hitting times of −√aL and 0 “before” time θˆja, and we let ζˆja be the
first hitting time of +∞ “after” time θˆja.
To alleviate the notations, we will often not write the superscript j.
Proposition 5.4. There exist two constants C, c > 0 such that, with a probability larger than 1− cε,
for all L and n large enough, the following holds for all a ≤ a′ ∈ML,ε and all j ∈ {0, . . . , 2n − 1}
such that tnj+1 < ε
−2.
At the beginning of the interval, we have Za(tnjL) ∈ [(1/2)
√
aL, (3/2)
√
aL] and the diffusions are
ordered Za(tnjL) ≤ Za′(tnjL). The process Za makes at most one excursion to −
√
aL on the time
interval [tnjL, t
n
j+1L] and if it does then:
(1) Behavior of Za. We have
υa − ιa ≥ (3/8)tL − C (ln ln aL)
2
√
aL
.
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FIGURE 4. A very schematic plot of the diffusion Za when it crosses its barrier of potential:
the trajectory between ιa and θa is very close to a hyperbolic tangent.
Moreover, the diffusion Za is close to a hyperbolic tangent near υa
sup
t∈[ιa,θa]
|Za(t)−√aL tanh(−√aL(t− υa))| ≤ C
√
aL
ln aL
.
In addition, if Za explodes after θa before coming back to
√
aL then |ζa − θa − (3/8)tL| ≤
C(ln ln aL)
2/
√
aL.
(2) Coupling with Za′ . We have
|Za′(t)− Za(t)| ≤ 1 , t ∈ [υa − (1/16)tL, υa + (1/16)tL] ,
Za′(t) ≤ −√aL + Ca3/7L , t ∈ [υa + (1/16)tL, θa − (1/16)tL] ,
Za′(t) ≤ √aL − 1 , t ∈ [θa − (1/16)tL, θa] .
(3) Explosion of Za′ . If in addition Za′ explodes on [tnjL, t
n
j+1L], then so does Za and we have
the estimates |υa − υa′ | < C/(√aL ln aL), |θa − θa′ | < C ln ln aL/√aL, |ζa − ζa′ | <
C(ln ln aL)
2/
√
aL and Za′ remains below −√aL + 1 on [θa′ , ζa′ ].
(4) Coupling with the backward diffusions. If there exists a′′ ∈ ML,ε such that a′′ < a and
Zˆa′′ does not explode on [θa + 10tL, tnj+1L] then Zˆa′(t) ≤ −
√
aL + (ln aL)/a
1/4
L for all
t ∈ [θa, θa + 5tL], and furthermore
inf
t∈[θa,tnj+1L−(3/8)tL]
 t
θa
Zˆa′(s)ds ≥ −(3/2)√aL , sup
t∈[θa+10tL,tnj+1L]
 t
θa
Zˆa′(s)ds ≤ −(1/2)√aL ,
The analogous statements hold for the backward diffusions Zˆa and Zˆa′ .
5.3. The key event. Fix k ≥ 1 and ε > 0: we aim at controlling the k first eigenvalues / eigenfunc-
tions on an event of probability at least 1 − O(ε). Recall that our setup relies on the following two
parameters: ε, which is the mesh of the approximation grid for the eigenvalues and n which controls
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the mesh of the approximation grid of [0,∞).
We define E as the event on which there exists a random subset
A := {a′k+1 < ak < a′k < ak−1 < . . . < a′2 < a1 < a′1 < a0} ,
ofML,ε such that the following holds:
(a) Squeezing of the k first eigenvalues.
−λk+1 < a′k+1 < ak < −λk < a′k < ak−1 < . . . < a′2 < a1 < −λ1 < a′1 < a0 .
(b) Typical diffusions. For every a < a′ ∈ A and every j ∈ {0, . . . , 2n − 1} we have:
(b)-(i) Za and Zˆa satisfy the estimates of Proposition 5.3,
(b)-(ii) None of the explosion times of Za and Zˆa falls at distance less than 2−2nL from tnjL nor
tnj+1L,
(b)-(iii) Za and Zˆa explode at most once on [tnjL, t
n
j+1L],
(b)-(iv) If Za (resp. Zˆa) explodes on [tnjL, t
n
j+1L] then so does Za′k+1 (resp. Zˆa′k+1) and their explo-
sion times lie at a distance at most (ln ln aL)2/
√
aL.
(b)-(v) The diffusions Za, Za′ and Zˆa, Zˆa′ satisfy the estimates of Proposition 5.4.
Proposition 5.5. Fix ε > 0. There exists C > 0 such that limn→∞ limL→∞ P(E) ≥ 1− Cε.
We refer to Section 6 for the proof. In the next two subsections, we will work on the event E and
will establish the convergences stated in Theorems 1 and 2.
5.4. Control of the first eigenfunction. We aim at controlling the process χ1, obtained from the
first eigenfunction ϕ1 after applying the Riccati transform:
χ1(t) =
ϕ′1(t)
ϕ1(t)
, t ≥ 0 .
We will do that by using typical diffusions Za whose parameter a belongs to the random subset A.
Thanks to (a), we have −λ2 < a′2 < a1 < −λ1 < a′1. Set a = a1. By monotonicity, Za′2 ≤ Za ≤
χ1 until the first explosion time of the lowest diffusion, and χ1 ≤ Zˆa “until” the first explosion time
of Zˆa. By (a), the diffusion Za explodes exactly once and by (b)-(ii) its explosion time falls in some
interval [tnjL+ 2
−2nL, tnj+1L− 2−2nL].
Let ζa, ζˆa be the explosion times of Za, Zˆa. Let us first prove the following ordering of the stopping
times:
tnjL+ 2
−2nL < ζˆa < θˆa < θa < ζa < tnj+1L− 2−2nL .(20)
By Lemma 3.4, the explosion time of Zˆa lies before the explosion time of Za, and by monotonicity,
in between those two explosion times we have Za ≤ χ1 ≤ Zˆa. By (b)-(v), we know that Za(tnjL) ∈
[(1/2)
√
aL, (3/2)
√
aL] and Zˆa(tnjL) ∈ [−(3/2)
√
aL,−(1/2)√aL] so that necessarily Zˆa(tnjL) <
Za(t
n
jL). Therefore the explosion time of Zˆa must lie on (t
n
jL, t
n
j+1L).
In order to see that the diffusion Zˆa does not reach
√
aL too early, we use the diffusion Zˆa′2 . The
latter cannot explode on [θa+ 10tL, tnj+1L]. Indeed, if it exploded there then by (b)-(iv) the explosion
time of the diffusion Zˆa would lie on [θa + 9tL, tnj+1L] and since ζa < θa + 9tL by (b)-(v)-(1), this
would contradict the inequality ζˆa < ζa.
By (b)-(v)-(4) applied with a′′ = a′2 and a′ = a, we have θˆa /∈ [θa, θa + 5tL]. By (b)-(v)-(1), we
know that |θa− ζa| and |θˆa− ζˆa| are less than tL: in order not to contradict the inequality ζˆa < ζa we
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see that θˆa cannot lie to the right of θa + 5tL, and therefore satisfies θˆa < θa. It finishes the proof of
the inequalities (20).
Patching together the controls provided by (b)-(i)-Entrance, (b)-(i)-Oscillations and (b)-(v)-(4) ap-
plied to the backward diffusions (using that Za2 does not explode on [t
n
j , θˆa − 10tL]), we deduce that
for all t ∈ [0, θˆa]  θˆa
t
Za(s)ds ≥ 1
4
√
aL .
Since χ1 remains above Za on this time-interval, we obtain:
(21)
ϕ1(t)
ϕ1(θˆa)
≤ e− 14
√
aL(t−θˆa) , t ∈ [0, θˆa] .
Similarly, combining (b)-(i)-Oscillations at infinity, (b)-(i)-Oscillations and (b)-(v)-(4), we deduce
that for all t ∈ [θa,∞) we have  t
θa
Zˆa(s)ds ≤ −1
4
√
aL .
Since χ1 remains below Zˆa on [θa,∞), we get
(22)
ϕ1(t)
ϕ1(θa)
≤ e− 14
√
aL(t−θa) , t ∈ [θa,∞) .
It remains to control ϕ1 on [θˆa, θa]. On this interval, we have Za ≤ χ1 ≤ Za′ . Using (b)-(v)-(1)
and (b)-(v)-(2), we deduce that for all t ∈ [υa − (1/16)tL, υa + (1/16)tL]
−C
√
aL
ln aL
≤ χ1(t)−√aL tanh(−√aL(t− υa)) ≤ 2C
√
aL
ln aL
.
By (b)-(v)-(2), we also deduce that χ1 remains below−(1/2)√aL on the time interval [υa+(1/16)tL, θa−
(1/16)tL] which is of length (1/4 + o(1))tL thanks to (b)-(v)-(1) consequently, |ϕ1| is decreasing
there and satisfies
|ϕ1(θa − (1/16)tL)| ≤ |ϕ1(υa + (1/16)tL)|e−
√
aLtL/10 .
Again by (b)-(v)-(2), we know that χ1 remains below
√
aL on [θ1 − (1/16)tL, θ1] and therefore
sup
t∈[θa−(1/16)tL,θa]
|ϕ1(t)| ≤ |ϕ1(υa + (1/16)tL)| .
Putting everything together, we deduce that all the points where |ϕ1| reaches its maximum over [υa−
(1/16)tL, θa] lie at distance at most 4C/(
√
aL ln aL) from υa.
Using the very same arguments but on the backward diffusions, we deduce that the same result holds
over [θˆa, υˆa + (1/16)tL] and with υa replaced by υˆa.
Let us now argue that [υa − (1/16)tL, θa] and [θˆa, υˆa + (1/16)tL] overlap. Since Zˆa remains above
Za over [ζˆa, θa], and that Za is bounded from below by
√
aL tanh(−√aL(t − υa)) − C√aL/ ln aL
on [ιa, υa] we deduce that θˆa > ιa and υˆa > υa − 2C/(√aL ln aL). The overlapping property then
follows, and we deduce that υa and υˆa are at distance at most 4C/(
√
aL ln aL) from each other.
Consequently, for all t ∈ [υa − (1/16)tL, υa + (1/16)tL]
(23)
1
cosh(
√
aL(t− υa))(1−3C|t−υa|
√
aL
ln aL
) ≤ ϕ1(t)
ϕ1(υa)
≤ 1
cosh(
√
aL(t− υa))(1+3C|t−υa|
√
aL
ln aL
) ,
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and
(24) sup
t∈[θˆa,υa−(1/16)tL]∪[υa+(1/16)tL,θa]
|ϕ1(t)| ≤ |ϕ1(υa − (1/16)tL)| ∨ |ϕ1(υa + (1/16)tL)| .
Putting together (23), (24), (21) and (22), we deduce that all the point where |ϕ1| reaches its global
maximum, in particular U1, lie at distance at most 4C/(
√
aL ln aL) from υa. Integrating (23) and
(24) we get the estimate:
m1([θˆ/L, θ/L]) = ϕ
2
1(U1)
2√
aL
(1 + o(1)) .
On the other hand, (21) and (22) yield
m1([0, θˆ/L]) ≤ ϕ1(θˆ)2O(1/√aL) , m1([θ/L,∞)) ≤ ϕ1(θ)2O(1/√aL) .
By (23) and (24), we deduce that |ϕ1(θˆ)| and |ϕ1(θ)| are negligible compared to |ϕ1(U1)|. Since
m1 is a probability measure, this ensures that ϕ21(U1) ∼
√
aL/2, that m1 is asymptotically as close
as desired to δU1/L and that ϕ1, appropriately rescaled around U1, converges to the inverse of a
hyperbolic cosine.
Regarding the behavior of the Brownian motion around U1, using the identity
χ1(t) = χ1(U1) +
ˆ t
U1
(−λ1 + β
4
s− χ1(s)2)ds+B(t)−B(U1) ,
and the fact that χ1 is close to a hyperbolic cosine, a simple computation yields the asserted conver-
gence. This completes the proof of Theorems 1 and 2 regarding the first eigenfunction, except for the
limiting law of the localization center which will be proven in Subsection 5.6.
5.5. Control of the i-th eigenfunction. We treat in detail the case i = 2, since the general case fol-
lows from exactly the same arguments combined with a simple recursion. The diffusion Za2 explodes
twice while the diffusion Za′2 explodes only once. There exist j1 < j2 such that the two explosion
times of Za2 fall within [t
n
j1
L, tnj1+1L] and [t
n
j2
L, tnj2+1L]. By (b)-(ii) and (b)-(iv), the explosion time
of Za′2 falls within one of these two intervals. Without loss of generality, let us assume that it falls in
the first interval.
On [tnj1L, t
n
j1+1
L], we use the ordering Za2 ≤ χ2 ≤ Za′2 that holds up to the first explosion time of
Za2 , together with the estimates (b)-(v)-(1) and (b)-(v)-(3) to deduce that
χ2(t) ≥ √aL tanh(−√aL(t− υ1))− C
√
aL
ln aL
, ∀t ∈ [ι1, θ1] ,
and
χ2(t) ≤ √aL tanh(−√aL(t− υ1)) + 2C
√
aL
ln aL
, ∀t ∈ [ι′1, θ′1] .
Here ι1, θ1 and ι′1, θ′1 are shorthands for ι
j1
a2 , θ
j1
a2 and ι
j1
a′2
, θj1
a′2
. By monotonicity, we necessarily have
θ1 < θ
′
1. Consequently, we get
sup
t∈[ι1∨ι′1,θ1]
|χ2(t)−√aL tanh(−√aL(t− υ1))| ≤ 2C
√
aL
ln aL
,
so that for all t ∈ [ι1 ∨ ι′1, θ1] we have
(25)
1
cosh(
√
aL(t− υ1))(1−3C|t−υ1|
√
aL
ln aL
) ≤ ϕ2(t)
ϕ2(υ1)
≤ 1
cosh(
√
aL(t− υ1))(1+3C|t−υ1|
√
aL
ln aL
) .
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By (b)-(i)-Entrance, we deduce that
sup
t∈(0,(3/8)tL]
|χ2(t)−√aL coth(√aLt)| ≤ 1 ,
By (b)-(i)-Oscillations, we obtain for all t ∈ [(3/8)tL, θ1]
 t
(3/8)tL
χ2(s)ds ∈ [√aL − 1,√aL + 1] ,
Therefore all the points where |ϕ2| reaches its maximum over [0, θ1] lie at a distance negligible
compared to L from θ1.
To control the eigenfunction after time θ1, the situation is slightly different from the case of the first
eigenfunction. We use the fact that Za1 and Za′1 remain close to each other and explode within a time
of order (3/8)tL by (b)-(v)-(3) and (b)-(i). Henceforth,
(26) − 2√aL ≤ χ2(t) ≤ −1
2
√
aL , t ∈ [θ1, τ−2√aL(χ2)] ,
and
sup
t∈(τ−2√aL (χ2),z1]
|χ2(t)−√aL coth(√aL(t− z1))| ≤ 1 .
where z1 is the first explosion time of χ2. Note that z1 falls in between the two explosion times of
Za1 and Za′1 , and that these two times are at a distance negligible compared to tL from each other by
(b)-(v)-(3): consequently the control on the Brownian motion required to establish the last estimate is
granted on the event E . We deduce from these bounds that
ϕ2(t)
ϕ2(θ1)
≤ e− 12
√
aL(t−θ1) , t ∈ [θ1, z1] ,
ϕ2(t)
ϕ2(θ1)
≥ e−2
√
aL(t−θ1) , t ∈ [θ1, τ−2√aL(χ2)] ,
and
ϕ2(t) = ϕ
′
2(z1)
sinh(
√
aL(t− z1))√
aL
(1 + o(1)) , t ∈ [τ−2√aL(χ2), z1] .
All these arguments suffice to obtain the following (rough) bound:
(27) m2([0, z1]) ≤
(
ϕ′2(z1)
)2
eo(L)
√
aL ,
for all L large enough.
After time z1, the process χ2 comes down from +∞ in an almost deterministic way:
sup
t∈(z1,z1+(3/8)tL]
|χ2(t)−√aL coth(√aL(t− z1))| ≤ 1 .
Indeed, the proof of this estimate for the diffusions Za relies on a control of the Brownian motion on
an interval of length tL right after the explosion time: on the event E we do have this control since z1
is very close to the explosion times of Za1 and Za′1 . From this estimate, we deduce that
ϕ2(t) = ϕ
′
2(z1)
sinh(
√
aL(t− z1))√
aL
(1 + o(1)) , t ∈ [z1, z1 + (3/8)tL] .
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On the time interval [z1,∞), it suffices to apply the same arguments as for the first eigenfunction
in order to show that
ϕ2(t)
ϕ2(θˆ2)
≤ e− 14
√
aL(t−θˆ2) , t ∈ [z1, θˆ2] ,(28)
ϕ2(t)
ϕ2(θ2)
≤ e− 14
√
aL(t−θ2) , t ∈ [θ2,∞) .(29)
as well as, for all t ∈ [υ2 − (1/16)tL, υ2 + (1/16)tL]
(30)
1
cosh(
√
aL(t− υ2))(1−3C|t−υ2|
√
aL
ln aL
) ≤ ϕ2(t)
ϕ2(υ2)
≤ 1
cosh(
√
aL(t− υ2))(1+3C|t−υ2|
√
aL
ln aL
) ,
and
(31) sup
t∈[θˆ2,υ2−(1/16)tL]∪[υ2+(1/16)tL,θ2]
|ϕ2(t)| ≤ |ϕ2(υ2 − (1/16)tL)| ∨ |ϕ2(υ2 + (1/16)tL)| .
These estimates ensure that all the points where |ϕ2| reach its maximum over [z1,∞) lie at a distance
smaller than 4C/(ln aL
√
aL) from υ2.
By (b)-(ii), we know that υ2 lies at distance at least 2−2nL from z1 so that the previous estimates
ensure that
(32) |ϕ2(υ2)| ≥ |ϕ′2(z1)| exp(
1
4
√
aL2
−2nL) .
As a consequence all the points where the global maximum of ϕ2 is attained, in particular U2, lie at a
distance smaller than 4C/(ln aL
√
aL) from υ2. Consequently,
m2([θˆ2/L, θ2/L]) = ϕ
2
2(U2)
2√
aL
(1 + o(1)) ,
and
m2([z1/L,∞)\[θˆ2/L, θ2/L]) ϕ22(U2/L)
2√
aL
.
Furthermore (30) gives the convergence towards the inverse of a hyperbolic cosine, and a simple com-
putation gives the convergence of the rescaled Brownian motion near U2 (denoted b2,β in Theorem
2). Putting together (27) and (32), we deduce that m2 gives a negligible mass to [0, z1/L], and is
(asymptotically in L) as close as desired to a Dirac mass at U2/L.
5.6. Convergence towards exponential r.v. We already know that (4√aL(λi + aL))i≥1 converges
in law to (Λi)i≥1, the latter being the atoms of a Poisson point process on R of intensity exdx. Let ν
be the law of (Λi, Ii)1≤i≤k from Theorem 1. If we show that as L→∞
(33) P
(
(Ui/L, 4
√
aL(λi + aL))i=1,...,k ∈
k∏
i=1
Ui × Ii
)
→ ν
( k∏
i=1
Ui × Ii
)
,
where (Ui)i=1,...,k and (Ii)i=1,...,k are any two collections of k disjoint intervals of R, then (recall that
k is arbitrary) standard arguments yield the convergence of (Ui/L, 4
√
aL(λi + aL))i≥1 to (Ii,Λi)i≥1
as stated in Theorem 1.
Consider a “microscopic” product set of the form
C =
k∏
i=1
[tnji , t
n
ji+1)× [−(pi + 1)ε,−piε) ,
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for some distinct ji ∈ {0, . . . , 2n − 1} and some pi ∈ Z ∩ [−(1/ε2), 1/ε2] satisfying −p1 < −p2 <
. . . < −pk. Recall that q1 > . . . > qm denote the elements ofML,ε in decreasing order, and note
that there exist `1 < `2 < . . . < `k such that q`i = aL + piε/(4
√
aL).
Let G be the event implicitly defined in Lemma 5.1. On the event G ∩ E , we claim that
k⋂
i=1
{
Ui/L ∈ [tnji , tnji+1); 4
√
aL(λi + aL) ∈ [−(pi + 1)ε,−piε)
}
,
coincides with{
Vji(`i)− Vji(`i − 1) = 1, ∀i ∈ {1, . . . , k} ; Vj(`k) = 0, ∀j /∈ {j1, . . . , jk}
}
.
Indeed, on the event G, the latter event coincides with the event where:
• Zq1 , . . . , Zq`1−1 do not explode on [0,∞),• Zq`1 , . . . , Zq`2−1 explode once on [0,∞) and their explosion times lie in [tnj1L, tnj1+1L],• . . .
• Zq`k explodes k times on [0,∞) and its explosion times lie in [tnj1L, tnj1+1L], . . ., [tnjkL, tnjk+1L].
In turn, on E , this event coincides with the first event of the claim, thus concluding the proof of the
claim.
Following similar calculations as in the proof of Lemma 5.2, we deduce that there exists a constant
Cε only depending on ε such that as L→∞∣∣∣P(Vji(`i)− Vji(`i − 1) = 1, ∀i ∈ {1, . . . , k} ; Vj(`k) = 0, ∀j /∈ {j1, . . . , jk})− ν(C)∣∣∣
→ ν(C)Cε2−n .
Note that the constant is uniform over all possible microscopic product sets defined above.
Then, one can approximate from above and below (for the inclusion of sets) any given set
∏k
i=1 Ui×
Ii by the union of O(2nkε−k) microscopic sets and use the previous convergence, together with the
fact that P(G ∩ E) is of order 1−O(ε) for all L and n large enough, to deduce (33).
6. SOME TECHNICAL PROOFS
In this section, we establish several technical results stated in the previous sections. Let us notice
here that most of the arguments rely on comparisons of the processes Za’s with the processes Xa’s:
indeed, locally in time, the time-inhomogeneity of the drift of Za can be neglected so that this dif-
fusion behaves very much like the diffusion Xa′ for some well-chosen parameter a′. Thus, we rely
extensively on technical estimates on the diffusions Xa’s that we established in [DL19]. Let us also
mention that, whenever the arguments are the same for the forward and backward diffusions, we re-
strict ourselves to giving the details for the forward diffusions.
All the estimates that we need concern the processes Za, for some a ∈ [√aL−(4ε√aL)−1,√aL+
(4ε
√
aL)
−1] and on the time interval [0, L lnL] (recall that after time L lnL these processes are
almost deterministic by Lemma 4.4). We therefore introduce two sets. First we let M¯L,ε be the
smallest interval that contains all points
a+
βt
4
, t ∈ [0, ε−2L] , a ∈ML,ε .
Second we let M˜L,ε be the smallest interval that contains all points
a+
βt
4
, t ∈ [0, L lnL] , a ∈ML,ε .
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Note that for all a ∈ M¯L,ε, we have a ∼ aL as L→∞, while for a ∈ M˜L,ε, we have a = O(aL) as
L→∞.
6.1. Entrance and exit. We start with the deterministic behavior of the diffusion Za when it comes
down from infinity and explodes.
Lemma 6.1. Take a ∈ M˜L,ε. Let Za be the diffusion starting at time 0 from +∞. For any c > 0,
with a probability at least 1− a−c we have
sup
t∈(0,(3/8)tL]
|Za(t)−
√
a coth(
√
at)| ≤ 1 .
Similarly, let Za be the diffusion starting at time 0 from −
√
a + (ln a)2/a1/4. For any c > 0, with a
probability at least 1− a−c we have
sup
t∈(0,τ−∞]
|Za(t)−
√
a coth(
√
a(t− τ−∞))| ≤ 1 .
Proof. The idea is very simple: when the process Za is close to ±∞, the SDE that it solves is
essentially deterministic. To be more specific, in the case where Za starts from +∞, consider the
process R(t) = Za(t)−B(t) and note that it solves
dR(t) = a dt−R(t)2
[
(1 +
B(t)
R(t)
)2 − βt
4R(t)2
]
dt .
Fix ` > 0 and M = c ln a/a1/4. On the event {supt∈[0,tL] |Bt| ≤ M} and as long as Za is above `,
we can squeeze Za in between the two deterministic curves F1 > F2 where
dF (t) = (a− CF (t)2)dt , F (0) = +∞ ,
with C being either C1 or C2
C1 = (1− M
`−M )
2 − βtL
4(`−M)2 , C2 = (1 +
M
`−M )
2 .
Since Fi(t) =
√
a/Ci coth(
√
aCit), it suffices to adjust ` appropriately and to perform some straight-
forward computations in order to get the estimate of the statement. Actually, the situation is the same
as for the time-homogeneous diffusion except that we have an additional term βt/(4R(t)2) in the
drift: this quantity being negligible, we can follow the proof of [DL19, Lemma 4.2] and establish the
asserted result. The second bound of the statement is obtained in the same way. 
6.2. Escaping the well. In this subsection, we collect several precise estimates on the trajectory of
Za when it escapes the bottom of the well of its time-inhomogeneous potential: these estimates will
be the core of the proof of Proposition 5.4. Since the diffusion escapes the well in a very short time,
the time-inhomogeneity of its drift is negligible and therefore its behavior is almost the same as that
of the time-homogeneous diffusion Xa. The estimates stated in this subsection are therefore very
close to those collected in [DL19, Section 5] on Xa.
In the sequel, we denote by P(a)x the law of Za starting from x (in the proofs below, we will sometimes
only write Px), and by τx the first hitting time of x by Za. We also set (recall that tL = ln aL/
√
aL) :
T :=
3
4
tL , δ :=
(ln aL)
2
a
1/4
L
.
Lemma 6.2. Fix a ∈ M¯L,ε. For any c > 0, there exists C > 0 such that for all a large enough we
have
P(a)√aL−δ[E(C) | τ−√aL+δ < τ√aL−δ/2 ∧ T ] ≤ a
−c
L ,
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where
E(C) =
{
sup
t∈[0,τ−√aL+δ]
|Za(t)−√aL tanh(−√aL(t− τ0))| ≥ C
√
aL
ln aL
}
∪
{
|τ0 − 3
8
tL| ≥ C ln ln aL√
aL
}
∪
{
|τ−√aL+δ − τ0 −
3
8
tL| ≥ C ln ln aL√
aL
}
.
Proof. Let us write τ− and τ+ as shortcuts for τ−√aL+δ and τ√aL−δ/2. Consider the diffusion
dH(t) = (−a+H2(t)) + dB(t) ,
and let Px be its law when it starts from x at time 0. The Radon-Nikodym derivative of Px w.r.t. Px
up to time t is given by exp(Gt(H)) where
Gt(H) =
2
3
(H30 −H3t )− 2a(H0 −Ht) +
β
4
tHt + (2− β
4
)
ˆ t
0
Hsds− β
4
ˆ t
0
(a+
β
8
s−H2s )sds .
Consequently
P√aL−δ(E; τ− < τ+ ∧ T )
P√aL−δ(τ− < τ+ ∧ T )
=
P√aL−δ(E; τ− < τ+ ∧ T ; eGτ− (H))
P√aL−δ(τ− < τ+ ∧ T ; eGτ− (H))
≤ e5
√
aLT
P√aL−δ(E; τ− < τ+ ∧ T )
P√aL−δ(τ− < τ+ ∧ T )
,
where the last bound follows from an elementary computation performed on Gτ−(H). The proof
of [DL19, Lemma 5.1] shows that for any r > 0 we have
P√aL−δ(E; τ− < τ+ ∧ T )
P√aL−δ(τ− < τ+ ∧ T )
. a−rL ,
for all L large enough. This concludes the proof. 
Lemma 6.3. Fix a ∈ M¯L,ε. For any c > 0 and for all L large enough we have
P(a)√aL−δ[τ−
√
aL+δ > T | τ−√aL+δ < τ√aL−δ/2] ≤ a−cL .
Proof. Applying the same Girsanov transform as in the previous proof, one can apply the arguments
in the proof of [DL19, Lemma 5.2]. 
Lemma 6.4. Fix a ∈ M¯L,ε and let S = C ln ln aL/√aL for some C > 1. For all L large enough we
have
P(a)−√aL+δ[τ−
√
aL > S ∧ τ−√aL+2δ | τ−√aL < τ√aL−δ/2] . (ln aL)2−2C ,
Proof. For simplicity, we set τ− := τ−√aL , τ+ := τ−√aL+2δ and τ++ := τ√aL−δ/2. Set
I(a) = exp(
2
3
((−√aL + δ)3 − (−√aL)3)− 2a((−√aL + δ)− (−√aL))) .
and note that ln I(a) coincides with the sum of the two first terms of Gτ− . For S
′ =
√
L, we are
going to show that as L→∞
P−√aL+δ(τ− < S ∧ τ+) & I(a)e−2
√
aS ,(34)
P−√aL+δ(S ∧ τ+ ≤ τ− < S′ ∧ τ++) . I(a)e−2
√
aS(ln aL)
2−2C ,(35)
P−√aL+δ(τ− ∧ τ++ > S′) . I(a)e−2
√
aS(ln aL)
2−2C .(36)
These three bounds suffice to deduce the statement of the lemma.
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We start with (34). Using the same Girsanov transform as before, we obtain
P−√aL+δ(τ− < S ∧ τ+) = P−√aL+δ(τ− < S ∧ τ+; eGτ− ) .
A simple computation shows that on the event τ− < S ∧ τ+ we have
eGτ− ≥ I(a)e−2
√
aS(1 + o(1)) ,
where o(1) is a deterministic quantity that goes to 0 as L→∞. In addition, it was shown in the proof
of [DL19, Lemma 5.3] that P−√aL+δ(τ− < S ∧ τ+) goes to 1 as L→∞. This concludes the proof
of (34).
Regarding (35), using again the Girsanov transform we get
P−√aL+δ(S ∧ τ+ ≤ τ− < S′ ∧ τ++) = P−√aL+δ(S ∧ τ+ ≤ τ− < S′ ∧ τ++; eGτ− ) .
A simple computation shows that on the event S ∧ τ+ ≤ τ− < S′ ∧ τ++ we have
eGτ− ≤ I(a)(1 + o(1))e2
´ τ−
0 H(s)ds ,
where o(1) is a deterministic quantity that goes to 0 as L→∞. Moreover, it was shown in the proof
of [DL19, Lemma 5.3] that
P−√aL+δ(S ∧ τ+ ≤ τ− < S′ ∧ τ++; e2
´ τ−
0 H(s)ds) . (ln aL)2−2C ,
consequently (35) follows.
Finally, we prove (36). To that end, we consider again the stationary process
dXa(t) = (a−Xa(t)2)dt+ dB(t) ,
and we denote by Qx its law when it starts from x. The Radon-Nikodym derivative of Px w.r.t. Qx is
given by exp(Ut(X)) where
(37) Ut(X) =
β
4
(
tXa(t)−
ˆ t
0
[Xa(s) + s(a−Xa(s)2)]ds
)
− β
2
96
t3 .
Note that on the event τ− ∧ τ++ > S′, the r.v. exp(US′(X)) is bounded by 2 almost surely for all L
large enough. Henceforth
P−√aL+δ(τ− ∧ τ++ > S′) ≤ 2Q−√a+δ(τ− ∧ τ++ > S′) ≤
2
S′
Q−√a+δ(τ− ∧ τ++) .
Using the classical formula for the expectation of the exit time from an interval for a diffusion, see
for instance [RY99, Th VII.3.6], one can show that
Q−√aL+δ(τ− ∧ τ++) ≤ tL .
Hence
P−√aL+δ(τ− ∧ τ++ > S′) ≤ 2tLL−1/4  I(a)e−2
√
aS(ln aL)
2−2C .

The following lemma shows that if the diffusionZ starts from
√
aL−δ and hits−√aL before√aL,
then it does not hit
√
aL−δ/2 with large probability. Intuitively: if the diffusion is conditioned to cross
the barrier of potential, then it does it right away. At a technical level, this estimate is easy to establish
for the time-homogeneous diffusion thanks to an estimate on its scale function, see [DL19, Sec 5,
proof of Prop 3.3]. Here the situation is slightly more involved since the drift is time-inhomogeneous.
Lemma 6.5. There exists c > 0 such that for all a ∈ M¯L,ε and all L large enough, we have
P(a)√aL−δ(τ−
√
aL < τ
√
aL−δ/2 | τ−√aL < τ√aL) ≥ 1− e−c(ln aL)
4
.
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Proof. We set τ− := τ−√aL , τ+ := τ√aL−δ/2 and τ++ := τ√aL . We have
P√aL−δ(τ− < τ+ | τ− < τ++) =
P√aL−δ(τ− < τ+)
P√aL−δ(τ− < τ++)
= 1− P
√
aL−δ(τ+ < τ− < τ++)
P√aL−δ(τ− < τ++)
.
We then bound separately the two terms in the fraction. First
P√aL−δ(τ+ < τ− < τ++) ≤ P√aL−δ/2(τ− < τ++)
≤ Q√aL−δ/2(τ− < τ++) .
The second inequality comes from the trivial coupling under which Xa ≤ Za until the first explosion
time of Xa.
Second, taking S = L1/4 and using the expression of the Radon-Nikodym derivative (37) (which we
bound from below by 1/2) we get
P√aL−δ(τ− < τ++) ≥ P√aL−δ(τ− < τ++ ∧ S)
≥ (1/2)Q√aL−δ(τ− < τ++ ∧ S) .
We claim that
Q√aL−δ(τ− < τ++ ∧ S) ∼ Q√aL−δ(τ− < τ++) .
With this claim at hand, we deduce that
P√aL−δ(τ− < τ+ | τ− < τ++) ≥ 1− 4
Q√aL−δ/2(τ− < τ++)
Q√aL−δ(τ− < τ++)
,
so that an estimate in [DL19, Section 5 - Proof of Lemma 3.3] shows that this is of order 1 −
exp(−c(ln a)4) for some c > 0.
We are left with proving the claim. First of all, by [RY99, Prop. VII.3.2] and a computation on the
scale function one can prove that for any κ > 0 and for all L large enough
(38) Q√aL−δ(τ− < τ++) ≥ L−1−κ .
Second, we have
sup
y∈[−√aL+δ,√aL]
Qy(τ++ > T ) < a
−1 .
Indeed if one starts the diffusion Xa at any point in [−√aL + δ,√aL] then using a comparison with a
deterministic ODE, on an event of probability at least 1− a−1/2, we can show that Xa passes above√
aL − δ by time T/2, and then using a comparison with an Ornstein-Uhlenbeck process, one can
show that it hits
√
aL within an additional time T/2 with probability at least 1− a−1/2.
Third, for any λ ∈ (0, 1)
sup
y∈[−√aL,−√aL+δ]
Qy[e
λτ−√aL ∧ τ−√aL+δ ] ≤ 2 .
Indeed, let Z = Xa +
√
a. We have
d|Z|(t) = |Z|(t)(2√a− Z(t))dt+ dW (t) + d`(t) ,
where ` is the local time of Z at 0 and W is Brownian motion. We thus deduce that the first exit time
of [−√aL,−√aL + δ] by Xa starting from −√aL + x is stochastically smaller than the first hitting
time of δ by a reflected Brownian motion starting at x +
√
a − √aL. Hence standard estimates on
reflected Brownian motion yield the asserted (crude) estimate.
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Consequently for λ ∈ (0, 1), using the Markov property at time τ−√aL ∧ τ√aL ∧ T we get
Q√aL−δ[e
λτ−√aL∧τ√aL ] ≤ eλT + eλTa−1G .
where
G := sup
y∈[−√aL,√aL]
Qy[e
λτ−√aL∧τ√aL ] .
Then,
sup
y∈[−√aL+δ,√aL]
Qy[e
λτ−√aL∧τ√aL ] ≤ eλT + eλTa−1G ,
and
sup
y∈[−√aL,−√aL+δ]
Qy[e
λτ−√aL∧τ√aL ]
≤ sup
y∈[−√aL,−√aL+δ]
Qy[e
λτ−√aL∧τ−√aL+δ ](1 +Q−√aL+δ[e
λτ−√aL∧τ√aL ]) .
Consequently, G ≤ 4eλT (1 + a−1G) so that
G ≤ 4eλT
∑
n≥0
(4eλTa−1)n .
For L |arge enough we thus get G ≤ 8eλT and
Q√aL−δ[e
λτ−√aL∧τ√aL ] ≤ 2eλT .
Therefore, we find
Q√aL−δ(S < τ−√aL < τ√aL) ≤ Q√aL−δ(S < τ−√aL ∧ τ√aL) ≤ 2eλT e−λS ,
which is negligible compared toQ√aL−δ(τ−√aL < τ√aL) thanks to (38). 
Lemma 6.6. Take κ ∈ (0, 1), a ∈ M¯L,ε and set a′ = a + κ. Assume that Za(0) = √aL − δ and
that Za′(0) ∈ (√aL − δ, 10√aL). There exists C > 0 such that, conditionally given τ−√aL(Za) <
τ√aL(Za), the following holds with probability at least 1−O(1/ ln aL):
|Za′(t)− Za(t)| ≤ 1 , t ∈ [υa − (1/16)tL, υa + (1/16)tL] ,
Za′(t) ≤ −√aL + Ca3/7L , t ∈ [υa + (1/16)tL, θa − (1/16)tL] ,
Za′(t) ≤ √aL − 1 , t ∈ [θa − (1/16)tL, θa] .
Proof. Consider the process R(t) = Za′(t)− Za(t) and note that
dR(t) = κdt−R(t)(Za(t) + Za′(t))dt .
Using the estimates on the behavior of Za collected in Lemmas 6.2, 6.3,6.4 and 6.5, it is a straight-
forward computation to deduce the above estimates: actually, the same computation was performed
in the proof of [DL19, Lemma 5.4]. 
6.3. From the unstable equilibrium point. In this subsection, we collect estimates that we will
need up to time L lnL: consequently, we consider a ∈ M˜L,ε. Recall that δ = ln(aL)/a1/4L . In the
estimates below, we let the diffusion start from a point at distance of order 1/
√
a from −√a: note
that whenever a ∈ M¯L,ε, this is a equivalent from starting from a point at distance of order 1/√aL
from −√aL so that these estimates can be patched with those obtained in the previous subsection.
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Lemma 6.7. Fix a ∈ M˜L,ε. For any x ∈ R, we have for any s ∈ [0, L1/4]
P(a)−√a+ x
2a1/4
(τ−√a−δ < τ−√a+δ)→ P(N (0, 1) > x) ,
P(a)−√a+ x
2a1/4
(τ−√a−δ > s | τ−√a−δ < τ−√a+δ) .
ln ln a
s
√
a
.
Furthermore, there exists c > 0 such that for any s ∈ [0, L1/4] we have
sup
x∈[−√a−δ,−√a+δ]
P(a)x (τ−√a−δ ∧ τ−√a+δ > s) .
ln ln a
s
√
a
∧ e−cs/δ2 .
Proof. Let Qy be the law of Xa starting from y. Using the scale function associated to the diffusion
Xa, see [DL19, Section 4], we obtain
Q−√a+ x
2a1/4
(τ−√a−δ < τ−√a+δ) =
´ −√a+δ
−√a+ x
2a1/4
e2Va(u)du
´ −√a+δ
−√a−δ e
2Va(u)du
,
where Va(u) = u3/3−au. Writing Va(u) = Va(−
√
a)− (u+√a)2√a+ (u+√a)3/3 and noticing
that the cubic terms are negligible, we find
Q−√a+ x
2a1/4
(τ−√a−δ < τ−√a+δ) ∼
´ δ
x
2a1/4
e−2
√
au2du
´ δ
−δ e
−2√au2du
→ P(N (0, 1) > x) .
By [DL19, Lemma 5.7], we know that there exists C > 0 such that for all y ∈ [−√a− δ,−√a+ δ]
(39) Qy(τ−√a−δ ∧ τ−√a+δ) ≤ C
ln ln a√
a
.
Furthermore, given the expression (37) of the Radon-Nikodym derivative of Px w.r.t. Qx, we have
P−√a+ x
2a1/4
(τ−√a−δ < L
1/4 ∧ τ−√a+δ) = (1 + o(1))Q−√a+ x
2a1/4
(τ−√a−δ < L
1/4 ∧ τ−√a+δ) ,
P−√a+ x
2a1/4
(s ≤ τ−√a−δ < L1/4∧τ−√a+δ) = (1+o(1))Q−√a+ x
2a1/4
(s ≤ τ−√a−δ < L1/4∧τ−√a+δ) ,
and (note that we only have to compute the Radon-Nikodym derivative up to time L1/4)
P−√a+ x
2a1/4
(L1/4 < τ−√a−δ < τ−√a+δ) ≤ P−√a+ x
2a1/4
(L1/4 < τ−√a−δ ∧ τ−√a+δ)
≤ (1 + o(1))Q−√a+ x
2a1/4
(L1/4 < τ−√a−δ ∧ τ−√a+δ)
≤ 2C
L1/4
ln ln a√
a
The two first bounds then follow by combining all these estimates and by using the Markov inequality
on (39).
Regarding the third bound, given the expression (37) of the Radon-Nikodym derivative of Px w.r.t. Qx,
we have for any s ∈ [0, L1/4]
Px(τ−√a−δ ∧ τ−√a+δ > s) = (1 + o(1))Qx(τ−√a−δ ∧ τ−√a+δ > s)
so that using (39), we deduce that
Px(τ−√a−δ ∧ τ−√a+δ > s) .
ln ln a
s
√
a
.
Furthermore, we also have
Px(τ−√a−δ ∧ τ−√a+δ > s) ≤ (1 + o(1))e−λsQx(exp(λτ−√a−δ ∧ τ−√a+δ)) .
34 LAURE DUMAZ AND CYRIL LABBÉ
To conclude, it suffices to compute the exponential moment on the r.h.s. Let Z = Xa +
√
a. We have
d|Z|(t) = |Z|(t)(2√a− Z(t))dt+ dW (t) + d`(t) ,
where ` is the local time of Z at 0 and W is Brownian motion. Consequently, the first exit time of
[−√a − δ,−√a + δ] by Xa is stochastically smaller than the first exit time of a reflected Brownian
motion from [0, δ]: standard estimate yield for all λ ∈ [0, (8pi2δ2)−1]
sup
x∈[−√a−δ,−√a+δ]
Qx(exp(λτ−√a−δ ∧ τ−√a+δ)) ≤
1
cos(δ
√
2λ)
,
thus concluding the proof. 
We now show that when Z starts from −√a + δ, with large probability it gets back to √a within
a time ln a/
√
a.
Lemma 6.8. Take a ∈ M˜L,ε. For any C > 2, we have for all L large enough
P(a)−√a+δ(τ
√
a < τ−√a ∧ C
ln a√
a
) ≥ 1− 2a−C/2 .
Proof. Let S = C ln a/
√
a. We have for a′ = a+ Sβ/8
P(a)−√a+δ(τ
√
a < S) ≥ P(a)−√a+δ(τ√a−δ < S/2)P
(a′)√
a−δ(τ
√
a′ < S/2 ∧ τ√a′−(3/2)δ) .
We are going to estimate the two factors on the r.h.s. independently.
Regarding the first factor, set R(t) = Za(t)−B(t) and note that
dR(t) =
(
a+
βt
4
− (R(t) +B(t))2
)
dt .
Consider the event A := {supt≤S |B(t)| < M} with M = 2C ln a/a1/4: this event has probability
at least 1− a−C . On the event A and as long as the process Za remains in [−
√
a,+
√
a] we have
dR(t) ≥ a(1− 4M√
a
)−R2(t)(1 + 4M√
a
) .
Hence on the event A, we have Za(t) ≥ F (t) −M as long as Za has not hit ±
√
a, where F is the
solution of
dF (t) = a(1− 4M√
a
)− F 2(t)(1 + 4M√
a
) , F (0) = −√a+ δ ,
Since F (ln a/
√
a) >
√
a− δ/2 we deduce that Za hits
√
a− δ by time S/2.
We turn to the second factor. Let A(t) = Za′(t)−
√
a′ and note that
dA(t) = a′dt+
βt
4
dt− (A(t) +
√
a′)2dt+ dB(t) ≥ −A(t)(2
√
a′ +A(t)) + dB(t) .
Let U be the Ornstein-Uhlenbeck process
dU(t) = −2U(t)(
√
a′ − δ) + dB(t) , U(0) = √a−
√
a′ − δ .
If we let τ− and τ+ be the first hitting times of
√
a′− (3/2)δ and√a′ by Za′ , then until time τ− ∧ τ+
we have A(t) ≥ U(t). If we denote by P the law of U , then
P(a
′)√
a−δ(τ+ < S/2 ∧ τ−) ≥ P(τ0 < S/2 ∧ τ−(3/2)δ)
≥ P(τ0 < S/2)−P(τ0 > τ−(3/2)δ)
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Using standard estimates on the Ornstein-Uhlenbeck process, see for instance [BS02, II.7.2.0.2 and
II.7.2.2.2], we deduce that
P(a
′)√
a−δ(τ+ < S/2 ∧ τ−) ≥ 1−O(δa1/4e−2(
√
a−δ)S
2 ) ≥ 1− a−C/2 .

6.4. Some further estimates. We now state estimates that will allow us to prove Lemmas 4.3 and
5.1. For a > 0 we set a(t) := a + βt/4. First, we state a bound on the probability that Za remains
close to the bottom of the well of its time-inhomogeneous potential.
Lemma 6.9. Fix a > 0. For any 0 < t0 < t1, any 0 < d < D <
√
a(t0) and any x ∈ [
√
a(t0) −
d,
√
a(t0) + d], we have
P
(∃t ∈ [t0, t1], Za(t) /∈ [√a(t0)−D,√a(t) +D] |Za(t0) = x) ≤ 8√t1 − t0
D − d e
− (D−d)2
2(t1−t0) .
Proof. Consider the reflected Brownian motion R(t), t ≥ t0 starting from d:
dR(t) = dB(t) + d`(t) ,
ˆ
t≥t0
R(t)d`(t) = 0 , R(t0) = d .
If Za(t0) lies in [
√
a(t0)− d,
√
a(t0) + d], then R(t)− (Za(t)−
√
a(t)) ≥ 0 for all t ≥ t0. Indeed,
this inequality is satisfied at time t0, and if this quantity vanishes at some time t ≥ t0 then either
R(t) = 0 in which case we have
dR(t)− d(Za(t)−
√
a(t)) = d`(t) +
a′(t)
2
√
a(t)
> 0 ,
or R(t) > 0 in which case
dR(t)− d(Za(t)−
√
a(t)) = Za(t)
2 − a(t) + a
′(t)
2
√
a(t)
> 0 .
Standard estimates on reflected Brownian motion then show that
P( sup
t∈[t0,t1]
R(t) > D) ≤ 4
√
t1 − t0
D − d e
− (D−d)2
2(t1−t0) .
A similar argument allows to control the probability that Za crosses
√
a(t0)−D. 
Lemma 6.10. Set κa = ln(a)/
√
a. For all a large enough, with probability larger than 1− a−2 the
following holds:
(40) inf
t∈[0,10κa]
Xa(t) ≥ (3/4)
√
a , sup
t∈[κa,10κa]
Xa(t) ≤ (5/4)
√
a .
Proof. This is a consequence of the deterministic behavior of Xa when it comes down from infinity,
see [DL19, Lemma 4.2] or Lemma 6.1 above, and of a comparison with reflected Brownian motions
as in the previous lemma, see also [DL19, Lemma 4.4]. 
The following lemma shows that, whatever point Za starts from, with large probability it comes
back within a short time to a neighborhood of the bottom of the well of its time-inhomogeneous
potential.
Lemma 6.11. Take a ∈ M˜L,ε. Assume that Za starts from some y ∈ (−∞,+∞] at time 0. For all
L large enough and uniformly over all y, the following holds with a probability at least 1 − 2a−2
(resp. 1 − O(ln ln a/√ln a)). The diffusion Za, possibly after one explosion, comes back to the
interval [
√
a− 110 ,
√
a+ 110 ] by time (ln a)
6/
√
a (resp. by time ln a/
√
a).
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Proof. We distinguish several cases according to the value y. First, assume that y ≥ √a, then the de-
terministic behavior stated in Lemma 6.1, the monotonicity of the diffusions w.r.t. their starting point
and Lemma 6.9 yield the desired result. Second, assume that y > −√a + δ with δ := ln2(a)/a1/4.
Then Lemma 6.8 shows that the diffusion comes back to
√
a before time 10 ln a/
√
a (resp. before
time (1/10) ln a/
√
a) with probability at least 1 − 2a−5 (resp. 1 − 2a−1/20)) and then the first case
applies. Third, assume that y < −√a− δ. Then Lemma 6.1 shows that the diffusion explodes within
a time of order (3/8) ln a/
√
a with probability at least 1 − a−2 and the same lemma shows that it
reaches a small neighborhood of
√
a within a time of the same order: from there, the first case ap-
plies. Fourth, we assume that −√a − δ < y < −√a + δ. By Lemma 6.7, the diffusion exits the
interval [−√a− δ,−√a+ δ] by time (ln a)6/(2√a) (resp. by time√ln a/√a) with a probability of
order 1 − a−c(ln a)2/2 (resp. 1 − O(ln ln a/√ln a)), and then we can apply one of the last two cases
to conclude the proof. 
Lemma 6.12. Take a ∈ML,ε and t0 ∈ [1, L lnL]. With probability larger than 1− 4a−2 we have
(41)
√
a(t0)− 1
4
≤ Za(t) ≤
√
a(t0) +
1
4
,∀t ∈ [t0, t0 + 10ln a√
a
] ,
Proof. Applying the previous lemma at time t0−2(ln a(t0))6/
√
a(t0) (and noting that the parameter
a of this lemma is then very close to a(t0)) we know that with a probability at least 1− 3a(t0)−2, the
diffusion Za hits [
√
a(t0) − 19 ,
√
a(t0) +
1
9 ] by time t0: at this hitting time, we then apply Lemma
6.9 on a duration at most 2(ln a(t0))6/
√
a(t0) + 10κa(t0) and deduce that with a probability at least
1− e−c
√
a(t0)/(ln a(t0))6 the diffusion remains in between
√
a(t0)− 14 and
√
a(t0) +
1
4 . 
With this result at hand, the proof of Lemma 4.3 is simple.
Proof of Lemma 4.3. Set κi := ln a−(ti)/
√
a−(ti). Let D be the event where for all i ∈ {i0, . . . , i1}
we have
(1/2)
√
a−(ti) ≤ ZaL(t) ≤ (3/2)
√
a−(ti) ,∀t ∈ [ti, ti + 9κi] ,
together with
inf
t∈[ti,ti+10κi]
Xi(t) ≥ (1/2)
√
a−(ti) , sup
t∈[ti+κi,ti+10κi]
Xi(t) ≤ (3/2)
√
a−(ti) .
By Lemmas 6.10 and 6.12, we have
P(D{) .
i1∑
i=i0
1
(a−(ti))2
. ln lnL
a2L
→ 0 .
On D, the processes Xi and ZaL lie in the strip [(1/2)
√
a−(ti), (3/2)
√
a−(ti)] on the time-interval
[ti + κi, ti + 9κi]. The difference D(t) := ZaL(t)−Xi(t) solves
dD(t) =
β
4
(t− ti) + 1
4
√
a(ti)
− (ZaL(t) +Xi(t))D(t)dt ,
so that a simple computation shows that the process Xi passes below ZaL by time ti + 9κi. Then,
monotonicity ensures that this remains true until the next explosion time of Xi. Henceforth, if ZaL
explodes on [ti, ti+1] then necessarily Xi explodes as well. 
Proof of Lemma 5.1. By Theorem 4, for fixed a ∈ML,ε and j ∈ {0, . . . , 2n−1} the probability that
Za explodes more than once in [tnjL, t
n
j+1L] converges to (1− exp(−2−ner)− 2−ner exp(−2−ner))
as L → ∞, where r is such that a = aL − r/(4√aL). Consequently, the probability that there
exists a ∈ ML,ε and j such that Za explodes more than once in [tnjL, tnj+1L] is bounded by Cε2−n
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uniformly over all L large enough (here Cε is a large constant depending on ε). This quantity goes to
0 as n goes to∞.
The probability that there exists a ∈ ML,ε such that Za explodes on [tn2n−1L,∞) is bounded by a
quantity of order ε−2eε−12−n as L → ∞: this quantity vanishes as n → ∞. Consequently, we can
only consider j ∈ {0, . . . , 2n − 2} in the sequel.
We will prove that there exists a constant Cε such that, for any given j ∈ {0, . . . , 2n − 2} with a
probability larger than 1−Cε2−2n for all L large enough, the diffusion Za explodes on (tnjL, tnj+1L]
if and only if the diffusion Zja explodes on this same interval.
To that end, we introduce the time-homogeneous diffusionXj that starts from +∞ at time tnjL and
whose parameter a equals a + (β/4)tnjL − 1/(4
√
aL). Combining Lemmas 6.12 and 6.10, together
with [DL19, Lemma 4.4. and 4.7] and McKean’s convergence result [McK94] recalled in Section
4.1, we know that the following holds with a probability of order 1−Cε2−2n. We have the estimates√
aL − 1 ≤ Za(t) ≤ Zja(t) ≤
√
aL + 1 , ∀t ∈ [tnjL+ tL, tnjL+ 5tL] ,
and
(1/2)
√
aL ≤ Xj(t) ≤ (3/2)√aL , ∀t ∈ [tnjL+ tL, tnjL+ 5tL] .
Furthermore we have τ−2√aL(X
j) ≥ tnjL+ 5tL, and for all t ∈ [tnjL+ 5tL, τ−2√aL(Xj)] we have t
tnj L+5tL
Xj(s)ds ∈
[√
aL − 1,
√
aL + 1
]
.
and Xj explodes within a time of order tL after time τ−2√aL(X
j) and then satisfies
(1/2)
√
aL ≤ Xj(t) ≤ (3/2)√aL , ∀t ∈ [τ−2√aL(Xj) + 2tL, τ−2√aL(Xj) + 6tL] .
Finally, Xj explodes at most once on [tnjL, t
n+1
j L] and does not explode on [(t
n+1
j −2−2n)L, tn+1j L].
From now on, we work on this event. We set D(t) := Zja(t)− Za(t). Since
dD(t) = −(Zja + Za)(t)D(t)dt ,
the previous bounds suffice to show that D(tnjL+ 5tL) ≤ a−8L for all L large enough. Similarly, the
diffusion Xj passes below Za by time tnjL+ 5tL.
Set τ = τ−2√aL(X
j). We have
D(τ) = D(tnjL+ 5tL) exp
(
−
ˆ τ
tnj L+5tL
(Zja(s) + Za(s))ds
)
≤ D(tnjL+ 5tL) exp
(
− 2
ˆ τ
tnj L+5tL
Xj(s)ds
)
≤ D(tnjL+ 5tL) ≤ a−8L .
If τ > tnj+1L, none of the diffusion explode. On the other hand, if τ < t
n
j+1L then by Lemma 6.11,
with large probability the diffusion Za comes back to a small neighborhood of
√
aL within a time
of order 2tL after time τ and synchronizes again with Xj : by monotonicity, Za does not explode
afterwards until time tnj+1L since X
j does not explode more than once on [tnjL, t
n+1
j L]. It remains to
show that, if Za explodes before coming back to the small neighborhood of
√
aL, then Z
j
a explodes
as well, and does so before time tn+1j L. Let τ
′ be the first hitting time of −2√aL by Za after time τ .
If τ ′ occurs before Za comes back to the small neighborhood of
√
aL then
D(τ ′) ≤ D(τ)e4
√
aL2tL ≤ 1 .
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Then by Lemma 6.1 both diffusions Za and Z
j
a explode shortly after time τ ′ with large probability.
To conclude, it suffices to remark that if τ < tnj+1L then it lies before time (t
n+1
j − 2−2n)L so that
all the explosion times lie before tn+1j L. 
6.5. Finer approximation scheme. In order to prove Propositions 5.3, 5.4 and 5.5, we introduce
a finer approximation scheme based on comparisons with time-homogeneous diffusions. Once this
scheme is set up, the proofs of those propositions are simple.
We introduce the diffusions Xja, Xˆ
j
a for every a ∈ ML,ε and j ∈ {0, . . . , 2n − 1} by setting
a(j) := a+ β4 t
n
jL and
Xja := X
(tnj L,∞)
a(j) , Xˆ
j
a := Xˆ
(tnj+1,−∞)
a(j) .
Notice that a(j) is the constant part of the drift of Za at time tnjL: since the drift of Za increases
slowly with time, we expect that Xja and Xˆ
j
a remain close to Za and Zˆa on [tnjL, t
n
j+1L].
Proposition 6.13. With a probability larger than 1 − C2−n for all L large enough, the following
holds for all a < a′ ∈ML,ε and all j ∈ {0, . . . , 2n − 1}. The diffusion Xja explodes at most once on
[tnjL, t
n
j+1L] and we have
(1) Entrance:
sup
t∈(tnj L,tnj L+(3/8)tL]
|Xja(t)−
√
aL coth(
√
aLt)| ≤ 1 ,
(2) Explosion:
sup
t∈(τ−2√a(Xja),τ−∞(Xja)]
|Xja(t)−
√
aL coth(
√
aL(t− τ−∞(Xja)))| ≤ 1 ,
(3) Oscillations: t
tnj L+5tL
Xja(s)ds ∈ [
√
aL − 1
4
,
√
aL +
1
4
] , ∀t ∈ [tnjL+ 5tL, τ−2√a(Xja)] ,
(4) Synchronization: if Xja′ explodes then X
j
a explodes as well and their explosion times lie at a
distance at most (ln ln aL)2/
√
aL from each other.
and similarly for Xˆja.
Proof. The diffusion Xja explodes at most once on [tnjL, t
n
j+1L] with probability at least 1 − C2−2n
by the result of McKean [McK94]. The rest of the proposition is the content of [DL19, Prop 2.5 and
3.3]: the only difference is that, therein, it is shown that t
tnj L+(3/8)tL
Xja(s)ds ∈ [
√
aL − ln aL
a
1/4
L
,
√
aL +
ln aL
a
1/4
L
] , ∀t ∈ [tnjL+ (3/8)tL, τ−2√a(Xja)] .
However, by a simple argument based on reflected Brownian motions as in [DL19, Lemma 4.4],
with large probability Xja remains in the interval [
√
aL − 1/10,√aL + 1/10] on the time-interval
[(3/8)tL, 10tL]. The asserted Oscillations bound then follows by combining these two bounds. 
We now define F as the event on which there exists a random subset
A+ := {a′k+1 < bk < ak < a′k < b′k < bk−1 < . . . < b′2 < b1 < a1 < a′1 < b′1 < a0} ,
ofML,ε such that the following holds:
(1) Squeezing of the k first eigenvalues.
−λk+1 < a′k+1 < bk < ak ≤ −λk < a′k < b′k < bk−1 ≤ . . . < b′2 < b1 < a1 ≤ −λ1 < a′1 < b′1 < a0 .
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(2) Typical diffusions. The content of Proposition 6.13 holds true.
(3) Synchronization. For every i ∈ {1, . . . , k} and every j ∈ {0, . . . , 2n − 1} such that tnj+1 <
lnL, we have
Xjbi(t) ≤ Zai(t) ≤ Za′i(t) ≤ X
j
b′i
(t) , ∀t ∈ [tnjL+5tL, τ−∞(Xjbi)]∪[τ−∞(X
j
bi
)+5tL, τ
(2)
−∞(X
j
bi
)] ,
and if Zai (resp. Za′i) explodes by time t
n
j+1L, then its explosion time lies at a distance at most tL
from τ−∞(X
j
bi
).
Similarly we have
Xˆjbi(t) ≥ Zˆai(t) ≥ Zˆa′i(t) ≥ Xˆ
j
b′i
(t) , ∀t ∈ [τˆ+∞(Xˆjbi), tnj+1L−5tL]∪[τˆ
(2)
+∞(Xˆ
j
bi
), τˆ+∞(Xˆ
j
bi
)−5tL] ,
and if Zˆai (resp. Zˆa′i) explodes on [t
n
jL, t
n
j+1L], then its explosion time lies at a distance at most tL
from τ+∞(Xˆ
j
bi
).
Lemma 6.14. There exists c > 0 such that limn→∞ limL→∞ P(F) > 1− cε.
Proof. The squeezing property (1) is a direct consequence of the convergence proven in Subsection
5.1 while the probability of the event of property (2) is already evaluated in Proposition 6.13. To
establish the synchronization property (3), we argue as follows. First, there are at most Cε2n quadru-
plets of diffusions to consider, and since we restrict to tnj+1 < lnL, locally the parameter a + βt/4
belongs to M˜L,ε: we are going to show that for every quadruplet, the probability of the event in
property (3) goes to 1 as L goes to∞. By Lemma 6.11 applied to Zai and Za′i , and by Lemma 6.10
applied to Xjbi and X
j
b′i
, we know that these four diffusions lie in [(1/2)
√
aL, (3/2)
√
aL] on the time
interval [tnjL+ tL, t
n
jL+ 5tL] with large probability. A simple bound on the ODE of the differences
between any pair of these four diffusions then show that by time tnjL+ 5tL they get to the “right” or-
der: Xjbi(t) ≤ Zai(t) ≤ Za′i(t) ≤ X
j
b′i
(t). Then, monotonicity immediately implies that they remain
in this order until the next explosion time ofXjbi . At this time, we apply Lemma 6.11 again, and using
similar arguments, we deduce that these diffusions come back to the right order again. The proof is
exactly the same for the backward diffusions. 
Proof of Proposition 5.3. We start with the forward diffusions. By monotonicity, for any a ∈ ML,ε
the number of explosions of Za is bounded by the number of explosions of Za< where a< =
minML,ε. From Theorem 4, we deduce that there exists C,Nε > 0 such that the probability that
Za< explodes more than Nε times or explodes after time ε
−2L is bounded by Cε uniformly over all
L large enough. Consequently, in the sequel we only have to deal with the Nε first explosions of the
diffusions, and the Long-time behavior is proved.
To prove the Entrance and Explosion estimates, it suffices to iterate (at most Nε times) Lemma 6.1.
Regarding the Oscillation estimates, it follows as a tedious but simple combination of Lemma 6.12,
the Oscillations bound for the Xa’s of Proposition 6.13 and the Synchronization property of event F .
Regarding the backward diffusions, the arguments are the same except for the Oscillations at infinity.
For the Oscillations at infinity, one needs to consider a collection of time-homogeneous backward
diffusions Xˆ(pL,−∞)b+βpL/4 , b ∈ ML,ε, p ∈ {1, 2, . . . , blnLc, L}, and apply the same squeezing argu-
ments. Here the only point is to check that this is not too costly in terms of probability. There
are of order Cε lnL diffusions, and Lemma 6.11 necessitates a cost in probability which is of order
a−2L ≈ (lnL)−4/3, so that the overall cost in probability goes to 0 as L goes to∞. 
Proof of Proposition 5.5. The control of the probabilities associated with (a), (b)-(i) and (b)-(v) is
contained in Theorem 4 and Propositions 5.3 and 5.4. By Theorem 4, there exists a constant C > 0
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such that Properties (b)-(ii) and (b)-(iii) hold with a probability of order 1−Cε−2eε−12−n uniformly
over all L large enough: choosing n large enough, this quantity is at least 1 − O(ε). Regarding
(b)-(iv), it follows as a combination of (b)-(iii) and Property (3) of Proposition 5.4. 
Proof of Proposition 5.4. The fact thatZa(tnjL) lies in [1/2
√
aL, 3/2
√
aL] and thatZa(tnj ) ≤ Za′(tnj )
is a consequence of Lemma 6.12 and of a simple computation on the differenceD(t) = Za′(t)−Za(t)
on a small interval of time. Lemma 6.7 combined with Theorem 4 ensures that the number of ex-
cursions of Za in [tnjL, t
n
j+1L] is a Poisson r.v. of parameter O(2−n) so that it makes at most one
excursion per such interval with large probability.
Regarding Properties (1), (2) and (3) of the statement, we argue as follows. For any a ∈ ML,ε, after
its first hitting time of
√
aL− δ we decompose the trajectory of Za into two types of bridges: bridges
that start from
√
aL−δ, hit√aL before−√aL and then come back to√aL−δ ; bridges that start from√
aL−δ, hit−√aL before√aL, and then come back to√aL−δ (possibly after an explosion). Lemma
6.5 shows that any bridge of the second type, with a probability at least 1 − e−c(ln aL)4 , does not hit√
aL− δ/2 before−√aL. Consequently, with a probability going to 1, for every j ∈ {0, . . . , 2n−1}
such that tnj+1 < ε
−2 the first bridge of the second type that occurs after tnjL does not hit
√
aL− δ/2.
The estimates stated in Lemma 6.2, 6.3, 6.4 and 6.6 then yield Properties (1), (2) and (3) of the state-
ment.
Finally Property (4) is a consequence of the squeezing of the diffusion Zˆa in between diffusions Xˆb
and Xˆb′ that holds on the event F combined with [DL19, Lemma 3.6]. 
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