The time-term approach to the interpretation of refraction travel-time data is extended to deal with observation systems which are not, at first sight, suitable for time-term analysis. This so-called MOZAIC method is based on the premise that there exist areas of equal delay time to any refractor and that the distribution of such areas can be intelligently estimated using ancillary information such as geological or gravity maps. It is then possible to construct, from an essentially heterogeneous observation scheme, a MOZAIC network to which more or less conventional time-term analysis can be applied.
Introduction
In seismic refraction studies of the Earth's crust and upper mantle, the time-term approach has been shown to be an appropriate method for the interpretation of travel-time data in terms of complex structure (e.g. Willmore & Bancroft 1960; Bamford 1971a Bamford , b, 1973a . In addition to dealing correctly with non-horizontal layering, time-term analysis also deals with such complexities as lateral variation in refractor velocity, velocity increase with depth and velocity anisotropy.
To date, however, the method has usually been applied to data obtained from observation systems designed With time-term analysis in mind. Such data are comparitively rare. On the other hand, there exist in various parts of the world (e.g. western Europe, the USA, the USSR) large bodies of refraction data which at first sight are not suitable for time-term analysis because the observation schemes on which they are based consist of many separate profiles and are therefore essentially heterogeneous. This paper introduces MOZAIC time-term analysis, a new form especially designed to deal with data from such networks.
A previous paper (Bamford 1973a , henceforth referred to as Paper I) presented a modified time-term interpretation of all the P, travel-time data available from the extensive quarry-blast recording programme that was undertaken in western Germany as part of the Upper Mantle Project; this programme, which resulted in a network of FIG. 1. Raypaths through a refractor buried by overburden. Note that Dt, is included in equation (1) and not At, (Barnford 1973b) .
over eighty criss-crossing profiles and fans, has been described by Stein (1971) amongst others. The modified time-term method used in Paper I will henceforth be referred to as DTFM, the Delay-Time-Function Method (after Morris 1972) . The main result emerging from the analysis in Paper I, namely that a considerable anisotropy of upper mantle P wave velocity was required by the data, demonstrated the advantages of the time-term method over other techniques, for example those which incorporate restrictive assumptions such as horizontal layering or uniform velocity within layers. Nevertheless, for reasons that will be explained in the next section, certain features of DTFM and the analysis in Paper I, whilst apparently not affecting the main result, were not entirely satisfactory. In contrast the MOZAIC method, when applied to the west German P, data, gives results which are free of these unsatisfactory features and significantly better than the results in Paper I.
An introduction to MOZAIC time-term analysis
The meaning of ' time-terms'
The fundamental principles of time-term analysis are well known (Willmore & Bancroft 1960; Paper I and Bamford 1973b) . Briefly, the theoretical travel-time tij for a refracted wave travelling from site i to site,j ( Fig. 1) is split into three independent parts or ' terms ' thus:
The refractor velocity need not be constant; V can be a function whose coefficients describe a uniform velocity, a vertical velocity gradient, horizontal velocity variations or velocity anisotropy, for example.
The terms aj and aj are the delay times, or time terms, at sites i and j; each one of these terms describes the delay in travel time caused by the presence of the overburden which lies between the corresponding site and the refracting horizon. If the depth to the refractor is H and the overburden velocity-depth function is U(z) then the corresponding delay time, or time term, a is given by For a network of sites--at each of which there may be a shotpoint and/or recorder-a family of equations similar to (1) above is built up and for each family member, the measured travel-time Tij and the distance Dij (Fig. 1) are observable quantities (but see Paper I and Bamford 1973b for additional comments on DjJ. Thus, at least in principle, a simple exercise in least-squares analysis will determine the unknowns in the system, that is the delay times and the coefficients of the velocity function, from the observations. However, the practical approach to this analysis depends very much on the observational network.
A simple approach to time-term analysis
As initially formulated (Willmore & Bancroft 1960) , the time-term method is applicable to the analysis of data from a special type of refraction operation in which one shotpoint is observed at several different recording points and each of these recording points observes several different shotpoints: the word ' site ' in the previous section is synonymous with ' point ' in this section. A typical operation of this type yields a large number of travel-time observations from a much smaller number of sites: the number of different time-terms occurring in the family of equations is correspondingly small and thus, as only a few coefficients are needed to specify typical velocity functions, the total number of unknowns is very much less than the number of observations. The ensuing least-squares analysis is straightforward (Bamford 1971a , for example).
However, much of the refraction data in Europe and North America is available on networks that have grown only slowly and which are as a result rather heterogeneous with an uneven distribution of observations. The quarry-blast data in western Germany, for example, were collected over several years using a limited number of shotpoints and very many recording points. Some individual shotpoints were observed at several hundred recording points along several different profiles or fans but only rarely (usually accidentally) did a single recording point observe more than one shotpoint. An analysis which allowed a separate time term for each recording point would therefore be unsuccessful because the number of unknowns would be very close to the number of observations. In Paper I, this weakness of the west German network was overcome by using the following approach (DTFM) due to Raitt et al. (1969) .
The Delay-Time-Function Method ( D T F M )
In essence, the assumption that individual delay times are independent is abandoned and it is assumed instead that the delay times within the network may be represented in terms of a regional delay-time surface defined as a function of position. This delay-time-function is usually a combination of a first-order polynomial and a high-order double Fourier series of which the fundamental wavelengths are dependent on the dimensions of the area of investigation. The number of unknowns (now the polynomial and double Fourier series coefficients of the delay time function together with the coefficients of the velocity function) is considerably reduced and a least-squares analysis is once again possible. However this approach has at least three disadvantages:
Firstly, any surface-fitting method is best suited to data which is at least fairly regularly spaced otherwise the computed surface tends to be unstable in areas where data is relatively sparse and will be so in any case at the edges of the area of investigation. By definition, an even distribution is unlikely in a heterogeneous network within which observations are mainly distributed along linear profiles originating from a small number of shotpoints. Secondly, the number of coefficients required increases, and the stability of solutions decreases, very rapidly as the order of the double Fourier series is increased and in practice one is restricted to fairly smooth regional surfaces: thus, the final map of Moho delay times which is presented in Paper I (Fig. 6 thereof) is based on well over 550 observations and yet is restricted to a relatively smooth 4th order double Fourier series. Finally, it is well known that in surface fitting with double Fourier series, the fundamental wavelength and hence the computed surface depends on the orientation of the reference axes. It is possible that genuine trends may not be accurately represented (Whitten 1969) . Now delay times depend not only on depth to refractor but also on the overburden velocity-depth function (equation (2)) and thus in any real situation can be expected to vary neither smoothly nor continuously; consider, for example, the upper crustal heterogeneity that is evident in a geological map. Hence an analysis that cdnstrained delay times to vary smoothly and continuously-as DTFM does-might give a reasonable average picture but would omit some systematic details. These systematic errors might then increase the residual (Tij minus t i j ) population and thereby distort the statistics of the solution (Bamford 1971a, b) or, worse, produce systematic errors in computed delay times or velocities (Bamford 1971b (Bamford , 1973b . The latter possibility causes particular concern when a genuine trend in delay times is inadequately represented: a concurrent analysis of variation in refractor velocity, and especially of directional dependence, must then be treated with great caution.
These conclusions are similar to those of Paper I.
MOZAIC analysis
The nature of many observation networks, and of the west German quarry-blast network in particular, rules out the application of the simple form of time-term analysis whereas the nature of delay times themselves means that DTFM will not be ideal, sacrificing as it does the fundamental and, furthermore, real istic assumption that delay times at different sites are independent.
The MOZAIC method is a realistic compromise designed to overcome both these disadvantages. In principle it involves little more than a change in the implied meaning of the word site ' from ' point ' to area ', coupled with an understanding of the behaviour of refraction networks. A certain small area ' can be assumed to have a constant delay time to a particular refractor and it is possible to make a reasonable guess at the distribution of such areas ' on the basis of geological consistency, gravity or magnetic anomaly, topography etc. Two or more recordings made some small distance apart can, on some reasonable basis, be assigned the same time term thus reducing the number of unknowns to be determined. At the same time, sites and the available observations should be interwoven so as to optimize the strength of the network. The concept of the strength of refraction networks deserves a separate treatment but, briefly, two simple principles may be followed. These are:
(i) The more often a particular delay time is observed, the more accurately it is determined; in simple terms every site must have as many connexions as possible to other sites; and (ii) Certain shot-station patterns determine refractor velocity more effectively than others. It is well known, for example, that a properly reversed profile is very effective for determination of velocity in one direction. On the other hand, velocity anisotropy can only be properly studied with patterns that give unambiguous velocity determinations in several directions.
In this way it is possible to construct, from a heterogeneous composite network, a powerful time-term network that permits accurate determination of those unknowns which are deliberately retained. The initial formulation of time-term analysis (e.g. Bamford 1971a ) is then applicable with only minor modifications. FIG. 2. The quarry-blast recording scheme in western Germany: P . observations. The inset shows the distribution of shotpoints and profiles/fans contributing P . data. In the case of profiles, the notation describing them is shotpoint numberapproximate direction-reversing shotpoint (if any); for fans the notation is shotpoint-approximate distance-F.
The letter V indicates observations on an array rather than a complete profile. The key to symbols is as follows: 0 , shotpoints (coded by number or letter); 0, major cities; : _ profile or fan (line is broken if data excluded from mozaic C); x , recording point; 0, recording point whose data is excluded from mozaic C; delineates ' areas of equal delay time ' defined in mozaic B.
It might be expected that, in any typical example, the areas ' defined would vary greatly in size, shape, distribution and density of data therein: working patterns are in fact so heterogeneous that they resemble a mozai-hence MOZAIC time-term analysis. It is this very heterogeneity, coupled with the statistical tests that accompany any time-term analysis (Bamford 1971a, b) , that enables the MOZAIC method to deal effectively with delay time variations, for the mozaic can quickly be modified, by splitting, amalgamating or redefining ' areas ', to take account of local delay time anomalies or fluctuations without altering, or at least, unduly increasing, the number of unknowns. Thus, without producing unstable solutions, all genuine delay time variations can be accounted for and, as will be confirmed in the practical examples described in the following sections, this results in the twin benefits (as compared with DTFM) of improved statistics and a greater confidence in results which bear on directional dependence of refractor velocity.
. The data
The west German quarry-blast network is summarized in Fig. 2 . In the inset to Fig. 2 are shown all those profiles and fans which contribute P , data; this inset should be used as a guide to the main part of Fig. 2 which pin-points every P, observation.
The observations and data are fully described in Paper I.
An especially important point is that, although the data is of variable quality and density on different profiles (Fig. 2) , it is all available in the form of record sections with reduced travel time. With the data in this form, P. arrivals can be both recognized and timed with conf?dence. Six hundred and thirty-nine P, travel times have been read by the author and form the basic data set. As may be seen in Fig. 2 , there are several reversed and crossing profiles. The areal distribution of observations and the distribution of observed distances and azimuths are all reasonably good (Paper I), In Paper I it was established, from a study of repeated observations, that an average travel-time measurement error was about 0.12 s.
In the present paper, MOZAIC analyses of this data are presented and discussed with a view to: The map of shot and recording points corresponding to the 639 P, data ( Fig. 2) (i) A geological map of western Germany-the Geologische Karte der Bundes-(ii) A Bouguer-Anomaly map of western Germany (1 : 1 000 000, Gerke 1957).
On this scale adjacent stations can be clearly distinguished-the typical recording separation on the profiles is one to a few kilometres (Fig. 2) -and yet the useful information, for example the geology, is not too detailed. Several different mozaics have been studied but for present purposes it is sufficient to describe just three of them; the first two use all the P, data, the third does not.
(i) Mozaic A. A mozaic of 110 sites selected on the basis of geology. These sites range in area from a single point (e.g. a well-observed shotpoint) to those with dimensions of up to, but not greater than, 20 km. Apart from this upper limit on size, common surface geology was the sole criteria for selecting sites (or combining recording points).
(ii) Mozaic B. A mozaic of 131 sites selected on the basis of Bouguer gravity anomaly. Size limitations similar to A with similar (within 5-10mgal) anomaly as sole criteria. Special emphasis was placed on obtaining a good site distribution in regions of strong gravity gradient which possibly delineate the edges of deep structures (e.g. Edel 1975 ). This mozaic is shown in Fig. 2. (iii) Mozaic C. A mozaic of 111 sites based, like B, on gravity but using the restricted P, data set (containing 572 travel times) used in the final analysis in Paper I (and on which the map of Moho delay times- Fig. 6 in Paper I-was based). Most of the data removed was from profiles 01-090, 02-300, 02-325, 02-350, 06-300, 07-010, 10-135, 17-320-V and 17-350 (Fig. 2) : the reason for the exclusion of all t The offset distance (see Paper I) was 30 km for these solutions.
data from these profiles will be discussed later. In addition, this data set excluded six travel-times identified in Paper I as ' spotty' data, that is, data that produced such large travel-time residuals that the data was suspected to be non-P,.
The conduct of time-term analyses, including the various checks, tests and corrections that are applied before any single solution is accepted, together with those aspects peculiar to the study of refractor velocity variations (and of velocity anisotropy in particular) are adequately described in Paper I and Bamford (1971a Bamford ( , b, 1973b . Table 1 compares the solution variances obtained when three different refractor velocity functions-constant velocity, velocity gradient and general velocity anisotropy -are included in time-term analysis of mozaics A, B and C. The significant, indeed spectacular, reduction in variance resulting from the inclusion of velocity anisotropy parallels that reported in Paper I. The Paper I DTFM results are included in Table 1 for comparison with the analysis of mozaic C.
Accepting that velocity anisotropy appears to be required by the data, Table 2 compares the coefficients of anisotropy resulting from the three MOZAIC solutions and the DTFM solution. Although a slightly simpler anisotropic function was used in DTFM and hence the coefficients themselves are not strictly comparable, the main features of the anisotropy, that is the overall amount (greater than 0.5 km s-') and the direction of maximum velocity (IS0 to 20" East of North), appear to be reasonably consistent.
Tables 1 and 2 permit a comparison of the relative effectiveness of mozaics A and B, based on geology and gravity, respectively, in dealing with the same data. There are no significant differences in either the variances or the computed anisotropy coefficients. Fig. 3 shows a histogram of the differences in the delay times computed for anisotropy solutions of mozaics A and B, one difference being calculated for each shotpoint and recording point in the network. To be significant, a difference would have to be much greater than the average delay time error (0.10 s for A, 0.1 1 s for B) and travel-time measurement error (0.12 s). In fact the bulk of values lie between -0.10 and 0.15 s with a slight positive skew-the average difference is 0-07 s, the rms value less than 0.13 s-and typically therefore there is no significant difference. However, there are a disproportionately large number of differences in the range 0.15 to 0.50s. These differences in fact occur in areas where, because of gradient features on the gravity map, mozaic B has been made rather more detailed than mozaic A and hence can take a more realistic account of genuine variations in delay time. This is also indicated by the fact that although mozaic B contains more unknowns than mozaic A (i.e. has less degrees of freedom), the resulting variances are similar; thus the residual population is reduced in B, that is: the delay times are better explained.
To this extent, a mozaic based on gravity is to be preferred, a not altogether surprising conclusion in view of the often-studied connection between gravity anomaly and time terms (e.g. Steinhart & Smith 1966) . For this reason, mozaic C was also based on gravity.
The delay times computed for mozaic B are shown in map form in Fig. 4 . The values have been graded in groups of 0.30 seconds, this being slightly less than 3 times the typical delay time error. Contouring has been avoided for this figure in view of the earlier discussion of the essentially independent behaviour of delay times.
The anisotropy values for the directly comparable mozaic C and DTFM solutions agree reasonably well (Table 2) map on the other hand, as mentioned above, is not necessarily contourable and to do so for the sake of comparison necessitates the sacrifice of some detailed information. Even so, it is clear that the MOZAIC map contains rather more detail (shorter wavelength information) than the DTFM map although the major features are similar: note also that there exist considerable differences in values at the edges of the area of investigation. Although, as noted earlier, these changes in delay time values need not necessarily have a dramatic effect on residuals, in fact the variance is somewhat reduced for the MOZAIC solutions and the residual distribution more concentrated upon small values (Fig. 6) . However the major benefit is of course that a much greater confidence in the velocity anisotropy result goes hand in hand with a better specification of the delay time surface. A final comment is appropriate on the data excluded from mozaic C and the final DTFM solution. As can be seen in Fig. 2 (i) Increasing the dimensions of the area of investigation and thereby the fundamental wavelengths used in the double Fourier series: the analysis is correspondingly less able to deal with shorter wavelength variations in regions where observations are closely spaced; and (ii) Decreasing the stability of solutions: fitted surfaces tend to become unstable in areas of low density of data.
Both these disadvantages are a consequence of abandoning the assumption of independent delay times. MOZAIC analyses retain this assumption and as a consequence do not have to abandon profiles that lie on the fringes of the investigation area. Thus the mozaic B solution of all the P, data can be regarded as the end point of the present study: significantly the six travel-times that the DTFM analyses rejected as ' spotty ' data are not so rejected by the MOZAIC analyses. Presumably this is because the MOZAIC approach correctly accounts for some genuine delay time variations that DTFM could only account for by very large residuals.
Conclusions
It can be argued, and the author accepts, that the results described in this paper show clearly the considerable power of the initial form of the time-term method (Willmore & Bancroft 1960) . The MOZAIC version can deal with travel-time data from heterogeneous and composite refraction networks and does so rather more effectively than DTFM. For example, ' fringe ' data that would best be excluded from DTFM analyses can be included in MOZAIC analyses which can in fact deal with a much more heterogeneous observation system than DTFM. These are important conclusions because in many parts of the world, especially in western Europe, the USA and the USSR, there are large bodies of refraction data based on composite observation networks which now become acceptable for time-term studies.
The advantages of MOZAIC analyses are particularly significant for the study of velocity anisotropy. A detailed and comprehensive study of velocity anisotropy in the upper mantle beneath western Germany, a result established in this paper and Paper I, will appear as a separate paper.
