Abstract-Mutation testing is a powerful and flexible test technique. Traditional mutation testing makes a small change to the syntax of a description (usually a program) in order to create a mutant. A test set is considered to be good if it distinguishes between the original description and all of the (functionally nonequivalent) mutants. These mutants can be seen as representing potential small slips and thus mutation testing aims to produce a test set that is good at finding such slips. It has also been argued that a test set that finds such small changes is likely to find larger changes. This paper introduces a new approach to mutation testing, called semantic mutation testing. Rather than mutate the description, semantic mutation testing mutates the semantics of the language in which the description is written. The mutations of the semantics of the language represent possible misunderstandings of the description language and thus capture a different class of faults. Since the likely misunderstandings are highly context dependent, this context should be used to determine which semantic mutants should be produced. The approach is illustrated through examples with statecharts and C code. In addition, a semantic mutation testing tool for C is proposed.
I. INTRODUCTION
Testing is an important but expensive part of the software development process, often consisting of in the order of fifty percent of the overall development budget. Test automation has the potential to make testing more efficient and effective and thus to lead to cheaper, better quality software.
Mutation testing is an approach to test automation that aims to produce test cases that are good at distinguishing between some description N and variants of it. Each variant is produced by applying a mutation operator to N . A test input kills a mutant M of N if it distinguishes between M and N . A mutant M of N is said to be an equivalent mutant if no possible input kills M . In mutation testing, either test data is judged against the mutants created (by determining what percentage of non-equivalent mutants are killed by the test data) or test data is produced to kill all of the non-equivalent mutants. The motivation is that a test set that is good at distinguishing N from variants of N is likely to be good at finding faults that are similar to applications of the mutation operators.
In traditional mutation testing, the mutation operators are designed to represent syntactically small errors. In this paper, we propose a different approach to mutation testing, namely semantic mutation testing (SMT). When testing an entity, test generation is based on a model written in some description language (such as a programming language, a design language or a specification language). While many mistakes are slips, other mistakes are the consequence of a misunderstanding of the semantics of the description language. Such misunderstandings may be captured by mutating the semantics of the description language. It is possible to introduce changes that reflect small misunderstandings regarding the language through making small changes to the semantics of this language. This results in the same model being interpreted in a different way. This contrasts with traditional mutation testing in which small changes are made to the syntax of the model. SMT thus aims to find a different class of fault and should complement traditional mutation testing. While semantic size has been explored in the context of mutation testing [33] , the issues considered here were quite different.
This paper makes a number of contributions. First, it introduces semantic mutation, describes its potential role in testing, and explains how it may be implemented. It describes the error model of SMT and several scenarios in which SMT might have particular value. Examples of semantic misunderstandings for statecharts and the C language are given. We investigate the corresponding mutation operators that reflect differences between semantics, demonstrating that SMT can uncover faults arising from these differences. The differences between SMT and traditional mutation testing are summarised. Finally, we propose an architecture for a semantic mutation testing tool for C code.
The paper is structured as follows. Section II describes traditional mutation testing and Section III outlines SMT. Section IV describes the error model of SMT and several scenarios in which SMT might have particular value. Section V then gives examples of situations in which SMT can be applied to statecharts and the C language. Section VI illustrates a possible architecture of a SMT tool for C code that is under development. Section VII proposes areas of future work and finally Section VIII draws conclusions.
II. TRADITIONAL MUTATION TESTING
The idea behind mutation testing is simple and intuitively appealing. Mutants are produced by making changes to the program. These changes simulate classes of faults and test data is produced to distinguish our original program from the mutants. A test set distinguishing between the original program and the mutants provides confidence in it detecting such classes of faults.
Mutants are produced through the application of mutation operators. Each of these may be applied to a relevant point in a program in order to produce a mutant. The mutation operators involve small syntactic changes. For example, + might be replaced by −, > might be replaced by ≥, a variable in an expression may be replaced by a constant, or part of an expression may be deleted. The use of such mutation operators is usually justified by the competent programmer hypothesis, which states that competent programmers make small mistakes [11] . There is an issue here -a competent programmer might make semantically small mistakes that cannot be captured by syntactically small changes.
The use of only a single mutation operator will often create large numbers of mutants even when the original program is quite small. For this reason, it is normal to restrict the number of mutants produced by using only first-order mutants: those that can be produced from the original program by the single application of one mutation operator. The use of first-order mutants is justified by the coupling hypothesis that states that any test set that kills all first-order mutants will kill most higher-order mutants. Empirical studies suggest that there is some truth in the coupling hypothesis [31] though many questions still remain. The coupling hypothesis has also been validated by theoretical work [42] , although this work makes many assumptions.
Mutation testing was originally applied to programs (see, for example, [2] , [3] , [5] , [7] , [9] , [11] , [14] , [15] , [17] , [19] , [20] , [23] , [22] , [24] , [25] , [31] , [32] , [34] , [35] , [36] , [37] , [41] , [44] ) but more recently it has been applied to other forms of descriptions such as specifications (see, for example, [6] , [12] , [40] , [43] , [46] ). This involves producing test data that kills mutants of the specification, the test data then being applied to the code. Naturally, this requires a particular type of specification language -one that can be executed, that can be simulated, or that allows some formal reasoning. In this work we want to produce mutants that are not equivalent. In contrast, some recent work on applying mutation testing to CSP specifications considers properties of the specification, and whether these are preserved, and not functional equivalence [39] . Thus, a mutant is killed if it does not satisfy the property of interest. Interestingly, in this context demonstrably equivalent mutants correspond to fault tolerance and thus their existence is desirable.
Mutation testing has a number of advantages. First, it allows the tester to target particular classes of faults. Should a program pass a test set that kills all mutants, then it is clear that the non-equivalent mutants produced were not correct. This eliminates a set of faulty behaviours. It also gives us confidence in the test set distinguishing between a correct program and a program with one of these types of faults. Second, other test criteria may be simulated using mutation testing. Consider, for example, the mutation operator that replaces a statement by a new statement which terminates execution with an error message. Then, any test set that kills all of the non-equivalent mutants formed using this mutation operator must also provide 100% statement coverage: every reachable statement is executed during testing.
While mutation testing is powerful and flexible, it does have disadvantages. The number of mutants produced, even when considering a small program and first-order mutants, is often massive. For example Offutt and Pan, using a standard set of 22 mutation operators and the Mothra tool, produced 951 mutants from a program that contained only 28 executable statements [37] . For this reason, researchers have introduced selective mutation in which a subset of the mutation operators is applied [7] , [29] , [30] . The presence of equivalent mutants often leads to a significant amount of manual effort and thus significantly increases the cost of mutation testing. There has thus been work on preventing the introduction of some equivalent mutants and automatically detecting some of the equivalent mutants that are introduced [3] , [19] , [32] , [35] , [37] .
Mutation operators work at the syntactic level and thus are best at representing errors that are in the form of small slips or typos. Such mutants do not aim to represent misunderstandings that relate to a small semantic mistake but that can only be implemented through large syntactic changes. This paper introduces SMT and argues that it overcomes some of these problems.
III. AN OVERVIEW OF SMT
SMT is a powerful and general concept. It requires the use of a description language with a semantics that allows manipulation along with some notion of likely misunderstandings. Alternatively, the mutations of the semantics might explore possible variance in the semantics. For example, many programming languages have elements that are implementation specific -the compiler writer is allowed to choose between certain options. By mutating the semantics to represent these different options it is possible to explore the portability of a program. Mutation operators to be applied to the semantics of a programming language could reflect alternatives regarding, for example, the precision used for floating point numbers.
An entity in which we are interested is represented by a (syntactic) description (such as the source code of a program). Given a description N written in a language with semantics L, the behaviour is defined by the pair (N, L). Traditional (syntactic) mutation testing mutates one part of this: the description. Thus, the application of a syntactic mutation operator is of the form (N, L) → (N , L) for some N . By contrast, SMT mutates the semantics of the language and does not change the description. Thus, the application of a semantic mutation operator is of the form
is one produced by applying one mutation operator once to the semantics of the language.
Suppose that (N, L) is mutated to get (N, L ). Thus N has two interpretations, its meaning under L and its meaning under L . These will be called N L and N L respectively. Given a test case t, N L (t) will denote the behaviour produced when applying t to N under semantics L and N L (t) will denote the behaviour produced when applying t to N under semantics L . Then a test case t kills the mutant (N, L ) if and only if
. Naturally, the notions of behaviour, equality of behaviour, and thus of killing a mutant will depend upon the language being considered. In addition, the property of a test case killing a semantic mutant depends both on the semantic mutation made and the description under test.
There are several ways of implementing semantic mutation, including the following.
1) Have a parameterisable system for interpreting a model, the parameters allowing the semantics to be mutated. 2) Express the semantics in some form that can be manipulated. One such form is a set of rewrite rules. 3) Simulate a mutation of the semantics by making changes to the syntax of the description. Note that these will be done throughout the description, not just at one point. In the mutation testing of a description N in a language with semantics L a set of mutation operators are applied individually to L to get alternative semantics
are then used in order to evaluate a test set or to drive test generation: a test set should kill every non-equivalent mutant in the set
One of the benefits of semantic mutation testing is that it may lead to far fewer mutants and, as a consequence, fewer equivalent mutants. This is because a change in the semantics of the description language need only be made once 1 (assuming only first-order mutants are used). By contrast, in traditional mutation testing, given a mutation operator there is a mutant for every point in the model to which the operator may be applied. Thus, a large number of mutants may have to be compiled and executed; in semantic mutation only one compilation is necessary for each type of semantic mutation. The actual number of semantic mutants is a research question and is likely to depend on the context in which semantic mutation occurs and may change as the use of a language matures. In addition, there is the interesting question of whether semantic mutation leads to fewer trivial mutants that are killed by almost all test cases.
IV. SCENARIOS FOR SMT
In a development software process, multiple description of the underlying software may be generated in different activities. The form of description changes in this process, generally from abstract to concrete. A number of languages may be used: scenario-based models (SDs and MSCs) may be used in the requirements phase, more formal languages such as FSM and VDM can be applied in the specification or design phases and finally the software may be coded in C. Semantic misunderstanding can be introduced into the target description in every transformation because of the informality 1 Later we discuss conditions under which this might be relaxed. of either languages or the semantic differences between the source and target languages in these transformations. In this section, we first describe a semantic error model to describe how different semantic misunderstandings can be introduced into software. Figure 1 shows a general network model of misunderstandings introduced into the final software. To simplify the illustration, we give a partial network including nodes A, B, C and D and they represent four possible different descriptions of a piece of software.
A. Semantic Error Model
In Figure 1 the level of abstraction descends from top to bottom. Languages used in A and B or C and D are at the same abstraction level and the language used in A and B at level n are more abstract than the languages used in C and D in level n + 1. Generally, descriptions written in higher level languages (for example, models in the design phase) will be refined into descriptions in lower level languages (source in the code phase). Therefore, downwards transformation is common in software development. These types of transformations are called refinements and are represented by downward arrows in Figure 1 .
In addition, the description in each level may be expressed in more than one language. Description A may be translate into B (and vice versa) and Description C may be translated into D (and vice versa) in a software development process. For example, MSCs can be used to synthesise automata for model checking [1] . These types of transformations are called translations and are represented by left right arrows in Figure 1 .
The number of levels of abstraction may depend on the software development process used. For a simple piece of software with several hundred lines of C code, there may be only two levels: C code and compiled machine code since no formal requirements and design are needed. This scenario is shown on the left-hand side of Figure 2 . However, for a large project, there may be descriptions at many levels (requirements, specification, design, code and machine code). Similarly, the number of nodes at the same level may vary. Consider software developed in Java derived from legacy software that contains components coded in different languages.
There should be multiple nodes at the code level. Therefore, in Figure 1 , we do not restrict the size of the model. Semantic mutation is concerned with misunderstandings that arise both in refinements and translations in the network model. A specific software development process may introduce misunderstandings along a top-down path in the model and ideally we investigate all possible misunderstandings raised by transformations. However, some of the transformations may be more interesting since misunderstandings are more likely in these scenarios. In addition, not all of the misunderstanding can be imitated. For example, if software is developed directly from informal descriptions the possible misunderstandings are hard to capture. In the rest of this section we describe several situations in which SMT may have particular value.
B. Common misunderstandings
Given a taxonomy of common misunderstandings for a particular language, a set of semantic mutation operators could represent these possible misunderstandings. Such a set of operators could be informed by studies that identify common misunderstandings (see, for example, [8] ). Given a mutation operator that represents a possible misunderstanding, a test set that kills the mutant produced by this operator should be good at finding faults that are due to this misunderstanding. Thus, testing is targeted at these common misunderstandings.
Ideally, the set of operators used should reflect the environment in which the artefact under test has been produced and the misunderstandings that are most likely or most important within that environment. For example, it is to be expected that novice programmers make very different mistakes from expert programmers and that an expert programmer using a language for the first time will have a different set of likely misunderstandings than an expert programmer who has used that language for many years.
In the error model, if the used language is X then this scenario can be described by a translation between imaginary X node to X node shown in Figure 2 . The imaginary X node represents the programmer's understanding of language X. It may be noted that this scenario can happen at any level of the error model.
C. Refinement
Misunderstandings might occur through a change between the level of abstraction in requirements, specification, design and code. For example, Z [21] and Ada [4] have different truncation rules. The precedence rules may also differ between languages. Where there are similarities between elements of the syntax of a specification or design language and the programming language used there is a danger that statements written using this syntax will be copied. This may lead to faults if these constructs are given a different semantics in the specification/design language and the programming language. Semantic mutation operators could change the semantics of the programming language to simulate the semantics given to these syntactic constructs in the specification or design language. Given a set of mutants generated in this manner, a test set that kills the resultant mutants is targeted at such mistakes.
Another example is the use of unbounded types (such as the integers) in specification languages; they are retrenched to bounded types. Additional issues occur with types such as the reals since these will be retrenched 2 to types of finite precision. The retrenchment may lead to behaviours other than those specified and the behaviour may also depend upon the actual bounds and the precision. Semantic mutation operators might be used in order to explore the impact of such retrenchment and the choices regarding bounds and precision. There has been work on finding test cases to explore the effect of precision [28] and such approaches might have value in producing test cases to kill certain types of semantic mutation.
In the model of Figure 1 , these forms of semantic mutations correspond to a set of refinement transformations. For example, the truncation example can be represented by the refinement from node Z to node Ada shown in Figure 2 .
D. Migration
Suppose, for example, that a company uses a description notation and is migrating to a different one. The original language and the new one may encapsulate different semantics. If this is the case, there is a danger of mistakes caused by this difference in semantics. The process of migrating to the new language would be assisted by a tool that generated test cases that were good at finding mistakes that were caused by the change in semantics.
Let L 0 denote the original semantics and L denote the new semantics. Let L 1 , . . . , L n denote a set of alternative semantics each of which captures a difference between L and L 0 . Given a description N that has been produced for the new semantics, it would be natural to use the mutants (N, L 1 ), . . . , (N, L n ) .
A semantic mutation tool could produce the mutants. It might then either determine which are killed by a proposed test set or assist in a search for test data to kill the mutants. If the tool finds a test case t that distinguishes between (N, L) and (N, L i ) for some 0 ≤ i ≤ n then t, and the response of (N, L) and (N, L i ) to t, can be reported back to the developer.
An example of this scenario is migrating to a different but similar programming language. There are languages from a particular paradigm that use the same, or similar, syntactic constructs but give them different semantics. For example, C uses short-circuit evaluation while in Ada there are two version of each logical connectives, one that has short-circuit evaluation and one that does not 3 . Different languages deal with exceptions in different ways. Languages also differ in their binary representation of characters and strings and thus give a different semantics to code that directly manipulates these representations. For example, Java makes use of the 16 bit UNICODE representations while in C characters are Bytes. In Java the length of an individual string is fixed while in C there is an end of string character. Thus, code that terminates string manipulation in C, by checking for the end of string symbol, will not operate correctly in Java.
The mutation operators used will depend upon the previous and new languages/semantics. There could be suites of semantic mutation operators for common combinations: semantic mutation operator suites targeted at particular changes in semantics. Semantic mutation testing then leads to the use of tests that are targeted towards mistakes that may result from a migration in semantics.
Within Figure 1 , migrations can happen in any level of the error model and correspond to translations in the model. For example, the migration from C to Java is shown in Figure 2 .
E. Porting of code
Many programming languages have elements of their semantics that are implementation specific. SMT can be used to explore the impact of such freedom and thus to assist in determining the portability of the code. Here mutants being equivalent mutants represents robustness to a change in, for example, a compiler. If it is not feasible to determine whether the mutants are equivalent mutants, random testing (possibly based on a user-profile) might be used to provide confidence in there being only very limited portability issues.
Consider, for example, the order of evaluation of terms within an expression. This is not specified in C but a compiler will normally make a consistent choice. The choice made can affect the behaviour of the system. To see this, consider an expression f (x) + g(x). If one or more of f and g contains a side-effect that can affect the value of x (or some shared data) then the order of evaluation is important. A simple semantic mutation operator would reverse this order of evaluation. If this mutation operator creates an equivalent mutant then the (functional) behaviour of the program being tested is not affected by this portability issue. Given a programming language and a list of such issues it is possible to produce a standard set of semantic mutation operators in order to explore portability. 3 This is an example of a semantic mutation that can easily be simulated using a set of syntactic mutations. This semantic mutation scenario largely happens in the code level. It mainly addresses the discrepancies between two different implementations of a language, for example, M icrosof t T M Visual C++ and gcc. In our error model, this scenario corresponds to translations. For example, the semantic mutation introduced by the effort to make a piece of source code that works with M icrosof t T M Visual C++ also work with gcc can be modelled as the diagram on the right-hand side of Figure 2 .
V. EXAMPLES AND CHARACTERISTICS OF SMT
This section describes two applications of SMT: one is statecharts and the other is the C language. We thus summarise some of the characteristics of SMT.
A. Statechart: mutation for multiple semantics
Statecharts are a popular graphical notation for specifying state-based systems. The core components of a statechart specification are states and transitions between states. In order to limit complexity, statecharts allow a state hierarchy. A state is one of: a basic state; an AND state; or an OR state.
For example, Figure 3 shows a statechart that describes part of a simplified cruise-control system for a car. There are two main states: in one of these the cruise-control system is active (the state ON), in the other it is inactive (the state OFF). The state OFF is a basic state as it has no substates while ON is an OR state. The car has a sensor that scans the road ahead. The state ON has two substates: one in which one or more vehicles have been detected (state vehicle_in_front) and one in which no vehicle has been detected in front (state no_vehicle_in_front). There is a lever for controlling the speed when the cruise control system is in state ON. This lever has three settings: increase, null, and reduce. This lever being at setting X is denoted by the event lever = X and is seen as an event.
The intended semantics is as follows. If the system is in state ON then it remains in this state unless the brake is applied or it is switched off. While in state ON, if the system is in substate no_vehicle_in_front and a vehicle is detected in front then the system moves to substate vehicle_in_front. While in state ON, if the system is in substate vehicle_in_front and there is no longer a vehicle detected in front then the system moves to substate no_vehicle_in_front. Within substates no_vehicle_in_front and vehicle_in_front it is possible to increase the required speed and to reduce the required speed. When in state vehicle_in_front, the speed is reduced if the distance to the vehicle in front becomes critical.
This example will now be used to illustrate points on which two pairs of semantics (STATEMATE/UML and STATEM-ATE/Stateflow) differ and to show how semantic mutation testing may be used to assist in the generation of tests to explore the impact of these differences.
1) A difference between STATEMATE and UML semantics:
Suppose the system is in state no_vehicle_in_front and thus is also in state ON. Suppose also that the events brake and lever = increase are received. Under the STATEMATE semantic the system will move to the state OFF since a transition from a state takes precedence over the transitions from its substates (see, for example, [13] ). This is the required behaviour -the cruise control system should not be attempting to maintain the current speed while the brakes are being applied. However, under the UML statechart semantics the transition with event lever = increase will initially be activated since transitions of substates take precedence over those of states containing them (see, for example, [13] ). This is clearly erroneous behaviour for this model.
Suppose that the UML semantics are being used but it is realised that the developer might mistakenly apply the STATEMATE priority rules. Given the specification in Figure  3 , two behaviours would be analysed:
1) The specified behaviour B that corresponding to the specification under the UML semantics; and 2) The behaviour B resulting from mutating the UML semantics. The mutation is that the priority of transitions in different levels of the state hierarchy is changed to that used in STATEMATE. We could then produce a test to kill B and this would involve taking the system to the state no_vehicle_in_front, applying the events brake and lever = increase and observing whether acceleration occurs.
Suppose the specification in Figure 3 has been produced under the UML semantics. The specification is incorrect and thus testing against this specification may find that the code implements it perfectly and thus fails to find a failure. Further, the fault is associated with two transitions being enabled at the same time rather than being associated with a particular transition. Thus techniques that aim to test individual transitions are unlikely to find such a fault. An example of such a technique is the transition tour method in which a test is required to traverse every transition (see, for example, [38] ). By contrast, any test sequence that kills the semantic mutation produced using the operator described is guaranteed to find this fault and will suggest that a particular type of misunderstanding has occurred.
2) A difference between STATEMATE and Stateflow semantics:
A famous difference between the Stateflow and STATEMATE semantics for statecharts is as follows. If there is non-determinism, 1) under the STATEMATE semantics, an autocoder 4 will make a decision and thus produce a deterministic implementation [16] .
2) under the Stateflow semantics, the system progresses clockwise from the upper left corner of the state and chooses the first enabled transition met [26] . Let us suppose that the system is in the state no_vehicle_in_front. If a vehicle is detected and the lever is at the setting increase then there are two enabled transitions: moving to state vehicle_in_front or increasing the speed and staying in state no_vehicle_in_front.
According to the STATEMATE semantics, the behaviour of the system depends on the autocoder. It may use some consistent way of determining the transition chosen and define the intended behaviour through giving priority to the transition from no_vehicle_in_front to vehicle_in_front over the transition from no_vehicle_in_front with event lever = increase as required. However, in this case, under the Stateflow semantics the system will fail to move to the state vehicle_in_front and thus will continue to behave as if there is no vehicle in front.
A mutation operator might represent this possible misunderstanding, producing a mutant that implements the possible STATEMATE semantics described above. We could then produce a test to kill the mutant by taking the system to the state no_vehicle_in_front, applying the events vehicle_in_front and lever = increase and observing whether acceleration occurs.
Again, the mutant describes the potential misunderstanding: a test case kills the mutant if and only if it detects this misunderstanding. Test techniques that test individual transitions may not find such problems and so the process of investigating this problem from the perspective of SMT also reveals a weakness of such techniques.
B. C: mutation for safer C
In this section we briefly explore SMT with more concrete notations, and in particular, C code.
The functionality of even the 'simplest' constructs may differ between high-level notations and the C language. In the development of semantic mutation operators for C, typical or possible differences between high-level notations and C can be derived and use as the basis for generating a set of semantic mutants for refinement to distinguish such cases. In addition, the C language does not have a standard formal semantics. For example, Hatton [18] quotes 97 types of explicitly undefined functionality in the ISO C Standard [45] . The ambiguities in C semantics can be dangerous especially in porting of code. Semantic mutations can thus be designed to capture these differences. We now give three examples to illustrate possible semantic mutations for achieving safer C programs. The first example is a possible misunderstanding in refinement from Z to C. The remaining two concern cross translations between different versions of C. The semantic mutation operators given in this section use the approach, 'simulate a mutation by making changes to the syntax of the description'.
1) Division of negative numbers:
Consider division of integers. In the C language (-12/5) has the value -2, whereas the corresponding function div in the formal specification language Z takes the value -3. C truncates towards 0 and Z towards minus infinity.
A semantic mutation operator, DOZ (Division Of Z), can be developed. It modifies the division expressions in C to if...else structures. A helper function, div z(), which acts as division in Z will be used when one of the two operands of a division expression is negative. For example, when DOZ is applied to Code1, we obtain the mutant Mutant1 shown in Figure 4 .
The generated mutant differs whenever truncation is applied to a negative value so if a piece of code is used in a context within which all values are positive such a semantic mutant is guaranteed to be an equivalent mutant.
2) Incomplete branching structures: In C code, if...else structures are used to introduce branching logic. Such a structure may not consider all cases and this can be appropriate but may also denote a mistake. For example, an incomplete if...else structures is given in Figure 5 . For Code2, if a is neither b or c, the program will continue without executing either of the guarded statements. This might be a semantic misunderstanding.
An incomplete logic structure may result from two types of mistakes. First, programmers may assume that the program will always execute the last branch of the structure; second, programmers may simply fail to provide a branch for the default condition. A semantic mutation operator can be developed for incomplete branching structures, LBM. This could modify the last branch to make it a default branch or insert a default branch at the end of the branch structure. For example, when LBM is applied to Code2, the mutants, Mutant2 and Mutant2', are generated as shown in Figure 5 .
3) Floating-point comparison:
In C code, logical comparisons between floating-point numbers are allowed. These can exist in different contexts, such as in if and for loop conditions. In addition, the logical comparisons can be equal or nonequal (bigger than or less than). For example, a floating-point comparison code snippet, Code3, is given in Figure 6 to show the equal (if) logical comparison.
The behaviour Code3 show in Figure 6 is unpredictable and may differ from machine to machine since the comparison of floating-point numbers in C is not rigorously defined. A semantic mutation operator can be developed to mutate the floating-point comparison operators, named MFC (Modification of Float Comparison). To conduct the mutation, a helper function flpcmp is introduced, which conducts the given comparison for the two float type operands bit-wisely.
When MFC is applied to Code3, Mutant3 is generated which is shown on the left-hand side of Figure 6 .
C. Summary
As shown in the above examples, several differences between traditional and semantic mutations can be observed.
A semantic mutation aims to simulate a misunderstanding (this is the fault or error model). The type of misunderstandings considered can depend on the context in which development is taking place. For example, if a developer has usually used one language X and is now using a different language Y , we can use semantic mutation operators that target the types of misunderstandings that can occur when moving form X to Y .
The process of implementing semantic mutation operators is more complex than that of implementing traditional syntactic mutation operators. This is because context is important and additional analysis may be required. For example, it is necessary to infer the types of the expressions at both sides of a relational or equality expression to implement semantic mutation operator MFC.
Given description N in language L, it is possible to simulate a change in the semantics of L through syntactic changes to N . A semantic mutation operator may generate fewer mutants than syntactic mutation and so there may be fewer equivalent mutants. One reason is that a semantic mutation is more specific. For example, MFC only changes the relational/equality expression when one of the operands is float. Another reason is that a change in the semantics of the description language need only be made once, assuming only first-order mutants are used. By contrast, in traditional mutation testing, given a mutation operator there is a mutant for every point in the model to which the operator may be applied.
VI. ARCHITECTURE OF AN SMT SYSTEM FOR C
We are developing a new mutation testing tool for C because there is no tool that satisfies the requirements of SMT. In this tool, the approach, 'simulate a mutation of the semantics by making changes to the syntax of the description', is used for generating mutants.
The architecture of the SMT system is shown in Figure 7 . It has a three-layer structure. The basis is third-party software, including multiple compilers, grammar checker and program transformation tools. Using multiple compilers supports testing semantics issues of C programs for migration and portability. The grammar checker is used to assure the C code is compilable under certain compilers. The semantic mutation operators will be developed using selected program transformation tools; currently, we are investigating using TXL [10] .
The upper layer contains GUI components. The semantic mutation console is used to start/stop testing and configure the mutation process, for example setting the compilers used, selecting mutation operators and picking the original programs. The semantic mutation viewer is used to compare the mutants with original programs.
In the middle layer, there are functional components (FCs). Notice that, the components in the two upper layers are all new. They are horizontally separated into two modules. The mutation module controls the mutant generation and the testing module is used to executing SMT.
The mutation process is illustrated by the data-flow diagram shown in Figure 8 . The pre-mutation processor generates ( Figure 9 ) required feeds to the semantic mutation generator. The semantic mutation generator is developed based on thirdparty program transformation tools. All the pieces of runtime information generated in these two components are recorded for display and further analysis. The generated semantic mutants are stored in this repository.
The architecture of the semantic mutation module is similar to that of a traditional mutation testing tool. The main differences are in the pre-mutation processor, described in Figure 9 . A pre-compiling phase infers the type information of expressions. In addition, since a piece of source code may be compiled by different compilers and they may be based on different versions of the C grammar, a grammar checking step is introduced into this procedure.
The details of the testing module are shown in Figure 10 . Test cases are generated by a semantic mutation test generator. The test compiler produces binaries for both original programs and mutants using all selected compilers. It retrieves mutants from the mutant repository generated by the mutation module. The test executor then runs test cases with generated binaries. All the runtime information is recorded for generating reports using the testing report generator.
VII. FUTURE WORK
The concept of semantic mutation has substantial applicability. Below we identify an agenda for future work on semantic mutation and encourage researchers to participate:
• The development of a rigorous approach to determining possible semantic problems and the production of more detailed 'differences between' information sources. Fig. 10 . The procedure of test generation and execution
• Rigorous specification of what it means to achieve coverage with semantic mutation.
• The development of tools to generate test data to achieve coverage.
• Investigation of the meaning of semantic mutation for probabilistic systems.
• The development of a flexible language interpreter that allows the user to change semantic elements of the language under test.
• The development of a language for describing generic semantic mutation operators that apply across a range of languages.
• The development of classes of semantic mutation operators targeted at particular applications or semantic problems.
• Can the subtlety of semantic differences be controlled as part of the testing process? For example, to expose assumptions about the precision of calculations.
• Investigating whether semantic mutation is useful when there are interface definitions. For example, an operating system might be seen as providing a semantics for the commands that access services that it provides. Other such interfaces include the hardware/software interface and protocol stacks.
• Consider localised semantic differences. For example, if several individuals developed separate parts of a system one might wish to mutate the semantics of these parts in different ways [27] . Similar issues occur when parts of a system are changed in maintenance.
• Investigating whether the notion of semantic mutation may be applied when considering non-functional aspects of semantics such as timing.
• Case studies and experiments to determine the effectiveness of semantic mutation, based on a variety of classes of operators, within a particular context.
VIII. CONCLUSIONS
This paper has introduced semantic mutation testing (SMT), which is a fundamentally new type of mutation testing where we mutate the semantics of the language used rather than the syntax of the description. The aim is to represent potential misunderstandings of the semantics of a description language. We have also described a range of scenarios in which semantic mutation testing may have particular value and given the architecture of a semantic mutation testing tool that is under development.
Traditional mutation testing mutates the syntax of a description N to form some mutant N . The mutant is usually produced by the application of a mutation operator. N is killed by a test case if the test case distinguishes between N and N . A set of tests is sufficient if it kills every (non-equivalent) mutant formed. The idea is that the mutants simulate possible mistakes and thus that a test set that kills the non-equivalent mutants will be good at finding such mistakes. However, the behaviour associated with a description is defined by a combination of the syntax N of the description and the semantics L of the language in which it is described. Thus, traditional mutation operators provide a mapping of the form (N, L) → (N , L) .
In SMT the semantics of the description language L are mutated. Thus, the application of a semantic mutation operator is of the form (N, L) → (N, L ). Semantic mutation testing aims to simulate mistakes that are a consequence of a misunderstanding of the semantics of the language used.
It is argued that SMT captures a different type of mistake to traditional mutation testing. The error model of semantic mutation and a number of scenarios, in which SMT is of particular value, have been outlined. In one scenario, a company has migrated from one tool to another, and thus from one semantics to another. Here errors might results from the use of aspects of the previous semantics with the new tool. SMT could be used to investigate such issues and so the process of migrating from one toolset to another could be supported by a set of semantic mutation operators.
Examples on both a high-level specification language, statecharts, and a low-level programming language, C, are given to show the capability of SMT. Interestingly, in the (statechart) example given, we found that some standard state-based test criteria might fail to find the differences. By investigating different ways of implementing undefined or unspecified elements of a language (such as the comparison of floating-point numbers), SMT may be used to explore the portability of code written in C. Semantic mutation operators can be designed to target misunderstandings caused by the use of the same syntactic construct in the specification and code. Finally, we give the architecture of the C SMT tool in development.
One potential benefit of SMT is that for each mutation operator we obtain one mutant since we are mutating the semantics of the description language, not parts of the description. However, at times there may be value in mutating the semantics of only parts of a description and ideally a tool should provide this facility. For example, a piece of software may have been developed by several people with only one of them having a background that indicates that a particular semantic mutation operator should be applied. One of the advantages of the proposed approach to implementing semantic mutation operators, which is by simulating them through making syntactic changes, is that it should be relatively straightforward to mutate the semantics of only some parts of a description. In addition, it may transpire that semantic mutation testing will lead to fewer trivial mutants that are killed by almost all test cases but this is an issue to be explored in future work.
