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STRONG AND WEAK CONVERGENT RATES FOR SLOW-FAST
STOCHASTIC DIFFERENTIAL EQUATIONS DRIVEN BY α-STABLE
PROCESS
XIAOBIN SUN, LONGJIE XIE, AND YINGCHAO XIE
Abstract. In this paper, we study the averaging principle for a class of stochastic differen-
tial equations driven by α-stable processes with slow and fast time-scales, where α ∈ (1, 2).
We prove that the strong and weak convergent order are 1 − 1/α and 1 respectively. We
show, by a simple example, that 1− 1/α is the optimal strong convergent order.
1. Introduction
Multiscale models involving "slow" and "fast" components appear naturally in various
fields, such as in nonlinear oscillations, chemical kinetics, biology, climate dynamics, etc, see,
e.g., [3, 12, 22, 33] and the references therein. The averaging principle for multiscale models
describe the asymptotic behavior of the slow component as the scale parameter ǫ→ 0. In [23],
Khasminskii established an averaging principle for the stochastic differential equations driven
by Wiener noise. Since this pioneering work, many people studied averaging principles for
various stochastic systems, see, e.g., [23, 24, 25, 26, 27, 28, 37, 30] for the averaging principles
for stochastic differential equations, and see, e.g., [7, 8, 9, 11, 13, 14, 15, 16, 17, 18, 19, 38]
for averaging principles for stochastic partial differential equations.
In this paper, we consider the following multiscale model for stochastic differential equa-
tions driven by α-stable processes (α ∈ 1, 2)): dX
ǫ
t = b(X
ǫ
t , Y
ǫ
t )dt+ dL
1
t , X
ǫ
0 = x ∈ R
d1 ,
dY ǫt =
1
ǫ
f(Xǫt , Y
ǫ
t )dt+
1
ǫ1/α
dL2t , Y
ǫ
0 = y ∈ R
d2 ,
(1.1)
where {L1t}t>0 and {L
2
t} are independent d1 and d2 dimensional isotropic α-stable processes,
ǫ is a small and positive parameter describing the ratio of the time scale between the slow
component Xǫt ∈ R
d1 and fast component Y ǫt ∈ R
d2 , b : Rd1 ×Rd2 → Rd1 and f : Rd1 ×Rd2 →
R
d2 are Borel functions.
In the papers mentioned above, the stochastic systems are driven by continuous noises.
However, in many applications, stochastic systems driven by discontinuous noises appear
naturally. Recently, there have been many papers studying the averaging principle for slow-
fast stochastic systems driven by jump noises (see, e.g., [21, 29, 40, 41, 42, 43]). However,
in all these papers, the noises are assumed to have finite second moment. This excludes the
important α-stable noises, since they only have finite p-th moment for p ∈ (0, α).
Slow-fast stochastic systems driven by α-stable noises have attracted some attention re-
cently. Zhang et al.[44] studied data assimilation and parameter estimation for a multiscale
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stochastic system with α-stable Lévy noise; Zulfiqar et al. [45] studied slow manifolds of a
slow-fast stochastic evolutionary system with stable Lévy noise; Bao et al. [2] studied the
strong averaging principle for two-time scale stochastic partial differential equations driven
by α-stable noise. In [36] and [10], the first named authors and his collaborators studied the
strong averaging principle for stochastic Ginzburg-Landau equation and stochastic Burgers
equations driven by α-stable processes respectively.
In [2, 10, 36], because of the time discretization method used there, no satisfactory con-
vergence rate was obtained. However, the convergence rate is very important for numerical
purposes. See, for instance, the well-known heterogeneous multi-scale method used in [6, 12]
used to approximating the slow component. The convergence rate is also very important for
functional limit theorems in probability and homogenization, see e.g. [25, 31, 32, 38].
Strong and weak convergent rates for slow-fast stochastic systems have been studied ex-
tensively (e.g., see [20, 28, 29, 43, 34] for the finite dimension case, and [4, 5, 11, 15] for the
infinite dimension case). Khasminskii’s time discretization technique is usually used to study
the strong convergence rate (see [20, 28, 29, 5]), while the method of asymptotic expansion
of solutions of Kolmogorov equations in the parameter ǫ is usually used to study the weak
convergence rate (see [4, 11, 15, 24, 25, 43]).
It is well known that, for systems driven by Wiener noise, the optimal strong convergence
rate is 1/2 and the weak convergence rate is 1. A natural and important question is the
following: for systems driven by α-stable noises, what are the optimal strong and weak
convergence rates? The purpose of this paper is to establish strong and weak convergence
rates for the stochastic system (1.1). We will prove that the weak convergent order is still
1, but the strong convergent order is 1− 1/α. We will show, by a simple example, that the
strong convergence rate 1− 1/α is optimal.
The main technique used in this paper is based on the Poisson equation, which is inspired
from [5] (see also [31, 32, 34, 35]). It is very useful in obtaining the optimal strong con-
vergence order. The main difficulty is in analyzing the regularity of the solution Φ(x, y) of
the corresponding Poisson equation. More precisely, we need to study the regularity of the
solution to the following Poisson equation in Rd2 :
−L2(x)Φ(x, y) = b(x, y)− b¯(x), y ∈ R
d2 , (1.2)
where x ∈ Rd1 is a parameter and L2(x) is the non-local operator defined by (4.1) below,
which is the infinitesimal generator of the corresponding frozen equation. In the case of
Wiener noise, one needs the C2-regularity of Φ with respect to x in order to apply Itô’s
formula to Xǫt . However, in the case of α-stable noise, C
α+-regularity of Φ with respect to x
is enough for the application of Itô’s formula. Thus in this paper, we will only assume b has
Cα+-regularity with respect to x.
The organization of this paper is as follows. In the next section, we introduce some
notation and state our main results. In Section 3, we prove some a prior estimates and
study the frozen and averaged equations. Section 4 is devoted to studying the regularity of
the solution for the Poisson equation. The strong and weak convergence rates are proved in
Subsections 5.1 and 5.2 respectively. Throughout this paper, C and CT stand for constants
whose value may change from line to line, and CT is used to emphasize that the constant
depends on T .
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2. Notations and Main results
We first introduce some notation throughout this paper. Rd stands for the d-dimensional
Euclidean space and N+ stands for the collection of all the positive integers. We will use | · |
and 〈·, ·〉 to denote the Euclidean norm and Euclidean inner product respectively. We use
‖ · ‖ to denote the matrix norm. For any k ∈ N+ and δ ∈ (0, 1), we define
Ck(Rd) :={u : Rd → R : u and all its partials up to order k are continuous},
Ckb (R
d) :={u ∈ Ck(Rd) : for 1 ≤ i ≤ k, the i-the partials of u are bounded},
Ck+δb (R
d) :={u ∈ Ckb (R
d) : all the k-th order partials of u are δ-Hölder continuous}.
For any k ∈ N+, δ ∈ (0, 1), the spaces C
k
b (R
d) and Ck+δb (R
d) when equipped with the usual
norm ‖ · ‖Ck
b
and ‖ · ‖Ck+δ
b
, are Banach spaces.
For k1, k2 ∈ N+, 0 6 δ1, δ2 < 1 and a real-valued function on R
d1 × Rd2 , the notation
u ∈ Ck1+δ1,k2+δ2b means that (i) for all d1-tuple β and d2-tuple γ with 0 ≤ |β| ≤ k1 0 ≤ |γ| ≤ k2
and |β| + |γ| ≥ 1, the partial ∂βx∂
γ
yu is bounded continuous; and (ii) for any |β| = k1 and
0 6 |γ| 6 1, ∂βx∂
γ
yu is δ1-Hölder continuous with respect to x with index δ1 uniformly in y,
and for any |γ| = k2, ∂
γ
yu is δ2-Hölder continuous with respect to y with index δ2 uniformly
in x.
If u ∈ Ck1+δ1,k2+δ2b , we denote ∂
i
x∂
j
yu by the i-order and j-order partial derivatives with
respect to x and y respectively, where 0 6 i 6 k1, 0 6 j 6 k2, 1 6 i+ j 6 k1 + k2.
We say that a vector -valued function on Rd is in Ck(Rd) is all its components belong to
Ck(Rd). Other notation should be interpreted similarly.
From now on, we assume that {L1t}t>0 and {L
2
t} are independent d1 and d2 dimen-
sional isotropic α-stable processes, α ∈ (1, 2), on a complete probability space (Ω,F ,P)
and {Ft, t > 0} is the natural filtration generated by L
1
t and L
2
t . We also assume that
b : Rd1 × Rd2 → Rd1 and f : Rd1 × Rd2 → Rd2 are Borel functions.
Our first result is as follows.
Theorem 2.1. (Strong convergence) Suppose that b ∈ C1+γ,2+δb and f ∈ C
1+γ,2+γ
b with
some γ ∈ (α − 1, 1) and δ ∈ (0, 1), and that there exists β > 0 such that for any x ∈ Rd1,
y1, y2 ∈ R
d2,
sup
x∈Rd1
|f(x, 0)| <∞, 〈f(x, y1)− f(x, y2), y1 − y2〉 6 −β|y1 − y2|
2. (2.1)
Then for any initial value (x, y) ∈ Rd1 ×Rd2, T > 0 and p ∈ [1, α), we have
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|
p
)
6 Cǫp(1−1/α), (2.2)
where C is a positive constant depending on p, T, |x|, |y|, and X¯ is the solution of the following
averaged equation,
dX¯t = b¯(X¯t)dt+ dL
1
t , X¯0 = x. (2.3)
where b¯(x) =
∫
Rd2
b(x, y)µx(dy) and µx denotes the unique invariant measure for the transi-
tion semigroup of the corresponding frozen equation
dYt = f(x, Yt)dt+ dL
2
t , Y0 = y.
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Remark 2.2. The estimate (2.2) implies that the strong convergent order is 1− 1/α, i.e.,
E|Xǫt − X¯t| 6 Cǫ
1−1/α, t > 0.
We are going to show via an simple example that 1− 1/α is the optimal order. Consider dX
ǫ
t = Y
ǫ
t dt+ dL
1
t , X
ǫ
0 = x ∈ R,
dY ǫt = −
1
ǫ
Y ǫt dt+
1
ǫ1/α
dL2t , Y
ε
0 = 0 ∈ R,
where {L1t}t>0 and {L
2
t}t>0 are independent 1-dimensional symmetric α-stable process. The
solution of the equation above is
Xεt = x+
∫ t
0
Y ǫs ds+ L
1
t ,
Y εt =
1
ǫ1/α
∫ t
0
e−(t−s)/ǫdL2s.
Note that the corresponding frozen equation is
dYt = −Ytdt+ dL
2
t , Y0 = 0,
which has a unique solution Y yt =
∫ t
0 e
−(t−s)dL2s. Then it is easy to prove {Y
y
t , t > 0} has a
unique invariant measure with mean zero. Thus, the corresponding averaged equation is
X¯t = x+ L
1
t .
Hence, we have
E|Xǫt − X¯t|
p = E
∣∣∣∣∫ t
0
Y ǫs ds
∣∣∣∣p .
Put Zǫt :=
∫ t
0 Y
ǫ
s ds, then it is easy to see that
Zǫt =
1
ǫ1/α
∫ t
0
∫ s
0
e−
1
ǫ
(s−r)dL2rds =
1
ǫ1/α
∫ t
0
[∫ t
r
e−
1
ǫ
(s−r)ds
]
dL2r.
By some simple computation, we obtain the characteristic function of Zǫt as follows:
ϕZǫt (h) := E
(
eihZ
ǫ
t
)
= exp
{
−
∫ t
0
ψ
(
h
ǫ1/α
∫ t
r
e−
1
ǫ
(s−r)ds
)
dr
}
= exp
{
−
∫ t
0
Cα(1− e
− r
ǫ )αdr
(
ǫ1−1/α
)α
hα
}
, h ∈ R,
where ψ(x) = −Cα|x|
α. Using this, we can get that
E
∣∣∣∣∫ t
0
Y ǫs ds
∣∣∣∣p = Cα,p [∫ t
0
(1− e−
r
ǫ )αdr
]p/α (
ǫ1−1/α
)p
,
which implies that E|Xǫt − X¯t|
p = O(ǫp(1−1/α)).
The following is our second main result about the weak convergent rate.
Theorem 2.3. (Weak convergence) Suppose that the assumptions in Theorem 2.1 holds.
Further assume that b is uniformly bounded and b, f ∈ C2+γ,2+γb with γ ∈ (α − 1, 1). Then
for any φ ∈ C2+γb (R
d1), initial value (x, y) ∈ Rd1 × Rd2 and T > 0, we have
sup
t∈[0,T ]
|Eφ(Xǫt )− Eφ(X¯t)| 6 Cǫ, (2.4)
where C is a positive constant depending on T ,‖φ‖C2+γ
b
, |x| and |y|, and X¯ is the solution of
the corresponding averaged equation (2.3).
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3. A priori estimates, frozen and averaged equations
This section is a preparation for the proofs of our main results. In Subsection 3.1, we give
some a priori estimates of the solution (Xǫt , Y
ǫ
t ). In Subsection 3.2, we introduce the frozen
equation and give some estimates of the solution, then prove the exponential ergodicity of
the corresponding semigroup. In the final subsection, we study the averaged equation.
3.1. A priori estimates of (Xǫt , Y
ǫ
t ). First we give a quick review of isotropic stable pro-
cesses. Recall thatL1t and L
2
t are independent isotropic α-stable processes in R
d1 and Rd2
respectively. They purely discontinuous Lévy processes and for k = 1, 2,
Eei〈ξ,L
k
t 〉 = e−t|ξ|
α
, ∀t > 0, ξ ∈ Rdk .
The Lévy measure of Lk is νk(dy) =
cα,dk
|y|dk+α
dy with some constant cα,dk > 0. The Poisson
random measure associated with Lk is given by
Nk(t,Γk) =
∑
s6t
1Γk(L
k
s − L
k
s−),
and the corresponding compensated Poisson measure is given by
N˜k(t,Γk) = N
k(t,Γk)− tνk(Γk).
By Lévy-Itô’s decomposition, one has
Lkt =
∫
|x|61
xN˜k(t, dx) +
∫
|x|>1
xNk(t, dx).
Now, we give the existence and uniqueness of solution to system (1.1) and its uniform p-th
moment with respect to ǫ ∈ (0, 1).
Lemma 3.1. Suppose the assumptions in Theorem 2.1 hold. Then for any ǫ > 0, initial
value x ∈ Rd1 , y ∈ Rd2, there exists a unique strong solution {(Xǫt , Y
ǫ
t ), t > 0} to system
(1.1). Moreover, for any p ∈ [1, α) and T > 0, there exists a constant Cp,T > 0 such that
sup
ǫ∈(0,1)
E
(
sup
t∈[0,T ]
|Xǫt |
p
)
6 Cp,T (1 + |x|
p + |y|p) (3.1)
and
sup
ǫ∈(0,1)
sup
t>0
E|Y ǫt |
p 6 Cp(1 + |y|
p). (3.2)
Proof. Since b, f are globally Lipschitz continuous with respect to (x, y), by [1, Theorems
6.2.3 and Theorem 6.2.11], there exists a unique solution {(Xǫt , Y
ǫ
t ), t > 0} to the system
(1.1). Next, we estimate the solution. By the Burkholder-Davis-Gundy inequality, we have
for any 1 6 p < α,
E
(
sup
t∈[0,T ]
|L1t |
p
)
6 CpE
[∫
|x|61
|x|2N1(T, dx)
]p/2
+ CpE
[∫
|x|>1
|x|2N1(T, dx)
]p/2
+Cp,T
[∫
|x|>1
|x|ν1(dx)
]p
6 Cp,T
[∫
|x|61
|x|2ν1(dx)
]p/2
+
∫
|x|>1
|x|pν1(dx) +
[∫
|x|>1
|x|ν1(dx)
]p 6 Cp,T .
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It is easy to see
E
(
sup
t∈[0,T ]
|Xǫt |
p
)
6 Cp|x|
p + Cp,T
∫ T
0
E|Xǫs |
pds+ Cp,T
∫ T
0
E|Y ǫs |
pds+ CpE
(
sup
06t6T
|L1t |
p
)
6 Cp,T (|x|
p + 1) + Cp,T
∫ T
0
E|Xǫs |
pds+ Cp,T
∫ T
0
E|Y ǫs |
pds.
Grownall’s inequality yields
E
(
sup
t∈[0,T ]
|Xǫt |
p
)
6 Cp,T (|x|
p + 1) + Cp,T
∫ T
0
E|Y ǫs |
pds. (3.3)
Next we estimate Y εt . Define
U(y) := (|y|2 + 1)p/2, y ∈ Rd2 .
Then for any y ∈ Rd2 , it is easy to check that
|DU(y)| =
∣∣∣∣∣ py(|y|2 + 1)1−p/2
∣∣∣∣∣ 6 Cp|y|p−1 (3.4)
and
‖D2U(y)‖ =
∥∥∥∥∥ pId2×d2(|y|2 + 1)1−p/2 − p(p− 2)y ⊗ y(|y|2 + 1)2−p/2
∥∥∥∥∥ 6 Cp(|y|2 + 1)1−p/2 6 Cp. (3.5)
Note that Y ǫt can be rewritten as
Y ǫt = y +
1
ǫ
∫ t
0
f(Xǫs, Y
ǫ
s )ds+
∫ t
0
∫
|z|6ǫ1/α
ǫ−1/αzN˜2(dz, ds)
+
∫ t
0
∫
|z|>ǫ1/α
ǫ−1/αzN2(ds, dz).
Using Itô formula and taking expectation on both sides, we get
EU(Y ǫt ) = U(y) +
1
ǫ
E
∫ t
0
〈f(Xǫs, Y
ǫ
s ), DU(Y
ǫ
s )〉ds
+E
∫ t
0
∫
|z|6ǫ1/α
[
U(Y ǫs + ǫ
−1/αz)− U(Y ǫs )− 〈DU(Y
ǫ
s ), ǫ
−1/αz〉
]
ν2(dz)ds
+E
∫ t
0
∫
|z|>ǫ1/α
[U(Y ǫs + ǫ
−1/αz)− U(Y ǫs )]ν2(dz)ds,
which implies
dEU(Y ǫt )
dt
=
1
ǫ
E〈f(Xǫt , Y
ǫ
t ), DU(Y
ǫ
t )〉
+E
∫
|z|6ǫ1/α
[
U(Y ǫt + ǫ
−1/αz)− U(Y ǫt )− 〈DU(Y
ǫ
t ), ǫ
−1/αz〉
]
ν2(dz)
+E
∫
|z|>ǫ1/α
[U(Y ǫt + ǫ
−1/αz)− U(Y ǫt )]ν2(dz) :=
3∑
i=1
Ji(t).
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For the term J1(t), by condition (2.1), there exists η > 0 such that
〈f(Xǫt , Y
ǫ
t ), DU(Y
ǫ
t )〉 =
〈f(Xǫt , Y
ǫ
t )− f(X
ǫ
t , 0), pY
ǫ
t 〉+ 〈f(X
ǫ
t , 0), pY
ǫ
t 〉
(|Y ǫt |2 + 1)1−p/2
6
−pβ|Y ǫt |
2 + Cp|Y
ǫ
t |
(|Y ǫt |2 + 1)1−p/2
6 −η(|Y ǫt |
2 + 1)p/2 + Cp.
As a consequence,
J1(t) 6
−ηEU(Y ǫt )
ǫ
+
Cp
ǫ
. (3.6)
For the term J2(t), by changing variable y = ǫ
−1/αz and (3.5), we obtain
J2(t) 6
1
ǫ
E
∫
|y|61
[U(Y ǫt + y)− U(Y
ǫ
t )− 〈DU(Y
ǫ
t ), y〉] ν2(dy)
6
Cp
ǫ
E
∫
|y|61
|y|2ν2(dy) 6
Cp
ǫ
, (3.7)
and by (3.4), we have
J3(t) 6
1
ǫ
E
∫
|y|>1
[U(Y ǫt + y)− U(Y
ǫ
t )] ν2(dy)
6
Cp
ǫ
E
∫
|y|>1
(
|Y ǫt |
p−1 + |y|p−1
)
ν2(dy) 6
ηEU(Y ǫt )
2ǫ
+
Cp
ǫ
. (3.8)
Combining (3.6)-(3.8), we get
dEU(Y ǫt )
dt
6
−ηEU(Y ǫt )
2ǫ
+
Cp
ǫ
.
Now the comparison theorem implies that for any t > 0,
EU(Y ǫt ) 6 e
−ηt
2ǫ (|y|2 + 1)p/2 +
Cp
ǫ
∫ t
0
e
−(t−s)η
2ǫ ds 6 Cp(1 + |y|
p), (3.9)
which implies (3.2) holds. (3.1) follows immediately from (3.3) and (3.9). The proof is
complete. 
3.2. The frozen equation. We introduce the frozen equation associated to the fast motion
for fixed x ∈ Rd1 , i.e., {
dYt = f(x, Yt)dt+ dL
2
t ,
Y0 = y ∈ R
d2 .
(3.10)
Using that f(x, ·) ∈ C1b , one can easily show that, for any frozen x ∈ R
d1 and initial data
y ∈ Rd2 , the equation (3.10) has a unique strong solution {Y x,yt }t>0. Furthermore, we have
the following estimate, which will be used later.
Lemma 3.2. Assume that f(x, ·) ∈ C1b and condition (2.1) holds. Then we have for any
1 6 p < α, T > 1,
sup
t>0
E|Y x,yt |
p 6 Cp(1 + |y|
p), (3.11)
E
(
sup
t∈[0,T ]
|Y x,yt |
p
)
6 CpT
p/α + |y|p. (3.12)
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Proof. The estimate (3.11) can be proved easily using the same argument in the proof of
(3.2), we omit the details. Now we prove (3.12). For any fixed T > 1, define
UT (y) := (|y|
2 + T 2/α)p/2,
which satisfies
|DUT (y)| =
∣∣∣∣∣ py(|y|2 + T 2/α)1−p/2
∣∣∣∣∣ 6 Cp|y|p−1, (3.13)
‖D2UT (y)‖ =
∥∥∥∥∥ pId2(|y|2 + T 2/α)1−p/2 − p(p− 2)y ⊗ y(|y|2 + T 2/α)2−p/2
∥∥∥∥∥ 6 CpT 2α( p2−1), (3.14)
where Id2 is the d2 × d2 identity matrix. By Itô’s formula, we get
UT (Y
x,y
t ) = UT (y) +
∫ t
0
〈f(x, Y x,ys ), pY
x,y
s 〉
(|Y x,ys |2 + T 2/α)1−p/2
ds
+
∫ t
0
∫
|z|6T 1/α
[UT (Y
x,y
s− + z)− UT (Y
x,y
s− )]N˜
2(ds, dz)
+
∫ t
0
∫
|z|6T 1/α
[
UT (Y
x,y
s + z)− UT (Y
x,y
s )−
〈pY x,ys , z〉
(|Y x,ys |2 + T 2/α)1−p/2
]
ν2(dz)ds
+
∫ t
0
∫
|z|>T 1/α
[UT (Y
x,y
s− + z)− UT (Y
x,y
s− )]N
2(ds, dz) := UT (y) +
4∑
i=1
Ii(t). (3.15)
For the term I1(t), the condition (2.1) implies
〈f(x, y), y〉 6 〈f(x, y)− f(x, 0), y〉+ 〈f(x, 0), y〉 6 −
β
2
|y|2 + C.
It is easy to see
E
[
sup
06t6T
|I1(t)|
]
6
∫ T
0
Cp
(|Y x,ys |2 + T 2/α)1−p/2
ds 6 CpT
p/α+1−α/2. (3.16)
For the term I2(t), by the Burkholder-Davis-Gundy inequality and (3.13), we have
E
[
sup
t∈[0,T ]
|I2(t)|
]
6 CE
[∫ T
0
∫
|z|6T 1/α
∫ 1
0
|DUT (Y
x,y
s + zξ)|
2dξ|z|2N2(dz, ds)
]1/2
6 CE
[∫ T
0
∫
|z|6T 1/α
(|Y x,ys |
2p−2|z|2 + |z|2p)N2(dx, ds)
]1/2
6 CE

(
sup
s∈[0,T ]
|Y x,ys |
p−1
)[∫ T
0
∫
|z|6T 1/α
|z|2N2(dz, ds)
]1/2
+CE
[∫ T
0
∫
|z|6T 1/α
|z|2pN2(dz, ds)
]1/2
6
1
4
E
(
sup
t∈[0,T ]
|Y x,yt |
p
)
+ C
[
E
∫ T
0
∫
|z|6T 1/α
|z|2ν2(dx)ds
]p/2
+C
[
E
∫ T
0
∫
|z|6T 1/α
|z|2pν(dx)ds
]1/2
6
1
4
E
(
sup
t∈[0,T ]
|Y x,yt |
p
)
+ CpT
p/α.
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For the term I3(t), by Taylor’s expansion and (3.14), we have
E
[
sup
t∈[0,T ]
|I3(t)|
]
6 CpT
2
α(
p
2
−1)
∫ T
0
∫
|z|6T 1/α
|z|2ν2(dz)ds 6 CpT
p/α. (3.17)
For the term I4(t), by (3.13) again, we obtain
E
[
sup
t∈[0,T ]
|I4(t)|
]
6 CE
∫ T
0
∫
|z|>T 1/α
|UT (Y
x,y
s + z)− UT (Y
x,y
s )|ν2(dx)ds
6 CE
∫ T
0
∫
|z|>T 1/α
(|Y x,ys |
p−1|z| + |z|p)ν2(dz)ds
6 CE
{(
sup
s∈[0,T ]
|Y x,ys |
p−1
) [∫ T
0
∫
|z|>T 1/α
|z|ν2(dz)ds
]}
+C
∫ T
0
∫
|z|>T 1/α
|z|pν2(dz)ds
6
1
4
E
(
sup
t∈[0,T ]
|Y x,yt |
p
)
+ C
[∫ T
0
∫
|z|>T 1/α
|z|ν2(dz)ds
]p
+C
∫ T
0
∫
|z|>T 1/α
|z|pν2(dz)ds
6
1
4
E
(
sup
t∈[0,T ]
|Y x,yt |
p
)
+ CpT
p/α. (3.18)
Combining (3.15)-(3.18), we obtian
E
(
sup
t∈[0,T ]
|Y x,yt |
p
)
6 CpT
p/α + |y|p.
The proof is complete. 
Remark 3.3. Note that for any ε > 0,
Y εtε = y +
1
ε
∫ tε
0
f(Xεs , Y
ε
s )ds+
1
ε1/α
L2tε
= y +
∫ t
0
f(Xεsε, Y
ε
sε)ds+ L˜
2
t . (3.19)
where {L˜2t :=
1
ε1/α
L2tε, t > 0} is also an α-stable process, with the same law as {L
2
t , t > 0}.
We define another process {Y˜ εt , t > 0} by
Y˜ εt = y +
∫ t
0
f(Xεsε, Y˜
ε
s )ds+ L˜
2
t . (3.20)
On one hand, using the condition supx∈Rd1 |f(x, 0)| <∞ and by the same argument as in
the proof of (3.12), we can easily obtain
E
[
sup
t∈[0,T ]
|Y˜ εt |
p
]
6 CpT
p/α + |y|p.
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On the other hand, by a comparison with (3.19) and (3.20), the processes {Y εtε, t > 0} and
{Y˜ εt , t > 0} have the same law. As a consequence, for ε small enough,
E
(
sup
t∈[0,T ]
|Y εt |
p
)
= E
(
sup
t∈[0,T/ε]
|Y˜ εt |
p
)
6 Cp,Tε
−p/α + |y|p. (3.21)
Lemma 3.4. Assume that f ∈ C1,1b and condition (2.1) holds. Then for any t > 0, xi ∈ R
d1,
and yi ∈ R
d2, i = 1, 2, we have
|Y x1,y1t − Y
x2,y2
t | 6 e
−βt
2 |y1 − y2|+ C|x1 − x2|,
where C is a constant independent of t.
Proof. Note that
d(Y x1,y1t − Y
x2,y2
t ) = [f(x1, Y
x1,,y1
t )− f(x2, Y
x2,y2
t )] dt, Y
x1,y1
0 − Y
x2,y2
0 = y1 − y2.
Multiplying both sides by 2(Y x1,y1t − Y
x2,y2
t ), we obtain
d
dt
|Y x1,y1t − Y
x2,y2
t |
2 = 2〈f(x1, Y
x1,y1
t )− f(x2, Y
x2,y2
t ), Y
x1,y1
t − Y
x2,y2
t 〉.
Then by condition (2.1) and Young’s inequality, we get
d
dt
|Y x1,y1t − Y
x2,y2
t |
2 = 2 〈f(x1, Y
x1,y1
t )− f(x1, Y
x2,y2
t ), Y
x1,y1
t − Y
x2,y2
t 〉
+2 〈f(x1, Y
x2,y2
t )− f(x2, Y
x2,y2
t ), Y
x1,y1
t − Y
x2,y2
t 〉
6 −2β |Y x1,y1t − Y
x2,y2
t |
2 + C|x1 − x2| |Y
x1,y1
t − Y
x2,y2
t |
6 −β |Y x1,y1t − Y
x2,y2
t |
2
+ C|x1 − x2|
2.
Hence, the comparison theorem yields for any t > 0,
|Y x1,y1t − Y
x2,y2
t |
2 6 e−βt|y1 − y2|
2 + C|x1 − x2|
2.
The proof is complete. 
It is easy to see that the solution {Y x,yt }t>0 is a time homogeneous Markov process. Let
{P xt }t>0 be the transition semigroup of Y
x,y
t , i.e., for any bounded measurable function
ϕ : Rd2 → R,
P xt ϕ(y) := Eϕ(Y
x,y
t ), y ∈ R
d2 , t > 0.
Then condition (2.1) implies that P xt has a unique invariant measure µ
x (see [39, Theorem
1.1]), and (3.11) implies supx∈Rd1
∫
Rd2
|z|pµx(dz) < ∞, for any p ∈ (0, α). The following is
the exponential ergodicity for the transition semigroup of the frozen equation, which plays
an important role later in the paper.
Proposition 3.5. Assume that f(x, ·) ∈ C1b and condition (2.1) holds. Then for any function
g ∈ C1b , there exists a positive constant C such that for any t > 0 and y ∈ R
d2,
sup
x∈Rd1
|P xt g(y)− µ
x(g)| 6 C‖g‖1e
−βt
2 (1 + |y|), (3.22)
where ‖g‖1 := supx 6=y∈Rd2
|g(x)−g(y)|
|x−y|
.
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Proof. By the definition of invariant measure and Lemmas 3.4, for any t > 0 we have
|Eg(Y x,yt )− µ
x(g)| =
∣∣∣∣Eg(Y x,yt )− ∫
Rd2
g(z)µx(dz)
∣∣∣∣
6
∣∣∣∣∫
Rd2
[Eg(Y x,yt )− Eg(Y
x,z
t )]µ
x(dz)
∣∣∣∣
6 ‖g‖1
∫
Rd2
E |Y x,yt − Y
x,z
t |µ
x(dz)
6 ‖g‖1e
−βt
2
∫
Rd2
|y − z|µx(dz)
6 C‖g‖1e
−βt
2 (1 + |y|).
The proof is complete. 
3.3. The averaged equation. Now, we introduce the averaged equation as follows,{
dX¯t = b¯(X¯t)dt+ dL
1
t ,
X¯0 = x ∈ R
d1 ,
(3.23)
where b¯(x) =
∫
Rd2
b(x, z)µx(dz) and µx is the unique invariant measure for the transition
semigroup of Eq.(3.10).
Lemma 3.6. Suppose that the assumptions in Proposition 3.5 hold and that b ∈ C1,1b . Then
for any x ∈ Rd1, Eq.(3.23) has a unique solution X¯t. Moreover, for any T > 0, there exists
a constant CT > 0 such that for any 1 6 p < α,
E
(
sup
t∈[0,T ]
|X¯t|
p
)
6 CT (1 + |x|
p). (3.24)
Proof. By Proposition 3.5 and Lemma 3.4, for any t > 0, x1, x2 ∈ R
d1 , we have
|b¯(x1)− b¯(x2)| 6
∣∣∣b¯(x1)− Eb(x1, Y x1,0t )∣∣∣+ ∣∣∣Eb(x2, Y x2,0t )− b¯(x2)∣∣∣
+E
∣∣∣b(x1, Y x1,0t )− b(x2, Y x2,0t )∣∣∣
6 Ce−
βt
2 + C
(
|x1 − x2|+ E|Y
x1,0
t − Y
x2,0
t |
)
6 Ce−
βt
2 + C|x1 − x2|.
Letting t→∞, we arrive at the Lipschitz continuous property of b¯.
Hence by [1, Theorems 6.2.3 and Theorem 6.2.11], there exists a unique solution {X¯t, t >
0} to Eq. (3.23). Moreover, estimate (3.24) can be easily obtained by following a similar
argument as in the proof of (3.1). The proof is complete. 
4. Poisson equations for non-local operators
In this section, we study the Poisson equation (1.2) with
L2(x)Φ(x, y) := −(−∆y)
α/2Φ(x, y) + 〈f(x, y), ∂yΦ(x, y)〉
:=
∫
Rd2
Φ(x, y + z)− Φ(x, y)− 1|z|61〈z, ∂yΦ(x, y)〉ν2(dz)
+〈f(x, y), ∂yΦ(x, y)〉. (4.1)
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The regularity of the solution of the Poisson equation with respect to its parameters have
been studyied in many references, see e.g., [32, 34, 35]. However, our operator L2(x) is
non-local, we can not use the results in papers mentioned above.
Proposition 4.1. Suppose the assumptions in Theorem 2.1 hold. Define
Φ(x, y) :=
∫ ∞
0
E[b(x, Y x,yt )]− b¯(x)dt. (4.2)
Then Φ(x, y) is a solution of the Poisson equation (1.2), which satisfies Φ(·, y) ∈ C1(Rd1 ,Rd1),
Φ(x, ·) ∈ C2(Rd2 ,Rd1), and there exists C > 0 such that
sup
x∈Rd1
|Φ(x, y)| 6 C(1 + |y|), sup
x∈Rd1 ,y∈Rd2
‖∂yΦ(x, y)‖ 6 C, (4.3)
Moreover, for any θ ∈ (0, 1], there exists Cθ > 0 such that for any x1, x2 ∈ R
d1 , y ∈ Rd2,
sup
x∈Rd1
‖∂xΦ(x, y)‖ 6 Cθ(1 + |y|
θ), (4.4)
‖∂xΦ(x1, y)− ∂xΦ(x2, y)‖ 6 C|x1 − x2|
γ(1 + |x1 − x2|
1−γ)(1 + |y|). (4.5)
Proof. We will divide the proof into three steps.
Step 1. Using that L2(x) is the infinitesimal generator of the transition semigroup of the
frozen process {Y x,yt }t>0, one can easily check that (4.2) is a solution of the Poisson equation
(5.2). Moreover, by straightforward computation, we can see that Φ(·, y) ∈ C1(Rd1 ,Rd1) and
Φ(x, ·) ∈ C2(Rd2 ,Rd1).
By Proposition 3.5, we have
|Φ(x, y)| 6
∫ ∞
0
|E[b(x, Y x,yt )]− b¯(x)|dt
6 C(1 + |y|)
∫ ∞
0
e−
βt
2 dt 6 Cβ(1 + |y|),
which implies the first estimate in (4.3). Note that
∂yΦ(x, y) =
∫ ∞
0
E[∂yb(x, Y
x,y
t ) · ∂yY
x,y
t ]dt,
where ∂yY
x,y
t satisfies  d∂yY
x,y
t = ∂yf(x, Y
x,y
t ) · ∂yY
x,y
t dt,
∂yY
x,y
t = I.
(4.6)
Then by Lemma 3.4, we have
sup
x∈Rd1 ,y∈Rd2
‖∂yY
x,y
t ‖ 6 Ce
−βt
2 . (4.7)
Thus, by the boundedness of ‖∂yb(x, y)‖, there exists C > 0 such that
sup
x∈Rd1 ,y∈Rd2
‖∂yΦ(x, y)‖ 6 C,
which implies the second estimate in (4.3).
Now, we define
b˜t0(x, y, t) := bˆ(x, y, t)− bˆ(x, y, t+ t0),
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where bˆ(x, y, t) := Eb(x, Y x,yt ). Proposition 3.5 implies
lim
t0→∞
b˜t0(x, y, t) = E[b(x, Y
x,y
t )]− b¯(x).
Thus, to prove (4.4) and (4.5), it suffices to show for any θ ∈ (0, 1], there exist Cθ > 0 and
η > 0 such that for any t0 > 0, t > 0, x ∈ R
d1 and y ∈ Rd2 , we have
‖∂xb˜t0(x, y, t)‖ 6 Cθe
−ηt(1 + |y|θ), (4.8)
‖∂xb˜t0(x1, y, t)− ∂xb˜t0(x2, y, t)‖ 6 Ce
−ηt|x1 − x2|
γ(1 + |x1 − x2|
1−γ)(1 + |y|), (4.9)
which will be proved in the following two steps.
Step 2. In this step, we will prove (4.8). By the Markov property,
b˜t0(x, y, t) = bˆ(x, y, t)− Eb(x, Y
x,y
t+t0)
= bˆ(x, y, t)− E{E[b(x, Y x,yt+t0)|Ft0 ]}
= bˆ(x, y, t)− Ebˆ(x, Y x,yt0 , t).
Thus
∂xb˜t0(x, y, t) = ∂xbˆ(x, y, t)− E∂xbˆ(x, Y
x,y
t0 , t)− E
[
∂y bˆ(x, Y
x,y
t0 , t) · ∂xY
x,y
t0
]
, (4.10)
where ∂xY
x,y
t satisfies d∂xY
x,y
t = ∂xf(x, Y
x,y
t )dt+ ∂yf(x, Y
x,y
t ) · ∂xY
x,y
t dt,
∂xY
x,y
0 = 0.
Obviously, Lemma 3.4 implies
sup
t>0,x∈Rd1 ,y∈Rd2 ,
‖∂xY
x,y
t ‖ 6 C. (4.11)
Note that ∂y bˆ(x, y, t) = E [∂yb(x, Y
x,y
t ) · ∂yY
x,y
t ], combining this with (4.7) and the bounded-
ness of ‖∂yb(x, y)‖, we get
sup
x∈Rd1 ,y∈Rd2
‖∂y bˆ(x, y, t)‖ 6 Ce
−βt
2 . (4.12)
Next, if we can show that for any θ ∈ (0, 1], there exists Cθ > 0 such that for any t > 0,
x ∈ Rd1 and y1, y2 ∈ R
d2 ,
‖∂xbˆ(x, y1, t)− ∂xbˆ(x, y2, t)‖ 6 Cθe
−βθt
2 |y1 − y2|
θ. (4.13)
Then, by (4.10), estimates (4.11)-(4.13) and (3.11), we have
‖∂xb˜t0(x, y, t)‖ 6 Cθe
−βθt
2 E|y − Y x,yt0 |
θ + Ce−
βt
2
6 Cθe
−βθt
2 (1 + |y|θ),
which proves (4.8).
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Now, we are ready to prove (4.13). Indeed,
‖∂xbˆ(x, y1, t)− ∂xbˆ(x, y2, t)‖ = ‖∂xEb(x, Y
x,y1
t )− ∂xEb(x, Y
x,y2
t )‖
6 E ‖∂xb(x, Y
x,y1
t )− ∂xb(x, Y
x,y2
t )‖
+E ‖∂yb(x, Y
x,y1
t ) · ∂xY
x,y1
t − ∂yb(x, Y
x,y2
t ) · ∂xY
x,y2
t ‖
6 E ‖∂xb(x, Y
x,y1
t )− ∂xb(x, Y
x,y2
t )‖
+E ‖∂yb(x, Y
x,y1
t ) · ∂xY
x,y1
t − ∂yb(x, Y
x,y2
t ) · ∂xY
x,y1
t ‖
+E ‖∂yb(x, Y
x,y2
t ) · ∂xY
x,y1
t − ∂yb(x, Y
x,y2
t ) · ∂xY
x,y2
t ‖
:=
3∑
i=1
Si.
We first deal with the terms S1 and S2. By the boundedness of ‖∂xb(x, y)‖, ‖∂y∂xb(x, y)‖
and ‖∂2yb(x, y)‖, we have for any θ ∈ (0, 1],
S1 6 CθE|Y
x,y1
t − Y
x,y2
t |
θ 6 Cθe
−βθt
2 |y1 − y2|
θ (4.14)
and by the boundedness of ‖∂yb(x, y)‖ and estimate (4.11),
S2 6 CθE|Y
x,y1
t − Y
x,y2
t |
θ
6 Cθe
−βθt
2 |y1 − y2|
θ. (4.15)
For the term S3, by the assumption f ∈ C
1+γ,2
b , condition (2.1) and a straightforward
computation, we can see that for any x1, x2 ∈ R
d1 , y1, y2 ∈ R
d2 ,
‖∂xY
x1,y1
t − ∂xY
x2,y2
t ‖
2 6 C(|x1 − x2|
2γ + |x1 − x2|
2) + e−
βt
2 |y1 − y2|
2. (4.16)
Then by (4.11) and (4.16), it is easy to see
S3 6 CθE‖∂xY
x,y1
t − ∂xY
x,y2
t ‖
θ
6 Cθe
−βθt
4 |y1 − y2|
θ. (4.17)
Now (4.13) follows easily from (4.14)-(4.17).
Step 3. In this step, we will prove (4.9). Recall that
∂xb˜t0(x, y, t) = ∂xbˆ(x, y, t)− E∂xbˆ(x, Y
x,y
t0 , t)− E
[
∂y bˆ(x, Y
x,y
t0 , t) · ∂xY
x,y
t0
]
.
Then we get for any x1, x2 ∈ R
d1 , y ∈ Rd2 and t, t0 > 0,
‖∂xb˜t0(x1, y, t)− ∂xb˜t0(x2, y, t)‖
=
∥∥∥∂xbˆ(x1, y, t)− E∂xbˆ(x1, Y x1,yt0 , t)− [∂xbˆ(x2, y, t)− E∂xbˆ(x2, Y x2,yt0 , t)]
−E
[
∂y bˆ(x1, Y
x1,y
t0 , t) · ∂xY
x1,y
t0
]
+ E
[
∂y bˆ(x2, Y
x2,y
t0 , t) · ∂xY
x2,y
t0
]∥∥∥
6
∥∥∥∂xbˆ(x1, y, t)− E∂xbˆ(x1, Y x1,yt0 , t)− [∂xbˆ(x2, y, t)− E∂xbˆ(x2, Y x1,yt0 , t)]∥∥∥
+
∥∥∥E∂xbˆ(x2, Y x2,yt0 , t)− E∂xbˆ(x2, Y x1,yt0 , t)∥∥∥
+
∥∥∥E [∂y bˆ(x1, Y x1,yt0 , t) · ∂xY x1,yt0 ]− E [∂y bˆ(x2, Y x2,yt0 , t) · ∂xY x2,yt0 ]∥∥∥ := 3∑
i=1
Qi.
(i) For the term Q1, recall that
∂xbˆ(x, y, t) = E [∂xb(x, Y
x,y
t )] + E [∂yb(x, Y
x,y
t ) · ∂xY
x,y
t ] ,
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which implies ∥∥∥∂xbˆ(x1, y1, t)− ∂xbˆ(x1, y2, t)− [∂xbˆ(x2, y1, t)− ∂xbˆ(x2, y2, t)]∥∥∥
= ‖E [∂xb(x1, Y
x1,y1
t )] + E [∂yb(x1, Y
x1,y1
t ) · ∂xY
x1,y1
t ]
−E [∂xb(x1, Y
x1,y2
t )]− E [∂yb(x1, Y
x1,y2
t ) · ∂xY
x1,y2
t ]
−E [∂xb(x2, Y
x2,y1
t )]− E [∂yb(x2, Y
x2,y1
t ) · ∂xY
x2,y1
t ]
+ E [∂xb(x2, Y
x2,y2
t )] + E [∂yb(x2, Y
x2,y2
t ) · ∂xY
x2,y2
t ]‖ 6
3∑
i=1
Q1i,
where
Q11 := ‖E [∂xb(x1, Y
x1,y1
t )− ∂xb(x1, Y
x1,y2
t )− (∂xb(x2, Y
x1,y1
t )− ∂xb(x2, Y
x1,y2
t ))] ‖,
Q12 := ‖E [∂xb(x2, Y
x1,y1
t )− ∂xb(x2, Y
x2,y1
t )− (∂xb(x2, Y
x1,y2
t )− ∂xb(x2, Y
x2,y2
t ))] ,
Q13 := ‖E [∂yb(x1, Y
x1,y1
t ) · ∂xY
x1,y1
t − ∂yb(x2, Y
x2,y1
t ) · ∂xY
x2,y1
t ]
−E [∂yb(x1, Y
x1,y2
t ) · ∂xY
x1,y2
t − ∂yb(x2, Y
x2,y2
t ) · ∂xY
x2,y2
t ]‖ .
By the assumption that ∂x∂yb(x, y) is Hölder continuous with respect to x with index γ
and Lemma 3.4, we get that
Q11 6 E
∥∥∥∥∫ 1
0
[∂x∂yb(x1, ξY
x1,y1
t + (1− ξ)Y
x1,y2
t )] dξ · (Y
x1,y1
t − Y
x1,y2
t )
−
∫ 1
0
[∂x∂yb(x2, ξY
x1,y1
t + (1− ξ)Y
x1,y2
t )] dξ · (Y
x1,y1
t − Y
x1,y2
t )
∥∥∥∥
6 C|x1 − x2|
γ
E|Y x1,y1t − Y
x1,y2
t |
6 C|x1 − x2|
γ|y1 − y2|e
−βt
2 . (4.18)
By the boundedness of ‖∂x∂
2
yb(x, y)‖ and ‖∂x∂yb(x, y)‖, we obtain
Q12 6 E
∥∥∥∥∫ 1
0
[∂x∂yb(x2, ξY
x1,y1
t + (1− ξ)Y
x2,y1
t )] dξ · (Y
x1,y1
t − Y
x2,y1
t )
−
∫ 1
0
[∂x∂yb(x2, ξY
x1,y2
t + (1− ξ)Y
x2,y2
t )] dξ · (Y
x1,y2
t − Y
x2,y2
t )
∥∥∥∥
6 E
[∫ 1
0
|ξ(Y x1,y1t − Y
x1,y2
t ) + (1− ξ)(Y
x2,y1
t − Y
x2,y2
t )| dξ|Y
x1,y1
t − Y
x2,y1
t |
]
+E|Y x1,y1t − Y
x2,y1
t − Y
x1,y2
t + Y
x2,y2
t |
6 E [(|Y x1,y1t − Y
x1,y2
t |+ |Y
x2,y1
t − Y
x2,y2
t |) |Y
x1,y1
t − Y
x2,y1
t |]
+E
∣∣∣∣∫ 1
0
∂xY
ξx1+(1−ξ)x2,y1
t dξ · (x1 − x2)−
∫ 1
0
∂xY
ξx1+(1−ξ)x2,y2
t dξ · (x1 − x2)
∣∣∣∣
6 C|x1 − x2||y1 − y2|e
−βt
2 , (4.19)
where the last inequality is due to Lemma 3.4 and estimate (4.16).
Note that
Q13 6 E ‖[∂yb(x1, Y
x1,y1
t )− ∂yb(x2, Y
x1,y1
t )] · ∂xY
x1,y1
t −[∂yb(x1, Y
x1,y2
t )− ∂yb(x2, Y
x1,y2
t )] · ∂xY
x1,y2
t ‖
+E ‖[∂yb(x2, Y
x1,y1
t )− ∂yb(x2, Y
x2,y1
t )] · ∂xY
x1,y1
t −[∂yb(x2, Y
x1,y2
t )− ∂yb(x2, Y
x2,y2
t )] · ∂xY
x1,y2
t ‖
+E ‖∂yb(x2, Y
x2,y1
t ) · (∂xY
x1,y1
t − ∂xY
x2,y1
t )− ∂yb(x2, Y
x2,y2
t ) · (∂xY
x1,y2
t − ∂xY
x2,y2
t )‖
:= Q131 +Q132 +Q133.
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Since ‖∂x∂yb(x, y)‖, ‖∂
2
yb(x, y)‖, ‖∂x∂
2
yb(x, y)‖ are bounded and ∂
2
yb(x, y) is Hölder contin-
uous with respect to y with index δ, we have
Q131 6 E
∥∥∥∥∫ 1
0
∂x∂yb(ξx1 + (1− ξ)x2, Y
x1,y1
t )dξ · (x1 − x2, ∂xY
x1,y1
t )
−
∫ 1
0
∂x∂yb(ξx1 + (1− ξ)x2, Y
x1,y2
t )dξ · (x1 − x2, ∂xY
x1,y2
t )
∥∥∥∥
6 C|x1 − x2|E (|Y
x1,y1
t − Y
x1,y2
t |‖∂xY
x1,y1
t ‖) + C|x1 − x2|E‖∂xY
x1,y1
t − ∂xY
x1,y2
t ‖
6 Ce−
βt
2 |x1 − x2||y1 − y2| (4.20)
and
Q132 6 E
∥∥∥∥∫ 1
0
∂2yb(x2, ξY
x1,y1
t + (1− ξ)Y
x2,y1
t )dξ · (Y
x1,y1
t − Y
x2,y1
t , ∂xY
x1,y1
t )
−
∫ 1
0
∂2yb(x2, ξY
x1,y2
t + (1− ξ)Y
x2,y2
t )dξ · (Y
x1,y2
t − Y
x2,y2
t , ∂xY
x1,y2
t )
∥∥∥∥
6 CE
[(
|Y x1,y1t − Y
x1,y2
t |
δ + |Y x2,y1t − Y
x2,y2
t |
δ
)
|Y x1,y1t − Y
x2,y1
t |‖∂xY
x1,y1
t ‖
]
+CE (|Y x1,y1t − Y
x2,y1
t − Y
x1,y2
t + Y
x2,y2
t |‖∂xY
x1,y1
t ‖)
+CE (|Y x1,y1t − Y
x2,y1
t |‖∂xY
x1,y1
t − ∂xY
x1,y2
t ‖)
6 Ce−
βδt
2 |x1 − x2||y1 − y2|
δ(1 + |y1 − y2|
1−δ). (4.21)
The assumption f ∈ C1+γ,2+γb implies that ∂x∂yf(x, y) is Hölder continuous with respect
to x with index γ and ∂2yf(x, y) is Hölder continuous with respect to y with index γ, and
‖∂x∂
2
yf(x, y)‖ is uniformly bounded. By a straightforward computation, we get
sup
y∈Rd2
E‖∂y∂xY
x1,y
t − ∂y∂xY
x2,y
t ‖ 6 Ce
−βt
4 |x1 − x2|
γ(1 + |x1 − x2|
1−γ), (4.22)
and ∂y∂xY
x,y
t satisfies
d∂y∂xY
x,y
t = ∂y∂xf(x, Y
x,y
t ) · ∂yY
x,y
t dt+ ∂
2
yf(x, Y
x,y
t ) · (∂yY
x,y
t , ∂xY
x,y
t )dt
+∂yf(x, Y
x,y
t ) · ∂y∂xY
x,y
t dt,
∂y∂xY
x,y
0 = 0.
Using (4.16) and (4.22), we get
Q133 6 E ‖[∂yb(x2, Y
x2,y1
t )− ∂yb(x2, Y
x2,y2
t )] · (∂xY
x1,y1
t − ∂xY
x2,y1
t )‖
+E ‖∂yb(x2, Y
x2,y2
t ) · (∂xY
x1,y1
t − ∂xY
x2,y1
t − ∂xY
x1,y2
t + ∂xY
x2,y2
t )‖
6 Ce−
βt
4 |x1 − x2|
γ(1 + |x1 − x2|
1−γ)|y1 − y2|. (4.23)
Combining (4.20), (4.21) and (4.23), we get
Q13 6 Ce
−
(β∧2δ)t
4 |x1 − x2|
γ|y1 − y2|
δ(1 + |y1 − y2|
1−δ)(1 + |x1 − x2|
1−γ). (4.24)
Finally, (4.18),(4.19) and (4.24) together imply
Q1 6 Ce
−
(β∧2δ)t
4 |x1 − x2|
γ(1 + |x1 − x2|
1−γ)E(|y − Y x1,yt0 |+ |y − Y
x1,y
t0 |
δ)
6 Ce−
(β∧2δ)t
4 |x1 − x2|
γ(1 + |x1 − x2|
1−γ)(1 + |y|). (4.25)
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(ii) For the term Q2, note that
∂y∂xbˆ(x, y, t) = ∂yE [∂xb(x, Y
x,y
t )] + ∂yE [∂yb(x, Y
x,y
t ) · ∂xY
x,y
t ]
= E [∂x∂yb(x, Y
x,y
t ) · ∂yY
x,y
t ] + E
[
∂2yb(x, Y
x,y
t ) · (∂xY
x,y
t , ∂yY
x,y
t )
]
+E [∂yb(x, Y
x,y
t ) · ∂x∂yY
x,y
t ] .
(4.16) implies
sup
x∈Rd1 ,y∈Rd2
‖∂x∂yY
x,y
t ‖ 6 Ce
−βt
4 .
Combining this with with (4.11) and (4.7), we get
sup
x∈Rd1 ,y∈Rd2
‖∂x∂y bˆ(x, y, t)‖ 6 Ce
−βt
4 . (4.26)
Thus
Q2 6 Ce
−βt
4 E|Y x2,yt0 − Y
x1,y
t0 | 6 Ce
−βt
4 |x1 − x2|. (4.27)
(iii) For the term Q3, by a similar argument as in the proof of (4.26), we have
sup
x∈Rd1 ,y∈Rd2
‖∂2y bˆ(x, y, t)‖ 6 Ce
−βt
4 ,
which, together with (4.26), implies
Q3 6 Ce
−βt
4 |x1 − x2|. (4.28)
Combining (4.25), (4.27) and (4.28), we get (4.9). The proof is complete. 
5. Proof of main results
In this section, we give the proofs of Theorem 2.1 and Theorem 2.3. Our arguments is
based the Poisson equation and is inspired by [5] (see also [31, 32, 34, 35]).
5.1. The Proof of Theorem 2.1. Note that
Xǫt − X¯t =
∫ t
0
[
b(Xǫs , Y
ǫ
s )− b¯(X¯s)
]
ds
=
∫ t
0
[
b(Xǫs , Y
ǫ
s )− b¯(X
ǫ
s)
]
ds+
∫ t
0
[
b¯(Xǫs)− b¯(X¯s)
]
ds.
Using the Lipschitz continuity of b¯, one can easily show that for any p ∈ [1, α),
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|
p
)
6 CpE
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
b(Xǫs , Y
ǫ
s )− b¯(X
ǫ
s)ds
∣∣∣∣p
]
+ Cp,TE
∫ T
0
|Xǫt − X¯t|
pdt.
Grownall’s inequality implies
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|
p
)
6 Cp,TE
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
b(Xǫs , Y
ǫ
s )− b¯(X
ǫ
s)ds
∣∣∣∣p
]
. (5.1)
By Proposition 4.1, there exists Φ(x, y) such that Φ(·, y) ∈ C1(Rd1 ,Rd1), Φ(x, ·) ∈ C2(Rd2 ,Rd1)
and
−L2(x)Φ(x, y) = b(x, y)− b¯(x). (5.2)
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Moreover, the estimates (4.3) and (4.4) hold. By Itô’s formula, we have
Φ(Xǫt , Y
ǫ
t ) = Φ(x, y) +
∫ t
0
L1(Y
ǫ
r )Φ(X
ǫ
r , Y
ǫ
r )dr
+
1
ǫ
∫ t
0
L2(X
ǫ
r)Φ(X
ǫ
r , Y
ǫ
r )dr +M
ǫ,1
t +M
ǫ,2
t ,
where L2(x)Φ(x, y) is defined by (4.1) and
L1(y)Φ(x, y) := −(−∆x)
α/2Φ(x, y) + 〈b(x, y), ∂xΦ(x, y)〉
and M ǫ,1t ,M
ǫ,2
t are two Ft-martingales defined by
M ǫ,1t :=
∫ t
0
∫
Rd1
Φ(Xǫr− + x, Y
ǫ
r−)− Φ(X
ǫ
r−, Y
ǫ
r−)N˜
1(dr, dx),
M ǫ,2t :=
∫ t
0
∫
Rd2
Φ(Xǫr−, Y
ǫ
r− + ǫ
−1/αy)− Φ(Xǫr−, Y
ǫ
r−)N˜
2(dr, dy).
Consequently, we have
∫ t
0
−L2(X
ǫ
r)Φ(X
ǫ
r , Y
ǫ
r )dr = ǫ
[
Φ(x, y)− Φ(Xǫt , Y
ǫ
t )
+
∫ t
0
L1(Y
ǫ
r )Φ(X
ǫ
r , Y
ǫ
r )dr +M
ǫ,1
t +M
ǫ,2
t
]
. (5.3)
Combining (5.1), (5.2) and (5.3), we get
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|
p
)
6 Cp,TE
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
−L2(X
ǫ
r)Φ(X
ǫ
r , Y
ǫ
r )dr
∣∣∣∣p
]
6 Cp,T ǫ
p
[
E
(
sup
t∈[0,T ]
|Φ(x, y)− Φ(Xǫt , Y
ǫ
t )|
p
)
+ E
∫ T
0
|L1(Y
ǫ
r )Φ(X
ǫ
r , Y
ǫ
r )|
p dr
+E
(
sup
t∈[0,T ]
|M ǫ,1t |
p
)
+ E
(
sup
t∈[0,T ]
|M ǫ,2t |
p
)]
. (5.4)
By (4.3) and (4.4), we have
E
(
sup
t∈[0,T ]
|Φ(x, y)− Φ(Xǫt , Y
ǫ
t )|
p
)
6 C(1 + |y|p) + E
(
sup
t∈[0,T ]
|Y ǫt |
p
)
6 Cp,T (1 + |y|
p)ε−p/α. (5.5)
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It follows from (4.4) that
E
∫ T
0
|L1(Y
ǫ
r )Φ(X
ǫ
r , Y
ǫ
r )|
p dr
6 CpE
∫ T
0
[∫
|z|61
|Φ(Xǫs + z, Y
ǫ
s )− Φ(X
ǫ
s , Y
ǫ
s )− 〈z, ∂xΦ(X
ǫ
s , Y
ǫ
s )〉|ν1(dz)
]p
ds
+Cp,TE
∫ T
0
[∫
|z|>1
|Φ(Xǫs + z, Y
ǫ
s )− Φ(X
ǫ
s , Y
ǫ
s )|ν1(dz)
]p
ds
+Cp,TE
∫ T
0
|〈b(Xǫs, Y
ǫ
s ), ∂xΦ(X
ǫ
s , Y
ǫ
s )〉|
pds
6 Cp,TE
∫ T
0
[∫
|z|61
|z|γ+1(1 + |z|1−γ)ν1(dz)
]p
(1 + |Y ǫs |
p)ds
+Cp,TE
∫ T
0
[∫
|z|>1
|z|ν1(dz)
]p
(1 + |Y ǫs |
p)ds+ Cp,TE
∫ T
0
(1 + |Xǫs|
p + |Y ǫs |
p) (1 + |Y ǫs |
θ)ds
6 Cp,T (1 + |x|
p + |y|p) + Cp,TE
∫ T
0
(
1 + |Xǫs|
p′ + |Y ǫs |
θp′
p′−p
∨(p+θ)
)
ds
6 Cp,T
(
(1 + |x|p
′
+ |y|
θp′
p′−p
∨(p+θ)
)
, (5.6)
where p < p′ < α and θ is small enough such that θp
′
p′−p
∨ (p+ θ) < α.
Using the Burkholder-Davis-Gundy inequality and (4.4), we get for any θ ∈ (0, 1/2],
E
(
sup
t∈[0,T ]
|M ǫ,1t |
p
)
6 CpE
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
∫
|x|61
Φ(Xǫs− + x, Y
ǫ
s−)− Φ(X
ǫ
s−, Y
ǫ
s−)N˜
1(ds, dx)
∣∣∣∣∣
p]
+CpE
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
∫
|x|>1
Φ(Xǫs− + x, Y
ǫ
s−)− Φ(X
ǫ
s−, Y
ǫ
s−)N˜
1(ds, dx)
∣∣∣∣∣
p]
6 Cp
[
E
∫ T
0
∫
|x|61
|x|2ν1(dx)(1 + |Y
ǫ
s |
2θ)ds
]p/2
+CpE
∫ T
0
∫
|x|>1
|x|pν1(dx)(1 + |Y
ǫ
s |
pθ)ds 6 Cp,T (1 + |y|
p), (5.7)
and by (4.3),
E
(
sup
t∈[0,T ]
|M ǫ,2t |
p
)
6 CpE
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
∫
|y|61
Φ(Xǫs−, Y
ǫ
s− + ǫ
−1/αy)− Φ(Xǫs−, Y
ǫ
s−)N˜
2(ds, dy)
∣∣∣∣∣
p]
+ CpE
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
∫
|y|>1
Φ(Xǫs−, Y
ǫ
s− + ǫ
−1/αy)− Φ(Xǫs−, Y
ǫ
s−)N˜
2(ds, dy)
∣∣∣∣∣
p]
6 CpE
∣∣∣∣∣
∫ T
0
∫
|y|61
|Φ(Xǫs−, Y
ǫ
s− + ǫ
−1/αy)− Φ(Xǫs−, Y
ǫ
s−)|
2N2(ds, dy)
∣∣∣∣∣
p/2
+ CpE
∫ T
0
∫
|y|>1
|Φ(Xǫs−, Y
ǫ
s− + ǫ
−1/αy)− Φ(Xǫs−, Y
ǫ
s−)|
pN2(ds, dy)
6 Cpǫ
−p/α
[E ∫ T
0
∫
|y|61
|y|2ν2(dx)ds
]p/2
+ E
∫ T
0
∫
|y|>1
|y|pν2(dy)ds
 6 Cp,T ǫ−p/α. (5.8)
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Hence, (5.4)-(5.8) imply that
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|
p
)
6 Cp,T (1 + |x|
p + |y|p)ǫp(1−1/α).
The proof is complete.
5.2. The Proof of Theorem 2.3. We consider the following Kolmogorov equation:{
∂tu(t, x) = L¯1u(t, x), t ∈ [0, T ],
u(0, x) = φ(x),
(5.9)
where φ ∈ C2+γb (R
d1) and L¯1 is the infinitesimal generator of the transition semigroup of
the averaged equation (3.23), which is given by
L¯1φ(x) := −(−∆x)
α/2φ(x) + 〈b¯(x), ∂xφ(x)〉.
Since b, f ∈ C2+γ,2+γb , one can use a straightforward computation to show that b¯ ∈
C2+γb (R
d1). Hence equation (5.9) has a unique solution u given by
u(t, x) = Eφ(X¯t(x)), t ∈ [0, T ].
Furthermore, u(t, ·) ∈ C2+γb (R
d1), ∂xu(·, x) ∈ C
1([0, T ]) and there exists CT > 0 such that
sup
t∈[0,T ]
‖u(t, ·)‖C2+γ
b
6 CT , sup
t∈[0,T ],x∈Rd1
‖∂t(∂xu(t, x))‖ 6 CT . (5.10)
Now we are in a position to prove Theorem 2.3
Proof of Theorem 2.3. For fixed t > 0, let u˜t(s, x) := u(t− s, x), s ∈ [0, t], by Itô’s formula,
we have
u˜t(t, Xǫt ) = u˜
t(0, x) +
∫ t
0
∂su˜
t(s,Xǫs)ds+
∫ t
0
L1(Y
ǫ
s )u˜
t(s,Xǫs)ds+ M˜t,
where M˜t is a Ft-martingale defined by,
M˜t :=
∫ t
0
∫
Rd1
u˜t(s,Xǫs− + x)− u˜
t(s,Xǫs−)N˜
1(dx, ds).
Note that u˜t(t, Xǫt ) = φ(X
ǫ
t ), u˜
t(0, x) = Eφ(X¯t(x)) and ∂su˜
t(s,Xǫs) = −L¯1u˜
t(s,Xǫs), we
have ∣∣∣Eφ(Xǫt )− Eφ(X¯t)∣∣∣ = ∣∣∣∣E ∫ t
0
−L¯1u˜
t(s,Xǫs)ds+ E
∫ t
0
L1(Y
ǫ
s )u˜
t(s,Xǫs)ds
∣∣∣∣
=
∣∣∣∣E ∫ t
0
〈b(Xǫs, Y
ǫ
s )− b¯(X
ǫ
s), ∂xu˜
t(s,Xǫs)〉ds
∣∣∣∣ . (5.11)
For any s ∈ [0, t], x ∈ Rd1 , y ∈ Rd2 , define
F t(s, x, y) := 〈b(x, y), ∂xu˜
t(s, x)〉
and F¯ t(s, x) :=
∫
Rd2
F t(s, x, y)µx(dy) = 〈b¯(x), ∂xu˜
t(s, x)〉.
Since b is bounded, b ∈ C2+γ,2+γb and u˜
t(s, ·) ∈ C2+γb (R
d1), we have
F t(s, ·, ·) ∈ C1+γ,2+γb , ∂sF
t(s, x, ·) ∈ C1b (R
d2).
Using (5.10) and an argument similar to that used in the proof of Proposition 4.1, we can
get
Φ˜t(s, x, y) :=
∫ ∞
0
EF t(s, x, Y x,yr )− F¯
t(s, x)dr,
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is a solution of the following Poisson equation:
−L2(x)Φ˜
t(s, x, y) = F t(s, x, y)− F¯ t(s, x), s ∈ [0, t]. (5.12)
Moreover, Φ˜t(·, x, y) ∈ C1([0, t]), Φ˜t(s, ·, y) ∈ C1(Rd1), Φ˜t(s, x, ·) ∈ C2(Rd2) and for any
T > 0, t ∈ [0, T ],θ ∈ (0, 1], there exist CT , CT,θ > 0 such that the following estimates hold:
sup
s∈[0,t],x∈Rd1
[
|Φ˜t(s, x, y)|+ |∂sΦ˜
t(s, x, y)|
]
6 CT (1 + |y|), (5.13)
sup
s∈[0,t],x∈Rd1
|∂xΦ˜
t(s, x, y)| 6 CT,θ(1 + |y|
θ), (5.14)
sup
s∈[0,t]
‖∂xΦ˜
t(s, x1, y)− ∂xΦ˜
t(s, x2, y)‖ 6CT |x1 − x2|
γ(1 + |x1 − x2|
1−γ)(1 + |y|). (5.15)
Using Itô’s formula and taking expectation on both sides, we get
EΦ˜t(t, Xǫt , Y
ǫ
t ) = Φ˜
t(0, x, y) + E
∫ t
0
∂sΦ˜
t(s,Xǫs, Y
ǫ
s )ds+ E
∫ t
0
L1(Y
ǫ
s )Φ˜
t(s,Xǫs, Y
ǫ
s )ds
+
1
ǫ
E
∫ t
0
L2(X
ǫ
s)Φ˜
t(s,Xǫs, Y
ǫ
s )ds,
which implies
−E
∫ t
0
L2(X
ǫ
s)Φ˜
t(s,Xǫs, Y
ǫ
s )ds = ǫ
[
Φ˜t(0, x, y)− EΦ˜t(t, Xǫt , Y
ǫ
t ) + E
∫ t
0
∂sΦ˜
t(s,Xǫs, Y
ǫ
s )ds
+E
∫ t
0
L1(Y
ǫ
s )Φ˜
t(s,Xǫs, Y
ǫ
s )ds
]
. (5.16)
Combining (5.11), (5.12) and (5.16), we get
sup
t∈[0,T ]
∣∣∣Eφ(Xǫt )− Eφ(X¯t)∣∣∣ = sup
t∈[0,T ]
∣∣∣∣E ∫ t
0
L2(X
ǫ
s)Φ˜
t(s,Xǫs, Y
ǫ
s )ds
∣∣∣∣
6 ǫ
 sup
t∈[0,T ]
|Φ˜t(0, x, y)|+ sup
t∈[0,T ]
∣∣∣EΦ˜t(t, Xǫt , Y ǫt )∣∣∣
+ sup
t∈[0,T ]
E
∫ t
0
∣∣∣∂sΦ˜t(s,Xǫs, Y ǫs )∣∣∣ ds
+ sup
t∈[0,T ]
E
∫ t
0
∣∣∣L1(Y ǫs )Φ˜t(s,Xǫs, Y ǫs )∣∣∣ ds
.
Finally, using (5.13), (5.14), (5.15) and an argument similar to that used in the proof of
(5.6), we easily get
sup
t∈[0,T ]
∣∣∣Eφ(Xǫt )− Eφ(X¯t)∣∣∣ 6 Cǫ,
where C is a constant depending on T , x and y. The proof is complete.
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