Robotic systems must be able to quickly and robustly make decisions when operating in uncertain and dynamic environments. While Reinforcement Learning (RL) can be used to compute optimal policies with little prior knowledge about the environment, it suffers from slow convergence. An alternative approach is Model Predictive Control (MPC), which optimizes policies quickly, but also requires accurate models of the system dynamics and environment. In this paper we propose a new approach, adaptive probabilistic trajectory optimization, that combines the benefits of RL and MPC. Our method uses scalable approximate inference to learn and updates probabilistic models in an online incremental fashion while also computing optimal control policies via successive local approximations. We present two variations of our algorithm based on the Sparse Spectrum Gaussian Process (SSGP) model, and we test our algorithm on three learning tasks, demonstrating the effectiveness and efficiency of our approach.
Introduction
Over the last decade, reinforcement learning (RL) has started to be successfully applied to robotics and autonomous systems. While model-free RL has demonstrated promising results [1] , it typically requires human expert demonstrations or relies on lots of direct interactions with physical systems. Model-based RL was developed to address the issue of sample inefficiency by learning dynamics models explicitly from data, which can provide better generalization [2, 1] . However, these deterministic model-based methods suffer from error in the learned models which compounds when making long-range predictions. Recent probabilistic model-based RL methods overcome this issue, achieving state-of-the-art performance [3] [4] [5] . These methods represent dynamics models using nonparametric Gaussian processes (GPs) and take into account model uncertainty for control policy learning. Despite these successes, inference in nonparametric probabilistic models can be computationally demanding, making it difficult to adapt to rapid changes in the environment or dynamics.
In contrast to probabilistic model-based RL methods, where learning through interaction occurs at the scale of trajectories/rollouts, Model Predictive Control (MPC) is more reactive, performing re-optimization every few timesteps. However, MPC also requires accurate models of the system dynamics and environment. Our goal in this work is to develop a method that combines the benefits of MPC with probabilistic model-based RL to perform learning control at small time scales with little prior knowledge of the dynamics. More precisely, we propose a method that relies on local trajectory optimization such as DDP [6] , which is scalable and has been shown to work well on challenging learning control tasks in robotics [7] [8] [9] . We model the dynamics probabilistically and perform optimization in belief space. In previous GP-related RL methods, approximate inference is the major computational bottleneck [3] [4] [5] . Therefore, we develop two novel scalable approximate inference algorithms based on Sparse Spectrum Gaussian Processes (SSGPs) [10] . To cope with changes in the task or with varying dynamics we apply online re-optimization in the spirit of MPC. This combination leads to a general data-driven framework for online trajectory optimization.
Trajectory Optimization
We consider a general unknown dynamical system described by the following differential equation dx = F(x, u)dt + Cdω, x(t 0 ) = x 0 , dω ∼ N (0, Σ ω ),
where x ∈ R n is the state, u ∈ R m is the control and ω ∈ R p is standard Brownian noise. The goal of optimal control and reinforcement learning is to find the control policy π(x(t), t) that minimizes the expected cost
where h(x(T )) is the terminal cost, and L(x(t), π(x(t)), t) is the instantaneous cost rate. The control policy u(t) = π(x(t), t) is a function that maps states and time to controls. The cost J π (x(t 0 )) is defined as the expectation of the total cost accumulated from t 0 to T . E x denotes the expectation operator with respect to x. We assume that the states are fully observable. For the rest of our analysis, we discretize the time as k = 1, 2, ..., H with time step ∆t = T H−1 and denote x k = x(t k ). We use this subscript rule for other time-varying variables as well. The discretized system dynamics can be written as x k+1 = x k + ∆x k where ∆x k = ∆tF(x k , u k ). To simplify notation we define
Ru k , where Q and R are weighting matrices. The problem formulation (2) is a standard finite horizon control or RL problem. However, in this paper we will perform this optimization at every time step in a receding horizon fashion.
Differential Dynamic Programming (DDP) DDP is a model-based trajectory optimization method for solving optimal control problems defined in (2) . The main idea is that a complex nonlinear control problem can be simplified using local approximations such that the original problem becomes a linear-quadratic problem in the neighborhood of a trajectory. In DDP, and related methods such as iLQG [11] , a local model is constructed based on i) a first or second-order linear approximation of the dynamics model; ii) a second-order local approximation of the value function along a nominal trajectory. The optimal control law and value function can be computed in a backward pass. The control law is used to generate a new state-control trajectory in a forward pass, this trajectory becomes the new nominal trajectory for the next iteration. DDP uses the aforementioned backward-forward pass to optimize the trajectory iteratively until convergence to an optimal solution. DDP-related methods have been widely used for solving control problem in robotics tasks [7, 8] .
Probabilistic Model Learning and Inference
DDP requires an accurate dynamics model, however a good analytic model is not always available. Therefore, various methods have been used within trajectory optimization frameworks to learn a model. In iLQG-LD [12] and Minimax DDP [13] , the dynamics are learned using Locally Weighted Projection Regression (LWPR) [14] and Receptive Field Weighted Regression (RFWR) [15] . However, both methods require a large amount of training data collected from lots of interactions with the physical system. Recently, probabilistic methods such as PDDP [4] and AGP-iLQR [16] have demonstrated impressive data efficiency with Gaussian process (GP) dynamics models. However, GP inference in PDDP [4] is too computationally expensive for online optimization and incremental updates. AGP-iLQR [16] employs subset of regression (SOR) approximations that feature faster GP inference and incremental model adaptation, but neglects the predictive uncertainty when performing multi-step predictions using the learned forward dynamics. This leads to biased long-range predictions. In order to perform efficient and robust trajectory optimization, we introduce a learning and inference scheme based on Sparse Spectrum Gaussian Processes (SSGPs) [10, 17] .
Model learning via sparse spectrum Gaussian processes
Learning a continuous mapping from state-control pairsx = (x, u) ∈ R n+m to state transitions ∆x ∈ R n can be viewed as probabilistic inference. Given a sequence of N state-control pairs
and the corresponding state transition ∆X = {∆x i } N i=1 , Gaussian processes (GP) can be leveraged to learn the dynamics model [3] [4] [5] . The posterior distribution of the state transition at a test state-control pair can be computed in close-form by conditioning on the observations, because they are jointly Gaussian. Although GP regression is a powerful regression technique, it exhibits significant practical limitations for learning and inference on large datasets due to its O(N 3 ) computation and O(N 2 ) space complexity, which is a direct consequence of having to store and invert a N × N matrix. This computational inefficiency is a bottleneck for applying GP-based RL in real-time.
Sparse Spectrum GP Regression (SSGPR) SSGP [10] is a recent approach that provides a principled approximation of GPR by employing a random Fourier feature approximation of the kernel function [18] . Based on Bochner's theorem [19] , any shift-invariant kernel functions can be represented as the Fourier transform of a unique measure k(
We can, therefore, unbiasedly approximate any shift-invariant function by drawing r random samples from the distribution p(ω), k(
, where φ(x) is a feature mapping which maps a state-control pair to feature space.
We consider the popular Squared Exponential (SE) covariance function with Automatic Relevance Determination (ARD) distance measure as it has been applied successfully in learning dynamics and optimal control [17, 16] 
). The hyper-parameters consist of the signal variance σ . The feature mapping for this SE kernel can be derived from
T , and ω ∼ N (0, P −1 ). Assuming the prior distribution of weights of the features w ∼ N (0, Σ p ), the posterior distribution of ∆x can be derived as in standard Bayesian linear regression
where
. Thus the computational complexity becomes O(N r 2 + r 3 ), which is significantly more efficient than GPR with O(N 3 ) time complexity when the number of random features r is much smaller than the number of training samples N . The hyper-parameters can be learned by maximizing the log-likelihood of the training outputs given the inputs using numerical methods such as conjugate gradient [20] .
On-line model adaptation To update the weights w incrementally given a new sample, we do not store or invert A explicitly. Instead, we keep track of its upper triangular Cholesky factor A = R T R [17] . Given a new sample, a rank-1 update is applied to the Cholesky factor R, which requires O(r 2 ) time. To cope with time-varying systems and to make the method more adaptive, we employ a forgetting factor λ ∈ (0, 1), such that the impact of the previous samples decays exponentially in time [21] . With this weighting criterion, we update A and Φ∆X with a new sample (x, ∆x) as
Here λ ∈ (0, 1) is the forgetting factor [21] , and A and Φ∆X are normalized by the number of offline training points M after offline batch training A ←
This convex combination blends the previous samples and the current one.
Approximate Bayesian inference
When performing long-term prediction using the SSGP models, the input state-control pairx becomes uncertain. Here we define the joint distribution over state-control pair at one time step as p(x) = p(x, u). Thus the distribution over state transition becomes p(∆x) = p(f (x)|x)p(x)df dx. This predictive distribution cannot be computed analytically because the nonlinear mapping of an input Gaussian distribution leads to a non-Gaussian predictive distribution. Therefore we need to resort to approximate methods. Deterministic approximate inference methods approximate the posterior with a Gaussian [22, 23, 3] , e.g., ∆x = f (x) ∼ N (µ f , Σ f ). However, these methods scale quadratically with the number of training samples, making them unsuitable for online learning with moderate amounts of data (e.g., 500 or more data points).
In this section we present two approximate inference methods based on SSGPs. Our methods offer similar prediction performance compared with related methods in GPs. However, our methods scale quadratically with the number of random features, which is usually much less than the number of training samples. In this paper, we assume the conditional independency between different dimensions of ∆x, givenx, so in the following derivation we use f to denote one of the dimensions. This assumption can be relaxed by using vector-valued kernels.
Exact moment matching (SSGP-EMM)
Given an input joint distribution N (μ,Σ), we may compute the exact posterior mean and variance. Applying the law of iterated expectation, the predictive mean µ f is evaluated as
are defined for notation simplicity. Next we compute the predictive variance using the law of total variance
The covariance between input and prediction can be computed as:
Next we compute the covariance of two output dimensions (off-diagonal entries in the predictive covariance matrix) f i , f j with uncertain input as follows:
where superscript i denotes the corresponding value related to the ith output, e.g. w i , φ i , and µ i f are the coefficients, features mapping, and predictive mean of the ith output, respectively. See the supplementary material for a detailed derivation of SSGP-EMM.
Linearization (SSGP-Lin)
Another approach to approximate the predictive distribution under uncertain input is through linearizing of the posterior SSGP mean function. First we derive the partial derivative of the predictive mean E f [f (x)] to the inputx, and predictive mean's first-order Taylor expansion around the input mean
, is the ith column of D(x).
The predictive mean µ f is obtained by evaluating the function at input meanμ. More precisely
Based on the linearized model, the predictive variance Σ f with uncertain input is evaluated using the law of total variance
The covariance between input and prediction Σx ,f , and the covariance between two prediction can be computed as
Different from the exact moment matching used for SSGP inference, the approach presented here is an approximation of the posterior moments. See Table 1 for a comparison between our methods and exact moment matching approach for GPs (GP-EMM) [22, 23, 3] .
Computational complexity GP-EMM [22, 23, 3] O N 2 n(n + m) Belief space representation Given the above expressions, we can compute the predictive distribution µ k+1 , Σ k+1 as follows
Note that µ f k , Σ k and Σx k ,f k are nonlinear functions of µ k and Σ k . We define the belief as the predictive distribution
T over state x k , where vec(Σ k ) is the vectorization of Σ k . Therefore eq (8) can be written in a compact form
where F is defined by (8) . The above equation corresponds to the belief space representation of the unknown dynamics in eq (1) in discrete-time.
Online Probabilistic Trajectory Optimization
In order to incorporate dynamics model uncertainty explicitly, we perform trajectory optimization in belief space. In our proposed framework, at each iteration we create a local model along a nominal trajectory through the belief space (v k ,ū k ) including i) a linear approximation of the belief dynamics model; ii) a second-order local approximation of the value function. We define the belief and control nominal trajectory (v 1:H ,ū 1:H ) and deviations from this trajectory
The linear approximation of the belief dynamics along the nominal trajectory is
All partial derivatives are computed analytically. Based on the dynamic programming principle, the value function is the solution to the Bellman equation
The Q function can be approximated as a quadratic model along the nominal trajectory [6] . The local optimal control law is computed by minimizing the approximated Q function
where superscripts of Q indicate partial derivatives. The new control is obtained asû k =ū k + δû k , and the quadratic approximation of the value function is propagated backward in time iteratively. See the supplementary material for details regarding the backward propagation.
We use the learned control policy to generate a locally optimal trajectory by propagating the belief dynamics forward in time using the proposed approximate inference methods, i.e., SSGP-EMM (3.2.1) or SSGP-Lin (3.2.2). Note that the belief dynamcis model is determinsitc. And the instantaneous cost
In our implementation we apply line search to guarantee convergence to a locally optimal control policy [11] . Control constraints are taken into account using the method in [8] . The summary of algorithm is included in the supplementary material.
Online optimization: a receding horizon scheme
The trajectory optimization approach with learned dynamics can be used for episodic RL. However, this requires interactions with the physical system over a long time scale (trajectory), and is not reactive to task or model variations that occur in short time scales (e.g., at every time step). Here we propose an online approach in the spirit of model predictive control (MPC).
Given a solution to a single H-step trajectory optimization problem starting at x 1 , we only apply the first element of the control sequence u 1 and proceed to solve another H-step trajectory optimization problem starting at x 2 . Different from the offline approach, we initialize with the previous optimized trajectory. The H-step nominal control sequence for warm-start becomes u 2 , u 3 , ..., u H , u H . The online optimization would converge much faster than the offline case as long as the new target is not far from the previous one because of the warm-start. In addition, at x 2 we collect the training pair {(x 1 , u 1 ), ∆x 1 } and update the learned SSGP model as introduced in section 3.1. Policy execution: Apply one-step controlû1 to the system and move one step forward. Record data.
6:
Model adaptation: Incorporate data and update random features' weights w (sec.3.1).
7:
Trajectory optimization: Perform re-optimization with the updated model (algorithm 1 in supplementary material). Initialize with the previously optimized policy/trajectory.
8: until Task terminated
This online scheme is particularly suitable for applications with task or model variations. In contrast, most state of the art RL methods could not be efficiently applied in those cases. An summary of the algorithm can be found in algorithm 1.
Relation to prior work
Our method shares some similarities with methods such as iLQG-LD [12] , AGP-iLQR [16] , PDDP [4] and Minimax DDP [13] . All of these methods are based on DDP or iLQR and learned dynamics models. Our method differs in both model and controller learning. GP models are more robust to modeling error than LWPR (iLQG-LD [12] ) or RFWR (Minimax DDP [13] ). But the major obstacle for applying GPs is the high computational demand for performing inference. Our method integrates scalable approximate inference (see section 3.2) into trajectory optimization. In contrast, related methods either employs computation-intensive inference approach (PDDP [4] ), or drops uncertainty in the dynamics model (AGP-iLQR [16] ), which becomes less robust to modeling errors. Our method also performs fast online model adaptation and re-optimization. These features are essential when we are dealing with 1) condition variations, such as time-varying tasks, dynamics or environment; 2) infinite horizon problems, such as stabilization.
Experiments

Approximate inference performance
We compare the proposed approximate inference methods with three existing approaches: the full GP exact moment matching (GP-EMM) approach [22, 23, 3] , Subset of Regressors GP (SoR-GP) [20] used in AGP-iLQR [16] , and LWPR [14] used in iLQG-LD [12] . Note that SoR-GP and LWPR do not take into account input uncertainty when performing regressions. We consider two multi-step prediction tasks using the dynamics models of a quadrotor (16 state dimensions, 4 control dimensions) and a Puma-560 manipulator (12 state dimensions, 6 control dimensions).
Accuracy of multi-step prediction In the following, we evaluate the performance in terms of prediction accuracy. We collected training sets of 1000 and 2000 data points for the quadrotor and puma task, respectively. For model learning we used 100/50 random features for our methods and 100/50 reference points for SoR-GP. Based on the learned models, we used a set of 10 initial states and control sequences to perform rollouts (200 steps for quadrotor and 100 steps for Puma) and compute the cost expectations at each step. Fig.1(a)(b) shows the cost prediction errors, i.e.(L(
2 . It can be seen that SSGP-EMM is very close to GP-EMM and SSGP-EMM performs slightly better than SSGP-Lin in all cases. Since SoR-GP and LWPR do not take into account input uncertainty when performing regression, our methods outperform them consistently. 
(c)-(d): Comparison of computation time on a log scale between (c) SSGP-Lin and GP-EMM; (d) SSGP-EMM and GP-EMM. The horizontal axis is the input and output dimension (equal in this case). Vertical axis is the CPU time in seconds.
Computational efficiency In terms of the computational demand, we tested the CPU time for one-step prediction using SSGP-EMM and SSGP-Lin and full GP-EMM. We used sets of 800 random data points of 1,10,20,30,40,50,60,70,80,90 and 100 dimensions to learn SSGP and GP models. The results are shown in fig.1c,1d . Both SSGP-EMM and SSGP-Lin show significant less computational demand than GP-EMM. In contrast, as shown in the last subsection and fig.1 , their prediction performances differences are not substantial. See section 3 for a comparison in terms of computational complexity. Our methods are more scalable than GP-EMM, which is the major computational bottleneck for probabilistic model-based RL approaches [3, 4] .
Trajectory optimization performance
We evaluate the performance of our methods using three model predictive control (MPC) tasks.
PUMA-560 task: moving target and model parameter changes The task is to steer the endeffector to the desired position and orientation. The desired state is time-varying over 800 time steps as shown in fig.2b . We collected 1000 data points offline and sampled 50 random features for both of our methods. Similarly for AGP-iLQR we used 50 reference points. In order to show the effect of online adaptation, we increased the mass of the end-effector by 500% at the beginning of online learning (it is fixed during learning). Fig.2(a) shows the cost reduction results averaged over 3 independent trials. Our method based on SSGP-EMM slightly outperforms SSGP-lin based method. Although iLQG-LD and AGP-iLQR also feature online model adaptation and DDP-based optimization, their controls are computed based on predictions that are more biased than our methods (see comparisons in section 5.1). As a result our methods show superior predictive control performance.
Quadrotor task: time-varying tasks and dynamics The objective is to start at (-1, 1, 0.5) and track a moving target as shown in fig.2d for 400 steps. The mass of the quadrotor is decreasing at a rate of 0.02 kg/step. The controls are thrust forces of the 4 rotors and we consider the control constraint u min = 0.5, u max = 3. We collected 3000 data points offline, and sampled 100 and 400 features for online learning. The forgetting factor for online learning λ = 0.992. SSGP-Lin was used for approximate inference. Results are shown in fig. 2c . The effect of online model adaptation Autonomous driving during extreme conditions: steady-state stabilization In this example, we study the control of a wheeled vehicle during extreme operation conditions (powerslide). The task is to stabilize the vehicle to a specified steady-state using purely longitudinal control. The desired steady-state consists of velocity V , side slip angle β, and yaw rate V R where R is the path radius. This problem has been studied in [25] where the authors developed a LQR control scheme based on analytic linearization of the dynamics model. However, this method is restrictive due to the assumption of full knowledge of the complex dynamics model. We applied our method to this task under unknown dynamics with 2500 offline data points, which were sampled from the empirical vehicle model in [25] . We used 50, 150, and 400 random features and SSGP-EMM for approximate inference in our experiments. Results and comparisons with the solution in [25] are shown in fig.3 . As can be seen, in the case of 400 random features, our solution is very close to the analytic LQR solution and the system is stabilized after 30 time steps. With only 50 features, our method is sill able to stabilize the system after 300 time steps. Our method is suitable for infinite horizon control tasks due to its feature of efficient learning and online optimization. 
Conclusion
This paper presents a trajectory optimization framework for solving optimal control problems under uncertain dynamics. Similar to RL, our method can efficiently learn from experience and adapt to new situations. Different from most RL algorithms, our method updates control policy and dynamics model in an online incremental fashion under tasks and dynamics variations. In order to perform robust and fast planning, we have introduced two scalable approximate inference methods. Both methods have demonstrated superior performance in terms of computational efficiency and longterm prediction accuracy compared to well-known methods. Our adaptive probabilistic trajectory optimization framework combines the benefits of efficient inference and model predictive control (MPC), and is applicable to a wide range of learning and control problems. Future work will include 1) partially observable learning and 2) transfer learning using samples from other models. 
Introduction
In this supplementary note we provide detailed derivation for the exact moment matching and linearization methods presented in the main paper. We also provide the main equations for Differential Dynamic Programming.
Detailed Derivation of Moment Matching Method
Below we provide identities that are important for the derivation of Moment Matching method. In particular, we consider x ∈ R n and we will have:
Consequently, we can derive, x ∼ N (µ, Σ):
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cos(ω
The proof of Eq. 16:
To prove Eq. 18, we first prove that:
Then we can select a as e i , which is a vector with only ith element 1, and others 0. After stacking these elements together, we can get Eq. 18.
Predictive Distribution with Uncertain Input
Predictive Mean
For the simplicity in notation, we neglect the tilde on top ofx as the combined state, and treat x as the test inputx * . Furthermore, we define
The predictive mean with uncertain test input x ∼ N (µ, Σ) ∈ R can be derived using the law of total expectation, and Eq.16 and 17:
i > r
Predictive Variance
Next we compute the predictive variance using the law of total variance, and Eq. 20, 21, and 22:
Covariance between Input and Prediction
The covariance between input and prediction can be computed as: 
∂Σ x,f ∂µ = 2r i=1 w i ∂P i ∂µ − ∂w T qµ ∂µ = 2r i=1 w i ∂P i ∂µ − ∂µ f ∂µ µ T + µ f I(45)∂P i ∂µ = σ f √ r∂µ f µ i ∂Σ = µ i ∂µ f ∂Σ(49)
Its derivatives to the input mean and variance are:
Differential Dynamic Programming in Belief Space
The Bellman equation for the value function in discrete-time is specified as follows
The cost L(v k , u k ) is the expectation of a quadratic cost function
We create a quadratic local model of the value function by expanding the Q-function up to the second order
where the superscripts of the Q-function indicate derivatives. For instance,
. We use this superscript rule for L and V as well. To find the optimal control policy, we compute the local variations in control δû k that maximize the Q-function δû k = arg min
The optimal control can be found asû k =ū k + δû k . The control policy is a linear function of the belief v k , therefore the controller is deterministic. The quadratic expansion of the value function is backward propagated based on the equations that follow
Next we provide the DDP algorithm in belief space in pseudocode form.
Control constraint
Control constrains can be taken into account in different fashions, it has been shown that using naive clamping and squashing functions performs unfavorably than directly incorporating the constraints while minimizing the Q-function [8] . In this work we take into account the control constraints by solving a quadratic programming (QP) problem subject to a box constraint
where u min and u max correspond to the lower and upper bounds of the controller. The QP problem (73) can be solved efficiently due to the fact that at each time step the scale of the QP problem is
