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$X_{s}$ TP2 ( 1)
1 $P=(p_{s}(t))_{s,t\in(0,\infty)}$ $s\leq t$ $u\leq v$ $s,$ $t,$ $u$ $v$
$(s,$ $t,$ $u,$ $v\in(0,$ $\infty))$ $|\begin{array}{ll}p_{s}(u) p_{s}(v)p_{t}(u) p_{t}(v)\end{array}|\geq 0$
3
$(0, \infty)$ $P=(p_{s}(t))_{s,t\in(0,\infty)}$
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$(0, \infty)$
$\mu$ $S$
$S= \{\mu=(\mu(s))_{s\in(0,\infty)}|\int_{0}^{\infty}\mu(s)ds=1,$ $\mu(s)\geq 0(s\in(0, \infty))\}$
$S$ 1 TP2
$s$ $\mu$ $\nu$
$p_{s}=$ $(p$ $(u))$ $p_{s’}=(p_{s’}(u))$ $P$ 1
$s,$ $s$
’ $(s\leq s’, s, s’\in (0, oo))$ $p_{s’}\succeq p_{s}$
Kijima and Ohnishi[2]





$X_{s}$ $(s\in (0, oo))$
1 $s$
$X_{s}$ $f_{s}(x)$ $(s\in (0, oo))$ Nakai
[6] (Nakai[3, 4, 5] )
1 $\{X_{s}\}_{s\in(0,\infty)}$ $s\leq s’$ $X_{s’}\succeq X_{s}$ $(s,$ $s’\in$































$w_{n}(s|x)$ $n$ $s$ $x$
$w_{n}(s)=E_{X_{s}}[w_{n}(s|X_{s})]$
$w_{n}(s|x)=c(x)+ \min_{0\leq\alpha\leq 1}\{C(\alpha)+w_{n-1}(\alpha s), w_{n-1}(s)\}$ (1)




$(0<\alpha\leq 1)$ $\alpha$ $C(\alpha)=-\log\alpha$
$C(\alpha)$ $\alpha$ $\alpha$
$u(s)$ $\grave\grave\grave$ $s$ $w_{1}(s|x)$ $s$
$w_{n-1}(s)$
$\grave\grave\grave$
$s$ $w_{n-1}(\alpha s)$ $\alpha$ $w_{n}(s|x)$
$s$ $w_{n}(s)$ $s$







$\overline{w}_{n}(s|x)=c(x)+\min_{0\leq\alpha\leq 1}\{C(\alpha)+\int p_{\alpha s}(t)\overline{w}_{n-1}(t)dt, \int p_{s}(t)\overline{w}_{n-1}(t)dt\}$ (2)
$\overline{w}_{1}(s|x)=c(x)+$ mino$\leq\alpha\leq 1\{C(\alpha)+u(\alpha s)\}$
3 $\overline{w}_{n}(s)$ $s$ $\overline{w}_{n}(s|x)$ $s$ $x$
$u(s),$ $C(\alpha)$ $0<\lambda<1$ $u(\hat{s}^{\lambda}\overline{s}^{1-\lambda})\leq\lambda u(\hat{s})+(1-\lambda)u(\overline{s})$
4 $\hat{s}<\overline{s}$ $u(s)$ $0<\lambda<1$ $u(\hat{s}^{\lambda}\overline{s}^{1-\lambda})\leq\lambda u(\hat{s})+(1-$
$\lambda)u(\overline{s})$ $\hat{s}<\overline{s},\hat{s}’<\overline{s}$’ $\hat{s},$ $\overline{s},\hat{s}’,$ $\overline{s}’$ $\frac{u(\hat{s})-u(\overline{s})}{\log\hat{s}-\log\overline{s}}\leq\frac{u(s\sim)-u(\overline{s})}{\log_{S}^{\gamma}-\log\overline{s}}$
5
$w_{n}(s)=E_{X_{s}}[w_{n}(s|X_{s})]$
$w_{n}(s|x)=c(x)+ \min\{C(\alpha)+w_{n-1}(\alpha s)\}$ , (3)
$0\leq\alpha\leq 1$
$w_{1}(s|x)=c(x)+ \min_{0\leq\alpha\leq 1}\{C(\alpha)+u(\alpha s)\}$ $w_{n}(s),$ $w_{n}(s|x)$
4
6 $\alpha_{n}(s)$ $s$









$\mu_{y}=(\mu_{y}(s))$ : $\mu$ $y$
$\overline{\mu_{y}}(s)=\int_{-\infty}^{\infty}\mu_{y}(t)p_{t}(s)dt=\int_{-\infty}^{\infty}\mu(t)p_{t(y)}(s)dt$
$\overline{\mu_{y}}=(\overline{\mu_{y}}(s))$ : $\mu$ $y$
$s(O)=s$ $\overline{\mu}=\int_{0}^{\infty}\mu(s)p_{s}(t)ds=\mu_{0}$ $\circ$
81
2 $S$ $\mu$ $r_{s<t,s’<t’}$ $s-s’=t-t’=c<0$
$s<s’,$ $t\leq t’$ } $\frac{\mu(s)}{\mu(s)}\geq\frac{\mu(t)}{\mu(t’)}$ $\mu$
gradually condition
8 $S$ $\mu$ gradually condition $x>x’$
$\mu^{x}\succeq\mu^{x’}$
2 $s<s’,$ $t\leq t’$ $u<v$ $s,$ $s’,$ $t,$ $t’,$ $u,$ $v$ $p_{u}(s)p_{v}(t’)-$
$p_{u}(t)p_{v}(s’)\geq p_{v}(s)p_{u}(t’)-p_{v}(t)p_{u}(s’)$
9 $S$ $\mu$ gradually condition $\overline{\mu}$










$\mu_{y}$ : $\mu$ $y$






10 $S$ $\mu$ $\nu$ gradually condition
$\mu\succeq\nu$ $x(\geq 0)$ $\overline{\mu^{x}}\succeq\overline{\nu^{x}}$
$x$ $(p_{s(x))}(t))_{0\leq s\leq 1}$ $TP_{2}$
11 $S$ $\mu$ $\nu$ gradually condition
$x>x’$
–
$\mu$ (x) $\succeq\overline{\mu(x’)}$ $y>y’$ $\mu_{y}\succeq\mu_{y’}$
$\overline{\mu_{y}^{x}}\succeq\overline{\mu_{y}^{x},}$ $\mu\succeq\nu$ $y(\geq 0)$ $\mu_{y}\succeq\nu_{y}$ $\overline{\mu_{y}}\succeq\ovalbox{\tt\small REJECT}$
–
$\mu$ xy $\succeq$ –$\nu$ xy $x>x$’ $\overline{\mu_{\tau/}^{x}}\succeq\overline{\mu_{\tau/}^{x’}}$
82
44
$Y$ $Y\sim N(\mu, \sigma^{2})$ $X:=e^{Y}$
$y>0$ $\{X \leq x\}$ $\{Y\leq\log x\}$
$(\log x-\mu)^{2}$
$X$ $f_{X}(x)$ $f_{X}(x)= \frac{1}{\sqrt{2\pi}\sigma x}e^{-}\overline{2\sigma^{2}}$














$N(\mu, \sigma^{2})$ $\phi(x|\mu, \sigma^{2})$ gradually condition
$X_{s}$ $s<t,$ $s’<t’$ $0<s<s’$
$0<t<t’$ $\frac{s}{s}=\frac{t}{t}=\alpha<0$ $\frac{\mu(s)}{\mu(s)}\geq\frac{\mu(t)}{\mu(t)}$
$N(\mu, \sigma^{2})$ TP2 $fx(x| \mu, \sigma^{2})=\frac{1}{\sqrt{2\pi}\sigma x}e$
$- \frac{(\log x-\mu)^{2}}{2\sigma^{2}}$









$\mu_{\alpha}$ : $\mu$ $\alpha$









12 $\mu\succeq\nu$ $x$ $\mu^{x}\succeq\nu^{x}$ $x>x’$
$\mu$
$\mu^{x}\succeq\mu^{x’}$
13 $\alpha>\beta$ $\mu$ $\mu_{\alpha}\succeq\mu_{\beta}$
14 $\alpha>\beta$ $x$ $\mu$ $\mu_{\alpha}^{x}\succeq\mu_{\beta}^{x}$




15 $\mu\succeq\nu$ $x$ $\alpha$ $\overline{\mu_{\alpha}}\succeq\overline{\nu_{\alpha}}$ –$\mu$x$\alpha$ $\succeq\overline{\nu_{\alpha}^{x}}$
$x>x$’ $\mu$ $\alpha$ $\overline{\mu_{\alpha}^{x}}\succeq\overline{\mu_{\alpha}^{x’}}$

















$\tilde{w}_{n}(\mu|x)$ $=$ $c(x)+ \min_{0\leq\alpha\leq 1}\{C(\alpha)+\tilde{w}_{n-1}(\overline{\mu_{\alpha}^{x}})\}$ (4)
$\tilde{w}0(\mu)=\int_{0}^{1}u(t)d\mu(t)$ $\alpha=0$ , $\tilde{w}_{n-1}(\overline{\mu_{\alpha}^{x}})\equiv 0$ (4)
$\mu^{x}$ $x$
$\mu\succ\nu$
$\alpha$ $x$ $\overline{\mu_{\alpha}^{x}}\succeq\overline{\nu_{\alpha}^{x}}$ $n$
1 $S$ $\mu$ $\nu$
$\mu\succeq\nu$ $\overline{w}_{n}(\mu)\geq\overline{w}_{n}(\nu)$
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