This paper assesses the presence of seasonal volatility in price indexes where a similar type of pattern has been reported in asset prices in financial markets. The empirical evidence from Turkey for the monthly period from 1987:01 to 2007:05 suggests the presence of seasonality in the conditional variance of inflation. Thus, inferences for the models that do not account for the seasonality in the conditional variance will be misleading.
I. Introduction
Economists are interested not only in the level of inflation but in its volatility because the latter also adversely affects economic performance. 1 The purpose of
II. Data Characteristics
We gathered data from the Turkish Statistical Institute (TurkStat) covering monthly periods from January 1987 to May 2007. We examine the Consumer Price Index and its seven components to determine if there is any seasonality in the conditional variances for these series. The indexes that we consider are: Consumer Price Index (CPI), Group Index of Clothing (Clothing), Group Index of Culture, Training and Entertainment (Culture), Group Index of Food-Stuffs (Food), Group Index of Home Appliances and Furniture (Furniture), Group Index of Medical Health and Personal Care (Health), Group Index of Housing (Housing) and Group Index of Transportation and Communication (Transportation) . Figure 1 reports the graphs of the variables.
Seasonality in Inflation Volatility: Evidence from Turkey 41 3 Government plays a big role in Turkey both in its share in the economy and its regulatory power. For example, Nevzat Saygilioglu (a former acting Treasury under-minister) argued that the share of the government sector to total income reached was around 70% at a particular point in the sample we consider (see Aydogdu and Yonezer 2007, pp. 387-397) . Table 1 reports various diagnostic tests. Panels A, B and C report the unit root tests of the price indexes that we consider in their logarithmic form, with a constant and adjusted series. 5 We consider four unit root tests: Dickey-Fuller (DF), Augmented Dickey-Fuller (ADF), Phillips-Perron (PP) and Kwiatkowski, Phillips, Schmidt and Shin (KPSS). For DF, ADF and PP, the null hypothesis is unit root (rejecting the null suggests stationarity) and for KPSS, the null is stationarity (rejecting the null suggest non-stationarity). Panels A, B and C overall suggest that the series that we consider have a unit root in log levels, but the differenced series do not have a unit root. Thus, we carried our analyses for the indexes in their logarithmic first differences.
Panel D of Table 1 reports the p-values of Ljung-Box Q test statistics for 6, 12, 24 and 36 lags of the series in their logarithmic first differences. Panel E of Table  1 reports the ARCH-LM tests of the same series for 6, 12, 24 and 36 lags. We reject the null of no autocorrelation for the non-seasonally adjusted data, but no general pattern appears for the presence of autocorrelation for the seasonally adjusted data. However, the strong contrast between Panels D1 (for the seasonally unadjusted series) and D2 (for the seasonally adjusted series) suggests a strong presence of seasonality in the mean equation of the seasonally unadjusted series.
Panel E of Table 1 reports the ARCH-LM test statistics. 6 The null hypothesis that there is no ARCH effect up to order q in the residuals fails to be rejected when we employ seasonally unadjusted data for all the lag orders that we consider. When we employ seasonally adjusted data, the null is rejected at the 5% for at least one lag order that we consider but Transportation; for Transportation we cannot reject the null for any of the lag orders that we consider. Thus, inflation volatility needs to be modeled somehow. Table 2 reports the descriptive statistics for the general CPI and its seven components. Panel A reports the statistics when we used the original (seasonally unadjusted) inflation data; Panel B uses the seasonally adjusted data. The means of Housing, Health, Transportation and Food are higher than the CPI for both the seasonally unadjusted and adjusted data and the means of Culture, Clothing and Furniture are less than the CPI. Although the price series that we consider have a high degree of seasonality, there is no official seasonally adjusted data for Turkey. However, the Central Bank of the Republic of Turkey uses the Census X11 (historical, additive) procedure to seasonally adjust series in its annual reports. Thus, we used the same procedure to seasonally adjust our series. CPI for both the seasonally unadjusted and adjusted series. For both the seasonally unadjusted and adjusted series, we cannot reject the null that the mean of each of the seven sub-components is individually identical to the general CPI at the conventional 5% level.
7 When the variances of each series are examined, the variances of the seasonally unadjusted series are not equal to the variance of the CPI, except for Furniture. This makes sense because each series may have a different seasonal pattern. However, we can still reject the null that the variances of each of the seven items are equal to the variance of the CPI for Culture, Food, Health, Housing and Transportation at the conventional 5% level when we use the seasonally adjusted data (these results are parallel to Berument 2003 and Akdi, Berument and Cilasun 2006) . Table 4 reports the mean and variances of the CPI and its seven components for each month. The last column reports the p-values for the tests of equality for the ANOVA (Analysis of Variance) tests for means and Bartlett tests for the variances for each item across 12 months. We reject the equality of means and variances for the seasonally unadjusted data. When the series are seasonally adjusted, we cannot reject that the means of each series are equal but fail to reject that the variances are
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The level of significance is at the 5% level, unless otherwise mentioned. 
III. Method
The economic literature suggests various methods for measuring inflation volatility, either through direct measures of volatility, by using survey data, or through indirect measures of volatility, usually by using sophisticated econometric techniques. Bomberger (1996) argues that using dispersion of the survey data measures disagreement rather than inflation volatility. Moreover, he argues that some forecasters may not want to deviate from other forecasters' estimates, so the value of expected inflation may be biased. The Kalman filtering and ARCH types of conditional variance modeling are the two most common sophisticated econometric techniques researchers employ to measure inflation volatility indirectly. The Kalman filter is a discrete, recursive linear filter that measures instability of the structural variability of the parameters of an equation. ARCH-type models assume that the parameters of the model are stable but estimate the variance of the residual term for the inflation specification. Evans (1991) and argue that the ARCH class of models is a better way of measuring risk/uncertainty, whereas the Kalman filter is better for capturing model (or parameter) instability. Therefore, we model volatility employing ARCH/GARCH models.
The conventional ARCH models are not capable of capturing the asymmetric effects of negative or positive inflation surprises on the volatility specification Seasonality in Inflation Volatility: Evidence from Turkey (Black 1976, Engle and Ng 1993) . In order to account for this, we use the EGARCH specification. The contribution of this paper is to assess whether there is any regularity in the volatility of price indexes that is beyond the dynamics of the volatility captured by the lagged conditional variance and the innovation of inflation.
Following Berument (1999 and , we model inflation using lagged inflation and monthly seasonal dummies to account for seasonality. Whether seasonality is significantly related to volatility can be tested by examining the statistical significance of the estimates of each month's coefficients. The model allows for both autoregressive and moving average components in the heteroskedastic variance.
Equations (1) and (2) give the mean and variance specifications, respectively. The mean equation is specified as:
( 1) where π t is the inflation rate. M it is for the monthly dummies accounting for monthly seasonality, wherein i = 1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 12. D94 t is the dummy variable that takes the value of 1 for the fourth month of 1994 to account for the 1994 financial crisis, and takes the value of zero otherwise. ε t is the error term at time t. To avoid the dummy variable trap, M 6t (which represents the dummy variable for June) is not included in the specification of the conditional mean inflation. Following Hansen and Juselius (1995) , we also include 13 lag values of inflation and later in the study we also consider alternative lag structures. Following Nelson (1991) , we also assume that ε t has General Error Distribution with mean zero and variance (h t 2 ). Lastly, following Bollerslev and Woolridge (1992) , we use the Quasi-Maximum Likelihood method to estimate the parameters.
The EGARCH representation of the conditional variance of inflation at time t is given by equation (2) as:
Here, |ε t-1 /h t-1 | represents the absolute value of the lagged residual over the conditional standard deviation at time t -1, (ε t-1 /h t-1 ) represents the lagged residual over the conditional standard deviation and log(h In Equation (2), several meaningful restrictions can be tested. |β 3 | < 1 implies that inflation volatility is not explosive. If β 2 > 0, then a positive shock to inflation increases volatility more than a negative shock. If β 2 < 0, a positive shock generates less volatility than a negative shock. Table 5 reports the estimates of Equations (1) and (2) for the general CPI and its seven sub-components by using seasonally unadjusted data. Panel A reports the estimates of the inflation equation (Equation 1) and Panel B reports the estimates of the conditional variance equation (Equation 2). Panel C reports two diagnostic test (Ljung-Box-Q and ARCH-LM) statistics for the standardized residuals by using various lag orders and Panel D is for summary statistics. Variables M 1t to M 12t are estimated coefficients for the monthly dummies.
IV. Empirical Evidence
Panel A of Table 5 suggests that the lowest monthly effects in the mean equation are observed in June for the general CPI; in February for Clothing; in November for Culture; in June for Food; in February for Furniture; in May for Health; in March for Housing; and in November for Transportation. The highest monthly effects in the mean equation are observed in October for the general CPI; in October for Clothing; in August for Culture; in January for Food, Furniture and Health; in September for Housing; in January for Transportation. These findings are parallel with the results listed in Table 4 . Here, we do not interpret the estimated coefficients for the lag values of inflation but the characteristic roots of the polynomials are all inside the unit circle; thus the series are considered as stationary.
Panel B of Table 5 suggests that for the general CPI the highest volatility is in January; in September for Clothing; in August for Culture; in April for Food; in January for Furniture, Health and Housing; in July for Transportation. The lowest volatilities are observed in November for the general CPI; in June for Clothing; in December for Culture; in November for Food and Furniture; in February for Health and Housing; in November for Transportation. These findings are parallel to the expectations stated in the introduction. For the general CPI and most other items January is the month that conditional inflation variance is highest except for food (April) and Transportation (July). The lowest volatilities are observed towards the end of year except for Health (February) and Housing (February).
Next, we test whether the conditional variance is the same across each month. In particular, we test the null hypothesis that the estimated coefficients for the eleven monthly dummy coefficients are jointly zero for the conditional variance specification Seasonality in Inflation Volatility: Evidence from Turkey (this does not rule out that each individual coefficient is not zero). Log Likelihood Ratio (LRT) statistics report the corresponding value. We can reject the null for Clothing, Culture, Furniture, Health and Housing. In order to see whether the month the conditional variance is maximum (or minimum) and statistically significant for the other indexes (general CPI, Food and Transportation) as reported in Table 5 , we include just one dummy variable for the month corresponding to the conditional variance specification. These coefficients are statistically significant individually (not reported to save space.) Thus, we can claim that the conditional variance is not the same across each month. In volatility specifications, our estimates of the lagged value of the conditional variances are less than one for each item; this implies that inflation volatility is not explosive (Panel B). However, there is higher persistence in the volatilities for Clothing, Culture, Health and Housing than for the others. Moreover, for Clothing, Culture, Health and Transportation a positive shock to inflation increases volatility more than a negative shock -the leverage effect. For the rest of the series, in the general CPI, Food, Furniture and Housing, negative residuals tend to produce higher variances. Panel C reports the Ljung-Box Q statistics and ARCH-LM tests for the 12, 24 and 36 lags. None of the test statistics is significant at the 5% level.
It is plausible that the results we gathered might be a type of seasonal accounting and that the estimates could be sensitive to deseasonalization. Thus, we repeat the exercise with the seasonally adjusted data (these estimates are available from the authors upon request). The lowest volatilities are in November for the general CPI and in February for Housing. Moreover, the highest volatilities in January for the general CPI, in August for Culture and in January for Furniture and Health are robust. This finding is the same for the estimates from Table 5 . Furthermore, even if the volatilities in June for Clothing, in December for Culture and in November for Furniture are not the lowest, as reported in Table 5 , they are the second-lowest volatilities. This exercise reveals that November for Transportation is the third lowest and the same month for Food is the fourth lowest. January is the second highest for Transportation. Last, September for Clothing and January for Housing are fourth highest. Thus, one may claim that the results from Table 5 are mostly robust. 9
V. Extensions
In this section of the paper, we will consider a set of specifications to assess the robustness of our estimates. First, it is plausible that the seasonality in volatility may exist due to other determinants of inflation (or its volatility). In order to account for this we set up two models, both of which include a set of additional variables with a lag to both mean and variance equations. The first (unrestricted) model includes monthly dummies in the variance specification and the second (restricted) model does not include monthly dummies in the variance specification. The additional variables included in these two sets of specifications are the: squared industrial production deviation (calculated by the square of deviations from the trend obtained by Hodrick's and Prescott's 1997 methodology), logarithmic first difference of the exchange rate basket (basket is the Turkish lira value of the US dollar + the Euro), logarithmic first difference of oil prices (Dubai spot), logarithmic first difference of the real exchange rate; interbank rate, and an election dummy (general and local).
10
As in the paper, for the seasonally unadjusted series our unrestricted model includes seasonal dummies in the variance and mean equation and our restricted model excludes seasonal dummies from the variance specification, but keeps seasonal dummies in the mean equation only. For the seasonally adjusted series, we also exclude seasonal dummies from the mean equation for both specifications. Panel A of Table 6 reports the likelihood values of the estimates that use seasonally unadjusted data and Panel B reports the same value for the seasonally adjusted data. Likelihood Ratio Test (LRT) statistics clearly reject the null that the estimated coefficients for the seasonal dummies are jointly zero in the variance specification when the other explanatory variables are included.
11
Second, it is plausible that the final models are mis-specified because the same lag structure for each of the mean and variance equations for different price indexes are used. Thus, we estimate a set of models such that lag selection is determined by a set of statistical criteria for the seasonally unadjusted and adjusted data. We Journal of Applied Economics determine the lag length of the mean equation by considering Final Prediction Error (FPE) criteria. This is important because FPE criteria determines the optimum lag such that the error terms are no longer correlated. Cosimano and Jansen (1988) argue that if the residuals were autocorrelated, ARCH-LM tests would suggest the presence of heteroskedasticity in the residual term even if the residuals were homoskedastic. We next specified the EGARCH model by choosing lag length of possible p and q values. We used the Schwarz Bayesian Information Criterion for determining the optimum lag order for the EGARCH specification for each inflation index. Within these specifications, the unrestricted model included seasonal dummies in the variances, however, the restricted model excluded the seasonal dummy variables from the variance equation. The LRT test statistics are reported in Table  7 , which reveals that we reject the null that seasonality does not exist in the variance specification for all EGARCH specifications with varying lag orders but for Food and Furniture. However, for Food, when we use both non-seasonally adjusted and seasonally adjusted data, and for Furniture, when we use non-seasonally adjusted and seasonally adjusted data, we can not reject the null. Therefore, we may claim that the results obtained from the benchmark specification are robust concerning the seasonal movements in inflation volatility. 
VI. Conclusion
This paper assesses whether there is any regularity in the conditional variance of inflation using Turkish data. The empirical evidence provided here suggests that there is an increase in inflation volatility during the periods when agents set prices for the next year, at the beginning of the year or when new products enter to the markets. There is, thus, a seasonal pattern in inflation volatility and this variation has implications. First, new de-seasonality methods may be needed to address seasonality in volatility. It is a common practice to estimate conditional variance models of inflation using seasonally adjusted data but not to control for seasonality in the conditional variances. If there is seasonality in the conditional variance, then this suggests that the models are mis-specificied and subsequent hypothesis tests are inaccurate. Second, a better method of forecasting inflation may be to incorporate regularity volatility in inflation, and third, one could better model other variables that are potentially affected by inflation volatility, such as inflation volatility-growth relationships and inflation volatility-interest rate relationships.
