Frequency discrimination was measured for a wide range of center frequencies (0.25;-8 kHz) using three different tasks. In the first (difference limens for frequency, DLFs) subjects were required to indicate which of two successive tone pulses was higher in frequency. In the second (difference limens for change, DLCs), two successive pairs of tone pulses were pres:nted; one pair had the same frequency and the other pair differed in frequency. Subjects were required to indicate which pair differed in frequency. In the third (frequency-modulation difference limens, FMDLs), subjects were required to indicate which of two successive tone pulses was frequency modulated. Modulation rates were 2, 5, or 10 Hz. For frequencies up to 2 kHz, DLFs and DLCs were small (less than 0.6% of the center frequency) and were similar to one another. For frcquencie.
INTRODUCTION
This paper is concerned with the frequency discrimination of pure tones, i.e., the ability to detect changes in frequency over time. Classically, there have been two main theories to explain frequency discrimination. The place theory assumes that changes in frequency are detected by virtue of the changes in the distribution of neural activity that they evoke in the peripheral auditory system. Essentially, this theory assumes that frequency is represented as a rate-place code (Siebert, 1970; Erell, 1988) . Several place models [nake use of the concept of the auditory filter and/or the excitation pattern. The auditory filter is usually thought of as an intensity weighting function which represents frequency selectivity at a particular center frequency, corresponding to a particular place along the tonotopic scale (Fletcher, 1940; Patterson and Moore, 1986) . The excitation pattern is a representation of the distribution of the activity evoked by a sound along the tonotopic scale. One definition of the excitation pattern of a sound is that it corresponds to the outputs of the auditory filters in response to the sound as a function of their center frequency Glasberg, 1983, 1987) .
Some models of frequency discrimination assume that the listener attends to a single aud?ory filter; this is equivalent to attending to a single point?n the excitation pattern (Zwicker, 1956 , 1'}70; Henning, 1967) . A change in frequency is assumed to be detectable if the magnitude of the output of that filter changes by a sufficient amount. For pure tones at medium to high levels, the changes in excitation level are largest on the low-frequency side of the pattern. Thus subjects are a•';sumed to detect frequency changes using auditory filters centered below the signal frequency. Other authors have evaluated multichannel versions of excitationpattern models in which it i:s assumed that information from different parts of the excitation pattern is combined in an optimal way (Moore and Glasberg, 1989; Moore and Sek, 1992) or a nonoptimal way (Moore and Sek, 1994 ).
It should be noted that these excitation-pattern models are functional models based on psychoacoustic data. In principle, the excitalion level at any particular center frequency might be coded in terms of place and/or timing information. However, it is usually assumed that the excitation pattern depends primarily on the filtering which takes place in the auditory periphery, and these models are usually regarded as place models.
An alternative theory :assumes that information about frequency is extracted from the temporal patterning (phase locking) of neural responses (Sicbert, 1970; Goldstein and Srulovicz, 1977) . Phase locking does not occur at very high frequencies (above 4-5 kHz) in the mammalian auditory nerve (Palmer and Russell, 1986 ), but at medium to low frequencies it could, in principle, allow more accurate coding of frequency than rate-place mechanisms (Siebert, 1970) .
It is possible that the mechanism used to detect frequency changes depends upon the exact nature of the change. One method for measuring frequency discrimination involves the detection of frequency modulation (FM) (Shower and Biddulph, 1931; Harris, 1952; Zwicker, 1952; Jestcart and Sims, 1975; Moore, 1976; Moore and Giasberg, 1989 ). Typically, the subject is required to distinguish an unmodulated sinusold from a sinusoid that is frequency modulated at a low rate. We will refer to thresholds measured in this way as frequency-modulation difference limens {FMDLs). A second method involves presenting a pair of successive tone pulses differing in frequency, and requiring the subject to indicate whether the first or second was higher in frequency (Harris, 1952 (Harris, 1952; Moore, 1976) , and psychomettic functions are different in form for the frequency discrimination of steady pulsed tones and for the detection of FM (Jesteadt and Sims, 1975 A second important difference between DLFs and FMDLs is suggested by recent work of Moore and Sek (1995). They measured psychometric functions for the detection of amplitude modulation {AM) or FM, using a 2AFC task. Carrier frequencies were 125, 1000, and 6000 Hz, and modulation rates were 2, 5, and 10 I-Iz. For the two lower carrier frequencies, FM detection tended to be best at the lowest modulation rate while AM detection was best at the highest rate. For the 6000-Hz carrier, both AM and FM detection tended to be poorest at the lowest modulation rate. Moore and Sek suggested that FM detection at a 10-Hz modulation rate is based largely on changes in excitation level for all carrier frequencies. For a 2-Hz modulation rate, and for the two lowest carrier frequencies, they suggested that an extra mechanism, probably bas• on phase locking, plays a role in the detection of FM. This mechanism appears to sample the frequency at different instants in time, and it may be ineffective at modulation rates above about 5 Hz because the stimuli spend insufficient time at frequency extremes. In other words, the mechanism based on phase locking may show a form of "sluggishness" akin to the sluggishness that has been observed in binaural processing of phaselocking information (Grantham and Wightman, 1978) .
To check on this, Moore and Sek (1995) measured psychometric functions for the detection of FM and AM using quasi-trapezoidal modulation with a rate of five periods per second and carriers of 250, 1000, and 6000 Hz. This produced improvements in performance relative to that obtained with 5-Hz sinusoidal modulation and, for the two lower carrier frequencies only, the improvements were markedly greater for FM than for AM detection. This is consistent with the idea that the use of phase-locking information depends on the time that the stimuli spend at frequency extremes. In summary, the work of Moore and Sek suggests that phase locking may play a role in the detection of FM, but only for very low modulation rates. For rates of 10 Hz and above, it appears that FM detection can be explained in terms of excitation-pattern models. The present paper extends this work by measuring FMDLs over a wide range of carrier frequencies, using three modulation rates, 2, 5, and 10 Hz, chosen to span the range from where phase locking is useful (2 Hz) to where it is probably not useful (10 Hz). The FMDLs obtained in this way are compared to DLFs and DLCs, which were measured over the same wide range of carrier frequencies. The tones were generated by a Farnell DSG1 oscillator whose frequency was digitally controlled by a Texas Instruments 990/4 computer. The resolution was 0.1 Hz up to 1000 Hz and 1 Hz above that. Tones were gated using analog multipliers (AD534L), the gating voltage being derived from a 12-bit digital-to-analog converter. Two multipliers in series were used to give an on-off ratio exceeding 100 dB. The level of the tones was controlled by a Charybdis model D programmable attenuator.
C. Stimuli for frequency modulation detection (FMDLs)
On each trial, two successive stimuli were presented, one frequency modulated and the other unmodulated. The order of the two stimuli in each pair was random. Each stimulus had an overall duration of 1000 ms, including raised-cosine rise/fall times of 50 ms. The time interval between the stimuli was 500 ms. Modulation frequencies were 2, 5, and 10 Hz. The signals were digitally generated using a Masscomp 5400 computer system via 16-bit digital-toanalog converters (DAC, Masscomp model DA04H) at a sampling frequency of 25 kltz. The output of the DAC was low-pass filtered (Kemo VBF8/04, 90 dB/octave) with a cutoff frequency of 10 kHz.
D. Procedure
Thresholds were measured using a two-interval, twoalternative, forced-.choice, adaptive procedure with a decision rule that estimates the 79.4% correct point on the psychometric function. For DLFs, subjects were asked to indicate which of Ihe two tones in each trial had the higher frequency. The frequencies of the two tones were equally spaced in linear frequency on either side of the nominal center frequency. For DLCs, two pairs of successive tones were presented on each trial. Three of the four tones were at the nominal center frequency. Either the second or the fourth tone, at random, was higher in frequency than the other three. Subjects were asked to indicate the interval in which the two tones were different. For FMDLs, subjects were asked to indicate which interval contained the modulated tone.
In the adaptiv: procedure, the frequency difference or FM depth was changed by a certain factor or proportion, as recommended by Nelson and Freyman (1986) . A run started with a frequency difference or FM depth well above the estimated threshold value. For DLFs and DLCs, the frequency difference was decreased by a factor of 1.4 after three consecutive correct re:,ponses, and increased by a factor of 1.4 after each incorrect response. For FMDLs, the FM depth was changed by a factor of 1.5 until four reversals had occurred and by a factor of 1.26 thereafter. Each run consisted of 12 reversals, and the threshold estimate for that run was taken as the geometric mean of the frequency differences or FM depths at the last eight reversals. Six estimates were obtained for each subject, and the thresholds reported here are based on the geometric mean of the last four estimates. The standard deviation of the logarithm of the four estimates had an average value of 0.06; the maximum value was 0.16.
The observation intervals in a trial were marked by lights, and feedback was provided by lights. Subjects were allowed as long as :hey wanted to make a response. The next trial began 1 s after a response had been made. Subjects were tested individually in a double-walled sound-attenuating chamber.
E. Subjects
Three subjects were tested. Subject AS was the first author. The other two subjects were paid for their services. All subjects had absolute thresholds less than 10 dB HL at all audiometric frequencies and had no history of hearing disorders. All had previous experience in psychoacoustic tasks. They were given practice in all conditions until their performance appeared to be stable; this took between 10 and 20 h. To assess the statistical significance of the effects described above, the data were subjected to an analysis of variance (ANOVA) with factors subject, carrier frequency (seven values), and condition (DLF, DLC, and FMDLs for three modulation frequencies). The four threshold estimates for each subject and condition were treated as replications. To make the variance more uniform, the analysis was performed on the logarithms of the threshold estimates. The GENSTAT package gave estimates of the standard errors of the differences between the mean scores for the different conditions. These standard errors were used to assess the significance of the differences between means using the degrees of freedom associated with the residual term in the analysis of variance (Lane et 
III. DISCUSSION

A. Comparison with earlier studies
The increase in the value of the DLFs at high frequencies found in the present study is somewhat greater than found in some previous studies (Wier et al., 1977; Moore, 1973b) . The discrepancy may be partly due to individual differences, which can be quite large at high frequencies. However, it may also be partly due to the characteristics of the earphones used. Frequency changes at high frequencies may sometimes be detected by virtue of the associated amplitude changes introduced by the response of the earphones (Henning, 1966 The marked increase of the DLFs and DLCs for frequencies above 4 kHz is most easily explained in terms of the loss of a temporal mechanism which allows fine discrimination at lower frequencies. This mechanism is probably also involved in the perception of musical intervals. At higher frequencies, where phase locking is not available, judgements of musical intervals worsen considerably (Ward, 1954; Attneave and Olson, 1971 ).
It is curious that the ratios DLF/ERB and DLC/ERB are greater at 8 than at 6 kHz. Also, the ratios FMDL/ERB for the 2-and 5-Hz modulation rates are somewhat greater at 8 than at 6 kHz. If phase locking provides no useful information above 4-5 kHz, then frequency discrimination at 6 and 8 kHz should depend entirely on changes in the excitation pattern, and one would expect the ratios not to vary with frequency. We can suggest two possible explanations. One is that, in humans, some weak phase locking occurs even at frequencies as high as 6 kHz. Another explanation is based on consideration of multichannel excitation-pattern models. At very high frequencies, the excitation pattern cannot spread very far on the basal side before reaching the "end" of the cochlea. Thus the effective number of channels will be fewer than at lower frequencies, which could lead to poorer discrimination.
C. Differences between DLFs and DLCs
At low frequencies, the DLFs and DLCs were similar. We have argued that at these frequencies, performance was probably determined largely by a temporal mechanism. The results suggest that this mechanism provides effective information about the direction of frequency changes as well as about the existence of frequency changes. However, at high frequencies, where a place mechanism was presumably dominant, DLFs were larger than DLCs. One possible explanation for this is that loudness cues could be used for the DLC but not for the DLFs. Although the response of the earphone used was rather smooth at high frequencies, transmission through the middle ear and/or changes in cochlear sensitivity with frequency might have resulted in audible loudness differences between tones of different frequency. However, our subjects did not report hearing such loudness changes.
An alternative possibility comes from consideration of an excitation-pattern model. In most practical situations, sounds vary in both amplitude and frequency from moment to moment. If the subject is simply required to detect any change, regardless of direction or type of change, then the task can be performed by monitoring a single point on the excitation pattern (Zwicker, 1956 ), or by combining information from different parts of the excitation pattern (regardless of the direction of the change in excitation level) (Florentine and Buus, 1981; Moore and Sek, 1994). However, if the direction of a change in frequency is to be determined in the presence of a simultaneous change in amplitude, then the effect of amplitude must first be factored out in some way. This factoring out presumably introduces extra "noise" into the frequency discrimination process.
It may be that, in tasks requiring identification of the direction of a change in frequency, the factoring out is performed even though the task does not require it (when the amplitude is fixed). However, when the task only requires detection of any change in frequency, as in the determination of DLCs, the factoring out may not be performed. This could explain why DLFs are larger than DLCs at high frequencies.
D. The relative magnitudes of DLFs and FMDLs
It is of interest to consider why FMDLs at low frequencies are larger than DLFs or DLCs. A plausible explanation for this is similar to one given by Moore and Sek (1995) to explain their finding that FMDLs for low carrier frequencies tended to increase with increasing modulation rate, as also found in the present study. They suggested that the mechanism that "decodes" the phase-locking information is sluggish, being unable to process rapid changes in the pattern of phase locking. This is similar to the binaural sluggishness that has been observed in the processing of interaural differences. For example, the binaural system appears to be unable to follow changes in interaural timing when those changes occur at rates above a few hertz (Grantham and Wightman, 1978) . To detect FM using phase locking, it may be necessary to take "snapshots"or samples of the phase-locking information at times when the frequency is close to its extreme values. Even at the lowest modulation rate used by us, the time spent at the frequency extremes was smaller than for the stimuli used to measure the DLFs and DLCs ( Consider now why FMDLs for carrier frequencies above 4 ldtz are smaller than DLFs and DLCs. We assume that, at these high frequencies, discrimination is based on changes in the excitation pattern, and that the slopes of the excitation patterns are essentially the same for steady state tones and the FM tones; the modulation rates used in our experiment were so low that none of the spectral sidebands would have been resolved. It seems plausible that the smaller values of the FMDLs can be explained by the fact that the detectability of changes in excitation level is better for modulated sounds than for discrete steady sounds. This is consistent with the observation that the detection of amplitude modulation for sinusolds at medium to high levels is better than the detection of differences in amplitude between pulsed tones (Harris, 1963).
IV. CONCLUSIONS
The overall pattern of results is consistent with the following general interpretation. DLFs and DLCs for frequencies below 4 kHz are primarily determined by a temporal mechanism, i.e., by information contained in the phase locking of neural responses. This mechanism allows fine frequency discrimination and allows the direction of a frequency change to be identified; hence DLFs and DLigs are similar. Above 4 U-Iz, phase-locking information is not usable, or is only weakly usable. Hence DLFs and DLCs, expressed as a proportion of center frequency, increase considerably. DLFs and DLCs for frequencies above 4 kHz are probably mainly determined by a place mechanism, based on changes in the excitation pattern. This mechanism is not as effective as the temporal mechanism in determining the direction of a frequency change. The detection of FM for carrier frequencies below 4 kHz is probably also determined by a temporal mechanism for very low modulation frequencies. However, this mechanism appears to be sluggish; the stimuli have to spend sufficient time at frequency extremes for it to operate effectively. Hence for a modulation rate of 10 Hz, detection of FM probably depends primarily on a place mechanism based on changes in the excitation pattern. For low carrier frequencies, FMDLs tend to increase with increasing modulation rate from 2 to 10 Hz. For carrier frequencies above 4 kHz, FMDLs are probably determined by a place mechanism. In this case FMDLs decrease with increasing modulation rate from 2 to 10 Hz, probably because the detectability of modulation in excitation level improves with increasing modulation rate up to about 10 ttz (Veimeister, 1979; Sheft and Yost, 1990; Moore and Sek, 1995).
