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Recent experimental progress in condensed matter physics enables the observation of signatures of
the parity anomaly in two-dimensional Dirac-like materials. Using effective field theories and analyz-
ing band structures in external out-of-plane magnetic fields (orbital fields), we show that topological
properties of quantum anomalous Hall (QAH) insulators are related to the parity anomaly. We
demonstrate that the QAH phase survives in orbital fields, violates the Onsager relation, and can
be therefore distinguished from a quantum Hall (QH) phase. As a fingerprint of the QAH phase in
increasing orbital fields, we predict a transition from a quantized Hall plateau with σxy = −e2/h to
a not perfectly quantized plateau, caused by scattering processes between counterpropagating QH
and QAH edge states. This transition can be especially important in paramagnetic QAH insulators,
such as (Hg,Mn)Te/CdTe quantum wells, in which exchange interaction and orbital fields compete.
Introduction. Condensed matter analogs of the Dirac
equation have opened new directions to study quantum
anomalies in the solid-state laboratory [1–8]. An anomaly
occurs, when a symmetry of a classical theory cannot be
maintained in the associated quantum theory [9–11]. For
instance, in massless, (2+1)D quantum electrodynamics,
parity symmetry is broken during regularization if one in-
sists on gauge invariance (parity anomaly) [12–19]. As a
consequence, a Chern-Simons (CS) term is induced even
in the absence of a magnetic field [3, 16].
In condensed matter physics, an analogous system is a
Chern/quantum anomalous Hall (QAH) insulator which
describes a single Dirac fermion with a momentum depen-
dent mass or, equivalently, half of the Bernevig-Hughes-
Zhang (BHZ) model [20, 21]. In our work, we exam-
ine hallmarks of the parity anomaly in two-dimensional
QAH insulators subjected to an external out-of-plane
magnetic field (orbital field). In particular, we demon-
strate that the parity anomaly enables us to distinguish
the QAH from a quantum Hall (QH) phase. This is due
to the fact, that although both phases are described by
the same topological invariant, the Chern number [22],
their physical origin is very different: QH phases are in-
duced by an orbital field, whereas the QAH phase results
from an inverted band structure [23]. Here, inverted
means that the ordinary conduction band is below the
ordinary valence band. A QAH insulator is character-
ized by a quantized Hall conductivity σxy = C e2/h with
C = [sgn(M) + sgn(B)] /2 [24], where 2M is the bulk
band gap (Dirac mass gap) and B is related to the effec-
tive mass. In our work, we reveal that this characteristic
quantity persists in orbital fields H with
C(H) = [sgn (M −B/l2H)+ sgn (B)] /2 , (1)
where lH =
√
~/|eH|. Equation (1) shows that H coun-
teracts the intrinsic band inversion until it eventually
overcomes the Dirac mass gap at M = B/l2Hcrit . More-
over, it illustrates a violation of the Onsager relation
which would require that σxy(−H) = −σxy(H). This
is a hallmark of the parity anomaly in magnetic fields.
In contrast, a conventional QH phase fulfills the Onsager
relation as σxy ∝ sgn(eH).
As a signature of the parity anomaly, the survival of
the QAH phase induces a unique type of charge pump-
ing. Increasing the orbital field generates a charge flow
from the edges (charge depletion) into the bulk (charge
accumulation), starting at H 6= 0. Moreover, as a func-
tion of H, the QAH edge states are pushed into the bulk
valence band, leading to the coexistence of counterprop-
agating QH and QAH edge states. If disorder is present,
these states are not protected from backscattering. We
predict, that these two effects give rise to a system size
dependent transition from σxy = −e2/h to a not perfectly
quantized Hall plateau. The average value of this plateau
depends on details of the scattering mechanisms. Such a
transition should be observable in (Hg,Mn)Te quantum
wells [25] or in Bi-based QAH insulators [26–29].
Model. We start with a Chern/QAH insulator de-
scribed by a single, non-trivial block of the BHZ model:
H(k) = (M−Bk2)σz −Dk2σ0 +A (kxσx − kyσy) , (2)
where k2 = k2x + k
2
y, σi are the Pauli matrices, A mixes
both (pseudo)spin-components, D introduces a particle-
hole asymmetry, and B, as well as M were defined before
[20]. The spectrum is obtained numerically by mapping
the Hamiltonian on a stripe geometry with finite length
Ly in the ey-direction (hard wall boundary conditions)
and periodic boundary conditions along the ex-direction
[30]. In Fig. 1(a), the band structure with C = −1 is
displayed, with chiral QAH edge states traversing the
Dirac mass gap. Since D 6= 0, the Dirac point lies close
to the conduction band edge [31].
Next, we implement an orbital field H = Hez in the
Landau gauge A = −yHex [Figs. 1(b)-(c)]. This has two
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2main effects: First, bulk subbands evolve into Landau
levels (LLs) for lH  Ly. All LLs with n 6=0 come in pairs
of energy E±n , except for the single n=0 LL with energy
E0 [32]. This causes an asymmetry in the spectrum fur-
ther discussed in App. B. Second, the orbital field gradu-
ally lowers the energy of the Dirac point so that it enters
the valence band at H = Hscat. The evolution of the
Dirac point is determined by ED(H) ≈ ED(0)− geffµBH,
where geff = m0vxLy/~ [31]. Here, vx is the edge state
velocity, µB is the Bohr magneton, m0 is the electron
mass, and ED(0) is the Dirac point energy at H = 0.
Note that the QAH edge states survive (up to finite size
gaps) even for large H [Figs. 1(a,c)] since they are pro-
tected from hybridization with bulk states by their wave
function localization.
Effective Action. To understand the survival of the
QAH edge states, we derive the corresponding low energy
effective bulk Lagrangian Lbulkeff by computing the particle
number in the continuum/bulk model [15, 33],
〈N〉µ=
1
2
∫
dx
∑
α
〈[
ψ†α(x), ψα(x)
]〉
µ
= 〈N0〉µ−
η
H
2
.
Here, 〈. . .〉µ denotes the expectation value with respect to
the chemical potential µ, ψ(x) is a field operator, and N0
is the fermion number operator, counting the number of
filled/empty states with respect to the charge neutrality
point. The last term is the spectral asymmetry η
H
[15],
quantifying the difference in the number of positive and
negative eigenvalues of our system. From Lorentz covari-
ance, one can then determine the induced three current
jµind = σxy
µνρ∂νaρ arising as a response to a small per-
turbing field aµ, applied on top of the underlying orbital
field H. Here, j0ind is the induced bulk charge density,
and j1,2ind is the induced bulk current density in x- and
y-direction, respectively. Since jµind = δS
bulk
eff /δaµ with
Sbulkeff =
∫
d3xLbulkeff , we can compute the corresponding
effective bulk Lagrangian which is one of the main results
of our paper (further details are given in App. B):
Lbulkeff (µ,H) =
σxy(µ,H)
2
µνρaµ∂νaρ , (3)
where µνρ is the Levi-Civita symbol. This is a topolog-
ical CS term [34] with quantized Hall conductivity
σxy =
e2
2h
κ
QAH
− e
2
2h
κ0
QH
Θ
(|µ+D/l2H |−∣∣M−B/l2H ∣∣)
− e
2
h
∞∑
s=±, n=1
sκ
QH
Θ [s(µ−Esn)] . (4)
According to their physical origin, we separated σxy into:
κQAH = sgn(M−B/l2H) + sgn(B), (4a)
κ0
QH
= sgn(eH) sgn(µ+D/l2H) + sgn(M−B/l2H), (4b)
κQH = sgn(eH) . (4c)
kx [nm-1]
En
er
gy
 [m
eV
]
H=0T
-0.4 -0.2 0.0 0.2 0.4
-50
-25
0
25
50
(a)
Ly
kx [nm-1]
En
er
gy
 [m
eV
]
-0.4 -0.2 0.0 0.2 0.4
-50
-25
0
25
50
H=1.5T
(b)
kx [nm-1]
En
er
gy
 [m
eV
]
-0.4 -0.2 0.0 0.2 0.4
50
H=2.5T
H=4.0T
60
70
80
90
100
110
0.6-0.6
(d)
kx [nm-1]
En
er
gy
 [m
eV
]
-0.4 -0.2 0.0 0.2 0.4
0
25
50
H=2.5T
(c)
-50
-25
n = 0 LL
FIG. 1. Band structure of a QAH insulator in orbital
fieldsH (black lines) forM = −25 meV, B = −1075 meVnm2,
D = −900 meVnm2, and A = 365 meVnm. χ(L/R) and
ξ(L/R) depict QAH and QH edge states at the left and right
boundary. (a) Spectrum for H = 0 at half filling with chiral
QAH edge states traversing the bulk gap. The inset depicts
the sample geometry. (a)-(c) Evolution of the spectrum and
its filling with increasing H, where empty/filled states are
marked in blue/red. (d) Analogous analysis for an initially
filled conduction band LL.
CS terms arise if parity and time-reversal symmetry are
broken [16, 34]. In our case, they are therefore induced by
the mass terms M and Bk2, as well as by the orbital field
H [App. C]. We distinguish two types of CS terms: The
first type, Eq. (4a), is defined by its exclusive relation to
M and Bk2, resulting in the violation of the Onsager re-
lation. This term is a consequence of the parity anomaly
at H = 0, which requires that a single, parity invariant
Chern insulator cannot exist in (2+1)D [16]. Its special
origin is reflected by the fact that Eq. (4a) is solely deter-
mined by the spectral asymmetry η
H
=2n0 sgn(eH)κQAH ,
where n0 is the LL degeneracy. It is a property of the
entire eigenvalue spectrum and, hence, does not come
along with a Heaviside function. The second type of
CS terms, Eqs. (4b) and (4c), describes conventional QH
physics, generated by an orbital field, as indicated by
their sgn(eH)-dependence. In contrast to the first type,
each of these CS terms is related to a single LL, reflected
by the Heaviside functions. They can only contribute to
the Hall conductivity if |µ+D/l2H |> |M−B/l2H |.
In order to derive the corresponding edge theories, we
have to add a new degree of freedom to Lbulkeff . This can be
inferred from the fact that any CS term changes by a total
derivative under a local gauge transformation, Lbulkeff →
Lbulkeff +δLbulkeff , causing a violation of charge conservation,
∂µj
µ
ind 6= 0 |∂Ω , at the boundary ∂Ω [34, 35]. To cancel
this U(1)-anomaly, we must enlarge our description by
an effective edge Lagrangian L∂Ωeff , which restores gauge
invariance via anomaly cancellation between edge and
3bulk (Callan-Harvey mechanism) [35–38]:
∂µj
µ
tot = ∂µ (j
µ
ind + j
µ
L + j
µ
R) = 0 (5)
⇒ ∂µjµL/R =
σxy
2
δ
(
y−y
L/R
)
2νλ∂νaλ =−∂µjµind ,
where jµ
L/R
symbolizes induced currents at the left/right
edge of the stripe geometry. This procedure is the field-
theoretical analog to the bulk-boundary correspondence
[39]. Equation (5) implies that an orbital field induces
charge accumulation in the bulk which is compensated
by a charge depletion at the edges (fixed total charge)
[17, 40, 41]. The amount of induced bulk charge is given
by j0ind = σxy∇× a. From Eq. (5), one can deduce:
L∂Ωeff = LLeff δ (y − yL) + LReff δ (y − yR) ,
LL/Reff = χ† i
(
∂t ∓ h
e2
κ
QAH
Dx
)
χ (6a)
+ ξ†0 i
(
∂t ∓ h
e2
κn=0
QH
Dx
)
ξ0
×Θ (|µ+D/l2H | − |M −B/l2H |) (6b)
+
∞∑
n=1
s=±
s ξ†n i
(
∂t ∓ h
e2
κn
QH
Dx
)
ξnΘ [s(µ− Esn)] , (6c)
where χ (ξn) defines QAH (QH) edge states and Dx ≡
∂x+ie aµ/~. Equation (6a) is linked to Eq. (4a) and char-
acterizes QAH edge states, persisting in orbital fields.
The QAH edge states are not bound to a specific LL
(no Heaviside function) but instead bridge the gap be-
tween valence and conduction band. This finding is in
accordance with our band structure calculations, shown
in Fig. 1. Since Eq. (6a) is connected to the spectral
asymmetry η
H
, charge pumping via anomaly cancellation
can occur from the QAH edge states into any LL. This
pumping mechanism is therefore a signature of the parity
anomaly and can, in general, exist until the Dirac mass
gap is eventually closed at the critical field [Eq. (4a)]
Hcrit = sgn(eH)
~
e
M
B
. (7)
In contrast, Eqs. (6b) and (6c) are related to Eqs. (4b)
and (4c) and define QH edge states. These states are
bound by single LLs and charge flow appears only be-
tween edge states and their associated LL.
Charge pumping. To highlight the differences in the
charge pumping between QAH and QH phases, we con-
sider here an impurity-free system and comment on
(in)elastic scattering effects in the next section. We sim-
ulate the evolution of the charge distribution as a func-
tion of the orbital field by solving the time-dependent
Schro¨dinger equation. As in typical experiments, we keep
the total charge (not chemical potential) constant in our
simulations [25, 42–44]. In particular, we consider a vec-
tor potential A(t) = A(ti) + a(t) with t ∈ [ti = 0, tf ],
where A(ti) is a time-independent background field and
FIG. 2. Evolution of nind(x, t) in orbital fields, correspond-
ing to Figs. 1(a)-(c). An increase of H causes charge deple-
tion (blue) at the edges and charge accumulation (red) in the
bulk. The inset compares the induced bulk particle number
Nind(t) =
∫
dx nind(x, t) between the QAH (red) and the QH
phase (green).
a(t) = −yH(t)ex is a time-dependent perturbation. At
initial time ti, the system is described by the solutions of
the Schro¨dinger equation |ψj,kx(ti)〉, where j labels the
j-th subband. For t > ti, the perturbation is switched on
and each initially occupied state, with j ≤ jmax and k ≤
kmax, evolves under unitary time evolution to |ψj,kx(t)〉
[45]. The quantities jmax and kmax are determined by
the initial chemical potential µ. Linearly increasing
the orbital field with time, we trace the occupation of
states in each instantaneous spectrum, defined by the
time-independent Schro¨dinger equation H(t)|φi,kx(t)〉 =
Ei,kx(t)|φi,kx(t)〉. Their occupation probabilities are
determined by Pi,kx(t) =
∑jmax
j=0 |〈ψj,kx(t)|φi,kx(t)〉|2 [cf.
App. D]. At ti, the ground state for (I) the QAH phase
is determined by A(ti) = 0 with µ located at the Dirac
point [Fig. 1(a)], whereas for (II) the QH phase a finite
background field A(ti) = −yH0ex has to be applied and
µ is placed above the first LL [Fig. 1(d)]. The numeri-
cal results, presented in Figs. 1 and 2, are independent
of the time scale in which H(t) is ramped up, provided
that tminf  tf tmaxf . The lower bound prevents excita-
tions across bulk gaps Eg and is therefore determined by
tminf ≡ ~/Eg ∼ 10−13 s. For H > Hscat, the upper bound
comes from the requirement to overcome hybridization
gaps forming between the QAH edge states and bulk LLs.
As long as these hybridization gaps are finite size gaps,
exponentially suppressed by the system size, tmaxf tends
to infinity [App. D].
Let us now discuss the numerical results, starting with
the QAH phase under initial condition (I). Increasing
H(t) with time, the occupation of the eigenstates and the
induced charge carrier density j0ind(x, t) = −enind(x, t)
evolve as shown in Figs. 1(a)-(c) and Fig. 2 with
nind(x, t) =
∑
i,kx
Pi,kx(t)|φi,kx(x, t)|2 − nback, where
nback ensures that nind(x, ti) = 0. Starting from a flat
(zero) charge density distribution, an increase of H(t)
4causes a net charge flow from the QAH edge states
(charge depletion) into all valence band LLs (charge ac-
cumulation). Since our system is a bulk insulator, this
redistribution of charges is driven by polarization effects.
As a function of the orbital field all occupied wave func-
tions shift their spectral weight, effectively giving rise
to the charge redistribution shown in Fig. 2. During
this process, all valence band LLs, including the n = 0
LL, remain filled. As illustrated in the inset of Fig. 2,
this causes a linear increase of the bulk charge with
j0ind = σxy∇×a = κQAHH(t). Since this type of pumping
is bound to the existence of the QAH edge states, it can
only exist for H < Hcrit [Eq. (7)]. These results are con-
sistent with our conclusions based on the Callan-Harvey
mechanism following from Eq. (5).
In contrast, our results for the QH phase under initial
condition (II) are shown in Fig. 1(d) and in the inset of
Fig. 2. In agreement with our field-theoretical approach,
we find that the bulk charge originates purely from the
associated QH edge states, implying a saturation of the
charge accumulation already for small orbital fields. This
is therefore further evidence that the QAH edge states are
related to a distinct CS term, which is connected to the
spectral asymmetry η
H
and not to a single LL.
Experimental signatures. We have so far considered
an impurity-free system. What are consequences of tak-
ing disorder and, therefore, (in)elastic scattering into ac-
count? As long as the Dirac point is above the n=0 LL,
i.e. for H < Hscat, the system is in its ground state. Scat-
tering cannot cause relaxation of the induced bulk charge
and, hence, disorder cannot affect the results of Figs. 1(b)
and 2. The hallmark of the QAH effect is a quantized
Hall plateau with σxy = κQAH whose length scales with
Hscat ∼ L−1y . This is depicted by region I in Fig. 3 and
follows from geff ∼ Ly [App. A]. For H > Hscat, the sys-
tem is driven into a state with no common chemical po-
tential, whose signature is a selective population of states
(charge inversion), shown in Fig. 1(c). This charge inver-
sion is protected by momentum conservation, since direct
relaxation processes, such as spontaneous emission, are
exponentially suppressed by the spatial localization of
the wave functions. However, since realistic systems are
rather imperfect, in(elastic) scattering between occupied
QH and unoccupied QAH edge states facilitate momen-
tum and energy relaxation as indicated by region II in
Fig. 3. As a result, the charge inversion relaxes eventu-
ally, until a common chemical potential has set in. In this
new ground state, counterpropagating QAH and QH edge
states coexist at a single boundary. For instance in the
inset of region II, at the right boundary, the QAH edge
state has a positive velocity, while the QH edge state has
a negative velocity. Similarly to Ref. [46], which uses the
Landauer-Bu¨ttiker formalism [47, 48], we expect devia-
tions from a perfectly quantized Hall plateau arising from
scattering between QH and QAH edge states. When the
transmission probability Ti,j between contacts i and j on
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FIG. 3. Schematic evolution of σxy for a QAH insulator
in orbital fields in the presence of disorder. Insets schemat-
ically illustrate the underlying band structure according to
Fig. 1(a)-(c) (same color code). In region II, scattering
processes between counterpropagating QH ξ(L/R) (red) and
QAH χ(L/R) (blue) edge states allow for momentum and en-
ergy relaxation.
a typical Hall bar is symmetric, meaning Ti,i+1 = Ti+1,i,
we expect a σxy = 0 plateau [App. E]. If scattering pro-
cesses between the coexisting edge states microscopically
differ on both edges of the Hall bar, deviations from a
perfect quantization arise (wiggly line in Fig. 3). In con-
trast for Ti,i+1 6= Ti+1,i, the average value of σxy can sig-
nificantly deviate from zero. Such direction-dependent
transmission probabilities can result from a large charge
puddle density [App. E] (diffusive regime) which is typ-
ically present in large (Hg,Mn)Te Hall bars [49–51]. Fi-
nally for H > Hcrit, the Dirac mass gap is closed and σxy
vanishes as indicated by region III in Fig. 3.
Realization. Typical materials in which this crossover
should be observed include (Hg,Mn)Te/CdTe quantum
wells, described by the BHZ model [20, 21, 25, 52]. In
the discussion above, we assumed that the spin-down
block of the BHZ model is trivial and, hence, does
not qualitatively affect the discussed physics. Never-
theless, analogous equations for the spin-down block can
be derived replacing (M,B)→ (−M,−B). Zeeman (gz)
and exchange (Gex) terms can be incorporated, replac-
ing M → M ± g(H), where g(H) ≡ gzH ± Gex(H)
[21] and +(−) applies to the spin-up(down) block. In
the full BHZ model, g 6= 0 breaks time-reversal sym-
metry and drives the system into the QAH phase if
(M+g−B/l2H)(M−g−B/l2H)<0, extending the defini-
tion of QAH insulators to orbital fields [21]. Since the
exchange interaction in (Hg,Mn)Te is paramagnetic [53],
a finite orbital field is needed to drive the system into the
QAH phase. In the full BHZ model, the spin-down block
causes an additional transition from the QSH phase to re-
gion I in Fig 3. In Bi-based QAH insulators, one should
be able to observe similar transitions as shown in Fig. 3,
given that signatures of both the QH and the QAH effect
are observed at relatively small orbital fields [26–29].
Conclusions. The field theoretical analysis of QAH in-
5sulators in orbital fields allows us to explain the very
unconventional findings in band structure calculations
based on the parity anomaly. In particular, we reveal
three novel transport features which are all fundamen-
tally based on the parity anomaly: A violation of the
Onsager relation, a peculiar type of charge pumping with
increasing orbital field, and, for large fields, the emer-
gence of counterpropagating QH and QAH edge states.
Together these signatures highlight the different physical
origin of topology of QH and QAH phases, making them
distinguishable even though they are described by the
same Chern number. As a fingerprint of these features,
we predict a transition from σxy = −e2/h (QAH effect) to
a noisy QH plateau with increasing orbital fields, whose
average value depends on details of the QH-QAH edge
state scattering. The experimental verification of our
theoretical predictions in (Hg,Mn)Te quantum wells is
underway [25]. In future, it would be interesting to study
signatures of quantum anomalies beyond the BHZ model
and analyze microscopic signatures of counterpropagat-
ing QH and QAH edge states therein.
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Appendix A: Remnant of QAH effect in orbital fields
In this section, we are going to show that the band
inversion of a non-trivial Chern insulator survives up to
orbital fields of
Hcrit = sgn(eH)
M φ0
B 2pi
, (8)
where φ0 = h/e. In Section A.1, this relation is first
proven from a pure bulk approach, while in Section A.2,
we supply further evidence using an edge approach. A
more rigorous argument will be presented in App. B.
Bulk Approach
In this appendix, we take a closer look on the features
of an inverted band structure surviving in orbital fields.
In particular, we study a 2D Chern insulator, which is
denoted by [20]
H = (M −Bk2)σz −Dk2σ0 +A (kxσx − kyσy) , (9)
where all parameters have been discussed in the main
text. For simplicity, let us adopt this Hamiltonian in the
pseudospin basis of the spin-up block of Hg1−yMnyTe,
i.e., {|E1, ↑〉, |H1, ↑〉}. The energy spectrum of Eq. (9)
is determined by solving the corresponding Schro¨dinger
equation:
E± (kx, ky) = −Dk2 ±
√
A2k2 + (M −Bk2)2 . (10)
The system has a non-trivial topology if M/B > 0.
In the following, we focus without loss of generality on
M,B < 0 [20]. A consequence of this condition is that the
band structure is inverted, meaning that the band edge
energy of the E1-band lies below the band edge energy of
the H1-band. An exemplary case is depicted in Fig. 4(a),
where the color code displays the pseudospin character of
the wave functions highlighting the inverted band struc-
ture. In particular, Fig. 4(a) depicts the band structure
for a stripe geometry and only the inset shows the con-
tinuous bulk band structure as determined by Eq. (10).
In momentum space, we observe that the band struc-
ture is inverted close to the Γ−point, characterized by
M −Bk2 < 0, while it is normally ordered for momenta
satisfying M−Bk2 > 0. This property results from a mo-
mentum dependent renormalization of the Dirac mass M
by the effective mass Bk2. The band ordering is solely
determined by the diagonal terms of the Hamiltonian.
However, closing of the Dirac mass gap at finite momen-
tum cannot be observed in band structure plots, since
the off-diagonal terms cause hybridization between bulk
bands. Nevertheless, the bulk band inversion is removed
at k2crit = M/B, where M − Bk2 = 0 implying that the
renormalized Dirac mass changes its sign.
Now, we raise the question, what happens to the band
inversion in the presence of an orbital field? As it is well
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FIG. 4. Band structure of a Chern insulator on a stripe
geometry with parameters chosen as in Fig. 1 of main text.
The color code indicates that the respective wave functions
consist of a mixture of E1 (red) and H1 (cyan) components.
In (a) the band structure is depicted at H = 0 T. One clearly
observes the band inversion close to the Γ-point. The inset
shows the continuous bulk band structure as determined by
Eq. (10). In (b) the spectrum is shown for H = 1.5 T.
7known, an orbital field induces a parabolic confinement
and increases (decreases) the energy of E1 (H1) - states
independently on the orbital field direction. It should
therefore counteract the band inversion. Since the band
inversion is protected by the Dirac mass gap, a finite
critical orbital field is needed to remove the inversion
completely. In Fig 4(b), the band structure is shown
for H = 1.5 T and, on the first glance, the color code
seems to reveal that the band inversion is still present.
In the following, we give a proof for Eq. (8) based on a
simple analysis of the bulk LL spectrum. Let us start by
replacing the gauge-independent momentum operators,
pii = ki + eAi/~, by ladder operators
pi+ →
√
2
lH
{
a† for s > 0
−a for s < 0
pi− →
√
2
lH
{
a for s > 0
−a† for s < 0 ,
where s = sgn(eH) and lH =
√
~/|eH|. An appropriate
ansatz to solve the Schro¨dinger equation is given by
ψ±n,kx(y) ∝

((
M − βn− sδ2 ± n
) 〈y|n, kx〉
sα
√
n〈y|n− 1, kx〉
)
s > 0
((
M − βn− sδ2 ± n
) 〈y|n− 1, kx〉
sα
√
n〈y|n, kx〉
)
s < 0
(11)
and
ψ0,kx(y) ∝

(
〈y|0, kx〉
0
)
s > 0
(
0
〈y|0, kx〉
)
s < 0 ,
(12)
where we neglected normalization constants for simplic-
ity, α =
√
2A/lH , β = 2B/l
2
H , and δ = 2D/l
2
H . The
corresponding LL energies are [32]
E±n 6=0 = −sβ/2− nδ ± n, (13)
E0 = s (M − β/2)− δ/2, (14)
where n =
√
α2n+ (M − nβ − sδ/2)2. A hallmark of a
Dirac-like Hamiltonian is the relativistic structure of the
LL spinors, following from the off-diagonal structure of
the Hamiltonian. The n = 0 LL is completely decoupled
and, therefore, pseudospin polarized, while all other LLs
(for n > 0) are formed from hybridization between the
n-th E1 and (n − 1)-th H1 LLs [32]. This asymmetric
coupling in orbital fields causes an asymmetry in the LL
spectrum further discussed in App. B and in Ref. [12,
18]. A sketch of this hybridization process is shown in
n=0
n=1
n=2
n=3
n=0
n=1
n=2
n=3
E1-↑ Landau Level H1-↑ Landau Level(a)
(i)
(ii)
(iii)
(iv)
(i)(ii)
(i)
(ii)
FIG. 5. Hybridization and gap closing of the bulk LL spec-
trum in orbital fields. Except for A, all parameters are taken
from the caption of Fig. 4. The hybridization between E1
and H1 bands in orbital fields is schematically demonstrated
in (a), where red (cyan) indicates E1 (H1) - pseudospin char-
acter. In (b), the LL energies without coupling (A = 0) are
depicted by solid lines and are explicitly numerated by LL
indices. Blue dotted lines show the evolution of LLs with
hybridization for A = 45 meVnm.
Fig. 5(a). Notice that without hybridization, the system
would include two decoupled n = 0 LLs.
Above, we have shown for H = 0, that the diagonal
elements in Eq. (9) characterize the band ordering in mo-
mentum space. These elements will also define the band
ordering of the Chern insulator in orbital fields. To un-
derstand this in detail, let us first study the evolution
of the E1 and H1 LLs without hybridization. In such
a case, A is effectively zero and the system is driven by
its diagonal elements. This is illustrated by the solid
lines in Fig. 5(b), where it is found that each pair of
LLs with opposite pseudospin, but with the same LL in-
dex n, crosses at the same energy Ecross = −MD/B.
Such a LL crossing is a signature of an inverted band
structure. The higher the LL index, the earlier a pair
of states crosses each other in orbital fields. Without
hybridization, the latest crossing would occur between
the two n = 0 LLs, exactly at the critical field given by
Eq. (8), i.e., at Hcrit = sgn(eH)Mφ0/(B2pi). This marks
the point at which all E1 LLs are above H1 LLs. Hence
for H > Hcrit, the band structure becomes normally or-
dered.
However, for a finite coupling parameter A, this cross-
8ing is hidden due to the hybridization between the
n=1− E1 LL and the n=0−H1 LL as depicted by the
blue dashed line in Fig. 5(b) (we have chosen here a
smaller A than in Fig. 4 to make the hybridization be-
tween adjacent LLs clearer). Following the discussion
at H = 0, the band ordering in orbital fields should be
solely determined by the diagonal terms of the Hamilto-
nian. The coupling parameter A hides the critical point
at which the band structure becomes normally ordered.
We therefore deduce that Hcrit defines the critical orbital
field at which the band inversion is completely removed.
To avoid any misunderstanding, we want to emphasize
that the argumentation above has been given for a single
block of the BHZ model. The discussed crossing should
not be confused with the one, occurring in the full BHZ
model. In this model, one observes a crossing between
two pseudospin polarized n = 0 LLs [32], where each
level belongs to a distinct spin-block.
Edge approach
The upper proof is based on a pure bulk calculation.
Here, we show that the result for Hcrit can be reproduced
focusing on the evolution of the QAH edge states in or-
bital fields. As described in the main text, the QAH edge
states are successively lowered in energy as we increase
the orbital field (for sgn(eH) > 0). For simplicity, Fig. 6
sketches this scenario by only taking into account the flat
bulk n = 0 LL, as well as the QAH edge states. With this
simplified model, we are aiming to determine an upper
limit until which the QAH edge states can survive in or-
bital fields. By survival of the QAH edge states, we mean
that even for H 6= 0 the QAH edge states and bulk LLs
remain decoupled up to finite size gaps, exponentially
vanishing in the limit Ly →∞.
First, let us take a closer look on the properties of the
n = 0 LL, whose energy is given by Eq. (14). The degen-
eracy of this level and therefore its width in momentum
space increases linearly with H:
kmax =
eH Ly
2~
,
where 2 kmax is the full width of the LL [Fig. 6]. The
associated wave functions ψ0,kx(y) of the zeroth LL are
each centered at y(kx) = l
2
Hkx and their spatial width
decreases linearly as we increase the orbital field.
Now, let us analyze the evolution of the QAH edge
states in orbital fields for which an analytic expression
was derived by Zhou et al. [31]:
E±edge (kx, H) = ED(0)− µBgeff (Ly)H ± ~vxkx , (15)
where vx is the edge state velocity, µB is the Bohr magne-
ton and ED(0) is the energy of the Dirac point at H = 0.
The effective g-factor reads
geff(Ly) = m0 vx~−1
[
Ly − λ−11 − λ−12 − 2(λ1 + λ2)−1
]
,
FIG. 6. Energy gaps between a QAH edge state (blue) and
the n = 0 LL (red). (a) The sketch shows that the QAH
edge states was shifted down in energy by the orbital field
and crosses the flat bulk LL at kcross. (b) If kcross  kmax,
the wave functions of the bulk LL (solid red line) and of the
QAH edge state (solid blue line) have an exponentially small
overlap. Only if the crossing of the QAH edge state and the
bulk LL happens close to kmax (wave function indicated by
red dashed line), they would start to hybridize causing a finite
gap in the spectrum.
where λ1,2 are the decay length scales of the edge state
and m0 is the bare electron mass. For Ly  λ−11,2, we
further simplify geff(Ly) ≈ m0vx~−1Ly.
The crossing between the zeroth LL and the QAH edge
states in momentum space, as shown in Fig. 6 (a), is de-
noted by kcross. It moves to larger momentum values for
increasing orbital fields. This is due to the fact that the
QAH edge states are pushed down in energy while the
n = 0 LL is pushed up in energy as we increase H. As
schematically shown in Fig. 6(b) (solid lines), the wave
functions of the QAH edge states and the bulk LL are
protected from hybridization due to their strong spatial
localization. For kcross  kmax, their overlap is exponen-
tially small such that their hybridization gap is a finite
size gap. Only if the crossing occurs close to the maxi-
mal width of the LL, bulk wave functions start to strongly
overlap with the edge states and energy gaps, larger than
finite size gaps, emerge. The maximal momentum above
which the QAH edge states start to hybridize with bulk
LLs is therefore determined by kcross = kmax. Solving
the equation Eedge(kmax, Hcrit) = En=0(Hcrit) for Hcrit,
we find that the critical orbital field, above which the
QAH edge states must start to hybridize strongly with
bulk LLs, is again given by Eq. (8). In general, the QAH
edge states can therefore survive as long as remnants of
the band inversion in orbital fields survive. Nevertheless
note that hybridization gaps, larger than finite size gaps,
might occur already for H < Hcrit as the given proof dis-
plays only an upper limit. This means that, for instance,
higher order terms in kx and H in Eq. (15) can become
important.
Furthermore, we use Eq. (15) to compute the critical
orbital field at which the Dirac point enters the valence
band. This critical field was denoted by Hscat in the main
text, since above this value scattering processes between
counterpropagating QH and QAH edges states become
9possible. In order to derive an analytic expression for
this field, we resolve E+edge(0, Hscat) = En=0(Hscat) for
Hscat which results in
Hscat =
M (B +D)
B (B +D) e~ − e2Bvx~Ly
∝ 1
Ly
.
Appendix B: Charge counting and effective field
theory of Chern insulators
In this appendix, we present a more detailed calcula-
tion on how to derive the bulk charge and the effective
bulk Lagrangian [Eq. (3) of main text] of a gapped Chern
insulator in orbital fields. We take again Eq. (9) as our
starting point and focus for simplicity on the particle-hole
symmetric case, D = 0. In the literature, similar calcula-
tions were only performed for massive (2+1)D quantum
electrodynamics [12, 13, 15, 17, 18], i.e., a Chern insula-
tor without a Bk2-term.
As a Dirac-like system, a Chern insulator (continuum
model) has an infinite Dirac sea, which causes infinities
in many physical observables. To obtain finite results,
those infinities have to be carefully subtracted (renormal-
ized). For H = 0, this can be achieved by the physical
requirement that the fermion number needs to vanish if
the chemical potential is located at the charge neutrality
point Ez. For a particle-hole symmetric Chern insulator,
the charge neutrality point lies in the middle of the bulk
gap at Ez = 0. Physically, we satisfy this constrain by
choosing antisymmetrization as the appropriate operator
ordering for the (normal ordered) bulk fermion number
operator [15]:
N =
1
2
∫
S
dx
∑
α
[
ψ†α(x), ψα(x)
]
, (16)
where ψ(x) is a field operator (two component spinor).
To calculate the bulk fermion number, the renormaliza-
tion scheme, as given by Eq. (16), must be maintained
for H 6= 0. In this case, the field operators can be ex-
panded in terms of the normalized LL spinors of the con-
duction band un,kx(x) = e
ikxxψ+n,kx(y), as well as the
valence band vn,kx(x) = e
ikxxψ−n,kx(y), which have been
already defined in Eqs. (11) and (12):
ψ (x) =
∑
kx,n
bn,kxun,kx(x) +
∑
kx,n
d†n,kxvn,kx(x) . (17)
Here bn,kx destroys an electron in the n-th conduction
band LL with momentum kx, and d
†
n,kx
creates a hole
in the n-th valence band LL with momentum kx. The
LL energies are determined by Eqs. (13) and (14). The
zeroth LL is unique since it is either part of the valence
or conduction band. As a result, for En=0 > Ez the first
sum in Eq. (17) runs from n = 0 . . .∞ and the second
sum from n = 1 . . .∞. The situation is reversed, if the ze-
roth LL is located at an energy En=0 < Ez. All fermionic
operators fulfill conventional anti-commutation relations{
bn,kx , b
†
m,qx
}
= δn,mδkx,qx ,{
dn,kx , d
†
m,qx
}
= δn,mδkx,qx . (18)
Inserting now Eq. (17) into Eq. (16) gives
N =
1
2
∑
kx,n
[b†n,kx , bn,kx ] +
∑
kx,n
[dn,kx , d
†
n,kx
]

=N0 − ηH/2 , (19)
where we made use of Eq. (18). Here, N0 and the, so
called, spectral asymmetry η
H
are given by [15]
N0 =
∑
kx,n
b†n,kxbn,kx −
∑
kx,n
d†n,kxdn,kx , (20)
η
H
=
∑
E>Ez
1−
∑
E<Ez
1 =
∑
E
sgn (E − Ez) . (21)
The spectral asymmetry η
H
quantifies the asymmetry of
the entire eigenvalue spectrum. This means that it counts
the difference in the amount of states between valence
and conduction band. It is a topological quantity since
it is invariant under small, local perturbations [15].
At H = 0, the spectral asymmetry η
H
vanishes due to
the underlying particle-hole symmetry. This argumenta-
tion is however not valid in an orbital field where this
symmetry is violated. Here every summand in Eq. (21)
contributes to η
H
, since there is no symmetry argument
which allows us to cancel summands from the first with
the second sum. Due to the fact that η
H
consists of two
infinite sums, which are separately divergent, a regular-
ization scheme has to be introduced. Here, we make use
of a heat-kernel regularization [11],
n ≥ 0 : 1→ e−κ|En| , (22)
where κ > 0 ensures the absolute convergence of both
sums. At the end of the calculation, we will regain η
H
by
taking the limit κ → 0+. Employing now Eq. (22) to
rewrite Eq. (21), we obtain
η
H
(κ) =
∑
kx,n=1
e−κE
+
n −
∑
kx,n=1
eκE
−
n +
∑
kx
ce−κ|E0|
=n0
(∑
n=1
e−κE
+
n −
∑
n=1
eκE
−
n + c e−κ|E0|
)
(23)
where c = sgn (eH) sgn (M − β/2). Here, the last term
marks the contribution of the zeroth LL and, in the sec-
ond equality, we made use of the momentum indepen-
dence of the eigenvalue spectrum to extract the LL de-
generacy, given by n0 =
∑
kx
1 = S/(2pil2H). Here, S is
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the area of the system. To further simplify Eq. (23), we
Taylor expand the eigenenergies for large n:
E±n = −s
β
2
± n|β|
√
1 +
α2n+M2 − 2Mβn
n2β2
≈ −sβ
2
±
[
n|β|+ sgn(β)
(
α2
2β
−M
)]
.
Next, we insert this approximation in Eq. (23). While
this step is only justified for small values of κ, it becomes
exact in the limit κ → 0+, for which the heat-kernel
regulator affects solely large energy solutions [54]. Us-
ing additionally the geometric series allows us to recast
Eq. (23)
η
H
(κ)/n0 ≈ 2s e−κ sgn(β)
(
α2
2β −M
)
sinh (κβ/2)
×
[
1
1− e−κ|β| − 1
]
+ c e−κ|E0| .
The spectral asymmetry is defined as the analytic con-
tinuation for κ → 0+, this means η
H
= limκ→0+ ηH (κ),
resulting in
η
H
= n0 sgn (eH) [sgn (M − β/2) + sgn (B)] . (24)
Equipped with Eqs. (20) and (24), we are finally in the
position to calculate j0bulk(µ,H). Let us first focus on the
case µ = Ez characterizing the ground state. Here, the
bulk charge density is determined by j0bulk(µ = Ez, H) =
−e〈vac|N |vac〉/S, where |vac〉 = Πn,kxdn,kx |0〉. Since
the operators are normally ordered with respect to Ez,
N0|vac〉 = 0. Thus in the ground state, the bulk charge
carrier density at µ = Ez is given by
j0bulk(µ = Ez, H) = κQAHH =
e
2S
ηH ,
κ
QAH
=
e2
2h
[sgn (M − β/2) + sgn (B)] .
This demonstrates that the Hall conductivity in the
ground state is solely determined by η
H
which is a sig-
nature of the parity anomaly [12, 17]. In contrast to the
half-quantized Hall conductivity, obtained for a massive
two-dimensional Dirac operator [12, 18], we find that the
effective mass parameter Bk2 takes the role of a regulator
at high energies, resulting in the required integer quan-
tization of the Hall conductivity [3]. The asymmetry of
the entire spectrum acts as if effectively a partner of the
zeroth LL exists at large energies. Furthermore, Eq. (24)
reveals that the spectral asymmetry vanishes when the
n = 0 LL crosses Ez. This corresponds to the critical
field Hcrit found in App. A, at which the LL spectrum
loses all information on the band inversion.
Now that we have determined j0bulk at µ = Ez, we can
compute the bulk charge carrier density for arbitrary µ
[cf. Eq. (19)]:
j0bulk(µ,H) = −
e
S
〈Φ(µ)|N |Φ(µ)〉
= − e
S
〈Φ(µ)|N0|Φ(µ)〉+ κQAHH , (25)
where |Φ(µ)〉 denotes a many-particle state for which all
states are filled up to µ, and N0 is given by Eq. (20).
This calculation is in general straightforward. The main
difficulty lies in the fact that the n = 0 LL can be either
part of the valence or the conduction band, requiring a
careful case analysis. To understand, in principle, how to
explicitly evaluate Eq. (25), let us consider the case for
which M/B > 0, H < Hcrit, and the n = 0 LL is part of
the valence band. In this case the ground state includes
the n = 0 LL:
|vac〉 =
∞∏
n=0
∏
kx
dn,kx |0〉 .
With this state as the reference, we define the state for
which all conduction band LLs with n ≤ Nmax are filled
as
|Φ(µNmax)〉 =
Nmax∏
n=1
∏
kx
b†kx,n|vac〉 ,
where µNmax defines the chemical potential between the
two adjacent conduction band LLs with LL indices Nmax
and Nmax + 1. To determine the charge carrier density
for the given state, we still have to evaluate the first term
in Eq. (25):
− e
S
〈Φ(µNmax)|N0|Φ(µNmax)〉 = −
e
S
n0Nmax
= −e
2
h
∞∑
n=1
θ(µNmax − E+n )|H| .
The recasting, as it is performed in the last step, will be
necessary for writing our final result for an arbitrary µ
in a simple and intuitive form later on.
In an analogous fashion, we can determine the charge
density for µ < Ez. In this case, the first Nmax LLs,
including in particular the n = 0 LL, are unoccupied:
|Φ(µNmax)〉 =
Nmax∏
n=0
∏
kx
d†kx,n|vac〉 .
Inserting this state into Eq. (25), we again evaluate and
recast its first term in the following way:
− e
S
〈Φ(µNmax)|N0|Φ(µNmax)〉 =
e
S
n0Nmax
=
e2
h
Nmax∑
n=0
θ(−µNmax + E−n )|H| .
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We can repeat these steps for arbitrary M,B and H and
arrive finally at
− e
S
〈Φ(µ)|N0|Φ(µ)〉 =
{
− e
2
2h
κ0
QH
Θ (|µ|−|E0|)
− e
2
h
∞∑
n=1
r=±
rκQHΘ [r(µ− Ern)]
}
H ,
where κ0
QH
and κQH are defined in Eq. (4) of our main
text.
Our results can be easily extended to include a Zee-
man HamiltonianHz = σzgzH, or an additional exchange
Hamiltonian Hex = σzGex(H) [21]. We only need to ap-
ply the replacement M → M + gzH + Gex(H). Since
the extension to broken particle-hole symmetry is more
tedious, further details will be given in Ref. [55], where
it will be shown that our results are in general unaltered
by the D-parameter [56].
Finally, let us comment on the effective bulk La-
grangian Lbulkeff (µ,H) characterizing the response of our
system to a small perturbing field aµ on top of an un-
derlying background field H. According to Eq. (25), this
small perturbation induces an additional bulk charge car-
rier density j0ind = σxy∇ × a on top of j0bulk. One can
then deduce the missing two spatial components of the
induced three current jµind by the requirement of Lorentz
covariance [12]:
jµind(µ) = σxy(µ,H)
µνρ∂νaρ .
Finally, the effective bulk Lagrangian follows from the
fact that jµind(µ) = δSbulkeff (µ,H)/δaµ, where the induced
effective action is given by Sbulkeff =
∫
d3xLbulkeff .
QAH vs. QH response
In the following, we elaborate further on the interpre-
tation of Eq. (4) of the main text [equivalently, Eq. (25)]
and clarify the role of the Onsager relation. For simplic-
ity, we assume D = 0 and the electron charge e > 0.
Let us first focus on the trivial case M/B < 0, implying
that only κ0
QH
and κ
QH
contribute to the total Hall con-
ductivity σxy since κQAH = 0. In this case, the evolution
of the LL energies as a function of the orbital field, given
by Eqs. (13) and (14), is shown in Figs. 7 (a) and (b)
for positive and negative orbital fields, respectively. For
n ≥ 1, all LLs come in pairs E±n 6=0 indicating that every
conduction band LL has a partner in the valence band.
According to Eq. (4c), each of these valence (conduc-
tion) band LL contributes σxy = +e
2/h (σxy = −e2/h)
to the total Hall conductivity for H > 0. For H < 0,
they contribute with the opposite sign. We identified
this sgn(eH) dependence in the main text as the char-
acteristic feature of a conventional QH / LL response.
The sgn(eH)-dependence also holds for the n = 0 LL,
however with the peculiar difference that it lacks a part-
ner [3]. This implies that there is only one n = 0 LL
which is either part of the valence or of the conduction
band, as can be seen by comparing Fig. 7 (a) with (b).
This asymmetry is reflected by Eq. (4b) which shows the
characteristic sgn(eH) dependence, but also contains in-
formation about the absence of a partner. Finally, let us
remark that one would need to shift the chemical poten-
tial from the conduction into the valence band (µ→ −µ)
to observe for H > 0 and H < 0 the same sign of the
Hall conductivity.
Let us now focus on the non-trivial case where
M/B > 0. Here, all statements made for κ
QH
and κ0
QH
are still valid but, in contrast to the trivial case, κ
QAH
contributes now additionally to the total Hall conduc-
tivity. This scenario is shown in Figs. 7 (c) and (d).
Since κQAH 6= 0 for H < Hcrit, there is a range of chem-
ical potentials for which the Hall conductivity does not
change its sign for H → −H. To be precise, this regime
is given by |µ| < |E0|, meaning that the chemical poten-
tial must be placed in the Dirac mass gap (indicated by
the green shaded area in Fig. 7). Physically, this terms
implies that the conventional Landau level physics (κ
QH
and κ0
QH
) comes on top of an overall, underlying Chern
number κ
QAH
. According to Eq. (24), this Chern num-
ber is related to the spectral asymmetry and shifts the
Hall conductivity such that it becomes σxy = −e2/h (for
(b)(a)
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0 2 4 6 12
-50
0
50
H [T]
E 
[m
eV
]
Hcrit Hcrit
8 10 0 -2 -4 -6 -12
-50
0
50
H [T]
E 
[m
eV
]
-8 -10
0 -2 -4 -6 -12
-50
0
50
H [T]
E 
[m
eV
]
-8 -100 2 4 6 12
-50
0
50
H [T]
E 
[m
eV
]
8 10
-1
-2
0
1
2
-1
0
1
2
-2
n=0
n=1
n=1
n=1
n=1
n=0
0
0
1
1
2
2
-1
-2
-2
-1
n=0
n=0
n=1
n=1n=1
n=1
FIG. 7. Evolution of bulk LL energies is depicted as function
of orbital field (LL fan). For (a) and (c) H>0, while for (b) and
(d) H<0. Black numbers indicate the total Hall conductiv-
ity σxy [e
2/h] in the respective region. The Hall conductivity
changes only if a LL (blue line) is crossed. For (a) and (b)
we use M = +10 meV, B = −685 meVnm2, D = 0 meVnm2,
and A = 365 meVnm, implying that κQAH = 0. For (c) and
(d) the same parameters as in (a) and (b) are used except for
M = −10 meV, resulting in κQAH = −1 for H < Hcrit. If
below this critical field the chemical potential is placed such
that |µ| < |E0| (depicted by green shaded area), the Hall
conductivity remains invariant for H → −H. For clarity, the
n = 0 LL and the first pair of LLs with n = 1 is explicitly
marked in all plots.
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M,B < 0) in the Dirac mass gap. We identified this
regime in the main text as the hallmark of the QAH re-
sponse which remains encoded in orbital fields. Note that
this property is in accordance with Streda’s formula but
implies that the Onsager relation, σxy(−H) = −σxy(H),
is violated in the Dirac mass gap due to the parity
anomaly. To be even more precise, we refer to a vio-
lation of the Onsager relation in the sense that in the
Dirac mass gap σxy(−H) = σxy(H).
Appendix C: Parity symmetry
In this appendix, we systematically analyze in which
way the building blocks of the Chern Hamiltonian in
Eq. (9) change under parity transformation. In (2+1)D,
a parity transformation P is defined via [34]
r = (t, x, y)
P→ (t,−x, y) = r˜,
k = (ω, kx, ky)
P→ (ω,−kx, ky) = k˜.
From this, we can deduce that the fermionic spinor op-
erators transform under parity as [34]
ψ(r)
P→ σyψ(r˜).
Thus, it follows that the building blocks of the Chern
Hamiltonian transform under parity via
ψ†(r)M σzψ(r)
P→ −ψ†(r)M σzψ(r),
ψ†(r)Bk2 σzψ(r)
P→ −ψ†(r)Bk2 σzψ(r),
ψ†(r)Dk2 σ0ψ(r)
P→ ψ†(r)Dk2 σ0ψ(r),
ψ†(r)Akx σxψ(r)
P→ ψ†(r)Akx σxψ(r),
ψ†(r)Aky σyψ(r)
P→ ψ†(r)Aky σyψ(r) .
Since the Dirac mass operator ψ†(r)Mσzψ(r), as well as
the effective mass operator ψ†(r)Bk2σzψ(r) change sign
under P, they break parity symmetry explicitly.
In Eq. (3) of the main text, we constructed an effective
action for a Chern insulator in terms of a small perturb-
ing vector potential aµ. This was done by effectively in-
tegrating out the fermionic sector. Using this procedure,
a Chern-Simons term of odd parity was induced [34]:
µνρaµ∂νaρ
P→ −µνρaµ∂νaρ.
For zero orbital field, this parity-breaking Chern-Simons
term arose from the parity breaking mass terms M and
B, as discussed above. Hence for H = 0, we expect that
the Chern-Simons level is exclusively a function of these
parameters. In particular, we find that
CQAH = [sgn(M) + sgn(B)] /2 ,
which is in agreement with Ref. [24].
Appendix D: Numerical approach
This appendix gives more details on the numerical ap-
proach, which was employed to study QAH insulators
in time-dependent orbital fields H(t). In particular, we
show how we were able to visualize the charge pumping
shown in Fig. 1 and 2 of the main text. We apply the
Peierls substitution in the Landau gauge to introduce the
orbital field H(t). This implies that kx is a good quantum
number and, therefore, enables us to write the Hamilto-
nian and its corresponding Hilbert space as a direct sum:
H(t) =
⊕
kx
Hkx(t) .
The numerical simulations can be therefore carried out
on each Hilbert subspace Hkx separately.
At the initial time ti, the eigenstates of Eq. (9) are
solutions of the time-independent Schro¨dinger equation:
H(ti)|ψj,kx(ti)〉 = Ej,kx(ti)|ψj,kx(ti)〉 .
The orbital field is now increased as a function of time
and the evolution of all eigenstates is traced via the time-
dependent Schro¨dinger equation,
i~∂t|ψj,kx(t)〉 = H(t)|ψj,kx(t)〉 .
We compute the time-evolution of eigenstates numeri-
cally, using an iterative procedure:
|ψj,kx(t+ ∆t)〉 = e−iH(t)∆t/~|ψj,kx(t)〉
= U(t+ ∆t, t)|ψj,kx(t)〉 ,
where U(t2, t1) denotes the unitary time evolution of each
state from t1→ t2 and ∆t has to be chosen small enough
to ensure convergence. After the time t, we obtain
|ψj,kx(t)〉 = U(t, ti)|ψj,kx(ti)〉 . (26)
We apply this iterative procedure to analyze the evolu-
tion of the following non-interacting, many-particle state
in orbital fields, where all states are filled up to the chem-
ical potential µ:
|Φ(µ, t = ti)〉 =
∏
j≤jmax
kx≤kmax
|ψj,kx(ti)〉 ,
where jmax and kmax are determined by a given µ.
Now, tracing these initially filled states via Eq. (26) en-
ables us to determine two characteristic, time-dependent
quantities. Firstly, we can compute the induced charge
density distribution, which was used in Fig. 2 of the main
text, to study charge flow in QAH insulators:
j0ind(x, t) = −e
∑
kx≤kmax
j≤jmax
ψ†j,kx(x, t) ψj,kx(x, t)− j0back , (27)
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FIG. 8. Finite size gap ∆Hyb(Ly) for kx = 0 and Hscat <
H <Hcrit, forming between QAH edge states and the n = 0
LL, as a function of the system length Ly (depicted in Log-Lin
plot). Parameters are taken from the caption of Fig. 1 in the
main text. The linear behavior shows that ∆Hyb(Ly) drops
exponentially with Ly. Here, we find that ∆0 = 100 meV, and
λ = 0.05 nm−1 (cf. Eq. (32)). We obtain analogous results
for kx 6= 0.
where j0back ensures j
0
ind(x, ti)=0. Secondly, we can iden-
tify the states which are responsible for this charge flow.
Therefore, we trace the filling probabilities of each in-
stantaneous eigenstate at time t, in the time-independent
Schro¨dinger equation H(t)|φi,kx(t)〉 = Ei,kx(t)|φi,kx(t)〉.
Note that here t is not a dynamical variable, defining
the time evolution of states as in Eq. (26), but rather
parametrizes the eigensystem of the Hamiltonian at time
t. In particular, the occupation probability of an eigen-
state |φi,kx(t)〉, depicted in Fig. 1 of the main text, is
given by:
Pi,kx(t)=
∑
j≤jmax
|〈ψj,kx(t)|φi,kx(t)〉|2 . (28)
This quantity can be used to recast Eq. (27) to the form,
shown in the main text:
j0ind(x, t) = −e
∑
i,kx
Pi,kx(t)|φi,kx(x, t)|2 − j0back .
If our results are supposed to be experimentally acces-
sible, the results shown in Fig. 1 and 2 of the main text
should not depend on how fast we increase the orbital
field. In the numerical approach, we raise H(t) within
the time interval [ti = 0, tf ] corresponding to a ramping
speed
vramp =
Hmax
tf
with Hmax = H (tf) . (29)
For a fixed Hmax, different ramping speeds can be there-
fore simulated by varying tf . Our results in Fig. 1 and
2 of the main text fulfill the following requirements: the
ramping time tf and, therefore, the ramping speed vramp
have to be chosen such that
tminf
(i) tf
(ii) tmaxf , (30)
where (ii) only needs to be fulfilled for H > Hscat
[Fig.1 (c) of the main text].
(i) The lower (upper) bound on tf (vramp) results from
the fact that particles should not be excited between bulk
bands. Therefore, H(t) has to be increased on a time
scale which is adiabatic with respect to any bulk energy
gap Eg. In particular, this implies that t
min
f  tf with
tminf =
~
Eg
. (31)
In order to overcome Eg, which can be on the order of
a few tenth of meV, we would need to ramp up Hmax (a
few Tesla) on a very small time scale tf  10−13s.
(ii) The upper (lower) bound on tf (vramp) is caused
by the fact that, for H > Hscat, unoccupied QAH edge
states and occupied bulk LLs form finite hybridization
gaps ∆Hyb as the QAH edge states are lowered in en-
ergy with increasing H(t) (cf. Fig. 1(c) of the main text).
Our goal is to ensure that the QAH edge states and all
bulk LLs separately maintain their initial filling probabil-
ities throughout this process. As a result, for H>Hscat,
we need to choose tf such that we diabatically overcome
∆Hyb. Diabatically means that neither the filling prob-
abilities nor the local densities of the QAH edge states
and the bulk LL wave functions change, if they pass each
other with increasing orbital field. Analogous to Eq. (31),
this implies that tf  tmaxf with
tmaxf =
~
∆Hyb
.
If ∆Hyb are finite size gaps (cf. App. A.2), satisfying
∆Hyb(Ly) = ∆0 e
−λLy with λ > 0 , (32)
time-scales, which are experimentally possible to reach,
become accessible since tmaxf increases exponentially. As
shown in Fig. 8, we find for Hscat< H<Hcrit and kx =0
(same holds for kx 6= 0) that energy gaps forming be-
tween QAH edge states and the n= 0 LL are exponen-
tially small. In a typical macroscopic Hall bar [25], the
system length can be on the order of Ly ≈ 10µm [25],
which implies that tmaxf can be approximately infinite
compared to all other experimental time scales. It is
therefore plausible that even for H > Hscat the QAH
charge pumping could be experimentally observable in
macroscopically large systems provided that scattering
between the QH and the QAH edge states can be strongly
suppressed. However, in a conventional device elastic and
inelastic scattering events between the QAH and the QH
edge states cause relaxation of the charge inversion which
ultimately leads to a transition to region II indicated in
Fig. 3 of the main text.
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Appendix E: Scattering between QH and QAH edge
states
In the main text, we discussed transport signatures of
counterpropagating QAH and QH edge states (cf. Fig. 3
regime II) within the Landauer-Bu¨ttiker approach. We
proposed that transmission probabilities between adja-
cent voltage probes can differ for QH and QAH edge
states. Within this formalism [46, 48], the current in
the i-th contact is given by
Ii = − e
h
N∑
j=1
[Tijµj − Tjiµi] , (33)
where Tij is the transmission probability from contact j
to contact i, N is the number of contacts, and µi is the
local chemical potential in the i-th probe. In a typical
Hall bar with N = 6, as schematically shown in the inset
of Fig. 9(a), contact 1 and 4 act as source and drain of
current with I1 = −I4 and the four remaining contacts
are voltage probes with Ij = 0. The Hall resistance is
defined by RH = R26/I1; the longitudinal resistance is
given by RL = R23/I1. To discuss transport signatures
of our system, let us first assume that the transmission
probabilities in clockwise and anticlockwise direction are
determined by Ti+1,i = Tc and Ti,i+1 = Ta, respectively.
Solving the linear system, given by Eq. (33), leads to the
following analytic expressions for Hall and longitudinal
resistance,
RH =
h
e2
Tc − Ta
T 2c − TaTc + T 2a
, (34)
RL =
h
e2
TcTa
T 3c + T
3
a
. (35)
In Fig. 9, we map out the full parameter space for
Hall and longitudinal resistance, taking Tc, Ta ≤ 1. If
Tc = Ta = 1, we reach the characteristic values of a QSH
phase, RH = 0 and RL = h/2e
2 [32]. If Tc = 1 and
Ta = 0 (or Tc = 0 and Ta = 1), the transport signa-
ture is equivalent to the one of a single chiral mode. As
our system contains two counterpropagating edge states
which are not protected by symmetry, realistic transmis-
sion probabilities can deviate from these limiting cases.
Nevertheless, resistance values in the vicinity of the con-
tour lines depicted in Fig. 9, can be still close to quan-
tized values for a large range of parameters. In addition,
Fig. 9(b) demonstrates that small deviations from the
symmetric case (i.e., from Tc = Ta) cause large devia-
tions from RH = 0, if Tc, Ta  1.
Let us now investigate QH and QAH edge states in
more detail. Since these states are localized on the
same edge and scattering between them is allowed by
symmetry, point-like impurities can already give rise to
backscattering. Due to the required unitarity of the S-
matrix, we find in this case that Tc = Ta, which both
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FIG. 9. We map out the full phase space for (a) longitu-
dinal and (b) (transverse) Hall resistance with T12, T21 ≤ 1.
The underlying six-terminal Hall bar is schematically depicted
in the inset of (a). Current flows between contact 1 and
4. The color code highlights the absolute value of resistance
with white indicating that the resistance is out of scale. Con-
tour lines highlight in (a) RL = 0.5, 1, 1.5, 2, 2.5, 3 and in (b)
RH = 0, 1, 2, 3 (given in units of h/e
2).
tend to zero in the large system limit. However, any
small difference between the two sides of the Hall bar
can cause slight deviations from a perfect quantization,
as indicated schematically by a noisy plateau in regime
II (cf. Fig. 3 in the main text).
Another very prominent source for backscattering are
charge puddles [49] constituting a major, if not the
dominant, source for backscattering in HgTe based two-
dimensional topological insulators [50]. The characteris-
tic value of RL = h/2e
2 has been therefore only achieved
in micro-structured Hall bars. Here, we want to focus
however on large samples, where L > n
−1/2
p and np is the
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puddle density [49]. In this limit, Va¨yrynen et al. [49]
showed that the bulk conductivity cannot be neglected if
the system size exceeds the leakage length L? = 1/σBρe.
Here, σB is the bulk conductivity and ρe is the edge re-
sistivity.
If L > L?, the top and bottom edge can be connected
via puddle-to-puddle hopping. To gain a better under-
standing of this situation, we study a toy model using the
Landauer-Bu¨ttiker approach. Here, the top and bottom
edge are connected via a single charge puddle (in a re-
alistic situation, an electron would need to hop multiple
times between adjacent puddles to reach the other edge).
This situation is schematically depicted in Fig. 10(a).
The scattering from the edge states onto the charge pud-
dle can be described by the following S-matrix:
S =
r11 t12 t13t21 r22 t23
t31 t32 r33
 , (36)
where tij and rij denote transmission and reflection am-
plitudes from the j-th incoming to the i-th outgoing scat-
tering state, respectively. For the top edge, scattering
states are labeled according to Fig. 10(a). For the bot-
tom edge, we assume the same type of scatterer but QH
and QAH edge states switch their propagation direction.
This model describes partially coherent transmission [47]
of QH and QAH edge states (t12 and t21), where only
a fraction of the current is transmitted onto the charge
puddle (t31 and t32). Since charge puddles act like inelas-
tic scatterers, they cause dephasing and can be therefore
modeled as fictious voltage probes [48].
Since QH and QAH edge states have different spin
character and wave function localization, the QH-to-
puddle tunneling probability (|t31|2) can differ from the
QAH-to-puddle tunneling probability (|t32|2). We start
with a specific model to prove the possibility of asymmet-
ric transmission probabilities Tij . Choosing r11 = r22 =
t32 = t13 = 0, unitarity of the S-matrix requires that
TQH = 1, TQAH + Tp = 1, Rp + Tp = 1,
where TQAH = |t21|2, TQH = |t12|2, Tp = |t31|2 = |t23|2,
and Rp = |r33|2. Importantly, Tp denotes the trans-
mission probability from the chiral QH edge state to
the charge puddle. Without loss of generality, we take
µ1 > µ2 and µ2 = 0. The current into the puddle is
therefore given by
Ip = − e
h
[(2− 2Rp)µp − Tp µ1] . (37)
With Ip = 0, it follows that µp = µ1/2. The current
which flows along the top edge into contact 2 is given by
I2 = − e
h
(TQAH µ1 + Tp µp) (38)
= − e
h
(1− Tp/2)µ1. (39)
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FIG. 10. Schematic two-terminal set-up, where counterprop-
agating QH and QAH edge states are depicted by red and
black arrows at the top and the bottom edge. The triangle
indicates a scatterer with scattering matrix S that partially
transmits particles coherently and partially scatters particles
into a fictitious contact (wiggly line) with chemical potential
µp. The fictious contact models an inelastisc scattering event
connecting top and bottom edge. In (a), we consider a toy
model with a single charge puddles whereas (b) generalizes
the situation to the case of N charge puddles. In (a), incom-
ing ai and outgoing bi scattering states are labeled for the top
edge.
We can identify 1 − Tp/2 as an effective transmission
coefficient between contact 1 and 2, i.e., T21. Since
T12 = TQH = 1 and T21 < 1 for Tp 6= 0, we showed
the possibility of having asymmetric transmission coef-
ficients when top and bottom edge states are connected
via puddle-to-puddle hopping.
As Tp is in general a small number, it is interesting to
look at the case of many charge puddles. This situation
is schematically illustrated in Fig. 10(b). Following an
analogous calculation, it is straightforward to generalize
Eq. (39) to the situation of N puddles:
I2 = − e
h
2− Tp
2 + (N − 1)Tpµ1. (40)
In conclusion, this shows that, for L > L?, it is possible
to find peculiar values for RH and RL in magnetotrans-
port experiments. In particular, the Hall conductivity
can deviate from zero. Intriguingly, it is even possible
to measure a Hall resistance close to RH = h/e
2 in case
of counterpropagating QH and QAH edge states. The
presented toy model serves as a proof-of-principle and,
in particular, the realistic scaling behavior can deviate
from the analytic form shown in Eq. (40) . Deriving a
microscopic model will be a subject of future work.
