We feel that external validity was not treated as comprehensively as internal validity in the Campbell-Stanley chapter. Thus we have endeavored here to refine and elaborate on the sources of external invalidity identified by Campbell and Stanley and to propose and illustrate additional sources of external invalidity which merit attention. The intent (sometimes explicitly stated, sometimes not) of almost all experimenters is to generalize their findings to some group of subjects and set of conditions that are not included in 1 We would be remiss if we began without acknowledging a great debt to Donald T. Campbell and Julian C. Stanley for having inaugurated this discussion and, more personally, for having offered suggestions for improving an early draft of this manuscript. We also wish to thank Richard C. Anderson for many helpful suggestions.
the experiment. To the extent and manner in which the results of an experiment can be generalized to different subjects, settings, experimenters, and, possibly, tests, the experiment possesses external validity. However, one can identify a number of threats to external validity which cause the effects of a treatment to be specific to some limited population of people or set of conditions. These threats to external validity appear to fall into two broad classes: (1) those dealing with generalizations to populations of persons (What population of subjects can be expected to behave in the same way as did the sample experimental subjects?), and Generalizing from the population of subjects that is available to the experimenter (the accessible population) to the total population of subjects about whom he is interested (the target population) requires a thorough knowledge of the characteristics of both populations. The results of an experiment might apply only for those special sorts of persons from whom the experimental subjects were selected and not for some larger population of persons.
B. Interaction of Personological Variables and Treatment Effects:
If the superiority of one experimental treatment over another would be reversed when subjects at a different level of some variable descriptive of persons are exposed to the treatments, there exists an interaction of treatment effects and personological variable. If the sample has not been randomly selected from some experimentally accessible population, the experimenter cannot generalize with probabilistic rigor to some larger group of subjects. In reality, his sample has become his experimentally accessible population. Cornfield and Tukey (1956) , however, advocated the application of conclusions to a larger group than the sample. They encouraged generalization from the sample to a population "like those observed." The second jump, from the experimentally accessible population to the target population, can be made with relatively less confidence and rigor than the first jump. The only basis for this inference is a thorough knowledge of the characteristics of both populations and how these characteristics interact with the experimental treatment. If the mean IQ of fourth graders in the accessible population is 115, can the experimenter generalize to a target population in which the mean IQ is ioo? The answer depends, of course, on what finding one wishes to generalize and the relationship between the treatment variable and the characteristics of the target population.
II. Ecological Validity
The degree of confidence with which an experimenter can generalize to the target population is never known because the experimenter is never able to sample randomly from the true target population. Kempthorne (1961) pointed out that, even if we could draw a random sample from the target population, by the time the results were analyzed the target population would not be that which had been sampled. "Just how different it will be is a matter of inference about the processes which lead to the target populations. Such an inference is in my opinion impossible to validate in any strict sense" (p. io-). The relevant consideration, however, is not the absolute differences in the target population on two different occasions but how these differences interact with the treatment variable. Kaplan's (1964, p. 20) comment, perhaps, illustrates the typical approach of the researcher to this type of generalization:
How we can know that the future will resemble the past, and whether, indeed, some principle of "uniformity of nature" is even presupposed by science-such questions have exercised many philosophers of science. Yet scientists themselves-and surely behavioral scientists-would be quite content to have only as much justification for their predictions as we have for expecting the sun to rise tomorrow.
Three studies illustrate the importance of defining the target population to be like the accessible population. Friedman (1967) found that programed machine instruction was superior to traditional methods for teaching spelling to third graders. With second graders, however, the machine-taught group learned significantly less than the teacher-taught group. Although the difference in grade level appears to have affected the results of the two treatments, the findings may not be internally valid since the two treatment groups were matched on scores from a spelling pretest. In a study of the mediational process in concept learning, Gagne (1966) reported that seven-year-old children are able to switch rapidly from choosing a black card to the opposite (white) card whereas four-year-olds cannot. Incorrect generalizations may have been made by including only one age group in the experiment and defining the target population too broadly. In a study of near and far transposition with children of mental age ranging from 42 to 76 months, Kuenne (1946) found that children in this range of mental age showed no differences on the near transposition test. In far transposition, the three-year-olds scored at a chance level, but the six-year-olds showed practically 1oo00 transposition. If the experimenter had chosen subjects in a more restricted range of mental age, perhaps different conclusions would have resulted. In each of the above studies, an externally invalid result would have been obtained if the experimenter had sought to establish a treatment effect with children of one age and then to generalize the finding across ages.
One of the sources of external invalidity that arises from gen-occurs when seemingly "similar" studies give different results. A closer investigation of the studies may reveal that the accessible population of one study was accustomed to curricular innovations and experimentation, whereas the other was not. On the average, the meaningful method was better in all schools, but the rote method was relatively effective with the equal additions procedure in schools whose students had a better background of meaningful arithmetic experiences. Thus differences in arithmetic background in the schools included in this study did affect the pattern of results in the different types of schools. The finding (Barker and Gump, 1964) of a relationship between size of high school and student participation and satisfaction certainly has implications for the external validity of research with high school students. Although the findings showed a strong relationship between school size and student behavior, there are problems in attributing a causal relationship to size of school. One of the confounding effects in this study was the type of community in which the schools were located-small schools in rural communities and large schools in larger towns and cities.
See Campbell and Stanley (1963 pp. 189-190) for an excellent discussion and additional examples of the "selection by treatment" interaction as a source of external invalidity.
B. Interaction of Personological Variables and Treatment
Generalization is the ability to make general statements about the effect of some treatment. Interactions between the treatment variable and characteristics of the subjects, however, may limit the generality of the inference, depending on the type of interaction. Lubin (1961) has distinguished between ordinal and disordinal interactions for the purpose of determining whether one treatment can be prescribed for all subjects in the target population or whether different treatments should be prescribed for subjects who possess different measures of some personological variable. A statistically significant interaction, such as the one reported in Table i , is ordinal when the lines which represent the effect of the various treatment levels across the levels of the personological variable do not cross (cf. Figure i) . Although such interactions lend to the meaningfulness of interpreting the data, they do not limit generalizability, i.e., one treatment can be prescribed for all levels of the personological variable.
When the interaction is statistically significant (cf. Table 2 ) and the lines cross (cf. Figure 2) , further analysis is necessary before it is known if this interaction is ordinal or disordinal, i.e., the crossing of the lines is not sufficient evidence for the The objection we wish to raise against this procedure is apparent in Figure 3 . A statistically significant observed disordinal interaction may be only a chance deviation from an ordinal interaction in the population means.
FIG. 3
Illustration of an ordinal interaction in the population means giving rise to a disordinal interaction in the sample means.
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What is needed, of course, is a significance test which distinguishes ordinal and disordinal interactions in the population parameters. Such a test is not easily devised, and we can only suggest an imperfect possibility for the 2 x 2 design. Suppose that four population means in a 2 x 2 design are numbered iii, .
.., 4 as in Figure 3 . The hypothesis to be tested is that 1 -113 and /2 -4 are both non-zero and differ in algebraic sign. Having observed non-zero differences X1 -X3 and X2 -X4 which differ in sign (suppose Xi < X3 and X2 > X4), one could perform individual t-tests of the null hypothesis for the two pairs of means against the alternatives -i1 < K13 and /C2 > /14. Assuming these two tests to be independent (which would be only approximately true unless the mean square within was partitioned into two separate parts, one for each test), each directional t-test could be run at a level of significance a1 which produces the desired level of significance, a, for the pair of tests when substituted into the
To what extent do disordinal interactions (treatments with personological variables) occur in educational settings? Both Cronbach (1-966) and Kagan (1966) expressed the belief that the discovery method has more value for some students than for others; some students will perform better with inductive teaching, and some will respond better to didactic teaching. Cronbach Six of these interactions were on an immediate-recall criterion, and the other two were on the delayed recall test. Although the lines crossed for all of these interactions, the authors of this paper have concluded from a further analysis of the data given in the original report (Snow, 1963 ) that only two of these interactions were disordinal. Our use of one-sided post hoc multiple t-tests at the 5% level of significance to test for differences between the treatment groups at certain levels of the personological variables must be interpreted as very liberal. Thus the probability of the occurrence of these two disordinal interactions is somewhat greater than the obtained level of significance (.05 and .025).
Kress and Gropper (1966) reported a significant disordinal interaction on a retention test (26-27 days after the treatment) of fixed tempo in program instruction and a student's characteristic work rate. When the fixed pace was slow, characteristically slow workers performed better, but when the tempo was fast, the fast workers scored better. The characteristically fast and slow workers were matched on intelligence. It should be noted that the illustration on page 277 of Kress and Gropper's article does not reflect the significant interaction which is shown in their Table i Giving the strong points for the "other side" can make a presentation more effective at getting across its message, at least for the better educated men and for those who are already opposed to the stand taken. This difference in effectiveness, however, may be reversed for the less educated men and, in the extreme case, the material giving both sides may have a negative effect on poorly educated men already convinced of the major position taken by a program. From these results it would be expected that the total effect of either kind of program on the group as a whole would depend on the group's educational composition and on the initial division of opinion in the group. Thus, ascertaining this information about the composition of an audience might be of considerable value in choosing the most effective type of presentation (p. 215).
Since complete data were not presented, it is not possible to ascertain if these interactions are significantly disordinal.
Cronbach and Gleser (1965) have extended the analysis of the data from Osburn and Melton (1963) to illustrate a disordinal aptitude-treatment interaction. Assuming linear regression and a normal distribution of the personological variable, they estimated the treatment means for various levels of aptitude. The results showed that a modern high school algebra course was superior for students in the upper three-fourths of the distribution on DAT Abstract, but the traditional course was better for the students in the lower fourth of the distribution. Although a test for the significance of this interaction was not reported, Cronbach and Gleser did conclude that the gain from differential placement would be too small to have much practical value. 
II. ECOLOGICAL VALIDITY
In addition to generalizing the results to a population of persons, the experimenter wants to say that the same effect will be obtained under other environmental conditions. Such a generalization assumes that the experimental effect is independent of the experimental environment (hence, the choice of the word "ecological").
Our separation of this paper into two parts should not be interpreted to mean that population validity and ecological validity are independent considerations for designing experiments and interpreting experimental results. It will be observed that threats to population validity may be the result of some source of ecological invalidity. There are many reasons why generalization is often restricted to a smaller population than may be desirable, and sources of ecological invalidity account for many of those reasons. Thus experiments which were cited in the first section of this paper Millman (1966) emphasized that the experiment should be representative of a variety of conditions to which it may be desired to generalize the results. He also pointed out that by sampling across conditions one is more likely to detect any meaningful interactions which might exist. Concerning concepts related to learning theories, Hastings (1966) stressed the need to conduct research "across various content areas and with various age levels so that broad principles or generalizations can be made about new materials without having to carry on additional investigations." Brunswik (1955 Brunswik ( , 1956 ) argued for the study of subjects in natural situations. This "representative design," as he called it, does not permit any artificial covarying or separating of variables either statistically or by experimental control. The total stimulus situation is studied only in its natural ecological setting and the data are then analyzed with correlational techniques. Cattell (1966) believes that the progress of psychology as a science must depend increasingly on non-manipulative designs. He maintained that "the great drawback of manipulation-apart from its being unusable with most important human learning-is that it risks disturbing, by 'side effects', the very process to be observed" (p. 8). May's (1953, p. 36) comments on research in psychotherapy also stressed the need for studying the subject in his natural setting:
On the basis of the analysis in this paper, the crucial prerequisite for a new method is that the irreducible unit for study be taken as the individual human being in a real-life situation. The term "real" here means a situation in which the given human being is confronted with some decision (in the particular sense this term is used previously in this paper) which involves in greater or lesser degree his own happiness and welfare and for which, therefore, he has some inescapable responsibility .... Confronting an individual with a conflict situation for experimental purposes in a laboratory does not produce a "real" situation. The person's "real" situation is not that of a human being facing the situation of, let us say, having to turn on the light at one signal and off at another, and then being confronted with the conflict situation of both signals at once, but rather that of a person cooperating with a friend or teacher in an experiment. His actually "real" state of mind may well not be the conflict from which, he knows, he will be entirely free when he leaves the laboratory in an hourbut rather that of curiosity or boredom or mild frustration and resentment that he is subjected to the experiment . . . The cogency and value of these experiments will depend on how clearly the experimenter discerns the way in which the particular segment being isolated for the experiment fits into the total situation of the human beings involved.
Barker ( Brandt, 1967 ) do suggest several considerations in designing and reporting the procedures of a study: (i) the length of the treatment should correspond to the hypotheses generated by the theory; (2) the experimental stimuli should cover the range embodied in the theory; and (3) the subjects should be involved in the experimental events to the extent called for by the theory. The results of a study by Duncan (1964) clearly illustrate that the length of the treatment can be an important aspect of the experimental situation. He found a negative transfer from day I to day 2 in learning paired-associate lists, but there was a gain in learning from day 2 to day 5. In addition, there was an ordinal interaction of length of treatment and conditions of learning. The difference between the paired-associate method and the responsediscovery method was greater on day I than on day 5. Thus there was greater improvement over days in the response-discovery condition than in the paired-associate method.
B. Multiple-Treatment Interference
In some experiments two or more treatments are administered consecutively to the same subjects. In such cases it is possible to measure the effect of the initial treatment, but special problems arise in estimating the effect of subsequent treatments.
It is not known to what extent responses to later treatments depend on the earlier treatments (Cox, 1958; Lana and Lubin, 1963). Cox pointed out that the effect of one treatment on the subsequent treatment observations usually is not represented by anything as
simple as the addition of single constants (see pp. 20-21). In such cases either a special hypothesis must be set up appropriate to the problem or the treatments must be taken as a whole sequence of stimuli. (See Cox, chapter 13, for a discussion of cross-over designs which may be appropriate when each subject receives several treatments.)
Multiple-treatment interference may also result when the same subjects participate in more than one experiment. Weitz (1967) noted how the previous participation of subjects (college psychology students) in a study of guilt caused them to be overly suspicious (to the point where their responses had to be disregarded) of the innocent actions of a subsequent experimenter conducting a separate study on cognitive dissonance. Weitz asked, "Are certain psychological theories so dependent on the particular type of naiveti a person possesses that the theory has very limited generality?" The question is particularly relevant when asked of studies which employ deception of the subject by various means, e.g., experiments on conformity, persuasion, and aspects of cognitive dissonance.
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The External Validity of Experiments C. Hawthorne Effect A subject's knowledge that he is participating in an experiment may alter his response to the treatment. In such cases the experimental results cannot be accounted for entirely by the treatment effect. An additional factor, the perceived "demand characteristics of the experimental situation," must be hypothesized to account for the subjects' behavior to some extent. Orne (1962) has defined the "demand characteristics of the experimental situation" to include all the cues which convey an experimental hypothesis to the subject and so become significant determiners of the subject's behavior. The extent to which the demand characteristics affect the responses of the subject is a function of the extent to which the purpose of the experiment is clear to him. If the purpose is ambiguous, the effect will not be consistent and clear-cut. Associated with the subject's perception of the experimental situation is the anxiety generated by participation in an experiment. Rosenberg (1965) reported that subjects who experience comparatively high levels of "evaluation apprehension" are more likely to confound the effects of the treatment.
There are several reasons why subjects may respond differently when they know they are participating in an experiment. Orne (1962) concluded that some subjects are motivated by a high regard for the aims of science and experimentation. They tend to hope that the study in which they are participating will contribute to a body of scientific knowledge and perhaps ultimately to human welfare. Thus the subject believes that the experimental task, whatever it is, is important, and his effort and discomfort are justified. Orne reported several experiments in which subjects who were aware of being in an experimental setting continued to perform boring, unrewarding, and nonsensical tasks. Not only did the subjects display remarkable compliance in carrying out the task, but they did so with a surprisingly high degree of diligence.
Social desirability is another motivating force for experimental behavior. A subject wants to do the "right thing" and be well evaluated, especially if he volunteered for the experiment. The perceived roles of subject and experimenter (Orne, 1962, p. 777) also influence a subject's impression of what is socially desirable.
A particularly striking aspect of the typical experimenter-subject relationship is the extent to which the subject will play his role and place himself under the control of the experimenter. Once a subject has agreed to participate in a psychological experiment, he implicitly agrees to perform a very wide range of actions on request without inquiring as to their purpose. .... The placebo effect, which is produced by the subject's faith in the efficacy of the experimental treatment, occurs with great regularity in medical studies (Rosenthal and Frank, 1956 ) and certainly is relevant to the external validity of research in psychotherapy and other areas of the behavioral sciences. Where the placebo effect does operate, evidence for the efficacy of the experimental treatment can be shown only if the improvement is greater than or qualitatively different from the placebo effect. An appropriate design for experiments of this type should include another form of treatment in which the subjects have equal faith, so that the placebo effect operates equally in both treatment levels.
The study by Page (1958) is an excellent illustration of controlling the reactive effect. He reported that the subjects were totally naive about his study of teacher comments and student performance: "In none of the classes were students reported to seem aware or suspicious that they were experimental subjects" (p. 175).
Page achieved this by working through the seventy-four participating teachers, who administered the treatment and collected the data as part of the classroom routine, so that the students had no reason to know he existed or that they were participating in an experiment.
Cook ( The antithesis of the novelty effect is the disruption effect which sometimes occurs with a new and unfamiliar treatment which is sufficiently different to the experimenter to render it somewhat less than effective during the initial try-out. After the experimenter has attained facility with the treatment, the results may be equal or superior to a traditional treatment. There is also the possibility that the novelty and disruption effects counterbalance each other in the same experiment.
An estimate of the novelty and disruption effects can be obtained by extending the experimental treatment over time. Even then, problems arise if the novelty or disruption of the treatment has led to the development of relatively permanent skills and traits in the experimenters and/or subjects.
E. Experimenter Effect
In the behavioral sciences, experimenters may unintentionally and to some indeterminate extent affect the behavior of their subjects. Rosenthal (1966), who has identified approximately eighteen different sources of experimenter effects which are relevant to ecological validity, has made a distinction between active and passive experimenter effects. Active effects are associated with unintended differences in the experimenter's behavior, e.g., encouragement, verbal reinforcement, and annoying mannerisms, that influence the subject's behavior. Passive effects are ascribed to the appearance, e.g., sex, age, and race, and are not associated with his behavior.
The experimenter effect may also reveal itself in the observation and recording of behavior. Boring (1962) observed that when an experimenter is making subjective observations, he may fail to see and report certain significant findings and fail to reach appropriate conclusions because of his theoretically based expectations. Kaplan (1964) also stressed the need for independence of experimental effect and experimenter when he asserted that intersubjectivity, i.e., a scientific observation that could be made by any other observer in the same situation, is the important methodological requirement for scientific acceptability.
Kintz et al. (1966, p. 224) have reviewed empirical studies of the experimenter effect and suggested that experimenters should form an independent variable in the experimental design.
It is the present authors' contention that wherever an experimentersubject relationship exists, the possibility also exists for E to contaminate his data by one or more of a multitude of conveyances. It appears that experimental psychology has too long neglected the experimenter as an independent variable. By relating some of the findings of clinical and social psychologists, as well as the few experimental studies to date, it is hoped that experimental psychologists will no longer accept on faith that the experimenter is necessary but harmless.
F. Pretest Sensitization
In experiments where a pretest has been administered, there is the possibility that the experimental effect is really a confounding of the treatment effect and the sensitization to the treatment.
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Only if the design of the study permits him to conclude that there was no pretest effect can the experimenter generalize his findings to situations where a pretest will not be administered. The bulk of the evidence for the pretest effect deals with attitudes and opinions. Campbell (1957) reported that Paul Lazarsfeld followed up on the United Nations Information Campaign in Cincinnati (Star and Hughes, 1950 ) and found that the group which was interviewed before the campaign showed significant attitude changes, a high degree of awareness of the campaign, and important increases in information. The pre-interview sensitized the persons to the topic of the U.N. and made the information campaign effective only for that group. Two consequences of interviewing, mental stimulation and a clarification of view (Crespi, 1948) , support the evidence that the interview sensitizes subjects to a subsequent treatment.
Nosanchuk and Hare (1966) found that subjects who completed a pretest questionnaire were sensitized more to topics of current interest than were subjects who read descriptive statements about the topics. The measure of sensitization was the number of times a subject recognized words and phrases which were related to the concepts included in the pretest questionnaire. The effect of the pretest on changes in attitude for both salient and non-salient topics has been investigated by Nosanchuk and Marchak (undated). Experimental subjects who completed a pretest questionnaire showed less change in attitude over a six-day period on a semantic differential than did both control groups. One control group read descriptive paragraphs about the same issues presented to the experimental group, and the other control group completed a pretest questionnaire and read descriptive paragraphs about issues unrelated to the topics in the other two groups. The control groups did not differ from each other, providing support for the hypothesis that a pretest format has a greater sensitizing effect than the reading of a descriptive paragraph. However, Lana (1959a Lana ( , 1959b found that the pretest did not affect attitude change either when the topic was of relatively little interest (vivisection) or of great concern (ethnic prejudice). Since there were twelve days between the pretest and the treatment in both studies, it is possible that the passage of time decreased the pretest effect. In several later experiments, Lana (1966) found that the pretest groups showed significantly less change in opinion when presented with pro and con arguments than did the no-pretest and disguised pretest groups. Cognitive dissonance has been suggested (Nosanchuk and Marchak, undated) as an explanation for these results, i.e., subjects strive for consistency in attitudes where they have made a prior commitment.
Windle (1954) reviewed forty-one studies in which there was a test-retest with personality inventories and suggested that the interval of time between pretest and post-test may be related to the change in response. The tendency for better adjustment on the retest appeared mostly in studies where the interval between tests was less than two months.
Three studies are relevant to pretest sensitization when the dependent variable is a measure of academic achievement. Lana and King (1960) administered the pretest to male college students as a learning task, i.e., the pretest group read a summary of a film and then immediately recalled the summary. The nopretest groups read the same summary but were not asked to recall it. Twelve days later the film was shown and all groups were asked to immediately recall the story as completely as possible. The results showed that the pretest had an effect on the posttest scores beyond the treatment effect. Solomon (1949) found that a spelling pretest had a depressive effect on training in spelling. However, it appears from the report of this experiment that the disruption of the classroom routine by sending the pretest group out of the room during the pretest, thus creating a somewhat unnatural situation, may be a source of external invalidity for this finding. In addition, the groups were roughly matched in spelling ability by means of teacher judgments, a possible source of internal invalidity.
Entwisle ( 
H. Interaction of History and Treatment Effects
Historical conditions at the time of an experiment may affect the results of the treatment in such a way that the effect would not be found on other occasions. Emotion-packed activities of a relatively brief duration, e.g., the firing of a top official in the local government, or a state basketball tournament, which occur during or immediately prior to an experiment might produce behavior which would not be typical at other times. However, the experimenter can usually arrive at some conclusion as to whether or not such activities have invalidated the results to some extent. On the other hand, historical conditions of a relatively longer duration, e.g., wartime, or exceptionally high student morale, may have an effect on the treatment which is not immediately obvious or estimable. Evidence for the existence of an interaction between history and the experimental treatment can be obtained by replicating the treatment across time.
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Vol. The operational definition of the dependent variable refers to the selection of a measuring instrument which is assumed to measure both reliably and validly the underlying construct. For some dependent variables there are several instruments from which the experimenter can choose. This raises the question of the comparability of tests which supposedly measure the same thing. It seems that an important contribution to empirical knowledge would be a sampling of similar tests in an experiment. Webb et al. (1966) and Campbell (1967) have advocated the use of unobtrusive measures in experimental settings. In addition to being relatively free of response sets and many sources of unreliability, they appear to be valid measures for some dependent variables.
J. Interaction of Time of Measurement and Treatment Effects
A treatment effect which is observed immediately after the treatment period may not be maintained at some later time, e.g., a month or six months after the treatment period. Most experimenters fail to take the time element into account and thus risk invalid generalization of treatment effects to other points in time. In Krumboltz and Weisman's (1962) study of different modes of response (overt, covert, etc.) with programed instruction, the three experimental groups did not differ on an immediate retention test, but significant differences were observed on an alternate form of the test administered two weeks later. Although this particular finding has never been duplicated (Anderson, 1967) where R denotes random assignment to groups, X denotes the experimental treatment, and oi. .. m denotes measurements on the dependent variable. Revising experimental designs to control for other sources of external invalidity would be an extension of the present work.
