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Abst ract - - In  this papex, we show the full equivalence between the recursive [1] and operational [2] 
formulatiom of the Tan Method. We then use such methods as analytic tools in the simulation of 
other numerical techniques for the approximate solution of differential equations, as Tma Methods 
with special perturbation terms. In this paper, we consider, as examples of this approach, two classical 
numerical techniques baaed on Chebyshev sexies expansions. We introduce s numerical parameter, 
the length of a method, to compare differextt numexical techniques with reference to a given basis. 
Our results make possible the recursive formulation of a variety of series expmmion methods. 
1. THE RECURSIVE FORMULATION OF THE TAU METHOD 
In this section, we recall some basic definitions, notations and results of the recursive formulation 
of the Tan Method as proposed by Ortiz in [1]. Let :D be the class of differential operators with 
polynomial coefficients and let D E ~D be a differential operator of order u defined by 
We shall write for pr(z): 
d ~ 
D := ~-~pr (z )  dz  ~ . (1) 
r - - - -0  
Of r 
p,(x) =  p,i P = p, x ,  (2) 
j=O 
where a~ is the degree of Pr (z) and 
P_r_~ = (P ,o ,P~I , . . .  ,p ,a , ,O,O,  . . . ) ,  X -  (1, z, z 2, . . .)T. 
If the coefficients in (1) are not polynomials, they can he usually approximated by polynomials 
to any required degree of accuracy. Unless otherwise stated, z will always be the independent 
variable of the functions which appear throughout this paper and will be defined in a finite 
interval. Without loss of generality, the discussion may be restricted to the range [-  1, 1]. 
Let al, a2,. . . ,  as be J fixed real numbers in [-1, 1] and let {Bi}~ be u linear functionals defined 
on C v [ -  1, 1], the space of u-times differentiable functions, 
u-1  J 
i=1,2,...,u, (3) B,(y) = V"  k) 
k=Oj=l 
/~)  are some given constants. where 
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Let f(x) be a polynomial of degree d I given by 
d! 
f (x )  := ~ fi x i, fi E R, (4) 
i----O 
and let y(x) be the exact solution of the differential equation: 
Dy(x) = f (x) ,  x E [-1, 1], 
Bi(y) = 7i; (7i = constant, i = 1 , . . . ,u) .  
(5) 
(6) 
Let V := {~; i E N)  be a polynomials basis given by _V = VX,  where V is a nonsingular 
triangular matrix, and let V -1 be its inverse. 
NOTATIONS AND ASSUMPTIONS. We introduce the following sets and integers: 
(a) S := {j; V/ is not accessible by D acting on polynomials}. 
(b) Rs := span{V/, j E S}; s := dim Rs. 
(c) We assume that the algebraic kernel of the operator D, KerD, is of dimension w and 
generated by the polynomials Ex (x), E2 (x) , . . . ,  E~ (x). 
(d) h := maX{an - n; n >_ O} is the height of D, where an is the degree of Dx n, n E N. 
(e) W0 := {#n; #,, = n + h} and Zo = N - Wo. From [1], Wo is an infinite set of N, and 
s = (7 )  
(f) For any polynomial g(x) := )-'~i~=0 gi x/, m E N, we shall use g(v) to indicate g(v) := 
~'~=ogi vi where v := {vi; i > O} is any polynomial basis. 
DEFINITION 1. Given a polynomial basis V := (P~, i E N), a polynomial Qm(x), m E N, is 
called the mth canonical polynomial of D if 
DQm(x)  = V,n(x) + r,,~(x), 
where rm(x) E Rs ; the latter is called the subspace of residuals. 
DEFINITION 2. Given a polynomial basis V__ := {Vi, i 6 N}, we say that t in(V) ,  m 6 N is the 
mth generating polynomial if Pro(V) = DVm. In particular, when V__ = X_~ we set Pro(z) = Dx m. 
Ortiz has shown in [1] that every linear differential operator with polynomial coefficients i  
uniquely associated with a basis Q = {Q~(x); n E N - S}. In the same reference, a self-starting 
recursive formula for the generation of the sequence Q is also proposed, and it is shown that S 
is finite and bounded by z/+ h. 
The essential idea of the Lanczos Tan Method (see [1,3,4]) is to perturb problem (5) and (6) 
in such a way that its exact solution becomes a polynomial, i.e., solving exactly the perturbed 
problem 
Dye(x) = f ( z )  + U,(x); x e [-1, 1], n e N, 
(8) 
Bi(yn) = 7i; i = 1,2, . . . ,v ,  
where Hn(x) is a polynomial perturbation term which reduces the exact solution of (8) to a 
polynomial yn(x) which will be called the n th Tan Method approximation of y(x). The order of 
H,~(x) depends on r := s + v - w free parameters. They are required to satisfy conditions (6) 
and to match the residual component of Dyn(x) with that of the right hand side (8) for the 
indices i E S, for which the canonical polynomials remain undefined. We shall call them the 
S-Tau Method Matching Conditions (STMC). 
Two main choices of H,(x)  will be considered in this paper: 
r -1  
Hn(V)  := '~  ri V,)+i(x) (scheme-I)) 
i=O 
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and 
where 
,_1 ) 
(scheme-2), 
k 
Vt(z) : :  E c~t) z', c~ ~: 0; k E N, (9) 
i=0 
and {vi; i = 0, 1,... , r -  1} are r unknown parameters. 
DEFINITION 3. We say that Hn(V) (or Hn(z, V)) has length r if it is a linear combination of r 
linearly independent polynomials of {Vt; k E N}. 
Lanczos suggested in [3] the use of the Chebyshev polynomials for V, because its oscillatory 
behavior in the range in which we seek an approximate solution allows for an even distribution 
of the error in the equation. 
The solutions corresponding to scheme-1 and scheme-2 will be denoted by yn(z) and yn(z), 
respectively. In terms of canonical polynomials, they are given by: 
r -1  n w ell 
Yn(Z)---- ~ Ti E C7 Qj(z) -{-  E T J+r -1E j (z )+ E l ,  Qi(z), (10) 
i=0 jffio j= l  iffio 
$Es i~s  
r -  1 n w d!  
Yn(x)=Er '  E c ' ]Q i+ J (z )+Er J+" - lE J ( z )+Ef 'Q ' (z ) "  (11) 
i=0 $ffio j----1 i==o 
i+ j~s  i~s 
This follows from the representation theorems for Tau Method approximations of Ortiz [1]. 
dy,(;t) 
dz 
where 
2. THE OPERATIONAL APPROACH TO THE TAU METHOD 
Ortiz and Samara proposed in [2] an alternative Tau technique which they called the oper- 
ational approach as it reduces differential problems to linear algebraic problems. The effect of 
differentiation, shifting or integration on the coefficients vector a_.~_, := (a0, a 1,..., an, O, 0,... ) of 
a po lynomia l  y . ( z )  = a_.~_n X___ is the same as that of post-multiplication f a_.9_, by the matrices r/, p 
or t, respectively: 
- - -  a ,~X,  zy, (z)  = ~pX and /y , ( t )  dz = a~,X,  
(oo1  o o 
r l= 0 2 0 , P= 
(! 1 ) 1 i ! : ) 0  ...... 1 0
0 0 1 , t - -  0 0 • 
. . * *  . . . .  . . °  . . .  ° . .  
Let us recall now the following theorem given by Ortiz and Samara [2]. 
THEOREM 1. 
a := (ao, al, a2,...), we have 
where 
For any linear differential operator D E D detlned by (1) and any series y(z) := aV. 
II = ~ ~'Pi(/~) and fi = VHV -x. (13) 
i=0 
We introduce the vector 7___ ° = (71,72, 73,... ,%, 0, 0, . . .  ) and the matrix B = ((bij)) such that 
bq = Bi(~) for i = 1,2,... ,u and j E N. Then the supplementary conditions (6) take the form 
aB = 7 °. (14) 
Dy(x) = tHX --- ="fi _V, (12) 
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Let ~ stand for the ith column of fi and let ~ := _.fV -1. Then the coefficients a_ of the exact 
solutions y = aV of problem (5), (6) satisfy the following infinite algebraic system: 
_a___~H- = . f i ;  i=0 ,1 , . . . ,d l ,  
a___~H- = O; i>d l+ l  , 
a_Bj =Tj;  j = 1,2,. . . ,v,  
where B_/ is the i th column vector of the matrix B. Setting 
:-- ) ,  
and 7__ := (3' °:  ~),  we can write instead of (15) 
(15) 
aG= 7- (16) 
DEFINITION 4. The polynomial yn := a__~n_n V will be called an approximate solution of (16) if the 
vector a.~__.n is the solution of the linear algebraic system of equations 
a_.~_~ Gn = 7__, (17) 
where Gn is the matrix defined by a restriction of G to its first n + 1 rows and columns. 
The following proposition can be easily deduced from Theorem 1. 
PROPOSITION 2. The k th row of II is identical to Pk, the vector coefficients of the k th generating 
polynomial Pk ( V). 
PROOF. It follows from the fact that 
Pk(V) := DVk = earlE,  
where := (61), 61 is the Kronecker's function. II 
3. SOME EQUIVALENCE RESULTS FOR THE RECURSIVE AND 
OPERATIONAL APPROACHES TO THE TAU METHOD 
Our objective in this section is to relate the recursively generated canonical polynomials to 
the operational approach by showing that the sequence Q_ can be derived from the matrix II of 
Theorem 1. Some preliminary results were given in [5]. 
Let N be a sufficiently large positive integer and let rlN indicate the (N + 1) x (N + h + 1) 
matrix obtained by restricting the infinite matrix rl to its first N + 1 rows and N + h + 1 columns. 
As N will be fixed throughout this section, we shall omit the subindex N and write rl for HN. 
In this section, we wish to show how matrix decomposition techniques applied to H produce 
the canonical polynomials and their respective residuals. We shall consider two possible forms 
of rl. 
8.1. The Nonsingular Case 
The matrix rl is in general h-bounded from above; that is, there exist nonnegative integers 
0 _< hl _< h2 and d_> 0 such that 
i+h l ,  when i = 0 ,1 ,2 , . . . ,d -  1, 
o'i= i+h2,  when i>d.  (18) 
will be called a complete trapezoidal matriz if hi = h2. If hi = h2 = d = 0, then rl is triangular 
and nonsingular because its diagonal elements are all nonzero. 
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Let S := {0, 1,2, . . . ,h l  - 1}U{h l+d,  hl +d+ 1, . . . ,ha+d-  1}. Then for any t E $ there is 
no generating polynomial of degree t. We prove now the following lemma. 
LEMMA 3. The subspace R~ := {Vt; t G S} is not accessible through the differential operator D 
acting on polynomials. 
K PROOF. Let /¢ E S and suppose that there exists a polynomial a(V) := ~-~j=o aj I~ of degree K 
with aK ~ 0 such that 
DR(V) = Vk + e(V), (19) 
where e(V) ~ a polynomial of degree not exceeding k - 1. By Definition 2, (19) can be written 
in terms of Pj's as 
J 
a~ ~ = v, + e(v). (20) 
j=0 
The right hand side of (20) is a polynomial of degree #j which can be identified using (18): 
#K = K + h~, if K E {0, 1 ,2 , . . . ,d -  1}, (21) 
O'K = K + ha, if K > d. (22) 
(21) implies that h~ _< K + hi _< h~ + d - 1, i.e., #K := K + h~ ~ S. Similarly, (22) implies that 
#K := K + h2 _> d + ha and again #K ~ S. Therefore, #K ~ k because k G S by assumption. 1 
Next, we rearrange H in such a way that we obtain a complete trapezoidal matrix. This can be 
accomplished by multiplying H by a permutation matrix, denoted by go, which does the necessary 
columns (or rows) movements. Then, that column-equivalent matrix, fl, will satisfy the following 
conditions: 
fI = [Igc, fIi,i+h ~ 0; when i >_ 0 and fIij+h = 0; when j > i, (23) 
where h = ha. Let p be the permutation i duced by go- We shall write fl in terms of two blocks 
matrices: 
- [~IA], (24) 
where R0 has h columns, and A is a nonsingular triangular matriz with inverse A -~, (from (23)). 
Let us introduce the following vectors 
:= (v.(0), v.(1), v~o) , . . .  ), 
v; := (v~(0), v~(1),..., v~(h_l)), 
I 
v~' := (V.(h),V~(h+1) . . . .  ). 
Clearly, g~ V = Vp. 
THEOREM 4. /f  H is column-equivalent to fI given by (24) then the coefficients of the canonical 
polynomials of the operator D, and their respective residuals, are given by A -1 and A-1Ro, 
respectively. 
PROOF. We know that 
DV= fi_V. 
Using (23) and (24) in the latter, we get 
DE = [RolA]g,_.V = [01A]V~ + [,%10]~ = ~ V_~' + ROY;. 
Multiplying both sides of it by A -1 ,  we  get 
DtA -1 V] = Vp q + A- '  Ro V;. 
25:3-1 ~
(25) 
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Since the entries of g~ are essentially the generators of RS, they are not accessible by D and 
therefore, (25) is consistent with Definition 1 of the canonical polynomials. | 
The following result is an immediate consequence of the previous theorem. 
COROLLARY 5. Under the above conditions, D has no exact polynomial solutions. 
PROOF. In this case, Rs = V~ which is of dimension h. Hence, s := dim Rs - h, and then 
from (7), we have ca = s - h = 0. | 
COROLLARY 6. I f  H, the matrix corresponding to the linear operator D, is triangular and non- 
singular then the canonical polynomials vector 9_ is given by 9_ = ~-1 V. 
3.2. The Singular Case 
As we have seen in the previous case, if H is of form (18), then we can reduce it to a complete 
trapezoidal matrix by means of row and column exchanges; that is, by multiplication with per- 
mutation matrices. In more general cases, we use elementary matrices, in which all entries are 
zeros except for one, to induce as many zeros as possible in H. The following lemma gives us the 
desired form of H. 
LEMMA 7. There exists a matrix L of dimension ( N + 1) x ( N + h + 1) of the form 
o I o )  
L= - - J  - -  , (26)  
K [ I 
such that 
L = R fi C, (27) 
where C is a column permutation matrix, and R = Et Et-1 ... El; l < N+ 1. Ei are elementary 
matrices required for the necessary elimination. 
As before, let p be the permutation i duced by C-1. For any vector __U = (u0, u l , . . .  ), we have 
C-* __U = (up(0), up(l), up(~),... ) := U__~p. (28) 
Let 6 = {i, Li is a zero row of L}; w*= the number of elements of O, and let s" be the number 
of columns of K. Taking into account that H is an (N + 1) x (N + h + 1) matrix, we deduce that 
I is of dimension (N - w* + 1) × (N + h - s* + 1) and therefore, s* = h q-ca* because I is a square 
matrix. Let us write R as a two-blocks matrix, 
(29) 
where P and Q have ca* and N + 1 - ca* rows, respectively. We prove next that the exact 
polynomial solutions of the differential equation (5) are given by P, while Q gives the coefficients 
of the canonical polynomials of D in terms of _V. 
THEOREM 8. Let D E I) be a differential operator de~ned by (I) and let R = R V. Then 
DR~ = 0, 
DP~ = Vp(i) + r~, 
when i 6 6,  
when i E N - 6, 
where r, e span{Vp(0), Vp(1),..., Vp(,--1)}. 
PROOF. From (26) and (27), we have 
DR= Rfi__V = Rfi CC-*V  = LC-*  V = LVp. 
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More explicitly, 
that is, 
• 
DR~ = 0, when i E O, 
DR~ = Vp(i) + ri, when i E N - O, 
where ri E KV~ C_ span {Vp(0), Vp(1),..., Vp(,._l)}. 
As an immediate consequence of Theorem 8, we have the following corollary. 
COROLLARY 9. Under the assumptions of Theorem 8, 
(1) The exact polynomial solutions are given by __P = P__V and ~ = ~*. 
(2) The canonical polynomials are given by Q - q V_. 
(3) The subspace of residuals is given by Rs  -- K V~ and s = s*. 
4. APPROXIMATE CHEBYSHEV POLYNOMIALS EXPANSION 
METHODS AS TAU METHODS AND THEIR LENGTHS 
Following the publication of Lanczos' paper [6] and of his influential book Applied Analysis [3], 
several alternative techniques were proposed for the numerical solution of linear differential equa- 
tions in terms of Chebyshev series expansions. We shall only deal here with the direct Chebyshev 
series expansion replacement technique proposed by Clenshaw in [7] and then with a slight mod- 
ification of it suggested by Fox in [8]. We show here that they are equivalent to Lanczos' Tau 
Method. 
~.I. Chebyshev Series Expansions. 
Clenshaw proposed in [7] an ingenious technique for the evaluation of the coefficients of a 
Chebyshev series which represents the solution of a given differential equation over the range 
of integration. The essence of his method is that an expansion in Chebyshev polynomials is 
assumed for the highest derivative occurring in the given differential equation; the coefficients 
of this expansion are determined by integrating the series, substituting it and its derivatives in 
the original equation and then equating coefficients. This produces an infinite set of algebraic 
equations; recursion is used to evaluate as many trial solutions as required to satisfy both sup- 
plementary conditions and all the recursion equations that may remain unsatisfied on account of 
overdetermination. 
Throughout his section, V_. will be replaced by _T, the Chebyshev basis defined on [-1, 1], and 
V by T. Let us assume that the solution of (5) and its derivatives are written as 
y(z) = aT, drY(Z) := y(r)(z) = a (r) T; r = 0, 1,. . . ,  v. (30) 
LEMMA 10. For any i = 0, 1 . . . .  ,v, we have 
= g(, -1)  g(0 = 
PROOF. We have 
y(i)(t) dt = a_(i) T dt = a(i)'fT + constant, 
JO  - -  ~ 
(31) 
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where i = TIT-‘. On the other hand, 
J sy(i)(q~~ = y(i-l)(z) _ y(i-l (o) = a(i-l r_ y(i-l)(o). 0 = 
Combine (31) and (32) to get 
( 
s(i)?_ Ji-l) = = > 
z = v(‘-‘j(O) E constant. 
Then differentiating (33) with respect to z, we obtain 
(32) 
(33) 
Since T. is a basis, 
which leads to 
But ;i-’ =r Thus, 
The other expression follows by induction. I 
THEOREM 11. Approximate solutions obtained by Clenshaw’s Chebyshev series expansion ap- 
proach are equivalent to a scheme-l Tau Method with a perturbation term of the form 
70 ZW+&) + 71 Tn-“+2(t) + * * * + Tr-1 G--v+r(z), 
and therefore its length is r. 
PROOF. Let y(2) := g. Using the operational polynomial approach and Lemma 10, we can 
write 
@J(z) = j& Pr(ii)T = p 
[ 1 &?Jr(ii) T = gfk (34) r=O r=O 
where fi = Cr=e a P,(g). Also, V( z must satisfy the Y equations (14) which represent the ) 
supplementary conditions (6). Then combining (14) and (34), we obtain the infinite algebraic 
system 
aG=y, = (35) 
_ where G = (B : II). In order to get the first n+ 1 approximate coefficients of the Chebyshev series 
expansion, we must solve a finite algebraic system resulting from restricting (35) to its first n + 1 
rows and columns. This implies that the approximate coefficients vector a, := (as, al, . . . , a,) is = 
given by the equations 
ofi; = ii; i=O,l,..., d,, 
i& = 0; i=d,+l,...,n-V, (36) 
@j =Yj; j= 1,2,***,V. 
Setting yn(z) := a,2 and acting D on it, we obtain a residual which is not necessarily identically 
zero: 
~&8(z) = QoTo+~fiJi+c&Tz+~*~~ (37) 
Since fi is h-bounded from above, i.e., 
( 
it has h nonzero upper diagonals, all the terms 
aii* S--m’ m > n + h 1 
are equal to zero, and then (37) becomes 
D !/n(z) = & 2-k + &a1 Ti + * * * + a,&+, Tn+h. (38) - - 
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Now if we use conditions (36), (38) can be reduced to 
d.t 
Dyn(x)  -- ~-~fl  T/ (x ) J c~n H_~.n-v+l Tn-v+l ~-G_n.n H_~n_u÷2 Tn-l,÷2Jc " " "~-~l.._9.n H_~n+ h Tn+h 
i=0 
= 
= f (x)  +goTn_u+l(X)+glTn_u+2(x)+ ' ' '+Tu÷h_lTn÷h(Z),  
where ri = a,  H _n_u+i+l; i = 0 ,1 ,2 , . . . ,  h + u -  1 ~ r -  1. We have then a scheme-1 perturbation 
term which involves r Chebyshev polynomials. II 
~.~. Integrated Forms 
Fox advocated in [8], and more extensively in his book with Parker [9], for the use of intefrai 
.forms of the differential equations instead of Clenshaw's original approach: If the approximate 
sought solution y(z) := a..TT is substituted in (5) and then the latter is integrated, we get 
D*y:= f Dy(x)dx= /a_fiTd==afi?T= (39) 
where c is an arbitrary constant. Let H° := H 2" and 
dl+l 
F(x) :=/ f ( z )  d= - E ~' Ti(z) + c. 
i=O 
THEOREM 12. The integrated series replacement technique is a scheme-1 Tau Method approxi- 
mation with perturbation term of degree n + h given by 
I I 
TO Tn_u÷2(x  ) "t- 7"1 Tnl_v÷3(x)  -[- • • • -[- Tr-1 Tn_v÷r÷l(X ), 
or  
)~0 To(x) --~ )tl T l (X)  -]-... "~- ~n-v÷r Tn-v÷r(x),  (40) 
and therefore, its length is n - u + r. 
PROOF. H* is (h+ 1)-bounded because the multiplication with ~ shifts the columns of I~I one step 
rightward. Then (39) becomes 
r -1  
D* y(x) - a_fi* T__= E a_~.+t T_. - r (x )  + c. 
i>_o 
(41) 
A.  
We equate the nonconstant coefficient only; as equation ~ = c would serve to determine the 
constant c. This yields a system which is similar to (36): 
At  
aIIi = Fi; 
A,  
a IL= O; 
aB i = 7j ; 
i= l , . . . ,d !+ l ,  
i = d1+ 2 , . . . ,n  - v-l- l, 
j = 1,2, . . . , t , .  
(42) 
Once the approximant vector a...~., is obtained from (42), yn(z) is constructed and D* is applied 
to it, we get 
D" Tn+h÷,. (43) 
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In order to see the effect of using this approach on the perturbation term, we differentiate (43) 
and get 
D y.(~) = I(~) + a. fi_._.+~ T.' n-v+2 
+ a~ fi__~_.+3 ~-~+3 +""  + ~N_~+h+~ T,i+h+l 
- - / (~)  + ~'o ~_~+~(~) + ,'1 ~_~+~(~). . .  + ,'~_~ :r~'÷,÷l(~), 
A 
where 1"i = a_. II._v+i+2, i = 0, 1 , . . . ,  v + h - 1, which amount to v + h - r Tau parameters. 
Expression (40) follows from the fact that the derivative of any T. (z) involves all the Chebyshev 
polynomials of order not exceeding n - 1. II 
We conclude by listing in Table 1 the polynomial approximation methods which we have shown 
to be special cases of the Tau Method obtained for different choices of the perturbation terms. 
We also give the length of each of these perturbation terms. We remark that the use of integrated 
forms leads to a perturbation term of larger length for n > v. 
Table 1. Some polynomial approximation methods equivalent to the Tau Method 
and their corresponding perturbation terms and lengths are shown. 
Method Tau perturbation term length 
Recursive Tau ~0 Tn-v+l + ~1 Tn-v+2 + "'" + ~r-1 Tn-v+r  r 
Operational Tau ~0 Tn-~+ l + ~'l Tn-u+2 + "'" + %-1  Tn-t ,+r  r 
Chebyshev Expansion 1"0 Tn-u+ l + ¢1 Tn-u+2 + "'" + ~'r-1 Tn-p+r r 
Integrated Chebyshev Expansion ¢0 To + ~l T1 + ... + cn-u+r  Tn-u+r  r + n - v 
These equivalence results, together with the recursive formulation of the Tau Method proposed 
by Ortiz in [1], enable us to formulate any of the series expansion techniques discussed in the last 
section in a recursive form. 
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