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The addition formula for Gegenbauer polynomials on the Euclidean sphere is 
generalized to the unit hyperboloid. Applications are given in terms of new bounds 
on the cardinality of few-distance sets in Lobatchevski space. 
I. INTRODUCTION 
The addition formula for the Euclidean sphere may be stated as 
Yk&-2)/2 ((x3 Y>> = cc J? for x,y E Qn,. 
Here Q, is the unit sphere in Euclidean space R”, with the standard inner 
product ( , ). The linear space of the homogeneous harmonic polynomials of 
degree k in n variables with real coefftcients provided with the inner product 
( , ) is denoted by harm@, II, k). For x E Q,, the element X’E harm@, n, k) 
is defined by (Z,f) =f( x ) f or all fE harm@, n, k). Finally C~-2”2 denotes 
the Gegenbauer polynomial of degree k and yk = [(n - 2) y1 ... 
(n + 2k-4)1-l. 
In the present paper we generalize the addition formula to the indefinite 
inner product space RiqnP1, with inner product [.,.I of inertia (1, n - 1) and 
adapted harm,(R, n, k), but with the same Gegenbauer and yk. The addition 
formula has been useful for the combinatorics of finite point sets in R”. As 
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an application of the adapted formula we obtain a bound for the cardinality 
of s-distance sets in hyperbolic space. 
The paper contains two independent proofs of the new formula. Both 
proofs can be modified to apply to inner products of arbitrary inertia. In the 
first proof, in Section II, some of the coordinates in R” are replaced by their 
product with i = \/--r, yielding minus signs at the appropriate positions in 
the inner product and in the Laplacian. By translation of the key theorems of 
[4] the new addition formula is obtained in its complex form. 
For the second proof, in Section III, we first recall certain basic facts from 
symmetric algebra, along the lines of the introduction of [6], such as the 
existence of a pairing between the algebra S of the symmetric tensors and the 
polynomial algebra S*. The introduction of a nondegenerate symmetric 
bilinear form B(x, u) yields an invariant inner product ( , ) on S*. It also 
gives the associated Laplace operator and the space of harmonics, with the 
induced inner product. The determination of its inertia, together with an 
explicit evaluation of (f,,) in terms of the Gegenbauer polynomials yields 
the desired result. Some material concerning the automorphism group is 
included for the interest of the reader, though it is not required in the proof. 
Finally Section IV contains an application to hyperbolic s-distance sets 
following the lines of [4]. 
II. THE ADDITION FORMULA VIA THE “UNITARY TRICK" 
For given integers n and k, with n > 2 and k > 0, let horn@, n, k) denote 
the vectorspace of complex homogeneous polynomials of total degree k in n 
variables, x1 ,..., x,. Let harm(C, n, k) denote the subspace of harmonic 
polynomials in hom(G, n, k), consisting of the polynomials that satisfy 
Laplace’s equation Af = 0, with A = a2/L# + a2/i?xi + ... + ~‘/c?x~. 
Consider the automorphism f-f* of horn&, II, k) given by 
f*(x, 9 x2 ,.*.> XJ =f(x, > ix2 ,...> ix,) for all fE hom(C, IZ, k). The image 
harm,(C, n, k) of the space harm(C, n, k) under this automorphism consists 
of the polynomials f* satisfying the hyperbolic Laplace equa.tion A, f* = 0, 
with A, = a’/@ - a21ax~ - . . .- a'/axi. 
We shall now obtain an addition formula for hyperbolic harmonics from 
the corresponding formula for spherical harmonics [5, p. 2431, by means of 
the Unitarian trick [ 10, p. 2651. We use the notations (x, y) = 
XlYl +xzyz + “‘+x,Y,~ and [~,y]=x~~~-x~~~-...-,x~~~, for any 
two complex n-tuples x = (.x1, x2 ,..., x,J and y = (vi ,..., JJ,). Let C:(t) denote 
the Gegenbauer polynomial, [5, p. 2351, of order 1, and degree k. It is an 
even/odd polynomial in t for k even/odd, with real coefficients. We shall 
make use of the following explicit version of the classical addition formula 
15, p.2431, 
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(x,X)k’2(Y,Y)k’2C~-2)‘2 [(x,Y)/(x,x)1’2(Y,Y)1’21 
(1) 
where the coefficients a+) are well-defined positive real numbers and the 
functions f (u, f, a) form a basis of harm@, II, k) which is described below. 
Let us emphasize that (1) is a homogeneous polynomial identity in the 2n 
variables xi, yi ,..., x,, yn. 
We now explain the content of the right-hand side of (1). Let 
Pu=cu , ,..,, p,-i) be an (n - 1)-tuple of integers p, such that k = pu, > 
P2 > *-* ~~u,_,~Oandletp,bedefinedbyp,=(x~+x~+,+...tx~)1’2for 
s = 1, 2,..., n - 2. The set of polynomials 
n-2 
f (u, l , x) = (xnpl i ix,>- n ,oys+l C~:l:ts~:‘*)(n-s-l)(Xs/Px), (2) 
s=l 
for all possible (n - 1).tuples p, constitutes a basis of harm(C, n, k). Note 
that f&, t, x) =f@, -, x) when ,nn-r = 0. 
Replacing x, by ix, in (2) for s = 2,..., n, yields the basis&&, k, x) of the 
hyperbolic harmonic space harm,(C, n, k). Henceforth, we assume n > 3 
(the proof being slightly different in the simple case n = 2). Straightforward 
verification gives 
?*(A *, x> = (-lPf*cu~ ‘f, x)2 (3) 
where f.+ is the polynomial obtained by replacing the coefficients off* by 
their complex conjugates. As a consequence of (3) one immediately deduces 
from (1) the desired hyperbolic addition formula 
[X,X]k’2[y,y]k’2C~-2)‘2([X,Y]/[X,~]1’2[Y,Yl”2) 
= s (-l)“‘aCu){f*cP, t, 4j’,cu> +,v> +f*cu, -3 xLr*cu, -,Y>l* 
P 
III. THE ADDITION FORMULA VIA THE SYMMETRIC ALGEBRA 
1. Polynomials and Tensors 
Let V denote a real n-dimensional vectorspace and let (b, ,..., b,) be any 
basis of V. Let S* denote the algebra of polynomial functions on V, thus, 
S * contains the functions f : V-+ iR that are represented by polynomials in 
the coordinates of V with respect to the basis (bl,..., b,). Next let S denote 
the symmetric algebra on V, consisting of the symmetric tensors 
s=rs y al...a, 0 a% ... 0 “%, with s,~,,,,~ E IR. 
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Let Aut V denote the automorphism group of V. The action of an element 
o E Aut V will be represented in the form x E V+ x0 E V. The group Aut V 
acts as an algebra automorphism group on both S* and S, according to the 
following rules. The image f” of a polynomial fE S” is defined by 
J”(x) =f(x”-‘). Th e image s0 of a symmetric tensor s E S is defined by 
2. Differential Operators 
To any vector x E V corresponds the directional derivative 8, which is the 
linear operator on S* defined by 
(ad-)(Y) = ;2 wm + hx) -fbJ)l, (4) 
for y E V andfE S*. An extension of (4) to the whole algebra S is obtained 
by associating the differential 3, = C ~,~,.,,~a:~ ..s i3:“, with the notation 
aj = abi to the symmetric tensor 
s=JTs - a,.,,&3 “b, ... 0 “%,. 
Note the property aso, = asat for all s and t in S. 
A nonsingular linear pairing ( , ) between S and S* is defined by 
w-) = (~,f)(O)~ s E S,fE s*. (5) 
This pairing is easily shown to be invariant under Aut V, that is, 
(s”,f”) = (s,f) for all u E Aut V, by use of the observation a,$” = (a,f)” 
to be proved by induction on the degree of s. Let us also mention the iden- 
tities 
w-) = w-(x) for f~ horn@, n, m), x E I;: (6) 
(s 0 t,f> = (s, aLI-). (7) 
3. Bilinear Form Spaces 
Let B(-, .) denote any nondegenerate symmetric bilinear form on V. This 
induces the vectorspace isomorphism 9: V+ V* (the dual of V) given by 
.9x = B(x, .) for all x E V, which naturally extends to the algebra 
isomorphism 9 : S -+ S* given by 
A? (r s,~.,,,“@ “bl ... @ ““6,) = s s,,,,,,n B(b,, .)“I s.. B(b,, -)“n. 
336 BANNAI ET AL. 
We quote the property 
(s, 28t) = (t, 5%) for s, tE S. (8) 
The isomorphism 2 allows one to interpret the pairing (5) between S and 
S* as an inner product on S; the definition is 
U&T)= W’f,d> f,gE s*. (9) 
From (8) it follows that this inner product is symmetric, that is, 
(J g) = (g,f). To any polynomial g E S* let us now associate the 
differential operator ag defined to be ag = 29-lg. Then (7) shows that 
multiplication and differentiation with respect to a given polynomial are 
adjoint operations with respect to the inner product (9), in the sense that 
(gkf) = (h, q->, f, g> h E s*. (10) 
Let Aut B denote the automorphism group of the bilinear form B, that is, 
the subgroup of Aut V containing all c such that B(x”, y”) = B(x, y) for all 
x,y E V. Using (s”,r) = (s,f) t o e g th er with the property 3(s”) = 3(~)~ 
for (T E Aut B, one shows that the inner product (9) is invariant under Aut B, 
that is, 
(7, g”> = (f, g> for all ~7 E Aut B. (11) 
4. Harmonic Polynomials 
We now restrict the bilinear form B to have inertia (1, n - 1) (although 
the main results can be extended to the general situation). Thus, for a 
suitable basis (b, ,..., b,) of V, we can write 
B(x,Y)=x~Y~-x~Y~-...-x~Y~. (12) 
The differential operator corresponding to the polynomial fE S* reads 
2,=f(2) with 2 = (2,) -a*,..., -2,). As a consequence, the inner product 
takes the form 
(f, g> = u-w ‘i?W). (13) 
Note in particular that the differential operator associated to the quadratic 
form /3(x) = B(x, x) is the hyperbolic Laplacian 
+a;-+... -2;. (14) 
Define the space harm,@, IZ, k) to consist of the polynomials f E S* 
which are homogeneous of degree k and satisfy the hyperbolic Laplace 
equation 2,f= 0. Thus harm,(R, n, k) = ker 2, f3 hom(lF?, n, k). Note that 
the space harm,(C, IZ, k) defined in Section II is simply the complex 
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extension of harm,@, n, k). Let us mention the following important decom- 
position, (cf. [9, p. 4461) of hom(lR, n, k) into the kernel and the image of the 
operator /?a,, 
hom(lF?, n, k) = harm(lR, ~1, k)l/l horn@, n, k - 2), (15) 
where 1_ stands for the orthogonal direct sum. Observe that the orthogonality 
of the summands in the right-hand member of (15) is an immediate conse- 
quence of (10). The following lemma enables us to establish the 
nondegeneracy of the inner product space (harm,@, n, k), (., .)) and to 
calculate its inertia. 
LEMMA. harm,@, n, k) z horn@?, n - 1, k) @ hom(lR, n - 1, k - 1). 
ProojI Write f(x) = Cf=, x1 h(x’), where x’ = (x2,..., x,J and fi E 
hom(lR, n, k - i). Putting A = as + 
c;=* i(i - J) xf-” 
a-. + ai, we have 3, f = --C::i xi Ah + 
fi. Therefore, the condition a, f = 0 determines fi,...,fk in 
terms of the abitraryf, E horn@, II, k - 1) andf, E hom(lR, IZ - 1, k - 1). i 
THEOREM. The inner product space (harm,@, n, k), ( , )) is 
nondegenerate and has inertia (‘,L~, v,J given by 
evenk:pu,= (niTlk), rk= (niTlk); 
oddk:,uu,= (n---;k), vk= (“---lk). 
(16) 
Prooj Write f(x) = Cf==, gi( x , ) with g,(x) = xi fi(x’) as in the lemma. 
We have (f,f) = Cf= i (gi, gi) and ( gi, gi) is positive (resp. negative) when 
k - i is even (resp. odd). From the proof of the lemma we see that the gi for 
even i are determined by f, and for odd i by fi. Hence, we get that the 
signature is given by 
,uu, = dim horn@?, n - 1, k), vk = dim horn@, 12 - 1, k - 1) 
for k even. In the same way we obtain the signature if k is odd. I 
Remark. It is worth putting the concept of harmonic polynomials in a 
more general context. Given any subspace K of S*, let KS* denote the ideal 
of S* generated by K. Using (10) one readily verities that the maximal 
subspace of S* orthogonal to KS* (with respect to the inner product ( , )) is 
given by 
(KS*)‘= {h E S*: a,h = 0, for allfE K}. (17) 
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We now apply this property to the case where K consists of the Aut B 
invariant polynomials vanishing at the origin, that is, 
K = {fE S*:f(O) = 0 and j” =f for all u E Aut B}. P) 
It is known that K is generated by the powers p, ,@,..., of the quadratic form 
/?, [ 10, p. 661. Thus, it appears that (KS*)’ exactly consists of the harmonic 
polynomials in the sense defined, that is, the polynomials h with a,h = 0. 
5. The Addition Formula 
Let B(x,y)=[x,y]=xlyl-x2yz--..-xXnynr as in (12) and in 
Section II. For any vector x E V the mapf+f(x) defines a linear functional 
on the space harm,@, II, k); so there exists a unique polynomial 
2 E harm,@, 12, k) with the property 
w-) =.0x) for all fE harm@, n, k). (19) 
Note that 2 = Z”, since for allfE harm,@, it, k), 
(F,f) =f(x”) =j+(x) = (gy’) = (x’“,f). 
Next write 4(x, y) = f(y). Since 2 = P, we have 
qw 9 Y”> = 4(x, Y > for x,yEQ,oEAutB. (20) 
Consider an “orthonormal” basis {f& ; g,,j : i = l,..., pu,, j = l,..., v~}, that 
is, a basis of harm,@, n, k) such that 
(fk,i,fk,u) = 6iu9 (gk,j, gk,v) = -sjuy (fk.i) gk,j) = O 
for all i, j, 24, 21. 
We expand the harmonic polynomial 2 in this basis, 
g= 2 (2vfk,i)fk,i - 2 c23 gk,j) gk?j* 
i=l j=l 
(21) 
Then, using (19), we obtain 
(22) 
Next we show that we may identify the function q(x, y) in terms of the 
Gegenbauer polynomial of order (n - 2)/2 and degree k in the variable 
[x, y]. As a consequence of (6) we have (akx,f) = k! f (x) for x E V and 
f~ horn@, n, k). The polynomial corresponding to Okx is [x, -1” E 
hom(lR,n, k), hence, ([x, -]“,f)=k! f(x). 
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Let rc denote the projection horn@, yt, k) + harm,@?, n, k): according to 
decomposition (15). Then from the uniqueness of 2 we have 
(23) 
For the explicit determination of 2 we need the following identity, for 
fE horn@, n, k), which is easy to verify, 
a,(j?ia,f) = pia7 ‘f+ 2i(n + 2k - 2i - 2) pi-’ a; f (24) 
(cf. [9, p. 4421). 
In view of (15) we may write ~[x, .]“=C~EOaiPi3~[~, a]” with a,= 1 
and m = [k/2]. To determine the other coefficients ai, apply a, to both sides 
and use (24), which amounts to ai t (2i + 2)(n + 2k - 2i - 4) a,, 1 = 0. 
Together with the observation 
k! 
agx, *I” = (k _ 2i)! 1x9 *lk-2iPiw~ (25) 
we obtain, along the lines of [9, p. 4581, 
n[x, .I” = k!yk/l(x)k’2~(.)k’2C~-2”2([x, +?(x)“*&.)“*), (26) 
with yk = [(n - 2) n a.. (n + 2k - 4)] -l. This gives us the addition formula 
for hyperbolic harmonics. 
THEOREM. 
= 2 fk,i(x) fk,i(y) - 2 gk,jcX) gk,j(yh 
i=l j=l 
with ,u,, vk us in (16). 
IV. APPLICATIONS 
(27) 
Consider again the vector space V= Y(n, R) together with the bilinear 
form B. We are interested in bounds on the cardinality of sets of unit vectors 
with few inner products. We start with a lemma on matrices, the proof of 
which is left to the reader. 
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LEMMA. Let A be a ZI X m matrix, I,,t = diag(lS, -1’) with s + t = m, 
and AI,,,A* = I,, Then v < s. 
Let a = {x E V/ [x, x] = 1) denote the unit hyperboloid. Next let Xc JI 
with ]X]=v and let A’=AU{l}, where A={[x,y]lxfy; x,yEX}. We 
define the following matrices 
F, = [fi,iWlxex,i=~ ,..., Nk’ 
Da = [4x(x, A,y~m 
Gk = [ gk,j(Y)Iyex,j= I,..., vky 
d,= 1 if [x,y]=a, 
= 0 otherwise. 
(28) 
As a direct consequence of the addition formula (27) we have 
F,F;f - G,G: = c Q,(a) D,, 
LXEA’ 
(29) 
where Qk = Y~C~-~)‘*. Define y(t) = JJaEA (t - a)/(1 - a) and expand o in 
the “normalized” Gegenbauer polynomials Qk, 
v= 5 eQ,o where d=lAl. 
k=O 
Then 
‘+ qok{FkF: - GkGi} = 2 v)(a) D, = I,, 
,& CXEA’ 
that is, 
where Illk, uk = diag( 1 i”k, - 1 “k) and 
H= [PO; Go; F,;...; I;d; Gd]. 
Therefore, as a consequence of the lemma we have the following: 
THEOREM. v < Ct=, ok, where 
(30) 
(31) 
=k=pk if ok > 0, 
Ok = Vk if V)k < O, 
Ok = 0 if qlk= 0. 
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Thus, we obtain the following bound for the cardinality of an s-distance 
set. 
THEOREM. The number v of points in an s-distance set in hyperbolic 
(n - l)-space satisfies v < ( “z?;’ ). 
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