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RIGID CHARACTERIZATIONS OF PSEUDOCONVEX
DOMAINS
NIKOLAI NIKOLOV AND PASCAL J. THOMAS
Abstract. We prove that an open set D in Cn is pseudoconvex
if and only if for any z ∈ D the largest balanced domain centered
at z and contained in D is pseudoconvex, and consider analogues
of that characterization in the linearly convex case.
1. Introduction
Geometric convexity of a domain is characterized by its intersection
with real lines, and invariant under real affine maps. Pseudoconvexity is
a generalization of that notion that was designed, among other things,
to be invariant under all biholomorphic maps, and can be characterized
by the behavior of analytic disks (Kontinuita¨tsatz). Linear convexity
and C-convexity are intermediate notions that bring into play (respec-
tively) complex hyperplanes and complex lines, and are invariant under
complex affine maps.
In this paper, we exploit the parallels between all those notions, and
highlight the similarities and differences, and the crucial role played by
smoothness of the domains being considered.
2. Balanced indicators
Let D be an open set in Cn, z ∈ D and X ∈ Cn. We say that a
domain is balanced, centered at a if for any z ∈ D, ζ ∈ C with |ζ | ≤ 1,
then a+ ζ(z − a) ∈ D.
Denote by dD(z,X) the distance from z to ∂D in the complex direc-
tion X (possibly dD(z,X) =∞):
dD(z,X) = sup{r > 0 : z + λX ∈ D if |λ| < r}.
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Recall that if − log dD(·, X) is a plurisubharmonic function for any
X ∈ Cn, then D is pseudoconvex, and vice versa.
Closely related to this is the largest balanced domain centered at z
and contained in D, i.e. BD,z = z + ID,z, where ID,z is the balanced
indicatrix of D at z :
ID,z = {X ∈ Cn : z + λX ∈ D if |λ| ≤ 1} .
Finally, consider the global version of this, the Hartogs-like domain
HD = {(z, w) ∈ D × Cn : w ∈ ID,z} .
If D is pseudoconvex, then − log dD is a plurisubharmonic function on
D × Cn (cf. [6, Proposition 2.2.21])1, thus HD is pseudoconvex.
2.1. Pseudoconvexity. The main purpose of this note is to charac-
terize the pseudoconvexity of an open set D in Cn in terms of pseu-
doconvexity of BD,z, z ∈ D, i.e. in terms of pseudoconvexity in the
”vertical” directions of HD.
Theorem 1. Let D be a proper open set of Cn. Then the following
properties are equivalent:
(1) D is pseudoconvex.
(2) HD is pseudoconvex.
(3) BD,z is pseudoconvex, for any z ∈ D.
We have already seen that (1) implies (2), and (2) implies (3) is trivial
(slice by the sets {z} × Cn, for z ∈ D). The remaining implication is
implied by the following.
Proposition 2. Let D be a proper open set of Cn and let U be a
neighborhood of ∂D. If ID,a is a pseudoconvex domain for any a ∈ D∩U,
then D is itself pseudoconvex.
To prove Proposition 2 (and other propositions below), we shall use
[1, Theorem 4.1.25]2, namely
Proposition 3. If an open set D in Cn is not pseudoconvex, then
there is a point a ∈ ∂D, say the origin, and a real-valued quadratic
polynomial q such that q(a) = 0, ∂q(a) 6= 0,
n∑
j,k=1
∂2q
∂zj∂zk
(a)XjXk < 0
1The authors thank P. Pflug for pointing out this fact.
2The first inequality on p. 242 in the proof must contains an obvious extra term.
Otherwise, it is not true in general; for example, take the domain in C2 given by
Re z < (Rew)2. But the end result does hold.
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for some vector X ∈ Cn with 〈∂q(a), X〉 = 0, and D contains the set
{q < 0} near a.
Therefore, after an affine change of coordinates, we may assume
0 ∈ ∂D and, near this point, D contains the set
{z ∈ Cn : 0 > Re z1+(Im z1)2+|z2|2+· · ·+|zn−1|2+c(Im zn)2−(Re zn)2},
where c < 1.
Proof of Proposition 2. Assume thatD is not pseudoconvex. By Propo-
sition 3, we may suppose that
D ⊃ E = {(z, w) ∈ D2ε : ρ(z, w) < 0},
where ρ(z, w) = Re z + (Im z)2 − (Rew)2 + c(Imw)2 and c < 1 (D2ε is
the bidisc with center 0 and radius ε > 0).
For δ > 0 and X ∈ C2, let zδ = (−δ, 0) and rδ(X) = dE(zδ, X). We
write, for η ∈ C, Xη = (δ, η).
Lemma 4. For any small δ > 0 and δ ≥ s ≥ 3(1− c)−1/2δ3/2,∫
2pi
0
1
rδ(Xseiθ)
dθ
2pi
< 1.
Assuming Lemma 4, set Cn ∋ z˜δ = (−δ, 0, . . . , 0) and Cn ∋ X˜η =
(δ, η, 0, . . . , 0). Since rδ ≤ dD,z˜δ and rδ(X0) = dD(z˜δ, X0) = 1 for δ small
enough, it follows that hδ = 1/dD(z˜δ, ·) is not a plurisubharmonic func-
tion, which implies that the balanced domain ID,z˜δ (with Minkowski
function hδ) is not a pseudoconvex domain (cf. [6, Proposition 2.2.22
(a)]). This contradiction proves Proposition 2. 
Lemma 4 will be proved at the end of this section.
2.2. Linear convexity. It is interesting to note that a similar state-
ment holds for linear convexity. Recall that (cf. [1]) a open set D in
Cn is called weakly linearly convex (resp. linearly convex) if for any
a ∈ ∂D (resp. a ∈ Cn \ D) there exists a complex hyperplane Ta
through a which does not intersect D (such a set is necessarily pseu-
doconvex). We call Ta a supporting complex hyperplane. A domain D
in Cn is said to be C-convex is any nonempty intersection of D with
a complex line is connected and simply connected. All three notions
coincide for C1-smooth open sets.
Note that an open balanced set is weakly linearly convex if and only
if it is convex. It is also known that if D is weakly linearly convex, then
BD,z is a convex domain for any z ∈ D (i.e. the Minkowski function
1/dD(z, ·) of ID,z is convex).
4 NIKOLAI NIKOLOV AND PASCAL J. THOMAS
Theorem 5. Consider the following three properties:
(1) D is weakly linearly convex (resp. linearly convex).
(2) HD is weakly linearly convex (resp. linearly convex).
(3) BD,z is (weakly linearly) convex, for any z ∈ D.
Then (1) and (2) are equivalent, and imply (3). If D is a C1,1-smooth
bounded domain, then (3) implies (1).
The last statement follows from [7]. Note that in this case, the
domain D is in fact C-convex. The domain HD, however, does not
share the smoothness of D, and may fail to be C-convex.
Example 6. If D = {z ∈ C : |z − 1| < 2 or |z + 1| < 2}, then HD is
not C-convex.
Proof. The set HD ∩ (C× {
√
3}) is not connected. 
Proof of Theorem 5. Since D = (Cn × {0}) ∩ H , (2) implies (1). To
prove the converse, may assume that D 6= Cn. Let D be weakly linearly
convex (resp. linearly convex) and (a, b) ∈ ∂D (resp. (a, b) ∈ Cn \D).
It follows that c = a + λ0b ∈ ∂D (resp. c ∈ Cn \D) for some λ0 ∈ C
with |λ0| ≤ 1. There exists a supporting complex hyperplane for D at
c, say Tc = {z ∈ Cn : L(z) = 0}, where L : Cn → C is an affine map.
Then Ta,b = {(z, w) ∈ Cn × Cn : L(z + λ0w) = 0} is a supporting
complex hyperplane for HD at (a, b). 
If we turn to the third, and more usual notion of convexity, it is clear
that a domain D in Rn is convex if and only if HD is convex in R
n×Rn.
2.3. Proof of Lemma 4. Set ζ = reiα, −pi < α ≤ pi, and C1 = 3
√
δ.
We first estimate ρ(zδ + ζXseiθ) when |α| ≥ C1:
ρ(zδ + ζXseiθ) ≤ δ
(−1 + r cosα + δr2 sin2 α)+ cr2s2
≤ δ(−1 + r cosC1) + 2r2δ2 ≤ δ(−1 + r(cosC1 + 2δ)).
For any small δ, cosC1 ≤ 1 − C21/3 = 1− 3δ, so if r < (1 − δ)−1, then
ρ(zδ + ζXeiθ) < 0.
Now we estimate ρ(zδ + ζXseiθ) when |α| ≤ C1. Notice that
ρ(zδ+ζXseiθ) = δ
(−1 + r cosα + δr2 sin2 α)+r2s2 ((1 + c) sin2(α + θ)− 1) .
It is easy to check that
sin2(α + θ) ≤ sin2 θ + sin |α| ≤ sin2 θ + C1,
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so
ρ(zδ+ζXseiθ) ≤ δ
(−1 + r + δr2C21)+r2s2 ((1 + c) sin2 θ + (1 + c)C1 − 1)
= δ
(−1 + r + r2A) ,
where A = A(θ) := δC21 +
s2
δ
(
(1 + c) sin2 θ + (1 + c)C1 − 1
)
. Notice
that −1 ≤ −δ < A for s ≤ δ ≤ 1.
Suppose that 1/r > 1 + A, then
1
δ
ρ(zδ + ζXeiθ) < − A
2
(1 + A)2
≤ 0.
Putting together both estimates, for δ small enough,
rδ(Xseiθ) > min
(
1
1− δ ,
1
1 + A
)
=
1
1 + A
.
Therefore∫
2pi
0
1
rδ(Xseiθ)
dθ
2pi
<
∫
2pi
0
(1 + A(θ))
dθ
2pi
= 1+δC21+
s2
δ
(
(1 + c)
1
2
+ (1 + c)C1 − 1
)
≤ 1+3δ2− s
2(1− c)
3δ
≤ 1
for any small δ. 
3. Defining functions
3.1. Convexity. We point out that the proof that the convexity of
BD,z implies linear convexity for C1,1 domains [7, Proposition 1 & in-
troduction] is based on the following which can be easily deduced from
[2]. Let sD stand for the signed distance to ∂D.
Proposition 7. If D is a C1,1-smooth bounded domain in Cn and
lim inf
TCa ∋z→a
sD(z)
|z − a|2 ≥ 0
3
for a ∈ ∂D almost everywhere, then D is linearly convex.
Proposition 7 has an obvious convex analog.
Proposition 8. A proper domain D in Rn is convex if and only if for
any a ∈ ∂D there exists a (real) hyperplane Sa through a such that
lim inf
Sa∋x→a
sD(x)
|x− a|2 ≥ 0.
3When ∂D is twice differentiable at a, this limit is equal to the minimal eigenvalue
of 2HesssD (a)|TCa .
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If D is convex, then obviously Sa is a (real) supporting hyperplane.
Proof. The necessarity is clear by taking supporting hyperplanes.
Assume now that D is not convex. By [1, Theorem 2.1.27], one may
find a ∈ ∂D and a smooth domain G ⊂ D such that a ∈ ∂G and
2HesssG(a)|TRa has an eigenvalue λ < 0. Since sD ≤ sG, it follows that
lim inf
TRa ∋x→a
sD(x)
|x− a|2 ≤ λ
and
lim inf
t→0
sD(a+ tX)
t2
= −∞, a +X 6∈ TRa
which implies the sufficient part. 
Clearly, the relationship between a domain and its defining function
is not symmetric, as convexity of one sublevel set (or indeed, of all
of them) cannot imply convexity of the function: simply compose by
a monotone increasing function from the real line to itself. Given a
convex domain, the question arises of how to choose a convex defining
function, and of how much choice one may have.
By [3, Proposition], a smooth bounded domain D is convex if and
only if − log sD is convex near ∂D. Thanks to [1, Theorem 2.1.27], this
result can be easily generalized.
Proposition 9. Let f : R+ → R be a nonconstant decreasing and
convex function. Let U be a neighborhood of the boundary of a proper
domain D in Rn. Then D is convex if and only if f ◦ sD is a convex
function on D ∩ U.
In particular, if any of the defining functions given above is convex
on a neighborhood of ∂D, then all the others are.
Proof. If D is convex, then sD is concave and thus g = f ◦ sD is convex
on D.
To prove the converse, assume that g is convex on D ∩ U but D is
not convex. By [1, Theorem 2.1.27] (see the proof of Proposition 8),
we may find a segment [a, b] ∈ D∩U such that sD(m) < sD(x) for any
x ∈ [a, b]\{m}, where m = a+b
2
. On the other hand, it follows that f is
strictly decreasing and then g(a) + g(b) < 2g(m), a contradiction. 
Note that it is necessary to require that the function f be decreasing
and convex as the following example shows.
Example 10. Let D = R+×R+ and let f : R+ → R be a nonconstant
function such that f◦sD is a convex function on D. Then f is decreasing
and convex.
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Proof. Let g = f ◦ sD. Since g(t, t) = f(t) for t > 0, it follows that f is
convex. On the other hand, 2f(t) = 2g(t, t) ≤ g(p, t) + g(2t − p, t) =
f(p) + f(t), i.e. f(t) ≤ f(p) for 0 < p ≤ t. 
3.2. Pseudoconvexity. The pseudoconvex analog of Proposition 9 is
the following.
Proposition 11. Let f : R → R be a nonconstant increasing and
convex function. Let U be a neighborhood of the boundary of a proper
domain D in Cn. Then D is pseudoconvex if and only if f ◦ qD is a
plurisubharmonic function on D ∩ U, where qD = − log sD.
Proof. If D is pseudoconvex, then qD is plurisubharmonic and thus
g = f ◦ sD is plurisubharmonic on D.
To prove the converse, assume that g is plurisubharmonic on D ∩ U
but D is not pseudoconvex. Note that there is m ∈ R such that f(x)
is strictly increasing for x > m. We may assume that − log sD > m on
D∩U. Using Proposition 3, we may easily find a quadratic polynomial
map p ∈ O(D, D∩U) (D is the unit disc) such that sD(p(0)) < sD(p(ζ))
for any ζ ∈ D∗ (strong Kontinuita¨tsatz). Then g(p(0)) > g(p(ζ)) which
contradicts to the maximum principle for the subharmonic function
g ◦ p. 
Note that there is a smooth bounded pseudoconvex domain in C2
having no defining function which is plurisubharmonic on a two-sided
neighborhood of the boundary. We do not know under which general
conditions on f the plurisubharmonicity of f ◦ sD is equivalent to the
pseudoconvexity of D.
We also point out that the proofs of Propositions 8 and 11 imply a
similar result to Propositions 7 and 8 in the pseudoconvex case:
Proposition 12. If D is a proper open set in Cn and for any a ∈ ∂D
there exists a complex hyperplane Sa through a such that
lim inf
Sa∋z→a
sD(z) + sD(a+ J(z − a))
|z − a|2 ≥ 0,
where J is the standard complex structure, then D is pseudoconvex.
The converse is also true if D is a C2-smooth open set. We do not
know if the smoothness can be weakened.
4. Slicing
It is known that an open set D in Cn (n ≥ 3) is pseudoconvex if
and only if any 2-dimensional slice of D is pseudoconvex [5] (see also
[4]). Following the idea in [4], we would like to restrict the family of
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slices that has to be used in order to detect pseudoconvexity, namely
we would like to consider the family of complex planes passing through
a common point a ∈ Cn. As the next results show, it will be enough
generically. Given D be a open non-pseudoconvex set in Cn, call a
exceptional with respect to D if for any 2-dimensional complex plane
P ∋ a, P ∩ D is pseudoconvex. The next proposition shows that the
set of exceptional points has to be contained in a complex hyperplane.
Proposition 13. Let D be a open non-pseudoconvex set in Cn (n ≥ 3).
Let S be the union of all 2-dimensional complex planes with non-empty
and non-pseudoconvex intersections with D, so the set of exceptional
points is Cn \ S. Then there exists a complex hyperplane T such that
Cn \ S ⊂ T.
Proof. By Proposition 3, we may suppose that 0 ∈ ∂D and D ⊃ G ∩
D
n(0, ε) for some ε > 0, where
G = {z ∈ Cn : 0 > r(z) = Re z1 + ||z||2 − c(Re zn)2}, c > 2.
Choose a point a ∈ Cn which does not belong to the complex tangent
hyperplane to ∂G at 0, i.e. with non-zero first coordinate. It is enough
to show that if L = span(−→a ,−→en), then D′ = D∩L is not pseudoconvex.
For this, note that since {z1 = 0}∩L is a transverse intersection, G∩L
is a smooth domain near 0 and since Cen ⊂ {z1 = 0} ∩ L, the Levi
form of r|L has a negative eigenvalue at 0. Set G′ = G ∩ L ∩ Dn(0, ε).
Then there is a quadratic polynomial map ϕ ∈ O(D, G′) ⊂ O(D, D′)
with
||ϕ(0)|| < dist(ϕ(ζ), ∂G′) ≤ dist(ϕ(ζ, ∂D′), ζ ∈ D∗
(we have already used this argument in the proof of Proposition 11)
which shows that D′ is not pseudoconvex. 
If D is C2-smooth, the set of exceptional points with respect to D
has to be smaller (compare with Example 16(i)).
Proposition 14. Let D and S be as in Proposition 13. If D is C2-
smooth and non-pseudoconvex near some boundary point, then there
exists a complex plane T of codimension 3 such that Cn \ S ⊂ T.
Proof. Note that the respective boundary point, say 0, satisfies the
conclusions of Proposition 3. We have the same for any point a ∈ ∂D
near 0. Assume that u, v 6∈ S. Let r be a C2-smooth defining function
for D near 0. By the proof of Proposition 13, the complex tangent
hyperplane to ∂D at any such a contains u and v. Then it is easy to
see that the derivative of r in direction u − v vanishes at any such a.
So, if Cn \ S does not lie in a complex plane of codimension 3, we may
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assume that near 0, r depends only on two coordinates, z1 and zn, and
so we can take (as in the proof above)
G = {z ∈ Cn : 0 > rG(z) := Re z1+(Im z1)2+|zn|2−c(Re zn)2}, c > 2.
We already know that for any exceptional point b, b1 = 0. Suppose
that bn 6= 0. Consider the complex plane P through 0 spanned by b
and e1. Then the complex tangent space to P ∩D at 0 is Cen,
rG(ζe1 + ξb) = rG(ζ1e1 + ξbnen),
so that the intersection with that plane is not pseudoconvex at 0.
Therefore the set of exceptional points is contained in {z1 = zn = 0}.
Let D′ = D ∩ {z2 = · · · = zn−1 = 0}. The complex tangent space to
any point in ∂D near 0 must pass through an exceptional point, so the
complex tangent line to any point in ∂D′ near 0 passes through 0. In
particular, the same holds for the real tangent hyperplanes.
Taking a C1-smooth defining function of D′ near 0 of the form x1 −
ρ(u), where u = (y1, xn, yn), we get the Euler differential equation
ρ(u˜) =
∂ρ(u˜)
∂y1
y˜1 +
∂ρ(u˜)
∂xn
x˜n +
∂ρ(u˜)
∂yn
y˜n.
Hence ρ is a homogeneous function of order 1 and the C1-smoothness
near 0 implies that ρ is linear. It follows that ∂D′ is a hyperplane near
0 and so it is pseudoconvex there, which is a contradiction. 
The following example shows that there can be an exceptional point
even in the 3-dimensional case, when the boundary is smooth except
one point.
Example 15. There exists a an unbounded domain in C3 with real-
analytic boundary except one point, the origin, which has exactly one
exceptional point, namely the origin.
Proof. Let Ω = {|z3|2 < |z1|2+ |z2|2 < 4|z3|2} and ρ(z) = |z3|2−|z1|2−
|z2|2. For a point 0 6= z0 = (z01 , z02 , z03) with ρ(z0) = 0, the restriction of
ρ to the horizontal complex line inside the complex tangent hyperplane
is
ρ
(
z01 − λz¯02 , z02 + λz¯01 , z03
)
= −|λ|2(|z1|2 + |z2|2).
Using homogeneity, it is easy to check that the Levi form of ρ is semi-
definite negative with one strictly negative eigenvalue (in particular,
ρ ≡ 0 along the line through the origin and (z01 , z02 , z03)).
Now let P = {α1z1+α2z2+α3z3 = 0}. If α3 6= 0, since Ω is invariant
under rotations in the (z1, z2)-plane, we may assume P = {z3 = αz1},
where α ≥ 0. Set Dα = {z ∈ C3 : |z2|2 < (4α2 − 1)|z1|2} for α > 1/2,
and Gα = {z ∈ C3 : (α2 − 1)|z1|2 < |z2|2} for α > 1. Note that both
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domains are pseudoconvex. Then Ω∩P = ∅ if α ≤ 1/2, Ω∩P = Dα∩P
if 1/2 < α < 1, Ω ∩ P = Dα ∩ P ∩ (C × C∗ × C) if α = 1 and and
Ω ∩ P = Dα ∩Gα ∩ P if α > 1; these intersections are pseudoconvex.
If α3 = 0, using a rotation again, we may assume P = {z2 = 0}.
Then Ω ∩ P = {|z3|2 < |z1|2 < 4|z3|2} which is pseudoconvex.
So, the origin is an exceptional point.
On the other hand, it follows by the proof of Proposition 13 that an
exceptional point belongs to the complex tangent hyperplane to ∂D at
any z0 as above. This implies that the origin is the only exceptional
point. 
In the 3-dimensional case we may have more than one exceptional
point.
Example 16. Let a ∈ C3, G be a pseudoconvex set in C3, and let l1, l2
be distinct complex lines in C3 that intersect G. Then:
(i) any intersection of G \ l1 with a 2-dimensional complex plane
through a is pseudoconvex if and only if a ∈ l1 \G.
(ii) any intersection of G \ (l1 ∪ l2) with a 2-dimensional complex
plane through a is pseudoconvex if and only if G 6∋ a = l1 ∩ l2.
Proof. (i) Let P be a 2-dimensional complex hyperplane through a. Let
first a ∈ l1 \ G. If l1 6⊂ P, then G1 := (G \ l1) ∩ P = G ∩ P =: GP
is pseudoconvex. Otherwise, G1 is pseudoconvex as the intersection of
the pseudoconvex sets GP and P \ l1.
Let now a 6∈ l1 \ G. If a ∈ G ∩ l1 and P contains no l1, then G1 =
GP \ {a} is not pseudoconvex. Otherwise, a 6∈ l1 and if P intersect l1
at b ∈ G, then G1 = GP \ {b} is not pseudoconvex.
(ii) The proof is similar to that of (i) and we skip it. 
Using Proposition 7, similar arguments as in the proof of Proposition
13 implies that a is a point in C2-smooth domain D such that any non-
empty intersection of D with a 2-dimensional complex plane through
a is weakly linearly convex, then D is C-convex.
The following example shows that we have no such phenomenon in
general.
Example 17. Let
D = {z ∈ C3 : |z| <
√
2max{|z1|, |z2|, |z3|}}.
Then D is a union of three disjoint linearly convex domains and D
has a non-empty linearly convex intersection with any complex plane
through 0 (in particular, D is pseudoconvex and not weakly linearly
convex).
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Proof. Letting Dj = {z ∈ C3 : |zj|2 >
∑
1≤k≤3,k 6=j |zk|2}, we see that
D = ∪3j=1Dj. Clearly the Dj are pairwise disjoint, and obtained one
from the other by unitary transformations (permutations of coordi-
nates).
C3 \D3 is the union of the complex planes of the form {z3 = α1z1 +
α2z2} for |α1|2 + |α2|2 ≤ 1}. So all Dj are linearly convex.
For any complex plane P , D ∩ P is a union of punctured complex
lines through 0, so (as in the proof of Example 15), it is pseudoconvex
if and only if it is smaller than P \ {0}. But P \ {0} is connected, so if
P \ {0} ⊂ D, then there exists a j such that P \ {0} ⊂ Dj . Since Dj is
linearly convex, it must be pseudoconvex, so by Hartog’s phenomenon,
it would contain 0, a contradiction.
To finish the proof and show that D is not linearly convex, we will
show that its complement contains no complex plane P . By permuting
coordinates, we may assume that P = {z3 = α1z1 +α2z2}, with |α1| ≤
1, |α2| ≤ 1. If we suppose that one of those inequalities is strict,
say |α1| < 1, then the points in P such that z2 = 0 verify |z1|2 >
|α1z1|2 = |z3|2 + |z2|2 and P ∩ D1 6= ∅. If |α1| = |α2| = 1, there are
points (z1, z2, z3) ∈ P such that |z3| = |z1| + |z2| and z1z2 6= 0, so
|z3|2 = |z1|2 + |z2|2 + |z1||z2| > |z1|2 + |z2|2, thus P ∩D3 6= ∅. 
In spite of Example 17, one may also conjecture the following:
If D is an open set in Cn such that any non-empty intersection with
2-dimensional complex plane is (weakly) linearly convex, then D is
(weakly) linearly convex.
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