The interplay between exctions and vibrations is considered to be a key factor in determining the exciton transfer properties in light-harvesting exciton transfer complexes.
idea that in natural photosynthetic complexes, which are extremely efficient, 5, 6 quantum coherence in the presence of an environment is used to assist energy transfer, has generated much excitement 7-10 and debate. [11] [12] [13] [14] [15] Since, many theoretical works demonstrated this effect, so-called "environment-assisted quantum transport" (ENAQT), in exciton transfer complexes [16] [17] [18] [19] [20] [21] [22] as well as other nanoscale quantum systems.
23-25,25-34
The majority of theoretical works, aiming at reconstructing the experimental results, start either with a very complicated environment model, or a complicated excitonic model, or both. Identifying the underlying mechanism of ENAQT is thus a challenging task, and many different suggestions for its origin have been made. Here, we examine the interplay between exciton transport and vibrations in a simple model system, in which the signatures of the environment on the transport properties can be traced to their origin. Specifically, we examine exciton transport through a bi-chromophore system coupled to an exciton source and sink, where the chromophores are coupled to monochromatic vibrations. We compare two cases; in the first, the two chromophores are coupled to a single vibrational mode (socalled global phonon). In the second, each chromophore is coupled to its own vibrational mode (with the same frequency), and the vibrations on the two chromophores are completely uncorrelated (so-called local phonons).
Whether the vibrations are global or local is determined by the strength of spatial correlations between the vibrations surrounding each chromophore. These correlations are determined by the inter-chromophore distance, the protein structure etc., The distinction be- In all the studies above, the excitonic system was coupled to a continuum bath of vibrations (in similarity to the spin-boson model). Therefore, analytic results were hard to obtain and the majority of these studies were based on numerical calculations, which made it difficult to identify exactly the interplay between the vibrations and the exciton dynamics. Here we introduce models which are simple enough to allow for analytic results to be obtained.
Furthermore, here we evaluate the exciton current at steady state (rather than evaluate the exciton population dynamics, which is the typical quantity calculated in the studies above).
This allows us to determine directly the effect of the vibrational environment on exciton current.
Despite the relative simplicity of the models, we find that both of them contain reach physics, manifested through unique transport signatures of the exciton-phonon coupling.
Specifically, the global-phonon case exhibits anti-resonances in the energy current due to interference effects. Qualitatively different,the global case exhibits tunneling-resonant current. Surprisingly, for both cases the non-trivial features tend to increase with increasing temperature, in opposite to what is expected from quantum coherent effects.
Our model for exciton transport in the presence of a global phonon (schematically depicted in the inset of Fig .1 ) is a simple tight-binding model, comprising coupled chromophores on which excitons can reside. One chromophore (e.g. left) is coupled to a source (antenna), and the other (right) is coupled to a sink (reaction center). On the chromophores, the excitons are coupled to a localized vibration. The system Hamiltonian is thus
where
creates (annihilates) an exciton on chromophore i = 1, 2, t is the interchromophore excitonic hopping amplitude, and E i are the exciton energies. A central parameter is the exciton energy difference, ∆E = E 1 − E 2 . The phonon and the exciton-phonon coupling Hamiltonians take the respective forms
where a † (a) creates (annihilates) a phonon with frequency ω 0 , and λ is the exciton-phonon coupling. In general, the couplings between the excitons and the vibration (even for the global phonon case) need not be equal, a situation which would lead to an effective reorganization energy for exciton transfer. However, this situation does not allow for an analytic solution as we present below, and is therefore left for future studies.
The Hamiltonian of Eq. -(in the absence of reservoirs) can be diagonalized exactly, by first diagonalizing the exciton part and then performing a polaron transformation [40] [41] [42] (see SI for details). The resulting eigenvalues are polaron states, defined by the polaron quantum
p , corresponding to the number of polarons in the subspaces of no excitons (0), single exciton in the bonding (+) and anti-bonding (-) states, and two excitons
The energies E ± are the eigenvalues of the exciton Hamiltonian E ± =Ē ± √ ∆E 2 + 4t 2 /2,
Next, we evaluate the single-exciton bare (i.e. in the absence of the reservoirs) retarded and advances Green's functions (which will be required for calculating the current), g r(a) (ε), which are 2 × 2 matrices in chromophore space. We employ the Lehman representation,
where i, j are site (chromophore) indices, |φ , |ψ are the eigenvectors of the Hamiltonian with the corresponding eigen-energies E φ , E ψ , and Z = φ e −βE φ is the partition function, where k B T = β −1 is the temperature of the system. Plugging into Eq. 4 the eigenvalues of Eq. 3 one obtains the bare Green's functions. For instance, the off-diagonal Green's functions are given by
where D np,mp (λ, ω 0 )) are the Franck-Condon factors of polaron-polaron overlap (see SI for details).
Up until now, the exciton-phonon system was isolated from the reservoirs (and thus at thermal equilibrium), and the expression for g ij was exact. We proceed to incorporate the source and sink into the formulation. Using the bare Green's functions, the full Green's
, where Σ r(a) (ε) are the self energies describing the hopping between the chromophors and the source and sink reservoirs.
This equation for the full Green's function is an approximation (usually coined the noncrossing approximation) and is applicable for small system-reservoir couplings, as is the case here. 40 For simplicity and following Ref. 40 we assume an energy-independent self-energies (wide-band approximation), with the source and sink terms coupling only to the left and right chromophores, respectively, leading to the form for the self energies,
 and Γ L,R are the broadenings (inverse lifetimes) due to the hopping to the source and sink, respectively, taken for simplicity to be equal
From the full Green's function, the exciton current is calculated using the Landauer formula
45
The distributions f L , f R describe the probability of finding an exciton with energy ε at the source and sink, respectively, in similarity to electron transport (where they are simply the Fermi functions of the corresponding electrodes). Here we follow Ref. 46 and take f L = 1, f R = 0, implying that there is no "backflow" of excitons from the sink to the source, a situation which is similar to an electronic molecular junction at high voltage. We note that in our case, due to the large exciton energy,Ē >> ∆E, the exciton and energy currents are almost exactly proportional to each other (see SI for details). which implies that reduction of current could be related to the properties of the bare Green's function. Indeed, if one looks at the bare Green's function (Eq. 5), one can see that it is composed of four terms with alternating signs. These correspond to different processes in which an exciton can be added or removed from the system. The ARs occur when pairs of these processes cancel each other -which is nothing but destructive quantum interference between the different transfer paths. For this to happen, the denominators of the different terms must be equal, which occur at the following conditions,
where p i are arbitrary integers. These conditions can be solved for ∆E and λ, to generate the AR lines. In Fig. 2 the current is color-plotted as a function of ∆E and λ (other parameters are same as in Fig. 1 ). The dashed lines correspond to Eqs. 6, and clearly coincide with the numerically evaluated ARs.
The physical interpretation of the ARs is as follows. As an exciton is injected into the system from the source, it's wave function is composed of a superposition of bonding (+) and anti-bonding ( The second case we consider is the case in which each chromophore is coupled to a separate vibration, schematically depicted in the inset of Fig. 3 (which seems to be the case in natural systems [48] [49] [50] . The system is then described by the Hamiltonian
where a † i (a i ) creates (annihilates) a phonon at the chromophore i = 1, 2. As opposed to the global-phonon case, in this situation the Hamiltonian cannot be diagonalized exactly. To proceed, we start by performing a local polaron transformation (see supplementary information), then re-writing the exciton hopping term in the polaron basis. This allows for an efficient numerical diagonalization of the Hamiltonian and evaluation of the Green's function, which are then used to calculate the transmission function and the current.
In Fig. 3 The current is plotted as a function of ∆E for different values of the electronphonon coupling, λ = 0, 4, ...20 meV (other parameters are the same as in Fig. 1 ). Comparing to the local-phonon case of Fig. 1 , we find substantial qualitative differences. Now, the current is characterized by broad resonances which appear when ∆E is integer multiples of ω 0 . This is a simple phonon-assisted tunneling resonance, occurring whenever the transmission peak from the left chromophore (which is broadened by the coupling to the reservoirs and shifted by the local vibration) aligns with the transmission peak from the right chromophore (which is also broadened and shifted).
51,52
Vestiges of anti-resonances can still be seen even for the local phonon case for small values of λ. This can be explained by noting that the exciton tunneling term, when translated into the polaron basis, couples states at chromophore 1 with any polaron number n p to states at chromophore 2 with any other polaron number m p . However, when λ << ω 0 the overlap integrals are such that, effectively, only polarons with the same polaron number are coupled by the exciton hopping term. Thus, for λ << ω 0 , the local phonon Hamiltonian resembles the global-phonon one, and exhibits similar behavior, including the anti-resonances.
[meV] Finally, we turn to the temperature dependence of the current. As was demonstrated above, the current (as a function of ∆E) is characterized by features which are of quantummechanical origin, namely destructive interference (for the global-phonon case) and resonant tunneling (for the local phonon case). Naively, one expects that any quantum-mechanical signatures would be washed out by increasing temperature. Surprisingly, this is not the case here. In Fig. 4 the current as a function of ∆E is plotted for different inverse temperatures β, for the global phonon (Fig. 4(a) ) and local phonon (Fig. 4(b) ) cases. Numerical parameters are λ = 8 meV, ω 0 = 23 meV, t = 1 meV and Γ = 1.45 meV. It can be clearly seen that as the temperatures decrease (β increases, marked in the figure from red to blue), the quantum features in both cases decrease.
To understand this result, consider the global phonon case (where an analytic expression for the Green's function is available, Eq. 5). As described above, the AR are due to interference -cancellation of different parts of in the Green's function, corresponding to different polaron states, i.e. excitation with different number of excited bosons. Determined by the thermal bath, the weight of these different states is described by a Bolzmann factor.
This means that as temperatures go down, the weight of the higher-polaron-number states decreases, and only the ground state becomes important. As a result, high-polaron-number states cannot participate in the interference, and the AR feature are suppressed. Similar argument can be made for the local phonon case, as the resonant tunneling is due to the alignment of transmission peaks separated by the energy of a single vibration (polaron). Since again the excitation of polarons is suppressed with decreasing temperatures, the effect of the resonant tunneling is reduced. We note that our model is limited in treating temperature effects (which appear only through the thermal bath, Eq. 4). Clearly, as the temperature is increased in natural systems, other effects may come into play: additional vibrational modes might become important, the effective inter-chromophore couplings might change, or correlations between the vibrations might change, all affecting the high-temperature behavior of the system. 
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