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ABSTRACT 
 
This work comprises the study, analysis and modeling of the nonlinear 
mechanisms in a variety of passive microwave devices. Bulk acoustic wave resonators 
and transmission lines made of high temperature superconductors, ferroelectrics or 
regular metals and dielectrics are the subject of this work. Both phenomenological and 
physical approaches are considered and circuit models are proposed and compared with 
measurements. The nonlinear observables, being harmonics, intermodulation distortion, 
and saturation or detuning, are properly related to the material properties that originate 
them. The obtained models can be used in circuit simulators to predict the performance 
of these microwave devices under complex modulated signals, or even be used to 
predict their performance when integrated into more complex systems. 
 
Index Terms: Nonlinearities, microwaves, transmission lines, bulk acoustic 
waves, thermodynamics, self-heating, harmonics, intermodulation distortion, materials. 
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PREFACE 
 
The current tendency in the telecommunication market is a natural push for 
higher frequency, higher power and smaller devices. In conjunction with that, advanced 
materials are gradually being incorporated into electronics to achieve better capabilities 
like fast frequency tuning, ultra-low losses or superior power handling. However, 
inherent nonlinearities associated with materials’ field-dependent properties give rise to 
undesired effects like harmonics, intermodulation distortion, detuning or saturation, 
which can potentially degrade the system’s performance. In this scenario, with rising 
stringent requirements for electronics and increasing importance of signal integrity 
issues, the prediction of devices performance at the design stage is of crucial 
importance.  
I initially started this work with the goal of studying the nonlinear phenomena 
in bulk acoustic wave devices, ignoring the complexity of the topic and the lack of 
success of previous researchers on this area. I soon started to also get motivated for 
other topics like ferroelectrics and high temperature superconductors, and developed 
my own interests, motivated by the research group I have been working with, which 
has a wide experience on nonlinear characterization and modeling.  
The years at the National Institute of Standards and Technology (NIST) have 
been of crucial importance and that stage allowed me to deepen my interests for 
materials science and physics. The success of this thesis is the study of the thermal 
phenomena in microwave devices and how this impacts the nonlinear behavior. As 
recognition, two articles were selected as finalists at the Best Paper Competition in the 
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International Ultrasonics Symposium, Rome, 2009 and the International Microwave 
Symposium, Anaheim, 2010. 
This work wouldn’t have been possible without the support of my thesis 
supervisor at UPC, Carlos Collado, and my advisor at NIST, James C. Booth, who have 
kept me motivated all the time.  Special thanks to Jordi Mateu, Alberto Padilla and 
Joan O’Callaghan, from UPC, and Nathan D. Orloff, from NIST, for their invaluable 
help. I also want to thank Robert Aigner, from TriQuint Semiconductor, for his 
collaborative attitude. 
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INTRODUCTION 
 
The telecommunications industry follows a tendency towards smaller devices, 
higher power and higher frequency, which imply an increase on the complexity of the 
electronics involved. Moreover, there is a need for extended capabilities like frequency 
tunable devices, ultra-low losses or high power handling, which make use of advanced 
materials for these purposes. In addition, increasingly demanding communication 
standards and regulations push the limits of the acceptable performance degrading 
indicators. This is the case of nonlinearities, whose effects, like increased Adjacent 
Channel Power Ratio (ACPR), harmonics, or intermodulation distortion among others, 
are being included in the performance requirements, as maximum tolerable levels. 
In this context, proper modeling of the devices at the design stage is of crucial 
importance in predicting not only the device performance but also the global system 
indicators and to make sure that the requirements are fulfilled. In accordance with that, 
this work proposes the necessary steps for circuit models implementation of different 
passive microwave devices, from the linear and nonlinear measurements to the 
simulations to validate them. The objective of this work is to study, analyze and 
illustrate, in different types of devices, how to implement circuit models to capture the 
nonlinear behavior. A key step to achieve this goal is an accurate characterization of 
materials and devices, which is faced by making use of advanced measurement 
techniques. Therefore, considerations on special measurement setups are being made 
along this thesis.  
9
  
Chapter I covers the special case of transmission lines made of High 
Temperature Superconductors (HTS) and the mechanisms of nonlinear generation that 
arise from these specific structures. A nonlinear phenomenological model for HTS 
transmission lines is proposed, which is obtained through the relation between the 
nonlinear surface impedance and the superfluid current density. Additionally, the HTS 
nonlinear circuit model is shown to be useful in predicting the performance of a 
limiting multiplexer filter bank, through simulations. Finally, the analysis of impedance 
mismatched nonlinear transmission lines is presented and closed-form expressions are 
obtained. 
Chapter II focuses on nonlinearities on Bulk Acoustic Wave (BAW) resonators, 
which are supposed to be the future filtering solution for mobile applications, and 
presents phenomenological models that provide a first attempt to reproduce the 
nonlinear performance. Distributed models, which capture the acoustic propagation 
through the materials stack, and lumped models, which are a discrete representation of 
the resonance conditions, are presented and compared with measurements. 
Additionally, Chapter II includes a detailed study of the second harmonic generation 
and its proper measurement techniques. 
Finally, Chapter III presents the interactions between electro-thermo-
mechanical fields in microwave devices and how these can give rise to nonlinearities. 
Physical and phenomenological models are presented for BAW resonators that take 
into account the nonlinearities produced by self-heating. Moreover, the impact of 
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temperature rise and self-heating on transmission lines made of regular metals and 
dielectrics, and HTS or ferroelectrics is assessed. 
 This work is presented as a compendium of articles, which all of them discuss 
the previous work when necessary, and the methodology as well. The following 
schematic diagram illustrates the relation between the articles and Appendix A and B: 
Chapter I - Nonlinear transmission lines
(electromagnetic)
Chapter II - Bulk Acoustic Wave resonators
(electro-acoustic)
Chapter III - Electro-thermo-mechanical nonlinearities
HTS Ferroelectrics
3 4 5 6 7
8 9
10 A
BAW - Phenomenological BAW - Physical
B11
1
2
Nonlinear ZS
Multiplexer
Impedance mismatched TL
Lumped 
model
Distributed
models
Thermal effects in 
transmission lines
Limiters Ferroelectrics
Distributed model
Physical
model
 
The articles in each chapter, including Appendix A and B, are as follows: 
Chapter I – Nonlinear transmission lines 
1. E. Rocas, C. Collado, A. Padilla, J. C. Booth, “On the Relation Between the 
Nonlinear Surface Impedance and the Superfluid Current Density in High-
Temperature Superconductors”, IEEE Transactions on Applied 
Superconductivity, Accepted for publication and available online at 
IEEExplore.org as Early Access. 
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2. E. Rocas, A. Padilla, J. Mateu, N. Orloff, J. M. O'Callaghan, C. Collado, J. C. 
Booth, “Superconducting Multiplexer Filter Bank for a Frequency-Selective 
Power Limiter”, IEEE Transactions on Applied Superconductivity, Accepted for 
publication and available online at IEEExplore.org as Early Access. 
3. J. Mateu, C. Collado, N. Orloff, J. C. Booth, E. Rocas, A. Padilla, J. M. 
O'Callaghan, “Third-Order Intermodulation Distortion and Harmonic 
Generation in Mismatched Weakly Nonlinear Transmission Lines”, IEEE 
Transactions on Microwave Theory and Techniques, vol. 57, no. 1, pp. 10-18, Jan. 
2009 
Chapter II – Bulk Acoustic Wave resonators 
4. E. Rocas, C. Collado, J. Mateu, H. Campanella, J. M. O'Callaghan, “Third order 
intermodulation distortion in Film Bulk Acoustic Resonators at resonance 
and antiresonance”, 2008 IEEE MTT-S International Microwave Symposium 
Digest, pp. 1259-1262, 15-20 June 2008 
5. E. Rocas, C. Collado, A. Padilla, J. Mateu, J. M. O'Callaghan, “Nonlinear 
distributed model for IMD prediction in BAW resonators”, 2008 IEEE 
International Ultrasonics Symposium, pp. 1557-1560, 2-5 Nov. 2008 
6. C. Collado, E. Rocas, J. Mateu, A. Padilla, J. M. O'Callaghan, “Nonlinear 
Distributed Model for Bulk Acoustic Wave Resonators”, IEEE Transactions 
on Microwave Theory and Techniques, vol. 57, no. 12, pp. 3019-3029, Dec. 2009 
7. C. Collado, E. Rocas, A. Padilla, J. Mateu, J. M. O'Callaghan, N. D. Orloff, J. C. 
Booth, E. Iborra, R. Aigner, “First-Order Elastic Nonlinearities of Bulk 
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Acoustic Wave Resonators”, IEEE Transactions on Microwave Theory and 
Techniques, Accepted for publication and available online at IEEExplore.org as 
Early Access. 
Chapter III – Electro-thermo-mechanical nonlinearities 
8. E. Rocas, C. Collado, N. Orloff, J. C. Booth, “Third-order intermodulation 
distortion due to self-heating in gold coplanar waveguides”, 2010 IEEE MTT-S 
International Microwave Symposium Digest, pp. 425-428, 23-28 May 2010 
9. E. Rocas, C. Collado, N. D. Orloff, J. Mateu, A. Padilla, J. M. O'Callaghan, J. C. 
Booth, “Passive Intermodulation Due to Self-Heating in Printed 
Transmission Lines”, IEEE Transactions on Microwave Theory and Techniques, 
vol. 59, no. 2, pp. 311-322, Feb. 2011 
10. E. Rocas, C. Collado, J. Mateu, N. Orloff, J. C. Booth, J. C., “Modeling of Self-
Heating Mechanism in the Design of Superconducting Limiters”, IEEE 
Transactions on Applied Superconductivity, Accepted for publication and 
available online at IEEExplore.org as Early Access. 
11. E. Rocas, C. Collado, J. C. Booth, E. Iborra, R. Aigner, “Unified model for Bulk 
Acoustic Wave resonators' nonlinear effects”, 2009 IEEE International 
Ultrasonics Symposium, pp. 880-884, 20-23 Sept. 2009 
A. E. Rocas, C. Collado, J. Mateu, N. Orloff, J. M. O’Callaghan, J. C. Booth, “A 
large-signal model of ferroelectric thin-film transmission lines”, Submitted to 
IEEE Transactions on Microwave Theory and Techniques, March 2011 
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B. E. Rocas, C. Collado, J. Mateu, N. D. Orloff, R. Aigner, J. C. Booth, “Electro-
thermo-dynamic model for bulk acoustic wave resonators”, To be submitted to 
IEEE Ultrasonics, Ferroelectrics and Frequency Control, March 2011. 
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CHAPTER I - NONLINEAR TRANSMISSION LINES 
 
The use of HTS in microwave applications raised a lot of expectations when the 
technology was discovered. In spite of that, the HTS microwave systems have not 
succeeded in entering the general market, but remain as an irreplaceable technology for 
some specific applications. However, the HTS technology has intrinsic nonlinearities 
that have been a matter of research since its discovery and can potentially degrade the 
performance of the devices. This chapter analyzes the intrinsic nonlinear phenomena in 
HTS transmission lines at microwave frequencies. 
The first article is a theoretical study of the origins of nonlinearity in HTS, and 
results into a distributed nonlinear circuit model that captures the HTS nonlinear 
behavior. The study is based on the two-fluid model for HTS and relates the nonlinear 
surface impedance to the superfluid current density. 
The second article illustrates how the inherent nonlinear behavior of HTS is 
used to implement a multiplexer filter that can limit the input power in nanoseconds 
time scale. The presented study allows one to properly design limiting resonators for 
specific maximum acceptable power levels. 
Finally, the third article presents the analysis and study of impedance 
mismatched nonlinear transmission lines and how this impacts the nonlinear 
observables, which can be applied to the study of ferroelectric and HTS mismatched 
transmission lines.  
The articles in Chapter 1 are: 
15
  
 E. Rocas, C. Collado, A. Padilla, J. C. Booth, “On the Relation Between the 
Nonlinear Surface Impedance and the Superfluid Current Density in High-
Temperature Superconductors”, IEEE Transactions on Applied 
Superconductivity, Accepted for publication and available online at 
IEEExplore.org as Early Access. 
 E. Rocas, A. Padilla, J. Mateu, N. Orloff, J. M. O'Callaghan, C. Collado, J. C. 
Booth, “Superconducting Multiplexer Filter Bank for a Frequency-
Selective Power Limiter”, IEEE Transactions on Applied Superconductivity, 
Accepted for publication and available online at IEEExplore.org as Early 
Access. 
 J. Mateu, C. Collado, N. Orloff, J. C. Booth, E. Rocas, A. Padilla, J. M. 
O'Callaghan, “Third-Order Intermodulation Distortion and Harmonic 
Generation in Mismatched Weakly Nonlinear Transmission Lines”, IEEE 
Transactions on Microwave Theory and Techniques, vol. 57, no. 1, pp. 10-18, 
Jan. 2009 
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On the Relation Between the Nonlinear Surface
Impedance and the Superfluid Current Density in
High-Temperature Superconductors
Eduard Rocas, Student Member, IEEE, Carlos Collado, Senior Member, IEEE, Alberto Padilla, and James C. Booth
Abstract—The nonlinear surface impedance is related to a local
description of the nonlinear superfluid current density that de-
pends on the condensate velocity, by use of the definition of surface
impedance as the ratio between the electric field and magnetic field
at the conductor surface. To obtain this relation, we follow a rig-
orous approach based on the time-domain nonlinear London equa-
tions and the two-fluid model. The formulation is compared with
harmonic balance simulations of an equivalent transmission line
circuit that models a plane wave propagating across a vacuum-su-
perconductor boundary, and shows very good agreement for the
resulting surface impedance as a function of current density at the
surface.
Index Terms—HTS, nonlinear surface impedance, supercon-
ductor, superfluid current density, surface reactance, surface
resistance.
I. INTRODUCTION
T HE surface impedance is one of the most useful andmost often applied material parameters used to charac-
terize the properties of a superconductor. It directly describes
the electromagnetic properties of the superconductor material,
such as the Meissner effect and the square-law scaling of the
losses with frequency. Furthermore, the surface impedance can
be easily related to measurable figure-of-merit of resonators,
such as quality factor and resonance frequency [1]. For these
reasons, the surface impedance is the most common parameter
used to characterize the linear electromagnetic properties of su-
perconductors. The surface impedance has also been extensively
applied to characterize superconductor nonlinear properties.
In a linear regime, a formula for is found by use of the
two-fluid model in phasors, by assuming sinusoidally varying
Manuscript received August 03, 2010; accepted September 30, 2010. This
work was partially supported by the Spanish Ministry of Science and Inno-
vation through Grant TEC-2009-13897-C03-01/TCM, by the AGAUR, Gen.
de Catalunya (2008-BE2-00196), and by the Spanish Ministry of Education
through Ph.D. fellowships for E. Rocas (BES-2007-16775) and A. Padilla
(AP200802235). This work is partially supported by the U.S. Government,
which is not subject to U.S. copyright.
E. Rocas is with the Universitat Politècnica de Catalunya (UPC), Barcelona
08034, Spain, and also with the National Institute of Standards and Technology,
Boulder, CO 80305 USA.
C. Collado and A. Padilla are with Universitat Politècnica de Catalunya
(UPC), Barcelona 08034, Spain (e-mail: collado@tsc.upc.edu).
J. C. Booth is with the National Institute of Standards and Technology,
Boulder, CO 80305 USA (e-mail: booth@boulder.nist.gov).
Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TASC.2010.2085030
quantities in the steady state. In the nonlinear case experimental
characterization is usually directly related to measurements in
the linear regime. For example, the resonance frequency and
quality factor of a resonator are measured to obtain , but in
the nonlinear case, the measurements are done as a function of
the input power. They show measurable detuning and saturation
for sufficiently high input power. These measurements give ,
as a function of the peak magnetic field; for example, .
Subsequently, can be related to physically-rele-
vant nonlinear parameters, such as the local pair-breaking cur-
rent density , as described in [2]. Obtaining is extremely
useful for different materials comparison and it can contribute
to better understand the nature of superconductivity phenomena
in high temperature superconductors [3]. Unfortunately it is not
straightforward to connect with , because of the
nonlinear aspect of the problem. This implies, for example, that
the expressions for the complex linear can no longer be
simply generalized to the nonlinear regime by simply replacing
the London penetration depth with a nonlinear version. This is
because the linear expressions were derived in the frequency
domain, and nonlinear analysis is better handled in the time do-
main.
In this work, we obtain new formulas for the nonlinear sur-
face impedance, which is defined as the ratio between tangential
electric and magnetic fields at the surface of a conductor sheet
[4], as derived from the time-domain nonlinear London equa-
tions and the two-fluid model. These formulas relate the experi-
mental observables to the nonlinear device-independent param-
eters, such as the current density. They differ from the widely
used phenomenological formulas, and will be compared with
circuit-based simulations of a plane wave propagating through
a nonlinear HTS material.
II. MAGNETIC FIELD INSIDE THE HTS NONLINEAR
PENETRATION DEPTH
In a superconducting material, the nonlinear problem can be
formulated by starting with the definition of current including
condensate density nonlinearity [5]
(1)
where is the superfluid current density in the two-fluid
model, which depends on the condensate velocity . For
intrinsic nonlinearities and -wave superconductors,
can be written as [5], [6]:
(2)
17
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
2 IEEE TRANSACTIONS ON APPLIED SUPERCONDUCTIVITY
where is a temperature-dependent coefficient that
sets the strength of the nonlinearity and is the superfluid
current density for . With (2), (1) can be written as [5]
(3)
This model of nonlinearity is one of the simplest expressions
that we can find in the literature. In spite of its simplicity, the
model can explain most of the experimental data for intermodu-
lation distortion (IMD) in resonators fabricated from high tem-
perature superconductor (HTS) thin films, as it implies a 3:1
slope for the logarithmic plot of IMD power vs. the input power
[7].
If we assume an incident plane wave on a superconductor sur-
face, we can calculate the current and field distributions within
the superconductor. In a linear problem, this is usually done by
solving the wave equation for the electric and magnetic fields,
which leads to an exponential decrease of both quantities within
the superconductor. For the nonlinear problem, the wave equa-
tion needs to be re-analysed with the appropriate generalization
of the relevant quantities.
The condensate velocity is related to the volume current den-
sity by use of [5]
(4)
Reference [5] proposes to solve a nonlinear version of the
London equation that comes from substituting (3) into (4) and
assuming that :
(5)
where is the London penetration depth:
.
Now the superconductor is considered to occupy the half-
space and with a uniform incident plane wave propagating
towards positive z. The magnetic field is denoted as and
the electric field as , so the screening current flows par-
allel to ; and . Equation (5) is then simplified to
(6)
Due to the continuity of tangential fields at , the boundary
condition is
(7)
This equation is solved in [5], and the solution assuming
is
(8)
The magnetic field inside the superconductor is then
(9)
with . Equation (9) fol-
lows a more complicated relation than the low-signal exponen-
tial behavior of the linear case , although
a plot of both distributions as a function of shows that they
are very similar. However, by use of (9), the initial decay rate
is different from . The decay rate at
the surface depends on the magnitude of and its inverse is
defined as an effective penetration depth , resulting in
(10)
if is assumed. Note that is also the ratio
between the current at the surface and the
magnetic field .
In terms of , we can write
(11)
with . In a similar way, we could rewrite
of (2) at the surface as
(12)
and note that is different from the nonlinear London pen-
etration depth obtained by replacing for in
, as is usually done:
(13)
As we will see in the next section, the fact that is no longer
equal than has a significant effect on the calculation of
the nonlinear surface reactance.
III. SURFACE REACTANCE
We now apply this local model to calculate the surface
impedance, which will be obviously nonlinear and dependent
on the strength of the magnetic field at the surface. The surface
impedance is defined as the ratio between tangential electric
and magnetic fields at the surface of a conductor sheet [4]
(14)
We can calculate the surface impedance by deriving the tan-
gential electric and magnetic fields at the surface and applying
(12). By use of the two-fluid model, the electric field inside the
superconductor is related to the superfluid current density by
and with (1), we can write
(15)
Therefore, with (12), the current density and the electric field at
are related by
(16)
18
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Eqn. (16) can be written in powers of if :
(17)
Note that and are time-dependent quantities. If we assume
that the incident wave is sinusoidal we can
approximate as and obtain the fundamental
frequency component of , , as
(18)
The nonlinear ratio between electric field and current den-
sity can now be calculated by use of equation (18). In a linear
problem, and we can think about extending this
equality to the nonlinear problem, and use (18) to calculate the
surface impedance. Nevertheless, this would be erroneous be-
cause the ratio between and is given by the effective pen-
etration depth derived in the previous section. Instead, we main-
tain the assumption , and by use of (10), we can evaluate
(17) at the surface :
(19)
and by use of (11) and (13), for we obtain,
(20)
Hence, as previously done, the fundamental harmonic compo-
nent is
(21)
Then we can write the surface reactance directly as
(22)
Note that the coefficient , which quantifies the strength
of the nonlinearities, is one fourth as large as the one obtained
if the quotient between and is used to obtain the surface
impedance.
IV. SURFACE RESISTANCE
The formulation involving the nonlinear surface resistance is
more complicated than for the nonlinear surface reactance. We
begin by rewriting the ratio between and at the surface,
but now consider that instead of . The two-fluid
model gives a conductivity that is related with normal conden-
sate fraction by
(23)
Therefore, its corresponding nonlinear dependence on the cur-
rent density can be written as
(24)
with
(25)
At the surface , with (15) and , we obtain
(26)
which can be rewritten as
(27)
if , as is usually the case.
Now, we replace (13) in (27) to obtain the ratio between the
-frequency components and :
(28)
As is shown in the following section, this equation has been
verified with nonlinear simulations using a circuit model ap-
proach, and show agreement within 0.5% level.
The surface resistance involves the magnetic field and not just
the current density, and we should extend the concept of effec-
tive penetration depth of (11) to relate and , but consider
instead of . We should repeat the procedure
of Section III but start with
(29)
instead of (6). Then, we need to solve:
(30)
We have found no solution for this nonlinear equation, but by
doing simulations with the equivalent circuit explained in the
following section, we have found that, at the surface, the ratio
between magnetic field and current density phasors follows the
relation
(31)
The surface impedance can then
be written multiplying (28) and (31) as
(32)
This expression agrees well with the simulations described in
the next section. Note that the nonlinear term of the surface re-19
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Fig. 1. Two-fluid equivalent circuit for a plane wave that propagates in a su-
perconductor.
Fig. 2. (Circles, red line) Magnetic and (squares, blue line) electric fields in a
superconductor, obtained via a circuit simulation approach.
Fig. 3. (Solid line) Surface impedance obtained with (32) and (circles) har-
monic balance simulations. Dashed line corresponds to a direct non-lineariza-
tion of the usual surface impedance.
actance is half that compared to the value obtained directly by
use of (13) instead of in the linear expression of the reac-
tance. In the case of the resistance, the nonlinear terms of (32)
are around to be one-fifth as large.
V. EQUIVALENT CIRCUIT SIMULATIONS OF THE
TWO-FLUID MODEL
From Maxwell’s equations, the electric and magnetic fields
inside the semi-infinite superconductor slab are related by
(33)
where by use of the two-fluid model, and
(34)
Fig. 1 shows an equivalent transmission line circuit that corre-
sponds to (33) and (34) in the TEM approximation. The current
density of and are calculated by use of
at each segment of length dz.
The fields inside the superconductor are calculated by means
of numerical techniques to analyse the cascading of several non-
linear circuits such as that described in Fig. 1. We have done this
by use of an electromagnetic circuit simulator. Fig. 2 shows the
electric and magnetic fields as a function of .
Fig. 3 shows the surface impedance obtained from simula-
tions and by use of (32). The agreement between the simulated
and closed-form expressions is very good. Fig. 3 also shows the
surface impedance that would be obtained by use of a direct gen-
eralization of the usual linear surface impedance expressions.
VI. CONCLUSION
We have developed a phenomenological expression for the
nonlinear surface impedance consistent with the nonlinear sim-
ulations of an incident plane wave on a superconductor surface.
We have also shown that the present formulation yields signifi-
cantly different results than those obtained from a direct extrap-
olation of the linear formula of the surface impedance derived
in the frequency domain.
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Superconducting Multiplexer Filter Bank for a
Frequency-Selective Power Limiter
Eduard Rocas, Student Member, IEEE, Alberto Padilla, Jordi Mateu, Senior Member, IEEE, Nathan Orloff,
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Abstract—This work proposes a superconducting multiplexer
filter bank configuration to be used as a frequency-selective
power limiter. The proposed configuration limits narrowband
high-power signals within a single frequency band without de-
grading the signal performance in the rest of the frequency bands.
To accomplish this, we need to calculate the limiting power of
superconducting filters implemented by means of half-wavelength
transmission line resonators. The limiting power is obtained as
a function of the resonator geometry, filter bandwidth, and filter
order. Practical issues occurring in superconducting filters oper-
ating at high power, such as the reduction of the quality factors
and de-tuning, are also analyzed and shown to not adversely affect
the overall multiplexer power limiter performance.
Index Terms—Critical current, filter, filter bank, limiter,
multiplexer.
I. INTRODUCTION
O NE of the fundamental properties of superconductingmaterials is their ability to switch from a high-loss
normal state to a low-loss superconducting state, when cooled
below the critical temperature [1]. But these materials,
while in the superconducting state below , can also switch
to the high-loss state when a high power signal is injected,
because of their nonlinear surface impedance [1]. This property
can be used to develop microwave power limiter devices, in
which the current flows with high losses when the current
density reaches the material-dependent critical current density
and consequently the signals are attenuated at the output of
the limiter.
The advantages of superconducting materials, for the de-
sign of microwave power limiters, over other technologies
are mainly their short transition period from the supercon-
ducting to the normal state, their very low-loss behavior in the
superconducting state, and their ability to reversibly switch
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between low-loss and high-loss states. Previous work has
shown that superconducting transmission line limiters can
be used to protect downstream electronics from high-power
transients, with nanosecond or less turn-on periods [2], [3].
These result in broadband limiters that provide attenuation over
the entire frequency band of interest whenever a high-power
signal is present. A more desirable approach is to restrict
the limiter response to a narrow frequency band around the
high-power signal, without degrading the device performance
in the remainder of the frequency band. To accomplish this, we
implemented a multiplexed superconducting limiter filter bank.
The limiting power in superconducting transmission line lim-
iters was set by the operating temperature and by the cross-sec-
tion of the implemented transmission line [2], [3], usually re-
sulting in very narrow line-widths (10 to 20 ). It is ex-
pected the use of resonant structures as limiting devices could
provide a better control of the limiting power, because addi-
tional factors may be used for control, such as quality factor
(Q) and coupling between resonators and input and output ports
[4]. This approach could also lower the threshold powers signif-
icantly compared to those of transmission line limiters.
In this work, we use the measured response of transmission
line limiters as the basis for the design of narrowband signal-
limiting filters at microwave frequencies. We calculate the cur-
rent density distribution of the individual resonators that con-
stitute the filter from the incident power, as a function of the
filter topology, bandwidth, quality factor, and dimensions, and
subsequently determine the filter response as a function of inci-
dent power. We also studied the detuning of the filter produced
by a high power signal and its effect on the overall multiplexer
response.
II. MULTIPLEXING ARCHITECTURE
Fig. 1 outlines a multiplexing architecture in which the in-
cident signal is split into several frequency bands, and subse-
quently re-combined. Each frequency band, set by a microwave
filter, takes only a portion of the incident signal. When the signal
power at one or several frequency bands exceeds the limiting
power value, set by the critical current density , the supercon-
ducting transmission line resonators switch from the low-loss
superconducting state to the high-loss normal state. Therefore,
the signal in the high power channel is attenuated and thus the
downstream circuitry is protected from the effects of large tran-
sient input signals. Because the transition from the supercon-
ducting state to the normal state is reversible and occurs on
nanosecond timescales, the architecture of Fig. 1 can also be
21
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Fig. 1. Outline of the multiplexing architecture, used to protect an analog to
digital converter (ADC) from high-power transients.
understood as a high-performance, nanoseconds tunable notch
filter.
III. LIMITING POWER AND GEOMETRY IN SUPERCONDUCTOR
TRANSMISSION LINES
The superconducting transmission line limiters reported
in [2], [3] essentially consist of typical coplanar waveguides
(CPW) transmission line, structured to exceed the critical
current density for a given input power level. Such devices
were fabricated from a 180 nm YBCO thin film deposited on
an -plane sapphire substrate by pulsed-laser deposition, with
a thin (20 nm to 50 nm) CeO buffer layer. Sapphire substrates
were used for their high thermal conductivity and low mi-
crowave loss. The measured surface resistance at 3 GHz and
70 K was approximately in . The CPW transmis-
sion lines had three different center-conductor line widths (55
, 22 , and 11 ) and gap spacings (105 , 40 ,
and 20 , respectively) between the center conductor and
ground planes on either side, to achieve a 50 characteristic
impedance. Measurements of the limiting behavior revealed an
average critical current density at 70 K of .
In this section the material parameters extracted from pre-
vious work [2], [3] are used to obtain the saturation power in a
different set of CPW transmission lines. Each CPW transmis-
sion line has a center conductor that ranges from 10 to 450
wide, and the gap is set to obtain 50 transmission lines.
In a 50 superconducting transmission line, matched both with
the source and the load, the total peak current flowing through
a cross-section of the transmission line can be related to the
input available power by
(1)
Note, therefore, that for a given input available power, a whole
range of transmission lines of different dimensions would
yield the same total currents, as long as the same characteristic
impedance is preserved.
The total current is distributed along the cross-section of the
transmission line, note that the current density peaks are at the
edges of the center conductor and at the inner edges of the
ground planes. The current density profile can be calculated
by means of numerical techniques such as the Weeks-Sheen
method [5], [6]. Fig. 2 displays the maximum current density ob-
tained in the center conductor (in solid line) for an input power
Fig. 2. Dashed line: saturation power as a function of the line width. Solid line:
maximum current density as a function of the center conductor width (W), for
an input power      .
of 5 , as a function of the center conductor width. As ex-
pected, the current density increases for narrower transmission
lines. These values are then used, along with (1), to obtain, as a
function of center conductor width, the incident power that
gives a current density that exceeds the critical current density of
. The results in Fig. 2 (dashed line) show an
almost linear dependence of saturation power on the conductor
width.
This result shows explicitly that the limiting power in a su-
perconducting transmission line can be set by use of the trans-
mission line width. In the following section, we make use of
these material properties to obtain the limiting power for fre-
quency-selective resonators.
IV. SUPERCONDUCTING RESONATOR LIMITERS
Here we evaluate the saturation power in CPW and microstrip
superconducting half-wavelength resonators. Note that, in con-
trast to the traveling wave transmission line, a resonator need not
have a characteristic impedance of 50 . This allows us to use
microstrip configurations of several center conductor widths, in
addition to CPW configurations. In a half-wavelength transmis-
sion line resonator the current distribution along the line follows
approximately a sinusoidal profile , where
and is the maximum peak current achieved in the
middle of the line. We also know that the value depends on
the factor of the resonator. Hence, high- resonators reach
high-current values, which in turn results in lower saturation
powers.
To achieve high s in planar technology, designs typically
employ relatively wide transmission lines, and concurrently
reach high current peaks . We propose the CPW and mi-
crostrip resonator configurations outlined in Figs. 3(a) and 3(b),
respectively, which consist of non-uniform transmission lines,
where the width of the central region (in grey) is made narrower
than the width of the rest of the resonator. Additionally, since
the nonlinear behavior in superconductors is a distributed effect
[12], this configuration would reduce the nonlinear effects
produced in the resonant transmission line.
In non-uniform transmission line resonators the factor is
(2)
22
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Fig. 3. Outline of the resonators: a) CPW, b) microstrip.
Fig. 4.   factors as a function of the transmission line width, for microstrip
and coplanar resonator configurations and for values of       , 
and .
where and are the inductance and resistance per unit
length, corresponding to the wider region, and and
are the inductance and resistance per unit length corresponding
to the narrower region. The distributed inductance and resis-
tance values can be obtained by means of the Weeks-Sheen
method [5], [6], for the widths and thicknesses of each re-
gion. The and terms are geometrical factors, given as
and , respec-
tively, where is the total length of the wider region of the
transmission line resonator of Fig. 3, and is the length
of the narrower region. Note that when the current distribution
differs from a sinusoidal pattern the values of and have
to be recalculated accordingly. The relation between the driven
available power and the maximum current in the resonator is
(3)
where is the loaded and the coupling coefficient be-
tween the input (output) port and the resonator.
By use of (2), we extract the factor for a set of CPW and
microstrip resonators as a function of the line width on the center
region of the conductor and for several values of ( ,
and ). Note that the wider parts of the transmission
lines are set to a fixed value of 450 , which results in 50
regions.
The data of Fig. 4 are used, along with (3), to obtain the max-
imum current and maximum current density for the
set of CPW and microstrip resonators. For a critical coupling
value and for a fixed drive power , the
results for CPW and microstrip resonators are summarized in
Figs. 5(a) and 5(b), respectively. The maximum current in-
creases with the width of the conductor due to the depen-
dence, whereas the maximum current density decreases when
the center conductor width increases. Additionally, by use of
Fig. 5. Maximum current  (left ordinate) and maximum current density
 (right ordinate) as a function of the conductor width and for several
values of       ,  and . (a) CPW; (b) microstrip.
Fig. 6. Saturation power as a function of the conductor width and for      
,  and , for CPW and microstrip.
(3), we also obtain the saturation power for the resonant struc-
tures presented above. For the CPW and microstrip resonators,
the results are shown in Fig. 6. Note that the saturation power is
reduced considerably compared to the case for the transmission
line limiters.
V. POWER LIMITING SUPERCONDUCTOR FILTER BANK
Next, we need to find the total current flowing through the
filter resonators, as was previously done to obtain the saturation
power, so that the total current can then be linked to the current
density distribution. The resonant structures assumed for this
investigation are those presented in the previous section, and
their factors are summarized in Fig. 4.23
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
4 IEEE TRANSACTIONS ON APPLIED SUPERCONDUCTIVITY
Fig. 7. Outline of the filter circuit model made of in-line coupled resonators.
We start by considering a circuit model of a filter made of
coupled resonators (see Fig. 7), which can be formulated with
its general admittance matrix [7]. Note that for clarity
Fig. 7 corresponds to an in-line filter configuration. Neverthe-
less, the formulation below is general for any filter topology.
The admittance lumped elements correspond to the RLC par-
allel resonator model [8]. The admittance matrix is then used
to obtain the voltage at each node of the equivalent-circuit
model as a function of the current source , which is related to
the driven power . The resulting dissipated power
is
(4)
where is the lumped resistance that accounts for the resonator
losses and can be related to the quality factor as ,
where is the inductance of the RCL resonator model [8].
The filter configurations assumed in this section use the last res-
onator in the filter network as the limiting resonator. Note how-
ever that the formulation and results could be extended for any
other location of the limiting resonator or even when more than
a limiting resonator is used. The final position of the limiting
resonator would depend on the multiplexing architecture used
in the prototype, not yet properly addressed in this work.
The dissipated power at each resonator can also be obtained
from the current distribution at each resonator, for half-wave-
length resonators, the current distribution at the ith resonator is
. Then, the resulting dissipated power can
be obtained as:
(5)
By equating (4) and (5), we can extract the maximum current
at each resonator, which is used to obtain the maximum current
density and therefore the saturation power. By doing that, we
can find the saturation power for several filters, of different order
and bandwidth (BW). Fig. 8 shows the saturation power
in a fourth order Chebyshev filter with return losses of 20 dB,
centered at 3 GHz and for 20 MHz and 200 MHz bandwidths,
as a function of the center conductor width.
The results reveal that the required power to saturate the filter
decreases when the filter bandwidth decreases and approaches
that required in a single resonator for very narrow band filters.
This conclusion might be very significant from a practical point
of view, since we can set the limiting power by designing filters
of different bandwidths. In addition, Fig. 9 shows the saturation
power for a Chebyshev filter (with 20 dB return losses) for sev-
eral orders, , 4, 6 and 8. In this case, we can be observed
that the saturation power is largely independent of the order of
the filter.
Fig. 8. Saturation power for 4th order Chebyshev filters of 20 MHz and 200
MHz bandwidth. The saturation power for a single microstrip resonator is also
depicted for comparison.
Fig. 9. Saturation power for third-, fourth-, sixth- and eighth-order Chebyshev
filters with 20 MHz bandwith. Dotted: eighth, dashed: sixth, dash-dotted: fourth,
and solid: third.
VI. PRACTICAL CONSIDERATIONS ON THE IMPLEMENTATION
OF A SUPERCONDUCTING POWER LIMITER MULTIPLEXER
The formulation and procedure presented here allow us to
extract the limiting power of a superconducting filter by ob-
taining the total current that flows through the resonators when
the maximum current density exceeds the critical current den-
sity. However, the inherent nonlinear nature of superconductors
[9], which gives rise to the limiting behavior, can also produce
effects such as detuning and saturation at high current densities.
Therefore, we may expect a variation of the resonant frequency
and reduction in for the resonators in the filter as the current
density increases. The quantification of the detuning and re-
duction can be obtained by means of modeling the nonlinear
distributed effects of the superconducting resonators [9]–[13].
Assessment of the detuning effects and reduction in a
single filter is necessary when the filter is used in a multiplexing
architecture, because an out-of band variation of the input re-
flective coefficient may adversely affect the entire system
performance [7]. Fig. 10 shows the above-mentioned effects
in a sixth-order Chebyshev filter centered at 3 GHz with a
200 MHz bandwidth, and whose initial Q values are set to .
Figs. 10(a) and 10(b) show the frequency response of the filter
when the of the last resonator is reduced from to
and , respectively. The results show that the input reflection
coefficient remains fully reflective when out-of-passband,24
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Fig. 10. Filter frequency response. (a) the Q of the last resonator is reduced
from 10,000 to 1,000; (b) the Q of the last resonator is reduced from 10,000 to
100; (c) the last resonator is detuned by 2%, maintaining a Q of 10,000; and (d)
the last resonator reduces the Q from 10,000 to 100 and detuned 2%. The pink
line corresponds to   , the blue line to   and the black line to   .
and the transmission coefficient suffers additional insertion
loss. Fig. 10(c) shows the frequency response when the last
resonator is detuned by 2%. When the detuning of the last
resonator occurs, there is still a fully reflective input coefficient.
Finally, in Fig. 10(d) we show the effects of a reduction of
(from to ) and detuning of the last resonator by 2%.
From the results of Fig. 10 we may therefore conclude that the
nonlinear effects occurring in the superconducting filters do not
degrade the overall performance of the multiplexing scheme,
and will only produce attenuation of the signal passing through
the corresponding filter.
The nonlinear effects also produce spurious signals which
may reduce the ADCs dynamic range. Although this is not ex-
plicitly addressed in this work, the short narrow limiting section
in the middle of the transmission line forecast a low value of
intermodulation signals [12].
VII. CONCLUSION
This work evaluated the use of a superconducting multiplexer
filter bank to operate as a frequency-selective power limiter. In
order to achieve this functionality, we have formulated the satu-
ration power of the resonators and filters as a function of the su-
perconducting material properties, geometry of the resonators,
and the parameters defining the filters, such as the filter band-
width and filter order. We then used this formulation to calculate
the limiting power in several filter configurations. We have used
the material parameters extracted from measurements on trans-
mission-line limiters [2]. We conclude that the limiting power in
a multiplexing architecture would be much lower than that re-
quired in a regular transmission line limiter. The limiting power
can be controlled by the dimensions of the resonators that con-
stitute the filters, the operating temperature, and the filter band-
width. Analysis of the nonlinear effects occurring in a supercon-
ducting device shows that the overall performance of the multi-
plexing structure would not be degraded by the nonlinearities.
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Abstract—This paper describes a procedure to obtain analytical
expressions for the spurious signals generated in nonlinear trans-
mission lines with impedance mismatch when they are subject to
small-signals. Using these expressions one can rapidly extract the
nonlinear parameters describing the nonlinear effects due to the
conductor,    and   , such as in superconductors, and/or the
nonlinear parameters due to the dielectric,    and   , such
as in ferroelectrics. The resulting closed-form expressions have
been validated by equivalent circuit simulations. Spurious signal
measurements on several coplanar waveguide superconducting
and ferroelectric transmission lines have been explained by the
use of the resulting closed-form expressions.
Index Terms—Ferroelectrics, harmonic balance, intermodula-
tion products, nonlinear measurements, nonlinearities, supercon-
ductors.
I. INTRODUCTION
B ROADBAND response of materials to electromagneticstimuli provides important information about their elec-
tronic and fundamental properties. This information may
help to accelerate the development and incorporation of new
electronic materials such as high-temperature superconductors
(HTSs), ferroelectrics, and magneto-electric and/or multifer-
roics in general, into devices used for electronic applications
[1]–[3]. For such characterization, we have used broadband
coplanar waveguide (CPW) structures [2]. We have extracted
the electrical parameters for the broadband frequency response
of our CPW structures using accurate calibration techniques
[4]–[6]; these electrical parameters may then be related to
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the properties of the constituent materials. Recently, these
techniques have been used to characterize fluids embedded
in microchannel structures integrated with CPW test struc-
tures [7], [8]. While this broadband linear characterization is
a necessary step toward the complete understanding of the
electromagnetic response of these different materials, it does
not always yield sufficient information to distinguish between
different theoretical models, and therefore, may not provide a
complete understanding of the material properties.
Additional information can be obtained for such materials
from the third-order nonlinear response to electromagnetic
stimuli [9]–[12] such as intermodulation distortion products or
third-order harmonics. These types of spurious signals are often
detectable at low signal levels, when there are no measurable
effects on the fundamental response of the system (i.e., that oc-
curring at the frequencies of the driving stimuli). For example,
third-order intermodulation products are often measureable
when no compression effects are seen in a two-port device, or
when no de-tuning is observed in a resonator [13].
To obtain the nonlinear response of different materials we
have developed a broadband two-tone high-dynamic-range
measurement system to capture the spurious signals resulting
from the nonlinear transmission lines [11], when they are fed
with weak fundamental tones. Accurate circuit models that
relate the measured spurious signals to the nonlinear circuit
parameters are then essential to characterize the nonlinear prop-
erties of the materials using parameters that are independent
of the specific test devices used in the measurements. Both
commercial and custom simulation software have been used
to adjust the relevant parameters in these equivalent circuit
models so that their response fits the measured results [11]. In
this study, we analyze these circuit models to obtain an analyt-
ical closed-form expression of the spurious signals generated
in a mismatched nonlinear transmission line (MNLTL) as a
function of the nonlinear distributed circuit parameters, which,
in turn, may be linked to the nonlinear material properties [9],
[11]. Note that these expressions are only valid in a small-signal
regime, i.e., when no effects on the fundamental response are
observed.
The circuit model for an MNLTL is described in Section II,
and the analytical procedure to obtain closed-form expressions
is presented in Section III and supported by the formulation of
the Appendix. Due to the effect of mismatch, these expressions
need to account for the presence of standing waves of the spu-
rious signals on the transmission lines. The complexity of the
27
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Fig. 1. Third-order nonlinear signals (at frequencies        ,        ,   ,
      ,       , and   ) generated by a two-tone incident signal with
fundamentals   and   .
analysis requires verification of the resulting closed-form ex-
pression with simulated results. Section IV compares the spu-
rious signals generated in an MNLTL using both the circuit sim-
ulation and the closed-form expressions. Finally, in Section V,
we used the obtained closed-form expression to fit the spurious
signals measured in an MNLTL [11].
II. NONLINEAR RESPONSE AND CIRCUIT MODEL FOR MNLTL
When a broadband nonlinear transmission line is fed with two
weak tones, at frequencies and , spurious signals appear at
mixing products and harmonics of the two fundamental driving
tones. Typically for third-order nonlinear products, we observe
spurious signals at the intermodulation products at frequencies
close to fundamental tones and , the inter-
modulation products at high frequencies and ,
as well as the third harmonics at frequencies and (see
Fig. 1). Understanding the relationships between the different
spurious signals generated by the nonlinear effects in the mate-
rial (conductor or dielectric) is very important in order to find an
accurate circuit model to describe their small-signal nonlinear
response. Note that due to the distributed nature of the nonlinear
effects, additional spurious signals would appear at other mixing
frequencies. However, since we operate a small-signal regime,
they may be usually neglected.
In the case of a unified description of the different spurious
signals resulting from a perfectly matched nonlinear transmis-
sion line, one would expect a simple relationship between the
spurious signals. In this case, due to the distributed nature of
the nonlinear effects, the spurious signals show a characteristic
linear dependence on the transmission line length. Closed-form
expressions for this case were reported in [9] and [14].
However, when we characterize dielectric materials with high
permittivity or a priori unknown permittivity, our CPW test
structures usually result in mismatched transmission lines. In
this case, the relationship between the spurious signals gener-
ated is not as straightforward and effects that one expects, such
as length dependence due to the distributed origin of the non-
linear properties, might not be directly identified from the mea-
sured results.
A. Circuit Simulation
As we have done in our previous studies [9], [11], [14], we
used a circuit simulator to extract the circuit parameters charac-
terizing the nonlinear transmission line response. To accomplish
this, we modeled the nonlinear transmission line by cascading
Fig. 2. Equivalent-circuit model of an elemental segment of length  of a
nonlinear transmission line.
many nonlinear elemental cells together, such as the one
shown in Fig. 2. The circuit parameters and correspond to
the resistance and inductance per unit length, respectively, and
in a quasi-TEM transmission line may be related to the mate-
rial properties of the conductor. and are the conductance
and capacitance per unit length, respectively, and may also be
linked to the dielectric properties. The nonlinear properties of
the material (conductor or dielectric) may also be accounted for
in the equivalent circuit of Fig. 2. To do that, we may use the
characteristic curve and the characteristic curve (the
flux being ) to define the distributed resistance and inductance
as a Taylor series expansion
(1)
(2)
Similarly we use the characteristic curve and the charac-
teristic curve ( being the charge) to define the distributed
conductance and capacitance as a Taylor series expansion as
(3)
(4)
The general nonlinear telegrapher’s equations may be written
as
(5)
Therefore, the nonlinear effects of the conductors are defined
by a nonlinear inductance and a nonlinear resistance (
and ) that
depend on the total current flowing through the line, whereas
the nonlinear effects due to the dielectric parts of the circuit are
defined by a nonlinear capacitance and a nonlinear conductance
( and
) that depend on the voltage on the line. Note
that this analogous approach is also used in [15] to obtain the
second harmonic generated in a nonlinear transmission line. In
[16], a similar small-signal approximation is used to assess the
nonlinear effects in left-handed transmission lines.
While the analysis using circuit simulations gives very accu-
rate results, this approach requires significant amounts of com-
puting time. In [9], we state that one requires cascading approx-
imately 200 elemental cells per wavelength to get accurate re-
sults. This rapidly ramps up to few thousand cells for long lines,
which, in turn, results in the same amount of nonlinear ports to
be solved with harmonic balance algorithms. Moreover, this ap-
proach gives no insight into how the relevant parameters interact28
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with each other to generate the measurable quantities. There-
fore, iterative steps are required to extract the nonlinear terms
from measurements of the spurious signals [11].
III. FORMULATION
This section uses the equivalent circuit of an elemental
segment of a nonlinear transmission line (Fig. 2) to obtain
closed-form expressions for the third-order intermodulation
products—spurious signals appearing at frequencies ,
, , and —and third harmonics—spu-
rious signals appearing at and —occurring in an
MNLTL. This procedure starts by applying the nonlinear teleg-
raphers’ equations, resulting from the set of equations (1)–(5)
(6)
(7)
where the terms and account for the nonlinear
contributions due to the conductive and the dielectric parts, re-
spectively. According to the equivalent circuit of Fig. 2, these
terms can be written as
(8)
(9)
The propagation equation, for a given frequency component
, resulting from the combination of (6) and (7), is
(10)
where and are, respectively, the propagation constant
and characteristic impedance of the line at .
The voltage and current terms act as
nonlinear generators at , and they may be obtained by using
the Fourier transform as
(11)
(12)
where and are, respectively, the current and voltage at fun-
damental frequencies and .
Now using the current and voltage distribution along the
line of (32) and (33), derived in the Appendix, and assuming a
quadratic nonlinear dependence as
and (13)
and (14)
where , , , and set the strength of the non-
linear effects, we analytically obtain the nonlinear voltage (11)
and current (12) generators at the frequency components where
the spurious signals occur. Note also that the assumption of
quadratic nonlinear effects is consistent with many experiments
reported in the literature [9]–[14].
Assuming that the propagation equation (10) accepts a solu-
tion of the form
(15)
where and are, respectively, the forward and back-
ward waveform along the transmission line at , we obtain the
following equation:
(16)
where and are the nonlinear sources at ,
detailed in the Appendix. The resulting and should
moreover satisfy the boundary conditions at both ends of the
transmission line and ,
(17)
(18)
where and are the reflection coefficients at the source
and at the load at .
To solve (16), we split the term on the right of (16) into its
forward and backward components as
(19)
where and represent the forward and backward com-
ponents. Using (19), we can rewrite (16) as
(20)
(21)
Now we only need to solve the two ordinary differential equa-
tions (20) and (21), use the boundary conditions (17) and (18),
and apply (15) to obtain the current distribution along the trans-
mission line at .
A. Intermodulation Product at
This section uses the analytical procedure described above to
obtain the current distribution along the line for the intermodu-
lation product at , . The forward
and backward components are, respectively, detailed
in (36) and (37).
The resulting and are
(22)
29
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(23)
where the constants and are found applying the
boundary conditions (17) and (18). The constants , ,
, , , and are related to the nonlinear terms
and and are
detailed in (38). Note that, throughout this paper, subscripts
and indicate the frequency components at ,
, and , respectively.
The development for the intermodulation product at
would read as (22) and (23) by only replacing the components at
by the ones at , and vice versa, and using the components
at instead of at (this is using the subscript
instead of ).
B. Intermodulation Product at
For the intermodulation product at , we use the for-
ward and backward components (39) and
(40), respectively. The resulting and
are
(24)
(25)
Now the subscript refers to the frequency components at
. The constants , , , , , and are
detailed in (43).
Again the result would be easily expanded for the spurious
signals occurring at .
C. Harmonic Generation at
The forward and backward components of the current distri-
bution along the line at are found using the forward
and backward components of (46) and (47), respectively.
The resulting and are
(26)
(27)
Fig. 3. Current at the end of the line for the spurious frequency components.
where the subscript refers to the frequency components at .
The constants , , , and are detailed in (48). Note that
these expressions would also be suitable for the third harmonic
of .
In the case of perfectly matched transmission lines,
, the above closed-form expression would read as reported
in [14].
IV. VERIFICATION: CIRCUIT SIMULATIONS
This section checks the expressions developed above in
(22)–(28) by comparing their results with the ones obtained
from a circuit simulation of an MNLTL. The circuit simulation
has been performed as outlined in Section II-A, and reported
elsewhere [9], [11].
The linear distributed circuit parameters defining the
simulated transmission line are nH/m,
pF/m, m, and S/m
(almost lossless dielectric). This results in a transmission line
of 36.7- characteristic impedance, which is then connected to
a 50- source and terminated with a 50- load. For this sim-
ulation, we consider quadratic nonlinear effects coming from
the conductor [see (13)], where
and H/mA . We then feed this line with
two tones at GHz and GHz and evaluate the
resulting spurious signals at , , ,
, , and using the corresponding closed-form
expressions and the simulated results.
Fig. 3 depicts the current at the end of the line as a
function of its length, for all spurious signals occurring in the
nonlinear transmission line. The labels on the figure IMD-HF,
IMD-LF, and 3H refer to the intermodulation distortion at
high frequency and ), the intermodulation
distortion at lower frequency ( and ) and
the third harmonics, respectively. The circles indicate the sim-
ulated results at the lower sideband of the spurious signals, i.e.,
, , and , whereas the squares indicate the
simulated results at the upper sideband of the spurious signals,
i.e., , , and . The solid and dashed lines30
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Fig. 4. Current at the end of the line for all spurious frequency components
when the fundamental tones   and   are set to 3 and 3.5 GHz, respectively.
Solid lines correspond to      ,     , and  , and dashed lines
correspond to      ,     , and  .
correspond to the values evaluated by the use of the closed-form
expressions, all agreeing very well with the simulated results.
The expected linear transmission line length dependence of
the spurious signals can be used to confirm the distributed origin
of the nonlinear effects and, therefore, rule out contributions
from possible external nonlinear sources. Although the results
in Fig. 3 show an increment of the spurious signals as a func-
tion of the length, they do not follow a linear dependence, as
it occurs in a perfectly matched transmission line. The fluctu-
ating length dependence, due to the mismatched effects, may
give higher nonlinear effects in shorter lines. This makes it dif-
ficult to predict, from the raw data, the distributed origin of the
nonlinearities without using simulations or the closed-form ex-
pressions developed here. Since the fluctuating behavior comes
from the mismatched effects, it depends on the operating fre-
quency and is, therefore, different for each spurious signal. This
phenomenon, if not taken into account, may lead to misleading
conclusions, such as asymmetries on the IMD (i.e., differences
between the signal power at and ) due to
memory effects [17].
Although not reported in this section, the closed-form expres-
sions have also been verified when the nonlinear effects come
only from the dielectric part and from both conductor and di-
electric parts. We have also verified the obtained expressions for
a several values of characteristic impedance ranging from 10 to
100 and different frequencies.
As an example, to emphasize the effects of mismatch, this
section also evaluates the length dependence of the spurious
signals for lines longer than those of Fig. 3 (up to 0.2 m) fed
with two input tones whose frequencies ( and ) are 3 and
3.5 GHz, respectively, much farther apart than those of Fig. 3.
Fig. 4 shows how the asymmetries between the spurious signals
are more pronounced. Moreover, unlike in Fig. 3, the IMD-LF
traces in Fig. 4 have fluctuations for only limited ranges of
length.
From Figs. 3 and 4, we also see that small deviation in the
length determination of the line may incur in a few decibel dif-
ference of the predicted spurious signal.
Fig. 5. Measurements and analytical results of the spurious signals occurring
in a set of ferroelectric nonlinear transmission lines.
V. VERIFICATION: MEASUREMENTS
Simulations using the circuit model of Fig. 2 have been ex-
tensively used to analyze the distributed nonlinear effects in su-
perconducting transmission line, confirming the expected length
and frequency dependence [18]. Since in superconducting trans-
mission lines the dielectric constants of the substrates are usu-
ally well known, one can build transmission lines with char-
acteristic impedances matched to 50 . For this case, we do
not expect to observe any fluctuating effect due to the length
of the line. The closed-form expressions developed here have
also been used to explain such results.
However, this is not the case for substrates with large or non-
linear dielectric constants, such as ferroelectrics [2] or magne-
toelectrics [3]. Fabrication of transmission lines incorporating
these materials then results in a nonlinear mismatched transmis-
sion line.
This section applies the developed closed-form expressions
to explain the nonlinear behavior occurring in CPW transmis-
sion lines incorporating an SrTiO (STO) thin film of 400-nm
thickness grown on a LaAlO substrate with conductors de-
fined by a 0.3- m Au layer on top. Here we report the inter-
cept point at 0-dBm input power of the spurious signals occur-
ring in four CPW transmission lines, all with a 50- m width
of center conductor and 20- m gap between the center con-
ductor and ground planes. The four lines have different length:
mm, mm, mm, and
mm. Fig. 5 shows the measured intercept point at 0-dBm
input power and outlines the length dependence predicted from
the closed-form expression developed here. Circles and squares
indicate the measured intercept points of the spurious signal at
and , respectively. The input tones and were
set to 6 and 6.1 GHz, respectively. Experiments performed to
obtain measurements of the spurious signals are detailed in [11].
We then used the current at the end of the line, obtained
from (22)–(28), to extract the power at the output port [19]. The
output power generated at spurious frequencies depends on the
propagation constant and characteristic impedance of the
line—obtained from a multiline thru-reflect line (TRL) calibra-
tion [4] as at each frequency point—and the nonlinear terms
and , which are unknown. By equating the resulting output31
MATEU et al.: THIRD-ORDER INTERMODULATION DISTORTION AND HARMONIC GENERATION
Fig. 6. Outline of a mismatched transmission line.
power expressions with the measured spurious signals, one can
extract the nonlinear terms and . Note that, in this ex-
ample, where all nonlinear effects are due to the dielectric part,
the nonlinear effects from the conductor part are . This
same procedure has been used in previous studies [9], [11], but
the extraction of the nonlinear terms was carried out by iterating
circuit simulations to match measured and simulated spurious
signals.
Fig. 5 reproduces the fitting of the experimental results
reported in [11]. Dashed–dotted and dashed lines show the
length dependence obtained from the closed-form expressions.
Fig. 5 shows very good agreement between measurements
and the length dependence obtained from the closed-form
expressions.
VI. CONCLUSION
This study has developed general closed-form expressions
to obtain the spurious signals resulting from a weakly non-
linear mismatched transmission line with quadratic nonlinear
effects in both the conductor and dielectric parts of the circuit.
The resulting closed-form expressions have been verified with
circuit simulations. Assessment of the transmission line length
dependence of the spurious signals reveals how the mismatch
effect may mask the expected length dependence caused by
distributed nonlinear effects. Without an accurate circuit model
and extensive simulations, or without the use of the closed-form
expressions developed here, nonlinear measurements may give
misleading results due to the fluctuating length dependence and
the asymmetry between spurious signals. Moreover, since the
closed-form expressions show the interaction of the different
sources of nonlinear effects, they offer the possibility of eval-
uating the nonlinear response and identifying the origin of the
nonlinear effects in order to discern between different sources.
APPENDIX
CURRENT AND VOLTAGE DISTRIBUTION AT
FUNDAMENTAL FREQUENCIES
In a transmission line for which the characteristic impedance
is neither matched to the impedance of the source, nor the load
(see Fig. 6), the current and voltage distribution along the line of
the fundamental signals is obtained from basic theory of circuit
analysis [19].
We start by obtaining the forward current component at the
input of the line , , at ( for the fundamental com-
ponents might by 1 or 2) as
(28)
indicates the current driven by the source and is the
reflection coefficient to the source and load both at . The input
impedance may be found as
(29)
The propagation constant and the characteristic impedance
of the transmission line , respectively, can be obtained
from the linear distributed circuit parameters , , , and
of the line, as
(30)
(31)
From the expressions above, i.e., (28)–(31), the current and
voltage distribution along the line at fundamental frequency ,
being or , are
(32)
(33)
NONLINEAR VOLTAGE AND NONLINEAR
CURRENT GENERATORS
Assuming a quadratic nonlinear dependence of the distributed
circuit parameters , , , and , as out-
lined in (13) and (14), we found the resulting nonlinear sources
at the mixing products and harmonics of the fundamental com-
ponents at and by applying (13) and (14) into (11) and
(12), respectively. Although this Appendix only details the non-
linear voltage and current generators at , , and
, their counterparts at , , and , respec-
tively, could be directly derived.
The nonlinear voltage and the nonlinear current generators,
respectively, at are
(34)
(35)
32
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where and
. Substituting (34) and (35) into (19), we may
isolate the forward and backward components
(36)
(37)
where
(38)
with and
.
By the used of analogous expressions to (34)–(38), the inter-
modulation products at may be written as
(39)
(40)
where now and
. The forward and backward components are
(41)
(42)
where
(43)
with and
.
For the third harmonic at , the nonlinear voltage and cur-
rent generators are
(44)
(45)
where and .
The forward and backward components then result as follows:
(46)
(47)
where
(48)
with and .
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CHAPTER II - BULK ACOUSTIC WAVE RESONATORS 
 
Bulk acoustic wave technology is having a great success, as a filtering solution, 
in the market of mobile applications. Its small footprint, high power handling and high 
quality factor are key requirements for today’s mobile communications, and BAW is 
substantially better than previous technologies like surface acoustic wave or ceramic 
filters. However, BAW filters are known to exhibit a high second harmonic and 
intermodulation distortion, which can potentially limit the potential of this technology 
by causing undesired effects like receiver desensitization or interference. 
This chapter focuses on the intrinsic nonlinearities in BAW resonators from a 
phenomenological modeling perspective.  
The first article describes a lumped model approach of the nonlinear behavior 
of BAW resonators. The model is based on the modified Butterworth Van Dyke 
(MBVD) and provides with a model that is simple to set up and can reproduce the 
intermodulation distortion from a phenomenological perspective. 
The second and third articles provide a distributed nonlinear model approach, 
based on the Krimtholz, Leedom and Matthaei (KLM) model, to reproduce the 
distributed nature of acoustic propagation through the materials stack. 
The fourth article focuses on the second harmonic generation and proposes a 
methodology to accurately extract the effects of the measurement setup from the 
results. 
The articles in Chapter 2 are: 
37
  
 E. Rocas, C. Collado, J. Mateu, H. Campanella, J. M. O'Callaghan, “Third 
order intermodulation distortion in Film Bulk Acoustic Resonators at 
resonance and antiresonance”, 2008 IEEE MTT-S International Microwave 
Symposium Digest, pp. 1259-1262, 15-20 June 2008 
 E. Rocas, C. Collado, A. Padilla, J. Mateu, J. M. O'Callaghan, “Nonlinear 
distributed model for IMD prediction in BAW resonators”, 2008 IEEE 
International Ultrasonics Symposium, pp. 1557-1560, 2-5 Nov. 2008 
 C. Collado, E. Rocas, J. Mateu, A. Padilla, J. M. O'Callaghan, “Nonlinear 
Distributed Model for Bulk Acoustic Wave Resonators”, IEEE Transactions 
on Microwave Theory and Techniques, vol. 57, no. 12, pp. 3019-3029, Dec. 
2009 
 C. Collado, E. Rocas, A. Padilla, J. Mateu, J. M. O'Callaghan, N. D. Orloff, J. 
C. Booth, E. Iborra, R. Aigner, “First-Order Elastic Nonlinearities of Bulk 
Acoustic Wave Resonators”, IEEE Transactions on Microwave Theory and 
Techniques, Accepted for publication and available online at IEEExplore.org as 
Early Access. 
 
 
38
 Third order Intermodulation Distortion in Film Bulk Acoustic 
Resonators at Resonance and Antiresonance 
Eduard Rocas1, Carlos Collado1, Jordi Mateu1,2, Humberto Campanella3, Juan M. O’Callaghan1 
1 Universitat Politècnica de Catalunya (UPC), Campus  Nord, Barcelona, Spain 
2 Centre Tecnològic de Telecomunicacions de Catalunya (CTTC), PMT, Castelldefels, Spain 
3 Centro Nacional de Microelectrónica (CNM-CSIC), Campus UAB, Bellaterra, Spain 
 
Abstract  —  This paper presents recent measurements and 
modeling of the third order intermodulation products of a Film 
Bulk Acoustic Resonator (FBAR), for a various values of 
frequency spacing between driving tones. The frequency 
dependence of voltage and current in the acoustic branch rules 
out a voltage-dependent nonlinearity. The results show different 
slopes at resonance and antiresonance, which are correctly 
adjusted by the model with a current dependent inductor and/or 
capacitor. The intermodulation distortion is found to be 
dependent on the frequency spacing between driving tones, 
indicating memory effects. 
 
Index Terms — Thin-film bulk acoustic wave resonators, 
intermodulation, nonlinear characterization, resonance, 
antiresonance. 
I. INTRODUCTION 
    Film bulk acoustic wave resonators (FBARs) allow to 
achieve very compact high-performance RF and microwave 
passive components [1]. The ever growing wireless market 
and a constantly increasing demand for spectrum are steadily 
pushing for more stringent requirements of such components. 
This is also the case of FBAR components and their nonlinear 
performance. In spite of the significance of the nonlinear 
effects in wireless communication systems [2], and the well-
known existence of nonlinearities in piezoelectric based 
devices such as FBARs [3],[4], there are not many published 
works focusing on the nonlinear characterization and 
modeling of the FBAR components and their impact in 
communication systems. Several physical phenomena 
occurring in a FBAR (piezoelectricity, elasticity, thermal 
effects, etc.) have a potential nonlinearity and may give rise to 
many nonlinear effects such as resonator detuning, saturation, 
and generation of harmonics and intermodulation distortion 
(IMD).  The ability to predict all these effects with realistic 
and easy-to-use models would be of great help to designers 
and would facilitate the use of FBAR devices in future 
systems. 
 In contexts other than FBAR devices (superconducting 
and ferroelectric devices, for example), IMD has shown to be 
of great value to relate nonlinear phenomena with their 
measurable effects [5],[6],[7]. Following that guide, in this 
work we measure the IMD of an FBAR at resonance and 
antiresonance for a range of input power and for various 
values of frequency separation between the two tones feeding 
the resonator.  From the measurements we infer the basic 
features of a nonlinear version of the Butterworth Van Dyke 
model which we adjust to fit the measured data. The resulting 
model shows to be useful to predict the IMD at resonance and 
antiresonance. To our knowledge, there are no previous 
publications on nonlinear FBAR models able to account for 
IMD at these two resonant frequencies. 
 II. TEST DEVICE AND LINEAR MODELING 
The FBAR tested in this work was implemented following 
the fabrication process described in [8]. This consists in a 
piezoelectric aluminium nitride (AIN) membrane (50x70 µm 
and 1 µm thick) sandwiched between two titanium/platinium 
layers and deposited on a silicon substrate. The geometry and 
dimensions of the FBAR tested were set to have resonant 
frequencies around 2.3 GHz. Embedded input and output 
coplanar waveguide (CPW) feeding ports were introduced on 
wafer in the test structure.  A picture of the FBAR can be seen 
in Fig. 1.  
A. Frequency Response and Linear Circuit Elements 
Since the FBAR nonlinear performance strongly depends on 
its linear parameters, we first extracted these (or, equivalently, 
the FBAR equivalent circuit linear elements) from the small-
signal frequency response following the procedure described 
below. 
We used an Agilent 8510 network analyzer to obtain the 
scattering parameters defining the FBAR frequency response 
from 1 GHz to 2 GHz. An on-wafer thru-reflect-reflect-match 
(LRRM) calibration set was previously used to calibrate the 
 
 
Fig. 1. FBAR tested in this work with coplanar transmission 
feed lines. The Area of the 1 µm thick AlN membrane is 50x70 
µm.  
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 measurement set-up [9]. These measurements were performed 
for a power delivered by the network analyzer of -10 dBm, 
which ensured the linear regime of the measured FBAR 
response. 
Details of the frequency response, S21 and S11, are outlined in 
Fig. 2, in solid lines. Note that the frequency response exhibits 
a resonance frequency at 2.312 GHz and anti-resonance 
frequency at 2.337 GHz  
B. Circuit Model 
The frequency response has been fitted using a modified 
Butterworth Van Dyke (MBVD) model. As in [8] additional 
capacitances (C
ox
) and resistances (R
s
 and R
sub) have been 
introduced to consider the effects of the CPW feeding ports. 
The circuit model is outlined in Fig.3. A commercial software, 
[10],   has been used to de-embed the circuit elements. Table I 
details the resulting parameters defining the circuit model, 
where the capacitances are in fF, the inductance in nH and the 
resistances in ohms. Figure 2 also depicts, in dashed lines, S21 
and S11 resulting from the circuit model response, showing 
very good agreement over the whole frequency range.   
III. IMD MEASUREMENTS IN FBAR  
We based the nonlinear characterization of the FBAR on 
performing intermodulation measurements. Due to the strong 
IMD produced by the FBAR, instead of using sophisticated 
setups that we used previously [5], we could use a simple one 
in which the two sources synthesized at f1 and f2 are then 
combined to feed the nonlinear device, whose output is then 
driven to a spectrum analyzer to measure the magnitude of the 
intermodulation products at 2f1-f2 and 2f2-f1.  
We systematically performed a set of IMD measurements at 
both resonance and antiresonance frequencies. In all these 
measurements we kept the two input tones balanced, that is 
P1=P2, where P1 and P2 are the powers of the tones at f1 and f2, 
respectively. The power driving the device was swept from -
10 dBm to 2 dBm  and measurements were carried out for ∆f 
(being ∆f = f2-f1) of 100 kHz, 50 kHz, 10 kHz, 5 kHz 1 kHz 
and 100 Hz. 
Figure 4 shows the measured fundamental and IMD at 
resonance and antiresonance, respectively, for a tone spacing 
of 1 kHz. Circles and triangles represent the power at 
fundamental frequencies f1 and f2, respectively, and diamonds 
and squares represent the IMD at 2f1-f2 and 2f2-f1, respectively, 
all as a function of the power driving the FBAR, P1. No IMD 
 
Cox 
Cm 
Rsub 
Cox 
Rsub 
Rs/2 Rs/2 
C0 Rp 
Rm Lm 
 
 
Fig. 3. Equivalent circuit model.   
TABLE I 
CIRCUIT PARAMETERS  
Cm Rm Lm Co Rp Rs Cox Rsub 
10.2 14 464.5 551.1 11 60 438.3 220 
 
Fig. 2. In solid, measured S21 and S11 . In dashed, simulated S21 
and S11 modeling the FBAR with the circuit parameter of Fig.3 
and Table I.  
 
 
Fig. 4. Measured fundamental and IMD at resonance 
(top) and antiresonance (bottom) 
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 response has been observed when the fundamental tones are 
set out of the resonant or antiresonant frequencies. 
 
The power of the fundamentals follows a slope 1:1 in log-
log scale, over the whole range of measured power, for both 
cases (resonance and antiresonance), so neither detuning or 
saturation measurable effects affect the fundamental tones at 
these power levels (they might however affect IMD, as 
discussed later). On the other hand the slope of the IMD 
products is not the same for the resonant case than for the anti-
resonant one. Whereas for the resonant case the slope is 
slightly lower than 3 (in log-log scales), it is slightly higher 
than 3 for the antiresonant case.  
Another important feature observed from the measured IMD 
is its dependence on the frequency spacing of the input tones 
∆f and the asymmetries exhibited between the measured IMD 
at 2f1-f2 and 2f2-f1. Figure 5 shows the IMD at 2f1-f2 and 2f2-f1 
for a fixed input power of -10 dBm as a function of the 
frequency spacing ∆f. The increment of the IMD as the tone 
spacing decreases and the aforementioned asymmetry between 
the IMD might be due to several origins, but in general they 
might be attributed to the existence of memory effects with 
time constants similar to the period of the modulating signal 
(frequency ∆f)  in a two tone IMD experiment [11], [12].  
IV. NONLINEAR MODELING APPROACH AND DISCUSSION 
This section presents a model that explains the nonlinear 
behavior of the IMD occurring at both resonances of the 
FBAR structure tested.  
The nonlinear model proposed uses the linear circuit model 
presented in section II. B and assumes that the inductance L
m
 
and/or the capacitance C
m
, depends on the current in the 
acoustic branch, as indicated in Fig.3. To analyze the effects 
of this assumption, Fig. 6 outlines the current in the acoustic 
branch and the voltage drop between node 1 and 2 of the 
circuit model of Fig. 3, as a function of frequency. The arrows 
inserted in Fig. 6 indicate the frequencies of the resonance and 
anti-resonance. This shows that the current flowing through 
the acoustic branch of the circuit model is equal at both 
frequencies, and since the nonlinearities depend on this 
current, one could expect that the power of the generated IMD 
was similar in resonance and anti-resonance which is 
consistent with the measurements at low power levels (Fig. 4). 
By contrast, Fig. 6 rules out a voltage-dependent nonlinearity, 
since that would generate vastly different IMD at resonance 
and anti-resonance, due to the large difference in voltage at 
these two frequencies. 
Having set that the nonlinearities should be current-
dependent, the model can also explain the different slopes of 
the IMD graphs in Fig. 4 by a slight shift in the current 
response peak (Fig. 6) due to the dependence of C
m
 or L
m
 on 
current.  A shift of the current frequency response curve to 
lower frequencies as the signal power is increased will tend to 
increase the slope of the IMD at resonance and decrease that 
of the IMD at antiresonance, while being experimentally 
unnoticeable to the fundamental signals at f1 and f2.  This effect 
may be produced by a nonlinearity that makes C
m
 increase 
with increased drive level and/or by a nonlinearity that also 
makes L
m
 increase with increased drive level.  
A current-dependent C
m
 was assumed in [13] to fit the large-
signal frequency response of quartz resonators.  However, the 
dependence found  in [13], set a decrease of C
m
 with drive 
level, contrary what we have found in our case, where a 
dependence of the type )*1()( 220 iCCiC ∆+=  with ∆C2=80 A
-2
 
would fit the IMD curves at resonance and antiresonance 
throughout the whole range of input power used in the 
measurement (Fig. 4).  Alternatively, one could set the 
nonlinearity in the inductor L
m
 by using 
)*1()( 220 iLLiL ∆+= with ∆L2=28 A
-2
 and would obtain 
equivalent results.  The dashed lines in Fig. 4 are obtained by 
using this equation. 
 
Fig. 6.  Current flowing through the acoustic branch (solid 
line) and applied voltage to it (dotted line), as a function of 
frequency. 
 
Fig. 5.  IMD at 2f1-f2 (squares) and 2f2-f1 (circles) as a 
function of the frequency spacing ∆f, and for a fixed input 
power of -10 dBm 
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 In [14] the nonlinear impedance of several piezoelectric 
resonators is analyzed considering only the nonlinear elasticity 
of the piezoelectric material. Contrary to what is found in [13], 
all the measurements in [14] show an increase in the reactive 
part of the impedance when i increases. This is consistent with 
an increase of C and/or L with the current that would justify 
the IMD measurements presented here. (Note that, the 
increase in C will diminish the absolute value of the reactance, 
but will produce the reactance increase mentioned previously, 
since C affects the negative part of the reactance.) 
This simple picture of the FBAR nonlinear response might 
be useful to explain the IMD at both resonance and 
antiresonance frequencies for a wide range of powers. 
Additional considerations will have to be made to take into 
account memory effects and to jointly study IMD with other 
nonlinear effects such as saturation and detuning.  
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Abstract - This work presents a distributed nonlinear 
equivalent circuit to asses the intermodulation distortion (IMD) 
occurring in a BAW resonator. Closed-form expressions for 
intermodulation distortion at 2fl-f2 are obtained. Comparisons 
between analytical and simulated results are in good agreement. 
Extension of this analysis could be used to predict the nonlinear 
performance of more complex systems using BAW resonators, 
such as filters. Finally, measurements are presented and 
explained using the proposed approach. 
Index Terms Bulk acoustic wave resonators, 
intermodulation, nonlinear distributed model, resonance. 
I. INTRODUCTION 
Bulk Acoustic Wave resonators and filters are presently used 
in many communication systems. To fully incorporate them 
into communication systems, characterization of their 
nonlinear response is required. 
Although there are many works concerned about the nonlinear 
behavior of piezoelectric based components [1 ], [2], there are 
only few studying the intermodulation distortion (IMD) in 
BA W resonators and filters [3], [4]. These studies are usually 
based on phenomenological equivalent circuit models that do 
not consider the distributed nature of the phenomena, such as 
the Van Dyke model [5], [6]. 
This work extends the well-known KLM model to account for 
the nonlinear behavior of BA W components. To do that we 
analyze the proposed circuit model to obtain closed-form 
expression of third order IMD. Verification of these 
expressions has been performed using commercial circuit 
simulator. 
II. KLM LINEAR MODEL 
The proposed model can be considered as an extension of the 
KLM model, outlined in Fig. I, to take into account the 
nonlinear behaviour. The KLM circuital model and its 
parameters are as follows: 
Z0 =peA (1) 
(2) 
U2 
~ 
+ ------7 
ZLVl 11 4J,v 
h2 . ox/ 
X 1 =--sm(-) 
oiz c 0 
r/J= OJZO __ 1_ 
2h . (ox/) sm-
2c 
T 
Zo,V : I 
U2 
~~ 
~. 
12 v2 
J Acoustic transmission line 
1 :CI> 
(3) 
(4) 
ZL 
Fig. 1. Original KLM model with its electric (1 and 2) and 
acoustic ports (3 and 4). The transformer represents the electro-
acoustic coupling. 
The circuit of Fig.l models the electric and acoustic 
phenomena occurring in the BA W device and their coupling. 
This is especially useful as it makes easy to analyze the 
propagation of the acoustic signal through the material 
(current and voltage model particle velocity and acoustic 
force, respectively). Therefore the piezoelectric material itself, 
represented as a transmission line in the KLM model, consists 
of cascading many differential lumped segments that are 
directly related with the material characteristics. In particular, 
our approach starts by identifying the nonlinear material 
constants and its relation with the distributed parameters. 
III. NONLINEAR ACOUSTIC TRANSMISSION LINE MODEL 
A. Origin of the nonlinear behavior 
Although the origin of the nonlinear effects in piezoelectric 
materials may come from many different sources, such as the 
piezoelectric constant, permittivity and elasticity, they are 
unified in the stiffened elastic constant cf [7]: 
978-1-4244-2480-1108/$25.00 ©2008 IEEE 1557 2008 IEEE International Ultrasonics Symposium Proceedings 
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(5) 
Where c£ accounts for the stiffness, e is the piezoelectric 
constant and i is the permittivity. 
Using the acoustic wave propagation equations: 
av 
ox 
1 aF oF =-Apov 
ax ot (6) 
we may identify the linear distributed inductance Ld = Ap, 
and nonlinear distributed capacitance as, C d = 1 I AcD , 
being Cd the only term that accounts for the nonlinear effects. 
B. Nonlinear circuit model 
From the previous analysis, and by discarding other possible 
minor nonlinear sources, such as mass density fluctuations or 
thermal effects [8], cD results in a nonlinear distributed 
capacitance: 
(7) 
where C0 is the low signal capacitance, and JNL(v) is a 
nonlinear function of voltage. Assuming a quadratic nonlinear 
dependence on the voltage along the acoustic line, as: 
JNL(v) = Jv2 (8) 
we can write: 
(9) 
C. Transmission line current at !MD 
A pure half-wavelength pattern on the line exists only for the 
frequency where there is the maximum current inside the 
resonator. This frequency is very close to the resonance, so we 
can assume the following pattern at resonance (z=O at the 
center of the line): 
(10) 
iw, (z, t) = R{ I w, eM sin(7)] ( 11) 
By performing a simple circuit analysis, the nonlinear current 
is: 
1558 
(12) 
That can be rewritten in the frequency domain as: 
(13) 
Where F(g(t),mi) is the t4 component of the Fourier 
transform of g(t) Using (10) and (13) we get the nonlinear 
current at the IMD frequency 2ro1-0}z (we note ron): 
()] 3 NL,OJ;z =-T72v*[J J] 3(112) 
') y] 2 ~2 cos 
oz 4 l 
(14) 
IV. CLOSED-FORM EXPRESSION FOR !MD AT RESONANCE 
The procedure starts by considering that the generated power 
on the resonator is equal to the dissipated power on the 
external loads and on the resonator itself: 
(15) 
Since at resonance We= W"" we can write: 
I I 
- -
1 2 2 f d • - ~2 • f 2 112 -- ~z 1Nr ---~z~zcd cos (-)dz 
2 1 2QL 1 f 
(16) 
- -
2 2 
where QL is the quality factor of the resonator. Replacing (14) 
into {16) we have: 
T/ .9 2*] 
r12 =-J-Qr~ V2-
16 cd (17) 
Where QL can be obtained from measurements as follows 
[9]: 
(18) 
More details and extension of the previous development can 
be found in [10]. 
VI. MEASUREMENTS 
The previous equations were validated with simulations using 
comercial nonlinear software [ADS]. The verification has 
been performed for many resonators with unloaded quality 
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factors ranging from 200 to 2000, and for both distributed and 
external load losses. The results have shown very good 
agreement in all cases, with less than I% error. 
A. Test device 
The measurements presented in this section correspond to a 
FBAR consisting of a 1 urn thick AIN membrane (50 urn x 70 
urn) between two titanium/platinum electrodes 30 nm and 150 
nm thick respectively [11] . The resonator presents a quality 
factor of900 at resonance and a coupling coefficient of2,2%. 
Fig. 2. FBAR tested in this work with coplanar transmission feed 
lines. 
B. Frequency response 
Scattering parameters measurements have been performed to 
fit the model to the frequency response of the measured 
FBAR. An Agilent 8510 network analyzer has been used, with 
a previous on-wafer thru-reflect-reflect-match (LRRM) 
calibration process [12]. The correct fitting of the linear 
response, both at frequency close to the resonance and in a 
wideband frequency range, is the necessary previous step for a 
proper fitting of the nonlinear response. To this end, two 
calibrations were performed from 2 GHz to 2.6 GHz and from 
2 GHz to 6 GHz to obtain out of resonance scattering 
parameters, as well as detailed aspects of the resonance and 
antiresonance. Both measured and simulated S11 and S21 can 
be seen in figure 3. 
0 
-5 
---. 
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p:) p:) 
-c ~ 
::::--15 
N 
r/l -20 
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-25-+-.....,,-,-.,-,-,-.,-,.-,-,-,.-,-,-,---,-j 
2.20 2.22 2.24 2.26 2.28 2.30 2.32 2.34 2.36 2.38 2.40 
freq (GHz) 
Fig. 3. In solid, measured S" and S21. Circles and triangles 
represent the simulated frequency response. 
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C. Nonlinear measurements 
A two ports measurement setup consisting of two balanced 
signal generators is used to feed the FBAR [13]. This allows 
to measure the third order intermodulation distortion and the 
second harmonic generation, by using a spectrum analyzer 
connected to the output port. 
~ -60 
Ql 
~ -70 
'0 
c 
::> -
u.. -8 
- f1 
f2 
- 2f2-f1 
2f1 -f2 
2f1 
0 5 10 
Input Power (dBm) 
Fig. 4. In solid, measured fundamental, third order IMD and 
second harmonic in dBm. In dashed, the simulated fundamental and 
nonlinear products. 
An extension of the aforementioned nonlinear distributed 
capacitance is used to cover also the second harmonic 
generation effect. The approach considers both first order 
nonlinear capacitance and quadratic capacitance, as follows: 
(19) 
A complete fitting of the measured FBAR 3rd order IMD and 
2nd harmonic can be seen in figure 4 for an input power range 
of -5 dBm to+ 10 dBm with K=l,l5e-5 and J=l ,3e-5, in which 
saturation is not observed 
VII. CONCLUSION 
The analysis outlined in this work can be further used to 
predict the IMD occurring in BA W based devices and 
evaluate their impact in communication systems. The 
nonlinear model can predict the IMD and harmonic generation 
in a FBAR resonator. By relating the nonlinear response with 
the material parameters one could design highly linear BA W 
component. 
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Abstract—This work expands the model proposed by Krimtholz,
Leedom, and Matthaei (KLM) model to account for the nonlinear
effects occurring in acoustic devices due to the nonlinear stiffened
elasticity. We show that a nonlinear distributed capacitance in the
acoustic transmission line of the KLM model can account for the
distributed nature of the nonlinear effects. Specifically, we use the
nonlinear telegrapher’s equation to find closed-form equations for
intermodulation distortion and harmonic generation. We confirm
the validity of these equations by comparing their results with those
provided by a KLM equivalent circuit in which the nonlinear trans-
mission line is implemented by cascading many cells having
a voltage-dependent capacitance. To further confirm the model, we
show measured nonlinear effects in a thin film bulk acoustic res-
onator in close agreement with the equivalent circuit simulations.
Index Terms—Bulk acoustic wave (BAW), film bulk acoustic
resonator, harmonic generation, intermodulation distortion,
nonlinear Krimtholz, Leedom, and Matthaei (KLM), nonlinear
stiffened elasticity, nonlinearities.
I. INTRODUCTION
B ULK ACOUSTIC WAVE (BAW) technology is capableof producing miniature high resonators, which are es-
sential elements in compact filters having low-insertion loss and
high-frequency selectivity. A widespread use of this technology
is expected in the ever-growing wireless market, where hand-
held devices need to accommodate for requirements such as
spectrum crowding, high bandwidth demand, miniaturization,
and low cost [1].
However, there are still limitations that may exclude the use of
BAW resonators in some microwave applications. In particular,
their inherent nonlinear behavior [2] may cause intermodulation
distortion (IMD), harmonic generation, and detuning and/or sat-
uration of the filter frequency response.
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Although the nonlinear effects may be due to several causes,
most previous publications point to thermal effects and the non-
linearity in stiffness, piezoelectric coefficient, and permittivity
as the dominant ones [3]. Quantifying such nonlinear effects
with material parameters such as the nonlinear stiffened elas-
ticity is crucial to fully understand the nonlinear behavior of
BAW resonators. On the other hand, equivalent circuits of BAW
resonators are needed to predict the nonlinear effects occur-
ring in more complex devices, such as filters with several res-
onators. A definition of the equivalent circuit elements (such as
a voltage-dependent capacity) consistent with the material pa-
rameters (such as the nonlinear stiffened elasticity) would be
very useful to relate material properties with the final system
performance.
Tiersten [4] reported on a nonlinear lumped equivalent cir-
cuit for rotated Y-cut quartz resonators and its corresponding
closed-form expressions to predict the third-order IMD. There-
after, other works [5]–[9] used lumped approaches based in Tier-
sten’s equations or in nonlinear versions of the Butterworth-
van-Dike equivalent circuit (BVD) [10] in which one or several
lumped elements of the acoustic branch (series cir-
cuit) are nonlinear. Some of our previous work [11] also uses a
phenomenological approach based on the BVD circuit to model
the IMD occurring in a film bulk acoustic resonator (FBAR).
These different approaches based on lumped element equiv-
alent circuits are simple and useful for modeling some limited
manifestations of the nonlinear effects. However, the values of
the lumped elements in these equivalent circuits are jointly af-
fected by material parameters and device-specific parameters,
such as resonator size and geometry. In these conditions, it is
hard to consistently relate the values of equivalent circuit ele-
ments to material parameters.
A distributed model can be found in [12], in which the au-
thors extend Mason’s linear circuit to the nonlinear region. In
this paper, we address this problem by extending our prelimi-
nary work in [13], which proposes a distributed nonlinear equiv-
alent circuit based on the lineal model proposed by Krimtholz,
Leedom, and Matthaei (KLM) [14]. As stated in [14], the roles
of the mechanical and electrical parts of the circuit are more
clearly distinguished in the KLM equivalent circuit than in the
Mason’s one, which simplifies the nonlinear extension.
Our version of equivalent circuit is made by replacing the
acoustic line in the KLM model with many cascaded elemental
cells. These cells have nonlinear elements that are consis-
tent with the stress–strain curve of the piezoelectric layer in the
BAW resonator. With this model we are able to relate the non-
linearities in the equivalent circuit (specifically a voltage-depen-
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dent distributed capacitance in a transmission line) with nonlin-
earities in the material (stiffened elasticity).
An additional advantage of the model we are proposing is its
validity over wide frequency ranges, which makes the model
valid for predicting the generation of second harmonics and
out-of-band intermodulation products. This is unlike the sim-
pler version of the BVD model, which is limited to a narrow
frequency range if no additional acoustic branches are consid-
ered.
As an example, we use the equivalent circuit to fit measured
linear and nonlinear data in a thin film bulk acoustic resonator.
Furthermore, we use the equivalent circuit to derive closed-form
equations for some of the most relevant nonlinear effects: inter-
modulation distortion and second harmonic generation.
II. NONLINEAR ACOUSTIC TRANSMISSION LINE MODEL
As mentioned above, the proposed equivalent circuit is based
on an extension of the linear KLM model to account for the
distributed nonlinear effects in the acoustic wave. This section
reviews the basic concepts of the KLM model and details the
additional considerations used to include the nonlinear effects
in the model.
A. Linear KLM Model
The conventional KLM model [14] (see Fig. 1) includes a
transmission line that accounts for the usual equivalences in
acoustic wave devices (voltage is equivalent to force and
current to velocity). The characteristic impedance and
phase velocity in this transmission line are given by
(1)
(2)
where and are, respectively, the area of the electrodes and
the density of the piezoelectric material. The term repre-
sents the stiffened elasticity and is obtained from the constitu-
tive equations describing the stress–strain curve in a piezoelec-
tric material [15]. Its value is equal to the elasticity under con-
stant electric field plus an additional term that depends on
the piezoelectric constant and the dielectric constant as
(3)
The transformation ratio , electrical capacity , and reac-
tance shown in Fig. 1 are given by
(4)
(5)
(6)
Fig. 1. Equivalent KLM circuit of a BAW resonator [14]. The acoustic trans-
mission line of length   extends along the -axis and is connected to an electrical
network at    . Ports 1 and 2 are the input and output ports.
where is a piezoelectric constant of the crystal
and is its thickness.
The telegrapher’s equations of the equivalent transmission
line [15] for an acoustic wave propagating along the -axis can
be written as
(7)
(8)
being the distributed capacitance and
the distributed inductance.
B. Nonlinear KLM Model
Although it is supposed that the elasticity, which relates the
stress with the strain at constant electric field, is the main con-
tribution to the nonlinear response [16], there are also other
sources that may be considered, such as the piezoelectric con-
stant or the permittivity [3]. These sources may be drawn to-
gether in a unique term in (3) which depends on the stress
as
(9)
This function models the piezoelectric stress–strain curve,
which for weak nonlinearities can be expanded in a Taylor’s
series as
(10)
where account for the strength of the nonlinear
effects.
In the KLM model, the voltage is equivalent to the force,
which is uniform in a cross section of the acoustic transmis-
sion line for the propagating mode of interest. Therefore, we
can scale the independent variable in with the area
using [15]. We can then denote
(11)
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Since, in the equivalent circuit, the distributed capacitance in
the transmission line depends on through
can be modeled by a nonlinear capacitance
(12)
where represents the linear term of the distributed capaci-
tance. The additional nonlinear term can also be expanded in a
Taylor’s series as , where,
for example, the first two terms and can be written as
(13)
(14)
Note that (13) and (14) relate the device-independent non-
linear terms of the piezoelectric constants and with
the nonlinear terms of the equivalent circuit and .
Using the nonlinear distributed capacitance (12) into the te-
legrapher’s (7) and (8), we obtain
(15)
(16)
with
(17)
Equations (15)–(17) describe the nonlinear behavior of an
acoustic transmission line and will be used in Section III to
derive closed-form expressions that relate nonlinear measured
IMD and harmonics with the stiffened elasticity of the piezo-
electric layer.
Before going into details on the formulation, we summarize
the assumptions considered throughout the paper.
1) The equivalent circuit of an elemental section of an
acoustic transmission line used in this work is outlined
in Fig. 2. For simplicity, we do not consider the series
resistance and shunted conductance that would model
the losses in an acoustic transmission line [15], however
note that those elements could be easily included in the
electrical model of Fig. 2.
2) Other sources of nonlinearities beyond those included in
the definition of in (3), such as self-heating effects,
changes in the density, or nonlinear friction effects are not
considered. If necessary, the model could be easily ex-
panded with a nonlinear distributed inductance, series re-
sistance, or shunted conductance.
3) We are not taking into account the nonlinearities arising
from nor those arising from and (4)–(6). We as-
sume that the nonlinearity in due to and the changes
in and with the stress are negligible compared with
those arising inside the resonator due to the nonlinear stiff-
ened elasticity.
Fig. 2. Lossless transmission line cell modeling and infinitesimal length sec-
tion of the acoustic transmission line.
III. CLOSED-FORM EXPRESSIONS FOR IMD
AND SECOND HARMONIC
In this section, we derive the equations for power of the in-
termodulation distortion and second harmonic signals gener-
ated in the nonlinear acoustic line having a voltage-dependent
distributed capacitance (12). We assume that the line is
driven by two tones at fundamental
frequencies being .
If both driving tones are at resonance, their spatial distribution
will be that of a standing wave pattern
(18)
(19)
where the reference is taken at the center of the resonant
line of length (see Fig. 1).
For simplicity, only the first two nonlinear terms of ,
i.e., first-order nonlinearities and second-order nonlin-
earities will be considered. Note however that the pro-
cedure could be extended to consider different nonlinear depen-
dences if necessary [17].
The term causes third-order intermodulation products,
occurring at and , referred here as IMD3,
whereas the nonlinear term produces second-order inter-
modulation products, at and , referred here
as IMD2, second harmonic at and , and also ad-
ditional contribution to IMD3 due to the mixing of the second
harmonic with the fundamental signals.
A. Second-Order Nonlinearities
Assuming a quadratic nonlinear dependence of the nonlinear
distributed capacitance, (12) becomes
(20)
We obtain the IMD3 occurring in a nonlinear acoustic trans-
mission line following a similar procedure to that in [17]. Using
(20) into (17), we may write the nonlinear differential current as
(21)
which can be Fourier transformed to obtain the fre-
quency component at . This results in
where indicates the Fourier
transform at .
For the third-order intermodulation (denoted as
), we can write
(22)
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Note that this term might be seen as a current generator dis-
tributed along the acoustic line and following a spatial distribu-
tion given by the standing-wave pattern at resonance
affected by the order of the nonlinearities resulting in a
term .
This nonlinear source (22) gives rise to a voltage ,
whose spatial distribution should match, except for a multiplica-
tive constant, the one at resonance as in (18). Note that this is
true as long as the driving frequencies are both at resonance, i.e.,
.
The voltage can be analytically obtained by equating
the power generated at to the sum of the power dis-
sipated in the resonator and loads, and times the net
reactive stored energy: . Since
at resonance , we can write [17]
(23)
where is the loaded quality factor. The voltage at can
be written as where describes its
spatial dependence normalized to a maximum value, and
is the magnitude to obtain.
Define the normalized stored energy in the resonator as
a function of the maximum voltage as
(24)
and the spatial coefficient as
(25)
We may substitute (24) and (25) into (23) to obtain
(26)
Using the assumption , i.e.,
, the normalized stored energy (24) and the spatial co-
efficient (25) can be analytically obtained as
and , respectively. Then, (26) becomes
(27)
Note that this formulation requires that and be at res-
onance. In fact, if we consider the resonance frequency as the
frequency where the current (or voltage) is maximum, this fre-
quency is slightly shifted to higher frequencies than the
maximum (usually called series resonance) [18]. This is be-
cause the acoustic transmission line is loaded by the external
components. However, we can assume that both frequencies are
close enough to consider and that follows a
standing wave pattern as done in (18).
By using conventional network analysis (Appendix I), we ob-
tain the dissipated power to the load from the maximum
voltage into the acoustic transmission line (27). From this
analysis, we have derived the power dissipated at the load for
Fig. 3. Left axis: Simulated   (dashed line) and   (dotted line) of an AlN-
FBAR. Right axis: maximum current reached into the resonator (solid line).
TABLE I
COMPARISON OF (27) AND (28) WITH SIMULATIONS
the case of a two-port FBAR with 50 at the source and load
ports
(28)
where and are the input power at and , re-
spectively, and is the external coupling coefficient defined as
the ratio between the dissipated power at one of the external
loads and the dissipated power inside the resonator. This cou-
pling coefficient can be calculated from the scattering parame-
ters as , being the maximum
in the frequency response of .
Equations (27) and (28) have been validated by performing
harmonic balance simulations with commercial software [19].
The simulated resonator has 2 m of AlN thickness and an
area of 3500 m . The maximum of occurs at 2.7145
GHz (see Fig. 3), which is slightly shifted down from the fre-
quency that gives maximum current ( 2.719 GHz) at the
ends of the acoustic transmission line ( and in
Fig. 1). The unloaded quality factor is set to 970 by loading
the ends of the transmission lines with 0.1-m lumped resis-
tances. The nonlinearities are set to 10 F/(V m)
which corresponds in order of magnitude to the nonlinear
reported in [22]. The 2- m length of the acoustic transmission
line is modeled by 160 nonlinear cells like the one in Fig. 2 (min-
imum 100 cells per half-wavelength are required to obtained ac-
curate results [17]). The resonator is then fed with two 10-dBm
tones spaced 1 kHz and centered at 2.7145 GHz. Table I com-
pares the results of the simulations with those from (27) and
(28).
From Table I, we see that the agreement is very good although
the predicted phase of the voltage differs slightly from the sim-
ulated one. If simulations are done at the frequency that gives50
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Fig. 4. Voltage (left axis) and current (right axis) distribution in a 1- m length
acoustic transmission line from     to  for the fundamental signals
(squares) and for the 2H (circles). Dotted line is the distribution corresponding
to  and 	
.
maximum voltage ( 2.719 GHz) the phase error is lower
than 0.5 . This small error is due to the assumption
made in our analytical calculations, which does not fully hold
in the simulations.
B. First-Order Nonlinearities
For the analysis of the 2H and IMD2 generation, we only
consider the first term of Taylor’s series expansion of
(29)
The spurious signals occurring at and by (29)
are due to the mixing of the fundamentals at and . On the
other hand, the spurious signal at is due to the mixing
of the second harmonic at with the fundamental at .
1) Second Harmonic and Generation: To obtain
the second harmonic, we need to consider the nonlinear current
generators at as
(30)
Unlike in the case described in Section III-A, the nonlinear
sources at (30) are weakly coupled to the second reso-
nant mode. This is because the impedance seen at from the
center of the acoustic transmission line ( in Fig. 1) to the
electrical part of the circuit is very high so the current flowing
through the transformer is very small. This high impedance and
the symmetrical distribution of the nonlinear sources
along the line, with a maximum at the center of the acoustic line,
forces a zero current at as occurring at the fundamental
frequency in the middle of a line with shorts at both ends.
Fig. 4 shows the simulated distribution (from to )
of the voltage and current at and in the FBAR assessed
in Section III-A with and .
The spatial pattern of results from the combination be-
tween the conditions set by the signal generators distributed
along the transmission line (30) and the standing wave pattern
TABLE II
VALIDATION OF (31), (33), AND (34) WITH SIMULATIONS
corresponding to . Therefore, since the current at is
almost zero at the center of the line, the generated in a
at flows directly through the distributed capacitance
(see Fig. 2) generating a voltage drop given by
(31)
This is the voltage that directly couples to the electrical
circuit part producing measurable second harmonic at the load.
The same procedure is used for the IMD2 at but
replacing the of (30) by
(32)
which implies that
(33)
that is, the dissipated power at the load at should be 6
dB greater than that at if the source signals and are
kept balanced .
The power coupled to the load is obtained by analyzing the
linear circuit at (or adding 6 dB) as described in
Appendix I, resulting in
(34)
where is the source and load impedance, is (4) evalu-
ated at , and is given by (48). The normalized energy
will be .
Expressions (31), (33), and (34) have been validated by per-
forming harmonic balance simulations [19], using the FBAR
described in Section III-A, where the nonlinear terms are now
and 10 F/(V m). Comparison between
simulated results and closed-form expressions are summarized
in Table II, showing very good agreement.
2) Third-Order Intermodulation Product : The
results of mixing the spurious signal at (and ) with
the fundamental signal at (and ) give rise to IMD3 at
(and ), both within the resonance band of
the FBAR structure. We have checked that no other components
like contribute significantly to the IMD3 since the volt-
ages reached inside the resonator at these low frequencies are
very low.51
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The equation for the third-order intermodulation distortion
produced by a first-order nonlinear effect can be derived fol-
lowing steps similar to those used in Section III-A. In this case,
the nonlinear sources are
(35)
where is a standing wave pattern described by a func-
tion which resembles a cosine function as shown in
Fig. 4. Its maximum value is given by (31).
As done in Section III-A, we equate the power generated at
with the power dissipated using (23). This results in
(36)
where and
.
We can also write this equation as
(37)
where the factor is defined by
(38)
The term quantifies the error assuming that the second
harmonic follows the standing-wave pattern at , i.e.,
(see Fig. 4). We have numerically evalu-
ated (38) for several examples being always less than 1.15.
Therefore, the error will be within 15% if the approximation
is used to avoid numerical procedures.
Again we are interested in obtaining the dissipated power to
the load. In this case, we can write (see Appendix I)
(39)
It is remarkable to note that the power of the IMD3 generated
by a nonlinear model of first-order (39) can be larger than the
measured power 2H or IMD2 (34). For example, the ratio be-
tween maximum voltages at IMD3 and 2H results in
(40)
From (40), we see that the ratio between IMD3 and 2H is pro-
portional to the fundamental signal , the nonlinear coeffi-
cient , and the loaded quality factor. This is because, unlike
2H signals, the IMD3 spurious signals are at resonance, so their
amplitude is affected by the quality factor of the resonator.
Again we use circuit simulations [19] to validate (37) and
(39). Table III summarizes the comparison between simulated
TABLE III
VALIDATION OF (37) AND (39) WITH SIMULATIONS
values and the values obtained analytically, showing good
agreement. In this case, (38) has also been numerically
solved resulting in , therefore .
Note than the IMD3 is 10 dB higher than the IMD2 (see
Table II) despite the fact that we are only considering nonlinear
effects due to first-order nonlinearities.
IV. EXPERIMENTAL RESULTS
The following section uses the circuit model and the closed-
form expressions presented in Sections II and III to extract the
nonlinear material parameters of a BAW resonator from mea-
surements of the spurious signals at IMD3, IMD2, and 2H.
A. Test Device
The FBAR resonator tested has a 1- m-thick aluminum ni-
tride (AIN) membrane having an area of 4000 m . The elec-
trodes are made of titanium (30 nm thick) and platinum (150
nm thick). All materials are deposited onto a silicon substrate.
Fabrication details are given in [20]. The resulting resonant fre-
quency is around 2.3 GHz.
B. Scattering Parameters and Linear Circuit Model
A preliminary fitting of the linear response (scattering param-
eters) is required for a proper modeling and characterization of
the nonlinear effects occurring in the FBAR presented above. To
do that, we measured the scattering parameters from 2 to 6 GHz
to include the fundamental resonance and second harmonic fre-
quencies in the analysis. The input power was fixed to 10 dBm
to ensure that the FBAR is operating in linear regime, and we
performed on-wafer line-reflect-reflect-match calibrations [21].
Fig. 5 depicts the frequency response of the transmission
and reflection coefficient , for a narrow frequency range
(from 2.2 to 2.4 GHz).
The effective electromechanical coupling coefficient is
2.2% and the loaded quality factor is at the resonance
(maximum ), and at the antiresonance (minimum
). This low causes high insertion losses which are incre-
mented by the parasitic effects of the pads [20].
Fig. 6 shows the proposed linear model containing parasitic
elements to account for the substrate and pads [20]. The FBAR
is modeled using the KLM model (Fig. 1) and the acoustic trans-
mission line is divided into 160 cells containing the distributed
linear and nonlinear parameters, like that in Fig. 2. The acoustic
line is loaded with two transmission line sections at each side
modeling the electrodes. These two transmission lines have a
significant impact on the FBARs resonance frequency but we
will consider that these electrodes do not contribute to the non-
linearities since the titanium and the platinum have a much more
linear strain–stress curve than the AlN [22]. For simplicity, each52
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Fig. 5. Simulated (dotted) and measured (solid line) scattering parameters.
Fig. 6. KLM equivalent circuit including electrodes and parasitic elements
(  ,  , and   ).
180-nm Ti/Pt electrode is modeled as a unique linear transmis-
sion line with 3440 m/s and 0.207 , which is addi-
tionally loaded by a lumped resistor whose value is higher than
that of the air impedance, and accounts for acoustic losses.
The values of the circuital components are adjusted by using
optimization routines to fit the measured scattering parameters
especially at frequencies close to resonance. Fig. 5 shows the
frequency response of the simulated circuit model of Fig. 6 and
the measurements.
The acoustic losses are modeled with 4 10 at the
ends of the electrodes and the values of the parasitic elements
are 9.8 , 282 and 9 pF. These par-
asitic elements are consistent with those extracted from other
resonators on the same wafer [11].
C. Nonlinear Characterization
To characterize the nonlinear response of our device under
test (Fig. 6), we performed intermodulation and second har-
monic measurements. For these experiments, we kept both
sources balanced in power (i.e., ) and swept
their powers from 10 to 10 dBm. Both tones and
are set at resonance with a frequency spacing
Fig. 7. Measured output power at resonance frequency versus input power for:
fundamental power (circles), IMD3 (squares), IMD2 (diamonds), and 2H (tri-
angles). The solid lines represent the simulated results of Section IV-D.
Fig. 8. Normalized current (dotted) and voltage (solid) distribution along the
acoustic transmission line: piezoelectric layer and electrode (see Fig. 6).
ranging from 100 Hz to 1 MHz. From these
experiments, we obtain the output power of IMD2 ,
IMD3 ( and ), and 2H ( and ) as
a function of the input power of the fundamental signal. The
dependence of the spurious signals on the fundamental tone
frequency spacing is also evaluated.
Fig. 7 outlines the measured spurious and fundamental sig-
nals, when the two fundamental tones are centered at 2.292 GHz
(resonance frequency) and 100 Hz apart. The slope of the fun-
damental tones is 1 : 1 in log–log scale up to 8 dBm, indicating
that saturation effects do not occur. As one may expect from (28)
or (39), and (34), the measured power dependence of IMD3 is
3 : 1 (in log–log scale), and 2 : 1 (in log–log scale) for 2H and
IMD2.
Next, we extract the nonlinear capacitance that fits
the measurements. We first extract from the measured 2H
and IMD2 experiments using (34); we evaluate if the IMD3 is
consistent with this using (39), and if not, we obtain
using (28).
The parasitic elements will be considered as part of the res-
onator in order to apply the formulation based on the analysis of53
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resonators for the third-order intermodulation. See Appendix II
for further details.
1) Second Harmonic 2H and IMD2: We use (34) to obtain
the value of that better fits the 2H dissipated power at the
external load 50 . To do that, we first obtain:
and using (4) and (51), respectively,
from the fitted parameters, 6.44 10 F/m from the
properties of the material, using
[24], and using [25],
where is the phase of .
To calculate the normalized energy , we need to know
the standing wave pattern in the acoustic transmission line for
the fundamental frequencies. Fig. 8 shows this distribution for
the voltage and current along the acoustic line and the elec-
trodes. Since the distributions of Fig. 8 do not follow a cosine
function, we need evaluate (24) numerically to obtain (see
Appendix II for more details). This results in
, that is, a value 54% larger than the value we would ob-
tain if we would consider an acoustic transmission line of total
length , where is the thickness of piezoelectric plus elec-
trodes.
Using (34), we find a value of that fits a measured point
of Fig. 7. We obtain 1.1 10 F/(Vm). This value also
fits the measured IMD2 since the measured value is
6 dB larger than .
2) IMD3 From First Order Nonlinearities : Applying
the value of 1.1 10 F/(Vm) obtained above into (39)
and using , we obtain an IMD3 output power of
120 dBm, which is much smaller than the measured
value. This indicates that the IMD3 cannot be only due to
and there must be an additional contribution due to .
3) IMD3 From Second-Order Nonlinearities : Now
we use (28) to extract from the measured IMD3. In this
case, the geometrical factor is calculated using (25) from
the voltage shown in Fig. 8. Only nonlinear contributions from
the piezoelectric layer are considered, since we assume that the
electrodes do not contribute to the nonlinearities. This results in
, where is the piezoelectric thickness.
Doing so we obtain 2.5 10 F/(V m), and the re-
sulting nonlinear capacitance is
.
D. CAD-Based Nonlinear Characterization
To validate the data obtained from closed-form expressions,
we have found by fitting the measured data to com-
puter-aided design (CAD) simulations of the equivalent circuit
[19]. These simulations are not subject to the simplifying as-
sumptions made in the derivation of (28), (34), and (39). Fur-
thermore, they can easily account for changes in the equivalent
circuit due to electrodes and other extraneous elements. For ex-
ample, the equivalent circuit may be easily modified from that in
Fig. 1 to the one in Fig. 6 to include the effect of the electrodes.
Using the same input power than in Section IV-C as a fitting
point, we obtain , which
is within a 8% error in both and . This agreement in-
dicates that (28) and (34) are quite general as long as the para-
sitic effects and electrodes are considered when evaluating some
terms used in these equation (see details in Appendix II). Fig. 7
Fig. 9. IMD3 and 2H output power as a function of the tone spacing    for
an input power of 5.5 dBm. Triangles correspond to     , circles to
    , squares to  , and stars to  .
shows the measured and simulated results with these extracted
nonlinear parameters versus input power.
V. DISCUSSION AND FURTHER EXPERIMENTS
The nonlinear coefficients extracted from the measurements
and can then be related with the material nonlinear
parameter through (13) and (14). From (13), we ob-
tain 1.1 10 F/(Vm) and the value of the first-order
nonlinear elastic stiffness . This value is six times
greater than that reported in [22], which was obtained from the
simulations of mechanical displacements.
Using (14) with 2.3 10 F/(V m), we ob-
tain the second-order nonlinear elastic stiffness
2.1 10 N m . This value is three orders of magnitude
greater than the one reported in [22]. In fact the value reported
in [22] would not be measurable doing IMD experiments since
the IMD3 generated by would be greater than that gener-
ated by such small . The difference between measured and
reported results suggests the existence of other causes for the
second-order nonlinear effects.
In order to further investigate the nonlinear effects, we per-
formed additional IMD and 2H measurements versus the fre-
quency spacing between the fundamental tones .
The dependence of IMD power level on the frequency spacing
between tones is an indication of dependence with the period
of the envelope, and may give additional information to discern
between different sources of nonlinear effects.
Fig. 9 depicts the IMD3, IMD2, and 2H as a function of the
frequency spacing for an input power of 5.5 dBm. While 2H
and IMD2 show to be independent of the frequency spacing, that
is a constant value of , IMD3 decreases when the frequency
spacing increases, which would result in depending on the
frequency spacing between the input tones. This later effect is
not considered in the circuit model presented in this paper.
The observed IMD3 dependence on the frequency spacing be-
tween the fundamental tones and the difference in the extracted
quadratic nonlinear stiffness is an added indication that54
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additional sources may contribute to the second-order nonlinear
circuit term such as, for example, thermal effects. In ad-
dition, Fig. 9 shows asymmetries between the lower and upper
( and ) intermodulation products. This be-
havior is also characteristic of self-heating effect as shown in
[23] which is consistent with the low quality factor of the de-
vice. Note that as pointed out before, the stiffened elasticity (10)
used in this model fails to predict these thermal effects.
VI. CONCLUSION
In this paper, we present a novel nonlinear distributed equiv-
alent circuit based on the KLM model. Our new model is useful
to account for the linear and nonlinear behavior of BAW res-
onators in a broad frequency band. We have used it to obtain
closed-form expressions for the most relevant nonlinear effects:
intermodulation distortion and second harmonic generation. We
have checked these expressions with equivalent circuit simula-
tions using harmonic balance techniques.
We have shown that the new equivalent circuit can be easily
modified to model the effects of the electrodes and other para-
sitic elements existing in FBAR. With this modified version of
the equivalent circuit, we are able to fit the linear and nonlinear
measurements in an FBAR (i.e., s-parameters, intermodulation
distortion, and second harmonic generation). The measurements
can be fitted to the closed-form expressions for intermodulation
distortion and second harmonic generation derived in the paper.
Once the model is fitted to the measurements, we can extract
the nonlinear material parameters. The value obtained for
is consistent in order of magnitude with the ones reported in the
literature, whereas the gives a larger value than the ones
reported. We suggest that this disagreement on is because
there are other nonlinear effects contributing to the IMD3 gen-
eration such as self-heating mechanisms.
The work presented in this paper may now be used in the
following aspects.
1) The equivalent circuit could also be used as a basic building
block to model more complex devices, such as filters con-
taining several resonators.
2) Evaluation of additional nonlinear effects, such as satura-
tion or detuning, which may also be performed by simu-
lating the equivalent circuit proposed.
3) Inclusion of other nonlinear sources in the model. For ex-
ample, a nonlinear viscosity could be considered adding a
shunted nonlinear distributed conductance to the nonlinear
transmission line in the model.
4) Extension of the model to consider self-heating mecha-
nisms.
Although the proposed circuit model has been particularly
developed for FBARs with longitudinal propagating wave, this
can be generally used for modeling the nonlinear performance
in other BAW devices using other propagating modes, for ex-
ample, quartz crystal resonator operating at the shear mode or
even surface acoustic wave resonators, being therefore useful in
other applications beyond the scope of this paper.
APPENDIX I
IMD AND 2H POWER COUPLED TO THE LOAD
The power coupled to the load connected at port 2 (Fig. 1) at
, , can be written as
(41)
where [24] and is the dissipated
power into the resonator. Then, (41) can be written as a function
of the unloaded quality factor and the normalized stored
energy as
(42)
The dissipated power into the resonator at the fundamental
frequency is given by
(43)
where is the incident power to the resonator. The max-
imum voltage at results in
(44)
For second-order nonlinearities , replacing (44) into
(26) and the resulting into (42), the IMD3 load power gives
(45)
The IMD3 coupled to the load for first-order nonlinearities
is calculated using (44), (42), and (36)
(46)
Note that this formulation is based on the definition of the
quality factor and the coupling coefficient and it does not
depend on the origin of the losses. Therefore, it can be used to
account for losses modeled as lumped resistances at the ends of
the acoustic transmission line, or for acoustic distributed losses
which could be modeled adding a series distributed resistance
and/or a shunted distributed conductance in the elemental seg-
ment of Fig. 2.
The maximum voltage at the center of the acoustic
transmission line is coupled to the electrical part of the circuit
through the transformer 1: (see Fig. 1) resulting in a electrical
voltage , thus the current at flowing to the source
impedance and load will be
(47)
where corresponds to (4) evaluated at and
(48)
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with obtained from (6) at . Therefore, the dissipated
power at the load will be
(49)
which, by using (49), (44), and (31), can be written as
(50)
APPENDIX II
PARASITIC AND ELECTRODE EFFECTS
The parasitic elements may be included as part of the res-
onator, by using as a quality factor the one obtained from mea-
surements instead of the inherent quality factor of the resonator.
The term accounts for the acoustic power dis-
sipated in the resonator plus the power dissipated in the parasitic
resistances. Note that this does not affect (45) and (46) since the
parasitic elements are included in the coupling coefficients and
quality factor of the whole device.
However, for the second harmonic power calculation, we
need to consider the parasitic elements in the circuit analysis.
The electrical voltage causes a current
flowing to the load impedance following (47), although in this
case, the impedance does not follow (48) and it is obtained
by conventional circuit analysis of the electrical part of the
device including the electrodes (see Fig. 6). This results in
(51)
where .
In addition, the electrodes may have a significant impact in
the spatial distribution of the voltage and current inside the res-
onator as shown in Fig. 8, so these spatial current and voltage
distributions must be considered for the calculation of the nor-
malized energy .
The electrical energy corresponding to (25) for an ideal
acoustic transmission line will be in this case
(52)
where and are the distributed conductance, normal-
ized voltage distribution and layer thickness, respectively, and
the sub index “ ” and “ ” denote piezoelectric layer and elec-
trode, respectively.
The normalized magnetic energy will be
(53)
where indicates the normalized spatial current distribution.
is the ratio of maximum voltage and maximum current
in a acoustic line loaded with electrodes. This constant can be
calculated using conventional microwave analysis of the loaded
transmission lines
(54)
where and are the characteristic impedance and electrical
length, respectively.
The normalized energy will be then
(55)
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Abstract—We propose a procedure to characterize the intrinsic
nonlinearities of bulk acoustic wave resonators by performing
one-port measurements of the second harmonic and second-order
intermodulation spurious signals. Closed-form expressions have
been derived that relate the nonlinear stiffened elasticity with
experimental observables. These formulas are valid in a wide
range of frequencies around the resonance and have been verified
with nonlinear circuit simulations. The measurement setup and
its effects are also discussed in our approach. Measurements of
a set of aluminum nitride-based devices from several manufac-
turers yield consistent model parameters and allow us to obtain
a coefficient of the nonlinear stiffened elasticity intrinsic to this
piezoelectric material.
Index Terms—Bulk acoustic wave (BAW), film bulk acoustic
resonator, harmonic generation, intermodulation distortion, non-
linear elastic constant, nonlinear Krimholtz, Leedom, Matthaei
(KLM), nonlinear stiffened elasticity, nonlinearities.
I. INTRODUCTION
B ULK ACOUSTIC wave (BAW) technology is growingrapidly due to the telecommunication industry demands
[1]. In parallel with this growth, a better understanding and mod-
eling of the behavior of BAW devices is increasingly important
for industrial applications where we need to consider nonlinear
effects and minimize their presence. There are several dominant
nonlinear effects that can limit the performance and potential
of BAW resonators, such as detuning, saturation, higher order
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harmonics, intermodulation generation, and adjacent channel
leakage power.
The interaction between acoustic and electromagnetic fields
and complex multilayer composite materials, used for manufac-
turing BAW devices, makes the nonlinear modeling and char-
acterization of BAW devices challenging. Many of the mate-
rial properties (piezoelectricity, dielectric constant, elasticity,
etc.) convolve the constitutive equations with thermodynamics
to properly describe the fields in electro-acoustic devices.
These equations are highly nonlinear, as are many of the ma-
terial properties on which they depend [2]. In addition to the
piezoelectric layer, self-heating mechanisms arising from power
dissipated in the piezoelectric layer can contribute to the non-
linear behavior [3]. Besides the possible multiple origins of non-
linear effects, the acoustic-electromagnetic interactions make it
difficult to determine which independent variable (stress, strain,
electric field, temperature, etc.) is the dominant source of non-
linearities [4].
In a previous paper [5], we described how a first-order stress-
dependent nonlinearity in the stiffened elasticity of the piezo-
electric layer (corresponding to the first stress-dependent term
in a Taylor’s-series expansion of the stiffness) might account
for the second-order harmonics (H2) and second-order inter-
modulation products (IMD2) generated in a BAW resonator.
We described in [5] the nonlinear circuit model we also use
in this work, and showed some preliminary measurements of
a two-port BAW device at the mechanical resonance frequency.
Those measurements were consistent with the model, but were
not conclusive since only one device had been measured.
In this paper, we demonstrate the dependence of H2 and
IMD2 on the nonlinearity in the stiffened elasticity of the
piezoelectric layer by making measurements on a variety of
one-port BAW resonators with the same piezoelectric material
[(aluminum nitride (AlN)], but having different geometries,
sizes, configurations, and made by different manufacturers.
We define and use a well-characterized measurement setup to
isolate the nonlinear properties of the piezoelectric material
from other parameters that affect IMD2 and H2. In these
conditions, we seek to find the same nonlinear properties of the
piezoelectric material, regardless of the device being tested.
In addition to the main goal of this paper stated above, the
following improvements over previous publications have been
realized:
• modification of the existing two ports formulation [5] to
account for one-port BAW devices (usual testing config-
uration) and its extension for a wide range of frequencies
around their resonances;
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• development and analysis of a measurement setup to mea-
sure intermodulation and harmonics on very reflective one-
port devices;
• de-embedding the effect of the imperfections of the mea-
surement setup on the second-harmonic measurements;
• definition of a systematic step-by-step broadband approach
for the characterization of the first-order nonlinearities.
• measurements of state-of-the-art devices with the same
piezoelectric material but having different geometries,
sizes and made by different manufacturers, therefore with
different stack configurations.
II. INTRINSIC NONLINEARITIES AND TRANSMISSION
LINE MODEL
A. Nonlinear Stiffened Elasticity
The equations for an acoustic field propagating along the
-direction for the 1-D longitudinal mode are [6], [7]
(1)
where is the stress, is the velocity of the particles, is the
density, is the strain, and is the stiffened elastic constant
( in a tensor notation), which is related to the elastic constant
, piezoelectric constant , and dielectric constant as fol-
lows:
(2)
From (1) and (2), we see that if , , are dependent on phys-
ical magnitudes ( , , electric field , etc.), those dependences
may be included in a nonlinear parameter . According to our
hypothesis, whose validity will be discussed in Section IV, the
stiffened elasticity depends on stress [2], [5] as
(3)
which can be expanded in a Taylor’s series as
(4)
In (4), we have used the subscript to denote the order of the
nonlinearity, and is the linear term.
B. Nonlinear Krimholtz, Leedom, Matthaei (KLM) Model
Equation (1) describes the propagation of the acoustic wave in
the piezoelectric layer, which is coupled to the electromagnetic
source by means of electrodes. This coupling sets the boundary
conditions to solve (1) and is often modeled with an equivalent
circuit to analyze the response of the device to a given electro-
magnetic stimulus.
For an electromagnetic or acoustic wave propagating in a
nonlinear passive medium, we may use distributed equivalent
circuits in which the nonlinear relations between physical mag-
nitudes (e.g., voltage and current) are described independently
Fig. 1. KLM distributed model of a BAW resonator. The acoustic line, whose
length is , is modeled by cascading several segments of lumped elements. Each
segment accounts for a short length , as described in [5].
of the physical dimensions of the device [8]. This model allows
to parameterize the nonlinear relations between magnitudes by
means of device-independent parameters, such as the stiffened
elasticity (4). For this reason, we use an equivalent circuit, where
the acoustic propagation is kept independent of the electrical
part of the electro-acoustic device. The KLM model [9] treats
the acoustic and electromagnetic domains as separable, and thus
is a good candidate to accurately describe the electro-acoustic
propagation and coupling for our devices. Specific details about
the nonlinear KLM model can be found in [5].
Fig. 1 shows the variables of the KLM model used through
this paper. The mathematical definition of the parameters
and can be found in [9]. The remaining components of the
electric domain, and , model the electrode losses and the
electrostatic capacitance, respectively. and model the
acoustic impedance of the electrodes, which can be different
depending on the stack configuration, is the thickness of the
piezoelectric layer, and and are, respectively, its acoustic
characteristic impedance and velocity.
The acoustic propagation is modeled in terms of voltage
and current that account for force and velocity ,
respectively [6]. For a resonator with an area , the propaga-
tion can be described in terms of distributed capacitance
and inductance , which give the equivalent
electrical distributed circuit for acoustic waves [6]. Note that the
KLM model uses force instead of stress. Hence, we use the rela-
tion for longitudinal modes in BAW devices. Refer-
ence [5] shows how to include the nonlinear stiffened elasticity
in the KLM model. For completeness, we briefly write down
the most important equations referring to the first-order non-
linear term in (4). For , the stiffened elasticity in (4) can
be rewritten in terms of force as
(5)
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Since , (5) implies a nonlinear capacitance in
the equivalent electrical circuit, whose first-order Taylor’s series
approximation is
(6)
where and is as follows:
(7)
The nonlinear Telegrapher’s equations for the acoustic transmis-
sion line are then
(8)
where we have included the term to account for the
acoustic losses, and
(9)
The formulation above (1)–(9) sets the basis for obtaining the
closed-form equations derived in Section III. For circuit sim-
ulations, we use the distributed model of the acoustic line de-
scribed in [5], where the line is modeled by cascading several
segments of lumped elements , , and such
that each segment accounts for an elemental length of the
acoustic transmission line.
III. SECOND-HARMONIC AND SECOND-ORDER IMD
Let us assume that a BAW resonator is driven with two tones
at frequencies and . As shown in [5], first-order nonlinear-
ities can generate not only H2 and and IMD2 ,
but also third-order intermodulation products and
when the H2 remix with the fundamental signals. The
formulas given in [5] are valid only for two-port resonators at
the frequency at which the circulating power into the resonator
is maximal (i.e., “mechanical” resonance). In this section, we
modify the formulation to be used for one-port devices (port 2
in Fig. 1 is grounded), and extend it over a range of frequen-
cies around the characteristic resonance frequencies, typically
named “series” and “shunt.” We will also detail the measure-
ment setup and its effect on the experimental observables.
A. Experimental Setup
In our experiments, we drive the one-port device-under-test
(DUT) with two tones at frequencies and . The funda-
mental tones ( and ) are then amplified and low-pass fil-
tered to eliminate their second harmonics (see Fig. 2) coming
from the sources and the amplifier. Isolators are used to avoid
intermodulation effects generated at the amplifiers, and to main-
tain the voltage standing-wave ratio (VSWR) at port 3, where
the DUT is connected, within reasonable values at frequencies
beyond the cutoff frequency of the low-pass filters. Note that
at higher frequencies, the power flowing from the hybrid to the
filter would be reflected if isolators were not placed between the
filters and hybrid. The two tones are then combined and driven
to a broadband 90 coupler, which enables us to separate the
Fig. 2. Four-port setup for intermodulation and second harmonic measure-
ments of one-port devices.
signals incident on the device from those reflected or generated
within it (such as H2 and IMD2)
B. Maximum Stress in the Acoustic Transmission Line
Since the nonlinearities are weak when the BAW resonator is
driven by external signals at and , the resulting standing
wave at these frequencies is almost identical to that of a per-
fectly linear material. The generation of spurious signals at ,
, and (H2 and IMD2) is governed by (9), which can
be interpreted as a set of current sources placed at each trans-
mission line segment of length and having a dependence on
the time derivative of the square of the voltage at that segment.
This distributed generation produces standing-wave patterns at
, , and whose amplitude can be related to that
of the patterns at and . As discussed in [5], the symmetric
distribution of the standing-wave pattern at and forces a
simple relation between the maximum voltages (force) of the
spurious signals and , and those of the
fundamental frequencies and
(10)
(11)
Equations (10) and (11) are valid for one- and two-port res-
onators and were successfully checked at the mechanical reso-
nance frequency [5] by means of nonlinear circuit simulations
using [10]. Here, we extend the comparison to a range of fre-
quencies covering the mechanical , the series , and
the shunt resonance . The simulated resonator has 2.62 m
of AlN and ideal short-circuits as electrodes, and a value of
F V m was arbitrarily chosen to check the
formulation. Fig. 3 shows the excellent agreement between (10)
and simulations using [10]. Equation (11) was also tested with
similar results
C. Power Dissipated at the Load
Although (10) and (11) are important equations that relate the
maximum voltage in the acoustic line of the H2 and IMD2 sig-
nals with the fundamental ones, a practical relation between ex-
perimental observables (dissipated power at the load) and avail-
able power from the sources is needed.
Fig. 4 shows the definitions that we will be using throughout
this section and Section IV. The DUT, modeled as in Fig. 1, is
connected by means of a transmission line to port 3 of the mea-
surement setup and the output power is measured by a spectrum61
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Fig. 3. Magnitude (left-vertical axis) and phase (right-vertical axis) of the
second-harmonic voltage at the center of the line calculated with (12) (black
continuous line) and simulations (blue circles in online version). Arrows
indicate the frequencies:      GHz,      GHz, and
     GHz.
Fig. 4. Schematic of the nonlinear setup and useful definitions.
analyzer connected at port 4. As we will see in Section IV, in
a practical experiment, the of the four-port setup is mea-
sured in the AA plane, and the reflection coefficient of the DUT
in the BB plane. If the VSWR at port 3 is not good
enough, there will be a standing-wave pattern between both
planes. This standing wave will have a perceptible effect on the
measurements at the spectrum analyzer (“SA” in Fig. 4) so we
need to include a small transmission line (“TL” in Fig. 4), which
accounts for the transitions and probes between both reference
planes, in the model shown in Fig. 4.
For simplicity, we will write down the analysis only for the
second harmonic because extending the formulation to
and is straightforward. From the analysis of the circuit,
we can demonstrate that the H2 voltage at port 3 will be
(12)
where is the voltage at the center of the acoustic line (
in Fig. 1) that appears in (10), is the electrical length of the
transmission line TL, the scattering parameters and impedances
are defined in Fig. 4, is the transformer coupling evaluated
at , and is the series impedance of the components of the
electrical part in Fig. 1, where
(13)
Hence, the incoming power to the spectrum analyzer
with input reference impedance will be
(14)
In a similar manner, the fundamental voltage in (10) can
be related with the available source power , resulting in
(15)
Equations (10) and (12)–(15) allow us to relate the H2 power
with the available source power and, therefore, to determine the
value of that fits the experimental data.
To check these expressions, we will consider an ideal setup
and compare them with harmonic balance simulations. If the
setup is ideal (only a hybrid), and the DUT is connected directly
to port 3 of Fig. 4, then ,
, , and , thus, combining
(10), (12), and (14), we obtain
(16)
which directly relates the measured H2 power with the available
source power as a function of the nonlinear parameter .
Fig. 5 shows a comparison between (16) and harmonic
balance simulations using the test resonator described in
Section III-B. The agreement between simulated data and (16)
is excellent in the frequency range of interest (the characteristic
resonances are marked with arrows). The maximum H2 power
occurs at the mechanical resonance , as expected. Note
that, despite the large magnitude of the maximum voltage in the
acoustic line (see Fig. 3) at the shunt resonance , there
is no spurious signal power flowing out of the resonator because
the term of (13) tends to infinity at that frequency. This
occurs when ideal resonators (no losses and ideal electrodes)
are considered, as in this case.
IV. SECOND HARMONIC AND IMD2 EXPERIMENTS
We performed measurements on eight devices obtained from
an industrial manufacturer (A) and from a research center (B),
all of them with different areas. The devices made by A are
square and trapezoidal shaped, with 1.25 m of AlN thickness
and areas ranging from 1.2 10 m to 6.4 10 m . The
devices from B are pentagonal shaped with 1.27 m of AlN
thickness, and their areas range from 1.2 10 m to 5.1
10 m . Samples from A and B use different materials and
stack configurations for the electrodes and the Bragg mirror.
In order to characterize the first-order nonlinear stiffened
elasticity, we have followed the procedure described below,
which is divided into the following five steps.
Step 1) Characterization of the measurement setup.62
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Fig. 5. Power   delivered to port 4 (Fig. 4) by use of (18) (continuous line)
at   (blue line in online version) and   (red line in online version) and
nonlinear simulations (squares and circles, respectively).
Step 2) Determination of a linear circuital model of the DUT
by measuring its reflection coefficient.
Step 3) Measurement of H2 and IMD2 over a broad fre-
quency, keeping a constant difference between the
two driving frequencies.
Step 4) De-embedding the stray effects produced by the mea-
surement setup.
Step 5) Determination of the value of that best better
fits the measurement and its corresponding value of
the geometry-independent parameter .
Step 1. Characterization of the Measurement Setup: The
measurement setup, with a 90 broadband coupler (2–8 GHz),
is shown in Fig. 2. The measurement of the 4 4 scattering
matrix of the whole setup is the first step in our characterization
process. Fig. 6 shows the scattering parameters of the setup.
The insertion loss from the DUT to the spectrum analyzer
ranges between 4–5 dB, and the return loss at the port, where
the device is connected , is around 10 dB at frequencies
around the second harmonic of the fundamental frequencies.
This poor VSWR is due to reflections at the output of the
low-pass filters in spite of having an isolator between the filter
and the power combiner.
Step 2. Linear Measurements of the DUT: The linear param-
eters of a DUT were measured with on-wafer thru-reflect-line
calibrations [11]. The measured reflection coefficient was fit
with a linear model (Fig. 1) by means of information, supplied
by the manufacturers, on the electrodes and Bragg mirror. For
example, we show the measured imaginary part of the reflec-
tion coefficient and circuit simulations of device A1 around the
operation frequencies in Fig. 7. The inset in Fig. 7 shows its
broadband response and simulations.
As shown in Fig. 7, where we only show the imaginary part of
the reflection coefficient for simplicity, the KLM model agrees
very well with the response of the resonator. Note that a better
fit of the linear model implies a more accurate prediction of
the voltage inside the acoustic transmission line model at the
fundamental frequencies, which is responsible for the harmonic
generation.
Step 3. H2 and IMD2 Measurements: The DUT is driven by
two frequency tones and ,
Fig. 6. -parameters of the setup for numbering in Fig. 4. (a)  (continuous
black line),  (dotted blue line in online version),  (dashed green line in
online version), and (dashed red line in online version). (b) (dotted black
line),  (dashed red line in online version),  (black line), and  (green
line in online version).
Fig. 7. Imaginary part of the reflection coefficient from device A1 measured
(black continuous line) and simulated (blue dashed line in online version). The
minimums correspond to the characteristic resonance frequencies (series and
shunt). The inset shows the broadband response.
where kHz and the frequency is swept from 1.88
to 1.98 GHz while keeping constant. The input power to
the device [Port 3 in Fig. 4] is 20 dBm at each fundamental fre-
quency. The reflected signal and spurious signals generated in-
side the resonator are directed by the 90 coupler to the spectrum63
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Fig. 8. Output power at the fundamental tones (blue and red line in online ver-
sion), H2 (cyan line in online version and black line), and IMD2 (red line in on-
line version). Horizontal axis shows the   values at each measurement point.
analyzer. Before connecting the DUT, we measure an on-wafer
open stub in order to set the levels of intermodulation and har-
monics generated by the measurement setup and we make sure
these are negligible throughout the whole measurement process.
Fig. 8 shows the measured second harmonics and IMD2 for
device A1. Continuous lines show nonlinear circuit simulations,
such as those explained in Section III-C, but including the mea-
sured -parameters of the setup from Step 1 and the linear cir-
cuit model from Step 2. With a unitless value of ,
measurements and nonlinear simulations overlap. The output
power at the fundamental tones shows a small ripple due to the
imperfections of the measurement setup. This ripple is more sig-
nificant at higher frequencies (H2 and IMD2) due to the poor
mismatch at port 3, as previously discussed.
Fig. 8 reveals the advantage of performing broadband mea-
surements instead of single-frequency point measurements. For
instance, if single-frequency measurements (as done in our pre-
vious work [12]) were performed at a frequency close to the
series resonance (first dip in Fig. 7), erroneous results could be
obtained because the nonlinear behavior is affected by spurious
resonances. Therefore, broadband measurements enable us to
avoid the issue of anomalous nonlinear responses arising from
spurious modes.
To this point, we have made use of nonlinear circuit simula-
tions to consider the influence of the measurement setup on the
experimental observables. In the next steps, we show how the
nonlinear stiffened elasticity can be obtained from the measure-
ments without having to use a nonlinear circuit simulator.
Step 4. De-Embed the Effect of the Setup: As shown above,
the effect of the imperfections of the measurement setup on
the second-harmonic measurements is significant. We can, how-
ever, de-embed this effect by means of conventional microwave
circuit theory. To completely remove this effect, we need to de-
termine the output power that the device would deliver to a per-
fectly matched 90 coupler versus the input power
to the device . We can then define the normalized magni-
tude that is independent of the measurement
setup.
Fig. 9. Left vertical axis: normalized measured H2 (squares for   and cir-
cles for   ), measured IMD2 (stars), simulated H2 (black continuous line)
and simulated IMD2 (red continuous line in online version). Right vertical axis:
Maximum voltage at the fundamental frequencies (green line in online version).
The input power to the device, at each fundamental frequency
(and ), is calculated with
(17)
where we follow the definitions in Fig. 4.
The power , as a function of the measured power
, at port 4 of Fig. 4 can be calculated by use of the trans-
ducer power gain [13] from port 3 to port 4 of Fig. 4. We then
obtain
(18)
By use of (16)–(18), we can normalize versus ,
which has again been checked with simulations. Fig. 9 plots the
simulated (continuous line) and measured (circles) normalized
power for the device A1. Fig. 9 also
plots the square voltage at the center of the line normalized to
the input power for the fundamental signal obtained in the simu-
lations. As expected, the maximum is reached at the mechanical
resonance frequency of the resonator at which the stored energy
is higher.
From Fig. 9, we see that the measurements of the H2 and
IMD2 data follow the same frequency pattern as . The data
are therefore consistent with the initial hypothesis, which pro-
poses a nonlinear stress-dependent parameter that is the origin
of the second-harmonic generation.
Step 5 Find That Better Fits the Measurement: In
this section, we determine the best fit nonlinear parameters
from the normalized measured data for each device with
(10)–(18), and then, with these values, we extract the intrinsic
parameter with (7). Fig. 10(a) and (b) shows the results
for resonators A and B, respectively, and Table I shows the best
fit values of .
As shown in Table I, a value of the nonlinear first-order stiff-
ened elasticity around 10.5 is in reasonable agreement for all the
A resonators despite having different areas and shape (further-
more, unlike other samples, A3 has a border ring to eliminate64
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Fig. 10. Normalized H2 power. (a) A-devices: A1 (blue triangles in online ver-
sion), A2 (green squares in online version), A3 (black diamonds), A4 (red cir-
cles in online version), A5 (magenta stars in online version). (b) B-devices: B1
(red circles in online version), B2 (blue triangles in online version), B3 (black
diamonds).
TABLE I
EXTRACTED   
spurious modes), and 13.0 is in reasonable agreement for all the
B resonators.
A systematic error is found between the values obtained with
the formulation and the values obtained by harmonic balance
simulations. The derivation of (10) and (11) assumes that the
acoustic transmission line is symmetrical with respect to
(see Fig. 1) or, in other words, the electrodes connected at both
ends of the transmission line are electrically equal [5]. This does
not usually happen in BAW resonators with a Bragg mirror so
the applicability of (10) and (11) is questionable in this type of
device. Nevertheless, we have performed several simulations,
sweeping the frequencies around the mechanical resonance fre-
quency, with different electrodes, and the maximum error we
Fig. 11. Comparison between (10) and simulations for the B2-device (con-
tinuous line) and the A4-device (dotted line). Horizontal axis represents
the frequency variation with respect to the mechanical resonance frequency
(2.124 GHz for B2 and 1.958 GHz for A4).
have found is around 20%. For example, we have checked by
means of simulations that (10) overestimates by a max-
imum 16% over the measured frequency range for the A devices
and by 14% for the B devices, as shown in Fig. 11.
These differences cause a mismatch smaller than 1.5 dB on
the load power and agree well with the differences in the values
of Table I. If the asymmetry of the transmission line were con-
sidered, the formulation and the simulations would be in an ex-
cellent agreement. This process would, however, require prior
knowledge of the standing-wave pattern for the fundamentals
and H2 signals, which implies nonlinear simulations, to achieve
accuracy better than 20%.
V. DISCUSSION AND CONCLUSIONS
We have presented a systematic step-by-step broadband ap-
proach for the characterization of the first-order nonlinearities
in BAW resonators. We have shown that broadband measure-
ments are advantageous for avoiding the anomalous nonlinear
behavior due to spurious resonances, instead of single-point fre-
quency measurements especially close to the series resonance
frequency.
We have found consistent values of stress-dependent non-
linearity in the stiffened elasticity of the piezoelectric material
(AlN) of a set of resonators having widely different geometries,
configurations, and delivered by two different manufacturers.
We have determined values of within a range 10.7 0.3
for the five samples of one manufacturer and 13.1 0.3 for
the three samples of the other manufacturer. This consistency
in the values of proves that the first-order stress-depen-
dent nonlinearity in the stiffened elasticity of the AlN piezo-
electric is the origin of second harmonics and IMD2 products in
BAW resonators. Moreover, both values are quite close, despite
the AlN layers having been fabricated following different pro-
cesses. Purely mechanical hydrostatic pressure measurements
of AlN, reported in [14], give a value of the first-order nonlinear
elasticity , which is of the same order of magnitude
as the values of obtained in this study. This shows that
could be a significant contributor to the nonlinear term .65
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We have used two alternative approaches to arrive at these
conclusions, one based on simulation, and another based on
closed-form equations that take into account the model of the
BAW resonators and the effects of the measurement setup.
We have checked for consistency between both approaches
and have found that they diverge by at most 16% due to the
simplifying assumptions taken in the closed-form approach.
Despite these differences, the formulation gives a reasonable
value of the nonlinear stiffened elasticity that is close to the
uncertainties, around 0.5 dB, of the harmonic and intermodu-
lation measurements.
This first-order nonlinearity is known to partially contribute
to other spurious signals, such as third-order intermodulation
products, and thus it sets the baseline level of spurious signals
generated within the BAW resonator.
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CHAPTER III - ELECTRO-THERMO-MECHANICAL NONLINEARITIES 
 
Thermal considerations are becoming more and more important in today’s 
microwave components due to increasing requirements for higher power handling. 
With high temperatures and high dynamic thermal oscillations, temperature-dependent 
material properties originate nonlinearities that can limit the devices performance. This 
chapter covers the interaction of the electromagnetic, mechanical and thermal fields 
and how this impacts the nonlinear behavior of transmission lines and BAW resonators. 
Both physical and phenomenological models are proposed, which can be used to 
predict the nonlinear indicators at the design stage. 
The first and second articles study the mechanism by which third-order 
intermodulation distortion is generated even in transmission lines made of materials 
whose properties do not depend on the electromagnetic fields. The third article assesses 
the impact of self-heating on the performance of limiters made of HTS transmission 
lines. 
Appendix A covers the nonlinearities in ferroelectric (Ba0.3Sr0.7TiO3) thin films, 
where the measurable observables are used to obtain a large-signal model of the 
transmission lines. 
The fifth article and Appendix B propose models to explain the electro-thermo-
mechanical nonlinearities in BAW resonators from a phenomenological approach and a 
physically rigorous approach respectively.  
 
The articles, including Appendix A and B, in Chapter 3 are: 
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Third-Order Intermodulation Distortion due to Self-heating in Gold 
Coplanar Waveguides 
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Abstract - We present measurements and modeling of a self­
heating mechanism responsible for third-order intermodulation 
distortion in coplanar waveguide transmission lines. Temperature 
variations, at the envelope frequency of the input signal, induce 
dynamic changes in the distributed resistance that, when mixed 
with the fundamental tones, give rise to intermodulation. 
Index Terms -Coplanar waveguides, nonlinearities, electro­
thermal effects, intermodulation distortion. 
I. INTRODUCTION 
The existence of a self-heating mechanism that induces 
third-order intermodulation distortion (IMD3) is a well-known 
process in power amplifiers, on which successful efforts have 
been done on its modeling [1]-[4]. In contrast, passive 
microwave devices have received little attention, where few 
lumped models exist for discrete components such as 
connectors, attenuators and terminations [5]. For purposes of 
characterization and prediction, a nonlinear distributed model 
of the transmission lines with self-heating mechanism 
involved is required, in which the experimental observables 
can be related with the material properties and their 
temperature derivatives. 
In this work, we present a distributed model to account for 
these nonlinearities induced by self-heating in transmission 
lines. The model introduces a thermal domain that simulates 
the heat flow along the transmission line and through the 
substrate, and is coupled to the electromagnetic domain. 
The model was tested by use of coplanar waveguides 
(CPW) made of gold on sapphire, and showed good agreement 
with measured results on transmission lines of different 
lengths. 
II. UNIFIED MODEL 
Despite temperature-induced changes in the material 
properties, models usually, for simplicity, make use of only 
the steady-state ambient temperature to predict the device's 
performance, without taking into account the dynamic 
temperature fluctuations [6][7]. In fact, as presented in this 
work, time-dependent temperature fluctuations can lead to 
undesired nonlinear effects that must be consistently modeled 
by an electro-thermal model. 
A. Generation Mechanism 
A scheme showing the generation process of IMD3 due to 
self-heating is shown in Fig. 1, in which the two-tones test 
represents a useful method in nonlinear analysis. A two-tone 
signal (h and j) can be interpreted as a sinusoidal modulated 
signal at a frequency �f=f2-f, centered at fo=f,+�fl2= f2-�fl2. 
In the CPWs under study, dissipation is largely due to 
conductor losses for a substrate with negligible loss, such as 
sapphire. In such a case, the quadratic relation between 
instantaneous dissipated power and current implies that heat 
fluctuations are generated at frequencies �f, 2f" f,+f2 and 2f2' 
However, the relation between dissipation (Pif)) and 
temperature (T(f)) [8], 
(I) 
states that only variations at the envelope frequency ,1f will 
produce substantial temperature changes due to the low-pass 
filter behavior of the thermal impedance Zif) that is related to 
the slow nature of thermal dynamics [8]. 
�" �" 
�
'" 
I�rt I'rt '" I 2f11112f2 
Temperature .I�I. Dissipation 
Zth(f) 
EM domain 
TH domain 
Fig. I. Process by which IMD3 is generated in a transmission line. 
Resistive losses are responsible for temperature fluctuations that in 
tum change the metal resistivity, giving rise to a dynamically 
generated nonlinearity. 
As seen in Fig. 1, temperature fluctuations change the metal 
resistivity P(T) and, therefore, the distributed resistance RlT) 
of the line. In fact, the temperature-induced changes can also 
be treated as an amplitude modulation of the input signals h 
and/;, by a modulating signal at frequency M, which gives rise 
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to IMD3 at 2fl-f2 and 2f2-fl. So, in such a situation, 
measurements of IMD3 while sweeping the tones spacing will 
lead to a low-pass filter shape [5] that could be used to de­
embed the thermal impedance if an accurate model is used: 
(2) 
B. Model Implementation 
A consistent model to account for the aforementioned 
process needs the interaction of an electromagnetic and a 
thermal domain. Then, we build the electromagnetic domain 
as a cascade of sections of a certain length Ax, of lumped 
elements Rd,J/T)= RiT)-!Jx, LdA,= Ld·!Jx, CdA,= Cd·!Jx, Cd,Jx= 
Ci!Jx, where RiT), Ld, Cd' and Cd are the distributed 
parameters of the coplanar waveguide. For very thin 
conductor strips as used in our experiments, the distributed 
resistance changes with temperature as follows: RiT)=Rdi 1 + 
dI), where ex. is the temperature coefficient of resistivity. 
r--------------------------l 
I Thermal Domain L1x I I 4 • I I RmMR RmMR I i· ' R,mIC"'Avm • I i I T T+dT ,1zl I Pd I I _ I 
;���������t���������������� 
1-- --I 
LdLlx I Rd(T)LlxI 
+ 
v 
,1x 
_ �1�c.!!"��a31�e�c_D...?�§:i� ____________ _ 
Fig. 2. Implementation of a section of transmission line in both 
electromagnetic and thermal domains. 
On the other hand, thermal modeling of the heat flow along 
the transmission line and through the substrate is implemented 
by means of the thermal resistance R'h=L1,/k'h and the 
volumetric heat capacity C'h=;CP' that can be separately 
defined for the metal and the substrate [8] (in the previous 
expressions, kth, q and Cp are the thermal conductivity, density, 
and heat capacity of the material, respectively, and ,1/1 is a 
length increment in the direction of the heat propagation that 
can either be Ax along the line or LIz through the substrate (see 
Fig. 2)). So, with the above-mentioned thermal distributed 
parameters, each section of transmission line can be thermally 
modeled along the metal and through the substrate with a 
series resistance and shunt capacitance in the respective 
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directions. In fact, the shunt capacitances can be combined in 
parallel with Ceq/w(f) to represent an equivalent overall heat 
capacity of the metal and substrate L1 V in volume (Fig. 2). 
In Fig. 2, the horizontal axis corresponds to the direction 
along the line, while the vertical axis is perpendicular to the 
wafer. So the thermal domain model presented is distributed 
along the horizontal axis but concentrated on the vertical axis. 
This means that L1x represents a section of the line and L1z is 
the total substrate thickness. The latter means that the 3D heat 
dissipation process has to be consistently modeled by use of a 
2D model, even when the heat diffusion area on the XY plane 
changes as a function of frequency [8]. Such a frequency­
dependent lateral diffusion area can be taken into account by 
use of a frequency-dependent equivalent heat capacity 
Ceq/,if), similar to that used in [5]. Moreover, the fact that a 
CPW consists of a center conductor between two ground 
planes implies that an equivalent width Weq in terms of 
dissipation (usually related to the physical width by a 
geometrical factor [8]), has to be considered if a 2D model is 
used. 
In Figure 2, Rm,Ll,=Rm,./(Weqtm) and Rs,Ll,= Rs,./(WeqL1x) are the 
thermal resistances for a section of metal and substrate 
respectively, where tm is the metal thickness. Heat radiation 
and convection are considered negligible, as well as heat flow 
through the probes, which are modeled using high value 
resistances at the terminations of the thermal domain. 
Finally, dissipation in the electromagnetic domain is 
coupled to the thermal domain as a current source (see Fig. 2). 
This makes use of the fact that, in such a thermal transmission 
line, current and voltage are analogous to heat and 
temperature, respectively [8]. 
III. MEASUREMENTS AND RESULTS 
Linear and nonlinear characterization of two coplanar 
waveguides was carried out at room temperature for purposes 
of model validation. 
A. Test Wafer and Linear Measurements 
Two 480 nm-thick gold CPWs, with the same geometry 
except for different length IA=4.200 mm and 19=9.933 mm, 
were fabricated using photolithographic techniques on a 430 
f.l.m-thick sapphire substrate. A 20 nm-thick titanium 
intermediate layer was used for better adhesion between gold 
and substrate. The center conductor, ground planes and gap 
widths are 30 fAm, 200 fAm and 15 fAm, respectively. 
A procedure of multi-line TRL calibrations and impedance 
comparison was applied to extract the distributed parameters 
of the CPWs. Details on these extraction technique can be 
found in [9]. Extracted resistance and inductance per unit 
length from measurements is shown in Fig. 3. The extracted 
capacitance per unit length is Cd=162 pF/m, and Gd is 
negligible. 
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Fig. 3. Resistance and inductance per unit length as extracted from 
measurements (dashed lines) and a polynomial fit (solid lines). 
Figure 3 also shows the polynomial fit for Rd and Ld, which 
smoothes the data from measurements and is used in the 
circuit model. 
B. Nonlinear Measurements 
As previously noted, the dependence of the intermodulation 
distortion level on the envelope frequency of the input signal 
is probably the convincing evidence for self-heating induced 
nonlinearities. To evaluate this and to validate the model with 
measurements, IMD3 has been measured on both CPW s for a 
wide range of tone spacings. The upper tone was set at f2=6 
GHz, while the lower tone f,=f,-Llf varied so that Llf ranges 
Llf=2 Hz to Llf= 1 GHz at an input power of 20 dBm per tone. 
-70 
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Frequency [Hz] 
Fig. 4. Measurements (2f,-f, and 2f,-f, are squares and circles 
respectively) and simulations (solid lines overlapped) of the 
generated IMD3 of the two CPWs presented in this work. The higher 
IMD3 level corresponds to the longer B CPW (18=9.933 mm), and the 
lower corresponds to A CPW (lA=4.2 mm). 
A special measurement setup intended to increase the 
measurement dynamic range at the spectrum analyzer by 
means of cancellation of the fundamental tones was used. 
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Further details on this measurement setup can be found in [9]. 
The measurement results can be seen in Fig. 4 in dashed lines 
for both CPWs A and B. 
As observed from the measurements, the baseline IMD3 
level of the system itself is around -100 dBm for the specified 
input power, while the measurement noise floor is at - 140 
dBm. This makes the system nonlinearities predominant over 
the device for modulation frequencies of 1 MHz and above. 
Theoretical thermal conductivity values used in this work 
are ks,th = 42 W·m-'·K' and km,th = 318 W·m-'·K' for sapphire 
and gold, respectively [8]. A temperature coefficient of 
resistivity for gold of ex = 0.0037 K' is also used for both lines 
[8]. 
Equation (2) states that the measured intermodulation level 
is proportional to the square of the thermal impedance, and 
this is used next to extract the equivalent heat capacity Ccq,Llif) 
as a function of frequency, implemented as Ceq, if)= 
Cd,th(f)'WCq' z. 
The procedure to extract Ceq.LlV(f) from the measured results 
by means of (2) starts by obtaining the magnitude of the un­
scaled thermal impedance Zthu(f). Then, IZth.if)1 is 
extrapolated to obtain the theoretical DC value of the thermal 
resistance, given by Rs,Llz' Finally, Ceq,LlV(f) is obtained from 
the following relation: 
Ceq,LlV (f) = 
IZ'h,tI (1)1 R; 6z 
j2 (3
) 
By means of the procedure above, an equivalent heat 
capacity can be described using a polynomial in log-log scale: 
Cd,lhC!) = lOCth,o+Cth,,]
Og(f)+Cth,,]Og(f)'
, (4) 
in which Ctho=3.94, Cth,=-0.784 and Cth,=0.0186 are used in 
the model to'simulate the results shown in Fig. 4. A low-order 
polynomial is used to keep the tendency of the thermal 
impedance at frequencies above those used for the fitting. 
As can be seen in Fig. 4, the agreement between 
measurements and modeling is very good for both lines using 
Wcq=700 Ilm. Only a small deviation is observed at the 
modulation frequency of 2 Hz, which could be an indication 
of the probes effect. 
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Fig. 5. Extracted heat capacitance Cd.,h(f). 
IV. DISCUSSION 
Further research could be performed to relate the extracted 
frequency-dependent equivalent heat capacity to the heat 
diffusion area. This may result in a better description of the 
3D dissipation process. 
The model presented in this work is useful not only for use 
in nonlinear prediction but also also for simulating the steady­
state temperature distribution along the transmission lines. 
Figure 6 shows the current and temperature distribution for 
CPW B (1B = 9.933 mm) with a clear cause-effect relation 
between them. In fact, the nonlinear generation mechanism 
presented has some similarities with the 3(0 technique [10], in 
which the generated third harmonic is used to extract the 
thermal properties of the substrate at low frequencies. 
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Fig. 6. Simulation of the steady state temperature increment 
distribution (circles) and current distribution (squares) along CPW B 
(lB = 9.933 mm). 
Future research will consider metals other than gold, with 
higher and lower temperature coefficients of resistivity. A 
thicker metal layer should also be evaluated to check the 
validity of the model. Substrates with better and poorer 
thermal conductivities could also be addressed for a better 
understanding of how the self-heating impacts the IMD3 level. 
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Abstract—This paper proposes a mechanism by which
third-order intermodulation distortion, due to self-heating, is
generated in transmission lines. This work shows how trans-
mission lines made of several materials, whose properties are
independent of the electric and magnetic fields, can generate
important levels of intermodulation distortion. A circuit model
supported by finite-element simulations is presented to account
for the temperature generation and also for its impact on the
nonlinear performance. Closed-form expressions are used to
calculate the generated intermodulation products and are derived
from the circuit model and compared with simulations. Finally,
measurements and simulations of different transmission lines are
presented, showing very good agreement.
Index Terms—Intermodulation distortion, nonlinearities,
printed lines, self-heating, temperature, thermal effects, transmis-
sion lines.
I. INTRODUCTION
I NTERMODULATION distortion and harmonic generationin passive transmission lines are usually associated with the
dependence of the material properties on the electromagnetic
fields. Such is the case for transmission lines made of super-
conductors [1] or ferroelectric materials [2]. However, several
papers have shown the existence of third-order intermodulation
distortion, even in transmission lines made of inherently linear
materials, such as copper on commercial substrates [3], [4]. In
this case, and depending on the speed of the signal modulation,
self-heating mechanisms can be the cause of third-order inter-
modulation distortion, which can generate serious problems in
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communication systems [5]. This occurs because temperature
oscillations cause variations of the material properties without
generating harmonics.
The dependence of device performance on temperature has
always been a source of concern in the process of designing
microwave devices exposed to temperature variations [6], [7],
and the correct choice of materials plays a vital role. Attention
has usually focused on minimizing the temperature dependence
of material properties, as well as on minimizing the loss that
is responsible for the temperature rise. Significant temperature
dependence of material properties can cause the performance
of the device to change considerably over a given temperature
range and can also generate nonlinear distortion.
While thermally generated intermodulation distortion is
a well-known nonlinear process in power amplifiers where
thermal effects have always been a matter of concern [8]–[10],
only few papers have been published on this topic. This has hap-
pened despite the impact that temperature variations can have
on the linear and nonlinear performance of passive microwave
devices. The effect of resistive heating on intermodulation
distortion generation in electrical contacts is analyzed in detail
in [11]. More recently, [12] has shed light by modeling this
effect in lumped devices such as attenuators, microwave chip
terminations, and coaxial terminations.
Fewer papers have focused on the self-heating process due
to the lossy nature of distributed structures, such as transmis-
sion lines [13], [14]. The approach found in the -method
[15] is a rigorous procedure to extract thermal material proper-
ties by measuring the third-harmonic generated by self-heating
in metallic strips at audio frequencies. The existing nonlinear
transmission line models [16] do not address these underlying
mechanisms of passive intermodulation generation in printed
transmission lines and are based strictly on phenomenological
approaches. Only [17] and [18] analyze the thermal heating con-
tribution to intermodulation in coaxial waveguides and trans-
mission lines, respectively.
This work presents a circuit model to account for the temper-
ature rise due to self-heating in transmission lines and describes
in detail how these temperature variations generate third-order
intermodulation distortion. The distributed electromagnetic cir-
cuit model of a transmission line is coupled to a thermal do-
main that models the heat generation and propagation, yielding
the temperature at each point of the line. The temperature rise
is then used to change the material properties on the electro-
magnetic domain circuit model. We extend the results in [19]
by presenting finite-element thermal simulations to support the
model. In addition, we validate the model with measurements
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Fig. 1. Passive intermodulation distortion generation process in a transmission
line segment of length  . Resistive losses are responsible for temperature fluc-
tuations that, in turn, change the metal resistivity.
of coplanar waveguides on single crystal sapphire substrates,
made with conductors of three different metals in order to give a
better understanding of the intermodulation generation mecha-
nism. The assumption of weak distributed nonlinearities is made
so that the nonlinearities represent a small perturbation of the
linear performance.
Closed-form expressions that allow prediction of intermodu-
lation levels on matched transmission lines are derived from the
circuit model implementation and compared with circuit simu-
lations. Finally, the model is tested with intermodulation mea-
surements on lines of several lengths fabricated from different
conductor materials with good agreement between modeled and
measured results.
II. MECHANISM OF PASSIVE INTERMODULATION GENERATION
DUE TO SELF-HEATING IN DISTRIBUTED TRANSMISSION LINES
The scheme in Fig. 1, in which the two-tone test is repro-
duced, shows the generation process of third-order intermodu-
lation distortion due to self-heating in a transmission line along
the -axis. The input signals, and , can also be understood
as an AM modulated signal with carrier suppression centered at
with an envelope frequency so that
and .
If a low-loss substrate is considered, the loss due to the con-
ductor dominates and the dissipated power in each el-
emental segment of transmission line is proportional to the
square of the current through that segment. This results in dissi-
pated power, with frequency components at dc, , , ,
and . Each of the frequency components of the dissi-
pated power gives rise to temperature oscillations , according
to the corresponding thermal impedance at each specific
frequency [9]
(1)
As a result, the steady-state temperature rise changes the ma-
terial properties and, as a result, the linear performance of the
device, as well. On the other hand, the oscillating temperature
generates third-order intermodulation distortion. The slow dy-
namics related with the heat propagation in a media translates
into a low-pass-filter behavior of the thermal impedance [20],
thus making the dissipated signal at the most relevant os-
cillating temperature component. As in the steady-state case,
temperature variations at can change materials properties;
for example, the metal resistivity, resulting in third-order inter-
modulation distortion at and . In this work,
a temperature-independent dielectric is considered. A detailed
scheme of the generation process in an infinitesimal section of
transmission line can be seen in Fig. 1.
As a result of the above-described process, measurements of
the third-order intermodulation signals at different separations
between tones might be used to unveil the low-pass filter shape
of the thermal impedance [10] since
(2)
where is the third-order intermodulation distortion
power.
III. SELF-HEATING MECHANISM MODEL
A circuit model of a transmission line, based on the previ-
ously described mechanism, could be used for the analysis and
simulation of nonlinear effects under any type of input signal.
Further, it could also be used, for example, to predict nonlinear-
ities in more complex devices that make use of these transmis-
sion lines, such as filters [21]. The challenge of such a model,
however, is based on the interaction of two physical domains,
the electromagnetic and thermal domains, both of which must
be properly modeled.
A. Electromagnetic Domain
A distributed implementation of the electromagnetic domain
of a transmission line allows for relating the measured observ-
ables with the material properties [1]. The transmission line is
constructed as a cascade of cells. Each cell contains the dis-
tributed parameters modeling a segment of a transmission line
, , , and . These stand for the temperature-de-
pendent distributed resistance and the distributed inductance,
capacitance, and conductance, respectively [22]. The resulting
nonlinear telegrapher equations are
(3)
(4)
The distributed resistance has contributions from each
of the conductors in the transmission line, which act as heat
generators. This allows us to simulate the temperature rise at
each conductor independently and also to simulate the contri-
bution to the intermodulation arising from each conductor. In a
coplanar waveguide, the center conductor resistance
and the ground planes resistance can be considered
separately, as shown in Fig. 2
If a low-loss nondispersive substrate is used, is negligible
and is constant over frequency. On the other hand,
and are frequency-dependent and need to be properly de-
scribed at each frequency point.
Each contribution to the distributed resistance and
can be expanded by use of a first-order Taylor’s series,74
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Fig. 2. Electromagnetic-domain model of an infinitesimal section of a trans-
mission line.
Fig. 3. Dimensions of the coplanar waveguides used in this work.
and casting it into a temperature-invariant term and a tempera-
ture-dependent term
(5)
where or stand for the center conductor and ground
planes, respectively, and set the distributed resistance
at room temperature . The relation between the parameter
and the temperature-dependent resistivity of the con-
ductors is detailed in Appendix I.
B. Thermal Domain
A thermal model implementation of a transmission line
should be able to predict the steady-state temperature rise and
temperature oscillations that lead to intermodulation genera-
tion. Moreover, a physical relation with the material thermal
properties and device geometry is necessary to allow the model
to predict the nonlinear distortion of a device in the design
stage.
1) Heat Generation in a Transmission Line: The geometry of
a regular coplanar waveguide consists of two ground planes on
each side of a center conductor. The metal layer varies, gener-
ally, from tens to thousands of nanometers thick and is deposited
on a low-loss substrate. In such a structure, the generated heat
in the metal strip is mostly dissipated by conduction through the
substrate. This is because of its low thermal resistance to heat
flow when compared to radiation and convection effects [20].
Fig. 3 shows the dimensions of the coplanar waveguides used in
this work.
The first step toward the construction of a thermal model of
a coplanar waveguide is to identify the heat sources. As previ-
ously mentioned, this work considers negligible dielectric losses
in the substrate so that metal resistivity is the only source of dis-
sipation. Fig. 4 illustrates the simulated current distribution at
the beginning of the line of a coplanar waveguide, of the
same dimensions as in Fig. 3, and made of gold on a sapphire
substrate with a thin titanium adhesion layer. The transmission
line is designed, considering dispersion, to be roughly matched
at 6 GHz by use of an electric resistivity of n m.
The line is driven by two tones of 20 dBm each, where the upper
tone is set at 6 GHz and the lower is 1 kHz apart.
In the simulations of Fig. 4, the current density peaks are at
the edges of the center conductor and at the inner edges of the
ground planes. This has a direct translation in the location of
Fig. 4. Current distribution and joule heat at the beginning of a coplanar wave-
guide, driven by two tones at 20 dBm.
heat sources since the heat generated per unit volume can be
expressed as [12]
(6)
where is the current density in A m and is the electric
resistivity in m. Fig. 4 also illustrates the heat density, ob-
tained by use of finite-element simulations [23], due to (6).
The heat density surface integral on the center conductor re-
sults in an average dissipated power of 9.26 W m versus
3.54 W m for the ground planes, which clearly illustrates
the fact that the center conductor contributes more to the overall
dissipation. This gives an idea of the correspondent contribution
of each metal strip to the distributed resistance, which follows
the relation
(7)
where and are the average dissipated power per unit
length and the root mean square (rms) current, respectively.
For the coplanar waveguide under study, we used finite-ele-
ment software [23] to get the distributed resistance contributions
arising from the center conductor m and the
ground planes m at 6 GHz and at room tem-
perature. Therefore, the center conductor is expected to generate
a higher temperature contribution, given its higher losses.
2) Steady-State Temperature Rise: Temperature rise, as a re-
sult of heat generation, follows a low-pass filter behavior, and
thus is frequency dependent. Therefore, a clear idea of the tem-
perature profile on the cross section of the coplanar waveguide
is necessary to propose a thermal model implementation. Fig. 5
shows the steady-state temperature on the cross section of the
previously presented coplanar waveguide, obtained with finite-
element simulation [23]. Radiation and convection effects were
shown to be negligible through simulations. Table I contains the
material properties used for the finite-element simulations uti-
lized in this work.
The electric resistivity values are obtained by measurements
of the transmission lines, explained in Section V. Other proper-
ties for Au, Pt, and Ti can be found in [24]. Sapphire properties
are found in [25] and PdAu density and thermal conductivity is
found in [26]. The specific heat value of PdAu is inferred from
the Pd and Au specific heat since specific heat values for these
metals are similar.
As shown in Fig. 5, the temperature distribution across the
center conductor can be considered uniform, as it changes by
less than 3% from the edge to the center of the strip. The ground75
314 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 59, NO. 2, FEBRUARY 2011
Fig. 5. Steady-state temperature rise profile on the cross section of the coplanar
waveguide.
TABLE I
MATERIAL PROPERTIES USED IN THE FINITE-ELEMENT SIMULATIONS
Fig. 6. Steady-state temperature contributions arising from the dissipation in
the center conductor and the ground planes, independently.
planes, though, show a clear temperature gradient. Thus, addi-
tional finite-element simulations, by use of specifically imple-
mented software,1 have unveiled the temperature-rise contribu-
tions arising from the center conductor and the ground planes
independently. Fig. 6 shows the results of the simulation, where
the ground planes contribute less to the overall temperature rise
than the center conductor. A reasonable approximation of the
temperature rise in the center conductor can, therefore, be ob-
tained by considering only its dissipation.
3) Oscillating Temperature: The thermal penetration depth
is defined as , which illustrates the fact that
the resistance to heat propagation through materials depends not
only on the material properties, but also the frequency [20]. In
1Specifically implemented 3-D electro-thermal finite-element software.
the previous equation, is the thermal conductivity, is the den-
sity, is the specific heat, and is the frequency of the temper-
ature oscillations . This translates into locally accentu-
ated temperature distributions at higher frequencies with smaller
maximum values. Fig. 7 shows the oscillating temperature pro-
file at the surface of the cross section of the coplanar waveguide
for different envelope frequencies, obtained by means of simu-
lations.
Simulations reveal that the temperature rise at the center con-
ductor can be considered totally independent from the dissi-
pation in the ground planes, for this specific geometry, when
the envelope frequency increases. This allows the simplifica-
tion of the model by considering only the center conductor in
the thermal domain. With the equations in Section VI, a com-
parison between the contributions levels to the third-order inter-
modulation distortion, confirm the negligible contribution from
the ground planes.
Fig. 7 also reveals that above a certain envelope frequency, a
uniform temperature distribution in the center conductor, which
is the main contribution to self-heating nonlinearities, can no
longer be considered. The impact that the frequency-dependent
temperature profile has on the distributed resistance is em-
bedded in the frequency-dependent thermal impedance .
Therefore, the model will provide an effective temperature
rise at each frequency. In other words, the change produced in
the distributed resistance by the existing temperature profile
is the same as the change produced by a uniform effective
temperature.
4) Thermal Impedance: A complete thermal-domain circuit
implementation should be 3-D to consider heat flow along
the -axis, laterally and vertically through the substrate. The
thermal domain implementation in Fig. 8 makes use of a series
impedance , which models heat flow along the
center conductor in the axis direction. It also includes a
parallel impedance that models heat flow both lat-
erally and vertically from the center conductor to the substrate.
The steady-state series and parallel thermal impedances are
de-embedded by performing finite-element simulations with
specifically implemented 3-D electrothermal finite-element
software for different line lengths and for all different metals.
The results are shown in Fig. 9, where we can observe that the
parallel thermal impedance is roughly the same for all three
metals. This indicates that the substrate has a dominating effect
and is inversely proportional to length. On the other hand, the
series impedance is different for all metals and is higher for
poorer thermal conductors.
C. Electro-Thermal Coupling
Once the circuit implementations of both electromagnetic and
thermal domains have been explained, the next step is to set
the interaction between them. This interaction is a bidirectional
process in the sense that the generated heat from the electromag-
netic domain changes the temperature. This, in turn, changes the
distributed resistance in the electromagnetic domain and, there-
fore, the generated heat.
The transmission line is implemented in -long elec-
trothermal cell segments. Heat generation by the Joule effect in76
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Fig. 7. Temperature distributions at different envelope frequencies. The plots
have been scaled for better visualization purposes.
Fig. 8. Complete electrothermal circuit model of a   segment of a transmis-
sion line.
Fig. 9. Steady-state series and parallel thermal impedances as a function of
length. The solid line represents Au, whereas the dashed line represents PdAu,
and the dotted line represents Pt.
the center conductor at a certain position of the transmission
line can be expressed as
(8)
Due to the analogy between heat and electric current in the
heat equation, a current source is used to inject the generated
heat in its correspondent thermal domain. Tempera-
ture rise, which is the analog of voltage in the thermal circuit
domain, is then used to change the distributed resistance value
.
The series thermal impedance has been checked to play
a negligible role in the heat flow process by comparing the
steady-state temperature rise along a transmission line with
the model with and with an open circuit instead
of to finite-element simulations with specifically
implemented 3-D electrothermal finite-element software,
as shown in Section V.C-1. Therefore, a simplified model
that makes use of only the parallel impedance will be used
throughout this work.
The parallel impedance has a linear relation with length
so that , where
is the thermal impedance per unit length in the axis direc-
tion. The proposed circuit implementation of
is a resistance in parallel with a frequency-depen-
dent capacitance with and
. The term in K m/W
represents the steady-state distributed thermal resistance to heat
flow. is the distributed volumetric heat capacity that
embeds the frequency dispersive effects.
IV. CLOSED-FORM EXPRESSIONS
Given the model presented in this work, closed-form expres-
sions of the circuit implementation can be derived. In the present
derivation, a matched transmission line is assumed despite ex-
tended expressions for mismatched transmission lines could be
obtained by use of the procedure explained in [27].
A. Heat Generation
We consider a matched transmission line fed with two tones,
and , in close frequency. The current at each of the funda-
mental frequencies could be described as
(9)
with . In (9), and , , and are the
attenuation constant, phase constant, and phase, respectively.
Therefore, the instantaneous dissipated power per unit length
, due to resistive losses in the center conductor, is
(10)
where is the instantaneous propagating power, and as
expected for a two-tone test, the quadratic nature of power dis-
sipation leads to several spectral components
(11)
with , where
is the propagation constant of .
As in the -technique [15], we assume that heat flows
mostly perpendicular to the substrate with a negligible heat
flow along the axis of the line so only is consid-
ered.77
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Equation (1), in which is the Fourier transform
of at frequency , states the physical relation be-
tween heat dissipation and temperature through the thermal
impedance. Therefore, by use of the dissipated power at the
envelope frequency , the tem-
perature distribution at the envelope frequency is
(12)
We can provide the steady-state temperature along the line
because of its impact on the linear performance of the device,
where
(13)
B. Temperature-Induced Intermodulation Distortion
As previously stated, a temperature-independent dielectric is
considered so that only the term that appears in (5) is
responsible for the nonlinear behavior so long as it quantifies the
temperature dependence of the distributed resistance. Therefore,
for a matched transmission line with negligible heat propagation
along , the nonlinear voltage per unit length can be obtained by
introducing (5) in (3) and separating the resulting equation in a
linear term and a nonlinear term, where the nonlinear term is
(14)
Considering the case of a two-tone test in which the line is driven
by two different tones (9) at frequencies and , the fre-
quency component of (14) would be
(15)
where is the temperature oscillations at the envelope
frequency . By substituting (12) into (15), we obtain
(16)
with . If we combine the teleg-
rapher equations
(17)
which can be rewritten as
(18)
where refers to frequencies and with
(19)
and
(20)
We now substitute (16) in (18) to get
(21)
where the subscript refers to frequency .
Equation (21) can be solved for the nonlinear current along the
line
(22)
with
(23)
Equation (22) can be approximated to
(24)
Thus, if we assume , the power delivered to a matched
load is
(25)
with
(26)
C. Validation of Expressions With Simulations
The above-presented expressions are validated by making
use of circuit simulations with the electrothermal model imple-
mented with 100 cells, such as the one shown in Fig. 8. Both
the equations and electromagnetic domain of the circuit model
use the distributed parameters of the gold line previously used
in the thermal analysis.
Though understanding the intermodulation process is the
final goal of this work, an important preliminary step consists
in checking the temperature rise. Simulations with the model
have been performed by using two tones, at 20 dBm each,
and at variable frequency spacing between them. The upper
tone is fixed at 6 GHz. The same frequency-dependent thermal
impedance is used on both equations and simula-
tion.
Equation (13), which gives the steady-state temperature dis-
tribution along the axis, has been checked with a matched
transmission line, resulting in perfect agreement. To better il-78
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Fig. 10. Steady-state temperature rise along the 9.93-mm gold line. Solid line
is using (13) and dashed line represents the results from simulation.
Fig. 11. Temperature rise at      mm of a 9.93-mm gold line for a wide
range of envelope frequencies. Squares and solid line are simulation and equa-
tion, respectively.
Fig. 12. Power delivered to a matched load at the end of the 9.93-mm gold line.
Circles and solid line are simulation and equation respectively.
lustrate this with a real case, Fig. 10 shows the results for (13)
and the circuit model implementation of a 9.93-mm gold line,
and Hz, where simulations give a small ripple due
to the imaginary part of . For the real
9.93-mm gold line circuit implementation, distributed param-
eters extracted from measurements are used to construct the
transmission line as a cascade of cells.
Additionally, temperature rise oscillations are validated, by
use of (12) and simulations, at different envelope frequencies at
mm (Fig. 11).
Once the equations of the temperature rise have been vali-
dated, the nonlinear signal, generated as a consequence of tem-
perature oscillations, can be evaluated. Fig. 12 shows the result
of (25) and simulations of the intermodulation power delivered
to a matched load at mm for a wide range of envelope
frequencies.
Fig. 13. Extracted distributed resistance (symbols) and polynomial fit (lines)
for the different coplanar waveguides. Circles and solid line represent gold,
squares and dashed line represent platinum, and triangles and dotted line repre-
sent palladium-gold.
V. MEASUREMENTS AND RESULTS
A test wafer has been constructed to validate the model with
measurements. Metals with different temperature coefficients of
resistivity have been selected to construct coplanar waveguides
of different lengths. To check the model, measurements of the
resistivity at different temperatures have been performed. Third-
order intermodulation distortion measurements for a wide range
of envelope frequencies have also been used.
A. Test Wafer
Coplanar waveguides, with the cross-section geometry shown
in Fig. 3, have been constructed following standard fabrication
techniques on a sapphire substrate, chosen for its low dielectric
losses at microwave frequencies. Different metals have been de-
posited, including gold (Au), platinum (Pt), and palladium-gold
(PdAu) with a 55% gold content. The reason for choosing these
metals is that they offer different combinations of resistivity
values and resistivity change with temperature, which translates
into different levels of intermodulation distortion. Three trans-
mission lines, A, B, and C for each type of metal, have been
measured. Their lengths are mm, mm, and
mm, to demonstrate the distributed effects.
B. Linear Measurements and Model
The first step in constructing the linear part of the circuit
model is to obtain the distributed parameters of the fabricated
transmission lines. The procedure used in this work consists
in performing a multiline thru-reflect-line (TRL) calibration to
obtain the propagation constant. It is then used, along with an
impedance comparison method, to obtain the distributed param-
eters , , , and . Details on this procedure can be
found in [28].
The linear measurements have been performed at a low
power, 5 dBm, to ensure the linear regime of the devices.
Results for the extracted distributed resistance and inductance
are shown in Figs. 13 and 14, respectively.
The extracted values of the distributed conductance are
below the sensitivity of the measurements; its impact is, there-79
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Fig. 14. Extracted distributed inductance (symbols) and polynomial fit (lines)
for the different coplanar waveguides. Circles and solid line represent gold,
squares and dashed line represent platinum, and triangles and dotted line repre-
sent palladium-gold.
Fig. 15. Measured and simulated  -parameters for line B, made of palladium-
gold. The line length is 4.2 mm. Squares and triangles represent measurements.
Solid lines represent simulation.
fore, considered negligible. On the other hand, the extracted dis-
tributed capacitance, which is constant over frequency due to the
nondispersive nature of sapphire, has a value of pF/m.
The presented extracted distributed resistance and inductance
are fitted to polynomials so that they can be easily used in the cir-
cuit model implementation. Next, the calibrated -parameters
from measurements are compared to the simulated -parame-
ters of the circuit implementation for each line to check that the
extraction procedure is correct.
For example, Fig. 15 illustrates both measured and simulated
-parameters for PdAu line B. Characteristic impedances ob-
tained at 6 GHz are ,
, and .
C. Nonlinear Measurements and Model
Once the linear measurements and modeling are complete,
the thermal impedance that correctly predicts the temperature
along the line is obtained. An accurate temperature simulation is
crucial to properly simulate its effect on the metal resistivity and
also to predict the third-order intermodulation generation. In the
model presented, the thermal resistance and the thermal
capacitance per unit length represent the resistance
to heat flow at steady state and its frequency dependence, re-
spectively. These can, therefore, be solved separately. As stated
TABLE II
ELECTRIC AND THERMAL PARAMETERS OF THE CENTER CONDUCTOR
AT     USING TWO TONES AT 20 dBm EACH
in (2), the third-order intermodulation measurements unveil the
frequency dependence of the thermal impedance, which is used
in this work to obtain . On the other hand, finite-ele-
ment thermal simulations are used to obtain .
1) Finite-Element Thermal Simulations: The thermal resis-
tance sets the steady-state temperature, given a certain
heat dissipation in the center conductor. It depends not only on
the material properties of the metal and substrate, but also the
geometry of the strip. Finite-element simulations can be used to
obtain the thermal resistance with (1) as the division of
temperature over heat.
We look at the heat density through the line, shown in Fig. 4,
and perform the surface integral at the center conductor. A
steady-state thermal simulation is done with [23] to obtain the
temperature profile on the cross section of the line. Table II
summarizes the current and heat flux at for all
types of metal transmission lines, the average temperature rise
on the center conductor , and the thermal resistance
obtained.
As can be seen from Table II, the change in the thermal re-
sistance is around 5% for the three metals. This implies
that the upper metal layer plays a negligible role in how the
heat flows to the substrate. Approximate values for might
be obtained with closed-form expressions such as those found
in [13] and [14] to get K m/W and
K m/W, respectively, neglecting the titanium adhesion
layer.
The circuit model can also be used to simulate the tempera-
ture distribution along the line. To check this, we performed 3-D
steady-state thermal finite-element simulations with specifically
implemented 3-D electrothermal finite-elelent software. This is
done by use of the current distribution previously obtained with
the circuit model, as shown in Fig. 16.
Results in Fig. 16 show the contribution to temperature rise
due to dissipation in the center conductor for the circuit model
and finite-element simulations. There is total agreement be-
tween them. Moreover, Fig. 16 also shows the total temperature
rise in the center conductor as a consequence of dissipation
in the center conductor and the ground planes obtained with
finite-element simulations. The simulations for the circuit
model have been performed with and without the series thermal
impedance , which totally overlap.
These results confirm that, for the given geometry, the heat
propagation along the axis is negligible and the circuit model
can be used to estimate the total temperature rise in the center
conductor.
2) Third-Order Intermodulation Distortion: Forward third-
order intermodulation distortion measurements, of and
, have been performed on all lines by means of the80
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Fig. 16. Steady-state temperature rise profiles along the C lines for the dif-
ferent metals. Solid and dashed lines represent the contribution to temperature
rise in the center conductor, as a consequence of its dissipation, from using the
circuit model and finite elements, respectively. The dotted lines represent the
total temperature rise in the center conductor, as a consequence of dissipation in
both the center conductor and the ground planes, obtained with finite-element
simulations. Simulations using the circuit model, with     and with
an open circuit instead of    , overlap.
Fig. 17. Measured and simulated third-order intermodulation in A line,  
 mm.     (dashed line) and     (solid line) overlap for all the
simulations. Unfilled circles and crosses represent     and     for
Au. Triangles and filled circles represent     and     for Pt. Stars
and diamonds represent     and     for PdAu.
two-tone test [10]. A special measurement setup [28] consisting
of a configuration that cancels the fundamental signals and
after the device-under-test is used to achieve a high-dynamic
range at the spectrum analyzer. For such measurements, the
input power has been fixed at 20 dBm, while the tones spacing
has been taken from 2 Hz up to 1 GHz. Results can be seen in
Figs. 17–19.
High separation between tones measurements are limited by
the baseline intermodulation level of the measurement setup.
On the other hand, small separations between tones measure-
ments can be limited by the phase noise of the sources. The
shortest Au line represents the worst scenario for this type of
measurements because it shows a low intermodulation level.
System nonlinearities easily dominate at intermediate and high
separation between tones Hz and phase noise
Fig. 18. Measured and simulated third-order intermodulation in B line,  
 mm.     (dashed line) and     (solid line) overlap for all the
simulations. Unfilled circles and crosses represent     and     for
Au. Triangles and filled circles represent     and     for Pt. Stars
and diamonds represent     and     for PdAu.
Fig. 19. Measured and simulated third-order intermodulation in C line,  
 mm.     (dashed line) and     (solid line) overlap for all the
simulations. Unfilled circles and crosses represent     and     for
Au. Triangles and filled circles represent     and     for Pt. Stars
and diamonds represent     and     for PdAu.
dominates for small separation between tones Hz .
The results in Figs. 17–19 unveil the low-pass filter behavior of
the thermal impedance, showing similar results as those found
in [12], which can be used to extract the frequency-dependent
thermal capacitance . Measurements of any of the
metals could be used to extract , as long as the thermal
impedance is dominated by the substrate. The platinum B line is
preferable, though, because it shows the highest dynamic range
above the baseline intermodulation level of the measurement
setup, which is around 100 dBm. The extracted phenomeno-
logical , for the procedure explained in Appendix II,
can be seen in Fig. 20, where its frequency-dependence embeds
the 3-D dissipation effect.
Once the thermal model is completely implemented, the last
step consists of determining the nonlinear variable .
This sets how the distributed resistance of the center con-
ductor changes with temperature. To do that, we use the
relation between and temperature, presented in
Appendix I, so that the temperature coefficient of resistivity
of the metal is used. Since the material properties are process
dependent, we performed resistance measurements at dc of
the fabricated coplanar waveguides at several temperatures.81
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Fig. 20. Extracted     from measurements on the platinum B line.
The measured values for the temperature coefficients of re-
sistivity are K , K ,
and K . The resistivity values at room
temperature are shown in Table I.
The complete electrothermal model can now be constructed,
making use of the measured values and the extracted thermal
resistance and capacitance. Simulations of the third-order inter-
modulation distortion with the model are presented, along with
the measurements in Figs. 17–19. These show good agreement
and the predicted dependence on the line length.
VI. DISCUSSION
The good agreement obtained between measurements and
modeling indicates that scaling with the line length is correctly
predicted. From the results above, the high difference between
nonlinear levels on lines made of different metals can also be
observed. The results show that there is not a simple relation
between length and intermodulation level, and this is because
the distributed nonlinearity increases with length, but also gets
attenuated by it. Therefore, depending on the length, a high at-
tenuation transmission line can show more or less nonlinearity
than a lower loss transmission line. In addition, the fact that the
platinum and the palladium-gold lines are highly mismatched
translates into a variable relation between length and intermod-
ulation level [27].
However, several considerations to minimize the intermod-
ulation can be made from (25), in particular that referred
to the correct choice of materials. In this sense, metals and
dielectrics with low losses and weakly temperature-dependent
properties are preferable. Additionally, high thermal conduc-
tivity dielectrics provide the right path for heat, minimizing
temperature rise.
To check that the ground planes have a negligible con-
tribution to the intermodulation distortion generation, we
use (25). We consider that each ground metal strip has the
same thermal impedance of the center conductor, which is
a reasonable approximation. With this assumption, we get a
much lower contribution coming from the ground planes of
dB
when compared with that coming from the center conductor
in the gold lines. For the platinum and palladium-gold lines,
we get dB and dB.
These results confirm the validity of the simplified model.
From the closed-form expressions obtained, we observe that
the third-order intermodulation distortion generation process
might also be described, for a specific separation between tones,
by a phenomenological model of a quadratic current-dependent
distributed resistance of the form
(27)
Several authors have suggested the use of (27) to explain the
relation between losses and intermodulation [16]. However, this
phenomenological model is incorrect, and predicts a nonexistent
third harmonic.
VII. CONCLUSIONS
We have presented the mechanism by which third-order inter-
modulation distortion is generated in transmission lines and its
circuit model. Additionally, closed-form expressions have been
obtained and validated along with the model. The model has
been properly checked with measurements of lines of different
lengths and made composed of different metals.
This work also reveals the negligible impact of the ground
planes when compared to that of the center conductor and in
terms of nonlinear behavior due to self-heating. Additionally,
the envelope frequency-dependent intermodulation cannot be
described by a constant slope of a certain decibel/decade.
The advantage of having such a distributed circuit model for
a nonlinear transmission line is that it can be used for predic-
tion purposes of any device in which transmission lines are used
such as filters or directional couplers. Moreover, its usefulness
is not restricted to a specific kind of input signal and can predict
the nonlinear effects on complex modulated signals like global
system for mobile communication (GSM) or code division mul-
tiple access (CDMA) for example.
APPENDIX I
DISTRIBUTED RESISTANCE TEMPERATURE DEPENDENCE
The distributed resistance at a specific frequency can be de-
scribed as a function of the resistivity increment as follows:
(28)
where is the distributed resistance at ambient tempera-
ture. The resistivity increment due to temperature rise
can be identified in the following relation:
(29)
is the local derivative, at the room temperature resistivity
value, of the function that relates the distributed resistance with
the metal resistivity. Therefore, is a factor that relates the
increment in the distributed resistance, as a consequence of an
increment in the resistivity, for a specific geometry and metal
(30)
By using the Weeks method [29], we obtain the factor for
the center conductor, for the given geometry at 6 GHz to be82
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m , m ,
and m .
APPENDIX II
THERMAL CAPACITANCE EXTRACTION PROCEDURE
The procedure starts by converting the intermodulation mea-
surements to a linear scale to get the unscaled magnitude of the
thermal impedance . is then fitted to
a polynomial and scaled to a value previously obtained using
the circuit model to get . A frequency-dependent
thermal capacitance of the form
(31)
is used so that its coefficients can be obtained from the relation
that follows from a simple circuit analysis of Fig. 8:
(32)
The extracted phenomenological has coefficients
, , and .
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Abstract—We propose a modeling method to simulate how
the local temperature rises, due to power dissipation, and how
this affects the performance of a high temperature supercon-
ductor (HTS) limiter. For given material properties, power, and
frequency we determined, by use of both electromagnetic and
thermal modeling, the spatial distribution of the temperature rise
across an HTS transmission line. This temperature rise in turn af-
fects the local description of the superconductor nonlinearities. To
model this effect, we use an iterative technique that combines the
Weeks-Sheen method to calculate the current-density distribution
with a finite-element method to calculate temperature rise at each
point of the transmission line. Simulations of coplanar waveguide
HTS limiters on sapphire and quartz are presented.
Index Terms—HTS, limiter, self-heating, superconductor.
I. INTRODUCTION
H IGH temperature superconductor (HTS) materials canundergo a transition from the superconducting state to
the non-superconducting state when the current density exceeds
a critical level. At this point, pair-breaking begins to occur,
and the material gradually loses its superconducting properties.
This implies higher losses, and therefore higher dissipation,
which produce a temperature rise, which in turn increases the
fraction of carriers in the normal state. These transient effects
end when electrothermal equilibrium is reached.
The above-mentioned current-density dependence of super-
conductor material properties has been exploited to develop
power limiters based on HTS materials, which is an emerging
microwave application for high temperature superconductors
[1]. The short switching times, one nanosecond or less, ensure
that very little energy is transmitted through the limiter prior
to switching, and so guarantees a high degree of protection to
the downstream electronics from high-power transient signals.
This characteristic makes HTS technology a viable candidate
compared to conventional limiting technologies, such as diodes.
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The origin of this switching behavior is a nonlinear process
driven by the current-density-dependent surface impedance,
where the strength of the nonlinearity is described by a tempera-
ture-dependent material parameter related to the critical current
density . In this situation, and taking into account that the
local temperature can increase substantially when the device
switches to the non-superconducting state, it is necessary to
consider electro-thermal effects when designing HTS limiters.
For this purpose, we implement an electro-thermal simulation
method that combines the Weeks-Sheen technique [2], [3] to de-
termine the current density distribution with a two-dimensional
thermal domain equivalent circuit to obtain the local tempera-
ture increase. Both electromagnetic and thermal simulations are
coupled and solved concurrently by an iterative convergence al-
gorithm, where the dissipated power is used as the input to the
thermal-domain simulation, and the obtained temperature rise
is used to change the material properties in the electromagnetic
domain simulation.
Based on this approach, we present simulations comparing
the limiting performance of coplanar waveguides on substrates
with different thermal properties: sapphire and quartz. The re-
sults confirm the importance of the thermal material properties,
and consequently the temperature rise, on the performance of
the superconducting limiters.
II. ELECTROMAGNETIC MODEL
We use the method described in [2]–[4] to calculate the cur-
rent density in the cross-section of a planar transmission line.
The method described in [2] involves meshing the cross-section
in small unit cells that effectively act as transmission lines, so
that a uniform current density is considered at each cell. The mu-
tual inductances between the small transmission lines are then
calculated and used to obtain the current density at each point of
the waveguide cross-section, and also to obtain the distributed
resistance , and the distributed inductance . Reference [3]
extended this method to calculate the distributed parameters of
superconductor transmission lines by use of a complex conduc-
tivity, and [4] completed the analysis with an iterative algorithm
that takes into account the fact that the superfluid current den-
sity depends on the ratio between the current density at each
point , and the critical current density . In this work, we
apply an improved convergence algorithm that allows for simu-
lations at higher power levels, compared to the algorithm used
previously for the analysis of weak nonlinearities in a low-power
regime [5].
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We begin with the nonlinear London penetration depth [4],
with a temperature dependence based on the two-fluid model
(1)
where and represent the normalized temperature and
current density values relative to their critical values and
respectively: , and . The parameter
is the penetration depth at and, at low values of , and
is given by
(2)
where is a temperature-dependent parameter that provides
useful information about the d-wave or s-wave nature of a super-
conducting material [4]. In this work, we will use the values
extracted from measurements of YBCO in [6]. As seen in (1), an
increase in both the temperature and the current density modify
the London penetration depth, implying a decrease in the super-
conducting carrier density for . When the current density
increases, the losses increase with a resulting temperature in-
crease, which in turn further increases the losses, etc.
The electromagnetic model makes use of a complex conduc-
tivity that includes the above-defined nonlinear London pene-
tration depth, which is defined as
(3)
where the real part of the complex conductivity is
(4)
where is the normal state conductivity at . The imaginary
part of the conductivity is
(5)
The electromagnetic domain simulation calculates the current
density at each point of the transmission line cross sec-
tion and then updates the complex conductivity, locally at each
point, by use of (3)–(5). A convergence algorithm is used to re-
calculate the current density, which is compared to the previ-
ously obtained value. The iterative procedure ends when con-
vergence is achieved.
As an example, Fig. 1 shows the current density distribution
obtained for the cross section of a coplanar waveguide with a
10 wide center strip and a 5 gap. The HTS film is
150 nm thick and the ground planes are 100 wide. The
simulation method for the electromagnetic domain described
in this section does not consider temperature changes due to
self-heating mechanisms. At low powers, the temperature rise
due to self-heating is negligible because the losses are very
small. But at higher powers, when the current density is com-
parable to the critical current density, the self-heating can have
an important impact that is strongly dependent on the thermal
properties of the substrate.
Fig. 1. Current density in a coplanar waveguide with width 10    and gap 5
  . The HTS thickness is 150 nm and the input power is 0 dBm.
Fig. 2. Equivalent circuit implementation of an elemental cell to model heat
propagation in a body.
III. THERMAL MODEL
The heat propagation in a body, with internal heat generation,
follows the heat equation defined as [7]
(6)
where is the thermal conductivity, is the mass density, is
the heat capacity, and is the internally generated heat per unit
volume. Eq. (6) is fundamental in determining the temperature
distribution in a body and is consistent with a three-dimensional
matrix of thermal resistances, in which a thermal capacitance is
connected to ground at each node [7]. In such an analog cir-
cuit representation of the heat equation, heat is represented by
current, and temperature is represented by voltage. Therefore,
a current source of value equal to is connected
at each node, which models the internally generated heat in a
volume ; that is, the power dissipation by the Joule effect
calculated in the electromagnetic domain. Fig. 2. shows an ele-
mental three-dimensional cell of the circuit model.
The thermal resistance for any direction , where
, , or and heat capacitance of the cell
can be defined as
(7)
(8)86
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Fig. 3. Temperature rise distribution in the cross-section of a coplanar wave-
guide of YBCO on a 0.5 mm-thick sapphire substrate.
where is the area perpendicular to . The circuit model
can be understood as a three-dimensional matrix representing
the thermal impedance . Use of the thermal impedance, in
K/W units, implies that the temperature rise produced at each
node by an amount of heat can be calculated by means
of conventional circuit analysis, stored, and used to obtain the
temperature at each point for a given heat source distribution,
with:
(9)
The three-dimensional model can be reduced to a two-dimen-
sional problem if only the cross-section of the transmission line
is analyzed.
IV. ELECTRO-THERMAL MODEL
Electro-thermal simulations to reproduce the interactions be-
tween electromagnetic and thermal domains can be performed
by combining the numerical techniques described in the last
two sections. To couple both domains we employ the following
procedure. First, the current density distribution is calculated.
The dissipated power (heat) is also obtained at each point. Then
the dissipated heat is used as the input for the thermal domain
model and the temperature rise at each point is calculated by
use of (9). The resultant temperature rise is used to recalculate
the complex conductivity in the electromagnetic domain, by use
of (3)–(5). Steps 1–3 are then repeated until acceptable conver-
gence is achieved.
The identical meshing is used in both techniques to ensure
proper coupling. An adaptive meshing is used in the HTS thin
film to accurately compute the higher current density at the
edges of the strips. In addition, the substrate is also adaptively
meshed to reproduce the temperature rise in detail near the HTS
thin film. The reference temperature is set as the boundary con-
dition at the bottom of the substrate. This is a reasonable consid-
eration in real experiments, where the sample is usually in very
good thermal contact with a copper chuck to keep the sample
thermally stable at a desired temperature.
Fig. 3 shows the temperature rise, obtained by electro-thermal
simulations, at the cross-section of a YBCO thin-film transmis-
sion line on a 0.5 mm-thick sapphire substrate of thermal con-
ductivity . The geometry of the transmis-
sion line is the same as that presented in Section II. We used
Fig. 4. Distributed inductance and resistance versus input power for two dif-
ferent samples, one having a sapphire substrate (circles, dashed line) and the
other having a quartz substrate (squares, continuous line).
the YBCO material parameters described in [6]. The reference
temperature is fixed at 77 K and the input power is 0 dBm. As
can be seen in Fig. 3, the temperature change is very small at
that input power.
V. LIMITER COMPARISON FOR DIFFERENT SUBSTRATES
We used the electro-thermal model developed above to com-
pare the performance of a coplanar waveguide power limiter on
two different substrates, sapphire and quartz, to demonstrate the
impact of the thermal properties on the limiter performance. A
thermal conductivity of is used for quartz,
compared to 42 for sapphire.
We obtain the distributed inductance and resistance as a func-
tion of the input power as described previously for identical
coplanar waveguide devices. Fig. 4 shows the distributed induc-
tance and resistance, for devices on a sapphire and a quartz sub-
strate, for different input powers. A reference temperature of 83
K is considered along with a critical temperature of
and a critical current density of .
As seen in Fig. 4, the distributed inductance increases
abruptly when the input power approaches a certain threshold.
At that point, the HTS material in the center conductor switches
to the normal state and the inductance drops. After that, a
second transition occurs when the ground planes switch to
the normal state. The distributed resistance follows a similar
behavior and the transition of the ground planes can be more
easily observed. Note that, for both substrate materials quartz87
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Fig. 5. Temperature rise at the center conductor of two different samples made
of a sapphire substrate (circles) and a quartz substrate (squares), for different
input powers.
Fig. 6. Temperature rise and upper power threshold in two different samples
made of a sapphire substrate (circles) and a quartz substrate (squares).
and sapphire, the threshold is approximately the same, although
the quartz sample shows a more abrupt transition.
The impact that the thermal properties of the substrate have
on the limiter performance is more noticeable if we examine
the temperature rise. Fig. 5 shows the temperature increase at
the center conductor for the two different substrates. The tem-
perature increases much more abruptly if a quartz substrate is
used, as it fails to propagate the dissipated heat effectively due
to its lower thermal conductivity. This sudden temperature rise,
over 1000 K as shown in Fig. 5, would destroy the device.
This analysis also determines the upper power threshold at
which the limiter can still recover its superconducting state
instantaneously. For high-power continuous-wave signals,
in which the temperature rise can be higher than the critical
temperature, the thermal inertia of the system requires some
time to cool back down to its nominal temperature.
Fig. 6 shows the power threshold at which the transition is
still reversible. If the reference temperature is fixed at 83 K, a
temperature increment of 7 K implies reaching the critical tem-
perature of 90 K. Therefore, the 7 K temperature increment sets
the upper power threshold for fast-switching behavior between
the limiting and the superconducting state. As shown in Fig. 6,
the upper threshold is around 35 dBm for the sapphire sample
and 22 dBm for the quartz sample.
VI. CONCLUSION
This work presents a method for simulating the interaction
between the electromagnetic and the thermal domains in pre-
dicting the performance of HTS microwave circuits. We showed
that, for a continuous wave on a HTS transmission line, the tem-
perature rise due to self-heating enhances the switching from
the superconducting state to the lossy normal state. Moreover,
the correct choice of substrate, in terms of its thermal properties,
plays a fundamental role in spreading the heat and consequently
in setting the limiting power. Otherwise, device destruction due
to overheating can occur. Additionally, the numerical method
presented allows for prediction of the upper threshold power,
above which the device exceeds the critical temperature .
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Abstract  —  We present a nonlinear model for Bulk Acoustic 
Wave resonators that combines different sources of nonlinearity 
by use of device-independent material-specific parameters to 
predict intermodulation and harmonic generation. The model 
accounts for intrinsic nonlinearities due to the stiffened elasticity 
and thermal effects that arise from temperature changes in a 
sample driven by an amplitude-modulated signal. Nonlinear 
parameters of the aluminum nitride piezoelectric layer have been 
extracted that are in agreement with previously published results. 
 
Index Terms — Intermodulation, thermal effects, second 
harmonic, Bulk Acoustic Wave resonators. 
I. INTRODUCTION 
The demand for accurate modeling of th e nonlinearities in 
bulk acoustic wave (BAW) resonators has  recently increased 
because of the nee d to fulfill expected requirements in 
microwave filters [1]. Despite  increased dem and, accurate 
modeling is challenging because of the numerous sources of 
nonlinearity, which may or may not be negligible [2]. Existing 
models usually make use of n onlinear lumped circuit 
elements, which are specific to the ge ometry of the m easured 
device and are d ifficult to relate to the material properties. 
Such approaches usually lead to na rrow-band, 
phenomenological descriptions that fail to predict nonlinear 
effects for different geometries and materials [3], [4]. 
This work presents a device-independent physical model to 
account for nonlinear effects in BAW resonators that is valid 
for a br oad range of frequencies. Intrinsic nonlinearities 
arising from the dependence of the stiffened elasticity on the 
stress give rise to second harmonics, whereas its variation with 
the dynamic changes of te mperature accounts for the 
measurable intermodulation distortion. 
II. UNIFIED NONLINEAR MODEL 
The dependence of t he elasticity of the pi ezoelectric layer 
(generally aluminum nitride (A1N) in BAW devices) on the 
stress has been shown to be an important contribution to 
second-harmonic generation [5]. This sets the intrinsic 
nonlinear properties of t he material that can be m odeled by 
using a non linear distributed capacitor in a d istributed 
implementation of th e acoustic transmission line in the 
Krimtholz, Leedom and Matthaei (KLM) model [6].  
The process by which intermodulation distortion is 
generated, follows a totally different mechanism. Dissipation, 
arising mostly from viscous damping, is related to the square 
of the input signal, which in turn leads to several spectral 
components of the dissipated power. One of these components 
is the envelope in “two-balanced tones” test, whose frequency 
is half the difference Δf  between two signals f1 and f2. 
Because a te mperature rise follows a low-pass filter-like 
behavior, or the speed of temperature variations in a material 
is determined by its d iffusivity, the frequency Δf / 2 of the 
envelope becomes the dominant spectral component in terms 
of temperature variations. This leads to a de pendence on 
temperature-dependent material properties at the envelope’s  
frequency. This dependence then gives rise to intermodulation 
distortion (2f1 - f2 and 2f2 - f1) when low frequency changes are 
up-converted by mixing with the fundamental frequencies f1 
and f2 [7]. The mechanism of generation for intrinsic and 
thermal effects is shown i n Fig. 1, where the nonlinear 
capacitor is defined as 
,),( 2210, TCSCSCCTSC Tdd Δ+Δ+Δ+=  (1) 
which is related with the stiffened elasticity of the material: 
,),( 2210 TcScSccTSc
D
T
DDDD Δ+Δ+Δ+=  (2) 
where S and T are the st ress and temperature, respectively, at 
each infinitesimal section of the  piezoelectric layer. The 
device-independent parameters ΔcD1, ΔcD2 in (2) account for 
the intrinsic nonlinearities and can be linked to ΔC1, ΔC2 in (1) 
as shown in  [5]. Similarly, the parameter ΔcDT accounts for 
thermal effects and is linked with ΔCT by 
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where A is the area of the device. 
 
BAW RESONATOR
...
acoustic domain
el
ec
tri
c 
do
m
ai
n
thermal domain
dz1 input
output
2
} dissipation
...
3
thermal
filter
ΔT Pd
elasticity=f(Temp,Stress)
4
... ...dz
materials
stack
 
 
Fig. 1. Nonlinear generation mechanisms in BAW resonators. 
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A. KLM linear model 
The model presented can be considered to be an extension 
of the KLM model that accounts for nonlinear effects. Specific 
details of the KLM model implementation can be found in [6]. 
The piezoelectric layer is  implemented as a cascade of 
infinitesimal cells that enable the circuit param eters to be  
related to the nonlinear material properties, as shown in Fig. 2. 
The different material layers of the stack are cascade d as a 
transmission line in the acoustic domain of the circuit m odel. 
Two types of losses are introduced to correctly fit the model to 
the measured S-parameters. A series re sistance models the 
electric loss due to the electrodes, while a parallel conductance 
in each cell a ssesses the acoustic viscous damping of the 
distributed piezoelectric layer. 
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Fig. 2. Nonlinear KLM model: The piezoelectric layer is divided  
into sections whose lengths are dz. The  upper and lower layers are 
modeled cascading acoustic transmission lines. 
B. Nonlinear model implementation 
i. Intrinsic nonlinearities 
As previously stated, the pie zoelectric layer is divided into 
smaller cells and ca n be directly constructed with the 
distributed parameters of the equivalent acoustic transmission 
line. We only discretize the piezoelectric layer, and treat  the 
other layers with equivalent transmission lines, because it is 
the main source of acoustic l osses and it is where most of the 
acoustic energy is store d. The nonlinear distributed 
capacitance depends on the mechanical stress at the position 
of each cell, which accounts for the intrinsic nonlinearities that 
lead to harmonic and intermodulation generation [5]. 
ii. Heat flow 
Besides intrinsic nonlinearities, the dependence on the 
temperature is also introduc ed in order to model the thermal 
effects occurring in the  device. This is achie ved with a 
dynamic thermal model of the BAW resonator that is coupled 
to the acoust ic transmission line to model self-heating 
mechanisms, as seen in Fig. 3.  The heat flowing through the 
layers is modeled, according to the heat equation, as a cascade 
of series resistances and shunt capacitances that accounts for 
thermal conductivity and heat capacity, respectively, of each 
material layer [8]. The terminations of the thermal lines model 
the silicon substrate at the bo ttom layer, as well as the 
convection and radiation resistances at the top layer, which are 
both followed by a DC  voltage source used to m odel the 
ambient temperature [9].  
iii. Self heating mechanisms 
As seen in Fig. 4, the dissipated heat due to acoustic viscous 
damping at each infinitesimal length dz of the acoustic line is 
coupled to the thermal domain as a current source. The sensed 
temperature, or the voltage in the thermal transmission line, is 
used to change the elasticity according to (2). 
 
 
 
Fig. 3. Nonlinear model includ ing the dynamic thermal domain. 
Detail of grey blocks is shown in Fig 2 and Fig. 4. 
 
 
 
Fig. 4. Implementation of a section dz of the piezo electric layer. 
The distributed parameters of the acoustic domain are Ld, CNL [5]; Gd 
models the viscosity , and th e dissipated power Pd acts as a heat 
source.    
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 III. MEASUREMENTS AND RESULTS 
Harmonics and intermodulation products of two tones (f1 
and f2) have been measured over a broad range of frequencies, 
1.88 GHz to 1.98 GHz at 0.01 GHz intervals, in order to 
obtain the nonlinear parameters ΔcD1, ΔcD2, and ΔcDT of the 
piezoelectric layer AlN. Several rectangular and trapezoidal 
shaped state-of-the-art one-port BAW resonators from two 
different suppliers, with different stack configurations and 
areas ranging from 12,500 µm2 to 64, 100 µm2, were 
measured. For clarity we show the measured data of only two 
of the rectangular-shaped resonators, which correspond to one 
of the suppliers. The a reas of these resonators are 23,300 um2 
and 64,100 um2, which will b e noted as A2 3 and A64, 
respectively. 
A. Second harmonic and IMD2 
Figures 5 shows measurements and simulations of the 
second harmonic 2f1 and 2f2 (2H) and the second order 
intermodulation products f1 + f2 (IMD2) for resonators A64  
(Fig. 5(a)) and A23 (Fig. 5(b)). In Fig. 5, the central frequency 
f0 = (f1 + f2) / 2 is sho wn as the ho rizontal axis, whic h is 
linearly swept from 1.88 GHz to 1.98 GHz. The  difference 
between f1 and f2 is kept constant at Δf = 220 Hz. The output 
power of both tones is approximately 19 dBm.  
The circles a nd stars i n Fig. 5 show the measured second 
harmonics 2f1 and 2f2 (points collapse) , and triangles 
correspond to the m easured IMD2. The left vertical axis 
shows the output power flowing from the de vice. The right 
vertical axis s hows the output power of the 2H and IMD2 
signals normalized with the output power of the fundamental 
tones after de-embedding the effects of the m easurement 
setup. The ripple in the output power originates from the 
measurement IMD one-port setup that includes am plifiers, 
filters, isolators, a com biner and one 90º broa dband hybrid. 
The continuous lines fit the measurements using the unitless 
ΔcD1 = 11 fo r both resonators. The proposed model and 
response of both resonators agree very well over the measured 
frequency range, except around 1.91 GHz, where a small 
spurious resonance appears. The frequency pattern of the de-
embedded normalized power corresponds to the  frequency 
dependence of the stress inside the piezoelectric layer at the 
fundamental frequencies (f1 and f2), which elucidates stress-
dependent parameters that are res ponsible for these i ntrinsic 
nonlinearities. 
Measurements performed on all reson ators from the oth er 
supplier were fitted with a value of ΔcD1 = 12, w hich is 
comparable to the previous value obtained from A23 and A64 
and previous reports [10]. Moreover, these findings support 
the hypothesis that the s tiffened elasticity of Al N is 
responsible for the 2H and IMD2 generation. 
B. Third-order intermodulation measurements 
Figures 6 show measurements and simulations (resonators 
A64: Fig 6(a) and A23: Fig. 6(b)) of the thir d order 
intermodulation products 2f1 - f2 and 2f2 - f1 (IMD3). The 
spacing between tones was also set t o Δf = 220 Hz. 
Limitations in the m easurement setup, specifically the phase  
noise of sources, lead to a lower bound on the dynamic range 
and resulted in a n oise floor at app roximately -60 dB m. By 
performing simulations, we were able to show that the IMD3 
due to the int rinsic value ΔcD1 is s maller than the m easured 
values. In order to account f or the measured IMD3, we 
introduced the additional terms ΔcD2 and/or ΔcDT . 
The data given in Fig.6 have been fitted using ΔcD1  = 11, 
ΔcD2 = -1e-1 0 N-1·m2 and ΔcDT = -5.8e 6 Pa/K, whe re the 
temperature derivative term can also be read as ΔcDT/cD0  = -15 
ppm/K, which agrees in o rder of m agnitude with the va lues 
reported in [9] and [11]. We have included ΔcD2 to fit the 
dependence of the intermodulation distortion level on Δf / 2, 
which will be described later. This value of ΔcD2 also has the 
same order of magnitude previously measured by means of 
mechanical measurements [10]. 
 
 
 
Fig. 5. 2H (circles) and IMD2 (triangles) for A64 (a) and A23 (b) 
resonators. Left vertical axis in dicates the outp ut power and right 
vertical axis shows normalized values. 
 
For the largest resonator (A64), Fig. 6(a) shows good 
agreement between t he proposed m odel and t he measured 
IMD3 data, o ver the m easured frequency range a bove the 
noise floor.  I n contrast, the smaller resonator (A23) in Fig. 
6(b) shows good agreement at the m aximum level of  the 
IMD3, but the m odel fails to predict the IMD3 when the 
spurious resonances play an important role. This could be due 
to the inherent one-dim ensional nature of the i mplemented 
(a)
(b)
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 model, and further development is unde rway. In addition, a 
small bump around 1.97 GHz can be seen in Fig. 6(b), which 
is also n ot predicted by our model. We believe that other 
dissipation sources could play a r ole in the t hird-order 
intermodulation distortion, which may also be de pendent on 
the resonator area. 
i. Third-order intermodulation vs. frequency envelope 
Perhaps, the most indicative measure of the role of thermal 
effects is the dependence of the interm odulation distortion 
level on Δf [7]. Measurements with the two test tones at the 
frequency where intermodulation output power is a maximum 
have been performed as a function of the tone spacing. Figure 
7 shows the characteristic low-pa ss filter shape of the thermal 
impedance where the horizontal axis re presents Δf. Squares 
and circles represent the measured IMD3 and solid lines show 
the simulations using the reported ΔcD1 = 11, ΔcD2 = -1e-10 N-
1·m2, ΔcDT  = -5.8e6 Pa/K. 
 
 
Fig. 6. Stars, triangles, squares and circles represent the measured 
f1, f2, 2f1 - f2 and 2f2 - f1 for the A64 (a) and A 23 (b) resonator. The 
solid lines are simulations using an input power of 19 dBm. 
 
This shows over this broad parameter space that the third- 
order intermodulation is due to the  contribution of different 
sources of IM D3: ΔcD1, ΔcD2 and ΔcDT. Figure 7 s hows the 
contribution of each constant, i ndependent of the ot hers. The 
dashed line with circles sh ows the IMD3 level generated by 
ΔcD1 as a result of mixing between the second harmonic with 
the fundamental. The dashed line with triangles shows the 
IMD3 level generated by the existence of ΔcD2, which directly 
generates third-order components. Intermodulation due to 
thermal effects is represented by the dashed line with squares. 
From Fig. 7, IMD3 for slow envelope variations of the driving 
signal is due, alm ost entirely, to thermal effects. When the 
envelope frequency increases, self-heating effects lose 
importance and intrinsic (thermally independent) values of 
ΔcD1 and ΔcD2 become more significant, which produces a 
smoothing of the IMD3 vs. Δf slope. 
  
 
 
Fig. 7. IMD3 level for differen t separations between tones for the 
A64 resonator. Stars, triangles, squares and circles are f1, f2, 2f1-f2 and 
2f2-f1, respectively.  Contributions to the IMD3 level of e ach source 
by itself are also plotted with dashed lines: c ircles, triangles and 
squares represent ΔcD1, ΔcD2 and ΔcDT contributions, respectively. 
 
A small disagreement between measurements and 
simulation can be seen in Fi g. 7 for values of Δf between 10 
kHz to 100 kHz. Further improvements of the therm al model 
may account for this discre pancy by introduci ng additional 
terms to account for frequency-dependent heat diffusion. This 
may produce the desired slower decay and im prove the 
agreement between t he model and m easurements. 
Furthermore, such developments may reproduce the measured 
asymmetries of 2f1 - f2 and 2f2 - f1 from 1 MHz up to 10 MHz. 
VII. SUMMARY AND CONCLUSIONS 
We have presented a nonlinear BAW model that allows us 
to obtain geometry-independent material parameters that 
account for se cond-harmonic and intermodulation generation 
with bulk material properties. The model is able to predict the 
harmonic generation and second-order intermodulation due to 
the stiffened elasticity as a  function of stress. We have 
obtained a value of ΔcD1  = 11 for the samples provided by one 
manufacturer (rectangular-shaped with several different 
areas), and ΔcD1 = 12 for a set of samples from another 
manufacturer (trapezoidal-shaped with several different areas). 
These results show that the  nonlinear-stiffened elasticity is 
predominantly responsible for second-harmonic generation at 
(a) 
(b)   
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 these broad measurement frequencies and array of devices 
areas and shapes. 
Thermal effects were also m odeled from third-order 
intermodulation measurements, and a val ue of ΔcDT = -5.8e6 
Pa/K was obtained for all the square-shaped resonators. This 
value is c onsistent with the value reported in [9] and [11]. 
Further research should accurately model heat diffusion 
through the material’s stack. Additional investigation is 
underway to assess the role of other heat sources,  such as the 
electrical resistance of the electrodes, effects of no nlinear 
permittivity, etc. 
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Abstract— This work evaluates the microwave nonlinear 
properties and tuning at RF frequencies of ferroelectric 
Ba0.3Sr0.7TiO3 thin-films by on-wafer measurements of the second 
and third-order harmonics and intermodulation products of 
several coplanar transmission lines as a function of DC bias. We 
analyze these data by use of a large-signal circuit model to obtain 
the nonlinear distributed capacitance as a function of voltage.  
Whereas the model with an electric field-dependent dielectric 
constant for the ferroelectric material is able to predict the 
tuning when a DC voltage is applied and also the generated 
harmonics, it disagrees with the measured third-order 
intermodulation products at frequencies 21-2 and 22-1. 
Nonlinear effects due to self-heating mechanisms are also 
considered, along with an additional phenomenological source of 
nonlinearities, to model all the observables. Interactions between 
the ferroelectric and self-heating components give rise to a deep 
null in both the measured and modeled IMD component. 
 
Index Terms— Circuit modeling, ferroelectric films, large-
signal model, microwave measurements, nonlinear response, 
thermal effects. 
I. INTRODUCTION 
ERROELECTIC thin-film materials are attractive for many 
microwave applications, such as those requiring frequency 
agility, phase shifting, harmonic generation or pulse shaping 
[1], due to the possibility of changing the material’s 
permittivity with an applied electric field. A detailed 
understanding of this tuning mechanism at DC, as well as at 
RF frequencies, is crucial to assess critical issues such as 
maximum tuning speed or spurious signal generation in 
ferroelectric-based devices.  
In our previous work [2], we presented measurements and 
analysis of the microwave nonlinear response in a 
Ba0.3Sr0.7TiO3 (BSTO) thin-film on a LaAlO3 (LAO) substrate.  
Those measurements involved broadband microwave 
characterization of the thin film up to 40 GHz with an applied 
0 to 40 V DC bias voltage. Such measurements yielded the 
distributed capacitance of the structures and the tuning 
(change in permittivity with DC bias voltage) properties for a 
DC bias. In [2], we also reported on measurements of the third 
harmonic for a fixed fundamental frequency at 2 GHz and 
zero DC voltage, yielding a small-signal model that was able 
to model the third-harmonic generation around zero applied 
DC voltage, demonstrating the tuning capability of the device 
on a nanosecond time scale. These results gave limited insight 
into the time response and nonlinear effects of the ferroelectric 
transmission lines, and as discussed in [2], further experiments 
were required for a complete characterization of the 
ferroelectric thin-films. For example, measurements of the 
IMD products in addition to third harmonic provide 
information about the dynamics of the system. 
This work aims to provide a full characterization and 
modeling of the nonlinear effects produced in tunable 
ferroelectric devices. To that end, we measured the complete 
set of second-order and third-order spurious signals generated 
in several BSTO transmission lines, in the paraelectric state, at 
room temperature. A large-signal model has been proposed to 
explain all observed spurious signals.    
The full characterization requires driving the BSTO 
transmission lines with a two-tone signal at frequencies f1 and 
f2 and measuring, at the output, the second harmonics (2H), 
third harmonics (3H), second-order intermodulation products 
(2IMD) at frequencies f1+f2 and the third-order 
intermodulation products (3IMD) at frequencies 2f1+f2, 2f2+f1, 
2f1-f2 and 2f2-f1. These measurements have been carried out for 
several values of applied DC bias voltage, and also the values 
of f1 and f2 have been varied to sweep the frequency difference 
between the two drive tones (f = f2 - f1) between 2 Hz and 1 
GHz.   
To describe the measured results, we built a large-signal 
circuit model in incremental steps to include all the 
experimental results. We started by using a simple nonlinear 
equivalent circuit, which models a nonlinear transmission line 
by cascading many resistance, inductance, capacitance and 
conductance (RLCG) elemental segments, where the 
distributed capacitance C(v) depends on the voltage dropped 
at each section. This circuit model, or a variation of it, has 
been used to explain the nonlinear distributed effects in 
superconductors [3] and ferroelectrics [4], and has been 
successfully applied to generate nonlinear models of more 
sophisticated devices, such as filters [5]. 
 This model is able to predict the second and third 
harmonic, the second-order intermodulation products, and the 
third-order intermodulation products at higher frequencies 
2f1+f2 and 2f2+f1. However, it fails to predict the in-band third-
order intermodulation products 2f1-f2 and 2f2-f1. These 
spurious signals are significantly higher in amplitude than the 
low bound given by the large-signal model.  This anomalous 
imbalance, which depends on the tone spacing f, reveals the 
existence of additional sources of nonlinearities due to self-
APPENDIX A TO CHAPTER III - A Large-Signal Model of 
Ferroelectric Thin-Film Transmission Lines  
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heating effects [6], [7].  
The circuit model is then generalized in the same way as 
recently done, for metallic transmission lines on dielectric 
substrates [7], to account for the self-heating-induced 
nonlinearities. This is accomplished by defining a nonlinear 
voltage and temperature-dependent distributed capacitance. 
The resultant circuit models predict, for first time, all the non-
linear manifestations occurring in the nonlinear ferroelectric 
transmission line, including asymmetries between 2f1-f2 and 
2f2-f1 due to an interaction of two sources of nonlinearity. 
Therefore, it can help to provide a better understanding of the 
nonlinear electro-thermo-dynamics inherent in ferroelectric 
materials. 
In addition, this model, as used with superconductors in [8] 
may be useful for predicting the nonlinearities of more 
complex ferroelectric devices under DC voltages or even 
devices that are driven by complex modulated signals with 
high peak power levels in their envelopes, like those in 
Wideband Code Division Multiple Access (WCDMA) 
systems [5].  
II. LARGE-SIGNAL MODEL OF FERROELECTRIC TRANSMISSION 
LINES 
In this section, we analyze the harmonics and 
intermodulation distortion occurring in a ferroelectric 
transmission line due to its inherent tunability, by analyzing 
the equivalent circuit model of Fig. 1 (self-heating effects will 
be considered in Section V). The circuit model corresponds to 
an elemental segment of a whole transmission line, where L, 
R, C and G are the inductance, resistance, capacitance and 
conductance per unit length [9].   
A. Inherent nonlinear response of ferroelectrics  
In a transverse electric and magnetic mode (TEM) 
ferroelectric transmission line, where the dielectric 
permittivity depends on the applied electric field, (E),  the C 
and G become voltage-dependent; i.e., C(v) = C0+C(v) and 
G(v) = G0+G(v).  
Most of the previously reported work [2],[10], based on 
nonlinear experiments around zero DC voltage, suggest a 
quadratic voltage-dependent capacitance, which is appropriate 
for a ferroelectric material in the paraelectric state. This work 
considers a slightly more complicated function in order to 
describe the voltage-dependent capacitance for a wide range 
of applied DC voltage as 
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where C0 is the linear part of the distributed parameters, C2 is 
a scaling constant that sets the strength of the quadratic 
dependence at zero DC bias and 
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(2) 
is set to keep the continuity of C(v) at voltage v0. The 
proposed function represents a smooth transition, captured by 
v0, from a square dependence at low voltages to first-order and 
second-order dependence at higher voltages.  
Although the voltage dependence of the distributed 
conductance would also produce spurious signals, previous 
work demonstrates that the predominant contribution for the 
nonlinear response is due to the voltage-dependent capacitance 
[11]. Therefore, the value C2 may be related to the harmonics 
generated at zero DC voltage, and the parameters Ca and v0 
must fit the second harmonic and third harmonic when a 
certain DC bias voltage v > v0 is applied. 
 
B. Harmonics and intermodulation at given DC-bias 
voltage  
Harmonics and intermodulation products can be calculated 
in passive transmission lines by use of the nonlinear 
telegrapher’s equations [3]. From the equivalent circuit of Fig. 
1, in which we show the general case of a ferroelectric 
material with nonlinear capacitance and conductance, the 
telegraphers’ equations may be written as:  
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(3) 
The nonlinear contribution due to the voltage-dependent 
capacitance can be modeled as a nonlinear current as follows: 
 
dt
tzvtzvCd
dz
dinl ),()),(( , 
 
(4) 
and by use of the procedure detailed in [3], the current 
generated by the nonlinear effects in the frequency domain for 
a given frequency fi can be written as 
 ii
fnl
ftzvtzvCFj
dz
dI
i ),,()),((
,
   , 
(5) 
where v(z,t) is the voltage distribution in the transmission line 
and F( g(t) , fi ) is the Fourier transform of function g(t) at fi.  
For intermodulation experiments, where the transmission 
line is driven with a two-tone signal at frequencies f1 and f2, 
the voltage distribution along the line may be written as 
     1 21 2, Re
j t j t
rf z t V z e V z ev
  
    , where V1(z) and V2(z) 
are  the voltage distribution along the line at frequencies f1 and 
f2, respectively.  
At zero DC bias, vDC=0, the first equation in (1) generates 
only third harmonics and third-order intermodulation products, 
according to (5): 
 irfifnl ftzvCFj
dz
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3
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(6) 
which, for third harmonics and third-order IMD, results in  
 
Fig.1. Telegrapher’s model of an elemental segment of a ferroelectric 
transmission line of length dz. 
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(7) 
where k,j = 1,2 and k  j.  
By use of the nonlinear current generators (6) at each 
spurious frequency, the dissipated power at the load can be 
found as shown in [11]. For example, the power delivered to 
the load at 2ω1+ω2 is: 
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(8) 
where P1 and P2 are the available power of the incident 
sources, l is the length of the transmission line and K2f1+f2(f1, 
f2) accounts for the linear effects of the line, including losses, 
dispersion and impedance mismatch. The K2f1+f2 (f1, f2) term 
can be obtained from the linear distributed circuit parameters 
as shown in [12]. In analogy to (7), we can use (5) and (6) to 
obtain the output power for other spurious signals at IMD and 
third-harmonic frequencies. 
When a DC voltage vDC is applied, the 3IMD and 3H can be 
found following the previous procedure by use of vDC+vrf (z,t) 
in (5). Note as well that for vDC > v0, the second equation in (1) 
should be used instead of the first.  
Additionally, in this case a second harmonic and second-
order intermodulation term will appear as well.  The resulting 
nonlinear Fourier transform coefficients at frequencies 2fk and 
f1+f2 for vDC < v0 is 
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where k = 1,2, whereas for vDC > v0 the previous equation can 
be read as 
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(10) 
The expressions above represent the DC and RF voltage 
dependence of the spurious signals generated in a ferroelectric 
transmission lines as a function of the circuit parameters C2, 
Ca , Cb and, consequently, as a function also of the electric-
field dependence of the permittivity. 
III. SAMPLES AND BROADBAND MICROWAVE 
MEASUREMENTS 
Extraction of the nonlinear terms C2, Ca , Cb from the 
measurements of the spurious signals requires characterization 
of all linear distributed circuit parameters defining the circuit 
model of Fig. 1, that is, C0, G0, L and R. In what follows we 
present the samples and test structures we have measured, and 
outline the characterization procedure to obtain C0, G0, L and 
R. 
A. Samples and structures  
Our measurement structures consist of 300 nm thick Au 
coplanar waveguide transmission lines patterned on a 400 nm 
thick BSTO thin-film grown by pulsed-laser deposition on a 
16x16 mm
2
 LAO substrate. The center conductor line width of 
the transmission lines is 20 m, and the gap spacing is 10 m. 
Measurements of different-length transmission lines, L1 = 4.20 
mm and L2 = 9.93 mm, will verify the distributed nature 
(length dependence) of the nonlinear effects predicted by (8). 
Identical structures are also patterned on a bare LAO 
substrate. The BSTO has a curie temperature (TC) of 230 K, 
which for room temperature measurements the material is in 
the paraelectric state. 
B. Linear distributed circuit parameters 
We performed an initial multiline thru-reflect-line (TRL) 
calibration [13] in a reference set of CPW transmission lines 
fabricated on a non-dispersive and low-loss substrate. This 
reference calibration set consisted of gold lines on a sapphire 
substrate, along with embedded on-wafer lumped resistors to 
obtain the transmission line capacitance per unit length, for the 
reference calibration set, by use of the procedure detailed in 
[14]. From the complex propagation constant obtained and the 
distributed capacitance of the reference calibration set, we 
determined the characteristic impedance of the transmission 
lines in the reference sample [15]. Then, we can use the 
calibration comparison method [16] to estimate the 
characteristic impedance of transmission lines fabricated on 
lossy and/or dispersive dielectrics. We used this method to 
obtain the characteristic impedances of the transmission lines 
on the bare LAO substrate and on the BSTO thin-film. By 
combining the characteristic impedance with the propagation 
constant obtained from the multiline TRL calibration 
performed on the sample and on the bare substrate, we 
extracted the linear, frequency-dependent, distributed 
parameters C0, G0, L and R, for the lines on BSTO thin-film 
and on the bare LAO substrate.  
To verify the results we measured the DC resistance of the 
transmission lines on bare LAO and BSTO thin film and 
obtained the conductivity of the gold conductors by use of the 
measured cross-section of the center conductor. The 
conductivity obtained was used to calculate the frequency-
dependent inductance and resistance per unit length for the 
geometries under consideration, by means of a commercial 
quasi-static finite element analysis. The simulated L(f) and 
R(f) showed good agreement with the L(f) and R(f) obtained 
above over the entire frequency range.  
IV. IMD AND HARMONICS MEASUREMENT SET-UP 
As outlined in the introduction, a full characterization of the 
ferroelectric nonlinear response requires accurate 
measurements of all second-order and third-order spurious 
signals generated when a two-tone signal feeds the test 
transmission line. The measurement set-up used to achieve 
this is shown in Fig. 2, and has been previously used to 
characterize the nonlinear response of superconductors [17], 
STO ferroelectric films [11] and self-heating effects in copper 
and gold transmission lines [7]. 
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This measurement setup consists of two sources at f1 and f2. 
Each source feeds a cascaded amplifier, isolator and low-pass 
filter (LPF) before the signal is split equally into two branches 
by use of a power divider. The LPF plays an important role in 
the system performance, and is discussed in detail below. Two 
of the branches having f1 and f2 are combined together through 
a two-port combiner to feed the device under test (DUT) with 
the two-tone signal. The two other branches of the 
measurement system go through a variable attenuator and a 
phase-shifter. Then the output of the DUT, which contains the 
fundamental tones as well as the nonlinear products to be 
measured, is combined with the reference branches through a 
three-port combiner. Each reference branch is manually 
adjusted to feed the three-port combiner (indicated by port 3 
and port 4 of Fig. 2) with the same amplitude and opposite 
phase as the fundamental tones coming from the DUT 
(through port 2, in Fig. 2). By use of this technique, we may 
attenuate the fundamental tones by up to 60 dB, which 
dramatically increases the measurement dynamic range at the 
spectrum analyzer. This measurement configuration also 
reduces the phase noise of the fundamental tones, which 
otherwise could mask the spurious signals at 2f1-f2 and 2f2-f1, 
for small tone spacing. 
Since the spurious signal level is usually much below that 
of the fundamental signal, a very linear measurement system 
is required to minimize the effects of baseline nonlinearities. 
Besides the linearity of the spectrum analyzer, which is 
achieved by cancelling the fundamentals, we need to feed the 
DUT and the reference branches with low-distortion tones. 
This is particularly significant in this setup, where the 
impedance mismatch of the reference branches may produce 
reflections of the incident and spurious signals. We achieve 
this low distortion by placing the fundamental tones just below 
the cut-off frequency of a high-performance LPF to suppress 
the second and third harmonics generated by the source, 
amplifier and/or isolator. 
The measurement setup described above operates over the 
frequency range from 2 GHz to 8 GHz for the fundamental 
signals. We characterize the linear and nonlinear response of 
the system itself, within the frequency range, by connecting 
port 1 directly to port 2 (see Fig. 2), omitting the probes and 
the sample. The system itself shows no spurious signal above 
noise level, which is around –100 dBm, for incident powers up 
to +20 dBm. Characterization of the measurement system, 
including the probes, requires measurements of linear 
transmission lines or well-characterized nonlinear 
transmission lines as a reference. Measurements of CPW lines 
on a bare LAO substrate are detailed in the following section.  
V. MEASUREMENT RESULTS.  LARGE-SIGNAL MODEL 
This section presents the spurious signal measurements 
outlined in the introduction. We start by performing 
measurements on the bare LAO transmission lines. The aim of 
measuring these transmission lines is twofold: first, it 
demonstrates the high dynamic range of the measurement set-
up of  Fig. 2. Second, as the transmission line geometries are 
the same as the ones on BSTO thin film, measurements of the 
3IMD at 2f1-f2 and 2f2-f1 will allow us to explore the existence 
of heating effects produced due to conductor losses [7]. These 
measurements will then be used to complement the equivalent 
circuit model of Fig. 1 to model heating effects. The new 
circuit model will allow us to explain all the spurious signal 
manifestations occurring on the BSTO transmission lines.    
A. Nonlinear effects in LAO substrate 
No measurable harmonic signals have been measured down 
to the noise floor, around –100 dBm, neither IMD signals at 
frequencies f1+f2 and f2+f1, 2f1+f2 and 2f2+f1, when the 
patterned transmission lines are fed with two tones centered at 
6 GHz over a wide range of tone spacing. 
Fig. 3, on the other hand, shows the measured IMD at 
frequencies 2f1-f2 and 2f2-f1 as a function of the tone spacing 
f, which clearly displays self-heating effects due to 
transmission line conductive losses [7]. This occurs because 
the dissipated power due to the finite metal conductivity 
(dielectric losses in the LAO substrate are negligible) causes 
the temperature of the transmission line to rise according to 
the thermal impedance of the structure. Therefore, the 
distributed resistance R changes due to effect of the 
temperature variations on the temperature-dependent 
resistivity, which can be modeled as shown in the equivalent 
circuit of  Fig. 4 [7].  
 
 
This self-heating mechanism generates 3IMD, which is 
higher as the envelope frequency of the combined input signal 
decreases, due to the slow dynamics of heat propagation 
through the substrate. The frequency dependence of the 3IMD 
 
Fig. 2. Diagram of the nonlinear measurement setup. 
 
 
Fig. 3. Simulations (continuous line) and measurements of third-order 
intermodulation products 2f1 - f2 (circles), 2f2 - f1 (squares) of L2 = 9.33 
mm transmission line on LAO substrate. For f >1 MHz simulation and 
measurements disagree because the baseline intermodulation level of the 
system is around -100 dBm for this measurement. 
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level is due to the thermal impedance of the transmission line. 
This allows us to obtain the frequency-dependent thermal 
impedance, and to relate dissipation to temperature rise for the 
given geometry and substrate. This thermal impedance will 
then be also used in the model for the BSTO lines, where we 
will assume that the heat flow through the substrate is not 
significantly affected by the very thin BSTO layer. Note that 
for f >1 MHz, simulation and measurements disagree 
because the baseline intermodulation level of the system is 
around -100 dBm for this measurement.  
 
 
Fig. 3 also shows, as solid lines, the envelope frequency 
dependence obtained by use of the circuit model of Fig. 4, 
showing very good agreement between measurements and 
simulation. 
 
B. Measurement of 2H and 3H as a function of the DC bias 
voltage on BSTO transmission line 
 
These experiments measure all spurious signals occurring in 
the L1 BSTO transmission line at 2H, 3H, 2IMD and 3IMD, 
when a two-tone signal centered at 6 GHz with a fixed tone 
spacing of f = 14 kHz feeds the transmission line. The input 
power of the two tones is balanced and swept from -8 dBm to 
+22 dBm. This experiment has been performed for several DC 
bias voltages applied: 0.005 V, 10 V, 20 V and 30 V, selected 
in accordance with previous measurements on ferroelectrics 
[11] to capture the dependence of the distributed capacitance 
on voltage. 
Figures 5 and 6 show the second-order distortion 
measurements, at 2f1, 2f2 and f1+f2, and third-order distortion, 
at 3f1, 3f2, 2f1+f2 and 2f2+f1 respectively, for the DC bias 
voltages mentioned above. Fig. 5a shows 2H for 0.005 V and 
10 V DC bias and demonstrates that the second harmonic 
signals dramatically increase as the bias voltage is increased 
from zero, which is consistent with the circuit model proposed 
in section II. Also, note however that a very small deviation of 
the bias voltage from zero (0.005 V) produces measurable 
second harmonic signals. Note that the baseline nonlinear 
level of the system, in Figs. 5 and 6, is determined by the input 
power at the spectrum analyzer, and thus depends on the line 
loss and length. Moreover, a small tendency to saturation is 
observed at high powers which is caused by the power 
amplifiers of the measurement system. 
 
We use the measurements above to extract the nonlinear 
parameters C2, Ca and v0 along with the previous obtained 
linear parameters L, R, C0 and G0. These parameters are: C2 
= 1.610-14 [F/V2], Ca = 410
-14 
[F/V], v0 = 5 V, which 
describe a voltage-dependent capacitance. The simulated 
results for these values are also plotted as solid lines in Figs. 5 
and 6, showing good agreement between simulations and 
measurements for the entire power range. Fig. 7 uses these 
values to plot the relative capacitance deviation C/C0 as a 
function of the voltage, which is consistent with previous 
results [2], and indicates the degree of tunability in 
ferroelectrics that can be achieved on nanosecond time scales. 
At this point, we should mention that the nonlinear circuit 
model obtained from Figs. 5 and 6, fails, as expected, to 
explain the measured 3IMD at 2f1-f2 and 2f2-f1, primarily due 
to the existence of self-heating effects in the BSTO sample.  
 
Fig. 4 Equivalent circuit model considering the self-heating effects. The 
temperature oscillations produce dynamic changes in the metal 
conductivity, and give rise to third-order intermodulation distortion.  
 
 
Fig. 5 Output power measured at 2f1 (squares), 2f2 (circles) and f1+f2 
(diamonds) and simulations of second harmonics (continuous lines) and 
f1+f2 (dotted line) for several DC voltages; Fig 5a plots 0.005 V (blue) 
and 10 V (red) and Fig. 5b plots 20 V (blue) and 30 V (red). 
(a) 
DC=0.005 V and DC=10 V 
(b) 
DC=20 V and DC=30 V 
Separation between tones (Hz) 
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C. 3IMD at 2f1-f2 and 2f2-f1: self-heating effects 
In order to complete our circuit model, we include self-
heating effects by merging the circuit of Fig.1 with the circuit 
of Fig. 4. We performed IMD and harmonics measurements in 
lines L1 and L2, keeping the central frequency constant and 
sweeping the envelope frequency f from 2 Hz to 1 GHz for 
vDC = 0. This broad envelope frequency range gives enough 
information to discern between memory effect nonlinearities, 
caused by self-heating [6][7], and non-memory effects caused 
by inherent, ferroelectric-type, nonlinearities. As done in [11], 
we have verified that a nonlinear capacitance scales better 
with frequency, for the inherent nonlinearities, than a 
nonlinear conductance. 
Fig. 8 shows the measured harmonics and intermodulation 
distortion as a function of the envelope frequency f. These 
measurements reveal that, for high envelope frequencies, f > 
10
6
, the 3IMD at 2f1-f2 and 2f2-f1 is almost 10 dB higher than 
the 3IMD at 2f1+f2 and 2f2+f1, and the 3IMD at 2f1-f2 and 2f2-f1 
dramatically increases as f decreases. In addition, there is a 
dramatic attenuation of the lower side-band IMD signal for 
envelope frequencies just below 10
5
 Hz. 
 
As an initial step, we used the temperature-dependent 
resistance of the metallic electrodes obtained from the 
measurements on bare LAO substrate transmission lines in our 
combined model. Note that this assumption makes sense, 
because the conductors for the BSTO sample are identical to 
 
 
Fig. 6 Output power measured at 3f1 (squares), 3f2 (circles) , 2f1+f2 
(diamonds) and 2f1+f2 (triangles), and simulations of third harmonics 
(continuous lines) and high frequency third-order products (dotted lines) 
for several DC voltages; Fig 6a plots 0.005 V (blue) and 10 V (red) and 
Fig. 6b plots 20 V (blue) and 30 V (red). (diamonds).  
 
Fig. 7. Relative change in the distributed capacitance obtained by use of 
(1), from the nonlinear measurements shown in Figs. 5 and 6. 
 
 
Fig. 8.  Measured third-order IMD products at 2f1-f2 (squares), 2f2-f1 
(circles), 2f1+f2 (diamonds) and 2f2+f1 (triangles) of the L1 tranmission 
line. Simulations are plots with blue continuous line, dashed-dotted red 
line, dotted green line and dashed magenta line respectively. Fig 8a shows 
simulations considering only a temperature-dependent distributed 
resistance. Fig 8b considers a temperature-dependent distributed 
capacitance along with the temperature-dependent resistance. 
(b) 
(a) 
(b) 
DC=20 V and DC=30 V 
(a) 
DC=0.005 V and DC=10 V 
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the LAO transmission lines. However, dielectric losses are 
included in the model, and they also contribute to the 
temperature rise due to dissipation. Because of this, the spatial 
distribution of the generated heat along the LAO-BSTO 
coplanar waveguide differs from that along the bare LAO 
coplanar line. In spite of this, we can use the same thermal 
impedance for the two transmission lines because the BSTO 
film is very thin with negligible thermal resistance and the 
thermal properties of the LAO substrate dominate the heat 
diffusion irrespective of the origin of the dissipation. 
Therefore, the negligible impact of the BSTO thin-film on the 
heat path does not affect the obtained temperature derivative 
for the capacitance. 
Fig. 8a shows calculations of the low-frequency 3IMD 
along with measured data arising from a temperature-
dependent gold resistivity. The agreement could not be 
improved by changing the thermal impedance. By means of 
simulations, we see that a specific length of transmission line 
could be fitted, but the resultant model does not scale properly 
with line length.  
The two lines are impedance-mismatched, and the voltage 
standing-wave ratio is high, which implies different standing-
wave patterns for lines of different lengths. We have verified 
that the measured 3IMD, for the shortest line L1 in Fig. 8a, can 
only be explained by means of a temperature-dependent 
capacitance or conductance. 
In order to improve the agreement between the circuit 
model and data of Fig. 8, we must include in the circuit model 
a nonlinear term describing the change in the distributed 
capacitance and/or conductance with temperature. Additional 
measurements of the scattering parameters at 40 ºC allows us 
to neglect the temperature-dependent conductance as a source 
of nonlinearity, so we include in the model an additonal term 
CT ·T to the capacitance described in (1), where  
 
)()()( vTCvCvC TT  .
 (11) 
 
The complete model, along with an additional 
phenomenological nonlinearity explained in the following 
subsection, is shown in Fig. 9.  
 
 
The transmission line circuit model is implemented, in a 
distributed manner, as a cascade of cells. Each cell includes 
the electromagnetic domain, which contains the linear and 
nonlinear distributed circuit parameters, and the thermal 
domain, which models the thermal impedance. The dissipation 
ocurring in the electromagnetic domain as a result of 
conductive and dielectric losses is coupled to the thermal 
domain to obtain the temperature rise. By doing this, the 
temperature-dependent capacitance can be properlly modeled, 
along wth the temperature-dependent resistance. 
The simulated results with this new term set to     
              are shown in Fig. 8b. This temperature-
dependent term allows us to describe the 3IMD at 2f1-f2 and 
2f2-f1 for f < 1 KHz. However it does not explain the 
cancellation point around f = 10 KHz, with a cancellation of 
more than 40 dB, nor the IMD values for f  > 10 KHz. This 
fit therefore suggests the existence of an additional mechanism 
of nonlinearity.  
D. 3IMD at low frequencies: Phenomenological model 
This subsection introduces an additional new term for the 
voltage-dependent capacitance. Although the origin of this 
mechanism is not yet fully understood, we suggest introducing 
the frequency-dispersive permittivity phenomena [18]. This 
new term is required to be low-pass filtered and quadratically 
dependent on the voltage, as indicated below:   
 
filtered
mTmT vCTCvCvC
2
, )()(   
(12) 
 
The complete circuit model of Fig. 9 is then used to fit all 
spurious signals generated in the BSTO transmission line. Fig. 
10 displays the measured and simulated results for the 
measured IMD in the two transmission lines L1 and L2, 
showing very good agreement for Cm=310
-3
 F/V
2
.  
These results demonstrate that the self-heating 
mechanisms and the thermal model reproduce the asymmetry 
between 2f1-f2 and 2f2-f1. We have also verified that the 
cancellation does not change when changing the input power, 
which means that the unknown effects and the thermal effects 
follow the same power-law dependence. In addition, when no 
heating effects exist, for instance when f is large enough or 
in cryogenic measurements on STO transmission lines [11], 
this new term also successfully models both the spurious 
signals at 2f1-f2 and 2f2-f1 and the spurious signals at 2f1+f2 and 
2f2+f1. Table I summarizes the nonlinear coefficients of the 
obtained model: 
 
 
 
Fig. 9. Complete circuit model implementation of an electro-thermal cell. 
The electromagnetic domain contains the linear and nonlinear distributed 
parameters, and the thermal domain contains the thermal impedance. 
TABLE I 
NONLINEAR COEFFICIENTS OF THE LARGE-SIGNAL MODEL 
Nonlinear term Value 
C2 1.610
-14 F/V2 
Ca 410
-14 F/V 
v0 5 V 
CT -4.410
-12 F/K 
Cm 310
-3 F/V2 
 
101
  
 
 
 
 
VI. CONCLUSION 
This work has demonstrated a comprehensive procedure for 
evaluating and modeling the nonlinear response of 
ferroelectric transmission lines. The procedure includes an 
accurate characterization of the linear and nonlinear properties 
of the ferroelectric thin-film material. The nonlinear 
characterization consists of systematic measurements and 
analysis of the spurious signals generated in ferroelectric 
nonlinear transmission lines. The measurement system was 
shown to be useful for characterizing the origin of these 
nonlinear effects and for studying their time dependence.  
The self-heating effects occurring in any dissipative 
transmission line have also been included in the circuit model. 
This allows us to model not only a single set of harmonics and 
intermodulation products but also to consider the nonlinear 
effects as a function of the time dependence envelope of the 
signal. Note that this is crucial for the development of 
comprehensive models that would eventually be used to 
evaluate the response of real telecommunication devices 
which may be subject to a very complex electromagnetic 
environment, over a wide range of incident waveforms beyond 
the small-signal assumptions.  
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Fig. 10 Measured third-order IMD products at 2f1-f2 (squares), 2f2-f1 
(circles), 2f1+f2 (diamonds) and 2f2+f1 (triangles) of the L1 (a) and L2 (b) 
transmission lines. Simulations are plot with blue solid line, dashed-
dotted red line, dotted green line and dashed magenta line respectively. 
(a) Line L1 
(b) Line L2 
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Abstract—In this work we present the electro-thermo-
mechanical constitutive relations, expanded up to the third-
order, for a BAW resonator. The obtained relations are 
implemented into a circuit model, which is validated with 
extensive linear and nonlinear measurements. The mathematical 
analysis, along with the modeling, allows one to explain, for the 
first time, all observable effects in a BAW resonator by use of a 
unified physical description. Moreover, the term that is 
responsible for the second harmonic and the frequency shift with 
DC voltage is showed to be the same. Finally, we unveil the 
impact of an applied DC voltage on the acoustic losses. 
 
Index Terms—Nonlinearities, Self-Heating, Temperature, 
Thermal Effects, Intermodulation Distortion, Second Harmonic, 
Bulk Acoustic Wave Resonators. 
 
I. INTRODUCTION 
ULK Acoustic Wave (BAW) technology is 
accomplishing its market expectations with a promising 
future in the field of microwave filters for mobile applications. 
Several advantages, including miniaturization, power handling 
and frequency operation, make BAW filters preferable among 
other existent technologies [1][2][3]. But, in spite of the 
current success of this technology, there is still a lack of a 
complete understanding of all observable effects in BAW 
resonators, what could eventually be crucial to push this 
technology beyond its current limits. In particular, harmonic 
generation due to intrinsic effects, intermodulation distortion 
and detuning due to temperature changes are being a matter of 
active research [4]. 
The intrinsic nonlinear behavior of the piezoelectric 
phenomena causes harmonics generation, intermodulation 
distortion, and frequency detuning with an applied DC 
voltage. Although recent work has shed light to the possible 
origin of these nonlinearities [5], none is concluding, neither 
none successfully models all those undesired effects with a 
unified nonlinear description. 
On the other hand, temperature has always been a matter of 
special attention with regard to BAW resonators. Temperature 
induces changes to the material properties and dimensions that 
should ideally be compensated, generally by use of additional 
compensation layers, if the frequency drift is to be minimized 
[6]. An accurate understanding and modeling of the material 
 
 
temperature derivatives is crucial to resize properly the 
compensation layers. Several authors have faced this problem 
[6][7], but none of them has considered the clamping 
conditions that force one to use the Poisson’s ratio to properly 
account for the thickness thermal expansion in Solidly 
Mounted Resonators (SMR). In addition, temperature 
concerns not only involve the frequency drift in BAW devices, 
but also the temperature rise due to self-heating, which can 
limit the power handling of, for example, Film Bulk Acoustic 
Resonators (FBAR) [8], and/or contribute to the third-order 
intermodulation distortion [ref]. 
Reference [10] was the first distributed nonlinear modeling 
approach to cover intrinsic effects through the integration of 
nonlinearities in different sections of the circuit model. A 
similar approach is followed in [5][11], but with a grouping of 
the nonlinear sources. On the other hand, our previous work 
[9] proposed a phenomenological approach to cover intrinsic 
and thermal effects. 
In this article we propose a rigorous electro-thermo-
mechanical study, based on the expansion of the Gibbs 
electrical energy function, capable of explaining most of the 
observable effects within a BAW resonator with a unified 
physical description. We derive a circuit model from the 
obtained constitutive equations and validate it with linear and 
nonlinear measurements on BAW resonators, what allows 
identifying the dominant terms that produce the frequency 
shift in temperature with an applied DC voltage, and the 
generation of harmonics and intermodulation distortion. 
 
II. CONSTITUTIVE RELATIONS IN A BAW RESONATOR 
The working mechanism of a BAW resonator lies on 
several physical principles that can be explained with the 
electro-thermo-mechanical constitutive equations and the 
Newton’s second law of motion. The first group of equations 
describes the energy coupling between fields associated to 
each physical domain (electrical, mechanical and thermal as 
shown in the Heckmann’s diagram in Fig. 1), whereas 
Newton’s second law states the relation between particle 
velocity and stress in a medium. A rigorous nonlinear analysis 
of those constitutive relations allows modeling most of the 
experimental observables in BAW resonators.  
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Model for Bulk Acoustic Wave Resonators 
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We start obtaining the nonlinear electro-thermo-mechanical 
relations for a piezoelectric material, which can be simplified 
then for non-piezoelectric dielectrics and metals. We make the 
choice of independent variables to be strain, S, electric field, 
E, and temperature,  , in order to obtain equations describing 
the stress, T, and electric displacement, D, which have a direct 
representation in the Mason model [12]. Moreover, this 
selection of independent variables allows having the field 
derivatives of the material properties on magnitudes that can 
be easily changed when performing measurements, such as the 
electric field and the temperature. 
 Appendix I describes the procedure we have followed to 
obtain the nonlinear constitutive equations by use of a third-
order Taylor series expansion of the relations between fields 
plotted in Fig. 1, in a uni-axial notation. The procedure 
detailed there does not assume approximations other than the 
series truncation and results in 
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(3) 
where the nonlinear contribution, with all the constants 
defined in the Appendix I,  are described in (4)-(6) 
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(6) 
What follows is the simplification of the constitutive 
relations for the specific types of materials used in commercial 
SMR type resonators, which usually comprise Aluminum 
Nitride for the piezoelectric layer, metals for the electrodes 
and non-piezoelectric dielectrics for passivation, temperature 
compensation and Bragg mirror implementation. In the 
following sections the thermal expansion coefficient, c
E
, will 
be used instead of the thermal pressure, E, through the E= -
c
EE relation, because it is a more commonly used material 
property. 
A. Thermal considerations 
Although we have described the entropy with (3) and (6) for 
completeness, we will not use those equations because we 
assume that the electrocaloric effect, the piezocaloric effect, 
the heat of polarization, and heat of deformation are negligible 
in the materials under consideration [13]. We will deal instead 
with the heat equation for the thermal domain, which takes 
into account the temperature rise and heat propagation through 
a medium [14]. The heat equation can be written as: 
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where k, cp and  are thermal conductivity, specific heat and 
density respectively. 
The change of in-plane dimensions in SMR resonators is 
dominated by the substrate and this imposes a lateral-clamped 
condition that especially impacts how the device expands with 
temperature. For this reason we will consider the change in 
area negligible [15], and the model will only account for 
dimensional changes in the vertical direction by use of the 
Poisson’s ration. 
B. Constitutive relations for Aluminum Nitride 
For the specific case of Aluminum Nitride (AlN) several 
simplifications can be made by use of well-known properties 
of this material and comparisons between nonlinear 
measurements and simulations.  
 
1) Assumptions related to the AlN properties 
We assume that the electrocaloric and pyroelectric effects 
are negligible [16], what means there is no direct energy 
exchange, other than dissipation, between the electric and 
thermal domains. This assumption translates into S = 0. 
The AlN properties around room temperature change 
linearly with temperature [17], so we consider that the second 
and third-order temperature-dependent coefficients in (4)-(6) 
are zero, that is 1 = 4 = 1 = 2 = 5 = 8 = 11 = 0.  
The expansion with temperature has to be taken into 
account. The BAW resonator is made of thin layers, deposited 
on a thick Silicon substrate, that expand laterally in 
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Fig. 1.  The Heckmann’s diagram shows the electro-thermo-mechanical 
relations on a crystal. 
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 temperature according to the substrate expansion coefficient. 
Therefore, the thermal expansion coefficient of a layer is 
replaced by the unit-less Poisson’s ratio P of that layer times 
the thermal expansion coefficient of the silicon substrate 
        
   [18]. 
 
2) Assumptions done after comparison of simulations and 
measurements 
Previous work has shown that the slow dynamics of 
temperature translate into a low-pass filter behavior of the 
generated 3IMD versus the envelope frequency in a classical 
two-tone experiment [9], and that temperature changes cannot 
cause third harmonic generation at the operating frequencies 
of the BAW devices. For this reason, and because the 
thermally-generated 3IMD can be modeled with first-order 
temperature dependence [19], we consider negligible the third-
order mixed terms that are related to the thermal domain: 3 = 
6 = 10 = 12 = 0.  
 
3) Simplified constitutive equations 
With the assumptions explained above, the stress T and 
charge D relations for the Aluminum Nitride layer are:  
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(11) 
Note that the thermal expansion effect, although being a 
linear effect, has been included in the T source. This makes 
easier the implementation of a circuit model as it will be 
shown in Section III. 
Equations (8)-(11) can also be interpreted as the result of 
having a set of nonlinear parameters that define the nonlinear 
electro-thermo-mechanical constitutive equations for the 
aluminum nitride: 
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which offer a more intuitive description of the role of each 
parameter. Note that the thermal expansion term is not 
included in the previous equations and should be kept in the 
linear constitutive equations. 
C. Constitutive relations for non-piezoelectric dielectrics 
and metals 
Non-piezoelectric dielectrics and metals are used in several 
parts of the resonator and for different purposes, especially in 
SMR technology. However, for a classic BAW resonator 
configuration, most of the electromagnetic energy is confined 
in the piezoelectric layer between the electrodes. This fact 
makes the modeling of the electric domain unnecessary for the 
other layers, which only need a thermo-mechanical 
description. 
Nevertheless, electric losses in the metal electrodes must be 
considered to properly model the linear response of the BAW 
resonator and the Joule effect contribution to the temperature 
rise.  In our model, a simple electromagnetic description of the 
electrodes as lumped resistors is accurate enough to properly 
account for the conducting losses. 
On the other hand, the fact that polarization in metals is 
negligible and the dielectric layers, other than the 
piezoelectric, are not under electric field makes 
piezoelectricity, pyroelectricity and electrocaloric effects not 
present in these layers. We only consider linear effects in these 
materials, with the exception of temperature dependent 
properties, because of the lower level of the acoustic and 
electric fields outside the piezoelectric layer, and this 
hypothesis will be confirmed with the good agreement of 
simulations and measurements. With these considerations, we 
get the same electro-thermal constitutive relations for metals 
and dielectrics: 
TScT E    (15) 
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III. CIRCUIT MODEL 
The circuit model of the materials stack consists of a 
cascade of layers with their specific material properties, and in 
turn, each layer consists of a cascade of circuit cells. Each cell 
represents a thin section of material to reproduce the 
distributed nature of the acoustic propagation and thermal 
diffusion.  
The constitutive relations described in the previous section, 
Newton’s second law and heat equation, are implemented at 
each thin section interrelating electric, acoustic and thermal 
domains. Reference [20] details the steps to derive the Mason 
model from the electro-acoustic equations whereas [9] 
describes the basis of the thermal model. 
A. Materials stack 
Fig. 5 illustrates the typical structure of a SMR type 
resonator. It is usually composed of a piezoelectric layer 
between two metal electrodes, which are all deposited on a 
Bragg mirror made of a succession of high and low acoustic 
impedance layers. The main acoustic mode is longitudinal 
along the vertical z axis, and it is induced by the polarization 
of the piezoelectric layer. Moreover, as it will be discussed in 
Section III.B, the heat can also be considered to propagate 
mainly along the vertical direction until it reaches the 
substrate, and then, the heat diffusion is semispherical. Fig. 2 
illustrates a section of the circuit implementation. 
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Note that the piezoelectric layer implements the electric, 
acoustic and thermal domains in a distributed way, whereas all 
the other layers only model the acoustic and heat propagation. 
The electric domain of the electrodes is represented by the 
lumped resistors R1 and R2. The current sources Q1 and Q2 
couple the dissipated heat on R1 and R2, respectively, to the 
thermal domain.  
 
1) Aluminum Nitride layer 
The electro-acoustic model of the piezoelectric layer is 
implemented in a distributed configuration based in the Mason 
model [12], as done in [10] and [5][11]. Here, we have 
included the thermal domain to provide a complete picture of 
the physics in a BAW resonator. 
  
Fig. 3 illustrates the block-diagram. The governing electro-
acoustic equations are described by use of an equivalent 
circuit with voltage and current being equivalent to force F 
and particle velocity v respectively. Re-arranging (1) and (2) 
in the stress T and electric-field E form provides a clear circuit 
model implementation where 
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as the stiffened elasticity. The acoustic domain results in an 
acoustic transmission line that obeys the telegrapher 
equations, with the following distributed parameters for a 
section of length z: 
Dz Ac
z
C


 (22) 
AzL z   (23) 
We group the nonlinear sources in TC and VC, as done in 
[5][11], to differentiate between the linear and nonlinear parts 
of the circuit and provide an easier implementation. 
On the other hand, the thermal domain is governed by the 
heat equation, which also has its electrical analogy. A 
distributed series resistance and shunt capacitance are the 
analogs of thermal resistivity and heat capacity respectively 
[19]. The thermal resistance and capacitance for a section of 
length z are related to the material thermal properties as  
Ak
z
R z

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 (24) 
zAcC pz ,
 
(25) 
where A is the area, k is the thermal conductivity and cp is the 
heat capacity. This allows identifying the analogs of voltage 
and current, in the thermal domain, as temperature  and heat 
rate q respectively. Fig. 4 shows the circuit implementation of 
a z section of Aluminum Nitride cell, in which the dashed 
box contains the electro-mechanical constitutive relations that 
are specific of the piezoelectric. 
It is necessary to include losses in the model if we want to 
accurately capture the resonator’s behavior and account for 
self-heating effects. The fact that dielectric losses in 
Aluminum Nitride are minor when compared to other sources 
of loss in BAW resonators [21] makes us consider them 
negligible. Therefore, only the acoustic damping, by use of a 
complex elasticity in which the imaginary part is linked to the 
material viscosity [22], is introduced in the Aluminum Nitride 
model: 
  DDD jcc 
,
 (26) 
where D is the acoustic damping coefficient, being D=vL 
[23]. In the previous definition, vL is the acoustic propagation 
velocity in the longitudinal direction and  is the viscous 
relaxation time. The acoustic losses translate into a 
conductance as follows: 
 D
z
A
z
G

 .
 (27) 
Therefore, the dissipation is implemented as a heat source in 
the thermal domain, making the introduction of different types 
of dissipation more flexible: 
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Fig. 3. Block-diagram of a piezoelectric cell implementation with the 
governing equations for the electric, acoustic and thermal domains. 
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Fig. 2. Block-diagram that illustrates the circuit implementation of three 
layers of the BAW resonator. Each layer is constructed as a cascade of 
electro-thermo-mechanical cells. The electric losses are implemented as 
lumped resistors and their dissipated heat is coupled to the thermal domain. 
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2) Non-piezoelectric dielectrics and metals 
As discussed in the previous section, materials other than 
piezoelectric used in BAW resonators keep the same 
governing equations for the thermal and acoustic domains than 
the piezoelectric layer, but the electric field inside of them is 
negligible. Therefore, non-piezoelectric dielectrics and metals 
keep the same circuit implementation of Fig. 4 but without the 
dashed box that contains the electro-acoustic coupling of 
piezoelectricity. Instead, the TC source, which is now TC =T 
because D=0, is connected to ground. 
B. Thermal boundaries 
Section IV presents the results of measurements on different 
samples that have been performed to validate the model. 
Therefore, the considerations and assumptions on the thermal 
boundaries to be included in the model have to be in 
accordance with the specific measurement setup. 
To achieve a temperature-controlled environment, a 
cryogenic probe station has been used, and this allows for an 
accurate stable reference temperature at the bottom of the 
resonator. Moreover, the resonator is in complete thermal 
contact with the copper chuck by use of high thermal 
conductivity silver paint. The bottom thermal boundary is 
easily implemented, in the circuit model, by use of a voltage 
source with the reference temperature value. 
The atmosphere of the cryogenic chamber of the probe 
station is in vacuum, although measurements without vacuum 
have also been performed, at room temperature, to check that 
the air acoustic impedance and thermal convection are 
negligible. Nevertheless, if radiation and convection effects 
want to be taken into account, although negligible at 
reasonable power levels, we can use [14] 
c
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(30) 
where hc and hr are the convection and radiation heat transfer 
coefficients respectively, and hr is defined as: 
  22 AsAsr TTTTh   , (31) 
with , , Ts and TA being the Stefan-Boltzmann constant, the 
emissivity and temperature of the top layer and the ambient 
temperature respectively. Equations (29) and (30) are 
implemented as two parallel electrical resistances connected to 
the top of the thermal domain model at one end and a voltage 
source with ambient temperature at the other end.  
 
 
 
Thermal conduction is the main heat propagation 
mechanism in the devices under study [8]. The resistance to 
heat flow, as shown in (24), is inversely proportional to the 
surface area. Therefore, the very high aspect ratio of the Bragg 
mirror segment, that is the ratio of the in-plane area to the 
vertical area that surrounds the Bragg mirror, translates into 
negligible lateral heat flow.  
On the other hand, the Silicon substrate is very thick and the 
previous assumption cannot be made, so semispherical heat 
diffusion is considered. Figure 5, which summarizes all these 
assumptions, illustrates several semispherical shells with 
numbers 1 to N, with the N cell being at reference 
temperature. Each shell represents a thermal transmission line, 
of the same form of that in Fig. 4, given by: 
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(33) 
where dSi is the thickness of the Silicon substrate and ri is the 
shell radius. The area of the first shell is the resonator area, so 
that r1 is obtained from A=2r1, and the other radius are 
calculated as follows: 
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Fig. 5. Cross-section of a SMR type resonator. The figure also illustrates the 
thermal considerations for the modeling. 
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Fig. 4.  Circuit model implementation of a z long section of piezoelectric. 
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It has been checked with simulations that less than 20 shells is 
enough to achieve convergence with accurate results. 
IV. MEASUREMENTS AND SIMULATIONS 
This section presents different types of measurements on 
BAW resonators along with the simulations of the circuit 
model that have been done to validate it. The linear 
performance is evaluated under different temperatures and 
electric field biasing conditions, which reproduces different 
situations on the electro-thermo-mechanical diagram of Fig. 1 
and allows obtaining field-derivative material properties. 
Moreover, intermodulation and harmonic measurements are 
carried out to serve as a second independent way to validate 
the model. 
A. The devices 
We perform measurements on two one-port state-of-the-art 
commercial BAW resonators, having different materials stack 
composition that corresponds to a series and a parallel 
resonator, in a Ground-Signal configuration. The different 
layers structure serve as a way to check that the nonlinearities 
are correctly defined as geometry-independent material 
properties. Although the details of the resonators structure 
cannot be disclosed, the devices are made of Aluminum (Al), 
Tungsten (W), Aluminum Nitride (AlN), Silicon Dioxide 
(SiO2), Silicon (Si) and Silicon Nitride (Si3N4). For sake of 
clarity, in the following subsections we only show the results 
of the parallel resonator. 
B. Temperature measurements and simulations 
We perform scattering parameters measurements at 
different temperatures, by use of a cryogenic probe station as 
explained in Section III.B, with the purpose of identifying the 
dominant material temperature derivatives. To do that, we first 
setup the linear circuit model using commercial software [23] 
with the electro-acoustic material properties provided by the 
manufacturer and fine-tune them to perfectly agree with 
measurements at 293 K. It is important to note that a correct 
linear modeling not only predicts the main mode resonance 
but also the spurious longitudinal resonances. As long as the 
spurious resonances are linked to specific energy distributions 
in the materials stack, we use the viscosity value of each 
material to accurately predict the magnitude and phase of 
them. 
Once the linear model at 293 K is properly implemented, 
the next step consists on adjusting the circuit model response 
to fit the measurements at different temperatures and obtain 
the material temperature derivatives. We perform scattering 
parameters measurements at 220 K and 320 K and use 
literature values for the material temperature derivatives to 
obtain a first approximation.  
 
 
 
We use material properties from [6] for all materials, with 
the exception of the Si3N4 value [25] and the Al and AlN 
values, which obtained through a fine-tuning. Fig. 6 shows the 
results of measurements and simulations, and Table I 
summarizes the temperature derivatives we use. 
C. Second-order nonlinearities 
BAW resonators generate a high level second harmonic and 
their resonant frequencies linearly change with an applied 
electric field. Both effects are manifestations of second-order 
nonlinearity and no consensus exists on its origin yet [11][26]. 
Up to date, there is no article predicting both effects with a 
unique model. Therefore, we perform scattering parameters 
measurements, under different bias voltages, and also second 
harmonic measurements to validate, by two independent ways, 
the presented model in Section II. 
In the harmonic experiments, the frequency is swept in a 
200 MHz range around the mechanical resonance frequency. 
References [27][28] illustrate the usefulness of sweeping the 
central frequency in harmonic or IMD experiments because 
the frequency dependence gives information about the origins 
of the nonlinearity. This procedure is more deeply developed 
in [11] to illustrate how different frequency dependences of 
TABLE I 
MATERIALS TEMPERATURE DERIVATIVES 
Material 6/c
E (10-6/K) 2/
S (10-6/K) 7/e
 (10-6/K) 
Al -300 - - 
AlN -48 150 10 
Si3N4 -24.4  - - 
Si -75 - - 
SiO2 239 - - 
W -91 - - 
 
  
 
 
Fig. 6. Measurements and simulations of the magnitude of the impedance for 
temperatures 220 K, 293 K and 320 K. The inset shows the linear 
dependence of the resonance and antiresonance frequencies on temperature. 
In the main plot, the solid lines are simulations whereas the dashed lines are 
measurements. In the inset, circles and squares represent the measurements at 
resonance and antiresonance respectively, whereas the dashed line and the 
solid line represent the simulations at resonance and antiresonance 
respectively. 
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 the second harmonic and 3IMD can be correlated with 
different constants of a set of constitutive equations. More 
specifically, this procedure shows that 3 and   
   must be 
negligible, because it would produce a second harmonic with a 
frequency dependence that is not consistent with the 
measurements. 
Reference [11] also suggests that the second harmonic is 
exclusively due to 5 which implies, as shown in Table III of 
the Appendix I, a piezoelectric constant e that depends on the 
stress. The authors of [11] reached that conclusion after 
checking that the second-order nonlinearities of c
E
 that depend 
on the stress, that is   
    must be negligible because, although 
the frequency dependence of the second harmonic is the same 
as the frequency dependence caused by 5, the third-order 
intermodulation distortion would be overestimated. This is 
true if no other causes of 3IMD, that could compensate the 
3IMD, are considered. However, we show in this section how 
the hypothesis   
     is consistent with two different 
experiments; second harmonic measurements and scattering 
parameters with an applied DC voltage. As far as we know, 
this is the first time that these two different manifestations of 
nonlinearity are explained by use of the same nonlinear 
parameter.  
 
1) Frequency shift with DC bias 
A T-Bias, connected to a voltage source, is introduced in 
the linear measurement setup to isolate the network analyzer 
from the DC voltage. Additionally, an OSL calibration is 
performed for each applied voltage to de-embed the BAW 
resonator impedance. The results, with an applied voltage 
ranging from -40 V to +40 V, are summarized in Fig. 7. 
By use of simulations of the circuit model, we identify 5 in 
(10) as the dominant term responsible for the frequency shift 
with electric field. This term in (10), as shown in Appendix I, 
can be either seen as a strain-dependent piezoelectric constant 
or an electric field dependent elasticity:        
       
 . 
For this experiment, it is easier to understand 5 as an electric 
field dependent elasticity because it directly depends on the 
applied field. It is found that a value of 5=-25.5 N/(Vm), 
agrees with the measurements, which corresponds to a relative 
change in c
E
 of 5/2c
E
=-3.510-11 m/V.  
As shown in the left inset of Fig. 7, the electric field not 
only changes the frequency, through changing the real part of 
the elasticity, but also the acoustic losses, through changing 
the imaginary part of the elasticity. To take this effect into 
account we introduce the imaginary part of the elasticity of 
(26), defined in the frequency domain, into (12) and obtain the 
following definition for the nonlinear viscosity: 






 E
c
K
E
DD

 
2
1 5  
(35) 
where K is a unitless factor, valued K=65, that multiplies the 
nonlinear term 5 to adjust the impact of the electric field on 
the acoustic losses.  
 
 
 
Fig. 8 shows a detailed plot of measurements and 
simulations at the resonance by taking into account the electric 
field dependent acoustic losses through and added contribution 
to equation (10): 
.
2
5 SE
c
KjT
E
D



 (36) 
 
2) Second harmonic 
We perform second harmonic measurements to validate the 
model by a second independent way. The measurement setup 
consists on a two-tone configuration, like that in [28], with a 
balanced output power of 20 dBm for each tone and a tone 
   
Fig. 8.  Measurements and simulations of the magnitude of the impedance for 
an applied voltage ranging from -40 V to +40 V in 10 V steps at the 
antiresonance. The impact of the electric field on the acoustic losses 
translates into an increasing impedance level, at antiresonance, for increasing 
voltages. The model given by equation (35) is used in these simulations. The 
solid lines are simulations whereas the dashed lines are measurements.  
 
 
  
1.8745 1.8755 1.8765 1.8775 1.8785 1.8795
3.5
3.55
3.6
3.65
3.7
3.75
3.8
3.85
3.9
Frequency (GHz)
L
o
g
(
Z
 (
O
h
m
s)
in
|
|)
 
Fig. 7. Measurements and simulations of the magnitude of the impedance for 
an applied voltage ranging from -40 V to +40 V. The right inset shows the 
linear dependence of the resonance and antiresonance frequencies on voltage.  
The left inset shows a zoomed plot of the antiresonance. In the main plot and 
left inset, the solid lines are simulations whereas the dashed lines are 
measurements. In the right inset, circles and squares represent the 
measurements at resonance and antiresonance respectively, whereas the 
dashed line and the solid line represent the simulations at resonance and 
antiresonance respectively. 
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 spacing of 1 KHz. The frequency of the tones is swept from 
below the resonance frequency to above the antiresonance 
frequency while keeping the tone spacing constant. The 
measurement system itself is characterized by use of four-
ports scattering parameters measurements, so that the output 
of the device can be normalized with respect to its input and 
the effects introduced by the measurement system can be 
totally de-embedded. The details on the measurement setup 
and the normalization procedure can be found in [28]. 
 
 
 
Fig. 9 shows the de-embedded second harmonic output for a 
20 dBm input power at each tone along with the simulations 
by use of the circuit model. The frequency dependence of the 
second harmonic clearly points to a strain squared S
2
 
contribution as the responsible term. The simulations confirm 
that the 5 term in equation (11) is the dominant term for 
second harmonic generation. Moreover, the same value 5=-
25.5 N/(Vm) that predicts the frequency shift with electric 
field can accurately predict the second harmonic, which 
corresponds to a relative change of e

 of 5/2e

=-8.5. 
Therefore, the model has been checked to be consistent with 
two independent manifestations of the second-order 
nonlinearity and unveil the dominant terms for each specific 
experiment. 
D. Third-order nonlinearities 
Third-order nonlinearity gives rise to a variety of effects 
like third harmonic and third-order intermodulation distortion 
generation. Moreover, different nonlinear mechanisms 
contribute to the 3IMD generation, including self-heating and 
intrinsic nonlinearity. To face the complex characterization of 
third-order nonlinearity, and because the tested devices do not 
show a measurable third harmonic, we focus on different types 
of measurements of the 3IMD to unveil the existent 
contributions. The same measurement setup and normalization 
process, used for the second harmonic characterization, is used 
for these measurements. 
 
1) Self-heating contribution 
Subsection IV.B characterizes the performance of the BAW 
resonator in temperature and reveals the materials’ 
temperature derivatives. Apart from producing a frequency 
shift with temperature, the dependence of materials properties 
on temperature also produces a parametric frequency mixing 
of the fundamental signal and the dynamic variations of 
temperature due to self-heating. This parametric mixing, 
whose details can be found in [19], gives rise to 3IMD. 
Therefore, the modeling of the 3IMD contribution due to self-
heating is an independent way to check that the temperature-
dependent modeling is correct. 
 
 
 
In a two-tone measurement the envelope of the signal 
f/2=(f2-f1)/2 is the main responsible for the temperature 
oscillations because the dissipation process, related to the 
square of the signal, creates a heat frequency component at 
twice that frequency. As explained in [19], the 3IMD level of 
the self-heating contribution versus envelope frequency has a 
low-pass filter nature due to the slow dynamics of the 
temperature. Therefore, two types of measurements have to be 
carried out in order to accurately characterize the dynamic 
thermal behavior. The first measurement is at constant tone 
spacing while sweeping the central tones frequency and allows 
validating the frequency dependence of the dissipation 
sources. The second measurement involves sweeping the tone 
spacing while keeping the central tones frequency constant 
and allows unveiling the thermal impedance of the device. 
We setup the complete circuit model presented in Section 
III, including the thermal domain, with the material thermal 
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Fig. 10. Measurements and simulations of the low-frequency third-order 
intermodulation distortion response for a tone spacing of f=f2-f1=1 KHz. For 
this tone spacing, the 3IMD is dominated by self-heating effects. Dashed 
lines with rectangles and circles represent measurements of 2f1-f2 and 2f2-f1 
respectively. Solid line and dashed line represent simulations of 2f1-f2 and 
2f2-f1 respectively. 
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Fig. 9. Measurements and simulations of the second harmonic and second-
order intermodulation response and for an input power of +20 dBm. Dashed 
lines with stars, rectangles and circles represent measurements of f1+f2, 2f1 
and 2f2 respectively. Dotted line, solid line and dashed line represent 
simulations of f1+f2, 2f1 and 2f2 respectively. 
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 properties provided by the manufacturer and couple the 
dissipation in their corresponding position of the thermal 
domain. Fig. 10 shows measurements and simulations of the 
3IMD for a tone spacing of 1 KHz. It can be observed that the 
resulting 3IMD is the result of dissipation in the electric and 
acoustic domains, both having different frequency 
dependences. 
 
 
The second measurement we perform is shown in Fig. 11 
along with the simulations by use of the model. Measurements 
and simulations agree to the expected low-pass filter behavior, 
which is also a good way to observe the thermal time constant 
of the device, in the order of milliseconds. The disagreement 
for tone spacing above 100 KHz is because intrinsic third-
order nonlinearity has not been introduced in the model so far, 
and is explained in the following subsection. 
An accurate modeling and understanding of the 3IMD due 
to self-heating is important because it is responsible for in-
band signal integrity degradation, resulting, for example, in an 
increased Error Vector Magnitude (EVM). 
 
2) Intrinsic third-order nonlinearity 
The constant 3IMD level observed above 100 KHz in Fig. 
11 reveals the existence of a contribution arising from intrinsic 
third-order nonlinearity. Intrinsic nonlinearity, defined as the 
dependence of material properties on fields other than 
temperature, generates harmonics and intermodulation 
distortion levels that do not depend on the envelope frequency. 
Although one might think that the lower level of intrinsic 
nonlinearity, when compared to self-heating 3IMD, makes it a 
negligible effect, the reality is that it can result in important 
signal quality degradation in a BAW filter. The main non-
desired effect of intrinsic nonlinearity is receiver 
desensitization, which occurs when an intermodulation 
product, generated by the mixing of the transmitted signal 
with a jammer signal, falls within the receiver band [29]. This 
makes the understanding and modeling of intrinsic third-order 
nonlinearity an important aspect of BAW technology. 
Third-order nonlinearities in BAW resonators have been 
less explored than second-order nonlinearities. The BAW 
resonators used in this work show no measurable third-
harmonic with the current measurement setup, therefore only 
the frequency dependence of the intrinsic 3IMD can be used to 
unveil the dominant third-order terms [9]. The candidate terms 
to dominate on the 3IMD level are   
  ,   
  ,   
 , 7 and 9. 
 
 
 
We perform two-tone measurements with tone spacing of 
f=1 MHz, to ensure that intrinsic nonlinearity dominates 
above self-heating effects, and sweep the central frequency as 
previously done in Fig. 10. It is found by simulation that the 
contribution of   
   (    )=-18.5 is needed to reproduce the 
frequency dependence of the measurements, as show in Fig. 
11. The obtained nonlinear term is the third-order elasticity. 
With the nonlinear terms obtained from the frequency 
dependence for f=1 MHz we expect the model to be 
complete and able to reproduce the 3IMD level stabilization 
observed in the measurements. Figure 13 shows the agreement 
between measurements and simulations when intrinsic third-
order nonlinearity is introduced in the model. 
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Fig. 12. Measurements and simulations of the low-frequency third-order 
intermodulation distortion response for a tone spacing of f=f2-f1=1 MHz. 
For this tone spacing, the 3IMD is dominated by intrinsic nonlinearities. 
Dashed lines with rectangles and circles represent measurements of 2f1-f2 and 
2f2-f1 respectively. Solid line and dashed line represent simulations of 2f1-f2 
and 2f2-f1 respectively. 
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Fig. 11. Measurements and simulations of the low-frequency third-order 
intermodulation distortion response for a tone spacing ranging from 300 Hz 
to 1 MHz. The central frequency is kept constant at f0=f1+f/2= f2-f/2=1.845 
GHz. The simulations include the self-heating effects. Dashed lines with 
rectangles and circles represent measurements of 2f1-f2 and 2f2-f1 
respectively. Solid line and dashed line represent simulations of 2f1-f2 and 
2f2-f1 respectively. 
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V. DISCUSSION AND CONCLUSION 
We have presented a unified electro-thermo-mechanical 
description of the constitutive relations in a BAW resonator. 
The study lies on the expansion of the Gibbs electrical energy 
function and provides useful relations that allow one to truly 
relate all the observables to their physical origins. To do that 
we translate the obtained equations into a circuit model that is 
used, along with measurements on BAW resonators, to 
characterize the linear and nonlinear terms. 
The obtained model is able to predict the BAW resonator 
behavior on temperature, its self-heating induced 
nonlinearities, and the harmonics and intermodulation 
distortion generation, as well as the frequency shift with DC 
voltage. In fact, the results point that the frequency shift with 
DC voltage and the second harmonic generation arise from the 
same nonlinear term 5. 
The mathematical derivation in Appendix I states that 5 
can be either understood as a strain-dependent piezoelectric 
coefficient or an electric-field dependent elasticity, due to the 
Maxwell  Relations for energy conservation. This can be 
explained from an atomistic perspective, because on the zero 
electric field and zero strain situations the atoms are in 
electrostatic-mechanical equilibrium. In other words, the 
position of each atom is given by the charge attraction and 
mechanical elasticity forces, given an isothermal situation. 
Any variation from the equilibrium, by an applied strain or 
electric field, translates into an equivalent strain-dependent 
piezoelectric coefficient or an electric-field dependent 
elasticity. This means that when a deformation occurs, the 
atoms gradually lose their relative distance between them, 
because of internal electrostatic-mechanical forces 
redistribution. In other words, the dipole moment depends on 
the deformation in the vertical direction because the relative 
distances between atoms change with the deformation. This 
translates into a strain-dependent piezoelectric constant. 
The principle above also gives rise to an electric field-
dependent elasticity. The elasticity is the material property that 
relates a stress with a deformation, so as we gradually apply 
an electric field we change the electrostatic forces between 
atoms. This fact redistributes the forces equilibrium, so that 
the effective elasticity changes. This explanation is reinforced 
by the fact that not only the frequency shift with DC voltage is 
consistent with the change on the real part of the elasticity, but 
the DC voltage also induces a change in the imaginary part of 
the elasticity, which is related to the acoustic loss. For this 
reason, we have also addressed the impact of DC voltage on 
acoustic losses. With all these considerations, the obtained 
nonlinear relations are as follows: 
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(39) 
A circuit model that implements a unified physical 
description and accounts for the thermal, acoustic and 
electrical domains and all their observable effects, is of crucial 
need to predict the linear and nonlinear behavior of BAW 
resonators at the design stage. Such a model can be used to 
accurately predict the linear figures of merit and nonlinear 
indicators like the Error Vector Magnitude, and to design 
resonators with mitigated nonlinear effects. 
APPENDIX I 
ELECTRO-THERMO-MECHANICAL RELATIONS 
In connection with Fig. 1 and by virtue of the first law of 
thermodynamics, one can define the differential of internal 
energy of an adiabatically insulated body as the sum of 
mechanical, electrical and thermal energy [29]: 
,dEdDTdSdU   (40) 
where T, S, E, D,  and  are stress, strain, electric field, 
displacement current, temperature and entropy respectively. 
The natural independent variables of (40) are S, D, and , but 
we are interested in using S, E and  as the independent 
variables. Therefore we use the electric Gibbs free energy 
function G(S,E,), obtained through the appropriate Legendre 
transformation 0: G=U-ED-, whose differential form can be 
obtained by use of (40): 
 dDdETdSdG  .
 (41) 
Therefore, the dependent variables T, D and  are related to 
the Gibbs function as:  
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Fig. 13. Measurements and simulations of the low-frequency third-order 
intermodulation distortion response for a tone spacing ranging from 300 Hz 
to 1 MHz. The central frequency is kept constant at f0=f1+f/2= f2-f/2=1.845 
GHz. The simulations include the self-heating effects and the intrinsic third-
order intermodulation distortion. Dashed lines with rectangles and circles 
represent measurements of 2f1-f2 and 2f2-f1 respectively. Solid line and 
dashed line represent simulations of 2f1-f2 and 2f2-f1 respectively. 
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 where yx represent the partial derivative of y with respect to x.  
The relations in (42) can be expanded into a Taylor series, 
around the zero fields point, as a three-variable function as 
follows:  
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(44) 
which up to the third-order can be written as: 
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where f is T, D, or . If we replace (43) in (45) the partial 
derivatives can be written in terms of G, what allows 
identifying the equivalent partial derivatives, for example, 
TE=GSE=-DS.  Table II, shows the nomenclature we will 
follow for the material constants. 
 
TABLE II 
MATERIAL CONSTANTS 
TS Ec
 Elasticity DEEE  S3  3
nd-order permittivity 
TSS Ec2
 2nd-order elasticity  ESr  Heat capacity 
TSSS Ec3
 3rd-order elasticity  
ESr2
 2nd-order heat capacity 
DE  S  Permittivity  ESr3  3
rd-order heat capacity 
DEE  S2  2
nd-order permittivity    
TE=GES=GSE=-DS  e  Piezoelectric constant 
T=GS=GS=-S  E  Thermal pressure 
D=GE=GE=-E  S  Electro-caloric constant 
 
Note that the subscript denotes the order and the superscript 
denotes the independent variables that are kept constant. Table 
III shows the second-order material constants which are also 
written in the first column as derivatives of the material 
constants of Table II. The second column is the nomenclature 
that indicates the order and, as an example, the first row 
should be read as “E-dependent heat capacity is equal to -
dependent electro-caloric coefficient”, which allows to clarify 
the equivalent second-order interactions between physical 
magnitudes in Fig. 1. The third column shows the 
nomenclature we will use. 
 
TABLE III 
2ND ORDER MATERIAL CONSTANTS 
ES
E
S
E rD     
SS
Er  ,2,2   1 

 
SS
EEEED   
SS
E  ,2,2   2 
 SESEEE eDT   
  SEe ,2,2   3 
ES
S
E
S rT     
E
S
E r ,2,2    4 

S
E
ECSSSE eDT   

SE ec ,2,2   5 

 
EE
SSSS cT   
EE
S c  ,2,2   6 
S
S
E
ESESE eDT 

   SEe ,2,2,2    7 
ES
E
S
E rD     
SS
Er  ,2,2   1 
 
Table IV shows the third-order material constants, which 
are also related to the linear material properties of Table II. 
 
TABLE IV 
3RD ORDER MATERIAL CONSTANTS 
S
ED     
S
 ,3  1 
ES
EE
S
EEE rD 

   
S
E
S r ,3,3   2 
S
EEEEEEED    
S
E,3  3 

EESEEEEE eDT 
 
Ee ,3  -4 
E
ST     
E
 ,3  -5 
S
SSSSSE DT    S,3  -6 
  SSS
E
EESSESEE cDT 
   SEc ,3,3   -7 
SE
SS
E
SSS rcT
,    
E
SE rc ,3,3 
  8 

SSSSSSSE eDT 
 
Se ,3  -9 
E
SSSSSSST    
E
S,3  -10 

  eDT SESE   ,3e  -11 
E
EESEESEEE DT    E,3  -11 
 
The complete nonlinear constitutive equations up to third-
order read: 
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where the nonlinear contribution is: 
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CONCLUSION 
 
Large-signal modeling is a topic of increasing importance in the microwave 
industry. In this work, different approaches to account for the linear and nonlinear 
response of a variety of passive microwave devices have been presented. The 
methodology has included measurements with advanced characterization techniques, as 
well as modeling both with a phenomenological and a physical perspective.  
In chapter I, nonlinear transmission lines are analyzed, with an emphasis on 
High Temperature Superconductors, and models are derived to account for the 
nonlinear behavior. Such models can be used as building blocks for devices that make 
use of transmission lines, like filters or couplers, to predict their performance under 
large-signal conditions. Moreover, circuit modeling allows testing the designs with real 
complex signals, like WCDMA, and obtaining performance indicators that are of 
crucial importance to fulfill the requirements of today’s communications industry 
regulations. As an application example, the use of High Temperature Superconductor 
transmission lines as power limiters in a multiplexer filter bank is considered, and its 
nonlinear model allows for its behavior prediction. Additionally, the analytical 
expressions of impedance mismatched nonlinear transmission lines are provided. 
In chapter II lumped elements models and distributed models, both from a 
phenomenological perspective, are presented for Bulk Acoustic Wave resonators. The 
phenomenological models represent a fast way to take into account the nonlinear 
response of BAW resonators, and their correct scaling with area allows using them to 
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predict the filter’s response. Moreover, chapter II presents advanced measurement 
configurations and techniques to unveil the response of the devices under test without 
taking into account the effects introduced by the measurement setup, which allows for 
an accurate characterization of the device. 
Chapter III sheds light on the impact of temperature rise in passive microwave 
devices performance. More specifically, transmission lines made of regular metals and 
dielectrics are considered, as well as transmission lines with thin-film ferroelectrics and 
Bulk Acoustic Wave devices. Physical electro-thermo-mechanical models are obtained, 
which can be used to predict the performance of the devices at different temperatures 
and assess the impact of self-heating on passive intermodulation distortion. As a result, 
electromagnetic and electro-acoustic devices have been properly characterized and 
their nonlinear material properties identified. The presented circuit models can be used 
to optimize the linear and nonlinear response, which is of extreme importance in 
proposing designs with reduced nonlinearity or even total cancellation. Additionally, 
the presented circuit models allow one to use them in integration into more complex 
systems and obtain performance indicators. Two of these works, Appendix A and B, 
are a submitted article which is pending for acceptation to be published and an article 
to be submitted, respectively. 
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