Certainty in Heisenberg's uncertainty principle: Revisiting definitions
  for estimation errors and disturbance by Dressel, Justin & Nori, Franco
ar
X
iv
:1
30
8.
48
53
v3
  [
qu
an
t-p
h]
  1
 M
ar 
20
14
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We revisit the definitions of error and disturbance recently used in error-disturbance inequalities
derived by Ozawa and others by expressing them in the reduced system space. The interpretation
of the definitions as mean-squared deviations relies on an implicit assumption that is generally
incompatible with the Bell-Kochen-Specker-Spekkens contextuality theorems, and which results in
averaging the deviations over a non-positive-semidefinite joint quasiprobability distribution. For
unbiased measurements, the error admits a concrete interpretation as the dispersion in the estimation
of the mean induced by the measurement ambiguity. We demonstrate how to directly measure
not only this dispersion but also every observable moment with the same experimental data, and
thus demonstrate that perfect distributional estimations can have nonzero error according to this
measure. We conclude that the inequalities using these definitions do not capture the spirit of
Heisenberg’s eponymous inequality, but do indicate a qualitatively different relationship between
dispersion and disturbance that is appropriate for ensembles being probed by all outcomes of an
apparatus. To reconnect with the discussion of Heisenberg, we suggest alternative definitions of
error and disturbance that are intrinsic to a single apparatus outcome. These definitions naturally
involve the retrodictive and interdictive states for that outcome, and produce complementarity and
error-disturbance inequalities that have the same form as the traditional Heisenberg relation.
PACS numbers: 03.65.Ta,03.67.–a,02.50.Cw,03.65.Fd
One of the fundamental principles of quantum mechan-
ics is the uncertainty principle, which places a restriction
upon the degree to which one can constrain the likeli-
hoods of future measurements made on a quantum sys-
tem. The initial form of this principle was postulated
by Heisenberg [1] and rigorously derived by Kennard [2].
Heisenberg subsequently corrected his original idea and
presented its refined form in a remarkable series of lec-
tures [3]. The modern form of this principle extends the
work of Heisenberg by directly relating this restriction
to the noncommutativity of the algebra of quantum ob-
servable operators. The abstract algebraic generalization
was first derived for pure quantum states by Weyl and
Robertson [4, 5], but equally applies to other mathemat-
ical contexts (e.g., Fourier analysis).
A precise statement of the uncertainty principle from
the quantum perspective is the following: If an exper-
imenter repeatedly prepares a system in a particular
quantum state ρˆ and subsequently measures two observ-
ables Aˆ and Bˆ of the system using independent prepara-
tions, then the accumulated statistics of the measure-
ment will display variances, σ2A = 〈(Aˆ − 〈Aˆ〉)2〉 and
σ2B = 〈(Bˆ − 〈Bˆ〉)2〉, that must satisfy the inequality
σA σB ≥
∣∣∣∣ 12i 〈[Aˆ, Bˆ]〉
∣∣∣∣ , (1)
where 〈Aˆ〉 = Tr[Aˆ ρˆ] is the usual expectation value, and
[Aˆ, Bˆ] = AˆBˆ − BˆAˆ is the commutator of the observ-
able operators. This inequality follows in turn from the
stronger Cauchy-Schwartz inequality that must hold for
any operators Aˆ and Bˆ
σ2A σ
2
B ≥
[
〈Aˆ ∗ Bˆ〉 − 〈Aˆ〉〈Bˆ〉
]2
+
∣∣∣∣ 12i〈[Aˆ, Bˆ]〉
∣∣∣∣
2
, (2)
and which was derived for a pure quantum state ρˆ =
|ψ〉〈ψ| by Schro¨dinger [6]. Here we write it in terms of
the symmetric Jordan product [7] of the operators Aˆ∗Bˆ =
(AˆBˆ + BˆAˆ)/2, which will appear later in our discussion.
Recently it has become clear that the inequality in
Eq. (1) is commonly (and perhaps incorrectly) associated
with three conceptually distinct statements:
1. A preparation ρˆ has intrinsic spreads in Aˆ and Bˆ
such that Eq. (1) is satisfied for independent mea-
surements.
2. Estimating both Aˆ and Bˆ simultaneously will show
measured estimation errors that satisfy Eq. (1).
3. Estimating Aˆ will disturb subsequent estimations
of Bˆ such that the measured estimation error of Aˆ
and disturbance of Bˆ satisfy Eq. (1).
All three of these statements relate to the original discus-
sion by Heisenberg in Ref. [1], but only the first statement
corresponds to the derivation of Eq. (1).
The remaining two statements correspond to experi-
mental situations that do not relate to Eq. (1) directly,
and that contain undefined new concepts. The second
statement concerns the complementarity (in the sense of
Bohr) between the simultaneous estimation errors for ob-
servables Aˆ and Bˆ. The third statement concerns the
2trade-off between the estimation error of Aˆ and the re-
sulting disturbance detectable by a subsequent measure-
ment of Bˆ.
Finding appropriate definitions (and resulting inequal-
ities) that describe these distinct concepts of estimation
error and disturbance has had a long history, much of
which has been carefully reviewed by Busch et al. [8].
This pursuit can be traced back to the work of Arthurs
and Kelly [9], who first demonstrated that a na¨ıve ap-
plication of Eq. (1) will not describe the complementar-
ity between estimations of a particular preparation state
performed by a particular measuring apparatus. They
used a definition of the estimation error that generalizes
the notion of classical mean-squared error for individual
measurements [10, 11] (and which we will analyze more
carefully later in this paper). Many papers subsequently
appeared that highlighted different special cases where
inequalities formally mimicking Eq. (1) were inadequate
for certain classes of states or observables using similar
definitions that built off the work of Arthurs and Kelly
(e.g., [12–20]).
A paradigm shift occurred when Ozawa [21] derived a
universal inequality that was valid for any preparation
state and a generic coupling to a detector
ǫA ηB + ǫA σB + σA ηB ≥
∣∣∣∣ 12i〈[Aˆ, Bˆ]〉
∣∣∣∣ (3)
using formal definitions for the mean-squared error ǫA
and disturbance ηB also suggested by Appleby [17, 18]
and based directly on the work of Arthurs and Kelly
[9]. Shortly thereafter, Hall and Ozawa independently
derived a similar universal inequality for the complemen-
tarity of joint observable estimations [22, 23]
ǫA ǫB + ǫA σB + σA ǫB ≥
∣∣∣∣ 12i〈[Aˆ, Bˆ]〉
∣∣∣∣ , (4)
building off Ozawa’s previous result [24].
Due to the similarity between these inequalities and
Eq. (1), as well as their resemblance to the discussion in
Ref. [1], Eqs. (3) and (4) have since been marketed as cor-
rections to Heisenberg’s eponymous uncertainty principle
that properly address the distinct concepts of estimation
error and disturbance. Nevertheless, these inequalities
are still derived from Eq. (1) in its role as a generic op-
erator inequality by making judicious replacements of Aˆ
and Bˆ. As such, the interpretation of these new inequal-
ities as corrections to the uncertainty principle crucially
depends upon the physical significance of the additional
quantities ǫA and ηB , and whether their definitions ade-
quately reflect the situation considered by Heisenberg.
The definitions of the estimation error ǫA and the dis-
turbance ηB used by the inequalities in Eqs. (3) and (4)
can be understood as quantizations of classical mean-
squared error and disturbance definitions [11]. Classi-
cally, these definitions involve the second moment of the
difference between each measured result and well-defined
reference values; the reference values are considered to
be “correct” values, so that the differences may be inter-
preted as the “errors” of each individual measurement. In
contrast, the quantized versions formally involve the sec-
ond moment of a difference between joint system-detector
operators in the Heisenberg picture. There are gener-
ally no well-defined reference values for each individual
quantum measurement, so these formal definitions are
the closest quantized equivalents to the classical defini-
tions.
Due to the formal nature of these definitions, and in
spite of their correspondence to classical definitions, there
has been controversy regarding both the physical signif-
icance of ǫA and ηB in a quantum setting, as well as
the feasibility of experimentally measuring them. Indeed,
there have been several independent appeals to find alter-
native and operationally motivated definitions [8, 25–33]
that produce inequalities which faithfully reflect Heisen-
berg’s original discussion as presented in Ref. [1], and
that also have a form similar to the inequality in Eq. (1).
To address this controversy, Ozawa proposed an in-
direct method to experimentally determine the mean-
squared error and disturbance [34], which has recently
been implemented by Erhart et al. [35], Sulyok et al.
[36], and Baek et al. [37] using neutron-optical setups.
This method involves the preparation and measurement
of three distinct but related states in order to formally
construct the mean-squared error and disturbance asso-
ciated with the measurement of one of those states.
To improve upon this indirect method by removing the
need for three related preparations, Lund and Wiseman
[38] independently proposed an alternative procedure for
measuring the mean-squared error and disturbance that
requires only a single preparation state. By expressing
the error and disturbance in terms of a joint Terletsky-
Margenau-Hill [39, 40] quasiprobability distribution, they
can be related [41] to weak values [42, 43] that may be
approximately measured by a separate weakly correlated
detector [44]. This alternative procedure was recently
implemented by Rozema et al. [45] and Kaneda et al.
[46] using optical setups.
A similar quasiprobability technique was recently pro-
posed by Weston et al. [47] to derive (and then experi-
mentally test) a tighter universal inequality for comple-
mentarity
ǫA
σB + σB,est
2
+ ǫB
σA + σA,est
2
≥
∣∣∣∣ 12i〈[Aˆ, Bˆ]〉
∣∣∣∣ , (5)
where σj,est represents the measured standard deviation
of the estimation. This tighter inequality has since been
supplemented by inequalities derived by Branciard [48,
49]
σ2A ǫ
2
B + ǫ
2
A σ
2
B + 2 ǫ
2
A ǫ
2
B
√
σ2A σ
2
B − C2AB ≥ C2AB , (6)
where CAB =
∣∣∣〈[Aˆ, Bˆ]〉/2i∣∣∣. Substituting ηB for ǫB in
Eq. (6) produces the tighter error-disturbance inequal-
ity corresponding to Eq. (3). The Branciard inequalities
3have also been recently tested experimentally by Kaneda
et al. [46].
In this paper we take a step back from this rapid pro-
gression to reassess the formal definitions of the estima-
tion error ǫ and the measurement disturbance η used by
the inequalities in Eqs. (3)–(6). To be clear, we do not
challenge these results, since they are assuredly impor-
tant and thought-provoking in their own right. Instead,
we explore the question of whether these results faithfully
correct the idea of the uncertainty principle as discussed
by Heisenberg in Refs. [1, 3], or whether they provide a
qualitatively different and supplementary understanding
to that principle. By examining the definitions used in
these inequalities from an instrumental approach [44, 50–
53], we illustrate several subtle and unsatisfactory fea-
tures that seem to deviate from the intent of Heisenberg.
Despite the obvious correspondence to the classical
ideas of mean-squared error and disturbance, the in-
terpretation of the formal definitions of ǫ2 and η2 as
“mean-squared deviations” relies on an implicit assump-
tion that observables can be assigned definite values be-
fore they are measured. This assumption is in direct
violation of the Bell-Kochen-Specker-Spekkens contextu-
ality theorems [54–58], and mandates the use of non-
positive-definite quasiprobability distributions for inter-
preting the definitions as average deviations [59]. Unlike
classical observables, quantum observables generally do
not have well-defined values prior to measurement from
which one can construct meaningful deviations for each
measurement realization. Heisenberg was careful to avoid
this appeal to any definite reference values [3].
In the special case of an unbiased measurement (i.e., a
measurement that faithfully determines the mean for any
initial state), the quantity ǫ can be given a realistic statis-
tical interpretation, though not as a root-mean-squared
deviation. Instead, it is the added dispersion of the mean
of an ensemble of measurements that stems from the am-
biguity of the estimation. However, we emphasize that ǫ
does not quantify the error in the estimation of the full
distribution for the observable, but only the dispersion
in the estimation of its mean. Indeed, we show how all
moments of the estimated observable (and thus its full
distribution) may be determined in a single experimen-
tal run even when ǫ is nonzero. If the detector happens
to report the same value range as the measured observ-
able, then one can loosely interpret such a dispersion as
an average deviation of each estimation from any possi-
ble reference value of the observable, but this loose in-
terpretation fails for more general detector outputs that
do not directly correspond to the spectral range of the
measured observable. We also highlight the relation be-
tween the mean-squared disturbance η and the average
Lindblad perturbation to the state that is induced by the
estimating apparatus, and show that η does not quantify
this measurable perturbation in a natural way.
To reconnect with the original discussion of Heisen-
berg, we suggest an alternative perspective on estima-
tion error and disturbance that focuses on what can be
inferred on average from a single apparatus outcome,
rather than what can be inferred on average from all
apparatus outcomes. Using alternative definitions of the
estimation error and disturbance founded on recent work
on the retrodictive and interdictive states associated with
a single apparatus outcome [53], we derive and gener-
alize inequalities that were independently obtained by
Hofmann [25]. These inequalities also have the form
of Eq. (1), but correspond to the complementarity and
error-disturbance interpretations of the Heisenberg un-
certainty relation as it relates to a single apparatus out-
come. This result complements similar results obtained
by Busch et al. [32, 33] and Watanabe et al. [29, 30],
who also use different definitions for error and distur-
bance that are intrinsic to the apparatus.
This paper is organized as follows. In Sec. I we briefly
review the instrumental formalism of indirect observable
measurement to keep the discussion self-contained. In
Sec. II we examine the definition of estimation error ǫ
as used by the inequalities of Eqs. (3), (4), (5), and (6).
In Sec. III we examine the corresponding definition of
measurement disturbance η. In Sec. IV we consider al-
ternative definitions of estimation error and disturbance
that depend only on a single apparatus outcome, and
consequently produce an alternative set of inequalities
that have the same form as the traditional Heisenberg
relation. We conclude in Sec. V.
I. INDIRECT MEASUREMENT
The universal inequalities in Eqs. (3)–(6) all pertain
to indirect observable measurements made using all out-
comes of a detecting apparatus. We will find it useful in
what follows to discuss these sorts of measurements us-
ing a quantum instrument approach [50, 51] augmented
by the contextual-values formalism [44, 52, 53]. For com-
pleteness, we now briefly review this approach in both the
detector picture (where the system is traced out) and the
system picture (where the detector is traced out).
A. Detector picture
A system state—represented most generally by a den-
sity operator ρˆS—is coupled to an uncorrelated [60] de-
tector state ρˆD with an interaction U characterized by
a unitary operator Uˆ , as illustrated schematically in
Fig. 1. The joint state after the coupling is then corre-
lated ρˆ′SD = U(ρˆS ⊗ ρˆD) = Uˆ(ρˆS ⊗ ρˆD)Uˆ †. Performing a
partial trace over the system produces the reduced detec-
tor state ρˆ′D = TrS [ρˆ
′
SD], which now contains information
about the initial system state. To exploit this correlation,
the detector is read (i.e., measured projectively in some
basis |k〉) and an eigenvaluemk is assigned by the experi-
menter to each detector outcome k. After many identical
trials, the average of the recorded values converges to the
4U
ρˆS ρˆD
1ˆ Mˆ [m]
= ρˆ′
D
Mˆ [m]
t
FIG. 1. Detector picture of an indirect measurement, high-
lighted in gray, with time increasing along the vertical axis.
(See [53] for a more detailed description of the graphical no-
tation used throughout this paper.) An initially uncorrelated
system state ρˆS and detector state ρˆD are coupled with a uni-
tary interaction U . After the reference time indicated by the
black dots, a joint observable 1ˆ⊗Mˆ [m] with spectral function
mk over the detector outcomes indexed by k is projectively
measured. No further measurement is considered on the sys-
tem space, which is indicated by the identity 1ˆ in the joint
observable 1ˆ ⊗ Mˆ [m]. This procedure is formally equivalent
to the measurement of Mˆ [m] directly after the preparation of
a reduced detector state ρˆ′D that contains correlated informa-
tion about the initial system state ρˆS.
sum
∑
kmk pk, where pk = 〈k|ρˆ′D|k〉 are the probabilities
for observing the measured detector outcomes.
This empirical procedure corresponds to constructing
a particular detector observable Mˆ [m] =
∑
kmk|k〉〈k|,
and measuring it projectively with respect to the reduced
postinteraction detector state TrD[Mˆ [m] ρˆ
′
D]. The cho-
sen set of values {mk} assigned to each detector outcome
k forms the spectral function m for the observable Mˆ [m].
We keep the dependence of this observable on the chosen
spectral function m explicit, since its role in what follows
will be important.
For brevity hereafter, we will use standard con-
densed notation for the joint expectation value 〈·〉 =
Tr[(·)(ρˆS ⊗ ρˆD)], the detector expectation value 〈·〉D =
TrD[(·)ρˆD], the postinteraction detector expectation
value 〈·〉D′ = TrD[(·)ρˆ′D], the system expectation value
〈·〉S = TrS [(·)ρˆS ], and the postinteraction system expec-
tation value 〈·〉S′ = TrS [(·)ρˆ′S ].
B. System picture
One can also perform a partial trace over the detector
to produce a different picture of this empirical procedure
that is contained entirely in the system space, as shown
in Fig. 2, and which will be more illuminating for what
follows. In this picture, observing a particular outcome k
on the detector induces a quantum operation Ak on the
system
Ak(ρˆS) = 〈k|Uˆ(ρˆS ⊗ ρˆD)Uˆ †|k〉
=
∑
l
pl 〈k|Uˆ |l〉 ρˆS 〈l|Uˆ †|k〉
=
∑
l
Mˆk,l ρˆS Mˆ
†
k,l, (7)
U
ρˆS ρˆD
1ˆ Mˆ [m]
= A[m]
ρˆS
1ˆ
= Aˆe[m]
ρˆS
FIG. 2. System picture of the same indirect measurement as
in Fig. 1, highlighted in gray. The joint measurement proce-
dure is equivalent to a quantum instrument A[m] (see Sec. I B)
that acts directly on the system after a reference time indi-
cated by the black dots. Since no subsequent measurements
are considered (as indicated by the identity operator 1ˆ), then
this instrument induces a weighted POM Aˆe[m] as the system
observable that is effectively measured after the preparation
of the initial state ρˆS, as shown in Eq. (9).
where each Mˆk,l =
√
pl〈k|Uˆ |l〉 is a Kraus operator that
characterizes the operation, and ρˆD =
∑
l pl |l〉〈l| is some
(nonunique) pure state decomposition of the initial de-
tector state. It follows that the procedure for measuring
the detector observable Mˆ [m] equivalently weights a set
of operations being performed on the system to produce
a quantum instrument
A[m] =
∑
k
mkAk, (8)
that completely describes the action of the indirect de-
tector [50, 51, 53, 61]. Intuitively, this instrument is the
mathematical representation of the laboratory apparatus
that is making the measurement.
Averaging the recorded valuesmk chosen by the exper-
imenter therefore produces the set of formal equalities
∑
k
mk pk = 〈Uˆ †(1ˆ⊗ Mˆ [m])Uˆ〉 = 〈Mˆ [m]〉D′
= TrS [A[m](ρˆS)] = 〈Aˆe[m]〉S (9)
that are illustrated in Figs. 1 and 2. The first equality is
the joint system-detector picture that includes the inter-
action Uˆ and the joint observable 1ˆ⊗ Mˆ [m]. The second
equality is the detector picture involving the detector ob-
servable Mˆ [m] and the reduced postinteraction detector
state ρˆ′D. The third equality is the system picture in-
volving the instrument A[m] acting on the initial system
state ρˆS . Since no further measurements are performed,
the system picture can also be written as the last equal-
ity, which is the standard form for an expectation value of
an effective system observable Aˆe[m] in the initial system
state ρˆS .
Due to the cyclic property of the trace, this effective
observable can be understood as the action of the adjoint
instrument A∗[m] =∑kmkA∗k on the identity
Aˆe[m] = A∗[m](1ˆ), (10)
where the adjoint instrument is composed of adjoint
5quantum operations
A∗k(·) = 〈Uˆ †[(·) ⊗ |k〉〈k|]Uˆ〉D =
∑
l
Mˆ †k,l(·)Mˆk,l. (11)
When acting on the identity, these adjoint operations
induce a probability-operator measure (POM) [62]
Pˆk = A∗k(1ˆ) =
∑
l
Mˆ †k,lMˆk,l (12)
over the outcomes k of the detector such that pk = 〈Pˆk〉S
are the measured detector probabilities. If all outcomes
of the detector are accounted for, then the positive op-
erators in the POM satisfy the normalization condition∑
k Pˆk = 1ˆ, making them a partition of unity. In terms
of this POM, the effective system observable has the in-
tuitive form
Aˆe[m] =
∑
k
mk Pˆk. (13)
C. Measured observable
The operator Aˆe[m] in Eq. (13) is the precise system
observable that is indirectly measured by the experimen-
tal procedure and chosen spectrum m. Due to the opera-
tor equality in Eq. (13), the detector faithfully measures
this observable with any initial system state ρˆS . Note,
however, that the experimenter-assigned valuesmk in the
expansion of Eq. (10) are not generally the eigenvalues
of Aˆe[m]. Indeed, the number of detector outcomes k
may in fact be drastically different than the number of
eigenvalues of Aˆe[m].
When the POM Pˆk consists of projection operators
then it follows that Aˆe[m] and Mˆ [m] have the same spec-
trum and the equality of Eq. (10) reduces to the spectral
expansion of Aˆe[m]. However, when the POM is not
projective, then the function m still constitutes a gener-
alized spectrum for the measured observable Aˆe[m] that
corresponds to the specific induced POM Pˆk for the mea-
surement. Such a generalized spectrum was dubbed a set
of contextual values for the observable Aˆe[m] in previous
work [44, 52, 53], since the experimentally relevant set of
values for an indirectly measured observable will depend
on the context of exactly how it is being measured.
II. ESTIMATION ERROR
Now suppose that we want to use an indirect mea-
surement with instrument A[m] to estimate a particular
system observable Aˆ =
∑
aAaΠˆa, with eigenvalues Aa
and spectral projectors Πˆa. How do we quantify the er-
ror of such an estimation? To address this question, the
inequalities of Eqs. (3)–(6) use the quantity
ǫ2A = 〈Nˆ2〉, (14)
which is the second moment of a joint noise operator
Nˆ = Uˆ †(1ˆ⊗ Mˆ [m])Uˆ − Aˆ⊗ 1ˆ (15)
under a specific initial joint state. Ozawa demonstrated
[21, 23, 34] that ǫA = 0 if and only if the estimation
is “precise” or “noiseless,” and that this definition re-
duces to the classical notion of mean-squared error when
the two terms of Eq. (15) commute [11]. Hence, this
definition seems like a natural choice for quantizing the
classical notion of mean-squared error.
In our notation, such a “noiseless” estimation implies
the operator equality Aˆ = Aˆe[m] between the effectively
measured observable and the desired system observable.
Moreover, it implies that the induced POM Pˆk must con-
sist of the spectral projectors Πˆa of Aˆ, making it a projec-
tive measurement with the nonzero assigned values mk
equal to the eigenvalues Aa. In such a case, the num-
ber of nonzero mk must match the number of eigenval-
ues indexed by a, so that the detector spectrum and the
observable spectrum are essentially identical. Ozawa has
argued that since the detector performs a projective mea-
surement of the system observable in this case, then the
system and detector are perfectly correlated and thus ef-
fectively “have the same value(s)” [59], which justifies his
terminology of “noiseless” estimation.
To better understand the quantity ǫA, it is instructive
to further dissect the noise operator Nˆ in terms of the
system picture with the detector traced out. Observe
that the first moment of the noise operator is
δA = 〈Nˆ〉 = 〈Aˆe[m]− Aˆ〉S , (16)
which measures the difference in the estimated mean
from the target value. The second term involving the
target value could be measured in a separate reference
experiment, at least in principle.
In contrast, the second noise moment from Eq. (14)
simplifies to a less intuitive expression in the system space
ǫ2A = 〈Aˆe[m2] + Aˆ2 − 2Aˆe[m] ∗ Aˆ〉S (17)
that contains the symmetric Jordan product [introduced
in Eq. (2)] between the measured observable Aˆe[m] and
the target observable Aˆ.
The first term of Eq. (17) is the second moment
of the measured detector observable Mˆ [m], which is
equivalent to the effective system observable Aˆe[m
2] =∑
km
2
k Pˆk obtained by squaring the spectrum m. Note
that Aˆe[m]
2 6= Aˆe[m2] unless the POM is projective.
The second term of Eq. (17) is the second moment of
the target observable Aˆ in the initial system state. As
with the first moment in Eq. (16), this term could be
measured in principle using a separate reference experi-
ment.
The third term in Eq. (17), on the other hand, contains
the Jordan product and does not obviously correspond to
any measurable quantity pertaining to either the estima-
tion experiment or a reference experiment. Hence, we
6have a conundrum: Though the squared noise operator
Nˆ2 is formally a Hermitian observable that generalizes
the notion of classical mean-squared error, it appears to
be constructed from quantities that are not operationally
meaningful for the situation under consideration.
To resolve this conundrum, Ozawa [34] noted that it
is possible to indirectly determine the problematic third
term of Eq. (17) if one is able to prepare not just one, but
three related system states: ρˆS , AˆρˆSAˆ, and (1ˆ+Aˆ)ρˆS(1ˆ+
Aˆ). This indirect procedure follows from the identity,
2〈Aˆe[m] ∗ Aˆ〉S = 〈(1ˆ + Aˆ)Aˆe[m](1ˆ + Aˆ)〉S
− 〈Aˆe[m]〉S − 〈AˆAˆe[m]Aˆ〉S . (18)
The additional operators Aˆ and (1ˆ + Aˆ) that modify the
state ρˆ in each term can be understood as the Kraus op-
erators for an auxiliary preparation apparatus. Hence, all
three states may be prepared without knowing ρˆ a pri-
ori, at least in principle, so each term in Eq. (18) can be
measured in different reference experiments. This indi-
rect procedure has been subsequently verified by Erhart
et al. [35], Sulyok et al. [36], and Baek et al. [37].
While this indirect procedure clarifies that the quantity
ǫ2A can be experimentally determined, it leaves several
remaining conundrums. First, it is not yet clear that ǫ2A
is still operationally meaningful for a single experiment,
even if it can be indirectly determined in multiple experi-
ments. Second, it is not clear exactly how ǫ2A corresponds
to a “mean-squared error” quantum mechanically, since
that intuition was based on a classical analogy.
A. Quasiprobability interpretation
To address these remaining conundrums, Lund and
Wiseman [38] noticed that the Jordan product of two
observables can be given a restricted interpretation as a
meaningful quantity in terms of quasiprobabilities. To
see this, we also interpret the first two terms in Eq. (17)
as Jordan products with an appropriate identity opera-
tor, and expand ǫ2A directly in terms of the experimen-
tally assigned values mk and the eigenvalues Aa
ǫ2A =
∑
k,a
(Aa −mk)2 p˜(a, k). (19)
The distribution weighting this squared difference is a
joint Terletsky-Margenau-Hill [39, 40] quasiprobability
distribution
p˜(k, a) = 〈Πˆa ∗ Pˆk〉S , (20)
which is the real part of the Dirac [63–65], or standard-
ordering distribution [66]. It explicitly involves the sym-
metric Jordan product of the spectral projection opera-
tors Πˆa of Aˆ and the measured POM Pˆk [67]. We use the
tilde notation to indicate the quasiprobabilistic nature of
the distribution, which can have negative values.
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FIG. 3. Weak measurement used to approximate the
quasiprobabilities p˜(a, k) according to Eqs. (23) and (24),
highlighted in gray. A weak interaction U2 couples a sec-
ond detector state ρˆD2 to the system, which is followed by
a measurement of the detector observable Mˆ2[n
(a)] with as-
signed values n
(a)
ℓ . This joint procedure is equivalent to act-
ing with a second quantum instrument D[n(a)] on the system
prior to measuring Pˆk, with operations Dℓ corresponding to
each outcome ℓ. This detector is tuned to measure a spectral
projection D∗[n(a)](1ˆ) = Πˆa of Aˆ when the Pˆk measurement
is ignored. However, subsequently measuring each k results
in the averages
∑
ℓ
n
(a)
ℓ p(ℓ, k) ≈ p˜(a, k) that approximate a
quasiprobability distribution when Dℓ is nearly the identity
for all ℓ. Changing the assigned values n
(a)
ℓ retargets the de-
tector for different spectral projectors Πˆa.
It is now easy to see that if p˜(a, k) were a true joint
probability distribution, then Eq. (19) would indeed com-
pute the proper mean-squared deviation between the as-
signed valuesmk of the estimation and the eigenvaluesAa
of the target observable. However, p˜(a, k) is a quasiprob-
ability distribution that is not positive definite unless
Aˆe[m] and Aˆ commute with each other or the initial
system state. This lack of positivity is a manifestation
of the Bell-Kochen-Specker-Spekkens contextuality the-
orems [54–58]. Hence, Eq. (19) generally represents a
mean-squared deviation only in a hypothetical, or coun-
terfactual sense. It is the hypothetical deviation that
would correspond to an estimation error if one could
assign values to both observables Aˆ and Aˆe[m] simulta-
neously even without measuring them; however, the con-
textuality theorems prohibit exactly such a hypothetical
joint value assignment, even when the observables com-
mute.
Nevertheless, these joint quasiprobabilities can still be
approximately determined by introducing another detec-
tor into the experiment, as illustrated in Fig. 3. To see
this, we use Bayes’ rule to split the joint quasiprobabili-
ties into a product
p˜(k, a) = p˜(a|k) pk, (21)
of the true detection probabilities pk = 〈Pˆk〉S and condi-
tional quasiprobabilities [41]
p˜(a|k) = ReTrS [PˆkΠˆaρˆS ]
TrS [PˆkρˆS ]
. (22)
These conditional quasiprobabilities have the form of
(real) generalized weak values [42–44, 52, 53, 68–72] of
the projection operators Πˆa with “postselections” corre-
sponding to the measured POM Pˆk.
7These weak values can then be approximately mea-
sured according to Fig. 3 by indirectly measuring the
projection operators Πˆa using a second coupled detec-
tor [38, 45–47]. This second detector corresponds to an
instrument D[n(a)] with values n(a)ℓ assigned to its out-
comes indexed by ℓ. When the original instrument A[m]
is ignored, these values calibrate this new detector to
measure a spectral projector of Aˆ according to the iden-
tity Πˆa = D∗[n(a)](1ˆ) analogous to Eq. (10). However,
conditioning each outcome ℓ on a subsequently measured
outcome k of the instrument A[m] instead produces the
conditioned average
∑
ℓ
n
(a)
ℓ p(ℓ|k) =
∑
ℓ n
(a)
ℓ p(ℓ, k)∑
ℓ p(ℓ, k)
(23)
in terms of the measured joint probabilities p(ℓ, k) =
TrS [Ak(Dℓ(ρˆS))] = TrS [PˆkDℓ(ρˆS)] = 〈D∗ℓ (Pˆk)〉S . This
conditioned average approximates a weak value equal to
the quasiprobability p˜(a|k) when the detector operations
Dℓ are sufficiently close to the identity operation for every
outcome ℓ [44, 52, 53].
We can also directly compute the measured distribu-
tion that approximates the quasiprobability distribution
of Eq. (21) without the appeal to intermediary weak val-
ues. Since the measured pk in Eq. (21) is
∑
ℓ p(ℓ, k),
which is the denominator of the conditioned average in
Eq. (23), we immediately obtain∑
ℓ
n
(a)
ℓ p(ℓ, k) = 〈D∗[n(a)](Pˆk)〉S ≈ p˜(a, k). (24)
This distribution is what was determined in the exper-
iments by Rozema et al. [45], Weston et al. [47], and
Kaneda et al. [46].
Introducing such an auxiliary weak detector necessar-
ily perturbs the initial system state differently for each of
the outcomes ℓ, and thus modifies the experiment under
consideration in a complicated way on average. However,
within some error tolerance each detection probability pk
can be left approximately unaltered, and the joint distri-
bution p˜(a, k) can be approximately determined. This
solution, however, raises the question of why the defini-
tion of intrinsic estimation error of a detector requires the
introduction of a second detector with its own estimation
error and resulting disturbance on the initial state. De-
termining the estimation error of that second detector
would require a third detector, and so on.
B. Unbiased measurements
The interpretation of ǫ2A as a mean-squared error av-
eraged with quasiprobabilities can be avoided, however,
in the special case of an unbiased measurement, where
one demands the estimated mean to be faithful (i.e.,
δA = 0) for any initial state. An operator equality
Aˆe[m] = Aˆ then follows from Eq. (16) and the positivity
of ρˆS [44, 52, 53].
Due to this operator equality, Eq. (17) simplifies to
ǫ2A = 〈Aˆe[m2]− Aˆ2〉S =
∑
k
m2k pk −
∑
a
A2a pa, (25)
which is now completely analogous to the first moment
δA in Eq. (16). It is precisely the difference between the
measured second moment using the raw detector values
mk and the ideal second moment of Aˆ that would be
measured with its eigenvalues Aa in a reference experi-
ment. The concreteness of this expression occurs because
the quasiprobabilities p˜(a, k) in Eq. (19) become positive-
semidefinite when Aˆe[m] and Aˆ commute.
The second noise moment thus quantifies the amplifica-
tion of the signal spread due to the weakened correlation
with an unbiased detector. Phrased in a different way,
it quantifies the degree to which the assigned detector
values have been amplified from the eigenvalues in or-
der to compensate for the ambiguity of the measurement
[44, 52]. It is now easy to see why ǫA = 0 if and only
if the measurement is projective: Only in that case will
unbiased detector values match the eigenvalues for the
observable.
Importantly, however, ǫA does not indicate the qual-
ity of the estimation of the observable distribution that
can be achieved using the experimental apparatus. In-
deed, the operator equality Aˆe[m] = Aˆ guarantees that
the first moment can be precisely obtained given a suffi-
ciently large statistical ensemble of measurements. More-
over, the same technique used to determine the spectral
function m to produce this equality can often be used
to determine different spectral functions m(n) that sat-
isfy other equalities Aˆe[m
(n)] = Aˆn for all powers of Aˆ
[44, 52]. In such a case, the same experimental data can
be used to construct all higher moments of Aˆ from the
same measured set of probabilities, making the total ex-
perimental estimation of the distribution of Aˆ essentially
exact.
To emphasize this point, consider the following diago-
nal two-outcome POM for a qubit:
Pˆ1 =
(
p11 0
0 p12
)
, Pˆ2 =
(
p21 0
0 p22
)
, (26)
where Pˆ1 + Pˆ2 = 1ˆ, and the pij are positive probabilities
such that pi1 6= pi2. Examples of how to implement a
POM of this sort can be found in Refs. [46, 47, 73–79]. It
is straightforward to show [52] that the POM in Eq. (26)
can be used to uniquely construct any diagonal operator
Aˆ according to
Aˆ =
(
a1 0
0 a2
)
= m1Pˆ1 +m2Pˆ2, (27a)
m1 =
p22 a1 − p21 a2
p11 p22 − p21 p12 , (27b)
m2 = − p12 a1 − p11 a2
p11 p22 − p21 p12 . (27c)
8Evidently the higher powers of Aˆ are special cases of this
solution that are obtained through the simple replace-
ment aj → (aj)n in the values m(n)k for Aˆn. Thus, all the
moments of Aˆ can be determined in one experimental run
of the detector by assigning appropriate values to each
detector outcome in postprocessing. Notably, this method
to determine the observable moments using a noisy sig-
nal is essentially classical in character since Eqs. (26) and
(27) involve diagonal operators [52].
It follows that one can construct Aˆ2 = Aˆe[m
(2)] with
this technique, so one can compute 〈Aˆ2〉S directly from
the same data used to compute 〈Aˆe[m]〉S . Therefore,
the second noise moment of Eq. (25) can be directly de-
termined with no additional experimental work as the
simple expression
ǫ2A =
∑
k
[
(mk)
2 −m(2)k
]
pk. (28)
Hence, no reference experiments, quasiprobability argu-
ments, or auxilliary detectors should be needed to di-
rectly determine this quantity in the laboratory, provided
that one is using an unbiased detector.
This demonstration also implies that the quantity ǫA
in Eq. (14) can be nonzero even when all moments of the
measured observable can be faithfully determined by the
same experimental data. As such, it does not quantify
the estimation error for the distribution of the observable.
A better name for ǫA is the dispersion of the estimation
of the mean of the observable, as also pointed out by
Hall [22]. For an experimenter, a large dispersion cor-
responds directly to the need for an increased number
of measurement realizations to produce good statistical
results. The more ambiguous (i.e., weak, or noisy) the
measurement is, the larger the detector values must be,
so the number of realizations needed to obtain the same
statistical error for the mean will be larger. Nevertheless,
for a sufficiently large number of realizations even noisy
measurements can be made statistically precise.
The interpretation of ǫA as a generic estimation error
(as opposed to the dispersion of the mean) thus hinges
crucially upon its decomposition into a mean-squared er-
ror for the individual measurement realizations. Since it
does not indicate the estimation error for the full dis-
tribution of Aˆ, one can only argue that it provides a
sensible notion of the average estimation error for each
realization. However, to adopt this point of view is to as-
sert that the measured observable has a definite (correct)
value prior to each measurement to which the (incorrect)
detector result can be compared. While this assertion
is unproblematic for classical systems with definite val-
ues, it is a nontrivial assertion for a quantum mechanical
system. In contrast, interpreting ǫA as the dispersion in
the estimation of the mean of the observable does not
demand such a controversial statement.
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FIG. 4. Sequential measurements. After the indirect mea-
surement illustrated in Fig. 2 and highlighted in gray, another
system observable Bˆ is measured. The procedure produces
correlated pairs of measurement outcomes (mk, Bb). The
quantum instrument A[m] is needed to fully describe these
correlations in the reduced system space. The effective sys-
tem observable Aˆe[m] from Fig. 2 reappears from the sequen-
tial observable A∗[m](Bˆ) only when the correlations from the
measurement of Bˆ are ignored.
III. MEASUREMENT DISTURBANCE
Now suppose we wish to measure a second observable
Bˆ =
∑
bBbΠˆb with eigenvalues Bb and spectral projec-
tions Πˆb after the indirect measurement of A[m], as illus-
trated in Fig. 4. To what degree has the act of measuring
A[m] disturbed the subsequent measurement of Bˆ? To
address this question, the inequalities of Eqs. (3) and (6)
use the quantity
η2B = 〈Dˆ2〉, (29)
which is analogous to Eq. (14), and is the second moment
of a joint difference operator
Dˆ = Uˆ †(Bˆ ⊗ 1ˆ)Uˆ − Bˆ ⊗ 1ˆ. (30)
between the original observable Bˆ and the joint observ-
able modified by the unitary interaction in the Heisen-
berg picture. Ozawa demonstrated [21, 23, 34] that
ηB = 0 if and only if the estimation of Aˆ does not af-
fect the subsequent measurement of Bˆ.
Again, it is instructive to dissect this definition in
terms of the system picture with the detector traced
out. First note that the detector observable Mˆ [m] with
spectral function m has been replaced by the identity
Mˆ [1] = 1ˆ in the definition of Eq. (29). Setting the values
mk to 1 in this manner marginalizes over all the detec-
tor outcomes, which performs a nonselective measure-
ment using the entire apparatus A. This replacement
implies that any information about the correlations be-
tween pairs (mk, Bb) of sequentially measured outcomes
is being discarded by this procedure. Only the net effect
of averaging over all outcomes k is described by Eq. (29),
which is better illustrated by Fig. 5.
We can write the first moment of the difference oper-
ator of Eq. (30) in several ways
δB = 〈Dˆ〉 = TrS [Bˆ(ρˆ′S − ρˆS)] = 〈Bˆ′ − Bˆ〉S , (31)
where
ρˆ′S = A[1](ρˆS) =
∑
k
Ak(ρˆS) =
∑
k,l
Mˆk,lρˆSMˆ
†
k,l (32)
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FIG. 5. Disturbance induced by a nonselective measurement.
After the nonselective measurement highlighted in gray, an-
other system observable Bˆ is measured. Unlike in Fig. 4, this
procedure ignores the correlations between specific pairs of
measurement outcomes, so will measure an average perturbed
observable Bˆ′ = A∗[1](Bˆ).
is the reduced postinteraction state of the system, and
Bˆ′ = A∗[1](Bˆ) =
∑
k
A∗k(Bˆ) =
∑
k,l
Mˆ †k,lBˆMˆk,l (33)
is the Heisenberg operator that has been perturbed by
the nonselective measurement. Thus, the difference op-
erator in Eq. (31) provides information about how the
mean of Bˆ changes due to the evolution induced by the
nonselective measurement.
The squared disturbance in Eq. (29), on the other
hand, reduces to the expression
η2B = 〈(Bˆ2)′ + Bˆ2 − 2Bˆ′ ∗ Bˆ〉S (34)
on the system space, where
(Bˆ2)′ = A∗[1](Bˆ2) =
∑
k,l
Mˆ †k,lBˆ
2Mˆk,l (35)
is the squared Heisenberg operator perturbed by the non-
selective measurement. Analogously to Eq. (17), the ex-
pression of Eq. (34) contains a symmetric Jordan prod-
uct between the original observable Bˆ and the perturbed
observable Bˆ′, so is challenging to interpret in an exper-
imentally meaningful way. One can still indirectly de-
termine the Jordan product term by exploiting the same
identity used in Eq. (18) of Sec. II, however.
A. Quasiprobability interpretation
As with the dispersion of Eq. (17), Lund and Wiseman
[38] observed that one can obtain an operational mean-
ing for Eq. (34) by expanding the Jordan product into
a joint Terletsky-Margenau-Hill quasiprobability distri-
bution. To do so, we interpret the first two terms of
Eq. (34) as Jordan products with an appropriate iden-
tity operator, and expand η2B directly in terms of the
experimentally assigned values Bb′ , the eigenvalues Bb,
η2B =
∑
b,b′
(Bb′ −Bb)2 p˜(b′, b), (36)
and the joint quasiprobability distribution
p˜(b′, b) = 〈Qˆb′ ∗ Πˆb〉S . (37)
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FIG. 6. Weak measurement used to approximate the
quasiprobabilities p˜(b, b′) in Eq. (37), highlighted in gray. A
second quantum instrument D[n(b)] is coupled to the system
prior to the nonselective measurement A[1]. This detector
is tuned to measure a spectral projection D∗[n(b)](1ˆ) = Πˆb
of Bˆ when all subsequent measurements are ignored. How-
ever, measuring each b′ after A[1] results in the averages
∑
ℓ,k
n
(b)
ℓ p(ℓ, k, b
′) ≈ p˜(b, b′) that approximate a quasiprob-
ability distribution when Dℓ is nearly the identity for all ℓ.
Changing the assigned values n
(b)
ℓ retargets the detector for
different spectral projectors Πˆb.
that involves the Jordan product of the spectral projec-
tion operators of Bˆ =
∑
bBb Πˆb and the perturbed POM
Qˆb′ = A∗[1](Πˆb′) that constructs the perturbed observ-
able Bˆ′ =
∑
b′ Bb′ Qˆb′ actually measured.
As before, this joint quasiprobability distribution is
not positive definite unless Bˆ′ and Bˆ commute with each
other or the initial system state. Nevertheless, it can be
approximately measured by probing the system weakly
prior to the nonselective interaction of the apparatus A
[38, 45, 47], as illustrated in Fig. 6. This procedure is
entirely analogous to the one discussed in Fig. 3 and
Sec. II A.
Since determining a joint quasiprobability distribution
is necessary in order to interpret Eq. (34) as a mean-
squared error caused by disturbance, the quantity η2B
does not generally pertain to any concrete notion of
the disturbance inflicted upon Bˆ by the apparatus A.
Instead, η2B pertains to a hypothetical, or counterfac-
tual, notion of disturbance. That is, the observable Bˆ
is implicitly assigned a definite value Bb prior to the in-
teraction for each realization. That value is then dis-
turbed to a different but equally definite value Bb′ with
some transition quasiprobability p˜(b′, b) that averages
over the effects of all intermediate k. The non-positivity
of the quasiprobability distribution indicates the ques-
tionable nature of this assumption that is incompati-
ble with the Bell-Kochen-Specker-Spekkens contextuality
theorems [54–58].
B. Quantum nondemolition measurements
If one demands that δB = 0 for any initial state, then
another operator equality Bˆ′ = Bˆ follows from Eq. (31)
and the positivity of ρˆS . This equality is satisfied when
(Bˆ⊗ 1ˆ) commutes with Uˆ , or, equivalently, when Bˆ com-
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mutes with Mˆk,l for all k, l. Notably, these commutation
conditions are precisely the criteria for A to be a quan-
tum nondemolition (QND) measurement with respect to
Bˆ [80].
For such a QND measurement, the perturbed POM in
Eq. (37) Qˆb′ → Πˆb′ reduces to the spectral projections of
Bˆ (up to relabeling of indices), the joint quasiprobabil-
ity distribution becomes a true diagonal joint probability
operator p˜(b′, b) → pb δb,b′ , and the disturbance trivially
vanishes: ηB = 0.
C. Lindblad decoherence
The perturbation to Bˆ can also be understood in terms
of the induced Lindblad decoherence stemming from the
flow of system information to the discarded detector. We
can emphasize this connection by expanding the per-
turbed operator Bˆ′ using the following identity for each
k: ∑
l
Mˆ †k,lBˆMˆk,l = Pˆk ∗ Bˆ + Lk(Bˆ), (38)
where the probability operator Pˆk =
∑
l Mˆ
†
k,lMˆk,l ap-
pears in a Jordan product, while the remainder Lk =∑
l L[Mˆ †k,l] is composed of Lindblad operations [81]
L[Mˆ †](Bˆ) = −1
2
(
Mˆ † [Mˆ, Bˆ]− [Mˆ †, Bˆ] Mˆ
)
. (39)
These operations were introduced in the study of deco-
herence for open quantum systems [82]. In the present
context the Lindblad operation indicates the average per-
turbation to Bˆ that is induced by a particular measure-
ment operator Mˆ .
After summing the identity of Eq. (38) over all k, we
find the intuitive relation
Bˆ′ − Bˆ =
∑
k
Lk(Bˆ) (40)
between Bˆ and its perturbation Bˆ′. The difference in
the measured mean δB from Eq. (31) depends solely on
this difference, so will be governed by the net induced
perturbation from the nonselective measurement.
The same procedure can be applied to the second mo-
ment (and indeed all moments) to obtain the relation
(Bˆ2)′ − Bˆ2 =
∑
k
Lk(Bˆ2). (41)
We can thus insert the equalities of Eqs. (40) and (41)
into Eq. (34) to obtain
η2B =
∑
k
〈Lk(Bˆ2)− 2Bˆ ∗ Lk(Bˆ)〉S . (42)
Hence, only the Lindblad perturbation terms contribute
to the squared disturbance η2B. However, while both
Eqs. (40) and (41) indicate measurable aspects of the
disturbance to the moments of the distribution of Bˆ, the
constructed quantity in Eq. (42) still has an additional
hypothetical character due to the remaining Jordan prod-
uct. In this sense, the manner in which the quantity
ηB quantifies the average perturbation to Bˆ is unnatural
from a distributional perspective.
IV. AN ALTERNATIVE PERSPECTIVE
Heisenberg’s original discussion in Ref. [1], on which
the inequalities of Eqs. (3)–(6) are ostensibly based, was
concerned with a different sort of estimation error and
disturbance than we have been analyzing. Rather than
hypothetically tracking individual observable values be-
ing measured with all outcomes of an apparatus, Heisen-
berg considered how individual particles were actively
affected by a single outcome of the apparatus on aver-
age. Depending on the ambiguity inherent to each appa-
ratus outcome (e.g., a microscope with finite resolution
for each measured interval), the future spreads of conju-
gate quantities would be altered in complementary ways
on average. This idea of average disturbance and esti-
mation error corresponding to single apparatus events is
not adequately captured by the definitions of ǫA and ηB,
which rely on information obtained from all outcomes of
the apparatus on average. This point has also been made
by Werner [26], Busch et al. [8, 28, 32, 33], Watanabe et
al. [29, 30], and Hofmann [25, 31].
As such, we feel that the inequalities of Eqs. (3)–(6)
do not capture the spirit of Heisenberg’s original uncer-
tainty discussion. Instead, they are independently inter-
esting and qualitatively different preparation-dependent
measures of the dispersion of the estimation of the mean
and the average quasiperturbation of individual eigenval-
ues. We are thus led to consider alternative definitions of
estimation error and disturbance that depend only on the
individual instrument outcomes themselves. This line of
thought leads directly to several inequalities that have
the same form as the Heisenberg relation in Eq. (1), and
which generalize the results in Ref. [25].
A. Estimation error
Since Heisenberg’s arguments pertain directly to how
individual outcomes of the measurement instrument af-
fect any prepared particle on average, we examine the
quantum instrument A[m] that is used to make the
estimation without any reference to an initial system
state. Each outcome k of this instrument produces a
POM element Pˆk according to Eq. (7). As discussed in
Refs. [53, 83, 84], normalizing this POM element pro-
duces a retrodictive state associated with the outcome
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FIG. 7. Operational procedure for determining the estima-
tion error ǫA,k. For every preparation Πˆa in the spectral
basis of Aˆ made with probability p(a), the system is pre-
pared in the initial state Πˆa and subsequently conditioned
on the successful measurement of a particular outcome k,
which produces the measurable probabilities p(k|a). Apply-
ing Bayes’ rule yields the retrodictive probabilities p(a|k) =
p(k|a)p(a)/
∑
a
p(k|a)p(a). For an uniform preparation with
constant p(a), this procedure produces p(a|k) = TrS [Πˆa ρˇk],
which effectively normalizes the POM element Pˆk to produce
the retrodictive state ρˇk in Eq. (43) that averages each possi-
ble preparation Πˆa. These probabilities define ǫA,k according
to Eq. (44). The assumption of uniform p(a) indicates that a
single independent event k cannot be assumed to correspond
to any particular source preparation a priori. The resulting
probabilities p(a|k) are thus the best retrodictive inference
about the preparation that one can make using only informa-
tion about a single isolated detector outcome k.
k
ρˇk =
Pˆk
TrS [Pˆk]
=
∑
l Mˆ
†
k,lMˆk,l∑
l TrS [Mˆ
†
k,lMˆk,l]
, (43)
where we introduce an inverted hat to indicate the retro-
dictive nature of the state.
A natural notion of estimation error can then be de-
fined as the retrodictive standard deviation, ǫA,k, which
is the uncertainty in Aˆ that can be retroactively inferred
on average after obtaining the single outcome k on the
detector. This is the best average uncertainty that one
can infer with no prior information about the particle,
and may be understood as the resolution of the detector
outcome k. It is defined from the variance with respect
to the retrodictive state for the outcome k
ǫ2A,k =
∑
a
(Aa − 〈Aˆ〉k)2 p(a|k) = 〈Aˆ2〉k − 〈Aˆ〉2k, (44)
where 〈·〉k = TrS [(·)ρˇk] is the retrodictive expectation
value, and p(a|k) = 〈Πˆa〉k is the retrodictive probabil-
ity of a given the outcome k [53]. This quantity can
be directly measured as illustrated in Fig. 7 by compar-
ing specific preparations of Aˆ with resulting outcomes
k. Moreover, this quantity is a property of the specific
instrument outcome k without any reference to any par-
ticular preparation [85].
As an example, consider a common qubit POM Pˆ± =
[1ˆ ± cos θ σˆ3]/2 parametrized by an angle θ. This POM
can be used to estimate the Pauli operator σˆ3. When
θ = nπ with integer n then the POM is projective and
the estimation error for each outcome should be zero.
Conversely, for θ = (n + 1/2)π each POM element be-
comes the identity operator Pˆ± → 1ˆ/2, so no informa-
tion may be inferred about σˆ3; therefore, the estimation
error for each outcome should be maximal. Comput-
ing each estimation error in Eq. (44) yields the constant
ǫσ3,± = |sin θ|, since the outcomes are symmetric. This
average error describes the resolution of each outcome
and has the correct θ dependence. Note that there is no
a priori fixed correspondence between the outcomes ±
of the detector and the eigenvalues of σˆ3. As such, ǫσ3,±
automatically chooses the optimal correspondence that
has a maximum error of 1 (as opposed to 2 if the out-
comes were permitted to correspond incorrectly to the
eigenvalues in the projective case).
For comparison, the dispersion ǫσ3 used by Ozawa and
others in Eq. (14) depends not only on the entire POM,
but also on the specific values m± that are assigned to
each detector outcome. Since ǫσ3 depends on this choice,
it does not have a value that is intrinsic to the appa-
ratus itself. Assigning the values m± = ±1/ cosθ to
the detector makes the estimation unbiased, meaning∑
±m± Pˆ± = σˆ3; this is a special case of Eq. (27). If
we pick these values, then Eq. (25) immediately implies
that ǫ2σ3 = sec
2 θ − 〈σˆ3〉2S ≥ sec2 θ − 1 = tan2 θ. The
second term is bounded by 1 and depends on the prepa-
ration state, while the first term is state-agnostic and
diverges as θ → (n + 1/2)π. The size of this dispersion
is related to the number of realizations that are required
to statistically determine the mean 〈σˆ3〉S to an accept-
able precision. However, it does not directly indicate the
resolution of each apparatus outcome, in contrast to our
alternative definition in Eq. (44).
Returning to the retrodictive estimation error, since
Eq. (44) has the form of a standard deviation, the Weyl-
Robertson inequality in Eq. (1) immediately implies the
following inequality that generalizes one also derived by
Hofmann [25]
ǫA,k ǫB,k ≥
∣∣∣∣ 12i〈[Aˆ, Bˆ]〉k
∣∣∣∣ , (45)
who considered outcomes with only a single measurement
operator. The quantity ǫB,k is defined identically to ǫA,k
in Eq. (44), but with the substitution of the operator Bˆ.
The bound involves the retrodictive expectation of the
commutator between the two operators.
This inequality is a form of estimation complementarity
that holds specifically for a single outcome k and agrees
with the standard form of the Heisenberg uncertainty in-
equality. It indicates that a single apparatus outcome k
cannot simultaneously estimate the values of two incom-
patible observables on average beyond a certain precision
limited by an uncertainty bound. As such, it corresponds
to the second statement made in the introduction regard-
ing complementarity, albeit with the important replace-
ment of the preparation state with the retrodictive state
corresponding to a specific instrument outcome k. In-
deed, note that for the canonical variables xˆ and pˆ con-
sidered by Heisenberg, this bound correctly reduces to
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Πˆb
ρˆD
Πˆb′ Πˆk
= Ak
Πˆb
Πˆb′
FIG. 8. Operational procedure for determining the measure-
ment disturbance ηB,k. For each projection Πˆb in the spectral
basis of Bˆ, the system in prepared in the initial state Πˆb with
probability p(b), the detector outcome k is measured, then the
outcome Πˆb′ is measured, producing the measurable probabil-
ities p(k, b′|b). Conditioning on the successful measurement
of a particular intermediate outcome k produces the interdic-
tive joint probabilities according to Bayes’ rule p(b, b′|k) =
p(k, b′|b)p(b)/
∑
b,b′
p(k, b′|b)p(b). When the preparation p(b)
is uniform, this yields p(b, b′|k) = TrS [Πˆb′ ρ˜k(Πˆb)], which ef-
fectively normalizes the operation Ak to produce the inter-
dictive state operation ρ˜k in Eq. (46) that correlates each
preparation Πˆb and post-selection Πˆb′ . These probabilities
define ηB,k according to Eq. (47). As with the procedure in
Fig. 7, the assumption of uniform p(b) indicates the lack of a
priori bias that can be inferred by a single isolated outcome
k.
the state-independent quantity ~/2. Moreover, this in-
equality can also be trivially improved via the Cauchy-
Schwartz form of Eq. (2).
B. Measurement disturbance
To describe an operational notion of disturbance, we
need to consider correlations between measurable events
prior and posterior to an intermediate outcome k. As
discussed in Ref. [53], conditioning on an intermediate
k will normalize the corresponding transformation Ak in
Eq. (7), which produces an interdictive state
ρ˜k(·) = Ak(·)
TrS [Ak(1ˆ)]
=
∑
l Mˆk,l(·)Mˆ †k,l∑
l TrS [Mˆk,lMˆ
†
k,l]
(46)
that encodes all transformation information about that
single detector outcome while leaving the choice of prior
and posterior measurements unspecified. This interdic-
tive state is related to the retrodictive state for k accord-
ing to ρˇk = ρ˜
∗
k(1ˆ). We use the tilde notation here to
indicate that this exotic type of state is a transformation
and not simply an operator.
Using the interdictive state, we can naturally define an
operational notion of disturbance as a mean-squared de-
viation between precise preparations and post-selections
of an observable Bˆ that bracket a specific outcome k of
the instrument
η2B,k =
∑
b,b′
(Bb −Bb′)2 p(b, b′|k), (47)
Unlike the quasiprobability distribution in Eq. (36), the
joint distribution
p(b, b′|k) = TrS [Πˆb′ ρ˜k(Πˆb)] =
∑
l
∣∣∣〈b′|Mˆk,l|b〉
∣∣∣2∑
l TrS [Mˆk,lMˆ
†
k,l]
(48)
is a true probability distribution, and directly corre-
sponds to the experimental method illustrated in Fig. 8
for determining how each outcome k disturbs definite
preparations of Bˆ on average. This definition of distur-
bance produces an intrinsic property of the instrument
that depends only on the outcome k and the chosen ob-
servable Bˆ.
Upon insertion of the Lindblad identity of Eq. (38), we
can rewrite Eq. (47) as
η2B,k =
∑
b,b′
(Bb − Bb′)2 〈b|Lk(Πˆb
′ )|b〉∑
l TrS [Mˆk,lMˆ
†
k,l]
. (49)
This form demonstrates that only the Lindblad pertur-
bation Lk =
∑
l L[Mˆ †k,l] corresponding to the outcome k
will contribute to the mean-squared deviation η˜2B,k in a
natural way, in contrast to Eq. (42).
Our definition of disturbance in terms of an interdic-
tive state reproduces and generalizes the one used in
Ref. [25] for an outcome with a single measurement op-
erator. Hence, we can similarly define a restricted dis-
turbance for each posterior b′
η2B,k,b′ =
∑
b
(Bb −Bb′)2 p(b|k, b′)
= ǫ2B,k,b′ + (Bb′ − 〈Bˆ〉k,b′)2, (50)
where 〈Bˆ〉k,b′ = TrS [ρˇk,b′Bˆ] is the retrodictive mean un-
der the state ρˇk,b′ = ρ˜
∗
k(Πˆb′)/p(b
′|k) conditioned on both
k and b′. For each b′ we then obtain the generalization
to the second Hofmann inequality
ǫA,k,b′ ηB,k,b′ ≥ ǫA,k,b′ ǫB,k,b′ , (51)
which, combined with Eq. (45), produces an estimation-
disturbance inequality for each outcome pair (k, b′) that
agrees with the standard form of the Heisenberg uncer-
tainty relation.
Formally averaging Eq. (51) over every b′ with the
probability distribution p(b′|k) = TrS [ρ˜∗k(Πˆb′ )] of obtain-
ing b′ given k produces the generalization of the third
Hofmann inequality [25]
ǫA,k ηB,k ≥
∣∣∣∣ 12i〈[Aˆ, Bˆ]〉k
∣∣∣∣ (52)
that involves the full disturbance in Eq. (47) and the
retrodictive state for k in a similar manner to the in-
equality of Eq. (45). The averaging step is a formal tech-
nique to derive the form of Eq. (52), which holds gener-
ally. Moreover, just as with Eq. (45), the inequality of
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Eq. (52) may be further improved to match the form of
Eq. (2) if desired.
The inequality of Eq. (52) corresponds to the third
statement made in the introduction associated with the
Heisenberg uncertainty relation that pertains to the
error-disturbance trade-off intrinsic to a specific mea-
surement outcome k. As with the complementarity in-
equality, substituting the canonical operators xˆ and pˆ
considered by Heisenberg produces the traditional state-
independent bound of ~/2.
C. Discussion
To obtain results that are inconsistent with the in-
equalities of Eqs. (45) and (52), an experimenter must
already know additional information about the initial
state and combine that prior information with the new
information obtained from the measurement. This re-
quirement of possessing information from multiple points
in time has been recently emphasized by Rozema et al.
[86], who defend the inequalities of Eqs. (3)–(6) as explic-
itly including the complete information about the initial
state. Such information is typically obtained from per-
forming state tomography over an ensemble of different
measurements made in separate experiments using the
same preparation procedure. This sort of estimation us-
ing general priors from multiple points in time necessarily
applies to ensembles of measurements made by the de-
tector, as we emphasized in the first half of this paper.
Heisenberg, however, was concerned with what one
could infer on average from a single event of a detector
at a local point in time, which is a qualitatively different
scenario. Indeed, according to Heisenberg [3, p. 20], his
principle
“. . . states that every subsequent observation
of the position will alter the momentum by
an unknowable and undeterminable amount
such that after carrying out the experiment
our knowledge of the electronic motion is re-
stricted by the uncertainty relation.” (em-
phasis added)
Indeed, any postmeasurement predictive state automat-
ically satisfies the inequality (1) concerning the intrinsic
spreads of future measurements. He goes on to clarify
that [3, p. 20]
“. . . the uncertainty relation does not refer to
the past; if the velocity of the electron is
at first known and the position then exactly
measured, the position for times previous to
the measurement may be calculated. Then
for these past times ∆p∆q is smaller than
the usual limiting value, but this knowledge
of the past is of a purely speculative character,
since it can never . . . be subjected to experi-
mental verification. It is a matter of personal
belief whether such a calculation concerning
the past history of the electron can be as-
cribed any physical reality or not.” (emphasis
added)
Evidently, Heisenberg thinks it is inappropriate to
make an inference by combining the average knowledge
about potential events at a prior point in time (i.e., the
initial state) with detector events at a later point in time.
That combined knowledge can only be of a “purely specu-
lative character,” and thus lead to counterfactual charac-
terizations of individual particle event chains, as we have
pointed out with the definitions of error and disturbance
used in the inequalities of Eqs. (3)–(6). This observation
does not imply that these speculations about ensembles
of past-particle histories are not interesting or important
in their own right (e.g., [87]), but it does challenge their
interpretation as simple corrections to the uncertainty
principle of Heisenberg.
Using only information that pertains to a single de-
tector event at a particular time, on the other hand,
does satisfy the spirit of Heisenberg’s discussion of uncer-
tainty. As we have shown, making this restriction imme-
diately produces the inequalities Eqs. (45) and (52) for
that isolated detector outcome, which complement the
traditional Weyl-Robertson inequality in Eq. (1). To-
gether, these inequalities correspond to all three inter-
pretations of Heisenberg’s uncertainty principle outlined
in the Introduction, as it applies to each outcome of
a detecting apparatus. We also emphasize that other
apparatus-intrinsic definitions of error and disturbance
produce similar results [29, 30, 32, 33], though we do not
explore them here.
V. CONCLUSION
In this work we have revisited the formal operator def-
initions of the mean-squared estimation error ǫ2 and dis-
turbance η2 used in recent inequalities derived by Ozawa
and others that ostensibly generalize the Heisenberg un-
certainty relation. These important inequalities have re-
cently been tested in tour de force experiments. Never-
theless, by analyzing the formal definitions in the system
space, we have shown that they have unsatisfactory fea-
tures that seem to deviate from the original discussion of
Heisenberg.
Underlying the interpretation of the definitions of ǫ
and η as mean-squared deviations is the hidden assump-
tion that observables have definite but unknown value
assignments even when they are not measured. This as-
sumption is inconsistent with the Bell-Kochen-Specker-
Spekkens contextuality theorems. The nonpositivity of
the quasiprobability distributions required to average the
deviations indicates the questionable nature of the hid-
den assumption. Moreover, these definitions pertain to
inferences made from all outcomes of an apparatus on
average, whereas Heisenberg considered what could be
inferred from a single apparatus outcome on average.
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For unbiased estimations, we clarified that the quan-
tity ǫ can be given a concrete interpretation as the dis-
persion in the estimation of the mean. Furthermore, we
demonstrated how this quantity (and every observable
moment) can be directly determined with the same ex-
perimental data used to estimate the mean, even when
using non-projective measurements. As such, ǫ does not
quantify an estimation error for the full observable dis-
tribution; thus, its interpretation as an estimation error
rests squarely upon its questionable decomposition into
an average error of the individual measurement realiza-
tions themselves.
To reconnect with Heisenberg’s original discussion, we
considered alternative definitions of the estimation error
and disturbance that focus on what one can infer on aver-
age from a single outcome of an experimental apparatus.
By making the definition preparation agnostic, these al-
ternative definitions describe properties intrinsic to the
apparatus outcome itself. The estimation error ǫk of a
detector outcome k indicates its intrinsic resolution, and
has the form of a standard deviation with respect to the
retrodictive state of the outcome. This definition pro-
duces a complementarity inequality for each k. These
inequalities have the traditional form of the uncertainty
relation, but substitute the retrodictive states for partic-
ular outcomes in place of the preparation state.
The analogous operational definition of disturbance ηk
for the outcome k has the form of a root-mean-squared
deviation between prior and posterior measurements con-
ditioned on the intermediate outcome k. This correlation
can be written in terms of the recently introduced inter-
dictive state for the outcome. This definition produces an
error-disturbance inequality for each outcome k. These
inequalities also have the traditional form of the uncer-
tainty relation, albeit with a similar substitution of the
retrodictive states of each outcome.
Therefore, the traditional Heisenberg uncertainty re-
lation has been vindicated for single apparatus out-
comes, even when applied to complementarity and error-
disturbance arguments.
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