Investigation of the time variability of diurnal tides and resonant FCN period

Introduction
Due to the interaction between the elliptical liquid core and the solid mantle of the Earth, a retrograde rotational mode called the Free Core Nutation (FCN) occurs in the celestial reference frame, appearing as a nearly diurnal free wobble (NDFW) in the terrestrial reference frame. The period of FCN strongly depends on the flattening of the core-mantle boundary (CMB) and can also be influenced by other coupling mechanisms, such as visco-electromagnetic and topographic coupling. As the most active thermal boundary layer inside the earth, the CMB is typically accompanied by changes in physical characteristics and structure which will possibly affect those coupling mechanisms and then may cause some variations in the FCN period.
FCN parameters (period and quality factor) can be estimated by the resonance enhancement in observations of earth tidal waves or nutation terms with frequencies close to its eigenfrequency. The most commonly used data are high-precision time-varying gravity observed by superconducting gravimeters (SGs) and nutation observations from VLBI network analysis. The FCN resonance parameters can also be inverted from strain data (e.g. Amoruso et al. 2012) . The usual approach in determining FCN parameters is linearized least-square method (LSQ) (Defraigne et al., 1994; Sun et al., 2004) . Florsch and Hinderer (2000) proposed a Bayesian approach that more effectively solves non-linear inverse problems. The temporal variation in FCN period has been investigated through VLBI and SG observations in numerous previous works. Some of these studies (Roosbeek et al., 1999; Hinderer et al., 2000; Lambert and Dehant, 2007; Vondrak & Ron, 2009) found no evidence of variation in the FCN period, whereas Xu and Sun (2009) showed a decadal temporal variation in the FCN period by analyzing long SG records at Brussels station. This problem remains a matter of dispute. Conclusions are difficult to draw when only one kind of observation is made because observed variations are small (sometimes within error bars).
The accumulation of SG data offers a good opportunity to perform the study by comparing the results from two different techniques. The Global Geodynamics Project (GGP) sponsored and organized by the Solid Earth's Deep Interior (SEDI) in IUGG in 1997, has accumulated more than 10 years of observations at many global SG stations, and especially, over 20 years of SG observations in Strasbourg station (France). In studying the temporal variation of the FCN period, observations from different SG sites can be compared to check the reliability of the variation as well as with VLBI observations.
In this paper, based on observations from seven SG stations, we use running time intervals to conduct tidal analyses and estimate FCN parameters section by section. We then compare the variations of the FCN period with those of the amplitude factors of some diurnal tidal waves.
Similarly, we analyze VLBI observations and study the transfer function values of nutation terms used to determine FCN parameters and their relation with the variations of the FCN period. We also focus on the differences by using different datasets (SG and VLBI) and approaches (LSQ and Bayesian).
In the following sections, we introduce the data, the FCN resonance model, and the determination approaches of FCN parameters. The data analyses and the temporal variations in FCN period are then discussed.
Data, FCN model, and parameter determination methods
Data introduction
The SG data used in this paper were obtained at seven stations. Five of these stations are located in central Europe, where ocean tide effects at diurnal frequencies are small and for which we usually obtain high-quality data (e.g. Rosat and Hinderer, 2011 ) with more stable observation environments. The exception is Brussels site which was quite noisy but for which the data record is interestingly long. Among the five stations, Strasbourg station has the longest-term observations, from 1987 to 2011, which is the main time series we focus on. Other stations are studied for compensation. Considering the possible regional effect, two SG stations in Canada and Australia are also included for comparison. Basic information on each station and data length are listed in Table 1 .
The VLBI observation used in this study is the IVS combined solution "ivs12q3X" (International VLBI Service for Geodesy & Astrometry) in the form of celestial pole offsets (dX, dY) referred to IAU2006 precession-nutation model (Wallace and Capitaine, 2006) excluding the free core nutation.
These data are given in non-equidistant intervals of 1 day to 7 days. We choose the same data length from 1987-07 to 2011-07 as Strasbourg SG observations in our study. 
FCN resonance model
In the terrestrial reference frame, the NDFW will lead to an obvious resonance enhancement in observations of diurnal tidal waves with near frequencies. The FCN parameters are estimated by fitting the observed complex gravimetric factors (complex ratio of the observed tidal amplitude to the tidal amplitude for a solid Earth model given a tide-generating potential) to a damped harmonic oscillator modeling the resonance. The observed values of gravimetric factors for each tidal wave could be obtained by analyzing SG data (see paragraph 3). For a diurnal tidal wave of frequency σ, complex gravimetric factors can be described as follows (Hinderer et al., 1991) :
where δ0 is the gravimetric factor independent of the frequency and not influenced by the resonance, ã is the complex resonance strength related to the geometric shape of the Earth and the rheological properties of the Earth's mantle, and nd σ is the complex eigenfrequency of the NDFW. Table 6 of Mathews et al. (2002) ; and Q α are resonance strengths of the respective rotational modes.
The main diurnal tidal waves usually employed to estimate FCN parameters include P1, K1, Ψ1, and Ф1, in which Ψ1 is the closest in frequency to the NDFW and thus has the most significant amplitude enhancement. For nutation, thousands of nutation terms are involved in the MHB2000 nutation model (Mathews et al., 2002 
Review of the linearized least-squares and Bayesian approaches
The estimation of FCN parameters consists in solving a non-linear inverse problem. The approach mostly used in previous work is a linearized LSQ method optimized by the Levenberg-Marquardt algorithm (Marquardt, 1963) . Equations (1) and (2) Defraigne et al., 1994; Ducarme et al., 2007) to reduce the effects of any systematic discrepancies (e.g., calibration errors) or local environmental disturbances in the fitted resonance parameters of the FCN. The O1 wave has a relatively large amplitude and high signal-to-noise ratio and is minimally influenced by FCN resonance, so it can be observed very accurately. Subtracting the contribution of O1 from both sides of Equation (1) yields
The values of the unknown parameters ( ã and nd σ ) are optimal when the merit function f is minimal. The function f can be written as
where p(σ) is the weight function of tidal parameters with frequencies σ.
The Bayesian method has been shown to be more suitable for the inversion of non-linear problems (Tarantola and Valette, 1982a) . It can make full use of the data information combined with some prior information on the data or on the unknown parameters. Based on these advantages, the Bayesian approach has been proposed to estimate FCN parameters (Florsch and Hinderer, 2000; .
As the quality factor Q of the FCN expresses signal damping caused by any kinds of dissipative processes, the value of Q should be positive. For earth tidal waves, a priori information x=log 10 Q is involved to retain the positivity of Q in Equation (1). The real and imaginary parts of the amplitude factors are written as follows:
For detailed information on the construction of the Bayesian calculation scheme, we refer to Tarantola and Valette (1982a,b) and Florsch and Hinderer (2000) . The unknown parameters are described by the probability distribution P ( )
where k is a normalization factor in order that the integral of this equation is unity; 
Temporal variations of the FCN period in SG data
Before fitting the FCN parameters with SG observations, we need to obtain the tidal parameters (amplitude factor and phase lag) of earth tidal waves. All SG data were preprocessed to eliminate any disturbance, such as steps, spikes and earthquakes, to ensure the accuracy of tidal analysis. The tidal parameters were then estimated by analyzing 1-h sampled SG data with the ETERNA (Wenzel, 1996) software. The tidal potential used in the analysis is Hartmann-Wenzel (1995) . First, we consider the Strasbourg SG data which are a combination of records from two O1, P1, K1, Ψ1, and Φ1). In our study, 6-year and 3-year intervals are used and the retrieved delta-factors are plotted with respect to the center of the interval. A 6-year time interval is used only for Strasbourg station because of its sufficiently long series and for subsequent convenient comparison with the VLBI results later. For the VLBI data, a 6-year interval should be used to ensure the separation of the FCN and the retrograde annual nutation terms which are very close in frequency. In surface gravity observations, the FCN cannot be directly observed and separated from the close-by tidal waves because the expected amplitude is very small in the terrestrial reference frame. Therefore, our study mainly focuses on its resonance effect in diurnal tidal waves, and the FCN period is estimated from the resonance. Nevertheless, we first need to check whether there is an effect of the wave group separation when the FCN frequency (about 1.00507cpd -cycle per day) is included or not in the frequency band of the waves (K1 &Ψ1) adjacent to FCN. When performing tidal analysis with ETERNA software for each 6-year data section of Strasbourg, we changed the frequency limits for the K1 group in two cases: K1 (1.001824 cpd to 1.004107 cpd) without FCN and K1+FCN (1.001824 cpd to 1.005327 cpd), including FCN.
Similar way is used for Ψ1 (1.005328 cpd to 1.007594 cpd) and Ψ1+FCN (1.004108 cpd to 1.007594 cpd). For K1, including or excluding FCN has a negligible influence (10 -8 ) to the amplitude factor. Considering that K1 is farther from FCN relatively, we also test the K1x+ waves.
The influence is in the order of 10 -5 which is one or two orders of magnitude smaller than the standard deviation of K1x+'s amplitude factor. For Ψ1, the difference for the amplitude factor including or excluding FCN is in the order of 10 -3 which is in the same order as the Ψ1 standard deviation (cf. Fig. 1 ). Given that Ψ1 corresponds to the 6-month modulation of S1, we also checked the variation in the amplitude factor for S1, and the differences for Ψ1 and S1 are anticorrelated.
This indicates that the differences we obtained are real ones and not perturbations on the tidal records because S1 and Ψ1 are respectively associated with the prograde and retrograde annual terms of nutation.
Considering that this influence is at the level of the precision we have on Ψ1, we take the minimum frequency 1.005328 cpd for the Ψ1 group to exclude the FCN in the tidal analysis. Such a difference shall reflect the noise effect. However, we perform a similar test with the SG data at the of Ψ1. In Fig.2 , we plot the time variations of the delta-factors for K1 and Ψ1. The two waves are located at opposite sides of the FCN frequency and should be most sensitive to any variation of the FCN period than other waves. The δ i for M2 and O1 are also plotted.
Since the oceanic tides have the same driving mechanism and similar spectral pattern as body tides, it is not possible to separate their effects by harmonic analysis. Therefore the oceanic influence has to be evaluated using an ocean tides model of the different tidal constituents (Melchior et al., 1980) . The tidal loading vector, which takes into account the direct attraction of the water masses, the flexion of the ground and the associated change of potential, is evaluated by performing a convolution integral between the ocean tide models and the load Green's function (Farrell, 1972) . According to the principle of vector superposition, the loading effects of oceanic tides can be removed from the obtained gravimetric factors. In this paper, the amplitude factors are corrected for the ocean tide effect on the basis of the Fes04 model (Lyard et al., 2006) and following the computation scheme as in Ducarme et al. (2007) .
As mentioned above, the Strasbourg time series was obtained from two different instruments.
Therefore, a calibration problem may affect our study. Indeed, the tidal factors from the T005 have been multiplied by a factor of 1.001529 to correct for an observed scale factor error. In order to avoid any contamination from errors in the scale factor and to be free from any possible changes in the sensitivity of the gravimeter, we also plot in Fig. 2 the δ i factors for K1, Ψ1, and M2 normalized by the O1 amplitude factor δ(O1).
δ(K1) and δ(O1) are very stable, with a variation less than 0.02%. The variation of δ(ψ1) is larger and about 2%. We can note that the overall variation shape for K1 and Ψ1 is comparatively consistent, especially after normalization to δ(O1). δ(M2) is also very stable with a variation of about 0. 05%. This stability shows that the multiplication by 1.001529 for the old T005 series was necessary to reach such accuracy on the gravimetric factors.
After the tidal parameters have been corrected from the ocean loading, the FCN period can be determined by the methods introduced in the previous section. We used 5 tidal waves to perform the inversion: O1, P1, K1, Ψ1, and Ф1. The usual weights applied in LSQ or Bayesian methods are the inverse of the standard deviations of the tidal amplitude factors resulting from the ETERNA tidal analyses. In our LSQ inversion, the results show a very large standard deviation of about 10 d to 30 d for the FCN period. This deviation is disadvantageous for our study on its variation trend.
We then apply other weights used in Liu et al. (2007) For the sake of comparison, we have reversed the vertical axis for the relative amplitude factors in [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] is in the order of 10 -4 , whereas for the C026 observations (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) , it is in the order of 10 -5 . For Ψ1, the order of standard deviation for the two instruments is respectively 10 -2 and 10 -3 . The more recent instrument has obviously a higher observation quality as already mentioned in Rosat and Hinderer (2011) . A comparison of the results between 3-and 6-year intervals shows some differences in the individual values, but the variation trend is very consistent which indicates that the fluctuations of the amplitude factors observed at Strasbourg station are reliable. In the next part we will consider independent and global estimates of the FCN period using VLBI nutation observations.
Temporal variations of the FCN period in VLBI data
The estimate of the FCN resonance parameters using VLBI observation is known to be more precise (see for instance Rosat and Lambert, 2009 ). Besides, the nutation solution is obtained globally and hence minimizes the local effects that perturb VLBI antenna, such as the ones that affect the SG sites (local hydrology, oceanic noise …).
As with the SG observations, we use 6-year running intervals to estimate the transfer function values for the nutation terms section by section. We use a method similar to Vondrak et al. (2005) .
The bias, trend, and two long-period terms (with arguments and 2 ) are first removed from the data sections by using the values fitted from the whole data length. We then use the least-square The nutation observation is also perturbed by global mass redistribution through angular momentum exchanges. Indeed it is worth to note that atmospheric and oceanic contributions play an important part in the observed celestial pole offsets and for the retrieval of nutation amplitudes. To remove this part, our above results include a correction for the S1 thermal atmospheric tide and other Sun-synchronous effects given in Mathews et al.(2002) (Brzezinski 1994; Brzezinski et al. 2002) to obtain the integrated celestial pole offsets by using atmospheric angular momentum functions (AAMF) and oceanic angular momentum functions (OAMF) data. The detailed numerical process is same as in Ron (2009, 2010) and will not be repetitive described here. The AAMF and OAMF we used here were computed from: (1) NCEP/NCAR re-analysis 1987-2011 (Salstein, 2005) ; (2) ERA+OMCT 1989 -2010 (Dobslaw et al., 2010 . We only use the AAMF data in (1) because the OAMF offered by ECCO model (Stammer et al. 2002; Gross et al. 2005) have not that long period. Removing the integrated celestial pole offsets, we derived the FCN resonance period with the LSQ method again and the results are depicted in Fig.   6 (c). Compared to Fig. 6(a) , the results obtained after correcting for the NCEP/NCAR AAMF are systematically larger, but the variation trend is similar. This is even more obvious in Fig.11 of Vondrak and Ron (2010) in which they used NCEP+ECCO data. The fluctuation of the FCN period after correction of the ERA+OMCT angular momentum functions varies more violently, as seen also in Vondrak and Ron (2010) . We can also see a 10 year variation trend but different than in Fig.6 (a). 
Discussion
We have investigated the time variation of the diurnal tides and FCN resonance period from SG and VLBI data. A similar decadal fluctuation in FCN period has been found in the longest SG datasets from Strasbourg station and VLBI data. Compared with the other 6 SG stations, some of them show a roughly similar variation for δ(ψ1), which make the observed fluctuation reliable in certain extent. However, the results for δ(ψ1) at some sites are quite different no matter in amplitude or variation behavior. Thus we cannot jump to any final conclusion concerning this fluctuation. Some time variability in the oceanic effects should be checked.
The estimation of FCN period depends on the determination accuracy of related diurnal tides.
Stacking global SG data To further verify our study, an improvement in the modeling of ocean tide loading is necessary (Ducarme et al., 2007; Rosat and Lambert, 2009) , but this mainly depends on the development of more accurate ocean tidal modeling.
Considering that the ψ1 wave and the retrograde annual nutation are the closest to FCN frequency, respectively in the diurnal tidal band and the annual nutation band, the strong inverse correlation between these two terms and the FCN resonant period is reasonable Such fluctuations in the tidal amplitude factors were already mentioned by Lecolazet (1983) , who indicated some correlations between the variations of some tidal amplitude factors (P1, K1, Ψ1, Ф1, and M2) and the length of day (LOD) variations. In our study, such correlation does not appear.
Only K1 and Ψ1 amplitude factors have relatively similar variations. To check for a possible correlation with LOD, we plot the variations of LOD data offered by IERS EOP observations in Fig.   7 (finals2000A.all). The relative amplitude factors of Ψ1, K1, and M2 are also plotted in Fig.7 . We can see that there is no clear correlation between the tidal waves and LOD fluctuations.
As we know, the decadal variations in LOD (e.g., Buffet, 1996; Holme, 1998; Buffet et al., 2009) are mainly explained by the core mantle coupling. According to the spectral analysis of the LOD data, the main power of the spectrum is at the decade scale, in which the main peak is a component of period about 22 years. Besides, there are also some seasonal and interannual signal components. In order to check whether such a consistent fluctuation in LOD exists, other signal components should be eliminated. First, we use a Butterworth low-pass filter to remove the large components with periods of less than 1 year. We then use a LSQ method (Guo & Han, 2009) important to point out that more detailed work is needed to process the LOD data and separate the decade scale signal, as well as to explain the phase difference. However, the decade variations in LOD and its relation with core mantle couplings may be helpful to explain some fluctuations in the FCN period. Vondrak and Ron (2010) have also concluded indeed that the observed variations could be real and due to some processes at the CMB, as the current AAMF and OAMF modeling cannot explain the observed variations of the FCN period.
As mentioned in Section 1, the period of the FCN strongly depends on the structure and physical properties at CMB (e.g., Koot et al., 2010) . Indeed, the frequency of the FCN depends on coupling mechanisms at the core boundaries (Greff-Lefftz and Legros, 1999; Mathews et al., 2002) .
In a celestial reference frame, it can be written (normalization by ): (Dehant et al., 1993) . Besides, a misalignment (tilt) of the inner core with respect to the mantle could also influence the direction of the Earth's rotation on decade timescale (Dumberry and Bloxham, 2002) and slightly perturb the FCN frequency through gravitational and pressure torque. Such an expression shows that the eigenfrequency of the FCN could vary when the torques vary. Impact of time-varying torques on the FCN period has not been computed yet and would require the knowledge of the varying pressure and electromagnetic torques at the CMB. 
Conclusion
According to our study, the variations in time of the FCN resonance period are within 1 day from VLBI data and within several days from SG records.
Considering the error bars, the variations of the FCN period are however not obvious.
We have shown a similar variation trend in the results obtained from different worldwide SG data.
There exists also a similar trend in the FCN period obtained from VLBI observations as previously observed by Vondrak and Ron (2010) . The test of using two kinds of independent observation (surface gravity on the one hand and VLBI nutation on the other hand) to verity the time variability of the FCN period seems coherent. However longer records at more SG sites would be necessary to confirm such fluctuations. For SG data, improvement of ocean tidal loading correction should be considered in a future study. For celestial pole offsets, further studies are required to reach agreement between the different models of atmospheric and oceanic angular momentum functions. 
