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Abstract
Numerical modelling is a key point for vibro-acoustic analysis and optimization
of hearing aids. The great number of small components constituting the devices,
and the strong structure-acoustic coupling of the system make it a challenge
to obtain accurate and computationally efficient models. In this thesis, several
challenges encountered in the process of modelling and optimizing hearing aids
are addressed.
Firstly, a strategy for modelling the contacts between plastic parts for har-
monic analysis is developed. Irregularities in the contact surfaces, inherent to
the manufacturing process of the parts, introduce variations on the final con-
tact points in practice, making the contact properties unknown. The suggested
technique aims at characterising the contact in terms of distributed stiffness val-
ues, which are identified by means of a model updating method that matches
simulation to experimental data. Secondly, the applicability of Model Order
Reduction (MOR) techniques to lower the computational complexity of hear-
ing aid vibro-acoustic models is studied. For fine frequency response calcula-
tion and optimization, which require solving the numerical model repeatedly, a
computational challenge is encountered due to the large number of Degrees of
Freedom (DOFs) needed to represent the complexity of the hearing aid system
accurately. In this context, several MOR techniques are discussed, and an adap-
tive reduction method for vibro-acoustic optimization problems is developed as
a main contribution. Lastly, topology optimization techniques for structure-
acoustic interaction problems are investigated with the aim of evaluating their
applicability to the design of hearing aid parts. The strong fluid-structure in-
teraction between the air and some of the thin, soft parts makes it necessary to
include the effects of the interface variations in the optimization, which poses
a challenge due to the need of interpolating between solid and fluid elements.
Two techniques are compared in this context for a 2D hearing aid suspension
design problem.
ii
Resume´
Numerisk modellering er centralt for vibro-akustisk analyse og optimering af
høreapparater. P˚a grund af det store antal sm˚a komponenter og den stærke
struktur-akustiske kobling i systemet, gør det til en udfordring at opn˚a nøjagtige
og beregningsmæssigt effektive modeller. I denne afhandling behandles flere ud-
fordringer i modellering og optimering af høreapparater.
Først beskrives en strategi til harmonisk analyse for modellering af kontak-
ten mellem plastdele. Uregelmæssigheder i kontaktfladerne, der er uundg˚aelige
i fremstillingsprocessen af delene, indfører i praksis variationer p˚a de fakti-
ske kontaktpunkter, hvilket gør kontaktegenskaberne ukendte. Den foresl˚aede
teknik sigter mod at karakterisere kontakten i form af distribuerede stivheds-
værdier, som identificeres ved hjælp af en metode til model-opdatering, der
matcher simulering til eksperimentelle data. Dernæst studeres anvendelighe-
den af Model Order Reduction (MOR) teknikker til at sænke beregningstiden
af høreapparatets vibro-akustiske model. For en fin beregning og optimering
af frekvensrespons, som kræver løsning af den numeriske model gentagne gan-
ge, opst˚ar der en beregningsudfordring p˚a grund af det store antal frihedsgra-
der, der er nødvendige for at repræsentere høreapparatssystemets kompleksitet
nøjagtigt. I denne sammenhæng diskuteres flere MOR-teknikker og en adap-
tiv reduktionsmetode til vibro-akustiske optimeringsproblemer udvikles som
hovedbidrag. Endelig undersøges topologiske optimeringsteknikker til struktur-
akustiske interaktionsproblemer med det form˚al at evaluere deres anvendelig-
hed til design af delene i høreapparater. Den stærke interaktion mellem luften
og nogle af de tynde, bløde dele, gør det nødvendigt at inkludere virkninger-
ne af grænsefladevariationerne i optimeringen, hvilket udgør en udfordring p˚a
grund af behovet for interpolering mellem strukturel og akustik elementer. To
teknikker sammenlignes i denne sammenhæng til et designproblem i 2D af op-
hængningen i et høreapparat.
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Chapter 1
Introduction
1.1 Motivation
The basic function of a hearing aid is to capture the sound that reaches the ear
of its user and reproduce a sufficiently amplified version of it inside the impaired
ear. It is therefore a main requirement for these devices to be able to deliver an
as high as possible output sound level, while keeping a relatively small physical
size for comfort and aesthetic reasons. A Hearing Instrument1 (HI) must con-
tain at least three components to accomplish its main function: a microphone,
an amplifier and a loudspeaker (denominated ”receiver” in the industry argot),
which, given the dimensions of the instruments, sit close together inside the
device. It is therefore easy to imagine that the amplified acoustic signal that is
played by the receiver will to some extent be sensed by the microphone, and for-
warded to the amplifier and again to the receiver, creating a loop in the signal
path that amplifies certain frequency components and generates a disturbing
acoustic noise. This phenomenon is known as feedback, and the maximum am-
plification that a HI can provide is limited by the level at which audible feedback
occurs. The feedback signal can be measured as the electrical response of the
microphone due to the receiver excitation.
1Hearing Instrument is a technical term for hearing aid. Both designations are used indis-
tinctly in this thesis.
2 Introduction
Even though modern HIs incorporate feedback cancellation systems that con-
tribute to increase the feedback margin, coming up with a mechanical design
that minimizes feedback paths can improve the final result significantly. Loud-
speakers are electro-acoustic transducers that convert electrical signals into
acoustic ones. This conversion is achieved by transforming the electrical sig-
nal into mechanical vibrations of some surface that in turn excites the particles
of its surrounding air, generating acoustic waves. The same mechanism is em-
ployed in microphones to perform the opposite transformation, which makes
both devices not only acoustic transducers but also vibration ones. It is there-
fore important to investigate not only acoustic but also vibration feedback paths
in the design process.
Numerical modelling is a tool that can help to analyse and understand the
vibro-acoustic phenomena that take place inside the hearing aid, and has slowly
been introduced to the industry in the recent years. Simulation is usually com-
bined with empirical studies; however, models can usually give a clearer picture
of the performance of the instrument, since vibro-acoustic measurements are
specially challenging in this field due to the small size and light weight of the
devices. Moreover, applying mathematical optimization algorithms on a numer-
ical model is a fast and flexible way of coming up with new optimized designs
that minimize feedback, instead of getting into a long tedious process of trial
and error using the traditional prototyping-and-measuring approach.
1.2 Goals and thesis structure
A HI is a small device composed of several parts of different natures such
as transducers, electronic circuitry, plastic parts, tubes or suspensions, as il-
lustrated in Figure 1.1, which are strongly coupled to the air that surrounds
them. When these parts are put together, the location and properties of the
contacts between them are often unknown and may vary across different assem-
bled instruments, which in turn gives rise to variation in their vibro-acoustic
responses. The uncertainty about contact properties arises due to manufactur-
ing tolerances, which make the shape and surface properties of the produced
parts vary slightly from the nominal design, changing the location of the con-
tact points when these parts are put together. The contact uncertainty could
be reduced by enforcing well-defined contact points in the design; however, it
is required from a static mechanical design point of view to ensure a certain
clearance between parts in order to account for these tolerances and prevent
high stress levels. The uncertainty about contact properties is therefore difficult
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Figure 1.1: Hardware of a traditional hearing aid.
to reduce, and it poses a main obstacle on the way to obtaining a numerical
model that accurately represents reality. A way of characterising unknown con-
tact properties is by means of inverse parameter identification methods, which
use optimization to determine the values of the parameters of a pre-defined
contact model to match data obtained empirically. This approach is discussed
in Chapter 3 of this thesis, and the reader is then referred to Paper A.
The small size of the HIs make it possible to use low-frequency numerical meth-
ods such as the FEM for modelling the vibro-acoustic system up to relatively
high frequencies (typically up to 10 kHz), since the mode overlap is low enough.
However, the complexity of the system together with the fine meshing that is
needed for obtaining accurate results at high frequencies can give rise to nu-
merical models with a large number of Degrees Of Freedom (DOFs) that result
in large algebraic systems which are computationally expensive to solve. When
those models are to be used for optimization purposes, they must be solved
iteratively for varying values of the design parameters according to the opti-
mization routine of choice, which can in total require an amount of time that
makes it impractical to use this strategy in the industrial product development
process. One way of speeding up the computations consists in reducing the
size of the algebraic system to be solved by means of Model Order Reduction
(MOR) techniques. MOR consists in obtaining a reduced version of a FE model
by projecting the full system into a reduced basis of vectors, chosen carefully
to preserve the relevant information of the model, and therefore yielding more
accurate solutions than what would be obtained by coarsening the FE mesh
to obtain a similar system size. The choice and calculation of the basis vectors
that can most efficiently reduce a system is highly problem-dependent, which
motivates the investigation and development of a method that can be applied
in a straight-forward and practical way to hearing aid optimization problems.
Chapter 4 discusses MOR techniques, and the developed method is detailed in
4 Introduction
Paper B, Paper C, Paper D and Report E .
The usual approach to optimization of HI designs consists in parametrizing
some dimensions or positions of critical parts that the design engineer consid-
ers relevant, and letting the optimization algorithm find the parameter values
that minimize a selected objective function the most. This approach is rather
rigid, in the sense that the shape of the parts is pre-defined and cannot change
during the optimization. Even though this can yield satisfactory results in many
cases, allowing more freedom in the design could let the optimization algorithm
produce new, more optimized shapes, different from those imagined by the de-
sign engineer. Topology optimization is a technique that was developed based
on this idea, and which has been applied to a wide range of engineering prob-
lems in the last decades. In hearing aids, it could be used to improve the design
of several parts, and specially of one of the most critical ones for the vibro-
acoustic performance: the receiver suspension, which has the job of isolating
the receiver from the rest of the HI. The suspension is usually shaped as a
cylinder with thin walls made of a soft material, and it acts as a vibration iso-
lation spring. It is exposed to high sound levels since it is directly connected to
the receiver output, and its small dimensions and material properties result in
a strong coupling between the structure and the air. It is therefore a key point
to take the structure-acoustic interaction into account, which poses a challenge
in topology optimization since the changes on the interface between the two
fields must be considered in order to apply the correct boundary conditions (as
opposed to the case of purely mechanical optimization, where the two fields
are ”structure” and ”void”). An overview of topology optimization methods is
given in Chapter 5 and the reader is then referred to Paper F for the discussion
of its application to coupled structure-acoustic problems.
Chapter 2 contains general concepts used throughout the thesis such as the
formulation of the coupled structure-acoustic problem by the Finite Element
Method (FEM) and an overview of vibro-acoustic optimization methods, to-
gether with a literature review of previous work on numerical vibro-acoustic
modelling of hearing aids.
Chapter 2
Structural-acoustic
modelling and optimization
In this chapter, previous work on modelling and optimization of vibro-acoustics
in hearing aids is reviewed, and thereafter the FEM formulation of the coupled
structure-acoustic problem and optimization approach used throughout the the-
sis are described in detail.
2.1 Modelling of hearing aids: literature review
A few studies on vibro-acoustic modelling and optimization in the hearing aid
field can be found in the literature. The most comprehensive existing study was
done by Lars Friis, who studied internal feedback in hearing aids in his PhD
thesis [1]. A simplified model of a hearing aid developed using mobility synthe-
sis was firstly investigated, highlighting the difficulties of modelling sound and
vibration in hearing aids and demonstrating that the interaction between the
different components assembled in the device result in complicated vibration
patterns with several structural resonances in the frequency range of interest
(100 Hz to 10 kHz). Thereafter, a 3D model of a hearing aid was developed by
combining the FEM and other techniques to model different parts in the device,
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with the main contribution being the application of the theory of fuzzy struc-
tures to account for uncertainties in the dynamic coupling properties of small
components [2, 3]. The simulated hearing aid vibration responses showed good
agreement with measurements in general, even though some measured peaks
did not appear in the model, indicating that some feedback paths were not
captured. Even though the fuzzy approach proves useful for modelling uncer-
tainties in the coupling between small components and the hearing aid shells,
the contacts between the main hearing aid parts modelled in FE (Finite Ele-
ment) are not discussed in the thesis. This topic is approached in the first part
of the present work, in Chapter 3.
A study on the effects of viscous and thermal losses on the acoustic field in hear-
ing aids can be found in the PhD thesis by Rene´ Christensen [4]. Viscothermal
losses become relevant in HIs due to the small size of some tubes and air cavities
in the device. In a more recent publication [5], purely acoustic topology opti-
mization including losses has been presented by the same author, even though
only tubes with plane wave propagation are considered for now. Other studies
have been devoted to modelling of hearing aid loudspeakers (receivers) [6,7] and
minimization of their nonlinear distortion, which can significantly improve the
signal-to-noise ratio in the acoustic output. Viscothermal losses and transducer
modelling are not investigated in this thesis, even though simplified approaches
are used in the hearing aid model presented in Paper D.
Regarding optimization of vibro-acoustic response of hearing aids, only the
study published in Ref. [8] can be found in the literature to the author’s knowl-
edge. In the publication, topology optimization of a hearing aid suspension is
performed on a FE model of a complete hearing aid. Even though structure-
acoustic interaction is considered in other parts of the model, acoustic elements
are not allowed inside the topology optimization design domain in the study.
Typical geometries and material properties of hearing aids suspensions often
result in a strong structure-acoustic interaction, which makes it essential to
consider the acoustic field and the coupling in such an optimization. For this
reason, topology optimization of vibro-acoustic problems with strong coupling is
investigated in the present work. Moreover, only a few discrete frequencies were
considered in the optimization presented in Ref. [8]; fine frequency resolution
is necessary in frequency response optimization, though, since the main peaks
in the response may otherwise just be moved to non-sampled frequencies [9].
Since fine frequency resolution responses are expensive to compute due to the
FE system being solved independently for each considered frequency, compu-
tational reduction techniques with application to vibro-acoustic optimization
problems that can speed up such calculations are investigated in this thesis.
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2.2 Finite element model of the structure-acoustic
interaction problem
In this work, investigations are carried out on FE models of coupled structure-
acoustic problems (except for the part on contact modelling, where a purely
structural model is considered). A popular choice for the FE modelling of
structural-acoustic problems in optimization is the uncoupled approach [10],
which consists in solving the structural domain in vacuo first and using the re-
sults as boundary conditions to solve the acoustic domain. This is an attractive
method since solving the two domains separately requires less computational
effort; however, only the effect of the structure on the acoustics is taken into
account, but not the effect in the opposite direction. In hearing aids, the effect
of the acoustic field on the structure is specially relevant due to the small, thin
and soft parts that are used; considering bi-directional coupling is therefore
essential.
Several FE formulations of the coupled problem have been described in the lit-
erature, where the primary variable in the structural domain is displacement,
but different primary variables for the fluid domain have been considered [11].
In the so-called one-field formulation, the acoustic domain is also described by
displacement [12]. This technique introduces spurious non-zero modes, and even
though this problem has been worked around by several authors [13, 14], the
fact that the displacement is described by as many components as dimensions
considered in the problem makes the resulting number of DOFs quite large.
Therefore, a more compact formulation is desired in terms of computational ef-
ficiency [15]. Several combinations of primary variables have been used, such as
velocity potential [16], a combination of velocity potential and pressure [17], a
combination of displacements and pressure [18], or just pressure. The latter, in-
troduced by Craggs [19], is known as the pressure formulation and it is the most
popular choice due to its compactness, since the acoustic field is described by
one single degree of freedom per node. Except in one of the methods presented
in Paper F, where a mixed displacement/pressure formulation is used [20], the
structure-acoustic coupled problems are described by the pressure formulation
throughout this thesis.
In the following, the FE procedure to arrive to the pressure formulation is de-
scribed for the coupled problem illustrated in Figure2.1. The models of the
structural and the acoustic domains are first derived separately, and the cou-
pling boundary condition is introduced at the end. For the purely structural
problem discussed in Chapter 3 and Paper A, only the structural model is
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used. Damping is not considered in the following procedure; in most of the
problems treated in this thesis, either no damping, internal structural damping
(introduced by adding an imaginary part to the Young’s modulus) or Rayleigh
damping (where the damping matrix is a linear combination of the stiffness
and the mass FE matrices) are used, which can be easily introduced to the FE
matrix system obtained at the end of this section.
Figure 2.1: Structural and acoustic coupled domains
2.2.1 Structural model
Under the assumptions of small deformations and linear elastic material be-
haviour, the structures under study are modelled by the linear elasticity equa-
tion [21]. Time-harmonic linear structural analysis can be described by New-
ton’s second law, neglecting the body force, as
∇ · σ = −ω2ρsu in Ωs, (2.1)
where ∇ is the divergence operator, σ is the Cauchy stress tensor, ω is the
angular frequency, ρs is the mass density of the material and u is the displace-
ment vector. In order to discretize the system, the weak form of the equilibrium
equation is derived with the Galerkin method. The equation is first multiplied
by an admissible set of test functions, ws, and integrated over the volume,∫
Ωs
wTs
(∇ · σ + ω2ρsu) dV = 0. (2.2)
The Neumann boundary condition
σ · n = f on Γs, (2.3)
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where f is an external load applied to the structure and n is the normal unit
vector to the structural surface, is introduced and then the Green’s theorem is
applied to obtain the weak form
− ω2ρs
∫
Ωs
wTs udV +
∫
Ωs
(∇ws)T · σdV =
∫
Γs
wTs fdV. (2.4)
Introducing the stress-strain constitutive matrix, D, to relate stress and dis-
placement, σ = Du, and discretizing the weak form by introducing the shape
functions Ns, so that ws = Ns and u = Nsuˆ, we obtain
∫
Ωs
(∇Ns)TD∇NsdVuˆ− ω2ρs
∫
Ωs
NTs NsdVuˆ =
∫
Γs
NTs fdV. (2.5)
The discretized equation in matrix form becomes
(Ks − ω2Ms)uˆ = f (2.6)
with
Ks =
∫
Ωs
(∇Ns)TD∇NsdV (2.7)
Ms = ρs
∫
Ωs
NTs NsdV (2.8)
f =
∫
Γs
NTs fdV. (2.9)
being the stiffness and mass matrices and the force vector, respectively, and
vector uˆ being the FE approximation of the displacement u.
2.2.2 Acoustic model
Considering an inviscid, irrotational fluid that only undergoes small transla-
tions, the Helmholtz equation describes the motion of the acoustic domain in
terms of the pressure [19]. For time-harmonic analysis, the wave equation in
the frequency domain takes the form
∇2p+ ω
2
c2
p = 0 in Ωf , (2.10)
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where p is the acoustic pressure and c is the speed of sound in the fluid. The
equation is first multiplied by a test function, wa, and integrated over the
volume, ∫
Ωf
wTa
(
∇2p+ ω
2
c2
p
)
dV = 0. (2.11)
Introducing a ”hard wall” boundary condition on the surface Γf ,
n · ∇p = 0 in Γf , (2.12)
with n being the unit vector normal to the boundary, the Green’s theorem is
applied to obtain the weak formulation,∫
Ωf
∇wTa · ∇p−wTa
ω2
c2
p dV = 0. (2.13)
Discretizing the domain and introducing the shape functions Na to describe
the pressure field as p = Napˆ, where pˆ is the pressure FE approximation, and
defining the test functions as wa = Na, we obtain∫
Ωf
(
∇NTa · ∇Na −
ω2
c2
NTaNa
)
dV pˆ = 0, (2.14)
which can be written in matrix form as
(Ka − ω2Ma)pˆ = 0, (2.15)
with
Ka =
∫
Ωs
(∇Na)T∇NadV (2.16)
Ma =
1
c2
∫
Ωf
NTaNadV (2.17)
being the acoustic stiffness and mass matrices.
2.2.3 Coupling
The structure-acoustic coupling can be described as a boundary condition on
the fluid-structure interface, Γsf . The boundary condition for the structural
domain is
n · σ = p on Γsf , (2.18)
and for the acoustic domain,
n · ∇p = −ω2ρanTu on Γsf . (2.19)
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Multiplying by the test functions and integrating to obtain the weak forms and
introducing the FE approximations described above, the coupled structure-
acoustic interaction problem in matrix form can be stated as([
Ks −ST
0 Ka
]
− ω2
[
Ms 0
ρaS Ma
])[
uˆ
pˆ
]
=
[
f
0
]
, (2.20)
with the coupling matrix S being [15]
S =
∫
Γsf
NTs nNadS. (2.21)
For the sake of notation simplicity, u and p will be used in the rest of the thesis
to denote the displacement and pressure FE approximations. In a compact
form, the dynamic system equation can be written as
(K− ω2M)x = f (2.22)
where K and M are the coupled stiffness and mass matrices, x is the state
vector, and f is the external force vector.
2.3 Vibro-acoustic optimization
Optimization techniques are used throughout the work presented in this thesis.
It is not within the scope of the thesis to investigate in detail or improve exist-
ing optimization algorithms or objective function formulations; therefore, well-
known methods that have been widely used in the field of structural-acoustic
optimization are applied. A comprehensive review on available methods can be
found in Refs. [9, 10]. Structural-acoustic optimization problems can generally
be classified in three categories in relation to the cost function: optimization of
the vibration or acoustic response at one or more points, optimization of modal
frequencies, and optimization of radiated sound power. In the current work, the
two first categories are considered.
2.3.1 Optimization problem formulation
Modal frequency optimization problems can either aim at moving resonances
out of a specific frequency range (for example, in structures that are excited by
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harmonic or rotational forces), or at matching specific desired modal parame-
ters. The latter case is often used in the field of modal model updating [22],
where model parameters are adjusted to match experimental data, as done in
the work presented in Paper A in this thesis. However, modal parameter match-
ing can also be applied with other purposes such as in the first case presented
in Paper B, where the effect of the structure-acoustic coupling on the modal
frequencies of a plate is minimized. The objective function for that kind of
problem is usually of the type [10]
g =
Nf∑
i=1
wfi(fi − fopti)2 +
Nf∑
i=1
wηi(ηi − ηopti)2 (2.23)
where fi and ηi are modal frequencies and damping ratios of the model, fopti
and ηopti are the targeted quantities, and wfi and wηi are weighting factors for
each term that allow for assigning more relevance to certain considered modes.
For response optimization, an objective function of the type
g =
(
1
ωmax − ωmin
∫ ωmax
ωmin
φ{Lp(ω)}dω
) 1
n
(2.24)
was suggested in [10] for sound pressure level (Lp) in dB minimization at one
or more points in the model. The φ operator is a weighting function defined
as (Lp − LT )n for Lp > LT and 0 otherwise. In this way, only those levels
above a certain threshold, LT , are considered in the optimization. Moreover,
the exponent n leads to the mean value for n = 1, with all levels being equally
important, or to the root mean square for n = 2, which gives more importance
to high peaks and therefore helps minimize the most problematic parts of the
frequency response instead of making valleys deeper. In our work, structural
vibration is minimized in most cases, and sound level is only considered in
one case in Report E ; however, a similar approach can be used for velocity
or displacement minimization. Different variations of the following objective
function are used, where the total velocity level is minimized,
g = 10 log
K∑
k=1
∣∣∣∣vm(ωk)vref
∣∣∣∣2 (2.25)
where |vm(ωk)| is the magnitude of the total velocity at the considered point,
calculated as
∣∣∣√v2mx + v2my + v2mz∣∣∣, vref is the reference structural velocity, k
is the k-th discrete frequency line and K is the total number of frequencies. An
advantage of summing the linear quantity instead of the logarithmic level in
dB is that the highest values are automatically more relevant than the smaller
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ones. For high frequency problems in wide-frequency ranges, a logarithmic spac-
ing of the frequency is recommended. When insufficient frequency resolution is
used, significant contributions to the objective function may be in between fre-
quency bins causing a bias in the objective function; therefore, fine frequency
resolution must be ensured [9]. Since the coupled structure-acoustic problem
is solved independently for each considered frequency, evaluating such an ob-
jective function may become computationally demanding, which is the main
motivation for the investigation of model reduction techniques in this thesis.
This topic is approached in detail in Chapter 4.
Design variables typically include geometric and material properties, both types
considered in this thesis. Design parameters require constraints in most cases in
order to limit the optimization design domain, which can be introduced as lower
and upper bounds. Moreover, equality or inequality constraints can be added to
control other properties such as the total mass or volume, typical in thickness
or topology optimization. In some cases, a problem may have several solutions,
and additional requirements are made on the design variables to choose the
desired outcome. For example, the minimum variation of the design variables
is required in the design problem in Ref. [23], where the objective function is
expressed as the variation on the design variables and the structure-acoustic
quantity to be optimized is included as a constraint. A similar approach is
used in Paper A, where the sum of the design variables values is maximized,
and the modal frequency error is included as a constraint. Additional informa-
tion can also be added to the optimization problem by means of regularization
techniques when the problem is ill-posed, as done in acoustic holography appli-
cations, for example [24].
2.3.2 Optimization methods
The objective functions and constraints discussed above are nonlinear, and nu-
merical treatment is therefore required to find a minimum. In general, it is
difficult to ensure global convergence in realistic problems; however, an opti-
mized design will in general be satisfactory enough for engineering purposes.
For this reason, the most extended techniques in structural-acoustic optimiza-
tion are based on sensitivity calculations and subsequent solution of approx-
imate problems, such as in sequential linear or quadratic programming, the
Method of Moving Asymptotes (MMA), the method of feasible directions or
other gradient-based methods, even though they may lead to local minima in
general [9]. Other techniques have also been used in the literature, such as ex-
haustive search (limited to low dimensionality problems) which aims at finding
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a global minimum [25,26], local and global search methods [27] and evolution-
ary strategies [28,29], including genetic algorithms [27,30–32].
In this thesis, the studies presented in Chapters 3 and 4 are done with a con-
strained optimization algorithm implemented in the MATLAB Optimization
Toolbox [33] function fmincon, described in detail in Ref. [34]. For Chapter
5, two topology optimization methods are compared in Paper F, which use
MMA [35] and the Bi-directional Evolutionary Structural Optimization (BESO)
technique [36], also gradient-based.
Both the fmincon algorithm and MMA are based on mathematical program-
ming techniques where the objective function is approximated based on its first
derivatives by a simpler problem that is valid around the current optimization
point. Sensitivity analysis is therefore a key point in all considered optimization
methods. The simplest way to calculate the sensitivity is by approximating it
by Finite Differences (FD). For an objective function g(µ), with µ = [µ1...µn]
being the optimization variables, the sensitivity with respect to one variable is
given by
∂g
∂µi
=
g(µi + ∆µi)− g(µi)
∆µi
, (2.26)
where ∆µi should be chosen as a trade-off between giving a good local approx-
imation and avoiding numerical noise to influence the result. FD calculations
therefore require an extra objective function evaluation for each considered vari-
able, which may become highly computationally expensive when the objective
function calculation is costly. Therefore, it is desirable to obtain the sensitivi-
ties analytically when possible (i.e., for the considered objective functions, when
the system matrices can be differentiated analytically with respect to the opti-
mization variables). For an objective function of the type of eq. (2.23), direct
differentiation gives the analytical gradient (see details in Chapter 3). However,
other functions may not be directly differentiable, and the adjoint method can
be applied in that case [37]. For linear dynamic systems with harmonic excita-
tion described by eq. (2.22), the sensitivity of the objective function
gr(µ) = g(µ,x<(µ),x=(µ)) (2.27)
can be calculated as
∂gr
∂µi
=
∂g
∂µi
+ <
{
λH
[
∂f
∂µi
− ∂(K− ω
2M)
∂µi
x
]}
, (2.28)
where H indicates the conjugate transpose, and λ is the adjoint vector resulting
from solving the adjoint problem
(KH − ω2MH)λ = ∂g
∂x<
+ j
∂g
∂x=
. (2.29)
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The adjoint method is therefore not ”for free” since it requires solving one extra
problem; however, it is more computationally efficient than the FD approach,
which requires one extra solve per optimization variable. Still, if an analytical
expression for the gradient of the system matrices is not available, as in Paper C
and Paper D, FD is the only applicable alternative. For topology optimization,
FD is not an option in practice, since the number of optimization variables is
as large as the number of elements in the design domain; therefore, the adjoint
method has been applied in Paper F.
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Chapter 3
Contact identification by
model updating
The Finite Element Method (FEM) is a powerful numerical modelling tech-
nique that has been under development since its introduction in 1941 with the
work by Hrennikoff [38] and also Courant and Robbins [39]. It has become a
well-established simulation tool for many applications, one of them being vi-
bration analysis. Despite the sophistication of methods, discrepancies are still
commonly found between vibration measurement and simulation data, the main
reasons being [22,40]: (1) model structural errors, due to the difficulty in mod-
elling material properties, joints, edges and non-linearity; (2) model parameter
errors, which result from the difficulty in identifying the correct material prop-
erties or dimensions; (3) measurement errors; and (4) FE mesh discretization
errors.
A main source of mismatch between experimental and simulation data in vibro-
acoustic analysis of hearing aids is the error introduced when modelling me-
chanical contacts between parts. Modelling of the dynamics of mechanical joints
in assembled structures is an extensive field of study with many existing differ-
ent approaches [41], mostly focused in modelling the nonlinear behaviour of the
normal forces and friction between parts. However, linear models of contacts are
desired for harmonic simulations; the options here consist in either bonding the
two structures assuming no separation, or characterising the contact by some
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stiffness and damping properties, which can be identified by model updating
techniques.
Model updating methods are in fact computational routines that were devel-
oped to modify erroneous or unknown material properties in a FE model to
match experimental results as closely as possible; however, they have also been
applied for contact modelling purposes in the literature. Some methods for iden-
tification of joint parameters for flange, bolt or weld joints based on measured
modal frequencies and modal damping ratios can be found in Refs. [42–48].
In those studies, the location of the contact is well-defined and they focus on
estimating its global stiffness and damping. However, in hearing aids, the ac-
tual contact points between manufactured parts can differ significantly from the
designed nominal contact areas due to irregularities introduced in the manufac-
turing process. A technique to determine contact properties by model updating
under these conditions is developed in Paper A, and the basics of contact mod-
elling and model updating techniques are discussed in this chapter.
3.1 Contact modelling
In this section, the types of mechanical contacts encountered in hearing aid
assemblies are summarized, and the introduction of a linear contact model in
a FE model is described.
3.1.1 Mechanical contacts in hearing aids
Hearing aid parts are assembled using a variety of mechanical contacts, the most
used types being the screw, the snap fit, the friction contact and the pin, shown
in Figure 3.1 and described in the following. The friction contact is mainly used
to keep interior parts from falling out when the outer shell structure is opened,
such as in the receiver support in the picture. It consists in using a layer of
a material with a high friction coefficient at the sides of the part. The part is
designed to fit exactly inside the shell, and the high friction prevents it from
falling once it is placed. A snap fit is a joint system where the two parts to be
attached present geometrically opposed shapes which fit together. The parts
undergo a deformation in order to fit one into the other, and return to the
original position to accomplish the fixture. The snap fit is used to fix interior
parts to the shell, and also to hold the battery drawer. The screw and the pin
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connection are mainly used for the purpose of assembling the top and base shell
of the hearing aid.
Figure 3.1: Several types of mechanical contacts in hearing aids
The location of the contact for the friction type is rather well-defined compared
to the pin or the snap fit connections. The contact between the pin and the
plastic parts is enforced by the mechanical design; however, the plastic parts
that it connects (usually the shells) are also in contact between them along an
overlapping surface, where the actual contact points are highly dependent on
manufacturing tolerances. Modelling of the contact in the latter scenario is the
object of study of Paper A, where an assembly of two plastic parts similar to
hearing aid shells with simplified geometry is used for the purpose.
3.1.2 Linear model of joint structures
Since the aim of our work is to obtain a model that can help harmonic simula-
tion results match experimental data, rather than analysing nonlinear physical
phenomena that occur at the contact, a linear lumped element model is con-
sidered. Contacts can be characterised in terms of their stiffness and damping.
Contact damping is mainly induced by friction between parts and existing air
micro gaps, while stiffness is mostly influenced by properties of the contact sur-
face such as hardness, roughness and waviness [44], as well as the geometry and
relative position of the parts. The latter are properties that are highly sensitive
to manufacturing tolerances; therefore, in order to keep the model as simple as
possible, damping is disregarded and only linear springs are considered in the
case studied in Paper A. However, the method described in the following can
include contact damping if an imaginary part is added to the spring constants.
For two coupled structures a and b, the mass and stiffness matrices of the
assembly are built from the mass and stiffness matrices of the independent
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structures and a contact spring stiffness matrix, S, as
M =
[
Ma 0
0 Mb
]
, (3.1)
K =
[
Ka 0
0 Kb
]
+ S = K˜ + S, (3.2)
where Ma and Ka are the system matrices of part a, Mb and Kb are the sys-
tem matrices of part b and matrix S contains the contact spring constants, as
detailed below. An illustration of the coupled model for a case with one contact
spring can be seen in Figure 3.2. Structural damping is disregarded here, but
could be included in a straight-forward way by adding a damping matrix to the
FE models of the independent structures.
Figure 3.2: Model of two coupled structures
Matrix S implements two conditions between the connected degrees of freedom:
equilibrium of forces and proportionality between force and displacement by
Hooke’s law. For one spring (with stiffness s) connecting two nodes (Q1 and
Q2), this is expressed as
s(uQ1 − uQ2) = fQ1 = fQ2, (3.3)
where uQ1 and uQ2 are the displacements of the connected DOFs, and fQ1 and
fQ2 are the sum of forces acting on these nodes. Generalising for more than one
contact spring, the conditions can be implemented in a matrix S that multiplies
the displacement vector in the equation of motion,
S =
N∑
n=1
sn(1Qan − 1Qbn)T (1Qan − 1Qbn), (3.4)
where N is the total number of contact springs, and 1Qan and 1Qbn are vectors
with a value of 1 at Qan and Qbn, respectively, and zeros at the rest, where Qan
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and Qbn are the connected degrees of freedom of part a and part b. Therefore
S is a matrix that contains sn at the diagonal matrix entries (Qan,Qan) and
(Qbn,Qbn), and -sn at the matrix entries (Qan,Qbn) and (Qbn,Qan).
The equation of motion under harmonic excitation of the assembled structures
therefore becomes
((
K˜ + S
)
− ω2M
)
u = f (3.5)
3.2 Model updating
Model updating techniques can generally be classified in two categories: the
direct methods and the penalty methods [49]. Direct methods try to update
the FE model by solving a set of characteristic equations that relate it to the
experimental data. For this approach, big sets of measured data are usually
required, since as many equations as unknown model parameters are needed.
Moreover, the FE matrices are updated directly, which can result in models that
have little physical meaning. On the other hand, penalty or iterative methods
consist in modifying certain model parameters connected to physical proper-
ties to minimize an error function between experimental and modelled results.
Sophisticated optimization techniques can be used for finding the optimal com-
bination of parameter values, which allows for extra flexibility and control by
applying constraints and weighting factors, adjusted according to the user’s
criteria and confidence in the measured data and model parameters [43]. The
second approach is selected in this work due to the difficulty in obtaining re-
liable experimental data, as discussed in the following subsection. For a full
review of model updating techniques, the reader is referred to the work carried
out in the nineties in Refs. [22, 49, 50], and the more recent state of the art
surveys available in Refs. [40, 51].
3.2.1 Experimental data collection
With respect to the measurement data to be matched, model updating tech-
niques can be classified into those working on the frequency response domain
or the modal domain [40]; the first ones try to match Frequency Response
Functions (FRFs) directly, while the second class aims at matching modal pa-
rameters, i.e. modal frequencies, modal damping ratios and/or modal vectors.
Hearing aid parts are characterized by their small size and light weight, which
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makes it challenging to measure vibration frequency responses by the usual
methods, since excitation by hammer or shaker will influence the properties of
the structure [52]; the use of non-invasive methods is therefore required. Typ-
ically, resonant frequencies and Operational Deflection Shapes (ODS) [53] of
hearing aid assemblies are measured by exciting the receiver with a broadband
signal (such as a frequency sweep or pseudo-random noise), and measuring the
response with a laser vibrometer. When a single part is to be measured, an
external acoustic excitation source is used instead.
Using this technique, the input force to the structure is not measured [54], thus
FRFs are not obtained, and modal parameters cannot be calculated by the usual
curve fitting methods [52]. To obtain modal parameters or cross-spectrum func-
tions by non-invasive methods, Operational Modal Analysis (OMA) [55] could
be performed by adding a second laser vibrometer to the setup described above,
which would be used to capture a reference signal. The necessary equipment
for such a setup was not available during the course of this study, though.
Nevertheless, resonance frequencies are usually a good approximation of modal
frequencies, and ODS approximate modal shapes [52], even though the influ-
ence of neighbouring modes can alter them significantly in some cases. The
safest choice given the challenging measurement conditions is therefore to match
model modal frequencies to measured resonant frequencies, and use the ODS to
ensure that the matched frequencies correspond to the same mode. The reader
is referred to Paper A for specific details on the measurement procedure.
3.2.2 Optimization problem formulation
In order to match measurement and model modal frequencies, minimizing an
objective function that expresses the error between them would be the straight-
forward choice. However, the number of available measured modal frequencies
will in general be lower than the number of model parameters, making the
inverse problem ill-posed [56]. Regularization techniques can be used to alleviate
this issue [47]; in our case, we chose to favour a solution that maximizes the
contact stiffness, a choice motivated by the fact that the structures analysed in
Paper A clearly vibrate together when measured, as observed from the mode
shape plots presented therein, which indicates that the contact is strong. To
implement the condition, the objective function is formulated as the inverse of
the sum of all contact spring constants (eq. (3.6)), and subjected to a constraint
(eq. (3.7)) that requires the error function between measurement and model
modal frequencies to be below a threshold, . Additionally, the spring constants
are required to be positive by a second constraint (eq. (3.8)). The resulting
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optimization problem formulation is given as
minimize
p
f(p) =
1∑M
m=1 s(p)
(3.6)
subject to g(p) =
N∑
n=1
(fmodeln(p)− fmeasn)2 <  (3.7)
s(p) ≥ 0, (3.8)
where M is the number of contact springs, N is the number of considered
modal frequencies, fmodeln(s) is the n-th model eigenfrequency, fmeasn is the
n-th measured modal frequency and s(p) is the vector containing the contact
spring constants, which are defined as a function of the vector of model pa-
rameters, p = [p1, ..., pM ]. If each spring was considered as an independent
optimization variable, the problem would become difficult to handle due to the
large dimensionality, and the results may be difficult to interpret. Therefore,
s(p) is a function that defines dependencies between spring constants so that
the number of variables is kept low and the contact is described meaningfully.
Different parametrizations of the contact stiffness are discussed in Paper A.
In order to ensure that the frequencies that are subtracted in eq. (3.7) corre-
spond to the same mode shape, a mode pairing technique can be used. The
reader is referred to section 3.2.1 in Paper A for the specific details on the
procedure.
3.2.2.1 Sensitivity analysis
A wide variety of optimization techniques have been used for model updating
by the penalty method [51]. In the case under study, the constraint optimization
problem described above can most efficiently be solved by nonlinear program-
ming techniques, which imply iterative procedures based on the gradients of
the objective function and constraints. The gradients can be approximated by
finite differences, or specified analytically. The last option is preferred when
possible since it requires fewer objective function evaluations and improves the
computational efficiency. The gradients of eqs. (3.6) and (3.8) are calculated
according to the specific parametrization functions s(p), described in Paper A.
The gradient of the first constraint is discussed in the following; differentiating
eq. (3.7) by the chain rule, we obtain
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∇g(p) = 1
4pi2
N∑
n=1
(
1− fmeasn
fmodeln(p)
)
∇ω2modeln(p), (3.9)
where ωmodeln(p) = 2pifmodeln(p) is the n-th model modal angular frequency
(denoted in the following by ωn for the sake of notation clarity), resulting from
solving the eigenvalue problem
(K(p)− ω2n(p)M(p))Ψn(p) = 0. (3.10)
The dependency on p is neglected in the following for the sake of clarity in
the equations. The term ∇ω2modeln can be obtained as follows. Differentiating
equation 3.10 with respect to a design parameter, pe, and pre-multiplying it by
ΨTn , gives
ΨTn
(
∂K
∂pe
−
(
∂ω2n
∂pe
M + ω2n
∂M
∂pe
))
Ψn + Ψ
T
n (K− ω2nM)
∂Ψn
∂pe
= 0; (3.11)
assuming that the eigenvectors are normalized with the mass matrix so that
ΨTnMΨn = 1, (3.12)
and matrices K and M are symmetric, implying
ΨTn (K− ω2M) = 0, (3.13)
the derivative of ω2n can expressed as
dω2n
dpe
= ΨTn
(
∂K
∂pe
− ω2n
∂M
∂pe
)
Ψn. (3.14)
Given that the design parameters only affect the stiffness matrix, and more
specifically the contact stiffness matrix S, the expression is reduced to
dω2n
dpe
= ΨTn
∂S
∂pe
Ψn. (3.15)
Therefore,
∇ω2modeln =
(
ΨTn
∂S
∂p1
Ψn, ...,Ψ
T
n
∂S
∂pM
Ψn
)
, (3.16)
where the terms ∂S∂pm are calculated according to the parametrization functions
s(p).
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3.3 Contribution
In Paper A, a procedure to characterise the contact stiffness and localize the
most probable contact areas between two assembled parts is presented. The con-
tact is modelled by linear springs that connect all nodes that lie on the nominal
contact area, and their stiffness constants are determined by a model updating
technique that minimizes the error between measured and model modal fre-
quencies. Since the number of contact springs is too large to consider each of
their stiffness constants as an independent model parameter, the key contribu-
tion in the paper consists in the development of an efficient parametrization of
the spring constant values as a function of their location. Several parametriza-
tion functions are compared for a numerical validation case, showing that the
number of model parameters must be selected as a trade-off between the dimen-
sionality of the problem and the accuracy of the results being at a desired level.
A 36-parameter model based on a Fourier series approach where the Fourier co-
efficients are the model parameters is proposed as an outcome of the study. By
identifying the contact parameters for several sets of experimental data mea-
sured under varying contact conditions, the variability of the contact between
two small plastic parts due to the dis-assemblage and assemblage process is
characterized.
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Chapter 4
Model reduction for
optimization problems
A main goal of this PhD project is to investigate how reduction techniques
can be applied in hearing aid coupled structure-acoustic FE models to speed
up vibro-acoustic response optimization. Together with design, control and un-
certainty quantification, optimization is one of the applications that require
repeated evaluations of a model for varying values of certain parameters, where
parametric Model Order Reduction (pMOR) techniques become relevant [57].
Parametric model reduction is a projection-based approach to surrogate mod-
elling, which is preferred to other available approaches such as data-fit and
hierarchical models [58] when dealing with dynamic systems, since projection-
based methods preserve the underlying structure of the system, allowing for
the reduced version to be evolved in time or evaluated at different frequencies.
In projection-based reduction, also known as the Rayleigh-Ritz procedure, it is
assumed that the response of the system can be described in terms of a set of
basis vectors. For a system in Rn of the type introduced in Chapter 2,
(K− ω2M)x = f , (4.1)
where K and M ∈ Rn×n are the structure-acoustic coupled stiffness and mass
matrices, f ∈ Rn is the external force vector, the state vector x ∈ Rn can be
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approximated as
x ≈ x˜ = η1v1 + η2v2 + · · ·+ ηmvm =
=
m∑
i=1
ηivi = [v1 . . .vm]
 η1...
ηm
 = Txr, (4.2)
where x˜ ∈ Rn is the approximated (or reconstructed) state vector, xr ∈ Rm is
the reduced state vector, T ∈ Rn×m is the transformation matrix, and m < n.
Introducing the approximation into the equation of motion and pre-multiplying
it by TT , the system is reduced to
(TTKT︸ ︷︷ ︸
Kr
−ω2 TTMT︸ ︷︷ ︸
Mr
)xr = T
T f︸︷︷︸
fr
. (4.3)
The full-dimensional system as expressed in eq. (4.1) will be referred to in the
following as the full model, and the system in eq. (4.3), as the reduced system.
The Chapter is organized as follows. The basis vectors that form the transfor-
mation matrix T can be computed using different techniques, which are sum-
marized in Section 4.1. The basis vectors will in general be sensitive to changes
in the optimization variables, which motivates the introduction of pMOR tech-
niques that avoid having to re-calculate them for each variation of the param-
eter values. An overview of pMOR techniques is given in Section 4.2, and error
measures are discussed in Section 4.3. The author’s contribution in the topic is
outlined in Section 4.4.
4.1 Reduction basis construction techniques
Model Order Reduction (MOR) methods in structural dynamics have been re-
viewed and compared in several publications, for example in Refs. [59, 60]. In
general, basis computation methods can be divided in: modal-based, Krylov
subspace, balanced truncation and Proper Orthogonal Decomposition (POD).
Modal methods have been used most extensively in the field of structural vi-
bration, while Krylov subspace, modal truncation and POD have been adopted
more recently from other fields such as electronics or control systems design. In
the following, we summarize the most relevant techniques and give insight into
their application in structure-acoustic interaction problems.
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4.1.1 Modal-based reduction
Modal methods consists in using a truncated set of modal vectors as a reduction
basis. The modal vectors for problem 4.1 are obtained by solving the eigenvalue
problem (
K− ω2iM
)
ψi = 0, (4.4)
where ωi and ψi are the modal frequency and vector corresponding to mode
i. The transformation matrix T is then formed by concatenating the set of M
lower frequency modes,
T = ΨM = [ψ1ψ2, . . . ,ψM ]. (4.5)
For purely structural problems, this yields an orthogonal vector basis that not
only reduces the system but also diagonalizes matrices M and K, leading to a
decoupled system of equations. However, for coupled fluid-structure interaction
problems, the resulting modal vectors are not mutually orthogonal due to the
asymmetry of the system matrices, and the so-called left eigenvectors are also
needed to decouple the system. They can be calculated by solving the eigenvalue
problem (
KH − ω2iMH
)
ψLi = 0, (4.6)
where the superscript H indicates the conjugate transpose matrix (or just the
transposed, if the matrices are real), and ψLi is the ith left eigenvector. However,
a relationship between left and right eigenvectors for undamped problems was
shown in Ref. [61] and extended to problems with damping matrix in Ref. [62],
which avoids having to solve an extra eigenvalue problem to obtain both sets of
vectors. For a system of the form of eq. (2.20), the right and left eigenvectors
are related as
ψLi =
[
ψLsi
ψLai
]
=

[
ψRsi
1
ω2i ρa
ψRai
]
, ωi 6= 0
[
0
ψRai
]
, ωi = 0
where the subscripts s and a denote the structural and acoustic DOFs of the
eigenvectors, respectively. Then, a reduced and decoupled system can be ob-
tained by pre-multiplying the equation of motion by the left eigenvector set and
projecting the response vector on the right eigenvector basis,
(ΨLM )
H
(
K− ω2M)ΨMxr = (ΨLM )Hf . (4.7)
Since solving an unsymmetric eigenvalue problem is computationally more de-
manding than solving a symmetric one, a method that uses the uncoupled
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structural and acoustic modes was suggested in Ref. [15]; however, using modes
that include information about the coupling is desirable from an accuracy point
of view. The technique used in Refs. [63, 64] consists in using only the coupled
right eigenvectors and orthogonalising them. The procedure splits the fluid and
structural parts of the modal vectors and orthogonalises them with respect to
the acoustic and structural mass matrices, respectively, since the split-field or-
thogonalization gives a better numerical condition of the resulting matrices [64].
Different combinations of this technique (Split Field method) and the modal
reduction technique with left and right eigenvectors (Left-Right method) are
described and compared in detail in Papers B and C, where it is concluded that
the Field Split method is the most accurate option for the considered problems,
and it is therefore used in Paper D.
An advantage of modal-based methods is that the reduction basis describes the
system independently of its inputs and outputs, and can therefore be used for
different excitation configurations once it is built. Moreover, the basis vectors
can be calculated according to an upper frequency bound using an iterative
solver, and therefore the number of vectors M does not need to be specified a
priori. However, an upper frequency limit that ensures a good resulting accu-
racy may have to be much higher than the upper analysis frequency of interest,
since the low frequency contribution of higher modes affects the response. The
FE mesh required for such high frequency mode calculation should be much
finer than the one required for the upper analysis frequency, making it highly
computationally expensive to solve the eigenvalue problem, which defeats the
purpose of model reduction.
Some techniques that account for the static contribution of truncated modes
using information about the input force vector have been developed in the lit-
erature, such as the mode acceleration and the modal truncation augmentation
methods [65]. The independence of the reduction from the input force is then
lost; however, this is not an inconvenience in the type of optimization prob-
lems considered in this thesis, where the input to the system does not vary.
In Paper D, a variation of the static correction technique that includes forced
response vectors at several frequencies within the frequency range of analysis
is used, which is shown to improve accuracy significantly. The forced responses
are denominated enrichment vectors, and can also be seen as first order Krylov
subspace vectors, which will be described in Section 4.1.2.
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4.1.1.1 Component Mode Synthesis
Component Mode Synthesis (CMS) or substructuring techniques are a varia-
tion of the modal techniques where the global structure is divided into smaller
substructures, which are reduced individually and coupled together at the in-
terfaces. CMS was the first approach to model reduction developed in the field
of structural dynamics; it was introduced in the 1960s with the Craig-Bampton
method [66], which became the most popular choice in the field, even though
several other approaches have been developed by other authors, see Ref. [67]
for a complete review.
The CMS methods arose due to the limitations in the available computational
power at that time, which did not allow for solving large FE models of large
structures at once, motivating the division of the system in smaller parts. Nowa-
days, fast solving techniques for sparse matrix systems such as those obtained
by the FEM have been developed, reducing significantly the computational
cost of solving full FE models. The matrices resulting from a CMS reduction
(or other projection-based reductions that do not diagonalize the system) are
not sparse any more, though, and the efficient sparse solvers can therefore not
be used on the reduced systems. For this reason, solving a reduced system may
become more computationally expensive than solving the complete system in
some cases, depending on the achieved DOF reduction rate. In CMS techniques,
the substructure DOFs are divided into internal (xi) and boundary (xb) DOFs.
The transformation matrix is then formed by two types of vectors: vibration
modes (ψ) and interface vectors (φ), so that[
xb
xi
]
= [ψ φ]
[
xb
xr
]
, (4.8)
where xr are the reduced internal coordinates, with as many components as
considered vibration modes, and the boundary DOFs xb remain unchanged.
The number of boundary DOFs therefore plays a key role on the achieved re-
duction rate; even though interface reduction techniques have been developed
to improve efficiency [64,68], this makes CMS methods most applicable to struc-
tures that can be divided at small interfaces, such as the piping systems studied
in Refs. [63, 64].
In Paper C, the Craig-Bampton method is described in detail and compared
to a pMOR global modal reduction technique for optimization of a simplified
hearing aid model. The latter option performs more efficiently in the considered
cases, even though CMS also introduces an improvement in solving time com-
pared to the full system case. CMS could still be an interesting option in the
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context of optimization in cases where pMOR techniques cannot be applied,
since it makes it possible to reduce all parts in a model except for that where
the changes take place. However, this option has not been further investigated
in this thesis.
4.1.2 Krylov subspace method
The Krylov subspace method is a rational interpolation technique based on the
theory of moment-matching and Pade´-type approximations [57]. This family of
methods aims at approximating the input-output transfer function of a system
within a given frequency range by a so-called moment expansion, where the
reduced system matches the first coefficients of this expansion. The moment
matching procedure is related to projections on a Krylov subspace, which pro-
vides an efficient reduction basis calculation method. The relation between Pade´
approximation and the Krylov subspace was first shown in Ref. [69], where a
method called Pade´ via Lanczos was proposed. The Lanczos method is one of
the most used algorithms for Krylov subspace calculation, together with the
Arnoldi algorithm [70,71].
The Krylov subspace method has been developed for first-order state-space
systems of the form,
Ex˙ = Ax + bu (4.9)
y = cTx,
where x is the state vector, y is the output vector, related to x by vector c,
E and A are the system matrices, and bu defines the input. The second-order
system that describes the dynamics of our problem, stated in eq. (4.1), can be
converted to this form; starting from its time domain expression,
Mx¨ + Kx = f , (4.10)
it can be formulated into first-order state-space form by adding an additional
equation, as [
I 0
0 M
] [
x˙
x¨
]
+
[
0 −I
K 0
] [
x
x˙
]
=
[
0
f
]
(4.11)
y = lT
[
x
x˙
]
,
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with l being a vector that selects the response vector components that should
be included in the output vector, y.
In the frequency domain, the transfer function for eq. (4.9) is defined as
H(ω) = cT (jωE−A)−1b, (4.12)
which can be expressed in the form of a moment expansion,
H(ω) =
∞∑
n=0
(−1)nMn(jω0)(jω − jω0)n, (4.13)
where ω0 is the expansion point (or frequency) where the approximation is
matched, and the moments are calculated by the Taylor expansion formula,
Mn(jω0) = c
T [jω0E−A]n(jω0E−A)−1b. (4.14)
The goal of the Krylov subspace expansion is to find a reduction basis such
that the transfer function of the reduced system matches the first k moments
of the transfer function of the original system. It turns out that such reduction
basis vectors are given by the Krylov subspace,
T = Kk
(
(A− jω0E)−1, (A− jω0E)−1b
)
, (4.15)
where the Krylov subspace of an arbitrary matrix P and vector r is defined as
Kk(P, r) = span
{
r,Pr, · · · ,Pk−1r} . (4.16)
For a prove of the moment matching property, see Ref. [60].
Even though the concept behind moment matching methods can appear cum-
bersome, the calculation of the basis vectors can be done by relatively simple
algorithms, and several techniques to calculate Krylov subspace vectors effi-
ciently can be found in the literature. Moreover, the fact that the matrices are
unsymmetric for the coupled structure-acoustic problem does not pose extra
challenges, and the methods can be applied straight-forwardly. In Report E , a
Krylov subspace method is used to reduce a structure-acoustic coupled model
of a hearing aid with surrounding air, where the Arnoldi method developed for
second-order dynamic systems described in Ref. [71] is employed.
The most expensive step in the Krylov subspace computation process is the
inversion of matrix (A− jω0E), which is necessary to calculate the first Krylov
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subspace vector. The matrix LU-decomposition is then stored and used there-
after to obtain the rest of vectors by cheap matrix-vector multiplications; in-
creasing the order of the subspace k is therefore computationally cheap. For
larger k values, the approximation holds for wider frequency ranges around the
expansion point. However, several Krylov subspaces calculated at different ex-
pansion points can also be combined in one reduction basis in order to achieve
an accurate reduction along a wider frequency range. Determining the optimal
k value and number of expansion points is not trivial, since an a priori error
estimator is not available. However, an algorithm that aims at automatising
such choices is given in Refs. [72, 73].
4.1.3 Balanced truncation
Balanced truncation is a method that is most used in the field of systems
and control. It is based on finding a so-called balanced realization, for which
the states are ordered according to their contribution to the input-output be-
haviour, and a reduced system is obtained by discarding the states that con-
tribute the least. The implementation of such procedure, described in detail in
Ref. [60], involves the solution of two full-rank Lyapunov equations, which is
computationally expensive and limits the application of this technique to sys-
tems of order O3 or lower. This method is therefore not further considered in
this thesis, since typical FE models of hearing aids are of orders above O5.
4.1.4 Proper Orthogonal Decomposition
Proper Orthogonal Decomposition (POD) is a method that works in the time
domain, unlike the previously discussed techniques. The concept behind it is
related to principal component analysis, and it consists in building a reduction
basis by assembling system response vectors calculated at several time instants
(referred to as ”snapshots”) into a matrix, and orthogonalizing it (also eliminat-
ing vectors that contain repeated information) to avoid rank-deficiency in the
resulting vector basis. Since full system solutions are required to construct the
reduction basis, POD is in general less efficient than the previously discussed
methods; however, an advantage of this method is that it makes no assumptions
about the underlying system, and it can also be applied to nonlinear systems,
for example. It was first introduced to study turbulent flows in Ref. [74], and
it has been applied in a wide variety of problems ever since, being the method
upon which the so-called Reduced Basis method is built [75, 76]. In the appli-
cations considered in this thesis, the methods discussed previously are better
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suited since harmonic linear systems are considered; therefore, POD has not
been applied in the contributed work.
4.2 Parametric Model Order Reduction
Parametric model order reduction techniques are developed with the aim of
improving computational efficiency in reduction of systems with parametric
dependencies, i.e. to avoid re-calculating a new reduction basis for each pa-
rameter value combination that needs to be evaluated. pMOR techniques can
be used in combination with any of the reduction basis computation methods
outlined in the previous section; the underlying idea consists in computing a
number of local reduction basis at some sampled points of the parameter space
and approximating the reduced systems at other points based on the available
set of bases.
Parameter dependency can be introduced in eq. (4.1) as(
K(µ)− ω2M(µ))x(µ) = f(µ), (4.17)
where µ = [µ1, . . . , µP ] is the vector of model parameters. The parameter space
is sampled at M points µ1, . . . ,µM , where local reduction bases are computed
using a reduction basis construction method of choice, yielding a set of local
transformation matrices T1, . . . ,TM (where Tm ≡ Tµm).
Based on the pMOR review paper by Benner et al. [57], different approaches
to approximating the reduced system at non-sampled points are summarized
in this section, and the choice of parameter sample points is discussed at the
end.
4.2.1 Methods
4.2.1.1 Global reduction basis
The global reduction basis approach consists in assembling one single transfor-
mation matrix that includes information of all the computed local reduction
bases. The most straight-forward method to construct the global transforma-
tion matrix is by concatenation of the local reduction bases,
Tˆ = [T1,T2, . . . ,TM ] . (4.18)
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When using Krylov subspace methods, a more accurate way to obtain a global
reduction basis would be to consider a multivariate Taylor expansion of the
transfer function, H(jω,µ), and match moments in the parameter domain be-
sides the frequency domain. In both cases, it is probable that the obtained global
basis contains some linearly dependent vectors, leading to a rank-deficient
global basis Tˆ. Therefore, the concatenation is usually followed by a Singu-
lar Value Decomposition (SVD) or QR decomposition that reveals the rank of
the matrix and allows for elimination of the repeated components.
The matrix concatenation approach is also described in Ref. [77], where a review
of pMOR techniques for structural FE models is given. A smart orthogonaliza-
tion technique based on vector products linked to the kinetic and strain energy
is suggested therein, described in the following. The transformation basis is
required to be mass- (or stiffness-) orthonormal, i.e.
TTMT = I, (4.19)
where T is the orthogonalized transformation matrix, calculated as follows:
the SVD of the mass matrix reduced using the rank-deficient matrix Tˆ is first
calculated as
TˆTMTˆ = UΣV, (4.20)
where Σ is a diagonal matrix containing the singular values, and U and V are
unitary matrices, which are also equal and orthogonal if the decomposed matrix
is symmetric, and therefore (V−1)T = V = U. The columns of matrix U corre-
sponding to a singular value in matrix Σ with a value below a certain threshold
are discarded, yielding the truncated matrix Ut. Theoretically, this threshold
would be zero; however, due to the numerical noise involved in real computa-
tions, a recommended value for the threshold is a multiple of the floating-point
relative accuracy [78], weighted by the largest singular value and the number
of vectors in Tˆ (in order to penalize large reduced models [77]). Substituting
U and V by Ut in eq. (4.20), moving the right-hand side terms to the left side
and equating it to eq. (4.19), we obtain
T = TˆUtΣ
−1/2. (4.21)
If the decomposed matrix is not symmetric, the procedure is applied equally
and two (left and right) transformation matrices are obtained instead,
TR = TˆVtΣ
−1/2 (4.22)
TL = Σ
−1/2UtTˆ. (4.23)
The projection of the system is then done by pre-multiplying the system ma-
trices by TL and post-multiplying them by TR.
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Besides the fact that mass-orthonormal bases are advantageous because they
take scaling of different types of DOFs and distribution of structural properties
into account, an advantage of this orthogonalization method is that the calcu-
lated SVD (on a matrix in Rk×k, with k being the total number of vectors in
matrix Tˆ) is computationally cheaper than calculating the SVD of matrix Tˆ
(in Rn×k), since the dimensions are smaller.
The obtained transformation matrix T can then be used to reduce the system
matrices for any parameter point using the projection approach described in
eq. (4.3). The technique described up to this point is used in Papers B, C and
D and Report E in this thesis, where it is referred to as Multi-Model Reduction
(MMR) method.
In [57], a way to improve efficiency by avoiding the projection step of the sys-
tem onto the reduction basis for each parameter point evaluation is suggested.
The procedure can only be applied to system matrices with affine parametric
dependence, defined for a generic system matrix, A, as
A(µ) = A0 +
L∑
i=1
f i(µ)Ai, (4.24)
where the scalar functions f i determine the parametric dependency, and Ai for
i = 0, . . . , L are parameter independent and can therefore be reduced a priori
as Air = T
TAiT. The reduced system matrix for any parameter value can then
be calculated without extra projection operations, as
Ar = A
0
r +
L∑
i=1
f i(µ)Air. (4.25)
If an affine representation does not exist, it can also be approximated as a Tay-
lor expansion.
Another technique for global basis construction is the so-called bilinearization
approach. The technique is very efficient; however, it is only applicable to sys-
tems of the form in eq. (4.9) where only matrix A is parameter-dependent and
the parameter changes are of low rank. A great advantage of the technique
is that parameter sampling is not needed, since the parameter dependency is
removed and expressed as extra inputs. However, the problems studied in this
thesis do not fulfil the required assumptions and the method is therefore not
applied. More details can be found in [57,79].
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4.2.1.2 Interpolation of local information
Another approach to pMOR consists in interpolating information from the cal-
culated local reduction bases at a new parameter point. An advantage of these
techniques is that the resulting reduced system is smaller than when using a
global reduction basis, and equal to the number of vectors contained in one
local basis. A drawback is that interpolation techniques become cumbersome
when multiple parameters are considered, and cases with more than 10 pa-
rameters have not been investigated [57]. A review on interpolatory MOR for
frequency response calculation (i.e. interpolation on the frequency domain) in
vibro-acoustic problems can be found in Ref. [80].
Three types of interpolation are possible: interpolation of reduction bases, in-
terpolation of reduced systems, and interpolation of transfer functions. In the
first approach, the local reduction bases are interpolated at the new parame-
ter point; however, one should be careful when applying this technique, since
direct interpolation can lead to bases that do not preserve desired properties.
Thus, the quantity that should be interpolated is rather the underlying sub-
space [81]. One approach is to interpolate the subspaces corresponding to Tm
for m = 1, . . . ,M on a tangent space to a manifold of these subspaces that
is chosen to preserve desired properties. Further details on the method can be
found in Refs. [57, 81].
Like in the case of global reduction basis, the basis interpolation technique re-
quires the projection of the system into the reduced basis for each parameter
point, unless an affine parameter representation is available. On the other hand,
the two other interpolation methods inherently avoid this issue. For reduced sys-
tem interpolation, the projection is only done at the parameter points where
the local bases are calculated. Thereafter, the reduced systems are interpolated
directly for any other parameter point. Again, straight-forward interpolation is
not recommended, and a similar approach to that used in interpolation of re-
duction bases can be used. One should also notice that a congruence transform
of the local bases must be done prior to reduction, in order to ensure that all
reduced systems are expressed in the same coordinates. Lastly, interpolation of
local transfer functions is another method that can be used, which provides an
input/output representation of the system but not a state-space form; however,
it has been reported to introduce spurious poles in the reduced transfer func-
tion [57].
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4.2.2 Parameter sampling
All described pMOR techniques are based on the assumption that a set of local
reduction bases that contain enough information to represent the whole param-
eter space is available. The selection of points where local bases are calculated
can therefore be seen as a sampling process. The number and choice of the
sampled points should be such that the reduction of models corresponding to
any other point in the design domain is accurate. However, the calculation of
local bases is in general computationally costly, and oversampling of the pa-
rameter space should also be avoided. For low-dimensional spaces, it is possible
to perform a grid or random sampling without compromising the efficiency
excessively; however, as the number of parameters increases, such approaches
become too time consuming.
Problem-adaptive efficient parameter sampling methods for high dimensional
parametric models have been developed in the literature, the most extended
technique being greedy algorithms. Recently, other adaptive techniques in the
context of optimization problems that construct the reduction basis on-the-fly
during the optimization loop have also been proposed. These two approaches
are described in the following.
4.2.2.1 Greedy sampling
The idea behind greedy algorithms consists in adaptively sampling the design
space for a specific problem in order to obtain the most efficient reduction basis.
The basic algorithm can be described in two steps:
1. Given a reduction basis, find the point in the parameter space where the
reduction error is highest;
2. Calculate the local reduction basis at the found point;
which are repeated until the highest reduction error in the parameter space is
below a specified threshold, τ . For step 1, the reduction error can be calculated
by comparing the reconstructed state vector to the full FE model state vec-
tor. However, this approach is not applicable in practice, since it would involve
solving the full model at a large number of points in the design space, defeating
the purpose of applying model reduction. An alternative is using cheap error
estimators or residual-based error indicators, which will be discussed in Section
4.3, that allow for approximating the error in a fast way. The search of the
point with highest error can then be done by a simple grid approach if the
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number of parameters is low, or by solving a series of model-constraint opti-
mization problems [82]. The optimization problems may be non-convex, and
therefore global convergence is not ensured; however, even if local minima are
found, the technique turns out more efficient than pure random sampling. Op-
timization approaches are however only useful in practice if a very cheap error
estimator is available, since many queries to the error function are needed to
reach convergence for every optimization problem. In Report E , a grid search
greedy algorithm that uses a residual-based error indicator is applied to sample
a 4-parameter space for a hearing aid model .
4.2.2.2 Adaptive sampling in optimization problems
Optimization problems differ from other applications of pMOR techniques such
as system control and uncertainty quantification in that only a small part of
the design domain is explored on the online phase, i.e. the path followed by the
optimization algorithm. Therefore, unless the dimensionality of the problem is
very small, calculating a set of local bases that represents the whole parameter
space is not the most efficient approach to apply, since most of the included
information will not be exploited. It is therefore desired to construct reduction
bases that only contain information relevant to the optimization path. A way
of achieving this goal is to start with one single local reduction basis that is ac-
curate at the initial optimization point, and add new local bases to the current
available set when necessary during the optimization.
In that direction, adaptive sampling techniques based on optimization trust-
region methods have been developed recently [83–85]. They consist in solving a
series of optimization problems within a trust-region determined by an available
reduction error bound. The trust-region is enlarged for each consecutive opti-
mization problem, since a local reduction basis is added for the end point of the
previous optimization problem. This technique ensures that each added local
basis is fully exploited; however, the required error bounds are only available
for specific types of problems. Another, more straight-forward, approach that
can also work with residual-based error indicators consists in calculating new
local bases during the optimization loop when the reduction error indicator at
a new point in the optimization path becomes too large. This idea has been
applied for static structural topology optimization problems in Ref. [86], and
it is used in Paper D in this thesis, where an implementation algorithm is given.
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4.3 Accuracy assessment and error estimators
Model reduction techniques down-size large discrete systems in an efficient way
by capturing the most relevant information and discarding less important de-
tails. En error is therefore inherently introduced in the process. Several choices
must be made when applying any of the reduction techniques discussed in this
chapter, i.e. the frequency limit of the included modes in modal methods, num-
ber of expansion points and order in Krylov subspace, parameter samples in
pMOR techniques, etc. A reduction basis will be accurate enough when the
reduction error that it introduces is below a certain required level, which will
determine the choices and therefore the final size of the basis.
4.3.1 Error measures
Error measures are defined according to the quantity of interest in each appli-
cation, typically being [87] modal frequencies, modal vectors, system response,
effective masses or reaction forces (most useful for CMS methods, see for exam-
ple [88]). The relative error for a vector of modal frequencies or for the system
response vector can be calculated in terms of the 2-norm as
 =
||v− v˜||2
||v||2 (4.26)
for a generic vector of quantities of interest v, with v˜ being the approximation
obtained from the reduced system. Different accuracy criteria can be required
for the relative error depending on the application; typically, a 1% error re-
quirement is used. For modal vector accuracy, the Modal Assurance Criterion
(MAC)
MAC(x, y) =
|ψTx ψˆy|2
(ψTxψx)(ψˆ
T
y ψˆy)
, (4.27)
where ψx are the full system modal vectors and ψˆy are the approximated modal
vectors, is typically used. The MAC takes values between 0 and 1, 1 indicating
linear dependency and 0 indicating orthogonality. Normally, modal vectors are
considered accurate enough if a MAC value above 0.9 is obtained.
The calculation of the aforementioned error measures can be useful to check the
accuracy when developing new model reduction methods; however, they cannot
be used for the purpose of automatising the choices for constructing reduction
bases (i.e. determining the necessary size of the basis for a specific problem)
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since they require the full system solution, which we are trying to avoid with
model reduction. Automatising the parameter sampling process for pMOR tech-
niques is especially relevant, as described in Section 4.2.2, and therefore error
estimators and indicators have been developed to make reduction error eval-
uation possible. Most application cases focus on approximating the error on
the response vector, and some of the available techniques are described in the
following subsection.
4.3.2 Error approximation
A priori error estimators have not been developed in the literature for the con-
sidered reduction methods to the author’s knowledge; therefore, it is not possi-
ble to know the size of the reduction basis needed to achieve a given accuracy.
However, iterative techniques where the error is checked a posteriori and the
reduction basis is further enriched if needed can be applied to achieve a certain
desired accuracy. Some a posteriori error estimators are available for systems
arising from the discretization of certain types of parametrized Partial Differ-
ential Equations (PDEs) [89, 90] when the so-called Reduced Basis method is
applied [75,76]. Error estimators of this type can be computed very efficiently;
however, the fact that they are limited to PDEs with certain underlying struc-
tures (i.e. parabolic PDEs [57] or affinely parametrized elliptic PDEs [90]) does
not make them not applicable in the cases studied in this thesis. Error bounds
are directly available for balanced truncation reduction methods [57]; however,
as mentioned in section 4.1.3, balanced truncation is not suitable for reduction
of large systems and it is therefore not usually applied in the field of structural
dynamics.
A posteriori residual-based error indicators, on the other hand, are applicable to
any type of problem and reduction method. They are based on the computation
of the force residual when the reconstructed response vector is inserted into the
high-dimensional system,
∆f =
(
K− ω2M) x˜− f, (4.28)
which is a relatively inexpensive step since it only requires forward matrix-
vector operations. The force residual has been directly used as an error indicator
in some works [84, 91]; even though it is a good indicator of how good a solu-
tion of the system the reconstructed vector is, one would aim at approximating
the error measure on the quantity of interest, as expressed in eq. (4.26), when
the goal is maximizing the efficiency of adaptive parameter sampling. Some
techniques have been developed for Krylov subspace reduction methods [92,93]
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which make use of inherent properties of the reduction technique. A more gen-
eral technique is investigated in Paper D and Report E in this thesis, which
consists in finding a relationship between the force residual and the state vector
error from data collected at points where the true error is available (i.e. points
where a local reduction basis is calculated), based on the approach suggested
in Ref. [94] for POD reduction techniques.
4.4 Contribution
Papers B, C and D, and Report E contain the work developed by the author in
the field of parametric model order reduction for vibro-acoustic problems. The
documents are summarized in the following.
In Paper B, several approaches to building a modal-based reduction basis for
coupled fluid-structure interaction systems with unsymmetric matrices is in-
vestigated, both for single model reduction and for pMOR. The use of left and
right eigenvectors versus orthogonalized right eigenvectors in the construction
of the reduction basis is evaluated in terms of accuracy and efficiency, with ap-
plication to a model of a plate coupled to an air column where the thickness of
each element in the plate is an optimization variable (i.e. for a high-dimensional
parametric space).
In Paper C, two reduction frameworks for optimization of a hearing aid model
with 2 parameters are discussed. One approach consists in applying the CMS
method to reduce the parts of the model that remain unchanged during the op-
timization, and couple the reduced substructures with the full model of the part
where the optimization takes place. The other approach consists in applying a
pMOR technique based on concatenation of local reduction bases to reduce
the complete model, without substructuring. The results show that the pMOR
technique achieves higher reduction rates and therefore yields faster calculation
times of the reduced system response, which makes it a more suitable option for
the considered problem. However, the time spent in building the reduction bases
for each approach is not taken into account in the comparison. Even though
one could expect that the CMS technique is mainly burdened by the number of
DOFs in the unreduced part, it turns out that the number of interface DOFs is
the main efficiency limitation factor. Applying interface-reduction techniques,
this approach could be promising for cases where pMOR techniques are not
applicable, for example, when changes in the parameters affect the mesh and
concatenation/interpolation of local bases is not possible.
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Paper D presents a pMOR sampling technique that adapts to the optimization
path, with application to the hearing aid model presented in Paper C, con-
sidering 4 parameters. The main improvements with respect to Paper C are
the enrichment of the modal reduction bases with response vectors to improve
accuracy, the development of a residual-based error indicator suitable for the
studied problem, and the introduction of an adaptive sampling algorithm for
optimization problems.
In Report E , different extensions of the methods and applications presented in
Papers B to D are developed. Firstly, the plate problem studied in Paper B is
optimized using the adaptive pMOR (apMOR) technique developed in Paper
D, showing that it is also suitable for problems with high-dimensional param-
eter spaces. Secondly, the hearing aid problem studied in Papers B and C is
extended to include an acoustic domain surrounding the hearing aid to allow for
optimization of the outside pressure. The model is optimized using the apMOR
technique developed in Paper D; however, it turns out that modal-based re-
duction is not well-suited for the technique used to implement the Sommerfield
boundary condition, and a Krylov subspace method is used to calculate the
local reduction bases instead. Lastly, a greedy sampling approach is demon-
strated for the calculation of a global basis valid for the 4-parameter space
considered in the hearing aid model in Paper D. The pMOR and local basis
construction techniques are the same as in Paper D, but an improved version
of the residual-based error indicator is provided.
Chapter 5
Topology optimization
Topology optimization is a FE based design technique that was first introduced
by Bendsøe and Kikuchi in 1988 [95] for mechanical problems. Since then, the
method has developed in different directions and fields, including fluids, acous-
tics, electromagnetics, optics, etc. Topology optimization tries to answer the
question of how to distribute material within a given design domain in order to
optimize system performance. Compared to other structural optimization tech-
niques, the algorithm is given almost complete freedom to come up with new
structural designs, since no specific shape or placement of holes is prescribed.
In this chapter, an overview of the methods available in the literature is given,
and implementation details for density methods are reviewed. At the end, the
contribution to the topic of Paper F included in this thesis is outlined.
5.1 Overview of methods
Topology optimization methods can be classified according to several criteria;
different methods have been developed independently, giving rise to different
terms arising for similar concepts in the literature sometimes. In the review pa-
per by Sigmund and Maute [96], some of these concepts are clarified and related.
A general classification can be made between gradient and non-gradient based
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methods; the second approach being evaluated in Ref. [97] with the conclusion
that such methods are not suited for the vast majority of topology optimization
problems. Another classification can be done according to the definition of the
optimization variables: in density methods, each element in the given design
domain has an associated design variable, denominated density, which can vary
between 0 and 1 and determines whether the element material is solid (1), void
(0) or something in between; in level set methods, the interface between the
solid and void domains is defined by a level set function, and it is the shape of
that function that is optimized.
Furthermore, within density methods, one can distinguish between the most
traditional approach where values of the design variable between 0 and 1 are
allowed (continuous variable) and the optimization is solved by mathematical
programming algorithms, and evolutionary approaches, where the density vari-
able can only take the extreme values (discrete variable) and elements are added
or removed according to their associated sensitivity value. The first approach
has been referred to in the literature as SIMP (Simplified Isotropic Material
with Penalization), even though this is actually the term for the material in-
terpolation scheme that it uses [98], which can also be employed in evolution-
ary methods [96]. The distinctive characteristic between the two techniques is
therefore in the design variables updating routine: mathematical programming
for the first, with the Optimality Criterion (OC) and the Method of Moving
Asymptotes (MMA) [35] being the most used methods, and evolutionary tech-
niques for the second. Evolutionary topology optimization started with the so-
called ESO (Evolutionary Structural Optimization) technique [99, 100], where
elements could only be removed, and it was later extended to the Bi-directional
approach, BESO [101]. The aforementioned classification is illustrated in Dia-
gram 1.1. A full review of the different methods for structural vibration prob-
lems can be found in Ref. [102].
5.2 Implementation of density methods
In this thesis, we consider density methods and their application to structure-
acoustic interaction problems. In this section, some challenges and techniques
used in the implementation of density methods to ensure convergence to good
designs are discussed; for the specifics about the application to fluid-structure
coupled problems the reader is referred to Paper F.
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Diagram 5.1: Topology optimization methods classification
5.2.1 Interpolation schemes
Density based methods consist in defining an optimization variable (density)
for each element in the design domain, which can vary between 0 and 1 allowing
the element to transition between solid and void. A first question that arises
in this context is how the density variable and the material properties of the
element are related. In static structural problems, where the method was firstly
applied, the density variable defines the value of the Young’s modulus of the
element material,
Ee = g(xe)E0, (5.1)
where Ee and xe are the Young’s modulus and the density variable of element
e, g is the interpolation function, and E0 is the Young’s modulus of the chosen
structural material. Topology optimized designs are often plotted in black and
white, where void elements are shown in white, solid elements are shown in
black, and intermediate elements are shown in grey scale. Binary ”black-and-
white” designs are sought, and therefore it is desirable to get rid of ”grey” areas.
The SIMP scheme uses an interpolation function based on the power law,
g(xe) = x
p
e, (5.2)
where p is a penalization parameter, which favours binary designs (for p > 1).
Too low values of the parameter p will yield grey designs, while too high values
will cause too fast convergence to local minima; a ”magic” value recommended
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in Ref. [96] is p = 3.
The SIMP scheme has been shown to originate spurious vibration modes when
applied to dynamic problems [103], due to the ratio between the mass and
stiffness matrices becoming very large in the void phases. To alleviate this
issue, the RAMP (Rational Approximation of Material Properties) scheme can
be used instead. The RAMP interpolation function is defined as
g(xe) =
xe
1 + q(1− xe) , (5.3)
with q being the penalization parameter. In dynamics, the material density ρ is
also interpolated by the density variable x (terms can get a bit confusing here);
a linear function is normally used for the purpose, with
ρe = xeρ0, (5.4)
where ρe and xe are the material density and the density variable of element e,
and ρ0 is the material density of the structural material. Applying penalization
yields black and white designs in most cases; however, it may in some cases not
be sufficient, and other techniques have been applied in the literature for the
purpose, as for example in Ref. [104].
5.2.2 Filtering
It is convenient to introduce some restrictions in topology optimization prob-
lems in order to avoid designs with small features that are represented by only
1 or 2 elements, since it is well known that the FE model becomes inaccurate in
such cases. Moreover, unrestricted topology optimization tends to yield designs
with checkerboard patterns [105], where black and white elements alternate
next to each other. Length-scale filtering and gradient or perimeter control are
tools that help avoiding these issues and obtaining mesh-independent designs.
Filtering techniques are the most extended approach, with the sensitivity filter
developed by Sigmund [106] being the most widely used. Sensitivity filtering
consists in modifying an element sensitivity with the average of the sensitivities
of the neighbouring elements within a radius rmin, which determines the desired
length-scale of the final design. The new sensitivity of an element e for an
objective function c is defined as follows,
∂ˆc
∂xe
=
1
max(γ, xe)
∑
i∈Ne Hei
∑
i∈Ne
Heixi
∂c
∂xi
(5.5)
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where γ is a small value (i.e. ≈ 10−3) to avoid division by 0, Ne is the set
of elements i for which the center-to-center distance to element e (∆(e, i)) is
smaller than the filter radius rmin, and Hei is a weighting function defined as
max(0, rmin −∆(e, i)). (5.6)
Modifying the sensitivities implies that a different objective function is actually
being optimized; however, the sensitivity filter has been implemented in many
academic and commercial codes, and the many applications where it has been
shown to work has proven the value of the concept.
As an alternative, it is possible to filter the density variable, as
xˆe =
1∑
i∈Ne Hei
∑
i∈Ne
Heixi, (5.7)
and correct the sensitivities accordingly by means of the chain rule. Both fil-
tering approaches have the problem of introducing grey areas at the solid-void
interface, an effect that can be mitigated by applying more sophisticated strate-
gies that include projection of the grey scales [96].
5.2.3 Density updating
As discussed in Section 5.1, the main difference between the classical density
approach and the evolutionary is the optimization variables updating strategy,
forced by the fact that evolutionary methods use discrete variables instead of
continuous. When continuous variables are used, the problems can be solved by
efficient, well-proven mathematical programming techniques such as those in-
troduced in Chapter 2, which also allow for the addition of global constraints in
a straight-forward way [96]. The ESO/BESO approach, on the other hand, has
been criticized for failing in certain situations due to the heuristic nature of the
discrete variable updating scheme [107]. However,it is a popular choice due to
its ease of use [108], and it has also been applied successfully to a wide variety of
problems in its improved version [109] (described in Paper F), which addresses
a lot of the reported critical arguments. Some challenges remain, mostly re-
lated to convergence and definition of the optimization stopping criterion [96],
which in its best version simply evaluates the change in the mean value of the
objective function in the last few iterations.
50 Topology optimization
5.3 Contribution
In Paper F, the application of topology optimization methods to vibro-acoustic
problems with strong structure-acoustic interaction is discussed. A main chal-
lenge arises when formulating the interpolation due to the elements changing
between solid and air (instead of void), which are not only two different ma-
terials, but two different physics governed by different equations. Accounting
for the changes in the fluid-structure interface becomes especially relevant in
strongly coupled problems, where the influence of one medium onto the other
is relevant in both directions. The performance of two density based methods
that have been presented in the literature is evaluated for different degrees of
coupling strength in a hearing aid suspension design problem.
Chapter 6
Summary and conclusions
Different challenges encountered in vibro-acoustic modelling and optimization
of hearing aids have been investigated in this thesis. The study has been divided
into three topics: contact modelling, model reduction and topology optimiza-
tion, and the research has been presented in five scientific papers and a report.
The main results and conclusions are summarized in this chapter, and direc-
tions for future work are discussed.
Modelling of contacts between small plastic parts for harmonic analysis has been
investigated, and a contact identification technique based on model updating
has been developed in Paper A. The technique adjusts the contact parameters
for the model to match experimental data, being a few measured resonance
frequencies and deflection shapes. A main challenge in contact modelling in
hearing aids is that the location of the contact points between parts is often
unknown due to surface irregularities introduced in the manufacturing pro-
cess; the main contribution of the paper compared to other existing techniques
is the modelling of the contact as distributed linear springs, which allows for
extracting information about the location of the contact from the results. It
has been shown that the number of model parameters should be chosen as a
trade-off between the accuracy of the results being at a desired level and the
dimensionality of the problem not giving rise to trivial solutions of the model
updating optimization problem; therefore, the spring stiffness values are not
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considered as independent optimization variables, but they are parametrized
according to their location in an efficient way by a Fourier decomposition ap-
proach, with the Fourier coefficients becoming the optimization variables. The
developed technique has been applied successfully for contact identification of a
simple test structure inspired on hearing aid shells, for which the variability on
the vibration response due to changes in the contact resulting from disassembly
and assembly of the parts has also been evaluated.
Model reduction has been investigated in Papers B-D and Report E . Two ap-
proaches to modal-based model reduction for coupled structure-acoustic prob-
lems have been compared in Papers B and C; the first method uses left and right
modal vectors to form the reduction basis (Left-Right method) and the second
one uses a set of right eigenvectors where the acoustic and structural fields are
separated and orthogonalized (Split Field method). As a conclusion, the Field
Split method yields a better accuracy in some cases, and the Left-Right method
yields smaller reduced systems which are faster to solve. The difference in solv-
ing time is however not critical, and it is therefore more recommendable to use
the Field Split method when possible. In Paper C, a parametric Model Order
Reduction (pMOR) technique and a Component Mode Synthesis (CMS) based
approach are compared for vibro-acoustic optimization of a simplified hearing
aid model, where the pMOR technique is shown to perform more efficiently. The
same technique is made adaptive in Paper D by developing a reduction error
estimator that allows for monitoring the accuracy of the reduced system dur-
ing the optimization and updating the reduction basis on-the-fly. Applying the
apMOR technique for the optimization of the response of a simplified hearing
aid model with fine frequency resolution, the time required for the optimization
is 20 times shorter than when using the full model. In Report E , the apMOR
technique is demonstrated to also be efficient for a plate optimization with a
large number of parameters and for global reduction basis construction by a
greedy algorithm; moreover, a modification where the reduction basis is formed
by Krylov subspace vectors is shown to perform better than modal-based re-
duction when the model includes exterior acoustics.
Topology optimization of vibro-acoustic problems has been investigated in Pa-
per F, with focus on hearing aid suspension design. The study has shown that
the structure-acoustic coupling between the suspension and the surrounding
air becomes strong due to the used geometry and material properties, which
makes it essential to consider the changes in the fluid-structure interface during
the optimization. Two topology optimization methods have been compared; the
first one uses a mixed displacement/pressure formulation that allows elements
to vary between solid and air gradually while being governed by the same equa-
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tions (Mixed-MMA), and the second is based on an evolutionary optimization
technique where intermediate elements are not allowed and the classical seg-
regated displacement/pressure formulation is used (Segregated-BESO). Both
methods achieve optimized designs when the coupling is weak or when the
required volume changes are small; however, the Segregated-BESO method is
challenged for strongly coupled problems when a significant volume reduction is
demanded, due to the fact that the sensitivity calculation is done by assuming
that removed solid elements become void instead of air, which hinders conver-
gence to good designs. The Mixed-MMA method, on the other hand, shows
smooth convergence in all cases; still, the obtained final designs contain some
intermediate elements, and projection to binary values can worsen the achieved
performance significantly in some cases. Even though the Mixed-MMA method
performs better, the Segregated-BESO technique is an attractive choice for in-
dustrial applications due to its ease of implementation and direct interpretation
of the results; therefore, it could be a promising choice after further research
and improvement.
6.1 Directions for future work
Regarding contact modelling, several aspects of the method proposed in Paper
A could be further investigated. One of the weak points of the technique is
that the inverse problem becomes ill-posed for an increasing number of contact
model parameters, and even though the dimensionality is kept as low as possi-
ble by describing the geometrical contact stiffness distribution as a truncated
Fourier series, the number of parameters needed to obtain an accurate result
still yields a problem with several solutions. In this context, the solution with
the highest total stiffness is chosen, motivated by the assumption that a strong
contact exists since the measured vibration patterns show that the assembled
structures vibrate together. The hypothesis that the chosen solution yields re-
alistic results could be validated by comparing the obtained contact stiffness
values with the real contact locations, which could perhaps be retrieved by
Computed Tomography scanning. Furthermore, the applicability of regulariza-
tion techniques to solve the encountered ill-posed problem may be investigated.
In relation to the application of the method to realistic structures, the Fourier
decomposition approach proposed in the paper should be generalized in order
for it to be applicable to more complicated geometries. Moreover, sources of
mismatch between model and measurement data other than the contact model
parameters (due to difficulties in accurately modelling complex geometries or
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material properties) become more significant for real structures, and the way
to prevent them from biasing the identified contact properties should be inves-
tigated. From a more general point of view, the mechanical design of contacts
in hearing aids could be improved by better defining specific contact points
between parts, which would both ease the modelling task and reduce variation
in the vibration responses across serially produced devices.
With respect to model reduction for hearing aid optimization problems, it would
be interesting to extend the apMOR technique suggested in Paper D to be made
applicable to models with frequency-dependent material properties. This could
be achieved by considering frequency as an extra parameter and computing sev-
eral frequency-local reduction bases that would then be combined into a global
one. Furthermore, the technique could be improved by making the selection of
sampled frequencies automatic, which could be achieved by applying a greedy
sampling technique as the one presented in Report E , with the frequency being
the sampled parameter. The same approach could be applied for sampling the
frequencies where enrichment vectors are calculated (or expansion points in the
Krylov subspace case) in the frequency-independent case, which would make
the method fully automatic.
A limitation of pMOR techniques is that re-meshing is not allowed during the
optimization, since the reduction bases computed for different parameter val-
ues should be expressed in the same DOFs for them to be concatenated or
interpolated. When major shape/size/position changes take place during the
optimization, the FE mesh may have to be modified to represent the new de-
sign accurately; in such cases, the CMS approach investigated in Paper C could
be applied, since the part of the model where the changes take place can be
left unreduced. However, further investigation on the applicability of interface
reduction techniques to hearing aid models is required, since Paper C showed
that interface DOFs add a significant computational burden to the CMS re-
duced system.
Concerning topology optimization for coupled structure-acoustic problems, the
two methods compared in Paper F could be enhanced. On the one hand, the
application of extra measures to improve convergence to binary designs for the
Mixed-MMA method should be investigated in order to obtain more realistic
results. On the other hand, it would be interesting to study the possibility of
considering the air domain in the sensitivity calculation for the Segregated-
BESO method without changing the underlying segregated formulation, which
has advantages such as a lower number of DOFs (compared to the mixed formu-
lation) and a realistic representation of the fluid-structure interface. In addition,
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investigation of high frequency optimization (above the first resonance) is nec-
essary in order to account for the whole frequency range of interest in hearing
aid suspension design problems. Eventually, the application of model reduction
techniques for topology optimization problems should be investigated to make
fine frequency resolution response optimization of realistic models with higher
number of DOFs practically possible.
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a b s t r a c t
Variability in the dynamic response of assembled structures can arise due to variations in the contact
conditions between the parts that conform them. Contact conditions are difficult to model accurately
due to randomness in physical properties such as contact surface, load distribution or geometric details.
Those properties can vary for a given structure due to the assembly and disassembly process, and also
across nominally equal items that are produced in series. This work focuses on modeling the contact
between small light-weight plastic pieces such as those used in the hearing aid industry, where the vibra-
tional behavior of the structures within the hearing frequency range is critical for the performance of the
devices. A procedure to localize the most probable contact areas and determine the most sensitive con-
tact points with respect to variations in the modes of vibration of the assembled plastic parts is pre-
sented. The procedure uses a gradient-based optimization strategy that updates the stiffness constants
of a number of contact spring elements to match experimental data. By identifying the contact parame-
ters for several sets of experimental data measured under varying contact conditions, the variability of
the contact parameters can be characterized.
 2017 Elsevier Ltd. All rights reserved.
1. Introduction
Variability in the vibrational response of nominally identical
devices is a well known problem that affects several industries
with serial production. Studies on this variability have been pub-
lished in the literature for generic products [1], and for specific
industries, such as guitar manufacturing [2] and automotive vehi-
cles [3]. This problem is also a matter of concern in the hearing aid
industry, where controlling the vibrational response of the devices
is critical, as unpredicted vibration transmission paths can become
relevant causes of mechanical feedback between the loudspeaker
and the microphones. As described in Ref. [4], smaller designs of
hearing aids are desired from an aesthetic and practical point of
view, while high amplification levels are required for performance.
The strong acoustic-mechanical interaction results in complicated
dynamic behavior and large sensitivity to structural details and
variations [5], therefore predicting the variability of the vibrational
response is a key point in obtaining a reliable model of acoustic-
mechanical feedback paths, and to design products that will per-
form as desired.
The variability is observed in most complex systems that are
composed of several parts, which suggests that the variation is
partly generated when these parts are put together. In the hearing
aid industry, each device is formed by multiple parts, such as those
shown in Fig. 1, which gives rise to high variability in the vibra-
tional response of nominally equal devices produced in series.
Variability on the physical properties of the contact surface such
as hardness, roughness and waviness, as well as the geometry
and the material properties [6] have a strong influence on the cou-
pling conditions, and hence on the transmission properties at the
contact, and results in the observed variability in the vibrational
responses of the structures. Those properties are also affected by
the process of assembly and disassembly of the parts, due to small
changes in the relative position and erosion effects. A simple
experiment where the response of the two assembled plastic
pieces shown in Fig. 4 is measured five times with the parts being
dissassembled and assembled back between measurements (the
conditions of the experiment are given in detail in Section 2), pre-
sents the vibrational responses shown in Fig. 2 (where the curves
have been separated by 10 dB for a clearer visualization but would
http://dx.doi.org/10.1016/j.apacoust.2017.08.011
0003-682X/ 2017 Elsevier Ltd. All rights reserved.
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⇑ Corresponding author at: Acoustic Technology, Department of Electrical Engi-
neering, Technical University of Denmark, Ørsteds Plads 352, 2800 Kgs. Lyngby,
Denmark.
E-mail addresses: emed@oticon.com (E. Creixell-Mediante), jbr@elektro.dtu.dk
(J. Brunskog), json@elektro.dtu.dk (J.S. Jensen), mnla@oticon.com (M. Larsen).
Applied Acoustics 129 (2018) 291–305
Contents lists available at ScienceDirect
Applied Acoustics
journal homepage: www.elsevier .com/locate /apacoust
otherwise be on top of each other at the lower frequency range).
The variation across measurements of five of the identified modal
frequencies is shown in Fig. 3(b). When comparing to the variation
due to measurement uncertainty (i.e. re-measuring the structure
without disassembling), shown in Fig. 3(a), it is clear that the vari-
ation due to the disassembling and reassembling process is
significant.
Studies of the uncertainty problem in large scale built-up struc-
tures have suggested the use of statistical energy methods for
response prediction, given the probabilistic nature of the problem
[1]. Statistical energy methods [7] are shown to be adequate for
modeling the response at frequencies where the mode overlap is
sufficiently high, which are also the frequency ranges where the
variability due to contact uncertainties is most significant for large
structures [8]. The variability problem in the hearing aid industry
arises within the most critical frequency range; the audible fre-
quency span. Here, the small light-weight structures that compose
the devices often present their fundamental modes of vibration,
which makes statistical energy methods unapplicable. An alterna-
tive is running a number of computations of deterministic Finite
Element (FE) models for randomized parameters (Monte-Carlo
simulations), for which the probability distributions must be esti-
Fig. 1. Several hearing aid parts.
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Fig. 2. Vibrational responses of the same assembly of plastic pieces with small contact changes due to disassembly and reassembly. The curves have been separated by a
10 dB offset for better visualization. The red marks indicate resonant frequencies, identified as described in Section 2. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 3. Variations in resonant frequencies across five measurements of the assembly in Fig. 4 for (a) unchanged contact condition and (b) varying contact condition. On each
box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme datapoints the algorithm considers to be
not outliers, and the outliers are plotted individually.
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mated in advanced. Monte-Carlo simulations are usually demand-
ing in terms of computational costs that scale with the number of
considered parameters; moreover, collecting data for probability
modeling of all relevant uncertain parameters can be challenging
when they are not directly measurable [1] and complex inverse
stochastic identification methods may be required [9]. In order to
make these studies practically possible for contact variability char-
acterization in hearing aids, the present work focuses on develop-
ing a contact model that describes the contact conditions with a
reduced set of parameters and a technique to identify them so that
their probability distributions can be easily estimated.
Since the physical properties of the contact are not directly
observable, an inverse problem approach is used to identify the
contact parameters. Some of the studies on contact parameter
identification that can be found in the literature try to estimate
stiffness and damping parameters of the contact directly from
experimental Frequency Response Functions (FRFs) of the struc-
ture [10–13]. However, this technique is based on the inversion
of those FRFs, which requires precise and low noise experimental
data; this can be challenging to obtain for small light-weight struc-
tures such as hearing aid parts, since the usual excitation methods
like impact hammer or shaker would either affect the results or not
be practically possible. Other methods are based on estimation of
the contact conditions by updating a Finite Element model to
match experimentally obtained modal parameters, which requires
less precise measurements. Experimental mode shapes can be
challenging to obtain though, due to inaccessibility to some sur-
faces of the structures. Modal frequencies, on the other hand, are
easier to estimate accurately, and it is therefore desirable to
develop a method based only on them.
Some methods for identification of joint parameters for flange,
bolt or weld joints based on measured modal frequencies and
modal damping ratios can be found in Refs. [6,14–17]. In those
studies, the location of the contact is well-defined and they focus
on estimating its stiffness and damping, which makes this problem
significantly different from the present one, where the actual con-
tact points between manufactured parts can differ significantly
from the designed nominal contact areas. The purpose here is
not to model the physical phenomena that act at the contact and
are responsible for keeping the parts together, such as normal
forces and sliding resistance, but to obtain a simple linear contact
model that can be used for simulation of the harmonic vibration
response of assemblies. Therefore, the obtained spring stiffness
values do not have a direct physical meaning, but are an indicator
of which areas contain more contact points than others. A similar
goal on interface damping modeling was pursued in the approach
suggested in Ref. [18].
The present study focuses on developing a method that identi-
fies the stiffness parameters of the contact but also localizes the
most probable contact areas while keeping the required experi-
mental data collection process at a practical level. The contact
parameters are identified by a gradient-based optimization tech-
nique that updates the model to match measured data, which are
the modal frequencies of a set of modes of vibration of the assem-
bly. The contact parameters are estimated for several experimental
data sets corresponding to the assembly under different contact
conditions, and based on this information, the parameters that
vary the most can be identified and selected for Monte-Carlo sim-
ulation studies in the future.
2. Experimental study
The uncertainty of the contact conditions is one of the main
challenges for vibro-acoustic modeling of hearing aids. However,
there are other sources of uncertainty that can introduce devia-
tions between model and measured results, the most relevant
being approximations in the material models and simplification
of complicated geometric details. In order to focus on the contact
uncertainty problem, the test structure shown in Fig. 4 is studied
in this paper. The parts are inspired by hearing aid shells, however,
they present a simpler geometry, without curvatures and interior
details, and are made of a plastic material without fibres, Grilamid
TR55. This eases the finite element model of the independent parts
fitting with experimental data, isolating the contact as main source
of uncertainty. Hearing aid shells are usually held together by a
pin, which has not been included here in order to reduce the num-
ber of components implied in the study (the pieces are instead held
together by the forces acting at the contact).
Evaluating the changes on the measured modal frequencies of
the presented assembly due to disassembling and reassembling
its parts is the object of this study. Two different experiments
are conducted in order to evaluate the significance of these
changes with respect to variability caused by measurement uncer-
tainty. The vibrational response of the assembly is measured five
times in each experiment; in experiment 1, the assembly remains
assembled but it is dismounted and mounted on the measurement
setup between measurements, and in experiment 2, the parts are
disjoined and joined back between each measurement. A similar
design of experiments was used by R. Craik et al. for evaluating
the effect of workmanship on sound transmission through building
elements [19,20].
Obtaining accurate modal data from experiments can be chal-
lenging for small light-weight structures, since excitation by
impact hammer or shaker would influence the measurement
results. The used measurement set-up is a trade-off between prac-
ticality and accuracy of the obtained data. The structure is hung
from a light wire as shown in Fig. 5(a), which emulates free bound-
ary conditions, inside an acoustic box that contains loudspeakers
on 5 walls and one glass door, shown in Fig. 5(b). A periodic chirp
in which sinusoidal signals are emitted at all FFT lines between
1 kHz and 20 kHz with a resolution of 6.25 Hz is used as excitation
signal, which is reproduced simultaneously by the 5 loudspeakers,
exciting the structure by acoustic waves coming from several
directions. For each measurement, the velocity frequency response
is measured with a laser vibrometer sequentially at 312 points on
the 4 main outer surfaces of the structure and averaged. For each
measured surface, the structure is mounted so that the laser beam
is projected perpendicularly on it, and for each measurement point,
the response is the result of 15 complex averages. The electrical
input voltage to the loudspeakers is used as a reference, which
allows to obtain the structural deflection shapes, shown for one
of the measurements in Fig. 8(a).
The five vibrational responses obtained for experiment 2 are
shown in Fig. 2. The resonant frequencies marked in red have been
identified from the peaks in both the averaged curves and single-
point measurements, since some weak resonances can only be
detected at a fewmeasurement points. The spread of the resonance
frequencies for each experiment is plotted in Fig. 3, which shows
variations in resonance frequencies up to 40 Hz for experiment 1,
and up to 150 Hz for experiment 2. Thus, resonance frequencies
vary almost four times more in experiment 2 than in experiment
1, clearly indicating that the changes in the contact that are pro-
duced when the pieces are disassembled and assembled back affect
the resulting resonance frequencies significantly.
3. Methodology
The method suggested here characterizes the contact condi-
tions of the assembled structure from the observation of its modal
frequencies. In Section 3.1, the modeling of the assembly by the
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Finite Element Method (FEM) with the contact being described by
springs is described. Section 3.2 describes the identification of the
contact spring constants, which is done by a model updating tech-
nique based on a gradient-based optimization method that mini-
mizes the difference between measured and model modal
frequencies of the assembly.
3.1. Model of coupled structures
For assemblies of lightly damped structures such as the consid-
ered parts, the variability in the vibrational response is mainly
observed as shifts in the natural frequencies. These are primarily
dominated by the stiffness; therefore, only linear springs are con-
sidered for the contact model, and the damping at the contact
and material damping of the parts are neglected in this study.
The Finite Element (FE) mesh for the assembly presented in
Fig. 4 is shown in Fig. 6, with all elements being 20-node hexahe-
dra (with midside nodes). The model of the disconnected parts has
been done in the commercial software ANSYSWorkbench and
ANSYSMechanical, Release 15.0, and the necessary mesh size
has been determined by a convergence study of the modal frequen-
cies within the frequency range of interest (i.e. up to 8 kHz) with
respect to element size, which has resulted in 10260 nodes and
30780 degrees of freedom.
Since the material properties can vary in reality with respect to
the information provided by the manufacturer, the material prop-
erties of Grilamid TR55 have been tuned by matching modelled
and experimental modal frequencies and mode shapes for a beam
structure made of this material, measured following the same pro-
cedure described in Section 2, yielding the material data listed in
Table 1. The E-modulus for bending and torsional modes presented
a difference of around 10%, however, the material model used in
the FE model is isotropic, and therefore an average value has been
selected. This assumption together with geometric tolerances and
measurement uncertainties results in small deviations between
measurement and simulation for the parts under study, as listed
in Table 2. It is worth mentioning that these deviations are smaller
but in the same order of magnitude as the deviations due to
changes in the contact observed in the measurements (Fig. 3).
However, since this is an error that is introduced constantly in
all simulations, the variations on the obtained contact parameters
for the different measurement results will still be meaningful.
The contact springs connect those nodes from the two parts
that share the same coordinates at the contact surface, which are
shown in Fig. 6(a). Fig. 6(b) shows in detail the mesh at the contact
surfaces, and how the springs are virtually placed. There are 674
nodes at the contact surfaces, which, with three springs per node
(one for each degree of freedom), yields 2022 contact springs.
3.1.1. Formulation of the contact problem
The FE formulation of the free vibration problem takes the form
M€xðtÞ þ KxðtÞ ¼ 0; ð1Þ
where M and K are the mass and stiffness matrices, respectively,
and x is a vector containing the nodal displacements. By assuming
harmonic displacement, xðtÞ ¼ wejxt , we obtain the eigenvalue
problem
Kx2M w ¼ 0; ð2Þ
where w is the mode shape and x is the natural frequency.
For two coupled structures a and b, the mass and stiffness
matrices of the assembly are built from the mass and stiffness
matrices of the independent structures and a contact spring stiff-
ness matrix S as
M ¼ Ma 0
0 Mb
 
; ð3Þ
K ¼ Ka 0
0 Kb
 
þ S ¼ ~Kþ S; ð4Þ
where Ma and Ka are the system matrices of part a; Mb and Kb are
the system matrices of part b and matrix S contains the contact
spring constants and is discussed in details in the following. An
Fig. 4. Manufactured test structure, with outer dimensions of the assembly of 5 mm  12 mm  30 mm and a thickness of 1 mm. (a) Separate parts. (b) Assembled parts.
Fig. 5. (a) Mounting of the structure for measurement. (b) Measurement setup.
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illustration of the model for a case with one contact spring can be
seen in Fig. 7.
Matrix S implements two conditions between the connected
degrees of freedom: equilibrium of forces and proportionality
between force and displacement by Hooke’s law. For one spring
(s) connecting two nodes (Q1 and Q2), this is expressed as
sðxQ1  xQ2Þ ¼ fQ1 ¼ fQ2; ð5Þ
where xQ1 and xQ2 are the displacements of the connected DOFs,
and fQ1 and fQ2 are the sum of forces acting on these nodes. This
can be extended to more than one contact spring and expressed
in a matrix form as
S ¼
XN
n¼1
snð1Qan  1QbnÞTð1Qan  1QbnÞ ð6Þ
where N is the total number of contact springs, and 1Qan and 1Qbn are
vectors with a value of 1 at Qan and Qbn, respectively, and zeros at
the rest, where Qan and Qbn are the connected degrees of freedom
of part a and part b. Therefore S is a matrix that contains sn at the
diagonal matrix entries (Qan;Qan) and (Qbn;Qbn),X and -sn at the
matrix entries (Qan;Qbn) and (Qbn;Qan).
Introducing this in Eq. (1), we obtain
M€xðtÞ þ ~Kþ S
 
xðtÞ ¼ 0: ð7Þ
For the structure in Fig. 6, matrix S contains 2022 parameters sn, for
which the values are determined by the model updating technique
described in Section 3.2.
3.2. Model updating
Model updating techniques consist in minimizing an error func-
tion between experimental and modelled results. Any existing
optimization technique can be used for the purpose, which allows
for constraints and weighting factors that can be adjusted accord-
ing to the user’s criteria and confidence in the measured data [15].
The model updating technique used here to identify the contact
parameters minimizes the difference between model eigenfre-
quencies and the modal frequencies of the structure obtained
experimentally.
3.2.1. Optimization problem formulation
The minimization of the least squares distance between mea-
surement and model modal frequencies is formulated here as a
constraint in the optimization problem, where  is chosen so that
the differences at the final point are comparable to those observed
between measurement and simulation of the disconnected parts.
Since the number of optimization variables will in general be larger
than the number of modal frequencies that are considered, the
problem becomes underdetermined. In this case, the structures
clearly vibrate together when measured, as observed from the
mode shape plots; therefore, we can assume that a strong contact
Fig. 6. FE mesh and contact nodes (black dots). (a) Nodes on the contact surface, and dimensions of the structure. (b) Illustration of springs placement for an example where
two springs connect two node pairs.
Table 1
Material properties of Grilamid TR55.
Property Value
E-modulus 1:94  109 Pa
Poisson’s ratio 0.38
Density 1040 kg/m3
Table 2
Deviations between model and measurement of the single parts for the first five modal frequencies.
f modeln  f measn (Hz)
f 1 f 2 f 3 f 4 f 5
Part 1 36.4 (1.2%) 12.4 (0.3%) 49.3 (0.8%) 25.1 (0.4%) 19.2 (0.2%)
Part 2 12.2 (0.4%) 7.5 (0.2%) 20.4 (0.5%) 22.6 (0.5%) 8.3 (0.1%)
Fig. 7. Model of two coupled structures.
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exists, which motivates the choice of the solution that will maxi-
mize the stiffness at the contact. This extra requirement is formu-
lated in the optimization problem by minimizing the inverse of the
sum of all contact spring constants, which means that the contact
stiffness is maximized. Additionally, the springs are required to be
positive,
minimize
p
f ðpÞ ¼ 1PM
m¼1sðpÞ
ð8Þ
subject to;gðpÞ ¼
XN
n¼1
ðf modeln ðpÞ  f measn Þ
2
<  ð9Þ
sðpÞP 0: ð10Þ
M is the number of contact springs, N is the number of consid-
ered modal frequencies, f modeln ðsÞ is the n-th model eigenfrequency,
f measn is the n-th measured modal frequency and s is the vector con-
taining the contact spring constants. If each spring was considered
as an independent optimization variable, the problem would
become difficult to handle due to the large dimensionality, and
the results may be difficult to interpret. Therefore, a parametriza-
tion of the spring constants that defines dependencies between
them is introduced so that the number of variables is kept low
and the contact is described meaningfully. The contact parameters
are indicated here as vector p, and different approaches to how to
define them will be discussed in Section 4.
Large variations of the contact parameters can result in mode
switching (changes on the order of appearance of the modes in
the model), which requires the introduction of a pairing technique
in order to ensure that the compared natural frequencies at each
summation term in Eq. (9) (i.e. for each value of n) correspond to
the same mode shape. For that purpose, the cross-orthogonality
check (XOC) is calculated between the model eigenvectors
(Wmodel) and the measurement eigenvectors (Wmeas), as [21]
XOC ¼ WmodelMWmeas; ð11Þ
which is bounded between 0 and 1 when the eigenvectors are nor-
malized with the mass matrix so that
wTi Mwi ¼ 1: ð12Þ
Those modes with a XOC value close to one will be identified as the
same mode. Even though the Modal Assurance Criterion (MAC) is
more commonly used for mode shape matching between measure-
ments and simulations [21], the XOC gives more extreme values
(closer to 0 or 1) than the MAC [22], which makes it preferable
for this application where the purpose is to identify matching
modes rather than to evaluate the degree of resemblance between
measured and simulated mode shapes.
The fact that modal vector matching is included also allows for
using only those experimental modes which the user is more con-
fident with or interested in, since only modes from the model that
correspond to the selected target experimental data can be
selected. Therefore, closely spaced modes from which the modal
parameters are difficult to retrieve, or modal shapes that cannot
be measured accurately due to practical limitations do not need
to be included in the optimization.
Calculating the XOC directly between measured and modelled
data can be cumbersome, since the FE mesh should be sampled
at the measurement grid points and the data can be in different
formats. In the experiments, the order of appearance of the modes
does not vary across measurements, therefore, a reference modal
matrix is calculated using the numerical model, which will be used
for controlling the mode switching during the model-updating. To
generate the reference modal matrix, a model where the contact
spring constants s are set to a chosen value is used. The value
should be such that five of the resulting modal vectors from the
model can be clearly identified with the first five measured modal
shapes, which is achieved by setting the stiffness value of all the
springs to 5000 N/m. The selected modal shapes, shown in Fig. 8
(b), are then grouped into a reference modal matrix. Since these
mode shapes are an approximation of the measured ones, the
threshold value of the XOC for which two vectors are recognised
as the same mode shape is set to 0:5. In the event that not all of
the five modes are recognized for a certain parameter point during
the optimization, that point will be rejected.
3.2.2. Optimization algorithm
The minimization problem is solved by means of a gradient-
based constrained optimization algorithm implemented in the
MATLAB Optimization Toolbox function fmincon [23]. It is an imple-
mentation of an Interior Point Algorithm, which is currently con-
sidered one of the most powerful algorithms for large-scale
nonlinear programming [24] (a detailed description of this method
can be found in Ref. [25]).
The gradient of the first constraint is derived from Eq. (9) as
rgðpÞ ¼ 1
4p2
XN
n¼1
1 f measn
f modelnðpÞ
 	
rx2modeln ðpÞ ð13Þ
with
rx2modelnðpÞ ¼ wnðpÞT
@S
@p1
wnðpÞ; . . . ;wnðpÞT
@S
@pM
wnðpÞ
 	
; ð14Þ
where xmodeln is the n-th simulated modal angular frequency,
p ¼ p1; . . . ; pM½  is the vector of optimization parameters, and the
terms @S
@pm
are calculated according to the parametrizations that will
be discussed in Section 4. The gradient of the objective function in
Eq. (8) is
rf ðpÞ ¼ 
XM
m¼1
@sðpÞ
@pm
; ð15Þ
where s is the vector of spring stiffnesses andM is the total number
of parameters. The Hessians are approximated by a quasi-Newton
method. The algorithm stops when the size of the step or the
change of the objective function between iterations are below a
specified tolerance, in this case 1010. An overview of the optimiza-
tion procedure is shown in Fig. 9.
4. Results and discussion
The purpose of this study is to model the contact between the
two parts for each of the five measurement results of the two con-
ducted experiments. Identification of the areas of the nominal con-
tact surface that present the most probable contact points in each
case and characterization of how these areas vary due to the disas-
sembling and assembling process are the sought outcomes. The
contact parameters identified for each of the measurement results
are unique to the tested configuration, and therefore the results are
not applicable to different geometries or boundary conditions, but
allows for studying the variability of the vibration response due to
the changes in the contact for the assembly conditions under
study. Although this variability on the vibrational response has
already been measured, for more complex models such as for a full
hearing aid assembly, one could be interested in looking at the
variability of the vibration response at other points that are diffi-
cult to measure or at other quantities such as acoustic pressure,
for which the model would then be used.
A main challenge in the contact identification process is to
choose a parametrization that yields an accurate result (i.e. a good
match between measured and simulated modal frequencies) with
a reduced number of parameters. For this purpose, three different
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parametrizations of the contact, with different degrees of complex-
ity, are compared for a numerical validation case in Section 4.1.
Firstly, a quite straight-forward division of the contact springs in
three groups is done, which gives an initial idea of the location of
the contact. Then, a description of the contact based on a Fourier
decomposition is introduced, in order to obtain a finer representa-
tion of the variations at the contact surfaces. One parametrization
is then selected according to the outcome of the numerical test and
used for studying the real contact of the structure, based on the
collected experimental data, in Section 4.2.
4.1. Numerical validation with a known contact condition
In order to define an appropriate parametrization of the contact,
a numerical test case with known contact conditions is set up, to
which different parametrization approaches are applied and
Fig. 8. (a) Measured deflection shapes of assembled structure. (b) Simulated mode shapes corresponding to the measured deflection shapes.
Fig. 9. Flow diagram of the optimization algorithm.
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compared. An arbitrary known contact condition is numerically
imposed in the model by bonding some of the contact nodes with
constraint equations and letting the rest free; the resulting modal
frequencies are then used as ”measured data” for the inverse iden-
tification procedure. The contact spring values resulting from the
nonlinear optimization are then compared to the originally bonded
contact points to evaluate how the solution reflects the real contact
conditions.
Fig. 10 shows the mesh of the nominal contact surface. In red
are shown the nodes where the constraint equations are defined,
i.e. the nodes of the bottom part and the top part with the same
coordinates to which a no separation condition has been imposed.
The nodes shown in blue are left free, i.e. part A and part B can
move independently at those locations. This could represent a real-
istic situation where only some areas of the nominal contact sur-
face are actually in contact, due to surface irregularities. As can
be seen in the figure, the number of constrained nodes on the
upper level of the contact area (with respect to Y) is higher than
for the lower and middle levels; with respect to the X direction,
the number of nodes on each side is similar, and with respect to
the Z direction, the concentration is slightly higher towards the
extremes than at the center. The resulting spring stiffness spatial
distribution is expected to reflect these characteristics.
The modal frequencies of the assembly under the imposed
contact condition that correspond to the mode shapes shown in
Fig. 8 are listed in Table 3. They are used as the vector of measured
frequencies f meas for the minimization problem in Eqs. (8)–(10),
which will be solved using different parametrizations in the
following.
4.1.1. 3-parameter model
The first parametrization consists in dividing the contact
springs in three groups with respect to the Y axis, as shown in
Fig. 11. Three model parameters are therefore considered (P1; P2
and P3), being the stiffness constants of the contact springs in each
group. The spring constants of the 3 directional springs at each
node are considered equal.
As a result of the optimization problem, the parameter values
listed in Table 4 are obtained. P1 is significantly higher than P2
and P3, which shows that the resulting contact model correlates
well with the real contact conditions, since the upper area of the
contact is the one with the most bonded points.
The value of the objective function at the final optimization
point and the individual differences between the target modal fre-
quencies (Table 3) and the modal frequencies at the solution point
are listed in Table 5. The deviations are relatively small; however,
their absolute values are in the same order of magnitude as the
deviations due to the contact variation shown in Fig. 3, which we
intend to model. Therefore, a parametrization with a larger num-
ber of variables is introduced in the next section in order to obtain
more accurate results. Moreover, no details of the contact location
with respect to the X or Z direction can be identified with this
parametrization. Therefore, the new parametrization should allow
variations in these directions too.
4.1.2. 12-parameter model
The 3-parameter model divided the contact springs with
respect to their Y coordinate only. In order to capture contact vari-
ations in other directions, divisions of the springs with respect to
the X or the Z directions should be added, which would multiply
quickly the number of parameters. In order to obtain size-
optimal models, a parametrization based on a truncated Fourier
series with the coefficients as design variables is introduced
instead.
The spring stiffness values are described by a spatial Fourier
decomposition, where each spring constant is calculated according
to the coordinates of its nodes, as
sxyz ¼ P1 þ P2 sin xpLx
 	
þ P3 cos 5xpLx
 	
þ P4 sin 10xpLx
 	
þ P5 cos 15xpLx
 	
þ P6 sin ypLyc
 	
þ P7 cos ypLyc
 	
þ P8 sin zpLz
 	
þ P9 sin 2zpLz
 	
þ P10 sin 3zpLz
 	
þ P11 sin 4zpLz
 	
þ P12 sin 5zpLz
 	
ð16Þ
where the dimensions Lx; Lyc and Lz are defined as in Fig. 6, and x; y
and z are the vectors of coordinates of the nodes where the springs
are placed, contained in the domain x 2 ½2:5;1:5 [ ½1:5;2:5mm,
y 2 ½1;0 mm and z 2 ½0;30, according to the dimensions of the
specimen. P1 to P12 are the coefficients of the Fourier series (and
the design parameters). The choice of the Fourier decomposition
components can be better understood by looking at the illustration
in Fig. 12. Two components have been included for the parametriza-
tion with respect to the Y direction, with parameters P6 and P7,
which combined can model the same variations as for the 3-
parameter model in Section 4.1.1. The solid part of the P2  P5
curves in Fig. 12 indicate the parts of the X components within
the contact surfaces domain. P2 is introduced to capture asymmetry
in the contact conditions, and P3 to P5 introduce 12 ;1 and 1
1
2 sinu-
soidal cycle variations on each side. Finally, the P8  P12 compo-
nents are included in order to detect variations in the Z direction.
Fig. 10. Numerically imposed contact conditions for validation. Red nodes: bonded contact. Blue nodes: no contact. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Table 3
Modal frequencies of the numerical validation model (Hz).
f 1 f 2 f 3 f 4 f 5
5960.7 6764.3 7640.1 8173.8 9487.8
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The spring constants for the 3 directional springs at each node are
also assumed equal here.
The resulting differences between the individual target and
simulated modal frequencies at the solution point are listed in
Table 6. The modal frequencies deviations are below 0.25%, show-
ing that the result is more accurate than for the 3-parameter
model.
The resulting contact spring constants are shown in Fig. 13,
where the color of the dots indicates the stiffness value of each
spring according to its location. The stiffness is higher at the upper
part of the contact with respect to the Y direction and towards the
extremes with respect to the Z direction, which correlates well
with the distribution of the constraint nodes in Fig. 10. It is clear
that very local behaviour cannot be captured with this approach,
since the Fourier components are defined globally. Therefore, the
areas with the most contact points dominate the resulting values
of the Fourier coefficients. This is the reason why, in this case,
the variations in the Z direction reflect well the distribution of
the contact nodes on the upper contact surface, but for the middle
level (Y=-0.5), they do not represent the contact nodes in Fig. 10,
which are uniformly distributed along the Z axis. In order to cap-
ture such local details, more Fourier components could be added
to the parametrization.
4.1.3. 3D 12-parameter model
In the previous parametrizations, the 3 directional springs at
each node were assumed equal. However, since the physical phe-
nomena that occur on the normal and tangential directions at
the contact surfaces are different, it might be relevant to consider
separately the X;Y and Z directional springs. By describing each of
the 3 directions with the 12-parameter model introduced in the
previous section, a 36-parameter contact model is obtained.
As a result, gðpÞ takes a value of 6 1019 at the final point,
which means that the deviations between modelled and target
modal frequencies effectively vanish. The obtained spring con-
stants for each direction are shown in Figs. 14–16, which shows
that, in general, the stiffness at the upper contact surface is higher,
correlating well with the previous results and the enforced contact
conditions. This difference between the upper and lower contact
surfaces is very clear for the Y-directional springs (Fig. 19), while
for the X-directional and Z-directional ones (Figs. 18 and 20) the
main stiffness variations occur in the X direction, with the stiffness
being higher at those nodes that belong to the vertical contact sur-
face (perpendicular to X) than for the rest. This tendency could also
be seen for the 12-parameter model, but becomes more obvious
here, and could be related to the fact that the upper part of the con-
tact (where most contact points are placed) presents more contact
points at the inner part than the outer part.
Since the artificial contact was created by bonding interface
nodes from the two parts, the relative displacement between the
linked nodes is constrained in the three DOFs. Intuitively, this
should result in no difference between the three dimensional
spring constants at each node. However, the exact contact config-
uration cannot be precisely represented by a model which has a
low number of parameters compared to the total number of con-
tact springs; therefore, the model finds the best approximation to
reality, given the selected Fourier components. As a conclusion,
the introduction of different variables for the 3 dimensional
springs allows for modeling the most relevant contact locations
for each direction separately, which improves the resulting accu-
racy. Moreover, in real contact conditions, the differences on the
directional spring stiffness values may actually represent physical
Fig. 11. Grouped contact nodes where the connecting springs share the same stiffness constant. Diamonds: P1, Crosses: P2, Circles: P3.
Table 5
Individual frequency differences and objective function value at the model updating resulting point for the 3-parameter model.
f modeln  f measn (Hz) gðpÞ
f 1 f 2 f 3 f 4 f 5
24 (0.4%) 14 (0.21%) 60 (0.79%) 76 (0.93%) 13 (0.15%) 1.05  104
Table 4
Fitted parameter values for the numerical validation with the 3-parameter model
(N/m).
P1 P2 P3
123  105 3.17  104 1.58  104
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Fig. 12. Fourier expansion components of the 12 parameter model.
Table 6
Individual frequency differences and objective function value at the model updating resulting point for the 12-parameter model.
f modeln  f measn (Hz) gðpÞ
f 1 f 2 f 3 f 4 f 5
14 (0.25%) 14 (0.21%) 5 (0.07%) 3 (0.04%) 4 (0.04%) 4.94  102
×10-3
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Fig. 13. Spring constant values (N/m).
Fig. 14. X directional spring constants (N/m).
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features at the contact surface, since irregularities can lock the rel-
ative displacement between contact points differently in different
directions.
In order to further validate the method, a new numerical case
where the contact configuration is actually possible to model accu-
rately with the suggested model is shown here, so that the results
can be directly related to the numerically enforced contact points.
The constraint equations are now distributed as shown in Fig. 17,
where the constrained nodes are concentrated around two areas
with respect to the Z direction, and the variations with respect to
the X and Y directions are not significant. The choice of these areas
is done so that the contact can be modelled directly with the P10
component in Fig. 12. The results of the inverse identification
procedure are shown in Figs. 18–20, where the contact stiffness
is now almost identical for the three dimensional springs and pre-
sents a high value at those areas where the contact nodes were
concentrated, showing that the method is able to identify the
bonded location successfully.
Higher order Fourier components could be added in order to
capture more local details of the contact location; however,
there is a limit to the number of variables that can be consid-
ered in the optimization before the number of local minima
becomes too large and yields trivial solutions. For this reason,
a model such as the one proposed here which is able to describe
the most contributing contact areas while keeping the number of
parameters at an acceptable level is a good compromise. This
Fig. 17. Numerically imposed contact conditions for validation case 2. Red nodes: bonded contact. Blue nodes: no contact. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
Fig. 15. Y directional spring constants (N/m).
Fig. 16. Z directional spring constants (N/m).
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parametrization is therefore selected for modeling the experi-
mental results.
4.2. Experimental results fitting
The five measured modal frequency sets of each of the two
experiments, for which the spread was shown in Fig. 3, are now fit-
ted with the 3D 12-parameter contact model, yielding the spread
of the resulting model parameters shown in Figs. 21–23. The vari-
ations of the parameter values are larger for experiment 2 than for
experiment 1, which correlates well with the spread of the mea-
sured data, showing that the selected parameters are sensitive to
the variations of the modal frequencies. The mean values of the
parameters are similar between experiment 1 and experiment 2,
which indicates that the locations of the contact points do not vary
drastically when dismounting and mounting the two parts, but
only small changes take place.
The contact spring constants for one of the fitted measurement
results are shown in Figs. 24–26. The results for the X-directional
springs clearly show that the lower surface of the contact area pre-
sents the most relevant contact points, with the spring constants
being very low at the rest of the points. For the Y-directional
springs, the stiffness shows large oscillations along the Z axis,
which indicates that the most relevant contact points are concen-
trated around two areas. Regarding the Z-directional springs, the
most relevant contact points are identified at the upper surface
and at the center with respect to the Z axis, which is surprisingly
different from the results in the X and Y directions. The different
Fig. 18. X directional spring constants (N/m) for validation case 2.
Fig. 19. Y directional spring constants (N/m) for validation case 2.
Fig. 20. Z directional spring constants (N/m) for validation case 2.
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behavior might be related to the fact that the Z directional springs
are tangential to all considered surfaces, while the X and Y direc-
tional springs are normal to the surface in some areas, and tangen-
tial in others, therefore, they represent different kinds of contact
forces.
The median and maximum values of the constraint function
gðpÞ and the deviations between the target and modelled modal
frequencies at the solution points of the optimizations for the 10
measurement results are shown in Table 7. The deviations on the
modal frequencies are within the same range than the deviations
observed between the measured and modelled modal frequencies
of the independent parts (Table 2), which were associated to
sources of error such as simplifications of the material models
and geometric details or measurement uncertainty. Therefore,
the contact model yields a result as accurate as possible in this
context.
4.3. Discussion
The final goal of our work is to be able to characterise the vari-
ability of the vibration response of built-up structures due to con-
tact uncertainty. With the method presented here, the contact
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Fig. 21. X-direction model parameters distribution. (a) experiment 1 and (b) experiment 2. On each box, the central mark is the median, the edges of the box are the 25th and
75th percentiles, the whiskers extend to the most extreme datapoints and the outliers are plotted individually.
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Fig. 22. Y-direction model parameters distribution. (a) experiment 1 and (b) experiment 2. On each box, the central mark is the median, the edges of the box are the 25th and
75th percentiles, the whiskers extend to the most extreme datapoints and the outliers are plotted individually.
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Fig. 23. Z-direction model parameters distribution. (a) experiment 1 and (b) experiment 2. On each box, the central mark is the median, the edges of the box are the 25th and
75th percentiles, the whiskers extend to the most extreme datapoints and the outliers are plotted individually.
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conditions can be estimated from measurement data that is rela-
tively easy to obtain. Therefore, if the contact parameters are esti-
mated for a sufficiently large sample of cases (for example, a
number of serially produced hearing aid parts), their probability
distributions can be extracted and used, for example, in Monte-
Carlo simulation studies to predict the vibration response
variability.
Variability in the contact conditions can originate serious prob-
lems if it is not controlled, since resonance frequencies can come
close to each other resulting in an unexpected increase of the
vibration transmission at certain frequency ranges due to mode
overlap. Those cases could also be studied using the suggested con-
tact model by setting up an optimization problem that minimizes
the differences between specific modal frequencies when the
Fig. 24. X directional spring constants for one of the fitted measurement results.
Fig. 25. Y directional spring constants for one of the fitted measurement results.
Fig. 26. Z directional spring constants for one of the fitted measurement results.
Table 7
Median and maximum values of the individual frequency differences and the objective function values for the 10 fitted measurements with the 3D 12-parameter model.
f modeln  f measn (Hz) gðpÞ
f 1 f 2 f 3 f 4 f 5
Md 2.5(0.04%) 1.5(0.02%) 40.7(0.66%) 34.9(0.55%) 10.7(0.13%) 3.00  103
Max 0.9(0.01%) 10(0.17%) 34.5(0.56%) 47.5(0.75%) 12.4(0.15%) 5.05  103
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model parameters are constrained within their previously esti-
mated bounds. The model could also be used to find optimal con-
tact points, which could then be enforced by including features on
the contact surfaces; in this way, the variability would be reduced
and the response optimized at the same time. For example, the
contact points for which the distance between modal frequencies
is maximized could be found by formulating the corresponding
optimization problem.
5. Conclusions
In the present paper, the variability of the contact conditions
between two small plastic parts due to the dis-assemblage and
assemblage process has been studied. A methodology for identify-
ing the most relevant contact areas based on an inverse problem
formulation has been developed, where the contact conditions
are estimated from measured modal frequencies of the assembled
structure. The contact is modelled by means of linear springs, for
which the stiffness constants are identified. Several parametriza-
tions of the contact springs have been compared for a numerical
validation case, showing that the number of parameters must be
selected as a trade-off between the dimensionality of the problem
and the accuracy of the results being at a desired level. A 36-
parameter model based on a Fourier decomposition of the spring
constants value according to their position and direction has been
found to fulfil these requirements, and selected for modeling the
contact conditions of the real assembly. The experimental study
has shown that the variability of the modal frequencies due to
the dis-assemblage and assemblage process is significant in com-
parison to the variability due to measurement uncertainty. The
outcome of the contact conditions identification procedure also
yields a significant variation of the contact parameters, but shows
that the main contact areas remain the same throughout the differ-
ent measured cases, and the changes on the contact conditions due
to the dis-assemblage and assemblage process are small.
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ABSTRACT
Finite Element models of structural-acoustic coupled systems can become very large for complex structures
with multiple connected parts. Optimization of the performance of the structure based on harmonic analysis
of the system requires solving the coupled problem iteratively and for several frequencies, which can become
highly time consuming. Several modal-based model reduction techniques for structure-acoustic interaction
problems have been developed in the literature. The unsymmetric nature of the pressure-displacement for-
mulation of the problem poses the question of how the reduction modal base should be formed, given that the
modal vectors are not orthogonal due to the asymmetry of the system matrices. In this paper, a multi-model
reduction (MMR) technique for structure-acoustic interaction problems is developed. In MMR, the reduction
base is formed with the modal vectors of a family of models that sample the design domain of the optimiza-
tion parameters. The orthogonalization of the resulting reduction base is therefore a key point in the method.
The use of the different reduction approaches found in the literature for developing an efficient and robust
MMR technique is investigated. Several methods are compared in terms of accuracy and size of the reduced
systems for optimization of simple models.
Keywords: Model Reduction, Optimization, Structure-acoustic interaction
1. INTRODUCTION
Significant computational challenges are encountered when solving numerical problems that require itera-
tive and/or repeated calculations of large complex models. In our investigations, we focus on the challenges
encountered in the field of hearing aids, which are devices composed of a large number of small parts with
complex dynamic and acoustical behavior. Numerical vibro-acoustic analysis of hearing aids is essential
for the study of problems such as feedback, which is currently the main gain limiting factor of the hearing
devices, and requires fine resolution frequency calculations. Tasks such as uncertainty analysis by means of
Monte-Carlo methods, or parametric and topology optimization, require solving the system repeatedly for a
large number of variations of different parameters. Therefore, the time required for solving the numerical
problem at each iteration becomes a critical factor.
Recently, a topology optimization study including structure-acoustic interaction was performed on a part
of a hearing instrument [1]. To facilitate the study, some restrictions on the design freedom were imposed and
the performance was evaluated and optimized for a limited number of frequencies. The effects of such sim-
plifications are difficult to control; therefore, there is a need to develop computational reduction techniques
that make performing these processes with the required level of accuracy practically possible.
1email: emed@oticon.com
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Reduction of Finite Element (FE) models of hearing aids is quite an unexplored field. The main challenges
of modelling sound and vibrations in hearing aids have been discussed in Ref. [2], where a complete model
of a hearing aid was developed for the purpose of studying the feedback paths. A pragmatic 3-D model was
suggested, which uses the FE method combined with other methods including structural fuzzy [3] (describing
regions with large uncertanity), lumped elements, two-port acoustical networks and measured data. These
methods describe some of the parts of the hearing aid in a more efficient way than a pure FE model. However,
when a high accuracy is required, the details of complex geometries need to be included in the model, which
requires pure FE modeling that results in large matrices.
Model reduction techniques have been described in the literature and applied in several fields. The Com-
ponent Mode Synthesis (CMS) methods have been widely used for reducing large complex structural prob-
lems. They are based on decomposing big structures into several substructures, which are then described
by a number of modes, and linked together by shared degrees of freedom [4, 5]. The method has also been
extended to describe problems with structure-acoustic interaction by several authors, who have taken differ-
ent approaches when constructing the reduction base. One approach is using the uncoupled structural and
acoustic modes, which, for problems with weak coupling, can be efficiently applied. However, for problems
with strong interaction, a large amount of modes would be required in order to obtain an accurate reduced
model, as described in Ref. [6]. Methods that use coupled modes for the reduction have also been developed.
A drawback of those methods is that solving the coupled eigenvalue problem requires higher computational
effort due to the unsymmetric nature of the matrices when the pressure-displacement formulation is used.
However, the coupled modal vectors can better describe the system, and smaller reduction bases can be ob-
tained. The asymmetry of the matrices also implies that the modal vectors do not form an orthogonal base,
which is a basic requirement for forming a vector base. This issue can be solved by using both left and right
eigenvectors [7], or by applying orthogonalization techniques [8].
In CMS methods, the interface degrees of freedom between substructures need to be kept in the reduced
set of coordinates. This makes them not suitable for structures where it is challenging to find small interfaces
to split the model, such as fully coupled structural-acoustic models that include exterior acoustic domains.
Even though interface reduction methods have been developed, such as in Refs. [9, 10], avoiding the inter-
faces would be desirable. In many cases, the available computational power is sufficient to allow for solving
the full model eigenvalue problem, which provides the global modal vectors. Those can be used as a re-
duction base for the system matrices, allowing for the calculation of fine resolution frequency responses at a
reduced computational cost. However, for optimization purposes, the reduction base should be re-calculated
at each iteration (unless the sensitivity of the modal vectors to the optimization variables is low enough, as
assumed in Refs. [11, 12]), which would still be highly time-consuming.
The Multi-Model Reduction (MMR) technique consists in constructing a reduction base with modal vec-
tors from a family of models, formed by sampling the design domain of the optimization parameters. The
sampling should be fine enough so that the design points that are not sampled are approximated accurately
enough, therefore the efficiency of this method depends on how many different models need to be included in
the reduction base. This technique has been described for structural problems in Ref. [13], where the need of
orthogonalizing the reduction base is highlighted. Since some modal vectors from different sampled models
can be very similar, the linearly dependent vectors would originate ill-conditioning otherwise. When using
MMR for coupled problems, the fact that the modal vectors resulting from the unsymmetric matrix systems
are inherently not orthogonal needs to be taken into account on top of that.
This paper discusses how to adapt the MMR technique for coupled problems and reviews different ap-
proaches to form a numerically stable reduction base. In section 2, the different approaches are described, and
in section 3, the efficiency of the different suggested methods is compared for the optimization of a simple
model of a plate coupled to an air column.
2. METHODS
In this section, different approaches to reducing a coupled structure-acoustic interaction problem are de-
scribed. For an undamped system, the pressure-displacement formulation yields the coupled eigenvalue
problem ([
[Ks] −[S]T
0 [Ka]
]
− ω2i
[
[Ms] [0]
ρa[S] [Ma]
]){
{ψ isR}
{ψ iaR}
}
=
{
{0}
{0}
}
(1)
where [Ks] and [Ms] are the structural stiffness and mass matrices, [Ka] and [Ma] are the acoustic stiffness
and mass matrices, [S] is the coupling matrix, ρa is the density of the acoustic medium, ωi is the i-th modal
angular frequency, {ψ isR} is the structural displacement part of the i-th right modal vector and {ψ iaR} is the
acoustic pressure part of the i-th right modal vector.
For the sake of notation clarity in the following sections, let us introduce [M] and [K] as the coupled
mass and stiffness matrices, {ψ iR} as the i-th complete right eigenvector and {ψ iL} as the i-th complete left
eigenvector, the latter being the result from solving the eigenvalue problem
([K]T − ω2i [M]T ){ψ iL} = {0}. (2)
It becomes clear that a disadvantage of using both left and right eigenvectors in the reduction is that two
eigenvalue problems must be solved in order to construct the base. However, according to Refs. [14] and [7],
the left eigenvectors can be calculated from the right eigenvectors as
{ψ iL} = ({ψ isR}T ,
1
ω2i
{ψ iaR}T ), (3)
which avoids the extra computational effort.
Moreover, let us define the truncated modal matrices as [ψL] = [{ψ1L} ... {ψNL }], [ψR] = [{ψ1R} ... {ψNR}],
[ψaL] = [{ψ1aL} ... {ψNaL}], [ψsL] = [{ψ1sL} ... {ψNsL}], [ψaR] = [{ψ1aR} ... {ψNaR}] and [ψsR] = [{ψ1sR} ...
{ψNsR}], where N is the number of modes included in the modal matrix.
In section 2.1, different approaches to reduction bases for the coupled system are described, and in section
2.2 those methods are extended to form multi-model reduction bases.
2.1 Single Model Reduction
The right eigenvectors from unsymmetric eigenvalue problems are not orthogonal, which makes them not
suitable as a reduction base. However, the left and right eigenvectors form an orthogonal base with respect
to the unsymmetric mass matrix, [ψL][M][ψR] = [I]; therefore, they can be used together to reduce the
system. Another option consists in orthogonalizing the set of right eigenvectors, as done in Ref. [8], where
the acoustic and structural parts of the coupled eigenvectors are separated and orthogonalized with respect to
the acoustic and structural mass matrices respectively. From these two basic approaches, 6 reduction methods
have been designed in order to compare and determine the most efficient and accurate reduction technique
for the cases at hand.
In the following, [TL] is the left reduction matrix, and [TR] is the right reduction matrix, meaning that
the reduced system matrices are calculated as
[Mred] = [TL][M][TR] (4)
[Kred] = [TL][K][TR]. (5)
The six methods are summarized in the following.
1. Method 1: Using only the right eigenvectors for both left and right reduction matrices,
[TL] = [ψR] (6)
[TR] = [ψR]. (7)
2. Method 2: Using only the left eigenvectors for both left and right reduction matrices,
[TL] = [ψL] (8)
[TR] = [ψL]. (9)
3. Method 3: Using the right eigenvectors for the right reduction matrix, and the left eigenvectors for the
left reduction matrix,
[TL] = [ψL] (10)
[TR] = [ψR]. (11)
4. Method 4: Using only right eigenvectors, separating the fields and orthogonalizing. The matrices are
formed by orthogonalizing the acoustic and structural parts of the right eigenvectors with the acoustic
and structural mass matrices respectively, so that
[TaL]
T [Ma][TaR] = [I] (12)
[TsL]
T [Ms][TsR] = [I], (13)
and including them separately in the reduction matrices
[TL] =
[
[TsL] [0]
[0] [TaL]
]
(14)
[TR] =
[
[TsR] [0]
[0] [TaR]
]
. (15)
In this way, the structure of the complete unsymmetric problem in eq. (1) is preserved in the reduced
problem, but the base is not orthogonal with respect to the total mass or stiffness matrices.
Due to the separation of the two domains, some vectors can be very similar, and those must be removed
from the base to avoid ill-conditioning. The detection of collinear vectors is done before the orthog-
onalization by performing a Singular Value Decomposition (SVD) of the matrices [ψaR]T [Ma][ψaR]
and [ψsR]T [Ms][ψsR], and keeping those vectors for which the singular values are below a selected
tolerance. A recommended value [15] is tol = σ1n, where  is the floating-point relative accuracy,
σ1 is the biggest singular value and n is the length of the diagonal of the matrix. Since the SVD has
already been calculated, the obtained matrices can be used for orthogonalizing the base. The process
for orthogonalizing [ψaR] is described in the following. The SVD is calculated, yielding
[ψaR]
T [Ma][ψaR] = [U][Σ][V]
T , (16)
where [Σ] is the matrix with the singular values on its diagonal, and [U] and [V] are unitary matrices.
Then,
[TaR] = [ψaR][V]
−T [Σ]−1/2 (17)
[TaL] = [Σ]
−1/2[U]−1[ψaR]
T (18)
are orthogonal bases. Moreover, since [U] and [V] are also orthogonal matrices, [U]−1 = [U]T and
[V]−T = [V], which avoids matrix inversions in the calculation. The same procedure is followed to
obtain [TsL] and [TsR], but using [ψsR] in eqs. (17-18).
5. Method 5: Using only left eigenvectors, separating the fields and orthogonalizing. The procedure is
as in Method 4, but using the left eigenvectors, [ψaL] and [ψsL] , in eqs. (17-18).
6. Method 6: Using both left and right eigenvectors, separating the fields and orthogonalizing. This
method combines features from methods 3, 4 and 5 by forming two bases with right and left eigenvec-
tors where the structural and acoustical parts of the vectors are separated,
[ψˆL] =
[
[ψsL] [0]
[0] [ψaL]
]
(19)
[ψˆR] =
[
[ψsR] [0]
[0] [ψaR]
]
, (20)
and then orthogonalizing them with respect to the full coupled mass matrix, so that
[TL][M][TR] = [I]. (21)
The orthogonalization is done by following the same procedure as described for Method 4, but using
[ψˆL] in eq. (17) and [ψˆR] in eq. (18). Therefore, in this case the reduction base is orthogonal with
respect to the total mass matrix.
Since methods 1 and 2 use a non-orthogonal base, inaccurate results are expected due to ill-conditioning
of the reduced matrices. To avoid that, in methods 4 and 5 an orthogonalization step is introduced, which
is applied to the acoustic and structural parts independently. This should enhance the results, since the
independent fields can present very similar shapes across vectors; however, the downside of the method is
that the initial reduction base contains twice as many vectors due to the splitting of the fields, and even though
the final size depends on the number of vectors that are eliminated in the orthogonalization procedure, the
reduced matrices will be larger and therefore more time consuming to solve. Method 3 uses the left and right
eigenvectors, which are orthogonal with respect to the mass matrix, and should therefore form a complete
expansion base that reduces the system accurately without increasing the size of the problem. However,
there might be a benefit from separating the acoustic and structural fields due to the large scaling differences
between the pressure values of the acoustic field and the displacement values of the structural field; therefore,
in Method 6, this concept is introduced on top of the Method 3 approach. The performance of the different
methods is evaluated in section 3.1.
2.2 Multi-Model Reduction
In order to use these reduction methods in optimization procedures, the reduction base would have to be cal-
culated at each iteration, since the modal vectors will change when the values of the optimization parameters
vary. However, this would be highly time consuming, and it is desirable to pre-construct the reduction base
outside the optimization loop. If the modal vectors are not highly sensitive to the optimization parameters,
a reduction base could be formed with the modes of the initial model and used throughout the optimization;
however, this is often not the case. Then, a reduction base can be formed with the modal vector matrices from
several models where the design domain of the optimization parameters have been sampled.
The six methods described in section 2.1 should be modified by substituting the single-model modal
matrices [ψL] and [ψR] by the multi-model modal matrices, formed as
[[ψL]1 [ψL]2 ... [ψL]M ] (22)
[[ψR]1 [ψR]2 ... [ψR]M ] , (23)
where [ψL/R]j is the modal matrix of the j-th model and M is the total number of models included in the
base. Since some of the modal vectors from different models will be very similar, an orthogonalization step
must be added to methods 1, 2 and 3 (since methods 4, 5 and 6 already included one). The orthogonaliza-
tion for methods 1, 2 and 3 is done following the procedure described for Method 4, but orthogonalizing the
multi-model modal matrices with respect to the total mass matrix.
The number of models that need to be included and the sampling criteria of the design domain will be
model-dependent. In section 3.2, the procedure to form an efficient base for the optimization of a plate model
is discussed.
3. RESULTS
A model of a plate coupled to an air column is considered for testing the methods. The dimensions of the
plate are Lx = 4 cm, Ly = 3 cm, and the objective is to optimize its thickness, which can vary between
10−5 m and 10−2 m. The air column is Lz = 5 cm high, and its walls are rigid, except for the side that is
coupled to the plate. The frequency range of interest is between 100 Hz and 10 kHz. Lx is discretized with
20 elements, Ly is discretized with 16 elements and Lz is discretized with 25 elements, which means that the
acoustic elements are hexahedra of 2x1.9x2 mm. The plate elements are formulated with 3 DOFs per node
(one displacement and two rotations), and the acoustic elements are formulated with 1 DOF per node, and
using linear shape functions, with the total number of DOFs resulting in 10353.
In section 3.1, the 6 methods introduced in section 2.1 are tested for 18 plate models where the thickness
of each of the elements in the plate is defined by a random number between the aforementioned limits. In
section 3.2, the efficiency of the methods introduced in section 2.2 is evaluated for the same 18 models, and
the number of models that are needed to form an accurate base for the optimization of the plate is deter-
mined. The selected reduction bases are then used for the optimization of the plate thickness, and the results
are shown and compared to full-model optimization results in section 3.3.
The accuracy of the methods is evaluated in terms of the modal frequencies, the modal vectors and the
pressure frequency response at a point of the acoustic column. The error between the modal frequencies from
the full system and the reduced system is evaluated as
ferr = max
n=1:N
| fnFull − fnRed |
fnFull
· 100, (24)
where N is the highest modal frequency below the upper limit of 10 kHz. The modal vectors accuracy is
evaluated by calculating the Modal Assurance Criterion (MAC) between the modal vectors resulting from
the full and the reduced systems. The MAC matrix between two generic vector matrices [φ]A and [φ]B is
calculated as
[MAC](i, j) =
| {φ}TAi{φ}Bj |2
({φ}TAi{φ}Ai)({φ}TBj{φ}Bj)
(25)
for each vector pair (i, j = 1 : N ). The MAC is bounded between 0 and 1, 1 indicating linearly dependent
vectors, and 0 indicating orthogonal vectors. The minimum diagonal value of the MAC matrix of all modes
below 10 kHz is used as accuracy indicator,
vacc = min
n=1:N
[MAC](n, n). (26)
The accuracy of the pressure frequency response at a point at the upper corner of the acoustic domain when
the plate is excited by a perpendicular point force at its central point is evaluated as the mean Sound Pressure
Level (SPL) error in dB between the results of the full system and the reduced system. When the frequency
response is sampled logarithmically at K points between 100 Hz and 10 kHz, the error is calculated as
∆Lp =
1
K
K∑
k=1
20 log
( | pred(k) |
| pfull(k) |
)
. (27)
where k is the k-th frequency line, and K is the total number of frequencies included in the analysis.
3.1 Single Model Reduction
The accuracy of the six methods has been evaluated for 18 plate models, where the thickness of each plate
element is defined by a random number between the given limits (10−5 m and 10−2 m). The variation along 4
orders of magnitude is selected in order to test the effects of having a wide design space. The abrupt changes
of thickness between neighbouring elements will have an effect on the acoustic domain which is not taken
into account here, since this is not relevant for the purpose of testing the efficiency of the reduction methods.
All modes under a given frequency limit are included in the reduction base. In this case, the limit has been
varied between 10 kHz and 20 kHz, but no benefit of extending the frequency range above the upper consid-
ered frequency (10 kHz) can be seen in the results. Figure 1 shows the spread of the accuracy of each method
for the 18 models, in terms of modal frequencies, modal vectors and SPL, calculated as in eqs. (24-27), versus
the computational time required for solving the reduced eigenvalue problem and calculating the frequency
response at 300 frequency lines. As a reference, using the full system, that calculation takes about 2 min.
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Figure 1: Accuracy and time consumption of solving the single-model reduced system with the 6 meth-
ods for 18 different thickness conditions of the plate.
The results show that Method 2 presents poor accuracy in terms of modal frequencies and vectors, and
Method 1 shows the worst accuracy in terms of the frequency response. Method 3 is the least time consum-
ing overall, and shows good accuracy in terms of modal frequencies and vectors, but presents significant SPL
errors for some of the samples. Methods 4 and 5 present the best accuracy overall, however, they are more
time consuming than the rest. Regarding Method 6, the accuracy is poor in terms of modal vectors for some
of the samples, and it is as time consuming as methods 4 and 5.
Looking at the calculated frequency responses for Method 3, it can be seen that the amplitude is correct
around the peaks, and the errors arise around the antiresonances, which indicates that the errors may be due
to a poor approximation of the phase shifts between modes. The choice of the best method for each applica-
tion should be a compromise between required accuracy (where Methods 4 or 5 are best) and speed (where
Method 3 is best).
3.2 Multi-Model Reduction
In order to construct a reduction base that can be used to optimize the plate, several models where the domain
of the optimization parameters is sampled should be included. The thickness of each plate element is a
parameter to be optimized, therefore there are 16x20=320 optimization parameters. Due to the large number
of variables, a random sampling of the design space is used. Given that the parameter domain varies through
4 orders of magnitude (10−5 mm to 10−2 mm), and the modal parameters are more sensitive to relative than
linear changes of the design variables, the models for the reduction base are calculated as vectors of random
numbers drawn from the uniform distributions
Model 1 : t ∼ U([0, 10−2]) (28)
Model 2 : t ∼ U([0, 10−3]) (29)
Model 3 : t ∼ U([0, 10−4]) (30)
Model 4 : t ∼ U([0, 10−5]). (31)
For higher number of models, the sequence is repeated (i.e. Model 5 is generated as Model 1, etc.). For
each model, all modes below 10 kHz are included in the reduction base. In order to determine the number of
models necessary for each of the 6 available methods to obtain an accurate reduced system, three criteria are
considered,
ferr < 1% (32)
vacc > 0.9 (33)
∆Lp < 1 dB, (34)
which are evaluated at the 18 different design points that were used in section 3.1. The results for the 6
methods have been analysed for a number of models ranging between 1 and 20. Methods 1 and 2 do not
reach the required accuracy for any of the tested number of models, therefore, they will not be considered
further. For methods 4, 5 and 6, 8 models are sufficient to fulfil the requirements at all tested points, and
for Method 3, 20 models yield good accuracy for most of the points, but low MAC values for a few points.
Adding more models does not improve the results in terms of the MAC and increases the calculation times,
therefore the 20 model option is selected as the most efficient for Method 3.
Figure 2 shows the spread of the results when 20 models are used for Method 3, and 8 models are used for
Methods 4, 5 and 6. It can be seen that Method 3 is still faster than methods 4 and 5, even if more models are
included in the base. However, Method 6 presents solving times on the same range as Method 3, and a good
accuracy for all points; therefore, this seems to be the most efficient option regarding both accuracy and speed.
It should be noticed that the results between the single-model and the multi-model reduction experiments
show quite different tendencies for Method 6, which was not working well for single-model reduction, but is
the most efficient method for multi-model reduction. This indicates that the method benefits from having a
wider initial sample of vectors to create an orthogonal base.
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Figure 2: Accuracy and time consumption of solving the multi-model reduced system with the 6 methods
for 18 different thickness conditions of the plate.
3.3 Optimization of a plate
In this section, the thickness of the plate elements is optimized for two different objectives with the full and
the selected MMR reduced models, and the results are compared.
3.3.1 Optimization of modal frequencies
As a starting point, a plate with a constant thickness of 0.1 mm is considered. The structure-acoustic in-
teraction in this case is strong, which means that the modal frequencies for the uncoupled and the coupled
system are quite different. The optimization problem consists in modifying the thickness of the plate so that
the modal frequencies below 10 kHz are the same as for the uncoupled plate of 0.1 mm of thickness. In other
words, the influence of the acoustic domain in terms of modal frequencies should be removed.
The objective function is defined as
g(t) =
N∑
i=1
(
ωic(t)
2 − ωiu2
)2
(35)
where t is the vector of thicknesses of the elements, N is the number of modal frequencies below 10 kHz,
ωic is the i-th modal frequency of the coupled plate and ω
i
u is the i-th modal frequency of the uncoupled plate
with 0.1 mm thickness. The gradient of the objective function is
dg(t)
dtj
= 2
(
ωic(t)
2 − ωiu2
)
[ψL(t)]
T ∂[S(t)]
∂tj
[ψR(t)], (36)
where tj is the thickness of the j-th element, and
∂[S(t)]
∂tj
=
(
∂[K(t)]
∂tj
− ωic(t)2
∂[M(t)]
∂tj
)
. (37)
Therefore, it is required from the reduced model that the modal frequencies and the left and right modal
vectors are accurately calculated.
The constrained optimization algorithm implemented in the Matlab Optimization Toolbox [16] function
fmincon is used for the optimization (a detailed description of this method can be found in Ref. [17]). The
analytical expression of the gradient is supplied, and the Hessian is approximated by a quasi-Newton method.
Each objective function evaluation takes on average 5.2 s when using the full system, 3.4 s for the system
reduced with Method 3, 3.8 s with Method 4 and 3.5 s with Method 6. The resulting thickness designs when
using the full system, and the reduction methods 3, 4 and 6 are shown in Figure 3. It can be seen that the
designs resemble much each other, and the mean errors between the results of the reduced methods and the
full system are 1.76 · 10−5 for Method 3, 1.27 · 10−5 for Method 4 and 1.72 · 10−5 for Method 6, which
shows that the accuracy of the three methods is in the same range.
3.3.2 Optimization of compliance
In this case, the compliance of the system is to be maximized when the plate is excited by a unitary point force
on its central point and the sum off all thicknesses is constrained below 0.05 mm. The objective function is
g(t) =
K∑
k=1
| u(k, t)T f | (38)
where u is the vector of displacements and pressures, f is the input force vector, t is the vector of thicknesses,
k is the k-th frequency line andK is the total number of frequencies included in the optimization, in this case,
100 frequency lines sampled logarithmically between 100 Hz and 10 kHz. The gradient can be calculated as
dg(t)
dtj
=
K∑
k=1
−sgn(u(k, t)T f)u(k, t)T ∂[S(k, t)]
∂tj
u(k, t) (39)
with
∂[S(k, t)]
∂tj
=
(
∂[K(t)]
∂tj
− ωk(t)2∂[M(t)]
∂tj
)
. (40)
Therefore, in this case the accuracy of the displacement values is the main requirement from the reduced
systems.
Each objective function evaluation takes on average 50 s when using the full system, 6.7 s for the system
reduced with Method 3, 7.5 s with Method 4 and 7 s with Method 6. Figure 4 shows the designs obtained
with the full and the reduced systems. The designs show larger differences than in the case of optimization
of modal frequencies. This is due to the fact that the accuracy of the displacement vectors is lower than the
accuracy of the modal frequencies, and even though the error is small, the deviations propagate through the
optimization steps and result in significant differences in the result. However, there are many solutions to this
optimization problem; therefore, the small deviations on the sensitivities lead to different results, which are
not necessarily wrong. In this case, the four designs are quite different, but yield a similar final value of the
compliance. If the objective function had a unique minimum, all methods would probably converge towards
the same point eventually.
4. CONCLUSIONS
In this paper, several model reduction methods have been compared for a model of a plate coupled to an
air column. For single-model reduction, using left and right modal vectors has been found to be the fastest
approach. However, using only one kind of modal vectors and separating the acoustic and structural fields
in the reduction base has shown a better accuracy. When combining both approaches, a poorer performance
has been achieved. On the other hand, for multi-model reduction, the combined approach has performed
more efficiently than the rest of the methods. All methods have been found to be accurate enough when
optimizing the thickness of a plate to match certain modal frequencies. When optimizing the compliance,
different designs have been reached by the different methods due to small deviations of the displacement
vector leading to different paths in the optimization process. However, all designs are optimized for a reduced
compliance; therefore, the results would be usable in any case. The multi-model reduction approach has been
shown to be efficient for the presented cases, where the calculation time of the optimizations is dramatically
reduced when using the reduced systems.
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Figure 3: Thickness designs obtained with the full system and the three reduction methods for the opti-
mization of modal frequencies.
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Figure 4: Thickness designs obtained with the full system and the three reduction methods for the opti-
mization of the compliance.
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Abstract
Fully coupled structural-acoustic models of complex systems, such as those used in the hearing aid field,
may have several hundreds of thousands of nodes. When there is a strong structure-acoustic interaction,
performing optimization on one part requires the complete model to be taken into account, which becomes
highly time consuming since many iterations may be required. The use of model reduction techniques to
speed up the computations is studied in this work. The Component Mode Synthesis (CMS) method and
the Multi-Model Reduction (MMR) method are adapted for problems with structure-acoustic coupling, for
which two different approaches to constructing a modal reduction base are discussed. The efficiency and
accuracy of the CMS and the MMR methods are strongly model-dependent; in this paper, they are compared
for two optimization problems in the hearing aid context, where the MMR technique is found to be the most
efficient, speeding up the optimizations up to 6 times compared to the full model.
1 Introduction
Simulation is gaining relevance in industrial design procedures, which have evolved from a purely prototyp-
ing and testing approach to a context where numerical simulation is used from the early phases. Obtaining
reliable models is a key point for the design process to be efficient, and as more and more accuracy is re-
quired, the complexity of the models increases. This is the case in the hearing aid field, where the high
number of small parts that form the devices and the strong structure-acoustic interaction require models with
a high number of degrees of freedom in order to capture the physical behaviour accurately.
There is an interest in the industry to perform tasks such as optimization or uncertainty analysis, where
the numerical model must be solved iteratively for numerous combinations of the studied parameters. Per-
forming optimization on one part requires the complete model to be taken into account when there is a strong
acoustic-mechanical interaction, since the multiple vibrational and acoustic transmission paths between parts
have a significant influence; therefore, these processes can become very time consuming. Recently, a topol-
ogy optimization study including structure-acoustic interaction was performed on a part of a hearing instru-
ment [1]. However, some simplifications in terms of frequency resolution and detail of the model were done
to ease the process, for which the effects are difficult to control. Thus, in order to make it practically possible
to perform optimization on accurate models, reliable and efficient reduction techniques need to be developed.
Substructuring is a widely used approach for the reduction of Finite Element (FE) models, which consists in
dividing the model of the complete structure into substructures, obtaining reduced order models of each sub-
structure and coupling them at the interface Degrees Of Freedom (DOFs). The Component Mode Synthesis
(CMS) method [2,3] is a substructuring technique that has been widely used in the context of large problems
that require too high computational effort to be solved as a whole. This technique could also be beneficial
for optimization purposes, where the part to be optimized would be left as a detailed FE model which would
be updated at each iteration, and coupled with the rest of the model, reduced in one unchanging substructure.
The reduction of the substructure is done by a transformation matrix that is constructed with vibration modes
and interface-dependent static modes, the latter making the size of the reduced models strongly dependent on
the number of interface DOFs. It is worth noticing that the reduced matrices become full due to the transfor-
mation of coordinates, while the full FE models present sparse matrices that can be solved more efficiently
with high-performance sparse solvers; therefore, the ratio between the interface and the total DOFs must be
sufficiently small for the operation to yield a reduction in calculation time. The efficiency of the reduction is
therefore strongly model-dependent. Interface reduction methods have been developed to tackle this issue,
as described in Refs. [4, 5], which consist in applying a modal-based reduction on the interface DOFs in a
similar way as for the interior DOFs.
An alternative is reducing the complete system with a transformation matrix constructed only with vibration
modes, eliminating the need for interface-dependent modes and for keeping full FE model parts. The size
of the reduced matrices would then be equal to the number of modes included in the transformation matrix,
and can be used for frequency response calculation at a large number of frequencies in a very short time.
However, when varying parameter values, the modal base must be re-calculated, which implies solving the
eigenvalue problem to obtain the new modes of vibration at each iteration in an optimization context (un-
less the modal vectors are not sensitive to changes in the optimization parameters, as assumed in Refs. [6]
and [7]). This would still be too time-consuming, and it is therefore desirable to construct a reduction base
that can reduce the model accurately for any parameter value, which gives rise to the Multi-Model Reduction
(MMR) approach. Here, the transformation matrix is formed with vibration modes from a family of models
with varying values of the parameters [8], which sample the parameter domain finely enough for the reduc-
tion base to describe the model accurately at any design point. The size of the reduced system will depend
on the number of models that need to be included in the base; thus, the efficiency of the MMR method is
also strongly model-dependent.
Both suggested methods include vibration modes in their transformation matrix. For structural problems, the
modal vectors are orthogonal, which makes them suitable as a transformation base. However, for coupled
structural-acoustic problems, the system matrices become unsymmetric due to the coupling terms when the
pressure-displacement formulation is used, which yields non-orthogonal modal vectors. Therefore, those
cannot be directly included in the transformation matrix. One approach to obtaining an orthogonal base is
using the uncoupled modes, which can be efficient for problems with weak coupling, but becomes inefficient
when the structure-acoustic interaction is strong, as a large amount of modes should be included in the re-
duction base [9]. Since the coupled eigenvectors can better describe the system, it is desirable to use them
to obtain smaller reduction bases. One option consists in building two transformation matrices with the left
modal vectors and the right modal vectors, since the two combined sets are orthogonal with respect to the
system matrices [10]. Another approach consists in orthogonalizing the set of right eigenvectors, where the
acoustic and structural fields of the vectors can be separated and orthogonalized with respect to the acoustic
and structural mass matrices, respectively, in order to improve the numerical stability of the base [11].
In this paper, the CMS and the MMR methods are adapted for problems with structure-acoustic interaction
by using the two different approaches to forming modal bases. The methods are described in Section 2, and
in Section 3 the different techniques are compared in terms of efficiency and accuracy for optimization of
different hearing parts in a simplified hearing aid model.
2 Reduction bases for coupled problems
The model reduction procedure for the Component Mode Synthesis method and the Multi-Model Reduction
method, adapted for problems with structure-acoustic interaction, is described here. In Section 2.1, two dif-
ferent approaches to forming the modal bases are described, and in Sections 2.2 and 2.3 the procedure to
include them in the CMS and the MMR methods is shown.
2.1 Modal bases for coupled problems
For an undamped system, the FE pressure-displacement formulation yields the coupled eigenvalue problem
([
[Ks] −[S]T
0 [Ka]
]
− ω2i
[
[Ms] [0]
ρa[S] [Ma]
]){{ψ isR}
{ψ iaR}
}
=
{{0}
{0}
}
(1)
where [Ks] and [Ms] are the structural stiffness and mass matrices, [Ka] and [Ma] are the acoustic stiffness
and mass matrices, [S] is the coupling matrix, ρa is the density of the acoustic medium, ωi is the i-th modal
angular frequency, {ψ isR} is the structural displacement part of the i-th right modal vector and {ψ iaR} is the
acoustic pressure part of the i-th right modal vector.
For the sake of notation clarity in the following sections, let us introduce [M] and [K] as the coupled mass and
stiffness matrices, {ψ iR} as the i-th complete right eigenvector and {ψ iL} as the i-th complete left eigenvector,
the latter being the result from solving the transposed eigenvalue problem,
([K]T − ω2i [M]T ){ψ iL} = {0}. (2)
Moreover, let us define the truncated modal matrices as [ψL] = [{ψ1L} ... {ψNL }], [ψR] = [{ψ1R} ... {ψNR }],
[ψaL] = [{ψ1aL} ... {ψNaL}], [ψsL] = [{ψ1sL} ... {ψNsL}], [ψaR] = [{ψ1aR} ... {ψNaR}] and [ψsR] = [{ψ1sR} ...
{ψNsR}], where N is the number of modes included in the modal matrix.
The right eigenvectors from unsymmetric eigenvalue problems are not orthogonal, which makes them un-
suitable as a reduction base. However, the left and right eigenvectors form an orthogonal base with respect
to the unsymmetric mass matrix, [ψL][M][ψR] = [I]; therefore, they can be used together to reduce the sys-
tem. Another option consists in orthogonalizing the set of right eigenvectors, as done in ref. [11], where the
acoustic and structural parts of the coupled eigenvectors are separated and orthogonalized with respect to the
acoustic and structural mass matrices, respectively. The two modal base construction methods are described
in detail in the following, where [ΦL] refers to the left reduction base, and [ΦR] to the right reduction base,
meaning that the reduced system matrices would be calculated as
[Mred] = [ΦL][M][ΦR] (3)
[Kred] = [ΦL][K][ΦR]. (4)
2.1.1 Left-Right Method
Here, the right eigenvectors are used for the right reduction matrix, and the left eigenvectors for the left
reduction matrix,
[ΦL] = [ψL] (5)
[ΦR] = [ψR]. (6)
Consequently, the reduced mass matrix in eq. (3) becomes the identity matrix and the reduced stiffness ma-
trix becomes a diagonal matrix with the eigenvalues at the diagonal. The size of the reduced matrices equals
the number of vectors included in the base.
2.1.2 Split Field Method
The matrices are formed by separating the acoustic and structural parts of the coupled right eigenvectors
and orthogonalizing them with respect to the acoustic and structural mass matrices, respectively. The reason
for separating the fields is that the independent fields can be very similar across some of the modal vectors,
and those linear dependencies can be better detected when orthogonalizing them with respect to their mass
matrices, since they present large magnitude differences between the structural and the acoustic case. The
modal matrices are orthogonalized so that
[ψˆaR]
T [Ma][ψˆaR] = [I] (7)
[ψˆsR]
T [Ms][ψˆsR] = [I], (8)
where the ˆ symbol indicates that the matrix has been orthogonalized following the procedure described in
Appendix A, and grouping them in the transformation matrices,
[ΦL] = [ΦR] =
[
[ψˆsR] [0]
[0] [ψˆaR]
]
. (9)
In this way, the structure of the complete unsymmetric problem in eq. (1) is preserved in the reduced prob-
lem, but the base is not orthogonal with respect to the total mass or stiffness matrices.
Even though the vectors used in the Left-Right Method form a complete base, orthogonalizing the indepen-
dent fields might yield more numerically stable results due to the detection of collinearities in the independent
fields. The downside of the Split Field Method is that the initial reduction base contains twice as many vec-
tors due to the splitting of the fields, and even though the final size depends on the number of vectors that are
eliminated in the orthogonalization procedure, the reduced matrices will be larger and therefore more time
consuming to solve.
2.2 Component Mode Synthesis
The Component Mode Synthesis Method consists in dividing the structure into several substructures, reduc-
ing them, and coupling the reduced parts by their interface DOFs. The reduction base must contain vibration
modes and coupling modes, which can be of different kinds, as summarized in ref. [3]. In this study, the
Craig-Bampton method [2] is considered, and adapted for structure-acoustic coupling cases by calculating
the modal bases according to Section 2.1. The reduction and coupling of substructures is done following the
classical procedure, summarized in this section.
The Craig-Bampton transformation matrix includes vibration modes of the substructures with fixed interface
DOFs, and coupling modes calculated as a static reduction, [Θ] = [−Kii\Kib], where i are interior DOFs
and b are boundary (interface) DOFs. For coupled problems, two transformation matrices are formed, as
[TL] =
[
[ΦL] [Θ]
[0] [I]
]
(10)
[TR] =
[
[ΦR] [Θ]
[0] [I]
]
. (11)
[ΦL] and [ΦR] can be calculated using the Left-Right Method or the Split Field Method, using substructure
fixed-interface modal vectors as the initial modal matrices [ψL] and [ψR] or [ψRa] and [ψRs].
The displacement coordinates, x, are then reduced to a set of generalized coordinates, u, as{
xi
xb
}
=
[
[ΦR] [Θ]
[0] [I]
]{
ui
ub
}
, (12)
where the boundary DOFs remain unchanged, so ub = xb, and ui are the modal coordinates. Substituting
this transformation into the equation of motion and pre-multiplying it by [TL]T , the problem in eq. (1) is
reduced to
([TL]
T [K][TR]− ω2[TL]T [M][TR]){u} = [TL]T {f}. (13)
where the reduced mass and stiffness matrices can also be split into interior DOFs (corresponding to modal
coordinates) and boundary DOFs,
[Mr] = [TL]
T [M][TR] =
[
[Mrii ] [Mrib ]
[Mrbi ] [Mrbb ]
]
(14)
[Kr] = [TL]
T [K][TR] =
[
[Krii ] [Krib]
[Krbi ] [Krbb ]
]
. (15)
The coupling of substructures enforces displacement continuity at the boundary, namely xib = x
j
b for two
substructures i and j. For the case of one reduced substructure (1) coupled to one unreduced substructure
(2), the total mass and stiffness matrices become
[MCMS ] =
[M1rii ] [0] [M1rib ][0] [M2
ii
] [M2
ib
]
[M1rbi ] [M
2
bi
] [M1rbb ] + [M
2
bb
]
 (16)
[KCMS ] =
[K1rii ] [0] [K1rib ][0] [K2
ii
] [K2
ib
]
[K1rbi ] [K
2
bi
] [K1rbb ] + [K
2
bb
]
 . (17)
Therefore, the size of the reduced matrices equals the size of the unreduced substructure matrices plus the
number of vibration modes included in the reduction. The matrices of the reduced substructure become
full due to the reduction process, while the FE matrices of the unreduced system are sparse. Since pure FE
models can be solved very efficiently by optimized sparse solvers, the reduced system must be significantly
smaller in order to achieve a reduction in solving time.
2.3 Multi-Model Reduction
The Multi-Model Reduction technique consists in reducing the whole model with global vibration modes.
Since the parts affected by the parameters are included in the reduction, the modal vectors will vary across
the design domain, and the reduction base of the initial model will not be valid for all design points. It
would be highly time consuming to re-compute the base at each point, therefore, it is desirable to construct
a transformation matrix that is valid throughout the design domain. The MMR technique consists in build-
ing a reduction base with the modal vector matrices from several models, where the design domain of the
parameters has been sampled, and assuming that the reduction will be accurate enough at the points that
are not included in the base. Constructing this reduction base requires solving the full problem at a number
design points, which should be significantly lower than the number of function evaluations required in the
parameter study for the reduction to be efficient.
The modal base construction methods described in Section 2.1 can be used here by substituting the single-
model modal matrices by the multi-model modal matrices. For the Left-Right Method,
[ΨL] = [[ψL]1 [ψL]2 ... [ψL]M ] (18)
[ΨR] = [[ψR]1 [ψR]2 ... [ψR]M ] , (19)
and for the Field Split Method
[ΨaR] = [[ψaR]1 [ψaR]2 ... [ψaR]M ] (20)
[ΨsR] = [[ψsR]1 [ψsR]2 ... [ψsR]M ] , (21)
where M is the total number of models included in the base. Since some of the modal vectors from different
models will be very similar, an orthogonalization step must be added to the Left-Right Method (the Field
Split Method already includes this step). The orthogonalization is done following the procedure described
in Appendix A, but orthogonalizing the multi-model modal matrices with respect to the total mass matrix.
Therefore, the transformation matrices for the Left-Right Method become
[TL] = [ΨˆL] (22)
[TR] = [ΨˆR] (23)
and for the Field Split Method,
[TL] = [TR] =
[
[ΨˆsR] [0]
[0] [ΨˆaR]
]
, (24)
which reduce the system matrices as
[MMMR ] = [TL]
T [M][TR] (25)
[KMMR ] = [TL]
T [K][TR]. (26)
The number of models that need to be included in the base will be model-dependent. The procedure of
eliminating linearly dependent modes and determining which models to include in the base is not a trivial
matter and has a strong influence on the accuracy of the results. The procedure used in this work is described
in appendix A and section 3. The final size of the reduced matrices will be the number of models included
in the reduction base times the number of modes per model, and with the number of modes eliminated at
the orthogonalization phase subtracted. The reduced matrices also become full in this case, therefore, the
method will only be efficient if the number of modes included in the base is significantly lower than the total
number of DOFs of the full system.
3 Optimization of hearing aid parts
A simplified model of a Hearing Instrument (HI), shown in Figure 1, is considered. The lower part of the
tube is fixed, and a unitary volume velocity is applied at the excitation point, simulating the receiver excita-
tion. The Young’s modulus and thickness of the tube and the suspension are to be optimized for minimizing
the displacement in the X direction at the microphone position. After a convergence check, the mesh of the
complete model is formed by 23166 elements and 39673 nodes, resulting in a total of 90803 DOFs, and the
nominal material properties are listed in Table 1. The meshing and formulation of the stiffness and mass
matrices is done in ANSYS, and the matrices are imported into MATLAB, where the mode calculation, re-
duction and optimization are done.
Figure 1: Simplified hearing aid model
Density [kg/m3] E-modulus [Pa] Poisson ratio
Body 1040 2 · 109 0.4
Tube 1300 1 · 108 0.4
Receiver 7850 2 · 1011 0.3
Suspension 1100 6 · 106 0.49
Table 1: Nominal material properties of the HI
The displacement is to be minimized between 100 Hz and 10 kHz, and the objective function is formulated
as the sum of the displacement over the frequency range, in dB, as a function of the Young’s modulus (E)
and the thickness (t) of the part being optimized,
g(E, t) = 10 log
(
K∑
k=1
x2d(E, t)
)
(27)
where xd is the displacement in the X direction at the microphone position, in mm, k is the k-th discrete
frequency line and K is the total number of frequencies in the response, in this case, 25 logarithmically
sampled frequencies. The constrained optimization algorithm implemented in the MATLAB Optimization
Toolbox [12] function fmincon is used for the optimization (a detailed description of this method can be
found in ref. [13]), and the gradient is calculated using finite differences.
In Sections 3.1 and 3.2 the optimization of the tube and the optimization of the suspension, respectively, are
described. For each case, the model is reduced using CMS and MMR in combination with the Left-Right
Method and the Split Field Method, and the accuracy of the reduced models is evaluated by comparing the
results to the full system in terms of the modal frequencies, the modal vectors and the displacement frequency
response at the microphone position. The error in the modal frequencies is evaluated as
ferr = max
n=1:N
| fnFull − fnRed |
fnFull
· 100(%), (28)
whereN is the number of modal frequencies below the upper limit of 10 kHz. The modal vectors accuracy is
evaluated by calculating the Modal Assurance Criterion (MAC) between the modal vectors from the full and
the reduced systems. Since the MAC is bounded between 0 and 1, 1 indicating linearly dependent vectors,
and 0 indicating orthogonal vectors, the minimum diagonal value of the MAC matrix of all modes below 10
kHz is used as accuracy indicator,
vacc = min
n=1:N
[MAC](n, n). (29)
The accuracy of the displacement frequency response is evaluated as the mean error in dB between the results
of the full system and the reduced system. When the frequency response is sampled logarithmically at K
points between 100 Hz and 10 kHz, the error is calculated as
∆Lx =
1
K
K∑
k=1
20 log
( | xred(k) |
| xfull(k) |
)
(dB), (30)
where k is the k-th frequency line.
For each studied case, the most efficient technique is chosen for the optimization, and the results are com-
pared to the full system optimization results.
3.1 Tube
The Young’s modulus and thickness of the PVC tube are optimized in this section within the design space
specified in Table 2.
Lower bound Upper bound Nominal value
E modulus [Pa] 108 109 108
Thickness [mm] 1 1.8 1
Table 2: Design space of the tube properties
3.1.1 Comparison of reduced models
For the CMS reduction, the model is divided into two substructures by a cut on the hook part of the body,
as shown in Figure 2, which yields 141 boundary DOFs (structural and acoustic). The part that contains the
PVC tube is left unreduced (21886 DOFs), and the upper part is reduced using 200 vibration modes. The
reduced and the unreduced substructures are coupled as indicated in eqs. (16) and (17). The accuracy of the
reduction when using the Left-Right Method and the Split Field Method for the modal base is assessed ac-
cording to eqs. (28) - (30), and the results are compared in Table 3, where the time required for the frequency
Figure 2: Division of the HI in two substructures for the CMS reduction
response calculation at 25 frequencies is also shown.
For the Multi-Model Reduction approach, the reduction base is formed by adding models to it until certain
accuracy criteria are fulfilled. The included models sample the design domain of the optimization parameters,
starting by the extreme values and refining the sample gradually. The accuracy of the reduction base is
evaluated at 25 points, generated by assigning random values of the design parameters within their design
domain. When the worst case error measures out of the 25 points fulfil the following criteria, the number of
models included in the base is considered sufficient,
ferr < 1% (31)
vacc > 0.9 (32)
∆Lx < 2 dB. (33)
In this case, including 4 models with the 4 combinations of extreme values of the design space is sufficient
to fulfil the criteria for both the Left-Right Method and the Field Split Method. The accuracy results and
frequency response calculation time are shown in Table 3.
Reduction Technique Component Mode Synthesis Multi-Model Reduction Full model
Modal Base Type Left-Right Field Split Left-Right Field Split -
ferr (%) 0.5 0.009 0.09 0.09 -
vac 0.4 1 0.91 0.91 -
∆Lx (dB) 3.6 0 1.9 1.22 -
Time (s) 42 43 3.7 4.6 330
Table 3: Comparison of accuracy and frequency response calculation time between the models reduced for
tube optimization and the full model
Both the CMS and the MMR methods achieve remarkable time reductions compared to the full model fre-
quency response calculation. The MMR method presents the same accuracy when the modal base is built
with the Left-Right Method or the Split Field method. When combined with the Left-Right approach (MMR-
LR), it is 10 times faster than the CMS methods and 100 times faster than the full model, which makes it
the most efficient option. The CMS combined with the Field Split Method is slightly more accurate overall,
however, when the CMS is combined with the Left-Right Method, it does not fulfill the accuracy require-
ments in eqs. (31) - (33), showing that the choice of the modal base type does have an impact in this case.
3.1.2 Optimization results
The optimization of the tube parameters with the most efficient reduced model (MMR-LR) yields a value for
the E modulus of the tube of 2.8 · 108 Pa and a thickness of 1.77 mm, which present a very slight deviation
(3%) to the results obtained with the full model, showing that the reduction is accurate throughout the op-
timization. The optimization took 50 minutes with the reduced system and 6 hours with the full system, a
speed-up that is not directly proportional to the harmonic response calculation speed-up (100 times) because
the process of building the matrices and importing them into MATLAB at each function evaluation is com-
mon for the reduced and the full model. The resulting displacement frequency response at the microphone
position can be seen in Figure 3, compared to the frequency response when the nominal values of the tube
parameters are used. The total reduction in the objective function value is of 4.8 dB.
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Figure 3: Displacement frequency responses for the optimized and nominal values of the tube properties,
sampled at 25 frequencies
The frequency resolution of the optimized curve is quite poor; thus, it could be that the peaks of the response
have just been moved to unsampled frequencies. Performing the optimization for a larger number of fre-
quencies with the full model would be too time consuming; however, once the reduction has been shown
to yield accurate results for the tested case, it can be used trustfully for an optimization with higher resolu-
tion. Optimizing the frequency response logarithmically sampled at 300 frequencies yields a value for the
E modulus of the tube of 8.4 · 108 Pa and a thickness of 1.8 mm, and the nominal and optimized frequency
responses can be seen in Figure 4.
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Figure 4: Displacement frequency responses for the optimized and nominal values of the tube properties,
sampled at 300 frequencies
3.2 Suspension
In this section, the same procedure is followed for the optimization of the Young’s modulus and thickness of
the suspension within the design space specified in Table 4.
Lower bound Upper bound Nominal value
E modulus [Pa] 106 108 6 · 106
Thickness [mm] 0.175 0.2 0.2
Table 4: Design space of the suspension parameters
3.2.1 Comparison of reduced models
For the CMS, the model is divided into two parts by cutting the suspension and its surrounding elements into
a spherical substructure, as shown in Figure 5, which in this case yields 440 boundary DOFs. The part that
contains the suspension is left unreduced (49393 DOFs), and the outer part is reduced using 100 vibration
modes. Even though the unreduced part includes only the suspension and the closest neighbouring elements,
a fine mesh is required in order to model this sensitive region in an accurate way, therefore, it contains more
than half of the DOFs of the total system. The model is reduced following the same procedure as for the
tube. The Multi-Model Reduction base is formed following the same criteria as for the tube, which in this
case results in including 5 models in the base.
Figure 5: Division of the HI in two substructures for the CMS reduction
Reduction Technique Component Mode Synthesis Multi-Model Reduction Full model
Modal Base Type Left-Right Field Split Left-Right Field Split -
ferr (%) 0.1 0.1 0.1 0.1 -
vac 0.1 0.1 1 1 -
∆Lx (dB) 0.2 0.2 1 1 -
Time (s) 223 235 7.7 12.6 330
Table 5: Comparison of accuracy and frequency response calculation time between the models reduced for
suspension optimization and the full model
The comparison of the accuracy results and time consumption in Table 5 shows that the time reduction
achieved with CMS is not as significant here as for the tube case, due to the unreduced part containing more
than half of the DOFs of the full system. The accuracy of the modal vectors is poor for CMS independently
of the chosen modal base type, but the modal frequencies and frequency response accuracy is good for both,
which indicates that the poor MAC value is probably due to mode switching of modes that are close in fre-
quency. The MMR combined with the Left-Right Method (MMR-LR) is the most efficient approach.
3.2.2 Optimization results
The optimization of the suspension parameters yields a Young’s modulus value of 7.4 ·106 Pa and a thickness
of 0.188 mm with the MMR-LR reduced model, with a deviation of 2% compared to the result obtained with
the full system. The objective function value is reduced by 4.2 dB and the optimized displacement frequency
response is shown in Figure 6, compared to the nominal frequency response.
The total time of the optimization is reduced from 3.7 hours to 40 minutes. This reaffirms the accuracy
and efficiency of the reduced model, showing that it is the best approach for optimization speed-up in the
considered cases.
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Figure 6: Displacement frequency responses for the optimized and nominal values of the suspension proper-
ties, sampled at 25 frequencies
As for the case of the tube optimization, the poor frequency resolution can yield optimized values that do
not correspond to real minimized frequency responses. Optimizing the frequency response sampled at 300
frequencies with the reduced model yields the result shown in Figure 7, with an optimized value for the
Young’s modulus of 1.2 · 106 Pa and a thickness of 0.191 mm.
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Figure 7: Displacement frequency responses for the optimized and nominal values of the suspension proper-
ties, sampled at 300 frequencies
4 Discussion
For the MMR technique, both modal base types have yielded the same accuracy in the results. However, for
the CMS reduction, the Split Field modal base yields more accurate results than the Left-Right type for the
tube case, showing that the latter method is less numerically stable in some cases.
The MMR technique is faster than the CMS technique for both tested cases. A drawback of the MMR tech-
nique is that the mesh must remain unchanged between the different models, therefore, it is not valid for
optimization of parameters that would require re-meshing at each iteration. In this case, the thickness of
the tube and the suspension has been varied by displacing their outer nodes, which limits the design space,
as for large variations some elements should be added or removed. In the case where the position of a part
should be optimized, re-meshing would also be required, and the model could not be reduced using MMR.
In those cases, the CMS technique could be used for the reduction, if the boundary nodes are fixed, and the
mesh modifications affect only the interior DOFs of the unreduced part. Therefore, the speed-up introduced
by this method can also be useful for certain optimization problems.
5 Conclusions
In this work, two reduction methods and two approaches to building modal bases for problems with structure-
acoustic coupling have been compared for the optimization of the Young’s modulus and the thickness of two
parts of a model of a hearing aid. The Multi-Model Reduction technique has been found to be more effi-
cient than the Component Mode Synthesis method, showing a better accuracy and time reduction for the two
tested cases. In terms of the modal base types, the Left-Right method has been found to be fastest due to
its reduction base being smaller; however, the Split Field method presents a higher accuracy in some cases.
Overall, the MMR-LR, being up to 100 times faster than the full model for frequency response calculation,
is recommended as the most efficient technique.
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Appendix A Orthogonalization procedure
This Appendix describes the orthogonalization procedure used throughout this work for a generic case where
[TL] and [TR] are orthogonalized so that
[TˆL]
T [M][TˆR] = [I]. (34)
Some of the vectors in the initial matrices [TL] and [TR] can be almost identical, and must be removed in
order to avoid ill-conditioning. The detection of very collinear vectors is done by performing a Singular
Value Decomposition (SVD) of the matrices, as
[TL]
T [M][TR] = [U][Σ][V]
T , (35)
where [Σ] is the matrix with the singular values on its diagonal, and [U] and [V] are unitary matrices. Those
vectors for which the singular values are below a selected tolerance are then eliminated. A recommended
value for the tolerance is a multiple of the floating-point relative accuracy [14], which can be weighted by
the largest singular value and the size of the reduction base in order to penalize large reduced models [8].
Since the SVD has already been calculated, the obtained matrices are used for orthogonalizing the rest of the
vectors, as
[TˆR] = [TR][V]
−T [Σ]−1/2 (36)
[TˆL] = [Σ]
−1/2[U]−1[TL]T . (37)
Since [U] and [V] are also orthogonal matrices, [U]−1 = [U]T and [V]−T = [V], which avoids matrix
inversions in the calculation.
If [M] is symmetric and [T] = [TL] = [TR], then [V] = [U]T , and therefore [Tˆ] = [TˆR] = [TˆL].
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a b s t r a c t
Finite Element (FE)models of complex structural-acoustic coupled systems can require a large
number of degrees of freedom in order to capture their physical behaviour. This is the case
in the hearing aid ﬁeld, where acoustic-mechanical feedback paths are a key factor in the
overall system performance and modelling them accurately requires a precise description of
the strong interaction between the light-weight parts and the internal and surrounding air
over a wide frequency range. Parametric optimization of the FE model can be used to reduce
the vibroacoustic feedback in a device during the design phase; however, it requires solving
the model iteratively for multiple frequencies at different parameter values, which becomes
highly time consuming when the system is large. Parametric Model Order Reduction (pMOR)
techniques aim at reducing the computational cost associated with each analysis by project-
ing the full system into a reduced space. A drawback of most of the existing techniques is that
the vector basis of the reduced space is built at an oﬄine phase where the full systemmust be
solved for a large sample of parameter values, which can also become highly time consuming.
In this work, we present an adaptive pMOR technique where the construction of the projec-
tion basis is embedded in the optimization process and requires fewer full system analyses,
while the accuracy of the reduced system is monitored by a cheap error indicator. The per-
formance of the proposedmethod is evaluated for a 4-parameter optimization of a frequency
response for a hearing aid model, evaluated at 300 frequencies, where the objective function
evaluations becomemore than one order of magnitude faster than for the full system.
© 2018 Elsevier Ltd. All rights reserved.
1. Introduction
Simulation is gaining relevance in industrial design procedures, which have evolved from a purely prototyping and testing
approach to a context where numerical simulation is used from the early phases. Obtaining reliable models is a key point in the
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design process, and as more and more accuracy is required, the complexity of the models increases. In the ﬁeld of hearing aids,
numerical vibro-acoustic analysis is essential for the study of problems such as feedback; currently the main gain limiting factor
of the hearing devices. The high number of small parts that conform them, the strong structure-acoustic interaction between
those parts and the internal air volume require models with a large number of Degrees Of Freedom (DOFs) in order to capture
the physical behaviour accurately. Therefore, signiﬁcant computational challenges are encountered when solving problems that
require iterative and/or repeated solutions of the numerical model. Tasks such as uncertainty analysis by means of Monte-Carlo
methods, or parametric and topology optimization, require solving the system ofmodel equations repeatedly for a large number
of variations of different parameters. Therefore, the time required for solving the numerical problem at each iteration becomes a
critical factor. In the present work, we develop an adaptivemodel order reduction technique and apply it to a hearing aid design
problem.
In a recent paper [1], topology optimization of a part of a hearing instrument including structure-acoustic interaction was
performed. Optimizing one part of the device requires the complete assembly to be taken into account when there is a strong
acoustic-mechanical interaction, since themultiple vibrational and acoustic transmission paths between parts have a signiﬁcant
inﬂuence on the systemperformance. To facilitate the study, the performancewas evaluated and optimized for a limited number
of frequencies; therefore, the effects at the rest of the frequency range were not controlled. This highlights the need to develop
computational reduction techniques that allow optimization to be carried out with a higher level of accuracy and frequency
resolution.
Model order reduction techniques have been described in the literature and applied in several ﬁelds [2–4]. The earliest
research on the topic deals with structural dynamics problems, with the Component Mode Synthesis (CMS) method being
developed in the 1960s [5,6]. When modal-based methods were to be extended to problems with structure-acoustic inter-
action, different approaches were developed to construct the reduction basis. Since solving the coupled eigenvalue problem
requires higher computational effort due to the asymmetric nature of the matrices when the pressure-displacement formu-
lation is used, one suggested approach [7] consisted in using the uncoupled structural and acoustic modes, which is an eﬃ-
cient solution for problems with a weak structure-acoustic coupling. However, for problems with strong interaction, a large
amount of modes are required in order to obtain an accurate reduced model [8], making it a poorly eﬃcient technique. With
the recent improvements on eigenvalue solvers and computational power, solving the asymmetric problem has become less
challenging; therefore, the coupled modal vectors, that better describe true behaviour of the system, can now be used in
practice. Another issue that arises from the asymmetry of the matrices is that the modal vectors do not form an orthogonal
basis, which has been addressed in the literature in two ways: by using both left and right eigenvectors [9,10], or by apply-
ing orthogonalization techniques on the right eigenvectors [11]. The two approaches have been compared by the authors in
Ref. [12], which showed that the second approach is more suited to the present problem, and is therefore employed in this
work.
In CMS, the model is divided in substructures, which are reduced internally while the interface DOFs are kept unmodiﬁed.
Even though interface reduction methods have been developed [13,14], this method is most eﬃcient for systems that can be
divided at low-dimensional interfaces, such as the pipes studied in Ref. [11], but it can be diﬃcult to eﬃciently substructure
systems that consist of complex 3D parts, as in hearing aid models. Despite the cost of solving the full eigenvalue problem, it
turns out that a more eﬃcient technique [15] consists in reducing the complete structure in terms of the global modal vectors,
since ﬁne resolution frequency response calculations can then be done at a very low computational cost on the reduced system.
Therefore, this approach is selected in our work.
For parametric optimization purposes, a new modal reduction basis would have to be calculated for each variation of the
parameter values when using the suggested approach (unless the modal vectors are not sensitive to the parameters, as assumed
in Refs. [16,17]). This would still be faster than calculating the full system frequency response if the number of considered
frequencies is large; however, parametric Model Order Reduction (pMOR) techniques have been developed to make this process
even more eﬃcient. The Multi-Model Reduction (MMR) technique is one of the most straight-forward pMOR methods, which
consists in constructing a global reduction basis that is valid for any value of the parameters within a given design domain by
concatenating the modal vectors calculated at several points in the parameter space in a global reduction matrix [4,18]. The
number of included points should be suﬃcient to ensure that the reduction error at any point in the domain is below a required
level. The resulting global vector matrix is then orthogonalized, since somemodal vectors calculated at different sampled points
can be linearly dependent, and they would otherwise result in ill-conditioning. When using MMR for coupled problems, the fact
that the modal vectors resulting from the asymmetric matrix system are inherently not orthogonal should also be taken into
account.
The MMR technique is usually applied in an oﬄine-online fashion, where the reduction basis is constructed ﬁrst (oﬄine)
and used for very fast function evaluation during the optimization (online). A drawback of this approach is that the oﬄine
phase can become very costly for an increasing number of parameters, since (a) the full model eigenvalue problem must be
solved for each point that is included in the basis, and (b) the full model solution must be calculated at a representative
sample of non-included points to evaluate the reduction error and ensure accuracy. To avoid problem (b), error bounds or
error estimators that are cheaper to compute can be used instead of the true error [19]. Tight error bounds can be found
for speciﬁc types of partial differential equations [20]; however, we will use a residual-based error indicator in this work,
since they can be applied for any kind of problem and have already been successfully used in frequency response calculation
problems [21].
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A key point for reducing the computational time due to problem (a) is minimizing the number of points that need to be
included in the basis. Greedy algorithms have been suggested for this purpose [22–25]; they consist in iteratively ﬁnding
the point of the domain where the reduction error is maximal and adding it to the basis, until the maximum error is below
some requirement. These methods are most eﬃcient for applications like uncertainty characterization studies or system con-
trol, where most of the parameter domain is evaluated in the online phase. However, for optimization problems, only a small
part of this domain is actually explored, and the efforts made for accurately representing points that will not be evaluated during
the optimization are unnecessary. To exploit this feature, an adaptive reduced order basis construction approach that breaks the
oﬄine-online framework is proposed in this work. Previous works in this direction can be found in Refs. [26,27],where amethod
based on trust-region optimization is suggested; however, those approaches require solving a series of optimization problems
bounded by an error estimator, which only results in an eﬃciency improvement when a very cheap error bound is available.
Since we choose to use a residual-based error indicator, this approach does not lead to an eﬃcient framework in the considered
case. A more straight-forward basis updating methodology is therefore developed in this work. The suggested approach consists
in updating the reduced order basis during the course of the optimization by evaluating the error indicator at each objective
function calculation and adding the current point if it drops below a selected threshold. A similar approach is used in Ref. [28]
for static structural topology optimization problems.
The main contributions by the authors are the extension of the MMR technique to vibroacoustic modal reduction bases, the
development of a state vector error indicator adequate for such bases, and the algorithm for adaptively updating the reduced
order basis during the optimization. This article is organized as follows. In Section 2, the hearing aid study case model and
optimization problem that will be used for testing the algorithm suggested in this paper are presented. In Section 3, the details
of the proposed adaptive pMOR optimization technique are described. In Section 4, the performance of the method is evaluated
for the proposed case, and Section 5 summarizes the conclusions. All numerical tests were performed on a regular desktop
computer (Intel Core i7-4790 k, 4 GHz CPU and 32 GB of RAM memory).
2. Test case: hearing aid design optimization problem
Amain objective during the design phase of a hearing aid is theminimization of feedback paths, i.e. the acoustic and vibratory
isolation of the microphones (which capture the outer acoustic signal, but are also sensitive to vibration) from the receiver (the
loudspeaker that emits the sound into the ear, which also introduces structural vibration) to avoid signal loops. Even though
powerful Digital Signal Processing (DSP) feedback cancellation algorithms are implemented in most hearing instruments, a
design that maximizes the isolation between the transducers from a physical point of view is a key aspect for the ﬁnal perfor-
mance of the product. This motivates the use of FE models for frequency response optimization of the hearing aid. The models
can however become very large, since the maximum frequency of interest goes up to 10 kHz, requiring a highly reﬁned mesh
especially for parts with soft materials and for the air volumes. Moreover, the frequency resolution of the optimized response
should be ﬁne enough to capture the complex behaviour of the system, requiring solutions for a high number of frequencies.
These factors make the vibroacoustic response calculation highly time consuming and its optimization practically impossible,
which triggers the need for the application of model order reduction techniques.
2.1. Problem statement
Hearing aids are formed by a large number of small parts connected to each other. One of the most critical components in the
design is the receiver (loudspeaker) suspension, since itsmain role is the isolation of the receiver from the rest of the system. The
tube that brings the sound from the receiver output to the ear is also a potential source of feedback, since it interacts strongly
with the inner air due to its softmaterial and thin dimensions. In this study,we consider the optimization of the Young’smodulus
and thickness of these two parts to minimize the vibration velocity at the microphone position over the usual frequency range
of interest in hearing aid design: between 100 Hz and 10 kHz.
A simpliﬁed model of a Behind The Ear (BTE) hearing aid, shown in Fig. 1, is built for this purpose. The parts that play a main
role in the vibro-acoustic response are included, being the suspension, the tube and the receiver (simpliﬁed as a steel block), and
the remaining components are modelled as a single solid body. The acoustic domain consists of a hard-walled acoustic volume,
the coupler that simulates the acoustic impedance of the ear, an air canal that connects it to the receiver output through the
tube and the suspension, and a small air cavity surrounding the receiver and the suspension. For the sake of simplicity and since
the speciﬁc purpose of this study is evaluating the performance of the suggested model order reduction method, the air that
surrounds the hearing aid and the transducer models of the receiver and the microphones are not included in the calculation.
However, the acoustic and vibratory excitation signals are obtained from a lumped element model of the receiver, and applied
as a frequency-dependent particle velocity and two directional forces, shown in Fig. 2, at a point on the surface between the
receiver and the air canal.
2.2. Model set-up and optimization problem
The model has been set up in ANSYS® Academic Research Release 17.1, and the ANSYS® acoustic extension v171.4. Even
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Fig. 1. Considered hearing aid model. (a) View of the model from outside, without outer air. (b) View of the vertically sliced model with zoomed view of the suspension
and its surrounding area.
Fig. 2. Particle velocity (a) and forces (b) obtained from the receiver lumped element model.
though the maximum frequency of interest is 10 kHz, modal extraction will be performed with the model up to 12 kHz for
model reduction purposes, as will be explained in the next section; therefore, the size of the mesh of the complete model has
been determined by a convergence study of the eigenfrequencies of the system up to 12 kHz, resulting in 90821 DOFs, where
the suspension requires the ﬁnest mesh in order to capture its rich modal behaviour. The nominal material properties for each
part can be seen in Table 1.
In hearing aids, thermo-viscous losses become important in thin tubes and small cavities. They are usually modelled by a
Boundary Layer Impedance (BLI) model [29], implemented in the ANSYS® FLUID elements (FLUID220 and FLUID221 are used in
themodel), which is frequency-dependent. Since losses in the air canal have an effect on the velocity response at themicrophone
position in the presented model, as shown by the solid and dashed lines in Fig. 3, it is important to include them to avoid
optimizing a non-realistic peaky curve. However, reducing a systemwith frequency-dependent properties is signiﬁcantly more
cumbersome than a frequency-independent one. Therefore, a simpliﬁed version of the loss model is applied here, where the BLI
effect is only calculated at 1000 Hz and added as a constant matrix to the system along the full frequency range. The resulting
response is shown by the dotted line in Fig. 3, which is almost on top of the solid line. Even though the response is not exactly
Table 1
Nominal material properties of the hearing aid.
Density (𝜌) [kg/m3] Young’s modulus (E) [Pa] Poisson ratio (𝜎) Damping coeﬃcient (𝜈)[%]
Body 1040 2 · 109 0.4 0
Tube 1300 1 · 108 0.4 0.2
Receiver 7850 2 · 1011 0.3 0
Suspension 1100 6 · 106 0.49 0.1
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Fig. 3. Comparison of the total velocity at the microphone position when applying BLI, the frequency-independent BLI approximation, and no losses.
Table 2
Parameter design space.
Lower bound 𝝁l Upper bound 𝝁u Initial value 𝝁0
Tube E modulus [Pa] 9 · 107 109 108
Tube thickness [mm] 0.96 1.4 1
Suspension E modulus [Pa] 106 108 6 · 106
Suspension thickness [mm] 0.175 0.225 0.2
the same, we hypothesize that using this approximation during the optimizationwill lead in practice to a result that is also close
to optimal when the full BLI model is applied. This hypothesis will be validated in Section 4, where the results are presented.
When the pressure-displacement formulation is used, the equation of motion in the frequency domain of the complete
system under harmonic excitation takes the form([
𝐊s −𝐒T
0 𝐊a
]
− 𝜔2
[
𝐌s 0
𝜌a𝐒 𝐌a
]){
𝐱s
𝐩a
}
=
{
𝐟s
𝐟a
}
, (1)
where 𝐊s and𝐌s are the structural stiffness and mass matrices, 𝐊a and𝐌a are the acoustic stiffness and mass matrices, 𝐒 is
the ﬂuid-structure interaction coupling matrix, 𝜌a is the density of the acoustic medium, 𝜔 is the frequency, 𝐱s is the vector of
structural displacements, 𝐩a is the vector of acoustic pressures, 𝐟s is the vector of external structural forces and 𝐟a is the vector of
external acoustic excitations. In this model, the damping matrix vanishes since only hysteretic material damping is considered,
which is included as the imaginary part to the structural stiffness matrix,𝐊s, and the terms associatedwith the BLI are included
as a constant matrix added to the stiffness matrix,𝐊a.
The optimization problem we consider in this work can be formulated as
minimize
𝝁
g(𝝁) = 10 log
K∑
k=1
|||||𝐯m(𝝁, k)vref
|||||
2
subject to 𝝁l ≥ 𝝁 ≥ 𝝁u, (2)
where |𝐯m(𝝁, k)| is the magnitude of the total velocity at a node on the microphone position, calculated as ||||
√
v2mx + v2my + v2mz
||||,
vref is the reference structural velocity, k is the k-th discrete frequency line and K is the total number of frequencies (300
frequencies logarithmically distributed between 100 Hz and 10 kHz in this case). The vector 𝝁 contains the four considered
optimization parameters: the Young’s moduli and the thicknesses of the tube and the suspension:
𝝁 =
⎡⎢⎢⎢⎢⎢⎣
Et
Es
tt
ts
⎤⎥⎥⎥⎥⎥⎦
, (3)
which can vary within the lower and upper bounds, 𝝁l and 𝝁u, speciﬁed in Table 2.
The thickness modiﬁcation is done by moving all the nodes on the outer surface of the tube or the suspension, respectively,
in the direction normal to the surface. The upper and lower bounds are therefore determined by the amount of deformation that
can be applied before the mesh becomes too distorted.
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Table 3
Objective function evaluation computational times for the full system.
Building matrices in ANSYS® and importing into MATLAB® Solving eq. (1) @ 300 freq. lines Total
Time [s] 255 8500 8755 (2.4 h)
2.3. Optimization framework with full model
The optimization is performed in MATLAB® , using a constrained optimization algorithm implemented in the MATLAB®
Optimization Toolbox [30] function fmincon (a detailed description of this method can be found in Ref. [31]) and the gradient is
calculated using ﬁnite differences. Therefore, at each optimization iteration, the objective function in Eq. (2) must be evaluated
at least 5 times: for the current point and for the calculation of each component of the gradient. For each function evaluation,
MATLAB® interfaces with ANSYS® to update the design parameters and command building the new system matrices, which
are then read into MATLAB® , where the system in Eq. (1) is reduced and solved for the different frequency lines, as will be
explained in the following sections, and the objective function value is calculated. The algorithm stops the optimization when
the size of the step or the variation of the objective function between two consecutive iterations is below a speciﬁed tolerance.
If the full system in Eq. (1) is solved without reduction, the computational time required for a single objective function
evaluation is around 2.4 h, which is spent in different steps as detailed in Table 3. Even though a signiﬁcant amount of time is
spent in the communication between softwares, the largest burden is clearly on the response calculation, which is proportional
to the number of considered frequencies. The proposed model order reduction technique focuses on reducing the time spent at
that step.
3. Adaptive model order reduction method for parametric optimization
In this chapter, the proposed framework for optimization using reduced order modelling is described. A model order reduc-
tion technique for vibroacoustic problems is developed in Section 3.1, and the procedure to make it adaptive for parametric
optimization problems is described in Section 3.2.
3.1. Modal-based reduction for structural-acoustic coupling problems
A projection-based approach to Model Order Reduction (MOR) [4] is adopted in this work. In this approach the state vector
𝐱 ∈ ℝn is approximated by a lower rank basis 𝐓 ∈ ℝ𝐧×𝐦:
𝐱 ≈ 𝐓𝐱r , (4)
where 𝐱r ∈ ℝm is the reduced state vector, andm < n.
In this work we employ a Galerkin projection such that for a generalized dynamic stiffness matrix and external load, the
reduced equations of motion in the frequency domain can be written as:
𝐓T𝐃𝐓𝐱r = 𝐓T𝐟 , (5)
or
𝐃r𝐱r = 𝐟r, (6)
where 𝐃r ∈ ℝm×m is the reduced generalized dynamic stiffness matrix. The construction of matrix 𝐓 is discussed in the follow-
ing.
Modal vectors have been widely used in model reduction of structural problems, since they form an orthogonal set which
is easy to truncate according to their modal frequency and the maximum frequency of interest in the analysis. They are good
descriptors of the system dynamics and have a clear physical interpretation, which have made them a popular choice also in
the ﬁeld of vibro-acoustics. In this section, the challenges encountered to obtain an eﬃcient and accurate modal basis for vibro-
acoustic problems, and more speciﬁcally for the hearing aid problem introduced in Section 2, are discussed.
The coupled eigenvalue problem must be solved to obtain the modal vectors. For the problem stated in Eq. (1), it takes the
following form:⎛⎜⎜⎜⎜⎜⎝
[
𝐊s −𝐒T
0 𝐊a
]
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
𝐊
− 𝜆2
i
[
𝐌s 0
𝜌a𝐒 𝐌a
]
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
𝐌
⎞⎟⎟⎟⎟⎟⎠
{
𝝍 is
𝝍 i
a
}
=
{
0
0
}
, (7)
where {𝝍 i
s
} is the structural displacement part of the i-th modal vector, {𝝍 i
a
} is the acoustic pressure part of the i-th modal
vector, and 𝜆i is the i-th eigenvalue given by 𝜆i = 𝜔i + j𝛿i , 𝛿i∕𝜔i being the modal damping ratio, and 𝜔i the damped modal
angular frequency. Note that these modal vectors are representing the full coupled system, and are not the uncoupled modal
E. Creixell-Mediante et al. / Journal of Sound and Vibration 424 (2018) 208–223214
vectors as used in Ref. [7]. Since only thosemodeswith a frequency below a required threshold,𝜔t , are needed for the reduction,
the truncated structural and acousticmodalmatrices,𝚿s = [𝝍1s ,… ,𝝍Ns ] and𝚿a = [𝝍1a ,… ,𝝍Na ]with𝜔N < 𝜔t , can be obtained
most eﬃciently by solving the eigenvalue problem with an iterative algorithm that stops after obtaining all modes below the
selected frequency, such as the “Unsymmetric Method” used by the ANSYS® software [32].
Unlike for the purely structural case, the systemmatrices𝐌 and 𝐊 are unsymmetric due to the coupling terms. This results
in the right eigenvectors not being mutually orthogonal, which makes them not directly suitable as a reduced order basis. Based
on the results of previous investigations by the authors [12], the proposed approach consists in separating the acoustic and
structural ﬁelds from the coupled modal vectors and orthogonalizing them with respect to the acoustic and structural mass
matrices respectively, so that
?̂?
T
a𝐌a?̂?a = 𝐈 (8)
?̂?
T
s𝐌s?̂?s = 𝐈, (9)
where (̂·) indicates that the matrix has been orthogonalized. The orthogonalization procedure is detailed in the following for
matrix ?̂?a, and is valid for all matrix orthogonalizations indicated in this paper with (̂·).
Due to splitting the modal vectors into their acoustic and structural ﬁelds, the partial modal matrices𝚿a and𝚿s can contain
linearly dependent vectors, which must be removed from the basis to avoid ill-conditioning. The vector products linked to
the kinetic and strain energy are a good measure of independence [18], therefore we choose to construct a basis that is mass
orthonormal here. This is done by performing a Singular Value Decomposition (SVD) of the mass-weighted vector product,
𝚿T
a
𝐌a𝚿a = 𝐔𝚺𝐕T , (10)
where 𝚺 is a diagonal matrix with the singular values on its diagonal and𝐔 and𝐕 are unitary matrices, which are also equal and
orthogonal since the decomposed matrix is symmetric, and therefore (𝐕−1)T = 𝐕 = 𝐔. For eliminating the linearly dependent
basis vectors, the columns of matrix𝐔 for which the singular value is below a certain threshold are discarded, yielding the trun-
catedmatrix𝐔t . Theoretically, this threshold would be zero; however, due to the numerical noise involved in real computations,
a recommended value for the threshold is a multiple of the ﬂoating-point relative accuracy [33], weighted by the largest singular
value and the number of vectors in𝚿a (in order to penalize large reduced models [18]). Substituting𝐔 by𝐔t in Eq. (10), moving
the right-hand side terms to the left side and equating it to Eq. (8), we obtain
?̂?a = 𝚿a𝐔t𝚺−1∕2. (11)
The resulting orthogonalized modal matrices are then grouped to form the reduction basis as
𝐓 =
[
?̂?s 0
0 ?̂?a
]
. (12)
For the hearing aidmodel described in Section 2with the nominal parameter values, calculating the eigenmodes up to 12 kHz
in ANSYS® takes 160 s and yields a reduction basis with 94 vectors. The error introduced by the reduction can be quantiﬁed
by comparing the solution of the full system to the reconstructed solution of the reduced system. In terms of the 2-norm, the
relative reduction error on the state response vector as a function of frequency is
𝜖(𝜔) = ‖𝐱(𝜔) − ?̃?(𝜔)‖2‖𝐱(𝜔)‖2 , (13)
which is shown by the grey line (“no enrichment”) in Fig. 4 for the reduction with modes below 12 kHz. The 1% error line is also
shown, since it is commonly used as a pragmatic maximum reduction error level allowed to ensure accuracy. The relative error
is above this line for frequencies above 2 kHz; therefore, the current reduction basis is not accurate enough for the system under
study.
An eﬃcient way to improve the accuracy of the reduced order model consists in enriching the reduction basis by includ-
ing information about the external excitation [34]. The basis can be enriched with a static response, or with several dynamic
responses calculated at selected frequencies. For a given frequency 𝜔k, an enrichment vector 𝐱k is obtained by solving the full
model at that frequency,
𝐱k =
(
𝐊 −𝜔2
k
𝐌
)−1𝐟 (𝜔k). (14)
The obtained set of enrichment vectors is not necessarily orthogonal; therefore, the same procedure as for the modal vectors
is applied. The acoustic and structural parts of the response vectors are grouped separately in 𝐗a and 𝐗s, which are orthogonal-
ized following the technique described above to obtain ?̂?a and ?̂?s. Then, the ﬁnal reduced order basis is formed by concatenating
them with the orthogonalized modal matrices, as
𝐓 =
⎡⎢⎢⎣
[
?̂?s ?̂?s
]
0
0
[
?̂?a ?̂?a
]⎤⎥⎥⎦ . (15)
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Fig. 4. Reduction error for increasingly enriched reduction bases.
Table 4
Reduction basis construction computational times.
Solving eigenvalue problem in ANSYS®
and importing vectors into MATLAB®
Calculating enrichment
vectors
Orthogonalizing
matrices
Total
Time [s] 322 114 0.5 436.5 (7.3 min)
When enriching the previously calculatedmodal basis with dynamic responses, we ﬁnd that 4 enrichment vectors calculated
at 100 Hz, 1 kHz, 7 kHz and 10 kHz are needed for the error to be below the desired level, as shown in Fig. 4. This yields a reduced
order basis with 102 basis vectors, only 8 more than for the original modal basis, consisting of 94. The time required for solving
this reduced system at 300 frequencies is 9 s, which is 945 times shorter than the full system solution time, which took 8500 s
(Table 3).
The construction of the reduction basis consists therefore of three main steps: solving the eigenvalue problem to obtain the
modes up to 12 kHz, calculating 4 enrichment vectors, and orthogonalizing the resulting matrices to form 𝐓. The time required
for each step is detailed in Table 4, and adds up to 7.3 min. If the 9 s required for solving the reduced system and the 255 s
required to obtain the matrices from ANSYS® (according to Table 3) are added to that, a total of 11.7 min are needed for a single
objective function evaluation, which is 12 times faster than the 2.4 h required when using the full system.
3.2. Parametric model order reduction by adaptive basis construction
The approach described so far does not take into account the parametric dependency of the model. The reduced order basis
could be re-computed for each combination of parameter values that needs to be evaluated during the optimization process,
which has been shown to be 12 times more eﬃcient than using the full model. However, this approach would still be relatively
time consuming compared to what can be achieved when using parametric Model Order Reduction (pMOR) techniques. Typi-
cally, pMORmethods consist in constructing a reduction basis “oﬄine” (i.e. before the optimization) that is accurate throughout
the parameter design domain, and the basis is then used throughout the optimization to reduce the system matrices, avoiding
to solve the full system during the “online” phase [35].
The pMOR technique selected in this work consists in sampling the parameter design space and forming a global reduction
basis by concatenating the basis vectors calculated at the different sample points. In the classical approach, the reduction basis
should be formed by sampling the parametric space ﬁnely enough so that the obtained global basis introduces a reduction error
below a required threshold throughout the full design domain. To ensure that, the error must be evaluated at a representative set
of non sampled points, and new points must be added to the basis until the requirement is fulﬁlled [18]. This can become highly
time consuming due to two factors: (1) the full model needs to be solved in order to calculate the error, which is computationally
expensive, and (2) a large number of points must be added to the basis in order to represent the whole parameter space.
In this section, issues (1) and (2) are addressed. Firstly, a cheap pragmatic error indicator is presented. Secondly, a technique
to reduce the number of points that need to be included in the reduction basis is introduced. The proposed approach exploits
the fact that, during the optimization, a speciﬁc path within the design domain will be followed, and therefore only a small part
of it will actually be evaluated. Consequently, there is no need to represent accurately the complete design domain, but only
those areas that will actually be explored, as illustrated in Fig. 5.
3.2.1. Error indicator
Many a posteriori error indicators are based on the computation of the norm of residuals associated with the full model. The
norm of the force residual can be computed relatively cheaply by inserting the reconstructed state vector into the full system
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Fig. 5. Traditional parameter sampling for reduction basis construction (a) and new adaptive approach (b) for an example with 2 parameters. The white crosses indicate
points on the parameter space that are included in the reduction basis, and the dashed line represents the path followed during the optimization. The grey area indicates
the parameter space where the reduction is accurate in each case.
Fig. 6. Comparison of the force residual and the state vector residual.
equation of motion, i.e.
Δ𝐟 =
(
𝐊 −𝜔2𝐌
)
?̃? − 𝐟 . (16)
The force residual has been directly used as an error indicator in the literature [21,27]. It measures how good of a solution to the
system the reconstructed response is; however, we are concerned about how much the reconstructed response deviates from
the full model response; therefore, we search for an estimate of the relative state vector error, as expressed in Eq. (13). In the
literature, most suggested approaches to approximating this error from the norm of the force residual are mainly concerned
with reduction methods based on Proper Orthogonal Decomposition (POD). POD consists in building the reduction basis from
”snapshots” of the state vector at different parameter points, where the full systemmust be solved. The true error can directly be
obtained at those points since the full system solution is available, and it is used in Ref. [24] to create a linear model between the
norm of the force residual, ‖Δ𝐟‖2, and the norm of the state vector residual, ‖Δ𝐱‖2 = ‖𝐱 − ?̃?‖2, which is then used to estimate
the error at other points.
For modal-based reduction, the full system response is not calculated when building the reduction basis; therefore, this
approach cannot be directly used. However, the idea of ﬁnding a relationship between the residual on the dynamic force balance
and the state error may still be feasible. In practice, we observed that when the ROM is suﬃciently accurate, there is close to a
constant offset between the force residual and state vector error over the frequency range of interest, which is demonstrated in
Fig. 6. Therefore, as a pragmatic approximation, this offset could be calculated at one single frequency, f0, and used to roughly
approximate the state vector residual at the rest of the frequency range by multiplying it by the force residual,
k = ‖Δ𝐱(f0)‖2‖Δ𝐟 (f0)‖2 , (17)
‖Δ𝐱(𝜔)‖2 ≈ k‖Δ𝐟 (𝜔)‖2. (18)
Then, the relative error can be estimated as
𝜖ind(𝜔) =
k‖Δ𝐟 (𝜔)‖2‖?̃?(𝜔)‖2 ≈ 𝜖(𝜔) = ‖Δ𝐱(𝜔)‖2‖𝐱(𝜔)‖2 . (19)
The resulting estimated error, when f0 is chosen at 5 kHz, is shown in Fig. 7 in comparison to the true error. The curves are
almost on top of each other in most of the frequency range, which shows that the indicator approximates well the sought error.
If f0 was chosen to be one of the frequencies at which the reduction basis enrichment vectors are calculated, 𝐱(f0)would directly
be availablewhen calculating factor k for a point that is included in the reduction basis, which could reduce computational costs.
However, the error can drop to very small values at those frequencies (as observed for example in Fig. 4), which makes the ratio
between the residuals at those frequencies not representative of the overall offset. Therefore, it is a better choice to select an
217E. Creixell-Mediante et al. / Journal of Sound and Vibration 424 (2018) 208–223
Fig. 7. Comparison of the state vector true relative error and the error indicator.
Fig. 8. Comparison of the state vector true relative error and the error indicator at a point further from the points included in the basis.
f0 far from the enrichment frequencies. Still, it is clear that the error indicator accuracy depends on the choice of f0; moreover,
the estimate deviates further from the true error when evaluating points that are far from the points included in the reduction
basis, as in the case shown in Fig. 8. There is therefore an uncertainty about the accuracy of the error indicator which must be
taken into account. This is done by requiring a low value of the error indicator for a reduced model to be considered accurate
enough; for example, allowing 0.5% as maximum value instead of the usual 1%. This solution proves effective in practice, as will
be further discussed in Section 4.
Even though the computation of the error indicator is cheap compared to solving the full system, the time required for
the calculation is not negligible. The two most time-consuming steps are the calculation of 𝐱(f0) for obtaining factor k and the
calculation of the force residual,Δ𝐟 (𝜔), for a large number of frequencies. In the considered problem, the ﬁrst step requires 29 s
and the second step 74 s; this shows that checking the accuracy of the response still takes longer than the frequency response
calculation itself, which took 9 s for the reduced system obtained in Section 3.1. The time consumption of each step in the
calculations is further detailed in Section 4.
3.2.2. Adaptive parametric model order reduction basis updating and optimization framework
A parameter space sampling method for the reduction basis construction that breaks the traditional oﬄine-online approach
is suggested here. The fact that only a speciﬁc path within the design domain is explored during the optimization is exploited to
construct an eﬃcient reduction basis that does not include information of the unexplored parts. Adaptive approaches for pMOR
have been previously proposed by e.g. Zahr et al. [27]; however, they consist in solving a series of optimization problems in
between which the reduction basis is updated, while the algorithm suggested here embeds an on-the-ﬂy basis updating routine
into the optimization loop. The method works as follows:
• An initial reduction basis is calculated for the initial parameter set as shown in Section 3.1.
• During the optimization, a new parameter point is added to the global reduced order basis if the accuracy falls below a
required level, which is checked by means of the suggested error indicator.
For the addition of a new point m to a reduction basis containing m − 1 points, the global reduced order basis is obtained as
follows. Maintaining the same philosophy as for the single-point reduction basis, the acoustic and structural modal matrices of
each point included in the basis are concatenated separately, as
𝚯a =
[
𝚿1a𝚿
2
a … 𝚿
m−1
a 𝚿
m
a
]
(20)
𝚯s =
[
𝚿1s 𝚿
2
s … 𝚿
m−1
s 𝚿
m
s
]
. (21)
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The orthogonalization is then done on these global matrices, which reduces their size signiﬁcantly in practice, since many
modal vectors calculated for different parameter values are (close to) linearly dependent and therefore eliminated. The same
approach is taken to obtain the global enrichment vector matrices,
𝐘a =
[
𝐗1
a
𝐗2
a
… 𝐗m−1
a
𝐗m
a
]
(22)
𝐘s =
[
𝐗1s 𝐗
2
s … 𝐗
m−1
s 𝐗
m
s
]
, (23)
and the global reduction basis is then formed by concatenating the orthagonalized global modal and enrichment matrices,
𝐓 =
⎡⎢⎢⎣
[
?̂?s𝐘s
]
[0]
[0]
[
?̂?a ?̂?a
]⎤⎥⎥⎦ . (24)
Algorithm 1 describes the procedure for one objective function evaluation using the suggested adaptive reduction scheme.
Firstly, the system is reduced with the current reduction basis and the response is calculated. The accuracy of the solution is
checked by calculating the error indicator as in Eq. (19) and detecting if its value is below a speciﬁed threshold, 𝜏 . If the error indi-
cator is above the threshold, the current point is added to the reduction basis, which means that the modal vectors are obtained
from ANSYS® , the enrichment components are calculated, and both sets are added to the global transformation matrix as spec-
iﬁed in Eqs. (20)–(24). The non-orthogonalized modal and enrichment matrices, Ya, Ys,Θa andΘs, are stored so that the orthog-
onalization is always done with respect to the mass matrices at the last added parameter point. Since the memory required for
storing the matrices and the computational cost of orthogonalizing them grows with their size, a limitation (M) to the number
of points that the reduction basis can contain is set. If the basis already contains M points when a new one is to be added,
the ﬁrst point in the basis is discarded, since it is assumed to be the furthest and therefore least relevant to the current point.
The proposed adaptive parametric Model Order Reduction (apMOR) technique can be used in combination with any existing
optimization algorithm. In this work, the gradient-based constrained optimization algorithm implemented in the MATLAB Opti-
mization Toolbox function fmincon [30] is used, with the gradient being calculated by Finite Differences (FD). At each iteration
of the optimization routine, Algorithm 1 is called several times since several objective function evaluations are required for
gradient calculation and decision of the next parameter point.
4. Application results
The results obtained for the optimization problem introduced in Section 2 using the suggested apMORmethod are discussed
here. The thickness and E-modulus of both the tube and the suspension are optimized within the given design space in order to
minimize the total velocity at the microphone position over a frequency range between 100 Hz and 10 kHz, when the receiver
excites the systemwith the signals shown in Fig. 2.
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Table 5
Computational time spent at different objective function evaluation steps and total minimum, average and maximum time per evaluation, calculated depending
on the required steps at each evaluation according to the Algorithm 1.
Building matrices
in ANSYS® and
importing into
MATLAB®
Reducing system
and solving @ 300 freq.
lines (min. - max.)
Calculating
k factor
[eq. (17)]
Evaluating
Δ𝐟 [eq. (16)]
and
𝜖est [eq. (19)]
Adding point
to basis
(Table 4)
Total
(min. - avg. - max.)
Time [s] 255 9–44 29 73 436.5 337 - 438 - 983 (5.6 - 7.3 - 16.4 min)
4.1. Considerations on the optimization setup
Given that the gradient of the objective function is calculated by FD, at least 5 objective function evaluations are needed at
each iteration of the optimization algorithm. Since the accuracy of the reduced system is checked at each objective function
evaluation, it is crucial to make the calculation of the error indicator as eﬃcient as possible. As mentioned in Section 3.2.1,
updating factor k is relatively time consuming since it requires solving the full system at one frequency. Based on the assumption
that the value of k only experiences large variations when the reduction basis is modiﬁed or when the parameter values vary
signiﬁcantly, the approach taken here to speed up the process consists in updating k only when a new point is added to the basis
and at the start of each fmincon iteration. For the rest of objective function evaluations, 𝜖est is calculated using the last updated
k value and only the force residual needs to be computed, which saves 29 s per evaluation.
The maximum number of points allowed in the reduction basis, M, and the threshold on the error indicator for which the
reduction is considered accurate, 𝜏 , must be speciﬁed beforehand. The ﬁrst parameter is set here to 5, which has been selected
as a trade-off between accuracy and the computational cost required for orthogonalization of the basis. Regarding parameter
𝜏 , a value of 5 · 10−3 (0.5%) is chosen, which is more restrictive than the 1% threshold that would be recommended if the true
error was being evaluated instead of an error indicator, and also leaves a small margin with respect to the maximum error at the
initial point, shown in Fig. 4, which was 3 · 10−3. In general, the error decreases when increasing the number of points included
in the reduction basis; therefore, it should always be below this threshold when a new point is added.
4.2. Optimization results
The optimization reached convergence after 12 iterations of the fmincon algorithm, which required 63 objective function
evaluations. During the process, 7 points of the parameter space were added to the reduction basis besides the initial point,
which adds up to 8 points in total, and therefore the 3 ﬁrst points were removed from it during the process to fulﬁll the selected
5 point limitation. In total, the optimization process took 7 h and 40 min; if the full system had been used, 153 h would have
been needed for 63 function evaluations, given that each one takes 2.4 h as shown in Table 3. Therefore, the suggested method
speeds up the optimization by a factor of 20.
The time required for a function evaluation with the reduced system varies according to the steps needed and size of the
reduced system at each point. The times required for each step are detailed in Table 5, where the minimum total time is given
for an evaluation where factor k is not calculated and no new point is added to the basis, and the total maximum is for an
Table 6
Final parameter values.
𝝁out
Tube E modulus [Pa] 1.8 · 108
Tube thickness [mm] 0.973
Suspension E modulus [Pa] 1 · 106
Suspension thickness [mm] 0.175
Fig. 9. Total velocity at the microphone position at the initial and ﬁnal points of the optimization.
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Fig. 10. Evolution of the maximum value of the error indicator vs. objective function evaluations. Simple asterisks: error estimate at the end of the objective function
evaluation. Circled asterisks: error estimate before reduction basis update at parameter points that are added to the basis.
Fig. 11. Comparison of the state vector true relative error and the error indicator at the ﬁnal point.
evaluation where a new point is added (and therefore the response and error indicator are calculated twice). For the upper
bound, the function evaluation is 9 times faster than for the full system, which shows that even in the worst case scenario a
signiﬁcant speed-up is achieved.
The total reduction on the objective function value was of 3.4 dB, which was reached for the parameter values in Table 6.
The suspension parameters experienced the largest changes with respect to the initial point, while the tube parameters varied
very slightly. The initial and ﬁnal curves of the total velocity at the microphone position are shown in Fig. 9, where it can be
observed that the ﬁrst peak has been shifted down in frequency as a result of the decrease on the suspension Young’s modulus.
The peak at 1330 Hz (originated by a peak on the excitation signals) cannot be shifted but is attenuated due to the lower mode
overlap resulting from the shift of the ﬁrst peak. The dotted curve in Fig. 9 shows the velocity curve calculated with frequency
dependent losses for the optimized parameters in order to verify that the frequency independent BLI approximation used in
the optimization yields realistic results. The differences with respect to the solid curve are small and occur mainly at very low
velocity levels, which conﬁrms that the introduced approximation yields meaningful results.
The evolution of the error indicator maximum value with respect to the objective function evaluations is shown in Fig. 10,
where the dotted vertical lines indicate the start of a new iteration. The evaluations where the error is above the required
threshold 𝜏 (indicated by the solid horizontal line) present two values, the circled asterisk being the error before adding the
current point to the reduction basis, and the simple asterisk indicating the error after the update. At the function evaluation
number 23, the ﬁfth basis update takes place, which means that the basis is now formed by 6 points in total. Therefore, the initial
point is removed from it, and the value marked by the simple asterisk is the error after addition of the new point and removal of
the ﬁrst point, which is kept below the required threshold. The same procedure is followed at the function evaluations 27 and
28, keeping the total number of points in the basis at 5. The error estimate at the ﬁnal point is shown in Fig. 11 in comparison
Fig. 12. (a) Evolution of the objective function. (b) Parameter k during the optimization.
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with the true error, where it can be seen that the shapes are slightly different, but the values oscillate within the same range.
The objective function and parameter k values at each iteration are shown in Fig. 12(a) and (b). The objective function value
experiences its largest change at iteration 1, and it decreases slowly thereafter. Therefore, the largest parameter changes occur at
the beginning of the optimization,which explains that the ﬁrst basis updates take place during iterations 0 and 1, and, after a few
updates in iterations 4 and 5, the reduction basis remains unchanged at the second half of the optimization, as shown in Fig. 10.
The k value, which is only updated when a point is added or removed from the basis and at the start of each iteration, presents
the largest variations within the ﬁrst 6 iterations, which also correlates with the fact that the reduction basis is being updated
in those. Even though it is recalculated at each iteration thereafter, the variations are very small from iteration 7, conﬁrming
that it does not change signiﬁcantly when the parameter variations are small. The fact that no basis updates are needed after
iteration 5 makes the ﬁnal part of the optimization very fast, corroborating that the suggested method is specially powerful for
gradient-based optimization problems, where the ﬁnal steps require many function evaluations around the last point in order
to detect convergence.
4.3. Discussion
Even though frequency dependency is not considered in the suggested modal-based reduction approach, visco-thermal
losses have been considered by applying a frequency independent approximation that has been shown not to introduce a
signiﬁcant error to the optimization results in the studied case. However, it would be interesting to include other frequency
dependent properties that are relevant in the ﬁeld of hearing aids as well as in others, such as material data or transducer mod-
els, for which the suggested method could be extended by considering frequency as an extra parameter, as for example in Refs.
[36,37]. Moreover, modelling the air that surrounds the hearing aid would also be desired in order to optimize for the acoustic
pressure outside; in that case, calculating the modes can become computationally time consuming since it is challenging to
calculate only those modal vectors that are necessary for model reduction in an inﬁnite acoustic domain [38]. Therefore, other
techniques such as rational interpolation methods [4] could be a better choice for obtaining a reliable reduction basis, as done
in Ref. [39].
The error indicator has been developed as a trade-off between accuracy and computational cost. The accuracy could have
been improved by calculating the k factor at several frequencies and taking an average, or by updating it at each objective
function evaluation; however, the extra computational time that this would require is not worthwhile in practice, since it has
been shown that the true error at the ﬁnal point is well below the required level, and therefore the used approximation fulﬁlls
the purpose for which the error indicator was intended.
Regarding the suggested adaptive parameter sampling algorithm, it is worth noting that the traditional oﬄine-online
approach might be more eﬃcient for other applications of parametrized models such as system control, where the speed of
the reduced system evaluations during the online phase is crucial, and justiﬁes having a long oﬄine phase where an accurate
global basis is obtained. However, in the context of optimization and related applications such as model updating and inverse
problems, the reduction basis will rarely be re-used, and the most important factor is the total time that the optimization takes,
including reduction basis construction.
To conﬁrm that the suggested approach is more eﬃcient for the discussed case, an approximation of the time that would be
required with the oﬄine-online approach can be done from the previous work by the authors presented in Ref. [15], where a
simpler version of the hearing aid model presented here was optimized for 2 parameters. In order to build the global reduction
basis oﬄine, 4 parameter points were needed, corresponding to the combination of all the extreme values. From that, it can
be extrapolated that at least 16 points would be needed when considering 4 parameters as in the current work, for which the
reduction basis would take 2 h to be built considering the times given in Table 4. According to Table 6, reducing the system and
solving it takes 44 s for a reduction basis with 5 points; from that, we can approximate that it would take about 140 s for a basis
with 16 points. Adding the time spent on interfacing with ANSYS® , the online phase would then take about 7 h assuming that
63 objective function evaluations would be needed as well. The complete process would take 9 h, which is longer than the time
required by the suggested apMOR technique (7.6 h). Moreover, the time that should be spent in checking the reduction error
during the oﬄine phase has not been included in this approximation, which would make the time difference signiﬁcantly larger
in reality.
5. Conclusions
An adaptive algorithm for parametric Model Order Reduction (pMOR) basis construction in optimization problems that
updates the reduction basis automatically along the optimization loop avoiding previous parameter space sampling has been
presented. The method relies on a newly developed residual-based error indicator to ensure a selected accuracy of the reduction
basis at all evaluated points. An enriched modal-based reductionmethod has been developed, which overcomes the orthogonal-
ization issues that arise from the non-symmetric nature of the vibroacoustic system matrices when the pressure-displacement
formulation is used. The performance is demonstrated for a classical optimization problem from the hearing aid ﬁeld where
the feedback between the loudspeaker and the microphone is to be minimized within a wide frequency range (100 Hz–10 kHz),
where the objective function evaluation requires ﬁne resolution frequency response calculation. The suggestedmethod is shown
to be eﬃcient in such context, since the average objective function evaluation time is 20 times shorter than if using the full
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model. Further validation of the proposed methodology by means of experimental measurements of the optimized solution is
left as future work.
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1. Introduction
This report presents three applications of the adaptive parametric Model Order Reduction (apMOR)
technique presented by the author in Paper D of the PhD thesis in which this report is included. The first
application consists in the optimization of the dynamic compliance of a plate coupled to an air column, where
the thickness of each of the elements in the plate is a design variable. The problem can be seen as a kind of
topology optimization, as done in Ref. [1], and it is analyzed here in order to study the possibility of applying
the developed technique to high-dimensional parametric problems. The second application is an extension
of the hearing aid optimization problem presented in Paper D, where the air that surrounds the hearing
aid is added to the model and the exterior pressure at the microphone position is minimized. Due to the
approach used for modelling the Sommerfield condition of the exterior air, the modal-based reduction basis
used in Paper D becomes inaccurate in this case, and a rational interpolation method is used to obtain the
reduction basis instead. Lastly, a variation of the apMOR technique suitable for uncertainty evaluation by
Monte Carlo methods is developed and tested on the hearing aid model presented in Paper D. The technique
differs from the one developed for optimization in that a global reduction basis that is accurate throughout
the whole parameter domain is sought, since Monte Carlo methods draw random samples of the uncertain
parameters. For an efficient reduction basis construction, a greedy algorithm combined with the error indi-
cator developed in Paper D is used. The three applications are presented in sections 2, 3 and 4 of this report.
2. Plate thickness optimization
In this section, the plate thickness optimization problem presented in Ref. [2] (or Paper B of the thesis)
is solved using the apMOR technique presented in Paper D. In Paper B, the strategy employed for reduction
of the problem consisted in creating a global reduction basis that was accurate in the whole design domain
previous to starting the optimization, while the adaptive technique proposed in Paper D builds an efficient
reduction basis adaptively during the optimization. Another difference is that the modal-based reduction
basis is enriched with response vectors in the technique developed in Paper D, while it was purely formed
by modal vectors in Paper B. Moreover, structural damping is added to the plate model in the present
study, in order to avoid infinite amplitude values on the peaks of the vibration response that is minimized.
For these reasons, the results obtained here cannot be directly compared to those from Paper B; however,
since solving the unreduced system is less costly than in the case studied in Paper D, it is possible here to
optimize the plate both with the reduced and the full system and compare the total time spent.
2.1. Problem statement
A model of a small plate coupled to an air column is considered here. The dimensions of the plate are
Lx = 40 mm and Ly = 30 mm, and the objective is to optimize the thickness of each of its elements, which
is allowed to vary between 0.01 mm and 10 mm. The material of the plate has a density of 1040 kg/m3,
a Young’s modulus of 2 · 109 Pa, Poisson’s ratio of 0.4 and Rayleigh damping coefficients α = 0.5 and
β = 5 · 10−6. The air column is Lz = 50 mm high, and its walls are rigid, except for the side that is coupled
to the plate. The small dimensions make the modal density low up to 10 kHz, as is also typically the case
for hearing aid parts; therefore, it is appropriate to simulate the response up to such frequencies with a FE
model. Lx, Ly and Lz are discretized with 20, 16 and 25 elements respectively, yielding acoustic hexahedral
elements of 2x1.9x2 mm. The plate elements are formulated with 3 DOFs per node (one displacement and
two rotations), and the acoustic elements are formulated with 1 DOF per node, being the pressure, and
using linear shape functions, with the total number of DOFs resulting in 10353.
The optimization problem consists in minimizing the dynamic compliance of the system when the plate is
excited by a unitary perpendicular point force on its central point. The system is governed by the equation
of motion,
Sx = f , (1)
where x is the state vector, including displacements and pressures, f is the input force vector and S is the
system matrix,
S =
(
K + jωkC− ω2M
)
, (2)
where K, C and M are the structure-acoustic stiffness, damping and mass matrices, including coupling.
The optimization problem is formulated as,
minimize
t
g(t) =
K∑
k=1
| fTx(k, t) | (3)
subject to V (t) ≤ c (4)
10−5 ≥ t ≥ 10−2,
where t is the vector of design variables (plate element thicknesses), K is the total number of frequencies
considered in the optimization and k is the k-th considered frequency. 300 frequency lines logarithmically
distributed between 100 Hz and 10 kHz are considered here, since this is the typical frequency range of
interest in hearing aid simulations. The problem is constrained by the total volume V (t) of the plate being
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below a limit c, in this case set to 200 mm3. When the optimization is done with reduction, the recon-
structed state vector x˜ is used for the calculation of g(t) instead of x (see Paper D for further details on the
reduction and calculation of the reconstructed vector).
Unlike for the model in Paper D, where the gradient had to be approximated by finite differences due
to the difficulty in obtaining an analytical expression for it, the gradient can be calculated analytically here
since there is an explicit dependency between the structural mass and stiffness element matrices and the
thickness of the elements. By the adjoint method [3], the sensitivity analysis is done as
dg
dte
= −
K∑
k=1
<
(
λT
∂S(k)
∂tj
x(k)
)
(5)
where λ can be obtained by solving the adjoint problem,
SH(k)λ =
(
∂g
∂x<
+ j
∂g
∂x=
)
=
(
fTx<f + jfTx=f
g
)
=
fTxf
g
, (6)
with the superscript H denoting the conjugate transpose, x< and x= being the real and imaginary parts of
the state vector x, and assuming that f is real. For purely structural systems, the adjoint problem does not
need to be solved for compliance problems, since S(k) is symmetric and λ becomes a multiple of x. This
assumption was wrongly applied in the plate study in Paper B; however, for the coupled problem, which
has unsymmetric matrices, this additional problem must be solved.
Just like for the original problem, the adjoint problem can be reduced by projection of the transposed
system matrices on the reduction basis, yielding(
(KH)r + jω(C
H)r − ω2(MH)r
)
λr =
fT x˜
g
fr. (7)
The reconstructed adjoint λ˜ and state x˜ vectors are then used in the sensitivity calculation in eq. (5) when
the optimization is done with reduction.
In topology optimization, sensitivities are spatially filtered in order to obtain mesh-independent designs.
In the current study, we apply the filtering scheme proposed in [4] with a radius of 6 elements in order to
obtain smooth designs.
2.2. Reduction basis construction
The reduction basis is constructed as described in Paper D. All modal vectors below 12 kHz are included,
and the modal basis is enriched with three response vectors calculated at 5 kHz, 8 kHz and 10 kHz. The
optimization starts with a plate with constant thickness and a volume equal to the constraint of 200 mm3.
Given that the design domain of the element thicknesses comprises 4 orders of magnitude (10−5 to 10−2),
the modal content can vary more significantly than in the hearing aid case studied in Paper D. Therefore,
the initial reduction basis is constructed with the vectors calculated both at the initial optimization point
and at the lower bound (constant thickness of 10−5), since the number of modes below 12 kHz is highest for
the smallest thickness and therefore a lot of information is added to the reduction basis by including that
point.
2.3. Optimization results
The optimization problem is solved both with the full system and the apMOR technique. The results
for both methods are summarized in Table 1, and the optimized frequency responses and plate designs are
3
Number of
function evaluations
Total time
(hours)
Time per iteration
(mins)
Final objective
function value
Full system 48 9 11.25 0.314
Reduced system 42 1 1.43 0.318
Table 1: Results of the optimization of the plate for the full system and the adaptively reduced system.
shown in Figures 1 and 2. The objective function value at the initial point is of 3.203, and it is reduced to
10% at the end of the optimization with both approaches; even though, the obtained designs are similar but
not identical. The optimized designs are much smoother and symmetric than those that were obtained in
Paper B, which is due to both the addition of damping to the plate model and the spatial sensitivity filtering.
The reduction basis is updated a total of 8 times during the optimization, and the total optimization time is
9 times shorter when using the apMOR technique compared to solving the full system, which demonstrates
that highly dimensional parametric problems can also benefit from the suggested apMOR technique.
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Figure 1: Results for the optimization with full system. (Left) Final plate design. (Right) Dynamic compliance for the nominal
plate and the optimized plate
0
0
2
20
Th
ic
kn
es
s 
(m
)
10-4
4
5
6
15
y
10
x
10
15 5
20
Frequency (Hz)
102 103 104
D
yn
am
ic 
co
m
pl
ia
nc
e 
(dB
)
-250
-200
-150
-100
-50
Nominal plate
Optimized plate
Figure 2: Results for the optimization with adaptively reduced system. (Left) Final plate design. (Right) Dynamic compliance
for the nominal plate and the optimized plate
4
3. Optimization of a hearing aid model with surrounding air
In Paper D, the proposed apMOR technique is applied to the optimization of a hearing aid model,
where the vibration at the microphone position due to the loudspeaker excitation is minimized. The air
that surrounds the hearing aid is not modeled in that case, since its influence on the vibration level at the
microphone position is not significant. However, it would be interesting to include the acoustic pressure at
the microphone position in the minimization problem, and in this way minimize both structural and acoustic
feedback paths. To do so, it is necessary to model the air that surrounds the hearing aid.
In an exterior acoustics problem, the pressure waves must satisfy the Sommerfield radiation condition.
Since the model of the hearing aid is done in ANSYS, the technique that the software provides to implement
this condition is used. It consists in truncating the outer air domain and introducing a second-order absorb-
ing element on the outer surface of the truncated air domain. For a 3-D acoustic analysis, the absorbing
boundary must be a spherical enclosure. Further details on the implementation of the absorbing elements
can be found in the ANSYS theory reference [5]. The hearing aid model with outer air, shown in Figure
3, has 156732 DOFs (1.7 times the number of DOFs in the model without outer air). All dimensions and
material properties are described in Paper D, and the outer air sphere has a radius of 30mm.
Figure 3: Considered hearing aid model with surrounding air sphere
3.1. Reduction basis construction
Using the enriched modal-based reduction approach described in Paper D, which includes all modes
below 12 kHz and 4 enrichment response vectors at 100 Hz, 1 kHz, 7 kHz and 10 kHz, the relative error at
an acoustic DOF on the microphone position is above 0.01 (1%) at most of the frequency range, as shown in
Figure 4. A reduction basis of these characteristics was sufficient for approximating the structural vibration
5
response with an error below 1%, as shown in Paper D; therefore, the reason for a worse result here may
come from inaccuracies in the calculation of the outer air modes in ANSYS when the mentioned absorbing
boundary condition is used.
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Figure 4: Error on a pressure DOF at the microphone position with modal-based reduction
Exterior acoustics modes can be accurately calculated when the Sommerfield condition is implemented
with other techniques such as infinite elements, and can be used for efficient calculation of sound power
and acoustic radiation from structures [6]. However, since infinite elements are not available in ANSYS,
a solution to circumvent the modal calculation problem is switching to a non modal-based reduction basis
approach. Krylov subspace projection methods are suitable for problems with one excitation case, and
could therefore be a good alternative. They are based on moment-matching of the frequency response at
certain expansion points (i.e. certain frequencies), and the basis vectors can be efficiently calculated using
a second-order Arnoldi method [7].
Using a Krylov subspace reduction basis with 3 expansion points (1 kHz, 5 kHz and 8 kHz) and order
60, the obtained error at the pressure DOF on the microphone position, shown in Figure 5, is now below
1% for the whole frequency range. The reduction basis has in this case 211 vectors, and the time required
for solving the reduced system at 300 frequencies is 17 seconds, which is twice the time that was required
with the reduction basis used in Paper D.
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Figure 5: Error on a pressure DOF at the microphone position with Krylov-based reduction
3.2. Optimization problem: minimization of vibration and acoustic pressure
The objective of the optimization is to minimize both the velocity and the acoustic pressure at the
microphone position due to the receiver excitation. The objective function is formulated as the sum in dB
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of the velocity level and the sound pressure level at one node on the microphone position,
minimize
µ
g(µ) = 10 log
K∑
k=1
∣∣∣∣vm(µ, k)vref
∣∣∣∣2 + 10 log K∑
k=1
∣∣∣∣pm(µ, k)pref
∣∣∣∣2
subject to µl ≥ µ ≥ µu, (8)
where |vm(µ, k)| is the magnitude of the total velocity at the selected node on the microphone position,
calculated as
∣∣∣√v2mx + v2my + v2mz∣∣∣, vref is the reference structural velocity of 1 nm/s, |pm(µ, k)| is the
magnitude of the pressure at the same node, pref is the reference pressure of 20 µPa, k is the k-th discrete
frequency line and K is the total number of frequencies (300 frequencies logarithmically distributed between
100 Hz and 10 kHz in this case). The vector µ contains the four considered optimization parameters: the
Young’s moduli and the thicknesses of the tube and the suspension, which can vary within the bounds
specified in Paper D.
3.3. Optimization results
Running the optimization with the apMOR algorithm given in Paper D, 15 hours, 50 function evalua-
tions and 24 basis updates are needed to reach convergence. At the final point, the Krylov basis had 1590
vectors. The times spent on each step of one objective function evaluation are shown in Table 2, compared
to the times that were needed in the case presented in Paper D. The mean total time is 2.3 times longer
here, which is not only due to the bigger size of the reduced basis, but also because the number of basis
updates is much larger (24 vs. 7). The reason for such an increment in the number of basis updates for a
similar number of objective function evaluations is that the reduction error was evaluated here only for the
pressure DOF that is targeted by the optimization, which is more sensitive than the average model response
error that was used in Paper D. However, one function evaluation with the full system takes 4.9 hours, and
therefore the mean reduced system function evaluation time is still 17.5 times shorter.
Time [s]
Building matrices
in ANSYS R© and
importing into
MATLAB R©
Reducing system
and solving
@ 300 freq. lines
(min. - max.)
Calculating
k factor
Evaluating
∆f and
est
Adding
point
to basis
Total
(min. - avg.
- max.)
Modal
(No outer air)
255 9 - 44 29 73 436.5
337 - 438
- 983
(5.6 - 7.3
- 16.4 mins)
Krylov
(With outer air)
255 13 - 192 61 100 424
429 - 1008
- 1385
(7.15 - 17
- 23 mins)
Table 2: Computational time spent at different objective function evaluation steps and total minimum, average and maximum
time per evaluation, calculated depending on the required steps at each evaluation according to the Algorithm 1 in Paper D.
The initial and optimized vibration and pressure frequency responses are shown in Figures 6 and 7.
The results are very similar to those obtained in Paper D, which shows that reducing the vibration at the
microphone position also reduces the acoustic pressure at that point.
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Figure 6: Initial and optimized velocity at the microphone position
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Figure 7: Initial and optimized pressure at the microphone position
4. Efficient reduction basis construction for uncertainty evaluation
Another application that can benefit from parametric model order reduction is uncertainty analysis,
where the variability of the response of a system due to uncertainties in the input parameters is evaluated.
Monte Carlo methods are often used, which consist in evaluating the system response for large numbers of
combinations of design parameters generated randomly; solving the system such a large number of times
becomes expensive, and model reduction can be applied to speed up the process.
Unlike in optimization problems, the whole parameter domain is explored in this application and the sys-
tem must be solved a large number of times. Therefore, it is more efficient to use an oﬄine-online approach,
where a reduction basis that represents the whole parameter space accurately is constructed beforehand
(oﬄine), and only the reduced system is used during the Monte Carlo simulation (online).
The construction of the reduction basis can be done most efficiently by means of a greedy algorithm.
The general idea of greedy algorithms is to iteratively find those points in the design domain for which the
reduction error is largest and add them to the reduction basis. A cheap error indicator is needed in order to
make this process efficient. In the simplest implementation of the method, a grid of points in the parameter
space is pre-selected, where the error indicator is evaluated and the point with highest error is added to the
basis at each iteration of the algorithm, until the error at all points in the grid is below a certain threshold.
Since the error is only evaluated in the pre-defined grid, it might be that the resulting basis is not accurate
enough at other points. Some authors have suggested adaptive approaches for finding the points where
the error is worst, based on surrogate models of the error [8] or by solving an optimization problem that
maximizes the error within the parameter domain [9].
The error indicator developed in Paper D can be used in combination with a greedy algorithm for re-
duction basis construction. For the hearing aid model presented in Paper D, calculating the error indicator
is significantly faster than evaluating the real error; however, it is still relatively time consuming since it
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requires 1) building the system matrices, 2) importing them from ANSYS, 3) solving the full system at one
frequency to obtain factor k and 4) evaluating the force residual. The adaptive approaches mentioned above
require the evaluation of the error indicator at many points, and can become too time consuming with the
available error indicator. The simpler approach that uses a pre-defined grid is therefore chosen here. In the
following, the procedure to build the reduction basis is described, and the technique is tested for the hearing
aid model presented in Paper D, considering the same 4 parameters and the same enriched modal reduction
basis approach.
4.1. Reduction basis construction
The proposed greedy sampling technique is described in the following. A grid of points is defined, and
an initial reduction basis is computed. At each iteration of the greedy algorithm, the grid point with the
largest reduction error must be added to the basis; however, in order to avoid evaluating the error estimator
for all grid points at each iteration, the parameter points that are furthest from those already added in the
reduction basis are evaluated first. When a point with an error value above a selected threshold, τ , is found,
it is added to the reduction basis, and the iteration is finalized. The proposed algorithm works as follows:
1. Select one or more initial points of the grid arbitrarily, calculate the enriched modal basis vectors and
form the initial global reduction basis.
2. Find the point of the grid furthest to the points already added in the basis.
3. Evaluate the error indicator at the point. If the estimated error is above the requested tolerance, τ ,
add the point to the global reduction basis. If the error indicator is below τ , find the next furthest
point and repeat the process until a point is added to the basis, or all points in the grid have been
checked.
4. If a model has been added to the basis in step 3, repeat 2 and 3. Otherwise, the algorithm is finished.
The error indicator proposed in Paper D is calculated as
ind(ω) =
k||∆f(ω)||2
||x˜(ω)||2 (9)
where ||∆f(ω)||2 is the norm of the force residual, ||x˜(ω)||2 is the norm of the reconstructed state vector, ω
is the angular frequency and k is a scaling factor calculated as
k =
||∆x(f0)||2
||∆f(f0)||2 (10)
where f0 is a selected frequency within the frequency range of interest.
Since calculating the scaling factor k requires solving the full system at frequency f0 to obtain ||∆x(f0)||2,
in Paper D, the k value is only updated when a new point is added to the basis, in order to speed up process.
The most recent value of k is then used in subsequent error indicator evaluations, since it is assumed that
the value of k does not vary significantly when the parameter values experience small variations. However,
this cannot be assumed in the current application, where the subsequent parameter samples are selected
as far as possible from the last added point. Therefore, we use a different approach where ||∆x(f0)||2 is
still only calculated when a new point is added to the reduction basis, and the technique suggested in Ref.
[8] is used to estimate k in subsequent evaluations. The technique is based on a linear model that uses
the information from all points where ||∆x(f0)||2 has been calculated. The model is a simplification of the
statistical methods suggested in Ref. [10] for approximating the relation between error indicators and real
errors. The chosen approach suggests that there is a linear dependency between the logarithms of the norms
of the force residual and the state vector residual, i.e.
log(||∆x||2) ≈ γ log(||∆f||2) + β, (11)
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where γ and β are the linear model parameters, which can be estimated by curve fitting using all calculated
values of ||∆x(f0,µ)||2 and corresponding ||∆f(f0,µ)||2, with µ being the parameter vector. k can then be
estimated at other points using only the force residual, as
k ≈ (||∆f(f0,µ)||2)
γ + eβ
||∆f(f0,µ)||2 . (12)
4.2. Reduction basis for a hearing aid model
The suggested procedure is tested with the hearing aid model introduced in Paper D. The evaluation
grid is created by sampling each parameter at 3 equidistant points, which results in 34 = 81 grid points.
The initial reduction basis is formed with the reduction vectors calculated at two parameter points corre-
sponding to all parameters upper bounds and lower bounds. We require that the relative error at all points
is below 1% with the resulting reduction basis; in order to account for possible underestimations of the error
indicator, τ is set to a value of 0.1%.
The greedy algorithm execution results in 8 parameter points added to the initial 2, which gives a final
reduction basis formed by 766 vectors. Figure 8 shows the samples and fitted linear model between the
logarithm of the residuals calculated for the 8 points added to the reduction basis, which confirms that the
assumed linear relationship is fulfilled. The true error for the resulting reduction basis has been calculated
at the 81 grid points, which has yielded values well below 1% at all points, as shown in Figure 9. Therefore,
the accuracy requirement is fulfilled by the obtained reduction basis.
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Figure 8: Logarithms of state vector residual vs. force residual and fitted linear model
Figure 9 (left) also shows the error indicator values for the 81 evaluated points, calculated with the k
factor resulting from the linear fit, where it can be seen that the indicator presents values below the true
error in all cases. As shown in Paper D, the error may be underestimated by the indicator due to the fact
that factor k is calculated for one only frequency. In the present case, the linear model fit used to calculate
k can also provide confidence intervals for the γ and β parameters, which makes it possible to use a β value
corresponding to a higher confidence interval, and obtain a more conservative value of the error indicator
that lowers the chances of underestimation. The error indicator values when the k factor is calculated with
a β corresponding to the 80% confidence interval is shown in Figure 9 (right). The error indicator is now
much closer to the true error, and it only underestimates the true error slightly at very few points.
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Figure 9: (left) Maximum value of the error indicator compared to the actual relative error at the 81 grid points. (right)
Maximum value of the error indicator when the 80% confidence interval for β is used compared to the actual relative error at
the 81 grid points
References
[1] W. Akl, A. El-Sabbagh, K. Al-Mitani, A. Baz, Topology optimization of a plate coupled with acoustic cavity, International
Journal of Solids and Structures 46 (10) (2009) 2060–2074. doi:10.1016/j.ijsolstr.2008.05.034.
[2] E. Creixell-Mediante, J. S. Jensen, J. Brunskog, M. Larsen, A multi-model reduction technique for optimization of coupled
structural-acoustic problems, Proceedings of Inter-noise 2016 (2016) 7601–7612.
[3] M. P. Bendsøe, O. Sigmund, Topology Optimization - Theory, Methods, and Applications, Springer Verlag, 2003.
[4] O. Sigmund, T. U. of Denmark, DTU, On the design of compliant mechanisms using topology optimization, Vol. 535,
1996.
[5] ANSYS, Inc., ANSYS Academic Research, Release 17.1, Help System, Theory Reference.
[6] L. Moheit, S. Marburg, Infinite elements and their influence on normal and radiation modes in exterior acoustics, Journal
of Computational Acoustics 25 (04) (2017) 1650020. doi:10.1142/S0218396X1650020X.
[7] Z. Bai, Y. Su, Dimension reduction of large-scale second-order dynamical systems via a second-order arnoldi method, Siam
Journal on Scientific Computing 26 (5) (2005) 1692–1709. doi:10.1137/040605552.
[8] A. Paul-Dubois-Taine, D. Amsallem, An adaptive and efficient greedy procedure for the optimal training of parametric
reduced-order models, International Journal for Numerical Methods in Engineering 102 (5) (2015) 1262–1292. doi:
10.1002/nme.4759.
[9] T. Bui-thanh, K. Willcox, O. Ghattas, Model reduction for large-scale systems with high-dimensional parametric input
spacedoi:10.1.1.145.7923.
[10] M. Drohmann, K. Carlberg, The romes method for statistical modeling of reduced-order-model error, Siam/asa Journal
on Uncertainty Quantification 3 (1) (2015) 116–45, 116–145. doi:10.1137/140969841.
11
Paper F
Topology optimization of
vibro-acoustic systems with
strong coupling
Topology optimization of vibro-acoustic systems with strong coupling. I
Ester Creixell-Mediantea,b,∗, Jakob S. Jensena, Jonas Brunskoga, Martin Larsenb
aAcoustic Technology, Department of Electrical Engineering, Technical University of Denmark, Ørsteds Plads 352, 2800
Kgs. Lyngby, Denmark
bOticon A/S, Kongebakken 9, 9765 Smørum, Denmark
Abstract
Topology optimization is a powerful, versatile tool that has been applied successfully in many engi-
neering fields. In vibro-acoustic design problems, the fact that the interface between the solid and the
acoustic domains varies during the optimization poses an extra challenge for the sensitivity calculation. In
this paper, two topology optimization methods for structure-acoustic interaction problems that have been
proposed in the literature are compared in the context of hearing aid suspension design, a system where
the structural-acoustic coupling is strong due to the suspension shape and material properties. The first
method, referred to as ”Mixed-MMA”, uses a mixed formulation of the fluid-structure interaction problem
where both the structural and the acoustic domains are governed by the same equations and present dis-
placement and pressure primary variables. This allows for converting solid elements into fluid ones, and
vice-versa, by varying their material properties, which can be done in a smooth way by allowing intermediate
elements during the optimization. The second method, referred to as ”Segregated-BESO”, uses the more
conventional formulation of the problem where the solid and the acoustic domains are described by different
equations and primary variables; therefore, the fluid-structure interface must be well-defined at all stages,
and an optimization strategy that uses discrete variables is used. A drawback of the second method is that
the sensitivities cannot be calculated accurately, since an interpolation scheme between solid and acoustic
elements is not available; however, attractive features are the ease of implementation in commercial FE soft-
wares and the compactness of the segregated formulation. The performance of the two methods is evaluated
on a 2D suspension design problem for different degrees of the structure-acoustic coupling strength, which
shows that the Segregated-BESO method is challenged due to the sensitivity errors when the coupling is
strong.
Keywords: Topology optimization, vibro-acoustics, fluid-structure interaction
1. Introduction
Numerical structural optimization is gaining relevance in industrial design procedures, which have evolved
from a purely prototyping and testing approach to a context where simulation tools are used from the early
phases to come up with optimal designs. In the field of hearing aids, the main design challenge from a
vibro-acoustic point of view is the minimization of feedback, which is the main gain limiting factor of the
hearing instruments. Parametric optimization is already used in the design process, where geometric or
material parameters are adjusted to minimize feedback paths. However, the design of critical parts such
as the receiver suspension (which has the function of isolating the loudspeaker from the rest of the hearing
IPart of this article has been submitted to the NOVEM 2018 conference
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instrument) is still a challenge; in this respect, there could be a benefit from using optimization techniques
that allow for more design freedom, such as topology optimization.
Topology optimization has been applied successfully to a wide variety of problems since its introduction
by Bendsøe and Kikuchi in 1988 [1]. In a recent paper [2], topology optimization of a suspension of a hearing
instrument was performed; however, even though structure-acoustic interaction was considered in other parts
of the model, the elements inside the design domain could only vary between solid and void. The geometric
and material properties of the suspension often result in a strong structure-acoustic interaction with the
surrounding air, which makes it essential to consider the acoustic field in such an optimization. Only a few
studies in the literature concern topology optimization where the structure-acoustic interface is modified
[3–11], which have arisen mainly within the past decade. The challenge in applying density-based topology
optimization in structure-acoustic interaction problems lies in the fact that the governing equations on the
two considered media (solid material and air) are different and have different primary variables (pressure
for air and displacement for solid, when using the standard Eulerian pressure formulation [12]), which poses
the question of how to formulate the interpolation between the two. Topology optimization with the level
set method, as done in Ref. [8], is an alternative to circumvent the problem, since the interface is defined
inherently in the method. Pros and cons of the level-set method for purely structural problems are discussed
in Ref. [13], which can be expected to hold for structure-acoustic interaction problems.
Du¨hring et al. [5] presented a method that considers pure acoustic design, which allows for modelling
the whole domain with the Helmholtz equation, with the solid material being either reflecting of absorbing.
The method is shown to be useful for optimization of rooms or acoustic barriers; however, it does not apply
to vibro-acoustic problems. In Refs. [4, 14], topology optimization of coupled problems using a mixed dis-
placement and pressure formulation is presented. In the mixed formulation, the whole domain is governed
by the same equations, with the same primary variables (pressure and displacement), and the structural
and acoustic domains can be described simultaneously by varying the shear and bulk moduli. The method
was also used by Kook et al. [11] for the design of periodic microstructures. A drawback of the mixed
formulation compared to the segregated displacement/pressure formulation is that the size of the system
is larger due to the additional primary variables. Moreover, designs with intermediate elements (elements
with material properties that are between the solid and the fluid ones) are allowed during the optimization,
which represent the Fluid-Structure Interaction (FSI) in a non-physical way.
The series of papers recently published by Vicente et al. [9, 10] describes a topology optimization
methodology based on the Bi-directional Evolutionary Structural Optimization (BESO) method applied to
fluid-structure interaction problems. BESO is a discrete optimization technique, i.e. intermediate elements
are not allowed during the optimization; therefore, the FSI is well-defined at all stages, which allows for
calculating the system response using the segregated displacement/pressure formulation. However, an inter-
polation scheme between solid and fluid elements is not available due to the two media presenting different
primary variables, which means that the sensitivity analysis cannot account for solid elements changing to
fluid, and vice-versa. Instead, the sensitivities are calculated only on the structural domain based on an
interpolation between solid and void, as done in purely structural problems. Even though the method does
not address the fluid-structure interpolation matter, optimized vibro-acoustic response results are obtained
in the examples given in the papers, which indicates that the approach can still be useful in some cases in
practice. The method has some clear advantages from a practical point of view, such as the implementation
simplicity of the BESO updating routine [15] and the fact that there is no need to implement solid/fluid
intermediate elements with increased number of primary variables. Therefore, the method would be rela-
tively easy to get implemented in commercial Finite Element (FE) softwares, which makes it an attractive
option from an industrial point of view, since that could allow for direct integration with the currently used
simulation tools and optimization of complicated geometries.
In this work, the applicability of the aforementioned mixed formulation and BESO-based techniques (re-
ferred to as ”Mixed-MMA” and ”Segregated-BESO”, respectively, in this paper) for hearing aid suspension
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design is investigated. The techniques are described in detail in Section 2, and a 2-dimensional simplified
model of a suspension is used as a case study in Section 3, where the material properties are varied to
achieve different degrees of structure-acoustic coupling strength, and the optimization performance of the
two methodologies in each case is studied. As an outcome, the found limitations of the techniques are
outlined and future research lines are suggested.
2. Methodology
In this section, the topology optimization problem formulation for vibration minimization is given, and
the two topology optimization techniques applied in this work are described.
2.1. Problem formulation
We consider a coupled structure-acoustic FE model where vibration or pressure levels at one or more
Degrees of Freedom (DOFs) are to be minimized by modifying elements comprised in a given design domain.
Assuming time-harmonic excitation, the equation of motion in the frequency domain takes the form,
(K− ω2M)d = f (1)
where K and M are the coupled stiffness and mass matrices, ω is the angular frequency, d is the response
vector of displacements and pressures, and f is the vector of structural forces and acoustic excitations. The
formulation of the system matrices is described in the subsections below for each of the two considered
methods, yielding the forms in Eqs. (10) and (15). A damping matrix is not considered here, since only in-
ternal structural damping is used in this work, which is modelled as an imaginary part of the stiffness matrix.
The objective function can be formulated as
φ = lTd2, (2)
where l is a vector with ones at the DOFs where the response should be minimized (objective function
domain) and zeros at the rest, and d is the pressure/displacement response vector. If several frequencies
should be considered in the optimization, the objective function could be formulated as the sum of several
response vectors calculated at each of the frequencies. The sensitivity with respect to the design variables
can be calculated by the adjoint method [16] as
∂φ
∂xe
= <
{
λH
(
∂K
∂xe
− ω2 ∂M
∂xe
)
d
}
, (3)
where xe is the design variable corresponding to the element e, the superscript
H indicates the conjugate
transpose, and the adjoint vector λ is calculated by solving the adjoint equation,(
KH − ω2MH)λ = −2lTd. (4)
The differentiation of matrices K and M is done according to the used interpolation scheme for the material
properties, given in the subsections below for each of the two considered formulations.
2.2. Topology optimization methods
In the following, the two topology optimization methods for vibro-acoustic problems considered in this
work are described. The first method, suggested in Ref. [4], uses a mixed displacement/pressure (u/p)
formulation of the structure-acoustic interaction problem combined with the standard density approach to
topology optimization. The second method, based on Ref. [10], uses the classical segregated u/p formulation
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of the coupled problem combined with an evolutionary topology optimization technique.
The two topology optimization methods are density and gradient-based. Topology optimization problems
are usually non-linear and require iterative techniques to be solved; in gradient-based methods, the value of
the design variables for the next iteration is calculated using their sensitivity information, which is usually
more efficient than using non-gradient methods as discussed, in Ref. [17]. In density methods, a design vari-
able that can vary between 0 and 1 is assigned to each element within the design domain; for vibro-acoustic
problems, a value of 0 indicates that the element medium is air, and a value of 1 indicates solid. The design
variables may be continuous, if they can take values between 0 and 1 during the optimization, or discrete, if
only the extreme values are allowed [13], which is one of the differences between the two considered methods.
2.2.1. Continuous design variables and mixed u/p formulation, ”Mixed-MMA”
Methods that use discrete variables tend to exhibit difficulties in converging efficiently to optimized de-
signs in a stable manner [13], which motivates the choice of continuous variables when possible. In order to
allow for intermediate elements, the structure-acoustic interaction problem is formulated here using a mixed
formulation where the solid and fluid fields are governed by the same equations [4].
Assuming time-harmonic excitation, the formulation can be obtained by starting from the linear elasticity
equilibrium equation neglecting the body forces,
σij,j = −ω2ρui in Ω, (5)
where the Einstein’s summation convention is used, the subscript (),j is short for
∂()
∂xj
, σij is the symmetric
stress tensor, ω is the angular frequency, ρ is the material density and ui is the displacement. Considering
the boundary conditions
niσij = Ti on ΓT , (6)
ui = u
∗
i on Γu, (7)
where ni is the surface normal and Ti is the prescribed displacement on the boundary ΓT ; the pressure
relationship to the volumetric strain,
p = −Kεv, (8)
where p is the pressure, K is the bulk modulus and ε is the volumetric strain; and the definition of σij
σij = Kεvδij + 2Geij , (9)
with G being the shear modulus, we can follow the procedure in Ref. [14] to write the system in a FE matrix
form, as 
[
Kuu Kup
KTup Kpp
]
︸ ︷︷ ︸
K
−ω2
[
Muu 0
0 0
]
︸ ︷︷ ︸
M

{
u
p
}
︸ ︷︷ ︸
d
=
{
fu
fp
}
︸ ︷︷ ︸
f
, (10)
where u and p are the displacement and pressure vectors, and Kuu, Kpp, Muu, Kup, fu and fp are the stiff-
ness matrices for displacement and pressure, the mass matrix, the coupling matrix, the external structural
force vector and the external vector of acoustic excitations, respectively.
It has been demonstrated that by varying the shear modulus G and the bulk modulus K, the acoustic
domain and the structural domain can be described simultaneously [18, 19]. The bulk and shear moduli for
2D plane stress are defined in terms of the Young’s modulus (E) and the Poisson’s ratio (ν) as follows
K =
E
2(1− ν) , G =
E
2(1 + ν)
. (11)
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The three involved material properties, ρ, K and G, can be used to change the elements between solid
(ρ = ρs, K = Ks, G = Gs) and air (ρ = ρa, K = Ka, G = Ga = 0). A RAMP (Rational Approximation of
Material Properties) interpolation scheme is used for that purpose, where the material properties are defined
as a function of the element deign variable, xe[0, 1], as
K(xe) = Ks
xe
1 + (1− xe)n +Ka
(
1− xe
1 + (1− xe)n
)
(12)
G(xe) = Gs
xe
1 + (1− xe)n (13)
ρ(xe) = ρsxe + ρa (1− xe) , (14)
where n denotes the penalty factor, which is used to improve the convergence to 0-1 solutions, and it is usu-
ally given a value between 3 and 6. The matrices in Eq. (10) are assembled element-wise, with the element
matrices that form Kuu, Kpp and Muu being proportional to G(xe), 1/K(xe) and ρ(xe), respectively.
The optimization problem is solved using the Method of Moving Asymptotes (MMA) [20], the most stan-
dard gradient-based method used in topology optimization, and the sensitivity filtering scheme proposed
in [21] is used to obtain mesh-independent designs. This method will be referred to as the ”Mixed-MMA”
method in the rest of this paper.
2.2.2. Discrete design variables and segregated u/p formulation, ”Segregated-BESO”
The segregated u/p formulation is the most standard way of modeling coupled structure-acoustic sys-
tems. The total size of the system is smaller than with other formulations, since the acoustic response is
modeled with a single primary variable, the pressure p, while the structural response is described by the
displacement vector, u.
The procedure to obtain the FE matrix form of the coupled system equations starting from the Helmholtz
equation for the acoustic domain and the linear elasticity equation for the structural domain has been
described in many books and papers, such as in Ref. [22]. The equation of motion in the frequency domain
of the complete system under harmonic excitation takes the form
[
Ks −ST
0 Ka
]
︸ ︷︷ ︸
K
−ω2
[
Ms 0
ρaS Ma
]
︸ ︷︷ ︸
M

{
u
p
}
︸ ︷︷ ︸
d
=
{
fs
fa
}
︸ ︷︷ ︸
f
, (15)
where Ks and Ms are the structural stiffness and mass matrices, Ka and Ma are the acoustic stiffness and
mass matrices, S is the fluid-structure interaction coupling matrix, ρa is the density of the acoustic medium,
ω is the frequency, u is the vector of structural displacements, p is the vector of acoustic pressures, fs is the
vector of external structural forces and fa is the vector of external acoustic excitations. It is worth noting
that the u vector is only defined at the nodes in the structural domain and the p vector is only defined
at the nodes in the acoustic domain here, while they are both defined on the two domains for the mixed
formulation in eq. (10). The size of the matrices is therefore smaller for the segregated formulation.
Even though discrete design variables are used for the topology optimization, an interpolation scheme
is necessary in order to calculate the element sensitivities. Since the primary variables are different in the
two domains, it is not possible to interpolate between solid and fluid elements. Instead, the sensitivities are
calculated as in a purely structural optimization, where the material properties are interpolated between
solid and void. In vibration problems, the RAMP interpolation is usually applied to avoid spurious modes
appearing at areas with low density values [23]; however, this is not a problem here, since elements with
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zero-valued design variable are replaced by air. Therefore, the classical SIMP (Simplified Isotropic Material
with Penalization) interpolation scheme [24], or power-law approach, can be used. The interpolated material
properties are the material density (ρ) and the Young’s modulus (E),
ρ(xe) = xeρs (16)
E(xe) = x
n
eEs (17)
where xe[0, 1] is the element design variable, ρs and Es are the properties of the solid material, and n is
the penalty factor.
The topology optimization is done by the BESO approach suggested in Ref. [15], which we summarize
here. Elemental sensitivity numbers are defined as the gradient with opposite sign,
αe = − ∂φ
∂xe
, (18)
and spatially filtered to ensure mesh independent designs. In order to stabilize the evolutionary process, the
sensitivity history of each element is taken into account by averaging the obtained value with the sensitivity
numbers of the previous iteration,
αke :=
αe + α
k−1
e
2
, (19)
where k is the current iteration, and αk−1e contains information of all previous iterations since it was calcu-
lated in the same way.
To improve stability and convergence, the element updating routine between solid and air makes use
of two control parameters: the evolutionary volume ratio, ER, and the maximum admission volume ratio,
ARmax. The ER determines the percentage of volume reduction or increment allowed at each iteration,
and the ARmax determines the percentage of elements that are allowed to change nature (solid to air or
vice-versa) at each iteration. In the following, a detailed algorithm for the updating routine presented in
Ref. [15] is given, assuming that all elements have the same volume:
1. Sort the sensitivity numbers in ascending order and store them into a vector, αsorted.
2. Calculate the number of solid elements for the next iteration as Nsk+1 = N
s
k(1±ER), where Nsk is the
number of solid elements in the current iteration, k. The number will be increased (+) if the current
volume is below the prescribed final volume, and decreased otherwise (-).
3. Set the elements corresponding to the last Nsk+1 values in αsorted to solid, and the rest to air.
4. Calculate AR as the ratio between the number of elements that have changed from solid to air and
the total number of elements, N . If AR > ARmax, undo step 3 and follow (a) and (b). Otherwise, the
updating step is finished.
(a) Sort the sensitivity numbers corresponding to the air elements into a vector αasorted, and set the
elements corresponding to the last N · ARmax values to solid. The number of solid elements is
now N∗ = Nk +N ·ARmax.
(b) Sort the sensitivity numbers corresponding to the solid elements into a vector αssorted, and set the
elements corresponding to the first Nk+1 −N∗ values to air.
The optimization finishes when the prescribed volume requirement is reached and the following criterion is
fulfilled, ∣∣∣∑Ni=1(φk−i+1 − φk−N−i+1)∣∣∣∑N
i=1 φk−i+1
< τ, (20)
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where k is the current iteration, N is the number of iterations over which the error is calculated, and τ is
the allowed error. The criterion evaluates the difference on the mean objective function value between the
last N iterations and the previous N iterations, which does not necessarily indicate convergence, and is one
of the main criticized points of the BESO method [13]. More rigorous convergence criteria are not directly
applicable due to the discrete nature of the optimization variables; therefore, the engineer should look at
the results carefully before trusting the final design. In this work, the procedure becomes extra prone to
instabilities and convergence issues due to the error introduced in the sensitivity calculation, where the solid
elements are assumed to become void instead of air; therefore, N is set to a relatively high value of 14, and
the parameters ER and ARmax are set to a low value of 0.2%.
This method will be referred to as the ”Segregated-BESO” method in the following.
3. Results
3.1. Problem statement
The aim of this work is to compare the applicability of two topology optimization methods for strongly
structure-acoustic coupled problems in the context of hearing aid suspension design, and discuss their ad-
vantages and limitations. Since the purpose is not to come up with designs that can be used in reality, but
to evaluate the methods, a simplified, yet relevant, 2D model is investigated. The model, shown in Figure
1, consists of two rigid masses connected by two stripes of solid material (representing the suspension) and
an air canal, which is excited at one end with a prescribed pressure p0. The two masses represent the
loudspeaker (denominated receiver in the field of hearing aids) and the Hearing Instrument (HI) body. The
air canal would in reality be connected to a tube that brings the sound from the receiver output into the
impaired ear, but it is here terminated with a closed end for simplicity. In real hearing aids, the receiver
excites the system both acoustically and structurally; however, the vibration forces applied by the receiver
are not considered in this study, and the system is only excited by a prescribed pressure at the receiver output.
Figure 1: 2D suspension optimization problem set-up.
The topology optimization design domain consists of the two solid stripes of ”suspension material” that
connect the two masses, except for a layer around the tube that is not allowed to change. The aim of the
optimization is to find a design that minimizes the vibration of the mass that represents the hearing aid,
which can be formulated as a minimization of the objective function given in eq. (2) for a vector l that
selects the displacement DOFs of the mass in both x and y directions.
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Two different suspension materials are considered in order to vary the strength of the structure-acoustic
coupling and study its effects on the performance of the methods and the results. A material that is com-
monly used in suspensions in hearing aids is chosen as a main study target, and one artificial materials
(realistically not used in suspension design) is derived by increasing the Young’s modulus and mass density
proportionally, in order to maintain the structural resonances at the same frequencies. The varying material
properties are stated in Table 3.1, and both materials have a Poisson’s ratio of 0.49 and an internal material
damping of 10%, implemented as an imaginary part of the Young’s modulus, Ec = (1 + j0.1)E. When
Material 2 is used, the mass of the suspension becomes close to that of the two masses connected at the
extremes; therefore, those are also multiplied by a factor of 100 in order to preserve the same behavior of
the system.
Young’s modulus (E) [MPa] Mass density (ρ) [Kg/m3]
Material 1 18 1100
Material 2 1800 110000
Table 1: Material properties
The results are divided in two sub-sections. Firstly, the degree of coupling between fluid and structure for
the different materials is analysed using the segregated u/p formulation with and without coupling boundary
condition. Secondly, the topology optimization problem is solved with the two suggested methods for the
different materials.
3.2. Evaluating the degree of structure-acoustic coupling
The strength of the structure-acoustic interaction coupling depends on the geometry of the problem as
well as the material properties. It is difficult to determine a ”strength” indicator for an arbitrary geometry;
therefore, the degree of coupling is evaluated here by solving the problem using the segregated u/p formu-
lation with and without coupling, and analysing the differences in the obtained responses. The coupling is
switched off when desired by setting matrix S to 0 in Eq. (15).
A structural force excitation is used, since the pressure will not set into motion the structural part when
the coupling is off. The force acts perpendicularly on all the air cavity surfaces, which excites the structure
in a similar way that the pressure excitation would do. In order to evaluate the influence of the coupling, the
value of an objective function defined as in Eq. (2), with the domain comprising those degrees of freedom
where the force is applied, is calculated with and without FSI. The resulting frequency responses are shown
in Figure 2, where it can be seen that the first resonance is at around 3300 Hz for all uncoupled responses
and for the coupled response of Material 2, while the resonance is shifted up in frequency for the coupled
response of Material 1; this indicates that the coupling has a strong influence here.
The topology optimization problem will be solved at a frequency of 1 kHz, well below the first resonance.
The values of the objective function at 1 kHz are shown in Table 2, where the ratio in the last column
gives a measure of the strength of the coupling at that frequency. The ratio is close to 1 for Material 2
and approaches 0 for Material 1, confirming that the coupling has a strong influence for Material 1 at the
quasi-static region too.
3.3. Topology optimization for suspension design
The topology optimization problem is solved for the two materials using the two different methods in the
following. For the Segregated-BESO method, a symmetry condition with respect to the horizontal axis is
imposed in order to improve stability and convergence to good designs. The initial point of the optimization
is always the full design domain, and all objective function values given in this section are normalized with
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Figure 2: Objective function φ (eq.(2)) frequency responses for the 2 materials with and without FSI
φ with FSI φ no FSI φ with FSI / φ no FSI
Material 1 1.8 · 10−11 1.4 · 10−9 0.01
Material 2 1.1 · 10−13 1.3 · 10−13 0.84
Table 2: Objective function φ (eq.(2)) values with and without FSI for the two different materials at 1 kHz, and ratio between
the two values.
the objective function value at the initial point, so that the achieved improvement/worsening with respect
to the full design domain is directly quantified.
The most classical application of topology optimization is structural compliance minimization; in that
case, it is expected that the objective function will go up when material is removed, since less material
directly means lower stiffness. The goal is usually to reduce the total mass of the structure, and the engineer
seeks the best way to distribute the allowed amount of material given a volume constraint. In the case of HI
suspension design, the final volume or mass of the structure is not a concern; instead, we are investigating
here if there can be a positive effect from adding cavities that may reduce vibration at certain DOFs for
a desired frequency. However, for the BESO technique, it is necessary to request a final structural volume
as some percentage of the total design domain for the updating algorithm to work (while for MMA, the
volume is a constraint that could in theory be eliminated). Therefore, the procedure applied in the following
consists in setting an arbitrary volume constraint and monitoring the evolution of the objective function as
material is gradually removed to determine if a decreasing trend is observed.
Since the goal is to find a design that minimizes the vibration of the HI mass, the objective function
domain should be defined as all displacement DOFs of that mass (vertical and horizontal). However, when
running the optimization, we observe that the algorithm is trying to disconnect the suspension from the
masses; an example of that can be seen in Figure 3 (left) for Material 1 when using the Segregated-BESO
method (grey indicates solid material in the figure, since black is used for the HI mass). This issue is often
observed in topology optimization when the excitation and the objective domains are not directly connected.
In order to improve the problem setup to obtain good designs, the objective domain is modified to also in-
clude the vertical displacement DOFs on the suspension surfaces that are in contact with the inner air cavity.
The optimization problem is analyzed firstly for Material 1, which has properties often used in hearing
aid suspensions. Then, the case of Material 2, a heavy and stiff material not suitable for suspension design,
is investigated for comparison to a weakly coupled system.
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Figure 3: Result after a few iterations when only the DOFs in the HI mass are included in the objective domain. (left) Design.
(right) Normalized objective function evolution.
3.3.1. Material 1
With the modified objective function, the resulting design for a volume requirement of 80% with the
Segregated-BESO method can be seen in Figure 4 (left). The evolution of the volume ratio, the value of the
objective function and the value of the original objective function which included only the mass DOFs in its
domain (labeled as ”Mass displ.”) are shown in Figure 4 (right). The objective function shows a smooth,
slightly decreasing trend up to the 40th iteration, after which it starts fluctuating and ends up with a value
of 20.
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Figure 4: Result for Material 1 with the Segregated-BESO method with a 80% volume requirement. (left) Design. (right)
Normalized objective function evolution.
Some sharp jumps are observed in the evolution of the objective function, which usually occur when
the structure ”breaks”, meaning that a solid element between two air cavities is removed, uniting them,
and this produces an abrupt increase of the objective function value. Since the sensitivity analysis is done
with an interpolation scheme that assumes that the solid will become void instead of air, the sensitivity
information does not account for the fact that the air cavities will be merged. The algorithm cannot ”go
back” to putting that element in place either, since the effect of that is not accounted for in the sensitivities
either. Therefore, once the structure ”breaks”, the optimization continues and converges to the closer local
minimum. Moreover, jumps in the objective function value make convergence more difficult, even though
in this case a converged design (according to the stopping criterion in eq.(20)) is obtained.
Solving the same problem with the Mixed-MMA method yields the design shown in Figure 5 (left),
which is completely different than that obtained with the Segregated-BESO method, and gives a much
lower value of the objective function: 1.47 vs. 20. The design presents some intermediate elements that
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the MMA algorithm has not managed to get rid of, even though a high value of the penalty parameter
(8) is used. If the intermediate elements are projected to obtain a 0/1 design, and the objective func-
tion value is calculated with the segregated u/p formulation, a value of 6.5 is obtained, which is higher
but still significantly better than 20. The Mixed-MMA method therefore converges to a more optimized
result; moreover, looking at Figure 5 (right), it can be seen that the optimization converges in a smooth way.
The obtained fish-bone-like design in Figure 5 (left) may resemble a periodic structure; however, no
bandgap behaviour is observed when looking at the frequency response around 1 kHz. Given that the opti-
mization takes place at the quasi-static frequency range, it seems more possible that the structure results as
a trade-off between maximizing the stiffness in both vertical and horizontal directions. The displacement and
pressure fields for the projected black/white design are shown in Figure 7 (with the undeformed structure
also shown in grey), where it can be seen that the displacement is lowest at the HI mass DOFs. Comparing to
the response fields for the initial design shown in Figure 6, it can be seen that the overall displacement levels
are higher for the fish-bone structure, and specially the horizontal deflection of the receiver mass is increased.
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Figure 5: Result for Material 1 with the Mixed-MMA method with a 80% volume requirement. (left) Design. (right) Normalized
objective function evolution.
Figure 6: System response at initial point. (left) Total displacement [m] and undeformed structure in grey. (right) Pressure
[Pa].
The ”Mass displacement” curves shown in Figures 4 (right) and 5 (right) indicate that none of the ob-
tained designs manages to decrease the displacement of the HI mass, though. Looking at the curve in Figure
4 (right), it can be seen that it decreases significantly in the first 40 iterations, and only starts taking values
above 1 after that. Since we are not concerned with the final volume of the design, but only with reducing
the vibration of the mass, a new optimization is run with a volume requirement of 95% (corresponding to
the volume ratio at which the mass displacement is minimal), which yields the results shown in Figure 8.
The final value of the mass displacement function is now 0.004, which means that the vibration of the HI
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Figure 7: System response at final point for the design obtained with the Mixed-MMA method with an 80% volume constraint.
(left) Total displacement [m] and undeformed structure in grey. (right) Pressure [Pa].
mass is reduced by 96%. Figure 9 shows the system response at 1 kHz for the final design, where it can be
seen that the introduced cavities allow for a steeper bending at the sides of the suspension attached to the
masses compared to the initial design in Figure 6. This results in the suspension transmitting a stronger
structural excitation to the side masses, which acts in the opposite direction that the pressure excitation
does, compensating for it and reducing the total vibration amplitude. The pressure build-up inside the new
cavities is small and shows no resonances, which indicates that the achieved vibration reduction is a purely
quasi-static effect.
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Figure 8: Result for Material 1 with the Segregated-BESO method with a 95% volume requirement. (left) Design. (right)
Normalized objective function evolution.
Using the Mixed-MMA method and the same volume constraint, the results shown in Figure 10 are
obtained. The design is now similar to the Segregated-BESO method one, and gives a similar final value of
the ”Mass displacement” function (0.002) after projection and evaluation with the Segregated u/p formu-
lation. The final value obtained in the optimization was of 0.95; however, the values obtained at the final
points when optimizing with the Mixed-MMA method vary in general when evaluated with the segregated
formulation due to the projection of intermediate elements into 0/1 values.
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Figure 9: System response at final point for the design obtained with the Segregated-BESO with a 95% volume constraint.
(left) Total displacement [m] and undeformed structure in grey. (right) Pressure [Pa].
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Figure 10: Result for Material 1 with the Mixed-MMA method with a 95% volume requirement. (left) Design. (right)
Normalized objective function evolution.
3.3.2. Material 2
For Material 2, the design obtained with the Segregated-BESO method for a volume constraint of 80%
and the objective function evolutions are shown in Figure 11. A noticeable difference with respect to the
previous case is that the objective function evolves steadily and continuously throughout the optimization,
until the volume constraint is fulfilled, without abrupt oscillations. The error introduced in the sensitivity
analysis is smaller here, since the coupling is weak and the difference between an element becoming void or
air has a less significant influence. This shows that the BESO algorithm is stable and converges smoothly
when the sensitivities are correct.
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Figure 11: Result for Material 2 with the Segregated-BESO method with a 80% volume requirement. (left) Design. (right)
Normalized objective function evolution.
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Another difference is that the objective function value increases from the start of the optimization, while
it decreased slightly in the first iterations for Material 1. This can be explained by the fact that the pres-
sure built-up in the cavities has very little effect on the structural vibration due to the weak coupling, and
therefore removing material translates directly into a less stiff structure that vibrates with more amplitude.
However, the HI mass vibration is reduced in the first 80 iterations; this is a result of an increased vibration
amplitude of the receiver mass, which compensates for the HI motion. If an optimization with a volume
constraint of 87% (corresponding to the point where the mass displacement is minimal) is run, the results
in Figure 12 are obtained, where the mass vibration has been reduced to 47%.
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Figure 12: Result for Material 2 with the Segregated-BESO method with a 87% volume requirement. (left) Design. (right)
Normalized objective function evolution.
The resulting designs for the same optimization problems using the Mixed-MMA method are shown
in Figure 13. The designs are very similar to those obtained with the Segregated-BESO method, which
confirms that the BESO routine has managed to converge to optimal minimums in this case. The design
optimized for a volume constraint of 87% yields a mass vibration reduction of 55% after projection and
evaluation with the Segregated-BESO method.
Figure 13: Resulting design for Material 2 with the Mixed-MMA method for a (left) 80% and (right) 87% volume constraint.
4. Discussion
Topology optimized designs that significantly reduce the displacement of the HI mass have been achieved
for both materials and with both methods. However, the fact that extra DOFs had to be added to the orig-
inal optimization domain (which contained the mass DOFs only) means that the obtained solutions do not
necessarily correspond to minimums of the actual objective function of interest. The mass displacement
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reduction is therefore obtained more as a side effect than as a result of a controlled process. Therefore,
further investigation of the behaviour observed in Figure 3 is needed to determine the roots of the problem
and improve the objective function definition.
Moreover, as a consequence of not using the actual objective function of interest, the fact that no volume
constraint is required a priori for MMA cannot be exploited here to find the optimal design volume. When
trying to run an unconstrained optimization with MMA, the algorithm makes no changes to the initial de-
sign, which indicates that a full design domain is a minimum of the used objective function. However, as we
learn from the Segregated-BESO results, it is possible to reduce the mass vibration by introducing cavities.
In this context, the BESO approach has turned out useful; since the elements are removed progressively, it
is possible to determine the optimal volume target by monitoring the evolution of the objective function of
interest in relation to the decreasing volume of the design.
It has also been observed that the Segregated-BESO method is challenged when optimizing Material 1 for
an 80% volume constraint but not for Material 2, which shows that the error introduced in the sensitivities
due to interpolating solid-to-void instead of solid-to-air has a significant influence for strongly coupled prob-
lems. This highlights the main weakness of the method, and also emphasizes the importance of considering
coupling in topology optimization for hearing aid suspension design. Regarding the Mixed-MMA method,
it should be noticed that the results for the obtained designs with intermediate elements vary significantly
when they are converted to 0/1 designs by projection. It would therefore be interesting to apply additional
techniques to force convergence to more binary designs.
Finally, it should be noticed that topology optimization for hearing aid parts should be done for more
than one frequency in order to control performance in the whole frequency range of interest, typically from
100 Hz to 10 kHz. This poses other problems such as high frequency resonances giving rise to non-robust
designs [4], and longer computational times. Further investigations on the high frequency optimization issues
and model reduction techniques for coupled topology optimization problems are therefore needed in order
to make it possible to consider an adequate frequency range.
5. Conclusions
The Segregated-BESO method has been shown to work well for optimization of problems with weak
fluid-structure coupling; however, for strong coupling, the method has shown difficulties to converge to opti-
mal designs due to the error introduced in the sensitivity information when the air domain is not accounted
for. On the other hand, the Mixed-MMA method has been shown to converge smoothly to optimal designs
for all cases. An advantage of the Segregated-BESO method is that the elements are removed progressively,
which allows for monitoring the evolution of the objective function in relation to the decreasing volume
of the design. This has proven useful in the studied problem, where there is no interest in reducing the
mass of the structure but only in minimizing vibration, in order to determine the optimal structural volume
constraint. When the right volume constraint is chosen, both the Segregated-BESO and the Mixed-MMA
methods have produced highly optimized designs in the case under study.
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