We present theoretical analysis of the astrometric searches for extrasolar planets with the Space Interferometry Mission (SIM). Particularly, we derive a model for the future measurements with SIM and discuss the problem of reliable estimation of orbital elements of planets. For this purpose we propose a new method of data analysis and present a numerical test of its application on simulated SIM astrometric measurements of υ Andromedae planetary system. We demonstrate that our approach allows successfull determination of its orbital elements.
Introduction
One of the most important and challenging goals of the Space Interferometry Mission (SIM, see http://sim.jpl.nasa.gov/) is astrometric detection of extrasolar planetary systems including Earth-like planets around stars from the solar neighborhood. High precision astrometry requires not only advanced technology but also adequately elaborated methods of data analysis. Among others it is important to develop techniques allowing reliable detection of planetary signatures and extraction of the orbital elements. The aim of this paper is to discuss some of the problems related to this subject. Specifically, we propose a method called the Frequency Decomposition (FD) to detect planets and help to obtain their orbital elements. This method has been successfully used for PSR 1257+12 timing observations (Konacki, Maciejewski & Wolszczan 1999) and 16 Cygni B radial velocity measurements . Particular nature of the astrometric observations requires however some modifications of our original approach. In the paper we present a theoretical background of the method and an example of its application.
The astrometric signal is a superposition of several effects of different magnitude and a proper analysis of the observations requires at least rough a priori knowledge of how different effects contribute to the signal. However, these effects depend on the parameters (such as number of planets, their eccentricities) which are unknown in advance. So what we propose is a two-step analysis (1) FD to understand the basic properties of the signal (i.e determine the number of planets and approximate values of their orbital elements) and (2) least-squares fit based on a proper model and the starting values of parameters derived from the previous step to refine the parameters and obtain their uncertainties.
The basic idea of FD is the following. With few exception (proper motion, long period planets) the processes contributing to the signal are periodic. Therefore our astrometric signal can be successfully modeled as a multiple Fourier series plus a polynomial of certain degree (to account for the proper motion and long period planets). FD is a numerical algorithm to obtain the estimates of frequencies, amplitudes and phases of such model (Konacki, Maciejewski & Wolszczan 1999) . Let us note that such approach, contrary to the usual least-squares method, allows us to analyze the data without assuming any physical model. Subsequently we interpret derived parameters. We decide how many planets are present in the system and calculate their orbital parameters (as one can derive analytical formula expressing amplitudes and phases as functions of the orbital elements). This is especially useful for multiple planetary systems where deciphering the number of planets may be tricky (e.g. two planets in circular 2:1 resonant orbits may mimic one planet in an eccentric orbit, see . Our approach can be also helpful while trying to determine whether we observe an astrometric displacement from a planet in 1-yr orbit or annual parallax since the parallactic motion has its own specific Fourier expansion constrained by SIM orbit. Finally, we can use these findings to perform the 'traditional' least-squares fit. We believe that such approach allows us to make more justified hypothesis about the data and in consequence lead to reliable results.
The plan of our paper is the following. In section 2 we derive a detailed model of the SIM measurements. In section 3 we investigate Fourier properties of the orbital motion. In section 4 we discuss our approach to the analysis of SIM data and finally in section 5 we perform some numerical tests to show how our method works in practice.
Modeling delays
SIM measures relative positions of stars using Michelson interferometers. A single measurement with SIM gives the projection of direction to the star s onto the interferometer baseline vector B. The measured quantity is the optical pathlength delay between the two arms of the interferometer (Shao & Baron 1999) 
where c is the zero point of the metrology gauge and ǫ represents measurement uncertainty. The search for extrasolar planet is performed in so-called narrow angle mode where delays toward two stars (called target and reference) within 1 • are measured and compared. For this kind of observation the measured quantity becomes the relative delay
where s 1 and s 2 are directions to the target and reference stars, respectively. Such narrow-angle measurement gives the angular separation between the stars and offers higher accuracy as many errors scale with the angular distance.
The direction to a star S = S(t) from the Solar System Barycenter (SSB) is changing with time due to the proper motion and presence of companions. These two effects, we model in the following way
where S 0 is the direction toward the star at epoch t 0 ; δS µ (t) and δS c (t) describe changes due to the proper and orbital motion, respectively. In order to properly calculate these changes let us assume that the SSB radius vector of each star is given by
then up to the first order in δR / R 0
where
The correction δS (1) can be written in the form
which means that it only depends on the component of δR perpendicular to S 0 . It turns out that sometimes the first order correction is not sufficient. Therefore we need to derive and analyze also the second order term δS (2) given by
If we represent δR as a sum of two components, perpendicular and parallel to S 0 ,
δS (2) can be written as
As we show in section 2.3, δS (2) is especially significant for nearby stars with large proper motions.
For such stars we have
where V T and V R are respectively transverse and radial velocity of the star. Thus if the star has a significant proper motion, through astrometric observations we can detect angular displacement δθ (second term in equation (10))
due to the radial velocity. This effect is called perspective acceleration. The other term from the equation (10) has an interesting property. Namely, it can be shown that it does not change the angle between S(t) = S 0 + δS (1) (t) + δS (2) (t) and S 0 (i.e. current and initial position of the star).
In other words, if we had a direct way to measure this angle, we would not observe any effect from that term. However, since we measure all angles through the equation (1) and model the unit vector toward the star with S(t) = S 0 + δS (1) 
Specifically it affects the length of the vector S and helps to keep it normalized within the accuracy of the second order approximation. Further details concerning second order corrections we discuss in section 2.3.
Local frame and baseline vector orientations
In order to obtain explicit form of the delay d we need to calculate a scalar product B · S. The value of this product does not depend on a chosen reference frame. Thus, depending on our needs we can express vectors on the right hand side of (3) in different ways. It is convenient to introduce a local right hand orthonormal frame at the point S 0 on the celestial sphere (see Fig. 1 ).
This frame is connected with the classical equatorial spherical coordinates and is defined by the unit vectors {e α , e δ , e r }. In SSB equatorial frame coordinates of these vectors are the following e α = (− sin α, cos α, 0), e δ = (− sin δ cos α, − sin δ sin α, cos δ),
e r = S 0 = (cos δ cos α, cos δ sin α, sin δ),
where (α, δ) = (α 0 , δ 0 ) is the right ascension and declination of a star at t 0 .
One can determine the relative position of the target and reference star using two interferometers or, as it is planned for SIM, by performing two measurements with one interferometer for two non parallel orientations of its baseline, B i , i = 1, 2. For each orientation, the baseline can be represented as a sum of two vectors, B i , B ⊥ i , parallel and perpendicular to the initial direction toward the target star, S 0 . Since we have S(t) = S 0 + δS(t) where δS(t) is a displacement tangent to S 0 , the delay can be written as
Clearly, from the planet detection point of view the important term is ∆d(t). Assuming that the measurement uncertainty, ǫ, is independent on the baseline orientation the most favorable orientation of B i is B i = B ⊥ i . For such orientation ∆d(t) is the largest possible for a given length of the baseline. Moreover, the baseline orientations should be perpendicular. This way the the covariance ellipse on the sky will be circular and there will not be any direction on the plane tangent at S 0 in which the measurements are more accurate than in others. Therefore, for all further considerations we assume that all observations are made with two orthogonal and fixed baseline orientations B 1 and B 2 which are perpendicular to the initial direction toward the target star. Additionally, to simplify the equations we assume that B 1 is parallel to e α and B 2 is parallel to e δ .
Proper motion, parallax and companions
The proper motion is a projection on the sky of the motion of a star with the velocity V and within the first order approximation astrometrically only its transverse component V T = V α e α + V δ e δ is observable. Thus using simple arguments we find that
and π = 1/D ⋆ where D ⋆ = R 0 is the SSB distance to the star.
If the star has companions then the proper motion refers to the motion of the mass center of the system and the first order correction due to the orbital is given by the following equation
denotes the radius vector of the star with respect to the barycenter of its system in the local frame {e α , e δ , e r }.
If the interferometer is located at R O (t) in SSB frame then the observed direction toward the star is
where Π(t) is the parallactic displacement
obtained from the equation (6) by substituting −R O for δR. In the local frame the parallactic displacement can be written in the following form
and
) are the coordinates of SSB vector R O (t). The expressions for S µ (t), S c (t) and Π(t) come directly from the formulae (6), (7) and thus represent a first order approximation with respect to π. Now, using (3)- (20) and assuming that the measurements have been already corrected for aberration and gravitational lensing we can rewrite the delay equation (1) in the form
Using (24) we obtain similar formula for the relative delay
where the indices 1, 2 refer to the target and reference star respectively. In the above we assumed that only the target star has companions so as d c refers to the local reference frame of the target star. Formula (28) plays the fundamental role in our consideration. It explicitly shows the structure of the observed signal that consists of a dominant linear trend modulated by periodicities due to the motion of the interferometer and the companions of the target star.
According to our assumptions a single observation is done for two orthogonal baseline orientations B 
Second order corrections
The above considerations represent first order approximation which is sufficient for most astrometric measurements. However SIM is expected to deliver unprecedented 1µas precision in the narrow-angle mode and thus it is important to understand limitation of the model (29). It can be accomplished by analyzing higher order terms. For the baselines perpendicular to S 0 , the second order corrections correspond to the term that is responsible for the actual angular displacement (see equation (12)) and we have
They can be calculated if we put δR
As we can see there are two types of second order corrections. The first type includes the second order corrections due to the proper motion, parallax and companions. For the proper motion it is easy to calculate its exact value
where ∆T is the time span of the mission (and we assumed that t 0 is at half of ∆T ), V T = V T , V R = V R In order to learn about the magnitude of this correction, we calculated its value for the sample of 150 stars from the Hipparcos catalogue with the largest proper motion (see the Internet location http://astro.estec.esa.nl/SA-general/Projects/Hipparcos/hipparcos.html). The results are shown in Fig. 3 . As one can see ∆S µ is indeed significant for such stars and without any doubts has to be included into the model. For the remaining corrections due to the motion of the interferometer (i.e. the second order parallactic correction) and the presence of a companion we have the following upper limits
where a O is SIM's orbit semi-major axis, a ⋆ semi-major axis of the star's orbit and e ⋆ its eccentricity. If we assume that SIM semi-major axis is 1 AU then
µas for planetary companions
where d pc is the distance to the star in parsecs, M M ⊙ mass of the star in solar masses, m M ⊙ mass of the companion in solar masses, m M J U P mass of the companion in Jupiter masses, P yr orbital period in years and e eccentricity.
The other type of second order corrections includes all "mixed" terms
The value of ∆Π µ has been calculated for the same sample of stars as in Fig. 3 . Again, one can observe that ∆Π µ is significant and a proper model has to take it into account (see Fig. 4 ). We also find that
µas for stellar companions
µas for stellar companions (38) where V 100 is the velocity of star in hundreds of km/s and ∆T yr is the time span of the mission in years.
Finally, let us shortly discuss the magnitude of third order terms. Obviously, they will be detectable only for δR due to the proper motion. Thus we can estimate that the resulting angular displacement δS (3) is
Its value for the sample of stars from Figs. 3-4 is presented in Fig. 5 . As one can see in few cases this third order term can be larger than 1µas.
The above analysis clearly shows that a variety of second order effects and possibly in few cases third order effects will be detectable with SIM. Although throughout the rest of this paper we use only the first order model presented in sections 2.1-2 to simplify our considerations, in real applications a correct model must include higher order effects. They can be easily derived given the theoretical background presented in section 2.
Orbital motion
Let us assume that the motion of N planets and their star is described in the barycentric system. From the definition of such system, we have the following relation for the radius vector of the parent star
where R j are radius vectors of planets and M ⋆ , m j are the mass of the star and the j-th planet, respectively. In the first approximation, the motion of planets can be described by means of the following equations
and the motion of the star can be obtained from the equation (40).
Elliptic motion and its expansion
Solutions R j (t) of the equations (41) belong to the family of Keplerian orbits among which elliptic orbits are of particular interest for farther analysis. Therefore, let us remind their basic properties.
The radius vector R j = R(t) of a planet moving in an elliptic orbit is given by R(t) = P a(cos E(t) − e) + Q a 1 − e 2 sin E(t),
The eccentric anomaly E = E(t) is an implicit function of time through the Kepler equation
where M is the mean anomaly
and P is the orbital period of a planet. The remaining parameters a, e, ω, Ω, T p are the standard Keplerian elements -semi-major axis, eccentricity, longitude of pericenter, longitude of ascending node and time of pericenter.
The functions cos E and sin E are periodic with respect to M and can be expanded in the Fourier series
where J n (z) is a Bessel function of the first kind of order n and argument z; Z 0 denotes the set of all positive and negative integers excluding zero, and e ∈ [0, 1). Thus, using the equations (42) and (45), we obtain
It can be written in the following complex form
Eventually, using (44) and (47), we obtain the Fourier expansion of R(t)
Let us define the following quantity
i.e. the ratio of amplitudes of two successive harmonics, where Λ i j is the i-th component of vector Λ j . From the properties of Bessel functions we have
where J ′ n (z) indicates the derivative of a Bessel function J n (z) with respect to z. It can be proved that for all e ∈ (0, 1), l ∈ {1, 2, 3} and k > 0 we have A l k (e) < 1. It means that the expansion of R(t) has an important property-moduli of successive harmonics of each of coordinates of R(t) decrease strictly monotonically with k.
Real expansion
Given the equations from the previous section, it is possible to derive the real expansion for every component of the vector R(t) = ( R 1 (t), R 2 (t), R 3 (t)). Namely, we can express this vector in the form
which is more convenient in numerical applications. Using (47), (48) and (50) we find
From the above formulae immediately follows that amplitudes of successive harmonics are given by
In applications it is convenient to have these expressions in an explicit form
Approximate formulae for small and moderate eccentricities
Since small and moderate eccentricities are more probable it is useful to have approximations of the expressions from the previous section. Namely, using known expansions for Bessel functions we obtain the following formulae
Subsequently
whereω k = ω − knT p . Finally, we obtain the expansions for the amplitudes
From the above we can obtain the harmonic expansion for a circular orbit. Namely we find that
whereω = −nT p .
These equations will be especially useful for deriving orbital elements from the coefficients C k , S k obtained through the analysis of observations. We discuss this issue in the next section.
Data analysis
For the tests we assume the following SIM observing scenario. At the moments t i and t i+1 the relative delay between the target and reference star is measured for two orthogonal baseline orientations B 1 and B 2 . Such measurement gives a two dimensional delay vector
and is repeated N times over the time span of the mission, ∆T . As a result we obtain a two dimensional time series D = {D i , i = 1, . . . , N }. The goal of the data analysis is to detect planetary signatures in D and derive the orbital parameters of planets. We solve this problem in two steps. First we perform Frequency Decomposition (FD) of the time series D. The aim of this step is to understand the basic properties of D i.e. determine the number of planets and estimate their orbital parameters. The second step is the least-squares analysis based on a specific physical model established in the previous step. Its is aim is to obtain accurate values of the orbital elements and their uncertainties. These two steps are described in the following sections.
Harmonic model
From the theoretical considerations of sections 2 and 3 it follows that relative delays can be modeled by means of the following expression
where N denotes the number of planets, n O and n j denote the mean motion of SIM and j-th planet, respectively. Such equation comes directly from the fact that the motion of the interferometer and the motion of planets can be expanded into the Fourier series. Consequently, the above formula is used to describe D and special numerical algorithm is used to obtain the parameters
This algorithm has been described in great detail in Konacki, Maciejewski & Wolszczan (1999) . Let us only note here that in practice, due to limited accuracy of measurements and the fact that the amplitudes of subsequent harmonics decrease monotonically, the expansions of (61) are finite and the (finite) number of harmonics K j depends mainly on orbital eccentricities and measurement errors. Using our algorithm we can determine the number of planets N , the number of detectable harmonics K j and determine the basic frequencies and coefficients of (61).
In fact, we can assume that the mean motion of SIM n O as well as the other elements of its orbit are known. In other words R O (t) is known and we can use the following more constrained version of the formula (61)
This way instead of several parameters C π,k , S π,k , n O we have six parameters since
In order to have a better understanding of the parameters of (63) let us express them by means of the quantities introduced in section 2. Using (28), (29) and (50) we find that
and D π i are the quantities defined by (29) and calculated for B = B i , i = 1, 2; R 0,j denotes R 0 in the expansion (53) for the orbit of the j-th planet and a j is the semi-major axis of the j-th planet. The coordinates of
3 ) are expressed in the local frame {e α , e δ , e r }. This way
since B 1 = B 1 e α , B 2 = B 2 e δ where B i is the length of the baseline vector B i . Similarly we have
3 ) are C k and S k coefficients of expansion (53) for j-th planet expressed in the local frame. Now let us assume that after performing FD, we obtained the parameters
where N is the number of planets (i.e. the number of basic frequencies detected) and K j is the number of detected harmonics for each planet. The first question is if we can derive the canonical parameters like α, δ, µ α , µ δ , π for the target and reference star from D 0 , D µ , D π . Unfortunately this is not possible, at least without additional assumptions. Obviously it is a direct consequence of the relative measurements we perform. Thus we can only derive (S 1 0 − S 2 0 ) as well as differential proper motion and differential parallax. In fact it is possible to chose such a reference star that the differential parallactic displacement has an amplitude close to zero. It suffice to have a reference star with the parallax similar to the parallax of the target star since by assumption these two stars are close to each other and their parallactic displacement is very similar. This way we can remove a strong parallactic component from our observations. On the other hand we do not need the exact values of the canonical parameters. We only have to properly remove the respective effects in order to be able to detect putative planets.
The remaining question is if we can derive the orbital elements from C j,k , S j,k . This task is relatively simple. Namely, given that we have detected at least two terms (basic frequency and its first harmonics), all orbital elements can be derived from the equations of section 3.3. For planets with only the basic frequency detectable, we assume a circular orbit and then the other elements can also be found. This procedure we demonstrate in section 5.
Standard model
The harmonic model allows us to describe the data without a priori knowledge of the target star parameters and its planetary system. In the same time it allows to derive all important information -especially the number of planets and estimates of their orbital elements. With such knowledge we are ready to perform the standard least-squares analysis in which we must specify the model and supply good initial conditions for the fit.
The standard model has the following form
where R 1 , R 2 are coordinates of the Keplerian motion vector R given by the equation (46). The parameters of such model are
where T p,j , e j , i j , ω j , Ω j are the Keplerian elements of the j-th planet, P j is its orbital period and the parameter a j is defined in the following way
Numerical tests
For the tests we chose υ And with its two outer planets (Butler et al. 1999 ). All real and assumed astrometric and orbital parameters are presented in Table 1 . We also found a reference star HD 10032 which is about 0.
• 7 away from υ And. Its astrometric parameters are in Table 2 . SIM is assumed to move in an orbit similar to the orbit of the Earth (see Table 3 ). For these stars we simulated N = 200 measurements of relative delays (D 1 , D 2 ) (for two baseline vector orientations B 1 and B 2 ) randomly distributed over the time span of 10 years. In both cases the length of the baseline vector was 10 meters and a measurement error with σ ≈ 50 pm was assumed (i.e. 1µas in angular displacement). Since by assumption B 1 is parallel to e α and B 2 to e δ , the delay D 1 corresponds to an angular distance between υ And and HD 10032 in right ascension and D 2 to an angular distance in declination.
Second order effects
Before we proceed with the analysis it is interesting to discuss second order effects present in simulated observations. Since υ And is a nearby star with large proper motion we can expect significant contribution from this star (our reference star HD 10032 is quite distant and thus all second order effects are mainly due to υ And). One can analyze these effects by means of the formulae from section 2.3 or simply apply the standard model (69) with the parameters precisely computed from assumed parameters of υ And, HD 10032 and SIM (Tables 1-3 ) and examine the resulting residuals. This procedure gives the residuals presented in Fig. 6 . As we can see the second order effects are dominated by a variation quadratic in time (Fig. 6 a,b) . This effect is due to perspective acceleration
thus if we assume that the radial velocity, V R , of υ And and HD 10032 is zero it will disappear and reveal another second order effect of smaller magnitude (see Fig. 6 c, d ). This effect is due to the following term
i.e. the mixed term of parallax and motion of the star.
Finally let us note that if we allow the parameters of the model (69) to vary, as usual during the process of least-squares fit, this first order model will try to minimize the residuals as presented in Fig. 6 e,f.
Frequency Decomposition and standard model
First step in our analysis of simulated relative delay measurements is the Frequency Decomposition (FD). Here we model the data with the less constrained formula (61) to show how the parallactic motion contributes to the data. From assumed parameters of the stars and SIM we can compute amplitudes of basic terms and their harmonics. They are shown in Fig. 7 . The main idea of FD is subsequent removal of effects with decreasing magnitudes (for all details of the method see Konacki, Maciejewski & Wolszczan (1999) ). This process is demonstrated in Fig. 8 and 9 for D 1 (i.e. for delays measured with the baseline vector orientation B 1 ). As one can see the most significant part of delay variations comes from the proper motion of both stars (Fig. 8a) , then we can detect the basic term of the parallactic motion (Fig. 8b) , the basic term of the planet II (Fig.  8c) , first harmonic of the parallactic motion (Fig. 8d) , the basic term of the planet I (Fig. 9e) , first harmonic of the planet II (Fig. 9f) , second harmonic of the planet II (Fig. 9g) and finally first harmonic of the planet I (Fig. 9h) . The values of respective parameters S j,k , C j,k are presented in Table 4 . They are sufficient to derive initial estimates of the orbital elements of planets I and II. Namely, from the approximate equations of section 3.3 we can find that
and, together with analogous formulae for first harmonics, easily determine the orbital elements. They are show in Table 5 . As one can see this procedure gives quite accurate values of the orbital elements. However we use them only as initial values for the least-squares fit with the standard model (69) to obtain the final parameters presented in Table 6 .
Conclusions
The above test demonstrates that our approach allows us to determine the orbital elements with high confidence, at least in this particular case. It is interesting to note that with FD we are able to estimate the orbital elements without using the entire information present in the simulated data set (the residuals from Fig. 9h are well above the assumed measurement error). Surprisingly this estimation is quite accurate and as demonstrated is perfectly sufficient as an initial guess of the parameters for the standard least-squares analysis. This is a very promising result since the difficult problem of good initial condition is usually solved by means of quasi-global techniques which are very demanding numerically and still may lead to unreliable results. Thus we believe that our approach constitutes safe and efficient solution to the problem of planets detection with SIM. In our forthcoming paper we will thoroughly analyze the method on more realistic simulations and a variety of different planetary systems. Fig. 1 .-Solar System Barycenter (SSB) reference frame and the celestial sphere. S 0 is the unit vector toward the star with spherical coordinates (α, δ) and R 0 is the distance to the star. Fig. 2. -Tangent space at S 0 where e α , e δ and e r are the unit vectors of the local frame. 
