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Abstract
We study a fundamental family of root-finding iteration functions in the context of symmetric
functions. This family, which we refer to as the Basic Family, goes back to Schröder’s 1870 paper,
and admits numerous different representations. In one representation, it is known as König’s family.
A purely algebraic derivation by Kalantari et al. leads to the discovery of many minimality and
uniqueness properties of this family. Our new perspective reveals a symmetric algebraic structure
of the Basic Family, which gives rise to simple combinatorial proofs of many important properties
of this family and two of its variants. The first variant maintains high order of convergence for
multiple roots. The second variant, called the Truncated Basic Family, is an infinite family of mth
order methods for every m 3, using only the first m − 1 derivatives. Our result extends Kalantari’s
analysis of Halley’s family, the special case of the Truncated Basic Family where m = 3. Finally,
we give a recipe for constructing new high order root-finding algorithms, and use it to derive an
interesting family of iteration functions that have higher orders of convergence for multiple roots
than for simple roots.
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For a general polynomial equation of degree higher than 4, there is no algebraic solu-
tion. In this case, rational iteration functions such as Newton’s method are widely used to
approximate the roots. It is well known that Newton’s method has local quadratic conver-
gence rate to simple roots. In fact, there are arbitrarily high order methods for both simple
and multiple roots.
In this paper, we shall study a fundamental family of such high order methods. This
family, which we refer to as the Basic Family, goes back to Schröder’s 1870 paper [17]. In
that remarkable paper, Schröder gave a general theory on rational root-finding algorithms
and derived many high order methods which include this fundamental family.
The Basic Family has been derived through many different approaches and admits nu-
merous different representations. In one representation, it is known as König’s family (see
[1,21]). In [3], Gerlach devised a scheme to accelerate Newton’s method, which turns out
to be another representation of the Basic Family (see [2,9]). In [6], Kalantari et al. derived
and characterized the Basic Family in a purely algebraic manner. The derivation reveals
many new and interesting minimality and uniqueness properties of this family. For some
related works in this direction, see [8,10,11]. For a sample of works on general root-finding
methods, see [4,15,18,20].
A simple representation of the Basic Family is given in [6,11]. Let p(x) be a polynomial
of degree n. Define D0(x) = 1, and for each integer m 1, let
Dm(x) =
m∑
i=1
(−1)i−1p(x)i−1 p
(i)(x)
i! Dm−i (x), (1.1)
where p(i)(x) is the ith derivative of p(x). Then, for each integer m  2, the rational
function
Bm(x) = x −p(x)Dm−2(x)
Dm−1(x)
(1.2)
defines an iterative algorithm: xk = Bm(xk−1), k = 1,2, . . . , and {xk}∞k=0 converges to a
root of p, given an appropriate initial point x0. Moreover, its order of convergence is m for
a simple root.
The function Dm(x) also has a closed formula:
Dm(x) = det


p′(x) p
′′(x)
2! . . .
p(m−1)(x)
(m−1)!
p(m)(x)
(m)!
p(x) p′(x)
. . .
. . . p
(m−1)(x)
(m−1)!
0 p(x)
. . .
. . .
...
...
...
. . .
. . . p
′′(x)
2!
′


,0 0 . . . p(x) p (x)
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The first three members of the Basic Family are
B2(x) = x − p(x)
p′(x)
, (1.3)
which is the well-known Newton’s method, and
B3(x) = x − 2p(x)p
′(x)
2p′(x)2 − p(x)p′′(x), (1.4)
which is Halley’s method, and the 4th order method
B4(x) = x − 6p(x)p
′(x)2 − 3p(x)2p′′(x)
p(x)2p′′′(x)+ 6p′(x)3 − 6p(x)p′(x)p′′(x) . (1.5)
More generally, the Basic Family can be defined for any analytic function (see [6,8]). In
this paper, we restrict our study to the Basic Family corresponding to a polynomial. This
allows us to make a connection between Basic Family and symmetric functions.
Our exposition is organized as follows. In Section 2 we give a brief review of symmetric
function theory. In Section 3 we reveal symmetric algebraic structures of the Basic Family
and two of its variants, and give combinatorial proofs of their convergence properties and
some other results. In Section 3.1, we consider the Basic Family and reveal a symmetric
structure different from the more restrictive one given by Schröder [17]. This symmetric
structure gives rise to elementary derivation of the orders of convergence and asymptotic
error constants for both simple and multiple roots, and serves as a canonical form for
establishing the equivalence of different representations of the Basic Family. Finally, we
make a connection between Schröder’s symmetric characterization and ours through Schur
functions. In Section 3.2, we consider a variant of Basic Family which maintains high
order of convergence for multiple roots. In Section 3.3, we consider the Truncated Basic
Family, an infinite family of mth order methods for every m 3, using only the first m− 1
derivatives. Our result extends Kalantari’s analysis of Halley’s family (in [7]), the special
case of the Truncated Basic Family where m = 3. Our approach demonstrates the power
of algebraic combinatorial techniques in attacking challenging problems in the seemingly
remote area of polynomial root-finding. In Section 4 we give a recipe for constructing new
families of high order root-finding methods, and use it to derive a family of algorithms
which, contrary to typical methods, have higher orders of convergence for multiple roots
than for simple roots.
2. A brief review of symmetric function theory
In this section, we transcribe some relevant ingredients in the theory of symmetric
functions from the definitive treatment by MacDonald [13]. For a quick introduction to
symmetric functions, see Sagan [16, Chapter 4].
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with integer coefficients. A polynomial in this ring is symmetric if it is invariant under
permutations of x1, x2, . . . , xn. The symmetric polynomials in Z[x1, . . . , xn] form a graded
subring Λn, that is, we have
Λn =
⊕
k0
Λkn,
where Λkn consists of the homogeneous symmetric polynomials of degree k, together with
the zero polynomial, and
⊕
denotes the direct sum.
Definition 2.1 (Partition). A partition is any (finite or infinite) sequence
λ = (λ1, λ2, . . . , λr , . . .) (2.1)
of non-negative integers in decreasing order:
λ1  λ2  · · · λr  · · ·
and containing only finitely many non-zero terms.
The non-zero λi in (2.1) are called the parts of λ. The number of parts is the length of λ,
denoted by l(λ); and the sum of the parts is the weight of λ, denoted by |λ|:
|λ| = λ1 + λ2 + · · · .
Definition 2.2 (Monomial symmetric functions). Let λ be any partition of length  n. The
polynomial
mλ(x1, . . . , xn) =
∑
x
α1
1 · · ·xαnn
summed over all distinct permutations (α1, . . . , αn) of λ = (λ1, . . . , λn), is clearly sym-
metric, and the mλ, as λ runs through all partitions of length  n, form a Z-basis of Λn.
Hence the mλ such that l(λ) n and |λ| = k form a Z-basis of Λkn.
Through specialization (mapping some of the xi to 0), one finds that for most purposes,
the number of variables in a symmetric polynomial is irrelevant, provided that it is large
enough, and it is often more convenient to work with symmetric “polynomials” in infinitely
many variables. These symmetric pseudo-polynomials are actually formal infinite sums of
monomials. They are, however, finite integral linear combinations of monomial symmetric
functions mλ, and are also known as symmetric functions.
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tary symmetric function er is the sum of all products of r distinct variables xi , that is,
e0 = 1 and
er =
∑
i1<i2<···<ir
xi1xi2 · · ·xir , for r  1.
It is easy to see that er = m(1r ), where (1r ) denotes the partition (
r︷ ︸︸ ︷
1, . . . ,1).
The generating function for er is
E(t) =
∑
r0
er t
r =
∏
i1
(1 + xit), (2.2)
as one sees by multiplying out the product on the right.
Definition 2.4 (Complete symmetric functions). For each integer r  0, the rth complete
symmetric function hr is the sum of all monomials of total degree (sum of exponents of all
its variables) r in the variables x1, x2, . . . , that is,
hr =
∑
|λ|=r
mλ. (2.3)
In particular, h0 = 1 and h1 = e1.
The generating function for hr is
H(t) =
∑
r0
hr t
r =
∏
i1
(1 − xit)−1, (2.4)
which is easy to see once we replace (1 − xit)−1 by their power series expansions∑
k0
xki t
k .
From (2.2) and (2.4) we have
H(t)E(−t) = 1,
which implies
n∑
r=0
(−1)rerhn−r = 0, ∀n 1. (2.5)
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qr =
∑
i1
xri = m(r).
The generating function for qr is
Q(t) =
∑
r1
qr t
r−1 =
∑
i1
∑
r1
xri t
r−1 =
∑
i1
xi
1 − xit . (2.6)
Thus,
Q(−t) =
∑
i1
xi
1 + xit =
d
dt
logE(t) = E
′(t)
E(t)
,
which gives rise to the following identities known as Newton’s formulas:
nen =
n∑
r=1
(−1)r−1qren−r , ∀n 1. (2.7)
If the number of variables is finite, say n, then we write the specialized version of er ,
hr , and qr as er (x1, . . . , xn), hr(x1, . . . , xn), and qr(x1, . . . , xn), respectively. It is easy to
verify that both (2.5) and (2.7) hold for finite number of variables as well.
3. Main results
Let p(x) be a polynomial of degree n with complex coefficients, and θ1, . . . , θn be its
complex roots. Then,
p(x) = c
n∏
i=1
(x − θi),
where c is the leading coefficient of p(x).
Define rj = 1/(x − θj ), j = 1, . . . , n, then we have
Lemma 3.1.
p(i)(x) = i!p(x)ei(r1, . . . , rn),
where ei is the ith elementary symmetric function.
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p(i)(x) =
∑
1j1<···<jin
i!p(x)∏i
k=1(x − θjk )
= i!p(x)
∑
1j1<···<jin
i∏
k=1
rjk
= i!p(x)ei(r1, . . . , rn). 
3.1. The Basic Family
We first derive a symmetric algebraic structure for the Basic Family, then use it to es-
tablish the equivalence of the Basic Family and König’s family, and prove the convergence
property of the Basic Family. Via Schur functions, this symmetric structure can be trans-
formed into Schröder’s symmetric characterization of the Basic Family for p with simple
roots.
Theorem 3.2. For each integer m 0,
Dm(x) = p(x)mhm(r1, . . . , rn), (3.1)
where hm is the mth complete symmetric function.
Proof. We prove this theorem by induction on m. Trivially, (3.1) holds for m = 0. Now
assume that (3.1) holds for m k, k ∈ Z, k  0. Then for m = k + 1, we have
Dk+1(x) =
k+1∑
i=1
(−1)i−1p(x)i−1 p
(i)(x)
i! Dk+1−i (x)
=
k+1∑
i=1
(−1)i−1p(x)i−1p(x)ei(r1, . . . , rn)p(x)k+1−ihk+1−i (r1, . . . , rn)
= p(x)k+1
k+1∑
i=1
(−1)i−1ei(r1, . . . , rn)hk+1−i (r1, . . . , rn).
From (2.5), we have
k+1∑
i=0
(−1)ieihk+1−i = 0.
Moving the first summand on the left to the right and dividing both sides by (−1), we get
k+1∑
(−1)i−1eihk+1−i = e0hk+1 = hk+1. (3.2)
i=1
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Dk+1(x) = p(x)k+1hk+1(r1, . . . , rn).
So (3.1) holds for m = k + 1. And by induction, it holds for all m > 0. 
Substituting (3.1) into (1.2), we get
Bm(x) = x − hm−2(r1, . . . , rn)
hm−1(r1, . . . , rn)
. (3.3)
The above identity reveals a symmetric structure of the Basic Family, and serves as a
canonical form that connects different representations of this fundamental family of root-
finding algorithms.
Corollary 3.3. König’s family is equivalent to the Basic Family, that is, Bm(x) is the same
as the König’s method of order m, defined by the formula
Km(x) = x + (m − 1) [1/p(x)]
(m−2)
[1/p(x)](m−1) ,
where [1/p(x)](k) is the kth derivative of 1/p(x).
Proof. Observe that
1
p(x)
= 1
c
n∏
i=1
ri ,
and applying the product rule of differentiation repeatedly, we get
[
1
p(x)
](k)
= 1
c
∑
d1,...,dn0
d1+···+dn=k
k!
d1! · · ·dn!
n∏
i=1
r
(di)
i
= 1
c
∑
d1,...,dn0
d1+···+dn=k
k!
d1! · · ·dn!
n∏
i=1
(−1)di di ! rdi+1i
= (−1)
k k!
p(x)
∑
d1,...,dn0
d1+···+dn=k
n∏
i=1
r
di
i =
(−1)k k!
p(x)
hk(r1, . . . , rn).
Thus,
Km(x) = x + (m − 1) [1/p(x)]
(m−2)
(m−1) = x −
hm−2(r1, . . . , rn) = Bm(x). [1/p(x)] hm−1(r1, . . . , rn)
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present a new, combinatorial proof.
Corollary 3.4. For a simple root θ1, Bm(x) has an order of convergence m, and
lim
x→θ1
Bm(x)− θ1
(x − θ1)m = hm−1
(
(θ1 − θ2)−1, . . . , (θ1 − θn)−1
)
.
For a multiple root θ1, Bm(x) converges linearly, and
lim
x→θ1
Bm(x)− θ1
x − θ1 =
s − 1
s + m − 2 ,
where s  2 is the multiplicity of root θ1.
Proof. If θ1 is simple, then θi = θ1, i = 2, . . . , n. Write hk(r1, . . . , rn) as a polynomial
in r1:
hk(r1, . . . , rn) =
k∑
i=0
hi(r2, . . . , rn)r
k−i
1 .
From (3.3), we have
Bm(x) − θ1 = x − θ1 − (x − θ1) (x − θ1)
m−2hm−2(r1, . . . , rn)
(x − θ1)m−1hm−1(r1, . . . , rn)
= (x − θ1)
(
1 −
∑m−2
i=0 hi(r2, . . . , rn)(x − θ1)i∑m−1
i=0 hi(r2, . . . , rn)(x − θ1)i
)
= (x − θ1)m hm−1(r2, . . . , rn)∑m−1
i=0 hi(r2, . . . , rn)(x − θ1)i
.
Hence,
lim
x→θ1
Bm(x) − θ1
(x − θ1)m = limx→θ1
hm−1(r2, . . . , rn)
1 +∑m−1i=1 hi(r2, . . . , rn)(x − θ1)i
= hm−1
(
(θ1 − θ2)−1, . . . , (θ1 − θn)−1
)
.
If θ1 is a root of multiplicity s  2, without loss of generality we assume θ1 = θ2 =
· · · = θs . Write hk(r1, . . . , rn) as a polynomial in r1 with coefficients that are polynomials
in rs+1, . . . , rn:
hk(r1, . . . , rn) =
k∑
ak,i(rs+1, . . . , rn)rk−i1 .
i=0
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monomials in the form θk11 · · ·θkss , where k1, . . . , ks  0 and k1 + · · · + ks = k − i . Com-
puting this number is a combinatorial problem, which is equivalent to counting the number
of ways to place k − i identical balls and s − 1 identical bars in a row. Thus,
ak,i(rs+1, . . . , rn) =
(
k − i + s − 1
s − 1
)
hi(rs+1, . . . , rn)
for i = 0, . . . , k.
Again, from (3.3), we have
Bm(x)− θ1 = x − θ1 − (x − θ1) (x − θ1)
m−2hm−2(r1, . . . , rn)
(x − θ1)m−1hm−1(r1, . . . , rn)
= (x − θ1)
(
1 −
(
m+s−3
s−1
)+∑m−2i=1 am−2,i(rs+1, . . . , rn)(x − θ1)i(
m+s−2
s−1
)+∑m−1i=1 am−1,i(rs+1, . . . , rn)(x − θ1)i
)
.
Hence,
lim
x→θ1
Bm(x)− θ1
x − θ1 = 1 −
(
m+s−3
s−1
)
(
m+s−2
s−1
) =
(
m+s−3
s−2
)
(
m+s−2
s−1
) = s − 1
s + m − 2 . 
Interestingly, if all the roots of p are simple, there is another symmetric characterization
of Dm(x) due to Schröder:
Dm(x) = p(x)m+1
n∑
i=1
rm+1i
p′(θi)
. (3.4)
The bridge connecting identity (3.1) to identity (3.4) is a well-known formula in the the-
ory of symmetric functions expressing a Schur function sλ (which we will define shortly)
as a polynomial in the complete symmetric functions hr :
sλ = det(hλi−i+j )1i,jn, (3.5)
where λ is a partition of length n, and hr is defined to be zero for r < 0.
A Schur function in variables x1, . . . , xn, corresponding to the partition λ of length  n
is defined as:
sλ(x1, . . . , xn) = det(x
λj+n−j
i )1i,jn
det(xn−ji )1i,jn
.
Note on the right side of the above equation, both the numerator and denominator are
skew-symmetric, so sλ is symmetric. Furthermore, the denominator is a Vandermonde
determinant and therefore is equal to
∏
1i<jn(xi − xj ). The numerator is divisible in
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identity (3.5) can be found in MacDonald [13, pp. 41–42].
Substituting λ = (m) into (3.5), we get s(m) = hm. Thus,
hm(r1, . . . , rn) = s(m)(r1, . . . , rn) = det(r
λj+n−j
i )1i,jn∏
1i<jn(ri − rj )
.
Expanding det(rλj+n−ji )1i,jn along the first column, and simplifying, we get
hm(r1, . . . , rn) = p(x)
n∑
i=1
rm+1i
p′(θi)
,
which implies (3.4).
3.2. The multiple root variant of Basic Family
Corollary 3.4 shows that Bm is an mth order method for approximating simple roots.
For multiple roots, it has only linear convergence. To restore high order of convergence for
multiple roots, we can apply Bm to p(x)/p′(x), whose roots are all simple and the same as
those of p(x). Surprisingly, this multiple root variant of the Basic Family has a recursive
structure similar to that of the Basic Family.
Proposition 3.5 (Jin and Kalantari [5]). For each integer m 0, define
Hm(x) =
m∑
i=1
(−1)i−1p(x)i−1 p
(i)(x)
i! Hm−i (x) + (−1)
mp(x)m
p(m+1)(x)
m! . (3.6)
Then, for each integer m 2, the iteration function
Fm(x) = x − p(x)Hm−2(x)
Hm−1(x)
is the application of Bm to p(x)/p′(x), hence has an order of convergence m for all roots
of p(x).
Like the Basic Family, this multiple root variant also has a symmetric structure.
Theorem 3.6. For any integer m 0,
Hm(x) = p(x)m+1qm+1(r1, . . . , rn),
where qm+1 is the (m + 1)th power sum.
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Now we have
Fm(x) = x − qm−1(r1, . . . , rn)
qm(r1, . . . , rn)
. (3.7)
Corollary 3.7. Let s be the multiplicity of root θ1 of p(x). Without loss of generality, we
assume θ1 = θ2 = · · · = θs . Then,
lim
x→θ1
Fm(x) − θ1
(x − θ1)m = −
1
s
n∑
i=s+1
(θ1 − θi)−(m−1).
Proof. The proof, which makes use of identity (3.7), is similar to that of Corollary 3.4. 
This multiple root variant was also derived in Schröder [17], though through different
means. But the iteration functions in the next subsection are new.
3.3. The Truncated Basic Family
According to the definition of the Basic Family, the mth order method Bm correspond-
ing to polynomial p depends on p and its first m − 1 derivatives. Traub [20] showed that
the order of such a one-point root-finding iteration function is at most m. So Bm has the
highest possible order of convergence. If we restrict the use of derivatives of p up to the
t th derivative when constructing Bt+2 and up, then the order of methods in this “truncated”
family is capped by t +1. In what follows, we show that these methods still achieve the op-
timal order of convergence, namely t +1, and furthermore, they share the same asymptotic
error constant.
Definition 3.8 (The Truncated Basic Family of order t). For each integer t  1, the Trun-
cated Basic Family of order t is a family of iteration functions {Bm,t (x)}∞m=t+1, where
Bm,t (x) is obtained from Bm(x) by replacing derivatives of p(x) of order higher than t
by 0.
The Truncated Basic Family of order t also has a recursive definition: for each integer
m 1, define
Dm,t (x) =
min(m,t)∑
i=1
(−1)i−1p(x)i−1 p
(i)(x)
i! Dm−i,t (x), (3.8)
where D0,t (x) = 1. Then, for each integer m  t + 1, the rational function Bm,t (x) is
defined as
Bm,t (x) = x − p(x)Dm−2,t (x) . (3.9)
Dm−1,t (x)
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Dm,1(x) = det


p′(x) 0 0 . . . 0
p(x) p′(x) 0 . . . 0
0 p(x) p′(x) . . .
...
...
...
. . .
. . . 0
0 0 0 . . . p′(x)


.
Thus, Dm,1(x) = p′(x)m and Bm,1(x) = x − p(x)/p′(x) = B2(x), that is, all members
of the Truncated Basic Family of order 1 are identical to Newton’s method.
For t = 2,
Dm,2(x) = det


p′(x) p
′′(x)
2! 0 . . . 0
p(x) p′(x) p
′′(x)
2!
. . . 0
0 p(x) p′(x) . . .
...
...
...
. . .
. . . p
′′(x)
2!
0 0 0 . . . p′(x)


.
And Dm,2(x) satisfies the following recurrence:
D0,2(x) = 1, D1,2(x) = p′(x),
Dm,2(x) = p′(x)Dm−1,2(x)− 12p(x)p
′′(x)Dm−2,2(x), ∀m 2.
The Truncated Basic Family of order 2 was studied and referred to as Halley’s Family
in [7].
Analogous to the Basic Family and its multiple root variant, the Truncated Basic Family
has a symmetric algebraic structure shown below.
Theorem 3.9. Let t  1, t ∈ Z, then, for each integer s  0,
Ds,t (x) = p(x)sgs,t (r1, . . . , rn), (3.10)
where
gs,t (r1, . . . , rn) = hs(r1, . . . , rn) +
∑
|λ|=s
as,t,λmλ(r1, . . . , rn)t+1l(λ)n
Y. Jin, B. Kalantari / Advances in Applied Mathematics 34 (2005) 156–174 169with as,t,λ ∈ Z, and hs,mλ being complete and monomial symmetric functions, respec-
tively. In particular, when s > t , as,t,(1t (s−t )) = (−1)t+1(s − t), where (1t (s − t)) denotes
the partition ((s − t),1, . . . ,1︸ ︷︷ ︸
t
).
Proof. The proof is by induction on s.
When s  t , Ds,t (x) = Ds(x), so from (3.1), we have
Ds,t (x) = p(x)shs(r1, . . . , rn).
Now assume (3.10) holds for s  k, k ∈ Z, k  t , then for s = k + 1, we have
Dk+1,t (x) =
t∑
i=1
(−1)i−1p(x)i−1 p
(i)(x)
i! Dk+1−i,t (x) = p(x)
k+1gk+1,t (r1, . . . , rn),
where
gk+1,t (r1, . . . , rn) =
t∑
i=1
(−1)i−1ei(r1, . . . , rn)gk+1−i,t (r1, . . . , rn)
=
t∑
i=1
(−1)i−1ei(r1, . . . , rn)hk+1−i (r1, . . . , rn)
+
t∑
i=1
(−1)i−1ei(r1, . . . , rn)
∑
|λ|=k+1−i
t+1l(λ)n
ak+1−i,t,λmλ(r1, . . . , rn)
with ak+1−i,t,λ ∈ Z for i = 1, . . . , t .
From (2.5), we have
t∑
i=1
(−1)i−1eihk+1−i = hk+1 +
k+1∑
i=t+1
(−1)ieihk+1−i .
Thus,
gk+1,t (r1, . . . , rn) − hk+1(r1, . . . , rn)
=
k+1∑
i=t+1
(−1)iei (r1, . . . , rn)hk+1−i (r1, . . . , rn)
+
t∑
i=1
(−1)i−1ei(r1, . . . , rn)
∑
|λ|=k+1−i
ak+1−i,t,λmλ(r1, . . . , rn). (3.11)
t+1l(λ)n
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monomials in t + 1 or more variables. Since mλ such that l(λ) n and |λ| = k + 1 form a
Z-basis of Λk+1n , we have
gk+1,t (r1, . . . , rn) − hk+1(r1, . . . , rn) =
∑
|λ|=k+1
t+1l(λ)n
ak+1,t,λmλ(r1, . . . , rn),
where ak+1,t,λ ∈ Z.
If k = t , (3.11) becomes
gt+1,t (r1, . . . , rn) − ht+1(r1, . . . , rn) = (−1)t+1et+1(r1, . . . , rn),
since the set {λ: |λ| = k + 1 − i, k + 1 l(λ) n, i  1} is empty. By definition, et+1 =
m(1t+1). Thus, we have
at+1,t,(1t+1) = (−1)t+1,
or equivalently,
ak+1,t,(1t (k+1−t )) = (−1)t+1(k + 1 − t).
If k > t , the length of the partition (1t (k + 1 − t)) is t + 1, so m(1t (k+1−t ))(r1, . . . , rn)
consists of monomials in t + 1 variables, and in each of these monomials all variables
except one have power 1. Multiplying out the right-hand side of (3.11), we get a sum of
terms in Λk+1n . Expanding each term into a linear combination of basis variables mλ such
that l(λ) n and |λ| = k + 1, we find that only
(−1)t+1et+1(r1, . . . , rn)hk−t (r1, . . . , rn)
and
ak,t,(1t (k−t ))e1(r1, . . . , rn)m(1t (k−t ))(r1, . . . , rn)
have non-zero m(1t (k+1−t ))(r1, . . . , rn) component. By induction hypothesis, we have
ak,t,(1t (k−t )) = (−1)t+1(k − t).
It is easy to see that
et+1(r1, . . . , rn)hk−t (r1, . . . , rn) = m(1t (k+1−t ))(r1, . . . , rn) + L1(r1, . . . , rn),
e1(r1, . . . , rn)m(1t (k−t ))(r1, . . . , rn) = m(1t (k+1−t ))(r1, . . . , rn) + L2(r1, . . . , rn),
where L1 and L2 are integral linear combinations of mλ such that |λ| = k + 1, t + 1 
l(λ) n, λ = (1t (k + 1 − t)).
Thus,
ak+1,t,(1t (k+1−t )) = (−1)t+1 + (−1)t+1(k − t) = (−1)t+1(k + 1 − t).
So (3.10) holds for s = k + 1. And by induction, (3.10) holds for all s  0. 
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Family.
We first observe that for t = 1, all members of the Truncated Basic Family of order 1
are identical to Newton’s method. And for each t  2, we have Bt+1,t = Bt+1, which is a
(t + 1)th order method. The following corollary settles the orders of all other Truncated
Basic Family methods.
Corollary 3.10. Let t  2, t ∈ Z, then for each integer s  t + 2, Bs,t (x) has an order of
convergence t + 1 for a simple root of p, say θ1, and
lim
x→∞
Bs,t (x) − θ1
(x − θ1)t+1 =
(−1)t+1
(t + 1)!
p(t+1)(θ1)
p′(θ1)
.
Proof. From (3.9) and (3.10), we have
Bs,t (x) = x − gs−2,t (r1, . . . , rn)
gs−1,t (r1, . . . , rn)
,
where
gu,t (r1, . . . , rn) = hu(r1, . . . , rn) +
∑
|λ|=u
t+1l(λ)n
au,t,λmλ(r1, . . . , rn).
Now write gu,t (r1, . . . , rn), u t as a polynomial in r1:
gu,t (r1, . . . , rn) =
u∑
i=0
hi(r2, . . . , rn)r
u−i
1 + (−1)t+1(u − t)et (r2, . . . , rn)ru−t1
+
u∑
i=t+1
ci(r2, . . . , rn)r
u−i
1 ,
where ci are polynomials in n − 1 variables. We have used the facts that, when u > t , the
biggest part of λ such that |λ| = u and t +1 l(λ) n is at most u− t , which only appears
in (1t (u − t)), and au,t,(1t (u−t )) = (−1)t+1(u − t) when u > t .
Thus, for s  t + 2, we have
Bs,t (x) − θ1 = x − θ1 − (x − θ1) (x − θ1)
s−2gs−2,t (r1, . . . , rn)
(x − θ1)s−1gs−1,t (r1, . . . , rn)
= (x − θ1)
(
1 − (x − θ1)
s−2gs−2,t (r1, . . . , rn)
(x − θ1)s−1gs−1,t (r1, . . . , rn)
)
= (x − θ1)t+1 (−1)
t+1et (r2, . . . , rn) + Q1(r−11 , r2, . . . , rn)(x − θ1)
1 + Q (r−1, r , . . . , r )(x − θ ) ,2 1 2 n 1
172 Y. Jin, B. Kalantari / Advances in Applied Mathematics 34 (2005) 156–174where Q1 and Q2 are polynomials in n variables.
Hence,
lim
x→θ1
Bs,t (x) − θ1
(x − θ1)t+1 = (−1)
t+1et
(
(θ1 − θ2)−1, . . . , (θ1 − θn)−1
)
= (−1)
t+1
(t + 1)!
p(t+1)(θ1)
p′(θ1)
. 
4. A recipe for constructing new high order methods
All of the root-finding iteration functions we have studied in this paper possess the
following symmetric structure:
It (x) = x − SFt−2(r1, . . . , rn)SFt−1(r1, . . . , rn) , (4.1)
where t ∈ Z, t  2, and {SFi}∞i=0 is a sequence of symmetric functions with integer co-
efficients. Recall that rj = 1/(x − θj ), for j = 1, . . . , n, and θ1, . . . , θn are complex roots
of p.
Conversely, any iteration function It (x) defined by (4.1) is a rational function in x ,
p(x) and its derivatives. To see this, we first state the fundamental theorem of symmetric
functions.
Theorem 4.1 (The fundamental theorem of symmetric functions). Any symmetric function
with integer coefficients is uniquely expressible as a polynomial in the elementary symmet-
ric functions e1, e2, e3, . . . with integer coefficients.
The proof of this theorem can be found in [13]. The fundamental theorem of symmetric
functions says that SFi can always be represented by a polynomial in e1, e2, e3, . . . , which,
in turn, reduce to rational functions in p(x) and its derivatives by Lemma 3.1.
The Basic Family and its multiple root variant are obtained by letting SFi be the ith
complete symmetric function hi and (i + 1)th power sum qi+1, respectively. New high
order root-finding algorithms can be “invented” by picking an appropriate sequence of
symmetric functions {SFi}∞i=0. Among many promising candidates for SFi are simple
monomial symmetric functions. The eligibility of a candidate sequence can be checked
using the technique employed in the proof of Corollary 3.4. For example, we may try
SFi = m(i+2,1), where m(i+2,1) denotes the monomial symmetric function corresponding
to the partition (i + 2,1). It is easy to verify that
It (x) = x − m(t,1)(r1, . . . , rn)
m(t+1,1)(r1, . . . , rn)
has local t th order of convergence to a simple root of p and local (t + 1)th order of con-
vergence to a multiple root of p, which is a bit unusual.
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I2(x) = x − m(2,1)(r1, . . . , rn)
m(3,1)(r1, . . . , rn)
.
First, we use Stembridge’s Maple package for symmetric functions, SF [19], to convert
m(2,1) and m(3,1) into polynomials in the elementary symmetric functions e1, e2, e3, . . . :
m(2,1) = e1e2 − 3e3, m(3,1) = e21e2 − e1e3 − 2e22 + 4e4.
Then, replacing ei by p(i)(x)/(i!p(x)) (Lemma 3.1) and simplifying, we get
I2(x) = x − p(x) 3p
′(x)p′′(x) − 3p(x)p′′′(x)
3p′(x)2p′′(x)− p(x)p′(x)p′′′(x) − 3p(x)p′′(x)2 + p(x)2p′′′′(x),
which is a 2nd order method for simple roots and 3rd order method for multiple roots.
Like the Basic Family, this family also has recursive and determinantal formulae in
terms of p(x) and its derivatives. We will develop them in a separate note.
Computationally, new families of root-finding algorithms such as the above one are
usually less efficient than the Basic Family, therefore are not as practical. Nevertheless
they showcase the rich variety of high order methods and demonstrate the close connec-
tion between symmetric function theory and root-finding algorithms. Visualization of the
dynamics of these iteration functions, called Polynomiography in [12], could offer new
insights into theoretical frontiers, and provide a new medium for art and education as well.
Many individual rational root-finding iteration functions have the symmetric structure
characterized by (4.1) as well. A prominent example is McMullen’s generally convergent
algorithm for cubics (see [14]):
T (x) = x − p(x) 3p(x)p
′′(x)− 2p′(x)2
4p(x)p′(x)p′′(x) − 3p(x)2p′′′(x) − 2p′(x)3 .
It would be interesting to investigate whether this 3rd order algorithm can be extended to
an infinite family of high order generally convergent algorithms for cubics, by picking an
appropriate sequence of {SFi}∞i=0 for (4.1).
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