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INJECTIVE HULLS OF INFINITE TOTALLY
SPLIT-DECOMPOSABLE METRIC SPACES
MAE¨L PAVO´N
Abstract. We consider the class of (possibly) infinite metric spaces with
integer-valued totally split-decomposable metric and possessing an injective
hull which has the structure of a polyhedral complex. For this class, we give
a characterization for the injective hull to be combinatorially equivalent to
a CAT(0) cube complex. In order to obtain these results, we extend the
decomposition theory introduced by Bandelt and Dress in 1992 as well as
results on the tight span of totally split-decomposable metric spaces proved by
Huber, Koolen and Moulton in 2006.
As an application, and using results of Lang of 2013, we obtain proper
actions on CAT(0) cube complexes for finitely generated groups endowed with
a totally split-decomposable word metric whose associated splits satisfy an
easy combinatorial property. In the case of Gromov hyperbolic groups, the
action is proper as well as cocompact.
1. Introduction
In 1992, Bandelt and Dress (cf. [3]) introduced a decomposition theory for finite
metric spaces which is canonical, namely it is the only one which is, in a sense,
compatible with Isbell’s injective hull.
Our first goal is to extend the canonical decomposition theory to the class of (pos-
sibly) infinite metric spaces with integer-valued totally split-decomposable metric
and possessing an injective hull which has the structure of a polyhedral complex.
For this class, we then provide necessary and sufficient conditions for the injective
hull to be combinatorially equivalent to a CAT(0) cube complex.
The basic definitions of the canonical decomposition theory of Bandelt and Dress
do not need to be modified to suit our more general situation. A split (also called
cut) S = {A,B} of a set X is a pair of non-empty subsets of X such that A∩B = ∅
and X = A ∪ B, or in other words X = A ⊔ B. For x ∈ X , we denote by
S(x) the element of S that contains x. The split metric associated to S is then a
pseudometric δS on X such that
δS(x, y) =
{
1 if S(x) 6= S(y),
0 if S(x) = S(y).
For a pseudometric d on X , we call S = {A,B} a d-split (of X) if the isolation
index given by (1.3) satisfies
αdS > 0.
The pseudometric d is said to be totally split-decomposable if d =
∑
S∈S α
d
SδS where
S is the set of all d-splits.
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A split subsystem S¯ ⊂ S is called octahedral if and only if there is a partition of
X into a disjoint union of six non-empty sets X = Y 11 ⊔Y −11 ⊔Y 12 ⊔Y −12 ⊔Y 13 ⊔Y −13
such that S¯ consists of the four splits
S1 := {Y 11 ⊔ Y 12 ⊔ Y 13 , Y −11 ⊔ Y −12 ⊔ Y −13 },
S2 := {Y 11 ⊔ Y 12 ⊔ Y −13 , Y −11 ⊔ Y −12 ⊔ Y 13 },
S3 := {Y 11 ⊔ Y −12 ⊔ Y 13 , Y −11 ⊔ Y 12 ⊔ Y −13 },
S4 := {Y 11 ⊔ Y −12 ⊔ Y −13 , Y −11 ⊔ Y 12 ⊔ Y 13 }.
S is called octahedral-free if it does not contain any octahedral split subsystem.
Two splits S := {A,B} and S′ := {A′, B′} are said to be compatible if A′ ⊂ A (and
B ⊂ B′) or alternatively A ⊂ A′ (and B′ ⊂ B).
For general facts regarding injective hulls, we shall refer to [15]. Injective hulls
can be characterized in several different ways. In the sequel, the injective hull refers
to Isbell’s injective hull construction (X, d) 7→ E(X, d). Recall at this point that
the injective hull E(X, d) of a pseudometric space (X, d) is given by
E(X, d) =
{
f ∈ RX : f(x) = supy∈X(d(x, y)− f(y)) for all x ∈ X
}
. (1.1)
The difference between two elements of E(X, d) has finite ‖·‖∞-norm and E(X, d)
is endowed with the metric
d∞(f, g) := ‖f − g‖∞ .
It is easy to see that for f ∈ E(X, d), if d(x, x′) = 0 then f(x) = f(x′). Hence, if
(X, d) is a pseudometric space and (Y, d′) is the associated metric space obtained
by collapsing every maximal set of diameter zero to a single point, then E(X, d) and
E(Y, d′) are isometric. Accordingly, the statements involving the injective hull will
be stated for metric spaces instead of pseudometric spaces. As it is shown in [15,
Theorem 4.5] and as we shall recall later in this Introduction, as soon as (X, d) is
a metric space with integer-valued metric verifying the local rank condition (LRC),
which is discussed below, there is a canonical locally finite dimensional polyhedral
structure on E(X, d).
In the case where d is totally split-decomposable, our goal is to provide necessary
and sufficient conditions ensuring that E(X, d) is combinatorially equivalent to a
CAT(0) cube complex. Accordingly, we have
1.1. Theorem. Let (X, d) be a metric space with integer-valued totally split-
decomposable metric satisfying the local rank condition. Let S be the set of all
d-splits. Then, the following are equivalent:
(i) S does not contain any octahedral split subsystem S¯ satisfying that for every
S = {A,B} ∈ S \ S¯, there is S′ := {A′, B′} ∈ S¯ such that S and S′ are
compatible.
(ii) Each cell of E(X, d) is a parallelotope.
If (i) or (ii) holds, there is a CAT(0) cube complex K(X, d) and a canonical bijective
cell complex isomorphism σ : E(X, d)→ K(X, d) mapping cells affinely to cells.
By a parallelotope we mean a Minkowski sum of a finite collection of linearly
independent closed segments (see for instance [11]). When condition (i) in Theo-
rem 1.1 holds, we say that the family of all d-splits ofX has no compatibly octahedral
decomposition. If the diameters of the cells of E(X, d) are uniformly bounded, σ in
Theorem 1.1 can be chosen to be bi-Lipschitz.
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For a metric space (X, d), let I(x, y) := {z ∈ X : d(x, z) + d(z, y) = d(x, y)}.
(X, d) is called discretely geodesic if the metric is integer-valued and for every pair
of points x, y ∈ X there exists an isometric embedding γ : {0, 1, . . . , d(x, y)} → X
such that γ(0) = x and γ(d(x, y)) = y. Moreover, we say that a discretely geodesic
metric space X has β-stable intervals, for some constant β ≥ 0, if for every triple
of points x, y, y′ ∈ X such that d(y, y′) = 1 we have
dH(I(x, y), I(x, y
′)) ≤ β
where dH denotes the Hausdorff distance in X .
The injective hull has among other features, applications to geometric group
theory. Let Γ be a finitely generated group, G a finite generating set, and let Γ be
equipped with the word metric dG with respect to the alphabet G∪G−1. It is shown
in [15, Theorem 1.4] that if (Γ, dG) has β-stable intervals, then (Γ, dG) satisfies the
(LRC) and thus E(Γ, dG) has a polyhedral complex structure. The isometric action
of Γ on (Γ, dG) given by (x, y) 7→ Lx(y) := xy induces consequently a proper action
by cell isometries of Γ on E(Γ, dG) given by
(x, f) 7→ L¯x(f) = f ◦ L−1x .
Moreover, if (Γ, dG) is δ-hyperbolic (in particular it has β-stable intervals), then
E(Γ, dG) is a finite dimensional polyhedral complex with a uniform bound on the
diameter of its cells and the action is cocompact. As an immediate consequence of
these observations, we thus obtain:
1.2. Theorem. Let Γ be a finitely generated group and (Γ, dG) the associated met-
ric space with respect to the alphabet G ∪ G−1. Assume that dG is totally split-
decomposable and (i) in Theorem 1.1 holds. Then, the following hold:
(i) if (Γ, dG) has β-stable intervals, there is a proper action of Γ on K(Γ, dG)
given by
(x, y) 7→ (σ ◦ L¯x ◦ σ−1)(y).
(ii) If (Γ, dG) is δ-hyperbolic, the action of Γ on K(Γ, dG) is proper as well as
cocompact.
We give an outline of the structure of Isbell’s injective hull and describe when it
corresponds to that of a polyhedral complex, following [15]. Given a pseudometric
space (X, d), let us consider the vector space RX of real-valued functions on X and
∆(X, d) := {f ∈ RX : f(x) + f(y) ≥ d(x, y) for all x, y ∈ X}.
We call f ∈ ∆(X, d) extremal if there is no g ≤ f in ∆(X, d) distinct from f .
The set E(X, d) of extremal functions is equivalently given by (1.1). To be able to
describe the structure of E(X, d) further, one can assign to every f ∈ E(X, d) the
undirected graph with vertex set X and edge set
A(f) :=
{{x, y} : x, y ∈ X and f(x) + f(y) = d(x, y)}. (1.2)
Furthermore, we let
E′(X, d) :=
{
f ∈ ∆(X, d) : ⋃A(f) = X}.
Note that if f ∈ E′(X, d), the graph (X,A(f)) has no isolated vertices (although it
may be disconnected). A set A of unordered pairs of (possibly equal) points in X
is called admissible if there exists an f ∈ E′(X, d) with A(f) = A, and we denote
by A (X) the collection of admissible sets.
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To every A ∈ A (X), we associate the affine subspace H(A) of RX given by
H(A) := {g ∈ RX : A ⊂ A(g)}
= {g ∈ RX : g(x) + g(y) = d(x, y) for all x, y ∈ A}.
We define the rank of A to be the dimension of H(A),
rank(A) := dim(H(A)) ∈ N ∪ {0,∞}.
We can compute rank(A) as follows: if f, g are two elements ofH(A) and {x, y} ∈ A,
one has f(x) + f(y) = d(x, y) = g(x) + g(y), hence f(y)− g(y) = −(f(x) − g(x)),
which means that the difference f−g has alternating sign along all edge paths in the
graph (X,A). Therefore, there is either none or exactly one degree of freedom for
the values of f ∈ H(A) on every connected component of (X,A), depending upon
whether or not the component contains an odd cycle. We call such components
(viewed as subsets of X) odd or even A-components, respectively.
If (X, d) is a finite metric space, E(X, d) is a finite polyhedral complex. If (X, d)
is infinite, we say that (X, d) satisfies the local rank condition (LRC) if and only
if for every f ∈ E(X, d), there exist ε,N > 0 such that for all g ∈ E′(X, d) with
‖f − g‖∞ < ǫ, one has rank(A(g)) ≤ N . Recall (cf. [15, Theorem 4.4]) that if
(X, d) is a metric space with integer-valued metric and satisfying the (LRC), then
E(X, d) = E′(X, d). In this case, let
P (A) = E(X, d) ∩H(A) = ∆(X, d) ∩H(A).
The family {P (A)}A∈A (X) then defines a polyhedral structure on E(X, d) and note
that P (A′) is a face of P (A) if and only if A ⊂ A′.
In order to prove Theorem 1.1, we need to be able to decompose any pseudometric
d on a set X in a way that is coherent with the structure of E(X, d) which we have
just introduced. The isolation index of a pair S := {A,B} of non-empty subsets
with respect to a pseudometric d on X is the non-negative number αdS (equivalently
αd{A,B} or simply αS) given by
αdS :=
1
2
inf
a,a′∈A
b,b′∈B
[
max
{
d(a, b) + d(a′, b′), d(a′, b) + d(a, b′), d(a, a′) + d(b, b′)
}
−d(a, a′)− d(b, b′)
]
. (1.3)
Moreover, we call a pseudometric d0 on X split-prime if α
d0
S = 0 for any split S
of X . Note that by Lemma 2.3, there are for any integer-valued pseudometric only
finitely many d-splits separating any pair of points.
1.3. Theorem. Let (X, d) be a pseudometric space with integer-valued pseudomet-
ric, let SX be the set of all splits of X and let S be the set all d-splits. Let
λS ∈ (−∞, αdS ] if S ∈ S,
λS = 0 if S ∈ SX \ S.
Then,
d˜ := d−
∑
S∈S
λSδS
is a pseudometric such that for every split S ∈ SX , one has
αd˜S = α
d
S − λS .
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In particular, there is a split-sprime pseudometric d0 such that
d = d0 +
∑
S∈SX
αdSδS .
The decomposition given by Theorem 1.3 can be characterized uniquely in a
corollary to Theorem 2.9:
1.4. Corollary. Let (X, d) be a metric space with integer-valued metric satisfying
the (LRC). Let S be the family of all d-splits of X so that d = d0 +
∑
S∈S αSδS
and let λS ∈ [0, αS ] for every S ∈ S. Then, setting d1 := d−
∑
S∈S λSδS, we have
E(X, d) ⊂ RX ∩
(
E(X, d1) +
∑
S∈S
λSE(X, δS)
)
. (1.4)
Moreover, for any split S = {A,B} of X and any λS > 0 such that d = d1 + λSδS,
if E(X, d) ⊂ E(X, d1) + λSE(X, δS), then the following hold:
(i) S is a d-split of X and
(ii) λS ≤ αS .
The present work is divided into three main parts: Section 2 deals with the gen-
eralization of the decomposition theory of Bandelt and Dress (cf. [3]) to (possibly)
infinite metric spaces with integer-valued metric. Section 3 deals with the proof
of Theorem 1.1, we adapt and generalize the arguments of [12] to infinite metric
spaces and infinite split systems. Section 4 starts with the observation that the
Buneman complex B(S, α), which is a well-known object in discrete mathematics
(cf. [9] and the references there) satisfies the CAT(0) link condition and continues
with the proof that E(X, d) satisfies this same condition. Finally, Section 5 deals
with several examples.
2. Decomposition Theory
It is easy to see that E(X, d) as defined at the beginning of the Introduction is
a subset of
∆1(X, d) := {f ∈ ∆(X, d) : f is 1-Lipschitz}.
Note that a function f ∈ RX belongs to ∆1(X, d) if and only if
‖f − dx‖∞ = f(x) for all x ∈ X . (2.1)
The metric d∞(f, g) := ‖f − g‖∞ on ∆1(X, d) is thus well-defined since for any
x ∈ X , one has
‖f − g‖∞ ≤ ‖f − dx‖∞ + ‖g − dx‖∞ = f(x) + g(x) <∞.
The set E(X, d) ⊂ ∆1(X, d) is equipped with the induced metric and one has the
canonical isometric map
e: (X, d)→ E(X, d), e(x) = dx.
In case (X, d) is a metric space, e is an isometric embedding and Isbell showed
that (e,E(X, d)) is indeed an injective hull of X . That is, E(X, d) is an injective
metric space, and every isometric embedding of X into another injective metric
space factors through e. A metric space (X, d) is called injective if for any iso-
metric embedding i : Y → Z of metric spaces and any 1-Lipschitz (i.e., distance
nonincreasing) map f : Y → X there exists a 1-Lipschitz map g : Z → X , so that
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g ◦ i = f (cf. [1, Section 9] for the general categorical definition). For a recent
survey of injective metric spaces, we refer to [15, Section 2].
Let (X, d) be any pseudometric space. A partial split S = {A,B} of X is a pair
of non-empty subsets of X such that A ∩ B = ∅. If in addition X = A ∪ B holds,
then S = {A,B} is a split of X . A partial d-split is a partial split S = {A,B} for
which αdS > 0. For any {a, a′} ⊂ A and {b, b′} ⊂ B, let
βd{{a,a′},{b,b′}} :=
1
2
[
max{d(a, b) + d(a′, b′), d(a′, b) + d(a, b′), d(a, a′) + d(b, b′)}
−d(a, a′)− d(b, b′)].
When the reference to the pseudometric is unnecessary, we shall omit it and write
simply α{A,B} as well as β{{a,a′},{b,b′}}. Note that for any pseudometric d on X ,
one has
αd{{r,s},{t,u}} = β
d
{{r,s},{t,u}}. (2.2)
Indeed,
d(r, t) + d(s, u)− d(r, s)− d(t, u) ≤ d(r, t) + d(u, r) − d(t, u) = 2βd{{r},{t,u}}
and
d(r, t)+ d(s, u)− d(r, s)− d(t, u) ≤ d(r, t)+ d(u, r)− d(t, u) ≤ 2d(r, t) = 2βd{{r},{t}}.
2.1. Lemma. Let (X, d) be a pseudometric space and {A0, B0} a partial d-split of
X. For any {a, a′} ⊂ A0, {b, b′} ⊂ B0 and x ∈ X \ (A0 ∪B0), one has
β{{a,a′},{b,b′}} ≥ α{{a,a′,x},{b,b′}} + α{{a,a′},{b,b′,x}}. (2.3)
Proof. Assume that (2.3) fails for some a1, a2, b1, b2, x, then all three quantities
must be positive. For simplicity, we write xy for d(x, y). Let {i, j} = {1, 2} be so
that
β{{a1,x},{b1,b2}} =
1
2
(
a1bj + xbi − a1x− b1b2
)
.
It follows that
1
2
(
a1bj + xbi − a1x− b1b2 +max{a1x+ a2bi, a1bi + a2x} − a1a2 − xbi
)
=
β{{a1,x},{b1,b2}} + β{{a1,a2},{x,bi}} ≥
α{{a1,a2,x},{b1,b2}} + α{{a1,a2},{b1,b2,x}} >
β{{a1,a2},{b1,b2}} =
1
2
(
max{a1b1 + a2b2, a1b2 + a2b1} − a1a2 − b1b2
)
.
Hence
δ := a1bj − a1x+max{a1x+ a2bi, a1bi + a2x} > max{a1b1 + a2b2, a1b2 + a2b1}.
The above strict inequality can only hold if a1bi + a2x > a1x + a2bi which implies
that δ = a1bj − a1x+ a1bi + a2x. Therefore, one has
a1b1 + a1b2 − a1x+ a2x = δ > max{a1b1 + a2b2, a1b2 + a2b1}.
Hence for each k ∈ {1, 2}, one has
a1bk + a2x > a1x+ a2bk.
By interchanging the role of a1 and a2, we also obtain the reverse strict inequality
and this is a contradiction. This proves (2.3). 
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2.2. Theorem. Let (X, d) be a finite pseudometric space and let {A0, B0} be a
partial d-split. Then∑{
α{A,B} : {A,B} is a d-split extending {A0, B0}
} ≤ α{A0,B0}.
Proof. Note that since X is finite, there are {a, a′} ⊂ A0 and {b, b′} ⊂ B0 such that
α{A0,B0} = β{{a,a′},{b,b′}}
and thus we obtain
α{A0,B0} ≥ α{A0∪{x},B0} + α{A0,B0∪{x}}. (2.4)
By induction, the desired result follows. 
Note now that if (X, d) is a pseudometric space with integer-valued pseudometric,
then for any split S, one has
αS ∈ [0,∞) ∩ 1
2
Z.
2.3. Lemma. Let (X, d) is a pseudometric space with integer-valued pseudometric.
For every x, y ∈ X, there are at most 2d(x, y) distinct d-splits S satisfying S(x) 6=
S(y).
Proof. Assume by contradiction that one can find 2d(x, y) + 1 distinct d-splits Si
such that Si(x) 6= Si(y). For each i ∈ {1, . . . , 2d(x, y) + 1}, pick ai, a′i ∈ Si(x) and
bi, b
′
i ∈ Si(y) such that α{{ai,a′i},{bi,b′i}} = αSi ≥ 1/2. Set Z := {x, y}∪
⋃
i{ai, a′i}∪⋃
i{bi, b′i} ⊂ X , one has:
d(x, y) +
1
2
≤
∑
i
αSi ≤
∑
i
α{Si(x)∩Z,Si(y)∩Z}
and by Theorem 2.2 applied to x, y ∈ Z, the right-hand side is less than or equal
to α{{x},{y}} = d(x, y), which is a contradiction. 
Furthermore, it is easy to see that if S = {A,B} is a d-split of X such that
S(x) 6= S(y) for some pair of points x, y such that d(x, y) = 1, then one has
C(x, y) := {z ∈ X : d(x, y) + d(y, z) = d(x, z)} ⊂ S(y) and C(y, x) ⊂ S(x). Note
however that one might haveX = C(x, y)∪C(y, x) without {C(x, y), C(y, x)} being
a d-split, this is the case for instance if X = Cayley(∆(3, 3, 3)), i.e. the vertices of
the plane tessellation by hexagons, endowed with the path-metric. Indeed, in this
case, X is bipartite and thus X = C(x, y) ∪ C(y, x). However, d is in this case a
split-prime metric.
2.4.Theorem. Let (X, d) be a pseudometric space with integer-valued pseudometric
and let {A0, B0} be a partial d-split. Then∑{
α{A,B} : {A,B} is a d-split extending {A0, B0}
} ≤ α{A0,B0}.
Proof. Note that since X has integer-valued metric, there are {a, a′} ⊂ A0 and
{b, b′} ⊂ B0 such that
α{A0,B0} = β{{a,a′},{b,b′}}
and thus using 2.3, we obtain
α{A0,B0} ≥ α{A0∪{x},B0} + α{A0,B0∪{x}}. (2.5)
Since by Lemma 2.3, there are only finitely many d-splits separating any pair of
points in X , there are only finitely many d-splits {Si}i∈{1,...,m} extending {A0, B0},
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i.e. such that one has Si := {Ai, Bi} where A0 ⊂ Ai and B0 ⊂ Bi. For every
1 ≤ i < j ≤ m, choose xij ∈ X \ (A0 ∪ B0) such that either xij ∈ Ai ∩ Bj or
xij ∈ Bi ∩ Aj (in particular neither xij ∈ Ai ∩ Aj nor xij ∈ Bi ∩ Bj). Writing
Z := (xij)1≤i<j≤m and applying (2.5) recursively for each element of Z, we obtain:
α{A0,B0} ≥
∑
ZA⊂Z
α{A0∪ZA,B0∪(Z\ZA)}.
Note that by choice of Z, there is for any {Ai, Bi} a unique ZA ⊂ Z (namely
ZA := Z ∩Ai) such that {Ai, Bi} extends {A0 ∪ ZA, B0 ∪ (Z \ ZA)} which implies
α{A0∪ZA,B0∪(Z\ZA)} ≥ α{Ai,Bi}.
It follows that
α{A0,B0} ≥
∑
i∈{1,...,m}
α{Ai,Bi}.
This concludes the proof. 
2.5. Lemma. Let (X, d) be a pseudometric space with integer-valued pseudometric.
Let S be the set of all d-splits and let S˜ ⊂ S be any finite subset. If λS ∈ (−∞, αdS ]
for every S ∈ S˜ and λS := 0 for every other split, then d˜ := d −
∑
S∈S˜ λSδS is a
pseudometric such that for every split S of X, one has
αd˜S = α
d
S − λS .
Proof. Let us denote by S the family of all d-splits and let S˜ be any subset of S.
Moreover, d˜ := d −∑S∈S˜ λSδS where for each S ∈ S˜, we require λS ≤ αdS (for
simplicity, we shall denote d(x, y) simply by xy).
We first treat the case where |S˜| <∞. It suffices to proves the assertion for
d˜ := d− λδ{A0,B0}
where {A0, B0} ∈ S and λ ≤ αd{A0,B0}. We verify that d˜ is indeed a pseudometric
by showing the triangle inequality. Let x, y, z ∈ X and assume without loss of
generality that x, y ∈ A0. If x, y, z ∈ A0, then d and d˜ agree on {x, y, z} and we
are done. Otherwise, z ∈ B0, in which case we get
d˜(x, z) = xz − λ ≤ xy + yz − λ = d˜(x, y) + d˜(y, z).
On the other side, since λ ≤ αd{A0,B0} ≤ βd{{x,y},{z}} = 12 (xz + yz − xy), we obtain
by rearranging
xy ≤ xz − λ+ yz − λ = d˜(x, z) + d˜(y, z).
Thus, d˜ is a pseudometric.
Let {x, y} and {z, w} be two disjoint subsets of X . If {{x, y}, {z, w}} extends to
{A0, B0}, then clearly
βd˜{{x,y},{z,w}} = β
d
{{x,y},{z,w}} − λ. (2.6)
Now, we prove that if {{x, y}, {z, w}} does not extend to {A0, B0}, then
βd˜{{x,y},{z,w}} = β
d
{{x,y},{z,w}}. (2.7)
First, if either A0 or B0 contains at least three of x, y, z, w, then (2.7) clearly holds.
We may thus assume without loss of generality that x, z ∈ A0 and y, w ∈ B0. Since
βd{{x,z},{y,w}} =
1
2
(
max{xy + zw, xw + yz} − xz − yw
)
≥ αd{A0,B0} ≥ λ,
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we obtain that max{xy + zw − 2λ, xw + yz − 2λ} ≥ xz + yw. Hence
βd˜{{x,y},{z,w}} =
1
2
(
max{xz + yw, xw + yz − 2λ, xy + zw − 2λ} − xy − zw + 2λ
)
=
1
2
(
max{xw + yz − 2λ, xy + zw − 2λ} − xy − zw + 2λ
)
=
1
2
(
max{xz + yw, xw + yz, xy + zw} − xy − zw
)
= βd{{x,y},{z,w}},
as required. Finally, it remains to prove that for every split {A,B} of X , one has
αd˜{A,B} =

αd{A,B} − λ if {A,B} = {A0, B0},
αd{A,B} otherwise.
By (2.6), one has αd˜{A0,B0} = α
d
{A0,B0}
−λ. Let now {A,B} be a split of X different
from {A0, B0}. SinceX has integer-valued metric (it is enough to assume the metric
to be taking a discrete set of values) and by (2.2), there are a, a′ ∈ A and b, b′ ∈ B
such that
αd{A,B} = α
d
{{a,a′},{b,b′}} = β
d
{{a,a′},{b,b′}}.
Since {A0, B0} is a d-split, if αd{A,B} = 0, then {A0, B0} cannot extend
{{a, a′}, {b, b′}}, and if αd{A,B} > 0, then {A0, B0} cannot extend {{a, a′}, {b, b′}}
either by Theorem 2.4. Hence by (2.7), one has
αd{A,B} = β
d
{{a,a′},{b,b′}} = β
d˜
{{a,a′},{b,b′}} ≥ αd˜{A,B}.
To prove the reverse inequality, assume that a, a′ ∈ A and b, b′ ∈ B are such that
αd˜{A,B} = α
d˜
{{a,a′},{b,b′}} = β
d˜
{{a,a′},{b,b′}}.
If {A0, B0} does not extend {{a, a′}, {b, b′}}, one has by (2.7) that
αd{A,B} ≤ βd{{a,a′},{b,b′}} = βd˜{{a,a′},{b,b′}}.
Now, if {A0, B0} extends {{a, a′}, {b, b′}}, it follows from Theorem 2.4 and (2.6)
that
αd{A,B} ≤ αd{A,B} + αd{A0,B0} − λ ≤ αd{{a,a′},{b,b′}} − λ ≤ βd{{a,a′},{b,b′}} − λ
= βd˜{{a,a′},{b,b′}}
= αd˜{A,B}.
Using induction, this concludes the case |S˜| <∞. 
Proof of Theorem 1.3. We now go on to the case where |S˜| = ∞. For any Y :=
{x, y, z} ⊂ X , we can consider the set S˜Y ⊂ S˜ of all splits in S˜ that restrict to a
split of Y . Since S˜ ⊂ S, S˜Y is a finite set by Lemma 2.3. We set
d˜Y := d−
∑
S∈S˜Y
λSδS . (2.8)
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Now, d˜|Y×Y coincides with d˜Y |Y×Y and the latter satisfies the triangle inequality
as we proved in the case |S˜| < ∞, hence so does the former. It follows that d˜ is a
pseudometric. Let now S0 := {A0, B0} be any split of X , we consider three cases:
(a) Assume that S0 ∈ S˜. Note that d˜ is in general not integer-valued. For any
ε > 0, we can choose a˜, a˜′ ∈ A0 and b˜, b˜′ ∈ B0 such that
αd˜{A0,B0} ≥ αd˜{{a˜,a˜′},{b˜,˜b′}} − ε.
Moreover, we can choose a, a′ ∈ A0 and b, b′ ∈ B0 such that
αd{A0,B0} = α
d
{{a,a′},{b,b′}}.
By Theorem 2.4, {A0, B0} is the unique d-split extending {{a, a′}, {b, b′}}. Fur-
thermore, set
Y := {a˜, a˜′, b˜, b˜′, a, a′, b, b′}.
We can assume without loss of generality that S0 ⊂ S˜Y . We have
αd˜{A0,B0} ≥ αd˜{{a˜,a˜′},{b˜,˜b′}} − ε ≥ αd˜{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}} − ε
= αd˜Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
− ε
Note that d-splits of X that restrict to splits of Y are d|Y×Y -splits. Let S˜Y the
set S˜Y ⊂ S˜ of all splits in S˜ that restrict to a split of Y . Since S0 ⊂ S˜Y , S0 is a d-
split and it is the unique d-split of X that restricts to {{a˜, a˜′, a, a′}, {b˜, b˜′, b, b′}}
on Y , we can apply the Lemma 2.5 with d˜Y given by (2.8) to deduce that
α
d˜Y |Y×Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
= α
d|Y×Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
− λ{A0,B0}.
Finally, the right-hand side is equal to
αd{{a,a′},{b,b′}} − λ{A0,B0} = αd{A0,B0} − λ{A0,B0}.
Hence, αd˜{A0,B0} ≥ αd{A0,B0} − λ{A0,B0} − ε. Since this holds for any ε > 0, we
get αd˜{A0,B0} ≥ αd{A0,B0}−λ{A0,B0}. The other inequality is obtained similarly,
noting that
αd˜{A0,B0} ≤ αd˜{{a˜,a˜′},{b˜,˜b′}} ≤ αd˜{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}} + ε
= αd˜Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
+ ε
(b) Assume that S0 ∈ S \ S˜. Let Y and SY be defined as in the former case.
Similarly to the former case, we have
αd˜{A0,B0} ≥ αd˜{{a˜,a˜′},{b˜,˜b′}} − ε ≥ αd˜{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}} − ε
= αd˜Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
− ε.
as well as
αd˜{A0,B0} ≤ αd˜{{a˜,a˜′},{b˜,˜b′}} ≤ αd˜{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}} + ε
= αd˜Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
+ ε.
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Since S˜Y ⊂ S˜, we have S0 /∈ S˜Y by assumption. Since S0 is the unique d-split
of X that restricts to {{a˜, a˜′, a, a′}, {b˜, b˜′, b, b′}} on Y , it follows that no element
of S˜Y restricts to {{a˜, a˜′, a, a′}, {b˜, b˜′, b, b′}} on Y . We can apply Lemma 2.5
with d˜Y given by (2.8) to obtain
α
d˜Y |Y×Y
{{a,a′,a¯,a¯′},{b,b′,b¯,b¯′}}
= α
d|Y×Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
.
The right-hand side is now equal to
αd{{a,a′},{b¯,b¯′}} = α
d
{A0,B0}
.
Since ε > 0 can be taken arbitrarily small, we thus get αd˜{A0,B0} = α
d
{A0,B0}
.
(c) Assume that S0 /∈ S, let Y and SY be defined as in the former case, we get
αd˜{A0,B0} ≥ αd˜{{a˜,a˜′},{b˜,˜b′}} − ε ≥ αd˜{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}} − ε
= αd˜Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
− ε.
as well as
αd˜{A0,B0} ≤ αd˜{{a˜,a˜′},{b˜,˜b′}} ≤ αd˜{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}} + ε
= αd˜Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
+ ε.
Note that S0 restricts to {{a˜, a˜′, a, a′}, {b˜, b˜′, b, b′}} on Y and since
αd{A0,B0} = α
d
{{a,a′},{b,b′}} = 0,
it follows that {{a˜, a˜′, a, a′}, {b˜, b˜′, b, b′}} is not a d|Y×Y -split of Y . Hence by
the finite case with d˜Y given by (2.8), it follows that
α
d˜Y |Y×Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
= α
d|Y×Y
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
= αd
{{a˜,a˜′,a,a′},{b˜,˜b′,b,b′}}
= αd{A0,B0}
= 0.
Since ε > 0 can be taken arbitrarily small, we thus get αd˜{A0,B0} = 0 = α
d
{A0,B0}
.
This concludes the proof. 
We say that a collection S of splits of X is weakly compatible if there are no
four points {x0, x1, x2, x3} ⊂ X and three splits {S1, S2, S3} ⊂ S such that for any
i, j ∈ {1, 2, 3}, one has
Si(x0) = Si(xj)⇐⇒ i = j.
It is clear from (2.2) that for a pseudometric space (X, d) and every set of four
different points {x0, x1, x2, x3} ⊂ X at least one of
α{{x0,x1},{x2,x3}}, α{{x0,x2},{x1,x3}} and α{{x0,x3},{x1,x2}}
is equal to zero. From Theorem 2.4, it thus follows that the d-splits with respect
to any integer-valued pseudometric d on X are weakly compatible. Now, for pseu-
dometric spaces with integer-valued pseudometric, the following holds:
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2.6. Theorem. The d-splits with respect to any integer-valued pseudometric d on
a set X are weakly compatible. Conversely, let S0 be any collection of weakly com-
patible splits of X. For each S ∈ S0, choose some λS ∈ (0,∞) such that
d :=
∑
S∈S0
λSδS : X ×X → Z ∩ [0,∞).
Then, S0 is the set of all d-splits and for each S ∈ S0, the isolation index αS = αdS
equals λS.
Proof. Let S := {A,B} ∈ S0. Pick x, y ∈ A and z, w ∈ B such that
αd{{x,y},{z,w}} = α
d
{A,B}.
By weak compatibility of S0, we can assume that there is no split in S0 extending
(without loss of generality) {{x,w}, {y, z}}. Let
S1 := {S ∈ S0 : S extends {{x, y}, {z, w}}},
S2 := {S ∈ S0 : S extends {{x, z}, {y, w}}},
noting that S ⊂ S1. All splits in S0 \ (S1 ∪ S2) equally contribute to each of the
three distance sums involving x, y, z, w in βd{{x,y},{z,w}}, so that by (2.2), we get
αd{{x,y},{z,w}} = β
d
{{x,y},{z,w}} =
1
2
(max{xz + yw, xw + yz} − xy − zw)
= max
{∑
S∈S1
λS ,
∑
S∈S1∪S2
λS
}
−
∑
S∈S1
λS
=
∑
S∈S1
λS
≥ λ{A,B}
> 0.
Therefore, {A,B} is a d-split. Let us denote by S the set of all d-splits of X , we
have just proved that S0 ⊂ S. We can decompose d according to Theorem 1.3 to
obtain
d = d0 +
∑
S∈S
αdSδS ≥
∑
S∈S0
αdSδS ≥
∑
S∈S0
λSδS = d,
which implies that equality holds throughout. This finally yields d0 ≡ 0 as well as
S0 = S. Furthermore, for each S ∈ S, one has αdS = λS and for each S /∈ S, one
has αdS = 0. This concludes the result. 
In the next Lemma, we denote by Σ0(E(X, d)) the set of vertices of the polyhedral
complex E(X, d). Equivalently, it is the set of all functions f ∈ E(X, d) such that
rank(A(f)) = 0.
2.7. Lemma. Let (X, d) be a metric space with integer-valued metric satisfying the
(LRC) and let f ∈ Σ0(E(X, d)). Let S<∞ be any finite subset of the set S of all
d-splits of X. If for every S ∈ S<∞, one picks λS ∈ (−∞, αdS ], then there are
functions fS ∈ E(X, δS) such that
f −
∑
S∈S<∞
λSfS ∈ ∆
X, d− ∑
S∈S<∞
λSδS
 .
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Proof. Let S := {A,B} ∈ S<∞ where S<∞ is any finite subset S. Since
rank(A(f)) = 0 and thus A(f) is in particular not bipartite, there are a, a′ ∈ X
such that {a, a′} ∈ A(f) and either a, a′ ∈ A or a, a′ ∈ B. Assume without loss
of generality that a, a′ ∈ A. Note that if there are b, b′ ∈ B such that one has
{b, b′} ∈ A(f), then
max{d(a, b) + d(a′, b′), d(a, b′) + d(a′, b)} ≤ f(a) + f(a′) + f(b) + f(b′)
= d(a, a′) + d(b, b′),
and thus αdS = 0, which contradicts our assumption. Hence for any b, b
′ ∈ B, one
has {b, b′} /∈ A(f). We set
fS(x) =
{
0 if x ∈ A,
1 if x ∈ B,
We show that f (1) := f −λSfS and d(1) := d−λSfS satisfy f (1) ∈ ∆
(
X, d(1)
)
. We
denote distances d(x, y) simply by xy and we distinguish three cases:
(a) if x, y ∈ A, then
f (1)(x) + f (1)(y) = f(x) + f(y) ≥ xy = d(1)(x, y),
(b) if x ∈ A and y ∈ B, then
f (1)(x) + f (1)(y) = f(x) + f(y)− λS ≥ xy − λS = d(1)(x, y),
(c) if x, y ∈ B, there are {a, a′} ⊂ A such that
f(a) + f(a′)− aa′ = 0
hence
f (1)(x) + f (1)(y) = f(x) + f(y)− 2λS
≥ [f(x) + f(y)− 2λS ] + [f(a) + f(a′)− aa′]
≥ max {xa+ ya′, xa′ + ya} − aa′ − 2λS
≥ xy.
Hence f (1) ∈ ∆ (X, d(1)) as desired. Now, note that if {x, y} ∈ Ad(f), then either
x, y ∈ A or x ∈ A and y ∈ B. In both cases one sees that equalities hold in (a) and
(b) above and thus that {x, y} ∈ Ad(1)(f (1)), i.e.
Ad(f) ⊂ Ad(1)(f (1)) (2.9)
hence in particular f ∈ Σ0(E(X, d(1))). For S′ := {A′, B′} ∈ S\{S}, we can proceed
as above finding c, c′ ∈ A′ such that {c, c′} ∈ Ad(1)(f (1)). By Theorem 1.3, it follows
that αd
(1)
S′ = α
d
S′ > 0 which implies that for e, e
′ ∈ B′, one has {e, e′} /∈ Ad(1)(f (1)).
We set
f
(1)
S′ (x) =
{
0 if x ∈ A′,
1 if x ∈ B′,
and as above in (a)− (c), we obtain f (1)−λS′f (1)S′ ∈ ∆
(
X, d(1) − λS′δS′
)
. By (2.9),
it follows that fS′ = f
(1)
S′ . Hence, we obtain
f − λSfS − λS′fS′ = f (1) − λS′f (1)S′ ∈ ∆
(
X, d(1) − λS′δS′
)
= ∆
(
X, d(2)
)
where d(2) = d− λSδS − λS′δS′ . By induction, we now get the desired result. 
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Now,
2.8. Lemma. Let (X, d) be a metric space with integer-valued metric satisfying the
(LRC). For any split S = {A,B} of X and any λS > 0 such that d = d1 +λSδS, if
∆(X, d) = ∆(X, d1) + λS∆(X, δS), then the following hold:
(i) S is a d-split of X and
(ii) λS ≤ αS .
Proof. Assume that there is a split d-split S = {A,B} of X and λS > 0 such
that d = d1 + λSδS , if ∆(X, d) = ∆(X, d1) + λS∆(X, δS). We show that for any
A0 := {a, a′} and B0 := {b, b′} in X so that A0 ∩ B0 = ∅ (and writing simply xy
instead of d(x, y)), one has
1
2
(
max{ab+ a′b′, a′b+ ab′} − aa′ − bb′
)
≥ λ.
Note that by using that for any Y ⊂ X and any split S of X , one has
∆(d|Y×Y ) = ∆(d1|Y×Y ) + λS∆(δS |Y×Y )
and thus in particular for Y := A0 ∪ B0 and the split S := {A0, B0} of Y . Define
now the map f : Y → R as follows:
f(a) =
1
2
(aa′ + ab− a′b),
f(a′) =
1
2
(aa′ + a′b− ab),
f(b) =
1
2
(ab+ a′b− aa′),
f(b′) = max{ab′ − f(a), a′b′ − f(a′), bb′ − f(b)}.
It is then easy to see that
f(a) + f(a′) = aa′,
f(a) + f(b) = ab,
f(a′) + f(b) = a′b.
Furthermore, f(a), f(a′) and f(b) are clearly non-negative. From
ab′ − f(a) + a′b′ − f(a′) = ab′ + a′b′ − aa′ ≥ 0
we deduce that f(b′) ≥ 0. Therefore, f ∈ E(Y, d) ⊂ ∆(Y, d). By assumption, there
exist f1 ∈ ∆(Y, d1) and fS ∈ ∆(Y, δS) such that
f = f1 + λSfS .
Since δS(a, a
′) = 0, we have
d1(a, a
′) = aa′ = f(a) + f(a′) ≥ f1(a) + f1(a′)
hence f1(a) + f1(a
′) = aa′ and thus fS(a) = fS(a
′) = 0 which implies
fS(b) ≥ 1 and fS(b′) ≥ 1.
Moreover, we have
f1(a) + f1(b) + λSfS(b) = f(a) + f(b) = ab = d1(a, b) + λS
≤ f1(a) + f1(b) + λS .
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Therefore
fS(b) = 1.
Similarly,
f1(a
′) + f1(b) + λSfS(b) = f(a
′) + f(b) = a′b = d1(a
′, b) + λS
≤ f1(a′) + f1(b) + λS ,
and thus
f(a′) + f(b) = f1(a
′) + f1(b) + λS = a
′b.
Observe that since λSfS(b) = λS > 0, one has
f(b) + f(b′) > f1(b) + f1(b
′) ≥ d1(b, b′) = bb′.
Since we may interchange the role of a and a′ in the following, we can assume that
f(a) + f(b′) = ab′ since f ∈ E(Y, d). Hence
f1(a) + f1(b
′) + λSfS(b) = f(a) + f(b
′) = ab′ = d1(a, b
′) + λS
≤ f1(a) + f1(b′) + λS .
and therefore
fS(b
′) = 1.
Since
f1(b) + f1(b
′) ≥ d1(b, b′) = bb′,
we finally obtain
1
2
(
max{ab+ a′b′, a′b+ ab′} − aa′ − bb′
)
≥ 1
2
(
a′b+ ab′ − aa′ − bb′
)
=
1
2
(
f(a′) + f(b) + f(a) + f(b′)− f(a)− f(a′)− bb′
)
=
1
2
(
f1(a
′) + f1(b) + λ+ f1(a) + f1(b
′) + λ− f1(a)− f1(a′)− bb′
)
=
1
2
(
f1(b) + f1(b
′)− bb′
)
+ λ
≥ λ,
i.e. αdS ≥ λ and this is the desired result. 
Note that
∆(X, d0) +
∑
S∈S
αS∆(X, δS) ⊂ [0,∞]X ,
and since S is possibly infinite, we cannot replace [0,∞]X by RX in general.
2.9. Theorem. Let (X, d) be a metric space with integer-valued metric satisfying
the (LRC). Let S be the family of all d-splits of X and let λS ∈ (0, αS ] for every
S ∈ S such that d = d0 +
∑
S∈S αSδS and d1 := d−
∑
S∈S λSδS. Then
∆(X, d) = RX ∩
(
∆(X, d1) +
∑
S∈S
λS∆(X, δS)
)
.
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Proof. Let S be the set of all d-splits and let S ∈ S. For f ∈ Σ0(E(X, d)), since
rank(A(f)) = 0 and thus A(f) is in particular not bipartite, there are a, a′ ∈ X
such that {a, a′} ∈ A(f) and either a, a′ ∈ A or a, a′ ∈ B. Assume without loss
of generality that a, a′ ∈ A. Then, for any b, b′ ∈ B, one has {b, b′} /∈ A(f) as we
argued in the proof of Lemma 2.5. We set
fS(x) =
{
0 if x ∈ A,
1 if x ∈ B.
We first show that for every x ∈ X , one has ∑S∈S λSfS(x) 6= ∞. Note that for
every x ∈ X , there exists x′ ∈ X such that {x, x′} ∈ Ad(f). Furthermore, we have
d(x, x′) = d0(x, x
′) +
∑
S∈S
S(x) 6=S(x′)
αdSδS(x, x
′).
Since αdS ∈ [0,∞) ∩ 12Z, we deduce that the set
Sxx′ := {S ∈ S : S(x) 6= S(x′)}
is finite. Moreover, for every S := {A,B} ∈ S \Sxx′, since {x, x′} ∈ Ad(f), one has
x, x′ ∈ A and fS(x) = 0 = fS(x′) by definition. It follows that
∑
S∈S λSfS ∈ RX
as well as
f1 := f −
∑
S∈S
λSfS ∈ RX .
For d1 := d −
∑
S∈S λSδS , it now remains to show that f1 ∈ ∆(X, d1). For every
x, y ∈ X , there are x′, y′ ∈ X such that {x, x′}, {y, y′} ∈ Ad(f). Since for every
S ∈ Sxy, one has fS(x)+fS(y) = 1, it follows that Sxy ⊂ Sxx′ ∪Syy′ =: S<∞ where
|S<∞| <∞. By Lemma 2.5 and setting d<∞1 := d−
∑
S∈S<∞
λSδS , it follows that
f<∞1 := f −
∑
S∈S<∞
λSfS ∈ ∆
(
X, d<∞1
)
and thus
f1(x) + f1(y) = f
<∞
1 (x) + f
<∞
1 (y) ≥ d<∞1 (x, y)
≥ d(x, y) −
∑
S∈Sxy
λSδS(x, y)
= d1(x, y).
This shows that
Σ0(E(X, d)) ⊂
(
∆(X, d1) +
∑
S∈S
λS∆(X, δS)
)
.
Now, using that (X, d) satisfies the (LRC), we can take for each cell of E(X, d), all
finite convex combinations of its vertices and by convexity of ∆(X, d1) and ∆(X, δS)
for every S ∈ S, we deduce that
E(X, d) ⊂
(
∆(X, d1) +
∑
S∈S
λS∆(X, δS)
)
.
Adding finally [0,∞)X on both sides and intersecting with RX , we get
∆(X, d) ⊂ RX ∩
(
∆(X, d1) +
∑
S∈S
λS∆(X, δS)
)
.
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Since the other inclusion is easy to see, we obtain the desired result. 
Let f ∈ E(X, d) ⊂ ∆(X, d). From
∆(X, d) = RX ∩
(
∆(X, d1) +
∑
S∈S
λS∆(X, δS)
)
, (2.10)
we have a decomposition f = f1 +
∑
S∈S λSfS . Note that if there are for S ∈ S,
functions fS ≥ gS ∈ ∆(X, δS) and f1 ≥ g1 ∈ ∆(X, d1) where not all inequalities are
equalities, then g := g1 +
∑
S∈S λSgS ∈ ∆(X, d) by (2.10). Since g ≤ f ∈ E(X, d),
this contradicts the minimality of f . We must therefore have that
f ∈ RX ∩
(
E(X, d1) +
∑
S∈S
λSE(X, δS)
)
.
We have thus shown that (2.10) implies
E(X, d) ⊂ RX ∩
(
E(X, d1) +
∑
S∈S
λSE(X, δS)
)
.
Hence, we obtain:
2.10. Corollary. Let (X, d) be a metric space with integer-valued metric satisfying
the (LRC). Let S be the family of all d-splits of X such that d = d0 +
∑
S∈S αSδS
and let λS ∈ (0, αS] for every S ∈ S so that d1 := d−
∑
S∈S λSδS. Then
E(X, d) ⊂ RX ∩
(
E(X, d1) +
∑
S∈S
λSE(X, δS)
)
. (2.11)
It is also easy to see that (2.11) implies (2.10). Remember that from [15], there
is a 1-Lipschitz map p : ∆(X, d)→ E(X, d) such that for every f ∈ ∆(X, d), one has
p(f) ≤ f . Then f ≥ p(f) =: g ∈ E(X, d). From (2.11), we obtain a decomposition
of g as g := g1 +
∑
S∈S λSgS . Moreover, f − g ∈ [0,∞)X , hence g1 + (f − g) ∈
∆(X, d1) and thus
f = g1 + (f − g) +
∑
S∈S
λSgS ∈ RX ∩
(
∆(X, d1) +
∑
S∈S
λS∆(X, δS)
)
which is the desired result.
3. The Buneman Complex and Related Topics
If S is a split system (on a set X) and α : S → (0,∞) is any map S 7→ αS ,
the pair (S, α) is called a split system pair (of X). If S is weakly compatible in
addition, then (S, α) is called a weakly compatible split system pair.
Let now S be a weakly compatible split system on a pseudometric space with
integer-valued pseudometric (X, d) and assume that
d =
∑
S∈S
αSδS .
By Theorem 2.6, S is the set of all d-splits of X and d is thus totally split-
decomposable. Let α : S → (0,∞) denote the map given by S 7→ αS . The weakly
compatible split system pair (S, α) is called the split system pair associated to (X, d).
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Unless otherwise stated, this is the split system pair that we refer to in the sequel,
when considering a totally split-decomposable pseudometric space (X, d).
Let now (S, α) be any split system pair on a set X ,
U(S) := {A ⊂ X : there is S ∈ S such that A ∈ S}
and for µ : U(S)→ [0,∞), let
supp(µ) = {A ∈ U(S) : µ(A) > 0}.
For A ⊂ X , we shall denote its complement X \ A by A¯. If A ∈ U(S), we shall
denote the split {A, A¯} ∈ S by SA. Moreover, we set
P (S, α) := {µ : U(S)→ [0,∞) : for all A ∈ U(S), one has
µ(A) ≥ 0 and µ(A) + µ(A¯) ≥ αSA/2}
and we define an infinite dimensional hypercube
H(S, α) := {µ : U(S)→ [0,∞) : for all A ∈ U(S), one has
µ(A) ≥ 0 and µ(A) + µ(A¯) = αSA/2}.
Note that H(S, α) has a natural cell complex structure, cells are sets of the form
[µ] := {µ′ ∈ H(S, α) : supp(µ′) ⊂ supp(µ)}
where µ ∈ H(S, α). Furthermore, the cells of H(S, α) are (possibly) infinite di-
mensional hypercubes. The Buneman complex is the subcomplex of H(S, α) given
by
B(S, α) :=
{µ ∈ H(S, α) : if A,B ∈ supp(µ) and A ∪B = X, then A ∩B = ∅} .
Furthermore, let
T¯ (S, α) :={
µ ∈ H(S, α) : if {Ai}i∈I ⊂ supp(µ) and
⋃
i∈I
Ai = X, then
⋂
i∈I
Ai = ∅
}
.
It is easy to see that T¯ (S, α) is a subcomplex of B(S, α), cf. [9, Section 4]. Indeed,
T¯ (S, α) ⊂ B(S, α) and T¯ (S, α) is a subcomplex ofH(S, α) since if µ ∈ T¯ (S, α), then
for any µ′ ∈ H(S, α) such that supp(µ′) ⊂ supp(µ), one obviously has µ′ ∈ T¯ (S, α).
We can thus denote by [ψ] the smallest cell of H(S, α) containing ψ ∈ H(S, α)
and thus if ψ ∈ B(S, α), then [ψ] ⊂ B(S, α) and similarly if ψ ∈ T¯ (S, α), then
[ψ] ⊂ T¯ (S, α).
Now, for x ∈ X consider the map φx : U(S)→ [0,∞) which is defined as
φx(A) =
{αSA
2 if x /∈ A,
0 if x ∈ A.
Moreover, let d1 : R
U(S) × RU(S) → [0,∞]X be given by
(µ, ψ) 7→
∑
A∈U(S)
|µ(A)− ψ(A)|.
The map κ : RU(S) → [0,∞]X given by µ 7→ κ(µ) where for x ∈ X , one has:
κ(µ)(x) = d1(µ, φx).
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Let (S, α) be a split system pair on a set X and assume d :=∑S∈S αSδS defines
a pseudometric on X . It follows easily that the following hold:
(i) For every x, y ∈ X , one has d1(φx, φy) = d(x, y).
(ii) For every x ∈ X , one has φx ∈ T¯ (S, α) ⊂ B(S, α).
(iii) κ is 1-Lipschitz.
For x ∈ X and S = {A, A¯} ∈ S, let S(x) := A if x ∈ A and S(x) := A¯ if x ∈ A¯.
For a further y ∈ X and ψ : S → R, one has:
κ(ψ)(x) + κ(ψ)(y) =
∑
S∈S
S(x) 6=S(y)
[∣∣ψ(S(x)) − φx(S(x))∣∣+ ∣∣ψ(S(x)) − φy(S(x))∣∣
+
∣∣ψ(S(x))− φx(S(x))∣∣+ ∣∣ψ(S(x))− φy(S(x))∣∣]
+
∑
S∈S
S(x)=S(y)
[∣∣ψ(S(x)) − φx(S(x))∣∣ + ∣∣ψ(S(x))− φy(S(x))∣∣
+
∣∣ψ(S(x))− φx(S(x))∣∣+ ∣∣ψ(S(x))− φy(S(x))∣∣]
≥
∑
S∈S
S(x) 6=S(y)
αSδS(x, y)
+
∑
S∈S
S(x)=S(y)
[
2
∣∣ψ(S(x))∣∣ + 2∣∣ψ(S(x))− αS/2∣∣],
Hence, it follows that
1
2
[κ(ψ)(x) + κ(ψ)(y) − d(x, y)] ≥
∑
S∈S
S(x)=S(y)
[∣∣ψ(S(x))∣∣ + ∣∣ψ(S(x))− αS/2∣∣], (3.1)
and equality holds if ψ ∈ H(S, α).
For simplicity, we denote the injective hull E(X, d) by E(d) when the underlying
space X is clear (unlike in [15] where it is denoted by E(X)) and E′(X, d) by E′(d).
Analoguously, ∆(X, d) is denoted by ∆(d) (it corresponds to the space ∆(X) in
[15]).
3.1. Lemma. Let (S, α) be a split system pair on a set X and assume that d :=∑
S∈S αSδS defines a pseudometric on X. For every µ ∈ H(S, α), the following
are equivalent:
(i) κ(µ) ∈ E′(d).
(ii) µ ∈ T¯ (S, α).
Proof. Consider µ ∈ H(S, α). Let us first show that (ii) implies (i). Assume that
µ ∈ T¯ (S, α) and suppose by contradiction that κ(µ) /∈ E′(d). For x, y ∈ X we have
κ(µ)(x) + κ(µ)(y) = d1(µ, φx) + d1(µ, φy) ≥ d1(φx, φy) = d(x, y)
which proves that κ(µ) ∈ ∆(d). By our contradiction assumption, there is x ∈ X
such that for every y ∈ X , one has:
κ(µ)(x) + κ(µ)(y) > d(x, y)
and thus by (3.1), there is Sy ∈ S such that
(a) Sy(x) = Sy(y) and
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(b) µ(Sy(x)) > 0 (noting that this follows from the fact that µ ∈ H(S, α)).
Thus, we haveX =
⋃
y∈X Sy(x) where for every y, one has µ(Sy(x)) > 0. Moreover,⋂
y∈X Sy(x) is non-empty since it contains x. It follows that µ does not satisfy (ii),
which is a contradiction.
Now, we show that (i) implies (ii). Assume that κ(µ) ∈ E′(d). For every x ∈ X ,
there is y ∈ X such that κ(µ)(x) + κ(µ)(y) = d(x, y). Hence, by (3.1), it follows
that for any S ∈ S:
if S(x) = S(y), then µ(S(x)) = 0 = µ(S(y)). (3.2)
Note that for any Ai ∈ supp(µ), there exists Si ∈ S and xi ∈ X such that
Ai = Si(xi).
Now, if X =
⋃
i∈I Ai =
⋃
i∈I Si(xi) and if by contradiction
⋂
i∈I Si(xi) is assumed
to be non-empty, so that we can an arbitrary pick z ∈ ⋂i∈I Si(xi), then for every
i ∈ I one has:
Si(xi) = Si(z)
and thus
X =
⋃
i∈I
Si(z).
It is now easy to see that the existence of z contradicts (3.2). Indeed, for any y ∈ X ,
there is Sj ∈ {Si}i∈I ⊂ S such that y ∈ Sj(z) and hence
Sj(y) = Sj(z). (3.3)
However,
Sj(z) = Sj(xj) = Aj ∈ supp(µ) (3.4)
and y can be chosen so that κ(µ)(z) + κ(µ)(y) = d(z, y). Thus by (3.3) and (3.2),
one has µ(Sj(y)) = 0 = µ(Sj(z)), which is a contradiction to (3.4). This finishes
the proof. 
3.2. Lemma. Let (X, d) be a totally split-decomposable metric space with integer-
valued metric satisfying the (LRC). Then, the map κ¯ := κ|T¯ (S,α) : T¯ (S, α) → E(d)
is surjective.
Proof. Let f ∈ E(d). By Corollary 2.10, we have E(d) ⊂∑S∈S αSE(δS). Thus, we
have a decomposition
f =
∑
S∈S
αSfS
where fS ∈ E(δS) implies that if S = {A, A¯}, then for any x ∈ A and y ∈ A¯ one
has that fS is constantly equal to fS(x) on A, constantly equal to fS(y) on A¯ and
fS(x), fS(y) ≥ 0 as well as fS(x) + fS(y) = 1. Define the map ψf : U(S)→ [0,∞)
by setting for every S = {A, A¯} as well as for arbitrarily chosen x ∈ A and y ∈ A¯:
ψf (A) :=
αS
2
fS(x) and ψf (A¯) :=
αS
2
fS(y).
It is clear that ψf is well-defined, i.e., the above definition does not depend on the
particular choice of x and y. Furthermore, it is easy to see that
(a) ψf ∈ H(S, α) and
(b) κ(ψf ) = f ∈ E(d) = E′(d).
It then follows from Lemma 3.1 that ψf ∈ T¯ (S, α) and this finishes the proof. 
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For a map φ : S → [0,∞), let
S(φ) := {S ∈ S : S ⊂ supp(φ)}.
Let us define for a cell [φ] of T¯ (S, α) and x ∈ X , the map γx[φ] : U(S)→ [0,∞) given
by
γx[φ](A) =
{
φx(A) if A ∈ U(S(φ)),
φ(A) if A ∈ U(S \ S(φ)).
Note that one has ψ ∈ [φ] if and only if supp(ψ) ⊂ supp(φ) and it follows that if
A ∈ U(S \ S(φ)), then
ψ(A) = φ(A) = γx[φ](A).
Hence γx[φ] ∈ [φ] since supp(γx[φ]) ⊂ supp(φ).
3.3. Definition. Let i : (X, dX) → (Y, dY ) be an isometric map of pseudometric
spaces. We say that Z ⊂ Y is X-gated (for i and with respect to dY ) if and only if
for every x ∈ X , there is yx ∈ Z such that for every z ∈ Z, one has
dY (i(x), z) = dY (i(x), yx) + dY (yx, z).
3.4. Lemma. Let (S, α) be a split system pair on a set X and assume that d :=∑
S∈S αSδS defines a pseudometric on X. Then, every cell [φ] of T¯ (S, α) is X-gated
with respect to the restriction of d1 to T¯ (S, α).
Proof. We already noted that φx ∈ T¯ (S, α) for every x ∈ X and that the map
x 7→ φx is an isometric embedding ofX into T¯ (S, α). By Lemma 3.1, if ψ ∈ T¯ (S, α),
then for any x ∈ X , there is y ∈ X such that κ(ψ)(x) + κ(ψ)(y) = d(x, y) and thus
d1(φx, ψ) = κ(ψ)(x) <∞. In particular, the restriction of d1 to T¯ (S, α) is a metric.
Now, for x ∈ X and ψ ∈ [φ], one has:
d1(φx, ψ) =
∑
A∈U(S)
|φx(A)− ψ(A)|
=
∑
A∈U(S\S(φ))
|φx(A) − ψ(A)|+
∑
A∈U(S(φ))
|φx(A) − ψ(A)|
=
∑
A∈U(S\S(φ))
|φx(A) − γx[φ](A)| +
∑
A∈U(S(φ))
|γx[φ](A)− ψ(A)|
= d1(φx, γ
x
[φ]) + d1(γ
x
[φ], ψ),
which shows that γx[φ] is a gate for φx in [φ] with respect to the metric d1. 
3.5. Lemma. Let (S, α) be a split system pair on a set X and assume that d :=∑
S∈S αSδS defines a pseudometric on X. Then, for every φ ∈ T¯ (S, α), the split
system S(φ) ⊂ S is antipodal, which means that for any x ∈ X, there is y ∈ X
such that:
for every S ∈ S(φ), one has S(x) 6= S(y). (3.5)
For x, y ∈ X, if d(x, y) = κ(φ)(x) + κ(φ)(y), then x and y satisfy (3.5).
Proof. By Lemma 3.1, κ(φ) ∈ E′(d). Thus for any x ∈ X , there is y ∈ X such that
d(x, y) = κ(φ)(x) + κ(φ)(y)
which can be rewritten as∑
S∈S
αSδS(x, y) = d1(φ, φx) + d1(φ, φy). (3.6)
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It is easy to see that for every S ∈ S, one has
αSδS(x, y) =
∑
A∈S
|φx(A) − φy(A)| ≤
∑
A∈S
[|φx(A)− φ(A)| + |φ(A) − φy(A)|]
which together with (3.6) imply
αSδS(x, y) =
∑
A∈S
[|φx(A)− φ(A)| + |φ(A) − φy(A)|]. (3.7)
Assume now that there is S ∈ S(φ) such that S(x) = S(y), then by (3.7), one has
0 = αSδS(x, y) =
∑
A∈S
[|φx(A)− φ(A)| + |φ(A) − φy(A)|] = 4φ(S(x)),
which implies S(x) /∈ supp(φ) and thus S /∈ S(φ), which is a contradiction. This
finishes the proof. 
By Lemma 3.4 every cell [φ] of T¯ (S, α) is X-gated. Let (Γ([φ]), d1) denote the
sets of all X-gates of [φ] endowed with the restriction of d1. A metric space (X, d) is
called antipodal if there exists an involution σ : X → X such that for every x, y ∈ X ,
one has
d(x, σ(x)) = d(x, y) + d(y, σ(x)).
3.6. Lemma. Let (S, α) be a split system pair on a set X and assume that d :=∑
S∈S αSδS defines a pseudometric on X. Then, for every cell [φ] of T¯ (S, α), the
metric space (Γ([φ]), d1) is antipodal.
Proof. Let x ∈ X . Lemma 3.5 implies that there is y ∈ X such that for every
S ∈ S(φ), one has S(x) 6= S(y). Now, define the map σ : Γ([φ])→ Γ([φ]) by picking
for each γu[φ] ∈ Γ([φ]) an arbitrary element
v ∈
⋂
S∈S(φ)
S(u)
and letting
γu[φ] 7→ γv[φ].
First note that if γu[φ] = γ
u′
[φ], one then has for each A ∈ U(S(φ)):
φu(A) = γ
u
[φ](A) = γ
u′
[φ](A) = φu′ (A)
that is ⋂
S∈S(φ)
S(u) =
⋂
S∈S(φ)
S(u′).
Note moreover that σ is well-defined since if v 6= v′ are such that S(u) 6= S(v)
and S(u) 6= S(v′) for all S ∈ S(φ), then S(v) = S(v′) for all S ∈ S(φ) and thus
γv[φ] = γ
v′
[φ] by definition of γ
v
[φ] and γ
v′
[φ]. Hence σ is a well-defined map. It is easy
to see that σ is also an involution since
v ∈
⋂
S∈S(φ)
S(u)
implies that for every S ∈ S(φ), one has S(v) = S(u) that is S(v) = S(u) and thus
u ∈
⋂
S∈S(φ)
S(v).
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Furthermore, it is easy to deduce from S(x) 6= S(y) for all S ∈ S(φ) that for z ∈ X
and A ∈ U(S(φ)), one has
|φx(A) − φy(A)| = |φx(A)− φz(A)|+ |φz(A) − φy(A)|. (3.8)
Indeed, if A = S(x) then both sides are equal to αS/2 and the same happens if A =
S(x). Finally, since γx[φ], γ
y
[φ], γ
z
[φ] ∈ [φ], it follows that for every A ∈ U(S \ S(φ)),
one has:
γx[φ](A) = γ
z
[φ](A) = γ
y
[φ](A)
which together with (3.8) imply
d1(γ
x
[φ], γ
y
[φ]) = d1(γ
x
[φ], γ
z
[φ]) + d1(γ
z
[φ], γ
y
[φ]).
Since x and z were chosen arbitrarily in X , it follows that (Γ([φ]), d1) is antipodal.

For ψ ∈ T¯ (S, α), we know from Lemma 3.1, that κ(ψ) ∈ E′(d). Let us then
denote by [κ(ψ)] the smallest cell of E′(d) containing κ(ψ) in its relative interior.
3.7. Lemma. Let (S, α) be a split system pair on a set X and assume that d :=∑
S∈S αSδS defines a pseudometric on X. Then, for every cell [ψ] of T¯ (S, α), one
has
κ([ψ]) ⊂ [κ(ψ)].
Proof. For each x ∈ X , there is y ∈ X such that κ(ψ)(x) + κ(ψ)(y) = d(x, y). It
follows from (3.7) that∑
S∈S\S(ψ)
αSδS(x, y) =
∑
A∈U(S\S(ψ))
[|φx(A)− ψ(A)| + |ψ(A)− φy(A)|]
and from the definitions of γx[ψ], γ
y
[ψ] it follows that
d1(γ
x
[ψ], γ
y
[ψ]) =
∑
S∈S(ψ)
αSδS(x, y).
We thus obtain using again the definitions of γx[ψ], γ
y
[ψ] for the last equality below:
d1(φx, φy) = d(x, y)
=
∑
S∈S
αSδS(x, y)
=
∑
S∈S(ψ)
αSδS(x, y) +
∑
S∈S\S(ψ)
αSδS(x, y)
= d1(γ
x
[ψ], γ
y
[ψ]) +
∑
A∈U(S\S(ψ))
[|φx(A)− ψ(A)| + |ψ(A)− φy(A)|]
= d1(γ
x
[ψ], γ
y
[ψ]) + d1(φx, γ
x
[ψ]) + d1(φy , γ
y
[ψ]). (3.9)
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Besides, using Lemma 3.5 we obtain for every µ ∈ [ψ]:
d1(γ
x
[ψ], γ
y
[ψ]) =
∑
S∈S(ψ)
αSδS(x, y)
=
∑
S∈S(ψ)
αS
=
∑
S∈S(ψ)
[
(µ(S(x)) − 0) + (αS/2− µ(S(x)))
+ (αS/2− µ(S(x))) + (µ(S(x))− 0)
]
=
∑
S∈U(S(ψ))
[|φx(A) − µ(A)|+ |φy(A) − µ(A)|]
= d1(γ
x
[ψ], µ) + d1(µ, γ
y
[ψ]) (3.10)
where the last equality follows from the fact that since µ, γx[ψ], γ
y
[ψ] ∈ [ψ] one has for
every A ∈ U(S \ S(ψ)) that ψ(A) = µ(A) as well as γx[ψ](A) = ψ(A) = γy[ψ](A). We
thus deduce from (3.9) and (3.10) that
d1(φx, φy) = d1(φx, γ
x
[ψ]) + d1(γ
x
[ψ], µ) + d1(µ, γ
y
[ψ]) + d1(γ
y
[ψ], φy).
It thus follows that
d(x, y) = d1(φx, φy) = d1(φx, µ) + d1(µ, φy) = κ(µ)(x) + κ(µ)(y).
Since {x, y} was an arbitrary edge of A(κ(ψ)), we obtain that A(κ(ψ)) ⊂ A(κ(µ))
and this is equivalent to κ(µ) ∈ [κ(ψ)]. This finishes the proof. 
For |X | <∞, it is easy to see using Lemma 2.8 that E′(d) = E(d) is a subcomplex
of the zonotope
∑
S∈S αSE(δS). Indeed, for every cell [f ] of E(d), we setH(A(f)) :=⋂
{x,y}∈A(f) ∂H{x,y} where H{x,y} := {g ∈ RX : g(x) + g(y) ≥ d(x, y)} and we have
cf. [15]:
[f ] = E(d) ∩H(A(f)) = ∆(d) ∩H(A(f)).
It follows that every cell of E(d) is a face of the convex polyhedron ∆(d) =∑
S∈S αS∆(δS). Thus, we can write [f ] := ∂H ∩ ∆(d) for every cell [f ] of
E(d), where H ⊂ RX is a half-space containing ∆(d). It easily follows that
[f ] = ∂H∩∑S∈S αSE(δS) and thus [f ] is a face of∑S∈S αSE(δS). In case |X | =∞,
one can make the following observations:
3.8. Remark. Assume (X, d) has integer-valued metric, is totally split-
decomposable, and satisfies the (LRC). In the proof Lemma 3.13 below, we only
need that every cell [f ] of E(d) can be written as
[f ] =
∑
S∈S[f]
αSE(δS) +
∑
S∈S\S[f]
αSpS (3.11)
where for each S ∈ S \ S[f ], one has pS ∈ {0, 1}X. To see that this holds, note first
that as above in the finite case, one has:
[f ] = E(d) ∩H(A(f)) =
(∑
S∈S
αSE(δS)
)
∩H(A(f)).
Set
Z{x,y} :=
(∑
S∈S
αSE(δS)
)
∩ ∂H{x,y}
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where as above
H{x,y} =
{
g ∈ RX : g(x) + g(y) ≥ d(x, y) =
∑
S∈S
S(x) 6=S(y)
αS
}
.
It is then easy to see that by definition of the sets E(δS) and since one has a
decomposition f =
∑
S∈S αSfS with fS ∈ E(δS) for every S ∈ S, it follows that:
Z{x,y} =
∑
S∈S
S(x) 6=S(y)
αSE(δS) +
∑
S∈S
S(x)=S(y)
αSpS
where pS |S(x) ≡ 0 and pS|S(x) ≡ 1 and additionally, for every
∑
S∈S αSgS ∈ Z{x,y},
it follows that gS = pS for S ∈ S so that S(x) = S(y). In other words, one has the
stronger property:
Z{x,y} =
(∑
S∈S
αSE(δS)
)
\
{∑
S∈S
αSgS ∈
∑
S∈S
αSE(δS) :
∃S ∈ S such that S(x) = S(y) and gS 6= pS
}
.
Taking repeatedly intersections of Z{x,y} with sets of the form ∂H{x′,y′} where
{x′, y′} ∈ A(f), we obtain after finitely many steps (the set {S ∈ S : S(x) 6= S(y)}
being finite):
[f ] =
(∑
S∈S
αSE(δS)
)
∩
⋂
{x,y}∈A(f)
∂H{x,y} =
∑
S∈S:
∀{x,y}∈A(f)
S(x) 6=S(y)
αSE(δS)+
∑
S∈S
∃{x,y}∈A(f):
S(x)=S(y)
αSpS
(3.12)
where pS|S(x) ≡ 0 and pS |S(x) ≡ 1 for {x, y} ∈ A(f) satisfying S(x) = S(y). As
before, the following stronger property holds:
[f ] =
(∑
S∈S
αSE(δS)
)
\
⋃
{x,y}∈A(f)
{∑
S∈S
αSgS ∈
∑
S∈S
αSE(δS) :
∃S ∈ S such that S(x) = S(y) and gS 6= pS
}
.
(3.13)
We go on with a more concrete description of the representation of the cells of
E(X, d) in the case where each of them is a combinatorial hypercube.
3.9. Remark. It is not difficult to see if (X, d) is as in Remark 3.8 and if every cell
[f ] of E(X, d) is a combinatorial hypercube, then the representation (3.11) verifies
|S[f ]| = dim([f ]). (3.14)
Indeed, for every 1-cell [g] of E(X, d), one can represent [g] as in (3.11), namely:
[g] =
∑
S∈S[g]
αSE(δS) +
∑
S∈S\S[g]
αSp
g
S .
Now, note that the affine hull aff([g]) is a 1-dimensional affine subspace of RX which
contains for every S ∈ S[g], a translate of aff(E(δS)). Hence, if |S[g]| ≥ 2, then for
S, S′ ∈ S[g] with S′ 6= S′′, aff(E(δS′)) and aff(E(δS′′)) have colinear directional
vectors. This is however impossible since for any S ∈ S, the directional vector of
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E(δS) with S = {A,B} is a scalar multiple of the function h ∈ RX that satisfies
h|A ≡ 1 and h|B ≡ −1.
It is easy to see by induction that if Z is a zonotope combinatorially equivalent
to an n-hypercube, then for any vertex z of Z, it follows that Z is the Minkowski
sum of all its edges incident to z. Indeed, assume z is any vertex of Z. By the
combinatorial n-hypercube equivalence of Z, z is incident to exactly n different
edges. All facets of Z incident to z are again zonotopes and are combinatorially
equivalent to (n − 1)-hypercubes. There are n such facets and each of them is by
induction the sum of n− 1 edges among those n edges incident to z. Since Z is a
zonotope, it is centrally symmetric. Thus, the symmetric image of each facet of Z
incident to z is again a facet of Z that can be written as a sum of edges. Hence,
there are 2n facets of Z that can be written as a Minkowski sum of edges of Z.
Since Z must have exactly 2n facets, the result follows.
Now, since every cell [f ] is a combinatorial hypercube as well as a zonotope, it is
thus equal to the Minkowski sum of its edges which are in turn 1-cells of E(X, d).
It follows that for i ∈ {1, . . . , dim([f ])}, we can pick 1-cells [fi] of E(X, d), so that
they all intersect in the vertex f0 of [f ], and we can write:
[f ] = f0 +
∑
i∈{1,...,dim([f ])}
([fi]− f0)
Using the representation (3.11) for [f ] and for each [fi], we can thus write:
[f ] = f0 +
∑
i∈{1,...,dim([f ])}
αSiE(δSi) + ∑
S∈S\{Si}
αSpS − f0
 .
Since f0 =
∑
S∈S αSpS =
∑
S∈S\{S1,...,Sdim([f])}
αSpS +
∑
i∈{1,...,dim([f ])} αSipSi, it
follows:
[f ] = f0 +
∑
i∈{1,...,dim([f ])}
(
αSiE(δSi)− αSipSi
)
=
∑
S∈S\{S1,...,Sdim([f])}
αSpS +
∑
i∈{1,...,dim([f ])}
αSiE(δSi),
which implies that S[f ] = {Si}i∈{1,...,dim([f ])} since it is already clear that
{Si}i∈{1,...,dim([f ])} ⊂ S[f ] and thus they must be equal by the above (i.e., in
aff(P + P ′), if P + P ′ = P , then P ′ = {0}).
3.10. Remark. If (X, d) is again as in Remark 3.8 and if every cell [f ] of E(X, d) is
a combinatorial hypercube, it is easy to see that if f =
∑
S∈S αSfS as usual with
αS > 0 and fS ∈ E(δS) and setting
Sf := {S ∈ S : fS(X) ⊂ (0, 1)},
then
[f ] =
∑
S∈Sf
αSE(δS) +
∑
S∈S\Sf
αSpS ,
i.e. S[f ] = Sf . Let [f ] be given by its representation as in (3.11). Note first that
for any S ∈ Sf and for any pair of points x, y ∈ X such that f(x) + f(y) = d(x, y),
one has equivalently∑
S∈S
αSfS(x) +
∑
S∈S
αSfS(y) =
∑
S∈S
αSδS(x, y),
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hence one necessarily has S(x) 6= S(y) and thus by (3.12), it follows that Sf ⊂ S[f ].
Now, for the other inclusion, assume that Sf ( S[f ]. Since [f ] is a hypercube, it
follows that ∑
S∈Sf
αSE(δS) +
∑
S∈S\Sf
αSpS
is a strict subcell of [f ] containing f and this contradicts the definition of [f ].
3.11. Remark. For (X, d) as in Remark 3.8, let us define the map
λ : E(X, d)→ T¯ (S, α)
by the assignement f 7→ ψf where ψf (as defined in the proof of Lemma 3.2) is
depending on a choice of a representation
∑
S∈S αSfS for f , and this choice is not
unique in general. Furthermore, note that one always has κ ◦ λ = idE(X,d). It
follows that κ is surjective. In general however, λ ◦ κ 6= idT¯ (S,α).
We go on with a more concrete description of the maps κ and λ:
3.12. Remark. Again, if (X, d) is as in Remark 3.8 and if every cell [f ] of E(X, d)
is a combinatorial hypercube, note that κ : T¯ (S, α)→ E(X, d) is given by
ψ 7→
(
κ(ψ) : x 7→
∑
S∈S
2ψ(S(x)) =
∑
S∈S
αS
ψ(S(x))
αS/2
=:
∑
S∈S
αSfS(x)
)
(3.15)
and λ : E(X, d)→ T¯ (S, α) is given by f 7→ ψf where recall that ψf is given for any
A ∈ U(S) and for an arbitrarily chosen x ∈ A by
ψf : A 7→ αSA
2
fSA(x).
By Remark 3.10, it follows that one has:
[κ(ψ)] =
∑
S∈Sκ(ψ)
αSE(δS) +
∑
S∈S\Sκ(ψ)
αSp
κ(ψ)
S
and thus:
(a) λ([κ(ψ)]) = [ψ],
(b) moreover,
[κ(ψ)] = (κ ◦ λ)([κ(ψ)]) = κ([ψ])
where the first equality was already noted in Remark 3.11 and the second
equality follows from (a).
(c) To see that κ is injective, assume g := κ(ψ) = κ(ψ′) =: g′. Then, in particular,
one has [g] = [g′]. Thus, by (3.13) one has Sg = Sg′ as well as pgS = pg
′
S for each
S ∈ S\Sg. It follows that
∑
S∈Sg
αSgS =
∑
S∈Sg′
αSg
′
S . Since
∑
S∈Sg
αSE(δS)
is a finite dimensional zonotope combinatorially equivalent to a hypercube, it
follows that gS = g
′
S for every S ∈ Sg and thus by (3.15), it follows ψ = ψ′.
Hence together with Remark 3.11, it follows that κ is bijective with inverse λ.
(d) In addition:
λ([f ]) = λ([(κ ◦ λ)(f)]) = (λ ◦ κ)[λ(f)] = [λ(f)]
where the first equality was already noted in Remark 3.11, the second equality
follows from (b) and the last equality follows from (c).
(e) By Remarks 3.9 and 3.10, we have that dim([f ]) = k implies dim([λ(f)]) = k.
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(f) Finally, if dim([ψ]) = k, then dim([κ(ψ)]) = k since if we assume that
dim([κ(ψ)]) > k, it then follows as in (e) from Remarks 3.9 and 3.10 that
dim(λ([κ(ψ)])) > k and by (a) it follows that dim([ψ]) > k which is a contra-
diction.
Hence, the map
κ : T¯ (S, α)→ E(X, d)
defines a bijection as well as an isomorphism of cell complexes.
In view of Remark 3.8, we have:
3.13. Lemma. Let (X, d) be a totally split-decomposable metric space with integer-
valued metric which satisfies the (LRC). For every cell [f ] of E(d), there is f¯ ∈
[f ] such that [f¯ ] = [f ] and so that for ψf¯ ∈ T¯ (S, α) as defined in the proof of
Lemma 3.2, one has
[κ(ψf¯ )] ⊂ κ([ψf¯ ]).
Proof. By the above remark, there is S[f ] ⊂ S such that
[f ] =
∑
S∈S[f]
αSE(δS) +
∑
S∈S\S[f]
αSpS
where for each S ∈ S \ S[f ], one has pS ∈ {0, 1}X. We can thus write
f =
∑
S∈S[f]
αSfS +
∑
S∈S\S[f]
αSpS
where for every S ∈ S, one has fS ∈ E(δS). Let us moreover define
Sf := {S ∈ S : fS(X) ⊂ (0, 1)}.
It is clear that Sf ⊂ S[f ]. Moreover, S(ψf ) = Sf for ψf defined as in the proof of
Lemma 3.2. Let us now define f¯ ∈ [f ] as
f¯ :=
∑
S∈S[f]
αS f¯S +
∑
S∈S\S[f]
αSpS
such that for any S ∈ S[f ], f¯S is constantly equal to 1/2 on X . It is then clear
that Sf¯ = S[f ]. Since S(ψf¯ ) = Sf¯ = S[f ] ⊃ Sf = S(ψf ) and because for every
A ∈ U(S \ S(ψf¯ )) = U(S \ S[f ]), one has
ψf¯ (A) = ψf (A),
it follows that supp(ψf ) ⊂ supp(ψf¯ ) and thus ψf ∈ [ψf¯ ]. Now for any g ∈ [f ], one
similarly has
S(ψg) = Sg ⊂ S[f ] = S(ψf¯ )
as well as for every A ∈ U(S \ S[f ]) = U(S \ S(ψf¯ ))
ψg(A) = ψf¯ (A).
Thus, supp(ψg) ⊂ supp(ψf¯ ) and thus ψg ∈ [ψf¯ ], that is g = κ(ψg) ∈ κ([ψf¯ ]). It
follows that
[κ(ψf¯ )] = [f¯ ] = [f ] ⊂ κ([ψf¯ ]),
which finishes the proof. 
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Consider the isometric embedding e: X → E(d) given by
x 7→ (dx : y 7→ d(x, y))
where E(d) is endowed with the metric d∞(f, g) := ‖f − g‖∞. We say that E(d) is
cell-decomposable if every cell C of E(d) is X-gated (cf. Definition 3.3). Now, we
have the following:
3.14. Lemma. Let (X, d) be a totally split-decomposable metric space with integer-
valued metric satisfying the (LRC). Then, E(d) is cell-decomposable.
Proof. Let C be a cell of E(d) = E′(d). By Lemma 3.7 and 3.13, there is f¯ ∈ C
such that [f¯ ] = C and such that ψf¯ ∈ T¯ (S, α) (as defined in the proof of Lemma
3.2) satisfies
C = [f¯ ] = [κ(ψf¯ )] = κ([ψf¯ ]).
as well as for every g ∈ [f¯ ]:
supp(ψg) ⊂ supp(ψf¯ ). (3.16)
Let x ∈ X be chosen arbitrarily. We want to show that
κ(γx[ψf¯ ]) is a gate for dx in [f¯ ].
For an arbitrarily chosen f ∈ [f¯ ], let us set ψ := ψf which by (3.16) satisfies
ψf ∈ [ψf¯ ]. Now, by Lemma 3.1, there must exist y ∈ X such that
κ(ψf¯ )(x) + κ(ψf¯ )(y) = f¯(x) + f¯(y) = d(x, y).
Since κ(ψf ) = f ∈ [f¯ ], one has A(f¯) ⊂ A(f), cf. (1.2) and thus κ(ψ)(x)+κ(ψ)(y) =
d(x, y), hence
d1(φx, φy) = d(x, y)
= κ(ψ)(x) + κ(ψ)(y)
= d1(φx, ψ) + d1(ψ, φy)
= d1(φx, γ
x
[ψf¯ ]
) + d1(γ
x
[ψf¯ ]
, ψ) + d1(ψ, γ
y
[ψf¯ ]
) + d1(γ
y
[ψf¯ ]
, φy) (3.17)
and since κ is 1-Lipschitz, it follows that
‖κ(φx)− κ(φy)‖∞ ≤
∥∥∥κ(φx)− κ(γx[ψf¯ ])∥∥∥∞ +
∥∥∥κ(γx[ψf¯ ])− κ(ψ)∥∥∥∞
+
∥∥∥κ(ψ)− κ(γy[ψf¯ ])∥∥∥∞ +
∥∥∥κ(γy[ψf¯ ])− κ(φy)∥∥∥∞
≤ d1(φx, γx[ψf¯ ]) + d1(γ
x
[ψf¯ ]
, ψ)
+ d1(ψ, γ
y
[ψf¯ ]
) + d1(γ
y
[ψf¯ ]
, φy)
= d(x, y). (3.18)
It is easy to see that κ(φx) = dx and κ(φy) = dy as well as ‖dx − dy‖∞ = d(x, y)
which implies that both inequalities above are actual equalities. Since κ(ψf ) = f ,
we thus obtain
‖dx − dy‖∞ =
∥∥∥dx − κ(γx[ψf¯ ])∥∥∥∞ +
∥∥∥κ(γx[ψf¯ ])− f∥∥∥∞
+
∥∥∥f − κ(γy[ψf¯ ])∥∥∥∞ +
∥∥∥κ(γy[ψf¯ ])− dy∥∥∥∞ .
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In particular ∥∥∥dx − κ(γx[ψf¯ ])∥∥∥∞ +
∥∥∥κ(γx[ψf¯ ])− f∥∥∥∞ = ‖dx − f‖∞
and this proves that κ(γx[ψf¯ ]
) is a gate for dx in [f¯ ]. This is the desired result. 
It is easy to see that [14, Theorem 1.1] generalizes to the case where |X | =∞ as
long as E′(X, d) = E(X, d). To be self-contained, we give a proof of the theorem.
3.15. Theorem. Let (X, d) be a (possibly) infinite metric space with integer-valued
metric satisfying the (LRC). If f ∈ E(X, d) is such that [f ] is X-gated, then the
following hold:
(i) (G([f ]), d∞) is an antipodal metric space.
(ii) The map Φ: ([f ], d∞)→ E(G([f ]), d∞) given by
g 7→
(
γx[f ] 7→ g(x)− γx[f ](x)
)
(3.19)
is a bijective isometry as well as an isomorphism of polytopes.
Proof. If rank(A(f)) = 0, the result clearly holds, hence let f ∈ E(d) be such that
rank(A(f)) ≥ 1.
We first show that (G([f ]), d∞) is an antipodal metric space. For each x ∈ X ,
consider
̺(x) := {y ∈ X : {x, y} ∈ A(f)}.
We define the map σ : G([f ]) → G([f ]) by sending every gate γx[f ] to the gate γy[f ]
where y ∈ ̺(x) is chosen arbitrarily. To see that σ is well-defined, note that for
every g ∈ [f ] and if {x, y} ∈ A(g), one has
d∞(dx, dy) = d(x, y)
= g(x) + g(y)
= d∞(dx, g) + d∞(dy , g)
= d∞(dx, γ
x
[f ]) + d∞(γ
x
[f ], g) + d∞(g, γ
y
[f ]) + d∞(γ
y
[f ], dy) (3.20)
which rearranging and using the triangle inequality gives that for any y ∈ ̺(x) and
any g ∈ [f ], one has
d∞(γ
x
[f ], γ
y
[f ]) = d∞(γ
x
[f ], g) + d∞(g, γ
y
[f ]). (3.21)
Now, let x′ ∈ X be such that γx′[f ] = γx[f ]. For any y′ ∈ ̺(x′), one can use (3.21) to
obtain
d∞(γ
x′
[f ], γ
y′
[f ]) = d∞(γ
x
[f ], γ
y′
[f ]) = d∞(γ
x
[f ], γ
y
[f ])− d∞(γy[f ], γy
′
[f ])
= d∞(γ
x′
[f ], γ
y
[f ])− d∞(γy[f ], γy
′
[f ])
= d∞(γ
x′
[f ], γ
y′
[f ])− 2d∞(γy[f ], γy
′
[f ])
from which it follows that γy
′
[f ] = γ
y
[f ], and this is the desired result. This proves that
σ is well-defined. It is now clear that σ is an involution which turns (G([f ]), d∞)
into an antipodal metric space.
We now show that Φ defines a bijective isometry. Note that Φ can also be
expressed as
Φ(g) : γx[f ] 7→ d∞(g, dx)− d∞(γx[f ], dx) (3.22)
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and also as
Φ(g) = dg∞ : γ
x
[f ] 7→ d∞(g, γx[f ]) (3.23)
It is easy to see by (3.23) that Φ is well-defined, i.e. it does not depend on the
choice of x or x′ as long as γx[f ] = γ
x′
[f ]. Moreover, for every g ∈ [f ], one clearly has
Φ(g) ∈ ∆(G([f ]), d∞) by (3.23). From (3.21) and (3.23), it follows that for every
x ∈ X , one has
Φ(g)(γx[f ]) + Φ(g)(σ(γ
x
[f ])) = d(γ
x
[f ], σ(γ
x
[f ])).
which shows that Φ(g) ∈ E(G([f ]), d∞). To see that Φ is surjective, let us define
for any h ∈ E(G([f ]), d∞), the associated function
g′ : x 7→ h(γx[f ]) + γx[f ](x).
We clearly have Φ(g′) = h and thus we only need to show that g′ ∈ [f ]. We have
g′(x) + g′(y) = h(γx[f ]) + γ
x
[f ](x) + h(γ
y
[f ]) + γ
y
[f ](y)
≥ d∞(γx[f ], γy[f ]) + d∞(γx[f ], dx) + d∞(γy[f ], dy)
≥ d∞(dx, dy)
= d(x, y), (3.24)
hence in particular g′ ∈ ∆(d). If {x, y} ∈ A(f), one has by (3.21)
d∞(γ
x
[f ], γ
y
[f ]) + d∞(γ
x
[f ], dx) + d∞(γ
y
[f ], dy)
= d∞(γ
x
[f ], f) + d∞(f, γ
y
[f ]) + d∞(γ
x
[f ], dx) + d∞(γ
y
[f ], dy)
= d∞(f, dx) + d∞(f, dy)
= f(x) + f(y)
= d(x, y),
and since h ∈ E(G([f ]), d∞), one has
h(γx[f ]) + h(σ(γ
x
[f ])) = d∞(γ
x
[f ], σ(γ
x
[f ]))
(recall that for any extremal function f , if {x, y} ∈ A(f) and xy + yz = xz, then
{x, z} ∈ A(f)). Hence if {x, y} ∈ A(f), one can replace all inequalities in (3.24) by
equalities. This shows that g′ ∈ [f ] and thus Φ is surjective. Now, it is easy to see
that Φ preserves distances since for every g, h ∈ [f ], one has by (3.22) that
g(x)− h(x) = g(x)− γx[f ](x) −
(
h(x) − γx[f ](x)
)
= Φ(g)(γx[f ])− Φ(h)(γx[f ])
and thus Φ is a bijective isometry. Note now that by [15] there is an affine isom-
etry α : ([f ], d∞) → ln∞ and since E(G([f ]), d∞) consists of a unique maximal cell,
another affine isometry β : E(G([f ]), d∞)→ ln∞. It follows that the map
β ◦ Φ ◦ α−1 : α([f ])→ β(E(G([f ]), d∞))
is a bijective isometry between convex subsets (with non-empty interior) of finite di-
mensional normed linear spaces. It follows by an extension of Mazur-Ulam Theorem
(cf. [17]) that β ◦Φ ◦α−1 is the restriction of an affine bijective isometry. It follows
that Φ has the same property and is thus in particular a polytope isomorphism. 
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Let (X, d) be a totally split-decomposable metric space with integer-valued met-
ric satisfying the (LRC). By Lemma 3.14, we know that every cell [f ] ⊂ E′(d) =
E(d) is X-gated. Hence if (G([f ]), d∞) denotes the set of all X-gates of [f ], and
if d∞ denotes the metric d∞(f, g) = ‖f − g‖∞ (we adopt the same notation for
restrictions of d∞), we obtain by Theorem 3.15 that the following hold:
(1) (G([f ]), d∞) is an antipodal metric space.
(2) [f ] and E(G([f ]), d∞) are combinatorially equivalent polytopes.
If we assume that dim([f ]) = n, then since G([f ]) ⊂ [f ], it follows (cf. [15,
Proposition 3.5 and Theorem 4.3 (1)]) that E(G([f ]), d∞) isometrically embeds
into ([f ], d∞) through
E(G([f ]), d∞) →֒ E([f ]) ∼= [f ].
Thus in particular, one has
dim(E(G([f ]), d∞)) ≤ n (3.25)
Finally, this implies by [14, Theorem 1.2] that
|G([f ])| ≤ 2n.
Indeed, if |G([f ])| ≥ 2(n + 1) (possibly |G([f ])| = ∞), then since (G([f ]), d∞) is
antipodal, we can select (n + 1) pairs of antipodal points in G([f ]) to obtain an
antipodal metric space (A, d∞) with
A ⊂ G([f ])
and |A| = 2(n+1). It follows by [15, Proposition 3.5] that E(A, d∞) is isometrically
embedded in E(G([f ]), d∞) and thus again by [14, Theorem 1.2], one has
n+ 1 ≤ dim(E(A, d∞)) ≤ dim(E(G([f ]), d∞)
which contradicts (3.25). Hence, with (2) above, this proves that
|G([f ])| ≤ 2dim([f ]).
We continue with the following:
3.16. Lemma. Let κ : (A, d) → (A′, d′) be a map of metric spaces such that the
following hold:
(i) κ is 1-Lipschitz,
(ii) κ is surjective,
(iii) (A, d) is an antipodal metric space and
(iv) for any x ∈ A, there is y ∈ A antipodal to x such that
d(x, y) = d′(κ(x), κ(y)).
Then, it follows that κ is an isometry.
Proof. Let x, z ∈ A be chosen arbitrarily. By (iv), there is y antipodal to x such
that d(x, y) = d′(κ(x), κ(y)). Hence, one has:
d(x, z) + d(z, y) = d(x, y)
= d′(κ(x), κ(y))
≤ d′(κ(x), κ(z)) + d′(κ(z), κ(y))
≤ d(x, z) + d(z, y)
= d(x, y).
INJECTIVE HULLS OF INFINITE TOTALLY SPLIT-DECOMPOSABLE METRIC SPACES 33
It follows that the above inequalities are actual equalities and using again that κ is
1-Lipschitz, it follows that
d′(κ(x), κ(z)) = d(x, z).
Since x and z were chosen arbitrarily, this proves the result. 
3.17. Lemma. Let (X, d) be a totally split-decomposable metric space with integer-
valued metric satisfying the (LRC). Let [f ] be any positive dimensional cell of E(d)
and let f¯ as well as ψf¯ be defined as in Lemma 3.13. Then, the map
κ¯ := κ|Γ([ψf¯ ]) : (Γ([ψf¯ ]), d1)→ (G([f ]), d∞)
is an isometry.
Proof. We already know that κ¯ is 1-Lipschitz and it is surjective by the proof of
Lemma 3.14. Now, for any x ∈ X , there is y ∈ X such that
f¯(x) + f¯(y) = d(x, y).
By the proofs of Lemmas 3.5 and 3.6, it follows (by definition κ(ψf¯ ) = f¯) that γ
x
[ψf¯ ]
and γy[ψf¯ ]
are antipodal in (Γ([ψf¯ ]), d1). Furthermore, by (3.17) and (3.18), one has
d1(γ
x
[ψf¯ ]
, γy[ψf¯ ]
) =
∥∥∥κ(γx[ψf¯ ])− κ(γy[ψf¯ ])∥∥∥∞ .
We can thus apply Lemma 3.16 to deduce that κ¯ is an isometry. 
For x, y ∈ X arbitrarily chosen, it follows from the definitions of γx[ψf¯ ] and γ
y
[ψf¯ ]
,
that one has
d1(γ
x
[ψf¯ ]
, γy[ψf¯ ]
) =
∑
S∈S(ψf¯ )
αSδS(x, y) (3.26)
where S(ψf¯ ) is weakly compatible. It follows by Theorem 2.6 that (Γ([ψf¯ ]), d1) is a
totally split-decomposable metric space. Moreover, for any metric space (X, d), the
underlying graph UG(X, d) of (X, d) is the graph (X,E) where {x, y} ∈ E if and
only if d(x, z)+d(z, y) > d(x, y) for any z ∈ X \ {x, y}. Furthermore, let C6 denote
the 6-cycle metric graph and let K3×2 denote the complete graph on six vertices
with 3 disjoint edges taken away (i.e., the 1-skeleton of the octahedron).
3.18. Remark. Note that if S is an antipodal split system on (X, d), then for any
(Ai)i∈I , if
⋃
i∈I Ai = X , it follows that
⋂
i∈I Ai = ∅. Indeed, if x ∈
⋂
i∈I Ai, there
is a subsystem of pairwise different splits {Si}i∈I ⊂ S such that Ai = Si(x). Now,
there is y ∈ X such that y ∈ ⋂S∈S S(x) ⊂ ⋂i∈I Si(x) = ⋂i∈I Aci = (⋃i∈I Ai)c,
which implies that
⋃
i∈I Ai 6= X . The octahedral split system is an example of
antipodal split system.
We conclude this section with:
Proof of Theorem 1.1. The existence of K(X, d) and σ in Theorem 1.1 follows im-
mediately from Theorem 4.4 (which is proved in the next section). Indeed, The-
orem 4.4 implies that if we remetrize E(X, d) by identifying each cell (which is a
parallelotope by the first part of the Theorem 1.1) with a corresponding unit hy-
percube (of same dimension) endowed with the euclidean metric, and considering
the induced length metric, we obtain a complex K(X, d) which satisfies the CAT(0)
link condition. Since (X, d) satisfies the (LRC), it follows that K(X, d) is complete
and locally CAT(0) (analogue to I.7.13 Theorem and II.5.2 Theorem in [4]). By
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the (LRC), it also follows that K(X, d) is locally bi-Lipschitz equivalent to E(X, d),
the topology induced by the length metric on K(X, d) is therefore the same as the
topology on E(X, d) and thus K(X, d) is contractible as well. By Cartan-Hadamard
Theorem, it follows that K(X, d) is globally CAT(0).
As an introductory remark, note that by Lemma 3.6, Lemma 3.17 and (3.26), it
follows that (G([f ]), d∞) is an antipodal totally split-decomposable metric space.
By Theorem 3.15, ([f ], d∞) is combinatorially equivalent to E(G([f ]), d∞), which is
by [14, Theorem 1.2] an n-dimensional combinatorial hypercube if |G([f ])| = 2n ≥
8. Moreover, if |G([f ])| ≤ 4, then E(G([f ]), d∞) is clearly a combinatorial hypercube
as well. Now, assume that |G([f ])| = 6. Since (G([f ]), d∞) is antipodal, it follows by
[13, Corollary 3.3] that UG(G([f ]), d∞) is either K3×2 or C6. If UG(G([f ]), d∞) =
C6, then by [14, Theorem 1.2 (a)], E(G([f ]), d∞) is a 3-dimensional combinatorial
hypercube.
Assume now that E(G([f ]), d∞) is a combinatorial rhombic dodecahedron, i.e.
(ii) in Theorem 1.1 does not hold, then UG(G([f ]), d∞) = K3×2 and it follows by
the proof of [13, Theorem 5.1, Case 2] that
d∞(κ(γ
x
[ψf¯ ]
), κ(γy[ψf¯ ]
)) =
∑
S∈{S1,S2,S3,S4}
βSδS(x, y)
where {S1, S2, S3, S4} is weakly compatible and the coefficients βS are all positive.
Moreover, by (3.26) and Lemma 3.17, we have
d∞(κ(γ
x
[ψf¯ ]
), κ(γy[ψf¯ ]
)) =
∑
S∈S(ψf¯ )
αSδS(x, y)
where S(ψf¯ ) is weakly compatible and consists of d-splits of X . Note that the
metric d∞ on G([f ]) induces a pseudometric d¯ on X by setting
d¯(x, y) := d∞(κ(γ
x
[ψf¯ ]
), κ(γy[ψf¯ ]
)).
It follows by Theorem 2.6 that the split systems S(ψf¯ ) and {S1, S2, S3, S4} each
consist of all the d¯-splits of X , which implies that S(ψf¯ ) = {S1, S2, S3, S4}. There-
fore, the split system S¯ := {S1, S2, S3, S4} consists of d-splits of X and thus it is
an octahedral split subsystem of S. We can write the splits in S¯ as
S1 := {Y 11 ⊔ Y 12 ⊔ Y 13 , Y −11 ⊔ Y −12 ⊔ Y −13 },
S2 := {Y 11 ⊔ Y 12 ⊔ Y −13 , Y −11 ⊔ Y −12 ⊔ Y 13 },
S3 := {Y 11 ⊔ Y −12 ⊔ Y 13 , Y −11 ⊔ Y 12 ⊔ Y −13 },
S4 := {Y 11 ⊔ Y −12 ⊔ Y −13 , Y −11 ⊔ Y 12 ⊔ Y 13 }, (3.27)
where X = Y 11 ⊔ Y −11 ⊔ Y 12 ⊔ Y −12 ⊔ Y 13 ⊔ Y −13 and all sets being non-empty. We
know from the above that since we have assumed that [f ] is a combinatorial rhom-
bic dodecahedron, then [f ] must be a maximal cell (in dimensions higher than
three, a cell must be a hypercube and the same holds for all of its faces). Since
our assumptions imply E(d) = E′(d) and [f ] is a finite dimensional maximal cell,
it follows by [16] that the graph (X,A(f)) consists of three complete bipartite
connected components that are given (cf. the proof of Lemma 3.17) by their re-
spective partitions, namely Y 11 ⊔ Y −11 , Y 12 ⊔ Y −12 and Y 13 ⊔ Y −13 (this is the only
possibility since if {x, y} ∈ A(f) then S(x) 6= S(y) for every S ∈ S¯). For each
S := {A,B} ∈ S \ S¯, there is {x, y} ∈ A(f) such that S(x) = S(y) by bipartiteness,
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let us say {x, y} ⊂ A. It follows from (3.1) that ψ := ψf¯ ∈ T¯ (S, α) (where ψf¯ is
as defined in Lemma 3.13, in particular [f¯ ] = [f ] where κ(ψ) = f¯) satisfies then
ψ(A) = 0. Hence, ψ(B) = αS/2 and thus for every further {x′, y′} ∈ A(f), one
has {x′, y′} 6⊂ B. This implies by bipartite completeness of Y 1i ⊔ Y −1i that there
are σ, τ, θ ∈ {±1} such that Y σ1 ∪ Y τ2 ∪ Y θ3 ( A which is equivalent to {A,B} and
{A′, B′} = {Y σ1 ∪Y τ2 ∪Y θ3 , Y −σ1 ∪Y −τ2 ∪Y −θ3 } ∈ S¯ being compatible (i.e., A′ ⊂ A).
It follows that (i) in Theorem 1.1 does not hold.
Conversely, assume that (i) does not hold. Define ψ ∈ H(S, α) so that S(ψ) = S¯
and S¯ consists of four splits as given in (3.27) and is a converse to (i). For any
S := {A,B} ∈ S \ S¯, one has ψ(A) = 0 for Y σ1 ∪ Y τ2 ∪ Y θ3 ( A and accordingly
ψ(B) = αS/2. One has ψ ∈ T¯ (S, α) since for any (Ci)i∈I ⊂ supp(ψ), we can
consider for each i ∈ I, a corresponding S′i = {A′i, B′i} ∈ S¯ such that Ci ⊂ B′i =: Di.
It follows that if ∪i∈ICi 6= ∅, then ∪i∈IDi 6= ∅ and thus by Remark 3.18, it follows
that ∩i∈IDi = ∅ which implies ∩i∈ICi 6= ∅. It is then easy to see that [κ(ψ)]
is a combinatorial rhombic dodecahedron since for any (x, y) ∈ Y 1i × Y −1i , one
has that S(x) = S(y) implies that S ∈ S \ S(ψ) and by definition of ψ we have
ψ(S(x)) = 0 = ψ(S(y)) but since ψ ∈ H(S, α), we have equality in (3.1), which
implies that {x, y} ∈ A(κ(ψ)). This means that (X,A(κ(ψ))) consists of the three
complete bipartite connected components X = ∪i∈{1,2,3}(Y 1i ⊔ Y −1i ) which implies
that dim([κ(ψ)]) = 3. Setting f := κ(ψ) ∈ E(d), it is easy to see that we have the
decomposition f :=
∑
S∈S αSfS so that for S := {A,B} ∈ S, one has
fS(z) =

ψ(A)
αS/2
if z ∈ A,
ψ(B)
αS/2
if z ∈ B,
(3.28)
and ψf = ψ holds (ψf is defined in the proof of Lemma 3.2). By (3.12) and (3.13),
we have (in the notation of the proof of Lemma 3.13) that Sf ⊂ S[f ] and |S[f ]| = 4.
But (3.28) shows that |Sf | = 4 since |S(ψ)| = 4. It follows that Sf = S[f ] and thus
we can set f¯ := f . We then have ψf¯ = ψf = ψ and with Lemma 3.17 we obtain
that [f ] is a combinatorial rhombic dodecahedron and thus (ii) in Theorem 1.1 does
not hold either. 
4. The CAT(0) Link Condition for the Buneman Complex and the
Cubical Injective Hull
We start by considering B(S, α) which displays some similarities with the
CAT(0) cube complex that is constructed in [7] and denoted by X .
4.1. Definition. A polyhedral complex K, whose cells are combinatorial hyper-
cubes, is said to satisfy the CAT(0) link condition if for every set of seven cells
C,C11 , C
2
1 , C
3
1 , C
1
2 , C
2
2 , C
3
2 of K, such that the following hold:
(A) C =
⋂
i∈{1,2,3} C
i
2,
(B) Cj1 =
⋂
i∈{1,2,3}\{j} C
i
2,
(C) dim(C) = k ≥ 0 and for each i ∈ {1, 2, 3}, one has dim(Ci1) = k + 1 as well as
dim(Ci2) = k + 2,
there exists a cell C¯ of K such that dim(C¯) = k + 3 and
⋃
i∈{1,2,3} C
i
2 ⊂ C¯.
We now have:
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4.2. Lemma. Let (S, α) be a split system pair on a set X. Then, the Buneman
complex B(S, α) satisfies the CAT(0) link condition.
Proof. Let
[µ], [µ11], [µ
2
1], [µ
3
1], [µ
1
2], [µ
2
2], [µ
3
2] ⊂ B(S, α)
be cells of B(S, α) such that the following hold:
(i) supp(µ) =
⋂
i∈{1,2,3} supp(µ
i
2),
(ii) supp(µj1) =
⋂
i∈{1,2,3}\{j} supp(µ
i
2),
(iii) dim([µ]) = |S(µ)| = k ≥ 0 and for each j ∈ {1, 2, 3}, one has
dim([µj1]) = |S(µj1)| = k + 1,
as well as
dim([µj2]) = |S(µj2)| = k + 2.
This implies that there are splits {S1, S2, S3} ⊂ S \ S(µ) such that
(i) for j ∈ {1, 2, 3}, one has supp(µj1) = supp(µ) ∪ Sj and
(ii) for i ∈ {1, 2, 3}, supp(µi2) = supp(µ) ∪
⋃
j∈{1,2,3}\{i} Sj.
But now, pick ψ ∈ H(S, α) such that
supp(ψ) = supp(µ) ∪
⋃
j∈{1,2,3}
Sj =
⋃
j∈{1,2,3}
supp(µj2).
It is then very easy to check that ψ ∈ B(S, α) and thus [ψ] is a cell of B(S, α).
Moreover, one has by definition:
(i)
⋃
i∈{1,2,3}[µ
i
2] ⊂ [ψ] and
(ii) dim([ψ]) = |S(ψ)| = k + 3.
This finishes the proof of the CAT(0) link condition for B(S, α). 
Recall that a split system S is called antipodal if for every x ∈ X , there is y ∈ X
such that for every S ∈ S, one has
S(x) 6= S(y).
As a preliminary to the proof of Theorem 4.4, we have the following:
4.3. Lemma. Let S be a split system on a set X. Then,
(1) Assume that S is a weakly compatible split system and assume that for
all i ∈ {1, 2, 3}, the split system S(µi2) = S(µ) ∪ [{S1, S2, S3} \ {Si}] is
antipodal. Then, S(ψ) := S(µ) ∪ {S1, S2, S3} is antipodal as well.
(2) Let (X, d) be a totally split-decomposable metric space (hence in particular,
S is weakly compatible). Let {f i2}i∈{1,2,3} ⊂ E′(d) be such that for the split
systems given in (1), one has: S(µi2) = S(ψfi2 ). Then, for every x ∈ X,
one can find y ∈ X so that the following hold:
(a) For some i ∈ {1, 2, 3}, one has {x, y} ∈ A(f i2).
(b) For every S ∈ S(ψ), one has S(x) 6= S(y).
Proof. Let x ∈ X be arbitrarily chosen. Since for every i ∈ {1, 2, 3}, S(µi2) is
antipodal, there is yi2 ∈ X such that for every S ∈ S(µi2), one has
S(x) 6= S(yi2).
Note now that if Si(x) 6= Si(yi2), then for every S ∈ S(ψ), one has
S(x) 6= S(yi2).
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Moreover, if yi2 = y
j
2 with i 6= j, then
Si(x) 6= Si(yj2) = Si(yi2)
and hence as above it follows that for every S ∈ S(ψ), one has
S(x) 6= S(yi2).
If we now assume that there are pairwise different points {x, y12 , y22 , y32} such that
Si(x) = Si(y
j
2)⇐⇒ i = j,
then it follows that the points {x, y12 , y22, y32} and the splits {S1, S2, S3} contradict
the weak compatibility of S. This proves the first assertion.
The second assertion follows from the fact that by the last part of the statement
of Lemma 3.5, if for each i ∈ {1, 2, 3}, we pick yi2 ∈ X such that {x, yi2} ∈ A(f i2),
then S(x) 6= S(yi2) for every S ∈ S(µi2), and thus by the above proof, we deduce
that for some i ∈ {1, 2, 3}, one has S(x) 6= S(yi2) for every S ∈ S(ψ) which implies
that if we set y := yi2, the second assertion follows. 
We now have:
4.4. Theorem. Let (X, d) be a metric space with integer-valued totally split-
decomposable metric satisfying the (LRC) and such that each cell of E(X, d) is
a combinatorial hypercube. Then, E(X, d) satisfies the CAT(0) link condition.
Proof of Theorem 4.4. Assume that there are cells
[f ], [f11 ], [f
2
1 ], [f
3
1 ], [f
1
2 ], [f
2
2 ], [f
3
2 ] ⊂ E′(d)
such that
(i) [f ] =
⋂
i∈{1,2,3} supp[f
i
2],
(ii) [f j1 ] =
⋂
i∈{1,2,3}\{j} supp[f
i
2],
(iii) dim([f ]) = k ≥ 0 and for each i ∈ {1, 2, 3}, one has dim([f i1]) = k + 1 as well
as dim([f i2]) = k + 2.
Since all cells of E′(d) are hypercubes, it is easy to see (using Remark 3.9 to see
that dim([ψf ]) = |S(ψf )| = k as well as for the other similar equalities in (iii)) that
one has
(i) [ψf ] =
⋂
i∈{1,2,3} supp[ψfi2 ],
(ii) [ψfj1
] =
⋂
i∈{1,2,3}\{j} supp[ψfi2 ],
(iii) dim([ψf ]) = |S(ψf )| = k and for each j ∈ {1, 2, 3}, one has dim([ψfj1 ]) =|S(ψfj1 )| = k + 1 as well as dim([ψfi2 ]) = |S(ψfi2 )| = k + 2.
By Lemma 4.2, there is ψ ∈ B(S, α) such that
(a) supp(ψ) = supp(ψf ) ∪
⋃
i∈{1,2,3} Si and
(b) S(ψ) = S(ψf ) ∪ {S1, S2, S3}.
Let x ∈ X be chosen arbitrarily, by Lemma 4.3 there is y ∈ X such that for every
S ∈ S(ψ), one has S(x) 6= S(y) and without loss of generality {x, y} ∈ A(f12 ). For
the sake of simplicity, we set g := f12 . It follows from (3.9) that
d1(φx, φy) = d1(φx, γ
x
[ψg ]
) + d1(γ
x
[ψg]
, γy[ψg ]) + d1(γ
y
[ψg ]
, φy)
which is easily seen to imply∑
S∈S\S(ψg)
αSδS(x, y) = d1(φx, γ
x
[ψg ]
) + d1(φy, γ
y
[ψg ]
). (4.1)
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On the other hand, starting from the definition of φx and γ
x
[ψg ]
, we have
d1(φx, γ
x
[ψg ]
) =
∑
A∈U(S\S(ψg))
x∈A
|0− ψg(A)|+
∑
A∈U(S\S(ψg))
x/∈A
|αSA/2− ψg(A)|
and analogously
d1(φy , γ
y
[ψg]
) =
∑
A∈U(S\S(ψg))
y∈A
|0− ψg(A)| +
∑
A∈U(S\S(ψg))
y/∈A
|αSA/2− ψg(A)|.
Hence, using the fact that g ∈ E′(d) and thus ψg ∈ H(S, α), cf. proof of Lemma
3.2, we obtain a second expression for the right-hand side of (4.1), namely
d1(φx, γ
x
[ψg]
) + d1(φy , γ
y
[ψg]
) =
∑
A∈U(S\S(ψg))
x,y∈A
2ψg(A)
+
∑
A∈U(S\S(ψg))
x∈A,y/∈A
αSA/2
+
∑
A∈U(S\S(ψg))
x/∈A,y∈A
αSA/2
+
∑
A∈U(S\S(ψg))
x,y/∈A
2|αSA/2− ψg(A)|. (4.2)
Since the sum of the second and third term of the right-hand side of (4.2) amounts
to
∑
S∈S\S(ψg)
αSδS(x, y), comparing (4.1) and (4.2) we obtain∑
A∈U(S\S(ψg))
x,y∈A
2ψg(A) +
∑
A∈U(S\S(ψg))
x,y/∈A
2|αSA/2− ψg(A)| = 0
hence for every A ∈ U(S \ S(ψg)) such that x, y ∈ A, one has ψg(A) = 0 or in
other words, for any S ∈ S \S(ψg) such that S(x) = S(y), one has ψg(S(x)) = 0 =
ψg(S(y)). Now, note that by definition of ψ, one has supp(ψg) ⊂ supp(ψ) as well
as S \ S(ψ) ⊂ S \ S(ψg) and thus for every S \ S(ψ) such that S(x) = S(y), one
has ψ(S(x)) = 0. It is easy to see that this implies that for every S ∈ S \ S(ψ),
since ψ ∈ H(S, α), one has
αSδS(x, y) = 2
[
ψ(S(x)) + |φy(S(x))− ψ(S(x))|
]
. (4.3)
Moreover, one easily obtains∑
S∈S\S(ψ)
2
[
ψ(S(x)) + |φy(S(x)) − ψ(S(x))|
]
=
∑
S∈S\S(ψ)
[|φx(S(x)) − ψ(S(x))| + |φy(S(x)) − ψ(S(x))|
+ |φx(S(x))− ψ(S(x))|+ |φy(S(x))− ψ(S(x))|
]
=
∑
A∈U(S\S(ψ))
[|φx(A)− ψ(A)|+ |φy(A)− ψ(A)|]. (4.4)
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Furthermore, y was chosen so that for every S ∈ S(ψ), one has S(x) 6= S(y). Thus
for every ψ¯ ∈ [ψ], one obtains:
αSδS(x, y)
= αS
= [0 + ψ¯(S(x))] + [αS/2− ψ¯(S(x))] + [αS/2− ψ¯(S(x))] + [ψ¯(S(x))− 0]
=
∑
A∈S
[|φx(A)− ψ¯(A)| + |φy(A)− ψ¯(A)|] (4.5)
and thus since d1(γ
x
[ψ], γ
y
[ψ]) =
∑
S∈S(ψ) αSδS(x, y) together with (4.5) and since for
every A ∈ U(S \ S(ψ)), one has ψ¯(A) = ψ(A), it follows that
d1(γ
x
[ψ], γ
y
[ψ]) =
∑
A∈U(S(ψ))
[|φx(A) − ψ¯(A)|+ |φy(A)− ψ¯(A)|]
= d1(γ
x
[ψ], ψ¯) + d1(ψ¯, γ
y
[ψ]). (4.6)
Hence
d1(φx, φy) =
∑
S∈S
αSδS(x, y)
=
∑
S∈S(ψ)
αSδS(x, y) +
∑
S∈S\S(ψ)
αSδS(x, y)
= d1(γ
x
[ψ], γ
y
[ψ]) +
∑
S∈S\S(ψ)
2
[
ψ(S(x)) + |φy(S(x)) − ψ(S(x))|
]
= d1(γ
x
[ψ], γ
y
[ψ]) +
∑
A∈U(S\S(ψ))
[|φx(A)− ψ(A)| + |φy(A)− ψ(A)|]
= d1(φx, γ
x
[ψ]) + d1(γ
x
[ψ], γ
y
[ψ]) + d1(γ
y
[ψ], φy). (4.7)
where the third equality follows from (4.3), the fourth one from (4.4) and the last
one by our definitions. Hence, inserting (4.6) into (4.7), one has:
d1(φx, φy) = d1(φx, γ
x
[ψ]) + d1(γ
x
[ψ], ψ) + d1(ψ, γ
y
[ψ]) + d1(γ
y
[ψ], φy). (4.8)
It follows from d(x, y) = d1(φx, φy) and (4.8) that
d(x, y) = d1(φx, ψ) + d1(ψ, φy) = κ(ψ)(x) + κ(ψ)(y). (4.9)
Since for any x ∈ X , there is such an y ∈ X , it follows that κ(ψ) ∈ E′(d). Moreover,
by definition of ψ, one has
⋃
i∈{1,2,3}
κ([ψfi2 ]) = κ
 ⋃
i∈{1,2,3}
[ψfi2 ]
 ⊂ κ([ψ]) ⊂ [κ(ψ)]
where the last inclusion follows from Lemma 3.7. Now, since [κ(ψ)] is a hypercube,
this proves that E(d) = E′(d) satisfies the CAT(0) link condition. 
Two splits S := {A,B} and S′ = {A′, B′} of X are called incompatible if
A ∩ A′, A ∩B′, B ∩A′, B ∩B′ 6= ∅.
A split system S is called incompatible if any pair of splits in S is incompatible.
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4.5. Remark. For any split system pair (S, α) on a set X , the associated Buneman
complex B(S, α) displays some similarities with the CAT(0) cube complex that is
constructed in [7]. There, a split system pair is obtained by considering a wall space
W (corresponding to S) on a set Y (corresponding to X) and taking the function
α chosen to be constantly equal to one on S.
For a Coxeter group, its Cayley graph is endowed with the standard word metric
and there is a canonical decomposition (in general not weakly compatible, e.g.
∆(3, 3, 3)) of this metric given by the splits of the form S := {C(x, y), C(y, x)}
where {x, y} is an edge in the Cayley graph and with α to be constantly equal to
one.
The set K0 (denoted by X0 in [7]) is defined to be consisting of all the admissible
sections, i.e. the maps σ : S → U(S) such that for any S 6= S′: σ(S) ∩ σ(S′) 6= ∅.
Next, K1 is the graph with vertex set K0, where two vertices σ and σ′ are connected
by an edge if and only if there is a unique S ∈ S such that σ(S) 6= σ′(S). For an
arbitrarily fixed point p ∈ X , one then lets Γp be the path-connected component
of σp in K
1 where for any S, one lets σp(S) := S(p).
Let us define Bp(S, α) := {ψ ∈ B(S, α) : d1(ψ, φp) < ∞}, let Σ0(Γp) be the
0-skeleton of Γp, and let Σ
0(Bp(S, α)) and Σ1(Bp(S, α)) be the 0- and 1-skeleton
of Bp(S, α). We define
M : (Σ0(Γp), d1)→ (Σ0(Bp(S, α)), d1)
by sending every admissible section σ : S → U(S) to a function M(σ) : U(S) → R
defined by assigning (recall that SA := {A,Ac}):
A 7→

αSA
2 if A = σ(S)
c,
0 if A = σ(S).
Now assume that {σ, τ} is an edge of Γp which means that there is a unique
S′ := {A′, B′} ∈ S such that σ(S′) 6= τ(S′). This is equivalent to the fact that
M(σ)(A′) = M(τ)(B′), M(σ)(B′) = M(τ)(A′) and for any A ∈ U(S \ {S′}), one
hasM(σ)(A) =M(τ)(A). It is easy to see, that this is in turn equivalent to the fact
that there is a function ψ ∈ Σ1(Bp(S, α)) such that dim([ψ]) = 1, S′ ⊂ supp(ψ)
and so that for every A ∈ U(S \ {S′}), one has M(σ)(A) = ψ(A) = M(τ)(A).
Therefore, M extends bijectively to an isometric isomorphism of cell complexes
M1 : (Γp, d1)→ (Σ1(Bp(S, α)), d1).
Let us denote an edge ej of Γp by its corresponding labeling split Sj (the unique
one on which the endpoints of ej differ). Now, k-corners (σ, {e1, . . . , ek}) (in the
terminology of [7]) are simply pairs of the form (σ, {S1, . . . , Sk}) where σ ∈ Γp
and where the split system {S1, . . . , Sk} is incompatible. The complex K is then
obtained by gluing a k-cube to every k-corner (one shows that the existence of a
k-corner implies the existence of the 1-skeleton of a k-hypercube contained in Γp
and containing this k-corner as a vertex). It is now easy to see that there is an
isomorphism of cell complexes
i : K→ Bp(S, α)
which extends M1. To any k-dimensional cube C giving rise to a cell of K cor-
responds by construction a k-corner (σ, {S1, . . . , Sk}). It is then easy to see that
defining ψ ∈ H(S, α) so that ψ(A) := σ(A) for A ∈ U(S \ {S1, . . . , Sk}) and
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ψ(A) := αSA/4 otherwise, we obtain that ψ ∈ Bp(S, α) and [ψ] is a k-dimensional
cell of Bp(S, α), hence a k-dimensional combinatorial hypercube. We can thus ex-
tend M1 and map bijectively C to [ψ] with i. Conversely, let σ ∈ Σ0(Bp(S, α))
be a vertex of a k-dimensional cell [ψ] of Bp(S, α). The pair (σ,S(ψ)) has to be a
k-corner in Γp by incompatiblity of S(ψ) and thus the inverse image of [ψ] under i
is the k-dimensional cube in K glued to the k-corner (σ,S(ψ)).
5. Examples
5.1.Example. Let (X, d) be an infinite connected graph endowed with the shortest-
path metric. It is easy to see that if X is bipartite, then the system S of all
d-splits of (X, d) is octahedral-free. Indeed, assume on the contrary that X =
Y 11 ⊔ Y −11 ⊔ Y 12 ⊔ Y −12 ⊔ Y 13 ⊔ Y −13 is a partition of X into six non-empty subsets
such that
S1 := {Y 11 ⊔ Y 12 ⊔ Y 13 , Y −11 ⊔ Y −12 ⊔ Y −13 },
S2 := {Y 11 ⊔ Y 12 ⊔ Y −13 , Y −11 ⊔ Y −12 ⊔ Y 13 },
S3 := {Y 11 ⊔ Y −12 ⊔ Y 13 , Y −11 ⊔ Y 12 ⊔ Y −13 },
S4 := {Y 11 ⊔ Y −12 ⊔ Y −13 , Y −11 ⊔ Y 12 ⊔ Y 13 }, (5.1)
and {S1, . . . , S4} ⊂ S. Since X is a connected graph, there must be an edge {x, y}
between two non-antipodal sets in the partition, for instance an edge joining x ∈ Y 11
to y ∈ Y −11 . Now, we see that both S3(x) 6= S3(y) and S4(x) 6= S4(y). This is a
contradiction to the fact that since X is bipartite, there is for any edge {x, y} in X ,
at most one d-split separating x and y namely the split given by {C(x, y), C(y, x)}.
5.2. Example. For n ∈ N, let
C2n+1 :=
({x1, . . . , x2n+1}, {{xi, xi+1}}i∈{1,...,2n+1}) where x2n+2 := x1.
The graph C2n+1 is the odd cycle with 2n + 1 vertices and we endow it with
the shortest path metric d. We use the fact that the metric d is totally split-
decomposable to give an explicit description of the injective hull E(C2n+1, d).
One can easily verify that d = 12
∑
S∈S δS where S is the set of all d-splits of
X , hence α : S → (0,∞) can be chosen to be constantly equal to 12 . One hasS = {S1, . . . , S2n+1} where for i ∈ {1, . . . , 2n + 1}, Si := {Ai, Bi} is the unique
split of C2n+1 such that xi ∈ Ai, |Ai| = n + 1, |Bi| = n and such that both
C(xi+1, xi) ⊂ Ai and C(xi, xi+1) ⊂ Bi. Hence, (with indices taken modulo 2n+1),
one has
Si = {Ai, Bi} = {{xi+1, . . . , xi+n}, {xi+n+1, . . . , xi}}.
Note moreover that both Si and Si+n cut the edge {xi, xi+1} for i ∈ {1, . . . , n+1}
and both Si and Si−n cut the edge {xi, xi+1} for i ∈ {n+ 2, . . . , 2n+ 1}.
It is now not difficult to prove that the assumptions of Theorem 1.1 are fulfilled
for (X, d) = (C2n+1, d). Since we are in the case of a finite metric space, the (LRC)
is trivially satisfied. Moreover, d = 12
∑
S∈S δS , (ii) where S is the family of all
d-splits of X . Finally, it is not difficult to see that S is octahedral-free and thus that
(i) in Theorem 1.1 holds as well. Indeed, if a subsystem S¯ := {S¯1, S¯2, S¯3, S¯4} ⊂ S
is octahedral, that is, it is induced by a partition into six non-empty subsets
C2n+1 = Y
1
1 ⊔ Y −11 ⊔ Y 12 ⊔ Y −12 ⊔ Y 13 ⊔ Y −13
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as in (5.1), then for any x ∈ Y σi , for any y ∈ Y −σi and for every S ∈ S¯, one
has S(x) 6= S(y). In order for such a pair {x, y} to exist for every x ∈ C2n+1,
it follows that if S¯j ∈ S¯ with 1 ≤ j ≤ n + 1 (the case n + 2 ≤ j ≤ 2n + 1 is
similar), then S¯j, S¯j+n+1 /∈ S¯. Indeed, there are exactly two splits that cut one
of the edges {{xj, xj+1}, {xj+n, xj+n+1}} which are cut by S¯j , namely S¯j+n which
cuts {xj+n, xj+n+1} and S¯j+n+1 which cuts {xj , xj+1}. Since we are considering
C2n+1, it follows that S¯ must induce a partition into eight non-empty subsets
C2n+1 = Z
1
1 ⊔ Z−11 ⊔ Z12 ⊔ Z−12 ⊔ Z13 ⊔ Z−13 ⊔ Z14 ⊔ Z−14
such that S(x) 6= S(y) for every S ∈ S¯ if and only if x ∈ Zσi and y ∈ Z−σi . It
follows that S¯ is not octahedral and thus S must be octahedral-free, which shows
in particular that (i) in Theorem 1.1 holds. We deduce that for every n ∈ N ∪ {0},
E(C2n+1, d) is a finite cube complex satisfying the CAT(0) link-condition (and
simply connected since it is an injective hull).
We can furthermore describe explicitely the dimension and gluing pattern of the
maximal cells of E(C2n+1, d) by studying the different split susbsystems of S. Note
first that by finiteness, we have B(S, α) = T¯ (S, α) (see [9]) and by Remark 3.12
the map
κ : T¯ (S, α)→ E(C2n+1, d)
is in particular an isomorphism of cell complexes. The family of maximal cells of
E(C2n+1, d) is thus in bijection with the family of maximal cells of B(C2n+1,S)
which in turn bijectively corresponds with the family M of maximal incompatible
split subsystems M⊂ S.
Observe that for any such M ∈ M, we can consider a corresponding element
ψ ∈ T¯ (S, α) such that S(ψ) = M. We have κ(ψ)(x) + κ(ψ)(y) = d(x, y) if and
only if S(x) 6= S(y) for every S ∈ M. Since M is a maximal incompatible split
subsystem of S, it follows that for any S = {A,B} ∈ S \ M where |A| = k and
|B| = k + 1, one has ψ(A) = αS/2 = 1/4 and ψ(B) = 0.
For the gluing pattern, we have for any two maximal cells [ψ], [µ] ⊂ T¯ (S, α),
[ψ] ∩ [µ] 6= 0 if and only if ψ(A) = µ(A) for every A ∈ U(S \ (S(ψ) ∪ S(µ))) and in
this case, [ψ]∩ [µ] is the set of all functions φ ∈ B(S, α) such that φ(A) = ψ(A) for
A ∈ U(S(ψ)\S(µ))), φ(A) = µ(A) for A ∈ U(S(µ)\S(ψ))) and S(φ) = S(ψ)∩S(µ).
Note that for any S¯j ∈ S¯, the only two splits that are not incompatible with S¯j
are the only two splits that cut an edge already cut by S¯j.
To compute |M|, it is easier to describe the split system S in a different way, by
assigning for i ∈ {1, . . . , n+1}, to every edge {xi, xi+1} of C2k+1, the pair of splits
S1i = {A1i , B1i } and S−1i = {A−1i , B−1i } which cut the edge {xi, xi+1} and which are
determined by the requirements xi ∈ A1i and |A1i | = k + 1 as well as xi ∈ A−1i and
|A−1i | = k. Note that we have S11 = S−1n+1 and the connection with our previous
description is given by S1i = Si and S
−1
i = Sn+i+1.
We divide the family M of maximal incompatible split subsystems of S into
three subfamilies
M = Ma ∪Mb ∪Mc
so that forM := {Sσ1j1 , . . . , Sσkjk } ∈M with 1 ≤ j1 < j2 < · · · < jk−1 < jk ≤ 2n+1,
one has the following three cases:
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(a) M ∈ Ma if and only if Sσ1j1 = S11 . In this case, we have |Ma| = Σa(n−1,n−1) +
Σa(n−1,n) where Σ(n−1,n−1) := Σ
a
(n−1,n−1) stands for the case where S
σk
jk
= S−1n
and Σ(n−1,n) := Σ
a
(n−1,n) for the case where S
σk
jk
= S1n. The notation Σ(n−1,n−1)
refers to the fact that |Bσ1j1 ∩Aσkjk | = n−1 and |Aσ1j1 ∩Bσkjk | = n−1 (i.e. starting
with x2 and going counterclockwise we count n− 1 points until we hit Sσkjk and
similarly when starting with xn+2 and until we hit S
σk
jk
we count n− 1 points
as well).
x1
x2
x3
x4
xn
xn+1
xn+2
xn+3
xn+4
x2n+1
x2n
x2n−1
Sσkjk = S
1
n
Sσkjk = S
−1
nSσ1j1 = S
1
1
Figure 1. Σa(n−1,n−1) corresponds to the number of maximal
incompatible split systems {Sσ1j1 , . . . , Sσkjk } with Sσ1j1 = S11 and
Sσkjk = S
−1
n . Σ
a
(n−1,n) is the number of those with S
σ1
j1
= S11 and
Sσkjk = S
1
n.
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(b) M ∈Mb if and only if Sσ1j1 = S−11 . In this case, we have |Mb| = Σb(n−1,n−1) +
Σb(n−1,n) where by symmetry Σ
b
(n−1,n−1) = Σ(n−1,n−1) stands for the case where
Sσkjk = S
−1
n and Σ
b
(n−1,n) = Σ(n−1,n) for the case where S
σk
jk
= S1n+1.
x1
x2
x3
x4
xn xn+1
xn+2
xn+3
xn+4
x2n+1
x2n
x2n−1
Sσkjk = S
−1
n S
σk
jk
= S1n+1
Sσ1j1 = S
−1
1
Figure 2. Σb(n−1,n−1) corresponds to the number of maximal in-
compatible split systems {Sσ1j1 , . . . , Sσkjk } with Sσ1j1 = S−11 and
Sσkjk = S
−1
n . Σ
b
(n−1,n) is the number of those with S
σ1
j1
= S−11
and Sσkjk = S
1
n+1.
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(c) M ∈Mc if and only if Sσ1j1 = S12 . In this case, we have |Mc| = Σc(n−1,n−1) where
by symmetry Σc(n−1,n−1) = Σ(n−1,n−1) stands for the case where S
σk
jk
= S1n+1.
x1
x2
x3
x4
xn xn+1
xn+2
xn+3
xn+4
x2n+1
x2n
x2n−1
Sσkjk = S
1
n+1
Sσ1j1 = S
1
2
Figure 3. Σc(n−1,n−1) corresponds to the number of maximal in-
compatible split systems {Sσ1j1 , . . . , Sσkjk } with Sσ1j1 = S12 and Sσkjk =
S1n+1.
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Summing up, we obtain the formula
|M| = Θn = 3Σ(n−1,n−1) + 2Σ(n−1,n)
and it is easy to see that we furthermore have the following recurrence relations:
Σ(n−1,n−1) = Σ(n−2,n−2)+Σ(n−3,n−2) and Σ(n−1,n) = Σ(n−2,n−1)+Σ(n−2,n−2) and
the initial conditions Σ(0,0) := 1, Σ(0,1) := 0 and Σ(1,1) := 1. If one considers the
three roots {σ1, σ2, σ3} of the equation x3 − x− 1 = 0 given by
σ1 =
1
3
(
27
2
− 3
√
69
2
) 1
3
+
(
1
2
(
9 +
√
69
)) 1
3
3
2
3
,
σ2 = −1
6
(
1 + i
√
3
)(27
2
− 3
√
69
2
) 1
3
−
(
1− i√3) ( 12 (9 +√69)) 13
2 · 3 23 ,
σ3 = −1
6
(
1− i
√
3
)(27
2
− 3
√
69
2
) 1
3
−
(
1 + i
√
3
) (
1
2
(
9 +
√
69
)) 1
3
2 · 3 23
and the three roots {τ1, τ2, τ3} of the equation x3 − 2x2 + x− 1 = 0 given by
τ1 =
1
3
2 +(25
2
− 3
√
69
2
) 1
3
+
(
1
2
(
25 + 3
√
69
)) 13 ,
τ2 =
2
3
− 1
6
(
1 + i
√
3
)(25
2
− 3
√
69
2
) 1
3
− 1
6
(
1− i
√
3
)(25
2
+
3
√
69
2
) 1
3
,
τ3 =
2
3
− 1
6
(
1− i
√
3
)(25
2
− 3
√
69
2
) 1
3
− 1
6
(
1 + i
√
3
)(25
2
+
3
√
69
2
) 1
3
,
one can verify that
Θn = σ1τ
n
1 + σ3τ
n
2 + σ2τ
n
3 .
Note that Θ0 is one. The first values of Θn for n ≥ 1 are listed in the following
table:
n 1 2 3 4 5 6 7 8 9 10
C2n+1 C3 C5 C7 C9 C11 C13 C15 C17 C19 C21
Θn 3 5 7 12 22 39 68 119 209 367
The numbers Θn can also be proved to correspond to the coefficient of z
n in the
power series expansion in a neighborhood of the origin of the analytic function
z 7→ 3z − z
2
1− 2z + z2 − z3 .
Finally, it is not difficult to compute the number of k-dimensional cells of
E(C2n+1) as a function of k and n as it is done in [18]. Indeed, note that for
a 0-cell ψ ∈ T¯ (S, α), it is easy to see that ψ is in the maximal cell [µ] if and only
if for any split S = {A,B} ∈ S where |A| = n + 1 and A ∈ supp(ψ), one has
S ∈ S(µ). More generally, for every k ∈ {0, . . . , n}, there is a bijection between
the k-dimensional cells of E(C2n+1) and the set of pairs (S¯, S¯ ′) where S¯ is a split
subsystem of S with k elements and S¯ ⊂ S¯ ′. The correspondence between [ψ] and
(S¯, S¯ ′) is given by picking for every S = {A,B} ∈ S where |A| = n+1, the function
ψ in such a way that S(ψ) := S¯, ψ(B) = 0 if S ∈ S¯ ′ \ S¯ and ψ(A) = 0 if S ∈ S \ S¯ ′.
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Figure 4. List of all 12 maximal incompatible split subsystems
for C2n+1 = C9. The first three lines correspond to the nine 4-
dimensional maximal cells of E(C2n+1) and the last line corre-
sponds to the three 3-dimensional maximal cells.
5.3. Example. Let (X, d) be an infinite connected bipartite (4, 4)-graph endowed
with the shortest-path metric. Let S = {A,B} be an alternating split onX (cf. [2]).
Assume by contradiction that S has isolation index αdS ∈ {0, 1/2}. We show that
αS = 1. Since all isolation indices of splits on X are in
1
2Z, it follows that one can
find four points r, s, u, v ∈ X such that r, s ∈ A, u, v ∈ B and αd{{r,s},{u,v}} = αdS .
We can now consider a finite subgraph Y of X such that
(a) Y is a bipartite (4, 4)-graph and
(b) I(r, s) ∪ I(r, u) ∪ I(r, v) ∪ I(s, u) ∪ I(s, v) ∪ I(u, v) ⊂ Y .
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In general, the restriction d|Y×Y does not coincide with the shortest path metric dY
on Y . However, by (b), it follows that for any a, b ∈ {r, s, u, v}, one has dY (a, b) =
d|Y×Y (a, b). Note that SY := {A∩Y,B∩Y } is an alternating split of Y (restrictions
of alternating splits to (4, 4)-subgraphs are easily seen to be alternating again) and
αdYSY ≤ αdY{{r,s},{u,v}} = α
d|Y×Y
{{r,s},{u,v}} = α
d
S ≤ 1/2.
However, by (a), (Y, dY ) is a finite bipartite (4, 4)-graph and thus by [2, Proposi-
tion 8.8], it follows that αdYSY = 1 which contradicts the above. If now SA denotes
the system of all alternating splits of (X, d), note that for any x, y ∈ X such
that d(x, y) = 1, there is a unique S ∈ SA such that S(x) 6= S(y). Note that
d0 := d −
∑
S∈SA
δS is a pseudometric by Theorem 1.3. Hence for any a, b ∈ X ,
consider a path a = x0, x1, . . . , xm−1, xm = b in (X, d), we have
d0(a, b) ≤
m−1∑
i=0
d0(xi, xi+1) = 0.
It follows that d0 is identically zero and thus d is totally split-decomposable. More-
over, (X, d¯) satisfies the (LRC). Indeed, the isometric cycles in (X, d¯) are gated
(cf. [2, Theorem 8.7]), it follows that (X, d¯) has 1-stable intervals and thus by the
proof of [15, Theorem 1.1], we obtain the desired result. Examples of such infinite
bipartite (4, 4)-graphs are given for m ≥ 4, for σ any element of the symmetric
group Sm and for {rσ(i)σ(i+1)}i∈{1,...,m} ⊂ N ∩ [2,∞) ∪ {∞} by the Cayley graph
of Coxeter groups of the form
C = 〈s1, . . . , sm| (sσ(1)sσ(2))rσ(1)σ(2) = 1, . . . , (sσ(m−1)sσ(m))rσ(m−1)σ(m) = 1,
(sσ(m)sσ(1))
rσ(m)σ(1) = 1 〉 .
The restriction on the number of relations ensures that the Cayley graph is planar,
m ≥ 4 ensures that the degree is at least four and the condition rσ(i)σ(i+1) ≥ 2 for
every i ensures that each face contains at least four vertices.
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