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ABSTRACT 
This paper extends the theory concerning the three-level E.A.D.I. schemes to cover the numerical 
solution of more general (than the trivial first boundary value problem for Poisson's equation in 
a square) two-dimensional second order elliptic problems. Moreover numerical examples proving 
the validity of the theory developed are presented and general conclusions are drawn. 
1. INTRODUCTION AND PRELIMINARIES 
Let Lu= f (1.1) 
be a second order elliptic equation over the open two- 
dimensional region R. In (1.1) L is an elliptic operator, 
f a known function and u the unknown function, 
which is assumed to be sufficiently differentiable and 
which satisfies ome conditions on the boundary 3R 
of R. Let it also be that a suitable Finite difference 
discretisation of (1.1) leads to the solution of the 
problem 
Au = b, (1.2) 
where A is a matrix of order n and u and b are two 
n-dimensional vectors with b known and u unknown. 
The components of the latter are approximate values 
ofu in (1.1) at the nodes of the grid imposed on 
R = RId a R. Under certain circumstances, depending 
on L, R, the boundary conditions, the grid imposed 
and the finite difference formulas used, the matrix 
operator A in (1.2) can be split into the sum 
A = A 1 + A2, (1.3) 
where the matrices Aj Ij = 1, 2 
a) commute and 
b) each is similar to a real non-negative diagonal matrix 
[1]. It should be noted that it may happen in some 
cases that A 1 and A 2 do not have the aforementioned 
properties but one can premultiply (1.2) by a suitable 
real positive diagonal matrix P so that PA 1 and PA 2 
possess the desired properties [2]. A subcase of the 
previous described situation exists where the Ai's in 
(1.3) satisfy the assumption (a) and at the sam~ time 
are real symmetric semi-positive definite matrices ([3], 
p. 209) or can be made such matrices by a premultipli- 
cation by a suitable real positive diagonal matrix P (see 
[41, [5], [6] and [71). 
Let now aj be the eigenvalues ofAj Ij = 1, 2. We shall 
have 
/aj~<aj~vj, /aj>--0 I j=1,2 and/a l+/a2>0 
(1.4) 
(the case/~1 + #2 = 0 will not be examined here). In 
(1.4) /~J and v. are either the true values of the smallest 
J 
and largest eigenvalues ofAj respectively orgood lower 
and upper bounds of them. The latter can be found by 
analytical methods like the ones described in [8], [9] 
and [10] or by standard computational methods (see 
e.g. [11] and [121). 
A class of methods used for the numerical solution of 
large sparse linear systems of the form (1.2) are the 
three-level or second order ones. These methods were 
also used in the past either as stationary or non-sta- 
tionary in connection with A.D.I or E.A.D.I. schemes 
(see the works by Cannon and Douglas [13], Hadjidimos 
[14], Evans and Avdelas [15] and the most recent one 
by the present authors [16]). 
In this paper we extend and apply the theory developed 
in [16] to more general elliptic equations than that of 
Laplace's used in [15] by adopting the basic form of 
the stationary three-level E.A.D.L scheme used in [15]. 
Thus we have been able to obtain expressions for the 
various optimum parameters involved, similar to those 
found in [15] and also to give the total number of itera- 
tions required to reduce the second norm (this norm 
will be used throughout the paper) of the initial error 
vector below'a given factor e. The latter was not possible 
to be found by the theory of [15] even in the simple 
case of the Dirichlet model problem which was worked 
out there. In addition we show that in the case of the 
aforementioned problem the theoretical number of 
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iterations required to solve it agrees with the numer- 
ical results found in [15] and also that the method 
we present is far better than the one given in [16]. 
2. THREE-LEVEL ITERATIVE METHODS 
Let us consider the three-level iterative scheme defined 
by 
u (m+ 17 = Gu (m) + Hu (m-l) + k Im ~ 1, (2.1) 
where u (m) is the mth iteration approximation to
the solution u of (1.2) 
(u (0) = u (17, but otherwise arbitrary), G and H are 
matrices of order n which commute and each is similar 
to a real diagonal matrix and k is an n-dimensional 
vector. It is assumed that scheme (2.1) is completely 
consistent with linear system (1.2), that is (1.2) and 
(I-G-H)u = k, where I is the unit matrix of order n, 
possess the same unique solution. Here we observe 
that scheme (2.1), for m = I and in view of the arbi- 
trary choice ofu (0) = u (1), can be written as the two- 
level scheme 
u (2) = (G + H)u (1) + k. (2.1a) 
This simply suggests that in order to be able to apply 
a three-level scheme of the type (2.1), with u(0) = u(1) 
arbitrary, it is equivalent to choosing any u(1) arbi- 
trarily (forgetting about u(0) altogether), next using 
(2.1a) to obtain u(2) and then applying (2.1) for 
m I> 2. This observation holds for all the three-level 
schemes which we shall be dealing with in the follow- 
ing sections. However, in order to facilitate the sub- 
sequent analysis we shall stick to the scheme (2.1) as 
it stands, under the assumption that u(0) = u(!) ar- 
bitrary. 
The basic hypotheses concerning G and H in (2.1) 
imply that there exists a non-singular matrix W such 
that W-1GW an d W-1HW are similar to real diagonal 
matrices (see [17], th. 4.2, p. 515). This, in turn, im- 
plies that the columns wj I j = 1 (1) n of W constitute 
a complete common set of independent e.igenvectors 
for G and H. Thus, if we follow the analysis in [16] 
and put 
~m~ = u (m) - u = j= l  ~ --TJ~m) wj [m = 0, 1, 2 .... , (2.2) 
where e (m7 is the error vector at the mth iteration 
and 7} m) Ij = 1 (1) n are constants, we shall have 
e(m + 1) _ Ge(m) _ He(m-l )  = 0 Im > 1, (2.3) 
with 
e(07 =" ~ _ n j= l  "/}O)wj = e(1)= j=1 ~ 7} l )w j - j~ l  7j wj. 
(2.4) 
Substituting the RHS of (2.2) into (2.3) we obtain 
(m+l)  o, j -g j  j j  = 
where ~. and hj are the eigenvalues of G and H cor- 
responding to/he eigenvector w- Ij = 1 (1)n. Because 
of the independence of wj Ij = ~ (1) n, (2.5) implies 
that 
qm+l ) -g j~/}m)-h j 'y~m-1)=0 Ij-- l(1)n, m>l .  
(2.6) 
For eachj = 1 (1)n in (2.6) we have to solve an homoge- 
neous linear difference quation of second order whose 
characteristic equation is
~(x)=x2-g jx -h j= 0 l j=l(1)n,  (2.77 
with initialconditions 3'}07 = 7}1) = 7j I j :  1(1)n. 
The solution of (2.6) is given by the formula 
3~}m+l)=vjvj I j= l t l )n ,  m>~l, (2.87 
where, if the roots Xlj, x2j of any of (2.7) are not 
equal, we have 
m+ m+l  
Xlj 1 (1-x2j) - x2j (1-Xl j )  
Tj = , (2.9) 
Xlj - x2j 
while, if for somej the roots are equal (Xlj = x2j), 
we have 
m m-1 Tj= E m-k  k m-k -1  k 
k=0 Xlj x2j-xljx2j k=Z0 xlJ x2j ' 
(2.10) 
which is obtained from (2.97 by a limiting process. It 
is worthwhile to point out that even in the case of non- 
equal roots (real or complex) the expression (2.107 is 
obtained from (2.9) by simply dividing out the numer- 
ator by the denominator. 
The convergence of scheme (2.1) is studied in the same 
way Young did (see [17], p. 486 and [1817. According 
to this we set 
e (m7 = Fe (m-l) = Pine (07 Im= 1,2, 3 .. . . .  
where 
[e(m + 1)] '  
with 0 being the n x n null matrix. If x is an eigenvalue 
of P then 
det(xI -P)=det[[xI I - I [ [ -H x l -G  ] ]=act  
= det (x2 I -xG-H)= 0. (2.11) 
The following theorem, which generalises the one given 
in [16], is presently stated and proved. 
~r~'Leorel,n 
Let I be the unit matrix of order n, G and H n x n 
matrices and let there exist a non-singular matrix W 
such that W-1GW and W-1HW are similar to real 
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diagonal matrices. Let also wj I j=  l (1)n  be the col- 
umns of W which constitute a complete common set 
of independent eigenvectors for G and H. Then every 
number a, which satisfies the last relationship in (2.11), 
will satisfy one of  the equations (2.7) and vice versa. 
Proof 
Let a be a number such that det  (a2 I -aG-H)  = 0. 
This equation suggests that one of the eigenvalues of 
the matrix a2 I -aG-H must be equal to zero. Now, 
ffwj Ij = 1 (1) n is a common eigenvector of G and H 
we shall have (a2 I -aG-H)wj  = (a 2 -ag j  - hj)wj. 
The latter implies that the mat/ix a2I  ,aG-H has as 
eigenvalues the numbers a2 -ag j  - hj and correspond- 
ing eigenvectors wj [j = 1 (1) n. As we have proved, at 
least one of the eigenvalues of a 21 - aG - H must be 
zero, implying that for some j we must have 
a 2 -  agj - hj = 0, i.e. a satisfies ome of the equa- 
tions (2.7). Conversely, let a be a number satisfying 
(2.7) for somej = 1 (1) n. Then we have a 2 -a~ -hi =0. 
If wj is the common eigenvector of G and H corre- 
sponding to the eigenvalues gj, hj,  we shall have 
(a 2 - agj -h j )  wj = 0 or (a2I - aG -H)wj = 0 or 
det (a2I - aG - H) = 0 (since w_. ~ 0), i.e. a satisfies 
the last relationship in (2.11). T~ais completes the 
proof of the theorem. 
From the above theorem and the fact that r is the 
iterative matrix of  scheme (2.1) we have that the 
roots Xl j  and x2j  [j = 1 (1) n of (2.7) are the eigen- 
values of P, so that scheme (2.1) converges fff 
Ix l j  l, Ix2j [ < 1 [j = 1 (1) n.. Sufficient and necessary 
conditions for these relationships to hold are the fol- 
lowing 
a) ¢ ( ! )>0,  b) ¢ ( -1 )>0,  c) Ih j l< l  I j=l(1)n 
(2.12) 
(see e.g. [17], lem. 2.1, p. 171). 
Having established the criteria for the convergence of 
scheme (2.1) we can very easily find out, by using the 
relationships (2.2), (2.4) and (2.8), that in order to 
obtain the number m of iterations required to achieve 
[] e(m + 1)II / II e (0) II < e, where e (0 < e < 1) is a pre- 
assigned number, it is sufficient o have 
T = max ITjl < e Ij = 1 (1) n, (2.13) 
J 
with Tj being given by (2.9) or (2.10) respectively. Let 
J l  he the set of  indices j for which the discriminant D
of the corresponding equation (2.7) is positive and 
J2 - {1, 2 ..... n)  - J l  be the set of j 's  for which D < 0. 
Let also S = max {Sl, $2} , where the numbers S 1 
and S 2 are defined in what foUows. First we put 
.max [Tj]--- S 1. (2.14) 
J ~ J l  
Next, if we call by y the maximum absolute value of 
Xl j ,  x2j [j e j2 then by virtue of (2.10) we shall have 
max IT. [ < max {k~0 i m-k[x2 j  [k 
J~J2 J J~J2 = [Xlj[ 
m-1 [m-k -1  
+ Ix l j l l x2 j l k :0 lx l j  [x2jl k} 
m y2 n~-I ym-1 
< ~ ym+ =ym(m+l+my)=S2"  
k=0 k=0 
(2.15) 
Relationships (2.13), (2.14) and (2.15) give that T • S. 
Consequently in order to have T < e, it is sufficient 
that S < e. 
3. E.A.D.I. THREE-LEVEL ITERATIVE SCHEMES 
For the numerical solution of linear system (1.2) we 
use the three-level E.A.D.I. iterative scheme proposed 
in [15]. This is the following 
(I -~ rA1) u (m + 112) = [(I + rA1) - corA]u (m) 
+ E(I + rA1) (I + rA2) (u (m) - u (m- l ) )  + c0rb 
(I + rA2) u (m + 1) = u(m + 1/2) + rA2u(m), 
Im ~ 1 (1) 
where r is a positive acceleration parameter, 60 is a 
positive extrapolation parameter, £ is a positive par- 
ameter and u (m + 1/2) is an intermediate approxima- 
tion to u (m). By eliminating u(m + 1/2) from the equa- 
tions of scheme I we get the following three-level one 
U (m + 1) = [(£+I)I- corA(l +rA1)-l(l + rA2)-l]u (m) 
- Eu (m- l )  + cor(I+ rA1 )-1 (I+ rA2)- lb Im ~ 1. 
(3.1) 
The iterative scheme (3.1) is of exactly the same form 
as scheme (2.1). Therefore the corresponding variables 
Xl j ,  x2j  [j = 1(1)n are the roots of the equations 
~o(x)-x2-(E+l-coX)x+ ~=0 [j=l(1)n, (3.2) 
where 
X= r (a l÷ a2) (3.3) 
(1 + ral) (1 + ra2) ' 
with a I and a 2 being the eigenvalues of A 1 and A 2 cor- 
responding to the same eigenvector and satisfying rela- 
tionships (1.4). If, now, we restrict ourselves to con- 
sidering values of the various parameters involved such 
that for all equations (3.2) we have for their discrimi- 
nants D that D < 0 and work as in [15], then for a 
fixed r > 0 the parameters J~ and co satisfy the follow- 
ing equations 
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£ +l-COXmi n = 2~ 1/2 
J~ +l-WXma x = -2  £1/2. (3.4) 
In (3.4), Xmi  n and Xma x are the minimum and the 
maximum values of ~ in terms of r when a I and a 2 
vary in the ranges defined by (1.4). Because of (3.4), 
however, the roots of each of the n equations of (3.2) 
are either complex conjugate or real and equal. In both 
cases these roots have the same absolute value 
y = ~ 1/2. Thus, by virtue of the def'mition of S in 
the previous ection, we shall have 
S = gm/2 (m + 1 + m j~l/2). (3.5) 
On the other hand the values of ¢o and ~ given by 
(3.4) are 
112 )~L) ]2  ¢o = [2 / (Xmi  n + (3.6) 
and 
1/2 1/2 1 1/2 1/2 2 
£ = [(1- Xmi  n / Xmax)/( + ~min/Xmax)] . (3.7) 
For a fixed m the minimization of S in (3.5) takes 
place for the minimum JL By virtue of (3.7) the par- 
ameter g becomes a minimum, when the ratio 
Xmi  n / Xma x is maximized with respect to r. The latter 
constitutes a problem which was solved in [9], where 
the optimum values for the parameters , Xmi  n and 
Xma x are given in table IV of that paper. Therefore, 
after having found the optimum values for r, Xmi n 
and Xma x the optimum values for a~ and ~ can be 
obtained from (3.6) and (3.7) respectively. Thus we 
are now able to apply scheme I to solve the problem 
in hand. Hence, if we want to reduce the norm of the 
initial error vector e(0) by a factor e it is sufficient o 
fred computationally the smallest m for which 
pm ( re+l+ rap) < e, (3.8) 
where p stands for the optimum value of gl/2. 
4. APPLICATION TO THE DIRICHLET PROBLEM 
Assume that we solve the Dirichlet problem 
a2u B2u 
+ = (x  1 , i~x2 i}x2 f l '  x2) e~ R 
(4.1) 
u (x 1, x2) = f2' (x I , x2) e a R, 
where R is the open unit square and f 1 and f2 are 
given functions. For the numerical solution of prob- 
lem (4.1) we follow Varga ([3], p. 209). Thus we im- 
pose a uniform mesh size h = 1/N(N/> 3) on R and 
approximate he differential equation in (4.1) at each 
internal node by a 5-point difference formula. The 
totality of difference quations thus produced yields 
a linear system of the form (1.2), with A being given 
by (1.3) and the matrices A- Ij = 1, 2 being real sym- 
J 
metric ones of order (N - 1) 2 (A 1 corresponds to a 
horizontal operator and A 2 to a vertical one). The 
matrices Aj are of the following forms 
A I= J~)U and A2=U(~,  (4.2) 
with J being the unit matrix of order N-1 and U a 
tridiagonal symmetric matrix of the same order which 
has diagonal elements equal to 2 and off-diagonal ones 
• equal to -1. The symbol ~)  in (4.2) denotes tensor 
product as was defined in Halmos ([19], p. 95) and 
was used by Lynch, Rice and Thomas [20], for the 
first time, to express in a compact form the operators 
A 1 and A 2. By using tensor product properties and 
relationships (4.2) we can easily prove that the matrices 
Aj commute and that their different eigenvalues are 
given by the expressions 
kilt 
a j=4s in  2 ~ -4~k j  I j=1,2 ,  k j= l (1 )N-1 ,  
(4.3) 
so that each eigenvalue of A 1 is combined with each 
eigenvalue of A 2, in the sense that they correspond to 
the same common eigenvector. In addition we have 
that 
#1 =/a2 =4sin2 7r =4~ 1 and 
2N 
V l=V2=4cos  2 ~r =4~ N- l"  (4.4) 
2N 
Here it should be mentioned that in [16] we solved the 
same problem by using the stationary analogue of the 
three-level non-stationary E.A.D.I. scheme proposed 
in [14], which, in turn, was the extrapolated scheme 
of the non-stationary A.D.I. one presented in [13]. 
More specifically we used the scheme below 
(I + rA1)u (m + 1/2) = [ (I + rA1) -~0 (I + 2rA)]u (m) 
+ a~(I-rA)u (m-l) + 3rb [m/> 1 (II) 
(I + rA2)u(m+ 1) = u(m+ 1/2) + rA2u(m). 
In scheme II r is a fixed positive acceleration parameter 
and ¢o is the extrapolation parameter. 
In the non-stationary case (see [13] and [14]) r was 
given a set of values r t It = 1 (1)t 0 through the relation- 
1 , where the ~(t), s[t = 1 (1)t o were ships r t - 8~ (t) 
defined by means of the relationships 
~(t)_ 1 /1+~ ~t-lg I t= l (1) t  0, (4.5) 
1 -6  Xl ---7"g - j  ~1 
t o was the first integer for which 
1 (4.6) ~(t0)>/ 1+ ~ ~N-I 
and ~ a given number such that 0 < ~ < i. Thus, in the 
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non-stationary case and in view of (4.3), products of 
the form r t (a I + a2) obtained the values 
(~kl + ~k2) / 2~ (t) It = 1 (1)t 0. This was very helpful 
because, by virtue of (4.3) and (4.4), all possible 
sums ~kl + ~k2 belonged to the interval [2~1 , 2~N_l] , 
which interval was covered by the union of subintervals 
[2(1-~)~ (t), 2(1 + 6)~(t)] It= l(1)t 0. The latter 
facilitated the whole analysis. Now, if we try to form 
the stationary analogue of the non-stationary scheme 
given in [14] we have to put t o = 1. Therefore, (4.5) 
and (4.6) give 
= ~(1) 1 ~=1 = ~(t0)- 1 
= 1 - ~i 1 +~ }N-l" 
Thus ~ = cos ¢r which implies ~ = 1/2 and r = 1/4 • 
N 
The elimination of u( m + 1/2) from the equations of 
scheme II and the multiplication from the left of the 
resulting three-level scheme by (I + rA2)-i (I + rA1)-I 
gives as the corresponding characteristic equation the 
following 
[ [ l+2(~k l+ ~k2)] ] 
~o(x)--x 2 -  1 ( l+~k i ) ( l+~k2)  CO x 
(t~kl + gk2-1) 
+ (1+ t~kl ) (1 + gk2) co = 0. (4.7) 
By using (2.12) it is easy to show that co satisfies 
0 < 6o < 1, where its lower bound is a sufficient and 
necessary condition while the upper bound is only a 
sufficient one. Since, as is easily proved, the discrimi- 
nant of (4.7) is positive, (2.9) can be used for any 
given N to find computationally the optimum co, de- 
noted by COop t, OUt of a set of values, say 0.01(0.01) 
2.00, so that the corresponding S defined in section 2 
be a minimum. 
5. NUMERICAL RESULTS 
Assume that we want to solve numerically the Dirichlet 
problem (4.1), with f l  -= f2 =- 0, by using schemes I 
and II so that to reduce the norm of the initial error 
vector below e = 10 -4, for the following numbers of 
mesh subdivisions N = 3(1) 15, 20(5)30, 50 and 75. 
The specific problem has been chosen because it is the 
same as the one worked out in [15], by using scheme . 
II, and on the other hand because it has the great 
advantage that both the theoretical solution of the 
continuous problem (4.1) and that of the correspond- 
ing discrete one (1.2) are equal to zero. So they coin- 
cide at the nodes of the imposed grid. This also im- 
plies that u(m) Im = 0, 1, 2 .... of either scheme I orlI 
will coincide with the corresponding e(m). Therefore, 
not only the optimum values for the parameters r, 60 
and ~ are already available (they are given in table 1 
of [15]), but so are the numbers of iterations required 
which were found experimentally b starting with the 
second order analogue of scheme I, from (2.1a), and 
taking arbitrarily u(1) = e (1) a vector with all its com- 
ponents equal to 1 and N = 10, 20, 30 and 50 (see table 
2 of [15]). Moreover the optimum numerical results 
found in [16], where scheme II was used, were extended 
to cover this present case as well. In the table of the 
optimum parameters, which follows, we give also the 
numerical results which correspond to a quite artificially 
constructed scheme. This new scheme is in fact scheme 
I, where r is taken equal to 1/4 (as in scheme II), while 
the other parameters co, ~ and m are given by the for- 
mulas (3.6), (3.7) and (3.8), with p = ~1/2. It is pointed 
out that because of (4.3) and (4.4) it is easily derived, 
by taking derivatives, that the extreme values for X, in 
(3.3), are 
2t21 2~N_ 1 
Xmi  n = , kma x = 
(1 + ~21) 2 (1 + ~N-1) 2 
The above values are used in order to fred the param- 
eters co, g and m for this artificial scheme. 
The optimum results of the table can be visualised in a 
graphic. Thus we plot three curves corresponding to 
the three schemes used. The x-axis represents he num- 
ber of mesh subdivisions N while the y-axis represents 
the logarithm (to the base 10) of the number of itera- 
tions m. 
From the table of optimum parameters and the corre- 
sponding figure the following two conclusions can be 
drawn :
i) for all values of N scheme I with r = rop t is better 
than scheme I with r = 1/4 (something which should 
have been expected) and at the same time both schemes 
are far better than scheme II and 
ii) the optimum numbers of iterations m for the selected 
values ofN = 10, 20, 30 and 50 obtained here theoreti- 
cally and given in the table of optimum parameters 
agree with the corresponding umbers of table 2 of [15], 
which were found experimentally. 
6. FINAL REMARKS 
Having in mind the theory developed in this paper as 
well as the numerical results of the previous ection we 
can make the following five final remarks. 
i) As was shown in section 1-3 the theory developed 
in [15], which covered only the case of the first bound- 
ary value problem for Laplace's equation in the unit 
square, can be extended to cover more general elliptic 
problems of second order, at least, for which the two 
basic assumptions of their corresponding discrete prob- 
lem hold. 
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0.001294 4 2.497517 
0.007470 5 !. 2.887596 
0.017443 6 3.275108 
0.029437 7 3.630000 
0.042339 8 3.946745 
0.055519 9 4.227182 
0.068628 9 4.475261 
0.081473 10 4.695230 
0.093954 11 4.891009 
0.106020 11 5.066016 
0.117652 12 5.223162 
0.128847 12 5.364898 
0.139615 13 5.493284 
0.187627 15 5.987001 
0.2276.04 17 6.320022 
0.261492 19 6.559171 
0.359110 26 7.083045 
0.435935 32 7.369973 
~opt 
Scheme II
m coopt m 
0.011240 5 0.82 12 
0.039135 8 0.88 18 
0.077317 10 0.92 26 
0.120000 12 0.95 34 
0.163471 14 0.96 52 
0.205704 16 0.97 68 
0.245714 18 0.98 80 
0.283104 21 0.98 112 
0.317790 23 0.99 116 
0.349853 25 0.99 150 
0.379450 27 0.99 188 
0.406771 30 0.99 228 
0.432010 32 0.99 270 
0.533141 44 0.99 502 
0.604722 55 0.99 784 
0.657658 67 0.99 1128 
0.777735 117 0.99 3128 
0.845723 180 0.99 7036 
- -  T 
5 i0 20 30 50 75 
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ii) It is possible to know in advance the total number 
of iterations required to reduce the norm of the initial 
error vector by a preassigned factor e, if good bounds 
on the eigenvalues are known. This could not be given 
by the theory developed in [15]. 
iii) At least in the case of the Dirichlet problem in the 
unit square the optimum number of  iterations found 
theoretically, in this present paper, almost coincides 
with the corresponding number found experimentally 
in [15], so that the theory is verified in practice. 
iv) As was pointed out in [15], the optimum stationary 
Peaceman-Kachford A.D.L scheme is as good as the 
corresponding optimum stationary SOR method (see 
[3], p. 216), while the opt imum stationary E.A.D.I. 
schemes are at least as good as the corresponding 
A.D.I. ones (see Hadjidirnos [21]). It was also previ- 
ously observed that the opt imum computational re- 
suits for scheme I obtained by the theory developed 
in this paper agree with the ones found experimentally 
by using the same scheme in [15]. Moreover the latter 
results were better than the corresponding ones ob- 
tained by the Optimum stationary two-level E.A.D.I. 
scheme for N ~> 10, as the CPU times in tables 2 and 
3 of [15] indicated. Consequently it is concluded that, 
at least for the model problem we worked out, the 
stationary three-level E.A.D.I scheme I is better than 
the corresponding stationary SOR method. 
v) Although it would appear that non-stationary three- 
level schemes would not in general be substantially 
better than stationary ones (see [12], chapter 16), in 
view of  the previous remark (iv) we are encouraged to 
make an attempt in the direction of  Finding non-sta- 
tionary three-level E.A.D.I. schemes based on the 
theory developed in this paper, which will converge 
faster than even the most powerful non-stationary two- 
level ones known so far. 
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