This paper discusses the applicability of a multi-sector business cycle model to the Japanese economy. Through dynamic factor analysis, output fluctuations are decomposed into aggregate and sectoral shocks. It is shown that independent sectoral shocks are more significant than common shocks, which conclusion is consistent with the model proposed by Long and Plosser (1983).
INTRODUCTION
Following the seminal works of Slutsky (1937) and Frish (1938) , business cycle research has focused on identifying impulses and propagation mechanisms and on evaluating the adherence of the business cycle model to existing data or, occasionally, to "stylized" facts. In the process, an enormous number of business cycle models with different sources of shocks and different propagation mechanisms have been introduced. Compared to the developments in modeling, however, there have been relatively few studies on the so-called stylized facts, particularly outside the U.S.
In their textbook, Cooley and Prescott (1995) list ten stylized facts about the U.S.
economy. The first relates to the co-movement of employment and GDP; i.e., employment is strongly pro-cyclical in the U.S. economy. Based on this "fact", most business cycle models adopt the intertemporal substitution of leisure as one of the main amplifying mechanisms. But if we turn to an examination of other countries, such as Japan, it is no longer clear whether these frequently cited stylized facts apply.
For example, Figure 1 shows movements of employments and output in Japan from [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] in Japan.
1 Obviously there is no clear co-movement among GDP, employments, and the unemployment rate. This implies that the standard real business cycle models that rely heavily on intertemporal substitution of leisure, such as the models of Kydland and Prescott (1982) or Hansen (1985) , might not be good starting points to investigate business cycles in Japan.
While most business cycle models, including the models of Lucas (1972 ) or Hansen (1985 , rely on the labor-leisure choice as their propagation mechanism, there is one famous exception. The model described in Long and Plosser (1983) is different from other business cycle models in many respects. First, their model contains multiple 1 GDP and employment are detrended using an hp-filter. All the data are seasonally adjusted.
Details of the data are provided in the following section.
production sectors. A sector whose outputs are mainly used as production inputs in other sectors can be regarded as the leading sector in the economy; that is to say, the sector is understood to be more influential in business cycle than the others. Second, Long and Plosser assume no serial correlation in technological shocks. The shocks are independent across sectors and over time. The i.i.d. impulses create prolonged fluctuation in the aggregate output through the input-output relation among sectors.
Third, although their model contains labor-leisure choice, labor inputs become constant over time. This property is a by-product of their specification of technology and preferences. It is worth noting, however, that the Long and Plosser model does not rely on the intertemporal substitution of leisure as its propagation mechanism. Several empirical analyses have been mane according to this model using U.S. economic data. While few investigations have been made using Japanese data, this type of business cycle model might actually more applicable to the Japanese economy might actually be more appropriate for this type of business cycle model, since the Japanese economy due to the fact that the Japanese economy shows little correlation between employment and output, while the U.S. economy shows strong pro-cyclicality for employment . Accordingly, this paper analyzes business cycles in Japan using a model based on that of Long and Plosser (1983) .
Although Long and Plosser (1983) it is necessary to decompose output fluctuations in each sector into common and sectoral shocks, which can be achieved by means of the dynamic factor analyses developed by Stock and Watson (1987) . The empirical results suggest that aggregate shocks are too small to support single sector models; that is to say, aggregate shocks in Japan have only limited power to explain output fluctuations.
Second, changes in economic structures over time are investigated. The Japanese economy experienced rapid economic growth during the 1960s. Since then, the Japanese economy went through several major business cycles such as the oil shocks of the '70s and the "bubble" economy of the '80s. Rolling regressions reveal the structural changes of the economy during the sample period. The results suggest that the common factor increased in importance during the business cycles of the 1980s; i.e., during the "bubble" economy.
The remainder of the paper is organized as follows. The next section gives a brief description of the macroeconomy in Japan and the third section discusses the Long and Plosser model along with its empirical implications. Section four describes the empirical results of dynamic factor analyses. The final section gives concluding remarks and discusses implications for the future.
AN OVERVIEW OF THE JAPANESE MACROECONOMY
This section describes some characteristics of the Japanese macroeconomy. Table 1 shows cross-correlations between GDP and several macroeconomic variables. All data except for the unemployment rates are detrended using an hp-filter with λ = 1600.
The data are seasonally adjusted and cover the 40 years from the first quarter in 1960
to the fourth quarter in 1999.
The standard deviation of private consumption is about 80% of the standard de-viation of GDP. Non-residential investment is 4 times more volatile than GDP. Both consumption and non-residential investment are highly procyclical, much as in the U.S. On the other hand, the weak correlation between employment and GDP, which is highly characteristic of the Japanese economy, is not seen in the U.S. The minimal correlation between employment and GDP is well known in Japan.
3 In fact, it is only very recently that the unemployment rate has begun to vary significantly. Figure 2 shows movement of the total manufacturing index. The data is monthly and seasonally adjusted, and detrended by an hp-filter. The shaded areas indicate the official contraction periods of the Japanese economy as defined officially by the Cabinet Office. The decline in the production index up until the second oil shock of the late 1970s is sharp and corresponds to the shaded areas quite well. After the second oil shock, the movements of the production index seem to be less volatile than before and the correspondence between the index and the contraction periods is vague, suggesting that structural changes have occurred in the Japanese economy during the sample periods.
Taking these results together, we can safely say that in Japan, 1) private consumption, investment, imports, and real wage are pro-cyclical; 2) private consumption is smoother than GDP; and 3) investment is more volatile than GDP. All of these findings are consistent with standard real business cycle (RBC) models such as by Hansen's (1985) . The lack of pro-cyclicality in employment is inconsistent with many RBC models but is consistent with the Long and Plosser model.
THE MODEL
As mentioned above, Long and Plosser's model does not rely on the intertemporal substitution of leisure as the propagation mechanism. 4 In this paper, apart from the specifications of the stochastic environments, the model employed resembles Long and Plosser (1983)'s model.
A representatitve agent with infinite life span maximizes her expected discounted utility from the consumption of n different goods and leisure. The utility function is given as
where 0 < β < 1 and θ i ≥ 0 for i = 1, 2, ..., n. Z t and C it are leisure and consumption of the commodity i at period t, respectively.
There are n production sectors that have linear homogenous technology as follows,
where Y i,t+1 is the total stock of commodity i available at time t+1. L it is the amount of labor inputs used in the production of commodity i. M ijt is the quantity of commodity j allocated at time t to the production of commodity i. λ i,t+1 is a random variable whose value is realized at time t+1. The parameters b i and a ij are nonnegative constant that satisfy
The representative agent has H time available at each period, which gives us the labor resource condition as
Commodity resource allocation can be written as
The stochastic process of λ t = (λ 1,t , λ 2,t , ...λ n,t ) 0 is specified as follows,
where B : 1 × n matrix, g i : a scaler for i = 1, 2, ε t = (ε 1,t , ε 2,t , ...ε n,t ) 0 is a stationary stochastic vector that is independent across sectors and over time, and their first differences follow normal distribution,
5 The depreciation rate is assumed to be 100%. This assumption is necessary for derivations of the value function. 6 The first differences are used for the sake of consistency with the subsequent empirical sections of this paper.
x t represents the unobservable state variable that represents the common shocks across sectors and follows AR2 with error term ω t ,
Vector B can be interpreted as indicating the sensitivities of each sector to the macroeconomic common shock, x t . If B is a zero vector, the economy has pure sectoral shocks only, which corresponds to the case in Long and Plosser. On the other hand, if σ 2 εi = 0 for all i and all the elements in B are identical, the macroeconomic shocks alone can account for all the fluctuations of the outputs.
The representative agent maximizes (1) subject to (2) − (10) . Following Long and Plosser, it is easy to derive the following optimal consumption and input quantities at time t,
and
(12) and (14) imply that employment and leisure are constant over time in this economy. The agent does not change her leisure consumption even if the economy is hit by a large technological shock. This feature derives from the lag that appears in the production function, (2) . Suppose the economy consists of a single production sector, that is, n=1. An increase in λ t+1 raises the marginal productivity of labor at time t. The marginal value of labor, however, also depends on the value of the commodity in terms of the utility. Because of an increase in λ t+1 , the amounts of the commodity and consumption also increase, which decreases the marginal value of the commodity. The two opposing effects offset each other in the model. 7 The derived optimal consumption and the input demands are proportional to the output, which
gives us the following equation,
where
., ln λ n,t+1 ) 0 , and A = (a ij ) : an N × N matrix which is equivalent to the input-output coefficient matrix.
Long and Plosser claimed that even if η t is independent across sectors and over time, the simulated outputs have strong co-movements and serial correlation over time, which is consistent with the U.S. data. The model in this paper has two mechanisms that cause co-movements among outputs in this economy. The first mechanism is the input-output relationship represented by the matrix, A. A shock in one sector is transmitted to other sectors because its product of the sector is used in other sectors as one of the inputs. The second mechanism is the direct effects of the common factor, x t , which affects the outputs of each sector through the vector, B in equation (6) .
The relative importance of the two mechanisms depends on the parameters, which should be estimated through empirical analyses.
7 Since the leisure-labor choice does not play a significant role in the model, Dupor (1999) and Horvath (1998) do not include this aspect in their model.
EMPIRICAL ANALYSES
As is discussed above, Long and Plosser model has several empirical implications that are different from most business cycle models using a single-sector framework.
The first is that it is mainly sectoral shocks rather than macroeconomic shocks, that drive aggregate fluctuations. The second is that the main propagation and transmitted mechanism is the input-output relation. This section considers these implications by investigating Japanese data.
Using a single factor analysis, Long and Plosser (1987) showed that approximately 50% of the variances of the industrial production indices in the U.S. can be explained by the common factor. Norrbin and Schlagenhauf ( One of the differences of this paper from previous studies lies in its consideration of structural change. If structural changes occurred during the sample period, disregarding the said change, might lead to an inappropriate estimation of the common factor. 9 Considering the long sample period, 40 years, it is unlikely that all the parameters in the model are constant over time. In this section, a rolling regression is conducted in order to determine the changes in economic structures and the relative 8 Norrbin and Schlagenhauf wrote several papers with different specifications. Norrbin and Schlagenhauf (1988) used quarterly labor data. Norrbin and Schlagenhauf (1990) and (1991) used industrial production indices in the U.S. The latter includes monetary variables as one of the aggregate shocks. All the papers suggest that although both aggregate and sectoral shocks are important in the U.S., the common factor is more influential than sectoral shocks. 9 The direction of bias depends on the type of structural change.
importance of the common factor over time.
10
Compared to the rich literature on the relative importance of the common factor in explaining sectoral fluctuation in the U.S., there are very few papers that uses the Japanese data. Yoshikawa (1992) is a rare exception. He regressed detrended production indices for Japanese manufacturing on GDP and calculated the importance of GDP in explaining the variance of each production index. He found that the importance of GDP varies to a great extent across sectors and over time.
11 . For example, macro-shock can explain 80% of the variations in metal production during the 1960s, while it can account for only 1% in the '70s. As for the precision instrument sector, the common factor drove only 1% of its variation in the '60s, while it increased to 28% in the '70s. Because GDP is available for lower frequencies than the production index, and also because GDP might not be the only source of the common shocks, rather than specifying the common shocks themselves, this paper adopts the dynamic factor analysis that is discussed in detail in the next subsection.
4-1. Econometric Methodology
Since the common factor is not observable, we have to estimate the variable from the observed data. Because the production indices have trends, the first differenced series are used in the estimation, i.e., the system to be estimated is as follows: 
The above system can be written in a state space system such as,
Given ∆y t and the matrix A, ∆η t can be obtained. Assuming that the system is stable, a time invariant Kalman smoother is used to obtain the estimates of X t . The model can be estimated by using maximum likelihood techniques along with the Kalman smoother algorithm. Given the guess of X t up to period t, the Kalman filter gives the best guess of X t+1 which is denoted as b X t+1 . Therefore, given X 0 and other parameters, the Kalman filter gives a sequence of
. Given the estimate
, the Kalman smoother returns more efficient estimates,
.The log-likelihood function for η t to be maximized can be represented as
where Ω t = BΣ t B 0 + R and Σ t is the variance-covariance matrix of (
, which is given by the Kalman smoother. 14 T is the sample period. a t is the residual defined by
The parameters and variables to be estimated are
The share of the common factor, x t , in the variance of the ith sector is defined as follows:
13 In order to avoid obtaining local maximums, I check the results by 1) starting from various initial points, and 2) adopting very strict convergence criteria. 14 In practice, Σ t converges quickly. Therefore, in empirical parts, I calculate the stationary value of Σ t (= Σ), and use the variacnce, Σ in the maximization. See Hansen and Sargent (2001) where the denominator is the variance of η ti , and Σ 11 is the (1,1) element of the variance-covariance matrix of Σ.
4-2. The Data and Results
I use the production index of Japanese manufacturing and mining. The sample covers the period January 1958 to April 2001. 16 The data is monthly and seasonally adjusted with 17 sectors. The results of unit root tests are reported in Table   2 .
17 Tables 3 and 4 show the descriptive statistics and the correlation matrix of the first difference of the indices. The correlation matrix conveys important information regarding the co-movements among variables. First, the off-diagonal elements are positive, which implies the existence of co-movements among the variables to the same direction. Second, although they are all positive, the correlations are small: the maximum of the off-diagonal elements is smaller than 1/2, which implies a limited role for co-movements in their variations. Parameter matrix, A, in Equation (16) cannot be estimated because it contains too many parameters. In order to estimate the system, it is necessary to impose some restrictions so that the number of parameters to be estimated is reduced. Following
Long and Plosser (1983) and Norrbin and Schlagenhauf (1991), the cost share matrices from the input-output tables for Japan are used as the coefficient matrix, A in (16) .
18
The input-output tables are rearranged so as to be consistent with the output data. (22) and their standard deviations. For example, for the whole sample, the estimated movement of the common factor, x t , can be written as
The contributions of the common factor in Table 6 do not significantly diverge from those in Table 5 . The Foods and Tobacco industry is not sensitive to the aggregate shocks, while Non-Ferrous Metals co-moves with the aggregate shocks to a great extent. The average contributions of the common factor in the variation of each index lie between 12% and 30%, 20 which is much smaller than those in the previous 18 Among the many input-output tables created every five years, I use the tables compiled by the Ministry of International Trade and Industry because the definitions of sectors in these tables are close to those in the production indices. 19 The coefficient of x t−1 is negative significant, which is difficult to interpret because most business cycle models assume that shocks have positive autocorrelation. Norrbin and Schlagenhauf (1988) also obtained a negative coefficient for the U.S. data. 20 Weighted average in Table 6 is obtained with the value-added base production share of each studies with U.S. data. This result shows the significance of the idiosyncratic shocks in business cycles in Japan.
In contrast to Yoshikawa's analysis, Table 6 does not reveal strong instability, although the average importance of the common factor is not constant over time. In order to investigate changes in parameters over time, I conduct a rolling regression with a five-year interval and one-month increment. Figure 3 plots the weighted average contributions of the common factor and the movements of the total production index over time. The average contributions of the common factor are obtained from iterations of the Kalman smoother estimation over the sample period. 21 The figure
shows that until the mid of the 1980s, the importance of the common factor has no correlation with the production index. During the expansion periods in the mid-'80s, the so-called "bubble" era, the common factor increased its correlation with the production index, an increase that continues until the mid-'90s.
CONCLUSION
This paper has investigated whether or not the Long and Plosser (1983) style business cycle model is consistent with the Japanese experience. The dynamic factor analysis conducted here found aggregate shocks to be limited in their ability to explain sectoral movements, which suggests that the standard single sector model captures less than 30% of variances of sectoral movements. I also found that the "bubble cycle" during the 1980's was affected by aggregate shocks more than other business cycles in Japan. The model employed here is simplified and does not extend to analysis of many pertinent factors. Monetary factors, imperfect competition, and the relative weights of the foreign and public sectors, for example, also merit considerations. In addition, this paper does not consider the economic mechanisms behind the structural changes detected by the rolling regressions. These are tasks for continuing research.
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