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Abstract
In this paper, we consider numerical analysis of the Rayleigh-Stokes problem for
a heated generalized second grade fluid with fractional derivative. The explicit and
the implicit finite difference method are presented. Their stability and convergence
are discussed via new technique of Fourier analysis. The solvability of the implicit
finite difference method is also analyzed. The theoretical results are verified by a
numerical example.
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1 Introduction
Because of practical importance of Stokes’ first problem for a heated flat
plate as well as the Rayleigh-Stokes problem for a heated edge, they have re-
ceived a great deal of attention [1,7,12,13,20-25]. But, it is not obvious that
they can be described as simply as a single model. Recently, by means of frac-
tional calculus, Shen et al.[7] have investigated the Rayleigh-Stokes problem
for a heated generalized second grade with fractional derivative model. The
form of this problem is flexible, due to some classical and previous problems
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can be considered as particular cases of this problem. Meanwhile they also have
obtained the exact solution of this problem using the Fourier sine transform
and the fractional Laplace transform. However, because of the complex form
for the exact solution, it is significant to compute the numerical solution of
the Rayleigh- Stokes problem for a heated generalized second grade fluid with
fractional derivative model. In this paper, we consider the Rayleigh-Stokes
problem for a heated generalized second grade fluid with fractional derivative
model with a non-homogeneous term:
∂u(x, y, t)
∂t
= 0D
1−γ
t
[
κ1
∂2u(x, y, t)
∂x2
+ κ2
∂2u(x, y, t)
∂y2
]
+ κ3
∂2u(x, y, t)
∂x2
+κ4
∂2u(x, y, t)
∂y2
+ f(x, y, t), (1)
0 < t ≤ T, 0 < x, y < L,
with the boundary conditions:
u(0, y, t) = ϕ1(y, t); u(L, y, t) = ϕ2(y, t), (2)
u(x, 0, t) = ψ1(x, t); u(x, L, t) = ψ2(x, t) (3)
and the initial condition
u(x, y, 0) = w(x, y), 0 ≤ x, y ≤ L, (4)
where 0 < γ < 1, constant κ1, κ2, κ3, κ4 > 0, and 0D
1−γ
t u(x, y, t) is the
Rieman-Liouille fractional partial derivative of order 1− γ defined by
0D
1−γ
t u(x, y, t) =
1
Γ(γ)
∂
∂t
t∫
0
u(x, y, ξ)
(t− ξ)1−γ dξ.
In this paper, we suppose that u(x, y, t) ∈ U(Ω) which is the exact solution
of the problem (1)-(4), where
Ω = {(x, y, t)| 0 ≤ x, y ≤ L, 0 ≤ t ≤ T} ,
U(Ω) =
{
u(x, y, t)|∂
4u(x, y, t)
∂x4
,
∂4u(x, y, t)
∂y4
,
∂3u(x, y, t)
∂x2∂t
,
∂3u(x, y, t)
∂y2∂t
,
∂2u(x, y, t)
∂t2
∈ C(Ω)
}
.
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In recent years, because of important application for fractional partial differ-
ential equations in fields of science and engineering[5,6,11,16,25], a number of
researchers have developed some numerical methods for fractional partial dif-
ferential equations[2-4,8-10,14,15,17-19]. In this paper, we shall present finite
difference method for the problem (1)-(4).
The structure of the remainder of this paper as follows. We propose an
explicit finite difference method and discuss its stability in Section 2, and its
convergence in Section 3. We propose an implicit finite difference method and
discuss its stability in Section 4, and its convergence in Section 5. In Section
6, we analyze the solvability of the implicit finite difference method. Finally,
we structure a high-accuracy algorithm based on Richardson’s extrapolation
and provide a numerical example to evaluate the methods developed.
2 The explicit finite difference method and its stability
In this paper, we let
δ2xv
k
j,l = v
k
j−1,l − 2vkj,l + vkj+1,l; δ2yvkj,l = vkj,l−1 − 2vkj,l + vkj,l+1
and
xj = j∆x, j = 0, 1, . . . ,M1; yl = l∆y, l = 0, 1, . . . ,M2; tk = k∆t, k = 0, 1, . . . , N,
respectively, where ∆x = L/M1 and ∆y = L/M2 are space step and ∆t = T/N
is time step.
In structuring an approximation for the problem (1)-(4), the key point is
how to approximate the Riemann-Liouville fractional derivative. Let us recall
related conclusion. Gru¨nwald-Letnikov fractional partial derivative of order
1− γ for the u(x, y, t) defined by
lim
∆t→0
∆γ−1t
[t/∆t]∑
m=0
(−1)m
(
1− γ
m
)
u(x, y, t−m∆t).
Under the condition that function u(x, y, t) has continuous partial derivative
∂u(x,y,t)
∂t
for t > 0, then Riemann-Liouville and Gru¨nwald-Letnikov fractional
partial derivative of order 1− γ for the u(x, y, t) is equivalent [8], namely
0D
1−γ
t u(x, y, t) = lim
∆t→0
∆γ−1t
[t/∆t]∑
m=0
(−1)m
(
1− γ
m
)
u(x, y, t−m∆t).
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So, when u(x, y, t) ∈ U(Ω), we have
0D
1−γ
t
∂2u(x, y, t)
∂x2
= lim
∆t→0
∆γ−1t
[t/∆t]∑
m=0
(−1)m
(
1− γ
m
)
∂2u(x, y, t−m∆t)
∂x2
,
0D
1−γ
t
∂2u(x, y, t)
∂y2
= lim
∆t→0
∆γ−1t
[t/∆t]∑
m=0
(−1)m
(
1− γ
m
)
∂2u(x, y, t−m∆t)
∂y2
.
Based on this, the problem (1)−(4) can be approximated by the explicit finite
difference method (EFDM):
uk+1j,l − ukj,l
∆t
= ∆γ−1t
k∑
m=0
λm
(
κ1
δ2xu
k−m
j,l
∆2x
+ κ2
δ2yu
k−m
j,l
∆2y
)
+ κ3
δ2xu
k
j,l
∆2x
+κ4
δ2yu
k
j,l
∆2y
+ fkj,l, (5)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
uk0,l = ϕ1(yl, tk); u
k
M1,l
= ϕ2(yl, tk), (6)
ukj,0 = ψ1(xj, tk); u
k
j,M2
= ψ2(xj, tk), (7)
u0j,l = w(xj, yl), j = 0, 1, . . . ,M1; l = 0, 1, . . . ,M2, (8)
where λm = (−1)m
 1− γ
m
 , m = 0, 1, . . . , k; fkj,l ≡ f(xj, yl, tk).
We rewrite (5) as follows
uk+1j,l = u
k
j,l + µ1
k∑
m=0
λmδ
2
xu
k−m
j,l + µ2
k∑
m=0
λmδ
2
yu
k−m
j,l + µ3δ
2
xu
k
j,l
+µ4δ
2
yu
k
j,l +∆tf
k
j,l, (9)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
where µ1 = κ1
∆γt
∆2x
; µ2 = κ2
∆γt
∆2y
; µ3 = κ3
∆t
∆2x
; µ4 = κ4
∆t
∆2y
.
We now let Ukj,l be the approximation of the solution for the explicit finite
difference scheme (5)− (8), and define that
ρkj,l = u
k
j,l − Ukj,l,
k = 0, 1, . . . , N ; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1
4
and
ρk =
[
ρk1,1, ρ
k
1,2, . . . , ρ
k
1,M2−1, . . . , ρ
k
M1−1,1, ρ
k
M1−1,2, . . . , ρ
k
M1−1,M2−1
]T
,
respectively. Obviously, we have
ρk+1j,l = ρ
k
j,l + µ1
k∑
m=0
λmδ
2
xρ
k−m
j,l + µ2
k∑
m=0
λmδ
2
yρ
k−m
j,l + µ3δ
2
xρ
k
j,l
+µ4δ
2
yρ
k
j,l, (10)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1.
We now define grid function:
ρk(x, y) =
 ρ
k
j,l, when (x, y) ∈ I1;
0, when (x, y) ∈ I2,
where
I1 =
{
(x, y)| xj− 1
2
< x ≤ xj+ 1
2
, yl− 1
2
< y ≤ yl+ 1
2
,
j = 1, 2, . . . ,M1 − 1; l = 1, 2 . . . ,M2 − 1}
and
I2 =
{
(x, y)| 0 ≤ x ≤ ∆x
2
, or L− ∆x
2
< x ≤ L,
or 0 ≤ y ≤ ∆y
2
, or L− ∆y
2
< y ≤ L
}
.
Then ρk(x, y) can be developed Fourier series:
ρk(x, y) =
∞∑
l1,l2=−∞
bk(l1, l2)e
i2pi(l1x/L+l2y/l), k = 1, 2, . . . , N,
where bk(l1, l2) =
1
L
∫
0≤x,y≤L
ρk(x, y)e−i2pi(l1x/L+l2y/L)dxdy.
Applying Parsval equality, we get
‖ρk‖22 ≡
M1−1∑
j=1
M2−1∑
l=1
∆x∆y|ρkj,l|2 =
∞∑
l1,l2=−∞
|bk(l1, l2)|2, k = 0, 1, . . . , N. (11)
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Based on the above analysis, we can assume that the solution of difference
(10) with the form:
ρkj,l = bke
i(σ1j∆x+σ2l∆y), (12)
where σ1 = 2pil1/L and σ2 = 2pil2/L.
Substituting (12) into (10), we get
bk+1 = bk − 4µ1 sin2 σ1∆x
2
k∑
m=0
λmbk−m − 4µ2 sin2 σ2∆y
2
k∑
m=0
λmbk−m
−4µ3bk sin2 σ1∆x
2
− 4µ4bk sin2 σ2∆y
2
, k = 0, 1, . . . , N − 1. (13)
Lemma 1: The coefficients λm (m = 0, 1, . . .) satisfy:
(1) λ0 = 1; λ1 = γ − 1; λm < 0, m = 1, 2, . . . ;
(2)
∞∑
m=0
λm = 0; ∀n ∈ N+, −
n∑
m=1
λm < 1.
Proof: See [8].
Using Lemma 1, equations (13) can be rewritten as follows
bk+1 = (1− u˜)bk − µ
k∑
m=1
λmbk−m, k = 0, 1, . . . , N − 1, (14)
where
µ˜ = 4
[
(µ1 + µ3) sin
2 σ1∆x
2
+ (µ2 + µ4) sin
2 σ2∆y
2
]
;
µ = 4
(
µ1 sin
2 σ1∆x
2
+ µ2 sin
2 σ2∆y
2
)
.
Proposition 1: Assume bk+1(k = 0, 1, . . . , N − 1) is the solution of the
equations (14). If µ1 + µ2 + µ3 + µ4 ≤ 14 , then
|bk+1| ≤ |b0|, k = 0, 1, . . . , N − 1.
Proof: We now apply mathematical induction for the proof. For k = 0,
from (14), we have
b1 = (1− µ˜)b0,
6
notice that µ1 + µ2 + µ3 + µ4 ≤ 14 , then 0 ≤ µ˜ ≤ 1, hence
|b1| ≤ (1− µ˜)|b0| ≤ |b0|.
Assume that
|bn| ≤ |b0|, n = 1, 2, . . . , k.
Notice that µ1+µ2+µ3+µ4 ≤ 14 , then 0 ≤ µ˜, µ ≤ 1. In view of 0 ≤ µ˜−µ ≤ 1
and (14), applying Lemma 1, we have
|bk+1| ≤ (1− µ˜)|bk|+ µ
k∑
m=1
|λm||bk−m|
≤
(
1− µ˜+ µ k∑
m=1
|λm|
)
|b0|
=
(
1− µ˜− µ k∑
m=1
λm
)
|b0|
≤ (1− µ˜+ µ) |b0|
= [1− (µ˜− µ)] |b0|
≤ |b0|.
This completes the proof.
Theorem 1: If µ1 + µ2 + µ3 + µ4 ≤ 14 , then the explicit finite difference
method (5)− (8) is stable.
Proof: Noting (11) and applying Proposition 1, we obtain
‖ρk‖2 ≤ ‖ρ0‖2, k = 1, 2, . . . , N.
This shows that the explicit finite difference method (5)− (8) is stable.
3 Convergence of the explicit finite difference method
We now define
Rk+1j,l =
uk+1j,l − ukj,l
∆t
−∆γ−1t
k∑
m=0
λm
(
κ1
δ2xu
k−m
j,l
∆2x
+ κ2
δ2yu
k−m
j,l
∆2y
)
− κ3
δ2xu
k
j,l
∆2x
−κ4
δ2yu
k
j,l
∆2y
− f(xj, yl, tk), (15)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
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where unj,l ≡ u(xj, yl, tn).
Lemma 2: ∆γ−1t
k∑
m=0
λm =
1
Γ(γ)
+O(∆t).
Proof: See [3].
For u(x, y, t) ∈ U(Ω),
uk+1j,l − ukj,l
∆t
=
∂u(xj, yl, tk)
∂t
+O(∆t),
δ2xu
k−m
j,l
∆2x
=
∂2u(xj, yl, tk−m)
∂x2
+O(∆2x), m = 0, 1, . . . , k; (16)
δ2yu
k−m
j,l
∆2y
=
∂2u(xj, yl, tk−m)
∂y2
+O(∆2y), m = 0, 1, . . . , k. (17)
It holds that [2]
0D
1−γ
t g(t)|t=tk = ∆γ−1t
k∑
m=0
λmg(tk −m∆t) +O(∆t). (18)
Applying (16)− (18) and Lemma 2, we have
∆γ−1t
k∑
m=0
λm
(
κ1
δ2xu
k−m
j,l
∆2x
+ κ2
δ2yu
k−m
j,l
∆2y
)
= ∆γ−1t
k∑
m=0
λm
(
κ1
∂2u(xj, yl, tk−m)
∂x2
+ κ2
∂2u(xj, yl, tk−m)
∂y2
+O
(
∆2x +∆
2
y
))
= ∆γ−1t
k∑
m=0
λm
(
κ1
∂2u(xj, yl, tk−m)
∂x2
+ κ2
∂2u(xj, yl, tk−m)
∂y2
)
+O
(
∆2x +∆
2
y
)
∆γ−1t
k∑
m=0
λm
= 0D
1−γ
t
(
κ1
∂2u(xj, yl, tk)
∂x2
+ κ2
∂2u(xj, yl, tk)
∂y2
)
+O(∆t)
+O
(
∆2x +∆
2
y
)( 1
Γ(γ)
+O(∆t)
)
= 0D
1−γ
t
(
κ1
∂2u(xj, yl, tk)
∂x2
+ κ2
∂2u(xj, yl, tk)
∂y2
)
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+O
(
∆t +∆
2
x +∆
2
y
)
. (19)
Based on the above result, we obtain
Rk+1j,l = O(∆t +∆
2
x +∆
2
y),
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1.
Therefore there is a positive constant C1, for all k, j, l,
|Rk+1j,l | ≤ C1(∆t +∆2x +∆2y). (20)
We now define that
ek+1j,l = u(xj, yl, tk+1)− uk+1j,l ,
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
ek =
[
ek1,1, e
k
1,2, . . . , e
k
1,M2−1, . . . , e
k
M1−1,1, e
k
M1−1,2, . . . , e
k
M1−1,M2−1
]T
,
Rk =
[
Rk1,1, R
k
1,2, . . . , R
k
1,M2−1, . . . , R
k
M1−1,1, R
k
M1−1,2, . . . , R
k
M1−1,M2−1
]T
,
respectively. From (15), we have
uk+1j,l = u
k
j,l + µ1
k∑
m=0
λmδ
2
xu
k−m
j,l + µ2
k∑
m=0
λmδ
2
yu
k−m
j,l + µ3δ
2
xu
k
j,l + µ4δ
2
yu
k
j,l
+∆tf(xj, yl, tk) + ∆tR
k+1
j,l , (21)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1.
Subtracting (9) from (21), we obtain
ek+1j,l = e
k
j,l + µ1
k∑
m=0
λmδ
2
xe
k−m
j,l + µ2
k∑
m=0
λmδ
2
ye
k−m
j,l + µ3δ
2
xe
k
j,l + µ4δ
2
ye
k
j,l
+∆tR
k+1
j,l , (22)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1.
Obviously, difference equations (22) satisfy the boundary condition:
ek0,l = e
k
M1,l
= 0; ekj,0 = e
k
j,M2
= 0
and the value condition:
e0j,l = 0, j = 0, 1, . . . ,M1; l = 0, 1, . . . ,M2.
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We now assume the ekj,l and R
k
j,l with the following form:
ekj,l = αke
i(σ1j∆x+σ2l∆y)
and
Rkj,l = βke
i(σ1j∆x+σ2l∆y),
respectively, where σ1 = 2pil1/L and σ2 = 2pil2/L.
Substituting the above expressions into (22), we obtain
αk+1 = αk − 4µ1 sin2 σ1∆x
2
k∑
m=0
λmαk−m − 4µ2 sin2 σ2∆y
2
k∑
m=0
λmαk−m
−4µ3αk sin2 σ1∆x
2
− 4µ4αk sin2 σ2∆y
2
+ ∆tβk+1, (23)
k = 0, 1, . . . , N − 1.
Using Lemma 1, equations (23) can be rewrite as
αk+1 = (1− µ˜)αk − µ
k∑
m=1
λmαk−m +∆tβk+1, k = 0, 1, . . . , N − 1, (24)
where µ and µ˜ as defined in section 2.
Similar to ‖ρk‖2, we can also obtain that
‖ek‖22 ≡
M1−1∑
j=1
M2−1∑
l=1
∆x∆y|ekj,l|2 =
∞∑
l1,l2=−∞
|αk(l1, l2)|2, (25)
k = 0, 1, . . . , N
and
‖Rk‖22 ≡
M1−1∑
j=1
M2−1∑
l=1
∆x∆y|Rkj,l|2 =
∞∑
l1,l2=−∞
|βk(l1, l2)|2, (26)
k = 0, 1, . . . , N,
respectively. On other hand, in view of (26) and (20), we get
‖Rk+1‖ ≤
√
M1∆x
√
M2∆yC1
(
∆t +∆
2
x +∆
2
y
)
= C1L
(
∆t +∆
2
x +∆
2
y
)
,
10
k = 0, 1, . . . , N − 1. (27)
Again from the convergence of the series in the right hand side of (26), then
there is a positive constant C2, such that
|βk| ≡ |βk(l1, l2)| ≤ C2|β1| ≡ C2|β1(l1, l2)|, k = 1, 2, . . . , N. (28)
Proposition 2: Assume that αk+1(k = 0, 1, . . . , N − 1) is the solution of
the equations (24). If µ1 + µ2 + µ3 + µ4 ≤ 14 , then there is a positive constant
C2, such that
|αk+1| ≤ C2k∆t|β1|, k = 0, 1, . . . , N − 1.
Proof: From (25), we have
α0 ≡ α0(l1, l2) = 0. (29)
We now begin to prove the result via mathematical induction . For k = 0,
from (29) and(24), we obtain
α1 = ∆tβ1.
Using (28), we get
|α1| = ∆t|β1| ≤ C2∆t|β1|.
Suppose that
|αn| ≤ C2n∆t|η1|, n = 1, 2, . . . , k.
Noticing µ1 + µ2 + µ3 + µ4 ≤ 14 and 0 ≤ µ˜ − µ ≤ 1, using (24) and applying
Lemma 1, we have
|αk+1| ≤ (1− µ˜) |αk|+ µ
k∑
m=1
|λm||αk−m|+∆t|βk+1|
≤
[
(1− µ˜)k + µ k∑
m=1
|λm|(k −m) + 1
]
C2∆t|β1|
≤
[
(1− µ˜)k + µk k∑
m=1
|λm|+ 1
]
C2∆t|β1|
=
[
(1− µ˜)k + µk
(
− k∑
m=1
λm
)
+ 1
]
C2∆t|β1|
≤ [(1− µ˜)k + µk + 1]C2∆t|β1|
= {k [1− (µ˜− µ)] + 1}C2∆t|β1|
≤ C2(k + 1)∆t|β1|.
This completes the proof.
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Applying proposition 2, and noting (25), (26) and (27), we get
‖ek‖2 ≤ C2k∆t‖R1‖2 ≤ C1C2k∆tL
(
∆t +∆
2
x +∆
2
y
)
,
as k∆t ≤ T, lead to
‖ek‖2 ≤ C
(
∆t +∆
2
x +∆
2
y
)
,
where C = C1C2TL. So, we can obtain the following theorem:
Theorem 2: Suppose that u(x, y, t) ∈ U(Ω) which is the exact solution of
the problem (1)-(4). If µ1+µ2+µ3+µ4 ≤ 14 , then the explicit finite difference
method (5)− (8) is L2-convergent in convergence order O
(
∆t +∆
2
x +∆
2
y
)
.
4 The implicit finite difference method and its stability
We now present the implicit finite difference method (IFDM) for solving
the initial-boundary problem (1)− (4) as follows :
ukj,l − uk−1j,l
∆t
= ∆γ−1t
k∑
m=0
λm
(
κ1
δ2xu
k−m
j,l
∆2x
+ κ2
δ2yu
k−m
j,l
∆2y
)
+ κ3
δ2xu
k
j,l
∆2x
+κ4
δ2yu
k
j,l
∆2y
+ fkj,l, (30)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
uk0,l = ϕ1(yl, tk); u
k
M,l = ϕ2(yl, tk), (31)
ukj,0 = ψ1(xl, tk); u
k
j,M2
= ψ2(xj, tk), (32)
u0j,l = w(xj, yl), j = 0, 1, . . . ,M1; l = 0, 1, . . . ,M2, (33)
where λm and f
k
j,l as defined in Section 2. Eq. (30) can be written as follows
ukj,l = u
k−1
j,l + µ1
k∑
m=0
λmδ
2
xu
k−m
j,l + µ2
k∑
m=0
λmδ
2
yu
k−m
j,l + µ3δ
2
xu
k
j,l
+µ4δ
2
yu
k
j,l +∆tf
k
j,l, (34)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
where µ1, µ2, µ3 and µ4 as defined in Section 2.
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Similarly, we can obtain the roundoff error equations of the implicit finite
difference method (30)− (33) as follows
ρkj,l = ρ
k−1
j,l + µ1
k∑
m=0
λmδ
2
xρ
k−m
j,l + µ2
k∑
m=0
λmδ
2
yρ
k−m
j,l + µ3δ
2
xρ
k
j,l
+µ4δ
2
yρ
k
j,l, (35)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
where ρkj,l as defined in Section 2.
We now also assume that solution of equations (35) with the following
form:
ρkj,l = bke
i(σ1j∆x+σ2l∆y), (36)
where σ1 and σ2 as defined in section 2.
Substituting (36) into (35), we get
bk = bk−1 − 4µ1 sin2 σ1∆x
2
k∑
m=0
λmbk−m − 4µ2 sin2 σ2∆y
2
k∑
m=0
λmbk−m
−4µ3bk sin2 σ1∆x
2
− 4µ4bk sin2 σ2∆y
2
, k = 1, 2, . . . , N. (37)
Using Lemma 1, equations (37) can be rewritten as
bk =
1 + (1− γ)µ
1 + µ˜
bk−1 − µ
1 + µ˜
k∑
m=2
λmbk−m,
k = 1, 2, . . . , N, (38)
where µ and µ˜ as defined in Section 2.
Proposition 3: Suppose that bk (k = 1, 2, . . . , N) is the solution of the
equations (38), we have
|bk| ≤ |b0|, k = 1, 2, . . . , N.
Proof : Because µ1, µ2, µ3, µ4 ≥ 0, we hav
µ, µ˜ ≥ 0 ; µ˜ ≥ µ. (39)
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We now use mathematical induction for the proof. For k = 1, we have from
(38) that
b1 =
1 + (1− γ)µ
1 + µ˜
b0.
As 0 < γ < 1 and (39), we obtain
|b1| ≤ 1 + (1− γ)µ
1 + µ˜
|b0| ≤ |b0|.
Suppose that
|bn| ≤ |b0|, n = 1, 2, . . . , k − 1.
From (38) and applying Lemma 1, we have
|bk| ≤ 1+(1−γ)µ1+µ˜ |bk−1|+ µ1+µ˜
k∑
m=2
|λm||bk−m|
≤
[
1+(1−γ)µ
1+µ˜
+ µ
1+µ˜
k∑
m=2
|λm|
]
|b0|
=
[
1+(1−γ)µ
1+µ˜
+ µ
1+µ˜
(
k∑
m=1
|λm| − |λ1|
)]
|b0|
=
{
1+(1−γ)µ
1+µ˜
+ µ
1+µ˜
[
− k∑
m=1
λm − (1− γ)
]}
|b0|
≤
{
1+(1−γ)µ
1+µ˜
+ µ
1+µ˜
[1− (1− γ)]
}
|b0|
= 1+µ
1+µ˜
|b0|
≤ |b0|.
This completes the proof.
Similar to the proof of Theorem 1, applying Proposition 3, proved easily
that the roundoff error ρk of the implicit finite difference method (30)− (33)
satisfy:
‖ρk‖2 ≤ ‖ρ0‖2, k = 1, 2, . . . , N.
So, we can obtain the following result:
Theorem 3: The implicit finite difference method (30) − (33) is uncon-
ditionally stable..
5 Convergence of the implicit finite difference method
We now define
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Rkj,l =
ukj,l − uk−1j,l
∆t
−∆γ−1t
k∑
m=0
λm
(
κ1
δ2xu
k−m
j,l
∆2x
+ κ2
δ2yu
k−m
j,l
∆2y
)
− κ3
δ2xu
k
j,l
∆2x
−κ4
δ2yu
k
j,l
∆2y
− f(xj, yl, tk), (40)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
where unj,l as defined in Section 3.
Notice that u(x, y, t) ∈ U(Ω), then
u˜kj,l − u˜k−1j,l
∆t
=
∂u(xj, yl, tk)
∂t
+O(∆t). (41)
Again applying (16), (17), (18) and Lemma 2, similar to (20), we can also
derive that for all k, j, l
|Rkj,l| ≤ C3(∆t +∆2x +∆2y), (42)
where C3 is a positive constant. From (40), we get
ukj,l = u
k−1
j,l + µ1
k∑
m=0
λmδ
2
xu
k−m
j,l + µ2
k∑
m=0
λmδ
2
yu
k−m
j,l + µ3δ
2
xu
k
j,l + µ4δ
2
yu
k
j,l
+∆tf(xj, yl, tk) + ∆tR
k
j,l, (43)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1.
Subtracting (34) from (43), we obtain
ekj,l = e
k−1
j,l + µ1
k∑
m=0
λmδ
2
xe
k−m
j,l + µ2
k∑
m=0
λmδ
2
ye
k−m
j,l + µ3δ
2
xe
k
j,l + µ4δ
2
ye
k
j,l
+∆tR
k
j,l, (44)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1,
where ekj,l as defined in Section 3. Eq. (44) also satisfy the boundary condition:
ek0,l = e
k
M1,l
= 0; ekj,0 = e
k
j,M2
= 0
and the initial condition:
e0j,l = 0, j = 0, 1, . . . ,M1; l = 0, 1, . . . ,M2.
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We now also suppose that
ekj,l = αke
i(σ1j∆x+σ2l∆y) (45)
and
Rkj,l = βke
i(σ1j∆x+σ2l∆y), (46)
respectively, where σ1 and σ2 as defined in section 2. Substituting (45) and
(46) into (44), we get
αk = αk−1 − 4µ1 sin2 σ1∆x
2
k∑
m=0
λmαk−m − 4µ2 sin2 σ2∆y
2
k∑
m=0
λmαk−m
−4µ3αk sin2 σ1∆x
2
− 4µ4αk sin2 σ2∆y
2
+ ∆tβk, (47)
k = 1, 2, . . . , N.
Applying Lemma 1, Eq. (47) can be written as
αk =
1 + (1− γ)u
1 + u˜
αk−1 − u
1 + u˜
k∑
m=2
λmαk−m +
∆tβk
1 + u˜
, (48)
k = 1, 2, . . . , N,
where µ and µ˜ as defined in Section 2. Obviously, (25), (26) and (29) still valid
for the implicit finite difference method. On other hand, noticing that the left
equality of (26) and (42), we get
‖Rk‖2 ≤
√
M1∆x
√
M2h2C3(∆t +∆
2
x +∆
2
y) = C3L
(
∆t +∆
2
x +∆
2
y,
)
,(49)
k = 1, 2, . . . , N.
In addition, from the convergence of the series in the right hand side of (26),
then there is a positive constant C4, such that
|βk| ≡ |βk(l1, l2)| ≤ C4|β1| ≡ C4|β1(l1, l2)|, k = 1, 2, . . . , N. (50)
Proposition 4: Suppose that αk(k = 1, 2, . . . , N) is the solution of the
equations (48), then there is a positive constant C4, such that
|αk| ≤ C4k∆t|β1|, k = 1, 2, . . . , N.
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Proof: Similar to the proof of Proposition 2, we still use mathematical
induction. When k = 1, notice that (29), (39) and (50), from (48), we get
|α1| = |∆tβ1
1 + µ˜
| ≤ ∆t
1 + µ˜
|β1| ≤ ∆t|β1| ≤ C4∆t|β1|.
Suppose that
|αn| ≤ C4n∆t|β1|, n = 1, 2, . . . , k − 1.
Notice that (39), (50) and 0 < γ < 1, from (48), and applying Lemma 1, we
have
|αk| ≤ 1+(1−γ)µ1+µ̂ |αk−1|+ µ1+µ̂
k∑
m=2
|λm||αk−m|+ ∆t1+µ˜ |βk|
≤
[
1+(1−γ)µ
1+µ̂
(k − 1) + µ
1+µ̂
k∑
m=2
|λm|(k −m) + 11+µ˜
]
C4∆t|β1|
≤
[
1+(1−γ)µ
1+µ̂
(k − 1) + µ
1+µ̂
(k − 1) k∑
m=2
|λm|+ 11+µ˜
]
C4∆t|β1|
=
[
1+(1−γ)µ
1+µ̂
(k − 1) + µ
1+µ̂
(k − 1)
(
k∑
m=1
|λm| − |λ1|
)
+ 1
1+µ˜
]
C4∆t|β1|
=
{
1+(1−γ)µ
1+µ̂
(k − 1) + µ
1+µ̂
(k − 1)
[(
− k∑
m=1
λm
)
− (1− γ)
]
+ 1
1+µ˜
}
C4∆t|β1|
≤
{
1+(1−γ)µ
1+µ̂
(k − 1) + µ
1+µ̂
(k − 1) [1− (1− γ)] + 1
1+µ˜
}
C4∆t|β1|
=
[
1+µ
1+µ˜
(k − 1) + 1
1+µ˜
]
c4∆t|β1|
≤ C4k∆t|β1|.
This completes the proof.
Similar to the proof of Theorem 2, obtain easily the following theorem:
Theorem 4: Suppose that u(x, y, t) ∈ U(Ω) which is the exact solution
of the problem (1)-(4), then implicit finite difference method (30) − (33) is
L2-convergent and the convergence order is O
(
∆t +∆
2
x +∆
2
y
)
.
6 Solvability of the implicit infinite difference method
We now let
uk =
[
uk1,1, u
k
1,2, . . . , u
k
1,M2−1, . . . , u
k
M1−1,1, . . . , u
k
M1−1,M2−1
]
, k = 0, 1, . . . , N.
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Similar to the proof of Theorem 3, we can also verify that the solution uk of
the homogeneous linear algebraic equations
ukj,l − uk−1j,l
∆t
= ∆γ−1t
k∑
m=0
λm
(
κ1
δ2xu
k−m
j,l
∆2x
+ κ2
δ2yu
k−m
j,l
∆2y
)
+ κ3
δ2xu
k
j,l
∆2x
+ κ4
δ2yu
k
j,l
∆2y
,
j = 1, 2, . . . ,M1 − 1; l = 1, 2, . . . ,M2 − 1; k = 1, 2 . . . , N,
uk0,l = u
k
M1,l
= 0, l = 0, 1, . . . ,M1; k = 1, 2, . . . , N,
ukj,0 = u
k
j,M2
= 0, j = 0, 1, . . . ,M2; k = 1, 2, . . . , N,
u0j,l = 0, j = 0, 1, . . . ,M1; l = 0, 1, . . . ,M2
satisfy:
‖uk‖2 ≤ ‖u0‖2, k = 1, 2, . . . , N.
Notice that u0 = 0, therefore
uk = 0, k = 1, 2, . . . , N.
This shows that the corresponding homogeneous equations for the difference
equations (30)-(33) have only zero solution. Then, we can obtain the following
theorem:
Theorem 5: The implicit infinite difference method (30)−(33) is uniquely
solvable.
7 Numerical example
In order to verify the effectiveness of the explicit and implicit finite difference
method, we now compute the initial-boundary value problem:
∂u(x, y, t)
∂t
= 0D
1−γ
t
[
∂2u(x, y, t)
∂x2
+
∂2u(x, y, t)
∂y2
]
+
∂2u(x, y, t)
∂x2
+
∂2u(x, y, t)
∂y2
+ ex+y
[
(1 + γ)tγ − 2 Γ(2 + γ)
Γ(1 + 2γ)
t2γ − 2t1+γ
]
,
0 < x, y < 1, (51)
u(0, y, t) = eyt1+γ; u(1, y, t) = e1+yt1+γ, (52)
u(x, 0, t) = ext1+γ; u(x, 1, t) = e1+xt1+γ, (53)
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u(x, y, 0) = 0. (54)
The exact solution of the problem (51)− (54) is
u(x, y, t) = ex+yt1+γ.
We now define
E∞ = max
0≤k≤N
max
0≤j≤M
max
0≤l≤M
{
|ukj,l − u(xj, yl, tk)|
}
,
and for simplify, we take ∆x = ∆y in our numerical example.
Table 1 and Table 2 give the maximum errors of the numerical solutions
of the problem (51) − (54) by the explicit finite difference method (5) − (8)
for different γ using ∆t =
1
900
, ∆x = ∆y =
1
4
; ∆t =
1
4900
, ∆x = ∆y =
1
8
,,
respectively.
Table 3 and Table 4 give the maximum errors of the numerical solutions
of the problem (51)− (54) by the implicit finite difference method (30)− (33)
for different γ using ∆t =
1
64
, ∆x = ∆y =
1
8
; ∆t =
1
1024
, ∆x = ∆y =
1
32
,,
respectively.
We now consider the issue of accuracy improvement. In fact, there exists di-
verse methods for accuracy improvement, for instance, using Richardson’s ex-
trapolation in the implicit finite difference method. We can structure Richard-
son’s extrapolation of the implicit finite difference method (for time step τ)
as follows
uE(∆x,∆y,∆t) =
uI(∆x,∆y, λ∆t)− λuI(∆x,∆y,∆t)
1− λ ; (55)
where λ 6= 1 is a parameter, uI(∆x,∆y,∆t) , uE(∆x,∆y,∆t) denote the max-
imum error of the numerical solution by the implicit finite difference method
(30)-(33) and Richardson extrapolation of the implicit finite difference method
(for time step τ), respectively.
In order to observe that how parameter affects accuracy improvement, we se-
lect λ = 1
8
, 1
4
, 1
2
in (55), respectively, and compute the numerical solutions of
the problem (51)− (54) by Richardson’s extrapolation. Table 5 gives the max-
imum error of the numerical solution of the problem (51)−(54) by Richardson
extrapolation for different γ. Compared with Table 3, Table 5 show that the
accuracy of Richardson’s extrapolation is improved, and it also can be seen
that different selection of parameter λ direct affect accuracy improvement.
Table 1 The maximum error (∆t =
1
900
, ∆x = ∆y =
1
4
)
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γ E∞
0.7 0.1823187E-02
0.8 0.1825094E-02
0.9 0.1826525E-02
Table 2 The maximum error (∆t =
1
4900
, ∆x = ∆y =
1
8
)
γ E∞
0.7 0.4963875E-03
0.8 0.4959106E-03
0.9 0.4968643E-03
Table 3 The maximum error (∆t =
1
64
, ∆x = ∆y =
1
8
)
γ E∞
0.7 0.1350407E-02
0.8 0.1451373E-02
0.9 0.1657724E-02
Table 4 The maximum error (∆t =
1
1024
, ∆x = ∆y =
1
32
)
γ E∞
0.7 0.1456738E-03
0.8 0.2348423E-03
0.9 0.3523827E-03
Table 5 The maximum error (∆t =
1
64
, ∆x = ∆y =
1
8
)
20
γ λ = 1
8
λ = 1
4
λ = 1
2
0.7 0.5202293E-03 0.5223751E-03 0.5366803E-03
0.8 0.5202293E-03 0.5242825E-03 0.5435944E-03
0.9 0.5185604E-03 0.5238056E-03 0.5569458E-03
8 Conclusions
In this particle, we have proposed the explicit and the implicit finite differ-
ence method of the Rayleigh-Stokes problem for a heated generalized second
grade fluid with fractional derivative. Their stability and the convergence have
been established, and the solvability of the implicit finite difference method
has also been analyzed. Applying Richardson’s extrapolation, a high-accuracy
algorithm has been structured and a numerical example has confirmed the
theoretical results.
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