Abstract
Introduction: The Internet as a packet switched network
We tend to take for granted that the Internet is a packet switched network comprised of just routers, links and end hosts. In reality there is a lot of circuit switching in the Internet, both at the core (SONET/SDH) and in the last mile (modems, DSL). However, these circuits are treated by IP as static point-to-point links between adjacent nodes; the physical circuits and IP are completely decoupled. In this paper we will explore how to integrate packet switching (PS) and circuit switching (CS) more tightly in the same network.
One question worth asking is why the Internet is packet switched in the first place. Textbooks will tell us that the original reasons for PS (as opposed to CS) are twofold: The first one being bandwidth esciency; PS requires less link capacity to carry the same amount of traffic. In the 70s and 80s links were leased lines and they were an expensive and scarce resource. The second reason is robustness. Because the only state needed in the routers are the routing tables, re-routing around a linkhode failure is a5 easy as updating these tables.
However, neither of these reasons appears to hold today. In terms of bandwidth efficiency, it is reported that most links today are only lightly utilized [51[61. Furthermore, it is anticipated that utilization will decrease over time due, in part, to the huge investment in optical fibers that has created a glut of capacity in the core [81[91.
As for robustness, PS routing protocols do not necessarily lead to simple and rapid reconfiguration. Routing protocols today are extremely complicated, and can take seconds or even minutes to re-route around failures 1171. On the other hand, most CS equipment (e.g. SONET what we will consider here). Either way, the circuit needs to be established, state needs to be kept. and then the circuit needs to be freed upon completion. If the number of circuits is large, a circuit switch may need to maintain a lot of state and the amount of signaling can be significant. We will argue later that, in practice, the number of flows (and the rate at which they are added and removed) will be quite manageable in simple hardware, even for a high capacity switch. CS requires that circuits are multiples of a common minimum circuit size. For example, it is common for SONET cross-connects today to provision circuits in multiples of STS-1 (51Mb/s). If we desire a circuit that is not an exact multiple, then link capacity will be wasted. This problem can be minimized by using a small circuit granularity (for example, 64kb/s), but this requires the switch to maintain more state. CS leads to some probability of blocking while waiting for a circuit to be available. If a circuit is not available when needed, we must wait, or be blocked, until a circuit is free. This is very different from the linksharing paradigm present in the Internet today in which packets will still make (albeit slow) progress over a congested link. The Internet is not prepared to handle the dynamic raw circuits of CS. We will need an evolutionary solution to be able to use CS.
Typical flows in the Internet today
In what follows, we will explore how circuits could be established in the core of the Internet for each flow. To understand whether this is feasible, or sensible, we will need a good understanding of the Internet today. Because over 90% of the traffic is TCP (both in terms of packets and bytes), we need to know what a TCP flow is, and how it behaves. We have studied traceroute measurements. as well as packet traces from OC-3 and OC-12 links in vBNS 
TCP Switching: a cloud of CS inside a PS network
Up until now, we have considered both PS and CS. It is not our goal to propose, or even consider, the complete replacement of PS by CS. On the contrary, our goal is to find a way to use the benefits of CS in the core of the Internet (where it is, in fact, already present), and allow the circuit switches to be controlled by IP. In the rest of this paper we propose and explore a network architecture called TCP Switching. The PS portion of the network is unchanged. The core of the CS portion of the network is built from pure circuit switches (such as SONET cross connects) with simplified signaling to setup and teardown circuits. Boundary routers which act as gateways between the PS and CS world, mapping data between packet switched flows and circuits. They are most likely conventional routers with CS line cards.
TCP Switching requires no additional signaling, as the first observed packet in a flow triggers the creation of a new circuit. For TCP connections, the first packet is most often a SYN or a SYN+ACK packet? Circuits are removed by a TCP FIN packet (the most common case), or by an inactivity timeout. Because in most cases TCP Switching re-uses the 3-way TCP handshake to establish circuits, there is little or no performance hit due to signaling. In the TCP example, the source sends a SYN message that traverses a cloud of TCP Switches sitting somewhere in the network. The SYN is intercepted by the ingress switch, which will first try to see if it has enough capacity on its outgoing link to carry a new circuit. If it does, it will simply start using the new capacity (for example, by filling an empty time slot, or using a new wavelength), and then forwards the mcssage ' Unless there was a route change, or packet mis-sequencing, in the PS portion of the network. Once the circuit is set up the SYN will reach the end host. The destination host will receive the SYN message as if it were a normal TCP connection. It will respond with a SYN+ACK, which will create a separate, independent circuit in the opposite direction. Once the handshake is complete, the TCP flow has its own private point-to-point circuit between the ingress and egress of the CS cloud.
We believe the complexity of the TCP Switches can be made small. Most of the additional processing is performed by the ingress boundary router, and takes place once per flow, rather than once per packet. It must recognize the first packet in a flow, decide which outgoing link should be used (i.e. routing), and then determine if there is sufficient capacity on the outgoing link to carry the new circuit.
Recognizing the first packet in a new flow requires a four-field, exact-match classifier. The routing decision can be made using the routing protocol already present on the router. The decision as to whether there is enough capacity to carry the new flow might be as simple as a counter representing the number of unused time slots or wavelengths.
When packets arrived for existing circuits, the ingress boundary router must be able to determine to which flow and circuit the packet belongs (using the classifier). The size of the classifier is determined by the number of circuits on the outgoing link. For example, an OC192c link carrying 64kb/s circuits requires 156,000 entries in its table.
At the egress boundary router, arriving data needs to be reassembled into packets (assuming they were broken into time slots. If they were carried on their own wavelength, then no reassembly should be needed).
Because most flows are short lived, the circuit establishment and tear down must be really fast. Given the simplicity of the signaling, we believe this can be done in hardware.
One example of TCP Switching
There are a number of ways to design a TCP Switch. Table 2 shows some of the choices.
We have been experimenting with TCP Switching via prototyping (in Linux) and simulation (using ns-2 [7] ). We needed to make our own design choices in our experiments, and so list them here.
The core circuit switches are assumed to carry 64Kb/s circuits to match the access links of most network users.
High capacity flows use multiple circuits. In our design, we opt for in-band signaling, which requires a modification to the circuit switch. (Altematively, out-ofband signaling could be used, and would require no hardware changes to the circuit switch). We consider circuits to be idle or active. Idle circuits are ones that have not been allocated to a flow, and so carry no data. When the first packet starts flowing on an idle circuit (not necessarily a TCP SYN packet), the circuit switch tries to establish a new circuit. This allows the switch to carry UDP flows without modification, and makes the system robust against re-routing of TCP flows (about 0.4% of flows are re-routed today). The routing information is present in the first packet (i.e. the IP packet header) and is used to find the next hop for the circuit using regular IP routing tables. If a circuit cannot be established, the data is dropped and the boundary router is required to detect a timeout. New flows are detected using a simple exact match classifier. The headers of arriving packets (IP addresses and TCP port numbers) are compared against a table of active flows to see if the flow belongs to an existing circuit, or whether a new circuit should be created. Given the duration of measured flows, we can expect the rate of the exact-match loohip to be approximately 3 1 Mpps and 50,000 new connections per second for an OC192c link. This is quite manageable in dedicated hardware.
Around 40% of the TCP flows have ACK packets arriving after the FIN. This happens because the communication in the other direction is still active, so it is unwise to close a connection right after seeing a FIN.
Thus, we choose to use soft state, and wait until the connection times out due to inactivity. lnterestingly, our simulations show that the performance is not very sensitive for a timeout value of around 60 seconds. This is similar to the results obtained for IP Switching [13] .
The admission controller (in the boundary router) queues the calls that cannot be accepted for a period up to 1.5 minutes, which is half of the TCP connection establishment timeout value prescribed by RFC 1122 [41.
We have experimented with ways to determine the data rate assigned to a new flow, but this is beyond the scope of this paper. In brief, it could be obtained from a SLNpolicy database or i t could be carried as an option in the TCP header.
Experimentation
We are implementing TCP Switches in three different ways. First, we have simulated a TCP Switched network using ns-2 [7] , and havc used it to study the overall performance of a network that includes TCP Switching, the users' response times, and how TCP congestion control mechanisms perform.
Most interestingly, we have found that there are quite a few conditions under which CS gives users a faster download response time than with PS, for the same network topology; for example, when there is low variation in file sizes on a wcb server. and many contending clients, or also when the peak flow rate is much smaller than the link data rate. We have been able to confirm this theoretically, and will describe it in an upcoming paper.
We have also implemented an ingress boundary router as a kernel module in Linux 2.4 on a Pentium 111 operating at 1GHz. We measured the increased forwarding delay for each packet: regular IP forwarding takes 17 ps, and the addition of a (fairly inefficient) classifier and output packet scheduler for PS style QoS, increases the delay to 77 ps. On the other hand TCP Switching forwarding takes between 17 and 25 ps, and the circuit setup time in software is about 57 ps. These figures indicate that the performance of a TCP Switching boundary router is comparable to that of a regular router. Of course, we expect these numbers to be much reduced if implemented in dedicated hardware, and so we are just starting on an FPGA-based implementation.
Previous work
Recently several researchers have described the integration of IP and circuit switching in the core. There have been three main approaches to define signaling mechanisms that would add dynamism to the establishment and release of SONETKDH circuits. They are MPLamdaS [lo], OIF [ l l ] and ODSI [12] . These three working groups provide the control mechanisms, and it is left up to the vendors to define how to monitor the traffic, what triggers the circuit establishment and how to allocate the bandwidth.
There are two architectures that try to address this decision making. The first one is optical burst switching [14] , which queues packets up to a threshold, and then establishes a circuit with an explicit connection release time, also known as a burst. In the second one, Veeraraghavan et al. I151 define an end-to-end, circuitswitched network that is parallel to the packet switched Internet. Only big file transfers are transmitted through the CS network.
Our approach differs in the sense that TCP Switching re-uses the connection establishment mechanism to create a circuit for each flow (TCP, UDP or other type). We exploit the connection-oriented nature of the current Internet. We create a circuit only when (and as soon as) a flow starts, and we maintain this circuit until the moment the flow ends. In this respect, TCP Switching is most similar to IP Switching [131 in which user flows triggered the establishment of ATM virtual circuits.
Conclusions
New optical technology is being used to build very high capacity circuit switches. While these switches are TCP Switching provides one evolutionary path to exposing circuits to IP. Our experiments suggest so far that circuit switching can lead to lower response times for network users, and that TCP Switching is relatively easy t o implement in a boundary router or in a core switch.
But given the controversy surrounding this topic, and the incompleteness of our work, we expect this is just one contribution to the ongoing debate. 10.
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