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Abstract—In random graph models, the degree distribution of an individual node should be distinguished from the (empirical) degree
distribution of the graph that records the fractions of nodes with given degree. We introduce a general framework to explore when these
two degree distributions coincide asymptotically in a sequence of homogeneous random networks of increasingly large size. The
discussion is carried under three basic statistical assumptions on the degree sequences: (i) distributional homogeneity; (ii) existence of
an asymptotic (nodal) degree distribution; and (iii) asymptotic uncorrelatedness. It follows from the discussion that under (i)-(ii) the
asymptotic equality of the two degree distributions occurs if and only if (iii) holds. We use this observation to show that the asymptotic
equality may fail in some homogeneous random networks. The counterexample is found in the class of random threshold graphs for
which (i) and (ii) hold but where (iii) does not. An implication of this finding is that these random threshold graphs cannot be used as a
substitute to the Baraba´si-Albert model for scale-free network modeling, as was proposed by some authors. The results can also be
formulated for non-homogeneous models by making use of a random sampling procedure over the nodes.
Index Terms—Random graphs; random threshold graphs; degree distribution; scale-free networks.
F
1 INTRODUCTION
In the past three decades considerable efforts have been
devoted to understanding the rich structure and functions
of complex networks, be they technologically engineered,
found in nature or generated through social interactions.
These developments have been recorded in surveys, e.g.,
[1], [19], [32], research monographs, e.g., [4], [16], [20], [25],
[33], and anthologies of research papers, e.g., [34].
The questions of interest often relate to a collection of
entities (alternatively called nodes, agents, etc.) and to a set
of relationships between them. The pairings can be phys-
ical, logical or social in nature; when pictured as links or
edges between nodes, they naturally give rise to graphs and
graph-like structures (customarily referred to as networks)
on the set of nodes. Often the pairwise relationships are
best viewed as inherently random, suggesting that random
graph models be used to frame the relevant issues – Here we
understand a random graph to be a graph-valued random
variable (rv).
A popular research direction has been concerned with
designing random graph models that exhibit key proper-
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ties observed in real networks. Historically attention has
been given to the simplest of network properties, namely
the degree of nodes and their various distributions. The
discussion invariably starts with the work of Erdo˝s and
Re´nyi [22]: With n nodes and link probability p, the (bino-
mial) Erdo˝s-Re´nyi graph G(n; p) postulates that the n(n−1)2
potential undirected links between these n nodes are each
created with probability p, independently of each other. The
degree distribution in Erdo˝s-Re´nyi graphs is announced to
be Poisson-like, the justification going roughly as follows: (i)
With Dn,k(p) denoting the degree rv of node k in G(n; p),
the rvs Dn,1(p), . . . , Dn,n(p) are identically distributed,
each distributed according to a binomial rv Bin(n − 1; p);
(ii) If the link probability scales with n as pn ∼ λn for some
λ > 0, then Poisson convergence ensures the distributional
convergence
Dn,1(pn) =⇒n D (1)
with D denoting a Poisson rv with parameter λ. A rich
asymptotic theory has been developed for Erdo˝s-Re´nyi
graphs in the many node regime; see the monographs [10],
[18], [20], [26].
However, in many networks the data tells a different
story: If the network comprises a large number n nodes and
Nn(d) is the number of nodes with degree d in the network,
then statistical analysis suggests a power-law behavior of
the form
Nn(d)
n
' Cd−α (2)
for some α in the range [2, 3] (with occasional exceptions)
and C > 0. See [20, Section 4.2] for an introductory dis-
cussion and references, and the paper by Clauset et al. [15]
for a principled statistical framework. Statements such as (2)
are usually left somewhat vague as the range of d is never
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2carefully specified; networks where (2) was observed are
often called scale-free networks.
On account of this observation, Erdo˝s-Re´nyi graphs were
deemed inadequate for modeling scale-free networks (as
well as other networks of interest). As a result, new classes
of random graph models have been proposed in an attempt
to capture the behavior (2) (and other properties), e.g., the
configuration model [8], [9], [30], [31], generalized random
graphs [12], and exponential random graphs [24], [40] to
name some of the possibilities. The Baraba´si-Albert network
model came to prominence for its ability to formally “ex-
plain” the existence of power law degree distributions in
large networks via the mechanism of preferential attach-
ment [3].
The statement (2) concerns an empirical degree distribu-
tion computed network-wide, whereas the convergence (1)
addresses the behavior of the (generic) degree of a single
node, its distribution being identical across nodes. A natural
question is then whether these two different points of view
are compatible with each other and can be reconciled, at
least asymptotically, in large networks, and if so, under what
conditions. The purpose of this paper is to explore this issue
in some details. What follows is an outline of some of the
contributions along these lines:
1. In Section 2 a general framework to investigate this
discrepancy is introduced in terms of a sequence of random
graphs {Gn, n = 1, 2, . . .} whose size goes to infinity
with n. Two different settings of increasing generality are
considered.
2. The homogeneous setting captures situations where an
asymptotic nodal degree distribution exists, and is pre-
sented in Section 3. It is defined in terms of the following
three assumptions:
(i) A weak form of distributional homogeneity (hence the
terminology homogeneous networks): In particular, for
each n = 1, 2, . . ., the degree rvs in Gn are identically
distributed across nodes – Let Dn denote the generic
degree rv in Gn;
(ii) Existence of an asymptotic (nodal) degree distribution:
In analogy with (1), there exists an N-valued rv D such
that
Dn =⇒n D. (3)
Let (p(d), d = 0, 1, . . .) denote the pmf of D; and
(iii) Asymptotic uncorrelatedness: The degree rvs {Dn, n =
1, 2, . . .} display a weak form of asymptotic “pairwise
independence.”
3. The relevant results for the homogeneous case are dis-
cussed in Section 4. Under the aforementioned assumptions,
Proposition 4.2 states that if (Pn(d), d = 0, 1, . . .) is the
empirical degree distribution in Gn (with Pn(d) denoting
the fraction of nodes with degree d in Gn), then
Pn(d)
P−→n p(d), d = 0, 1, . . . (4)
where the pmf (p(d), d = 0, 1, . . .) on N is as postulated
in (ii) above. A strengthening of this result in terms of total
variation distance is provided as Proposition 6.1.
4. A more general setting is considered in Section 5 where
degree homogeneity, namely (i) above, is replaced by a ran-
dom sampling procedure over pairs of nodes. Many situations
are easily fitted into this more general framework. They
include the non-homogeneous Baraba´si-Albert model (and
other growth models), sequences of deterministic graphs
and sequences which are locally weakly convergent [2] (or
weakly convergent in the sense of Benjamini and Schramm
[5]).
5. In Section 7 we introduce a broad class of models where
the underlying assumptions (i)–(iii) can be checked; this pro-
vides a natural and convenient setting for applying Propo-
sition 4.2. Erdo˝s-Re´nyi graphs (under the scaling yielding
(1)) are readily subsumed in this framework, as are many
other homogeneous networks of interest in applications; see
[35] for details. This resolves the discrepancy mentioned
earlier in that the appropriate version of (4) does hold for
both Erdo˝s-Re´nyi graphs (by virtue of Proposition 4.2) [35]
and for the Baraba´si-Albert model (for which (4) holds with
limiting pmf satisfying p(d) ∼ d−3 (d→∞) [11]).
6. Next we turn our attention to the proposition, too often
taken for granted, that in homogeneous random graphs the
convergence (3) of the generic degree distribution automati-
cally implies the convergence (4) of the empirical degree dis-
tribution. In Section 8 we provide a counterexample drawn
from the class of random threshold graph models [13],
[23], [29], [39]. For this class of models under exponentially
distributed fitness, although (3) is known to take place with
p(d) ∼ d−2 (d → ∞) [23], we show that (4) fails to hold.
This fact, contained in Proposition 8.2, constitutes an easy
byproduct of Proposition 8.1. Proofs occupy Section 10 to
Section 13, and rely on the asymptotics of order statistics
for i.i.d. variates [21], [28]. We illustrate this failure through
limited simulation results in Section 9.
7. One implication of this last finding is that random thresh-
old graphs with exponentially distributed fitness cannot be
used as an alternative scale-free model to the Baraba´si-
Albert model (see below) as claimed by some authors
[13], [39]. Indeed, only the convergence (4) has meaning in
the preferential attachment model while (3) is meaningless
there, with the situation being reversed for random thresh-
old graphs. In other words, leaving aside the issue of which
value of α is appropriate, the two models cannot be com-
pared in terms of their degree distributions! This highlights
the fact that even in homogeneous graphs, the network-wide
degree distribution and the nodal degree distribution may
capture vastly different information.
Some of the results discussed in this paper were an-
nounced in the conference paper [36], mostly without
proofs. Different proofs to establish Proposition 8.2. were
originally given in the Ph.D. thesis of the first author [35].
2 A SIMPLE FRAMEWORK
First some notation and conventions: The random variables
(rvs) under consideration are all defined on the same proba-
bility triple (Ω,F ,P). The construction of a probability triple
sufficiently large to carry all the required rvs is standard,
and omitted in the interest of brevity. All probabilistic state-
ments are made with respect to the probability measure P,
and we denote the corresponding expectation operator by
E. The notation P−→n (resp. =⇒n) is used to signify con-
vergence in probability (resp. convergence in distribution)
(under P) with n going to infinity; see the monographs [7],
[14] for definitions and properties. If E is a subset of Ω,
3then 1 [E] is the indicator rv of the set E with the usual
understanding that 1 [E] (ω) = 1 (resp. 1 [E] (ω) = 0) if
ω ∈ E (resp. ω /∈ E). The symbol N (resp. N0) denotes the
set of non-negative (resp. positive) integers.
The discussion is carried out in the following framework
often encountered in the literature; see Section 7 for ex-
amples: Given is a sequence of random graphs {Gn, n =
2, 3, . . .} defined on the probability triple (Ω,F ,P) – We
interchangeably use the terms random graphs and random
networks. Fix n = 2, 3, . . .. The random graph Gn is then
an ordered pair (Vn,En) defined on the set of nodes Vn
with random edge set En ⊆ Vn × Vn. Throughout the
deterministic set Vn is assumed to be non-empty and fi-
nite. The random edge set En is equivalently determined
by a set of {0, 1}-valued edge rvs {χn(k, `), k, ` ∈ Vn}
– Thus, χn(k, `) = 1 (resp. χn(k, `) = 0) if there is a
directed edge (resp. no edge) from node k to node `, so
that En = {(k, `) ∈ Vn × Vn : χn(k, `) = 1}. We do
not necessarily assume that Gn is an undirected graph, and
we allow self-loops. There is no loss in generality in taking
Vn = {1, . . . , kn} for some positive integer kn. In most cases
of interest Vn = {1, . . . , n} so that kn = n.
For each k in Vn, the degree of node k in the random
graph Gn is the rv Dn,k given by
Dn,k =
∑
`∈Vn
χn(k, `). (5)
For each d = 0, 1, . . ., the rv Nn(d) defined by
Nn(d) =
∑
k∈Vn
1 [Dn,k = d] (6)
counts the number of nodes in Vn which have degree d in
Gn. The fraction of nodes in Vn with degree d in Gn is then
given by
Pn(d) =
Nn(d)
|Vn| =
1
|Vn|
∑
k∈Vn
1 [Dn,k = d] .
This defines the random pmf
P n =
(
Nn(d)
|Vn| , d = 0, 1, . . .
)
on N with support contained in Vn ∪ {0}. Strictly speaking,
the expression (5) defines the out-degree of a node. How-
ever, everything said for out-degrees can also be developed
for in-degrees with no substantive changes. In what follows
the term degree will refer interchangeably to either out-
degree or in-degree, the point being moot when considering
undirected graphs as is the case in many situations.
For each d = 0, 1, . . ., we explore the convergence (in
probability) of the random sequence {Pn(d), n = 2, . . .} to
a deterministic limit, say L(d) in R, when the graph size
becomes infinitely large, namely limn→∞ |Vn| =∞.
For sequences of bounded rvs, convergence in proba-
bility and mean-square convergence are equivalent by stan-
dard facts concerning modes of convergence for rvs [7], [14].
Therefore, the convergence
Pn(d)
P−→n L(d) (7)
occurs if and only if
lim
n→∞E
[
|Pn(d)− L(d)|2
]
= 0. (8)
For each n = 2, 3, . . ., standard properties of the variance
give
E
[
|Pn(d)− L(d)|2
]
= Var [Pn(d)] + |E [Pn(d)]− L(d)|2 , (9)
and the following characterization is readily obtained.
Fact 2.1. With d = 0, 1, . . ., the convergence in probability (7)
occurs to some scalar L(d) if and only if we simultaneously
have limn→∞ E [Pn(d)] = L(d) and limn→∞Var [Pn(d)] =
0.
To exploit this observation we begin by computing the
first two moments E [Nn(d)] and E
[
Nn(d)
2
]
. The definition
(6) of the rv Nn(d) yields the expressions
E [Nn(d)] =
∑
k∈Vn
P [Dn,k = d] (10)
and
E
[
Nn(d)
2
]
=
∑
k∈Vn
P [Dn,k = d] (11)
+
∑
k∈Vn
 ∑
`∈Vn: 6`=k
E [1 [Dn,k = d]1 [Dn,` = d]]

by the binary nature of the involved rvs.
We leverage Fact 2.1 in two different settings: The homo-
geneous setting, introduced in Section 3, captures situations
already mentioned in the introduction where an asymptotic
nodal degree distribution exists; the relevant results are
presented in Section 4. A more general setting is considered
in Section 5.
3 THE HOMOGENEOUS CASE – ASSUMPTIONS
First we specify what we mean by a random network (or
interchangeably, a random graph) to be homogeneous for the
purpose of this paper.
Assumption 1. (Homogeneity) For each n = 2, 3, . . ., the
degree rvs in Gn are equidistributed in the sense that
Dn,k =st Dn,1, k ∈ Vn (12)
and
(Dn,k, Dn,`) =st (Dn,1, Dn,2)
k 6= `
k, ` ∈ Vn. (13)
Obviously condition (13) implies condition (12). In many
settings (see Section 7), Assumption 1 follows from the
stronger structural assumption that for each n = 1, 2, . . .,
the edge rvs {χn(k, `), k, ` ∈ Vn} (or a subset thereof in the
undirected case) are exchangeable – Random networks with
this property are traditionally called homogeneous. Under
Assumption 1, for each n = 2, 3, . . ., it is appropriate to
speak of the degree distribution of a node in Gn, namely the
distribution of Dn,1.
In many cases of interest the degree rvs {Dn,1, n =
2, 3, . . .} converge in the following sense.
4Assumption 2. (Existence of an asymptotic degree distribu-
tion) Assume that Assumption 1 holds and that there exists
an N-valued rvD such that
Dn,1 =⇒n D. (14)
Let p = (p(d), d = 0, 1, . . .) denote the pmf of the limiting
rvD.
Assumption 2 can be rephrased as
lim
n→∞P [Dn,1 = d] = p(d), d = 0, 1, . . . (15)
Even in well-structured settings where Assumption 1 holds,
the convergence (14) may fail. For instance, in large homoge-
neous binary multiplicative attribute graph (MAG) models
introduced by Kim and Leskovec [27], although (14) occurs,
it does so only with a trivial limiting pmf p, say D = 0 a.s.
or D = ∞ a.s. depending on the parameter values; see [38]
for an extended discussion.
In the homogeneous setting, the motivating issue driving
the discussion is whether under Assumptions 1 and 2, the
convergence
Pn(d)
P−→n p(d), d = 0, 1, . . . (16)
takes place where the pmf p = (p(d), d = 0, 1, . . .) is the
pmf postulated in Assumption 2. The next assumption turns
out to be key.
Assumption 3. (Asymptotic uncorrelatedness) Assume that
Assumption 1 holds, and that for each d = 0, 1, . . ., the
identically distributed rvs 1 [Dn,1 = d] and 1 [Dn,2 = d] are
asymptotically uncorrelated in the sense that
lim
n→∞Cov [1 [Dn,1 = d] ,1 [Dn,2 = d]] = 0. (17)
Assumption 3 amounts to the convergence statement
lim
n→∞
(
P [Dn,1 = d,Dn,2 = d]
− P [Dn,1 = d]P [Dn,2 = d]
)
= 0 (18)
for each d = 0, 1, . . .. It is implied by the following stronger
assumption which is easier to check in practice; see Section
7 for some examples in a commonly occurring setting.
Assumption 4. (Pairwise asymptotic independence) As-
sume Assumptions 1 and 2 to hold. Furthermore, the degree
rvs Dn,1 and Dn,2 are asymptotically independent in the
sense that
(Dn,1, Dn,2) =⇒n (D1, D2) (19)
where D1 and D2 are independent N-valued rvs, each dis-
tributed according to the pmf p postulated in Assumption 2.
While Assumption 4 reads
lim
n→∞P [Dn,1 = d,Dn,2 = d
′] = p(d)p(d′), d, d′ = 0, 1, . . .
Assumption 3 does not require the joint convergence (19)
to hold. However, if (19) were known to hold (but with
no further characterization of the joint limit), then under
Assumption 2 it is easy to check that Assumption 3 is
equivalent to the independence of the binary rvs 1 [D1 = d]
and 1 [D2 = d] for each d = 0, 1, . . .. However, the lack
of independence of the rvs D1 and D2 does not preclude
the possibility that the rvs 1 [D1 = d] and 1 [D2 = d] are
independent – It is possible to have P [D1 = d,D2 = d] =
P [D1 = d]P [D2 = d] for all d = 0, 1, . . . without the rvs D1
and D2 being independent.
4 A LITTLE THEORY – THE HOMOGENEOUS CASE
We return to Fact 2.1. Fix d = 0, 1, . . . and n = 2, 3, . . ..
Under Assumption 1, the expressions (10) and (11) become
E [Nn(d)] = |Vn| · P [Dn,1 = d]
and
E
[
Nn(d)
2
]
= |Vn|(|Vn| − 1) · P [Dn,1 = d,Dn,2 = d]
+ |Vn| · P [Dn,1 = d] ,
respectively. It follows that
E [Pn(d)] = P [Dn,1 = d] (20)
and
Var [Pn(d)]
= E
[(
Nn(d)
|Vn|
)2]
−
(
E
[
Nn(d)
|Vn|
])2
=
|Vn| − 1
|Vn| · P [Dn,1 = d,Dn,2 = d]
+
P [Dn,1 = d]
|Vn| − (P [Dn,1 = d])
2
=
Var [1 [Dn,1 = d]]
|Vn| (21)
+
|Vn| − 1
|Vn| · Cov [1 [Dn,1 = d] ,1 [Dn,2 = d]]
since P [Dn,1 = d] = P [Dn,2 = d] under Assumption 1.
Let n go to infinity in (20) and (21) with limn→∞ |Vn| =
∞. It is plain that limn→∞ E [Pn(d)] exists if and only if
limn→∞ P [Dn,1 = d] exists, and that limn→∞Var [Pn(d)]
exists if and only if the limit
C(d) ≡ lim
n→∞Cov [1 [Dn,1 = d] ,1 [Dn,2 = d]] (22)
exists. Fact 2.1 translates into the following equivalence.
Proposition 4.1. Assume Assumption 1. With d = 0, 1, . . .,
we have the convergence (7) for some constant L(d) in R if
and only if
lim
n→∞P [Dn,1 = d] = L(d) (23)
and
lim
n→∞Cov [1 [Dn,1 = d] ,1 [Dn,2 = d]] = 0. (24)
Under Assumption 1, Assumption 2 and Assumption 3
imply that the conditions (23) (with L(d) = p(d)) and (24)
hold for all d = 0, 1, . . ., respectively. Applying Proposition
4.1 we then obtain the following compact conclusion.
Proposition 4.2. Under Assumptions 1-3, the convergence
(16) holds for all d = 0, 1, . . . where the pmf p = (p(d), d =
0, 1, . . .) is the pmf postulated in Assumption 2.
5To formulate a converse to Proposition 4.2, assume As-
sumption 1 to hold. The mere existence of the limit (23) for
all d = 0, 1, . . . does not guarantee that the limiting values
{L(d), d = 0, 1, . . .} constitute a pmf on N. Without any
additional assumption, it only holds that
∑∞
d=0 L(d) ≤ 1:
Indeed, for each n = 2, 3, . . ., we have
∑
d∈V Pn(d) ≤ 1 for
every finite subset V ⊆ N, hence ∑d∈V E [Pn(d)] ≤ 1. By
virtue of (20) this is equivalent to
∑
d∈V P [Dn,1 = d] ≤ 1.
Letting n go to infinity we get
∑
d∈V p(d) ≤ 1, and the
desired conclusion follows.
Proposition 4.3. Under Assumption 1, assume that for every
d = 0, 1, . . ., there exists a scalar L(d) such that
Pn(d)
P−→n L(d). (25)
If the limiting values {L(d), d = 0, 1, . . .} constitute a pmf
p = (p(d), d = 0, 1, . . .) on N, then both Assumption 2 (with
pmf p) and Assumption 3 must hold.
Proof. By Proposition 4.1, the validity of (25) for all
d = 0, 1, . . . implies (24) for all d = 0, 1, . . ., hence
Assumption 3 holds. By Proposition 4.1, the validity
of (25) for all d = 0, 1, . . . also implies that (23) holds
for all d = 0, 1, . . .. If additionally the limiting values
{L(d), d = 0, 1, . . .} constitute a pmf p on N, then there
exists an N-valued rv D distributed according to the pmf p
such that Dn,1 =⇒n D, and Assumption 2 holds.
As we survey the discussion so far, it is plain that under
Assumptions 1-2, the convergence (7) necessarily takes the
form (16). Furthermore, whenever we have
lim
n→∞Cov [1 [Dn,1 = d] ,1 [Dn,2 = d]] > 0, (26)
then (16) cannot hold.
5 A LITTLE THEORY – THE GENERAL SETTING
Proposition 4.1 is a special case of a more general fact that
does not require any homogeneity assumption. We devote
this section to a presentation of this more general viewpoint:
Fix n = 2, 3, . . .. In the context of the random graph Gn, let
Σn denote the set {(k, `) ∈ Vn× Vn : k 6= `} that comprises
all ordered pairs drawn from Vn without repetition. Let also
the rv (νn, µn) : Ω → Σn be uniformly distributed over Σn,
i.e.,
P [νn = k, µn = `] =
1
|Vn|(|Vn| − 1) ,
k 6= `
k, ` ∈ Vn.
Thus, the rv (νn, µn) models the randomly uniform selec-
tion of two nodes in Vn (without repetition); the rvs νn and
µn are both uniformly distributed over Vn. The selection rv
(νn, µn) is assumed to be independent of the random graph
Gn.
Fix d = 0, 1, . . .. Under the enforced independence
assumptions, we note from (10) that
E
[
Nn(d)
|Vn|
]
=
1
|Vn| ·
∑
k∈Vn
P [Dn,k = d]
=
∑
k∈Vn
P [νn = k,Dn,k = d] ,
and it follows that
E [Pn(d)] = P [Dn,νn = d] . (27)
Using (11) we also conclude from (27) that
E
[
Nn(d)
2
]
= |Vn| · P [Dn,νn = d]
+ |Vn| (|Vn| − 1) · P [Dn,νn = d,Dn,µn = d] ,
whence
Var [Pn(d)]
= E
[(
Nn(d)
|Vn|
)2]
−
(
E
[
Nn(d)
|Vn|
])2
=
P [Dn,νn = d]
|Vn| +
|Vn| − 1
|Vn| · P [Dn,νn = d,Dn,µn = d]
− P [Dn,νn = d]P [Dn,µn = d]
=
Var [1 [Dn,νn = d]]
|Vn| (28)
+
|Vn| − 1
|Vn| · Cov [1 [Dn,νn = d] ,1 [Dn,µn = d]] .
To obtain the variance term in (28) we used the obvious
equality P [Dn,µn = d] = P [Dn,νn = d]. Let n go to infinity
in (27) and (28) with limn→∞ |Vn| =∞. Appealing again to
Fact 2.1 we obtain the following analog of Proposition 4.1.
Proposition 5.1. Under the foregoing assumptions, with d =
0, 1, . . ., the convergence (7) holds for some scalar L(d) in R
if and only if
lim
n→∞P [Dn,νn = d] = L(d) (29)
and
lim
n→∞Cov [1 [Dn,νn = d] ,1 [Dn,µn = d]] = 0. (30)
Under Assumption 1, for each n = 1, 2, . . . the distri-
butional equalities Dn,νn =st Dn,1, Dn,µn =st Dn,1, and
(Dn,νn , Dn,µn) =st (Dn,1, Dn,2) hold, in which case the
conditions (29) and (30) reduce to conditions (23) and (24)
of Proposition 4.1, respectively – Proposition 4.1 is plainly
subsumed by Proposition 5.1. While the latter holds under
no assumption on the sequence {Gn, n = 2, 3, . . .}, unfor-
tunately in that generality it does not retain the operational
ability of Proposition 4.1 of equating the two different degree
distributions available in the homogeneous case.
Proposition 5.1 also applies when the graphs {Gn, n =
2, 3, . . .} are deterministic. The non-homogeneous Baraba´si-
Albert model (and other growth models) are easily fitted
into this more general framework. In particular, Proposition
5.1 offers the possibility of establishing the convergence (7)
through (29) and (30). These two properties follow if the
sequence {Gn, n = 2, 3, . . .} is locally weakly convergent (or
weakly convergent in the sense of Benjamini and Schramm
[5]); see the reference [2] for an introduction to these ideas.
The Baraba´si-Albert model (and some of its variants) were
shown to be locally weakly convergent by Berger et al.
[6]. However, in the Baraba´si-Albert model, Bolloba´s et al.
have shown the convergence (7) by direct Hoeffding-Azuma
bounding arguments [11], thereby implying (30) (as well as
(29) trivially by bounded convergence).
66 CONVERGENCE IN TOTAL VARIATION DISTANCE
The weak convergence of N-valued rvs is equivalent to
convergence in the total variation distance of their corre-
sponding pmfs (on N); this is a well-known consequence
of Scheffe´’s Theorem [7, App. II, p. 224] when applied to
discrete rvs. Here we show an analogous equivalence when
the convergence in probability (16) holds for all d = 0, 1, . . .:
If µ = (µ(x), x = 0, 1, . . .) and ν = (ν(x), x = 0, 1, . . .)
are two pmfs on N, the total variation distance between them
is given by
dTV(µ,ν) =
1
2
∞∑
x=0
|µ(x)− ν(x)| .
This quantity can alternatively be expressed as
dTV(µ,ν) =
∞∑
x=0
(µ(x)− ν(x))+ =
∞∑
x=0
(ν(x)− µ(x))+ .
Proposition 6.1. Under Assumptions 1-3, we have
dTV (P n,p)
P−→n 0 (31)
where the pmf p = (p(d), d = 0, 1, . . .) is the pmf postulated
in Assumption 2.
Proof. Pick V ⊆ N0 arbitrary with |V | < ∞. Using the
alternate representation above, we get
E [dTV (P n,p)] ≤
∑
x∈V
E
[
(p(x)− Pn(x))+
]
+
∑
x/∈V
p(x)
for each n = 1, 2, . . .. Let n go to infinity in this last
inequality. By Proposition 4.2 we have Pn(x)
P−→n p(x) for
each x = 0, 1, . . ., whence limn→∞ E
[
(p(x)− Pn(x))+
]
= 0
by bounded convergence. It follows that
lim sup
n→∞
E [dTV (P n,p)] ≤
∑
x/∈V
p(x).
The set V being an arbitrary finite subset of N and
p being a pmf on N (hence tight), we readily obtain
limn→∞ E [dTV (P n,p)] = 0, and the desired conclusion
(31) follows by Markov’s inequality.
7 A COMMONLY ENCOUNTERED SETTING
In many situations of interest the sequence of random
graphs {Gn, n = 1, 2, . . .} arises in the following natural
manner: Given is an underlying parametric family of random
graphs, say
{G(n;α), n = 2, 3, . . .}, α ∈ A ⊆ Rr (32)
where A is some parameter set and r is a positive integer.
With α in A, for each n = 2, 3, . . ., the random graph
G(n;α) is a random graph on Vn whose statistics depend
on the parameter α. For each k in Vn, let Dn,k(α) denote the
degree of node k in G(n;α); it is often the case that the rvs
{Dn,k(α), k ∈ Vn} constitute an exchangeable family, as we
assume thereafter in this section. Thus, there is no ambiguity
when speaking of the (nodal) degree distribution in G(n;α)
because all nodes have the same degree distribution, namely
that of the rv Dn,1(α).
We construct the collection {Gn, n = 2, 3, . . .} by setting
Gn ≡ G(n;αn), n = 2, 3, . . . (33)
for some scaling α : N0 → A, in which case Dn,k =
Dn,k(αn) for each k in Vn – Scalings are sequences which
we view as mappings defined on N0; the mapping itself is
denoted by the same symbol used for the generic element
of the sequence.
The scaling α : N0 → A appearing in (33) is the (usually
unique) scaling which ensures the convergence
Dn,1(αn) =⇒n D (34)
for some non-degenerate N-valued rvD; this scaling is often
the critical scaling associated with the emergence of a max-
imal component. Under these circumstances, Assumptions
1 and 2 are automatically satisfied, and only Assumption 3
needs to be verified.
The setting outlined above applies to a number of ex-
amples routinely discussed in the literature: Here for each
n = 1, 2, . . ., we take Vn = {1, . . . , n}. With c > 0,
1) Erdo˝s-Re´nyi graphs G(n; p) (0 ≤ p ≤ 1) with scaling
p : N0 → [0, 1] such that pn ∼ cn [10], [18], [22];
2) Geometric random graphsG(n; ρ) on a unit square (ρ >
0) with scaling ρ : N0 → R+ such that piρ2n ∼ cn [37];
and
3) Random key graphs K(n;K,P ) (K < P in N0) with
scalings K,P : N0 → N0 such that K
2
n
Pn
∼ cn [41].
Assumption 1 is readily satisfied in these homogeneous
situations. In each case, Poisson convergence can be invoked
to validate Assumption 2 with the rv D in (34) being
a Poisson rv with parameter c. In all cases, the stronger
Assumption 4 is established, thereby implying Assumption
3. While it is elementary to do so for Erdo˝s-Re´nyi graphs, the
calculations become increasingly tedious as we move from
geometric random graphs to random key graphs; see [35] for
details. Finally, despite an abundance of situations where
Assumptions 1-3 are satisfied (beyond the ones discussed
above), it is nevertheless possible to find homogeneous
random networks in the sense of Assumption 1 where (14)
occurs but where the convergence (16) fails. This is taken on
in the remainder of the paper starting with the next section.
8 A COUNTEREXAMPLE
8.1 Random threshold graphs
The setting is that of [13], [23], [29], [39]: Let {ξ, ξk, k =
1, 2, . . .} denote a collection of i.i.d. R+-valued rvs de-
fined on the probability triple (Ω,F ,P), each distributed
according to a given (probability) distribution function
F : R → [0, 1] with F (x) = 0 for x ≤ 0. With ξ acting
as a generic representative for this sequence of i.i.d. rvs, we
have
P [ξ ≤ x] = F (x), x ∈ R.
Once F is specified, random thresholds graphs are char-
acterized by two parameters, namely a positive integer n
and a threshold value θ > 0: The network comprises n
nodes, labelled k = 1, . . . , n, and to each node k we assign a
7fitness variable (or weight) ξk which measures its importance
or rank. For distinct k, ` = 1, . . . , n, the nodes k and ` are
declared to be adjacent if
ξk + ξ` > θ, (35)
and a bidirectional edge exists between nodes k and `. The
adjacency notion (35) defines the random threshold graph
T(n; θ) on the set of vertices Vn = {1, . . . , n}. The degree
Dn,k(θ) of node k in T(n; θ) is clearly given by
Dn,k(θ) =
n∑
`=1, ` 6=k
1 [ξk + ξ` > θ] , k = 1, . . . , n.
Under the enforced assumptions, the rvs
Dn,1(θ), . . . , Dn,n(θ) are exchangeable, thus equidis-
tributed.
8.2 Applying Proposition 4.2 under exponential fitness
From now on we focus on the special case when ξ is
exponentially distributed with parameter λ > 0, written
ξ ∼ Exp(λ), that is
P [ξ ≤ x] = 1− e−λx+ , x ∈ R (36)
where we have used the standard notation x+ = max(x, 0).
While other distributions could be considered to develop
counterexamples to Proposition 4.2, the exponential distri-
bution was selected for two main reasons: This situation was
considered in the references [13], [23], [39] in making the
case that scale-free networks can be generated through the
fitness-based mechanism used in random threshold graphs;
more on that later. Moreover, calculations are greatly sim-
plified in the exponential case.
With random threshold graphs as the underlying family
(32), the definition (33) here takes the form
Gn = T(n; θ?n), n = 2, 3, . . . (37)
with scaling θ? : N0 → [0,∞) given by
θ?n = λ
−1 log n, n = 2, 3, . . . . (38)
We are in the setting of Section 7. Having in mind to
apply Proposition 4.2 to the random graphs {Gn, n =
1, 2, . . .}, we recover the notation of Section 2 by setting
Dn,k = Dn,k(θ
?
n),
k = 1, . . . , n
n = 2, 3, . . .
Assumption 1 is obviously satisfied in light of the afore-
mentioned exchangeability. It was shown by Fujihara et
al. [23, Example 1, p. 366] that Dn,1 =⇒n D where the
N-valued rv D is a conditionally Poisson rv with pmf
pFuj = (pFuj(d), d = 0, 1, . . .) given by
pFuj(d) = P [D = d] = E
[
(eλξ)d
d!
e−e
λξ
]
, d = 0, 1, . . . (39)
Therefore, Assumption 2 holds with
lim
n→∞P [Dn,1 = d] = pFuj(d), d = 0, 1, . . . (40)
8.3 Assumption 3 fails
The remainder of the paper is devoted to showing the
following convergence result.
Proposition 8.1. Assume ξ ∼ Exp(λ) for some λ > 0. For
each d = 0, 1, . . ., the limit
C(d) ≡ lim
n→∞Cov [1 [Dn,1(θ
?
n) = d] ,1 [Dn,2(θ
?
n) = d]] (41)
exists and C(d) > 0.
Proposition 8.1 is established from Section 10 to Section
12 where expressions are given for the limits (41): For
instance, we show at (70) that
C(0) = E
[
e−max(e
λξ1 ,eλξ2 )
]
− E
[
e−(e
λξ1+eλξ2 )
]
> 0.
The expression (74) of the limit C(d) for d 6= 0 is rather
cumbersome and is omitted at this point. However, the
fact that C(d) > 0 on the entire range suffices to establish
the desired counterexample by virtue of the observation
following Proposition 4.3.
Proposition 8.2. Assume ξ ∼ Exp(λ) for some λ > 0. For
each d = 0, 1, . . ., the sequence of rvs{
1
n
n∑
k=1
1 [Dn,k(θ
?
n) = d] , n = 2, 3, . . .
}
(42)
does not converge in probability to any constant.
In fact, for each d = 0, 1, . . ., there exists a non-
degenerate [0, 1]-valued rv Π(d) with E [Π(d)] = pFuj(d)
and Var [Π(d)] > 0 such that
1
n
n∑
k=1
1 [Dn,k(θ
?
n) = d] =⇒n Π(d).
Details are available in [35].
The failure of the convergence (16) in the context of
random threshold graphs with exponentially distributed
fitness is noteworthy for the following reason: Caldarelli
et al. [13], [39] have proposed this class of random graph
models as an alternative scale-free model to the preferential
attachment model of Baraba´si and Albert [3]. The basis for
their proposal was the provable power-law behavior
pFuj(d) ∼ d−2 (d→∞). (43)
See Fujihara et al. [23, Example 1, p. 366] for details. How-
ever, a meaningful comparison between the two models
would have required at minimum the validity of the con-
vergence
1
n
n∑
k=1
1 [Dn,k(θ
?
n) = d]
P−→n pFuj(d), d = 0, 1, . . .
By Proposition 8.2 this last convergence fails to happen, and
the two models cannot be meaningfully compared since for
the Baraba´si-Albert model it only holds that
1
n
n∑
k=1
1 [Dn,k(θ
?
n) = d]
P−→n pBA(d), d = 0, 1, . . .
with pBA(d) ∼ d−3 (d → ∞) [11]. Although the Baraba´si-
Albert model has attracted much attention as a network
model, its tree-like structure does not make it a particularly
8good fit for the empirical data coming from large real-life
networks. Similar comments apply to the class of random
threshold graph models due to a propensity to produce star-
like structures.
9 SIMULATION RESULTS
Through a limited set of simulation experiments, we now
demonstrate the failure of the convergence (16) established
for random threshold graphs in Proposition 8.2. Through-
out, the fitness variable ξ is taken to be exponentially
distributed with parameter λ = 1, and the threshold is
scaled in accordance to (38), namely θ?n = log n for each
n = 2, 3, . . ..
The number n of nodes being given, we gen-
erate R mutually independent realizations of the
random threshold graph T(n; θ?n); they are denoted
T(1)(n; θ?n),T(2)(n; θ?n), . . . ,T(n)(n; θ?n), respectively. For
each k = 1, 2, . . . , n and r = 1, 2, . . . , R, let D(r)n,k(θ
?
n) denote
the degree of node k in the random graph T(r)(n; θ?n).
(a) n = 10000, R = 100
(b) n = 30000, R = 100
Fig. 1
We explore the behavior of the empirical degree dis-
tribution along the scaling (38) (with λ = 1) as generated
through a single network realization. We do so by plotting
the histograms
N
(r)
n (d; θ?n)
n
=
1
n
n∑
k=1
1
[
D
(r)
n,k(θ
?
n) = d
]
,
d = 0, 1, . . .
r = 1, . . . , R
(44)
for various values of d and r, and large n, and compar-
ing against the corresponding value for the limiting nodal
distribution pFuj(d) given in (39). Using this expression we
numerically evaluate pFuj(d) as
pFuj(d) =
1
d!
∫ ∞
0
edx
d!
e−e
x
e−xdx
for each d = 0, 1, . . .. In Figure 1 we plot the histogram
N(r)n (.;θ
?
n)
n for different runs r = 1, 2, . . . , R and varying
graph sizes n = 10000, 30000. Observe the high variability
with respect to the nodal degree distribution pFuj which
does not change as the graph size is increased.
We smooth out the variability observed in Figure 1 by
averaging the empirical degree distributions (44) over the
R i.i.d. realizations T(1)(n; θ?n),T(2)(n; θ?n), . . . ,T(R)(n; θ?n).
This results in the statistic
1
R
R∑
r=1
N
(r)
n (d; θ?n)
n
, d = 0, 1, . . . . (45)
Fix d = 0, 1, . . .. The Strong Law of Large Numbers yields
lim
R→∞
1
R
R∑
r=1
N
(r)
n (d; θ?n)
n
= E
[
Nn(d; θ
?
n)
n
]
a.s. (46)
with
E
[
Nn(d; θ
?
n)
n
]
= P [Dn,1(θ?n) = d]
by exchangeability. On the other hand, by virtue of (40) we
have limn→∞ P [Dn,1(θ?n) = d] = pFuj(d). Combining these
observations yields the approximation
1
R
R∑
r=1
N
(r)
n (d; θ?n)
n
=Approx pFuj(d) (47)
for large n and R. The goodness of the approximation (47) is
noted in Figure 1, where the empirical distribution averaged
over R = 100 runs is observed to be very close to the
nodal degree distribution. However, the accuracy of the
approximation (47) does in no way imply the validity of
(16). In fact the mistaken belief that (16) holds, implicitly
assumed in the papers [13], [39], might have stemmed from
using the smoothed estimate (47).
10 PREPARING THE PROOF OF PROPOSITION 8.1
For every n = 2, 3, . . . and θ > 0, the decomposition
Dn,j(θ) = 1 [ξ1 + ξ2 > θ] +D
?
n,j(θ), j = 1, 2 (48)
holds where we have set
D?n,j(θ) =
n∑
k=3
1 [ξj + ξk > θ] .
Fix d = 0, 1, . . .. It is a simple matter to check that∣∣P [Dn,j(θ) = d]− P [D?n,j(θ) = d]∣∣
9≤ 2P [ξ1 + ξ2 > θ] , j = 1, 2 (49)
and ∣∣P [Dn,j(θ) = d, j = 1, 2]− P [D?n,j(θ) = d, j = 1, 2]∣∣
≤ 2P [ξ1 + ξ2 > θ] . (50)
Next, for each n = 2, 3, . . . we substitute θ by
θ?n in the bound (50) and let n go to infinity in
the resulting inequality. Since limn→∞ θ?n = ∞, we
conclude that limn→∞
∣∣P [Dn,1(θ?n) = d,Dn,2(θ?n) = d] −
P
[
D?n,1(θ
?
n) = d,D
?
n,2(θ
?
n) = d
] ∣∣ = 0, whence
lim
n→∞P [Dn,1(θ
?
n) = d,Dn,2(θ
?
n) = d]
= lim
n→∞P
[
D?n,1(θ
?
n) = d,D
?
n,2(θ
?
n) = d
]
(51)
provided either limit exists. The same argument applied to
the bounds (49) readily yields
lim
n→∞P [Dn,j(θ
?
n) = d] = limn→∞P
[
D?n,j(θ
?
n) = d
]
= pFuj(d), j = 1, 2 (52)
in light of (40). It then follows from (51) and (52) that
C(d) (53)
= lim
n→∞Cov
[
1
[
D?n,1(θ
?
n) = d
]
,1
[
D?n,2(θ
?
n) = d
]]
provided either limit at (51) exists.
As we now turn to evaluating (53), it will be notation-
ally convenient to introduce a second collection of R+-
valued rvs {η`, ` = 1, 2, . . .}. We assume that the rvs
{η`, ` = 1, 2, . . .} are also i.i.d. rvs, each of which is
exponentially distributed with parameter λ > 0. The two
collections {ξ, ξk, k = 1, 2, . . .} and {η`, ` = 1, 2, . . .}
are assumed to be mutually independent. For each integer
p = 2, 3, . . ., let ηp|1, . . . , ηp|p denote the values of the
rvs η1, . . . , ηp arranged in decreasing order, namely ηp|p ≤
. . . ≤ ηp|1, with a lexicographic tiebreaker when needed.
The rvs ηp|1, . . . , ηp|p are the order statistics associated with
the collection η1, . . . , ηp, so that for each s = 1, . . . , p, the
rv ηp|s denotes the sth largest value amongst η1, . . . , ηp; in
particular ηp|1 and ηp|p are the maximum and minimum of
the rvs η1, . . . , ηp, respectively [17], [21].
The evaluation of the limiting covariances (53) proceeds
with the following observation: Fix d = 0, 1, . . . and take
n = 3, 4, . . . such that d ≤ n − 2. Under the enforced i.i.d.
assumptions, for each θ > 0 we get(
D?n,1(θ), D
?
n,2(θ)
)
=
(
n∑
k=3
1 [ξ1 + ξk > θ] ,
n∑
k=3
1 [ξ2 + ξk > θ]
)
=st
(
n−2∑
`=1
1 [ξ1 + η` > θ] ,
n−2∑
`=1
1 [ξ2 + η` > θ]
)
=
(
n−2∑
`=1
1
[
ξ1 + ηn−2|` > θ
]
,
n−2∑
`=1
1
[
ξ2 + ηn−2|` > θ
])
where =st denotes distributional equality between rvs. Two
different cases arise:
First, with d = 0 we find
P
[
D?n,1(θ) = 0
]
= P
[
n−2∑
`=1
1
[
ξ1 + ηn−2|` > θ
]
= 0
]
= P [ξ1 + η` ≤ θ, ` = 1, . . . , n− 2]
= P
[
ξ1 + ηn−2|1 ≤ θ
]
= P
[
ηn−2|1 − θ ≤ −ξ1
]
(54)
and
P
[
D?n,1(θ) = 0, D
?
n,2(θ) = 0
]
= P
[
n−2∑
`=1
1
[
ξj + ηn−2|` > θ
]
= 0, j = 1, 2
]
= P [ξ1 + η` ≤ θ, ξ2 + η` ≤ θ, ` = 1, . . . , n− 2]
= P
[
ξ1 + ηn−2|1 ≤ θ, ξ2 + ηn−2|1 ≤ θ
]
= P
[
ηn−2|1 − θ ≤ −max (ξ1, ξ2)
]
. (55)
Next we consider the case d = 1, 2, . . .. Under the
enforced independence assumptions we have
P
[
D?n,1(θ) = d
]
= P
[
n−2∑
`=1
1
[
ξ1 + ηn−2|` > θ
]
= d
]
= P
[
ξ1 + ηn−2|d+1 ≤ θ < ξ1 + ηn−2|d
]
= P
[
θ − ηn−2|d < ξ1 ≤ θ − ηn−2|d+1
]
= E
[
e−λ(θ−ηn−2|d)
+ − e−λ(θ−ηn−2|d+1)+
]
(56)
and
P
[
D?n,1(θ) = d,D
?
n,2(θ) = d
]
= P
[
n−2∑
`=1
1
[
ξj + ηn−2|` > θ
]
= 0, j = 1, 2
]
= P
[
ξj + ηn−2|d+1 ≤ θ < ξj + ηn−2|d, j = 1, 2
]
= P
[
θ − ηn−2|d < ξj ≤ θ − ηn−2|d+1, j = 1, 2
]
= E
[(
e−λ(θ−ηn−2|d)
+ − e−λ(θ−ηn−2|d+1)+
)2]
. (57)
In the next step, carried out in Section 12, we replace θ
by θ?n in the expressions above, and let n go to infinity in
the resulting expressions. To evaluate these limits we shall
rely on asymptotic properties of the order statistics which
are discussed next.
11 ASYMPTOTIC RESULTS FOR ORDER STATISTICS
We begin with a one-dimensional result. For each s =
1, 2, . . ., consider the mapping Gs : R→ R+ defined by
Gs(xs) ≡
(
s−1∑
m=0
e−mxs
m!
)
G(xs), xs ∈ R (58)
where G : R → R+ denotes the well-known Gumbel
distribution given by
G(x) = e−e
−x
, x ∈ R. (59)
The next result is well known [28, Thm. 2.2.1, p. 33], and
takes the following form when applied to exponential dis-
tributions.
Lemma 11.1. For each s = 1, 2, . . ., it holds that
lim
p→∞P
[
λ
(
ηp|s − θ?p
) ≤ xs] = Gs(xs), xs ∈ R (60)
where the scaling θ? : N0 → R is given by (38).
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With s = 1, Lemma 11.1 expresses the well-known
membership of exponential distributions in the maximal
domain of attraction of the Gumbel distribution [21] [28,
Example 1.7.2, p. 21].
We now turn to the two-dimensional result we need: For
each s = 1, 2, . . ., define the mapping Js : R2 → R+ given
by
Js(xs+1, xs) ≡
s−1∑
ks=0
(. . .)× e
−ksxs
ks!
· e−e−min(xs,xs+1) (61)
with
. . . =
s∑
ks+1=ks
(
e−min(xs,xs+1) − e−xs
)ks+1−ks
(ks+1 − ks)! (62)
as xs and xs+1 range over R. In these expressions we use
the convention 00 = 1.
Lemma 11.2. For each s = 1, 2, . . ., we have
lim
p→∞P
[
λ(ηp|s+1 − θ?p) ≤ xs+1, λ(ηp|s − θ?p) ≤ xs
]
= Js(xs+1, xs), xs+1, xs ∈ R (63)
with mapping Js : R2 → R+ given by (61)-(62), and scaling
θ? : N0 → R given by (38).
This result is a consequence of Theorem 2.3.1 in [28, p.
34]. As only the case s = 1 was discussed in [28, Thm 2.3.2,
p. 34], we provide in Section 13 a proof for arbitrary values
of s when the variates {ηk, k = 1, 2, . . .} are exponentially
distributed. By inspection we note from (61)-(62) that
Js(xs+1, xs) = Gs(xs),
xs ≤ xs+1
xs, xs+1 ∈ R (64)
so that
Js(∞, xs) = lim
xs+1→∞
Js(xs+1, xs)
= Gs(xs), xs ∈ R (65)
while
Js(xs+1,∞) = lim
xs→∞
Js(xs+1, xs)
= Gs+1(xs+1), xs+1 ∈ R. (66)
This confirms that the probability distributions Gs+1 and
Gs are the one-dimensional marginal distributions of Js (as
expected).
For use in Section 12 we find it convenient to give
Lemma 11.1 and Lemma 11.2 the following probabilistic
(and more compact) formulation: For any given s = 1, 2, . . .,
there exists a pair of R-valued rvs Λs+1 and Λs defined on
(Ω,F ,P) such that
λ
(
ηp|s+j − θ?p
)
=⇒p Λs+j , j = 0, 1 (67)
and (
λ
(
ηp|s+1 − θ?p
)
, λ
(
ηp|s − θ?p
))
=⇒p (Λs+1,Λs) (68)
with (Λs+1,Λs) jointly distributed according to Js, and the
R-valued rvs Λs+1 and Λs distributed according to Gs+1
and Gs, respectively.
12 COMPLETING THE PROOF OF PROPOSITION
8.1
We return to the expressions obtained in Section 10: With
d = 0, 1, . . . held fixed, for each n = 2, 3, . . . we substitute θ
by θ?n in these expressions according to (38), and let n go to
infinity in the resulting expressions.
12.1 The case d = 0
For each n = 3, 4, . . ., with the aforementioned substitution,
we rewrite (54) and (55) as
P
[
D?n,1(θ
?
n) = 0
]
= P
[
λ(ηn−2|1 − θ?n) ≤ −λξ1
]
and
P
[
D?n,1(θ
?
n) = 0, D
?
n,2(θ
?
n) = 0
]
= P
[
λ(ηn−2|1 − θ?n) ≤ −λmax(ξ1, ξ2)
]
where by construction the rv ηn−2|1 is independent of the
i.i.d. rvs ξ1 and ξ2.
Let Λ1 denote a rv which is distributed according to the
Gumbel distribution (59), and which is independent of the
i.i.d. rvs ξ1 and ξ2. By Lemma 11.1 (for s = 1 and p = n−2),
since limn→∞
(
θ?n − θ?n−2
)
= 0, it is now plain that
pFuj(0) = lim
n→∞P
[
D?n,1(θ
?
n) = 0
]
= P [Λ1 ≤ −λξ1] = E
[
e−e
λξ1
]
and
lim
n→∞P
[
D?n,1(θ
?
n) = 0, D
?
n,2(θ
?
n) = 0
]
= P [Λ1 ≤ −λmax(ξ1, ξ2)] = E
[
e−e
λmax(ξ1,ξ2)
]
under the independence assumptions. Collecting these facts,
we find
lim
n→∞Cov
[
1
[
D?n,1(θ
?
n) = 0
]
,1
[
D?n,2(θ
?
n) = 0
]]
= E
[
e−e
λmax(ξ1,ξ2)
]
− E
[
e−e
λξ1
]
E
[
e−e
λξ2
]
. (69)
As we make use of the reduction step (53) discussed in
Section 10. It follows that
C(0) = lim
n→∞Cov
[
1
[
D?n,1(θ
?
n) = 0
]
,1
[
D?n,2(θ
?
n) = 0
]]
= E
[
e−e
λmax(ξ1,ξ2)
]
− E
[
e−e
λξ1
]
E
[
e−e
λξ2
]
> 0 (70)
since max(eλξ1 , eλξ2) < eλξ1 + eλξ2 .
12.2 The case d = 1, 2, . . .
Pick n = 3, 4, . . . such that d < n − 2. Under the aforemen-
tioned substitution, we can rewrite (56) and (57) as
P
[
D?n,1(θ
?
n) = d
]
= E
[
e−λ(θ
?
n−ηn−2|d)+ − e−λ(θ?n−ηn−2|d+1)+
]
(71)
and
P
[
D?n,1(θ
?
n) = d,D
?
n,2(θ
?
n) = d
]
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= E
[(
e−λ(θ
?
n−ηn−2|d)+ − e−λ(θ?n−ηn−2|d+1)+
)2]
.(72)
Applying Lemma 11.1 and Lemma 11.2 (for s = d and
p = n− 2) we conclude that
(
λ
(
ηn−2|d+1 − θ?n−2
)
, λ
(
ηn−2|d − θ?n−2
))
=⇒n (Λd+1,Λd)
in the notation used at (68). Because limn→∞
(
θ?n − θ?n−2
)
=
0, we obtain(
λ
(
θ?n − ηn−2|d+1
)+
, λ
(
θ?n − ηn−2|d
)+)
=⇒n ((−Λd+1)+, (−Λd)+)
by the Continuous Mapping Theorem for weak conver-
gence, whence
e−λ(θ
?
n−ηn−2|d)+ − e−λ(θ?n−ηn−2|d+1)+
=⇒n e−(−Λd)+ − e−(−Λd+1)+
by applying the Continuous Mapping Theorem once more.
Let n go to infinity in (71) and (72): The Bounded
Convergence Theorem yields
lim
n→∞E
[(
e−λ(θ
?
n−ηn−2|d)+ − e−λ(θ?n−ηn−2|d+1)+
)a]
= E
[(
e−(−Λd)
+ − e−(−Λd+1)+
)a]
(73)
for each a = 1, 2 upon observing the obvious bounds∣∣∣e−λ(θ?n−ηn−2|d)+ − e−λ(θ?n−ηn−2|d+1)+ ∣∣∣ ≤ 1, n = 3, 4, . . .
It follows that
lim
n→∞Cov
[
1
[
D?n,1(θ
?
n) = d
]
,1
[
D?n,2(θ
?
n) = d
]]
= E
[(
e−(−Λd)
+ − e−(−Λd+1)+
)2]
−
(
E
[
e−(−Λd)
+ − e−(−Λd+1)+
])2
and the reduction step (53) leads to
C(d) = lim
n→∞Cov
[
1
[
D?n,1(θ
?
n) = d
]
,1
[
D?n,2(θ
?
n) = d
]]
= Var
[
e−(−Λd)
+ − e−(−Λd+1)+
]
. (74)
Note that C(d) > 0 as the variance of the non-degenerate
rv e−(−Λd)
+ − e−(−Λd+1)+ .
13 A PROOF OF LEMMA 11.2
First some preliminaries. Fix p = 1, 2, . . . and u ≥ 0. The rv
Sp(u) given by
Sp(u) =
p∑
`=1
1 [ξ` > u]
counts the number of exceedances of level u by the rvs
ξ1, . . . , ξp. The proof of Lemma 11.2 relies on the well-
known equivalence
ηp|s ≤ u if and only if Sp(u) < s, s = 0, 1, . . . , p (75)
given in [28, Section 2.2, p. 33]; see also [28, Theorem 2.3.2,
p. 36] for the case s = 1. Throughout we shall write
up(x) = λ
−1 (log p+ x)+ , x ∈ R. (76)
Fix s = 1, 2, . . ., and pick xs and xs+1 in R. Two cases
are possible:
(i) If xs ≤ xs+1 in R, then for each p = s+ 1, s+ 2, . . ., it
holds that up(xs) ≤ up(xs+1), whence
P
[
ηp|s+1 ≤ up(xs+1), ηp|s ≤ up(xs)
]
= P
[
ηp|s+1 ≤ up(xs), ηp|s ≤ up(xs)
]
= P
[
ηp|s ≤ up(xs)
]
since ηp|s+1 ≤ ηp|s. From Lemma 11.1 it follows that
lim
p→∞P
[
λ(ηp|s+1 − θ?p) ≤ xs+1, λ(ηp|s − θ?p) ≤ xs
]
= lim
p→∞P
[
λ(ηp|s − θ?p) ≤ xs
]
= Gs(xs)
and (63) holds as seen through (64).
(ii) If xs+1 ≤ xs in R, then for each p = s + 1, s+ 2, . . .,
the equivalence (75) yields
P
[
ηp|s+1 ≤ up(xs+1), ηp|s ≤ up(xs)
]
= P [Sp(up(xs+1)) < s+ 1, Sp(up(xs)) < s] (77)
=
s−1∑
ks=0
 s∑
ks+1=0
P
 Sp(up(xs+1)) = ks+1
Sp(up(xs)) = ks
 (78)
=
s−1∑
ks=0
(
s∑
ks+1=ks
P
 ∑p`=1 1 [ξ` > up(xs+1)] = ks+1∑p
`=1 1 [ξ` > up(xs)] = ks

upon noting the fact Sp(up(xs)) ≤ Sp(up(xs+1)) since
up(xs+1) ≤ up(xs). For arbitrary ks, ks+1 = 0, 1, . . . with
ks ≤ ks+1, standard counting arguments give
P
 ∑p`=1 1 [ξ` > up(xs+1)] = ks+1∑p
`=1 1 [ξ` > up(xs)] = ks

=
(
p
ks
)
e−λksup(xs)
(
e−λup(xs+1) − e−λup(xs)
)ks+1−ks
×
(
p− ks
ks+1 − ks
)(
1− e−λup(xs+1)
)p−ks+1
=
1
ks!(ks+1 − ks)! ·
p! · p−ks+1
(p− ks+1)! · e
−ksxs
× (e−xs+1 − e−xs)ks+1−ks · (1− e−xs+1
p
)p−ks+1
(79)
where the last step holds whenever p is large enough so that
log p+ xs > 0 and log p+ xs+1 > 0.
Let p go to infinity in (78): From (79) the limit of each
term in (78) is given by
lim
p→∞P
 ∑p`=1 1 [ξ` > up(xs+1)] = ks+1∑p
`=1 1 [ξ` > up(xs)] = ks

=
e−ksxs
ks!
· (e
−xs+1 − e−xs)ks+1−ks
(ks+1 − ks)! · e
−e−xs+1
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for ks ≤ ks+1 in N, as we note that
lim
p→∞
p!
(p− ks+1)! · pks+1 = 1
and
lim
p→∞
(
1− e
−xs+1
p
)p−ks+1
= e−e
−xs+1
.
The convergence (63) follows upon using the equivalence
(77) together with the observation that up(xs) =
λ−1 (log p+ xs) and up(xs+1) = λ−1 (log p+ xs+1)
for p sufficiently large.
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