Abstract. In 1939, G. H. Hardy proved that, under certain conditions, the only functions satisfying
Introduction
The orthogonality relations [13] . It is known that, under some restrictions, the only such functions are the Bessel functions. This was shown by G. H. Hardy in [4] . For a remarkable big class of functions he proved that, denoting by λ n the nth zero of f , if f satisfies Hardy proved that, if they satisfy (1.1), the functions on the class A must be of the form Kz 1 2 J ν−1/2 (cz) and the functions on the class B must be of the form KJ 2ν (cz 1/2 ). We will replace (1.1) with the slightly more general orthogonality relation
where dµ(t) is a positive defined measure in the real line and the λ n are the zeros of f . This paper is organized as follows. In the second section we derive a sampling theorem for this function that was implicit in Hardy's work. Then, specializing the measure in (1.2) in order to obtain the Jackson q-integral, we will formulate the q-version of the problem, and derive the q-difference equations satisfied by the functions f . For the class A we will recognize the resulting q-difference equation as being a parametrization of the second order q-difference equation derived by Meijer and Swarttouw [12] and thus prove that the only functions in class A that are q-orthogonal with respect to their own zeros are the third Jackson q-Bessel functions.
Kramer kernels and Lagrange-type interpolation formulas
Suppose that f satisfies (1.2). If f ∈ A, it is possible to prove that the set {f (λ n t)} is complete in L 2 [µ, (0, 1)] and
This was done in [4] for the case dµ(t) = dx, and the proof remains the same if a general real positive measure dµ(t) is used. If f ∈ B, the set {f
In the next sections the measure dµ(t) will be specialized in order to obtain the q-integral. The above formulas can be seen from the point of view of the Kramer sampling Lemma. The Kramer sampling Lemma [11] states that if {K(x, λ n )} is an orthogonal basis for L 2 (µ, I) and for some u ∈ L 2 (µ, I) g can be written in the form
then g admits the sampling expansion
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
where
The kernel K(x, t) is called a Kramer kernel. Sometimes the integral above can be evaluated explicitly. For instance, when K(x, t) is the solution of a regular Sturm-Liouville eigenvalue problem, the Kramer-type sampling expansion becomes a Lagrange-type interpolation formula with
As remarked by Everitt, Nasri-Roudsari and Rehberg in [2] 
has the sampling expansion
If f is in the class B, then every function g of the form (2.3) has the sampling expansion
Special cases of (2.4) are known when f is the Bessel [5] or the q-Bessel function [1] . These sampling theorems were originally obtained using special function formulae and the unitary property of the Hankel and the q-Hankel transform [10] .
3. Functions q-orthogonal with respect to their own zeros 3.1. Basic definitions and facts. Following the standard notations in [3] , consider 0 < q < 1 and define the q-shifted factorial for n finite and different from zero as
and the zero and infinite cases as
The q-analogue of the rule of the differentiation of a product is
and the q-integral in the interval (0, z) is
It is possible to define an inner product by setting
The resulting Hilbert space is commonly denoted by L 2 q (0, 1). We will say that a function f ∈ L 2 q (0, 1) is q-orthogonal with respect to its own zeros in the interval (0, 1) if it satisfies the orthogonality relation
An example of a function satisfying such an orthogonality relation is the third Jackson q-Bessel function J
ν (also known in the literature as the Hahn-Exton q-Bessel function) defined by the power series
Or equivalently, denoting by j nν (q) the nth zero of J
ν (x; q), by the infinite product representation
The equivalence of both definitions is an easy consequence of the Hadamard factorization theorem. It is well known [9] that, if n = m,
This function was discussed in the context of quantum groups by Koelink [8] , and the central concepts regarding its role in q-harmonic analysis were introduced by Koornwinder and Swarttouw [9] . The J (k) ν , k = 1, 2, 3, notation for the Jackson analogues of the Bessel function is due to Ismail [6] , [7] .
q-difference equations.
In [12] , Meijer and Swarttouw proved that the general solution of the q-difference equation
where Y ν x; q 2 is a q-analogue of Y ν (x), the classical second solution of the Bessel differential equation. The function Y ν x; q 2 is defined, if ν is not an integer, as
and, for n an integer, as the limit
It is clear that, if ν > 0, then Y ν is unbounded near x = 0.
Lemma 1. The general solution of the equation
is given by
Apply the operator D q to (3.10) and use (3.2) to obtain
Now, to evaluate the second q-difference, again apply the operator D q to (3.10), but switch the role of the functions f and g in the formula (3.2). The result is
Applying the operator D q to both members gives
Using these expressions it is not hard to see that the change of variable (3.10) transforms equation (3.8) in (3.9) . This proves the lemma.
The main results.
Observe that the q-integral (3.3) is a Riemann-Stieltjes integral with respect to a step function having infinitely many points of increase at the points q k , with the jump at the point q k being q. If we call this step function Ψ q (t), then dΨ q (t) = d q t. A and satisfies (3.4) , then f must be of the form
Theorem 2. If f is in the class
where (3.12)
With minor adaptations, the argument used in [4, page 41] can be extended to the q-case to deduce, from the completeness of {f (λ n t)} and identity (3.13), the following q-integral equation for f (z):
where a = −2 1/λ 2 n . Then, applying the operator D q to both members of this equation and dividing by z yields
Using the D q operator again and multiplying the resulting equation by the factor
Observe that replacing ν by ν − 1 2 and M by the value given by (3.12) in (3.9) gives (3.14). Therefore, the general solution of (3.14) is f (x) = x Therefore M = q.
If f ∈ B it is also possible to find the q-difference equation satisfied by f .
