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In  t h i s  t h e s i s , a computation i s  considered  a system of 
asynchronously co opera ting  "independent" programs (co rou tines)  
l in k e d  by p a ths  o f  in fo rm atio n  along which messages a re  s e n t .
A programming language c a l le d  DCPL, a D is t r ib u te d  Control 
Programming Language, in  which such computations may be exp ressed , 
and which may be considered  as a sy s tem -o r ien ted  programming 
language, i s  p re se n te d .  A t r e e - s t r u c t u r e d  r e p r e s e n ta t io n  and 
a very  dynamic b in d in g  give to  a DCPL program the  f l e x i b i l i t y  o f  
th e  h ig h e s t  l e v e l  programming languages to g e th e r  w ith  the  po ten ­
t i a l  o f  concurrency o f  the  asynchronous com putational s t r u c t u r e s .
The l o c a l i t y  o f  re fe re n c e s  which i s  e x h ib i te d  in  any DCPL 
program allows a new computer o rg a n iz a t io n  us ing  s e q u e n t ia l  s to ra g e  
dev ices  w ith  la rg e  t r a n s f e r  r a t e  in s te a d  o f  random-access s to ra g e  
dev ices  w ith  r e l a t i v e l y  low t r a n s f e r  r a t e .  Moreover, the  computer 
i s  expected to  achieve a la rg e  throughput by ta k in g  th e  p a r a l l e l ­
ism in to  account.
ABSTRACT*
*This r e p o r t  reproduces a th e s i s  o f  th e  same t i t l e  subm itted  to  the 
Department o f  E l e c t r i c a l  E ng ineering , D iv is ion  o f  Computer Sc ience , 
U n iv e rs i ty  o f  Utah, in  p a r t i a l  f u l f i l lm e n t  o f  the  requ irem ents  fo r  




1.1 I n t r o d u c t io n .
In t h i s  t h e s i s ,  a computation i s  considered  a system of 
asynchronously coopera ting  " independent" programs (co ro u tin e s )  
l inked  by pa ths  of in fo rm ation  along which messages a re  s e n t .
A programming language c a l le d  DCPL, a D is t r ib u te d  C ontrol 
Programming Language, in  which such computations may be expressed , 
and which may be considered  as a sy s tem -o r ien ted  programming 
language, i s  p re sen te d .  A t r e e  s t ru c tu re d  r e p r e s e n ta t io n  and 
a very dynamic b inding  g ive to  a DCPL program the  f l e x i b i l i t y  
of the  h ig h e s t  l e v e l  programming languages to g e th e r  w ith  the 
p o t e n t i a l  of concurrency of the  asynchronous com putational 
s t r u c t u r e s .
The l o c a l i t y  of re fe re n c e s  which i s  e x h ib i te d  in  any 
DCPL program allows a new computer o rg a n iz a t io n  using  (inexpensive) 
s e q u e n t ia l  s to ra g e  devices w ith  la rg e  t r a n s f e r  r a t e  in s te a d  of 
(expensive) random access s to rag e  devices w ith  r e l a t i v e l y  low 
t r a n s f e r  r a t e .  Moreover, the  computer i s  expected to  achieve 
la rg e  throughput by tak ing  the  p a r a l l e l i s m  in to  account.
I .2 V a r i a b l e s  i n  computing p r o c e s s e s .
In  h is  paper "On c e r t a in  b a s ic  concepts of programming
languages" [ 27] Niklaus Wirth w rote:
"The elem entary concepts of computing p rocesses  a re :
o There e x i s t  c e r t a in  q u a n t i t i e s ,  to  be c a l le d  "values"  
and elem entary c la s s e s  or types (p oss ib ly  only one) 
of va lues  among whose elements g iven elem entary r e l a ­
t io n s h ip s  ho ld . These r e l a t io n s h ip s  or mappings a re  
rep re sen ted  in  a computer by i t s  o p e ra t io n s  which 
gen era te  a new value  (c a l le d  r e s u l t )  which has the 
s p e c i f ie d  r e l a t io n s h ip  to  the  given v a lu e ( s )  (c a l le d  
o p e ra n d s) .
o There e x i s t  c e l l s  (u su a lly  c a l le d  " v a r ia b le s " )  which 
a re  ab le  to  co n ta in  a v a lu e ,  and which have a name. 
That name serves  to  r e f e r  to  the  con tained  v a lue .
o There e x i s t s  an o p e ra to r  fo r  the  assignment of a new 
value  to  a c e l l .
These concepts a re  widely accepted  today, and they under­
l i e  any a c tu a l  implem entation of a conven tional programming languag
In DCPL we support the  f i r s t  p a r t  of the  q u o ta t io n :  th e re
i s  a u n iv e rse  of va lues  s t ru c tu re d  in  c la s s e s  or ty p es ,  and mapping 
from some c la s s e s  to  some p o ss ib ly  d i f f e r e n t  c la s s e s  which a re  
a c tu a l iz e d  by o p e ra t io n s .  There may be, fo r  in s ta n c e ,  in  our u n i­
v e rs e ,  in te g e r  and lo g ic a l  va lues  forming the c la s s e s  I and L, 
and the  o p e ra t io n s :
I!
op e ra t io n s op e ra to rs mappings
a d d i t io n + I x W
d is ju n c t io n v LxL^L
negation
e q u a l i t y
L->L
I XI-*L
F i g .  1 -1
In f a c t ,  i t  i s  not our in te n t io n  to  impose any r e s t r i c t i o n  
on our u n iv e rse .  Consequently, we a re  leav ing  the  l i s t  of types 
and o p e ra t io n s  open-ended. For t h i s  reason , and s in ce  syn tax  has 
rece ived  a r a th e r  speedy t re a tm e n t ,  the  emphasis being p laced  upon 
sem antics , i t  would be p roper to  consider  DCPL as d e sc r ib in g  a family 
of languages r a th e r  than d e f in in g  completely one s p e c i f i c  language.
DCPL, however, does not support the  second p a r t  of the  
q u o ta t io n :  one v a r ia b le  in  DCPL has no meaning by i t s e l f ;  a system 
of m utually  bound v a r ia b le s  d e f in e s  communication p a th s .
1 .2 .1  An example.
Let us consider the  e v a lu a t io n  of the  fo llow ing  simple 
exp ress ion :
(1) (2 + 3 -*• x ;  (6 - l)+y ; x + y + x j y  + l ^ y  ; ( 2 x y ) - x )  
in  a conven tional programming language ( f i g .  1 -2):
\
/
-  th e re  a re  two c e l l s  x and y ;
-  the  ex p ress io n  i s  viewed as a sequence of s ta tem e n ts .
The execu tion  of any s ta tem en t i s  a simple p rocess  invo lv ing  
some c e l l s :  whenever the  s ta tem en t x + y ->- x , fo r  in s ta n c e ,  
i s  executed , the  va lues  con tained  in  x and y a re  r e t r i e v e d ,  and 
t h e i r  sum i s  then s to re d  in  x;
-  the  s ta tem en ts  a re  executed s e r i a l l y  one a f t e r  the  o th e r .  
The l a s t  item  i s  not a s ta tem en t;  i t s  va lue  i s  considered  to  be 
the  va lue  of the  ex p re ss io n .
The same exp ress ion  may be in te r p r e te d  in  a q u i te  d i f f e r e n t  
way in  DCPL. In o rder  to  s tudy g rad u a lly  the  no tio n s  invo lved , 
we s t a r t  by in t e r p r e t in g  a much s im pler  exp ress ion  w ithou t v a r ia b le s
(2) (2 + 3 + 2) + 2 + 1
A sso c ia t io n  having to  be done on the r i g h t ,  the  exp ress ion  may 
be re p re sen ted  as the  t r e e  of f i g .  I -5 a .  We may view each node 
as a simple automaton, and each edge as a channel of in fo rm atio n .  
Whenever a node re p re s e n ts  an in te g e r ,  i t  sends up spontaneously  
along the edge i t s  own v a lu e ,  and then van ishes  ( f i g .  1 -3 ) .
Whenever a node re p re s e n ts  an a d d i t io n ,  i t  w a its  u n t i l  
i t  r e c e iv e s  a va lue  from both the  r i g h t  and the  l e f t  s id e ;  then 
i t  adds the  two va lues  and sends the  r e s u l t  up along the channel, 
and van ishes  ( f i g .  1 -4 ) .  The e v a lu a t io n  of exp ress ion  (2) 
i s  d isp lay ed  in  f i g .  1-5.
Let us co n s id e r  again  exp ress ion  (1 ) .  The ex p ress io n  may 
be re p re sen ted  as a syntax  t r e e  ( f i g .  1 -6 ) .
F i g .  1-4

F i g .  1 - 6
E a c h  n o d e  i s  h e r e  a g a i n  c o n s i d e r e d  a s  b e i n g  a n  a u t o m a t o n  
w h i c h  h a s  a n  a d d r e s s  i n  s o m e  a d d r e s s  s p a c e .  W h e n e v e r  a  n o d e  A  
k n o w s  t h e  a d d r e s s  o f  a n o t h e r  n o d e  B ,  t h e  f o r m e r  m a y  s e n d  a  m e s s a g e  
t o  B  ( f i g .  1 - 7 ) .  M o r e o v e r  a n y  n o d e  m a y  s e n d  a  m e s s a g e  u p  t h e  
t r e e ;  a n y  n o d e  r e c e i v i n g  s u c h  a  m e s s a g e  m a y  e i t h e r  p i c k  i t  u p  
o r  p a s s  i t  a l o n g  u p w a r d .
b e h a v i o r  a s  b e f o r e .  W h e n e v e r  a  n o d e  r e p r e s e n t s  s o m e  v a r i a b l e  x , y ,  e t c  
i t  s e n d s  s p o n t a n e o u s l y  u p  t h e  t r e e  i t s  n a m e  a n d  i t s  a d d r e s s .  S u c h  
a  m e s s a g e  c a n  b e  p i c k e d  u p  b y  a  b i n d e r  (  - k k  ,  - v y  a r e  b i n d e r s )  
c o n t a i n i n g  t h e  s a m e  v a r i a b l e  n a m e  o n l y  i f  t h e  m e s s a g e  r e a c h e s  t h e  
b i n d e r  b y  t h e  r i g h t .  T h e  b i n d e r  p o s s e s s e s  t h e n  t h e  a d d r e s s  o f  t h e  
n o d e  w h i c h  h a s  o r i g i n a t e d  t h e  m e s s a g e  ( f i g .  1 - 8 ) .
T h e  v a r i o u s  n o d e s  w h i c h  a c t  s p o n t a n e o u s l y  a r e  c o m p l e t e l y  
i n d e p e n d e n t  f r o m  o n e  a n o t h e r .  H o w e v e r ,  i n  o r d e r  t o  h a v e  f i g u r e s
N o t e  a b o u t  t h e  s y n t a x :  -»■ i s  c o n s i d e r e d  a s  b e i n g  a  t r i a d i c  
o p e r a t o r  ( o p e r a t o r  o f  d e g r e e  3 ) ,
T h e  n o d e s  r e p r e s e n t i n g  v a l u e s  o r  o p e r a t i o n s  h a v e  t h e  s a m e
W h e n e v e r  a n  o p e r a t o r  O jd i s  t r i a d i c ,  A  O jd B ; C  r e p r e s e n t s :
OR
T h e  a s s o c i a t i o n  b e i n g  d o n e  o n  t h e  l e f t ,  A  O p ^  B ; C  D ; E  r e p r e s e n t s :
10
/  \
F i g .  1-7
m e s s a g e
F i g .  1 - 8
m o r e  r e a d a b l e  a n d  t o  d i s p l a y  t h e  b i n d i n g  i n  a  m o r e  v i s i b l e  w a y ,  
t h e  b i n d i n g  o p e r a t i o n s  a r e  p e r f o r m e d  f i r s t .
W h e n e v e r  a  b i n d e r  h a s  r e c e i v e d  a  v a l u e  o n  i t s  l e f t ,  a n d  
a d d r e s s e s  o f  v a r i a b l e  n o d e s  o n  i t s  r i g h t ,  i t  s e n d s  t h e  v a l u e  r e ­
c e i v e d  t o  e a c h  v a r i a b l e  n o d e  w h o s e  a d d r e s s  i t  h a s  r e c e i v e d  ( f i g .  1 - 9 ) .
W h e n e v e r  a  b i n d e r  r e c e i v e s  a  v a l u e  f r o m  i t s  r i g h t ,  i t  
p a s s e s  t h i s  v a l u e  u p  a l o n g  t h e  t r e e  a n d  v a n i s h e s  ( f i g .  1 - 10 ) .
T h e  d e s c r i p t i o n  o f  t h e  e v a l u a t i o n  i s  g i v e n  i n  f i g .  1 - 1 1 .
1 . 2.2 V a r i a b l e s  a s  d e f i n i n g  p a t h s  o f  i n f o r m a t i o n .
I f  w e  v i e w  a  c o m p u t a t i o n  a s  a  s e q u e n c e  o f  s t a t e m e n t s ,  v a r i a b l e s  
a r e  t o  b e  c o n s i d e r e d  a s  d e n o t i n g  c e l l s  i n  w h i c h  s o m e  r e s u l t s  m a y  
b e  s t o r e d  f o r  s u b s e q u e n t  u s e .  C o n v e r s e l y  i f  b e f o r e h a n d  v a r i a b l e s  
a r e  c o n s i d e r e d  a s  d e n o t i n g  c e l l s ,  i t  i s  n e c e s s a r y  t o  b e  a s s u r e d  
t h a t  n o  a t t e m p t  w i l l  b e  m a d e  t o  u s e  a  v a l u e  b e f o r e  i t  h a s  b e e n  
p r o d u c e d ,  o r  t o  o v e r w r i t e  a  v a l u e  w h i c h  i s  s t i l l  t o  b e  u s e d .
A s  a  r e s u l t  s o m e  s e q u e n c i n g  h a s  t o  b e  d o n e ,  s e q u e n c i n g  w h o s e  
v i s c o s i t y  w i l l  d e c r e a s e  t h e  a m o u n t  o f  p o s s i b l e  p a r a l l e l i s m .
I f  w e  v i e w  a  c o m p u t a t i o n  a s  o c c u r r i n g  i n  s p a c e  a n d  i n  t i m e ,  
w e  w i l l  u s e  v a r i a b l e s  w h e n e v e r  w e  w a n t  s o m e  i n f o r m a t i o n  t o  b e  
t r a n s f e r r e d  f r o m  o n e  p l a c e  t o  s o m e  o t h e r  p l a c e ( s ) .  W h e n e v e r  a  
v a r i a b l e  i s  f r e e ,  i t  h a s  n o  m e a n i n g  b y  i t s e l f .  A  s y s t e m  o f  m u t u a l l y  
b o u n d  v a r i a b l e s  i s  u s e d  a s  a  s y m b o l i c  d e v i c e  d e f i n i n g  p a t h s  o f  i n f o r ­
m a t i o n  a l o n g  w h i c h  i n f o r m a t i o n  f l o w s  t o w a r d  c o m p u t a t i o n .  W h e n e v e r  
t h e  n e e d e d  i n f o r m a t i o n  r e a c h e s  a n  o p e r a t o r  n o d e ,  t h e  s i m p l e  p r o c e s s  
i t  r e p r e s e n t s  w o u l d  b e  a c t i v a t e d  a s y n c h r o n o u s l y . I t s  c o m p l e t i o n  
m a y  r e s u l t  i n  s e n d i n g  s o m e  i n f o r m a t i o n  t o  s o m e  o t h e r  n o d e s .
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I n  D C P L  a  c o m p u t a t i o n  m a y  b e  r e g a r d e d  a s  a n  o b j e c t  c o m p o s e d  
o f  s m a l l  a u t o m a t a  w h i c h  r e a c t  t o  o n e  a n o t h e r .  S i n c e  a  v a r i a b l e  m a y  
r e c e i v e  a  c o m p u t a t i o n  a s  v a l u e ,  r e p r e s e n t i n g  f o r  i n s t a n c e  a  p r o c e ­
d u r a l  a r g u m e n t ,  t h e  o b j e c t  r e p r e s e n t i n g  a  c o m p u t a t i o n  m a y  e x p a n d  
a n d  s h r i n k  w i t h  a  b e h a v i o r  w h i c h  m a y  l e a d  u s  t o  t h i n k  o f  V o n  
N e u m a n n ' s  s e l f  r e p r o d u c i n g  a u t o m a t a  [ 24 ] .  W e  m a y  n o t i c e  h o w e v e r  
t h a t  o u r  s t r u c t u r e s  a r e  n o t  t o  b e  i m p l e m e n t e d  i n  s o m e  c e l l u l a r  
s p a c e  b u t  p r o g r a m m e d  o n  a  s t o r a g e  d e v i c e .
T h e  b i n d i n g  o f  v a r i a b l e s  s u p e r i m p o s e s  t o  t h e  t r e e  s t r u c t u r e  
a  g r a p h  s t r u c t u r e  s i m i l a r  t o  a  p r o g r a m  g r a p h .  F i g .  1 - 1 2 ,  f o r  i n s t a n c e  
d i s p l a y s  t h e  g r a p h  o f  o u r  p r e v i o u s  e x a m p l e .  S u c h  a  p r o g r a m  g r a p h  
a c c o u n t s  f o r  a l l  t h e  p o s s i b l e  p a r a l l e l i s m  ( o r  p r e f e r a b l y  c o n c u r r e n c y )  
w h i c h  m a y  o c c u r  i n  t h e  c o m p u t a t i o n .
1.3 D C P L  a s  a  p r o g r a m m i n g  l a n g u a g e .
A s  a  p r o g r a m m i n g  l a n g u a g e ,  D C P L  h a s  m u c h  i n  c o m m o n  w i t h  
l a n g u a g e s  e m p h a s i z i n g  e x p r e s s i o n s  ( r a t h e r  t h a n  s t a t e m e n t s )  a n d  
h a v i n g  t o  s o m e  e x t e n t  t h e  l a m b d a  c a l c u l u s  a s  b a c k g r o u n d  m a c h i n e  
( M c C a r t h y  [ 18 ] ;  L a n d i n  [ 1 2 , 1 3 , 14 ] ;  A .  E v a n s  [ 7 ] ) .  A n y  c o m p u t a t i o n  
i s  a  s t r u c t u r e d  o b j e c t  w h o s e  e v a l u a t i o n  p r o d u c e s  a  v a l u e .  M o r e o v e r  
w e  c a n  h a v e  p r o c e d u r a l  a r g u m e n t s :  a  p r o c e d u r e  m a y  b e  c o n s t r u c t e d  
i n  s o m e  p l a c e ,  p r o d u c e d  a s  a  v a l u e  a n d  s e n t  t o  s o m e  o t h e r  p l a c e s  
w h e r e  c o p i e s  o f  t h e  p r o c e d u r e  a r e  c r e a t e d  ( i m p l e m e n t e d  i n  s p a c e ) .
H o w e v e r ,  D C P L  p r e s e n t s  m a n y  p e c u l i a r i t i e s : a  c o m p u t a t i o n ,  
v i e w e d  a s  a n  o b j e c t ,  m a y  p r o d u c e  e x p l i c i t  s i d e - e f f e c t s  o n  t h e  
e n v i r o n m e n t  i n  w h i c h  t h e  c o m p u t a t i o n  i s  e m b e d d e d .  T o g e t h e r  w i t h  
a  b i n d e r  ' l a m b d a '  w h i c h  b i n d s  t h e  v a r i a b l e s  w h i c h  a r e  t o  r e c e i v e  
a n  a r g u m e n t  f r o m  t h e  e n v i r o n m e n t  ( a s  i n  s o m e  e x t e n t  " v a l u e "  i n
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A l g o l  60 ) ,  t h e r e  i s  a  b i n d e r  ' m u '  w h i c h  b i n d s  t h e  v a r i a b l e s  w h i c h
( f i g .  1 - 13 )
a r e  t o  s e n d  a n  a r g u m e n t  t o  t h e  e n v i r o n m e n t ^ "  ' M u '  ,  a s  a  b i n d e r ,  
i s  i n  s o m e  w a y  s i m i l a r  t o  " r e s u l t "  i n  A l g o l  W [261  w i t h  t h i s  i m p o r ­
t a n t  d i f f e r e n c e :  a n  a r g u m e n t  m a y  b e  s e n t  t o  t h e  e n v i r o n m e n t  b e f o r e  
t h e  c o m p u t a t i o n  h a s  b e e n  c o m p l e t e d  o r  e v e n  w h i l e  t h e  c o m p u t a t i o n  
i s  a c t i v e l y  w o r k e d  o u t ;  a s  a  r e s u l t  a  c o m p u t a t i o n  m a y  a s k  t o  t h e  
e n v i r o n m e n t  h o w  t o  p u r s u e  t h e  p r o c e s s  o r ,  s o m e  s p e c i a l  c o n d i t i o n s  
h a v i n g  o c c u r r e d ,  i f  t h e  c o m p u t a t i o n  i s  n o t  t o  b e  c a n c e l l e d  ,  e t c  . .
A s  i t  h a s  b e e n  a l r e a d y  m e n t i o n e d ,  D C P L  i s  a  p r o g r a m m i n g  
l a n g u a g e  i m p l i c i t l y  d i s p l a y i n g  p a r a l l e l i s m  t o  a  l a r g e  e x t e n t .  
I n d e e d ,  t h e r e  i s  n o  n e e d  f o r  s p e c i a l  d e v i c e s  s u c h  a s  f o r k ,  j o i n ,  
p a r b e g i n / p a r e n d  e t c  . . .  w h i c h  d e t e r m i n e  p a r a l l e l i s m  e x p l i c i t l y .
D C P L  i s  a  s y s t e m - o r i e n t e d  p r o g r a m m i n g  l a n g u a g e ,  t h i s  a s p e c t  
b e i n g  d i s c u s s e d  i n  t h e  n e x t  s e c t i o n .
I .4 D C P L  a s  a  s y s t e m - o r i e n t e d  p r o g r a m m i n g  l a n g u a g e .
" S y s t e m "  i s  r e g a r d e d  h e r e  a s  d e n o t i n g  a  g r o u p  o f  i n t e r a c t i n g  
p r o c e d u r e s  c o n s t i t u t i n g  a  c o l l e c t i v e  e n t i t y .  A  s o p h i s t i c a t e d  
i n d u s t r i a l  o r g a n i z a t i o n ,  a n  a d m i n i s t r a t i o n ,  a  h o s p i t a l ,  a r e  s y s t e m s  
a  n u m b e r  o f  d e p a r t m e n t s  a r e  s e r v i c e s  i n t e r a c t i n g  t o  o n e  a n o t h e r .
I f  a  c o m p u t e r  i s  t o  b e  u s e d  i n t e g r a t e d  i n  s u c h  a n  e n v i r o n m e n t ,  i t  
i s  l i k e l y  i t  s h o u l d  l o o k  l i k e  a n  i n f o r m a t i o n  n e t w o r k ;  m o r e o v e r  
p r o g r a m m i n g  s h o u l d  r e f l e c t  s u c h  a n  o r g a n i z a t i o n .
I n  D C P L  w e  a r e  a b l e  t o  w r i t e  a s y n c h r o n o u s l y  c o o p e r a t i n g  
" i n d e p e n d e n t "  p r o g r a m s  ( c o r o u t i n e s )  l i n k e d  b y  p a t h s  o f  i n f o r m a t i o n  
a l o n g  w h i c h  m e s s a g e s  a r e  s e n t ,  a n d  t o  w r i t e  t h e m  r e c u r s i v e l y ,  i . e .  
a n y  o n e  o f  t h e  p r e v i o u s  p r o g r a m s  m a y  i t s e l f  b e  a  c o n s t r u c t  o f  
c o o p e r a t i n g  i n d e p e n d e n t  s u b p r o g r a m s  ( f i g .  1 - 14 ) .  I t  i s  p o s s i b l e  
t o  e m b e d  i n  D C P L  s e q u e n t i a l  p r o g r a m s  a n d  t o  m a s t e r  t h e i r  s y n c h r o -
e n v ir o n m e n t
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n i z a t i o n .  F o r  s u c h  p r o g r a m s  D C P L  l o o k s  l i k e  a  h o s t  s y s t e m  . I n  f a c t  
i t  i s  p o s s i b l e  t o  w r i t e  i n  D C P L  a  h i e r a r c h y  o f  h o s t / g u e s t  s y s t e m s .
P a t h s  o f  i n f o r m a t i o n  p e r m i t  a s  w e l l  t o  h a v e  f u l l  p r o g r a m m i n g  
g e n e r a l i t y :  t h e  s a m e  p r o g r a m  m a y  b e  d e b u g g e d  i n  a  t e s t i n g  e n v i r o n m e n t ,  
m a d e  a v a i l a b l e  i n  a  p r o g r a m  s h o p  a n d  p u t  b y  s o m e  u s e r  i n  h i s  o w n  
e n v i r o n m e n t  w i t h o u t  t h e  n e e d  o f  a n y  s u r g e r y  ( K r u t a r  [ 8 ] )  . I n  
c o n v e n t i o n a l  p r o g r a m m i n g  l a n g u a g e s ,  s u c h  a  p r o g r a m m i n g  g e n e r a l i t y  
m a y  n o t  b e  a v a i l a b l e  f o r  t w o  r e a s o n s :  1 . A  p r o c e d u r e  i n  g e n e r a l  
c o n t a i n s  t h e  n a m e s  o f  s o m e  o t h e r  p r o c e d u r e s  t o  c a l l ;  a s  a  r e s u l t  
t h e  f o r m e r  p r o c e d u r e  i s  b o u n d  t o  t h e  e n v i r o n m e n t  w h i c h  c o n t a i n s  t h e  
l a t t e r  o n e s .  T h e  s i t u a t i o n  i s  b e t t e r  w h e n  p r o c e d u r a l  a r g u m e n t s  
a r e  a l l o w e d .  2 . I n p u t / o u t p u t  o p e r a t i o n s  a r e  p e r f o r m e d  w i t h  p a r t i ­
c u l a r  i n s t r u c t i o n s  ( r e a d ,  w r i t e  e t c  . . . ) ;  t h u s  i t  i s  n o t  p o s s i b l e  
t o  d e b u g  a  p r o c e d u r e  i n  a  t e s t i n g  e n v i r o n m e n t  w i t h  I / O  d e v i c e s  
s i m u l a t e d  b y  s o m e  p r o g r a m s .  I n  D C P L  i n p u t s  a n d  o u t p u t s  a r e  c o n ­
s i d e r e d  a s  p a t h s  o f  i n f o r m a t i o n  c o m i n g  i n t o  a n d  g o i n g  f r o m  t h e  
p r o c e d u r e s .  S u c h  p a t h s  m a y  b e  c o n n e c t e d  a s  w e l l  t o  I / O  d e v i c e s  
a s  t o  p r o g r a m s .
I .5 M a c h i n e  o r g a n i z a t i o n .
D C P L  g i v e s  t o  m a c h i n e  o r g a n i z a t i o n  a  n e w  p e r s p e c t i v e .
W h e n e v e r  a  p r o g r a m  i s  e x p r e s s e d  i n  a  c u r r e n t  p r o g r a m m i n g  
l a n g u a g e ,  t h e  c o n t r o l  m a y  j u m p  f r o m  o n e  p l a c e  t o  a n y  o t h e r  o n e ,  
a  s a m e  c e l l  m a y  b e  a c c e s s e d  f r o m  q u i t e  d i f f e r e n t  p l a c e s .  T h i s  
r e s u l t s  i n  a  s e r i o u s  l a c k  o f  l o c a l i t y .  T h i s  w o u l d  n o t  b e  o f  a n y  
i m p o r t a n c e  i f  t o d a y ' s  c o m p u t e r s  w e r e  s t i l l  V o n  N e u m a n n  t y p e  m a c h i n e s :  
o n e  p r o c e s s o r  h a s  a c c e s s  t o  a  r a n d o m  a c c e s s  m e m o r y  w h o s e  c e l l s  
m a y  b e  c o n s i d e r e d  a s  b e i n g  a l l  " e q u i d i s t a n t "  f r o m  t h e  p r o c e s s o r .
P r o c e s s o r s  b e c o m i n g  f a s t e r  a n d  f a s t e r  ( a n d  c h e a p e r  a n d  c h e a p e r )  
t h e  t r e n d  i n  m a c h i n e  o r g a n i z a t i o n  i s  t o  h i e r a r c h i e s  o f  m e m o r i e s .  
H o w e v e r ,  u n l e s s  m a n y  i t e r a t i v e  c o m p u t a t i o n s  a r e  e x p e c t e d  t o  o c c u r  
i n  t h e  f a s t e s t  l e v e l ,  i t  i s  n e c e s s a r y  t o  h a v e  a t  a n y  l e v e l  o f  t h e  
h i e r a r c h y  a  t r a n s f e r  r a t e  l a r g e  e n o u g h  t o  " f e e d "  t h e  p r o c e s s o r .
A  l a r g e  t r a n f e r  r a t e  m a y  b e  o b t a i n e d  b y  t a k i n g  a t  e a c h  
l e v e l  a  l a r g e  b l o c k  a s  u n i t  o f  t r a n s f e r a b l e  i n f o r m a t i o n  ( t h e  s l o w e r  
t h e  l e v e l  o f  m e m o r y ,  t h e  l a r g e r  t h e  b l o c k ) .
O n e  m a y  b e l i e v e ,  h o w e v e r ,  t h a t  o n l y  a  f e w  w o r d s  i n  s u c h  
b l o c k s  w o u l d  b e  r e a l l y  u s e d .  F o r  t h i s  r e a s o n  J a c k  D e n n i s  s u g g e s t s  
i n  [4 ]  t h a t  i n f o r m a t i o n  s h o u l d  b e  m o v e d  o n  d e m a n d  w i t h  t h e  w o r d  
a s  i n f o r m a t i o n  u n i t ,  a  l a r g e  t r a n s f e r  r a t e  b e i n g  a s s u r e d  b y  p e r f o r ­
m i n g  m a n y  c o m p u t a t i o n s  i n  p a r a l l e l .
I n  D C P L  i t  i s  p o s s i b l e  t o  c o n s i d e r  a  p r o g r a m  a s  a  c o n s t r u c t  
o f  " s i m p l y - c o n n e c t e d "  c o m p u t a t i o n s  w h i c h ,  o n c e  t r i g g e r e d ,  c o u l d  
b e  b r o u g h t  i n  t h e  f a s t e s t  l e v e l  o f  m e m o r y  a n d  c o m p l e t e d  w i t h o u t  
t h e  n e e d  f o r  a n y  a d d i t i o n a l  i n f o r m a t i o n .
M o r e o v e r  i t  i s  p o s s i b l e  t o  r e p l a c e  r a n d o m  a c c e s s  m e m o r y  
b y  s e q u e n t i a l  r o t a t i v e  m e m o r y .  T h i s  w i l l  b e  d i s c u s s e d  e x t e n s i v e l y  
i n  p a r t  I I I  o f  t h i s  t h e s i s .
I n  p a r t  I I  D C P L  i s  p r e s e n t e d .  P a r t  o n e  i s  c o n c e r n e d  w i t h  
p r e l i m i n a r i e s  a n d  d i s c u s s i o n s  w h i c h  t h e  a u t h o r  b e l i e v e s  t o  b e  r e l e v a n t  
t o  t h e  s u b j e c t  a n d  i m p o r t a n t .  S o m e  r e a d e r s  m i g h t  p r e f e r  t o  s k i p  t h e m  




T h i s  c h a p t e r  i s  i n t e n d e d  t o  p r e s e n t  s o m e  n o t i o n s  a b o u t  
s i m p l e  p r o c e s s e s  . W e  a r e  i n d e b t e d  t o  H o l t  [ 9 ]  a n d  S h a p i r o  [ 2 2 ]  
f o r  s o m e  o f  t h e  c o n c e p t s  p r e s e n t e d  h e r e .
I I .1 A  p r o c e s s  a s  a  s e q u e n c e  o f  t r a n s f o r m a t i o n s  .
S o m e  s i m p l e  p r o c e s s e s  m a y  b e  c o n s i d e r e d  a s  l e a d i n g  f r o m  
o n e  o b j e c t  t o  s o m e  o t h e r  o b j e c t  t h r o u g h  a  s e q u e n c e  o f  e l e m e n t a r y  
t r a n s f o r m a t i o n s .
1 1 . 1.1  T h e  o b j e c t - f l o w  m o d e l  .
T h e  p r o c e s s  i l l u s t r a t e d  i n  f i g .  I I - l  m a y  b e  v i s u a l i z e d  
b y  c o n s i d e r i n g  e a c h  n o d e  a s  b e i n g  a  p r o c e s s o r  a b l e  t o  p e r f o r m  t h e  
c o r r e s p o n d i n g  e l e m e n t a r y  t r a n s f o r m a t i o n ,  a n d  c o n s i d e r i n g  e a c h  a r r o w  
a s  b e i n g  a  c o m m u n i c a t i o n  p a t h .  T h e  o b j e c t  e n t e r s  o n  t h e  l e f t .
I t  t h e n  a d v a n c e s  a l o n g  t h e  p a t h .  O n  r e a c h i n g  a  p r o c e s s o r ,  i t  
t r i g g e r s  t h e  c o r r e s p o n d i n g  t r a n s f o r m a t i o n .  T h e n  t h e  r e s u l t i n g  o b j e c t  
c o n t i n u e s  t o  a d v a n c e  a l o n g  t h e  p a t h .  W h e n  t h e  p r o c e s s  i s  c o m p l e t e d  
t h e  r e s u l t  e m e r g e s  a t  t h e  r i g h t  e n d .
1 1 . 1.2  C o n t r o l  s i g n a l s  .
A n o t h e r  p o i n t  o f  v i e w  m a y  b e  a d o p t e d .  T h e r e  a r e  p l a c e s  
w h e r e  o b j e c t s  m a y  b e  s t o r e d  a n d  r e t r i e v e d .  A  p r o c e s s o r  d o e s  n o t  
r e c e i v e  o n  t h e  p a t h  t h e  o b j e c t  t o  b e  t r a n s f o r m e d ,  b u t  a  c o n t r o l
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s i g n a l .  Chi  r e c e i v i n g  i t ,  t h e  p r o c e s s o r  e x p e c t s  t o  f i n d  t h e  o b j e c t  
t o  b e  t r a n s f o r m e d  a t  s o m e  s p e c i f i c  p l a c e .  W h e n  t h e  t r a n s f o r m a t i o n  
h a s  b e e n  c o m p l e t e d ,  i t  p u t s  t h e  r e s u l t i n g  o b j e c t  a t  s o m e  ( p o s s i b l y  
d i f f e r e n t )  p l a c e  a n d  s e n d s  a  c o n t r o l  s i g n a l  t o  t h e  n e x t  p r o c e s s o r  
t o  o p e r a t e .  I n  f i g .  I I -2 o n e  s i n g l e  p l a c e  i s  u s e d ;  a  c a s c a d e  o f  
p l a c e s  i s  u s e d  i n  f i g .  I I - 3 .
T h e  l a t t e r  s i t u a t i o n  m a y  b e  s o m e w h a t  a b s t r a c t e d .  T o  e a c h  
p r o c e s s o r  i s  a s s o c i a t e d  a n  e n v i r o n m e n t  ( e n v i r o n m e n t s  m a y  o v e r l a p  
o n e  a n o t h e r ) . E a c h  p r o c e s s o r  i s  a b l e  t o  p e r f o r m  a  s p e c i f i c  t r a n s f o r m a t i o n  
o n  i t s  e n v i r o n m e n t .  T h e  p r o c e s s  i s  c o n t r o l l e d  b y  a  c o n t r o l  s i g n a l  
a s  b e f o r e  ( f i g .  I I - 4 ) .  I n  f i g .  I I -5  t h e r e  i s  o n e  c o m m o n  e n v i r o n m e n t  
a c c e s s i b l e  b y  e a c h  p r o c e s s o r .
I n  t h e  l i g h t  o f  t h e s e  l a t t e r  i n t e r p r e t a t i o n s  t h e  a r r o w s  
i n  f i g .  I I - l  a p p e a r  t o  h a v e  t w o  p u r p o s e s :  1 .  T h e y  o r d e r  i n  t i m e  
t h e  o c c u r e n c e s  o f  t h e  d i f f e r e n t  t r a n s f o r m a t i o n s ,  c a r r y i n g  a n  i m p l i c i t  
c o n t r o l  s i g n a l  ( w h i c h  i s  t h e  o b j e c t  i t s e l f ) ;  2 .  T h e y  s p e c i f y ,  
f o r  e a c h  p r o c e s s o r ,  o n  w h i c h  o b j e c t  t h e  c o r r e s p o n d i n g  t r a n s f o r m a t i o n  
i s  t o  b e  d o n e .
I I . 1.3 P r o d u c t i o n  l i n e . , .
U p  t o  n o w  w e  w e r e  i n t e r e s t e d  i n  t r a n s f o r m i n g  o n e  o b j e c t  i n t o  
a n o t h e r  o n e .  L e t  u s  s u p p o s e  w e  w a n t  t o  a p p l y  a  p r o c e s s  t o  a  s e q u e n c e  
o f  i n c o m i n g  o b j e c t s ,  f i g .  I I - l  b e i n g  i n t e r p r e t e d  a s  r e p r e s e n t i n g  
a  p r o d u c t i o n  l i n e .
F o r  i n s t a n c e  w e  m a y  c o n s i d e r  a  r o w  o f  o b j e c t s  a d v a n c i n g  o n  t h e  
c o m m u n i c a t i o n  p a t h .  A n y  p r o c e s s o r  p e r f o r m s  r e p e t i t i v e l y  i t s  t r a n s f o r m a t i o n  
o n  e a c h  i n c o m i n g  o b j e c t .  I f  t h e  v a r i o u s  p r o c e s s o r s  o p e r a t e  a t  d i f f e r e n t  
r a t e s ,  i t  b e c o m e s  n e c e s s a r y  f o r  e a c h  a r r o w  t o  a c t  a s  a  f i r s t - i n - f i r s t - o u t
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I n  s o m e  i n s t a n c e s ,  i t  m a y  b e  p r e f e r a b l e  t o  j u s t  h a v e  o n e  q u e u e  
b e f o r e  t h e  p r o c e s s .  I t  i s  t h e n  n e c e s s a r y  t o  s y n c h r o n i z e  i n  s o m e  w a y  
t h e  v a r i o u s  p r o c e s s o r s .
A  s t r a i g h t f o r w a r d  s o l u t i o n  i s  t o  p r o c e s s  o n l y  o n e  o b j e c t  
a t  a  t i m e ,  o n e  p r o c e s s o r  a t  m o s t  b e i n g  a t  w o r k  a t  a n y  t i m e :  P  i s  n o t  
t o  a c c e p t  a n y  n e w  o b j e c t  b e f o r e  P ^  h a s  c o m p l e t e d  t h e  t r a n s f o r m a t i o n  
o f  t h e  c u r r e n t  o n e .  A s  s h o w n  i n  f i g .  I I -7 ,  a  b a c k w a r d  p a t h  l i n k s  P ^  
t o  P ^ .  O n  c o m p l e t i o n  o f  i t s  t a s k  P ^  s e n d s  a  c o n t r o l  s i g n a l  o n  t h i s  p a t h .
O n  r e c e i v i n g  i t ,  P ^  i n i t i a t e s  t h e  p r o c e s s i n g  o f  a  n e w  o b j e c t .
L e t  u s  a b s t r a c t  t h e  s i t u a t i o n  i n  t h e  f o l l o w i n g  w a y .  W e  r e p r e s e n t  
a n  o b j e c t  a s  w e l l  a s  a  c o n t r o l  s i g n a l  b y  a  t o k e n  p l a c e d  o n  t h e  c o r r e s ­
p o n d i n g  a r r o w .  A n  e l e m e n t a r y  t r a n s f o r m a t i o n  i s  t r i g g e r e d  w h e n e v e r  a l l  
t h e  i n c o m i n g  a r r o w s  c o n t a i n  a  t o k e n  ( f i g .  I I - 8b ) : t h e  t o k e n s  a r e  t h e n  
r e m o v e d  f r o m  t h e s e  a r r o w s  a n d  t h e  t r a n s f o r m a t i o n  i s  i n  p r o g r e s s  ( f i g .  I I - 8 c ) . 
O n  c o m p l e t i o n  o f  t h e  t r a n s f o r m a t i o n ,  a  t o k e n  i s  p l a c e d  o n  e a c h  o u t g o i n g  
a r r o w  ( f i g .  I I - 8d ) . T h e  p r o c e s s o r  t h e n  s t a y s  i d l e  u n t i l  t h e r e  i s  a g a i n  
a  t o k e n  o n  e a c h  i n c o m i n g  a r r o w  ( f i g .  I I - 8a ) .
T h e  p r o c e s s  i s  d e s c r i b e d  i n  f i g u r e s  I I - 9a  t o  I I - 9 j  .
A  s i m i l a r  s c h e m e  m a y  b e  u s e d  w h e n e v e r  t h e  p r o c e s s  u s e s  p l a c e s  
t o  s t o r e  o b j e c t s  a s  i n  f i g .  I I -2  a n d  i n  f i g .  I I -3  ( f i g .  11-10  a n d  11 - 11 ) .  
T h e r e  i s  o n e  t o k e n  r e p r e s e n t i n g  a  c o n t r o l  s i g n a l ,  w h i c h  p e r f o r m s  a  l o o p  
( t h e  s e r v i c i n g  o f  t h e  i n p u t  a n d  t h e  o u t p u t  i n  t h e s e  e x a m p l e s  i s  n o t  
d i s c u s s e d  h e r e ) .
q u e u e  ( f i g .  I I - 6 ) .
F i g .  I I - 6
F i g .  I I - 8 c  F i g .  I I - 8 d
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1 1 . 1.4  P i p e - l i n e .
I f  a  l a r g e  t h r o u g h p u t  ( n u m b e r  o f  o b j e c t s  p r o c e s s e d  p e r  u n i t  
o f  t i m e )  i s  d e s i r e d ,  s u c h  s t r a i g h t f o r w a r d  s o l u t i o n s  a r e  n o t  s a t i s f a c t o r y :  
a t  a n y  t i m e  o n l y  o n e  p r o c e s s o r  i s  w o r k i n g ;  w e  w o u l d  p r e f e r  t o  h a v e  
t h e  v a r i o u s  p r o c e s s o r s  w o r k i n g  c o n c u r r e n t l y  o n  d i f f e r e n t  o b j e c t s .
I f  t h e  t i m e  r e q u i r e d  b y  o n e  p r o c e s s o r  t o  t r a n s f o r m  o n e  o b j e c t  
i s  i n d e p e n d e n t  o f  t h e  o b j e c t  a n d  i f  t h i s  t i m e  i s  k n o w n ,  s y n c h r o n i z a t i o n  
m a y  b e  p e r f o r m e d  w i t h  a  c e n t r a l  t i m e r .  E v e r y  T  ( a n  a m o u n t  o f  t i m e  
d u r i n g  w h i c h  a n y  p r o c e s s o r  m a y  p e r f o r m  i t s  t a s k  o n  o n e  o b j e c t )  t h e  
t i m e r  t r i g g e r s  a l l  t h e  p r o c e s s o r s  b y  s e n d i n g  t h e m  a  c o n t r o l  s i g n a l  
( f i g .  11-12  a n d  11 - 13 ) .
A  m o r e  g e n e r a l  s o l u t i o n  m a y  b e  a c h i e v e d  b y  r e p l a c i n g  t h e  
b a c k w a r d  p a t h  i n  f i g .  I I -7 b y  a  s e q u e n c e  o f  b a c k w a r d  p a t h s  a s  d i s p l a y e d  
i n  f i g .  11 - 14 . F i g .  I I - 15a - d  d e s c r i b e  t h e  p r o c e s s .
T h e  p r o c e s s e s  w e  h a v e  j u s t  d e s c r i b e d  a r e  c a l l e d  p i p e - l i n e s .
I n  f i g .  11-12  t h e  p i p e - l i n e  i s  s y n c h r o n o u s ;  i n  f i g .  11-14  t h e  p i p e - l i n e  
i s  a s y n c h r o n o u s . '
1 1 . 1.5  P e t r i - n e t .
T h e  s i t u a t i o n  o f  f i g . '  11-14  m a y  b e  m o d e l e d  b y  a  P e t r i - n e t  
( f i g .  11 - 16 ) .
T h e  b e h a v i o r  o f  a  P e t r i - n e t  i s  v e r y  c l o s e  t o  t h e  b e h a v i o r  
d e s c r i b e d  i n  f i g .  I I - 8 .  A  P e t r i - n e t  i s  m a d e  o u t  o f  t r a n s i t i o n s  
( b a r s  i n  f i g .  11 - 16 ) ,  a n d  p l a c e s  ( c i r c l e s  i n  f i g .  11 - 16 ) .  A n  a r r o w  
m a y  l e a d  f r o m  a  p l a c e  t o  a  t r a n s i t i o n ,  o r  f r o m  a  t r a n s i t i o n  t o  
a  p l a c e ;  a  p l a c e  i n  t h e  f o r m e r  c a s e  i s  c a l l e d  a n  i n p u t  p l a c e  o f  t h e  
t r a n s i t i o n ,  a n d  i n  t h e  l a t t e r  c a s e ,  a n  o u t p u t  p l a c e  o f  t h e  t r a n s i t i o n
F i g .  I I - 15a
F i g .  I I - 15b
F i g .  I I - 15 c
F i g .  I I - 1 5 d
p l a c e  f i l l e d  b y  a  t o k e n
i n p u t
t r a n s i t i o n
F i g .  11-16
F i g .  I I - 1 8 a  F i g .  I I - 1 8 b
( f i g .  11 - 17 ) .  A  p l a c e  i s  e i t h e r  e m p t y  o r  f i l l e d  b y  a  t o k e n .  A  t r a n s i t i o n  
i s  r e a d y  t o  f i r e  w h e n e v e r  a l l  i t s  i n p u t  p l a c e s  a r e  f i l l e d .  ( I t  i s  s u p p o s e d  
t h a t  t h e  P e t r i - n e t  i s  s u c h  t h a t  a l l  t h e  o u t p u t  p l a c e s  a r e  e m p t y  a t  t h e  
t i m e  o f  f i r i n g .  F o r  a  d e t a i l e d  d i s c u s s i o n ,  p l e a s e  s e e  H o l t  [ 9 ] ) .  T h e  
f i r i n g  o f  a  t r a n s i t i o n  m a y  b e  v i e w e d  a s  a  s p o n t a n e o u s  a n d  i n s t a n t a n e o u s  
o p e r a t i o n :  e a c h  i n p u t  p l a c e  i s  e m p t i e d ,  a  t o k e n  i s  p l a c e d  i n  e a c h  _
o u t p u t  p l a c e  o f  t h e  t r a n s i t i o n  ( f i g .  I I - 18a - b ) .
I t  m a y  b e  i n t e r e s t i n g  t o  n o t e  t h a t  a  p l a c e  m a y  b e  t h e  i n p u t  
o f  s e v e r a l  t r a n s i t i o n s .  S e v e r a l  o f  t h e s e  t r a n s i t i o n s  m a y  b e  r e a d y  t o  f i r e  
a t  t h e  s a m e  t i m e ;  h o w e v e r  o n l y  o n e  t r a n s i t i o n  a m o n g  t h e m  m a y  f i r e  
a t  a  g i v e n  t i m e  ( f i g .  I I - 19a - b ) .
R e m a r k .
A  g i v e n  s i t u a t i o n  m a y  b e  m o d e l e d  i n  q u i t e  d i f f e r e n t  w a y s  d e p e n d i n g  
o n  t h e  e m p h a s i s  w h i c h  i s  t o  b e  p l a c e d  o n  v a r i o u s  c o n d i t i o n s .  F o r  
i n s t a n c e ,  f i g .  11-20  a n d  f i g .  11-16  a c c o u n t  q u i t e  d i f f e r e n t l y  f o r  
t h e  s a m e  s i t u a t i o n .  ■
I I .2 A  p r o c e s s  a s  a  s y s t e m  o f  t r a n s f o r m a t i o n s .
I n  t h e  p r e v i o u s  s e c t i o n  w e  d i s c u s s e d  s i m p l e  p r o c e s s e s  w h o s e  
e l e m e n t a r y  t r a n s f o r m a t i o n s  w e r e  a p p l i e d  s e q u e n t i a l l y  t o  s o m e  o b j e c t .
I n  g e n e r a l  a n  e l e m e n t a r y  p r o c e s s  m a y  b e  a p p l i e d  t o  o n e  o r  
s e v e r a l  i n p u t s  p r o d u c i n g  o n e  o r  s e v e r a l  o u t p u t s  ( f i g .  I I - 21a ) .
W e  r e q u i r e  o f  a n y  w o u l d - b e  e l e m e n t a r y  p r o c e s s  t h a t  i t  m a y  o n l y  
b e  a p p l i e d  w h e n  a l l  i t s  i n p u t s  a r e  a v a i l a b l e  a n d  t h a t  i t s  o u t p u t s  
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1 1 . 2.1  T h e  o b j e c t - f l o w  m o d e l .
L e t  u s  n o w  c o n s i d e r  a  p r o c e s s  l e a d i n g  f r o m  a  s e t  o f  o b j e c t s  
t o  a n o t h e r  s e t  o f  o b j e c t s  b y  a p p l y i n g  d i f f e r e n t  e l e m e n t a r y  p r o c e s s e s  
^ l ’^ 2’ *’* aS indicated in fig* H - 2 2 .
B y  a n d  l a r g e ,  o u r  p r e v i o u s  d i s c u s s i o n  m a y  b e  a p p l i e d  h e r e  a g a i n .  
E a c h  n o d e  m a y  b e  c o n s i d e r e d  a s  b e i n g  a  p r o c e s s o r .  W h e n e v e r  a n  o b j e c t  
i s  p r o d u c e d  i t  a d v a n c e s  o n  t h e  c o r r e s p o n d i n g  p a t h  u n t i l  i t  r e a c h e s  
t h e  n e x t  p r o c e s s o r .  A  p r o c e s s o r  i s  t r i g g e r e d  w h e n e v e r  t h e r e  i s  a n  
o b j e c t  o n  e a c h  o f  i t s  i n p u t  l i n e s .
1 1 . 2.2  C o n t r o l  s i g n a l s .
I n  a n o t h e r  i m p l e m e n t a t i o n  t h e r e  a r e  p l a c e s  i n  w h i c h  a n d  f r o m  
w h i c h  o b j e c t s  m a y  b e  s t o r e d  a n d  r e t r i e v e d .  C o n t r o l  s i g n a l s  m a y  t r a v e l  
o n  t h e  a r r o w s .  A  p r o c e s s o r  i s  t r i g g e r e d  w h e n e v e r  i t  h a s  r e c e i v e d  
a  c o n t r o l  s i g n a l  o n  e a c h  o f  i t s  i n p u t  l i n e s .  T h e  p r o c e s s o r  r e t r i e v e s  
t h e  o b j e c t s  s t o r e d  i n  i t s  i n p u t  p l a c e s ,  p e r f o r m s  t h e  a s s o c i a t e d  
e l e m e n t a r y  p r o c e s s ,  s t o r e s  t h e  r e s u l t i n g  o b j e c t s  i n  i t s  o u t p u t  
p l a c e s ,  a n d  s e n d s  a  c o n t r o l  s i g n a l  o n  e a c h  o f  i t s  o u t p u t  l i n e s .
F i g .  11-23  a n d  11-24  p r e s e n t  t w o  p o s s i b l e  c o n f i g u r a t i o n s .
1 1 . 2.3  D e t e r m i n a c y .
W e  m a y  a b s t r a c t  s u c h  a  s i t u a t i o n  b y  c o n s i d e r i n g  e a c h  p r o c e s s o r  
a s  b e i n g  a b l e  t o  p e r f o r m  a  t r a n s f o r m a t i o n  o n  i t s  e n v i r o n m e n t  a f t e r  
i t  h a s  b e e n  t r i g g e r e d  b y  s o m e  c o n t r o l  s i g n a l s  ( f i g .  11 - 25 ) .  H o w e v e r  
i t  i s  i m p o r t a n t  t o  n o t i c e  t h a t  t h e  r e s u l t  o f  t h e  p r o c e s s  m a y  d e p e n d  
o n  t h e  o r d e r  i n  w h i c h  e l e m e n t a r y  p r o c e s s e s  h a v e  b e e n  a p p l i e d  i f  
t h e  d i f f e r e n t  e n v i r o n m e n t s  a r e  i n t e r d e p e n d e n t  o r  i f  t h e r e  i s  o n e  
g l o b a l  e n v i r o n m e n t .  A  p r o c e s s  i s  s a i d  t o  b e  d e t e r m i n i s t i c  o r
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ENVIRONMENT
^  f i r s t
i n p u t  a v a i l a b l e
o u t p u t
o u t p u t - f u n c t i o n a l  i f  t h e  r e s u l t i n g  o b j e c t s  o r  t h e  r e s u l t i n g  e n v i r o n ­
m e n t s  d o  n o t  d e p e n d  o n  t h e  o r d e r  i n  w h i c h  e l e m e n t a r y  p r o c e s s e s  h a v e  
b e e n  a p p l i e d [ 15 ] .
a )
A  p r o c e s s  i s  s a i d  t o  b e  c o m p l e t e l y  f u n c t i o n a l  i f ,  f o r  a n y  
e l e m e n t a r y  p r o c e s s  P ^ ,  t h e  o b j e c t s  o r  t h e  l o c a l  e n v i r o n m e n t  t o  w h i c h  
P ^  i s  a p p l i e d  d o  n o t  d e p e n d  o n  t h e  o r d e r  i n  w h i c h  e l e m e n t a r y  p r o c e s s e s  
a r e  a p p l i e d ,  a t  t h e  t i m e  w h e n  P ^  i s  t r i g g e r e d .
T h e  p r o c e s s  o f  f i g .  11-22  w i t h  o b j e c t s  f l o w i n g  o n  a r r o w s  
i s  d e t e r m i n a t e  i f  t h e  e l e m e n t a r y  p r o c e s s e s  a r e  o u t p u t - f u n c t i o n a l ;  
w e  o w e  t h i s  r e s u l t  t o  t h e  r e q u i r e m e n t  w e  m a d e  a b o u t  e l e m e n t a r y  
p r o c e s s e s  ( f i g .  11 - 21 ) .  H o w e v e r  t h e  p r o c e s s  w o u l d  n o t  b e  d e t e r m i n a t e  
i f  w e  h a d  a l l o w e d  r a c e s  t o  o c c u r  w i t h ,  f o r  i n s t a n c e ,  a n  e l e m e n t a r y  
p r o c e s s  h a v i n g  a s  a n  o u t p u t  t h e  f i r s t  i n p u t  r e c e i v e d  ( f i g .  11 - 26 ) .
T h e  p r o c e s s e s  o f  f i g .  11-22  a n d  11-23  a r e  d e t e r m i n a t e ;  
h o w e v e r ,  s o m e  o t h e r  c o n f i g u r a t i o n s  o f  p l a c e s  w o u l d  h a v e  g i v e n  
n o n - d e t e r m i n a t e  p r o c e s s e s .
I I . 2.4 S e r v i c e - o n - d e m a n d .
A  s a m e  e l e m e n t a r y  p r o c e s s  m a y  o c c u r  a t  d i f f e r e n t  l o c a t i o n s  
i n  a  p r o c e s s .  L e t  u s  a s s u m e  t h a t  t h e  p r o c e s s  o f  f i g .  11-27  i s  t o  b e  
c a r r i e d  o u t  b y  a  t e a m  o f  f o u r  w o r k e r s ,  e a c h  w o r k e r  b e i n g  a b l e  t o  
p e r f o r m  a  s p e c i f i c  e l e m e n t a r y  p r o c e s s  A , B , C  o r  D .
T h e  f l o w  c h a r t  o f  t h e  p r o c e s s  i s  d i s p l a y e d  o n  a  t a b l e  w i t h  
a  l i g h t  b u l b  o n  e a c h  n o d e  a n d  a  p l a c e  o n  e a c h  a r r o w .  W h e n e v e r  a l l
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a )  T h e  t e r m  " d e t e r m i n a t e "  i s  o f t e n  u s e d  i n s t e a d  o f  d e t e r m i n i s t i c .  
H o w e v e r  d e t e r m i n a t e  i s  s o m e t i m e s  o p p o s e d  t o  d e t e r m i n i s t i c  a n d  m e a n s  
t h e n  c o m p l e t e l y  f u n c t i o n a l .  S u c h  o p p o s i t i o n  i s  n o t  a  v e r y  i m p o r t a n t  o n e  
f r o m  t h e  p o i n t  o f  v i e w  o f  t h i s  t h e s i s ,  a n d  w e  s h a l l  u s e  " d e t e r m i n a t e "  
i n  g e n e r a l .  H o w e v e r ,  w h e n e v e r  t h e  o p p o s i t i o n  i s  m e a n i n g f u l  w e  w i l l  u s e  d e ­
t e r m i n i s t i c  a n d  c o m p l e t e l y  f u n c t i o n a l .
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i n p u t  p l a c e s  o f  a  n o d e  a r e  o c c u p i e d  b y  o b j e c t s ,  t h e  b u l b  o n  t h i s  
n o d e  i s  a u t o m a t i c a l l y  t u r n e d  o n  ( f i g .  11 - 28 ) .
A t  t h e  b e g i n n i n g  t h e  o b j e c t s  t o  b e  p r o c e s s e d  a r e  p u t  o n  t h e  
i n p u t  p l a c e s  ( f i g .  11 - 29 ) .  .
W h e n e v e r  a  w o r k e r  i s  i d l e ,  h e  l o o k s  f o r  a  t u r n e d - o n  b u l b  
r e p r e s e n t i n g  a n  e l e m e n t a r y  p r o c e s s  h e  i s  a b l e  t o  p e r f o r m .  O n  f i n d i n g  
o n e ,  h e  t a k e s  t h e  o b j e c t s  f r o m  t h e  i n p u t  p l a c e s ,  p e r f o r m s  t h e  
c o r r e s p o n d i n g  e l e m e n t a r y  p r o c e s s  a n d  p u t s  t h e  r e s u l t i n g  o b j e c t s  
o n  t h e  o u t p u t  p l a c e s ;  t h e n  t h e  w o r k e r  i s  i d l e  a g a i n .
I n  s u c h  a n  o r g a n i z a t i o n ,  t h e  w o r k e r s  a r e  s a i d  t o  s e r v i c e  
o n  d e m a n d  t h e  e l e m e n t a r y  p r o c e s s e s .  T h e  d e m a n d s  a r e  i s s u e d  l o c a l l y  
w h e n e v e r  s o m e  l o c a l  c o n d i t i o n  o c c u r s .  T h e  s a m e  s c h e m e  m a y  b e  u s e d  
i f  o n e  w o r k e r  i s  a b l e  t o  p e r f o r m  m o r e  t h a n  o n e  e l e m e n t a r y  p r o c e s s .  
H o w e v e r ,  i f  s e v e r a l  w o r k e r s  w e r e  a b l e  t o  p e r f o r m  a  s a m e  e l e m e n t a r y  
p r o c e s s  a n d  i f  t h e y  c o u l d  h a v e  a c c e s s  c o n c u r r e n t l y  t o  t h e  f l o w  
c h a r t ,  a  s y s t e m  o f  a r b i t e r s ( a s s i g n i n g  t o  e a c h  i d l e  w o r k e r  a n  e l e m e n t a r y  
p r o c e s s  t o  b e  p e r f o r m e d )  w o u l d  b e  n e c e s s a r y  ( s e e  P a t i l  [ 2 0 ] ) .
L e t  u s  c o n s i d e r  a g a i n  f i g .  11 - 22 .  T w o  e l e m e n t a r y  p r o c e s s e s  
a r e  s a i d  t o  b e  o r d e r e d  i f  t h e r e  i s  a  p a t h  o f  a r r o w s  l e a d i n g  f r o m  
o n e  t o  t h e  o t h e r .  T h e  e x e c u t i o n s  o f  t w o  s u c h  e l e m e n t a r y  p r o c e s s e s  
a r e  t h e n  n e c e s s a r i l y  o r d e r e d  i n  t i m e .  T w o  e l e m e n t a r y  p r o c e s s e s  a r e  
s a i d  t o  b e  c o n c u r r e n t  i f  t h e y  a r e  n o t  o r d e r e d .  W h e n  t h e  w h o l e  p r o c e s s  
i s  c a r r i e d  o u t ,  t w o  s u c h  e l e m e n t a r y  p r o c e s s e s  m a y  b e  p e r f o r m e d  
e i t h e r  c o n c u r r e n t l y  o r  o n e  a f t e r  t h e  o t h e r ,  a c c o r d i n g  t o  c o n s i d e r a t i o n s  
w h i c h  a r e  n o t  r e l e v a n t  t o  t h e  l e v e l  o f  o r g a n i z a t i o n  i n  w h i c h  w e  a r e  
i n t e r e s t e d  h e r e .  I n  t h e  s i t u a t i o n  o f  f i g .  11 - 25 ,  a  s u f f i c i e n t  
c o n d i t i o n  f o r  t h e  p r o c e s s  t o  b e  d e t e r m i n i s t i c  i s  t h a t  a n y  p a i r
o f  c o n c u r r e n t  e l e m e n t a r y  p r o c e s s e s  ( c o n s i d e r e d  a s  o p e r a t o r s  o n  t h e  
e n v i r o n m e n t )  c o m m u t e .  A  s u f f i c i e n t  c o n d i t i o n  f o r  t h e  p r o c e s s  t o  b e  
c o m p l e t e l y  f u n c t i o n a l  i s  t h a t  a n y  p a i r  o f  c o n c u r r e n t  e l e m e n t a r y  
p r o c e s s e s  h a v e  " i n d e p e n d e n t "  e n v i r o n m e n t s  ( f i g .  11 - 30 ) .  T h i s  l a t t e r  
c o n d i t i o n  h o l d s  i n  t h e  s i t u a t i o n s  d i s p l a y e d  i n  f i g .  11-23  a n d  11 - 24 .
I I . 2.5 S e q u e n t i a l  e x e c u t i o n .
L e t  u s  n o w  s u p p o s e  t h a t  t h e  p r o c e s s  o f  f i g .  11-27  i s  t o  b e  
p e r f o r m e d  b y  o n e  w o r k e r  e x e c u t i n g  t h e  d i f f e r e n t  e l e m e n t a r y  p r o c e s s e s  
o n e  a f t e r  t h e  o t h e r .  A t  a n y  t i m e  t h e r e  i s  a  s e t  o f  p a i r w i s e  c o n c u r r e n t  
e l e m e n t a r y  p r o c e s s e s  w h i c h  a r e  r e a d y  t o  b e  e x e c u t e d  ( i n  o u r  p r e v i o u s  
s c h e m e  t h e s e  p r o c e s s e s  a r e  t h o s e  w h o s e  b u l b s  a r e  t u r n e d  o n ) .
O u r  w o r k e r  m a y  c h o o s e  a t  r a n d o m  o n e  p r o c e s s  i n  t h i s  s e t  a n d  p e r f o r m s  
i t .  T h e  o c c u r e n c e  o f  t h i s  e l e m e n t a r y  p r o c e s s  i s  n o  l o n g e r  i n  t h e  s e t ,  
b u t  a t  i t s  c o m p l e t i o n ,  n e w  e l e m e n t a r y  p r o c e s s e s  m i g h t  b e  i n  t h e  s e t .
T h e n  t h e  w o r k e r  r e p e a t s  t h e  s a m e  s e q u e n c e  o f  a c t i o n s  u n t i l  t h e  
w h o l e  p r o c e s s  i s  c o m p l e t e d .
I f  t h e  p r o c e s s  i s  p l a n n e d  t o  b e  e x e c u t e d  b y  o n l y  o n e  w o r k e r ,  
i t  m a y  b e  d e s c r i b e d  a s  a  s e q u e n c e  o f  e l e m e n t a r y  p r o c e s s e s .  O b v i o u s l y  
d i f f e r e n t  s e q u e n c e s  a r e  p o s s i b l e  ( f i g .  11-31  a n d  11 - 32 ) .  T o g e t h e r  
w i t h  t h e  s e q u e n c e  w e  h a v e  t o  k n o w  t h e  i n p u t s  a n d  t h e  o u t p u t s  o f  
e a c h  e l e m e n t a r y  p r o c e s s  a n d  h o w  o n e  i s  r e l a t e d  t o  a n o t h e r .  I n  f i g .  11-33 
c o r r e s p o n d i n g  i n p u t s  a n d  o u t p u t s  a r e  l i n k e d  t o g e t h e r .  I n  f i g .  11-34 
t h e r e  a r e  f o u r  p l a c e s ;  t o  e a c h  i n p u t  ( r e s p .  o u t p u t )  i s  a s s o c i a t e d  
a  p l a c e  f r o m  w h i c h  ( r e s p .  i n  w h i c h )  t h e  o b j e c t  i s  t o  b e  t a k e n  ( r e s p .  
s t o r e d ) .  T h e s e  f i g u r e s  d i s p l a y  t h e  s a m e  t o p o l o g i e s  a s  f i g .  11-32  a n d  
f i g .  11 - 35 .
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A b s t r a c t i n g  t h e  s i t u a t i o n ,  w e  m a y  c o n s i d e r  t h e  d e s c r i p t i o n  o f  t h e  
p r o c e s s  a s  a  s e q u e n c e  o f  i n s t r u c t i o n s .  O n e  p r o c e s s o r  s c a n s  s u c h  a  
s e q u e n c e  p e r f o r m i n g  o n e  a t  a  t i m e  t h e  c o r r e s p o n d i n g  e l e m e n t a r y  t r a n s ­
f o r m a t i o n s  o n  t h e  e n v i r o n m e n t  ( f i g .  11 - 36 ) .
W e  c a l l  a  m a c h i n e  w i t h  o n e  o r  s e v e r a l  p r o c e s s o r s  w o r k i n g  i n  
s u c h  a  w a y  a  c e n t r a l i z e d  c o n t r o l  m a c h i n e .  O n  t h e  o t h e r  h a n d  w e  c a l l  
a  d i s t r i b u t e d  c o n t r o l  m a c h i n e  a  m a c h i n e  w h o s e  s p e c i a l  p u r p o s e  p r o c e s s o r s  
a c t  o n  a  s e r v i c e - o n - d e m a n d  b a s i s :  a n y  a c t i o n  i s  t r i g g e r e d  b y  l o c a l  
c o n d i t i o n s  o c c u r r i n g  a s y n c h r o n o u s l y .
A l t h o u g h  s u c h  a  d i s t i n c t i o n  m a y  a p p e a r  r a t h e r  a r t i f i c i a l  
u n d e r  c e r t a i n  c i r c u m s t a n c e s ,  t h e  n o t i o n  o f  a  d i s t r i b u t e d  c o n t r o l  m a c h i n e  
w i l l  b e  h e l p f u l  i n  t h e  s e q u e l .
I I . 2 . 6  C e n t r a l i z e d  v s .  d i s t r i b u t e d  c o n t r o l  m a c h i n e .
C H A P T E R  I I I  
A  C O M P U T A T I O N  A S  T H E  R E A L I Z A T I O N  
O F  A  F O R M A L  O B J E C T
S o  f a r ,  w e  h a v e  n o t  p a r t i c u l a r i z e d  o u r  d i s c u s s i o n  t o  a n y  
s p e c i a l  o b j e c t  o r  t o  a n y  s p e c i a l  e l e m e n t a r y  p r o c e s s .  I n  t h i s  c h a p t e r  
w e  c o n s i d e r  f o r m a l  o b j e c t s  c a l l e d  o b s  w h i c h  m a y  b e  b u i l t  u p ,  a n d  
t h e n  r e a l i z e d  r e l a t i v e l y  t o  o u r  u n i v e r s e  o f  v a l u e s  a n d  o p e r a t i o n s .
I I I . l  C o m b i n a t i o n s  a n d  o b s .
T h e  f o l l o w i n g  n o t i o n s  a r e  d u e  t o  C u r r y  [ 3 ] .  T h e y  a r e  v e r y  
s i m i l a r  t o  L a n d i n ' s  n o t i o n  o f  a p p l i c a t i v e  s t r u c t u r e  [ 12 ] .  I n  m a n y  
o t h e r  w o r k s ,  s u c h  n o t i o n s  a r e  e x p r e s s e d  f r o m  a  s y n t a c t i c  p o i n t  
o f  v i e w .
A n  o b  i s  a  f o r m a l  o b j e c t  w h i c h  i s  e i t h e r  p r i m i t i v e  a n d  
c a l l e d  a n  a t o m ,  o r  b u i l t  u p  b y  c o m b i n i n g  a l r e a d y  c o n s t r u c t e d  o b s  
a c c o r d i n g  t o  s o m e  e l e m e n t a r y  p r o c e s s e s  c a l l e d  c o m b i n a t i o n s .
A  c o m b i n a t i o n  i s  a  p a r t i c u l a r  e l e m e n t a r y  p r o c e s s :  a n  o b  b e i n g  
g i v e n ,  w e  k n o w  a t  o n c e  w h a t  i s  i t s  s t r u c t u r e ;  w e  k n o w  w h e t h e r  
o r  n o t  t h e  o b  i s  a n  a t o m ,  a n d  i f  t h e  o b  i s  n o t  a n  a t o m  w e  k n o w  
h o w  i t  h a s  b e e n  c o n s t r u c t e d :  b y  a p p l y i n g  w h i c h  c o m b i n a t i o n  t o  
w h i c h  o b s .  I t  i s  t h e r e f o r e  u n d e r s t o o d  t h a t  o b s  c o n s t r u c t e d  b y  
d i f f e r e n t  p r o c e s s e s  a r e  d i f f e r e n t  a s  o b s .
A s  a  r e s u l t ,  c o n c a t e n a t i o n  o f  s y m b o l s  a n d  s t r i n g s , i n t o  
s t r i n g s j i s  n o t  a  c o m b i n a t i o n .  I n  L i s p ,  f o r m i n g  t h e  " c o n s "  o f  
t w o  S - e x p r e s s i o n s  i s  a  c o m b i n a t i o n .  I n  t h e  s a m e  w a y  a  s e n t e n c e
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w h i c h  i s  s y n t a c t i c  r e l a t i v e l y  t o  a  p h r a s e  s t r u c t u r e  g r a m m a r  i s  
n o t  a n  o b ;  h o w e v e r ,  a n y  s y n t a x  t r e e  o f  t h e  s a m e  s e n t e n c e  m a y  b e  
c o n s i d e r e d  a s  a n  o b .
A  s y m b o l  d e n o t i n g  a  c o m b i n a t i o n  i s  c a l l e d  a  c o m b i n a t o r .
T h e  d e g r e e  o f  a  c o m b i n a t i o n  o r  o f  a  c o m b i n a t o r  i s  t h e  n u m b e r  
o f  o b s  t o  w h i c h  t h e  c o m b i n a t o r  i s  a p p l i e d .  A n  a t o m  i s  c o n s i d e r e d  
a s  a  c o m b i n a t i o n  o f  d e g r e e  z e r o .
F i g .  I I I - l  r e p r e s e n t s  a n  o b  0 ,  w i t h  a n d  b e i n g
r e s p e c t i v e l y  c o m b i n a t o r s  o f  d e g r e e  z e r o ,  t w o  a n d  t h r e e .  T h e  f i g u r e  
d i s p l a y s  t h e  " t o p o l o g y "  o f  0 ,  i . e . ,  t h e  d i f f e r e n t  o b s ,  c o m p o n e n t s  
o c c u r r i n g  i n  t h e  c o n s t r u c t i o n  o f  0 .
I I I .2 R e a l i z a t i o n  o f  a  p r o c e s s  o r  o f  a n  o b j e c t : 
c a t e g o r i e s  a n d  f u n c t o r s .
L e t  u s  c o n s i d e r  a n  e l e m e n t a r y  p r o c e s s  w i t h  i n p u t  a n d  o u t p u t  
p l a c e s  ( u p p e r  p a r t  o f  f i g .  I I I - 2 ) .  W h e n  r e a l i z i n g  s u c h  a  p r o c e s s ,  
e a c h  p l a c e  i s  m a p p e d  i n t o  a  v a l u e  o f  t h e  u n i v e r s e  o f  v a l u e s  a n d  
o p e r a t i o n s  ( s e e  i n t r o d u c t i o n ) ,  e a c h  e l e m e n t a r y  p r o c e s s  i n t o  a n  
o p e r a t i o n ,  s u c h  t h a t  t h e  v a l u e  a s s o c i a t e d  t o  t h e  o u t p u t  p l a c e  i s  
o b t a i n e d  b y  a p p l y i n g  t h e  o p e r a t i o n  ( a s s o c i a t e d  t o  t h e  e l e m e n t a r y  
p r o c e s s )  t o  t h e  v a l u e s  a s s o c i a t e d  t o  t h e  i n p u t  p l a c e s  ( f i g .  I I I - 2 ) .
I t  i s  p o s s i b l e  t o  r e a l i z e  a n  o b  b y  a s s i g n i n g  a  v a l u e  t o  
e a c h  c o m p o n e n t  a n d  a n  o p e r a t i o n  t o  e a c h  c o m b i n a t i o n  w i t h  t h e  s a m e  
r u l e  a s  p r e v i o u s l y :  t h e  v a l u e  a s s o c i a t e d  t o  t h e  o b ,  r e s u l t  o f  t h e  
c o m b i n a t i o n ,  i s  t h e  v a l u e  o b t a i n e d  b y  a p p l y i n g  t h e  o p e r a t i o n  
( a s s o c i a t e d  t o  t h e  c o m b i n a t i o n )  t o  t h e  v a l u e s  a s s o c i a t e d  t o  t h e  o b s ,  
o p e r a n d s  o f  t h e  c o m b i n a t i o n  ( f i g .  I I I - 3 ) .
UNIVERSE
F i g .  I I I - 2  ( t o  b e  v i e w e d  i n  s p a c e )
F i g .  I I -3  (  t o  b e  v i e w e d  i n  s p a c e )
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I t  i s  u s e f u l  t o  a b s t r a c t  s l i g h t l y  s u c h  s i t u a t i o n s  b y  i n t r o ­
d u c i n g  a  v a r i a t i o n  o f  t h e  c o n c e p t  o f  c a t e g o r i e s  a n d  f u n c t o r s  ( s e e  
M i t c h e l l  [ 17 ]  ;  a s  d e f i n e d  h e r e ,  c a t e g o r i e s  m a y  b e  e x t e n d e d  i n  
a  t r i v i a l  w a y  t o  b e  m a t h e m a t i c a l  c a t e g o r i e s  ) .
A  c a t e g o r y  i s  a  s e t  o f  o b j e c t s  a m o n g  w h i c h  s o m e  g i v e n  
r e l a t i o n s ,  w h i c h  w e  s h a l l  s u p p o s e  t o  b e  m a p p i n g s ,  h o l d .  S o ,  f o r  
i n s t a n c e ,  t h e  p r e v i o u s  u n i v e r s e  i s  a  c a t e g o r y .  A n y  o b  i s  a l s o  
a  c a t e g o r y :  t h e  c o m p o n e n t s  o f  t h e  o b  a r e  t h e  o b j e c t s  o f  t h e  c a t e g o r y ,  
a n d  t h e  r e l a t i o n s  a r e  h e r e  t h e  m a p p i n g s  a c t u a l i z e d  b y  t h e  c o m b i n a t i o n s .
L e t  C  a n d  C '  b e  t w o  c a t e g o r i e s .  A  f u n c t o r  i s  a  m a p p i n g  T :  C  ->- C '  
w h i c h  a s s o c i a t e s :
-  t o  e a c h  o b j e c t  0 i n  C ,  a n  o b j e c t  T ( 0 )  i n  C '
-  t o  e a c h  m a p p i n g  R  i n  C [  a  m a p p i n g  T ( R )  i n  C '  
s u c h  t h a t  w h e n e v e r
0 X  ,  02 ,  . . .  ,  0 _ ---------------* -------------,  0'2 ,  .  . . ,  ( V  i n  C
w e  h a v e  e i t h e r
T ( 01 ) , T ( 0 2 ) ,  . . .  , T ( 0n ) ------------T ( R )  ^ T ( 0 p , T ( 0 p ,  . . .  , T ( 0p )
a n d  T  i s  c a l l e d  a  c o v a r i a n t  f u n c t o r  ( f i g .  I I I - 4a ) ,  o r
T ( O ' ) , T ( O ' ) ,  . . .  , T ( 0 ' ) ----------- T ( R )  v > T ( 0 1 ) , T ( 0 9 ) ,  . . .  , T (0 )
1 1  p  1 1  n
a n d  t h e  f u n c t i o n  i s  c a l l e d  a  c o n t r a v a r i a n t  f u n c t o r  ( f i g .  I I I - 4b ) .
I I I .3 I t e r a t i v e  a n d  r e c u r s i v e  p r o c e s s e s .
T h e  p r e v i o u s  d e f i n i t i o n s  a r e  s i g n i f i c a n t  b e c a u s e  c o v a r i a n t  
a n d  c o n t r a v a r i a n t  f u n c t o r s  l e a d  t o  t w o  d i f f e r e n t  c o m p u t a t i o n a l  
s c h e m a t a .  W e  s h a l l  s e e  t h a t  t h e y  c o r r e s p o n d  t o  t h e  i n t u i t i v e  
d i s t i n c t i o n  o f  a n  i t e r a t i v e  v e r s u s  a  r e c u r s i v e  c o m p u t a t i o n ,  w h e n  
a p p l i e d  t o  s e q u e n t i a l  p r o c e s s e s .
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F i g .  I I I -5
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F i g .  I I I - 6
T o  a n y  m a p p i n g  R  i s  a s s o c i a t e d  a n  o p e r a t i o n  T ( R )  ( w h i c h  
m a y  b e  p r i m i t i v e  o r  n o t )  i n  t h e  u n i v e r s e  o f  v a l u e s  a n d  o p e r a t i o n s ,  
a n d  t h e  c o r r e s p o n d a n c e  R — > - T ( R )  i s  g i v e n  b e f o r e h a n d .  F o r  s o m e  
o b j e c t s  a ^  ,  c a l l e d  s o u r c e s ,  t h e  v a l u e s  T ( a ^ )  a r e  g i v e n  i n  t h e  u n i ­
v e r s e  o f  v a l u e s .  F o r  s o m e  b ^  t h e  v a l u e s  T ( b ^ )  , c a l l e d  g o a l s ,  a r e  
t o  b e  d e t e r m i n e d .
L e t  u s  c o n s i d e r  a  s e q u e n c e  o f  o b j e c t s ,  e a c h  o b j e c t  ( t h e  
f i r s t  o n e  e x c e p t e d )  b e i n g  o b t a i n a b l e  b y  a p p l y i n g  a  p a r t i c u l a r  
e l e m e n t a r y  p r o c e s s  t o  t h e  p r e v i o u s  o b j e c t  i n  t h e  s e q u e n c e .  T o  e a c h  
e l e m e n t a r y  p r o c e s s  P ^  i s  a s s o c i a t e d  a n  o p e r a t i o n  T ( P ^ ) ,  T  b e i n g  
a  c o v a r i a n t  f u n c t o r .  T h e  f i r s t  o b j e c t  A q  i s  t h e  s o u r c e ;  t h e  v a l u e  
a s s o c i a t e d  t o  t h e  l a s t  o b j e c t  A ^  i s  t h e  g o a l  ( f i g .  I I I - 5 ) .
T h e  c o m p u t a t i o n  o f  T ( A ^ )  m a y  b e  p e r f o r m e d  s t r a i g h t f o r w a r d l y
w i t h  o n e  s t o r a g e  p l a c e  w h o s e  c o n t e n t s  w i l l  b e  c a l l e d  t h e  c u r r e n t
v a l u e .  A t  t h e  b e g i n n i n g  t ( A q )  i s  t h e  c u r r e n t  v a l u e ;  t h e  c o n t r o l
t h e n  p r o c e e d s  s e q u e n t i a l l y  f r o m  t h e  s o u r c e  t o  t h e  l a s t  o b j e c t  o f
t h e  s e q u e n c e ;  w h e n e v e r  a  m a p p i n g  P ^  i s  e n c o u n t e r e d ,  t h e  o p e r a t i o n
T ( P _ ^ )  i s  a p p l i e d  t o  t h e  c u r r e n t  v a l u e ,  a n d  t h e  r e s u l t  i s  t a k e n  a s
t h e  n e w  c u r r e n t  v a l u e .  W h e n  t h e  c o n t r o l  r e a c h e s  A  ,  t h e  c u r r e n t
n
v a l u e  i s  t h e  g o a l  T ( A  ) .
n
I n  p s e u d o - A l g o l ,  t h e  p r o c e s s  m a y  b e  d e s c r i b e d  b y  m e a n s  o f  a n  
i t e r a t i o n :
. . .  c u r r e n t v a l u e  T ( A q )  ;
f o r  i  : =  1 s t e p  1 u n t i l  n  d o
c u r r e n t v a l u e  : = T  ( P ^ ) ( c u r r e n t v a l u e )  ;
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c o n t r a v a r i a n t  f u n c t o r .  A  i s  t h e  s o u r c e  a n d  T ( A  )  t h e  g o a l  ( f i g .  I I I - 6 ) .
n  o
I t  m a y  s e e m  t h a t  T ( A  )  b e i n g  g i v e n ,  t h e  c o m p u t a t i o n  o f
n
T ( A o )  i s  c o m p l e t e l y  s i m i l a r  t o  o u r  p r e v i o u s  c o m p u t a t i o n  T ( A ^ )
a n d  T ( A ^ )  b e i n g  p e r m u t e d :  T ( P n ) ,  T ( P n _ ^ ) .......................  T ( P ^ )  w o u l d  b e
a p p l i e d  s e q u e n t i a l l y  t o  T ( A n ) .  H o w e v e r ,  i n  g e n e r a l ,  t h i s  r e v e r s e
s e q u e n c e  o f  m a p p i n g s  i s  n o t  k n o w n  b e f o r e h a n d .
T h e  c o n t r o l  g o e s  a s  b e f o r e  f r o m  A  t o  A  :  w h e n e v e r  a
o n
m a p p i n g  P_^ i s  e n c o u n t e r e d ,  t h e  c o r r e s p o n d i n g  o p e r a t i o n  T ( P ^ )  i s  
p l a c e d  a t  t h e  t o p  o f  a  l a s t - i n - f i r s t - o u t  q u e u e  ( a  s t a c k ) .
A f t e r  t h e  c o n t r o l  h a s  r e a c h e d  A ^  ,  t h e  c o m p u t a t i o n  p r o c e e d s  a s  i n  
o u r  p r e v i o u s  e x a m p l e ,  t h e  o p e r a t i o n s  b e i n g  r e t r i e v e d ,  n o w ,  f r o m  
t h e  s t a c k .
T h e  a r r o w s  o n  t h e  d i a g r a m  m a y  s e r v e  a s  a  b u i l t - i n  s t a c k .
L e t  u s  c o n s i d e r  a s  a n  e x a m p l e  t h e  f a c t o r i a l  f u n c t i o n :
( 1 )  f a c t ( n )  =  [ i f  n  =  0 t h e n  1 e l s e  n  x  f a c t ( n - l ) ]
L e t  u s  c o m p u t e  f a c t ( 3 ) .  T h e  g o a l  i s  f a c t ( 3 ) ,  t h e  s o u r c e  i s  0 
w i t h  f a c t ( O )  b e i n g  1 . T h e  d i a g r a m  i s  d i s p l a y e d  i n  f i g .  I I I - 7 .
W e  c a n  i n t e r p r e t  t h e  p r o g r a m  a s  a  d i a g r a m  m o d i f i c a t i o n  
s c h e m e .  T h e  a r r o w s  T ( P  )  a r e  c o n s t r u c t e d  a s  t h e  c o n t r o l  p r o c e e d s  
a l o n g  t h e  a r r o w s  P _ ^ .  W h e n  t h e  c o n t r o l  r e a c h e s  t h e  s o u r c e  t h e  t w o  
s e q u e n c e s  a r e  b o u n d .  T h e n  t h e  c o n t r o l  p r o c e e d s  t o w a r d s  t h e  g o a l ,  
p e r f o r m i n g  t h e  o p e r a t i o n s  T ( P ^ ) .  ( F i g .  I I I - 8 ) .
W e  m a y  w o n d e r  w h a t  i n t e r p r e t a t i o n  a n  i t e r a t i v e  f a c t o r i a l  
m a y  h a v e .
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We c o n s i d e r  now t h e  same s e q u e n c e  o f  o b j e c t s ,  T b e i n g  a

A " w h ile - i t e r a t iv e "  f a c t o r i a l :  (2) [ x := 1 ; y := 1 ;
w h ile  x < n do begin  y := x x y ;
x: = x + 1 end
y ]
A " fo r - i t e r a t iv e "  f a c t o r i a l :  (3) [ y:= 1;
for i : = l  s tep  1 u n t i l  n ^o y:= i* y  ;
y 3
In th ese  programs, the programmer knows beforehand what the sequence  
T(P ) ,  » • ••  i s .  As a r e s u l t  fact(O ) being known, f a c t ( l ) ,
f a c t ( 2 ) ,  . . .  may be computed i t e r a t i v e l y ,  one a f t e r  the other ( f i g .  I I I - 9 )  
In the f i r s t  program, a t  each s t e p ,  a t e s t  determines whether the goal  
i s  reached or n o t .  In the second program, the programmer knows 
beforehand that the goal w i l l  be reached whenever the con tro l  
has passed three arrows.
As a r e s u l t  we can con sider  a lgorithm  (1) as the most g en era l .  
Algorithm (2) uses a p a r t ic u la r  s i t u a t io n .  Algorithm (3) uses a 
s t i l l  more p a r t ic u la r  s i t u a t io n .
In the prev ious d is c u s s io n  elementary p ro cesses  were r e s t r i c ­
ted to transform one o b jec t  in to  another one. The genera l case  where 
elementary p ro cesse s  are app lied  on s e v e r a l  input o b je c ts  and produce 
s e v e r a l  output o b je c ts  may r e c e iv e  a rather s im ila r  treatm ent.
Objects and mappings r e la t in g  one o b jec t  to another c o n s t i t u t e  
a category ( f i g .  111 -10 ) .  Let T be a fu n ctor ,  a s s o c ia t in g  to each  
elementary process  P  ^ an operation  in  the u n iverse  T(P^). I f  T i s  
covarian t ( f i g .  I I I - l l )  we can take the input o b je c ts  a , i , j  as 
so u rces ,  the goa ls  being the va lu es  o f  the output o b je c ts  c and m.
T h e  c o m p u t a t i o n  i s  p e r f o r m e d  w i t h  a  d i s t r i b u t e d  c o n t r o l .  I f  T i s
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F i g .  111-10
T  i s  a  c o v a r i a n t  f u n c t o r  (  i n  t h i s  f i g u r e  X '  d e n o t e s  T ( X )  f o r  a n y  s y m b o l  X )
F i g .  I I I - l l
c o n t r a v a r i a n t  ( f i g .  111 - 12 )  t h e  o u t p u t  o b j e c t s  a r e  t a k e n  a s  s o u r c e s ,  
t h e  g o a l s  b e i n g  t h e  v a l u e s  o f  t h e  i n p u t  o b j e c t s  T ( a ) ,  T ( i ) ,  T ( j ) .
T h e  a r r o w s  r e p r e s e n t i n g  t h e  m a p p i n g s  T ( P _ ^ )  a r e  u s e d  a s  a  f i r s t - i n ­
l a s t - o u t - l i k e  s t o r a g e  d e v i c e .  W e  m a y  n o t i c e  t h a t  a  s t a c k , b e i n g  a n  
e s s e n t i a l l y  s e q u e n t i a l  s t o r a g e  d e v i c e ,  c a n n o t  b e  u s e d  h e r e .
I I I .4 S y n t h e t i c  a n d  i n h e r i t e d  a t t r i b u t e s .
1 1 1 . 4.1  D e f i n i t i o n s .
W h e n  a p p l i e d  t o  a n  o b ,  c o v a r i a n t  a n d  c o n t r a v a r i a n t  f u n c t o r s  
l e a d  t o  t h e  n o t i o n s  o f  s y n t h e t i c  a n d  i n h e r i t e d  a t t r i b u t e s .  I n d e e d ,  
i t  i s  s o m e t i m e s  i n t e r e s t i n g  t o  a s s o c i a t e  t o  e a c h  c o m p o n e n t  o f  a n  o b  
a n  a t t r i b u t e ,  t h e s e  a t t r i b u t e s  b e i n g  s t r u c t u r a l l y  r e l a t e d  t o  o n e  
a n o t h e r .  I n  o u r  t e r m i n o l o g y ,  t h e  c o m p o n e n t s  o f  a n  o b  a r e  c o n s i d e r e d  
t o  c o n s t i t u t e  a  c a t e g o r y ,  w h i c h  i s  m a p p e d  b y  s o m e  f u n c t o r  i n t o  t h e  
u n i v e r s e  o f  v a l u e s  a n d  o p e r a t i o n s .  I f  t h e  f u n c t o r  i s  c o v a r i a n t ,  
t h e  a t t r i b u t e  o f  t h e  g i v e n  o b  m a y  b e  c o m p u t e d  w h e n e v e r  t h e  a t t r i b u t e s  
o f  t h e  a t o m s  ( p r i m i t i v e  o b s )  a r e  k n o w n .  S u c h  a t t r i b u t e s  a r e  c a l l e d  
s y n t h e t i c  a t t r i b u t e s .  I f  t h e  f u n c t o r  i s  c o n t r a v a r i a n t ,  t h e  a t t r i b u t e  
o f  a n  a t o m  m a y  b e  c o m p u t e d  w h e n e v e r  t h e  a t t r i b u t e  o f  t h e  g i v e n  o b  
i s  k n o w n .  S u c h  a t t r i b u t e s  a r e  c a l l e d  i n h e r i t e d  a t t r i b u t e s  ( s e e  
K n u t h  [ 11 ]  w h e r e  a  s y n t a c t i c  p o i n t  o f  v i e w  h a s  b e e n  t a k e n ) .
1 1 1 . 4.2  T h e  v a l u e  o f  a n  e x p r e s s i o n  a s  a  s y n t h e t i c  a t t r i b u t e . 
T h e  e x p r e s s i o n  (2 +3  + 2 )  + 2 + 1  ( s e e  s e c t i o n  1 . 2 . 1 )
m a y  b e  r e g a r d e d  a s  a n  o b . I t s  e v a l u a t i o n  r e q u i r e s  o n l y  o n e  s y n t h e t i c  
a t t r i b u t e ,  t h e  v a l u e .
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T  i s  a  c o n t r a v a r i a n t  f u n c t o r
F i g .  1 1 1 - 1 2
W h e n e v e r  a n  o b  l i k e  ( x + y + x ) + x + l  ,  c o n t a i n i n g  
f o r m a l  v a r i a b l e s ,  i s  t o  b e  e v a l u a t e d ,  i t  i s  n e c e s s a r y  t h a t  t h e  
e n v i r o n m e n t  d e t e r m i n e s  t h e  v a l u e  o f  e a c h  v a r i a b l e .  T h e  r e a l i z a t i o n  
o f  t h e  o b  i s  a  c o v a r i a n t  f u n c t o r  ( f i g .  111 - 13 ) .
I I I . 4.3 T h e  e n v i r o n m e n t  a s  a n  i n h e r i t e d  a t t r i b u t e .
I n  t h e  p r e v i o u s  e x a m p l e  t h e  e n v i r o n m e n t  w a s  c o n s i d e r e d  a s
b e i n g  g l o b a l  r e l a t i v e l y  t o  t h e  e x p r e s s i o n ,  a n d  a s  b e i n g  a c c e s s i b l e
b y  a n y  v a r i a b l e .  W e  m a y  a l s o  c o n s i d e r  t h e  e n v i r o n m e n t  a s  a n  i n h e r i -  
a )
t e d  a t t r i b u t e .  T h e  e v a l u a t i o n  m a y  t h e n  b e  v i e w e d  a s  h a v i n g  t w o  
p h a s e s :  t h e  b i n d i n g  a n d  t h e  e v a l u a t i o n  p r o p e r  ( f i g .  111 - 14 ) .
I n  t h e  e x a m p l e  o f  s e c t i o n  1 . 2 . 1 ,
(2 +  3 - > - x ; 5 - > - y ; x  +  y - > - x ; y  +  l - > - y ; 2 x y - x )  t
t h e  - > x  a n d  - > y  m a y  b e  c o n s i d e r e d  a s  b e i n g  o p e r a t o r s  o n  
e n v i r o n m e n t s  ( f i g .  111 - 15 ) .
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a )  T o  e a c h  n o d e  i s  a s s o c i a t e d  a n  a t t r i b u t e :  a  l o c a l  e n v i r o n m e n t .  
A s  a  r e s u l t ,  t o  t w o  o c c u r e n c e s  o f  a  s a m e  v a r i a b l e  i n  a  c o m p u t a t i o n
m a y  c o r r e s p o n d  t w o  d i f f e r e n t  l o c a l  e n v i r o n m e n t s  w h i c h  m a y  a s s o c i a t e  t o  
t h e s e  v a r i a b l e - n o d e s  t w o  d i f f e r e n t  v a l u e s .

v a l u e  ( s y n t h e t i c  a t t r i b u t e )
p i e c e  o f  e n v i r o n m e n t  ( i n h e r i t e d  a t t r i b u t e )
F i g .  1 1 1 - 1 5
CHAPTER IV
I n  t h i s  c h a p t e r ,  t w o  d i f f e r e n t  a p p r o a c h e s  o f  m o d e l l i n g  
c o m p u t a t i o n s  a r e  d i s c u s s e d .  I n  b o t h  o f  t h e s e  a p p r o a c h e s ,  t h e  
m o d e l s  p r e s e n t  i n  s o m e  w a y  c o n c u r r e n c y  a n d  d i s t r i b u t i o n  o f  
c o n t r o l .
I n  t h e  f i r s t  a p p r o a c h ,  t h e  d i r e c t e d  g r a p h  i s  t a k e n  a s  
a  m o d e l  o f  c o m p u t a t i o n  [ 6 , 1 0 , 10a , 1 6 , 21 , 23 ]  . I n  s e c t i o n  I V .2 
w e  w i l l  d i s c u s s  t h e  " c o m p u t a t i o n  m o d e l  w i t h  d a t a  f l o w  s e q u e n c i n g "  
d u e  t o  A d a m s  [ 1 ] .  S u c h  a  r e p r e s e n t a t i o n  i s  o f  i n t e r e s t  f o r  u s  
s i n c e  a  D C P L  p r o g r a m  m a y  a p p e a r  t o  b e  a  d a t a  f l o w  m o d e l  a f t e r  
t h e  b i n d i n g  h a s  b e e n  p e r f o r m e d .
I n  t h e  s e c o n d  a p p r o a c h ,  a  f u n c t i o n a l  c o m p u t a t i o n  i s  
c o n s i d e r e d  a s  a n  e x p r e s s i o n ;  t h e  e v a l u a t i o n  o f  s u c h  a n  e x p r e s s i o n  
m a y  b e  c a r r i e d  o u t  b y  s o m e  a b s t r a c t  m a c h i n e .  T h e  l a m b d a - c a l c u l u s  
p r o v i d e s  a  m a c h i n e  w h o s e  e l e m e n t a r y  o p e r a t i o n s  a r e  r e p l a c e m e n t  
a n d  s u b s t i t u t i o n  ( s e c t i o n  I V . 3 ) .
C u r r y ' s  c o m b i n a t o r s  a l l o w  t o  u s e  a  m u c h  s i m p l e r  m a c h i n e ,  
u s i n g  r e p l a c e m e n t  o n l y .  S t r i k i n g l y  e n o u g h ,  v a r i a b l e s  a r e  n o t  u s e d  
a t  a l l  i n  t h i s  r e p r e s e n t a t i o n .  A s  a  r e s u l t  o f  t h e  s i m p l i c i t y  
o f  t h e  m a c h i n e  a n d  o f  t h e  e x t r e m e  l o c a l i t y  o f  c o n t r o l ,  t h e  r e p r e ­
s e n t a t i o n  o f  a n  e x p r e s s i o n  m a y  a p p e a r  r a t h e r  c o m p l e x  ( s e c t i o n  I V . 4 ) .
T h e  s e c o n d  p a r t  o f  t h i s  c h a p t e r  ( s e c t .  I V .3 a n d  I V . 4 )
SOME COMPUTATION MODELS
I V . 1 I n t r o d u c t i o n
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c o n t a i n s  s o m e  t e c h n i c a l i t i e s .  S o m e  r e a d e r s  m i g h t  p r e f e r  t o  
s k i p  i t .
a)
I V .2 T h e  A d a m s '  c o m p u t a t i o n  m o d e l  w i t h  d a t a  f l o w  s e q u e n c i n g .
T h e  d i r e c t e d  g r a p h  i s  u s e d  a s  a  m o d e l  o f  t h e  c o m p u t a t i o n .
" T h e  n o d e s  o f  t h e  g r a p h  r e p r e s e n t  c o m p u t a t i o n  s t e p s  a n d  t h e  e d g e s  
r e p r e s e n t  t r a n s m i s s i o n  p a t h s  f o r  d a t a  a n d  c o n t r o l .  A n  e d g e  m a y  
b e  t h o u g h t  o f  a s  a  q u e u e  o f  d a t a  p r o d u c e d  b y  o n e  n o d e  a n d  w a i t i n g  
t o  b e  c o n s u m e d  b y  a n o t h e r .  A  c o m p u t a t i o n  s t e p  m a y  b e  i n i t i a t e d  
w h e n e v e r  e a c h  e d g e  d i r e c t e d  i n t o  t h a t  n o d e  o f  t h e  g r a p h  c o n t a i n s  
t h e  a m o u n t  o f  d a t a  r e q u i r e d  f o r  t h e  n o d e  t o  e x e c u t e  p r o p e r l y . "
F i g .  I V -1  d i s p l a y s  s o m e  n o d e s  w h i c h  a r e  a c t i v a t e d  w h e n e v e r  
t h e r e  i s  a n  i n p u t  v a l u e  o n  e a c h  i n p u t  e d g e .  T h e n ,  o u t p u t  v a l u e s  
t o  b e  p u t  o n  t h e  o u t p u t  e d g e s  a r e  c o m p u t e d  a c c o r d i n g  t o  a  f u n c t i o n  f  
a s s o c i a t e d  w i t h  t h e  n o d e .  i s  a  n o t a t i o n a l  d e v i c e :  p l a c i n g  "vf>"
o n  a n  e d g e  m e a n s  p l a c i n g  n o t h i n g  o n  t h i s  e d g e .
F i g .  I V -2  d i s p l a y s  s o m e  n o d e s  h a v i n g  a  m o r e  i n v o l v e d  b e h a v i o r .  
R e l a t i v e l y  t o  a  n o d e ,  a n  i n p u t  e d g e  m a y  b e  i n  a n y  o n e  o f  t w o  s t a t u s :  
i t  i s  e i t h e r  l o c k e d  o r  u n l o c k e d .  I n  f i g .  I V - 2 ,  t h e  s t a t u s  o f  i n p u t  
e d g e s  i s  g i v e n ,  f o r  i n s t a n c e ,  a s  U L L  ,  w h i c h  m e a n s  t h a t  p o r t  1 
i s  u n l o c k e d  a n d  t h a t  p o r t s  2 a n d  3 a r e  l o c k e d .  T h e  c o m p u t a t i o n  
s t e p  o f  a  n o d e  i s  i n i t i a t e d  w h e n e v e r  t h e r e  i s  a n  i n p u t  v a l u e  o n  
e a c h  u n l o c k e d  i n p u t  e d g e .  O u t p u t  v a l u e s  a r e  c o m p u t e d  a s  b e f o r e  
a c c o r d i n g  t o  a n  a s s o c i a t e d  f u n c t i o n  f ;  m o r e o v e r ,  a  n e w  s t a t u s  
f o r  e a c h  i n p u t  e d g e  i s  d e t e r m i n e d  a c c o r d i n g  t o  a n o t h e r  f u n c t i o n  g  
a s s o c i a t e d  w i t h  t h e  n o d e .  T h e  b l o c k i n g  c a p a b i l i t i e s  o f  t h e s e  n o d e s  
p e r m i t  t h e  c o m p u t a t i o n s  t o  b e  d e t e r m i n a t e .
a )  W e  h a v e  t a k e n  t h e  f r e e d o m  t o  q u o t e  s o m e  p a s s a g e s  o f ,  
a n d  t o  r e p r o d u c e  s o m e  f i g u r e s  f r o m  A d a m s  [ 1 ] ,
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f :  V V + V :
3 1 2 ’
F i g .  I V - l a
f : +- V 1 =  f a l s e  t h e n  e l s e  * P ;
V .  +- I f  V  =  t r u e  t h e n  V „  e l s e ^ ;
4 —  1 ----------- I  -------
F i g .  I V - l b
int
f : ^ f  V  =  t r u e  t h e n  e l s e  ^ ;
F i g .  I V - l c
U L L -»■ L U L i f
V
t r u e
f :  V4
U L L -»■ L L U i f
V
f a l s e
V4
L U L -»■ U L L
V4 -  v 2 ;
L L U U L L
V 4 - v 3 ;
F i g .  I V - 2a
g :  U L  - > L U  
L U  +  L U
f :  V 3 « -  V x ;
v 3- V 2 ;
F i g .  I V - 2 b  ( f r o m  Adams [ 1 ] )
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F i g .  I V -3  a n d  I V -4  r e p r e s e n t  a n  i t e r a t i v e  [ 1 ,  p .  31 ]  a n d  
a  r e c u r s i v e  [ l , p . 32 ]  f a c t o r i a l  r e s p e c t i v e l y .  T h e  l a t t e r  f i g u r e  
w i t n e s s e s  t o  t h e  r e c u r s i v e  c h a r a c t e r  o f  a  g r a p h  p r o c e d u r e :
" W h e n  a  n o d e  i n  a  g r a p h  p r o c e d u r e  r e p r e s e n t s  a  r e c u r s i v e  
c a l l  u p o n  t h e  p r o c e d u r e  o f  w h i c h  i t  i s  a  p a r t ,  a  c o p y  o f  t h e  
c a l l e d  g r a p h  p r o c e d u r e  i s  c r e a t e d .  T h u s ,  d u r i n g  t h e  e x e c u t i o n  
o f  a  g r a p h  p r o g r a m ,  a n  a u x i l i a r y  g r a p h  r e f e r r e d  t o  a s  t h e  e x e c u t i n g  
g r a p h  w i l l  b e  c o n s t r u c t e d .  I n i t i a l l y  t h e  e x e c u t i n g  g r a p h  w i l l  
c o n s i s t  o f  t h e  m a i n  g r a p h  p r o c e d u r e  G ,  w i t h  t h e  i n i t i a l  d a t a  
f o r  t h e  p r o g r a m  p l a c e d  o n  t h e  e d g e s  o f  G .  T h e  i n i t i a l  d a t a  m u s t  
b e  o f  t h e  s a m e  t y p e  a s  t h e  e d g e s  o n  w h i c h  i t  i s  p l a c e d .  W h e n e v e r  
a  p r o c e d u r e  n o d e  i n  t h e  e x e c u t i n g  g r a p h  i s  r e a d y  f o r  e x e c u t i o n ,  
a  c o p y  o f  t h e  d e f i n i n g  g r a p h  p r o c e d u r e  w i l l  b e  c r e a t e d  a n d  a d d e d  
t o  t h e  e x e c u t i n g  g r a p h  a )  ;  a n d  w h e n  t h e  p r o c e d u r e  t e r m i n a t e s ,  
t h e  c r e a t e d  c o p y  w i l l  b e  d e l e t e d .  T h e  e x e c u t i n g  g r a p h  c a n  t h u s  
e x p a n d  a n d  c o n t r a c t  d y n a m i c a l l y  d u r i n g  t h e  e x e c u t i o n  o f  t h e  p r o g r a m . "
R e m a r k .  S u c h  a  s i t u a t i o n  m a y  b e  r e g a r d e d  a s  a n  i n s t a n c e  o f  t h e  
r e a l i z a t i o n  o f  a  c o n t r a v a r i a n t  f u n c t o r  ( c c n a p a r e  I I I -8  a n d  I V - 5 ) .
I n  D C P L  w e  w i l l  f i n d  t h e  s a m e  n o t i o n  o f  i m p l e m e n t i n g  i n  
s p a c e  s u c c e s s i v e  g e n e r a t i o n s  o f  a  r e c u r s i v e  p r o c e d u r e .
I V .3 F u n c t i o n a l  r e p r e s e n t a t i o n :  t h e  l a m b d a - c a l c u l u s  ^
T h e  d i s c u s s i o n  i n  t h i s  s e c t i o n  a n d  i n  t h e  n e x t  o n e  i s  
b a s e d  o n  C u r r y  [ 3 ] .  T h e  l a m b d a - c a l c u l u s  p r o v i d e s  a  f r a m e w o r k  
i n  w h i c h  f u n c t i o n a l  e x p r e s s i o n s  m a y  b e  r e p r e s e n t e d  a n d  e v a l u a t e d .
a )  S u c h  a  c r e a t i o n  a n d  a d d i t i o n  o f  a  g r a p h  p r o c e d u r e  t o
t h e  e x e c u t i n g  g r a p h  i s  r e f e r r e d  t o  i n  t h i s  t h e s i s  a s  a n  i m p l e m e n t a t i o n  
i n  s p a c e .
b )  T h e r e  a r e  d i f f e r e n t  l a m b d a - c a l c u l i ,  e a c h  o n e  h a v i n g
i t s  p a r t i c u l a r  i d e a  a b o u t  w h a t  o b j e c t s  r e p r e s e n t  t h e  s a m e  f u n c t i o n .
H o w e v e r  s i n c e  i n  p r o g r a m m i n g  l a n g u a g e s  t h e  e m p h a s i s  i s  p u t  t o
t h e  a p p l i c a t i o n  o f  a  f u n c t i o n  t o  a n  a r g u m e n t ,  a n d  n o t  t o  a  f u n c t i o n
i t s e l f ,  o n l y  o n e  c a l c u l u s  i s  g e n e r a l l y  u s e d  ( A  - c o n v e r s i o n  l a m b d a - c a l c u l u s ) .
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F i g .  I V -5
S u c h  e v a l u a t i o n s  p r e s e n t  p o s s i b i l i t i e s  o f  c o n c u r r e n c y  a n d  d i s t r i ­
b u t i o n  o f  c o n t r o l .  S i n c e  M e  C a r t h y  [ 18 ]  ,  t h e  l a m b d a - c a l c u l u s  h a s  
o f t e n  b e e n  c o n s i d e r e d  i n  c o n n e c t i o n  w i t h  p r o g r a m m i n g  l a n g u a g e s :  





I n  s t a t e m e n t  ( 1 )  t h e  v a r i a b l e  x  m a y  b e  c o n s i d e r e d  a s
h a v i n g  a n  i n t u i t i v e  m e a n i n g :  f o r  a n y  i n t e g e r ,  f o r  i n s t a n c e  a ,
2 2
w e  h a v e  t h e  r e l a t i o n  ( a  +  1 )  = a  +  2a  +  1 .
W e  c a n n o t  i n t e r p r e t  t h e  u s e  o f  t h e  v a r i a b l e  x  i n  s u c h  a  s i m p l e  
w a y  i n  ( 2 )  a n d  ( 3 ) :  t h e y  d o  n o t  e n u n c i a t e  a n y  s t a t e m e n t  a b o u t  
s o m e  o b j e c t  f o r  w h i c h  x  s t a n d s .  I n  f a c t ,  ( 2 )  a n d  ( 3 )  s t a t e  
s o m e  p r o p e r t i e s  a b o u t  a  f u n c t i o n ,  t h e  s q u a r e  f u n c t i o n .  T h e  u s e  
o f  v a r i a b l e s  i n  t h e s e  s t a t e m e n t s  m a y  b e  c o n s i d e r e d  a s  o n l y  a  
n o t a t i o n a l  d e v i c e .  T h e  u s e  o f  v a r i a b l e s  m a y  e v e n  b e  m o r e  e x p l i c i t  
w i t h  C h u r c h ' s  L a m b d a  n o t a t i o n  ( C h u r c h  [2 ] ) * \ x . x ^  d e n o t e s  t h e n  
t h e  s q u a r e  f u n c t i o n .  I f  D  a n d  1^  d e n o t e  r e s p e c t i v e l y  d e r i v a t i o n  
a n d  i n t e g r a t i o n  b e t w e e n  a  a n d  b ,  t h e  s t a t e m e n t s  ( 2 )  a n d ( 3 )  b e c o m e :
( 2 ' )  D ( A x . x ^ )  = ( V x . 2 x
( 3 ' )  I 3 ( \ x . x 2 )  -  9
o
I V . 3.1  V a r i a b l e s  i n  m a t h e m a t i c s .
L e t  u s  c o n s i d e r  w i t h  C u r r y  t h e  f o l l o w i n g  m a t h e m a t i c a l  s t a t e m e n t s :
( x  +  1 ) ^  =  x ^  +  2 x  +  1




x  d x  =  9
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T h e  l a m b d a  n o t a t i o n  a l l o w s  u s  t o  c o n s i d e r  a  f u n c t i o n ,  a t  l e a s t  
c o n c e p t u a l l y ,  a s  a n  o b j e c t :  f u n c t i o n s  b e c o m e  p a r t  o f  t h o  u n l v r r s r  
o f  d i s c o u r s e ,  a n d  s t a t e m e n t s  a b o u t  f u n c t i o n s  m a y  b e  f o r m u l a t e d .
I V . 3.2  F u n c t i o n a l  r e p r e s e n t a t i o n s  i n  p r o g r a m m i n g  l a n g u a g e s .
F u n c t i o n s  a p p e a r  n a t u r a l l y  i n  p r o g r a m m i n g  l a n g u a g e s  w h e n e v e r  
s o m e  o b j e c t  i s  t o  b e  e v a l u a t e d  i n  s o m e  r e a l i z a t i o n  ( s e e  c h a p t e r  I I I ) .  
G e n e r a l l y  s t a t e m e n t s  a b o u t  f u n c t i o n s  w h i c h  a r e  c o n s i d e r e d  i n  
p r o g r a m m i n g  l a n g u a g e s  a r e  v e r y  l i m i t e d ;  w i t h  t h e  e x c e p t i o n ,  m a y  b e ,  
o f  s o m e  s y m b o l i c  m a n i p u l a t i o n  o r i e n t e d  p r o g r a m m i n g  l a n g u a g e s ,  
f u n c t i o n s  a r e  c o n s i d e r e d  a s  f a r  a s  t h e y  w i l l  b e  a p p l i e d  t o  s o m e  
a r g u m e n t s  a t  s o m e  t i m e .  T h e r e  i s  a  n o t a t i o n  t o  r e p r e s e n t  f u n c t i o n s  
a n d  a n o t h e r  n o t a t i o n  f o r  t h e  a p p l i c a t i o n  o f  a  f u n c t i o n  t o  s o m e  
a r g u m e n t s ,  a n d  t h e r e  i s  a  b a c k g r o u n d  m a c h i n e  w h i c h  m a y  e v a l u a t e  
f u n c t i o n a l  e x p r e s s i o n s .  I f  s u c h  a  b a c k g r o u n d  m a c h i n e  i s  t o  b e  
a n  a b s t r a c t  ( o r  f o r m a l )  o n e ,  a  n o t a t i o n  i s  n o t  s u f f i c i e n t ,  i t  i s  
n e c e s s a r y  t o  b e  a b l e  t o  r e p r e s e n t  a  f u n c t i o n a l  e x p r e s s i o n .  B y  
r e p r e s e n t a t i o n  w e  m e a n :
1 .  A n y  f u n c t i o n  m a y  b e  r e p r e s e n t e d  a s  a n  o b j e c t ,  b e t t e r  
a s  a n  o b .
2 .  T h e r e  i s  a  c o m b i n a t i o n  c a l l e d  a p p l i c a t i o n  w h i c h  a l l o w s  
t o  r e p r e s e n t  i n  a n  e x p l i c i t  w a y  t h e  o b  o b t a i n e d  b y  
c o m b i n i n g , w i t h  t h e  a p p l i c a t i o n ,  a  f u n c t i o n  t o  i t s  a r g u m e n t s .
3 .  T h e r e  i s  a n  a b s t r a c t  m a c h i n e  w h i c h  c a n  e v a l u a t e  t h e  
p r e v i o u s  o b  a n d  p r o d u c e  t h e  r e p r e s e n t a t i o n  o f  t h e  r e s u l ­
t i n g  o b j e c t .
We are interested here in abstract machines performing 
reductions since these machines are particularly simple: when 
applied to some object, they look for any component correspon­
ding to a given pattern and replace it by an associated com­
ponent . A macro-processor, an interpreter using a simple prece­
dence grammar (Wirth [28]) might be considered as reducing machines.
IV.3.3.1 Substitution versus replacement.
We present these notions pictorially: in fig. IV-6 an 
ob X is substituted for an atom x in an ob A; the result is 
an ob B.(We may notice that
1. x is supposed to be an atom
2. each occurrence of x is replaced by an occurrence of X.).
In fig. IV-7, a component X of an ob A is replaced by an
ob Y; the result is an ob B. (Note:
1. X is not necessarily an atom, but an ob
2. Even if there are several occurrences of X in A, only 
the considered occurrence is replaced. ).
IV.3.3.2 Reduction rules.
Let us consider two obs A and B and the reduction rule
A - * B .  Let X be an ob having A as a component. We say that X may 
be reduced in Y, and we note X i>Y if Y is obtained by replacing,
in X, the component A by B. We note X &  Y whenever X •> Y or
Y X and ^  and == represent respectively the quasi-ordering
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The same d e f i n i t i o n s  may be g i v e n  w i th  a s e t  o f  r e d u c t io n
i€l
. In summary:
X •> Y <#=?> there is in the ob X a component whose repla­
cement by the corresponding produces the ob Y 
X ==-Y <*==$> either X > Y  or Y i> X,
X —  Y there is a sequence of objects X^ , X^ , ... X^ ,
X =  X and X H  Y such that X *> X, ...$>X 
o n o 1
(~  denotes the identity of obs)
X there is a sequence of objects X^ , X^ ,
such that X s  X and X =  Y and 
o n





Whenever a set of reduction rules is given we can consider 
following reduction process, to be applied to any ob X:
Obviously, such a process is not in general deterministic. Moreover, 
applied to an ob X it may or may not stop. If it does stop, pro­
ducing an ob X^ , there is no reduction which may be performed on X^:
X is said to be a normal form of X. o -----------
We are interested in abstract reducing machines which are 
deterministic to some extent, namely in machines verifying the 
following condition (Church-Rosser): if X ■* Y there is an ob Z 
such that X S  z and Y >  Z .
Indeed such a condition guarantees that whenever the machine 
stops when applied to an ob X, it produces the same normal form 
(however in some simulation the machine may not stop). Such a normal 
form may be considered as the "value" of X, the reduction machine 
being therefore an evaluating machine.
IV.3.3.4 A trivial example.
Let us consider a trivial representation of simple computa­
tions without variables:
- to each value v in the universe corresponds a combinator of
degree zero v and to each operator of degree n, opr, a combina­
tor of degree n, opr. We call CL^ the class of obs which may be 
constructed with these combinators. For any operator opr and 
for any values v i ’ v2 ’ ‘' vn Pr°ducing °pr(v^,v2 , ••• ,vn  ^
we have the reduction rule :
For instance if there is one operation, the addition, and 
integers as values, the reduction rules will be of the form:
Any sum will be trivially evaluated by our machine (fig. IV-11). 
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is deterministic and has a distributed control. The result 12 , 
as a combinator, is the normal form of the given expression and 
may be considered as being the value of the expression. The 
relation of equality we have defined corresponds to the tradi­
tional meaning of equality of sums.
IV.3.4 Evaluation of A -expressions.
Let us consider, together with the previous combinators,
a new atom called a formal variable x. Any ob M containing x
may be considered as a function C L — *>CL (CL is the class of
o o o .
obs obtained with the combinators associated to values and opera­
tions of the universe): indeed, to any ob A in CLq we may associate 
the ob obtained by substituting A for x in M, which may be denoted 
by [A/x]M and the function A— *-[A/x]M may be denoted by A x.M {[2]). 
The operation M—► Ax.M is called abstraction relatively to the 
formal variable x.
We can represent such a function as an ob in the following
way:
1. There is a combination of degree 2, called abstraction 
and denoted by a combinator A . Whenever abstraction is applied 
to two obs, the first one must be a formal variable. A written 
notation for such a combination is Ax.M ; the ob is
2. There is a combination of degree 2 called application, 
and denoted by the combinator 'apply1. A written notation for
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3. There is an abstract reducing machine defined by the 
reduction rules generated by the following reduction scheme: 
Whenever M and N are two obs and x is a formal variable,
( \  x.M)N —> [N/x]M , or graphically:
Fig. IV-12
It is proven that these reductions verify the Church- 
Rosser condition ( Church-Rosser theorem, see Curry's [3,chapter 4]) 
We now have a machine which can evaluate expressions such as: 
(Ax. (2 + (x + 1))) (2 + 3) (fig. IV-13)
or: ( A x -x + 1) (( A  x. 2 + x) 3) (fig. IV-14).
In fact, very general computations may be expressed with 
such a model (see Landin [12]).
Remark 1 : The reduction process may not stop when applied to some 
peculiar obs like: Y =  A f. [ (A h. f (hh)) (X. h. f (hh)) ] called "parado­
xical combinator" (see Morris [19]).
Remark 2 . The reduction machine is not in a strict sense deter­
ministic: we can only state that whenever the machine stops, it 
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and some other simulation may go for ever. Example: any expression 
(/^x.2)A , A being any ob, may be reduced to 2 since^x not occurring 
in 2^ [A/x]2 = 2  . However if A =  Y (the paradoxical combinator), 
the machine may undefinitely reduce Y. Therefore a reduction of 
(^x.2)Y may not terminate.
The machine may be modified in order to be deterministic: 
a reduction such as the one of
may only be applied when the argument N is not reducible any more. 
Then ( A X *2)Y (Y being the paradoxical combinator) becomes
a computation which does not terminate in any case.
In Me Carthy [18] and Landin [12] a sequential machine 
is used (the order of the reduction is uniquely determined).
The evaluation is therefore deterministic.
IV.4 Another functional representation: Curry's combinators.
In the previous section, an abstract machine evaluating 
/^-expressions was supposed to be able to perform replacements 
and substitutions. We consider a replacement as a simple and basic 
transformation; however we view a substitution as a much more 
complex transformation. The question then arises whether it is 
possible to represent functional computations with an abstract 
machine which is only able to perform replacements.This is possible 
with Curry's combinators and moreover formal variables are not 
needed anymore in the representation. Such a property is concep-
tually important enough to legitimate this section of the thesis.
In fact the study of combinatory logic has been a point of departure 
from which many ideas expressed in this dissertation have emerged.
IV.4.1 Notations and representations.
In this section (and in this section only), we suppose that 
there is only one combination called application. Whenever F and X 
are two obs, we represent the ob obtained by applying F to X by FX; 
in a graphical notation:
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Whenever parentheses are not used, association is to be 
performed on the left (in this section only). So FXYZ s  (FX)YZ s  (FXY)Z 
Any combination different from the application is represented 
by an atom; for instance, if A denotes addition, A 2 3 represents 
(A 2) 3 ; A may be considered as an operation of degree 2, (A 2) as 
an operation of degree 1 . Fig. IV-15 represents the ob:
A ( A 2 ( A 3 5 )) 1
IV.4.2 The combinators K,I,((l .
Let us suppose that together with the combinators associated 
with values and operations we have the following combinators: K ,I ,<().
To each of these combinators is associated a reduction scheme:
For any obs X,Y,Z,T we have:
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r u l e  (K) : K X Y -*■ X
rule (I) : I X-*- X
rule ((D) : d> X Y Z T-*-X(Y T) (Z T)
As we have seen in section IV.3 these rules define an 
abstract reducing machine.
IV.4.3 An example.
A and M denoting the addition and the multiplication, 
let us consider the ob:
F s ( D  A ( d M I I ) ( <D M ( K 2 ) I )
Let us reduce the ob F a ,  with a'standing for any integer:
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F a =  0 A ( 0 M I I ) ( d> M ( K 2 ) 1 )  a
>N >----- < ---' '------ -v------








































































( K 2 a ) ( I
rule (K)
We have F a —  A ( M a a ) ( M 2 a )  , So, F is a 
which, applied to any integer a, produces A ( M a a ) I 
F is therefore an ob representing ^ x . A ( M x x )  ( M i  













M 2 a ) . 
x )
F does not
We may wonder if every function may be represented in this 
way: Let us consider an ob M which may contain a formal variable x.
Is there an ob F which does not contain any variable, representing 
A x .M ? The answer is yes. In order to simplify the discussion, 
let us assume that M only contains operations of degree 2. Let us 
call [x]M the ob F we are looking for. We have the following 
algorithm:
if M does not contain x then [x]M s  K M
else if M is x then [x]M s  I 
else ,
M has the form:
<operator> <left operand> <right operand>
and:
[x]M se $ <operator^[x]<lef t opErand^([x]<right operand^
This algorithm, applied to Ax.A(Mxx)(Mxx) produces in fact F.
IV.4.5 B,C,W,S,K.
If M contains several variables x, y, z , then \ x  y z . M 
is obtained by forming [x] ( [y] ( [z] M )) .
We have particularized our discussion with operations of 
degree 2. However any function may be represented with:
B (B) : B f g x f (g x)
C (C) : C f x y —  f (y x)
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W (W): W f  x  — f  x x
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S (S) S f g x *  f x(g x)
K (K) K c x ^  c
With any of these combinators the abstract machine verifies the 
Church-Rosser condition.The remarks at the end of IV.3 are still 
valid here.
Remark. Each of the previous combinators may be considered as 
a lambda-expression. For instance, we can take:
B = A f  g x . f(g x)
C s  Af x y . f(y x)
W s  ^f x. f x x 
Then B,C,W may be considered as a "base", any lambda-expression 
being expressible as an ob constructed with B,C,W.
This discussion is the last of our preliminaries. We are 
now going to study DCPL.
o r ,  a l t e r n a t i v e l y ,  wi th:
PART TWO
D C P L
A DISTRIBUTED CONTROL PROGRAMMING LANGUAGE
CHAPTER V 
: D.C.P.L.
A DISTRIBUTED CONTROL PROGRAMMING LANGUAGE
V. 1 The general frame.
V.1.1 A computation as a formal object.
In DCPL, any computation is considered as a formal object, 
an ob (see section III.l). In the computing machine, such an ob 
is actualized as a tree whose nodes, representing combinators, 
are automata, and whose edges are directed channels of information, 
directed from "son" to "father" (fig. V-l). A node may have zero, 
one or several sons; the number of sons it has is called its degree 
(fig. V-2).
The edges being directed channels of information, each node 
may send a message up the tree; such a message is called a notice 
(fig. V-3). Whenever a node receives a notice, it may either 
pick it up or pass it along upward. ;
The tree is considered to be in some space in which each 
node has an address. There is a communication system allowing any 
node to send a message to any other node whose address it knows; 
such a message is called a reply. A reply contains explicitly 
the address of the addressee.
Whenever a node A wants some information from ancestor B,
A sends up a notice with its own address (fig. V-4); such a notice 
is called a request. A request is a notice containing the address
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of the sender to which some reply is to be made. A notice which 
is not a request is a simple notice. On receiving the request 
sent by node A, the node B may send back the required information 
(fig. V-5).
V.1.2 Values and operations: their representation.
As it has been already noted in the introduction (chapter I), 
we assume that there is a universe of values structured in classes 
or types, and mappings from some classes to some possibly different 
classes which are actualized by operations, and we leave the list 
of types and operations open-ended. We require however that:
1. to each value in the universe corresponds a specific 
combinator, represented by a value-node. Spontaneously a value-node 
sends up the tree a simple notice containing the value it represents; 
the node then disappears (fig. 1-3, chapter I).
2. to each operation in the universe corresponds a specific 
operator represented by an operation-node, which has the degree
of the operation it represents. An operation-node waits until it 
receives a value from each of its sons; it performs, then, the operation 
it represents on these values.The result is sent up the tree, and 
the operation-node disappears(fig. 1-4). Fig. 1-5, in the introduc­
tion, shows how a simple expression without variable may be evaluated.
3. to each ob corresponds a value in the universe,which
may be considered as a description of the ob. As a result, a descrip­
tion of an ob may be sent as a message from some part of a computation 
to some other part, where the described ob may be built and imple­




As a r e s u l t  o f  t h e s e  b e h a v i o r s ,  the  t r e e  r e p r e s e n t i n g  a
computation may grow and shrink during its life.
a)
V.1.3 The other combinators.
Together with the combinators associated to the values 
or operations, DCPL uses many other specific combinators:
Triadic combinators (degree 3):
(setdown)
(setup)
' I F '  or 'I' (if)



















a) Such a behavior is similar to the behavior of the execu­
ting graph used in the Adams' model (IV.2). Instead of graphs, the 
model described here manipulates trees.
0 (null ob)
a whole class of variables: X,  Y,  JOHN, VAR , ...
a whole class of alpha-variables: a X , aY,  aJOHN, a VAR , ...
The function and the behavior of each of these nodes will 
be progressively presented in the sequel.
V.2 About the syntax.
The tree-structured representation is fundamental in DCPL. 
However, it is useful to have a linear representation easier to 
manipulate. Rather than a straight parenthesization or a heavy 
syntactic apparatus, we prefer the use of a few replacement rules: 
programs gain a familiar appearance without any syntactic freezing.
The following rules determine a one-to-one mapping between the 
tree-structured and the linear representation.
Rule 1 . Parentheses may be used freely and no distinction 
is made between parentheses and brackets.
Rule 2 : Any combinator of degree 2 may be infixed. Association 
is to be done to the right, unless explicitly specified through the 
use of parentheses. For instance X+Y+Z is to be structured as 
iX+(Y+Z) ) . As a consequence, whenever two combinators of degree 2 
are not ordered by parentheses, the latter is, on the tree structure, 
a descendant of the former: NEW X .... + .... has the following tree
Degree zero  c om b in a tor s :
Rule 3 . Much like in Algol where integer X,Y,Z; is used 
instead of integer X; integer Y; integer Z; , one can factorize 
combinators:
NEW X , Y , Z  X+Y+Z represents:
Rule 4 . Combinators of degree 3 may be infixed between their 
first two arguments, a semi-colon separating the second argument 
from the third. Rule 2 is then applicable to such combinators.
Some examples:
5-+X;X+2 represents ©  (f+) and PRED\EXPR1;EXPR2
The interest of this rule is sharpened when it is used repetitively 
on a nested structure:
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may be represented respectively by X+5;(X+Y)+Z;Z-X and by 
P l \ E l ' , P 2 \ E2 \ P Z \ E Z \ E ii or, with a non-necessary pair of parentheses, 
U<-5; (X+Y)+Z;Z-X) and (PI \ E l ; P2 \ E2 ; P 3 \ E3 ; ELi) .
Rule 5 . As it will be discussed in the sequel, the application 
of a function to an argument or to a parameter is represented 
through the use of '-P' ('sendown') or ' + ' ('sendup'). However, in 
order to conform to traditional notations, we allow expressions 
such as F( A , B , C)  , F( A , B , C; D, E)  , F ( ; D , E) :
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F( A , H, C1 
C’W / U F A’tP  t'C’47> 4-/14 /■’
Remark. Application of rule 5 may be misleading: F ( A , B , C ) is an ob; 
( A , B , C) is a notational convenience which has no meaning by itself, 
it does not represent any ob.
An example:
According to these rules, the expression
NEW X ,Y ,Z (X+5-,(X+Y)+ZiZ+X) + (Y+X+liX)  
is the following ob:
This is as much as is necessary to know about the "syntax"
o f  DCPL.
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its address and its name (for instance ' X ' ) 7 up the tree (fig. V-7). 
Such a request is picked up by the first corresponding binder-node 
encountered. The variable-node is then bound by this binder-node: 
a communication path leads from the binder-node to the variable-node.
A binder-node may bind several variable-nodes. Whenever 
a binder-node receives an argument, it sends a copy of this argument 
to each variable-node it binds (fig. V-8).
V.3.1 The binder-node setdown: .
X being an identifier, -+X combines two components:
-+X may only pick up the requests reaching it from the right (fig. V-9) .
On receiving a value simple notice on the left, setdown sends 
a copy of this value to every variable-node it binds, on the right.
The scope of -+X is therefore limited to the right component; -+X may 
be considered as assigning the value produced on the left to the 
variable-nodes X in its scope (fig. V-10).
On receiving a value simple notice on the right, -+X passes it 
along up the tree and disappears (fig. V-ll).
Example 1:
The evaluation of the expression ( 5 ^ -X ;X + 2 )  is displayed in 
fig. V-12.
Example 2:
















F i g .  V-9
98
( 5-+X;X+2)
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l ( 2  + 3)+X-,5+Y- , (X+Y)+X;(Y+l)+Y;(2xY)-Xl  
has already been studied in the first chapter (fig. 1-6 and 1-11).
V.3.2 The binder-nodes setup and 'NEW' .
As already noted, the scope of -+X is limited to the right 
component. X+- allows to send a value in the right component and 
in the environment as well (fig. V-14). In order to delimit exactly 
the scope of X+- , NEW X is used as a "top-binder": the scope of X+- 
is entirely under the corresponding NEW X (fig. V-15).
-+X and X-*- bind exactly in the same way any variable-node X 
in their right component. However, contrarily to -+X, X+- sends up the 
tree a request with its name which is picked up by the first NEW X 
the request encounters. As a reply, NEW X sends to X+- the address 
of any variable-nodes whose requests it has received (fig. V-16).
Whenever X-*- receives a value on the left, it sends a copy 
of it to each variable-node whose address it possesses (fig. V-17).
X+- , as -+X, disappears whenever it receives a value simple 
notice on the right. NEW X disappears whenever it receives a value 
simple notice.
Example 1:
Fig. V-18 displays the evaluation of the expression:
NEW V (2+U;V+U+l;U+V') + (3+U;U+V) 
in the left argument of the addition, a value V is produced;
1 0 0
Example 3:
The e v a l u a t i o n  o f  the e x p r e s s i o n
V i s  used i n  the e v a l u a t i o n  o f  both arguments.
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NEW V ( 2 + U ; V + - U + l ; U + V )  + (3 + U ; U + V ) 103
NEW U , V  (U+-5- ,LU+Vl+Z-,Z+U)  + ( V + U + l i U )  .
Such an expression is remarkable in that it cannot be evaluated 
by a sequential machine: the evaluation of the first argument 
requires the value of V which is produced in the second argument 
whose evaluation requires the value U which is produced in the 
first argument. In DCPL there is no deadlock since the two arguments 
are evaluated concurrently.
V.3.3 The binding of procedures.
A procedure is a computation ob which is intended for 
implementation and usage in various parts of a computation program.
In order to ensure generality of utilization, the set of variables 
used inside a procedure must not conform to the set of variables 
used in the environments in which the procedure is to be implemented 
(please, see fig. V-20).
Whenever a variable in a procedure is to receive an argument 
from the environment, the variable is bound inside the procedure to 
a LAMBDA binder-node; the procedure itself is interfaced with its 
environment through a node sendown ' 4-' (fig. V-21a) .
Whenever a variable in a procedure is to send an argument 
to the environment, the variable is bound inside the procedure to 
a M/ binder-node; the procedure itself is interfaced with its environ­
ment through a node sendup H '  (fig. V-21b).
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Example 2:
F i g .  V-19 d i s p l a y s  the e v a l u a t i o n  o f  the e x p r e s s i o n :
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NEW U , V  (U*-5; IU+V1-+Z-,Z+U)  + ( V + U + 1 ; U )
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An example: LAMBDA 5 (5+1) is a procedure with one lambda- 
variable 5. [LAMBDA 5 (5+1)] (3) represents that procedure applied 
to one argument 3. According to the (syntax) replacement rule number 5, 
the computation tree is:
' LAMBDA1 and sendown ' 4-'.
procedure
In fig. V-22a and V-22b the variable-node S is bound to the
lambda-node: the former sends up the tree a request which is picked
up by the latter. This binding occurs inside the procedure itself
the
and may be performed beforeVimplementation in space of the procedure,
i.e., the physical embedding of the procedure in its environment.
Then the procedure is bound to its environment: the lambda-node 
sends up the tree a request with its address which is picked up by 
the sendown node (fig. V-22c and V-22d). The argument may flow down, 
from the environment into the procedure, and reach the variable-node 
(remainder of figure V-22).
Whenever a procedure contains several lambda-variables, it is 
necessary to have the arguments matched with the lambda-nodes 
(fig. V-23). The matching is performed dynamically in the following way 
when a lambda-node sends up the tree a request with its address, 
this request contains a count set to zero. This count is incremented 
by one whenever the demand encounters another lambda-node, and 
decremented by one whenever the demand encounters a sendown node
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with a non-zero count. The demand is picked up by the first sendown 
node which receives it with a count equal to zero (fig. V-24).
'MU' and sendup 't '.
An example: ....  LMU T ... T-*-3 ...] ( ; X )  ...
environment
procedure
The binding inside the procedure and the binding of the 
procedure to the environment are performed exactly as for lambda 
and sendown. However, instead of receiving an argument, the variable 
in the procedure receives the address in the environment to which 
the produced value is to be sent (fig. V-25).
Let us consider again the example of fig. V-19:
NEW U , V  ( U + 5 ; I U + V 1 + Z - ,Z + U )  + ( V + U + 1 ; U )
It may be expressed as
NEW U , V  F ( V ; U )  + G ( U ; V )  
with F  - MU U LAMBDA V ( U * - 5 ; L U + V ] + Z ; Z + U )
and G = LAMBDA U MU_ V (V+-U+1 ;U)  . In order to make it clear that 
U and V are bound in F  and G,  we can take
F  = MU Ft LAMBDA S  - , L R + S ^ T - , T + R )  
and G *  LAMBDA R MU S  ( S * - R + 1 ; R )  (fig. V-26) .
F ig .  V-25
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As stated in section V.1.2, any ob has its description as 
a value in the universe of values. Such a value is called a pseudo­
value : "LAMBDA 5 (5+1)" is a pseudo-value representing the ob 
LAMBDA 5 (5+1).
Whenever a variable receives a pseudo-value as an argument, 
it implements the ob described by the pseudo-value at its own place.
As a result a procedure may be received as an argument and imple­
mented if the corresponding pseudo-value is given beforehand (fig. V-27).
Let us however consider the following example:
___  LAMBDA S , T  (S+T) -*F___ F(5)-K?_____ff(4) _____
In this example the procedure LAMBDA 5 ,T  (S+T) is first implemented 
in the environment A and receives the argument 5; then the resulting 
procedure is to be sent and implemented in the place of G in the 
environment B. This may only occur if the ob fLAMBDA S , T  ( S + T ) l ( 5) 
is able to produce a pseudo-value representing itself. We will see 
in the sequel how we may implement such a pattern of behavior.
V.4.2 Pseudo-argument.
There is a special message 0 called pseudo-argument: whenever 
a variable X receives a pseudo-argument, it sends up the tree the 
pseudo-value representing itself, "X" (fig. V-29).
Whenever the combinator representing an operation receives 
the proper number of input values, it computes the resulting value 
and sends it up the tree. If the same combinator receives at least
V .4 Procedures  as  arguments .
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one pseudo-value representing an o b , it produces a pseudo-value 
which is sent up the tree: for instance, in fig. V-30 the combinator 
'+'receives a pseudo-value "Z+3" and a value 2; it sends up the tree 
the pseudo-value "(Z+3)+2".
An ob may have some of its variables receiving a value and some 
other variables receiving a pseudo-value. As a result, this ob is 
partly evaluated into an ob whose associated pseudo-value is produced 
and sent up the tree (fig. V-31).
V.4.3 Procedural arguments.
We are now able to handle the example of fig. V-28: whenever 
the node -K7 receives from the left a request sent by a lambda-node, 
it sends as a reply a pseudo-argument (fig. V-32). As a result the 
ob for which F ( 5) stands may be partially evaluated, the correspon­
ding pseudo-value is produced and sent to the variable G (fig. V-33).
The problem of having procedures as arguments is not yet 
completely solved: we have seen how a combinator representing an 
operation reacts whenever it receives a pseudo-value; however' we 
do not know yet how other combinators (for instance ,4-, ...) are 
to react. Let us study the two following examples:
Example 1: ( [LAMBDA X ( [ LAMBDA Y ( Y + l ) ]-K?;£U)) ]+ F ;F (  2 ) )
(fig. V-34).
Example 2: ([ LAMBDA X (1 LAMBDA Y (Y+X) j^G-,G{X)) j+F;F{ 2) )
(fig. V-35).
In example 1, the component ( [ LAMBDA Y (Y+l)2^G;G(X)) 
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1. -H7 sends to the lambda-node LAMBDA Y a pseudo-argument <}>.
2. on receiving the pseudo-value "LAMBDA Y (7+1)", -+G passes it 
along to the variable-node G where the procedure is to be implemented.
The variable-node X (in G(X) ) receives a pseudo-argument sent 
by -+F via LAMBDA X ; it sends up the tree the pseudo-value "X" which 
is received, on the left, by the node sendown,4- . On receiving this 
pseudo-value, sendown sends a pseudo-argument to the procedure on ' 
the right, and waits for a pseudo-value from this procedure (fig. V-37) 
Then 4 combines the two pseudo-values into a pseudo-value it sends up 
the tree. The completion of the evaluation of example 1 is displayed 
on fig. V-38.
In example 2 the procedure LAMBDA Y (Y+X) cannot be 
transmitted and implemented in the place of G for X is externally 
bound: it is indeed our policy to implement an argument only after 
its complete evaluation; we require (see fig. V-35) that the imple­
mentation of B in the place of F occurs before the implementation 
of A in the place of G .
As a result -+G must have here another behavior: on receiving 
a pseudo-value on the left it sends a pseudo-argument to each 
variable-node it binds on the right. On receiving a pseudo-value 
on its right -*G combines the two pseudo-values and sends the resulting 
pseudo-value up the tree (fig. V-39).
In summary, in  the f o l l o w i n g  s i t u a t i o n
1 2 2
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the ob A may or may not be to receive some argument from the 
environment.
In the latter situation (fig. V-40) and if A does receive 
these arguments, A produces a pseudo-value "4", after having received 
a pseudo-argument 4> from -+G (fig. V-41) . This pseudo-value "A" is 
sent by +G to the variable-node G where A is implemented.
If A receives at least one pseudo-argument from the environment 
(fig. V-42), the evaluation of A is not completed and 'VI" is not 
to be sent and implemented in the place of G . Instead, on receiving 
the pseudo-value "A" ,  -*G sends to the variable node G a pseudo-argu­
ment. On receiving the pseudo-value " B " , -*G sends up the tree the 
pseudo-value "A+G\B" (fig. V-39).It is therefore necessary that 
is able to distinguish between these two situations.
We implement such a behavior in the following way:
Whenever a variable-node sends up the tree a request with its 
own address, such a request contains an integer called count, equal 
to zero at the beginning. While the request flows up the tree, the 
count is incremented by one every time the request reaches on the left 
one of the combinators setdown ' ,  setup , or sendown ' 4-1 .
Such a count is associated to pseudo-arguments and pseudo-values 
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Whenever a combinator receives from the left a pseudo-value 
with a count of zero, it is assured (by these behaviors) that the left 
ob has not received a pseudo-argument from above^^. As a result, the 
pseudo-value received may be implemented (see example 1).
The behaviors o f Q a n d Q a r e  similar to the one described f o r © .
V.5 Conditional expressions.
' I F ' (or 'I') is a combinator of degree three:
The ob "predicate" is assumed to produce a logical value:
FALSE or TRUE . In the former case the ob "if-true-ob" is deleted 
from the computation tree; in the latter case it is the ob "if-false- 
ob" which is deleted from the computation tree (fig. V-43a and V-43b).
As shown in section V.3, any ob may exchange information 
with its environment; as a result, messages can freely flow down 
from the environment into the obs "predicate", "if-true-ob", "if- 
false-ob" which may be considered as being evaluated concurrently.
However, it is important to prevent an ob which eventually would 
be cancelled from sending messages to its environment. For this reason, 
the messages which are sent to the environment by the obs "if-true-ob" 
and "if-false-ob" are picked up and kept in two different packages 
at the ' I F '-combinator level (fig. V-44a). When the value of the ob 
"predicate" reaches the combinator, one of the two packages is destroyed
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and the messages contained in the other one are freed (fig. V-44b 
and V-44c).
V. 6 DCPL as a system-oriented programming language.
In the previous section of this chapter, we have seen how 
simple DCPL programs may be considered as expressions which may be 
evaluated. This section sustains our claim that DCPL is a system- 
oriented programming language: a computation is considered a system 
of asynchronously cooperating "independent" programs (coroutines) 
linked by paths of information along which messages are sent.
V.6.1 Asynchronous events and sequential processes.
Sequential processes which are triggered by the occurrence 
of some asynchronous event can be embedded in DCPL. Whenever some 
actions are to be synchronizedaln some way, such sequential processes 
may be used ( these processes may be very small and perform just one 
elementary action).
Any value may be considered as an event whenever we are 
interested in knowing whether the value has been received or not, 
disregarding the value itself.
We may operate on events with the operators 'AND' and ' OR' ,  
which are not to be confused with the logical operators 'a' and 'V.
The nodes which correspond to these operators consider any value they 
receive as an event. An AND-node produces an event whenever it re­
ceives an event from both of its sons. An CW-node produces an event 
whenever it receives an event from one of its two sons (fig. V-45).
Thus it is possible to have an expression producing an event (fig. V-46).
a) The word "synchronize" is here a poor choice.We mean that these 
actions must be safeguarded from one another as they would be with sema­
phores (Dijkstra [5]).
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Such an expression may be used to trigger a sequential pro­
cess with the combinator trigger, '0*':
/  EVENT-) [ S E Q U E N T I A L \
/  PRODUCING OB 1  \  PROCESS \
Whenever the trigger-node receives an event from the left, it 
triggers the sequential process on the right (fig. V-47).
A sequential process is considered as a sequence of statements 
Whenever such a sequential process is triggered, the statements are 
executed sequentially. A sequential process may be connected to its 
DCPL environment by communication paths (fig. V-48). Some statements 
may, when executed, send some values on these paths; some other 
statements may only be executed after they have received a value 
from such a path. If the control reaches such a statement before the 
arrival of the required value, the control stays pending in this 
statement until the value does arrive: the servicing of the communi­
cation paths in a sequential process may be viewed as some kind of 
input/output operations.
A sequential process may be DCPL-like; in this case the 
binding of variables is performed as already described (each variable 
node sends a request which is picked up by the corresponding binder, 
etc ...). However it may be useful to embed in DCPL some subset of 
a usual sequential programming language; the programs in these 
languages being considered as sequential processes, the DCPL environ­
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must be worked out in order to bind the sequential processes to their 
environments.
V.6.2 Cells.
Simple or structured cells may be used in DCPL. A cell is 
declared with its type: INTEGER X , LOGICAL Y etc ... . Each cell 
is implemented as a node in a computation tree (fig. V-49). The 
scope of a cell declaration is limited to the portion of the subtree 
under the declaration node which is not superseded by another cell 
declaration with the same name. In order to assure that no attempt 
of retrieving a value from a cell will occur before the value is 
stored, these actions are to be ordered and synchronized. For this 
reason, in DCPL a cell can only be accessed from a sequential process 
There is an assignment operator to assign a value to a cell;
the value is retrieved whenever the name of the cell is referred to 
in an expression.
V.6.3 Recursive procedures.
Let us try to implement a recursive procedure like the 
factorial function. For instance we may suggest for n! something like
[ LAMBDA N [ _ { N = 0 ) \ l - , N t F A C T { N - l ) a \~] 
or more specifically we may suggest for 3!
( " [ LAMBDA N f ( N - 0 )  11 : N * F A C T (N -1 )  ~]y'+FACT;FACT( 3) )
In this program, several occurrences of the. ob assigned to FACT 
are to be embedded one in another (fig. V-50). At some point the
133
a) ' I F '  and ' | 1 d enote  the  same com b ination .
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variable N will be locally equal to zero and the right subtree 
N x F A C T ( N - l ) of the corresponding ' I F '  combinator will be disregarded.
However such a program presents a major shortcoming: the 
implementations of the different occurrences of FACT are in no way 
synchronized with the computation itself; thousands of generations 
of FACT may be needlessly implemented.
With the combinator 'I M P L' (implement) we can master the imple­
mentation of a procedure. 'I M P L1 stops any request reaching it on 
the right. Whenever it receives an event on the left, it frees the 
stopped requests. The variable-nodes on the right may then receive 
their arguments (fig. V-51).
In the program
( " [ LAMBDA N l ( N = 0 )  \ l ; N x ( N  IMPL F A C T ) ( N - l ) i y ' + F A C T ;  FACT ( 3 )  )
the implementation of FACT is synchronized with the availability
of the variable N. In the following program an implementation of
FACT is only performed if the corresponding test produces a FALSE value
( 'TLAMBDA N NEW T [[ ( N = 0 ) \TBUE; ( T + l  \F ALS E) ] 11 ; N x ( T  IMPL FACT) ( . N - D I T ' + F A C T  
■ FACT( 3) )
Some other programs would permit a fixed amount of "look-ahead".
V.6.4 Paths of information: alpha-variables.
Alpha-variables (as for instance aJ , aY , aJOHN etc...) 
allow the construction of alpha-paths along which an indeterminate 
number of arguments may be sent. As far as ob-construction and 
binding are concerned, alpha-variables have exactly the same behavior 
as variables (there is one exception, see the "cyclic behavior" 
subsection). However, passing an alpha-value never results in the
138
F ig .  V-51
deletion of a node; as a result, alpha-variables allow a computation 
tree to carry out repetitively a same computation.
An alpha-variable may successively receive arguments which 
it passes along, up the tree, as alpha-values (fig. V-52).
An operation-node may successively receive an alpha-value 
on each incoming path and produces each time a resulting alpha-value 
(fig. V-53). If an operation-node has an incoming alpha-path and 
an incoming simple-path, it uses the value received on the simple 
path iteratively with the successive values received on the alpha- 
path (fig. V-54).
Cyclic behavior.
Iterative and cyclic behaviors may be modeled with alpha- 
paths. In particular a setdown-node may bind a setup-node constitu­
ting a recirculating path. For instance, the program 
MU aU [1-HaK; aU+aV; aV*-aV-\-l; <J)D 
is an infinite loop sending out on the path aU the successive 
integers starting at 1 (fig. V-55).
Interlinked coroutines.
Alpha-paths may interconnect coroutines. In the following 
example, the procedure PROC1 sends messages to procedures PROC2 and 
P R 0 C 3:
NEW aU ... P R O C l ( ; a U ) ... PR 0C 2(a U ) ... PR 0C 3(a U ) (fig. V-56). 
In order to associate together procedures it is useful to have a 
particular dyadic combinator compose ; whenever compose receives
a value from one of its two sons, it produces this value and deletes 
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INEW aU PFtOCl( ;aU)°PROC2(a U)oPHOC3(aU) ] (fig. V-57).
In the following example, any of the procedures PROCU,PROCV,
PROCW can send information which is duplicated and sent to the two
other procedures:
[ NEW a U , a V , a W  PROCUiaV ,aW- ,aU)°PROCV(aU , a W; a V)  °PROCW(aU , clV-,a.W) ]
(fig. V-58).
Whenever a procedure is interfaced with its environment, 
an alpha-variable in the environment may be bound with another 
alpha-variable or with a simple variable.
In the former case the path in the environment is connected 
to the path in the procedure; any number of arguments may use these 
paths.
In the latter case the procedure must be recursive, the path
in the environment is connected successively to each generation of the 
3-)recursion (fig. V-59). If the path goes into the procedure the incoming 
arguments are queued on reaching sendown, constituting a First-In- 
First-Out queue. Whenever such a sendown receives a request from a 
lambda-node, the first element in the queue is popped out and sent 
as a reply to the lambda-node (fig. V-60).
Queue declaration.
It is possible to declare the end of a path as a queue: 
aU QUEUE V; the scope of such a declaration is the subtree under it. 
Whenever V is referred to in a sequential process, the first of the 
queue is popped out; it may then be forwarded to the environment of 
the sequential process (fig. V-61).
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a) each g e n e r a t io n  r e c e i v e s  one argument from the p a th .
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Let us review the main notions encountered in this chapter.
1. A computation is viewed as a tree whose nodes are automata 
and whose edges are directed channels of information.
2. Each node has an address in a particular space; any node 
may send a message to any other node whose address it knows.
3. The universe of values and operations is left open-ended.
To each value corresponds a value-node and to each operation an 
operation-node. , :
4. A few replacement rules allow to have a linear representa­
tion of any DCPL computation tree. :
5. A binding process superimposes a graph structure to the 
computation tree: each variable-node sends a request (containing 
its address) up the tree. This request is picked up by the corres­
ponding binder.
6. Setdown allows to send a value "down the tree".
Setup allows to send a value "down the tree" and to the envi­
ronment; its scope is delimited by the binder NEW.
7. A variable in a procedure may either receive an argument 
from the environment or send an argument to the environment. In the 
former case, the variable is bound inside the procedure with a LAMBDA 
binder-node and the procedure is interfaced with its environment 
through a node sendown '-t-'.In the latter case, the variable is bound 
inside the procedure with a M/ binder-node and the procedure is inter­
faced with its environment through a node sendup '+'.
> 8. The description of any computation tree may be transmit­
ted as a pseudo-value. Whenever a variable receives a pseudo-value,
149
V .7 Summary. .
150
the corresponding computation tree is implemented in the place of 
the variable. "X+l" is a pseudo-value describing the tree X + l .
9. A procedure may be modified through interaction with
its environment, and then be transmitted as a pseudo-value in order 
to be implemented in some other place.
10. The different parts of a conditional expression are 
evaluated concurrently. However, as long as the result of the test 
is not available, the outgoing messages of the alternate subtrees 
are picked up and retained.
11. With the nodes AND and 0R_ it is possible to have an expres­
sion produce an event.
12. fO + f , trigger, is used to trigger sequential processes, 
and IMPL to master the synchronization of the implementation of 
the different generations of a recursive procedure.
13. Cells may be declared; they may only be accessed from 
a sequential process.
14. Alpha-variables allow the construction of alpha-paths 
on which an indeterminate number of arguments can be sent. They 
permit cyclic behavior, interlinked coroutines and implicit or 
explicit FIFO queue servicing.
It should be noted that the concepts described here do not 
constitute a set of primitive concepts.
Moreover, the behavior of the nodes might be modelled in 
very different ways. We consider the general notions discussed as 




Any machine which is intended to actualize and to carry out 
a DCPL program must respect and be able to express the following 
properties:
1. A computation in DCPL is represented as a tree whose nodes 
are automata and whose edges are directed channels of 
information.
2. Each node has an address in a certain address space; any 
node may send a message to any other node whose address 
it knows.
3. During its life, a computation tree evolves, growing and 
shrinking.
The third requirement may appear to be the most stringent 
one. We would like to have some host physical structure which can 
grow and shrink as the guest computation it contains evolves, synthe­
sizing itself from the components available in the surrounding milieu, 
like a DNA molecule governs its own reproduction. In [24], Von Neumann 
used a similar analogy, comparing a computing process to a self- 
reproducing organism. He used as supporting structure a cellular 
space. Such an approach for designing a machine for DCPL may be 
valid from a theoretical point of view, however as a result of
IMPLEMENTING DCPL : MACHINE ORGANIZATION
VI. 1 I n t r o d u c t io n .
3 .)  *
concentration phenomena , it would turn out to be too impractical.
Different kinds of machine organization are described in the 
sequel. In particular it is shown how large transfer rate sequential 
memories may be used. Moreover an organization allowing swapping 
in advance is discussed.
VI.2 Cellular structure using busses as communication paths.
DCPL computation trees may be implemented in the supporting 
physical structure shown in fig. VI-1: autonomous "active" cells 
may communicate to one another through a system of busses; each 
cell has an address and may send a message via a bus to any other 
cell. Each node of the computation tree is actualized by one or 
several cells (the amount of storage a node may need is not bound: 
there is indeed no limit to the number of pointers a node may 
contain). The edges of the tree are actualized with pointers.
At any time there are cells which are free: they do not participate 
to any computation tree. Whenever a computation tree grows (or 
shrinks), free cells are allocated to that tree (or deallocated 
and freed). If the busses may be used concurrently, such an organi­
zation allows concurrency and distribution of control. However, 
since every cell is "active", such an organization would be prohi­
bitively expensive if large computation trees were to be carried 
out. Moreover, since there is a lack of locality in such an organi-
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a) As any reproducing organism, trees may grow exponentially: 
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zation, such a c o m m u n i c a t i o n  s y s t e m  w o u l d  p r o b a b l y  clog rapidly 
w h e n e v e r  the size of a c o m p u t a t i o n  w o u l d  grow. In the o r g a n i z a t i o n  
displayed in fig. VI-2, we  can take a d v antage of the locality 
a p r o g r a m  may present: each cell has a h i e r a r c h y  of n e i ghborhoods. 
However, wit h  this o r g a n i z a t i o n  the c e l l - a l l o c a t i o n  p r o b l e m  may 
become more difficult. It should be n oted that such a cellular 
o r g a n i z a t i o n  wit h  busses may be ver y  a t t r a c t i v e  if used as the 
fastest level of a 'memory" hierarchy: the m a i n  c o m p u t a t i o n  tree 
is imp l e m e n t e d  in some other type of organization, small parts of 
a c o m p u t a t i o n  w i t h  man y  local intera c t i o n s  being swapped into the 
cellular str u c t u r e  to be carried out.
V I . 3 A  m a c h i n e  o r g a n i z a t i o n  w i t h  the nodes stored on a r a n d o m  a c c ess 
storage m e d i u m .
In the prev i o u s  section, a node was a c t u a l i z e d  by an "active" 
cell. This is a s t r a i g h t f o r w a r d  a p p r o a c h  w h e n  con s i d e r i n g  a node as 
an automaton. However, we  may v i e w  a node b e h a v i o r  in the following 
way: a nod e  is qu i e s c e n t  until it receives a message; the i n t e r a c t i o n  
of a node w i t h  a m e s s a g e  a d d ressed to it results in a n e w  q u i escent 
state of the node and p o s s i b l y  m e s s a g e s  for some other nodes. F r o m  
this i n t e r p r e t a t i o n  derives the f o l lowing m a c h i n e  organization:
The nodes are placed on a storage medium, each nod e  having 
a p h y s i c a l  address on this storage. At any time, the addresses of 
the nodes for w h i c h  some m e s s a g e s  are w a i t i n g  form a queue to w h i c h
a) W h e n e v e r  a node acts s p o n t a n e o u s l y  in DCPL, this action 
occurs right after the crea t i o n  of the node; it may then be c o n ­




is associated the set of corresponding messages. One or several 
processors may access the nodes on the storage medium, the queue 
of addresses and the corresponding set of messages. Any processor 
may service the queue: it takes the first message, accesses the node 
to which the message is addressed, "computes" the interaction, 
stores the new content of the node, and places at the end of the 
queues the addresses of the nodes to which the resulting messages 
(if any) are to be sent.
Fig. VI-3 displays such an organization with one processor; 
in fig. VI-A several processors may access different parts of the 
storage medium; to each processor is associated a queue; any pro­
cessor may access the queue associated to the other processors and 
place messages in it.
VI.A A machine organization with a sequential rotative memory.
The computation trees may be implemented on a sequential 
rotative memory. For instance, in fig. VI-5, a processor controls 
a read/write head; the addresses of the node for which some messa­
ges are waiting, and the corresponding messages, are queued; 
however, such a queue is not serviced on a FIFO basis: the addresses 
in the queue are ordered according to the order of appearance of 
the corresponding nodes under the head. Thus, the top of the queue 
contains the address of the first node to appear under the head.
One processor may service several sets of tracks, nodes 
being implemented on each of these sets (fig. VI-6).
Several processors may serve different sets of tracks 
(fig. VI-7) or may serve the same track at different locations
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(fig. VI-8). In both cases a communication system must link each 
processor to the queues associated to the other processors.
A DCPL computation tree may be implemented on a sequential 
rotative memory so that a son always appears under the head before 
its father. As a result, any request may be sent from son to father 
up the tree in a fraction of the rotation time (fig. VI-9). In the 
same way, structured cells may be implemented in order to be 
accessed and searched in a fraction of a rotation time (fig. VI-10).
We consider these machine organizations as being of special 
interest: not only sequential memories are generally rather cheap, 
but they also allow very large transfer rates. It becomes then 
possible to take advantage of the possibility of having very fast 
processors (for instance, a processor designed on a wafer with a 
cycle time of 20 ns.)•
V I .5 Hierarchy of memories.
Whenever it is desired to take advantage of a very fast 
processor, a hierarchy of random-access memories is used (fig. VI-11): 
the smaller a level, the faster its memory([25]).When a memory hierarchy 
is used, the processor works in the fastest level, programs being 
swapped back and forth between the various levels. It is hoped 
that the processor would feel that the whole memory is as fast as 
the fastest one. Unless many iterative computations are expected 
to occur in the fastest level, it is necessary to have between any 
two levels a transfer rate large enough to "feed" the processor.
A large transfer rate may be obtained by taking at each level 
a large block as a unit of transferable information (the slower the 
level, the larger the block).
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One may believe, however, that only a few words in such 
blocks would be really used. For this reason Jack Dennis suggests 
in 1.4 ] that information should be moved on demand with the word 
as information unit, a large transfer rate being assured by perfor­
ming many computations in parallel.
In order to be able to use efficiently large units of 
transferable information, we introduce the notion of connected 
program. A computation is said to be connected if:
1. it can be activated whenever a certain set of arguments 
is available, and then completed without the need of any 
external information;
2. no partial result must be supplied to its environment 
before the completion of the computation.
As a result, a connected computation may be brought in the fastest 
level of a memory hierarchy and completed without the need for any 
information from some other level; moreover, there is no advantage 
in breaking the connected computation into pieces, carrying out 
separately the various pieces.
The notion of simple connectedness arises because a connected 
computation tree may be too large to be swapped in the fastest level 
of the memory hierarchy and have some of its parts not being connected 
. A computation is said to be simply connected if it is connected 
and if any subcomputation it contains is connected. As a result, 
a simply connected computation may be brought by parts in the fastest 
level.
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1. the computation tree (fig. V-18):
NEW V (2->[/; V+U+1; £/+7) + (3->£/; £/+7) 
is simply connected.
2. the computation tree (fig. V-19):
NEW U , V (£/+-5; [£/+7>Z; Z+£/) + (7+£/+l; U) 
is connected, but not simply: the ob (£/-<-5; [£/+7]-*Z; Z+U) 
is not connected since the argument V can only come after the 
arguments has been sent to the second expression.
In DCPL it is easy to determine simply connected parts 
by taking for instance the largest parts which do not contain 
any setup '-f-1 (these simply connected parts are by no means maximal).
Whenever a computation tree is simply connected, it is 
irrelevant for its environment whether the computation is carried 
out with a distributed or a sequential control.
VI.6 A computation as a network of sequential connected programs.
A sequential connected program element may be described by 
giving (fig. VI-12):
1. an event table, each entry of which may receive an 
argument from the environment,
2. a sequential connected process which may be applied
to the arguments contained in the event table when this 
table is filled.
3. addresses of some other event table entries to which 
a produced value is to be sent (addressee table).
Remark: Any r e fe r e n c e  in  a s e q u e n t ia l  con n ected  p r o c e s s  i s  l o c a l
to its program element. Any binding with the environment involves 
only the event and the addressee tables.
Whenever an argument is sent to an entry of the event table, . 
this entry is filled with it. The sequential process is triggered 
when all the entries of the event table are filled. At the comple­
tion of the computation, the produced values are sent to some entries 
of some other program elements, according to the addressee table.
A computation may be considered as a network of sequential 
connected program elements (fig. VI-13). Fig. VI-14 displays a 
machine organization which can carry out such a computation. The 
configuration is similar to the one of fig. VI-5: the network of 
sequential connected program elements is stored on a sequentially 
accessed rotative memory; at any time there are messages waiting 
for an entry in an event table; the addresses of these entries 
are ordered in the order of appearance of these entries under the 
head. Whenever an event table containing an entry for which a 
message is waiting passes under the head, the table is examined.
If, in addition to the entry for which there is a message, a non­
filled entry remains, the message is just placed in the event table 
at the proper entry. On the contrary if, with the exception of the 
entry for which there is a message, the event table is filled, the 
corresponding program element is swapped into the scratch-pad 
memory (see fig. VI-14) and executed there; at its completion, 
the addresses of the event tables to which the messages are to 
be sent are placed together with the corresponding messages, 
at the proper places in the queue.
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Let us suppose now th a t  some o f  th e  s e q u e n t ia l  p r o c e s s e s
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are stored in a library, their addresses appearing only in the 
program elements (fig. VI-15). A computation looks at any time 
like the network of fig. VI-16. Whenever there is a message for 
an entry in an event table which will be filled with this message, 
a request for the proper sequential process in the library will 
be made; the elementary program can only be performed when this 
process will be available. We can already know to which entries 
in which event tables we will have messages to send: if these 
entries pass under the head while the required program has not 
yet been provided, the messages to be sent to these entries are 
not yet available. However we may see whether the event table 
would be filled if the message were available; if so, we may already 
request from the library the sequential process whose address is 
contained in this last elementary program. The scheme may be 
performed again with this new elementary program. For instance, 
in fig. VI-17, one message triggers the request for five sequential 
processes from the library.
We have seen that it is possible to single out from the 
computation network a subgraph of elementary programs which can 
be performed as soon as the corresponding sequential processes 
will be available from the library.
Whenever a message is conditional, we cannot know in advance 
whether this message will be sent or not to the associated entry 
in the corresponding event table. It is then a question of policy 
to extend or not the scheme to such event tables.
We can now propose another machine organization with a hierar­
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each memory might have the same transfer rate and the capacity might be 




Subgraphs of computation networks may be swapped between these 
memory levels using the previous scheme.
A sequential memory has a privileged direction: consequently, 
an implementation of a network will be more efficient if a greater 
number of messages are to be sent in the privileged direction.
The internal binding of a DCPL procedure may be performed 
before the procedure is placed in a library. This binding super­
imposes to the procedure a graph structure which may be expressed 
as a network of sequential connected program elements. Moreover, 
this network may be implemented contiguously in a logical space 
(for instance, a segment). Whenever this procedure is implemented 
in a computation tree, this segment is stored on the rotative memory 
in a way which keeps (relatively to the privileged direction) the 
topology of the network. Then the procedure is bound to its environ­
ment, in the computation tree, according to the DCPL binding rules.
The convention we have taken previously ( a son appears under the 
head before its father) assures a non-optimal but to a large extent 
satisfying solution.
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16 ms 1 ms 64 yuts
256K 16K 256 words
A program in DCPL exhibits, to a large extent, the flow 
of information, the possible concurrency, and the ''topology" of 
the computation structure. This allows new machine organizations 




Notions which are relevant to both programming language design 
and machine organization have been discussed in this thesis.
Progresses made in these two domains occurred generally inde­
pendently; since these developments were to be compatible, artificial 
restrictions have been imposed in order to define a common frame of 
reference. We believe such restrictions can only be removed by com­
prehensive approaches.
Today's programming languages view computers as if they were 
still simple von Neumann's type machines. A computation is mainly 
considered as a sequence of instructions, which can modify the con­
tents of some cells. As a result, almost any possibility of having 
concurrency and distribution of control in computation structures 
is lost.
Today's machine and system organizations consider programming 
languages as if they were unable to grasp the information and control 
topology of the computations which are expressed with them. As a result, 
possibilities to plan in advance the computation process are lost, 
producing, in our opinion, less efficient systems.
A DCPL program exhibits concurrency, distribution of control 
and locality of references. We believe that this will permit to have 
a more efficient machine organization with less expensive resources:
with a traditional organization, a very fast processor (a "processor 
on a chip" will be very inexpensive in just a few years) would not 
be able to be fully used unless a prohibitively expensive very fast 
memory were to be used, or small iterative computations were expected 
to occur very often. The machine organization proposed here is believed 
to be able to "feed" such a processor by using relatively not expensive, 
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