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Abstract
The 13C NMR absorption lines in the organic superconductors κ-(BEDT-TTF)2Cu[N(CN)2]X,
X = Br (TC = 11.6 K), Cl (TC = 12.8 K at 0.3 kbar) show an abrupt increase in the linewidth at
170 K at 9.4 T. This line broadening transition is believed to be caused by the abrupt slowing down
of some “motion” as suggested by a sharp peak in the exponential component of the transverse
relaxation rate (1/T2E) at a slightly lower temperature at 9.4 T.
To investigate the characteristics of this motion, we applied the multi-pulse “S-shape” sequence.
Two preparation pulses label the spins according to their precession frequencies and modulate the
NMR spectrum. We then allow the spins to evolve for a time Tev, after which inspection pulses
are applied to observe changes in the spectrum. The modulation in the NMR spectrum shows a
decay as Tev increases. The decay is described by 2 time constants, Rfast(T ) and Rslow(T ). Each
rate shows a sharp peak at some temperature near to, but not at, the linewidth transition. Outside
the transition region, Rfast is independent of T and is close to the Gaussian component of the
transverse relaxation rate 1/T2G. Rfast represents the relaxation of the spectrum modulations by
dipolar coupling. Rslow is also largely T independent outside the transition region. Unlike Rfast,
Rslow shows a strong Tp dependence, namely, Rslow varies as T
2
p . Tp is the delay between the 2
preparation pulses, and pi/Tp is equal to the separation between the adjacent peaks and troughs in
the spectrum modulations. The T 2p dependence of Rslow reflects the diffusive nature of the motion
relaxing the modulations.
It has been proposed that the motion causing the linewidth transition is the rotation of the
ethylene end groups. But a second moment calculation reveals that the ethylene end groups con-
tribute only a small fraction of the total measured 13C linewidth below the linewidth transition.
An anisotropic Knight shift calculation suggests that the (ET)2 dimers only need to deviate from
its equilibrium position by 2.5◦ to produce a large enough spread in Knight shifts to account for the
ii
total measured linewidth below the linewidth transition. We believe a diffusive rotational motion
of the (ET)2 dimers together with a BPP style relaxation model is the cause of the peak of Rslow,
the T 2p dependence of Rslow, the linewidth transition, as well as the peak in 1/T2E .
iii
To the memory of my father, Hung Lui 雷雄 (1932–2011),
and to my mother, Wai-Kwan Cheung 張慧君.
iv
Acknowledgments
I owe my deepest gratitude to my advisor, Prof. Russell Giannetta, for his patience, support and
guidance throughout the research, both professionally and personally. Without his teaching me the
nuts and bolts of experimental physics, this thesis project would not have been possible. I am also
sincerely grateful to Prof. Charles Slichter who kindly shared his NMR knowledge and enthusiasm
in the countless number of group lunches that he had with us. I considered it a great honor to
work with him.
It has been a privilege for me to work with Dr. Joseph Gezo and Dr-in-a-month Nicholai
Salovich for the past 8 years. Joe is the NMR theorist in the group and he could always explain
difficult and perplexing ideas in simple and clear terms. I am especially indebted to him for his
research as well as his career advice. Nick is the black-magic specialist and he could always come
up with ingenious and creative ways to tackle technical challenges. I am sincerely grateful for his
help on custom PCB preparation, machining and brazing.
I would like to thank Prof. Philip Phillips and Prof. John Stack for taking the time to serve in
my defense committee. I am grateful to James Brownfield in the MRL machine shop for his formal
training on machining and brazing. He is a great machinist and I am glad to be one of his first
students. I thank Dr. John Schlueter of the Argonne National Laboratory for kindly providing the
samples in this thesis.
I am thankful to Dr. Ming-Chung Chu and Dr. Pak-Ming Hui of the Physics Department in the
Chinese University of Hong Kong, without whom I would not be able to come to University of Illinois
at Urbana-Champaign via the Summer Undergraduate Research Exchange (SURE) program. I am
also thankful to Dr. Jen-Chieh Peng, Dr. Matthias Grosse Perdekamp and Ms. Toni V Pitts
of the Physics Department in the University of Illinois at Urbana-Champaign, who kindly let me
work alongside with other Research Experience for Undergraduates (REU) participants during my
v
exchange in the summer of 2004.
My gratitude also goes to many friends, without whose love and support I would not be able
to make it all the way through this program. I thank Edwin Leung, Stephen Choy and Patrick
Chan for their warm welcome during my first few years in the States. I thank Man-Hong Yung,
Jacky Lie, Tommy So, Ball Wong, Juno Mak, Kwok-Yan Chan, Karen Ng, Billy Lo, Daniel Ngai,
Kenny Lo, Raymond Wong, Boyce Tsang, AtMa Chan, Ricky Chue and Kin Lam for countless
refreshing and nerdy nights I had with them. I am especially grateful to my roommates Billy Lo,
Kwok-Yan Chan and Kenny Lo, without whom I could never have survived. I thank Pak-Hong
Lau, Chun-Wing Choy, Jan Lam, Fenix Au, Sheva Wan, Angela Tang, and Peter Louey for sending
their support from hundreds and even thousands of miles away. I thank all my soccer buddies for
keeping me healthy.
Last but not least, I would like to thank my father Hung Lui (1932–2011) and my mother Wai-
Kwan Cheung, for their endless and unconditional love, support and encouragement throughout
my life. They always have my back when times are rough and I could not have made it this far
without them. I miss my dad and I wished he could have lived another few years for my graduation.
I gratefully acknowledge support by the National Science Foundation Division of Materials
Research DMR 10-05708.
vi
Table of Contents
List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Chapter 1 An introduction to κ-(BEDT-TTF)2Cu[N(CN)2]X, where X = Br, Cl 1
Chapter 2 NMR in a nutshell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Nuclear Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.1 Zeeman Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.2 Electron-nuclear Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.3 Quadrupole Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.4 Internuclear Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Motion of an isolated spin in the classical picture . . . . . . . . . . . . . . . . . . . . 8
2.4 Pulse sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.1 Free induction decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.2 Spin echo and transverse relaxation time T2 . . . . . . . . . . . . . . . . . . . 11
2.4.3 Inversion recovery and spin-lattice relaxation time T1 . . . . . . . . . . . . . 12
Chapter 3 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1 NMR Probe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Magnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Goniometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4 Janis continuous flow LHe cryostat . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Sample mount . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.6 Noise reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.7 Temperature controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Chapter 4 Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.1 General working principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2 Transmitter (TX) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3 Phase of RF pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4 Duplexer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.5 Receiver (RX) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.6 Frequency of NMR signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.7 Phase cycling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.8 What is phase correction? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
vii
Chapter 5 13C NMR in κ-Br and κ-Cl . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.1 Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2 NMR Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 Skin depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.4 Summary of NMR quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.4.1 Spin-lattice relaxation rate per temperature (1/(T1T )) . . . . . . . . . . . . . 42
5.4.2 Linewidth (FWHMFT of SE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.4.3 Transverse relaxation rate (1/T2) . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.5 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Chapter 6 “S-shape” pulse sequence measurements in κ-Br and κ-Cl . . . . . . 51
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.2 How the “S-shape” pulse sequence works . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.3 Mathematical treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.3.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3.2 Infinite T1 case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3.3 Finite T1 case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.3.4 The complete conditional characteristic function . . . . . . . . . . . . . . . . 57
6.3.5 Simple models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.3.6 H1 inhomogeneity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3.7 Fitting equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.5.1 Freezing out of ethylene end group rotations . . . . . . . . . . . . . . . . . . 67
6.5.2 Superlattice formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.5.3 Combining 2 processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.5.4 Frequency crossing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.5.5 Hyperfine coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.5.6 Chemical/Knight shift anisotropy . . . . . . . . . . . . . . . . . . . . . . . . . 73
Chapter 7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
viii
List of Abbreviations
2D EXSY Two-dimensional exchange spectroscopy
AD Analog Devices
AI Analog input
ASCII American Standard Code for Information Interchange
AWG American wire gauge
CSA Chemical shift anisotropy
DAQ Data acquisition
DDS Direct digital synthesis
ET BEDT-TTF (bis(ethylenedithio)tetrathiafulvalene)
FFT Fast Fourier transform
FID Free-induction decay
FT Fourier transform
FWHM Full width at half maximum
GUI Graphical user interface
KSA Knight shift anisotropy
LHe Liquid helium
LP Linear prediction
NI National Instruments
NMR Nuclear magnetic resonance
NOESY Nuclear Overhauser effect spectroscopy
PB PulseBlaster (SpinCore Technologies, Inc.)
PCI Peripheral component interconnect
ix
PID Proportional-integral-derivative
RF Radio frequency
rms Root mean square
RX Receiver
SDW Spin density wave
SE Spin echo
SNR Signal-to-noise ratio
SRS Stanford Research Systems
STE Stimulated echo
SVD Hankel singular value decomposition
TLS Total least square
TMS Tetramethysilane
TTL Transistor-transistor logic
TX Transmitter
VI Virtual instrument (LabVIEW)
x
Chapter 1
An introduction to
κ-(BEDT-TTF)2Cu[N(CN)2]X, where
X = Br, Cl
S
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(a) Chemical structure of ET molecule. The 2 cen-
tral carbon atoms are 13C enriched for NMR mea-
surements.
a
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(b) (ET)2 dimer. Dark grey: carbon, orange: sul-
fur, light grey: hydrogen. Dimer structure rendered
using VESTA[1].
Figure 1.1: ET molecule and (ET)2 dimer.
Charge-transfer salts based on the BEDT-TTF (bis(ethylenedithio)tetrathiafulvalene, ET here-
after, Fig. 1.1a) organic donor molecules are quasi-2D, strongly-correlated electronic systems with
many similarities to the copper oxide superconductors[2, 3, 4]. They both have a layered crystal
structure which leads to highly anisotropic electronic properties. They also share a very similar-
looking phase diagram[5, 6, 7] (Fig. 1.2), with the x-axis being pressure in the case of charge-
transfer salts, and doping in the case of cuprates. Other important similarities include the close
relationship between superconductivity and antiferromagnetism, and a strong evidence for d-wave
superconductivity[8, 9, 10, 11, 12]. Nevertheless, the organic superconductors serve as a better
“model system” because they are much cleaner, thus allowing many detailed measurements of
electronic properties[13, 14] which cannot be done in the cuprates.
Two well-studied examples are κ-(ET)2Cu[N(CN)2]Br (κ-Br hereafter) and κ-(ET)2Cu[N(CN)2]-
Cl (κ-Cl hereafter). In both materials, 2 ET molecules dimerize (Fig. 1.1b) and jointly donate 1
electron to the anion Cu[N(CN)2]X, where X = Br, Cl, forming the charge-transfer salt. They share
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Figure 1.2: Phase diagram of κ-(ET)2X, where X = Cu[N(CN)2]Cl, d8-Cu[N(CN)2]Br,
Cu[N(CN)2]Br and Cu(NCS)2. In the X = d8-Cu[N(CN)2Br compound, all the 8
1H atoms in
every ET molecule are replaced with 2H atoms.
the same orthorhombic (Pnma space group) crystal structure (Fig. 1.3). Table 1.1 summarizes
their lattice parameters. The alternating layers of the conducting (ET)2 dimers and the insulating
anions result in highly anisotropic electronic properties for both compounds. For example, the
in-plane and out-of-plane conductivities of κ-Br are σac = 20 (Ω-cm)
−1 and σb = 0.02 (Ω-cm)−1,
respectively[15]. There are 4 (ET)2 dimers per unit cell and each dimer contributes a hole for
conduction. Due to a large unit cell volume (about 3300 A˚3), the charge carrier density is very
low, only on the order of 1021 cm−3 and is 2 orders of magnitude lower than that of copper. The
The conductivity at room temperature of κ-Br and κ-Cl are on the order of 10 (Ω-cm)−1[15] and
1 (Ω-cm)−1[16], respectively. They are 4 and 5 orders of magnitude lower than that of copper,
respectively.
κ-Br is a superconductor with TC = 11.6 K[17]. On the other hand, κ-Cl does not undergo
a superconducting transition until a pressure of 0.3 kbar1 is applied, with TC = 12.8 K[19]. At
ambient pressure, κ-Cl becomes an antiferromagnetic insulator when the temperature is cooled
below TN = 27 K[20, 21].
11 bar = 105 Pa = 0.987 atm = 750 torr = 14.5 psi.
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Table 1.1: Lattice parameters of κ-Br and κ-Cl at 295 K[16, 17].
κ-Br κ-Cl
a (A˚) 12.942(3) 12.977(3)
b (A˚) 30.016(4) 29.979(4)
c (A˚) 8.539(3) 8.480(2)
V (A˚3) 3317(1) 3299(1)
a
c
b
insulating anion
s
insulating anion
s
conducting (ET)
2 dimers
conducting (ET)
2 dimers
conducting (ET)
2 dimers
Figure 1.3: Crystal structure of κ-Br[18]. Dark grey: carbon, orange: sulfur, light grey: hydrogen,
blue: nitrogen, green: copper, reddish-brown: bromine. κ-Cl has the same crystal structure as
κ-Br, with Cl replacing Br. Crystal structure rendered using VESTA[1].
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Chapter 2
NMR in a nutshell
2.1 Introduction
Nuclear magnetic resonance (NMR) is well known for its applications in the structural analysis of
molecules and macromolecules in chemistry and biochemistry. It is also an extremely powerful tool
for physicists because of its capabilities to measure the static and dynamic properties of the local
environment in which the subject nuclei exist.
2.2 Nuclear Hamiltonian
A general nuclear Hamiltonian consists of 4 terms:
Hnuclear = HZeeman +Helectron-nucleus +Hquadrupole +Hinternuclear, (2.1)
where HZeeman is the Zeeman Hamiltonian, Helectron-nucleus the electron-nuclear Hamiltonian,
Hquadrupole the quadrupole Hamiltonian, and Hinternuclear the internuclear Hamiltonian.
2.2.1 Zeeman Hamiltonian
The Zeeman Hamiltonian describes the interaction between the nucleus and the applied static
magnetic field H0 = H0zˆ and is given by:
HZeeman = −µ ·H0 = −γn~H0Iz = −~ωLIz, (2.2)
where µ = γn~I is the nuclear magnetic moment, γn the gyromagnetic ratio of the nucleus, Iz the
z-component of the nuclear spin angular momentum, and ωL = γnH0 the Larmor frequency.
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2.2.2 Electron-nuclear Hamiltonian
The electron-nuclear Hamiltonian describes the interaction between the nucleus and the electrons.
There are 2 ways an electron can couple to a nuclear spin. First, an electron can couple to the
nuclear spin through its orbital angular momentum L:
Horbital = γeγn~
2
r3
(L · I), (2.3)
where γe is the electron gyromagnetic ratio, r the distance between the electron and the nucleus,
and I the nuclear spin angular momentum. This coupling shifts the resonance frequency of the
nucleus by an amount proportional to the applied static field known as the chemical shift and
Horbital can be rewritten as:
Horbital = −γn~H0 · σ · I, (2.4)
where σ is the chemical shift tensor.
An electron can also couple to the nuclear spin through its spin angular momentum via the
dipole-dipole interaction:
Hspin = γeγn~
2
r3
[
(S · I)− 3
r2
(S · r)(I · r)
]
+
8pi
3
γeγn~2(S · I)δ(r), (2.5)
where γe is the electron gyromagnetic ratio, r the vector pointing from the nucleus to the electron,
r = |r| the distance between the nucleus and the electron, S the electron spin angular momentum,
and δ(r) the Dirac delta function. The first term is the simple dipole-dipole interaction between
2 magnetic dipoles and is good for non-s-electrons (r > 0). The second term is called the Fermi
contact term and is good for s-electrons (r = 0). These 2 terms can be combined and rewritten as:
Hspin = I ·A · S, (2.6)
where A is called the hyperfine interaction tensor. In a metal, the electron spin polarization is
5
proportional to the applied static field H0 and we have
µe = −γe~S = χeH0, (2.7)
where µe is the electron magnetic moment, and χe the electronic static spin susceptibility. As
a result, the hyperfine interaction shifts the resonance frequency of the nucleus by an amount
proportional to the applied static field known as the Knight shift and Hspin can be written as:
Hspin = −γn~H0 ·
(
χe
γeγn~2
A
)
· I = −γn~H0 ·KS · I, (2.8)
where
KS =
(
χe
γeγn~2
)
A (2.9)
is called the Knight shift tensor.
The Zeeman Hamiltonian and the electron-nuclear Hamiltonian can now be combined and
rewritten as:
HZeeman +Horbital +Hspin = −γn~H0 · (1 + σ + KS) · I. (2.10)
2.2.3 Quadrupole Hamiltonian
The quadrupole Hamiltonian describes the interaction between the nuclear spin and the local
electric field gradient and is given by:
Hquadrupole = eQ
4I(2I − 1) [Vzz(3I
2
z − I2) + (Vxx − Vyy)(I2x − I2y )], (2.11)
where e is the electronic charge, Q the electric quadrupole moment of the nucleus, Vαα ≡ ∂V/∂α2
(α = x, y, z) evaluated at the nucleus, and V the local electric potential. Since this thesis involves
only 13C which is spin-1⁄2, and spin-1⁄2 nuclei have zero electric quadrupole moment, the author
would not discuss this interaction any further.
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2.2.4 Internuclear Hamiltonian
The internuclear Hamiltonian describes the dipolar interaction among the nuclei and is given by:
Hinternuclear = 1
2
∑
j, k
j 6=k
γjγk~2
r3jk
[
(Ij · Ik)− 3
r2jk
(Ij · rjk)(Ik · rjk)
]
, (2.12)
where rjk is the vector pointing from nuclear spin j to spin k, and rjk = |rjk| the distance between
spins j and k. This interaction is one of the sources of linewidth in solid state NMR spectra. In
liquids, the rapid tumbling motion of the molecules averages the dipolar interaction out to zero
and the NMR linewidth is solely determined by the static field inhomogeneity (inhomogeneous line
broadening).
In solids, the dipolar coupling between nuclear spins produces a distribution of local magnetic
fields around each nucleus and thus a distribution of resonance frequencies and a finite linewidth (ho-
mogeneous line broadening). This linewidth can be estimated using the second moment formula[22]:
〈∆ω2〉homonuclear =
(µ0
4pi
)2 3
4
γ4~2I(I + 1)
∑
k
(1− 3 cos2 θjk)2
r6jk
, (2.13)
where µ0 is the permeability of free space, θjk the angle between the static field and the vector
pointing from spin j (under observation) to spin k (all other spins), and rjk the distance between
spins j and k. Note that Eq. (2.13) is for homonuclear dipolar coupling. For heteronuclear dipolar
coupling between spin species I and S, the second moment of the species under observation I is
given by[22]:
〈∆ω2〉heteronuclear =
(µ0
4pi
)2 1
3
γ2Iγ
2
S~2S(S + 1)
∑
k
(1− 3 cos2 θjk)2
r6jk
, (2.14)
where θjk is the angle between the static field and the vector pointing from spin Ij (under obser-
vation) to spin Sk (the other species), and rjk the distance between spin Ij and spin Sk.
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2.3 Motion of an isolated spin in the classical picture
The author finds that understanding the motion of an isolated spin in the classical picture is
extremely helpful in understanding how various pulse sequences work. In such a picture, one
consider an isolated spin with magnetic moment µ sitting in a magnetic field H. The spin has a
gyromagnetic ratio of γ > 0 (13γ = 2pi × 10.7081 MHz/T) and so µ = γ~ I, where I is the spin
angular momentum. The classical equation of motion of this spin is given by:
dµ
dt
= µ× γH. (2.15)
Suppose the magnetic field is static so that H = H0zˆ (H0 = 9.4 T). The equation of motion
becomes:
dµ
dt
= µ× γH0zˆ, (2.16)
whose solution is given by:
µx(t) = µx(0) cos(ωLt) + µy(0) sin(ωLt), (2.17)
µy(t) = −µx(0) sin(ωLt) + µy(0) cos(ωLt), and (2.18)
µz(t) = µz(0), (2.19)
where ωL ≡ γH0 is called the Larmor frequency. The spin precesses about the static field in the
left-handed sense (for γ > 0) with an angular frequency ωL (
13ωL ≈ 2pi × 100 MHz).
Now let’s turn on a radio frequency (RF) field (in addition to the static field) so that the
magnetic field is given by:
H = H0zˆ + 2H1 cos(ωosct)xˆ, (2.20)
where ωosc is the transmitter’s oscillator frequency (ωosc ≈ 2pi × 100 MHz) and H1 the strength of
the RF field (H1 ≈ 50 G1). The RF field can be decomposed into 2 counter-rotating components
11 T = 10000 G.
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each with magnitude H1, and rotating about the z-axis of the lab frame in the left/right-handed
sense at an angular frequency of ωosc. For convenience, let us move to the reference frame that is
rotating about the z-axis of the lab frame in the left-handed sense at angular frequency ωosc. In
the rotating frame, the equation of motion becomes:
δµ
δt
= µ× (γH− ωosczˆ) = µ× γHeff , (2.21)
where Heff is the effective field given by:
Heff =
(
H0 − ωosc
γ
)
zˆ′ +H1xˆ′, (2.22)
where the primed axes are those of the rotating frame. Notice the RF field becomes static and
points in the x′-direction in the rotating frame. The component of the RF field rotating in the
right-handed sense is off resonance and neglected.
Suppose now one sets ωosc = ωL, then Heff = H1xˆ
′ and the equation of motion becomes:
δµ
δt
= µ× γH1xˆ′, (2.23)
whose solution is given by:
µx′(t) = µx′(0), (2.24)
µy′(t) = µy′(0) cos(ω1t) + µz′(0) sin(ω1t), and (2.25)
µz′(t) = −µy′(0) sin(ω1t) + µz′(0) cos(ω1t), (2.26)
where ω1 ≡ γH1 is called the nutation frequency. In the rotating frame, the spin precesses about
the RF field in the left-handed sense (for γ > 0) with an angular frequency ω1 (ω1 ≈ 2pi× 50 kHz).
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2.4 Pulse sequences
The very first step of every pulse sequence is to allow time for the spins in the sample to reach
thermal equilibrium and orient preferentially in the direction of the applied static field H0 = H0zˆ.
In almost all cases, the spin polarization is very small, on the order of 10−5, even with a 9.4 T
field. As a result, it is usually impossible to obtain a spectrum with a reasonable signal-to-noise
ratio (SNR)2 without repeating the pulse sequence and signal averaging.
2.4.1 Free induction decay
The free induction decay (FID):
90◦X − tdelay −Acq (FID)
is the simplest possible pulse sequence involving only a single 90◦-pulse (pulse length t90 satisfies
γH1t90 = pi/2, t90 ≈ 5 µs). In the rotating frame, after the 90◦X -pulse, the spins, originally pointing
in the z′-direction, now point in the y′-direction. In the lab frame, the spins precess in the xy-plane
and the signal induced in the coil is acquired after a delay tdelay (tdelay ≈ 20 µs). Such a delay is
necessary for the ringdown in the resonant circuit to die out and for the receiver to recover from
saturation. In practice, the author phase-cycled the FID using the schemes described in Table 4.3.
The author did not use FID to obtain any 13C spectra because the phase-corrected (refer to
Section 4.8 for what phase correction is) spectra have a rolling baseline that blends into the 2 13C
absorption lines at temperature below 150 K. FID was only used for obtaining nutation curves3
(a plot of absorption peak height against pulse length, Fig. 5.4) and determining t90 and t180
4
(lengths of 90◦- and 180◦-pulses). For both κ-Br and κ-Cl, at 9.4 T, with H0 ‖ a, one could tell if
there is an NMR signal with just one single pulse, and a typical nutation experiment took about
15 minutes.
2The SNR after a 90◦-pulse is given by[23] SNR = Nηγ~
2I(I+1)(γH0)
3/2
3kBTs
√
µ0QVc
8kBTcF∆f
, where N is the number density
of spins in the sample, η ≡ Vs/Vc the filling factor, Vs the sample volume, Vc the coil volume, kB the Boltzmann
constant, Ts the sample temperature, µ0 the permeability of free space, Q the quality factor of the tank circuit,
Tc the coil temperature, F the noise figure of the preamp, and ∆f the bandwidth. An important point to note is
SNR ∝ H3/20 and SNR ∝ η.
3Nutation curve is a really invaluable tool to an NMR experimentalist. One could spot numerous problems including
but not limited to RF field inhomogeneity, arcing and insufficient repetition delay[24].
4The pulse length of a 180◦-pulse satisfies γH1t180 = pi.
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2.4.2 Spin echo and transverse relaxation time T2
The spin echo (SE), invented by Hahn[25] in 1950 here in the University of Illinois at Urbana-
Champaign, consists of 2 pulses:
90◦X − τ − 180◦Y − τ −Acq. (SE)
In the rotating frame, after the 90◦X -pulse (t90 ≈ 5 µs), the spins point in the y′-direction. During
the first delay time τ (τ ≈ 25 µs), the spins fan out in the x′y′-plane due to a spread in the precession
frequencies (this is just the FID mentioned in the last section). The 180◦Y -pulse (t180 ≈ 10 µs)
applied at the end of the first delay time then flips the fan of spins so that the spins that have been
precessing too fast fall behind those that have been too slow. During the second delay time τ5, the
spins refocus along the y′-axis and a spin echo is formed at the end of the second delay time.
An NMR spectrum is obtained by Fourier-transforming the second half of the SE. By setting τ
longer than the tank circuit ringdown time and receiver recovery time, one could completely avoid
the rolling baseline problem the FID has. In practice, the author phase-cycled the SE using the
schemes described in Table 4.4.
The spins may not necessarily refocus completely at delay time τ after the 180◦Y -pulse. One
possible reason is that the sign of dipolar coupling does not get flipped by the 180◦Y pulse. Another
reason is that it is possible for the spins to precess at different frequencies during the first delay
time and the second delay time. As a result, the longer the total time (2τ) the spins spend in
the x′y′-plane, the smaller the SE. Such a spin echo decay is called the transverse relaxation and
is characterized by the transverse relaxation time T2. Indeed, the transverse relaxation time is
determined by repeating the SE pulse sequence with different values of τ . The plot of absorption
peak height against 2τ (Fig. 2.1) is then fitted to:
M(2τ) = M0e
−(2τ)/T2Ee−(2τ)
2/(2T 22G), (2.27)
where M0 (equilibrium magnetization), T2E (exponential component of the transverse relaxation
time), and T2G (Gaussian component of the transverse relaxation time) are fitting parameters. For
5In practice, the author set second delay time = first delay time + t90/2 to take into account finite pulse lengths.
11
0 500 1000 1500
0
10
20
30
40
50
2Τ HΜsL
P
e
a
k
H
e
ig
h
t
Ha.
u
.L
13C in Κ-Cl, transverse relaxation at 300. K
inner, data
outer, data
2-component fit
exponential fit
Gaussian fit
Figure 2.1: Transverse relaxation of 13C in κ-Cl at 300 K and 9.4 T. Inner site: T2E = 4059.8±
118.2 µs, T2G = 1060.5± 6.6 µs. Outer site: T2E = 4209.0± 205.9 µs, T2G = 970.8± 8.6 µs. Pure
exponential and Gaussian fits were also shown for both the inner and outer sites to illustrate the
2-component nature of the transverse relaxation rate.
κ-Br, at 9.4 T, with H0 ‖ a, a transverse relaxation experiment typically took about 8 hours. For
κ-Cl, due to its larger sample size, the time went down to about 2 hours.
2.4.3 Inversion recovery and spin-lattice relaxation time T1
The inversion recovery is consisted of a 180◦-pulse, followed by a delay τinv, and then a spin echo
(SE) as the inspection pulse sequence:
180◦ − τinv − inspection. (Inversion recovery)
In the rotating frame, after the initial 180◦-pulse, the spins point in the −z-direction. The spins
interact with its environment (the lattice) and slowly recover back to equilibrium (pointing in the
z-direction). Such a process is called the spin-lattice relaxation and is characterized by the spin-
lattice relaxation time T1. T1 is determined by repeating the inversion recovery pulse sequence with
different values of τinv. The plot of inspection peak height against τinv (Fig. 2.2) is then fitted to:
M(τinv) = M0(1− 2αe−τinv/T1), (2.28)
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Figure 2.2: Inversion recovery of 13C in κ-Cl at 100 K and 9.4 T. Inner site: T1 = 173.63±0.48 ms,
α = 0.9908± 0.0012; outer site: T1 = 45.53± 0.32 ms, α = 0.9418± 0.0032.
where M0 (equilibrium magnetization), α (inversion fraction) and T1 (spin-lattice relaxation time)
are fitting parameters. The inversion fraction α (∈ [0, 1]) takes into account the effect of mis-
calibrated pulses and more importantly, inhomogeneous RF field strength due to skin depth[26, 27].
The smaller the value of α is, the more the pulses are mis-calibrated and the more inhomogeneous
the RF field is. Care has been taken to wait for at least 5 times the spin-lattice relaxation time
T1 before the pulse sequence is repeated so that thermal equilibrium could be fully established
again. In practice, the author phase-cycled the inversion recovery using the schemes described in
Table 4.5. For κ-Br, at 9.4 T, with H0 ‖ a, an inversion recovery experiment typically took about
6 hours. For κ-Cl, due to its larger sample size, the time went down to about 1 hour.
The Korringa relation In a metal, the spin-lattice relaxation rate (1/T1) can be calculated
using Fermi’s golden rule:
1
T1
∝
∫ ∞
0
dE |〈f |V |i〉|2 f(E)(1− f(E))ρ2(E) ∝ Tρ2(EF ), (2.29)
where 〈f |V |i〉 is the matrix element of the electron-nuclear interaction (Fermi contact term), f(E) =
(1 + e(E−EF )/kBT )−1 the Fermi-Dirac distribution, ρ(E) the electronic density of states, T the
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temperature, and EF the Fermi energy. We also know, in a metal,
KS ∝ χe ∝ ρ(EF ), (2.30)
where KS is the Knight shift, and χe the electronic static spin susceptibility. Hence we have the
Korringa relation:
1
T1T
= KK2S , (2.31)
where K is called the Korringa constant. For a free electron gas,
K0 = 4pikB~
γ2n
γ2e
. (2.32)
If the dominant electron spin fluctuations are antiferromagnetic, one has K/K0 > 1[28, 29]. On
the other hand, if the dominant fluctuations are ferromagnetic, K/K0 < 1[28, 29]. Indeed, for the
outer site in κ-Br, K/K0 ≈ 2.94 > 1[9].
Notice that the above calculation considers only the contribution from the isotropic Fermi
contact term. In both κ-Br and κ-Cl, there is additional contribution from holes in the p-orbital[27]
and the 13C spin-lattice relaxation time (T1) is highly-anisotropic. The
13C Knight shift is also
highly-anisotropic[30]. The Korringa relation holds only at high temperature (& 200 K).
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Chapter 3
Apparatus
3.1 NMR Probe
Matching
Coax
To duplexer
Tuning
Sample coil
Figure 3.1: The NMR probe is a simple resonance circuit.
The NMR probe is a simple resonance circuit (Fig. 3.1) consisting of 2 variable capacitors1 and
a sample coil/inductor in which the sample sits. The variable capacitors are high-voltage cryogenic
ones with a capacitance range of 1 to 10 pF. They are tunable even at 4 K. The variable capacitors
tune and match the resonance circuit to the characteristic impedance of the coax (50 Ω) at the
desired resonant frequency (about 100 MHz for 13C at 9.4 T) for maximum power transfer to the
coil.
The sample coil is wound using the Giannetta group coil-winding jig according to the coil-
winding procedure described in Ref. [31]. A typical sample coil is wound with 11 turns of AWG2
1They are available from the Voltronics Corporation – The Trimmer Capacitor Company (part number: NMCB10-
5CK), with a lead time of 8 to 10 weeks.
2AWG means American Wire Gauge. The larger the gauge number, the thinner the wire is.
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#30 Formvar-coated copper wire on a 0.098 inch-diameter drill bit. The inductance of such a coil
is about 0.26 µH and the quality factor is about 70 at 100 MHz at room temperature.
3.2 Magnet
Most NMR experiments were performed in the Oxford 9.4 Tesla 88 mm room temperature bore
superconducting magnet located in Loomis 394. The magnetic field is produced by a pair of
superconducting Helmholtz coils sitting in a liquid helium (LHe) bath. The sweet spot3 of the
magnetic is at 301/2 inch below the top flange of the magnet (Fig. 3.2). The field strength at the
sweet spot is 9.3639 T and the homogeneity is about 9 ppm4 (Fig. 3.3). The field strength and
homogeneity are obtained from measuring the NMR frequency and linewidth of the 13C resonance
in tetramethylsilane (Si(CH3)4, a.k.a. TMS).
Some NMR experiments were performed in the Oxford 4 Tesla 88 mm room temperature bore
superconducting magnet located in Loomis 396. It has basically the same construction as the
9.4 Tesla magnet. The sweet spot is at 191/8 inch below the top flange. The field strength at the
sweet spot is 4.2226 T and the homogeneity is 0.47 ppm5. Refer to Ref. [31] for its field ramping
and shimming procedures.
3.3 Goniometer
To allow easy alignment of single crystal samples, the author designed and built a 1-axis goniometer
sample mount (Fig. 3.4 and 3.5). The brass Miter gears (at the center of Fig. 3.4) have a teeth
ratio of 1 : 4, and the pair of brass spur gears (on the left side of Fig. 3.4) are identical. Hence,
1◦ of rotation at the protractor (in the counter-clockwise sense, as shown in Fig. 3.6) at the top
of the probe corresponds to 0.25◦ of rotation of the sample (in the clockwise sense, as shown in
Fig. 3.4). When the rotation direction is reversed at the protractor, the sample would not rotate
for the first few degrees of rotation at the protractor. Therefore, care has been taken to keep the
rotation direction in only one direction during sample alignment.
3The location where the field homogeneity is the highest.
4Unfortunately, none of the shimming coils in the 9.4 Tesla magnet has good electrical contact and it is impossible to
shim the magnet to obtain a better field homogeneity.
5One should be able to observe the quartet structure of the 13C resonance in TMS with such a field homogeneity.
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Figure 3.2: Location of the 9.4 T magnet sweet spot, dimensions of the Janis continuous flow
cryostat, and dimensions of the home-built NMR probe.
17
FW
HM
 (p
pm
)
0
5
10
15
20
25
30
Fi
eld
 st
re
ng
th
 (T
)
9.364
9.365
Sample location relative to "sweet spot (31.75 inch below top flange)" (inch)
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
394 Magnet (9 Tesla) Field Profile (4-19-2010)
FWHM vs Sample location
Field strength vs Sample location
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Figure 3.4: The 1-axis goniometer sample mount (front view).
Figure 3.5: The 1-axis goniometer sample mount (side view).
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Figure 3.6: The protractor at the top of the home-built NMR probe.
3.4 Janis continuous flow LHe cryostat
The Janis continuous flow LHe (liquid helium) cryostat (Fig. 3.7) was used for temperature control
from room temperature all the way down to 4.2 K. Liquid helium enters the Janis through an
adjustable needle valve6 in the flexible transfer line. The LHe then goes through a capillary tube
all the way down to the heat exchanger at the bottom of the Janis, where it vaporizes and cools
the sample space. A 25 Ω heater7 and Cernox thermometer were installed at the heat exchanger
as an extra stage of temperature control. Unfortunately, the heater has a short to the ground and
6Refer to Ref. [31] for the typical needle valve settings used at different temperature ranges.
7The Janis heater is made of doubled-up high-resistance wiring wound around the heat exchanger to avoid disturbing
the magnetic field homogeneity around the sample space.
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Figure 3.7: The Janis continuous flow LHe cryostat.
cannot be used. However, the thermometer is still extremely useful as an indicator of the LHe flow
rate8. The helium gas expands and travels up the Janis, then returns to the recovery system at the
top of the Janis. Refer to Ref. [31] for more details about the regular maintenance of the Janis,
the cool-down procedure, as well as other precautions when using the Janis.
3.5 Sample mount
The sample mount (Fig. 3.4 and 3.5) is basically a sapphire rod9 epoxied to a small copper
cylinder. A sample crystal was attached to the end of the sapphire rod with a tiny amount of
vacuum grease10. A minimal amount of vacuum grease should be used because the differential
thermal contraction between the sample and the vacuum grease could tear the sample apart11.
8The resistance of the Janis thermometer at room temperature, LN2 temperature (78 K) and LHe temperature (4.2 K)
is 61.5 Ω, 179.1 Ω and 2214 Ω, respectively.
9The sapphire rod has a diameter of 0.062 inch and was ordered from General Ruby and Sapphire Company.
10Although the Dow Corning high vacuum grease (mainly Polydimethylsiloxane) contains carbon, the author has never
been able to observe any 13C NMR signal with the sample removed.
11Unfortunately, it did happen.
21
Sapphire (Al2O3) was used for the sample holder because (1) as a good thermal conductor, it
allows accurate measurement and easy control of the sample temperature, and (2) as an electrical
insulator, it would not load down the quality factor of the resonant circuit, or provide a ground for
arcing. A Cernox thermometer (serial number: X45737) calibrated by the author12 was heat-sunk
in a hole drilled from the side of the copper cylinder using GE varnish13. The sample heater was
made from 50 Ω of high-resistance wiring14 doubled-up and wrapped around the copper cylinder.
The sample mount was connected to the goniometer using three 1/16 inch-diameter Garolite
G10 (epoxy-reinforced fiberglass with low thermal conductivity) rods so that the sample mount
assembly is thermally isolated from the rest of the probe. The small thermal mass of the sample
mount helps keep the thermal time constant short.
The heater and thermometry high-resistance wirings were heat-sunk to the copper cylinder
before they were soldered to the rectangular switch board (Fig. 3.4). High-resistance wirings
then run from the rectangular switch board, around the copper posts for heat-sinking purposes,
and finally all the way up to the 19-pin feedthrough connector at the top of the probe. This
section of the wirings has to be high-resistance or there will be a thermal short-circuit between the
low-temperature sample mount and the top of the probe that is at room temperature.
3.6 Noise reduction
To reduce the 60 Hz noise picked up by the long coaxial cables15 running from the top of probe to
the temperature controller, lowpass pi-filters were installed, for every channel/pin, in the breakout
box at the top of the probe. As it turned out, the temperature controller16 itself produces quite
an amount of 60 Hz noise and the author had to install yet another box of lowpass pi-filters before
the heater and thermometry cables17 are finally connected to the Stanford temperature controller.
These filters are installed in a µ-metal box to further reduce magnetic pick-up (Fig. 3.8). Copper
12Refer to Ref. [31] for the calibration function and resistance-to-temperature conversion table of the Cernox ther-
mometer.
13GE varnish is a kind of cryogenic glue that can be easily removed with acetone.
14The resistance per length of is about 18 Ω/foot.
15The author finds twist-pairing the long coaxial cables extremely efficient in reducing the 60 Hz noise coming from
the power cables running all over the lab bench.
16Both the Lakeshore DRC-91CA and Stanford Research Systems CTC100 produce 60 Hz noise.
17Shielded multipin cables were used and care has been taken to ground their shields.
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Figure 3.8: Lowpass pi-filters in the µ-metal box.
braids were used to connect various parts of the spectrometer and the probe to eliminate ground
loops. These noise reduction precautions are summarized in Fig. 3.9. The NMR resonance circuit,
sample mount, and goniometer all sit inside a copper-can Faraday cage (Fig. 3.2, lower-right corner)
for physical protection as well as noise isolation.
3.7 Temperature controller
The sample temperature is controlled by either the Lakeshore DRC-91CA or the Stanford Research
Systems CTC100 temperature controller. The Lakeshore gave up on Oct 28, 2011, when the
replacement Stanford arrived. The temperature controller constantly monitors the resistance of
the sample thermometer and adjusts the output power to the sample heater according to the
PID18 settings defined by the user. Refer to Ref. [31] for the typical PID settings at different
temperature ranges.
The author has coded a graphical user interface (GUI) in LabVIEW to record the sample
temperature, the sample heater output, as well as the Janis heater output during every experiment
18PID means proportional-integral-derivative.
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Figure 3.9: Summary of noise reduction precautions.
using the Stanford. Refer to Ref. [31] for more details. LabVIEW GUI has also been written for
the Lakeshore. But since the Lakeshore is no longer working, the GUI is not documented.
Quite a number of references [32, 33, 34, 35, 36, 37] have suggested that the low-temperature
electronic properties of κ-Br depend on the cooling rate at which the sample is cooled through
the glass transition (Tg ≈ 77 K) of the ethylene end groups. For all measurements in this thesis,
and for all temperatures below 250 K, the cooling rate was fixed at 25 K/hr, i.e. 0.417 K/min.
Fig. 3.10 shows a sample temperature log for a temperature ramp from 250 K to 16 K at the
above-mentioned rate. Temperature ramping was accomplished using the “macro” capabilities of
the Stanford, please refer to Ref. [31] for more details.
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Figure 3.10: Sample temperature log for a temperature ramp from 250 K to 16 K at 25 K/hr.
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Chapter 4
Spectrometer
The NMR spectrometer used for taking all data is this thesis was home-built by the author.
There are all sorts of important details that are not mentioned elsewhere and the author thinks
it is necessary to spell them out so that the spectrometer could be properly maintained, or even
upgraded.
4.1 General working principles
Figure 4.1 shows the schematic diagram of the homebuilt NMR spectrometer. The design was taken
from Ref. [27] and modified. The SpinCore (PulseBlaster PBDDS III) and the DAQ1 (National
Instruments PCI-6132) are both PCI2 cards sitting inside a desktop PC (Windows XP SP3, AMD
Athlon 64 X2 2.6 GHz, 2 GB RAM, 320 GB HD). They are controlled by a LabVIEW program
(GianNMR.vi) written by the author3. GianNMR allows its users to create and load any custom
pulse sequences into the SpinCore to generate TTL4 pulses for timing and phasing the radio fre-
quency (RF) pulses, and triggering the DAQ to start data acquisition. GianNMR also allows its
users to, signal-average, phase-cycle, perform Fast Fourier transform (FFT), and phase-correct the
NMR spectra. Refer to Ref. [31] for the manual of GianNMR.
4.2 Transmitter (TX)
The transmitter (left half of Figure 4.1) consists of the Wavetek (0.01–550 MHz synthesized signal
generator, model 2405), the SpinCore, a few splitters, a few switches and the Kalmus high-power,
1DAQ = Data Acquisition.
2PCI = Peripheral Component Interconnect.
3The sub-VIs for controlling the SpinCore were based on and modified from those written by Dr. Chang-Seok Shin
from the Department of Electrical and Computer Engineering of the Texas A&M University.
4TTL = Transistor–transistor logic.
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wide-band pulse amplifier (10–165 MHz, 60 dB gain). The SpinCore is used as a 10-channel TTL
pulse generator5 to control the switches which gate and phase-shift the continuous RF wave coming
from the Wavetek.6 In order to synchronize the Wavetek and the SpinCore, a Phillips programmable
synthesizer/function generator (model PM-5193) operating at 50 MHz and synchronized with the
Wavetek is used to clock the SpinCore externally (through the “SMA400” connector).
The output level of the Wavetek is fixed at 10 dBm7. The variable attenuator is set so that
the amplitude of the RF pulse entering the Kalmus is strictly less than 1 Vpp
8. The Kalmus then
amplifies the RF pulse to about 100 Vpp, before sending it down the probe through the duplexer.
The Kalmus gate is set to HI only during pulsing to keep spurious noise away from the receiver9.
The author would like to take note of some important specifications of the SpinCore before
moving on to the next section.
1. There are 10 individually controlled TTL outputs (TTL0 through TTL9). TTL9 functions
as a phase reset for direct RF pulse generation. So, only 9 TTLs are actually available and
physically connected to the breakout box.
2. The shortest time of an instruction is 9 clock cycles, i.e. 180 ns for a 50 MHz external clock,
or 90 ns for a 100 MHz external clock.
3. The longest time of an instruction, knowing (in the hard way) that it is represented by a
32-bit signed (what?! why not unsigned?) integer, is 231 − 1 clock cycles, i.e. 42.950 s for a
50 MHz external clock, or 21.475 s for a 100 MHz external clock.
4. The time resolution of an instruction is (obviously) 1 clock cycle, i.e. 20 ns for a 50 MHz
external clock, or 10 ns for a 100 MHz external clock. With a 50 MHz external clock, a pulse
length of 4.39 µs is invalid and should be changed to 4.38 or 4.40 µs.
5. The maximum number of any looping is 220 = 1, 048, 576 (loop counter is a 20-bit unsigned
integer).
5The SpinCore does not like driving TTL pulses down long coaxial cables and has a tendency to burn itself out when
forced to do so. We bought line drivers from Pulse Research Lab to make SpinCore’s life easier (and longer).
6The SpinCore can also be used to directly synthesize RF pulses. But with its 100 MHz internal clock, only applications
with frequency under 5 MHz should be considered.
7dBm is a unit of power. PdBm = 10 log10(1000PW). 10 dBm = 10 mW.
8Vpp = peak-to-peak voltage.
9Due to a finite switching time, the Kalmus gate is actually set to HI 5 µs before pulsing.
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6. The maximum depth of nested looping is 8.
4.3 Phase of RF pulses
This section is intended to give a clear explanation about the relation between the phase of the RF
pulse in the rotating frame (i.e. X, Y , X, or Y ) and the phase of the RF pulse produced by the
NMR coil (i.e. 0◦, +90◦, +180◦, or +270◦)10.
Without loss of generality, we assume the NMR coil has its longitudinal axis lying along the
lab frame (unprimed) x-axis. The alternating magnetic field produced by the NMR coil can be
written as:
H1(t) = 2H1 cos(|ωosc|t+ ψshift)xˆ, (4.1)
where |ωosc| is the oscillator (Wavetek) frequency, and ψshift the phase of the RF pulse produced
by the coil. We decompose this oscillating field into two counter-rotating components and rewrite
H1(t) as:
H1(t) = H1[cos(|ωosc|t+ ψshift)xˆ− sin(|ωosc|t+ ψshift)yˆ]
+H1[cos(|ωosc|t+ ψshift)xˆ + sin(|ωosc|t+ ψshift)yˆ], (4.2)
where the first bracketed term rotates about the z-axis in the left-handed sense (angular velocity
= −|ωosc|), and the second term in the right-handed sense (angular velocity = +|ωosc|).
Since spins with positive gyromagnetic ratio (like 13C) precess about the static field (H0 = H0zˆ)
in the left-handed sense, we move to the rotating frame (primed) which rotates about the z = z′-
axis in the left-handed sense with angular velocity −|ωosc|. Assuming the x- and x′-axes overlap
at t = 0, the alternating magnetic field produced by the NMR coil can now be written as:
10At the time of building the spectrometer, the author did not find this relation immediately clear until he found
Ref. [38].
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H′1 = H1x[cos(|ωosc|t)xˆ′ + sin(|ωosc|t)yˆ′]
= 2H1[cos(|ωosc|t+ ψshift) cos(|ωosc|t)xˆ′ + cos(|ωosc|t+ ψshift) sin(|ωosc|t)yˆ′]
= H1[(cos(ψshift) + cos(2|ωosc|t+ ψshift))xˆ′ + (sin(2|ωosc|t+ ψshift)− sin(ψshift))yˆ′]
= H1[cos(−ψshift)xˆ′ + sin(−ψshift)yˆ′], (4.3)
where the terms rotating at twice the oscillator frequency are off-resonance and dropped. Eq. (4.3)
tells us the phase (direction) of the RF pulse in the rotating frame has the opposite sign to that
produced by the NMR coil. In GianNMR, the phase of RF pulse in the rotating frame is represented
by the TX phase (0, 1, 2, or 3). The relation between these three phases are summarized by Table
4.1.
Table 4.1: Relation between the phase of the RF pulse in the rotating frame, the TX phase in
GianNMR, and the phase of the RF pulse produced in NMR coil (ψshift).
Phase of RF pulse in rotating frame TX phase ψshift
X 0 0◦
Y 1 +270◦
X (−X) 2 +180◦
Y (−Y ) 3 +90◦
With the transmitter setup as shown in Fig. 4.1, to produce the correct TX phases, we need
to set the state of the switches as in Table 4.2.
Table 4.2: TX phase and states of switches.
Switch state
TX phase +/− X Y
0 (X) HI HI LO
1 (Y ) LO LO HI
2 (X) LO HI LO
3 (Y ) HI LO HI
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Figure 4.2: Schematic diagram of the duplexer.
4.4 Duplexer
Fig. 4.2 shows the schematic diagram of the duplexer. The duplexer must be able to deliver
transmitter power to the probe during a pulse and pick up and couple the NMR signal to the
receiver during signal acquisition. It is not an easy task because a typical RF pulse sent down the
probe is about 100 Vpp while the NMR signal is in the µV range.
During pulsing, for the high-voltage transmitter pulse, both crossed-diode switches and the
preamp gate are closed. The quarter-wave line11 transforms the short-to-ground to an open-circuit.
The transmitter sees only the probe and all transmitter power is sent down the probe. During signal
acquisition, for the low-voltage NMR signal, both cross-diode switches and the preamp gate are
open. The NMR signal sees only the preamp. Notice the preamp gate is not placed in the path of
the NMR signal to avoid undesirable distortions.
4.5 Receiver (RX)
The receiver (right half of Figure 4.1) mainly consists of two preamps (Advanced Receiver Research,
Ar2 P104VDG, 104 MHz, 24 dB gain, 0.5 dB noise figure, and Miteq AU-1466-BNC, 10-200 MHz,
30 dB gain at 100 MHz), 2 splitters, 2 mixers, 2 low-frequency amplifiers (Analog Devices AD621,
200 kHz BW, 40 dB gain) and the DAQ. The attenuator kills any undesirable reflections between
11Refer to p.403 of Ref. [39] for how to obtain a quarter-wave line.
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the 2 preamps.
The amplified NMR signal (∼100 MHz) is split and heterodyned with the reference signals
(from Wavetek) in quadrature using a pair of mixers12. The AD621’s then filter the high-frequency
component (∼200 MHz) and amplify the low-frequency component (up to ∼100 kHz) before it is
sent to the DAQ and digitized.
The author would like to take a note of some important specifications of the DAQ before moving
on to the next section.
1. It has 4 analog input (AI) channels. Only 2 of them are used now.
2. The vertical resolution is 14-bit (1 in 16384).
3. The input range of the 4 AI channels can be set (in the Advanced Settings tab in GianNMR)
between±1.25 V and±10 V. It should be minimized without saturating the DAQ to maximize
the resolution of the digitized signal.
4. The maximum sampling rate is 2.5 MSample/s per channel (minimum dwell time = 400 ns).
There is no minimum sampling rate.
5. The maximum sampling rate can be pushed to 3 MSample/s per channel using the warp
mode. However, the first acquired data point using the warp mode is bad and should be
discarded. As a result, the author did not implement the warp mode in GianNMR. More
information could be found at http://sine.ni.com/devzone/cda/epd/p/id/3987.
6. The onboard memory size is 16 MSample and it is shared among all 4 AI channels.
7. The DAQ is a full-size PCI card measuring 12.3 inch in length and 4.2 inch in height. In case
the DAQ needs to be installed in another computer, one needs to make sure the DAQ would
fit in the computer case.
4.6 Frequency of NMR signals
This section is intended to give a clear explanation about why the real channel is obtained by
mixing the NMR signal with the 90◦-shifted reference signal instead of the unshifted one, as well
12The I port of each mixer is explicitly 50-Ω-terminated to avoid undesirable distortions.
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as why the frequency series is reversed after being FFT-ed in GianNMR.
Starting out at equilibrium, right after a 90◦X pulse, the magnetization now lies along the y
′-axis
and starts precessing about the z = z′-axis. Suppose that the magnetization is precessing faster
than the rotating frame (which is rotating in the left-handed sense about the lab frame z-axis).
Then it would appear to be precessing in the left-handed sense at an angular speed of ∆ω (> 0) in
the rotating frame. So, it can be written as:
M′ = M0[sin(∆ω t)xˆ′ + cos(∆ω t)yˆ′]. (4.4)
The magnetization in the lab frame is then given by:
M = [M ′x cos(−|ωosc|t)−M ′y sin(−|ωosc|t)]xˆ′ + [M ′x sin(−|ωosc|t) +M ′y cos(−|ωosc|t)]yˆ′
= M0[sin(∆ω t) cos(|ωosc|t) + cos(∆ω t) sin(|ωosc|t)]xˆ
+M0[−(sin(∆ω t) sin(|ωosc|t) + cos(∆ω t) cos(|ωosc|t)]yˆ
= M0[sin[(|ωosc|+ ∆ω)t]xˆ + cos[(|ωosc|+ ∆ω)t]yˆ], (4.5)
which is indeed precessing faster than the rotating frame. We again assume the coil lies along the
lab frame x-axis. This means the induced emf V in the coil is given by:
V ∝ dMx
dt
=
d
dt
sin[(|ωosc|+ ∆ω)t] ∝ cos[(|ωosc|+ ∆ω)t]. (4.6)
The real channel signal Vreal is obtained by mixing V with the reference signal (from Wavetek)
phase-shifted by 90◦ (cos(|ωosc|t+ pi2 +ψref), where ψref is the phase difference between the reference
signal and the induced emf), and then by lowpass filtering by the AD621’s. Mathematically,
Vreal ∝ cos[(|ωosc|+ ∆ω)t] cos(|ωosc|t+ pi
2
+ ψref)
= −1
2
sin[(2|ωosc|+ ∆ω)t+ ψref ] + 1
2
sin(∆ω t− ψref)
lowpass−−−−→ 1
2
sin(∆ω t− ψref). (4.7)
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The imaginary channel signal Vimag is obtained by mixing V with the reference signal with no
phase-shift (cos(|ωosc|t+ ψref)) and then by lowpass filtering by the AD621’s, namely,
Vimag ∝ cos[(|ωosc|+ ∆ω)t] cos(|ωosc|t+ ψref)
=
1
2
cos[(2|ωosc|+ ∆ω)t+ ψref ] + 1
2
cos(∆ω t− ψref)
lowpass−−−−→ 1
2
cos(∆ω t− ψref). (4.8)
Vreal and Vimag are then digitized and combined by the DAQ as
VDAQ = Vreal + iVimag
∝ sin(∆ω t− ψref) + i cos(∆ω t− ψref)
∝ e−iψrefe−i∆ω t, (4.9)
which, after FFT, would give a spectrum with a peak at −∆ω < 0 (recall we defined ∆ω > 0).
Since the negative sign gives a wrong impression that the magnetization is precessing slower than
|ωosc|, the author reversed the frequency series such that the peak would appear at ∆ω > 0.
4.7 Phase cycling
Phase cycling is the rotation of the phases of RF pulses and acquisition in order to remove unwanted
signals such as those coming from the imbalance between the real and imaginary channels of the
spectrometer, coherent noise, and DC offset. Before listing the common phase cycling schemes used
by the author, the author would like to give a clear explanation about the acquisition phase. From
the data processing point of view, an acquisition phase of x, where x = 0, 1, 2, or 3, means that
the acquired (complex) signal is multiplied by a factor of exp(−ixpi/2) before it is stored in the
computer. In other words, the acquired signal is rotated (in the complex plane) in the clockwise
sense by xpi/2 before it is stored in the computer. On the other hand, one could view the acquisition
phase as the axis (in the rotating frame) along which the magnetization is observed.
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Shown below are the common phase cycling schemes used by the author.
Table 4.3: Phase cycling schemes for free induction decay (FID).
4-step FID 2-step FID
90◦ pulse Acq 90◦ pulse Acq
0 1 0 1
1 2 2 3
2 3
3 0
Table 4.4: Phase cycling schemes for spin echo (SE).
16-step SE 4-step SE
90◦ pulse 180◦ pulse Acq 90◦ pulse 180◦ pulse Acq
0 1, 2, 3, 0 1, 3, 1, 3 0 1 1
1 1, 2, 3, 0 0, 2, 0, 2 1 3 0
2 1, 2, 3, 0 3, 1, 3, 1 2 1 3
3 1, 2, 3, 0 2, 0, 2, 0 3 3 2
Table 4.5: Phase cycling schemes for inversion recovery.
inversion
180◦ pulse
0
1
2
3
⊗ 4-step or 16-step spin echo (SE)
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Table 4.6: Phase cycling schemes for “S-shape” pulse sequence producing +sine modulation.
+ sin modulation
90◦ pulse 90◦ pulse
0 1
1 2
2 3
3 0
⊗ 4-step or 16-step spin echo (SE)
Table 4.7: Phase cycling schemes for “S-shape” pulse sequence producing −sine modulation.
− sin modulation
90◦ pulse 90◦ pulse
0 3
1 0
2 1
3 2
⊗ 4-step or 16-step spin echo (SE)
4.8 What is phase correction?
We know that the Fourier transform (FT) of an exponentially decaying time domain signal (e−t/τ
for t ≥ 0, 0 for t < 0),
∫ ∞
−∞
dtΘ(t)e−t/τe−iωt =
τ
1 + (ωτ)2
+ i
−ωτ2
1 + (ωτ)2
, (4.10)
is a Lorentzian with an absorption line shape entirely in the real part and a dispersion line shape
entirely in the imaginary part. However, in reality, the phase of the signal relative to the receiver’s
reference frequency (ψref in Eq. (4.9)) needs not be zero. The Fourier transform of such a phase-
shifted signal is given by
∫ ∞
−∞
dtΘ(t)e−t/τeiψrefe−iωt = eiψref
(
τ
1 + (ωτ)2
+ i
−ωτ2
1 + (ωτ)2
)
. (4.11)
Note that the real part (the imaginary part as well) of the frequency domain signal now contains
a mixture of the absorption and dispersion line shape. The process of unravelling of this mixture
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is called phase correction. Since ψref is independent of frequency, the frequency domain signal can
be phase-corrected by the multiplication of a factor of eiφ0 , where φ0 = −ψref . φ0 is called the
zeroth-order phase correction parameter.
In an FID, one must start the data acquisition at a delay td after the 90
◦-pulse due to the
receiver dead time. The shift theorem of Fourier transform tells us that if the FT of f(t) is F (ω),
then the FT of f(t+td) is e
iωtdF (ω). Notice the phase of the factor eiωtd is linear in frequency. The
frequency domain signal can be phase-corrected by the multiplication of a factor of eiφ1ω, where
φ1 = −td. φ1 is called the first-order phase correction parameter. In summary, phase correction
boils down to multiplying the frequency domain signal by ei(φ0+φ1ω) with suitably chosen φ0 and
φ1.
In practice, one uses ei(φ0+φ1(ω−ωpivot)), where ωpivot is the phase pivot, as the phase correction
factor. One fixes the phase pivot at one of the peaks so that the pivot could be phase-corrected only
with the zeroth-order phase correction parameter, and then the rest of the peaks are phase-corrected
with the first-order phase correction parameter.
37
Chapter 5
13C NMR in κ-Br and κ-Cl
5.1 Samples
(a) κ-Br sample (JDBS-I-81): mass ≈ 2.5 mg, di-
mensions ≈ 1.25× 1.25× 1.00 mm.
(b) κ-Cl sample (JAS6010#2): mass ≈ 14.1 mg,
dimensions ≈ 2.25× 2.25× 2.00 mm.
Figure 5.1: Samples used in this thesis. Both samples look like a tiny and shiny piece of brick
under an optical microscope. They are very brittle and require a lot of care to handle1. They were
transferred to and from the sample mount using the sharpened wooden end of a Q-tip dipped with
a minimal amount of vacuum grease.
The data in this thesis were obtained with single crystal samples of κ-Br (Fig. 5.1a) and κ-
Cl (Fig. 5.1b) kindly provided by Dr. John Schlueter from the Argonne National Laboratory.
They were grown according to the electro-crystallization procedures described in Ref. [40]. Note
that to obtain single crystals large and thick enough for NMR experiments, very low current
1The κ-Br sample was broken into many tiny unmanageable pieces when the author was installing a pair of Helmholtz
coils to remove the skin depth issue described in Section 5.3.
38
(∼ 0.1 µA/cm2) and very long crystallization time (a few months) were needed.
5.2 NMR Spectra
For both the κ-Br and κ-Cl samples, the 2 central carbon atoms in the ET molecule are located
in the region of the highest conduction electron density[41], and are labeled with the NMR-active
(spin-12)
13C isotopes (Fig. 1.1a). This isotopic substitution has negligible effects on the normal
and superconducting state properties of both materials[42].
For an arbitrary static field orientation, both κ-Br and κ-Cl give 16 13C resonance lines (Fig.
5.2a) arising from (1) the dimerization of the ET molecules leading to 2 inequivalent central carbon
sites (Fig. 1.1b), (2) 4 inequivalent orientations of the (ET)2 dimers within each unit cell, and (3)
nuclear dipolar splitting between the 2 central carbon nuclei in the same ET molecule leading to
a Pake doublet[43]. When H0 is parallel to the crystalline a-axis, the 4 inequivalent (ET)2 dimer
orientations become indistinguishable and coincidentally, the nuclear dipolar coupling between the 2
central carbon nuclei vanishes2. The 13C spectrum then collapses into 2 nearly identical absorption
lines, termed inner and outer (Fig. 5.2b).
For all of the data reported in this thesis, both the κ-Br and κ-Cl samples were aligned such
that the crystalline a-axis is parallel to the static field H0 (Fig. 5.3). To align the crystalline b-axis
with the long axis of the sapphire rod, the author carefully and gently3 poked the sample crystal
with the sharpened wooden stick end of a Q-tip, so that a flat surface of the sample crystal would
align against the end of the sapphire sample holder. The author then aligned the crystalline a-axis
with H0 using the goniometer. One would observe only 2 NMR absorption lines when H0 and
the crystalline a-axis are parallel to within 0.500◦. But with the 1 : 4 gear ratio (Section 3.3) and
1◦ marks on the protractor at the top of the probe (Fig. 3.6), the author managed to bring the
alignment to within ±0.125◦, which in turn brings the absorption peak heights up by more than
20% and significantly cuts the signal averaging time down. Care has been taken so that the crystal
was realigned every time the probe was taken out of the Janis cryostat.
2When H0 ‖ a-axis, the central C=C double bond of all ET molecules and H0 make an angle θ of 53.2◦, which is
sufficiently close to the magic angle θm = 54.74
◦ so that the dipolar coupling between the 2 central carbon atoms
∝ 1− 3 cos2 θ ≈ 0.
3The author has never broken any sample during an alignment. However, the author found it really nerve-racking to
see tiny specks of the sample falling off every time the sample was poked.
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13C in Κ-Br at 300 K, arbitrary static field orientation
(a) H0 at arbitrary orientation with respect to the
single crystal sample. Not all 16 lines are observable
because of overlapping.
outerinner
-200 0 200 400 600 800
Frequency HppmL
13C in Κ-Br at 300 K, static field  a-axis
(b) H0 ‖ crystalline a-axis, only 2 absorption lines
are observed.
Figure 5.2: 13C spectra of the κ-Br sample at 300 K and 4 T but with different static field
orientations with respect to the single crystal sample.
5.3 Skin depth
Recalling skin depth δ is given by
δ =
√
1
pifσµ
, (5.1)
where f is the frequency of the RF field, σ the conductivity, and µ the magnetic permeability.
When the RF field H1 is parallel to the crystalline b-axis, the screening current lies entirely in the
ac-plane and δb ∝
√
1/σac. On the other hand, when H1 lies in the ac-plane, the screening current
has to cross the insulating anion planes and δac ∝
√
1/σb. Since σac/σb ≈ 1000[15], δac/δb ≈ 31.6.
Therefore, ideally, H1 should lie in the ac-plane so that H1 is more uniform across the whole
sample.
To simplify the NMR spectra, one needs to have the crystalline a-axis parallel to the static field
H0. The RF field H1 must be perpendicular to the static field and could lie along the crystalline
b- or c-axis. One could cut a step in the sapphire holder and have the ac-plane of the sample rest
against the rectangular surface of the step. However, without an extra goniometer that rotates
the sample about the crystalline b-axis, there would be no easy way to align the crystalline a-axis
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Figure 5.3: Sample orientation with respect to static field H0 and RF field H1. Both the κ-Br and
κ-Cl samples were aligned such that (1) the static field H0 is parallel to the crystalline a-axis, and
(2) the RF field H1 is parallel to the crystalline b-axis.
with H0. Even if there were such a goniometer, one would need to give up a lot of filling factor
4
and thus signal-to-noise ratio (SNR)[23]. Hence, the author chose to have the RF field H1 aligned
along the crystalline b-axis, as shown in Fig. 5.3.
A conservative estimate of δb for κ-Br using f = 100 MHz (at 9.4 T), σac = 20 (Ω-cm)
−1 (at
300 K)[15], µ = µ0 = 4pi×10−7 N/A2 gives us δb(Br) ≈ 1.1 mm, which is comparable to the sample
dimensions (Fig. 5.1a). For the κ-Cl sample, using σac = 2 (Ω-cm)
−1 (at 300 K)[16], we obtain
δb(Cl) ≈ 3.6 mm, which exceeds the sample dimensions by about 60% (Fig. 5.1b). Therefore,
care has been taken to monitor the homogeneity of the RF field H1. Nutation curves (a plot of
absorption peak height against pulse length, Fig. 5.4) were plotted and the ratio of the peak height
of a 450◦-pulse to that of a 90◦-pulse reflects the RF field homogeneity. This ratio is always less
than 1 and the closer the value is to 1, the more homogeneous the RF field is.
5.4 Summary of NMR quantities
All post-processing of NMR data were performed using the NMR data processing library written
by the author in Mathematica. This library is based on and expanded upon an NMR Mathematica
package developed by Dr. Tom Pratum (pratum@chem.wwu.edu) from the Department of Chem-
istry of the Western Washington University. The FT window functions, as well as linear prediction
4Filling factor = ratio of sample volume to coil volume.
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Figure 5.4: Nutation curve for κ-Cl at 150 K and 9.4 T. Blue open circles are data points, black
dashed line is a guide to the eye, and the upper/lower red dot-dashed lines show the peak heights
of the 90◦/450◦-pulses.
algorithms, were taken from Ref. [44]. The automatic baseline correction algorithms were taken
from Ref. [45] and [46]. Refer to Ref. [31] for the manual of the library.
5.4.1 Spin-lattice relaxation rate per temperature (1/(T1T ))
At temperature above 50 K, both κ-Br and κ-Cl exhibit nearly identical physical properties. For
example, one could see from Fig. 5.5a and 5.5b that the spin-lattice relaxation rate per temperature
1/(T1T ) of both materials increases gradually as temperature is cooled from room temperature due
to growing antiferromagnetic fluctuations[29]. Fig. 5.5c combines the 1/(T1T ) vs T plot for the
outer site of both materials and it is clear that they share almost the same value of 1/(T1T ) for
temperature above 50 K. These have all been previously reported[9, 47].
For κ-Br, 1/(T1T ) plummets when temperature is cooled below 50 K due to the opening of
a spin gap[29]. This rate drops even further when temperature goes below TC = 11.6 K when
the superconducting gap opens. For κ-Cl, 1/(T1T ) shows a very sharp increase as temperature
approaches TN = 27 K from above because of the antiferromagnetic transition[20].
Fig. 5.6 shows the inversion recovery data for κ-Br and κ-Cl at 50 K and 9.4 T. In each plot,
the red open circles, blue open squares, and black open triangles represent the data for the inner
peak, outer peak, and the trough between the inner and outer peaks, respectively. The dashed
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Figure 5.5: 1/T1T vs T plot for κ-Br and κ-Cl at 9.4 T.
lines are single exponential fits to the data according to Eq. (2.28), and the solid lines are double
exponential fits according to:
M(τinv) = M0
[
1− 2αinβine−τinv/T1,in − 2αout(1− βin)e−τinv/T1,out
]
, (5.2)
where M0 (equilibrium magnetization), and βin (fractional contributions from the inner site) are
the only fitting parameters. αin and αout (inversion fractions of the inner and outer sites), and T1,in
and T1,out (spin-lattice relaxation times of the inner and outer sites) were obtained from the single
exponential fits to the inner and outer peaks. The point here is that the inversion recovery of the
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(a) Inversion recovery of κ-Br.
100 101 102 103
-1.0
-0.5
0.0
0.5
1.0
Τinv HmsL
N
o
rm
a
liz
e
d
h
e
ig
h
t
13C in Κ-Cl, Inversion Recovery at 50. K
150 200 250 300 350 400
inner, data
inner, single exp fit
outer, data
outer, single exp fit
trough, data
trough, single exp fit
trough, double exp fit
(b) Inversion recovery of κ-Cl.
Figure 5.6: Inversion recovery of κ-Br and κ-Cl at 50 K and 9.4 T. Note that the horizontal axis
is in log scale. The inversion recovery of the trough sitting in between the inner and outer peaks
is better fitted with a double exponential than a single exponential. Figure prepared with help of
LevelScheme[48].
trough, sitting between the inner peak and the outer peak, is better fitted by a double exponential
decay than a single exponential decay. This means that the spins in the inner site and those in the
outer site are independent of one another. They do not interact with one another via, for instance,
spin diffusion[49].
5.4.2 Linewidth (FWHMFT of SE)
The linewidth here is the FWHM (Full Width at Half Maximum) of the Fourier Transform (FT) of
the spin echo (SE). Table 5.1 shows this linewidth (FWHMFT of SE) of both κ-Br and κ-Cl measured
at 300 K and 9.4 T. Recalling from Section 3.2 that the 9.4 T magnet has a field homogeneity
of about 9 ppm, we know that much of the FWHMFT of SE is from H0 inhomogeneity. Other line
broadening mechanisms include inhomogeneous ones like distributions of Knight shifts and chemical
shifts among the spins, and homogeneous ones like dipolar broadening (Section 5.4.3).
From Fig. 5.7, we could see that both compounds (except the inner site of κ-Cl) share a sharp
linewidth broadening transition at about 170 K. For κ-Br, there is also a sharp increase in the
NMR linewidth when T goes below TC . For κ-Cl, the NMR linewidth shows a very sharp increase
as temperature approaches TN = 27 K from above because of the antiferromagnetic transition.
These have all been previously reported[9, 47].
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Figure 5.7: FWHMFT of SE vs T plot for κ-Br and κ-Cl at 9.4 T.
Table 5.1: FWHMFT of SE of
13C in κ-Br and κ-Cl measured at 300 K and 9.4 T.
κ-Br, inner κ-Br, outer κ-Cl, inner κ-Cl, outer
FWHMFT of SE (ppm) 10.35± 0.09 13.76± 0.19 9.14± 0.03 9.67± 0.05
FWHMFT of SE (Hz)
5 1037.8± 9.0 1379.7± 19.1 916.5± 3.0 969.6± 5.0
5.4.3 Transverse relaxation rate (1/T2)
Both κ-Br and κ-Cl show a sharp peak in the Gaussian component (1/T2G) of the transverse
relaxation rate at about 150 K, as shown in Fig. 5.8. Both materials also show a sharp peak
in the exponential component (1/T2E) of the transverse relaxation rate, but at a slightly higher
temperature, about 160 K, as shown in Fig. 5.9. And for temperature between about 160 K and
175 K, 1/T2G of both materials vanishes and the transverse relaxation rate is purely exponential.
Homogeneous linewidth Since the homogeneous linewidth (FWHM1/T2G) and the Gaussian
component (1/T2G) of the transverse relaxation rate are related by:
1
T2G
=
√
σ2ω =
2pi
2
√
2 ln 2
FWHM1/T2G , (5.3)
where σ2ω is the variance of the Gaussian, one could estimate the dipolar contribution to the
5FWHMFT of SE(Hz) = FWHMFT of SE(ppm)× fTMS(MHz), where fTMS = 100.269268 MHz at 9.4 T.
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Figure 5.8: 1/T2G vs T plot for κ-Br and κ-Cl at 9.4 T.
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Figure 5.9: 1/T2E vs T plot for κ-Br and κ-Cl at 9.4 T.
46
linewidth from the 1/T2G data. The result for
13C in both materials at 300 K and 9.4 T is
summarized in Table 5.2. We could see that about 1⁄3 of the observed linewidth (FWHMFT of SE) is
from homogeneous broadening, while the rest is from inhomogeneous broadening.
Table 5.2: FWHM1/T2G of
13C in κ-Br and κ-Cl measured at 300 K and 9.4 T.
κ-Br, inner κ-Br, outer κ-Cl, inner κ-Cl, outer
T2G (µs) 1065.2± 10.1 1050.5± 12.4 1060.5± 6.6 970.8± 8.6
FWHM1/T2G (Hz) 351.8± 3.3 356.8± 4.2 353.4± 2.2 386.1± 3.4
FWHMFT of SE (Hz) 1037.8± 9.0 1379.7± 19.1 916.5± 3.0 969.6± 5.0
Rigid-lattice linewidth The rigid-lattice linewidth (FWHMRL) can be calculated using the
second-moment formulas[50, 22] given by Eqs. (2.13) and (2.14). They are reproduced here for
clarity.
〈∆ω2〉homonuclear =
(µ0
4pi
)2 3
4
γ4~2I(I + 1)
∑
k
(1− 3 cos2 θjk)2
r6jk
(2.13 revisited)
〈∆ω2〉heteronuclear =
(µ0
4pi
)2 1
3
γ2Iγ
2
S~2S(S + 1)
∑
k
(1− 3 cos2 θjk)2
r6jk
(2.14 revisited)
They give the second moment due to homonuclear (13C-13C) and heteronuclear (13C-X) dipolar
couplings, respectively. The second moment (〈∆ω2〉) is then converted to the rigid-lattice linewidth
(FWHMRL) using:
FWHMRL =
2
√
2 ln 2
2pi
√
〈∆ω2〉. (5.4)
Finally, the total calculated rigid-lattice linewidth is given by[51]:
FWHM2RL, total = FWHM
2
RL, homonuclear + FWHM
2
RL,heteronuclear. (5.5)
Fig. 5.10a shows FWHMRL, homonuclear of
13C in κ-Br as a function of the radius of summa-
tion. Fig. 5.10b shows FWHMRL,heteronuclear of
13C in κ-Br with the other spin species X being
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Figure 5.10: Calculated FWHMRL for
13C in κ-Br.
1H atoms in the ET molecules. Fig. 5.10c shows FWHMRL, total. The result of this calculation
and the comparison with experimental data are summarized in Table 5.3. FWHM1/T2G is much
smaller than FWHMRL, total because the
1H atoms in the ET molecules are not in a rigid-lattice at
room-temperature. The ethylene end groups rotate rapidly between the eclipsed and staggered con-
figurations (Fig. 5.11)[52, 27, 53, 20]. Therefore, FWHMRL, heteronuclear is significantly motionally
narrowed [22].
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Table 5.3: Summary of rigid-lattice linewidth (FWHMRL) calculation for
13C in κ-Br.
κ-Br, inner κ-Br, outer
FWHMRL, homonuclear (Hz) 282.31 312.91
FWHMRL, heteronuclear (Hz) 709.64 715.15
FWHMRL, total (Hz) 763.73 780.61
FWHM1/T2G at 300 K (Hz) 351.8± 3.3 356.8± 4.2
Eclipsed Staggered
Figure 5.11: Eclipsed and staggered configurations of the ethylene end groups on a ET molecule.
5.4.4 Summary
For temperature above 50 K, both κ-Br and κ-Cl have essentially the same behavior as far as NMR
is concerned.
1. The spin-lattice relaxation rate per temperature 1/(T1T ) increases as temperature drops.
2. The measured linewidth FWHMFT of SE increases sharply at 170 K.
3. Both the exponential component (1/T2E) and Gaussian component (1/T2G) of the transverse
relaxation rate show peaks near 160 K at 9.4 T.
5.5 Motivation
Desoto et al.[30] offered a tentative explanation for the peak in 1/T2E . They proposed that spins
hop between locations with precession frequencies ±∆ω with a correlation time τ , in which case
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1/T2E is given by:
1
T2E
=
∆ω2 τ
1 + (∆ω τ)2
. (5.6)
At low temperatures, ∆ω τ  1 and so 1/T2E → 1/τ → 0. At high temperatures, ∆ω τ  1 and so
1/T2E → ∆ω2 τ → 0. The cause of the hopping was postulated to be a spin density wave (SDW)
transition at about 150 K.
While spin density waves (SDW) are common in 1D Bechgaard salts[54, 55, 56, 57] and in
nearly all iron-based superconductors[58, 59], one generally observes a sharp change in the spin-
lattice relaxation rate 1/T1 at the SDW transition temperature TSDW[60, 61]. As shown in Fig.
5.5, in both κ-Br and κ-Cl, 1/(T1T ) shows no sharp changes above 50 K. There was only a gradual
increase due to growing antiferromagnetic fluctuations[29].
It is conceivable that a density wave has already formed above room temperature and the cor-
relation time for its hopping motion is exponentially increasing as T → 0. It is also well established
that the rotation of the ethylene end groups between the eclipsed and staggered configurations
(Fig. 5.11) has a correlation time that varies as τ ∼ eT0/T , with T0 ≈ 2200 K[27, 53, 20]. In addi-
tion, there has been extensive work on the resulting “glass” transition in the κ-Br that manifests
itself as a cooling rate dependent change in the resistivity below 80 K[33]. There are clearly many
possible kinetic processes that might be responsible for the exponential component (1/T2E) of the
transverse relaxation rate and the large increase in linewidth. To further explore these effects, the
author turned to the “S-shape” pulse sequence[62] which can give information complementary to
T1 and T2 measurements.
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Chapter 6
“S-shape” pulse sequence
measurements in κ-Br and κ-Cl
6.1 Introduction
90°X
t
90°Y
Tp Tev ≫ Tp
spin 
labeling inspectionevolution
180°Y
τ
Acq90°X
τ
 !
!
!
Figure 6.1: The “S-shape” pulse sequence.
The “S-shape” pulse sequence (Fig. 6.1) was introduced by Becerra et al. here in the University
of Illinois at Urbana-Champaign in 1993. They applied it to the study of diffusion of CO molecules
adsorbed on the surface of nano-sized Pt particles used for catalysis[62]. This pulse sequence
consists of 2 preparation pulses followed by 2 inspection pulses. The sequence was termed “S-
shape” because the 2 preparation pulses invert half of the NMR absorption line. During the
evolution period, the CO molecules diffuse and mix the labeled spins, changing the magnetization
at different frequencies. The analysis of these changes reveals the underlying diffusion parameters.
Indeed, it is Prof. Charles Slichter who suggested the author to look at the samples with this pulse
sequence. The interaction of (13C) spins fixed in a lattice with a fluctuating magnetic field can be
pictured as the interaction of spins moving in a time-independent magnetic field (Fig. 6.2).
The “S-shape” pulse sequence is very similar to the stimulated echo (STE) introduced by Hahn
in his original spin echo paper[25], the nuclear Overhauser effect spectroscopy (NOESY) introduced
by Macura and Ernst[63], and the two-dimensional exchange spectroscopy (2D EXSY) introduced
by Jeener et al.[64]. The only difference between the “S-shape” pulse sequence and the other 3
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time-independent magnetic field
spins moving around
time-dependent magnetic field
spins fixed in space
Figure 6.2: Fixed spins with fluctuating field vs moving spins with time-independent field.
sequences is the inspection pulse(s). The latter 3 sequences use a free induction decay (FID) for
inspection, whereas the “S-shape” pulse sequence uses a spin echo (SE).
Hahn studied the diffusion of water by looking at the decay of the 1H STE signal (time-domain)
as a function of Tp and Tev. For κ-Br and κ-Cl, with the crystalline a-axis aligned parallel to H0,
there are 2 NMR absorption lines with different T1’s and one has to look at the frequency-domain
signal. But as mentioned in Section 2.4.1, the phase-corrected spectra obtained with an FID have
a rolling baseline that blends into the 2 13C absorption lines at temperature below 150 K. As a
result, a spin echo (SE) must be used for inspection.
NOESY is very famous among biochemists for its applications in the structure determina-
tion of biological macromolecules[65]. 2D EXSY has applications in the study of the kinetics of
chemical exchange[66]. However, both methods are full 2-dimensional experiments which require
prohibitively long times for data collection with our limited SNR.
6.2 How the “S-shape” pulse sequence works
The “S-shape” pulse sequence (Fig. 6.3) consists of 2 preparation pulses followed by 2 inspection
pulses. The 2 inspection pulses form a regular spin echo (SE).
+sine modulation: 90◦X − Tp − 90◦Y − Tev − inspection, (add) (“S-shape”, +sin)
−sine modulation: 90◦X − Tp − 90◦Y − Tev − inspection, (subtract) (“S-shape”, −sin)
inspection: 90◦X − τ − 180◦Y − τ −Acq. (SE)
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Figure 6.3: How the “S-shape” pulse sequence works.
In the rotating frame, after the first preparation (90◦X) pulse, the spins point in the y
′-direction
(Fig. 6.3 2○). During the preparation time Tp, chosen to be less than T2 to avoid loss of signal due
to transverse relaxation, and of the same order as the inverse linewidth (Tp ∼ 1/∆ω ∼ 0.1 ms),
the spins fan out in the x′y′-plane due to a spread in the precession frequencies (inhomogeneous
broadening), as shown in Fig. 6.3 3○. The second preparation (90◦Y or 90
◦
Y
) pulse, phase-shifted
from the first by ±90◦, is then applied and the “pie” of spins now lies on the y′z′-plane (Fig. 6.3 4○).
The author phase-cycled the “S-shape” pulse sequence according to the schemes described in Tables
4.6 and 4.7 such that only the z-component of the spins remains after the second preparation pulse
(Fig. 6.3 4′○). This preparation procedure labels the spins according to their precession frequencies.
Finally, one lets the spins “move” for an evolution time Tev  Tp and then inspects changes to the
modulated spectrum using a regular spin echo (SE).
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Figure 6.4: Modulated spectra obtained using the “S-shape” pulse sequence with different values
of Tp. The number of oscillations in the spectrum increases as longer values of Tp are used.
If one inspects the system right after the 2 preparation pulses (by setting Tev = 0), the resonance
lines1 are ±sine-modulated, as shown in Fig. 6.4. The number of oscillations in the modulated
spectrum is controlled by the length of the preparation time Tp. There are more oscillations when
longer values of Tp are used (Fig. 6.4).
For an “S-shape” experiment with Tev fixed at 0 while Tp was varied, it typically took about 8
hours for both κ-Br (10 values of Tp) and κ-Cl (15 values of Tp). For another “S-shape” experiment
with Tp fixed while Tev was varied (between 200 ns
2 and 5T1 ∼ 103 ms), it typically took about 10
hours for both κ-Br (16 values of Tev) and κ-Cl (32 values of Tev).
6.3 Mathematical treatment
The mathematical formulation described in this section was jointly developed by Dr. Joseph
Gezo[26] and the author. Relevant parts are summarized here.
1The spectrum is obtained by Fourier transforming the second half of the SE.
2The shortest duration of an event in SpinCore is 9 clock cycles, which is about 200 ns.
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6.3.1 Assumptions
We assume the linewidth of the NMR spectrum is inhomogeneously broadened so that we can
express the equilibrium spectrum Meq(ω) as:
Meq(ω) = M0 p0(ω), (6.1)
where M0 is a constant (independent of ω) and p0(ω) = e
−ω2/(2σ2)/
√
2piσ2 the time-independent
equilibrium distribution of spin precession (angular) frequencies. Since the local static field is di-
rectly proportional to the precession frequency (ω = γH0), p0(ω) is also the equilibrium distribution
of local static fields. This assumption is satisfied for the 13C spins in both κ-Br and κ-Cl (Section
5.4.3, Table 5.2). We also assume the spin-lattice relaxation time T1 is independent of ω for each
resonance line. Different lines can have different T1’s but within each line, T1 must be constant.
This assumption is also satisfied for the 13C spins in both materials (Section 5.4.1, Fig. 5.6).
6.3.2 Infinite T1 case
When T1 → ∞, there is no spin-lattice relaxation. The spectrum obtained with the “S-shape”
pulse sequence can be written as:
Mz,± sin(ω, Tp, Tev) = M0
∫ ∞
−∞
dω0 [± sin(ω0Tp)]P (ω, t = Tev|ω0, t0 = 0)p0(ω0), (6.2)
where [± sin(ω0Tp)] describes the initial (Tev = 0) modulation of the spectrum, P (ω, t = Tev|ω0, t0 =
0) is the conditional probability for a spin to precess at frequency ω at time t given it was precessing
at frequency ω0 at an earlier time t0 = 0, and p0(ω0) the (time-independent) spin precession
frequency distribution. The integral simply adds up all the ways a spin starting off precessing at
frequency ω0 at time t0 could end up precessing at frequency ω at a later time t. Since T1 → ∞,
the polarization of each spin is fixed at its initial modulated value [± sin(ω0Tp)].
Now using Bayes’ theorem3 and Eq. (6.1), Eq. (6.2) could be rewritten as:
Mz,± sin(ω, Tp, Tev) = ∓Meq(ω)φim(ω, Tp, Tev), (6.3)
3Bayes’ theorem says: P (A|B)p(B) = P (B|A)p(A).
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where
φ(ω, Tp, Tev) ≡
∫ ∞
−∞
dω0 e
−iω0TpP (ω0, 0|ω, Tev) (6.4)
is called the conditional characteristic function and contains all the information of the underlying
stochastic process we would like to characterize[26]. The subscript “im” means imaginary part.
6.3.3 Finite T1 case
When T1 is finite and constant across each resonance line, with motion turned off for the moment,
each part of the resonance line relaxes independently to equilibrium according to:
Mz(ω, t)
Meq(ω)
=
Mz(ω, t = 0)
Meq(ω)
e−t/T1 + (1− e−t/T1). (6.5)
Turning the motion back on, the spectrum obtained with the “S-shape” pulse sequence is given by
Eq. (6.2) with [± sin(ω0Tp)] replaced by [± sin(ω0Tp)]e−Tev/T1 + (1− e−Tev/T1):
Mz,± sin(ω, Tp, Tev)
= M0
∫ ∞
−∞
dω0
{
[± sin(ω0Tp)]e−Tev/T1 + (1− e−Tev/T1)
}
P (ω, Tev|ω0, 0) p0(ω0) (6.6)
= Meq(ω)
{
∓e−Tev/T1φim(ω, Tp, Tev) + (1− e−Tev/T1)
}
. (6.7)
The second term Meq(ω)(1− e−Tev/T1) does not involve motion we are interested in and is removed
using the add-subtract feature in the “S-shape” pulse sequence (Section 6.2):
Mz,∆ sin(ω, Tp, Tev) ≡ 1
2
[Mz,+ sin(ω, Tp, Tev)−Mz,− sin(ω, Tp, Tev)]
= −Meq(ω)e−Tev/T1φim(ω, Tp, Tev). (6.8)
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For convenience, we define the normalized spectrum fz(ω, Tp, Tev) as:
fz(ω, Tp, Tev) ≡ Mz(ω, Tp, Tev)
Meq(ω)
. (6.9)
Hence, the normalized spectrum obtained by the “S-shape” pulse sequence with add-subtract fea-
ture is given by:
fz,∆ sin(ω, Tp, Tev) ≡ Mz,∆ sin(ω, Tp, Tev)
Meq(ω)
= −e−Tev/T1φim(ω, Tp, Tev) (6.10)
6.3.4 The complete conditional characteristic function
One could also obtain Mz,± cos(ω, Tp, Tev) by using the following pulse sequence:
+cosine modulation: 90◦X − Tp − 90◦X − Tev − spin echo, (add) (“S-shape”, +cos)
−cosine modulation: 90◦X − Tp − 90◦X − Tev − spin echo, (subtract) (“S-shape”, −cos)
in which the second preparation pulse is phase-shifted from the first by 180◦ for a +cosine-
modulation, or not phase-shifted at all for a −cosine-modulation. The real part of the conditional
characteristic function φre(ω, Tp, Tev) can be obtained from the normalized “S-shape” spectrum
with ±cosine-modulation:
fz,∆ cos(ω, Tp, Tev) ≡ Mz,∆ cos(ω, Tp, Tev)
Meq(ω)
= e−Tev/T1φre(ω, Tp, Tev). (6.11)
The real and imaginary parts can be combined to the give the complete conditional characteristic
function:
fz,∆ cos(ω, Tp, Tev)− ifz,∆ sin(ω, Tp, Tev) = e−Tev/T1φ(ω, Tp, Tev). (6.12)
If one repeats the “S-shape” experiment with ±sine- and ±cosine-modulations for a fixed value
of Tev but many different values of Tp, one could inverse Fourier transform φ(ω, Tp, Tev) to obtain
the conditional probability P (ω0, 0|ω, Tev) for that fixed value of Tev. One could then repeat the
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above step for many different values of Tev to completely map out the conditional probability and
thus characterize the stochastic process.
However, considering the time needed to perform an “S-shape” experiment for one combination
of (Tp, Tev) is about 20 mins for the κ-Cl sample (and even longer for the smaller κ-Br sample),
filling out the entire (Tp, Tev) 2D parameter space with only 100
2 points is already practically
impossible. As we will see in the next section (6.3.5), one does not need to completely fill the 2D
parameter space to tell one type of motion from another.
6.3.5 Simple models
No motion If there is no motion at all, then
P (ω, Tev|ω0, 0) = δ(ω − ω0), (6.13)
and the normalized “S-shape” spectrum is given by:
fz,∆ sin(ω, Tp, Tev) = e
−Tev/T1 sin(ωTp). (6.14)
Free diffusion in static field gradient If spins are freely self-diffusing in a static field gradient
G, then
P (ω, Tev|ω0, 0) = 1√
4piDωTev
exp
[
−(ω − ω0)
2
4DωTev
]
, (6.15)
where Dω = γ
2G2D and D is the (spatial) self-diffusion constant. When the diffusion is slow,
i.e. 2DωTev  σ2, the precession frequency distribution p0(ω) maintains its width at σ and the
normalized “S-shape” spectrum is given by:
fz,∆ sin(ω, Tp, Tev) = e
−Tev/T1 sin(ωTp)e−DωT
2
p Tev . (6.16)
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Diffusion in 1D quadratic potential If spins are self-diffusing in a quadratic potential aω2/2,
then
P (ω, t|ω0, 0) = 1√
2piσ2(1− x2) exp
[
− (ω − ω0x)
2
2σ2(1− x2)
]
, (6.17)
where the potential strength a is related to the width σ of the precession frequency distribution
p0(ω) by σ
2 = kBTeff/a and x ≡ e−DωTev/σ2 . One has to bear in mind that the author is trying to
describe the interaction between static spins and a fluctuating magnetic field. There is no potential
well and so a is just a model parameter. Teff is an effective temperature. In such a model, the
normalized “S-shape” spectrum is given by:
fz,∆ sin(ω, Tp, Tev) = e
−Tev/T1 sin(ωTpx)e−(1−x
2)σ2T 2p /2. (6.18)
Poisson hopping If the fluctuating field randomly hops to a new value with probability p0(ω)
(same as the equilibrium distribution of spin precession frequencies) and a Poisson rate parameter
λ, then
P (ω, t|ω0, 0) = δ(ω − ω0)e−λTev + (1− e−λTev)p0(ω). (6.19)
And the normalized “S-shape” spectrum is given by:
fz,∆ sin(ω, Tp, Tev) = e
−Tev/T1 sin(ωTp)e−λTev . (6.20)
Summary Table 6.1 summarizes the above models.
Table 6.1: Normalized “S-shape” spectrum for various simple models.
Type of motion fz,∆ sin(ω, Tp, Tev)
No motion e−Tev/T1 sin(ωTp)
Free diffusion in static field gradient e−Tev/T1 sin(ωTp)e−DωT
2
p Tev
Diffusion in 1D quadratic potential e−Tev/T1 sin(ωTpx)e−(1−x
2)σ2T 2p /2
Poisson hopping e−Tev/T1 sin(ωTp)e−λTev
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It is clear that if one fixes Tev = 0 and varies Tp, aside from the number of oscillations in the
modulation spectrum (determined by the sin(ωTp) term), the normalized “S-shape” spectrum
fz,∆ sin(ω, Tp, Tev) has vastly different dependence on Tp, depending upon the type of process.
For example, fz,∆ sin(ω, Tp, Tev) ∼ e−T 2p for the diffusive models, while fz,∆ sin(ω, Tp, Tev) is inde-
pendent of Tp for the Poisson hopping model. To obtain the model-dependent parameters like D
and λ, one performs the “S-shape” experiment with fixed values of Tp and varies Tev and fits the
decay of fz,∆ sin(ω, Tp, Tev) as a function of Tev to the specific models.
6.3.6 H1 inhomogeneity
As mentioned in Section 5.3, the RF field H1 is not perfectly homogeneous across the whole sample
due to a skin depth comparable to the sample size. This means the nutation frequency ω1 = γH1
(Section 2.3) itself has a distribution p(ω1).
From Section 2.3, for an isolated spin experiencing an RF field H1, after the application of
the 16- or 64-step “S-shape” pulse sequence (Table 4.6) with ±sine-modulation and Tev = 0, the
solution of the equation of motion of its magnetic moment in the rotating frame is given by:
µx′(t) = µx′(0) sin
3(ω1t90)
[
cos2(ω1t90)± sin2(ω1t90) sin(ωTp)
]
, and (6.21)
µy′(t) = 0, (6.22)
where ω1 = γH1 is the nutation frequency, and ω the precession frequency. µz′(t) is not shown
because it does not contribute to the detected signal. If there is no RF screening and all spins
experience the same H1 with γH1t90 = pi/2, then µx′(t) ∝ ± sin(ωTp) as expected. However, when
there is RF screening, the [± sin(ω0Tp)] term in Eq. (6.6) has to be replaced by:
[± sin(ω0Tp)] replaced by−−−−−−−→
∫
dω1 p(ω1) sin
3(ω1t90)
[
cos2(ω1t90)± sin2(ω1t90) sin(ω0Tp)
]
. (6.23)
If the field fluctuations are homogeneous across the sample, we can perform the integration over
ω1 (nutation frequency) and ω0 (precession frequency) separately and the spectrum obtained with
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the “S-shape” pulse sequence (Eq. (6.6)) becomes:
Mz,± sin(ω, Tp, Tev)
= M0
∫ ∞
−∞
dω0
{
[±IA sin(ω0Tp) + IB]e−Tev/T1 + (1− e−Tev/T1)
}
P (ω, Tev|ω0, 0) p0(ω0)
= Meq(ω)
{
e−Tev/T1 [∓IAφim(ω, Tp, Tev) + IB] + (1− e−Tev/T1)
}
, (6.24)
where
IA =
∫
dω1 p(ω1) sin
5(ω1t90), and (6.25)
IB =
∫
dω1 p(ω1) sin
3(ω1t90) cos
2(ω1t90). (6.26)
Therefore, the normalized “S-shape” spectrum is given by:
fz,∆ sin(ω, Tp, Tev) = −IAe−Tev/T1φim(ω, Tp, Tev) (6.27)
Note that while the nutation frequency distribution p(ω1) is difficult to calculate or measure, the
integrals IA and IB can be obtained by experiment as extra fitting parameters.
6.3.7 Fitting equation
All spectra obtained using the “S-shape” pulse sequence were fit to the following form:
Mz,∆ sin(ω, Tp, Tev) = {A(Tp, Tev) sin[(ω − ωoffset)Tp] +B}Meq(ω), (6.28)
where A(Tp, Tev), B, and ωoffset are fitting parameters. The equilibrium spectrum Meq(ω) is ob-
tained by setting Tev > 5T1. The envelope function A(Tp, Tev) accounts for the spin-lattice relax-
ation as well as any motion-induced changes in the modulated spectrum. B (like IB in Section
6.3.6) takes care of H1 inhomogeneity due to imperfect cancellation. ωoffset accounts for the finite
resolution of the frequency axis arising from finite digitization time.
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Figure 6.5: Snapshots for the evolution of Mz,+ sin(ω, Tp, Tev) and Mz,∆ sin(ω, Tp, Tev) as a function
of Tev, with preparation time Tp fixed at 400 µs, for
13C in κ-Cl at 60 K and 9.4 T.
6.4 Data
Fig. 6.5a and 6.5b show the snapshots of the evolution ofMz,+ sin(ω, Tp, Tev) andMz,∆ sin(ω, Tp, Tev),
respectively, as a function of Tev, with preparation time Tp = 400 µs, for
13C in κ-Cl at 60 K and
9.4 T. Without the add-subtract feature, the motion-induced time-evolution of the modulations
are overwhelmed by the T1 recovery tail when Tev is comparable to T1.
Fig. 6.6 shows the fit of Mz,∆ sin(ω, Tp, Tev) with Tp = 400 µs and Tev = 7.3 ms, to Eq. (6.28)
for the same material under the same conditions. Such a fit was repeated for all available values
of Tev (Fig. 6.7) to obtain the envelope function A(Tp, Tev) as a function of Tev, as shown in Fig.
6.8. There are 2 important observations to note here.
1. If there were no motion at all, the envelope function A(Tp, Tev) would simply decay expo-
nentially with a time constant equal to T1 (Section 6.3.5). However, Fig. 6.8 tells us that
A(Tp, Tev) (blue open squares) decays faster than 1/T1 (black dotted line) and thus the exis-
tence of “motion”.
2. The time-evolution of the envelope function A(Tp, Tev) is not described by a single exponential
decay (Fig. 6.8, black dashed line). It is better described by a sum of 2 exponential decays
(double exponential decay) (Fig. 6.8, blue solid line).
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Figure 6.6: Fit of “S-shape” spectrum Mz,∆ sin(ω, Tp, Tev) with Tp fixed at 400 µs and Tev at 7.3 ms,
to Eq. (6.28), for the outer 13C site in κ-Cl at 60 K and 9.4 T.
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Figure 6.7: Waterfall plot of “S-shape” spectra Mz,∆ sin(ω, Tp, Tev) with Tp fixed at 400 µs, for the
outer 13C site in κ-Cl at 60 K and 9.4 T. The blue closed circles show the decay of A(Tp, Tev) as
a function of Tev on a logarithmic scale. Figure prepared with help of LevelScheme[48].
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Motivated by the second observation mentioned above, the envelope function A(Tp, Tev) arising
from “motion” was then fit to the following form:
A(Tp, Tev) = A0e
−Tev/T1 [Cfaste−RfastTev + (1− Cfast)e−RslowTev] , (6.29)
where A0, Cfast, Rfast, and Rslow are fitting parameters. The term e
−Tev/T1 removes any time-
evolution due to spin-lattice relaxation.
In Fig. 6.9 we plot the fast and slow rates as a function of temperature for the outer site of
κ-Cl. The data for κ-Br are similar but with smaller SNR owing to the much smaller sample size.
For each line and in each compound, Rfast and Rslow both show a strong maximum near about
130 K, somewhat below the peak in 1/T2E (Fig. 6.10). Outside the temperature range of the peak,
Rfast and Rslow are comparable in value to 1/T2G (Fig. 6.9a) and 1/T1 (Fig. 6.9b), respectively.
Recall that these numbers differ by more than 2 orders of magnitude. In addition, 1/T1 shows no
anomaly or peak in this temperature range.
Recall that for the simple free (self-)diffusion model presented in Section 6.3.5,
A(Tp, Tev) = e
−Tev/T1e−DωT
2
p Tev . (6.30)
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Therefore, for this simple model, there is only 1 rate, given by:
Rdiff = DωT
2
p = γ
2G2DT 2p ∝ T 2p . (6.31)
Since the “distance” between a pair of adjacent peak and trough in the sine-modulation is given
by pi/Tp, the dependence of Rdiff on T
2
p reflects the time for a spin to diffuse an rms “distance” of
pi/Tp in frequency space to relax the sine-modulations.
Fig. 6.11a shows Rfast as a function of Tp, and Fig. 6.11b shows Rslow as a function of T
2
p .
These data are for the outer line of κ-Cl but the general features are the same for both lines
and both materials. For temperatures well above and well below the transition region (120 to
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Figure 6.11: Fast rate vs Tp and slow rate vs T
2
p plots for outer
13C site of κ-Cl at 9.4 T.
170 K), Rfast is nearly independent of Tp with a value very close to 1/T2G. Rfast represents
the relaxation of the sine-modulations on the shortest timescale possible, namely the
inverse homogeneous linewidth. But just at 120 K, Rfast varies as T
2
p . Due to the sharp
increase in the transverse relaxation rate in the transition region, the SNR plummets and the error
bars become very large. Outside the transition region, Rslow, which is comparable to 1/T1, increases
roughly as T 2p somewhat like a diffusion process. Inside the transition region, it appears to decrease
with Tp. But again, the SNR is poor in this region.
6.5 Discussion
To summarize our observations: all quantities except T1 show a peak or sharp change within
the linewidth broadening transition region and these peaks or changes occur at slightly different
temperatures. Focusing on the sharpest and clearest signal, namely the outer 13C line in κ-Cl, we
have the following observations.
1. The measured linewidth FWHMFT of SE of κ-Cl increases abruptly at 170 K at 9.4 T. For
κ-Br, the sharp increase occurs at a 150 K at 4 T.
2. Both the exponential 1/T2E and Gaussian 1/T2G components of the transverse relaxation
rate show peaks near 160 K at 9.4 T.
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3. Both fast and slow rates Rfast and Rslow show peaks near 130 K at 9.4 T.
The relaxation processes characterized by Rfast and Rslow represent the movement of spectral weight
within an inhomogeneously broadened absorption line. For self-diffusion through a field gradient,
the Zeeman energy of a spin changes as it diffuses but energy is conserved since translational
degrees of freedom take up the difference. One may also have spectral spin diffusion in which
energy conservation is maintained through the interaction with another group of spins[67].
Essentially the same results were obtained for κ-Br though with weaker SNR. Fig. 6.12a shows
the plot of the envelope function A(Tp, Tev) vs Tev for the inner
13C site in κ-Br at 100 K and 9.4 T.
A(Tp, Tev) has the same double exponential decay nature as that in κ-Cl. Fig. 6.12b shows the
Rslow vs T
2
p plot also for the inner
13C site in κ-Br at 9.4 T. Rslow shows the same T
2
p dependence
as κ-Cl.
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6.5.1 Freezing out of ethylene end group rotations
Linewidth transitions are common in organic crystals as rotational degrees of freedom freeze out
with decreasing temperature[68, 69]. For κ-Br and κ-Cl, the most obvious source for the linewidth
transition at about 170 K would be the rotational motion of the ethylene end groups on the ET
67
molecules, between the staggered and eclipsed conformations[52, 70] (Fig. 5.11). The very dramatic
change in resistivity and the ensuing glass-like behaviors that occur below Tg = 77 K as a function
of cooling rate are believed to be associated with these conformational changes[33, 71, 72].
Could the linewidth transition be coming from the the freezing out of the ethylene end group
rotations? The second moment calculation in Section 5.4.3 tells us that, at room temperature, the
1H “lattice” is not rigid due to the rotations of the ethylene end groups. Suppose these rotations
freeze out and thus the 1H “lattice” becomes rigid below the linewidth transition temperature.
According to the calculations in Section 5.4.3 (Table 5.3), the freeze-out could only bring the total
rigid-lattice linewidth up from 356.8 Hz to 780.61 Hz, an increase of about 400 Hz or 4 ppm. But
according to Fig. 5.7a and 5.7b, the line broadening transition increased the measured linewidth
of the outer site by about 50 ppm for κ-Br (outer site), and 20 ppm for κ-Cl (outer site). Hence,
the ethylene freeze-out contributes a very small part to the linewidth broadening transition.
6.5.2 Superlattice formation
Table 6.2 shows the distance between the inner/outer 13C and the 5 nearest 1H in κ-Br. One could
see that the 13C spins are not too far away from the nearest protons. It is conceivable that subtle
overall changes in the lattice structure could amplify the 13C-1H dipolar coupling and produce
a linewidth of 60 ppm. There is evidence for a weak “superlattice” developing in κ-Br below
200 K[73]. To our knowledge, this superlattice has not been reported in κ-Cl. For this reason, we
believe superlattice formation has nothing to do with the linewidth broadening transition.
Table 6.2: Distance between inner/outer 13C and the 5 nearest 1H in κ-Br.
Distance from the n-th nearest 1H (A˚)
n inner 13C outer 13C
1 4.887 4.500
2 5.078 4.615
3 5.104 5.222
4 5.146 5.445
5 5.268 5.466
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Figure 6.13: 2-process model fit to the envelope function A(Tp, Tev) for the outer
13C site of κ-Cl
at 300 K and 60 K, and at 9.4 T. The black dotted line shows the fit with σT fixed at its measure
value. The blue dashed line shows the fit with σT as an extra fitting parameter. Figure prepared
with help of LevelScheme[48].
6.5.3 Combining 2 processes
Dr. Joseph Gezo suggested combining 2 simple processes described earlier in Section 6.3.5 to
explain the double exponential nature of the decay of the envelope function A(Tp, Tev). Process
1 is the diffusion in a 1D quadratic potential aω2/2. This can explain the T 2p dependence of the
slow rate Rslow. Again, the potential strength a is related to the width of the precession frequency
distribution p1(ω) by σ
2
1 = kBTeff/a. a and Teff are model parameters and not actual physical
potential strength or temperature. Process 2 involves Poisson hopping in which the field randomly
hops to a new value with probability p2(ω) = e
−ω2/(2σ22)/
√
2piσ22. The complete and detailed
derivation can be found in Dr Joseph Gezo’s thesis[26]. The result is:
fz,∆ sin(ω, Tp, Tev) = e
−Tev/T1 sin
[
ωTp
(
σ21x+ σ
2
2
σ2T
)]
e−λTeve
−σ
2
1T
2
p
2
[
2−σ
2
1(1+x
2)
σ2
T
]
, (6.32)
where x ≡ e−DωTev/σ21 , and σ2T = σ21 + σ22 is the total width of the resultant precession frequency
distribution. It is related to the measured linewidth by
√
σ2T =
2pi
2
√
2 ln 2
FWHMFT of SE. There are 3
fitting parameters: σ1 (or σ2), λ, and Dω. Fig. 6.13a and 6.13b show fits to the envelope function
A(Tp, Tev) using the result of the 2-process model for the outer site of κ-Cl at 300 K (well above
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transition) and 60 K (well below transition), and 9.4 T. With σT fixed at its measured values, the
2-process model does not fit our data at all. However, if one includes σT as an additional fitting
parameter (a total of 4), the fit is much better. The author repeated this 4-parameter fit for 3
values of Tp for the outer site of κ-Cl at both 300 K and 60 K. The results are summarized in the
following table.
Table 6.3: Results of the 2-process model fit to the envelope function A(Tp, Tev) for the outer site
of κ-Cl at 60 K and 9.4 T.
T (K) Tp (µs) σ1 (kHz) σT (kHz) Dω (kHz
3) λ (Hz) Rslow (Hz)
600 2.80± 0.11 3.909± 0.021 3.05± 0.62 5.2± 5.3 5.9± 5.1
300 800 2.72± 0.13 3.928± 0.028 3.40± 0.94 7.0± 12.6 8.6± 12.2
1000 2.58± 0.07 3.842± 0.024 2.26± 0.32 11.6± 8.8 13.7± 8.3
600 2.31± 0.05 3.222± 0.011 1.63± 0.21 4.9± 2.1 5.2± 2.0
60 800 2.13± 0.05 3.000± 0.009 1.40± 0.20 7.2± 4.2 8.3± 4.1
1000 2.02± 0.07 2.870± 0.008 1.10± 0.18 9.1± 8.0 11.5± 7.8
The fitted values of σT differ significantly from the measure values of σT at 300 K (2.196 ±
0.013 kHz) and 60 K (14.27± 0.12 kHz). All fitting parameters are supposed to be independent of
Tp, which is obviously not true. The Poisson hopping rate λ is strongly dependent of Tp, and is close
to the slow rate Rslow. However, we included the Poisson process to explain the Tp independence
of the fast rate Rfast. Hence, this 2-process model does not explain the observations.
6.5.4 Frequency crossing
Our results point toward a frequency-crossing (ωcτc(T ) = 1) behavior in which a relaxation rate
peak occurs when a temperature dependent inverse correlation time 1/τc becomes equal to a char-
acteristic frequency ωc. This behavior could be modeled by the BPP (Bloembergen-Purcell-Pound)
relaxation equation[74]:
Rslow =
ω2c τc
1 + (ωcτc)2
. (6.33)
In fact, our earlier measurements for κ-Br at 4 T (Fig. 6.14a), albeit at a different crystal ori-
entation, showed the linewidth transition at 150 K, nearly 20 K lower than the data obtained at
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Figure 6.14: FWHMFT of SE vs T plot for
13C in κ-Br at 4 T and 9.4 T.
9.4 T (Fig. 6.14b). It seems clear that there is no thermodynamic transition within the 130 to
170 K temperature range, but rather a crossing of timescales. If these crossings are determined
by the temperature dependence of the correlation time of ethylene motion, then how would this
cause electronic broadening and diffusion-like behavior? Many studies have suggested that rapid
cooling results in an inhomogeneous distribution of conformations and dramatically changes the
superconducting fraction[37]. Therefore, conformational freeze-out, while not large enough to di-
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both plots.
rectly increase the measured linewidth, may modulate the electronic landscape and therefore cause
a time-dependent distribution of hyperfine couplings.
6.5.5 Hyperfine coupling
Our measurements suggest that hyperfine coupling to the conduction electrons as the source of
the large inhomogeneous broadening below 170 K. We could see from Fig. 5.5a and 6.15a that,
beginning at room temperature, 1/(T1T ) is a factor of 3 larger for the outer
13C site as compared to
the inner 13C site for both materials. We observe the same factor of 3 in the ratio of the measured
linewidth FWHMFT of SE below 170 K in both materials (Fig. 5.7a and 6.15b). For κ-Br, there is
a cusp at 50 K in both the 1/(T1T ) and FWHMFT of SE plots for both
13C sites which is widely
believed to derive from a change in the conduction electron spectrum[9, 75]. The near equality
of the inner and outer FWHMFT of SE’s for T > 170 K in both compounds implies that electronic
broadening is motionally narrowed away, leaving just the irreducible rigid-lattice linewidth from
homonuclear (13C-13C) dipolar coupling, and the inhomogeneous broadening from the static field
inhomogeneity.
Assuming the behavior reported in this thesis is due to hyperfine coupling, how does it come
about? DeSoto and Slichter suggested the slowing down, near 170 K, of an incommensurate spin
density wave (SDW)[30]. This is an appealing picture except for the lack of any signature in 1/T1
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Figure 6.16: Principal axes system of ET molecule and (ET)2 dimer.
for the onset of an SDW, at least up to room temperature.
6.5.6 Chemical/Knight shift anisotropy
Both the 13C chemical shift of the ET molecule and the Knight shift of κ-Br and κ-Cl are highly-
anisotropic. They depend strongly on the orientation of the static field with respect to the crystal
axes. For example, in the principal axes system of the ET molecule (Fig. 6.16), the 13C chemical
shift tensor of the ET molecule is diagonal and is given by[76]:
σET(ppm) =

66 0 0
0 178 0
0 0 26
 . (6.34)
In the same principal axes system for the ET dimer, the Knight shift tensor of the inner and outer
13C in κ-Br are given by[9]:
KS, inner(ppm) =

−57 0 0
0 −135 0
0 0 423
 , (6.35)
KS, outer(ppm) =

55 0 0
0 −33 0
0 0 728
 . (6.36)
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Figure 6.17: Contour plots of anisotropic 13C chemical and Knight shifts as a function of static
field orientation.
For an arbitrary static field orientation, the 13C chemical or Knight shift is given by:
shift (ppm) = Hˆ0 · (R ·K ·R−1) · Hˆ0, (6.37)
where Hˆ0 is the static field unit vector, and R a rotation matrix that rotates the shift tensor K
from the principal axes system (xyz) to the crystal axes system (abc) given by:
R =

−0.596 −0.551 −0.582
0.803 −0.419 −0.427
−0.006 −0.722 0.692
 . (6.38)
Fig. 6.17a shows the contour plot of 13C chemical shift of ET molecule as a function of static
field orientation. At the origin ((b, c) = (0, 0)), the static field points in the crystalline a-axis.
If there exists rotational vibration motion of the (ET)2 dimers that brings them away from their
equilibrium positions, one would observe a distribution in the 13C chemical shift due to this chemical
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shift anisotropy (CSA). From Fig. 6.17a, a deviation angle of about 14.5◦ can produce a 60 ppm
spread in chemical shifts. Fig. 6.17b shows the contour plot of outer 13C Knight shift of κ-Br as
a function of static field orientation. The angle of deviation estimated from this plot to produce a
60 ppm spread in Knight shifts is even smaller, only 2.5◦.
We could see that tiny rotations of (ET)2 dimers can lead to large linewidth due to Knight shift
anisotropy (KSA). It is possible that the T 2p dependence ofRslow corresponds to a diffusive rotational
motion of the dimers. If Rslow behaves according to the BPP relaxation model (Eq. (6.33)), the
sharp peak near 130 K (Fig. 6.9) would result from a temperature dependent correlation time for
this motion crossing a frequency characteristic of the rotation.
Therefore, it is conceivable that the linewidth broadening transition is coming from the freezing
out of the rotational vibration motion of the (ET)2 dimers about their equilibrium positions. Such
an inhomogeneous broadening is motionally narrowed away at room temperature.
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Chapter 7
Conclusions
While we have not determined the mechanism for the line broadening transition at 170 K, we
have eliminated some possible mechanisms. The freezing out of ethylene end group rotations can
only increase the 13C linewidth by 4 ppm, which is only a small fraction of the actual measured
increase in κ-Br (50 ppm) and κ-Cl (20 ppm). Superlattice formation is an unlikely mechanism
since a superlattice was reported only in κ-Br but not in κ-Cl, while both materials exhibit a
linewidth transition. A 2-process model involving Poisson hopping and diffusion cannot explain
our observations even though it can fit the decay of the envelope function reasonable well. It is
because the best-fit value of σT is far from its measured value. The dynamical parameters of the
processes (Dω and λ) should be independent of Tp but their best-fit values depend strongly on Tp.
We included the diffusion process to explain the T 2p dependence of the slow rate but the fit result
shows that the diffusion process corresponds to the fast rate. Spin density wave (SDW) is not a
likely candidate because even though it can explain the factor of 3 outer-to-inner ratio observed
in 1/(T1T ) and the linewidth in both materials, no 1/T1 signature which generally occurs at the
SDW transition temperature was observed, at least up to room temperature.
The transition is not thermodynamic, but a crossing of timescales since the linewidth transition
for κ-Br occurs at a lower temperature (150 K) at 4 T than at 9.4 T (170 K). With a BPP model for
the slow rate, when a temperature dependent inverse correlation time is equal to a characteristic
frequency, the slow rate peaks. There are 2 possible kinds of motions. One possibility is the ethylene
end group rotations. While ethylene end group conformational freeze-out could not directly account
for all of the observed linewidth broadening, it could modulate the electronic landscape and cause
a time-dependent distribution of hyperfine couplings, the crossing of whose inverse correlation time
and characteristic frequency can lead to the line broadening transition and the peak in the slow
rate. The other possibility is the rotational motion of the (ET)2 dimers. Since the Knight shift
76
tensors in both materials are highly anisotropic, the (ET)2 dimers only need to deviate from its
equilibrium position by 2.5◦ to create a large enough spread in Knight shifts to explain all of the
observed linewidth broadening. It is possible that the diffusive rotational motions of the (ET)2
dimers produce the T 2p dependence of the slow rate. The temperature dependent correlation time
of these motions crossing a characteristic frequency of the rotations can result in a peak in the slow
rate.
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