This paper adopts the concept of random weighting estimation to multi-sensor data fusion. It presents a new random weighting estimation methodology for optimal fusion of multi-dimensional position data. A multi-sensor observation model is constructed for multi-dimensional position. Based on this observation model, a random weighting estimation algorithm is developed to estimate position data from a single sensor. Using the random weighting estimations from each single sensor, an optimization theory is established for optimal fusion of multi-sensor position data. Experimental results demonstrate that the proposed methodology can effectively fuse multi-sensor dimensional position data, and the fusion accuracy is much higher than that of the Kalman fusion method.
Introduction
Multi-sensor data fusion is a technique, which aims to combine data from multiple sensors to achieve improved accuracies and more specific inferences than could be achieved by using a single sensor alone. Although there has been a significant amount of research reported in this area during the past twenty years, fusion of multi-sensor data is still a challenging problem [8, 9, 17] . Currently, the commonly used methods such as Kalman filter [1, 2, 15, 16] , Bayesian reasoning [3, 12, 19] and fuzzy logic theory [13, 14, 18] suffer from their own limitations in achieving optimal fusion. Such limitations include the dependence on a conditional probability distribution or fuzzy membership function, the unacceptable fusion results when observational evidences highly conflict with each other, the low real-time performance due to the use of too many state variables, and the low efficiency for fusion of multi-sensor information [8, 10, 11] .
Random weighting is an emerging computational method in statistics, and has been used to solve different problems [4] [5] [6] [7] . In comparison with the existing data fusion methods, such as the commonly used Kalman filter, this method has many advantages [4, 7, 20] . The random weighting method is simple in computation and suitable for large samples. It does not rely on the knowledge of the distribution of position parameters, and the estimation results are unbiased. It can also be used to calculate a statistical probability density function, since the resultant statistical distribution actually provides for a probability density function.
Nevertheless, there has been little research to use random weighting estimation for multi-sensor data fusion. To the best of our knowledge, this is the first study focusing on multi-sensor data fusion by using random weighting estimation.
By adopting the concept of random weighting estimation to multi-sensor data fusion, this paper presents a new random weighting estimation methodology for fusion of multi-dimensional position data. This methodology achieves the optimal fusion of multi-dimensional position data based on the random weighting estimations of observations from single sensors. It features a multi-sensor observation model for multi-dimensional position, a random weighting estimation algorithm for estimation of single-sensor position data, and a random weighting estimation theory for optimal fusion of the data estimated from each single sensor. Experiments and comparison analysis have been conducted to comprehensively evaluate the performance of the proposed methodology for fusion of multi-dimensional position data.
Random Weighting Estimation for Fusion of Multi-dimensional Position

Data
Assume that 1 2 , , , n X X X  are the random variables of independent and identical distribution with common distribution function   F x , and the corresponding empirical distribution function is defined as
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Multi-sensor observation model for multi-dimensional position
Suppose that a multi-sensor system consists of N sensors  
. The sampling result may be written as
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where ik e is a noise vector with zero mean, and each element of variance matrix ( )
 is an observation noise whose value is bounded positive.
Random weighting estimation of multi-dimensional position data
, where i Z is a (ii) Calculate the mean of ik Z
(iii) Calculate the random weighting estimation of ik Z
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Optimal fusion estimation
Section 2.2 provided the computational process for obtaining N independent unbiased estimates i ˆ and variance estimates ˆ( 1,2, , )
In this section, a method for optimal fusion of the N estimates will be discussed.
is a weighting matrix, and I is a unit matrix.
The optimal fusion estimation is achieved in the sense that   satisfies the following conditions:
(b)   makes tr(s) reach its minimum, where s is the variance matrix of estimation error, i.e.
, and tr(s) is the trace of s .
It can be easily seen that   satisfies condition (a). In the following, we discuss how to satisfy condition (b). When 2 N  , the following equation can be obtained from (12) and (13) 
Therefore, 
is a self-covariance matrix.
Otherwise, j i s is a cross-covariance matrix. 
Substituting (18) into (14) and (16) 
and   
In the following, we will prove the theorem by using the method of mathematical induction.
Proof When 2  n , it is known based on (22) that the theorem holds.
Assuming that when n = N-1, the theorem holds. Therefore,
When n = N, it is known that
Thus, similar to the case when n = 2, we can obtain
Then, by (25) and (26), we have
The proof of the theorem is completed.
Experimental Results and Analysis
A prototype system has been implemented by using the proposed methodology for fusion of 
Conclusions
This paper presents a random weighting estimation methodology for fusion of multi-dimensional position data. The contribution of the paper is that the theory and algorithm of random weighting estimation are established for optimal fusion of multi-dimensional position data. Experiments and comparison analysis demonstrate that the proposed methodology can effectively estimate position parameters of a multi-sensor system, and the fusion accuracy of the proposed methodology is much higher than that of the Kalman filter.
Future research work will mainly focus on intelligent multi-sensor data fusion. The proposed random weighting methodology will be combined with advanced expert systems and neural networks, and thus establishing intelligent random weighting methodologies for automatic fusion of multi-sensor data.
