We examine the composition of bilateral trade between the United States and each of eight Asian Pacific economies from 1962 to 1992. Two complementary time series analyses of individual commodities at the SITC four-digit level indicate that significant change occurred in trade composition during this period. For the eight bilateral trade relationships, commodities representing from fifty to seventy percent of 1992 dollar trade volume have shown statistically significant change in the magnitude and, in some cases, in the direction of net trade balance, over the thirty-year period. Results support the conclusion that changes in trade patterns in both lowtech industries, such as textiles and clothing, and more high-tech industries, such as electronic parts and electronic goods were important in these so-called Asian tigers as their economies advanced.
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Introduction
Trade between the United States and the East Asian region has enabled the phenomenal growth of a number of the area's economies over the past several decades. Japan was the first of the Asian tigers to take advantage of trade with the US to expand and advance its economy.
Taiwan, South Korea, Hong Kong and Singapore followed. Until the financial crisis of 1997-98, Indonesia, Malaysia and Thailand were emerging as the latest Asian tigers, and only the first of these three remains slow to recover from that crisis.
Many empirical studies have examined the mechanisms and sources of the Asian tigers' economic growth (e.g., Bradford and Branson, 1987; Park and Park, 1992; World Bank, 1993) .
These studies suggest the importance of changing comparative advantage in the composition of US-East Asia trade. However, Gagnon and Rose (1995) , in an innovative analysis of changes in international trade patterns, for a number of developing and advanced economies, found considerable persistence in the direction of net trade. Interestingly, one possible exception to this finding of persistence was South Korea, one of the Asian tigers. Gagnon and Rose's results might be taken to imply that mechanisms such as the product cycle, which assumes relatively rapid changes in the location of production and hence in trade patterns, have limited overall significance for economic development. Given the dynamic nature of East Asia's economies, Gagnon and Rose's analysis suggested that a closer look at changes in patterns of international trade was warranted. Carolan, Singh and Talati (1998) adapted and extended the analysis of Gagnon-Rose to examine the question of dynamics in the composition of international trade flows. They focused on bilateral flows between the United States and eight East Asian economies, rather than multilateral trade for a mixed sample of countries, which Gagnon and Rose had considered.
Using statistical tests and a somewhat heuristic classification of time series of trade balances for individual commodities at the 4-digit Standard International Trade Classification (SITC) level, Carolan et al. found strong evidence of changing trade composition between the US and the eight East Asian economies. Furthermore, this changing trade composition was consistent with changing comparative advantage and, in particular, shifts toward being net exporters of goods that were more intensive in using technology or human capital, and away from goods that were more intensive in using natural resources or unskilled labor.
In the present paper, we provide a formal time series analysis of US-East Asia trade balances, using the same data set as Carolan et al. While the period covered is only till 1992, the analysis in this paper facilitates comparison with the earlier analysis of Carolan et al., and permits using a data set that was already purged of errors and missing observations. Specifically, we test all the 4-digit SITC commodities' trade balance time series for the presence of a unit root or for trend stationarity, in order to determine whether bilateral trade composition has been persistent or has undergone significant change. Findings of either a unit root or a significant deterministic trend can be taken as evidence for change. On the other hand, a time series that is stationary and has no deterministic trend represents a commodity for which the importance in trade has not changed.
Note that the approach in the current paper does not require the classification according to factor intensity that was used in Carolan et al., nor does it focus only on changes in the sign of the trade balance. Hence, the analysis here is more general as well as being more formal, and, we would suggest, it provides a useful general tool for examining the behavior of trade over sufficiently long periods of time.
The paper is organized as follows. In section 2 we describe the data and methodology.
The data is standard international trade data that has been extensively checked and validated.
The methodology is also well known, but has not been previously applied to microeconomic data such as we consider here: this in itself represents an innovation of our analysis, aside from the specific results. We present results in section 3. Briefly, our results show that there has been substantial change in trade composition within our sample, and the changes identified fit well with expected patterns and processes of economic development that incorporate international trade in an important manner. Section 4 concludes the paper with a summary of our contribution.
Data and Basic Methodology
The data consist of comprehensive annual, bilateral trade flows disaggregated to the fourdigit Standard Industrial Trade Classification (SITC) level. The years cover 1962 through 1992, with two exceptions, where the data begin in a later year.
1 Examples of goods at this level are "trucks and buses" (7322), "television receivers" (7241), "plastic polymers" (5812), and "porcelain or china household ware" (6664). Although we will use the terms "commodity" and "good," the four-digit level is commonly considered the industry level, not the individual product level. Nominal dollar values of exports and imports are available for each year and each of several hundred categories of goods at this level of disaggregation. 2 However, those commodities whose time series were incomplete were ineligible for analysis.
Our approach to preparing the data for the time series tests follows from Gagnon and Rose (1995) . For a more detailed explanation than presented here, see Carolan, Singh and Talati (1998) . The normalized trade balance for commodity group i at time t is defined by
where X it denotes the value of exports of subgroup i at time t, and M it denotes imports. This normalization removes the impact of macroeconomic imbalances on trade patterns, since the sum of NB it for any year is always zero. Consider, for example, that a macroeconomic effect such as a 1 percent growth in exports spread uniformly across all subgroups will not affect any individual
NB it .
A similar normalization is used for commodity trade shares. NV measures the relative importance of a commodity in terms of its share of trade for a given year, as follows:
NV it measures the importance of trade in commodity i at time t. The sum for any time period for all commodities is 100, and thus NV it conveys a percentage measure. We use the normalized trade volume to indicate the relative importance of a particular commodity in overall trade between the US and an East Asian trade partner.
To the NB statistic, we apply two time series analyses of the data, the augmented DickeyFuller (ADF) unit root test and a test of trend stationarity from Kwiatkowski, Phillips, Schmidt and Shin (1992) . We refer to the latter test as KPSS, and we follow the example of Cheung and Chinn (1996) in applying the two tests. In addition to allowing us to examine different forms of lack of persistence in trade composition, there are also several purely statistical advantages to using both the ADF and KPSS tests. The ADF and similar unit root tests have the unit root as the null hypothesis, but lack power against trend stationary alternatives, so may give spurious unit root results. On the other hand, the KPSS test uses trend stationarity as the null hypothesis against the alternative of a unit root, so any lack of power will work in the opposite direction. Hence, as argued by Cheung and and the region in general, though likely on a smaller scale than does Hong Kong. The role of Hong Kong has continued to evolve in the last decade, especially after being reintegrated with China. 3 See also Cheung and Chinn (1997) for further discussion and analysis. We are grateful to Yin-Wong Cheung for providing us with his estimation programs, which we have used here.
Chinn (1996, 1997) , the two tests can be viewed as complementary rather than competing. 4 Since, in this paper, we are interested in identifying change per se, and not the issue of stationarity versus non-stationarity, employing both tests is particularly appropriate. Note that for our purposes, a finding of trend stationarity requires further decomposition into cases where the trend is significantly different from zero or not. Only the former cases indicate changing trade composition. The unit root and trend considerations amount to eight possible categories for the normalized trade balance (NB) of each individual 4-digit level commodity as shown in Table 1 .
Results
Interpreting Table 1 , categories 2-4 and 6-7 indicate significant change in a commodity's NB, either in sign or in magnitude with an upward or downward direction, excluding category 4 in regards to trend. A positive trend means either a declining net US trade deficit or an increasing net US trade surplus. A negative trend means either an increasing net US trade deficit or a declining net US trade surplus. Categories 1 and 5 mean no significant direction for NB was detected, despite the KPSS result of trend stationarity. Category 8 presents an odd case in which the commodity's NB apparently does not contain a unit root and yet is not trend stationary.
Finally, we note, given that ADF and KPSS are complementary tests of time series behavior, the 5 Finite sample critical values are required to avoid biases. These are developed and reported in Cheung and Lai (1995) , and also used in Chinn (1996, 1997) . 6 AIC is the Akaike information criterion, AIC(p) = n*log σ p 2 + 2p, where p is the number of parameters and n is the sample size. BIC is the Schwartz Bayesian information criterion, BIC(p) = n*log (σ p 2 )+ p*log(n).
failure to reject either null hypothesis in categories 1-3 reveals the low power of both tests in these instances.
[ Table 1 about here]
The results of the testing and classification according to these eight categories are reported in Table 2 . Adjacent columns report the percentage share of trade volume in that category, and the corresponding number of commodities. Table 2 does indeed show that for all eight economies most commodities and the greatest share of normalized dollar trade volume falls into categories 1-3, which means that time series analysis fails to reject both the null hypothesis of unit root and the null hypothesis of trend stationarity. While category 1, which means no significant trend was found, often contains the greatest number of commodities for each economy, it does not have a correspondingly high share of NV. Category 3, on the other hand, which means a significant negative trend (moving towards or into a US net trade deficit), contains the single greatest share of NV for six of the eight economies, Hong Kong, Japan, Korea, Singapore, Taiwan and Thailand. In a comparison of positive trend (categories 2 and 6) and negative trend (categories 3 and 7), all economies except Malaysia show greater NV with a negative trend than with a positive trend. A relatively small share of trade volume falls into category 8, the odd case, with minor exceptions noted for Japan and Taiwan.
[ Table 2 about here]
Categories 1-7 suggest that most commodities' normalized trade balances undergo significant change over the thirty-one year period. Only categories 4-7 distinguish between a unit root process or trend stationarity, and, unfortunately, our results do not provide such a clear distinction. Categories 4-7 do not contain as much trade volume or number of commodities as do categories 1-3. However, we are most interested in categories 2, 3, 4, 6 and 7. According to both ADF and KPSS results, these five categories indicate significant change in a commodity's NB, although not necessarily a change in sign, that is, net surplus to net deficit or the reverse. Time series graphs for commodities that fall into these five categories are presented in Figure 1 for Japan. Japan and Taiwan are the only economies containing results that covered all of categories 2, 3, 4, 6 and 7, as can be seen in Table 4 . We discuss Table 4 after a brief discussion of Table 3 .
As it happens, Figure 1 shows that these five commodities for Japan undergo a reversal in the net direction of trade.
[ Figure 1 about here]
[ Table 3 about here]
For those NB commodities that fall into categories 2, 3, 4, 6 and 7, Table 3 aggregates their 1992 NV according to one-digit level SITC sector, of which there are ten, numbered 0-9.
The cumulative NV columns show that a large portion of trade has undergone change for all eight economies. Indonesia has the smallest portion of changing NB commodities at 49.37 NV, nearly half of normalized trade volume, while Hong Kong has the largest portion at 70.75 NV.
SITC sectors 7 and 8 contain most of the NV for changing NB commodities. Sector 7 is comprised of machinery, electronic equipment, and transportation vehicles; sector 8 includes mostly consumer manufactures. Except for Hong Kong and Indonesia, sector 7 has been the dominant area of NB change as measured by dollar trade share. For Hong Kong and Indonesia sector 8 dominates the other nine. Indonesia shows change for sector 2, which is raw materials from agriculture, forestry, and the textile and metal industries. Japan also shows change for sector 0, which is mostly raw and processed foods, excluding beverages. In general though, and in terms of NV, little change occurs for sectors 0-6, and sector 9.
[ Table 4 about here] Thailand (not shown 7 ). Indonesia's NB for textile clothes has some years of positive balance, but it ends the period negative. "clothing, accessories knit" (8414) appears as an important commodity for Hong Kong, Indonesia, Malaysia, and Thailand, and it ends the time period with a negative balance for all these economies. "footwear" (8510) stands out as an important changing NB commodity for Korea and Indonesia. For both economies it has a negative trend, having started with a positive NB for Indonesia but maintaining a negative NB for Korea.
Common sector 7 commodities present several interesting cases. "transistors, valves, etc"
(7293) appears for Hong Kong, Japan, Malaysia, Singapore, Taiwan, and Thailand, with all of them experiencing positive trends except of Japan, which appears to contain a unit root process 7 Throughout, the positive or negative sign for NBs are discussed but not shown.
only. However, despite the common positive trends, the sign of the NBs varies among the six economies. For Hong Kong and Malaysia the NB maintains a positive sign. For Singapore and
Taiwan the NB begins positive, goes negative for a few years, but ends the period positive again.
For Thailand the NB fluctuates between positive and negative, but runs positive for most of the final twelve years. Japan's is the only economy for which "transistors, valves, etc" ends the time period with a negative NB. "statistical machines" (7143) is another common commodity. It appears in Table 4 for Hong Kong, Japan, Korea, Singapore, and Thailand. The trend is positive for Hong Kong and negative for Japan, Singapore, and Thailand, while for Korea it is unit root only. Finally, "telecomm equipment nes" (7249) appears for Hong Kong, Indonesia, Japan, Korea, Malaysia, Singapore, and Taiwan. For all but Indonesia the trend is negative in sign.
Malaysia and Singapore share some results that nevertheless separate them from the other six economies. For Malaysia, one commodity already mentioned, "transistors, valves, etc," Finally consider what distinguishes several of the other six economies in Table 4 . For Hong Kong, "textile clothes not knit" (8411) 
Concluding Remarks
This paper has examined the dynamic composition of US-East Asian trade for the period extending from 1962 to 1992. We have innovated by applying formal statistical tests for the existence of trend stationarity and unit root processes to detailed time series of disaggregated bilateral international trade flows. The question motivating the analysis has been a simple one:
has trade between the United States and eight Asian economies been persistent in composition or has it shown significant change? Unlike previous studies (Gagnon and Rose, 1995; Carolan et al., 1998) , we have not restricted change in trade composition to reversals in direction of trade, net surplus to net deficit or the reverse. We have also considered trend increases or decreases in a For Japan, we find evidence in trade data supporting its role as the economic leader of the East Asian economies during the period analyzed.
One important contribution of our paper is methodological. We have applied time series tests that have previously been applied to macroeconomic data to make a detailed and extensive analysis of over 2,000 time series of normalized international trade balances. In doing so, we have indicated an approach that can be useful in other contexts, to examine the kind of questions posed by Gagnon and Rose, in using disaggregated trade data to empirically test implications of product cycle or other theories of dynamic trade patterns. Until recently, such tests were not possible, because time series of trade data were not long enough, and statistical tests of time series properties relied on critical values from asymptotic theory. Both the empirical and theoretical constraints have been relaxed, and we suggest our approach as a fruitful one for a better general understanding of changes in trade patterns over time. 1962 1967 1972 1977 1982 1987 1992 9310 SPECIAL TRANSACTIONS
