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Abstract:  
This paper investigates randomness properties of sequences derived from Fibonacci 
and Gopala-Hemachandra sequences modulo m for use in key distribution 
applications. We show that for sequences modulo a prime a binary random sequence 
B(n) is obtained based on whether the period is p-1 (or a divisor) or 2p+2 (or a 
divisor). For the more general case of arbitrary m, we use the property if the period 
is a multiple of 8 or not. The sequences for prime modulo have much better 
autocorrelation properties. These are good candidates for key distribution since the 
generation process is not computationally complex. 
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Introduction 
A good key sequence for cryptographic applications must have excellent 
randomness properties but also be easy to generate (Figure 1). Lacking this, keys can 
become the weak point of an otherwise strong cryptographic system. Here we 
propose the use of Fibonacci and the related Gopala-Hemachandra (GH) sequences 
[1]-[3] for this purpose. These sequences have applications in coding and 
cryptography that are well known. We consider the randomness properties of the 
residues of the Fibonacci sequence F(n) = 0, 1, 1, 2, 3, 5, 8, …. and the related Gopala-
Hemachandra sequence GHa,b(n) = a, b, a+b, a+2b, 2a+3b, … modulo m (The sequence 
GHa,b will also be called (a,b)-GH). We do so by considering m to be either a prime or 
as a composite number.  Note that GHa,b(n) = GHa,b-1(n) + F(n) . 
 
 
  
Figure 1. Key generation 
 
The general period properties of such sequences are well known [4]-[6] but how 
these numbers indexed by m may be mapped into random sequences has not been 
investigated. We need good mappings to map these into binary sequence that have 
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excellent autocorrelation properties. For different perspectives on randomness, that 
includes physical and algorithmic aspects, see [7]-[11]. 
Fibonacci and GH sequences are iterative. Another related iterative mapping is the 
algorithm to generate 1/p for prime p, the binary expansion a(n) of which is given by 
the formula [12]-[15] 2modmod2)( pna n . Other related sequences of interest to the 
computer scientist and to the student of dynamical system theory include those 
obtained from general iterative maps [16]-[18].  
In this paper, we summarize general properties of the periods of Fibonacci 
sequences mod m. Then, we present the mapping to transform these sequences into 
binary sequences that have excellent randomness properties. 
 
Periods of Fibonacci and GH sequences  mod m 
As mentioned before GH sequences can be written in terms of the Fibonacci 
sequence. Thus: 
GH2,1(n) = F(n)+2F(n-1), for n > 1 
As example, the sequence GH2,1(n) can be written as: 
 2, 1, 3, 4, 7, 11, … = 0, 1, 1, 2, 3, 5, 8, …  
       +  0, 0, 2, 2, 4, 6, 10, … 
This indicates that the period of the GH sequence modulo m will be identical to that 
of the corresponding Fibonacci sequence. 
Consider an F sequence to mod m series where m is a prime number. In this case, we 
can see that there can at most be p2-1 pairs of consecutive residues in a period.  For 
example, for m=p=3, the sequence will be 0, 1, 1, 2, 0, 2, 2, 1. This consists of the pairs 
01, 02, 10, 11, 12, 20, 21, 22 which is all the possible pairs excepting 00, since that 
cannot be in such a sequence for it will lead to the next number being 0 that is 
impossible in a periodic residue sequence. Since p2-1 is (p-1)(p+1), the period of the 
residue sequence will either be divisor of p-1 or p+1 (or equivalently of 2p+2). 
The periods of Fibonacci sequence mod m, with m as a prime, has been shown to be 
either p-1 if p≡1 or 9 (mod 10) or 2p+2 if p≡3 or 7(mod 10). The periods of GH 
sequences likewise follow the same behavior. 
The periods of generalized (a,b)-GH sequence mod p are [6]:   
(i) (p-1) or a divisor thereof if the prime number p ends with 1 or 9. 
(ii) (2p+2) or a divisor thereof if the prime number p ends with 3 or 7. 
(iii) 20 for p =5. 
The pertinent result for the period, N, of GH sequence for non-prime modulo m is: 
   N(m) ≤ 6m with equality iff ,52 nm   for n=1, 2, 3, ….  
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This includes the value when the modulus is 5. 
Thus, the periods can be grouped into 2 types: p-1 or 2p+2. 
 
Generating the sequence 
One can generate an arbitrary element of the F sequence by means of the following 
formula: 
mvunF nn mod)(
5
1
)(   
where 
2
51
u  
and 
2
51
v  
This result is easily proven by noting that 12  uu and 12  vv . We get the 
sequence: 
15/)()2(;15/)()1(;0)0( 22  vuFvuFF ; ;25/)()3( 33  vuF
;35/)()4( 44  vuF  and so on. 
If n is a whole number, F(n) is generated and modulus of F(n) is calculated. Thus, 
F(n) mod m can be generated easily. On the other hand, obtaining n from F(n) mod m 
is difficult for large m, even if sufficient number of consecutive digits are available.  
 
 
  
Figure 2. F(n) generator 
 
Mapping into random binary sequence 
As mentioned before, we propose to divide the sequence of periods for modulo p 
based on the property whether the period is a divisor of p-1 or 2p+2.  We will 
include p=5 in the class p-1 since the period 20= 5x(5-1). We assign periods with 
multiples of (p-1) or divisor as binary value +1 and periods with multiples of (2p+2) 
or divisor as binary value -1. 
Table 1 provides the first 25 prime numbers for easy reference. 
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Table 1: Binary mapping of prime periods  
Prime  
Periods In terms of p 
 Binary    
value numbers 
3 8 2p+2 -1 
5 20 5(p-1) 1 
7 16 2p+2 -1 
11 10 p-1 1 
13 28 2p+2 -1 
17 36 2p+2 -1 
19 18 p-1 1 
23 48 2p+2 -1 
29 14 (p-1)/2 1 
31 30 p-1 1 
37 76 2p+2 -1 
41 40 p-1 1 
43 88 2p+2 -1 
47 32 (2p+2)/3 -1 
53 108 2p+2 -1 
59 58 p-1 1 
61 60 p-1 1 
67 136 2p+2 -1 
71 70 p-1 1 
73 148 2p+2 -1 
79 78 p-1 1 
83 168 2p+2 -1 
89 44 (p-1)/2 1 
97 196 2p+2 -1 
101 50 (p-1)/2 1 
 
We call the resulting binary sequence B(n). The first 20 bits of B(n) are -1,1,-1,1,-1,-
1,1,-1,1,1,-1,1,-1,-1,-1,1,1,-1,1 and -1. 
 
Autocorrelation properties 
We first consider prime moduli and determine the autocorrelation properties of B(n) 
to determine how good they are from the point of view of randomness [15]. 
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The autocorrelation function is calculated using the formula: 
C(k) =
1
n
∑ BjBj+k
n−1
j=0
 
where Bj and Bj+k  are the binary values of the sequence generated by the above 
process, and n is the length of the sequence. 
 
Figures 3 and 4 present the normalized autocorrelation function of the B(n) sequence 
for 175 and 300 points.  
 
Figure 3. Autocorrelation of B(n) for sequence length 175 
 
Figure 4. Autocorrelation of B(n) for sequence length 300 
 
Looking at Figure 3 and Figure 4, their randomness is apparent from the effective 
two-valued character of the function. 
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Randomness may be calculated using the randomness measure, R(x), of a discrete 
sequence x by the expression below [8]: 
 
R(x) = 1 −
∑ |C(k)|n−1k=1
n − 1
 
According to this measure a constant sequence will have the measure of 0 whereas a 
fully random sequence will have the measure of 1. The randomness measure values 
for Figure 3 and Figure 4 using the above formula is found to be 0.9516 and 0.9631. 
General moduli m. The challenge is to find the property that helps map the period 
information into two classes that lead to a random binary sequence like B(n). For 
length of 300, we found the property whether the period is a multiple of 8 to 
effectively put the period values into two classes. But the randomness measure of 
such a sequence was much inferior compared to that of Figures 3 and 4 with a value 
of 0.8988. 
 
Conclusion 
We have shown that for Fibonacci and GH sequences modulo a prime a binary 
random sequence B(n) is obtained based on whether the period is p-1 (or a divisor) 
or 2p+2 (or a divisor). For the more general case of arbitrary m, we used the property 
if the period is a multiple of 8 or not. The sequences for prime modulo have excellent 
autocorrelation properties. These are good candidates for key generation since the 
generation process is not computationally complex. 
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