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This note is concerned with the unobservable subspace of a linear system and some
Lyapunov iteration and equations. It is shown that the unobservable subspace can be
characterized by the Lyapunov iteration and equations defined in the paper. The results
generalize some standard results on this topic and are expected to take fundamental
functions in control system theory. Both continuous-time and discrete-time systems are
considered. Numerical examples show the effectiveness of the proposed results.
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1. Introduction
Consider the following linear system
x˙ (t) = Ax (t) , y (t) = Cx (t) , (1)
where A ∈ Rn×n and C ∈ Rp×n are two constant matrices. For an initial condition x0, the associated output is given by
y (x0, t) = CeAtx0. An initial state x (0) = x0 6= 0 is called unobservable if there exists a time t1 > 0 such that y (x0, t) ≡ 0
for an arbitrary t ∈ [0, t1]. It is easy to verify that all the unobservable states span a subspace which is referred to as the
unobservable subspace. For clarity, we give the following definition.
Definition 1. Consider the linear system (1). The unobservability subspace is defined as
Uo (A, C) =
{
span {x0} : y (x0, t) = CeAtx0 ≡ 0,∀x0 ∈ Rn
}
.
Consequently, the linear system (1) is said to be observable if there exists no initial state x (0) = x0 6= 0 such that x0 is
unobservable, or equivalently, the unobservable subspace is null. Associated with the system (1), the observability matrix
is defined as
Q To (A, C) =
[
CT ATCT · · · (An−1)T CT ] . (2)
Then regarding the observability subspace, we recall the following result.
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Lemma 1 ([1]). The unobservable subspace is given byUo (A, C) = N (Qo (A, C)), whereN (K) denotes the null space of matrix
K ∈ Rm×n, namely,N (K) = {x : Kx = 0}
The above lemma clearly implies the well-known result that (A, C) is observable if and only if Qo (A, C) is of full column
rank (see, for example, [1,2]).
Unobservable subspace andobservability are two important andbasic concepts in control system theory [1–5]. Especially,
they are important in observer design and output feedback control problems (see, for example, [6]). In this note, we will
investigate the relationships between the unobservable subspace defined above and some Lyapunov iteration and Lyapunov
equations. Especially, we will establish two characterizations of the unobservable subspace by using the Lyapunov iteration
and solutions to some Lyapunov equations. Our results generalize some well-known results on this topic and may take
fundamental roles in many control problems associated with these concepts. Both continuous-time system and discrete-
time system are considered. Numerical examples are worked out to illustrate the effectiveness of the proposed results.
2. Main results
2.1. Lyapunov iteration and unobservable subspace
Associated with the linear system (1), we define the so-called Lyapunov iteration as follows:
Pk+1 = ATPk + PkA, P0 = CTC . (3)
Moreover, for an arbitrary integer k ≥ 0, the matrixPk is defined as
Pk = [P0 P2 · · · P2k]T ∈ R2kn×n. (4)
In this subsection, we will investigate the relationship between the unobservable subspace of system (1) and the iteration
in (3).
Lemma 2. Let Pk be defined by (3) and (4). Then
N
(
Pn−1
) ⊆ N (Qo (A, C)) .
Proof. Assume that 0 6= x ∈ N (Pn−1). Then x ∈⋂n−1i=0 (N (P2i)), namely,
xTP2ix = 0, i ∈ 0, n− 1. (5)
For i = 0, it follows from (5) that xTCTCx = 0, which is equivalent to Cx = 0. For i = 1, it follows from (5) and Cx = 0 that
0 = xTP2x = xT
(
ATP1 + P1A
)
x = xT (AT (ATP0 + P0A)+ (ATP0 + P0A) A) x
= xT
((
AT
)2
CTC + 2ATCTCA+ CTCA2
)
x = 2xTATCTCAx,
form which it follows that CAx = 0. For i = 2, by using (5), Cx = 0 and CAx = 0, we can get
0 = xTP4x = xT
((
AT
)2
P2 + 2ATP2A+ P2A2
)
x = 2xTATP2Ax
= 2xTAT
((
AT
)2
CTC + 2ATCTCA+ CTCA2
)
Ax = 4xT (AT)2 CTCA2x,
from which it follows that CA2x = 0. For i = 3, similarly, in view of (5) and CAix = 0, i = 0, 1, 2, we obtain
0 = xTP6x = xT
((
AT
)2
P4 + 2ATP4A+ P4A2
)
x = 2xTATP4Ax
= 2xTAT
((
AT
)2
P2 + 2ATP2A+ P2A2
)
Ax = 4xT (AT)2 P2A2x
= 4xT (AT)2 ((AT)2 CTC + 2ATCTCA+ CTCA2) A2x = 8xT (AT)3 CTCA3x,
from which we deduce CA3x = 0. Repeating the above process and we can finally get CAix = 0, i ∈ 0, n− 1, that is to say,
x ∈ N (Qo (A, C)). Therefore, we haveN
(
Pn−1
) ⊆ N (Qo (A, C)) and the proof is completed. 
Remark 1. It is easy to verify that
N
(
Pk
) = N ((Pk)T (Pk)) = N ( k∑
i=0
P22i
)
.
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Lemma 3. Let Pk be defined by (3) and (4). Then for an arbitrary integer k ≥ 0,
N (Qo (A, C)) ⊆ N
(
Pk
)
.
Proof. Assume that x ∈ N (Qo (A, C)) , namely,
CAix = 0, i ∈ 0, n− 1. (6)
With the iteration in (3), for an arbitrary integer k ≥ 0, we will show that there exists some polynomial functions
ρki (s) , i ∈ 0, k, such that
Pk =
k∑
i=0
ρki
(
AT
)
CTCAi. (7)
Indeed, relation (7) is true with k = 0 and ρ00 (s) = 1. Assume that (7) is true with k = q. We will show that it is true with
k = q+ 1. In fact, according to (3),we have
Pq+1 = ATPq + PqA
= AT
(
q∑
i=0
ρ
q
i
(
AT
)
CTCAi
)
+
q∑
i=0
ρ
q
i
(
AT
)
CTCAi+1
=
q∑
i=0
ATρqi
(
AT
)
CTCAi +
q∑
i=1
ρ
q
i−1
(
AT
)
CTCAi + ρqq
(
AT
)
CTCAq+1
= ATρq0
(
AT
)
CTC +
q∑
i=1
(
ATρqi
(
AT
)+ ρqi−1 (AT)) CTCAi + ρqq (AT) CTCAq+1
=
q+1∑
i=0
ρ
q+1
i
(
AT
)
CTCAi,
where
ρ
q+1
i (s) =
sρ
q
0 (s) , i = 0,
sρqi (s)+ ρqi−1 (s) , i ∈ 1, q,
ρqq (s) = 1, i = q+ 1.
That is to say, (7) is true with k = q+1. Then it follows from (6) that, for an arbitrary k ≥ 0, we have Pkx = 0, which implies
Pkx = 0, namely, x ∈ N (Pk). The proof is completed. 
By combining Lemmas 2 and 3, we get the following result.
Theorem 1. Let Pk be defined by (3) and (4) and Qo (A, C) be defined as (2). Then
Uo (A, C) = N (Qo (A, C)) = N
(
Pn−1
) = n−1⋂
i=0
N (P2i) .
Corollary 1. The linear system (1) is observable if and only if there exists an integer 0 ≤ l ≤ n− 1 such that P l is of full column
rank.
Proof. If the linear system (1) is observable, it follows from Theorem 1 thatN
(
Pn−1
) = N (Qo (A, C)) = ∅which implies
that Pn−1 is of full column rank. Conversely, if there exists an integer 0 ≤ l ≤ n − 1 such that P l is of full column rank,
again, we conclude from Theorem 1 thatN (Qo (A, C)) = ∅which implies the observability of (A, C) . 
2.2. Lyapunov equation and unobservable subspace
Associated with the linear system (1), the following Lyapunov equation
ATP + PA = −CTC (8)
is frequently encountered in system theory. Especially, it is important in stability analysis and controller design for the linear
system (1). See [7–9] and the references therein.
Lemma 4. Let P be a symmetric solution to the Lyapunov equation (8). Then
N (P) ⊆ N (Qo (A, C)) .
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Proof. Assume that 0 6= x ∈ N (P) , namely, Px = 0. We will show that x ∈ N (Qo (A, C)) .
For k = 0, as P is symmetric, by using (8), we have
−xT (AT)0 CTCA0x = xT (AT)0 (ATP + PA) A0x = 0
from which it follows that Cx = 0, and consequently,
0 = −CTCx = (ATP + PA) x = PAx. (9)
For k = 1, again, as P is symmetric, by using (9), we have
−xTATCTCAx = xTAT (ATP + PA) Ax = 0
from which we get CAx = 0, and consequently, by using (9), we deduce
0 = −CTCAx = (ATP + PA) Ax = PA2x = 0. (10)
For k = 2, similarly, by using (10), we obtain
−xT (AT)2 CTCA2x = xT (AT)2 (ATP + PA) A2x = 0,
that is CA2x = 0. Similarly, we can show that PA3x = 0.
Repeat the above procedure, we can finally show that CAix = 0, i = 0, 1, . . . , that is, x ∈ N (Qo (A, C)). The proof is
finished. 
Lemma 5. Assume that the Lyapunov equation (8) has a unique solution P. Then
N (Qo (A, C)) ⊆ N (P) .
Proof. Let the characteristic polynomial of matrix −A be α (s) = ∑n−1i=0 αisi + sn. Since the Lyapunov equation (8) has a
unique solution, we know that α (A) is nonsingular ([10]). Then it follows from Corollary 2 in [10] that the solution P is
given by
P = Q To
(
AT, CT
)
diag
{
Ip,−Ip, . . . ,
(−Ip)n−1} Sp (α)Qo (A,−C) α−1 (A) , (11)
where Sp (α) a nonsingular symmetric matrix ([10]). Therefore, if 0 6= x ∈ N (Qo (A, C)), we have Qo (A, C) x = 0 and it
follows from (11) that
xTP = (Qo (A, C) x)T diag
{
Ip,−Ip, . . . ,
(−Ip)n−1} Sp (α)Qo (A,−C) α−1 (A) = 0. (12)
It is easy to verify that if the Lyapunov equation (8) has a unique solution P , then P must be symmetric. Hence we deduce
from (12) that Px = 0, namely, x ∈ N (P). The proof is completed. 
Remark 2. The condition in Lemma 5 that the Lyapunov equation (8) has a unique solution P is necessary. For example,
choose A = 0 and C = 0. Then the condition of Lemma 5 is not satisfied because the Lyapunov equation (8) has infinite
number of solutions P = ψ,∀ψ ∈ C. Assume that ψ 6= 0. Then clearly, R = N (Qo (A, C)) 6= ∅ = N (P) .
By combining Lemmas 4 and 5, the following result is obtained.
Theorem 2. Assume that the Lyapunov equation (8) has a unique solution P. Then
N (Qo (A, C)) = N (P) = Uo (A, C) .
Corollary 2. The linear system (1) is observable if and only if there exists a number φ such that the following Lyapunov equation(
A+
(
φ
2
)
I
)T
P + P
(
A+
(
φ
2
)
I
)
= −CTC, (13)
has a unique nonsingular solution.
Proof. If (A, C) is observable, then (A+ (φ/2) I, C) is observable for an arbitrary number φ. Let φ be chosen such that
σ (A+ (φ/2) I) ∩ σ (−A− (φ/2) I) = ∅, where σ (H) denotes the eigenvalue set of matrix H . Then Eq. (13) has a unique
solution P . According to Theorem 2, as (A+ (φ/2) I, C) is observable, we conclude that P is nonsingular.
If the Eq. (13) has a unique nonsingular solution, we know that (A+ (φ/2) I, C) is observable which implies the
observability of (A, C) . 
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Finally, by combining Theorems 1 and 2, we get
Corollary 3. Let Pk be defined by (3) and (4) and Qo (A, C) be defined as (2). Moreover, assume that the Lyapunov equation (8)
has a unique solution P. Then
Uo (A, C) = N (Qo (A, C)) = N
(
Pn−1
) = n−1⋂
i=0
N (P2i) = N (P) .
Based on the above corollary, we can see that if the solution to the Lyapunov equation (8) is solved efficiently (for related
approach, see [11–13,15] and the references therein),N (P) is themost convenient way for characterizing the unobservable
subspace.
Remark 3. We should point out that, by dual principle, all of the above obtained results also hold for system x˙ (t) =
Ax (t) + Bu (t) concerning the controllability and uncontrollable subspace (see, for example, [1]), the Lyapunov equation
AP + PAT = −BBT and the Lyapunov iteration Pk+1 = APk + PkAT, P0 = BBT.
2.3. Discrete-time case
In this subsection, we generalize the obtained results for continuous-time system to discrete-time setting. Consider a
discrete-time linear system
xk+1 = Axk, yk = Cxk, (14)
where A ∈ Rn×n and C ∈ Rp×n are given matrices. Similar to continuous-time system, the unobservable subspace for the
discrete-time linear system (14), which is also denoted by Uo (A, C), can be defined accordingly. Moreover, it is trivial to
show that Uo (A, C) = N (Qo (A, C)) . Similar to continuous-time case, for the discrete-time system (14), the associated
Lyapunov equation and iteration are, respectively, given by Pk+1 = ATPkA+ Pk, P0 = CTC , and
ATPA− P = −CTC . (15)
Since the matrices Pk, k = 0, 1, . . . generated by the above iteration can be written explicitly as Pn−1 = Q To (A, C)Qo (A, C),
we clearly have Uo (A, C) = N (Qo (A, C)) = N (Pn−1), namely, the corresponding results to Lemmas 2–3 and Theorem 1
are trivial for discrete-time system. Therefore, in the following, we only consider the relationship between the unobservable
subspace and solutions to the Lyapunov equation (15).
Proposition 1. Let P be the symmetric solution to the Lyapunov equation (15).
(a) Assume that 1 6∈ σ (A). ThenN (P) ⊆ N (Qo((A+ I) (A− I)−1 , C (A− I)−1)).
(b) Assume that −1 6∈ σ (A). ThenN (P) ⊆ N (Qo((I − A) (A+ I)−1 , C (A+ I)−1)).
Proof. (a). Since 1 6∈ σ (A), we can define At = (A+ I) (A− I)−1. Then A = (At + I) (At − I)−1 from which the Lyapunov
equation (15) is
ATt P + PAt = −
1
2
(At − I)T CTC (At − I) = −2CTt Ct,
where
Ct = 12C (At − I) =
1
2
C
(
(A+ I) (A− I)−1 − I) = C (A− I)−1 .
Let 0 6= x ∈ N (P). Then by using Lemma 4, we have x ∈ N
(
Qo
(
At,
√
2Ct
))
= N (Qo (At, Ct)) .
(b). If −1 6∈ σ (A), then we can define As = (I − A) (A+ I)−1, namely, A = (I − As) (As + I)−1. Similar to Item (a), the
Lyapunov equation (15) is
ATsP + PAs = −
1
2
(As + I)T CTC (As + I) = −2CTs Cs,
where Cs = 1/2C (As + I) = C (A+ I)−1. By using a similar technique used in the proof of Lemma 4, we can also show that
Item (b) is true. 
The above result is parallel to Lemma 4. It is clear that this result is less elegant than Lemma 4. The following result is
parallel and similar to Lemma 5.
Lemma 6. Assume that the matrix equation (15) has a unique solution P. ThenN (Qo (A, C)) ⊆ N (P) .
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Proof. The proof is quite similar to the proof of Lemma 5 by using Theorem 5 in [14] and the details are omitted to save
spaces. 
Then we can prove the following result.
Proposition 2. The discrete-time linear system (14) is observable if and only if there exists a nonzero number φ such that the
following Lyapunov equation(√
φA
)T
P
(√
φA
)
− P = −CTC, (16)
has a unique nonsingular solution.
Proof. Assume that there exists a nonzero number φ such that the Lyapunov equation (16) has a nonsingular solution P . We
will show that (A, C) is observable. Assume that (A, C) is not observable. Thus
(√
φA, C
)
is not observable. Then there exists
a nonzero vector x ∈ Rn such that Qo
(√
φA, C
)
x = 0, which, according to Lemma 6, implies that Px = 0. A contradiction.
Assume that (A, C) is observable. Let
√
φ be chosen such that 1 6∈ σ (√φA). Let(
Aφ, Cφ
) = ((√φA+ I)(√φA− I)−1, C(√φA− I)−1).
Notice that for ∀s ∈ C,
rank
[
sI − Aφ
Cφ
]
= rank
sI − (√φA+ I) (√φA− I)−1
C
(√
φA− I
)−1

= rank
[
(s− 1)√φA− (s+ 1) I
C
]
=

n, s = 1
rank
[
− (s− 1)√φIn 0
0 Ip
] s+ 1√φ (s− 1) I − A
C
 , others
=

n, s = 1,
rank
[
zI − A
C
]
, ∀z ∈ C.
Therefore, (A, C) is observable if and only if
(
Aφ, Cφ
)
is observable. Assume that there exists a nonzero vector x ∈ Rn such
that Px = 0. Then it follows from Proposition 1 that x ∈ N (Qo (Aφ, Cφ)), namely, (Aφ, Cφ) is not observable. Consequently,
(A, C) is not observable which is a contradiction. 
Remark 4. The above proposition generalizes the following well-known result: Assume that A is Schur stable. Let P be the
solution to the Lyapunov equation (15). Then the discrete-time system (14) is observable if and only if P > 0 (see, for
example, [2]). From Proposition 2, we can see that to guarantee the observability of system (14), if the Schur stability of A is
replaced by the uniqueness of the solution to the Lyapunov equation (15), then the positiveness of P can be replaced by the
nonsingularity of P.
Remark 5. The results obtained in Sections 2.1–2.2 are still true if unobservability is replaced by unreachability. However,
this is not the case for the results in Section 2.3 because unreachability is not equivalent to unobservability for discrete-time
systems ([5]).
3. Examples
In this section, we use two simple examples to demonstrate the results of this note.
Example 1. Consider a continuous-time linear system in the form of (1) with
A =
[1 −1 0
0 1 0
0 −1 1
]
, CT =
[0 −1
2 0
0 1
]
.
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According to the iteration (3), we can compute
(
P2
)T
P2 =
[ 8738 0 −8738
0 69904 0
−8738 0 8738
]
.
Moreover, the unique solution to the Lyapunov equation (8) is given by
P =

−1
2
0
1
2
0 −2 0
1
2
0 −1
2
 .
Then, by using Remark 1, we can compute
N
(
P2
) = N (Qo (A, C)) = N (P) = span {[1 0 1]T} ,
which validates Theorems 1–2.
Example 2. Consider a discrete-time linear system in the form of (14) with
A =
[0 1 0
0 −2 0
1 0 0
]
, CT =
[0 0
1 0
0 1
]
.
Solve the Lyapunov equation (15) to give
P =
1 0 00 −2
3
0
0 0 1
 ,
which is nonsingular. Therefore, according to Proposition 2, we conclude that the matrix pair (A, C) is observable.
4. Conclusion
This note has considered the relationships between the unobservable subspace of linear system and some Lyapunov
iteration and Lyapunov equations. It is shown that the unobservable subspace can be characterized by both of the Lyapunov
iteration and equation. Our results generalize some standard results for related problem and may take fundamental roles
in control system theory. Both continuous-time and discrete-time systems are considered. Numerical examples are given
to validate the effectiveness of the proposed methods. The results obtained in this note are expected to be extended to
descriptor linear systems and stochastic linear systems, which is our future study.
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