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Seznam uporabljenih simbolov 
F  vhodna matrika (vhodna slika) 
G  izhodna matrika (izhodna slika) 
M × N  velikost dvodimenzionalne  matrike 
m × n  velikost dvodimenzionalne  maske 
f (x,y)   vhodne vrednosti (posamezna točka matrike) 
g (x,y)   izhodne vrednosti (posamezna točka matrike) 
ω  maskin koeficient, utež 
z   vrednost sivinskega nivoja slike 
T   transformacija 
L  število vnosov 
b  število bitov 
c  pozitivna konstanta 
r+ε dodatek (ang. offset) 
γ  pozitivna konstanta 
σ  standardni odklon porazdelitve 
erms  koren povprečne kvadratne napake 
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Povzetek 
Specialistično delo obravnava osnovne algoritme s področja predobdelave 
digitalne slike: transformacijo sivinskih nivojev, prostorsko filtriranje, glajenje slike 
in zaznavanje robov. Predstavitev delovanja algoritmov na majhnih sivinskih slikah 
smo naredili v obliki spletnih strani z uporabo tehnologij HTML in JavaScript. 
Program v jeziku JavaScript omogoča obdelavo slik, ki so že vnaprej pripravljene, 
opisali pa smo tudi, kako se dodajo nove poljubne slike. Program je narejen tako, da 
lahko spreminjamo koeficiente pri osnovnih transformacijah, kot so logaritemska in 
potenčna. Pri prostorskih transformacijah lahko v programu spreminjamo maske in 
tako dosežemo želen učinek. Izhodni podatki se izvozijo in uporabijo pri simulaciji 
digitalnih vezij. 
Na koncu je predstavljen še postopek načrtovanja vezij za algoritem 
Gaussovega sita. 
 
 
Ključne besede: digitalna obdelava slik, transformacija sivinskih nivojev, 
prostorsko filtriranje, glajenje slike, zaznavanje robov 
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Abstract 
The work presents basic algorithms related to the area of digital image pre-
processing: transformation of the grey scale levels, spatial filtering, image smoothing 
and edge detection. In order to demonstrate the effects of the image processing 
algorithms, we developed web pages based on HTML and JavaScript. The JavaScript 
program implements digital image processing operations on the already prepared 
images and we describe the process of adding any new image. The program allows 
setting the coefficients of the basic transformations, such as logarithm and power-law 
transformation. In case of spatial transformations, masks can be changed according 
to the desired image processing effect. The output data can be exported and used for 
simulation of digital circuits. 
Finally, we present the digital circuit design process for the Gaussian filter 
algorithm. 
 
Key words: digital image processing, gray level transformation, spatial 
filtering, image smoothing, edge detection. 
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1  Uvod 
 
Dandanes je snemanje slik postalo že rutinsko vsakodnevno opravilo. Za to 
uporabljamo visokozmogljive fotoaparate, pametne telefone in spletne kamere. 
Kamere nas spremljajo na cestah za opazovanje pretočnosti prometa, na letališčih pri 
zagotavljanju varnosti in v vesolju za opazovanje dogodkov na Zemlji. V industriji  
najdemo snemanje in obdelavo slik pri zaznavanju nepravilnosti v proizvodnji, 
avtomatski registraciji prisotnosti osebja in digitalnem arhiviranjem papirnatih 
dokumentov in pisem. V medicini je digitalna obdelava slik nepogrešljiva pri 
magnetni resonanci, rentgenskih slikah in ultrazvoku. 
Med najbolj hitro razvijajočimi tehnologijami danes najdemo prav digitalno 
obdelavo slik. Obdelava slik je način izvedbe nekaterih postopkov na sliki, s ciljem 
obogatiti in izboljšati slike ali pridobiti uporabne informacije iz njih. Je način 
obdelave signalov pri katerem je vhodni podatek slika in po obdelavi z algoritmi se 
na izhodu pojavi obdelana slika. Velikokrat želimo imeti na izhodu tudi samo neko 
lastnost ali značilnost povezano z vhodno sliko.  
Obdelava slik v osnovi vsebuje naslednje tri korake: 
- uvažanje slike, 
- analiza in obdelava slike, 
- izhod katerega rezultat je lahko spremenjena slika ali poročilo 
osnovano na analizi slike. 
Pri obdelavi slik obstajata dva tipa metod, analogna in digitalna obdelava slike. 
Analogna obdelava slike se uporablja na slikah, dokumenti in pismih, ki so vezani na 
snoven medij (papir, film,…). Če imamo slike shranjene v digitalni obliki, 
uporabimo tehnike digitalne obdelave, ki izrabljajo računalniško moč pri izvajanju 
algoritmov za obogatitev slike. Vse tri glavne faze čez katere morajo iti vse vrste 
podatkov med uporabo digitalnih tehnik so: predobdelava, obogatitev in prikaz ali 
izvleček informacij. 
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2  Osnovne transformacije sivinskih nivojev 
 
Študijo tehnik za obogatitev slike začenjamo z diskusijo o funkcijah, ki jih 
uporabljamo pri transformaciji sivinskih nivojev. Te so med najpreprostejšimi med 
vsemi tehnikami za obogatitev slike. V tej nalogi bomo slike predstavili kot matrike 
velikosti M × N . Vhodne, neobdelane slike bodo označene kot matrike F. Izhodne 
slike po obdelavi s transformacijami bomo označili kot matrike G. Vrednosti 
posameznih točk v matriki pred in po obdelavi bodo označene s f  in g. Med seboj so 
vrednosti povezane z izrazom  fTg  , kjer je T  transformacija, ki pretvarja 
vhodne vrednosti točke f v izhodne vrednosti točke g.  Ker imamo opravka z 
digitalnimi veličinami, so vrednosti funkcije transformacij tipično shranjene v eno 
dimenzionalno množico in pretvorba iz f v g se izvaja prek preslikovalnih tabel. Pri 
8-bitnem okolju bo preslikovalna tabela, ki vsebuje vrednosti T, imela 256 vnosov. 
Število vseh vnosov označimo s črko L. 
Za predstavitev transformacij sivinskih nivojev uporabimo sliko 2.1, katera 
prikazuje tri osnovne vrste funkcij, ki jih pogosto uporabljamo pri obogatitvi slike: 
linearna (negativ in transformacija identitete), logaritmična (logaritem in inverzna 
logaritemska transformacija) in potenčna (n-ti eksponent in n-ta osnova). Funkcija 
identitete je trivialen primer v katerem so izhodne vrednosti enake vhodnim 
vrednostim. V grafu je prikazana samo za primerjavo z drugimi funkcijami[1]. 
2.1  Negativ slik 
Negativ slike, ki uporablja sivinske nivoje v območju [0, L-1], je pridobljen z 
uporabo negativne transformacije, ki je grafično prikazana na sliki 2.1 in podana z 
izrazom 
 
 fLg  1  (2.1) 
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Slika 2.1:  Graf nekaterih sivinskih transformacij, ki se uporabljajo pri obogatitvi slike.  
 
Slika 2.2:  (a)Originalni vhodna slika; (b)Negativ pridobljen z uporabo negativne transformacije. 
S tem, ko obrnemo sivinske nivoje slike iz svetlih v temne in iz temnih v svetle 
dobimo v tem primeru ekvivalent fotografskemu negativu. Ta način obdelave je še 
posebno priročen za bogatitev belih ali sivih podrobnosti, vgrajenih v temna področja 
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slike. Zelo dobre rezultate dobimo, ko imamo opraviti s sliko v kateri so 
prevladujoča temna področja. Primer prikazan na sliki 2.2(a,b), je vzet iz mojega 
programa predstavitev delovanja algoritmov na majhnih sivinskih slikah. Vhodna 
slika 2.2(a) je narejena iz različno oblikovanih in osvetljenih črk in točk. Sedaj s 
transformacijo naredimo negativ slike 2.2(b). Vizualna vsebina ostaja ista v obeh 
slikah, vendar je moč opaziti kako veliko bolj pridejo do izraza prej temnejše črke, 
kot sta recimo črki P in B. 
2.2  Logaritemska transformacija 
Splošna oblika logaritemske transformacije, prikazane na sliki 2.1, je: 
 
 )1ln( fcg   (2.2) 
 
kjer je c konstanta in mora biti izpolnjen pogoj f ≥ 0. Oblika krivulje naravnega 
logaritma na sliki 2.1 prikazuje, kako ta transformacija riše ozko področje manjših 
sivinskih vrednoti točk f v vhodni sliki, v širšo področje izhodnih vrednosti točk g.  
Pri vhodnih točkah, večjih vrednosti, se vrednosti po transformaciji v izhodne točke 
ohranijo. 
Transformacijo takšnega tipa bi uporabili, ko bi potrebovali razširjanje 
vrednosti temnih točk in stiskanje vrednosti svetlejših točk. Če hočemo razširjati 
svetlejše točke in  stiskati temnejše, moramo uporabiti inverzno logaritemsko 
transformacijo. 
Vsaka krivulja, ki ima obliko logaritemske funkcije, prikazano na sliki 2.1, 
lahko opravi tako razširjanje oz. stiskanje sivinskih nivojev. Pravzaprav so potenčne 
transformacije, ki so omenjene v naslednjem razdelku, veliko bolj prilagodljive za ta 
namen kot logaritemska transformacija. Vseeno, logaritemska funkcija ima to 
pomembno lastnost, da zgosti dinamično območje vhodne slike s širokim spektrom 
vrednosti točk. Najbolj pogosta aplikacija v katerih imajo točke veliko dinamično 
območje je Fourierjev spekter. V tem trenutku bomo pozorni samo na značilnost 
spektra. V praksi lahko najdemo vrednosti spektra, ki se raztezajo med 0 in 10
6
 ali 
celo več. Medtem ko obdelovanje takega območja številk ne predstavlja težav za 
računalnik, so slikovni prikazovalniki v splošnem prikrajšani za prikazovanje tako 
širokega spektra vrednosti. Končni rezultat je, da se precejšen odstotek podrobnosti 
Fourierjevega spektra izgubi. 
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Slika 2.3:  (a)Fourierjev spekter; (b)Rezultat logaritemske transformacije, ki smo ga dobili z uporabo  
enačbe (2.2)[1]. 
 
Kot primer delovanja logaritemske transformacije prikazane na sliki 2.3(a) je 
uporabljen Fourierjev spekter z vrednostmi, ki so v območju med 0 in 1,5 × 106. Ko 
prikažemo te vrednosti linearno na 8-bitnem prikazovalniku, bo najsvetlejša točka 
prevladala na zaslonu, na račun temnejših (vendar vseeno pomembnih) vrednostih v 
spektru. Učinek te prevlade se jasno vidi na relativno majhnem žarečem središčnem 
prostoru slike 2.3 (a). Namesto, da predstavimo vrednosti v linearnem načinu, najprej 
na vrednostih spektra uporabimo enačbo (2.2) (v tem primeru je c=1). Kot rezultat 
dobimo območje vrednosti med 0 in 6,2, katere se veliko lepše porazdelijo prek 
celotnega prostora zaslona. Slika 2.3(b) kaže rezultat te nove razporeditve območja 
na enakem 8-bitnem prikazovalniku. Bogastvo vidnih podrobnosti v tej sliki v 
primerjavi z neobdelano sliko spektra, je očitno. V večini publikacij, kjer je 
predstavljena slika Fourierjevega spektra, se uporablja natanko tako razmerje. 
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Slika 2.4:  (a)Originalna vhodna slika (Slika1: Črke) ; (b) Uporaba logaritemske transformacije c=35; 
(c) c=46; (d) c=55. 
Na sliki 2.4 so predstavljene originalna vhodna slika in tri izhodne slike, ki 
nastanejo, ko zaženemo logaritemsko transformacijo v našem programu za 
predstavitev delovanja algoritmov na majhnih sivinskih slikah. V programu smo 
izbrali sliko z imenom »Slika1: Črke« (slika 2.4 (a))  in jo obdelali z logaritemsko 
transformacijo z različnimi koeficienti.  
- Koeficient c=35: vse temnejše točke,  sivinskih vrednosti med 0 in 180, 
se osvetlijo. Svetlejše točke vrednosti 181 ali več postanejo temnejše. S 
koeficientom c=35 se najsvetlejša točka preslika v vrednost 
194)2551ln(35   kar pomeni, da izhodne točke ne morejo pri tej 
transformaciji doseči celega 8-bitnega sivinskega spektra. Na izhodni 
sliki 2.4 (b) po transformaciji zaradi osvetlitve temnejših in potemnitve 
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svetlejših točk ostanejo črne oblike črk na enakomerni temno sivi 
podlagi. 
- Koeficient c=46 je izbran namenoma, ker po transformaciji izhodne 
točke dosežejo ves 8-bitni sivinski spekter in ne pride do nasičenja. 
Uporaba koeficienta 46 vpliva na celotno izhodno sliko 2.4 (c) tako, da  
slika postane svetlejša, vendar se ne izgubijo informacije o temnih 
točkah. 
- Koeficient c=55 (slika 2.4 (d)) povzroči nasičenje pri sivinskem nivoju 
  102155255 e . Vse točke večje od 102 se preslikajo v vrednost 255. 
Izhodna slika  2.4 (d) se zelo osvetli in informacije temnih točke se 
zaradi nasičenja izgubijo.  
Za pomoč je narejen graf (slika 2.5), ki predstavlja logaritemske funkcije pri  
koeficientih 35, 46 in 55. Na krivuljah c=35 in c=55 se lepo vidi, kako območje 
izhodnih točk ne doseže celotnega 8-bitnega sivinska spektra.   
 Slika 2.5:  Graf logaritemske transformacije z različnimi koeficienti (c=35, 46, 55). 
Krivulja koeficienta 46 predstavlja optimalno razporeditev izhodnih sivinskih 
vrednosti, kjer se preslikajo vhodne vrednosti 0 in 255 v izhodne vrednosti 0 in 255. 
Kot zanimivost je spodaj zapisana enačba za izračun optimalnega koeficienta 
glede na število uporabljenih bitov. 
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2.3  Potenčna transformacija 
Potenčne transformacije imajo osnovno obliko: 
 
 
cfg   (2.4) 
 
Kjer sta c in γ pozitivni konstanti. Največkrat najdemo enačbo (2.4) zapisano v 
obliki 
 )(  fcg , ki upošteva tudi dodatek (ang. offset) (to je neka že merjena 
vrednost na izhodu, ko ima vhod še vedno vrednost nič). Dodatki se tipično 
uporabljajo pri kalibraciji zaslona in se največkrat zanemarjajo v enačbi (2.4). 
Krivulje izhodnih točk g proti vhodnim točkam f za različne vrednosti od γ so 
prikazane na sliki 2.6. 
 
Slika 2.6:  Grafična predstavitev enačbe za različne vrednosti )1( c   . 
Kot je v primeru logaritemske transformacije, tudi ta transformacija razširi 
vrednosti temnih točk in stiska vrednosti svetlejših točk. V nasprotju z logaritemsko 
funkcijo,  tukaj opazimo družino transformacijskih krivulj , ki jih ustvarjamo samo s 
spreminjanjem spremenljivke γ. Če vstavimo v enačbo (2.4) vrednosti 1 c , 
dobimo transformacijo, ki ji pravimo identična transformacija. 
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Veliko digitalnih naprav, ki se uporabljajo za zajemanje, tiskanje in 
prikazovanje, ima odziv, ki ga lahko opišemo s potenčno funkcijo. Po dogovoru 
označujemo eksponent v potenčni enačbi (2.4) z grško črko gama in tako je dobil 
postopek, ki se uporablja pri odstranjevanju te nepravilnosti pri elektronskih 
napravah ime gama korekcija (ang. gamma corection).  
Kot primer lahko navedemo napravo s katodno žarkovno cevjo, ki ima  
intenzivnost posamezne točke odvisno od pripeljane napetosti. Odziv je potenčna 
funkcija, pri kateri se eksponenti približno spreminjajo med vrednostmi 1,8 in 2,5. S 
sklicevanjem na krivuljo 5.2  na sliki 2.6 vidimo, da tak prikazovalni sistem 
poskuša narediti slike, ki so temnejše kot hočemo.  
 
Slika 2.7:  (a)Linearna sivinska razporeditev; (b)Odziv monitorja na sivinske vrednosti; 
(c)Popravljene vrednosti z gama korekcijo;(d)Izhod monitorja. 
 
Ta učinek je prikazan na sliki 2.7(a) in prikazuje preprosto sivinsko 
razporeditev vhodnih podatkov, ki naraščajo linearno od temnejših k svetlejšim 
točkam. Če podatke s slike 2.7(a) pripeljemo na napetostni vhod katodne žarkovne 
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cevi prikazovalnika dobimo na zaslonu odziv prikazan na sliki 2.7 (b). Po 
pričakovanjih je izhod prikazovalnika temnejši kot vhod. Za odpravo te napake 
uporabimo gama korekcijo. Vse kar moramo storiti, je predelati vhodni signal slike, 
preden ga pošljemo v prikazovalnik. To naredimo s transformacijo 
4,05,2/1 ffg  . 
Rezultat je prikazan sliki 2.7(c). Ko vstavimo z gama korekcijo obogatene podatke v 
prikazovalnik, dobimo na izhodu sliko, ki je zelo podobna izhodiščni sliki (slika 2.7 
(d)). Podobna analiza se uporablja tudi pri ostalih slikovnih napravah, kot so optični 
bralniki ali tiskalniki. Edina razlika bi bila spremenjena eksponentna vrednost gama 
korekcije, ki je lastna vsaki napravi posebej. 
Postopek gama korekcije je pomemben, če hočemo prikazovati kar najbolj 
verodostojno sliko na računalniškem zaslonu. Slike, ki niso popravljene pravilno, se 
lahko prikazujejo bledo ali kar je bolj verjetno, pretemno. Poskusiti ponovno ustvariti 
verodostojne barve tudi zahteva predznanje o gama korekcijskem postopku, saj 
spreminjanje vrednosti barvnih slik z gama korekcijo ne spremeni samo nivoja 
svetlosti, ampak tudi razmerje med rdečo, zeleno in modro barvo. Gama korekcija je 
postala zelo pomembna, odkar se je razbohotil internet in so se začele uporabljati 
digitalne slike na internetu tudi v komercialne namene. Ker je internet dostopen po 
vsem svetu in ga uporabljamo na milijonih različnih zaslonih z različnimi 
nastavitvami, je zelo težko pravilno predvideti gama faktor za sliko, ki jo hočemo 
vgraditi v spletno stran. Zato imajo nekateri računalniški sistemi že vgrajeno delno 
gama korekcijo. Problem so tudi trenutni slikovni standardi, ki ne predvidevajo 
zapisa vrednosti gama lastnosti slike med nastankom slike. Glede na napisane 
omejitve,  je razumen pristop,  da sliko pred objavo na spletni strani obdelamo z 
gama koeficientom, ki predstavlja povprečje vseh tipov zaslonov in računalniških 
sistemov, ki jih lahko pričakujemo na odprtem trgu v vsakem času.  
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Slika 2.8: (a) Originalna vhodna slika (Slika1: Črke); (b) Uporaba potenčne transformacije γ =0,2; 
(c) γ =0,5; (d) γ =2; (e) γ =5. 
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Zgoraj prikazana slika, je sestavljena iz originalne vhodne slike 2.8(a), v našem 
programu za predstavitev delovanja algoritmov na majhnih sivinskih slikah 
imenovane »Slika1: Črke«. Izhodne slike 2.8 (b, c, d, e) so obdelane s potenčno 
transformacijo pri različnih gama koeficientih. Z izbiro naslednjih koeficientov 
velikosti 0,2 , 0,5 , 2 in 5 smo poskušali prikazati, kako lahko z uporabo različnih 
gama koeficientov spremenimo svetlost slike. Koeficienti manjši od 1, stiskajo 
vrednosti temnih točk in razširjajo vrednosti svetlejših točk, slika postane svetlejša, 
medtem ko koeficienti večji od 1, razširjajo vrednosti temnih točk in stiskajo 
vrednosti svetlejših točk, slika postane temnejša.  
Kot pomoč je dodan graf  na sliki 2.9, ki predstavlja odziv 8-bitnih vhodnih 
sivinskih nivojev na potenčno transformacijo z različnimi zgoraj omenjenimi gama 
koeficienti.  
 
Slika 2.9:  Graf potenčne transformacije z različnimi koeficienti (c=1,05 ;1,15; 1,3). 
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3  Osnove prostorskega filtriranja 
V tem poglavju bomo predstavili transformacije, ki v svojih enačbah vsebujejo 
poleg vrednosti posamezne točke, tudi vrednosti sosedskih točk in vrednosti matrike, 
katera je po velikosti enaka številu zajetih okoliških točk. Transformacijski matriki 
pravimo tudi sito (filter), maska, jedro, predloga ali okno, s tem, da so prvi trije izrazi 
največkrat zastopani v strokovni literaturi. Vrednostim v matriki pravimo maskin 
koeficient (ω). 
Princip filtriranja ima svoje korenine v uporabi Fourierjevega transformacije 
pri signalni obdelavi v tako imenovanem  frekvenčnem področju. V tem poglavju 
bomo obravnavali filtrirne operacije, ki se izvajajo samo direktno na vrednosti f v 
matrikah F.  
Mehanika prostorskega filtriranja je ilustrirana na sliki 3.1. Obdelava je 
sestavljena samo iz zaporednega premikanja maske od ene vrednosti f do druge po 
celotni matriki F.  
Za linearno filtracijo prostora, je odziv dan kot vsota produktov koeficientov 
sita in pripadajoče slikovne točke, v območju, ki ga zavzema maska. Za masko 
velikosti 3×3 prikazano na sliki 3.1, je rezultat (ali odziv) G, pri linearnem filtriranju 
z masko na točki (x,y) zapisan kot: 
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Enačba (3.1) prikazuje vsoto produktov koeficientov v maski s pripadajočo 
točko neposredno pod masko. V tem primeru se koeficient ω(0,0) sklada z vrednostjo 
f(x,y) na sliki, kar nakazuje, da je maska bila postavljena na (x,y), ko se je začelo 
računanje vsote produktov. Za masko velikosti m × n,  predvidevamo, da je 
12  am  in 12  bn , kjer sta a in b pozitivni celoštevilčni vrednosti. V 
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nadaljnjih diskusijah se bom osredotočil na maske lihih velikosti, z najmanjšo 
velikostjo 3 × 3. 
 
Slika 3.1:  Mehanizem prostorskega filtriranja. 
Slika 3.1 opisuje mehanizem prostorskega filtriranja. Povečava v risbi 
prikazuje masko velikosti  3 × 3 in vhodne točke f, ki se nahajajo pod masko: vhodne 
točke so prikazane zamaknjeno pod masko zaradi lažje predstavitve.   
V splošnem je linearno filtriranje matrike F velikosti M × N z masko velikosti 
m × n podano z izrazom: 
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Kjer vzamemo iz prejšnjega odstavka, 2/)1(  ma  in 2/)1(  nb . Da 
obdelamo celotno matriko F mora biti ta enačba uporabljena za x = 0, 1, 2,… , M – 1 
in y = 0, 1, 2,… ,N – 1. Na ta način si zagotovimo, da maska doseže vse točke v 
matriki. 
Obdelava linearnega filtriranja, ki je podana v enačbi (3.2), je podobna 
konceptu iz frekvenčnega področja imenovanem konvolucija. Iz tega razloga 
imenujemo postopek linearnega prostorskega filtriranja tudi konvolucija maske s 
sliko. Posledično dobi maska ime konvolucijska maska. Velikokrat najdemo v 
literaturi tudi izraz konvolucijsko jedro.  
Ko nas zanima odziv (G) maske m × n v vsaki točki (x, y), in ne mehanizem 
implementacije konvolucijske maske, se v praksi poenostavi zapis z uporabo 
sledečega izraza: 
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kjer je ω maskin koeficient, z je vrednost sivinskega nivoja slike, ki pripadajo 
tem koeficientom, in mn je skupno število koeficentov v maski. Za splošno 3 × 3 
masko prikazano na sliki 3.2 je odziv v vsaki toči podan kot: 
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Slika 3.2:  Predstavitev splošne 3 × 3 prostorske filtrske maske. 
3.1  Robni pogoji 
Posebno pozornost pri implementaciji sosedskih operacij za prostorsko 
filtriranje je potrebno nameniti problematiki, kaj se zgodi, ko se center sita približa 
meji matrike F. Samo za razmislek si predstavljajmo kvadratno masko velikosti        
n × n. Vsaj en rob takšne maske bo sovpadal z mejo matrike F, ko bo center maske 
na razdalji   2/1n  točk stran od meje matrike F. Če se center maske premakne 
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bliže meji, potem bo ena ali več vrst ali stolpcev maske premaknjenih izven površine 
matrike. Poznamo nekaj načinov, kako rešiti to težavo. Najlažje je omejiti premike 
centra maske na razdaljo, ki ni manjša kot   2/1n  točk od meje. Rezultat filtrirane 
matrike G bo manjši kot je original, vendar bodo vse točke v filtrirani matriki G 
obdelane s celotno masko. Če mora biti matrika G enake velikosti kot original, 
potem uporabimo pristop filtriranja vseh točk samo z delom maske, ki je še zajet v 
matriki F. S tem pristopom bodo skupine točk blizu meje obdelane z delno masko. 
Ostali pristopi vsebujejo razširitev matrike F z vrstami in stolpci, ki vsebujejo ničle 
(ali ostale konstantne vrednosti iz sivinske lestvice). Podobno razširitev naredimo kot 
kopijo vrst in stolpcev ob mejah filtrirane matrike F. Razširitev je na koncu obdelave 
izbrisana. Tak način ohranja velikost filtrirane matrike G enako originalu, vendar 
bodo vrednosti razširitve vseeno imele učinek v bližini robov, kateri bodo postajali 
vedno bolj prevladujoči, ko se bo velikost maske povečala. Edini način, da dosežemo 
popoln filtriran rezultat, je uporaba nekoliko manjše filtrirne matrike G z 
omejevanjem premikov centra maske za ne manj kot   2/1n  točke od meje 
originalne matrike F. 
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4  Gladilna sita 
Gladilna sita imajo učinek zabrisovanja in zmanjševanja šuma. Zabrisovanje se 
uporablja pri predobdelavi slike, za odstranjevanje majhnih podrobnosti iz slike. 
Druga uporabna lastnost gladilnih sit je zmanjševanje šuma, s pomočjo prostorskega 
filtriranja. 
 
4.1  Gladilna linearna sita 
 
Izhod (odziv) glajenja linearnega sita je povprečje točk zajetih v soseščini 
maske sita. Takim sitom največkrat pravimo povprečevalno sito ali tudi 
nizkopasovna sita. 
Ideja, ki se uporablja pri gladilnih sitih je enostavna. Z zamenjavo vrednosti 
vsake točke v matriki F s povprečno vrednostjo sivinskih nivojih v njeni okolici 
(velikost okolice je določena z masko sita),  dobimo matriko G z zmanjšanimi 
»ostrimi« prehodi v sivinskih nivojih. Najbolj učinkovito se taka sita uporabljajo pri 
zmanjševanju šuma, ker je naključni šum tipično sestavljen iz ostrih prehodov v 
sivinskih nivojih. Vendar je tudi za robove značilen oster prehod, tako da ima 
povprečevalno sito to slabo lastnost, da zamegljuje robove. Ta način uporabe lahko 
vključimo pri glajenju lažnih obrisov, kateri se pojavljajo pri nezadostnem številu 
sivinskih nivojev. Največ se uporabljajo povprečevalna sita  pri zmanjševanju 
»nepomembnih« podrobnosti v matriki F. Kot »nepomembne« mislimo točke 
področij, ki so majhne v primerjavi z velikostjo maske sita. 
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Slika 4.1:  Dve gladilni (nizko pasovni) filtrski maski različnih velikosti. Konstantni množitelj pred 
vsako masko je enak vsoti vrednosti koeficientov v maski. 
 
 Slika 4.1 prikazuje dve gladilni siti velikosti 3 × 3 in 5 × 5. S pomočjo sit 
dobimo standardno povprečje točk, ki se nahajajo pod masko. To se lepo vidi pri 
vstavitvi koeficientov maske v enačbo (3.4) . 
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S to enačbo (4.1) dobimo povprečje sivinskih nivojev točk okolice v velikosti  
3 × 3, ki je bila določena z masko. Namesto, da bi pri koeficientih ω uporabili 
vrednost 1/9, smo jim vsem priredili vrednost ena. To smo naredili zato, da smo 
izboljšali učinkovitost dela računalnika. Na koncu filtrirnega računalniškega procesa 
celotno sliko delimo z 9. Maska velikosti m × n bi morala imeti normalo konstante 
enako 1 / mn. Deljenje z vsoto koeficientov oz. normiranje je potrebno zato, da so 
izhodne točke v povprečju enako svetle kot vhodne, da se ne spremeni svetlost cele 
slike. 
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Slika 4.2:  (a) Originalna vhodna slika (Slika5: Krog); (b) Uporaba gladilnega sita velikosti 3 × 3 ; 
(c) Uporaba gladilnega sita velikosti 5 × 5. 
Kot primer iz programa predstavitev delovanja algoritmov na majhnih 
sivinskih slikah, je zgoraj prikazana slika 4.2, ki je sestavljena iz originalne vhodne 
slike 4.2(a) (Slika5: Krog) in dveh izhodnih slik 4.2(b, c), ki nastanejo, ko uporabimo 
gladilno sito velikosti 3 × 3 (b) in 5 × 5 (c). Na sliki 4.2(a) je narisan krog z ostrimi 
robovi. Po uporabi gladilnega sita 3 × 3 se prehod med robom in ozadjem zmehča in 
prehod na robu sedaj traja 3 točke. Tudi ozadje slike, ki vsebuje manjše sivinske 
nepravilnosti, dobi bolj gladko in enakomerno obliko. Pri gladilnem situ (5 × 5) se 
prehod med robom in ozadjem poveča in traja sedaj 4 točke. Ozadje postane 
popolnoma enakomerno. 
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Slika 4.3:  Gladilna (povprečevalna) maska sita velikosti 3 × 3 z utežnostnim povprečjem. 
 
Ta maska na sliki 4.3 proizvaja tako imenovano uteženo (sredinsko) povprečje, 
terminologija, ki kaže na to, da so točke množene z različnimi koeficienti, kar 
posledično daje večjo težo nekaterim točkam kot drugim. V našem primeru je 
središčna točka maske množena z večjo vrednostjo kot okoliške in tako je bolj 
pomembna pri izračunanju povprečja. Pomembnost ostalih točk se z razdaljo od 
središča zmanjšuje. Diagonalne točke, ki so bolj oddaljene od centra kot horizontalne 
in vertikalne točke (za faktor √2) so tako manj pomembne kot tiste, ki so neposredne 
sosede središčne točke. Osnovni namen uporabe različnih uteži je poskus 
zmanjševanja zabrisovanja pri glajenju. Enak namen lahko dosežemo tudi z ostalimi 
maskami. Seštevek vseh koeficientov v maski je enak 16, kar je zelo prikladno pri 
računalniški implementaciji, ker operiramo s potenco števila 2. V praksi je težko 
opaziti razliko katera maska se je uporabljala med postopkom glajenja matrike F, 
zato ker je področje, ki ga pokriva maska, zelo majhno v primerjavi s celotno 
matriko F. 
Glede na enačbo (3.2) je splošna implementacija za filtriranje matrike F 
velikosti M × N z uteženim povprečevalnim sitom velikosti m × n (m in n morata biti 
sodi številki) dana z izrazom: 
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Parametri v tej enačbi so enako definirani kot v enačbi (3.2). Da dobimo 
celotno filtrirano matriko G, moramo v enačbi (4.2) spremenljivke x in y zamenjati z  
x = 0, 1, 2, …, M – 1 in y = 0, 1, 2, N – 1. Za normiranje matrike moramo v enačbi 
(4.2) samo še sešteti vse vrednosti maskinih koeficientov ω in tako je konstanta 
računalniško obdelana samo enkrat. 
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Slika 4.4:  Izhodna slika, po obdelavi z uteženim (sredinskim) sitom velikosti 3 × 3. 
Zgoraj predstavljena slika 4.4 je izhodna slika iz našega programa, ki je 
obdelana s sredinskim sitom velikosti 3 × 3. Ne razlikuje se tako močno od izhodne 
slike 4.2(b), ki je rezultat obdelave z gladilnim sitom velikosti 3 × 3. Opazen je 
mogoče samo malce bolj izrazit prehod med ozadjem in likom. 
 
4.2  Gaussovo sito 
Gaussov gladilni operator je dvo dimenzionalni operator, ki se uporablja za 
»mehčanje« slik, odstranjevanje podrobnosti in šuma. V tem pogledu je podoben 
povprečevalnemu situ, vendar uporablja drugačno masko, ki predstavlja obliko 
Gaussove porazdelitve. Ta maska ima posebne lastnosti, katere bodo opisane spodaj. 
Gaussova porazdelitev ima v eni dimenziji  enačbo: 
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V enačbi (4.3) se spremenljivka σ uporablja kot standardni odklon 
porazdelitve. Zaradi lažjega računanja smo postavili srednjo vrednost porazdelitve na 
nič (x=0). Porazdelitev je prikazana na sliki 4.5. 
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Slika 4.5:  Gaussova porazdelitev v eni dimenziji (σ =1)[2]. 
 
V dveh dimenzijah je Gaussova sito rotacijsko simetrično, kar pomeni, da 
dosežemo v obeh smereh x in y enako stopnjo filtriranja. Dvodimenzionalno 
Gaussovo funkcijo zapišemo na naslednji način:  
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Prikaz v prostoru si lahko ogledamo v naslednji sliki: 
 
Slika 4.6:  Gaussova porazdelitev v dveh dimenzijah (srednja vrednost je (0,0), (σ =1)) [2]. 
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Glavna ideja Gaussovega glajenja je v uporabi dvodimenzionalne distribucije 
kot točkovno razpršene funkcije, kar dosežemo s konvolucijo. Ker je slika 
predstavljena kot diskretna (ang. discrete) matrika, moramo izdelati diskreten 
približek Gaussovi funkciji, preden izvedemo konvolucijo. V teoriji se Gaussova 
porazdelitev razteza neskončno v prostor, kar bi za njeno predstavitev zahtevalo 
neskončno veliko konvolucijsko masko. V praksi se velikost matrike določi glede na 
standardni odklon σ. Velikost maske m×n določimo z naslednjo formulo:[2]. 
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Iz zgornje enačbe dobimo pri standardnem odklonu σ =1 velikost maske 5×5 in 
pri σ =0,5 je velikost maske 3×3. 
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Slika 4.7:  Matrika, ki predstavlja diskretne vrednosti Gaussove funkcije (σ =1). 
 
Slika 4.7 prikazuje celoštevilsko konvolucijsko masko, ki je približek 
Gaussove funkcije z upoštevanjem vrednosti σ =1.  
Za kar najboljši približek diskretnih vrednosti Gaussovi funkciji smo množili 
Gaussove koeficiente s številom 54. 
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Slika 4.8:  Izhodna slika po obdelavi z Gaussovim sitom velikosti 5 × 5. 
Če v našem programu obdelamo vhodno sliko 4.2(a) z Gaussovim sitom 
dobimo izhodno sliko prikazano zgoraj (slika 4.8). Po velikosti matrike je primerljiva 
z Gladilnim sitom 5 × 5 (slika 4.2 (c)), vendar Gaussova transformacija veliko manj 
zamegli robove in istočasno zgladi nepravilnosti na površinah s konstantnimi 
sivinskimi nivoji, kot na primer ozadje pri naši sliki.    
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5  Zaznavanje robov (sita za ostrenje robov) 
Glavni cilji ostrenja so: 
- poudariti nežne podrobnosti na sliki, 
- obogatiti detajle, ki so bili zamegljeni, 
- zmanjšati napake, ki so nastale zaradi naravnega pojava in 
- zmanjšati napake, ki so nastale zaradi metode, s katero je bila slika 
pridobljena.  
Metode ostrenja slike najdemo v različnih aplikacijah od elektronskega tiskanja 
in slikanja v medicini, do industrijskega nadzora in avtonomnega vodenja v vojaških 
sistemih. 
V prejšnjem poglavju smo videli kako lahko dobimo zameglitev slike v 
prostorskem področju z izračunom povprečja vrednosti točk v soseščini. Ker je 
povprečje analogno integriranju, lahko logično zaključimo, da s pomočjo 
prostorskega diferenciala izvedemo ostrenje slike. In prav v tem poglavju bomo imeli 
opravka z različnimi načini označevanja in izvajanja operatorjev pri ostrenju z 
digitalnim diferencialom. Odziv operatorja odvoda je sorazmeren spremembi 
svetlosti slike na točki v kateri je operator uporabljen. S tem načinom poudarimo 
robove in ostale izstopajoče točke (kot je šum) in področja s počasi se 
spreminjajočimi vrednostmi sivinskih nivojev. 
5.1  Osnove zaznavanja robov 
V naslednjih odstavkih bomo predpostavili, da so sita za ostrenje zasnovana na 
prvem ali drugem odvodu. Pred nadaljnjo obdelavo bomo pogledali nekatere 
osnovne lastnosti teh odvodov v digitalni obliki. Da bi poenostavili razlago, se bomo 
osredotočili samo na enodimenzionalne izpeljave. Bolj natančno bomo pogledali 
obnašanje izpeljav v področju konstantnih sivinskih nivojev, na začetku in na koncu 
prehodov nivojev svetlosti. To so bolj ali manj ostri prehodi med različnimi 
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konstantnimi področji sivin. Taki tipi prehodov se uporabljajo pri iskanju točk šuma, 
črt in robov na sliki.  
Pri definicijah, moramo upoštevati, da mora imeti odvod prvega reda vrednost: 
 
- nič v predelih, ki imajo konstantne vrednosti sivinskih nivojev, 
- različen od nič na začetku stopnice ali naklona in 
- različen od nič med nakloni. 
 
Podobno moramo upoštevati tudi, da je vrednost odvoda drugega reda: 
 
- nič v predelih, ki imajo konstantne vrednosti sivinskih nivojev, 
- različna od nič na začetku in na koncu sivinske stopnice ali naklona in 
- nič med nakloni konstantne strmine. 
 
Ker imamo opravka z digitalnimi količinami, katere vrednosti so končne, je 
največja možna sprememba sivinskega nivoja neka končna vrednost in tudi najkrajša 
razdalja pri kateri se zgodi sprememba, je razdalja med dvema sosednjima točkama. 
Osnovna definicija odvoda prvega reda enodimenzionalne funkcije f(x) je: 
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Tukaj smo uporabili delni odvod, da lahko ohranimo isti zapis za naslednjič, ko 
bomo proučevali funkcijo dveh spremenljivk f(x,y). V tistem času bomo imeli 
opravka z delnim odvodom vzdolž dveh prostorskih osi. Uporaba delnega odvoda v 
trenutni diskusiji ne bo vplivala na končno vsebino zastavljenega cilja. 
Podobno kot odvod prvega reda zapišemo tudi odvod drugega reda: 
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Enostavno je preveriti, ali te dve definiciji zadovoljita pogoje, ki smo jih 
postavili malce nazaj. Za prikaz osnovnih podrobnosti in razlik med odvodom prvega 
in odvodom drugega reda si poglejmo primer na sliki 5.1. 
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Slika 5.1(a) prikazuje enostavno sliko, ki vsebuje telesa različnih oblik, eno 
črto in eno točko šuma. Na sliki 5.1 (b) najdemo prečni sivinski profil prereza slike 
točno skozi sredino vključno s točko šuma. Ta prerez je enodimenzionalna funkcija, 
katero bomo uporabili pri proučevanju slike. Slika 5.1 (c) prikazuje poenostavitev 
prereza, s samo toliko številkami, da bomo lahko analizirali obnašanje odvodov 
prvega in drugega reda, ko se srečata s točko šuma, črto ali robom telesa. V našem 
poenostavljenem diagramu je dolžina naklona dolga štiri točke, šum je predstavljen z 
eno samo točko, črta je debela tri točke in stopnica nastane med dvema sosednjima 
točkama. Število različnih sivin se je poenostavilo na samo osem nivojev. 
 
Slika 5.1:  (a) Testna slika; (b) Enodimenzionalen prerez skozi center slike, vključno z osamljeno 
točko; (c) Poenostavljen prerez (točke so poenostavljene zaradi lažje predstave). 
 
Proučimo lastnosti odvoda prvega in drugega reda skozi zgoraj omenjeni 
prečni prerez od leve proti desni. Kot prvo opazimo, da je odvod prvega reda različen 
od nič skozi celotni naklon, medtem ko je odvod drugega reda različen od nič samo 
42 5  Zaznavanje robov (sita za ostrenje robov) 
 
na začetku in koncu naklona. Ker robovi na sliki predstavljajo tak tip prehoda, 
zaključimo, da odvodi prvega reda zaznajo debelejše robove, medtem ko odvodi 
drugega reda zaznajo samo tanjše. V nadaljevanju srečamo osamljeno točko šuma. 
Tukaj je odziv na in okoli točke veliko močnejši pri odvodu drugega reda, kot pri 
prvem redu. Seveda to ni nepričakovano. Odvod drugega reda je veliko bolj 
agresiven kot prvi odvod pri izboljševanju ostrih robov. Tako lahko pričakujemo, da 
bo drugi odvod veliko bolje poudaril drobne podrobnosti (vključno s šumom), kot to 
naredi prvi odvod. Druga taka drobna podrobnost na sliki je tanka črta in tudi tukaj je 
lepo vidna bistvena razlika med obema odvodoma. Če bi bil največji sivinski nivo 
črte enak kot pri točki, potem bi bil odziv drugega odvoda večji kot od prvega 
odvoda. Zapisati je potrebno tudi, da lahko drugi odvod prehaja iz pozitivnih v 
negativne izhodne vrednosti. To se na sliki pokaže kot tanka dvojna črta. Ta učinek 
dvojnega robu je pomemben tam, kjer uporabljamo odvode za ugotavljanje robov. 
Za povzetek naj povemo, da pri primerjanju odziva med odvodoma prvega in 
drugega reda lahko pridemo do sledečega zaključka: 
 
- odvodi prvega reda naredijo ožje robove na sliki; 
- odvodi drugega reda imajo večji odziv v drobnih podrobnostih, kot so tanke 
črte in osamljene točke; 
- odvodi prvega reda imajo največkrat večji odziv na sivinsko stopnico; 
- odvodi drugega reda naredijo dvojni odziv, ko se spremeni sivinska stopnica. 
 
Pri odvodih drugega reda je pomembno tudi to, da je njegov odziv največji pri 
točki, malo manj pri črti in najslabši odziv dobimo pri naklonu. Pri večini primerov 
uporabe je odvod drugega reda bolj primeren kot odvod prvega reda pri obdelavi 
slike, zaradi večje zmožnosti poudarjanja drobnih podrobnosti. Največkrat se odvod 
prvega reda uporablja samo pri določanju robov. 
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V tem poglavju bomo pogledali uporabo in izpeljavo dvodimenzionalnega 
drugega odvoda pri izboljševanju slike. Naloge se lotimo z opredelitvijo diskretne 
oblike drugega odvoda in nadaljujemo z izoblikovanjem maske sita na osnovi te 
formulacije. Zanimajo nas izotropična sita, katerih odziv je neodvisen od smeri 
prehodov (robov) v matriki F, na kateri uporabimo sito. Z drugimi besedami, 
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izotropična sita dajo vedno enak rezultat ne glede na to ali najprej zavrtimo matriko 
F ali uporabimo sito. 
 5.2.1  Razvoj metode 
Najpreprostejši izotropični odvod je Laplaceov operator, kateri je za funkcijo 
f(x, y) z dvema spremenljivkama, določen kot: 
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Da bi bila enačba uporabna za matrično obdelavo jo moramo izraziti v 
diskretni obliki. Obstaja kar nekaj načinov kako določiti digitalno izvedbo z uporabo 
sosednjih točk. Ne glede na način uporabe, moramo vedno zagotoviti lastnosti zgoraj 
zapisanega odvoda. V nadaljevanju bom uporabil način, ki ga največkrat zasledimo v 
praksi. Najprej napišimo delne odvode drugega reda za vsako os posebej. 
Odvod v x smeri: 
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Podobno naredimo tudi za y smer: 
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Digitalno implementacijo dvo dimenzionalnega Laplaceovega operatorja v 
enačbi (5.3) dobimo z vsoto x in y komponent: 
 
   ),(4)1,()1,(),1(),1(2 yxfyxfyxfyxfyxff   (5.6) 
 
To enačbo lahko izvedemo z uporabo maske prikazane na sliki 5.2(a), katera 
podaja izotropičen rezultat tudi ob obračanju matrike F za 90°. Mehanizem 
implementacije je podan v enačbi (3.2) in  razložen v poglavju Gladilna sita. 
 
44 5  Zaznavanje robov (sita za ostrenje robov) 
 
a) 0 1 0 b) 1 1 1 
 1 –4 1  1 –8 1 
 0 1 0  1 1 1 
        
c) 0 –1 0 d) –1 –1 –1 
 –1 4 –1  –1 8 –1 
 0 –1 0  –1 –1 –1 
 
Slika 5.2:  (a)Filtrska maska, ki se uporablja pri implementaciji digitalnega Laplaceovega operatorja, 
kot je razložen v enačbi (5.6); (b)Maska, ki se uporablja pri implementaciji dodatka, ki vsebuje tudi 
diagonalne soseščine; (c,d)Implementacije digitalnega Laplacea z negativnim predznakom. 
 
Diagonalne smeri lahko vgradimo v definicijo operatorja z dodajanjem dveh 
izrazov v enačbo (5.6). Vsak izraz predstavlja eno diagonalno smer. Oblika vsakega 
novega izraza je enaka enačbi (5.4) ali (5.5), vendar so sedaj koordinate razporejene 
tudi po diagonali. Ker vsak diagonalen izraz vsebuje tudi  izraz ),(2 yxf , je sedaj 
skupna razlika med različnima izrazoma enaka –8f(x,y). Tako lahko napišemo novo 
enačbo, ki vsebuje tudi diagonalne točke: 
 
   ),(8)1,()1,(),1(),1(2 yxfyxfyxfyxfyxff   (5.7) 
 
Maska katera je uporabljena  pri implementaciji te nove definicije je prikazana 
na sliki 5.2(b). Ta maska ima izotropične rezultate tudi pri obračanju matrike F za 
45°. 
Ostali dve maski prikazani na sliki 5.2(c,d) sta tudi pogosto zastopani v praksi. 
Temeljita na definiciji Laplaceovega operatorja, vendar s to razliko, da imata 
negativni predznak. Končen rezultat je enak, vendar moramo biti zaradi razlike v 
predznaku previdni pri združevanju (razdruževanju) z Laplaceovim sitom obdelane 
matrike z drugo matriko (ta tema je obdelana v naslednjem poglavju). 
 
Laplace se v splošnem ne uporablja v svoji prvotni obliki za zaznavanje robov 
iz več razlogov:  
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- kot odvod drugega reda je nesprejemljivo občutljiv na šume; 
- Laplaceova magnituda izdela dvojne robove, nezaželen učinek, ki oteži 
razčlenjevanje; 
- ne zmore zaznati smeri robu. 
 
Da bi se izognili tem problemom, Laplaceova operacija pri razčlenjevanju 
uporablja prehod skozi ničlo. S tem prehodom, ki določi rob, se uporablja za namen 
komplementarnosti pri ugotavljanju, če je točka na temni ali svetli strani robu. 
 
 
Slika 5.3:  (a) Originalna vhodna slika (Slika9: Liki); (b) Uporaba Laplaceovega sita; 
(c) Uporaba Laplaceovega diagonalnega sita. 
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V našem programu smo z uporabo Laplaceovega sita in Laplaceovega 
diagonalnega sita na vhodni sliki (Slika9: Liki) prikazali delovanje drugega odvoda. 
Obdelava vhodne slike 5.3(a) z Laplaceovim sitom naredi izhodno sliko 5.3(b), kjer  
naklon popolnoma izgine, posamezna točka, ki predstavlja šum, se ojači še na 
sosednje točke in od polnih likov ostanejo samo še dvojni robovi. Pri uporabi 
Laplaceovega diagonalnega sita (slika 5.3(c)) se prej omenjeni dogodki samo še 
ojačijo. 
5.2.2  Ostrenje slike s pomočjo Laplaceovega odvoda 
Tukaj bomo predstavil ostrenje slike s pomočjo Laplaceovega odvoda. 
Uporaba Laplaceovega odvoda, močno poudarja sivinske prehode na sliki in 
zmanjšuje izrazitost počasi se spreminjajočih sivin. Posledica tega je nastanek črt na 
mestu, kjer so robovi objektov in ostali prehodi. Počasi spreminjajoče se sivine po 
uporabi Laplaceove operacije ostanejo samo še neizrazito sivo ozadje. Značilnosti 
ozadja lahko pridobimo nazaj, medtem ko še vedno ohranimo učinek ostrenja 
Laplaceove operacije. To naredimo tako, da združimo original in z Laplaceom 
obdelano sliko. Kot smo že omenili v prejšnjem poglavju, je zelo pomembno 
upoštevati, kateri način zapisa Laplacea je bil uporabljen. Če uporabimo negativen 
sredinski koeficient maske, potem odvzemamo, pri pozitivnem koeficientu dodamo z 
Laplacevim operatorjem obdelano sliko vhodni, neobdelani sliki. Rezultat je ostra 
izhodna slika. Ta dva načina združevanja lahko opišemo z naslednjima enačbama: 
 
 ),(),(),( 2 yxfyxfyxg   (5.8) 
 
če je sredinski koeficient Laplaceove maske negativen, 
 
 ),(),(),( 2 yxfyxfyxg   (5.9) 
 
če je sredinski koeficient Laplaceove maske pozitiven. 
5.2.3  Poenostavitev ostrenja slike s pomočjo Laplaceovega odvoda 
V prejšnjem poglavju smo izvedli enačbi (5.8) in (5.9) tako, da smo najprej 
matriko F filtrirali z Laplaceovo masko in potem  rezultat posebej odšteli od 
originala. Zaradi razlage smo postopek razdelili na več korakov, vendar se v praksi 
celoten postopek izvede samo z enim preletom maske. Koeficienti maske se dobijo z 
zamenjavo enačbe (5.6) z ),(
2 yxf v prvi vrstici enačbe (5.8): 
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Ta enačba se lahko izvede z uporabo maske prikazane spodaj: 
 
0 –1 0 
–1 5 –1 
0 –1 0 
Slika 5.4:  Kompozitna Laplaceova maska. 
 
Naslednjo masko bi uporabili, če hočemo zajeti tudi diagonalne sosednje točke 
pri računanju Laplaceovega odvoda. 
 
–1 –1 –1 
–1 9 –1 
–1 –1 –1 
Slika 5.5:  Diagonalna kompozitna Laplaceova maska. 
    
Slika 5.6:  (a) Uporaba kompozitnega Laplaceovega sita; 
(b) Uporaba kompozitnega Laplaceovega diagonalnega sita. 
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V našem programu bomo za osnovo uporabili Sliko9: Liki (slika 5.3 (a)) in na 
njej izvedli kompozitno Laplaceovo sito. Na izhodni sliki 5.6 (a) opazimo, da naklon 
ostane nespremenjen, osamljena svetla točka in črta se zaradi delovanja drugega 
odvoda obe ojačita. Za razliko od navadne Laplaceove transformacije, pri 
kompozitni transformaciji telesa likov ostanejo, vendar na robovih nastane bel pas, ki 
bi lahko pri detekciji robov povzročal težave. Diagonalna kompozitna Laplaceova 
transformacija slika 5.6 (b), daje podoben rezultat kot navadna kompozitna 
transformacija, vendar točka, črta in robovi teles postanejo še bolj izraziti in opazi se 
dvojni rob. 
5.2.4  Uporaba prvega odvoda pri obdelavi slike – Sobel 
Prvi odvod v obdelavi slike se izvrši z uporabo magnitude gradienta. Za 
funkcijo f(x,y),  je gradient od f  na koordinatah (x,y) definirana kot dvo dimenzijski 
stolpec vektor. 
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Magnituda tega vektorja je podana kot: 
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Zaradi računske zahtevnosti izvajanja enačbe (5.12) na celotni matriki F se v 
praksi uporablja približek magnitude gradienta z uporabo absolutne vrednosti 
namesto kvadratov in korenov: 
 
 
yx GGf   (5.13) 
 
Ta enačba je enostavnejša za računanje in vseeno ohranja relativne spremembe 
v sivinskih nivojih, vendar v glavnem izgubimo izotropične lastnosti. Na primeru 
Laplaceovega operatorja vidimo, da so izotropične lastnosti digitalnega gradienta 
določene samo z omejenimi številkami rotirajočih prirastkov, ki so odvisni od maske 
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uporabljene pri približku izpeljave. Najbolj priljubljena maska, ki se uporablja pri 
približkih gradientov, daje enake rezultate samo za vertikalne in horizontalne robove 
in tako so izotropične lastnosti gradientov rezervirane samo za mnogokratnike kota 
90°. Ti rezultati so neodvisni od uporabe katerekoli od enačb (5.12) ali (5.13). Tako 
se ne izgubi nič pomembnega tudi, če uporabimo računsko lažjo enačbo. 
Kot smo imeli to že v primeru Laplaceovega operatorja, sedaj določimo 
digitalne približke prejšnji enačbi in od tam oblikujemo primerno masko sita. Da bi 
poenostavili razpravo, ki sledi, uporabimo sistem simbolov zapisanih na sliki 5.7, in 
z njimi označimo točke 3 × 3 slikovnega področja.  
 
z1 z2 z3 
z4 z5 z6 
z7 z8 z9 
Slika 5.7:  3 × 3 slikovno področje z vrednostmi sivinskih nivojev. 
 
Točka na sredini, z5, označuje f(x,y), točka z1 označuje f( x – 1, y – 1) in tako 
naprej. Kot je bilo prikazano v poglavju 5.1 Osnove zaznavanje robov, je 
najpreprostejši približek odvodu prvega reda, ki še zadovolji pogojem navedenim v 
tem razdelku:  58 zzGx   in  56 zzGy  . Še dve označbi, ki uporabljata 
navzkrižne razlike. Predlagal jih je Roberts [3] še na začetku razvoja obdelave 
digitalnih slik: 
 
  59 zzGx   (5.14) 
 
  68 zzGx   (5.15) 
 
Če izberemo enačbo (5.12), potem izračunamo strmino kot: 
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Če uporabimo absolutne vrednosti, potem nadomestimo veličine v enačbah 
(5.14) in (5.15) z enačbo (5.13). S tem dobimo naslednji približek strmine: 
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To enačbo lahko izvajamo z dvema maskama, ki sta prikazani v spodnji sliki 
 
–1 0  0 –1 
0 1  1 0 
Slika 5.8:  Maska potrebna za izračun strmine v točki označeni z z5. 
 
Maski predstavljeni zgoraj imenujemo Robertsovo križno sito. 
Maske sode velikosti je nerodno izvajati. Najmanjša maska sita katera je še 
zanimiva je velikosti 3 × 3. Približek absolutnih vrednosti, ki je še vedno v točki z5, 
vendar uporablja 3 × 3 masko je: 
 
          741963321987 2222 zzzzzzzzzzzzf   (5.18) 
 
Razlika med tretjo in prvo vrsto 3 × 3 slikovnega področja naredi približek 
odvoda v x smeri, in razlika med tretjim in prvim stolpcem naredi približek odvoda v       
y smeri. Maski prikazani na sliki 5.9, imenovani Sobelovi maski, se uporabljata za 
izvajanje enačbe (5.18) prek mehanike podane v enačbi (3.2). Zamisel o uporabi 
uteži vrednosti 2, je doseči nekaj glajenja s tem, da damo več pomena sredinski točki. 
Vsota vseh koeficientov v obeh maskah prikazanih na sliki 5.9 je 0, kar nakazuje, da  
bo odziv 0 v področjih z enakomernim sivinskim nivojem, kar se pričakuje od sita z 
odvodom. 
 
–1 –2 –1  –1 0 1 
0 0 0  –2 0 2 
1 2 1  –1 0 1 
Slika 5.9:  Sobelova vertikalna in horizontalna maska. 
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Slika 5.10:  (a) Rezultat Sobelove vertikalne transformacije; (b)rezultat Sobelove horizontalne 
transformacije. 
Izhodni sliki 5.10(a, b) sta rezultat implementacije prvega odvoda, ki se 
imenuje Sobelova vertikalna in horizontalna transformacija. Za to transformacijo je 
značilno, da ni izotropična, kar se lepo vidi na zgornjih slikah. Pri vertikalni 
transformaciji (slika  5.10(a)) izginejo vse črte in robovi, ki imajo vertikalno smer. 
Pri horizontalni transformaciji (slika 5.10(b)) se zgodi enako vendar s horizontalnimi 
robovi. Robovi, ki imajo diagonalno smer, ostanejo pri obeh transformacijah, vendar 
je njihova intenzivnost odvisna od kota smeri. Opozoril bi tudi na posebnost prvega 
odvoda, da ne generira dvojnih robov. Točkovni šum se ojači in razširi na sosednje 
točke, kar bi znalo predstavljati težavo pri nadaljnjih obdelavah. Naklon sicer ostane, 
vendar zelo spremeni svojo obliko. 
5.2.5  LoG sito 
Upoštevajmo funkcijo: 
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kjer je 222 yxr   in σ standardni odklon. Če uporabimo to funkcijo na sliki, 
sliko zameglimo, kjer določa stopnjo zameglitve vrednost σ. Laplaceovo funkcijo v 
odvisnosti od g (drugi odvod od g z upoštevanjem r ) lahko zapišemo v obliki:  
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To funkcijo imenujemo LoG (ang. Laplacian of a Gaussian), ker ima enačba 
(5.19) obliko Gaussove funkcije. Na sliki 5.11 je tudi prikazana 5 × 5 maska, ki je 
približek odvoda g2  . Njen namen je ujeti bistvo oblike g2  , kjer je pozitivni 
izraz na sredini, obdan s sosednimi negativnimi področji, katera povečujejo vrednost, 
ko se funkcija oddaljuje od izvora, in ničelnih zunanjih področij. Vsota koeficientov 
mora biti  nič in s tem postane odziv maske nič v področjih s konstantnimi sivinskimi 
nivoji. Tako majhna maska je uporabna samo na slikah, ki so brez šuma. 
 
0 0 –1 0 0 
0 –1 –2 –1 0 
–1 –2 16 –2 –1 
0 –1 –2 –1 0 
 
0 0 –1 0 0 
Slika 5.11:  5 × 5 maska, ki je približek odvoda g2 . 
 
Ker je drugi odvod linearna operacija, je uporaba konvolucije na sliki z  g2  
enaka kot, če najprej uporabimo enačbo (5.19) z Gaussovo gladilno funkcijo in 
rezultat obdelamo z Laplaceovim operatorjem. Tako vidimo, da je namen Gaussove 
funkcije v LoG izrazu glajenje slike, in namen Laplaceovega operatorja je zagotoviti 
sliko z informacijo o lokaciji robov. Glajenje slike zmanjšuje učinek že prisotnega 
šuma ter zavira povečanje šuma zaradi delovanja drugega Laplaceovega odvoda. 
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Slika 5.12:  5.13:  (a) Originalna vhodna slika (Slika8: 19); (b) Uporaba LoG sita. 
 Vhodna slika 5.12(a) (Slika8: 19) mogoče ni najboljša za predstavitev 
prednosti LoG transformacije, vendar je zaradi posrečene kombinacije vsebine slike 
in lastnosti LoG transformacije nastal presenetljivo dober rezultat. Neizrazita številka 
19 je na razgibanem ozadju po obdelavi v našem programu postala močno 
poudarjena in vidna. Drugi odvod, ki je sestavni del LoG transformacije, je izredno 
občutljiv na šume in jih zato zelo ojači. Ker je ozadje slike sestavljeno iz množice 
točk z različnimi nivoji sivine, LoG transformacija te točke ojači do največje 
vrednosti sivine, ki se na izhodni sliki prikažejo kot popolnoma bele barve. Motiv 
številke 19 je na vhodni sliki 5.12(a) področje s konstantnimi sivinskimi nivoji. 
Odziv LoG transformacije na konstantne sivinske nivoje je nič in zato je vsa površina 
številke 19 postala na izhodni sliki temno črna.  
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5.3  Koren povprečne kvadratne napake 
Koren povprečne kvadratne napake erms (ang. Root mean square error) je 
merilo, kako blizu se prilagajajo predvideni podatki in dejanski podatki dobljeni iz 
meritev na konkretnem primeru. Manjša je vrednost erms  boljše se ujemajo 
predvideni podatki z dejanskimi. 
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Enačba opisuje primerjavo podatkov vhodne matrike F in izhodne matrike G. 
Matrike F in G sta velike M × N. Matrika F vsebuje točke f(x,y) in matrika G 
vsebuje točke g(x,y). Točki f in g med seboj odštejemo in kvadriramo. Enako 
naredimo z vsemi točkami matrike, v nadaljevanju kvadrirano razliko vseh točk 
seštejemo in delimo s številom vseh točk matrike (M × N). Na koncu rezultat še 
korenimo. 
Kvadriranje uporabljamo, ker prepreči izključevanje negativnih in pozitivnih 
vrednosti med seboj. 
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6.1  Kratka predstavitev spletnih tehnologij HTML in JavaScript 
Za predstavitev slikovnih algoritmov smo uporabil računalniški jezik HTML 
(ang. HyperText Markup Language). Izbran je bil, zaradi njegove preprostosti in zelo 
velike podpore v obliki knjig, člankov in forumov na internetu. Ker je HTML 
statičen jezik in ne omogoča izvajanja dinamičnih vsebin, smo jezik HTML 
nadgradili z programskim jezikom JavaScript. 
6.1.1  HTML 
HTML je označevalni računalniški jezik, s katerim označujemo, na kakšen 
način naj se prikaže določena vsebina. Jezik HTML se uporablja pri izgradnji 
spletnih strani. Zagotavlja sredstva za ustvarjanje strukturiranih dokumentov, da 
lahko dodamo besedilom različne oblike, kot so naslovi, odstavki, seznami, kakor 
tudi povezave, navedke in ostale predmete. Omogočajo slikam in objektom, da jih 
lahko vgradimo v spletne strani in s tem ustvarimo interaktivne spletne obrazce. 
Jezik je napisan v obliki elementov jezika HTML, ki so sestavljeni iz značk (ang. 
tags) obdanih z znakoma < in >. Lahko vsebuje ali naloži skriptne jezike, kot je 
JavaScript, ki vplivajo na obnašanje programov, ki obdelujejo HTML. 
Najkrajši delujoč dokument HTML je sestavljen iz štirih elementov html, 
head, title in body. 
- <html> element opredeli dokument kot dokument HTML,  
- <head>  element naredi glavo dokumenta v katero se zapišejo informacije, ki 
se ne prikažejo v oknu brskalnika, 
- <title>  s tem elementom določimo ime dokumenta. Navadno se ime 
dokumenta izpiše v glavi brskalnika. Ta element se vpisuje samo v element  
<head>,   
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- <body> element vsebuje vse informacije o dokumentu, ki se prikazujejo v 
oknu brskalnika[4]. 
 
 
<html> 
     
  <head> 
    <title> Naslov dokumenta </title> 
  </head> 
 
  <body> 
    <script type="text/javascript"> 
     document.write("Pozdravljen svet!"); 
    </script> 
  </body> 
 
</html> 
 
Slika 6.1:  Primer jezika JavaScript v HTML. V brskalniku se bo izpisalo samo besedilo. 
 
Jezik HTML zapisujemo v znakovno datoteko, kar pomeni, da jo lahko 
odpremo in urejamo s poljubnim urejevalnikom besedila. Najbolj primerni za to delo 
so urejevalniki znakovnih datotek (Notepad, TextEdit, Word ...). Za bolj napredno 
uporabo obstajajo urejevalniki HTML datotek in vizualni urejevalnik HTML.  
Urejevalniki HTML datotek obsegajo poleg pisanja kode tudi poudarjanje 
sintakse, vnašanje enostavnih elementov jezika HTML prek orodne vrstice ali 
kombinacije tipk iz tipkovnice. Urejevalniki HTML datotek pogosto vključujejo 
funkcije, ki so bodisi že vgrajene ali v povezavi z zunanjimi orodji kot so nadzor nad 
viri in različicami, vzpostavljene in pregled povezav do ostalih datotek HTML, 
preverjanje, potrjevanje, čiščenje in oblikovanje kode in preverjanje črkovanja. 
Pomagajo tudi vzpostaviti in naložiti izdelek na FTP ali WebDAV strežnik. 
Predstavniki takih urejevalnikov so TextPad, HTML-Kit, Microsoft Visual Studio, 
Notepad++.  
Vizualni urejevalniki HTML datotek, ki imajo v angleščini okrajšavo 
WYSIWYG (ang. What You See Is What You Get), ponujajo urejevalniški vmesnik, 
ki predstavi starn HTML v obliki, kakršna bo izgledala v spletnem brskalniku. Ker 
uporaba vizualnega urejevalnika ne zahteva nobenega poglobljenega HTML znanja, 
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je zelo velikokrat uporabljen pri uporabnikih s povprečnim računalniškim znanjem. 
Pogled  vizualnega urejevalnika je dosežen s postavitvenim motorjem, ki ga najdemo 
tudi v spletnih brskalnikih. Za ta namen je postavitveni motor precej izboljšan v 
smeri tipkanja, lepljenja, brisanja in premikanja vsebine. Cilj tega je, da lahko 
uporabnik ves čas med urejanjem opazuje svoj dokument v obliki, ki kar najbolj 
ustreza končnemu izdelku prikazanem v katerem koli spletnem brskalniku[5]. 
Medtem ko vizualni urejevalniki omogočijo izdelavo spletne strani lažje in 
hitrejše, se profesionalni  izdelovalci, še vedno poslužujejo znakovnih urejevalnikov, 
čeprav imajo vizualni urejevalniki tudi vgrajen znakovni način urejanja kode HTML. 
Internet v začetku ni bil mišljen kot vizualen medij, prepreden s slikami in grafikami. 
V ta namen so avtorji dodatno razvili slogovne jezike, kot je recimo CSS (ang. 
Cascading Style Sheets)[6]. Vendar je zaradi različnih tolmačenj jezika začelo 
prihajati do odstopanj med prikazom enako napisane spletne strani med različnimi 
spletnimi brskalniki. Zaradi tega je avtomatično proizvedena koda, ki jo proizvedejo 
vizualni urejevalniki, napisana na način, da je združljiva z najbolj razširjenimi 
spletnimi brskalniki. Take datoteke HTML vedno pridobijo na dodatni kodi, ki 
zmanjša preglednost nad samo celoto. Za predstavitev, kako takšen urejevalnik uredi 
kodo, sem uporabil program Microsoft FrontPage. Kodo, ki jo je proizvedel program 
si lahko ogledamo v datoteki, ki je del programa, »Navodilo_slika.html «. Ostali 
predstavniki urejevalnikov te vrste bi bili: Adobe Dreamweaver, CoffeeCup HTML 
Editor, SeaMonkey Composer. 
 
Za pisanje kode, ki jo potrebuje naš program sem uporabi urejevalnik HTML 
datotek Notepad++. Poleg zgoraj naštetih možnosti sem ga izbral zaradi njegove 
majhnosti, preprostosti in ker je na voljo brezplačno pod GNU licenco. 
6.1.2  JavaScript 
JavaScript je objektno osnovan skriptni jezik, ki omogoča izboljševanje in 
posodobitev oblike, izdelovanje piškotkov in še veliko več. Objekti v programskih 
jezikih so skupki spremenljivk in metod (funkcij), ki definirajo stanje in obnašanje 
objektov. Prednosti objektnega programiranja so v modularnosti. Programsko kodo 
objekta lahko napišemo in popravljamo neodvisno od ostalih objektov, objekte lahko 
enostavno prenašamo med sistemi[7]. JavaScript je torej zelo uporaben. To dokazuje 
tudi dejstvo, da ga pri izdelavi spletnih strani uporablja na milijone ljudi. Vso to 
popularnost je jezik pridobil tudi zaradi močne podpore med različnimi spletnimi 
brskalniki, kot so Interent explorer, Firefox, Opera,... In kaj je takega pri tem 
skriptnem jeziku, da je tako popularen? Vemo, da povprečni oblikovalci spletnih 
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strani običajno niso dobri programerji, a JavaScript je zelo preprost jezik, ki vsebuje 
nezapletene oznake in funkcije in, da se ga lahko nauči prav vsakdo. JavaScript lahko 
pišemo znotraj jezika HTML med oznakami <head> ali  <body> [8]. 
6.2  Opis oblike spletne strani 
Namen spletne strani je predstavitev delovanja algoritmov na majhnih 
sivinskih slikah. Slike so na spletni strani predstavljene v obliki tabele s kvadratnimi 
celicami. Barvo celice določa sivinski nivo, ki je določen za posamezno točko v 
matrikah F in G. 
Kot smo že prej omenili, smo za predstavitev postopkov obdelave slik 
uporabili računalniški jezik HTML. Program je bil razvit in preizkušen na 
internetnem brskalniku Mozilla Firefox 3.6. Če se program uporablja v drugih 
brskalnikih, potem je mogoče, da bo oblika drugačna, kot je prikazana slika spodaj. 
Na tem mestu moramo opozoriti, da Mozilla Firefox 3.6 ne izrisuje slik za naš 
program večjih kot 36 krat 36 točk. Več informacij o tej temi je napisano v poglavju 
Izdelava testne slike. 
Obliko strani lahko razdelimo na štiri polja. Prvo polje sestavljajo štirje gumbi, 
kateri vsak omogoča povezavo do spletnih strani na katerih delujejo algoritmi za 
posamezne transformacije. V drugem polju, ki obsega večji del spletne strani, sta 
testna slika in z digitalnimi algoritmi obdelana slika. Testna slika je neodvisna od 
uporabe algoritmov, saj je statična in je mišljena samo kot primerjava med originalno 
in z digitalnimi algoritmi obdelano drugo sliko.  
S pritiskom na gumb IZRIŠI se druga slika spremeni po pogojih, ki jih 
določimo v nastavitvenem polju. Nastavitveno polje je različno za točkovne 
transformacije ali za transformacije pri katerih se uporablja konvolucija. Pri 
točkovnih transformacijah smo razdelili obdelano sliko na dve polovici. Vsaki 
polovici se da določiti svoja točkovna transformacija, s svojimi parametri.  
Za kar najlepši prikaz delovanja transformacije je potrebna ustrezna slika. 
Vsaka slika ne omogoča najbolj optimalne predstavitve posamične transformacije, 
zato sem dodal deset različnih prizorov. Če še vedno obstaja potreba po drugačni 
sliki, se jo lahko doda na način, ki je opisan v programu, če pritisnemo gumb 
Navodilo na nastavitvenem polju. Navodila so zapisana tudi v tej pisni nalogi v 
poglavju Izdelava testne slike.  
Pri transformacijah s konvolucijo vsebuje nastavitveno polje masko sita, katero 
lahko zapolnimo z utežmi. To lahko naredimo z vnašanjem prek tipkovnice ali z 
izbiro že vnaprej pripravljenih skupin uteži. Nastavitveno polje tudi omogoča vnos 
6.2  Opis oblike spletne strani 59 
 
števila zaokroženih decimalnih mest in gumba Izriši in Opis transformacij. Eden od 
pomembnih vhodnih podatkov pri računanju konvolucije je, katere točke na robovih 
matrike F naj program pri svojem računanju uporabi. Prek izbirnih gumbov so 
mogoče naslednje možnosti: 
- v točke izven matrike kopiraj vrednosti robnih točk; 
- v točke izven matrike dodaj vrednost 0 (nič); 
- ne izvedi konvolucije na robnih točkah matrike. 
Ob pritisku na gumb Izriši se sprožijo funkcije v programu, ki kot končni 
rezultat izrišejo obdelano sliko. Vrednosti slikovnih točk najdemo tudi v numeričnem 
zapisu v poljih Vhodni podatki in Izhodni podatki. Gumb Opis transformacij nas 
prestavi na spletno stran, kjer so podrobno opisane vse transformacije, ki se nahajajo 
na pripadajoči spletni strani.  
Program tudi omogoča primerjavo podatkov pridobljenih v tem programu s 
podatki, ki jih izračuna simulator elektronskega vezja. Primerjava se izvrši z metodo 
korena povprečne kvadratne napake (erms). Manjši kot je rezultat te metode bolj se 
podatki ujemajo. Da lahko uporabimo podatke simulatorja elektronskega vezja, jih 
moramo prej zapisati v datoteko Izhod.xml. Datoteka mora biti zapisana v XML 
formatu. Več informacij o XML formatu je poglavju Izdelava testne slike. 
Primerjavo zaženemo s pritiskom na gumb RMS in rezultat erms se izpiše v okenček 
zraven gumba. 
Kot primer smo izvedli simulacijo vezja Gaussovega sita s koeficienti 1 7 1, pri 
normiranju smo vzeli približek 1/9=0.000111 (dvojiško, 6 mest). Rezultate 
simulacije smo zapisali v datoteko Izhod.xml in izvedli primerjavo v programu. 
Rezultat izračunan med izhodnimi podatki tega programa in izhodnimi podatki 
simulacije elektronskega vezja je pokazal vrednost erms =2.675664. Nato smo pri 
simulaciji vezja uporabili bolj natančen približek normale 1/9=0.0001110100011111  
(16 mest). Tukaj se pokaže rezultat erms =0.34375 . 
Peto polje je namenjeno izpisu numeričnih vrednosti točk testne in obdelane 
slike. Vrednosti točk iz testne slike se zapišejo v polje Vhodni podatki, vrednosti 
točk iz obdelane slike pa v polje Izhodni podatki. V polju Izhodni podatki simulacije 
elektronskega vezja so prikazane točke iz datoteke Izhod.xml. 
 
60 6  Eksperimentalna spletna predstavitev algoritmov 
 
 
Slika 6.2:  Oblika spletne strani v kateri predstavljamo algoritme za digitalno obdelavo slik. 
6.3  Izdelava testne slike 
V primeru, da želi uporabnik dodati svoje slike, smo v nadaljevanju opisali 
postopek, ki mu to omogoča. Program predstavlja samo slike, ki so zapisane v XML 
formatu.   
XML je okrajšava angleškega izraza eXtensible Markup Language. Sestavljen 
je iz pravil za kodiranje dokumentov v elektronski obliki. Osnovni namen jezika je 
opis podatkovnih struktur z namenom deljenja le-teh med različnimi informacijskimi 
sistemi. Jezik je določen v XML 1.0 specifikaciji, ki jo nadzira organizacija World 
Wide Web Consortium. 
Format je razširljiv označevalni jezik, in je podoben jeziku HTML. XML je 
prisoten na mnogih področij računalništva, še posebej na področju komuniciranja 
med aplikacijami in strežniki. Da se ga tudi razširiti, saj ima namreč to možnost, da 
si lahko sami izmislimo imena značk (ang. tag). Zelo je uporaben za komunikacije, 
saj ima zelo preprosto in pregledno zgradbo[9]. 
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Sliko pretvorimo v format XML tako, da sliko črno bele barve shranimo v 
programu za urejanje slik v format PGM (ASCII). 
 
Slika naj ne bo večja kot 36 krat 36 točk. Če je slika večja, se pojavi napaka pri 
delu v programu Mozilla Firefox (3.6).V spletnem brskalniku Internet Explorer (8.0) 
ne prihaja do napak pri večjih slikah. 
 
PGM (Portable GrayMap) je grafični format, ki je namenjen za shranjevanje 
sivinskih odtenkov v datoteko. Na začetku je bil narejen za lažje prehajanje med 
različnimi platformami. Za zapisovanje se uporablja ameriški standardni nabor 
znakov ASCII, kar omogoča razpoznavanje slike tudi človeku[10]. 
Za vse slike, ki so prikazane v programu smo za pretvorbo iz poljubnega 
slikovnega formata v PGM format uporabili brezplačen program GIMP 
(http://www.gimp.org/). 
Datoteko PGM odpremo v programu za urejanje besedila, kot je recimo 
Notepad, in zamenjamo glavo (prve štiri vrstice) in nogo z značkami XML. 
 
Primer PGM formata: 
 
P2        //"čarobna številka" za prepoznavanje vrste datoteke 
32 32     //širina in višina slike 
255       //največja možna sivinska vrednost 
 
168       //sivinske vrednosti točk 
142 
117 
… 
12 
22 
47  
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Primer XML formata izpeljanega iz PGM formata: 
 
<?xml version="1.0" encoding="iso-8859-1"?> 
<img type="pgm"> 
<dim>32 32</dim> // širina in višina slike 
<pix>168 // vrednost prve točke vedno pišemo takoj za značko 
142 
117 
… 
12 
22 
47</pix> // vrednost zadnje točke vedno pišemo takoj pred značko 
</img> 
 
Tako dobimo XML datoteko, ki jo lahko preberemo s funkcijo v kodi HTML. 
Sedaj moramo samo še vriniti kodo, katera bo programu pokazala obstoj nove slike. 
Poiščimo v datotekah Prikaz_N.html (N=1, 2, 3, 4) izbirni seznam:  
 
<select id="slika" name="slika" title="Izberi sliko!"> 
<option value="Crke.xml">Slika 1:&#268rke</option> 
 <option value="slika2.xml">Slika 2:Lola</option> 
 <option value="Ptic.xml">Slika 3:Pti&#269</option> 
 <option value="Znak.xml">Slika 4:Znak</option> 
 <option value="Krog.xml">Slika 5:Krog</option> 
 <option value="Pika.xml">Slika 6:Pike</option> 
 <option value="FAP.xml">Slika 7:FAP</option> 
 <option value="19.xml">Slika 8:19</option> 
 <option value="Liki.xml">Slika 9:Liki</option> 
<option value="Lestvica.xml">Slika 10:Sivinska lestvica</option> 
</select> 
 
Recimo, da hočemo dodati novo sliko Primer.xml. Črno-belo poljubno sliko 
pretvorimo po prej omenjenih pravilih v XML format. Sedaj dodamo novo vrstico v 
izbirni seznam. 
 
<option value="Primer.xml">Slika 11:Primer</option> 
 
Znački <option> dodamo lastnost (ang. attribute) value="Primer.xml" , ki 
naroči programu katero XML datoteko mora naložiti. Koda v nadaljevanju,       
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Slika 11:Primer, povzroči, da se prikaže v izbirnem seznamu opisno besedilo, ki 
predstavi novo sliko. 
 
<select id="slika" name="slika" title="Izberi sliko!"> 
<option value="Crke.xml">Slika 1:&#268rke</option> 
 <option value="slika2.xml">Slika 2:Lola</option> 
 <option value="Ptic.xml">Slika 3:Pti&#269</option> 
 <option value="Znak.xml">Slika 4:Znak</option> 
 <option value="Krog.xml">Slika 5:Krog</option> 
 <option value="Pika.xml">Slika 6:Pike</option> 
 <option value="FAP.xml">Slika 7:FAP</option> 
 <option value="19.xml">Slika 8:19</option> 
 <option value="Liki.xml">Slika 9:Liki</option> 
<option value="Lestvica.xml">Slika 10:Sivinska lestvica</option> 
<option value="Primer.xml">Slika 11:Primer</option> 
</select> 
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6.4  Osnovna knjižnica za delo s slikami: Matrika.js 
 
V datoteki matrika.js smo definirali objekt z imenom Matrika in osnovne 
metode za delo s celoštevilčnimi matrikami, ki predstavljajo digitalno sliko. V 
objektu so shranjeni vsi podatki o sliki in ko definiramo metode, je delo z objekti 
zelo enostavno. 
 
Ko naredimo nov objekt, pokličemo konstruktor Matrika() z dvema 
parametroma, ki predstavljata dimenzije slike: širino (ang. width) in višino (ang. 
height). Konstruktor shrani dimenziji v spremenljivki dimX in dimY, naredi 
številsko zbirko v velikosti dimX*dimY in postavi vse elemente na 0. 
 
Objekt Matrika() z besedo prototype povežemo s funkcijami, ki predstavljajo 
metode objekta: 
- set(x,y,val) nastavi točko na koordinati (x,y) na vrednost val, 
- get(x,y) vrne vrednost točke s koordinate (x,y), 
- fill() zapolni matriko z vnaprej določenim vzorcem, 
- save() pri izpisovanju matrike v polja Vhodni podatki, Izhodni podatki in 
Izhodni podatki simulacije elektronskega vezja doda PGM značke,  
- table() za prikaz slike naredi HTML tabelo v velikosti matrike, v kateri je 
ozadje celic v barvi posameznih točk, 
- display(id) prikaže sliko v obliki tabele, ki je znotraj HTML elementa z 
identifikacijsko oznako id, 
- read(filename) prebere sliko iz lokalne XML datoteke na strežniku s pomočjo 
metod DOM za branje XML, ki so vgrajene v večino spletnih brskalnikov, 
- mean() izračuna koren povprečne kvadratne napake.  
 
Uporabo objekta Matrika() si lahko ogledamo v datoteki Prikaz_1.html, kjer 
smo z naslednjo vrstico kode:  
 
var m = new Matrika(32,32); 
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deklarirali spremenljivko m, ki predstavlja velikost slike. Slika sedaj meri v 
širino in višino 32 točk. 
 
Poglejmo si še primer delovanja katere od zgoraj naštetih metod objekta 
Matrika(). Primer je iz datoteke Transformacije_1.js. 
 
     tocka=255- m.get(x,y); 
     m.set(x,y,tocka); 
 
Zgornje vrstice kode nam opisujejo kako iz poljubne točke (x,y) v matriki m 
vzamemo s pomočjo metode get() vrednost, katero nato odštejemo od števila 255. Če 
hočemo rezultat shraniti nazaj v matriko m, za to uporabimo metodo set(). Metoda 
set() za svoje delovanje potrebuje tri parametre: koordinate točke (x,y) v matriki m in 
vrednost katero hočemo v to točko zapisati. 
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Zaradi večje preglednosti izvorne kode v datotekah »Prikaz_N.html« smo 
zapisali algoritme za obdelavo slik v posebnih dveh datotekah »Transformacije_1.js« 
in »Transformacije_2.js«. Podaljšek .js pove, da je vsebina teh dveh datotek napisana 
samo v programskem jeziku JavaScript. V datoteki »Transformacije_1.js« najdemo 
algoritme za negativno, logaritemsko in potenčno transformacijo. Za izvajanje 
transformacij, ki potrebujejo algoritme konvolucije naš program potrebuje kodo, ki je 
zapisana v datoteki »Transformacije_2.js« . 
 
6.5.1  Opis kode za točkovne transformacije 
 
Za dostop do točkovnih transformacij moramo zagnati datoteko Prikaz_N.html. 
Odpre se spletna stran, katero smo predstavili že v odlomku Opis oblike spletne 
strani. V izbirnem  meniju lahko izbiramo med različnimi  točkovnimi 
transformacijami: 
- Negativna transformacija, 
- Logaritemska transformacija in 
- Potenčna transformacija. 
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Nadaljujemo z nastavljanjem koeficientov transformacij. Pri prikazu Logaritemske 
transformacije dobimo najboljše rezultate, če vpišemo vrednosti koeficienta med 35 
in 55. Pri Potenčni transformaciji se naj vrednosti gibljejo med 0,2 in 5. Ko 
nastavimo vse parametre, zaženemo program s klikom na gumb IZRIŠI. S pritiskom 
na gumb zaženemo funkcijo Racunaj(), katera ustvari matriko velikosti 32×32 točk 
in jo zapolni z vrednostmi iz izbrane slike. Glede na izbrano transformacijo v 
izbirnih seznamih (id="transformacija_1 in id="transformacija_2) se kličejo 
funkcije, ki so shranjene v datoteki Transformacija_1.js. V klicani funkciji se s 
pomočjo dveh for zank pobira točke iz matrike. Vsaka točka gre skozi enačbo, ki 
smo jo že opisali v poglavju Osnovne transformacije sivinskih nivojev. Na koncu se 
točka z novo vrednostjo shrani nazaj na prvotno mesto v matriki. Po obdelavi vseh 
točk program predstavi točke matrike v obliki  slike, ki jo najdemo na desni strani 
spletne strani. 
Pri predstavitvi točkovnih transformacij je z digitalnimi algoritmi obdelana 
druga slika razdeljena na dve enaki polovici. Vsaki polovici lahko izberemo, katero 
od treh transformacij želimo uporabiti in jim nastavimo različne koeficiente. Namen 
te razdelitve je dati možnost predstavitve rezultatov dveh različnih transformacij v 
eni sami sliki. 
Zaradi tega program izračunava vsako polovico matrike posebej. Kodo, ki 
ureja to razdelitev matrike najdemo v datoteki Transformacija_1.js in je prisotna v 
vsaki funkciji, ki izračunava točkovne transformacije. V nadaljevanju sta napisana 
primera dveh funkciji, ki se razlikujeta samo po tem iz katere polovice matrike 
pobirata podatke. 
 
function neg1(m)  
{ 
for (x=0; x<m.dimX; x++) 
  for (y=0; y<m.dimY/2; y++) 
 {tocka=255- m.get(x,y); 
       m.set(x,y,tocka);} 
} 
function neg2(m)  
{ 
for (x=0; x<m.dimX; x++) 
  for (y=m.dimY/2; y<m.dimY; y++) 
 {tocka=255- m.get(x,y); 
       m.set(x,y,tocka);} 
} 
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Funkciji najprej kličeta posamezne točke matrike s pomočjo notranje zanke, ki 
je sestavljena iz dveh for zank. Pozicija točke na x osi je  predstavljena s prvo for 
zanko in druga for zanka določa pozicijo točke na y osi. Obe funkciji imata prvo  
for  zanko enako, ki ima začetno vrednost 0 in se izvaja dokler števec ne doseže 
vrednosti dolžine matrike (m.dimX). 
Ker želimo, da je delitev matrike po horizontalni y osi, je v drugi for zanki 
omejeno pobiranje točk samo do polovice širine matrike. V nadaljevanju si oglejmo 
drugo for zanko prve funkcije. 
 
for (y=0; y<m.dimY/2; y++) 
 
V tem primeru je začetna vrednost for zanke nastavljena na vrednost 0 in se 
izvaja dokler števec ne doseže polovične vrednosti širine matrike ( m.dimY/2 ). 
 
for (y=m.dimY/2; y<m.dimY; y++) 
 
Pri zgoraj prikazani drugi funkciji se podobno omeji razpon pobiranja točk v y osi, 
kot pri prvi funkciji. V tej funkciji določimo začetno vrednost for  zanke na 
polovično vrednost širine matrike, (m.dimY/2) in zanka se izvaja dokler ne pride do 
končne vrednosti širine matrike (m.dimY). 
 
Zaokroževanje vrednosti 
V naš program smo vgradili tudi funkcijo zaokroževanja števila decimalnih 
mest, ki se uporablja  pri računanju logaritemskih in potenčnih funkcij. Vnosno polje 
v katerega vpisujemo želeno število decimalnih mest najdemo v nastavitvenem polju 
nad gumbom IZRIŠI. Vpišemo lahko poljubno naravno število med 1 in 99. 
Koda funkcije, ki ureja število decimalnih mest, se nahaja v datoteki 
Transformacija_1.js. 
 
function decimal(tocka,eksponent) 
{  
 tocka=tocka*(Math.pow(2,eksponent)); 
 tocka=Math.round(tocka); 
 return Math.min(255, tocka/(Math.pow(2,eksponent)));   
} 
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Funkcija potrebuje dva vhodna parametra. V prvi parameter vpišemo vrednost 
točke in v drugi parameter vpišemo želeno število decimalnih mest. 
Na začetku vrednost točke pomnožimo s potenco dve na želeno število 
decimalk. Potenco programsko rešimo z vgrajenim objektom Math in njegovim 
postopkom pow. Sedaj lahko odstranimo vse decimalke, ki so nižje od zahtevanega 
števila. Za to uporabimo postopek round, objekta Math, ki zaokroži vrednost na 
najbližje celo število. Sedaj samo še delimo zaokroženo število z že prej omenjeno  
potenco. Ker imamo sivinskih nivojev samo 256 jih lahko pri potenciranju kaj hitro 
prekoračimo. Zato smo dodali še postopek  min, ki skrbi, da rezultat pri potenciranju 
ni večji od vrednosti 255. 
 
Uporabo funkcije decimal najdemo v datoteki Transformacija_1.js in je 
uporabljena v funkcijah za izračun logaritma (log1, log2) in potenciranja (pow1, 
pow2). V spodaj napisanem primeru se zaokroževanje rezultata izvede preden se 
točka shrani nazaj v matriko. 
 
function pow1(m, c, eksponent) 
{ 
var a; 
a = 255/(Math.pow(255,c)); 
for (x=0; x<m.dimX; x++) 
  for (y=0; y<m.dimY/2; y++) 
 { 
  tocka=(a*(Math.pow(m.get(x,y),c))); 
  tocka=decimal(tocka,eksponent); 
     m.set(x,y,tocka); 
 } 
} 
 
Negativna transformacija 
Deluje po enačbi fLg  1 . Ker ima siva v mojem programu samo 8 bitno 
globino, je možnih vseh sivinskih nivojev L = 256. Enačba je pretvorjena v 
JavaScript jezik v obliko: 
 
function neg1(m)   
{ 
for (x=0; x<m.dimX; x++) 
  for (y=0; y<m.dimY/2; y++) 
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 { 
  tocka=255- m.get(x,y); 
     m.set(x,y,tocka); 
 } 
} 
Funkcija je sestavljena iz dveh for zank, ki pobirata točke iz matrike. Vsaka 
točka se najprej odšteje od števila 255 in shrani novo vrednost nazaj na isto lokacijo 
v matriki. 
 
Logaritemska transformacija 
Je izražena z enačbo )1ln( fcg   in je pretvorjena v JavaScript jezik v 
obliko: 
 
function log1(m, c, eksponent)  
{ 
for (x=0; x<m.dimX; x++) 
  for (y=0; y<m.dimY/2; y++) 
 { 
  tocka=(c*Math.log(1+m.get(x,y))); 
  decimal(tocka,eksponent); 
  m.set(x,y,tocka); 
 } 
} 
Funkcija je sestavljena iz dveh for zank, ki pobirata točke iz matrike. Vrednost 
točke logaritmiramo z metodo log, ki je zapisana v Math objektu. Nova vrednost 
točke se shrani nazaj na isto lokacijo v matriki. 
 
Potenčna transformacija 
Je izražena z enačbo 
cfg   in je pretvorjena v JavaScript jezik v obliko: 
 
function pow1(m, c, eksponent) 
{ 
var a; 
a = 255/(Math.pow(255,c)); 
for (x=0; x<m.dimX; x++) 
  for (y=0; y<m.dimY/2; y++) 
 { 
  tocka=(a*(Math.pow(m.get(x,y),c))); 
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  tocka=decimal(tocka,eksponent); 
     m.set(x,y,tocka); 
 } 
} 
Da ne bi prišlo pri izhodnih sivinskih nivojih do zasičenja in bi se med 
potenčno transformacijo vhodnih točk v izhodne točke izgubile informacije 
posameznih točk, je potrebno prirediti koeficient c za vsak gama koeficient posebej. 
V splošnem se za b-bitne slike izračuna konstanta c z naslednjo enačbo: 
 
 
 
 12
12



b
b
c  (6.1) 
V našem programu uporabljamo 8-bitno kodiranje slike in tako se v programu 
uporablja naslednja enačba: 
 
 
255
255
c  (6.2) 
  
Če enačbo (6.2) pretvorimo v JavaScript jezik dobimo naslednje vrstice kode: 
 
a = 255/(Math.pow(255,c)); 
 
kjer je spremenljivka a koeficient c in spremenljivka c koeficient gama.  
V nadaljevanju je funkcija sestavljena iz dveh for zank, ki pobirata točke iz 
matrike. Vrednost točke potenciramo z metodo pow, ki je zapisana v Math objektu. 
Nova vrednost točke se shrani nazaj na isto lokacijo v matriki. 
6.5.2  Opis kode za transformacije, ki uporabljajo konvolucijo 
Spletne strani, ki prikazujejo delovanje transformacij z uporabo konvolucije, 
najdemo v datotekah Prikaz_2.html, Prikaz_3.html in Prikaz_4.html. Vse tri spletne 
strani imajo enako obliko, različen imajo samo seznam mask  za posamezno 
transformacijo. 
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Ob prvem nalaganju spletne strani v brskalnik, se izvede funkcija Risi(), 
 
function Risi() 
{ 
 var m = new Matrika(32,32);  
 m.read("Crke.xml"); 
 m.display("s1"); 
 m.display("s2"); 
} 
ki ustvari nov objekt matrika in ga zapiše v spremenljivko m. V nadaljevanju 
vzamemo s pomočjo metode read() točke iz datoteke »Crke.xml«  in jih shranimo v 
matriko m. Sedaj metoda display() prikaže slike v poljih tabel z identifikacijskimi 
oznakami "s1" (Vhodni podatki)  in "s2" (Izhodni podatki). 
Preden pritisnemo tipko IZRIŠI, katera zažene proces filtriranja vhodne slike,  
lahko na spletni strani določimo naslednje parametre: 
- V tabeli Maska vnesemo poljubne maskine koeficiente; 
- v izbirnem meniju izberemo eno od že prednastavljenih mask, ki se ločijo 
glede na obliko in velikost; 
- v izbirnem meniju izberemo eno od že predpripravljenih slik;  
- v skupini treh izbirnih gumbov izberemo, kako bo program upošteval točke, 
ki se nahajajo na robu matrike.  
 
S pritiskom na gumb IZRIŠI se zažene funkcija Racunaj(). Ustvari se matrika 
velikosti 32×32 in jo zapolnimo z vrednostmi iz izbrane slikovne datoteke.  
Vrednosti v matriki se prikažejo na spletni strani na dveh mestih. V sivo sliko 
pretvorjene vrednosti se prikažejo v levi neobdelani sliki in v obliki podatkov jih 
najdemo v polju Vhodni podatki. Oblika podatkov v polju Vhodni podatki je 
zapisana v PGM formatu in vsebuje poleg sivinskih vrednosti posameznih točk slike 
tudi glavo (prve tri vrstice) z značkami PGM.  
Glede na to kateri izbirni gumb v polju »Upravljanje z robnimi točkami 
matrike« imamo pritisnjen, se bo izvedla ena od treh funkcij zapisanih v datoteki 
»Transformacije_2.js«. 
V primeru, da je izbrana možnost »V točke izven matrike kopiraj vrednosti 
robnih točk« se bo zagnala funkcija ConvolRobne, ki bo razširila vhodno matriko z 
dodatnimi točkami, ki imajo vrednosti robnih točk matrike. 
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V primeru, da je izbrana možnost »V točke izven matrike dodaj vrednost 0« se 
bo zagnala funkcija Convol0, ki bo razširila vhodno matriko z dodatnimi točkami, ki 
imajo vrednost nič. 
V primeru, da je izbrana možnost »Ne izvedi konvolucije na robnih točkah 
matrike« bo zagnana funkcija ConvolBrez, katere naloga bo, da bo center maske 
(velikosti n × n) vedno na razdalji   2/1n  točk stran od meje matrike. 
Na koncu vsake funkcije se še preveri vsota vseh elementov v maski in če je 
različna od nič se izvede normalizacija. 
Pri vrnitvi iz konvolucijskih funkcij se obdelana matrika prikažema v desni 
sliki. Vrednosti matrike se tudi prepišejo v polje Izhodni  podatki in dodajo se značke 
PGM formata. 
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7  Digitalna obdelava slik z elektronskim vezjem 
Digitalna obdelava signalov se razlikuje od ostalih področij v računalniški 
znanosti po unikatnem tipu podatkov katere uporablja : signale. V večini primerov 
signali izhajajo iz senzorjev, ki zajemajo informacije iz resničnega stvarnega sveta: 
potresne vibracije, vizualne slike, zvočni valovi,… Obdelava je sestavljena iz  
matematičnih enačb pretvorjene v računalniške algoritme, ki se uporabljajo pri 
manipulaciji teh signalov potem, ko so bili pretvorjeni v digitalno obliko. 
Uporabljamo jih za je obogatitev slik, prepoznavanje in proizvajanje govora, 
zgoščevanje podatkov za arhiviranje in prenos,… [13] 
Digitalno obdelavo slik lahko izvajamo z namenskim vezjem, procesorjem ali 
vezjem FPGA. 
 
7.1  Namenska vezja (ASIC) 
Proizvajalci integriranih vezij zadovoljijo potrebo po nizkih stroških s 
tehnologijo namenskih vezij ASIC (ang. application specific integrated circuits). 
ASIC znižuje stroške razvoja integriranega vezja za določeno aplikacijo z delitvijo 
standardnih osnovnih gradnikov. Razvijalec izdela nadgradnjo potrebno za 
posamezno aplikacijo na že predpripravljeni osnovi čipa. Tako se čas potreben za 
načrtovanje ASIC vezja zelo skrajša, kot če bi morali narediti popolnoma novo, po 
meri narejeno integrirano vezje. Vendar, ker se razvijalci opirajo na standardne 
gradnike, ne morejo zgostiti vezij tako učinkovito, kot po meri narejeno integrirano 
vezje. S tem je postane vezje ASIC večje in dražje. Vseeno ASIC še vedno vsebuje 
vse prednosti tehnologije integriranih vezij, vendar po ugodnejših cenah, ker je 
načrtovanje veliko hitrejše in cenejše od celotno po meri narejeno integrirano vezje. 
Z ASIC tehnologijo lahko en sam inženir naredi zapleteno integrirano vezje, ki 
vsebuje sto tisoče tranzistorjev, v razumnem času. Največkrat že v enem letu je 
izdelek primeren za prodajo po ceni in kvaliteti primerni za množično proizvodnjo. 
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ASIC omogoči izdelkom kot so medicinska oprema, DVD pogoni, profesionalna 
video oprema, sateliti in podobne prefinjene elektronske naprave, da so poslane na 
trg v milijonih kosov na leto.[11] 
Poznamo več tipov ASIC vezij: 
1. Popolnoma po meri narejeno (ang. Full-Custom) namensko vezje ASIC: za 
takšen tip ASIC vezja razvijalec načrtuje vse ali samo del logičnih celic in  
postavitev za ta čip. Razvijalec ne uporabi predpripravljenih vrat v gradnikih vezja. 
Vsak del gradnika je narejen na novo. 
2. Standardna celica (ang. Standard Cell) ASIC: Razvijalec uporabi 
predpripravljene logične celice kot so AND vrata, NOR vrata, in podobne. Taka 
vrata imenujemo standardne celice. Prednost standardnih celic ASIC je v tem, da 
prihrani razvijalec veliko časa, denarja in zmanjša tveganje za napako z uporabo pred 
pripravljenih in že testiranih knjižnic standardnih celic.  Vendar, če je potrebno, se 
lahko vseeno vsaka standardna celica ASIC spremeni posebej.  
3. Matrika vrat (ang. gate array) ASIC vezja: v tem tipu ASIC vezij so 
tranzistorji že pripravljeni na silicijevi rezini. Predpripravljen vzorec tranzistorjev 
matrik vrat se imenuje osnovna matrika (ang. base array) in najmanjši element se 
imenuje osnovna celica. Postavitev osnovne celice je enaka za vsako logično celico. 
Samo povezave med celicami in v celicah so narejene za vsak namen uporabe 
posebej.[12] 
Največja težava ASIC vezij je še vedno dolg čas razvoja in s tem povezanih 
stroškov. Tako se ta tehnologija uporablja pri izdelkih, ki se masovno pošiljajo na 
tržišče v količinah, ki presegajo sto tisoče enot.   
7.2  Procesor za digitalno obdelavo signalov 
Pri obdelavi signalov  uporabljamo dve vrsti procesorjev: mikroprocesorje in 
digitalne signalne procesorje. Procesorje programiramo s pomočjo programov in kot 
taki so zelo prilagodljivi glede na naše trenutne potrebe. 
DSP (ang. Digital Signal Processing) procesorji so mikroprocesorji načrtovani 
za obdelavo digitalnih signalov. Z njihovo pomočjo matematično obdelamo v 
digitalni obliki predstavljene signale. Obdelava digitalnih signalov je ena od ključnih 
tehnologij v hitro rastočih področjih, kot so brezžična komunikacija, zvokovna in 
slikovna obdelava in industrijska kontrola. Skupaj z vzponom priljubljenosti uporabe 
DSP-ja, se je močno razširila tudi njihova raznolikost. Prvi komercialno uspešni DSP 
procesorji so prišli na trg v 80 letih prejšnjega stoletja. Današnji DSP procesorji so 
prefinjene naprave z impresivnimi zmogljivostmi. 
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Večina DSP procesorjev si deli nekaj skupnih osnovnih funkcij, ki omogočajo 
visoko zmogljiva, ponavljajoča in številčno intenzivna opravila . 
Največkrat izpostavljena lastnost DSP procesorjev je zmožnost izvesti eno ali 
več množenj s seštevanjem MAC (ang. Multiply–accumulate operation) v enem 
ukaznem ciklu. Ta lastnost DSP-ja je uporabna pri algoritmih, ki izračunavajo 
digitalne sita, korelacije in Fourierjeve transformacije. 
Druga lastnost, ki si jo delijo DSP procesorji je zmožnost zaključiti več 
dostopov v pomnilnik v enem ukaznem ciklu. To omogoča procesorju prenos ukaza, 
medtem ko istočasno pridobivajo operandi in/ali shranjene rezultate iz prejšnjega 
ukaza. 
Izbira pravega DSP procesorja je močno odvisna od končne uporabe. Medtem 
ko se en procesor odlično odreže v enem primeru, lahko dosega slabše rezultate v 
drugem primeru. Pri izbiri pravega DSP procesorja moramo paziti na naslednje 
njihove lastnosti: aritmetična oblika (plavajoča ali fiksna vejica), širina podatkov (16, 
24, 32, … bitov), hitrost izvajanja operacij, ureditev pomnilnika, težavnost učenja 
procesorja, večprocesorska podpora, poraba in upravljanje porabe energije in zelo 
pomemben dejavnik: cena.[15] 
7.3  FPGA 
Konceptualno gledano je FPGA (ang. Field Programmable Gate Array ) 
matrika nastavljivih logičnih blokov (CLB, ang. Configurable Logic Blocks ), ki so 
povezani skupaj v veliko matriko, ki oblikujejo digitalno vezje. 
FPGA najdemo tradicionalno v visoko hitrostnih, po meri narejenih 
aplikacijah, kjer je poudarek bolj na zmogljivosti kot na stroških. Povečana zmožnost 
povezovanja in padec cen sta omogočila razširjeno uporabo FPGA v bolj vsakdanjih 
aplikacijah. FPGA vezja so se izkazala kot nova digitalna revolucija, ki so vpeljala 
toliko sprememb, kot so jo mikroprocesorji. 
Trenutne najbolj  zmogljive naprave imajo 2000 priključkov in več kot milijon 
logičnih vrat. Zapletenost teh naprav je tako velika, da jih je nemogoče programirati 
brez pomoči kakovostnih razvijalskih orodij. Priznana podjetja kot so Xilinx, Altera, 
Microsemi in Lattice ponujajo visoko zmogljive programe, narejene posebej za 
podporo njihovim FPGA izdelkom. Vsi ti programi so trenutno brezplačni, saj se 
izdelovalci zavedajo, da na ta način prodajo veliko več svojih silicijevih 
izdelkov.[16] 
 
78 7  Digitalna obdelava slik z elektronskim vezjem 
 
7.4  Opis vezja in simulacija 
V zadnjih tridesetih letih so se zgodile velike spremembe v metodologiji  
načrtovanja digitalnih vezij. V preteklosti so se integrirana vezja ročno sestavljala z 
grafičnimi CAD orodji. Za ta namen osnovne elemente najprej izberemo iz knjižnice, 
potem logična vrata ali njihov simbol položimo na načrt in izdelamo medsebojne 
povezave. S tem načinom izdelamo preproste module, ki se v nadaljevanju 
uporabljajo za sestavljanje kompleksnejših vezij. Ta metodologija se imenuje 
bottom-up. Potrebno je bilo veliko časa za izdelavo velikih vezij in rezultat je bilo 
težko popravljati ali spreminjati, ker je to pomenilo mučno ponovno risanje 
spremenjenih delov načrtov. 
Danes se moramo pri načrtovanju električnih sistemov vedno bolj in bolj 
ukvarjati s kompleksnejšimi sistemi, kateri so vgrajeni v en sam čip, kar nam 
omogoča vedno večja gostota logike. Kratek čas načrtovanja izdelka je še en 
odločilni faktor, katerega morajo razvijalci upoštevati, če hočejo ostati pred 
konkurenco in zadovoljiti zahteve strank. Zaradi tega je ponovna uporaba že 
narejenih blokov in modulov  v novih sistemih izredno pomembna. To zahteva 
tehnologijo, ki omogoča neodvisno opisovanje vezij. 
V kolikor upoštevamo samo digitalna vezja, potem zgoraj upoštevana dognanja 
vodijo do uporabe top-down načrtovalnega toka. Z uporabo jezika za strojno 
opisovanje, je mogoče oblikovati sisteme na različnih nivojih abstrakcije. Abstrakcija 
je tehnika obvladovanja kompleksnih računalniških sistemov. Deluje z vzpostavitvijo 
več nivojev kompleksnosti prek katerih lahko vplivamo na sistem. Na ta način lahko 
lažje obvladujemo kompleksnejše podrobnosti pod trenutnim nivojem. Zaradi 
postopkov izboljševanja v top-down načrtovalskem toku, mora tak opisovalni jezik 
podpirati vse nivoje abstrakcije: specifikacija sistema, opisovanje algoritma, 
funkcijske bloke in opisovanje povezav na nivoju vrat. Pomemben vidik v današnjem 
načrtovalskem toku je uporaba sintetičnih orodij, katera avtomatično ustvarijo opis 
povezav med vrati iz opisa obnašanja. Tak opis zahteva standardiziran jezik, kateri bi 
omogočal simulacijo modeliranih sistemov na različnih nivojih abstrakcije. 
VHDL (VHSIC Hardware Description Language; VHSIC Very High Speed 
Integrated Circuit) jezik izpolnjuje te zahteve. Z njim je mogoče opisovati sočasno 
ali zaporedno obnašanje digitalnih vezij, z ali brez časovnih parametrov na različnih 
nivojih abstrakcije. Hierarhični načrti so lahko ustvarjeni s podmoduli in z njihovo 
medsebojno povezavo. Dandanes je jezik podprt pri vseh večjih razvijalnih orodjih, 
ker je bil sprejet kot standard pri organizaciji IEEE (Institute of Electrical and 
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Electronics Engineers). Kot tak se sedaj uporablja kot izmenjevalni medij med 
različnimi CAD orodji, CAD uporabniki ali proizvajalci čipov. 
Jezik VHDL je predstavljen v zgodnjih 80 letih pod programom VHSIC, ki ga 
je financirala vlada Združenih držav Amerike. Cilj tega programa je bil razviti 
strojno opisovalni jezik za nedvoumno dokumentiranje digitalnih sistemov. V tistem 
času je veliko podjetij načrtovalo VHSIC čipe za obrambno ministrstvo. Vsako 
podjetje je uporabljalo drugačen opisovalni jezik za načrtovanje in oblikovanje 
njihovih vezij. Izmenjava podatkov, ponovna uporaba in kopiranje načrtov je bil 
velik problem pod temi pogoji. Po javni objavi jezika VHDL v letu 1985 in 
dodatnimi izboljšavami v naslednjih letih, je bil VHDL standardiziran pri 
organizaciji IEEE v decembru 1987. Prav tako ga je kot standard prepoznal ANSI 
(American National Standard Institute). Uraden opis jezika najdemo v IEEE 
standardnih VHDL jezikovnih referenčnih navodilih (LRM). Skladno z IEEE pravili 
morajo biti navodila revidirana na vsaki 5 let [16]. 
7.5  Načrtovanje vezja Gaussovega sita 
Izvirna enačba Gaussovega sita (enačba 4.3) je pri implementaciji v 
računalniški jezik izredno potratna z strojnimi računalniškimi viri. Zato izrabimo 
rotacijsko simetrično lastnost Gaussovega sita, kar pomeni, da je rezultat enak ne 
glede na smer filtriranja. Poleg tega je funkcija tudi separabilna, zato lahko 
dvodimenzionalno matriko razdelimo na dve enodimenzionalni. Prva 
enodimenzionalna matrika vsebuje spremenljivke v smeri x in druga matrika 
spremenljivke v smeri y. 
 
      yGxGyxG yx ,
 (7.1) 
 
V praksi izkoristimo separabilnost Gaussove funkcije tako, da računamo 
konvolucijo z vektorjem najprej v x in potem še v y smeri, namesto s celotno 
matriko. Koeficiente vektorja dobimo z enačbo: 
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Osnovna operacija pri filtriranju slike je izračun konvolucije, ki jo izvajamo z 
vektorjem v horizontalni in vertikalni smeri. Konvolucijo slike z Gaussovim 
vektorjem v horizontalni smeri delamo po enačbi: 
 
                                     (7.3) 
 
Kot primer bomo uporabili standardna odklona σ =0,5 in σ =1. S pomočjo 
enačbe (4.5) pretvorimo odklona v koeficienta tri (n=3) in pet (n=5): 
 
                   
     
 
                                (7.4) 
 
                                       
 
                 (7.5) 
Vsoto razvijemo in upoštevamo, da so Gaussovi koeficienti simetrični. Izračuni 
za 3 koeficiente: 
 
                        
                                         (7.6) 
 
In izračun za 5 koeficientov: 
 
                                        
                                                     
              (7.7) 
Sedaj izračunamo koeficiente vektorja velikosti 1×3 in 1×5 za standardni 
odklon porazdelitve σ =0,5 in σ =1. Za lažjo izvedbo elektronskega vezja, moramo 
Gaussove koeficiente še kvantizirati. Kvantizacijo naredimo tako, da delimo z 
najmanjšim koeficientom. Rezultat zaokrožimo na celo število in izračunamo 
koeficient za normiranje. 
  
 i=–1 i=0 i=1 
Izračun koeficientov 
G[i]: 
0,1428 1 0,1428 
Kvantizacija koeficientov 1 7 1 
Tabela 7.1:  Izračun vektorja s tremi koeficienti (σ =1). 
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 i=–2 i=–1 i=0 i=1 i=2 
Izračun koeficientov 
G[i]: 
0,1353 0,6065 1 0,6065 0,1353 
Kvantizacija koeficientov 1 4 7 4 1 
Tabela 7.2:  Izračun vektorja s petimi koeficienti (σ =1). 
V nadaljevanju označimo zaporedne točke  z f1 do f3 pri vektorju 1×3 in s 
točkami f1 do f5 pri vektorju velikosti 1×5: 
 
                                     (7.8) 
  
                                    
                          (7.9) 
 
Na spodnjih slikah 7.1 in 7.2 sta predstavljeni shemi vezij za izračun 
konvolucije  na podlagi zgoraj zapisanih enačb. 
 
Slika 7.1:  Vezje za izračun konvolucije s tremi koeficienti. 
 
Slika 7.2:  Vezje za izračun konvolucije s petimi koeficienti. 
Osrednji del računanja konvolucije predstavlja vsota produktov koeficientov 
sita in ustrezno premaknjenih vhodnih signalov, ki jih dobimo z zakasnitvijo 
slikovnih točk v registrih. Vhodni signal v vezje je 8 bitni vektor, ki predstavlja 
svetlost posameznih točk. Vhod zakasnimo v registrih z izhodi f1 do f5, ki so prav 
tako 8 bitni vektorji. 
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8  Zaključek 
Namen predstavljene specialistične naloge je pregled najpogosteje uporabljenih 
transformacij pri predobdelavi digitalnih slik. To področje znanosti se zelo hitro 
razvija. Nove tehnike in aplikacije  se pojavljajo že rutinsko v namenski in strokovni 
literaturi. Na podlagi teh novih dognanj kmalu sledijo napovedi novih ali izboljšanih 
izdelkov in storitev. Prav zaradi tega razloga je izbrana temo, ki je predstavljena v 
tem zaključnem delu. Predstavlja gradivo, ki bo služilo kot osnova za razumevanje 
trenutnega položaja tehnike za obdelavo slike in podlaga za nadaljnjo študijo na tem 
področju. 
V tej specialistični nalogi sta predstavljeni dve področji digitalne obdelave 
slike. Prvo področje predstavljajo osnovne transformacije sivinskih nivojev, ki v 
vhodni matriki F vzamejo samo eno točko f katero prek izraza  fTg   
transformirajo v točko g v izhodni matriki G. Kot primeri s tega področja so 
predstavljene negativna, logaritemska in potenčna transformacija. 
Drugo področje predstavljajo transformacije, ki v svojih enačbah vsebujejo 
poleg vrednosti osnovne točke, tudi vrednosti sosedskih točk in vrednosti maske, 
katera je po velikosti enaka številu zajetih sosedskih točk. Ta koncept nam omogoča 
izdelavo gladilnih sit in sit za ostrenje robov. Osnovni način delovanja gladilnih sit je 
izdelava povprečja točk zajetih v soseščini maske sita. Rezultat lahko izboljšamo, če 
točke prek maske množimo z različnimi koeficienti in tako nekaterim točkam dajemo 
večjo vrednost kot drugim. Prednost te metode je, da zabriše ostre prehode kot je 
recimo šum, vendar istočasno zameglimo robove, kar naredi sliko neostro.  
Sita za ostrenje robov so sestavljeni iz sit za glajenje in sit za zaznavanje 
robov. V tej zaključni nalogi sita za zaznavanje robov temeljijo na delovanju prvega 
in drugega odvoda. Od namena uporabe odvodov je odvisna njuna izbira, saj se 
razlikujeta po različnih odzivih, ko se srečata s točko šuma, črto ali robom telesa. 
Upoštevati moramo tudi njun različen odziv na stopnico in naklon. 
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Z združenjem sit za glajenje in zaznavanje robov dobimo sito za ostrenje 
robov. Njegove glavne lastnosti so:  
- glajenje slike zmanjšuje učinek šuma ter zavira povečano delovanje 
šuma, povzročenega zaradi odvoda in  
- namen odvoda je zagotoviti sliko z informacijo o lokaciji robov.   
 
Specialistična naloga obravnava tehnike za obdelavo slike. S temi tehnikami 
smo poskusili z različnimi prijemi izvabiti prikrite detajle ali samo preprosto osvetliti 
določeno značilnost slike. Rezultat obdelave slike je zelo subjektivne narave, saj je 
končna ocena uspešnosti delovanja transformacij zelo odvisna od osebe, ki to 
ocenjuje. 
Kot logično nadaljevanje obdelave sivinskih slik bi bilo obdelava barvnih slik. 
Barve vsebujejo ogromno informacij, katere pogosto poenostavijo prepoznavanje 
objektov in njihovo pridobivanje iz prizora. Ljudje lahko ločimo tisoče barvnih 
odtenkov in jakosti, v primerjavi s približno samo dva ducata sivinskih nivojev. 
Za praktično predstavitev v prejšnjih odstavkih zapisanih transformacij smo 
naredili spletno okolje za delovanje algoritmov na majhnih sivinskih slikah. 
Predstavitev je narejena v računalniškem jeziku HTML. Ker je jezik HTML statični 
jezik, smo mu dodali programski jezik JavaScript, ki lahko izvaja dinamične vsebine. 
Program omogoča spreminjanje koeficientov pri logaritemskih in potenčnih 
transformacijah. Pri prostorskih transformacijah lahko v programu uporabimo že 
predpripravljene maske sita ali vstavimo svoje uteži. Izhodne podatke lahko 
uporabimo za primerjavo s podatki iz simulatorja elektronskega vezja. 
Možnost nadgradnje našega spletnega okolja se je pokazala z razvojem jezika 
HTML. HTML 5 je predstavil nov element Canvas, ki prek skriptnega jezika 
JavaScript omogoča risanje grafik. Z uporabo tega novega element bi zelo 
poenostavili način prikaza slike v našem programu, saj je programiranje prek 
elementa Table, ki smo ga sedaj uporabili, zelo zamudno. 
 85 
Literatura 
 
[1]  R. E. W. Rafael C. Gonzalez, Digital Image Processing, Second Edition, New 
Jersey: Prentice Hall, 2002.  
[2]  R. Fisher, S. Perkins, A. Walker in E. Wolfart, Image processing learning 
resources, 2004, http://homepages.inf.ed.ac.uk/rbf/HIPR2/gsmooth.htm.  
Dostopano: 18 Maj 2015. 
[3]  L. G. Roberts, Machine Perception of Three-Dimensional Solids, Optical and 
electro-Optical Information Processing, 1965.  
[4]  I. Fajfar, XHTML in JavaScript za pokušino, Fakulteta za elektrotehniko, 
http://fides.fe.uni-lj.si/~lrnv/racunalnistvo1/javascript/ucbenik.html. 
Dostopano: 22 Maj 2015. 
[5]  M. Kaltenekar, Oblikovanje spletnih strani: HTML, CSS in Java Script: hitri 
vodnik, Ljubljana: Pasadena, 2006.  
[6]  M. C. B. Ed Tittel, HTML 4 For Dummies, 5th Edition, Wiley Publishing, Inc., 
2005.  
[7]  M. Šubelj, Opisna Geometrija, Fakulteta za strojništvo, 1996, 
http://www.lecad.fs.uni-lj.si/documents/vaje/resitve/premica/Porocilo.html. 
Dostopano: 24 Maj 2015. 
[8]  A. Danesh, JavaScriptTM in 10 Simple Steps or Less, Wiley Publishing, Inc., 
2004.  
[9]  L. Quin, Extensible Markup Language (XML), World Wide Web Consortium 
(W3C), http://www.w3.org/XML/. Dostopano: 22 Maj 2015. 
 
86 Literatura 
 
[10]  J. Poskanzer, Netpbm home page, http://netpbm.sourceforge.net/doc/pgm.html. 
Dostopano: 22 Maj 2015. 
[11]  S. W. Smith, The Scientist and Engineer's Guide to Digital Signal Processing, 
1997.  
[12]  E. Rhodes, ASIC basics: An introduction to developing application specific 
integrated, Lannie Rose, 2005.  
[13]  H. B. Kommuru in H. Mahmoodi, ASIC Design Flow Tutorial, Using Synopsys 
Tools, San Francisco: San Francisco State University, 2009.  
[14]  Choosing a DSP Processor, Berkeley Design Technology, Inc, 2000.  
[15]  FPGA Design Basics, Altium, 2008.  
[16]  R. Geißler in S. Bulach, VHDL Manual,  University of Ulm, Ulm, 1998. 
 
 
 
  
 87 
 
