A contextual lightweight arithmetic coder is proposed for lossless compression of medical imagery. Context definition uses causal data from previous symbols coded, an inexpensive yet efficient approach. To further reduce the computational cost, a binary arithmetic coder with fixed-length codewords is adopted, thus avoiding the normalization procedure common in most implementations, and the probability of each context is estimated through bitwise operations. Experimental results are provided for several medical images and compared against state-of-the-art coding techniques, yielding on average improvements between nearly 0.1 and 0.2 bps.
INTRODUCTION
Thanks to medical imaging, physicians observe organs, bones, soft tissue and blood vessels with clarity. The observation inside of the human body allows radiologists to more easily diagnose pathologies such as cancer, infectious diseases, appendicitis, cardiovascular diseases, trauma or musculoskeletal disorders, among others.
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Two of the main techniques employed during the medical acquisition data process are X-ray and magnetic resonance. One of the most common sources of X-ray medical images is Computed Tomography (CT). CT images are acquired with ionized X-rays which yield a collection of 2D images (slices) that combined with sophisticated algorithms to produce three-dimensional (3D) images. Other X-ray image types are the General X-ray Angiography (GXA), which present blood vessels in several body parts like arms, legs, foots, etc.; and Coronary Angiogram Video Sequences (CAVSs), which focus on coronary vessel trees for diagnosing cardiovascular diseases. On the other hand, Magnetic Resonance Imaging (MRI) does not employ ionizing radiation during the acquisition process, making it useful for imaging the brain.
To efficiently store and transmit medical images, mostly lossless image compression has been adopted by the physician community as an appropriate technique since it allows perfect reconstruction of the data employed during the medical diagnoses. 2 The Digital Imaging and Communications in Medicine (DICOM) standard 3 is typically adopted to store and distribute medical images in Picture Archiving and Communications Systems (PACS). 4 The DICOM standard supports various compression image techniques such as JPEG, 5 JPEG-LS, 6 JPEG2000, 7 and H.264. 8 To this end, several research contributions have been based on these coding techniques. [9] [10] [11] [12] [13] [14] For example, in 12 the authors define an inter-slice coding in JPEG-LS. In, 9-11 H.264 is tailored for lossless compression of 3D and 4D medical images based on the observation that slices of these high-dimensional data may be treated as frames of video sequences. The work in 13 presents a method for region of interest coding for compression of digital mammography based on the scalability properties of JPEG2000. In, 14 an estimator is defined to evaluate the effectiveness of employing inter-slice transforms in CT images compressed with JPEG2000. This work proposes to employ a lightweight arithmetic encoder for compressing medical images with higher efficiency than current coding techniques included in DICOM. 
Context Modeling Function
The context model is used to select the probability model that is employed to encode the current symbol. Table 3 provides the lossless compression performance (in bps) resulting from each of the different context formations defined in Section 3.1, i.e., V, H, HV, HVDL, HVDLS, and HVDLDR. All results are produced using the bitwise probability estimator having V = T = 2 12 . Results from the table suggest that: 1) all of the modeling functions provide significant improvements over the pixel entropy reported in Table 2 ; 2) differences in performance between the modeling functions are generally small; 3) the worst performance on average is achieved when a single sample is employed for the context function, i.e., context models V and H; 4) the best performance is obtained when four samples are used in the context function, i.e., context models HVDLS and HVDLDR; which yield an improvement of 0.05 and 0.04 bps compared to V and H context formation, respectively. 5) when four context samples are employed, DR samples provide slightly more benefits than S samples. 
Lossless compression techniques comparison
The results reported here compare the lossless performance of the proposed approach with JPEG2000, JPEG-LS, HEVC and CCSDS-123.
For JPEG2000, results are reported when the inter-slice redundancy is not exploited (2D) and when it is. To exploit the inter-slice redundancy the 5/3 Integer Wavelet Transform (IWT) with 5 levels is employed among the slices. In both cases the codeblock size is 64x64. Regarding HEVC, intra and inter prediction with RExt extensions are enabled. For JPEG-LS, the slices are treated independently. JPEG2000 and JPEG-LS are DICOM compliant techniques, and although HEVC is not included in the DICOM standard it considered here since it provides appreciable improvements in coding efficiency compared to H.264. 26 For the CCSDS-123 and our proposed coding technique the prediction is conducted employing neighbor oriented mode and using 3 previous bands.
The lightweight binary arithmetic coder with context model that is used in the proposed scheme employs the context model HVDLDR and the bitwise probability estimator having V = T = 2 12 .
The results reported in Table 4 indicate that for most cases, our proposed method using HVDLDR context formation outperforms JPEG2000, JPEG-LS, HEVC and CCSDS-123. Paying attention to the average results, our proposal attains a coding improvement of 0.19 bps over JPEG2000, 0.12 bps over IWT+JPEG2000, 0.18 bps over JPEG-LS, 0.26 bps over HEVC, and 0.12 and 0.20 bps over the sample-and block-adaptive modes of CCSDS-123, respectively.
CONCLUSIONS AND FUTURE WORK
Medical imaging facilitates diagnosis by radiologists thanks to the high resolution of the images acquired. The high resolution directly translates to more data to be stored and/or transmitted. For this reason the need to compress this data efficiently is always a topic of interest. In this contribution, we focused on the CCSDS-123 predictor followed by a lightweight contextual arithmetic encoder. Specifically, we proposed a set of context functions employing causal samples for coding medical images and estimating the probabilities needed by the arithmetic coder employing only bitwise operations instead of the division. These choices make our contribution efficient in terms of coding performance but cheaper in terms of computational load. We evaluate our proposal with different types of medical images such as Coronary Angiogram Video Sequences, Computed Tomography Imagery, Magnetic Resonance Imaging, and General X-ray Angiography; and compare in terms of lossless coding performance our proposal with different coding techniques such as JPEG-LS, JPEG2000, HEVC and CCSDS-123.
Experimental results indicate that, on average, our proposal improves over the current standard version of CCSDS-123 for lossless coding by nearly 0.1 bps. Compared with the coding techniques evaluated in this work our proposal provides improvements from 0.05 to 0.5 bps for JPEG2000, from 0.1 to 0.41 bps for JPEG-LS, from 0.1 to 0.68 bps for HEVC, and from 0.003 to 0.26 bps for CCSDS-123. These results suggest that the proposed compression scheme has great potential to be included in DICOM.
In addition, the results indicate that the use of the four closest neighbors for the context formation is enough to properly exploit the contextual information of medical images in an arithmetic encoder when the data to be encoded are obtained from the predictor of CCSDS-123. But as more samples are employed for the context formation the improvements increase.
