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a b s t r a c t
The optimal dividend problem proposed in de Finetti [1] is to find the dividend-payment
strategy that maximizes the expected discounted value of dividends which are paid to
the shareholders until the company is ruined. Avram et al. [9] studied the case when the
risk process is modelled by a general spectrally negative Lévy process and Loeffen [10]
gave sufficient conditions under which the optimal strategy is of the barrier type. Recently
Kyprianou et al. [11] strengthened the result of Loeffen [10]which established a larger class
of Lévy processes forwhich the barrier strategy is optimal among all admissible ones. In this
paper we use an analytical argument to re-investigate the optimality of barrier dividend
strategies considered in the three recent papers.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
This paper considers the classical optimal dividend control problem for a company. The idea is that the company
wants to pay some its surplus to the shareholders as dividends, the problem is to find a dividend-payment strategy that
maximizes the expected discounted value of all payments until the company’s capital is negative for the first time. This
optimization problem goes back to [1], who considered a discrete time randomwalk with step sizes±1 and proved that the
optimal dividend strategy is a barrier strategy. Optimal dividend problem has recently gained a lot of attention in actuarial
mathematics. It has been studied extensively in the diffusion process setting, see [2–5]. It is well known that under some
reasonable assumptions, the optimality in the diffusion process setting is achieved by using a barrier strategy (see [4,5]).
However, in the Cramér–Lundberg setting this is not the case; it was shown in [6] that the optimal dividend strategy is of so-
called band type. This results was re-derived by means of viscosity theory in [7]. In particular, for exponentially distributed
claim sizes this optimal strategy simplifies to a barrier strategy. The summary of Finetti and Gerber’s work can be found
in [8]. Recently, Avram et al. [9] considered the case where the risk process is given by a general spectrally negative Lévy
process and gave a sufficient condition involving the generator of the Lévy process for the optimal strategy to consist of a
barrier strategy. In [10], Loeffen defined an optimal barrier level which is slightly different than the one given in [9] and
proved the remarkable fact that, if the q-scale functionW (q) is convex in the interval (a∗,∞), where
a∗ = sup{a ≥ 0 : W (q)′(a) ≤ W (q)′(y) for all y ≥ 0} <∞,
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then the barrier strategy at a∗ is an optimal strategy among all admissible strategies. Moreover, it is shown that when the
LévymeasureΠ of X has a completelymonotone density, thenW (q)′ is strictly convex on (0,∞) for all q > 0. Consequently,
the barrier strategy at a∗ is an optimal strategy. In a very recent work [11], the authors prove amore general result: Suppose
that the Lévy measure Π of X has a non-increasing density which is logconvex, then for q > 0 the scale function W (q) is
convex in the interval (a∗,∞). As a consequence, the barrier strategy at a∗ is an optimal strategy. In the other recent paper,
Albrecher and Thonhausera [12] discussed the maximization problem in a generalized setting including a constant force of
interest in the Cramér–Lundberg riskmodel. The value function is identified in the set of viscosity solutions of the associated
Hamilton–Jacobi–Bellman equation and the optimal dividend strategy in this riskmodel is derived,which in the general case
is again of band type and for exponential claim sizes collapses to a barrier strategy.
In this paper, it is assumed that the surplus process is a general spectrally negative Lévy process, we provide an analytical
study of the solution to the classical dividend control problem due to [9,11,10].
The rest of the paper is organized as follows. In Section 2, we recall some preliminaries on the spectrally negative
Lévy process and state the problem. In Section 3, we will review some basic results on the logconvexity and complete
monotonicity of the functions that will be needed later on. In Section 4 we discuss the convex solutions for two kinds of
integro-differential equations and in Section 5 we present the main results and prove them by using the results of Section 4
and some earlier results from [9,11,10]. Finally, some remarks are included in Section 6.
2. The model
Suppose that X = (X(t) : t ≥ 0) is a spectrally negative Lévy process with probabilities {Px : x ∈ R} such that X(0) = x
with probability one, where we write P = P0. Let Ex be the expectation with respect to Px and write E = E0. That is to say
X is a real valued stochastic process whose paths are almost surely right continuous with left limits and whose increments
are stationary and independent. Let {Ft : t ≥ 0} be the natural filtration satisfying the usual assumptions. Since the jumps
of a spectrally negative Lévy process are all non-positive, the moment generating function E(eθX(t)) exists for all θ ≥ 0 and
is given by E(eθX(t)) = etψ(θ) for some function ψ(θ), which is called the Laplace exponent of X . From the Lévy–Khintchin
formula [13,14], it is known that
ψ(θ) = aθ + 1
2
σ 2θ2 −
∫ ∞
0
(
1− e−θx − θx1{0<x<1}
)
Π(dx) (2.1)
where a ∈ R, σ ≥ 0 and Π is a measure on (0,∞) satisfying ∫∞0 (1 ∧ x2)Π(dx) < ∞ and is called the Lévy measure.
ψ is strictly convex on (0,∞) and satisfies ψ(0+) = 0, ψ(∞) = ∞ and ψ ′(0+) = EX(1). Further, ψ is strictly
increasing on [φ(0),∞), where φ(0) is the largest root of ψ(θ) = 0 (there are at most two). We shall denote the right-
inverse function of ψ by φ: [0,∞) → [φ(0),∞). If σ 2 > 0 and Π = 0, then the process is a Brownian motion;
When σ 2 = 0 and ∫∞0 Π(dx) < ∞, the process is a compound Poisson process; when σ 2 = 0, ∫∞0 Π(dx) = ∞ and∫∞
0 (1 ∧ x)Π(dx) < ∞, the process has an infinite number of small jumps, but is of finite variation; when σ 2 = 0,∫∞
0 Π(dx) = ∞ and
∫∞
0 (1 ∧ x)Π(dx) = ∞, the process has infinitely many jumps and is of unbounded variation. In
short, such a Lévy process has bounded variation if and only if σ = 0 and ∫ 10 xΠ(dx) < ∞. In this case the Lévy exponent
can be re-expressed as
ψ(α) = bα −
∫ ∞
0
(1− eαx)Π(dx),
where b = a− ∫ 10 xΠ(dx) is known as the drift coefficient. If σ 2 > 0, X is said to have a Gaussian component.
For θ such thatψ(θ) is finite we denote by Pθx an exponential tilting of themeasure Px with a Radom–Nikodym derivative
with respect to Px given by
dPθx
dPx
∣∣∣∣
Ft
= exp(θ(X(t)− x)− ψ(θ)t).
Under the measure Pθx the process X is still a spectrally negative Lévy process with Laplace exponent ψθ given by
ψθ (η) = ψ(η + θ)− ψ(θ), η ≥ −θ.
We recall from [15,13], that for each q ≥ 0 there exits a continuous and increasing functionW (q) : R→ [0,∞), called
the q-scale function, defined in such a way thatW (q)(x) = 0 for all x < 0, and on [0,∞) its Laplace transform is given by∫ ∞
0
e−θxW (q)(x)dx = 1
ψ(θ)− q , θ > φ(q). (2.2)
For convenience we shall writeW in place ofW (0) and call this the scale function rather than the 0-scale function.
The following facts about the smoothness of the scale functions are taken from [11]. If X has paths of bounded variation
then, for all q ≥ 0,W (q)|(0,∞) ∈ C1(0,∞) if and only ifΠ has no atoms. In the case that X has paths of unbounded variation,
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it is known that, for all q ≥ 0, W (q)|(0,∞) ∈ C1(0,∞). Moreover if σ > 0 then C1(0,∞) may be replaced by C2(0,∞).
Further, if the Lévymeasure has a density, then the scale functions are always differentiable. In particular, if pi is completely
monotone thenW (q)|(0,∞) ∈ C∞(0,∞).
Spectrally negative Lévy processes have been considered recently in [16–24], among others, in the context of insurance
risk models. It is assumed that, in the absence of dividends, the surplus of a company at time t is X(t). We assume now that
the company pay dividends to its shareholders according to some strategy. Let pi = {Lpit : t ≥ 0} be a dividend strategy
consisting of a left-continuous non-negative non-decreasing process adapted to the filtration {Ft : t ≥ 0} of X . Lpit represents
the cumulative dividends paid out up to time t under the controlpi by the insurance companywhose risk process ismodelled
by X . We define the controlled risk process Upi = {Upit : t ≥ 0} by Upit = X(t)− Lpit . Let τpi = {t > 0 : Upit < 0} be the ruin
time when the dividend payments are taken into account. Define the value function of a dividend strategy pi by
Vpi (x) = Ex
(∫ τpi
0
e−qtdLpit
)
,
where q > 0 is the discounted rate.
A dividend strategy is called admissible if Lpit+ − Lpit ≤ Upit for t < τpi , in other words the lump sum dividend payment
is smaller than the size of the available capital. Let Ξ be the set of all admissible dividend policies. De Finetti’s dividend
problem consists of solving the following stochastic control problem:
V∗(x) = sup
pi∈Ξ
Vpi (x),
and, if it exists, to find a strategy pi∗ ∈ Ξ such that Vpi∗(x) = V∗(x) for all x ≥ 0.
If the dividends are paid according to barrier strategies with parameter a > 0. That is, when the controlled surplus
reaches the level a, the overflow will be paid as dividends, if the surplus is less than a, no dividends are paid out. We denote
bypia = {Lat : t ≥ 0} the barrier strategy. Note thatpia ∈ Ξ . Let Va(x) denote the dividend-value function if a barrier strategy
with level a is applied. It is well known that Va(x) can be expressed in terms of scale functions as following: If W (q)(x) is
continuously differential on (0,∞), then
Va(x) = W
(q)(x)
W (q)′(a)
, if x ≤ a; x− a+ W
(q)(a)
W (q)′(a)
, if x > a.
For details, see [9,25].
3. Preliminaries on logconvex functions and related functions
In this section we review definitions and some properties of logconvex functions and completely monotone functions.
We refer the reader to [26,27] for more details.
Definition 3.1 ([26]). Suppose g(x) : R→ R+ is a measurable function with B = {x ∈ R : g(x) > 0}. g(x) is logconvex in B
if
g(λx1 + (1− λ)x2) ≤ [g(x1)]λ[g(x2)]1−λ,
for all x1, x2 ∈ B and all λ ∈ [0, 1].
Lemma 3.1 ([26]). For any a > −∞, logconvexity of g in (a,∞) is equivalent to
g(x1 + δ)g(x2) ≤ g(x2 + δ)g(x1),
for all a < x1 < x2 and all δ > 0.
Lemma 3.2 ([26]). Let g(x) : R→ R+ be a measurable function. Suppose {x : g(x) > 0} = (a, b) and g is twice differentiable
in (a, b). Then g(x) is logcovex in (a, b) if and only if
g ′′(x)g(x)− [g ′(x)]2 ≥ 0, for all x ∈ (a, b).
Lemma 3.3 ([27]). Let g be a continuously-differentiable function, mapping the interval (a, b) into the positive real numbers.
Let G(x) = ∫ xa g(z)dz and G(x) = ∫ bx g(z)dz for x in (a, b), and define g(a) = limx→a g(x) and g(b) = limx→b g(x). Then
(1) If g is logconvex on (a, b) and g(a) = 0, then G is also logconvex on (a, b).
(2) If g is logconvex on (a, b) and g(b) = 0, then G is also logconvex on (a, b).
Lemma 3.4. If
∫ t
0 (1−F(x))dx is logconvex on (0,∞), and F has a density f . Then c+σ 2ρ−λfˆ (ρ)
∫ t
0 (1−F(x))dx is logconvex
on (0,∞), where c, σ , ρ and λ are positive constants. Here and henceforth, fˆ denotes the Laplace transform of f .
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Proof. The logconvexity of
∫ t
0 (1− F(x))dx implies that
−f (t)
∫ t
0
(1− F(x))dx− (1− F(t))2 ≥ 0,
which implies that[
log
(
c + σ 2ρ − λfˆ (ρ)
∫ t
0
(1− F(x))dx
)]′′
=
λfˆ (ρ)f (t)
(
c + σ 2ρ − λfˆ (ρ) ∫ t0 (1− F(x))dx)− λfˆ (ρ)(1− F(t))2(
c + σ 2ρ − λfˆ (ρ) ∫ t0 (1− F(x))dx)2 ≥ 0. 
Definition 3.2 ([28]). Let f ∈ C∞(0,∞) with f ≥ 0. We say f is completely monotone if (−1)nf (n) ≥ 0 for all n ∈ N and a
Bernstein function if (−1)nf (n) ≤ 0 for all n ∈ N.
Lemma 3.5 ([28]).
(1) A function g is completely monotone on (0,∞) if and only if there exists a measure µ on [0,∞) for which
g(x) =
∫ ∞
0
exp(−sx)µ(ds).
(2) A function f is a Bernstein function if and only if it has the representation
f (x) = a+ bx+
∫ ∞
0
(1− exp(−yx))Λ(dy)
for all x > 0, where a, b ≥ 0 andΛ is a measure on (0,∞) satisfying ∫∞0 (y ∧ 1)Λ(dy) <∞.
Note that the combinations of completely monotone functions with positive coefficients are also completely monotone;
if f is completely monotone and 0 < a ≤ 1, then f a is again completely monotone. Further, the class of logconvex functions
contains the class of completely monotone functions. In fact, any completely monotone function is both nonincreasing and
logconvex. The logconvexity of a function h implies that the right and left derivatives of h exist everywhere and satisfy that
h′−(x) ≤ h′+(x). Following the steps in [11] one can construct logconvex functions which are not completely monotone
in general: Suppose that fi, i = 1, 2, . . . , n(n ≥ 2) are n logconvex functions on (0,∞) satisfying that for some fixed
x1 ≤ x2 ≤ · · · ≤ xn−1 we have fi(xi) = fi+1(xi) and (fi(xi))′− < (fi+1(xi))′+, i = 1, 2, . . . , n − 1. Then the functions of the
forms
g(x) = f1(x)1{0<x<x1} + f2(x)1{x1≤x<x2} + · · · + fn(x)1{xn−1≤x<∞}
are logconvex but not completely monotone. If, moreover, g is the density of a Lévy measure on (0,∞), then it is necessary
to need the condition
n∑
j=1
∫ xj
xj−1
(1 ∧ x2)fj(x)dx <∞,
where x0 = 0 and xn = ∞.
For example, g(x) = 2e−2x1{0<x<ln 2}+e−x1{x≥ln 2} is a decreasing, logconvex functionwhich is not completelymonotone.
Several important examples of spectrally negative Lévy processes with completelymonotone densities (see [10,29]) are:
• α-stable process with Lévy density: pi(x) = λx−1−α, x > 0 with λ > 0 and α ∈ (0, 1) ∪ (1, 2).
• One-sided tempered stale process (particular cases include the gamma process (α = 0) and the inverse Gaussian process
(α = 12 )) with Lévy density: pi(x) = λx−1−αe−βx, x > 0 with β, λ > 0 and−1 ≤ α < 2.
• The associated parent process with Lévy density: pi(x) = λ1x−1−αe−βx + λ2x−2−αe−βx, x > 0 with λ1, λ2 > 0 and
−1 ≤ α < 1.
Note that they all satisfy
∫∞
0 pi(x)dx = ∞.
Some distributions with logconvex density functions (see [27,10]) are:
• Weibull distribution with density: f (x) = crxr−1e−cxr , x > 0, with c > 0 and 0 < r < 1.
• Pareto distribution with density: f (x) = α(1+ x)−α−1, x > 0, with α > 0.
• Mixture of exponential densities: f (x) =∑ni=1 Aiβie−βix, x > 0, with Ai > 0, βi > 0 for i = 1, 2, . . . , n, and∑ni=1 Ai = 1.
• Gamma distribution with density: f (x) = xc−1e−x/β
Γ (c)βc , x > 0, with β > 0, 0 < c ≤ 1.
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4. Convex solutions for integro-differential equations
In this section, we will discuss the convex solutions for two kinds of integro-differential equations. We first consider the
following second order integro-differential equation:
σ 2
2
v′′(x)+ cv′(x)+ λ
∫ x
0
v(x− z)f (z)dz = (λ+ δ)v(x), x > 0, (4.1)
with v(0) ≥ 0 and v′(0) > 0. Here σ , c, λ, δ are positive constants.
Theorem 4.1. Let F be a distribution function on (0,∞)with a logconvex density f . If v is an increasing function on (0,∞)with
v(0) ≥ 0, and satisfies the integro-differential equation (4.1), then there exists x0 > 0 such that v′′(x) > 0 a.e. for all x > x0.
Proof. Note that v can be written as the form v(x) = eρxΦρ(x), where ρ = ρ(δ) is the unique positive root of Lundberg’s
fundamental equation (note that c − λ ∫∞0 xf (x)dx is not necessarily positive):
λfˆ (s) = λ+ δ − cs− 1
2
σ 2s2,
andΦρ(x) satisfies the following second order integro-differential equation:
σ 2
2
Φ ′′ρ (x)+ (c + σ 2ρ)Φ ′ρ(x)+ λfˆ (ρ)
∫ x
0
Φρ(x− z)f˜ (z)dz = λfˆ (ρ)Φρ(x), x > 0, (4.2)
withΦρ(0) ≥ 0 andΦ ′ρ(0) > 0, where f˜ is the Esscher-transformed density function
f˜ (x) = e
−ρxf (x)
fˆ (ρ)
, x > 0.
By integrating equation (4.2) twice, we transform it into a Volterra integral equation of the second kind
Φρ(x)+
∫ x
0
a(x− z)Φρ(z)dz = N(x), x > 0, (4.3)
where
N(x) = Φρ(0)+ Φ ′ρ(0)x+
2(c + σ 2ρ)Φ(0)
σ 2
x,
a(x) = c + σ
2ρ − λfˆ (ρ) ∫ x0 (1− F˜(z))dz
1
2σ
2
,
with F˜(x) = ∫ x0 f˜ (z)dz. Let
L(s) := λfˆ (s)− λ− δ + cs+ 1
2
σ 2s2.
It is easy to prove that L(s) is a convex function and it follows that L′(ρ) > 0, i.e. λfˆ ′(ρ)+ c + σ 2ρ > 0. Thus we have
a(x) ≥ c + σ
2ρ − λfˆ (ρ) ∫∞0 (1− F˜(z))dz
1
2σ
2
= c + σ
2ρ + λfˆ ′(ρ)
1
2σ
2
> 0.
Furthermore, a ∈ L1(0, 1), a ∈ C1(0,∞), and
a′(x) = −λfˆ (ρ)(1− F˜(x))1
2σ
2
is negative and increasing on (0,∞). If f is logconvex, then 1 − F˜ is logconvex, where F˜(x) = (fˆ (ρ))−1 ∫ x0 e−ρzp(z)dz. By
Lemma 3.1 we know that the logconvexity of 1 − F˜ on (0,∞) is equivalent to that for any T > 0 the function a′(x)a′(x+T ) is a
nonincreaing function of x on (0,∞). We remark that the logconvexity of 1− F˜ on (0,∞) also implies the logconvexity of
(c+σ 2ρ−λfˆ (ρ) ∫ x0 (1− F˜(z))dz) on (0,∞), which is equivalent to that for any T > 0 the function a(x)a(x+T ) is a nonincreasing
function of x on (0,∞). It follows from [30, Theorem 2] that the following Volterra integral equation
r(x)+
∫ x
0
a(x− z)r(z)dz = a(x), x ≥ 0, (4.4)
C. Yin, C. Wang / Journal of Computational and Applied Mathematics 233 (2009) 482–491 487
has a unique, continuous, positive and nonincreasing solution on (0,∞). Moreover, from [31, Theorem 2] (see also [30])
0 ≤ r(x) ≤ a(x) on (0,∞) and ∫∞0 r(x)dx ≤ 1. It follows that for x > 0,
Φρ(x) = e−ρxv(x) > 0,
Φ ′ρ(x) =
(
Φ ′ρ(0)+
2(c + σ 2ρ)
σ 2
Φρ(0)
)(
1−
∫ x
0
r(z)dz
)
− Φρ(0)r(x),
and
Φ ′′ρ (x) = −
(
Φ ′ρ(0)+
2(c + σ 2ρ)
σ 2
Φρ(0)
)
r(x)− Φρ(0)r ′(x), a.e. x > 0.
As limx→∞ r(x) = 0, r ′(x) ≤ 0, a.e., we have
lim
x→∞Φ
′
ρ(x) =
(
Φ ′ρ(0)+
2(c + σ 2ρ)
σ 2
Φρ(0)
)(
1−
∫ ∞
0
r(z)dz
)
≥ 0,
lim
x→∞Φ
′′
ρ (x) ≥ −
(
Φ ′ρ(0)+
2(c + σ 2ρ)
σ 2
Φρ(0)
)
lim
x→∞ r(x) = 0.
Thus, there exists x0 > 0 such that for all x > x0 we have
v′′(x) = eρx (ρ2Φρ(x)+ 2ρΦ ′ρ(x)+ Φ ′′ρ (x)) > 0, a.e.,
which ends the proof of Theorem 4.1. 
Corollary 4.1. Let F be a distribution function on (0,∞)with a completely monotone density f . If v is an increasing function on
(0,∞) with v(0) = 0 and satisfies the integro-differential equation (4.1). Then v′ is strictly convex on (0,∞).
Proof. If f is completely monotone on (0,∞), then a ∈ L1(0, 1) is completely monotone on (0,∞). Friedman [32] showed
that if a ∈ L1(0, 1) is completely monotone on (0,∞), then r is also completely monotone. From the proof of Theorem 4.1
we see thatΦ ′ρ(x) is completely monotone. Thus by Lemma 3.5, it has the representation
Φρ(x) = a+ bx+
∫ ∞
0
(1− exp(−yx))λ(dy)
for all x > 0, where a, b ≥ 0 and λ is a measure on (0,∞) satisfying ∫∞0 (y ∧ 1)λ(dy) < ∞. Therefore, it follows from
v(x) = eρxΦρ(x) that (see [10]),
v′′′(x) = (eρx(a+ bx))′′′ +
∫ ∞
0
(
ρ3eρx + (y− ρ)3e−x(y−ρ)) λ(dy) > 0,
as desired. 
Theorem 4.2. Assume that F and v satisfy the same conditions as in Theorem 4.1. Then the function v(x) is strictly convex in
(a∗,∞), where
a∗ = sup{a ≥ 0 : v′(a) ≤ v′(x) for all x ≥ 0}.
Proof. Because v′(x) tends to infinity as x tends to∞, it follows that a∗ <∞. Using the same argument as that in [11] we
will prove that v(x) is strictly convex in (a∗,∞). To do so, let α1 < α2 be points at which v′(x) reaches local minima. Then
v′′(α1) = v′′(α2) = 0, which implies
− ρ(v′(α1)− v′(α2)) = ρeρα1Φ ′ρ(α1)+ eρα1Φ ′′ρ (α1)−
(
ρeρα2Φ ′ρ(α2)+ eρα2Φ ′′ρ (α2)
)
. (4.5)
We claim that the right hand side of (4.5) is nonpositive. In fact, let Y (x) = eρx(1−∫ x0 r(s)ds), for simplicitywe letΦρ(0) = 0,
then it follows from (4.4) that Y (x) satisfies the following Volterra integral equation
Y (x) = eρx −
∫ x
0
a1(x− s)Y (s)ds,
where a1(x) = eρxa(x). Taking the derivative with respect to x twice and rearranging it yields
e−ρxY ′′(x) = K(x)−
∫ x
0
a(x− s)e−ρsY ′′(s)ds (4.6)
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where K(x) = ρ2 − 2ρa(x)− a′(x)+ a(0)a(x). The solution of (4.6) has the form
e−ρxY ′′(x) = K(x)−
∫ x
0
r(x− s)K(s)ds, (4.7)
where the resolvent kernel r is the solution of the Eq. (4.4). It is easy to show that
K(x) = ρ2 + 2c
σ 2
c + ρσ 2 − λfˆ (ρ) ∫ x0 (1− F˜(z))dz
σ 2
2
+ λfˆ (ρ)(1− F˜(x))
σ 2
2
> 0, (4.8)
K(0) = ρ2 + 2c
σ 2
(
2ρ + 2c
σ 2
)
+ 2λfˆ (ρ)
σ 2
> 0,
K ′(x) = 2λfˆ (ρ)
σ 2
(
−f˜ (x)− 2c
σ 2
(1− F˜(x))
)
< 0.
Differentiating (4.6) and using the mean value theorem of integrals we find that there exists x0 ∈ (0, x) such that(
e−ρxY ′′(x)
)′ = K ′(x)− r(x0)K(x)+ K(0)(r(x0)− r(0)) < 0, x > 0,
since r is positive and nonincreasing on (0,∞). Thus e−ρxY ′′(x) is a decreasing function on (0,∞). From (4.7) and (4.8) it
follows that
lim
x→∞ e
−ρxY ′′(x) = lim
x→∞
(
1−
∫ x
0
r(z)dz
)
lim
x→∞ K(x)
=
(
1−
∫ ∞
0
r(z)dz
)(
ρ2 + 2c
σ 2
c + ρσ 2 − λfˆ (ρ) ∫∞0 (1− F˜(z))dz
σ 2
2
)
≥ 0.
Therefore e−ρxY ′′(x) ≥ 0, x > 0, and hence Y ′′(x) ≥ 0 on (0,∞). Note that
Y (x) = eρxΦ
′
ρ(x)
Φ ′ρ(0)
, Y ′(x) = 1
Φ ′ρ(0)
(
ρeρxΦ ′ρ(x)+ eρxΦ ′′ρ (x)
)
.
Thus ρeρxΦ ′ρ(x)+ eρxΦ ′′ρ (x) is an increasing function, so the claim is valid and hence v′(α1) ≥ v′(α2). This implies that the
last place where v′ reaches a local minimum is also the last place where it hits its global minimum. For any x > a∗, we claim
v′′(x) > v′′(a∗). Otherwise, if there exist x∗ > a∗ such that v′′(x∗) = v′′(a∗), because v′′(x) = ρv′(x) + Y ′(x) and Y ′(x) is
increasing function, we include that v′(a∗) ≥ v′(x∗), which is a contradiction to the fact that a∗ is the largest value where
v′ attains its global minimum. It follows that v′(x) is strictly increasing for x > a∗. This proves Theorem 4.2. 
Next, we consider the following first order integro-differential equation:
ch′(x)+ λ
∫ x
0
h(x− z)f (z)dz = (λ+ δ)h(x), x > 0, (4.9)
with h(0) > 0. Here c, λ, δ are positive constants.
Theorem 4.3. Let F be a distribution function on (0,∞) with density f . Assume that f (x) is nonincreasing and logconvex on
(0,∞). If h is an increasing function on (0,∞) with h(0) > 0, and satisfies the integro-differential equation (4.9). Then h′ is
convex on (0,∞).
Proof. Note that the technique used in proof of Theorem 4.1 does not work in this case. Here, we give a more direct proof.
Integrating both sides of (4.9) from 0 to u and noting that∫ u
0
∫ y
0
h(y− z)dF(z)dy =
∫ u
0
F(u− z)h(z)dz
yield
h(u) = h(0)+
∫ u
0
h(u− y)k(y)dy,
where
k(y) = δ + λ(1− F(y))
c
.
Because f (x) is nonincreasing and logconvex, it can be verified that k is logconvex. The result follows from Theorem 3.2
in [33], since logconvexity is a stronger property than convexity. 
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5. The optimality of the barrier strategy
In this section we will prove the main result of [11] by using an alternative argument.
Theorem 5.1. Suppose that X has a Gaussian component σ > 0 and that the Lévy measure Π of X has a density pi which is
logconvex, then for q > 0 the scale function W (q) is convex in the interval (a∗,∞), where a∗ is the largest value at which W (q)′
attains its global minimum. As a consequence, the barrier strategy at a∗ is an optimal strategy.
Corollary 5.1. For the Cramér–Lundberg model that is perturbed by Brownian motion, suppose that the claim sizes have a
common distribution with a logconvex density. Then the barrier strategy at a∗ is an optimal strategy.
Theorem 5.2. Suppose that X has no Gaussian component and that the Lévy measure Π of X has a density pi which is
nonincreasing and logconvex, then for q > 0 the scale function W (q) is convex in the interval (a∗,∞), where a∗ is the largest
value at which W (q)′ attains its global minimum. As a consequence, the barrier strategy at a∗ is an optimal strategy.
Corollary 5.2. For the Cramér–Lundberg model, suppose that the claim sizes have a common distribution with a non-increasing
and logconvex density, then the barrier strategy at a∗ is an optimal strategy.
Remark 5.1. For spectrally negative Lévy process with the Laplace exponent given by (2.1) if the density pi of Lévy measure
Π is any one of densities listed at the end of Section 3, then a barrier strategy will form an optimal strategy.
The proofs of these two theorems follow the same scheme. So we will only describe the proof of Theorem 5.1.
Proof of Theorem 5.1. We first assume that
λ :=
∫ ∞
0
Π(dx) <∞,
∫ 1
0
xΠ(dx) <∞.
Set
c = a+
∫ 1
0
xΠ(dx), f (x) = pi(x)/λ,
then f is a probability density on (0,∞). pi is logconvex if and only if f is logconvex. Consider the integro-differential
equation
σ 2
2
v′′(x)+ cv′(x)+ λ
∫ x
0
v(x− z)f (z)dz = (λ+ q)v(x), x > 0, (5.1)
with v(0) = 0 and v′(0) = 2
σ 2
. The Laplace transform vˆ for v can be easily determined from Eq. (5.1) as
vˆ(θ) =
σ 2
2 v
′(0)+ σ 22 θv(0)+ cv(0)
σ 2
2 θ
2 + cθ + λfˆ (θ)− λ− q =
1
ψ(θ)− q , θ > 0. (5.2)
Comparing (5.2) with (2.2) we get that v = W (q). It follows from Theorem 4.2 that for q > 0 the scale function W (q) is
convex in the interval (a∗,∞), where a∗ is the largest value at whichW (q)′ attains its global minimum. Hence by Theorem
2 in [10], the barrier strategy at a∗ is an optimal strategy.
Now, we assume that
λ :=
∫ ∞
0
Π(dx) = ∞.
LetΠn be measures on (0,∞):
Πn(dx) = Π(dx)1( 1
n ,∞
)(x), n ≥ 1.
Then we have
λn :=
∫ ∞
0
Πn(dx) =
∫ 1
1
n
Π(dx)+
∫ ∞
1
Π(dx)
≤ n2
∫ 1
1
n
x2Π(dx)+
∫ ∞
1
(1 ∧ x2)Π(dx) <∞.
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Consider the integro-differential equation
σ 2
2
v′′n (x)+ cnv′n(x)+ λn
∫ x
0
vn(x− z)fn(z)dz = (λn + q)vn(x), x > 0 (5.3)
with vn(0) = 0 and v′n(0) = 2σ 2 , where
cn = a+
∫ 1
0
xΠn(dx), fn(x) = pin(x)/λn.
Here pin is the density ofΠn.
It is easy to see that fn is a probability density on (0,∞), pin is logconvex if and only if fn is logconvex. The Laplace
transform vˆn for vn can be easily determined from Eq. (5.3) as
vˆn(θ) = 1
ψn(θ)− q , θ > 0, (5.4)
where
ψn(θ) = aθ + 12σ
2θ2 −
∫ ∞
0
(
1− e−θx − θx1{0<x<1}
)
Πn(dx).
Since limn→∞Πn = Π , we obtain limn→∞ ψn(θ) = ψ(θ), and thus for x > 0, by (2.2) and (5.4),W (q)(x) = limn→∞ vn(x). It
follows from Theorem 4.2 that vn is convex in the interval (a∗n,∞), where a∗n is the largest value at which v′n attains its global
minimum. Therefore, for q > 0 the scale functionW (q) is convex in the interval (a∗,∞) since limn→∞ an∗ = a∗. Hence by
Theorem 2 in [10], the barrier strategy at a∗ is an optimal strategy. This ends the proof of Theorem 5.1. 
From the proof of Theorems 5.1 and 5.2, we get
Corollary 5.3. Suppose that X has a Gaussian component σ > 0, then for q ≥ 0 the scale function W (q) satisfies ΓW (q)(x) =
qW (q)(x), x > 0, with W (q)(0) = 0 and W (q)′(0) = 2
σ 2
, where
Γ g(x) = 1
2
σ 2g ′′(x)+ ag ′(x)+
∫ ∞
0
[
g(x− y)− g(x)+ g ′(x)y1(0<y<1)
]
Π(dy).
Corollary 5.4. Suppose that X has no Gaussian component andΠ has no atoms. Then for q ≥ 0 the scale function W (q) satisfies
Γ1W (q)(x) = qW (q)(x), x > 0, with
W (q)(0) = 1
c
, if
∫ 1
0
xΠ(dx) <∞; 0, if
∫ 1
0
xΠ(dx) = ∞,
where c = a+ ∫ 10 xΠ(dx), and
Γ1g(x) = ag ′(x)+
∫ ∞
0
[
g(x− y)− g(x)+ g ′(x)y1(0<y<1)
]
Π(dy).
6. Concluding remarks
In this paper,we provided an analytical study of the classical dividend control problemof de Finetti for spectrally negative
Lévy process. Related optimal dividend problems were also established in [9,34,35].
Barrier strategies are simple and convenient for operating, so they are of particular interest, even in cases where the
optimal dividend strategy is not of this form. The problem of finding the optimal dividend-payment barrier has been
discussed extensively. See, among others, [36] for the classical risk model, [37] for a Brownian motion model, [38] for the
stationary Markovian model. The references therein are rich sources for the literature on this subject. For most risk models
even for particular cases of spectrally negative Lévy processes, an explicit expression for the optimal barrier a∗ can not be
obtained. The recent paper of [39] has given several methods for estimating the optimal dividend barrier.
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