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by Duncan M. McRae-Spencer 
High-impact  academic  papers  are  not  necessarily  the  most cited.  For  example, 
Einstein's 'Special Relativity' paper from  1905 received (and continues to receive) 
fewer  citations from  other papers than his  'Brownian Motion" paper of the  same 
year,  despite  the  former  radically  changing  the  course  of an  entire  scientific 
discipline to a much greater extent. Similarly, 'impact' metrics using citation count 
alone  are,  it  is  argued,  not  adequate  for  determining  the  scientific  influence  of 
papers,  authors  or  small  groups  of  authors.  Although  valid,  they  remain 
controversial when used to determine influence of larger groups or journals. While 
the  term  'impact' has become closely linked to  a journal's citation-based Journal 
Impact  Factor  score,  this  thesis  uses  the  term  'influence'  to  describe  the  wider 
effectiveness of research, combining citation and metadata analysis to allow richer 
calculations to be performed over large-scale document networks. As a result, more 
qualitative influence ratings can be determined and a broader outlook on scientific 
disciplines can be produced. These ratings are best applied using an ontology-based 
data  source,  allowing  more  efficient  inference  than  under a  traditional  RDBMS 
system, and allowing easier integration between heterogeneous data sources. These 
metrics,  termed  'Semantic Bibliometrics'  or  'Semiometrics', can be  applied at a 
variety of levels of granularity, allowing a compositional framework for impact and 
influence  analysis.  This  thesis  describes  the  process  of data preparation,  systems 
architecture, metric value and data integration for such a system, introducing novel 
approaches at all  four  stages, thereby creating a working semiometrics system for 
determining influence at different semantic levels of  granularity. 
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Xll Chapter 1 
Introduction 
1.1  Motivation 
High-impact academic papers  are not necessarily the most cited.  For example, 
Einstein's 'Special Relativity' paper from 1905 [Einstein 1905J received (and continues 
to receive) fewer citations from other papers than his 'Brownian Motion' paper of the 
same  year  [Einstein  1905aJ,  despite  the  former radically  changing the  course  of an 
entire scientific discipline to  a much greater extent. Similarly, 'impact' measurements 
using document and/or citation count a lone are, it is argued ( eg [ Seglen 1 997]), not 
adequate  for determining the scientific influence of papers, authors or groups of less 
than  a hundred  authors  [Opthof 1997].  Although valid,  they remain "controversial" 
[Garfield 1996J when used to determine influence oflarger groups or journals. 
It is  important to  specify w hat is meant by the terms 'impact' and  'influence'. 
Since lSI began publishing citation scores for journals (the 'Journal Impact Factor') in 
1975,  the  term  'impact'  has  become  closely  linked  with  the  JIP  scores  when 
considering research quality. As a result of  this, this thesis will use the term 'influence' 
to  refer to  a broader set of metrics  that can be applied to research publications and 
researchers. While 'impact' has come to mean a journal's score, the aim here is to use 
the term 'influence' to describe the wider effectiveness of research, combining citation 
and  metadata analysis  to  allow richer calculations to  be  performed over large-scale 
document networks. As a result, more qualitative influence ratings can be determined 
and a broader outlook on scientific disciplines can be produced. 
1 build  a  semantic  bibliometric  system.  Specifically,  the  problem  of  author 
disambiguation c an bet  ackled u sing citation graphs tom  atch document a uthors and 
this, combined with other techniques from the literature, produces successful matching 
to a higher level of effectiveness than other existing techniques such as string-distance 
matching and machine learning techniques. 
The  second  sub-hypothesis  is  that  usmg  ontologies  to  represent  document 
metadata allows more  efficient traversability and viewing of the  different levels  (as 
described  in  the  third  sub-hypothesis)  than  traditional  RDBMS  approaches. 
Specifically, the query and update efficiency when using an ontology-based data store 
for importing and retrieval is better than when performing the same data browsing in a 
traditional SQL database: 
The  third  sub-hypothesis  is  that  an  ontology-based  system  producing  results 
based on weighted citation scores, graph node authority other such scores reflect more 
accurately the relative influence of a paper than citation counting alone, and that given 
the  ontological  approach,  these  scores  can  be  amalgamated  and  viewed  at  sub-
discipline  levels  to  gIve  relative  influence  scores  for  documents  and  authors. 
Specifically,  expert  opmlOn  in  particular  subject  domains  consistently  ranks 
Semiometric  results  at  least  comparably  with  existing  metrics,  and  the  overall 
capabilities of the system significantly out-perform other metric systems such that the 
described system represents a real, practical advancement in metrics applications. 
The fourth  sub-hypothesis is  that  using ontologies  allows easier integration of 
data from other sources, allowing influence ratings to be drawn using a far broader data 
scope than a single repository, which tend to favour particular individuals. Specifically, 
the successful amalgamating of  two distinct large-scale metadata sources is easier using 
an ontology than including in a traditional database. 
If the  first  sub-hypothesis  is  true,  then  graph-based  approaches  are  a  better 
method of data disambiguation and enrichment than other methods in the literature. If 
the  second sub-hypothesis is  true,  then ontology-based semiometric influence scores 
are a better method of metadata storage and retrieval for large-scale citation databases 
than traditional RDBMS methods. If the third and fourth sub-hypotheses are true, then 
a useful ontological framework can be created to  allow efficient data integration and 
3 calculations,  is  the  novel  aspect of the  semiometric approach,  along with the novel 
metrics proposed. The presentation methodology of drawing weighted metrics together 
to produce a compositional view of  influence is also novel. 
Finally, the citation graph approach to author disambiguation is a novel technique 
applied to the heavily-studied name ambiguity issue within data retrieval. 
6 Chapter 2 
Literature Review 
2.1  Scientific Publishing and Citation Analysis 
The traditional means for a scientist  to announce and disseminate novel research 
results is the publishing ofthose results along with the scientist's conclusion, either as a 
book in its own right (such as Darwin's 'On The Origin Of Species', published in 1859 
[Darwin  1859])  or  more  usually  as  a  paper  in  a  journal  or  conference  (such  as 
Einstein's  Special  Relativity paper "On The  Electrodynamics  Of Moving  Bodies", 
published in the German periodical Annalen der Physik in  1905 [Einstein 1905]). This 
allows other scientists to repeat and later build upon these works, and publish their own 
results,  citing the  contribution made by the  earlier work.  As such,  the  scientist who 
performed the novel research retains the respect for their work, but science as  a whole 
is allowed to use it and thus move forward. 
However,  it  is  immediately  clear  that  some  research  is  more  important  than 
others. A work such as Einstein's Special Relativity paper opened up a whole new field 
of physics.  By contrast  his  1949  paper "Why Socialism"  [Einstein  1949]  had  less 
influence and addressed a different domain. It would have been - and indeed still is -
very important for physicists, commentators, academics and others to be aware of the 
1905  paper,  while  it  was  less  important  (although  no  doubt  very  interesting)  for 
political  theorists  to  be  aware of the  1949  paper.  This  'relative importance'  can be 
demonstrated empirically by studying citation patterns: these show that the 1905 paper 
is the second-most cited paper in physics and physical-chemistry since 1945 (his  1905 
paper 0 n  Brownian motion [Einstein 1 905a] receives even more citations [ Chalmers 
7 citations  are more common in  some  fields  than others,  and impact factors  are  often 
skewed as  a result of this.  Going a little further,  Seglen [Seglen 1992]  [Seglen 1994] 
[Seglen 1997] notes that there are  a number of very good reasons not to  use journal 
impact factors for evaluating research under any circumstances: 
fill  Use of journal impact factors  conceals the difference in article citation rates 
(articles in the most cited half of  articles in a journal are cited 10 times as often 
as the least cited half). 
fill  Journals'  impact  factors  are  determined  by  technicalities  unrelated  to  the 
scientific quality of their articles,  such as  a correlation between article length 
and citation rate. 
•  Journal  impact factors  depend  on the research  field:  high impact factors  are 
likely  in  journals  covering  large  areas  of basic  research  with  a  rapidly 
expanding but short lived literature that use many references per article. 
Opthof,  unlike  Seglen,  argues  that  impact  factors  can be legitimately used  to 
judge the research impact of  journals but draws a number of  very clear restrictions on 
the use of this metric, most notably that journal impact factors may not be legitimately 
applied to individual papers, authors or groups of  scientists (such as research groups or 
institutions) who produce fewer than 100 papers in the JIF  -standard two year period of 
measurement  [Opthof 1997].  This  observation may also  legitimately be  extended to 
smaller disciplines producing fewer overall papers: the two-year window is clearly not 
suitable for all fields of  science. 
Beyond the statistical validity 0 r 0 therwise 0 f j oumal impact factors, t here are 
other considerations that need to be taken into account. For instance, it is worth noting 
that in today's online age,  'citation lag' is  shortening and thus the two  year standard 
may not be the correct timescale on which to judge citation impact, although given the 
varying  frequency  of journal publications,  it  may not  be meaningful  to  reduce  the 
standard to below a two year figure [Kleinberg 1999]. 
Additionally, t here a re  arguments  against the types 0  f citations used in impact 
measures.  Seglen notes  that "self citations  are  not  corrected  for"  [Seglen  1997]  in 
journal impact factor measurement, leading to self-inflation; while Gabehart points out 
that articles later retracted by journals are frequently positively cited due to there being 
12 citation counting over a career) while also avoiding the inherent problem in calculating 
mean number of citations per paper, which allows less influential papers to drag down 
the score of an author who may have published several highly influential papers. The 
H-Index is calculated by counting the number of papers written (n)  and determining 
how many ofthose n papers have received >n citations. 
Straightforward to  calculate (given correct citation counts), it allows authors to 
determine their influence over a career as  they require both a high number of papers 
and consistently high citation rates across many papers in order to produce a high H-
Index  score.  Using  this  measure,  Hirsh  showed  a  correlation between Nobel  prize 
winners and high H-Index scores, thus arguing strongly in favour of its validity as  a 
statistical method; however, he also noted variances in H  -Index scores across different 
disciplines and acknowledged the need for discipline weighting in normalizing H-Index 
scores  across all scientists. A solution to  this inter-disciplinary problem has yet to be 
proposed at  the time of writing this thesis as  it raises questions such as  the health or 
even  worth  of disciplines  as  well  as  simply calculating  'normalising'  mathematical 
factors. 
While simple and backed up by evidence, criticisms and improvements to the H-
Index  model  have  emerged  since  the  initial  paper  was  published.  [Bjelobrk  & 
Zukerman 2005] argue that the H-Index is inherently biased against newer researchers 
and thus a more legitimate measure is to divide the overall H-Index by the number of 
years since the first paper was produced. Their report shows a comparison of the two 
H-Index methods against a ranking produced by expert analysis, the results of which 
favour their new method.  [Egghe 2006]  proposes a G-Index based on the number of 
papers  which  together  contain  >n
2  citations,  thereby  giving  greater weight  to  very 
highly cited papers, which the H-Index  does not.  [Roussaeu 2006]  suggests the joint 
use of H- and G-indices in determining author influence.  Other criticisms levelled at 
the  H-Index  include  its  failure  to  account  for  citation half-life  and  the  question  of 
whether the total number of citations received is in fact legitimate, since Hirsh, like the 
original  Journal  Impact Factor,  uses  lSI's statistics  to  produce results,  and thus  the 
problems with lSI (such as treating all citations with equal weight) are applicable here 
also. A further argument against the H-Index deals with its treatment of all citations as 
being  equal:  as  has  been  argued  in  section  2.1.2,  all  citations  are  not  equal.  This 
18 However, as  Open Archiving gathers pace [McVeigh 2004] it is clear that the overall 
percentage of  papers appearing in some kind of online DL with some kind of metadata 
publishing will continue to  grow and in many fields will soon reach a percentage such 
that the vast majority of papers in a particular discipline will be available in this way. 
Whether the  noise  from  the variety of sources  drowns  out the meaning that can be 
gleaned from the data is instead the question that will need addressing. 
To  a certain extent,  OAI-PMH attempts to  answer this question.  [Dublin Core] 
has become a metadata standard in both commercial and academic DLs, and is central 
to  OAI-PMH.  Defining  an  independently-derived  set  of metadata  fields  applicable 
across  a  wide  variety of documents,  Dublin  Core  allows  users  (or  automated  text 
extractors) to populate a database with a standard set of  information, and systems to be 
built that could use such information. With such standards in place and adhered to by 
OAI-PMH  data providers,  services  can  realistically begin to  be built  to  perform  a 
variety of calculations and visualisations on the data concerned. However, the question 
of co-reference  resolution  across  multiple  data  sources  remains  a  problem  for  the 
service provider:  while Dublin Core attempts to  provide hints through fields  such as 
Title and Source, and many DLs perform s orne  degree 0 f i ntemal disambiguation it 
remains  the job of the  data  aggregator to  sort  through  data, tying together and  de-
duplicating as necessary. 
An example of a provider building services  over multiple datasets is  Citebase 
[Brody 2003]. Although wisely noting that it remains a demonstration and should not 
be used for academic research, the system currently allows searching over a number of 
OAI-PMH sources on a variety of fields including paper title, author, publication title 
and keywords from the paper abstract. In addition it provides services such as lists of 
citations by other papers, download statistics, co-citation links and others. Figure 2.3 
shows the download/citation correlation graph derived from these statistics for a typical 
paper.  Again  while  facing  the  issue  of multiple  sources  leading  to  co-reference 
resolution issues and de-duplication, Citebase does show the potential - and the clear 
demand  - for  federated,  mediated  search  and  metadata  facilities  operating  over  a 
variety of sources. As the percentage of  papers made available through open archiving 
increases, however, it is clear that services such as those pioneered by Citebase are only 
the beginning of  the story. 
24 the form ofRDF triples: known as tliplestores, these systems have been created with a 
variety of capabilities according to  the needs of problem domains. Of particular note 
are Jena [HP 2003], which provides a powerful inference engine, and 3Store [Harris & 
Gibbins  2003]  which  provides  a  scalable  solution  capable  of storing  and  searching 
millions ofRDF triples. 
One problem that quickly emerges, however, is that of representation of similar 
concepts  in  different  domains.  For  instance,  US  zip  codes  are,  in  many  ways, 
conceptually similar to UK postal codes, in that they represent a set of  postal delivery 
points, although the actual instances could never map to one another due to being used 
in  different  geographic  domains.  Although  they  are  represented  differently  in  the 
different domains (eg with different names) and from some perspectives, they aren't the 
same thing (zip  codes  cover whole towns,  postal  codes  cover an  average of fifteen 
delivery points), there are clear similarities between the concept of 'UK post code' and 
'US zip code', which mayor may not be relevant depending on the domain in question. 
Comparison requires  knowledge  of common  meanings  or  mappings  between  them, 
according to the perspective and context the user is coming from. 
Ontologies  begin  to  answer  this  problem.  Ontologies  are,  in  the  domain  of 
Artificial Intelligence and Computer Science, formal definitions of  relationships among 
terms. Gruber [Gruber 1993] described ontologies as being the "explicit specification of 
a  conceptualisation".  Essentially,  an  ontology  defines  classes  of objects  and  their 
relationships  in a specific  domain,  leading  to  the  possibilities  for  inference  and  the 
potential for powerful reasoning systems. 
The Web  Ontology Language,  OWL  [McGuinness  &  van Harmelen 2004],  is 
designed to provide features to describe these ontology relationships on top of  the RDF 
structure.  The  features  provided  by  OWL  "include  hierarchical  and  restrictive 
sub classing, transitive,  inverse, symmetric and  functional properties, equivalence and 
disjointness,  cardinality,  and  data typing."  [Millard  2004]  Expressing ontologies  in 
OWL format  allows  simple  dissemination  of ontologies  over the  web,  as  well  as 
allowing  for  the  extension of existing ontologies  and  mapping between classes  and 
instances.  OWL  is  designed  to  promote  the  re-use  and  re-purposing of ontologies, 
allowing the discovery and use of  knowledge on a global scale. 
26 This chapter has summarised the background areas covered in this thesis, along 
with the essential tools and algorithms that will be used in the remainder of  this thesis. 
The following  chapter described an  initial  data manipulation experiment,  detailing a 
novel technique for author disambiguation using graph analysis algorithms. 
34 3.1  The AKTiveAuthor Problem Domain 
As  automated  infonnation  extraction  systems  become  increasingly  common, 
there is an increased demand to know whether two similar names refer to the same real-
world object or not.  This is observed in place names (San Jose is the capital of Costa 
Rica  and  also  a  city in  California)  and  academic  institutions  (an  affiliation  to  an 
academic  institution  named  "Southampton"  could  refer  to  the  University  of 
Southampton or the Southampton College that is part of  Long Island University, USA). 
This  phenomenon  is  particularly  problematic  when  considering  author  names  of 
research  papers  or bibliography citations.  Two  specific  problems exist.  Firstly,  one 
author may have multiple aliases, such as Professor Nick Jennings appearing in various 
citations  and  papers  as  'Nicholas  Jennings',  'N.  Jennings'  and  'Nick R.  Jennings'. 
Secondly, multiple authors may have a similar or even identical name, such as David L. 
Harris (Professor of  Engineering at Harvey Mudd College, formerly with Stanford and 
MIT)  and  David  L.  Harris  (Infrastructure  Systems  Engineering Department,  Sandia 
Labs, Albuquerque). 
The  scale of this  problem can  be seen  simply by considering Citeseer's  own 
'Author Statistics'  page  [Citeseer Author  Statistics],  where,  as  described  in  section 
2.1.2,  'D Johnson'  is  given the  status  of being  the  most  cited  author in  Computer 
Science. In reality, there are 26 distinct D Johnsons within the Citeseer dataset, thereby 
calling  into  question  the  validity  of the  statistics.  Consider  also  the  potential  for 
multiple aliases - for example, B Croft and W Croft appearing separately on the list 
despite W. Bruce Croft being one single person  and it quickly becomes clear there is 
a need  for  some kind of disambiguation process  to  differentiate between real-world 
authors ifthese statistics are to be of  any use as justifiable, valid metrics. 
3.2  Overview of  the AKTiveAuthor system 
AKTiveAuthor presents  a novel  approach  to  the  problem of automated  name 
disambiguation in the specific context of a large-scale citation network. Autonomous 
Citation Indexing, described in section 2.2 of  this thesis, provides a citation graph that 
links  papers  (and  their  metadata)  together  according  to  their  bibliographies.  The 
approach described in this chapter is  centred around the observation that within these 
citation graphs, there is a tendency for authors to cite their own previous work. Sample 
36 testing  showed that when papers  cite  work by an  author  with the  same  last  name, 
roughly 95% of  the time it is the same author. This approach can be used to iteratively 
tie together papers within a citation graph to eventually yield a collection of  papers that 
should be by the  same  author.  Figure  3.1  shows  a partial  citation  graph for  papers 
authored by Nick Jennings, using a subset of data collected from  Citeseer for papers 
between 1992 and  1999. The graph details papers linked by their bibliographies. It is 
important to note that no other author with the last name Jennings cites, or is cited by, 
any of these papers. The central feature of the approach presented in this paper is the 
use of  this citation graph between authors sharing the same last name to yield groups of 
papers that are all by the same author. 
While  the self-citation observation described  above  may yield results  with an 
accuracy of around 95%,  figure  3.1 also  shows that the different graphs created may 
not entirely link up. This is consistent with researchers' practice: often researchers will 
have once major area of  interest and will develop that work over time with successive 
papers, but will often have one or two minor areas of  interest which yield perhaps only 
one or two papers that would include bibliographic references to each other. 
Figure 3.1: Partial citation graph for Nick Jennings (sample data 1992-99). Shows one major group of  citation-linked 
documents, one smaller group and four papers that are not linked by the author's citation graph. 
For instance, figure 3.1  shows a large group of thirteen papers authored by Nick 
Jennings on the subject of agent-based computing, and a smaller group of three papers 
which deal with the s ubj ect 0 f economics. While t he author is the same person, the 
papers  from  the  two  different  areas  do  not  cite  each  other at  any  point,  which  is 
understandable  given  that  they  are  two  different  strands  of work  in  two  largely 
37 Beyond the services and applications described in the remainder of this thesis, 
based on disambiguated data, future work in the area of  author disambiguation includes 
two main areas: 
•  Investigating  adding  to  the  system  other methods  of tying  papers  together, 
including  use  of  institutional  affiliation  data  and  the  move  towards 
probabilistic-measures (perhaps including the use of string-similarity measures 
such  as  SimMetrics  [Chapman  2004])  for  research  area  analysis,  as  well  as 
improvements to the existing steps. 
•  Creation  of further  manually  disambiguated  name-clusters  allowing  further 
benchmarking of  future disambiguation systems. 
This chapter has therefore shown the novel way self-citation graph analysis can 
be used to produce a disambiguated set of authors and papers, and shown the results to 
be superior and the system more flexible than existing approaches from the literature, 
thus proving the first hypothesis ofthis thesis. 
The following chapter builds on this dataset by showing how such data, held in 
RDF  format  and  asserted  against  a  standard  ontology,  can be  used  to  produce  a 
framework for web services and applications with querying and updating functionality 
superior to that oftraditional database methods. 
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Ontology-Assisted 
Data Mediation 
This chapter details the  background to  the semiometrics system,  describing the 
data manipulation and mediation required to allow such a system to be created, as well 
as  introducing the  client  applications.  Building on the  data preparation described in 
chapter three,  this  chapter considers the best approach to  take in terms of creating a 
framework for multi-level influence-measuring services. As large-scale digital libraries 
become more available and complete, not to mention more numerous, it is clear there is 
both the need and demand for services that can draw together and perform inference 
calculations 0 n the m etadata produced. However, the traditional Relational Database 
Management System (RDBMS) model, while efficiently constructed and optimised for 
many business structures, does not necessarily cope well with issues of concurrent data 
updates and retrieval at the scale of hundreds of thousands of  papers. Conversely, the 
growth  of RDF  and  the  increasing  interest  in  Semantic  Web technologies  perhaps 
begins  to  present  a  viable  alternative  approach  at  a  scalable,  practical  level.  This 
chapter specifically focuses  on contrasting semantic web technologies with the more 
traditional  database  approach  in  the  context  of  producing  the  framework  for 
compositional  views  of  influence,  as  described  above.  It  concludes  that  RDF 
technologies  are  both  a  scalable  and  performance-realistic  alternative  to  traditional 
RDBMS approaches. Specifically, it shows that for relationship-based queries on open-
ended  large-scale  metadata  stores,  RDF  technologies  can  significantly  out-perform 
traditional RDBMS approaches at both a theoretical and empirical level, thus proving 
the second sub-hypothesis of  this thesis. 
49 The technical implementation details of  the experiments described in this chapter 
are  detailed  in Appendix B.  The experiment is described  and evaluated in [McRae-
Spencer & Shadbolt 2006a]. 
4.1  Problem Domain 
The  emergence  of large-scale  online  digital  libraries  IS  a  feature  largely 
welcomed by the academic scientific community. While systems such as Citeseer and 
Google Scholar crawl the web  searching for papers, increasingly online institutional 
repositories (such as EPrints and DSpace) are being created, exposing their papers and 
metadata in a standard format. These systems are sufficiently successful to have raised 
the expectations of the user community: it is now the case that people expect academic 
papers to be findable and downloadable, fully indexed and searchable in 'Google' style; 
citations  to  other documents  should be rendered  as  hyperlinks;  metadata should be 
searchable  and  services  summarising  the  work  of  an  author,  institution  or 
journal/conference should be available. While t he various d igitall ibraries attempt to 
meet some or all of these expectations, it remains the case that the number of papers 
indexed and stored by these libraries is in the order of hundreds of thousands and will 
only increase as the move towards more 0 pen archiving  (described in se ction 2 .2.2) 
continues and more metadata becomes available. Producing services that run over these 
libraries,  and perhaps  even  across  multiple  libraries,  is  therefore  a  challenge  when 
considering the issues of  search speed and query complexity. 
4.2  Overview of  solution 
While the problem domain described above has been tackled in a variety of  ways, 
the growth of Semantic Web technologies may provide an answer to  at least some of 
the questions raised.  The push towards more intelligent,  computer-readable websites 
has  brought  to  the fore  the  use of ontologies  as  a  means  of data manipulation and 
integration, and RDF as  a format for data storage and transfer. While much semantic 
web research focuses on the development ofstorage techniques (such as 3 Store and 
Jena) as well as inference-based language standards such as OWL, it is clear that RDF-
based triplestores, along with the query language SP  ARQL, allow a different approach 
to be taken to data storage and searching than that which is provided in more traditional 
50 RDBMS  models.  This  chapter details  the  theory and practice of applying  the  RDF 
technique  to  large-scale  digital  library  metadata  and  shows  how,  for  many  more 
complex queries demanded by the raised expectations of  services described above, data 
storage in RDF and querying by the standard RDF query language SP ARQL provides a 
level  of performance  at  least  as  useful  as  standard  SQL  approaches,  and  fast  and 
flexible enough to provide a real option for use in online digital library services. 
4.3  Motivation 
The relational database model, queried by SQL, has been a standard model for 
data storage for many years. While optimisation and indexing techniques have boosted 
the  efficiency of this  model,  it  remains  the  case  that  some queries  on multi-table 
databases remain complex even though they are  easily expressible in plain language. 
For example, given a simple database schema for a large m etadata repository, some 
valid queries might be:  'how many distinct authors  are  there in this  system',  'which 
papers cite papers by this author' and 'what are the titles of  the articles this author has 
written since 2002'. In SQL, these could be respectively expressed as: 
I. SELECT  COUNT(*)  FROM  authors; 
2. SELECT  DISTINCT  bibliographies.MasterArticle, 
bibliographies.ArticleCited 
FROM  bibliographies  INNER  JOIN  author 
ON  bibliographies.ArticleCited  =  author.documentID 
WHERE  author.AuthorID  =  'P123'; 
3. SELECT  DISTINCT  articles.Title,  articles.articleID 
FROM  articles  INNER  JOIN  authors 
ON  articles.articleID  =  authors.ArticleAuthored 
WHERE  authors.acmID  =  'P123' 
AND  articles.Year  >  2002; 
While the first  of these queries  is  relatively simple,  the second and third both 
involve inner joins, the third on a potentially very large table 'articles', raising query 
complexity and potentially increasing the time taken to produce a result, depending on 
the indexing techniques used. By contrast, these two queries can be expressed relatively 
simply  in  SP ARQL,  given  a  suitable  ontology:  in  this  case,  the  AKT  Reference 
Ontology as described in section 2.3.2 was used. 
51 4.4  Data Storage Models and Purpose 
The essential difference between the RDBMS and 0 ntology-based data models 
are  their respective purposes.  This section discusses the design rationales behind the 
two approaches and where the essential differences lie. 
Relational databases typically deal with questions of identity, including if that 
identity involves calculations across tables. RDBMSs are optimised to  allow efficient 
querying of data,  data which is itemised in tables  and columns according to  identity. 
This means that in practice, queries such as  retrieving the total number of authors is 
straightforward - it  is  simply  a  summation  of the  number of distinct  rows  in  the 
'authors'  table.  However,  queries  based around relationships  between data are  more 
complex - although the relational model makes these queries possible, for large-scale 
databases with complex tables containing several hundred thousand rows it can be very 
time-consuming to perform the required JOIN operations. 
To  overcome  this  problem,  RDBMSs  typically offer  users  the  opportunity· to 
perform indexing operations on their data. User-chosen indices allow storing of sorted 
columns  (or  column  combinations)  meaning  a  vast  reduction  in  search  time, 
particularly when performing the more complex relational  operations. The down-side 
of this is  an increase in the time taken to perform inserts and updates to the system, as 
the indices associated will have to be updated. Additionally, for large multiple-indexed 
tables, the index files often grow to the extent that they become bigger than the actual 
database files they are indexing. For most systems, a trade-off can be made between the 
amount of indexing and the need to keep the system 'open' so additions and changes 
can be made a s well a s efficient querying:  however, a s described below, as  systems 
become larger, the trade-offs become harder to make. 
In contrast to  the  'identity' model of traditional RDBMS databases,  ontology-
based data is  designed to  deal  primarily with  questions of relationships,  where the 
predicates are the focus of the query. The emergence of RDF as a standard format for 
data description, coupled with the development of  scalable triplestore solutions (such as 
3Store in  the  case of this  work),  has  allowed  the creation of searchable knowledge 
bases  where relationship-based queries  can be easily framed,  provided the ontology 
concerned is sufficiently engineered to  allow for  such queries. In practice, therefore, 
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since 2002 is straightforward the system just needs to look for all the predicate-subject 
combinations  where  the  has-author  predicate  is  followed  by  the  particular  URI 
representing the given author, then filter out all results from 2002 and before. As we are 
essentially searching for  a relationship rather than a set of answers from  a table, the 
ontology model is suited to allow us to search for such information. 
As a side-note, it is important to remember that underneath triplestores is usually 
a database of some description - indeed 3Store is built on top of a relational database 
(specifically MySQL),  optimised with its own indexing.  As the various  experiments 
described in the  following  section compare the relative  efficiencies of the  SQL and 
SP ARQL approaches, it is important to note that the SQL database used by 3Store and 
the  one  used  in  the  experiments  was  the  same  MySQL  installation  on  the  same 
computer:  the  tests  therefore  were  focusing  not  on  the  relative  perfonnances  of 
databases, but on the differences between the SQL and SP ARQL approaches. 
4.5  Experiment Details 
As  stated  above,  the  motivation  for  storing  large-scale  document  repository 
metadata in RDF fonnat came from the desire to produce usable, efficiently searchable 
services based 0 n m etadata from two computer science centric repositories: C iteseer 
and the ACM Digital Library. While straightforward searching and browsing facilities 
are fully implemented on the respective websites of these  libraries, the desire was to 
provide more in-depth services based on data relationships, such as  'influence' scores 
for papers, authors and institutions based on more than purely citation counting alone. 
To this end, the raw metadata (essentially Dublin Core plus citations) was taken from 
the two sources and put into two different databases with identical schemas, as shown 
in figure 4.1. This schema, while containing a number of  tables, was optimised to give 
the simplest possible view of the data in the smallest number of tables possible, while 
adhering  to  the  basic  relational  database  model.  Thus  there  are  three  main  tables: 
articles,  authors  and  bibliographies,  with  a  fourth  (canonindex)  introduced  to  help 
speed up certain author-based queries, even though this means a duplication of author 
data.  Note:  throughout  these  experiments  there  was  no  attempt  to  merge  the  two 
datasets as it was considered most useful to see how similar results would be across two 
completely distinct, although similarly sized, datasets. 
54 difficult  to  update with new  and  amended  data in  a live  environment,  even if such 
updates were stored up  and  scheduled for  a low-usage period. The more indices, the 
slower  the  updates,  even  if the  tables  were  otherwise  optimised  and  non-essential 
features (such as foreign key constraints and cascade functions) were removed from the 
database  and  handled  at  the  application  level.  On  a  small  subset  of Citeseer  data, 
containing  roughly  12,000  papers,  a  compromise  model  was possible  containing  a 
degree of indexing while still allowing for changes to be made to the database. For the 
full d atasets, however, containing m etadata,  author and bibliography information for 
over  half a  million  papers,  no  such  compromise  was  possible:  either  the  unique 
columns in the tables were indexed, effectively preventing live updating, or they were 
not indexed, dramatically slowing search time. Eventually two models were chosen for 
the  experiment:  a  'closed'  system  with  heavily-indexed  tables  that  would  not  be 
updateable  in  a  'live'  setting  and  an  'open'  system  with  minimal  indexing  where 
updates could be made at the expense of  search time. 
Using these models the metadata, along with a few of the more in-depth results, 
were  exposed  through  a  number  of web  services.  Initially  implemented  using  the 
Citeseer data subset of 12,000 papers held in the 'compromise' index model described 
above and shown in figure 4.2, the services were expanded to the full dataset using the 
'closed'  model  described  above  after the  'open'  system  led to  more  time-outs  than 
actual  results  being  displayed.  While  the  'closed'  system  was  sufficiently quick  to 
respond  to  queries,  and  thus  useful  for  demonstration purposes,  it  was  clear that  in 
practice a system that was effectively 'frozen' would not be useful in anything other 
than the very short term. For the remainder of this chapter, the terms open and closed 
SQL databases will be used to refer to the databases produced with minimal and heavy 
indexing respectively. 
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scale  datasets  featuring  complex  relationships  and  queries  in the  context,  RDF  and 
SP ARQL  can  provide  a  dramatically  improved  performance  over  the  conventional 
RDBMS/SQL  approach  for  relationship-centric  queries.  Thus  the  second  sub-
hypothesis of this thesis has been proved: specifically, the query and update efficiency 
when using an ontology-based data store for importing and retrieval is better than when 
performing the same data browsing in a traditional SQL database. 
While this chapter has dealt with the value of the ontological architecture of the 
semiometrics system, the following chapter focuses on the actual results produced by 
the system and empirically assesses the variety of semiometrics produced using three 
levels of  data: paper, author and discipline. 
65 Chapter 5 Practical Semiometrics 
The  previous  chapter showed the  value  of an  influence metrics  system based 
around the principles of semantic web technologies, and the results of the experiment 
made  clear  the  computational  complexity  and  response  time  benefits  of using  an 
ontological approach to data storage. Having therefore shown the overall value of  using 
ontologies and RDF to  produce a viable data storage/retrieval paradigm, the question 
that next needs to  be answered is  whether the results produced by such a system are 
actually  worthwhile.  This  chapter  describes  experiments  performed  using  the 
semiometrics  system  and  expert  analysis  to  show  both  the inherent  usefulness  and 
flexibility  of the  ontology-based  influence  metrics  system,  improving  on  existing 
systems  and  thus  proving  the  third  sub-hypothesis  of this  thesis.  This  chapter  also 
suggests  which  particular  metrics  are  most  useful  when  it  comes  to  determining 
research influence. 
The technical details of the system described in this chapter are covered in depth 
in Appendix B. 
5.1  Problem Domain 
The work described in this chapter builds on the data framework described in the 
previous chapters but addresses a specific question: whether the data produced by the 
system  is  worthwhile,  and  if it  is  worthwhile,  which  metrics  (or  combination  of 
metrics) are most useful? The system is  seeking to produce legitimate, useful statistics 
on research influence and therefore the problem tackled in this chapter is central to the 
worth of  the entire system. 
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Chapter four dealt with the data preparation processes and the overall architecture 
of the  Semiometrics  system,  discussing  the  best  query methods  for  particular  data 
retrieval  requirements.  This  leads  to  a  final  system  design  based  on  web  client 
programs and server-side data storage, communicating through a web service structure 
that  queries  using both SP ARQL and  standard  SQL approaches.  See  Figure  B.2  in 
Appendix B for a detailed diagram of  the overall system architecture. 
5.3  Empirical Evaluation 
The  purpose of the  experiments  described in  this  chapter are  to  measure  the 
effectiveness  of the  various  influence  metrics  made  possible  by the  semiometrics 
system.  The  evaluation  compares  a  variety  of weighted-metric  approaches  against 
straight citation counting  for papers, and also  applies the  approach to  the  'semantic 
zoom'  level  of authors.  As  part of these  experiments,  the  different metrics  are  also 
compared  against  each  other  to  determine  optimum  weightings  for  these  various 
measures.  A  third level of 'semantic zoom' is also  added for these experiments: the 
sub-discipline  level.  As  part  of the  experiments  it  would  be  determined  whether 
optimum weightings tend to  be consistent across sub-disciplines of computer science, 
while  dividing papers  and  people  according to  discipline  allowed expert opinion in 
those  specific  fields  to  be  elicited  to  determine  the  relative  effectiveness  of the 
techniques. 
Two experiments are described in detail later in this chapter: the first deals with 
papers, the second with authors. In both cases, a number of different lists were created, 
drawing data only from papers in specific sub-disciplines,  the lists comprising paper 
titles  or author  names  ranked  according  to  a  variety  of influence  metrics  such  as 
citation count a nd authority rating. It is important ton  ote at this stage that citations 
counted were  citations  from  all  papers in the  corpus rather than just citations from 
papers within the  sub-discipline,  although the semiometrics  system would allow for 
such  metrics  and  future  iterations  of this  experiment  should take  such metrics  into 
account. Experts in each sub-discipline were also given a similar list of the top titles 
and names, and asked to rank those they were familiar with according to their relative 
influence on that specific field. The 'expert lists' and the various semiometric lists were 
then  compared  to  determine  the  relative  real-world  usefulness  of the  semiometric 
67 Distributed Artificial Intelligence (ACM Category 1.2.11) - Papers 
1. Distributed rational decision making (Sandholm, 1999). 
2. Agents that buy and sell (Maes, Guttman, Moukas, 1999). 
3. Collaborative interface agents (Lashkari, Metral, Maes, 1994). 
4. Seven good reasons for mobile agents (Lange, Oshima, 1999). 
5. Collaborative plans for complex group action (Grosz, Kraus, 1996). 
6. The Michigan Internet AuctionBot (Wurman, Wellman, Walsh, 1998). 
7.  The dynamics  of reinforcement  learning  in cooperative multi  agent  systems 
(Claus, Boutilier, 1998). 
8. The interdisciplinary study of  coordination (Malone, Crowston, 1994). 
9. Multiagent reinforcement learning (Hu, Wellman, 1998). 
10. Coalitions among computationally bounded agents (Sandholm, Lesser, 1997). 
11.  Planning and  acting in partially observable  stochastic domains  (Kaelbling, 
Littman, Cassandra, 1998). 
12. Learning collaborative information filters (Billsus, Pazzani, 1998). 
13. WebMate: a personal agent for browsing and searching (Chen, Sycara, 1998). 
14.  A hierarchical  approach to  wrapper induction (Mus  lea,  Minton, Knoblock, 
1999). 
Distributed Artificial Intelligence (ACM Category 1.2.11) - Authors 
1. Victor Lesser  10. Munindar P. Singh  19. Paolo Ciancarini 
2. Pattie Maes  11. Maria Gini  20. William E. Walsh 
3. Michael P. Wellman  12. Danny B. Lange  21. Robert H. Guttman 
4. Katia Sycara  13. Makoto Y  okoo  22. Robert Tolksdorf 
5. Michael Wooldridge  14. Onn Shehory  23. Michael J. Pazzani 
6. Tuomas Sandholm  15. Thomas W. Malone  24. Bamshad Mobasher 
7. Edmund H. Durfee  16. Peter R. Wurman  25. Alexandros G. Moukas 
8. Sarit Kraus  17. Kevin Crowston 
9. Barbara 1. Grosz  18. Franco Zambonelli 
81 (,Focused  crawling:  a  new  approach  to  topic-specific  web  resource  discovery', 
Chakrabarti,  van  den  Berg,  Dom,  1999)  being ranked  one place higher,  due  to  its 
citations being from more hub-like papers such as  literature reviews.  Again,  the  list-
similarity score of  0.643 appears a relatively good score. 
The second research area (1.2.11) shows a less clear correlation between the two 
lists, although the pattern of  results show that papers ranked higher by the experts tend 
to appear in the early sections of  the lists, and lower ones later. Of  the differences, one 
paper in particular (,The interdisciplinary study 0 f coordination', Malone, Crowston, 
1994 - eighth on the expert list) ranks much more highly than predicted by the experts 
due  to  it  being  highly  cited  but  not  directly  related  to  the  'distributed  artificial 
intelligence' area - instead, the authors have specified it as being more related to a sub-
area of 1.2.11,  "Coherence and  coordination",  which is  less directly relevant to  the 
expert group who provided the list. However, the list-similarity scores again show the 
lists  to  be  quite  similar  0.571  and  0.549  show  that  there  are  some  statistical 
similarities between the system-produced lists and those produced by the experts. 
In  both  cases,  it  is  interesting  to  note  that  although  there  is  in  all  cases  a 
correlation between the  system-produced  and  expert-produced lists,  the  citation-only 
list is  marginally more accurate than the list based on a combination of citations and 
authority scores. Although only slightly difference, it does show the flexibility of the 
semiometrics system in producing a variety of  metrics and allowing more user control. 
List-edit distance results for authors 
H.3.3: Total Citations 
11. Soumen Chakrabarti  19. Jan O. Pedersen  20. Philip S. Yu 
1. Gerard Salton  4. Sergey Brin  22. Byron Dom 
7. Jon Kleinberg  5. Lawrence Page  13. Norbert Fuhr 
2. W. Bruce Croft  17. James F. Allen  15. Monika R. Henzinger 
3. Donna Harman  21. Krishna Bharat  23. David Gibson 
8. James P. Callan  12. Amanda Spink  6.  Chris Buckley 
9. Marti A. Hearst  14. Oren Etzioni  10. Prabhakar Raghavan 
16. Justin Zobel  18. Andreas Paepcke 
Final order: 
{ll, 1, 7, 2, 3, 8, 9,16,19,4,5,17,21,12,14,18,20,22,13,15,23,6, 10} 
List-similarity: 0.605 
85 H.3.3: Mean Citations 
9. Marti A. Hearst  5. Lawrence Page 
3. Donna Harman  10. Prabhakar Raghavan 
6. Chris Buckley  7. Jon Kleinberg 
8. James P. Callan  1. Gerard Salton 
4. Sergey Brin  2. W. Bruce Croft 
Final order: {9, 3, 6, 8, 4, 5, 10,7,1, 2} 
List-similarity: 0.378* 
H.3.3: Total Weighted Combination 
11. Soumen Chakrabarti  20. Philip S. Yu  15. Monika R. Henzinger 
1. Gerard Salton  4. Sergey Brin  22. Byron Dam 
7. Jon Kleinberg  5. Lawrence Page  12. Amanda Spink 
2. W. Bruce Croft  18. Andreas Paepcke  14. Oren Etzioni 
3. Donna Harman  21. Krishna Bharat  23. David Gibson 
8. James P. Callan  13. Norbert Fum  6. Chris Buckley 
9. Marti A. Hearst  16. Justin Zobel  10. Prabhakar Raghavan 
17. James F. Allen  19. Jan O. Pedersen 
Final order: 
{ll, 1, 7, 2, 3,8,9,17,20,4,5,18,21,13,16,19,15,22,12, 14,23,6, 10} 
List-similarity: 0.577 
H.3.3: Mean Weighted Combination 
9. Marti A. Hearst  5. Lawrence Page 
3. Donna Harman  10. Prabhakar Raghavan 
6. Chris Buckley  7. Jon Kleinberg 
8. James P. Callan  1. Gerard Salton 
4. Sergey Brin  2. W. Bruce Croft 
Final order: {9, 3, 6, 8, 4, 5, 10, 7, 1, 2} 
List-similarity: 0.378* 
86 1.2.11: Total Citations 
6. Tuomas Sandholm  9. Barbara 1.  Grosz  17. Kevin Crowston 
4. Katia Sycara  16. Peter R. Wurman  21. Robert H. Guttman 
5. Michael Wooldridge  15. Thomas W. Malone  19. Paolo Ciancarini 
3. Michael P. Wellman  25. Alexandros G. Moukas  22. Robert Tolksdorf 
8.  Sarit Kraus  14. Onn Shehory  7. Edmund H. Durfee 
1. Victor Lesser  11. Maria Gini  24. Bamshad Mobasher 
13. Makoto Yokoo  12. Danny B. Lange  18. Franco Zambonelli 
2. Pattie Maes  10. Munindar P. Singh 
20. William E. Walsh  23. Michael J. Pazzani 
Final order: 
{~4,5,3,8,1,13,2,20,9,1~15,25,14,11,12,10,23,17,21,19,22,7,24,18} 
List-similarity: 0.663 
1.2.11: Mean Citations 
6. Tuomas Sandholm  13. Makoto Y okoo 
1. Victor Lesser  8.SaritKraus 
5. Michael Wooldridge  9. Barbara J.  Grosz 
7. Edmund H. Durfee  3. Michael P. Wellman 
12. Danny B. Lange  15. Thomas W. Malone 
11. Maria Gini  4. Katia Sycara 
14. Onn Shehory  2. Pattie Maes 
10. Munindar P. Singh 
Final order: {6, 1, 5, 7, 12, 11, 14, 10, 13,8,9,3,15,4, 2} 
List-similarity: 0.514* 
88 overall the changes more or less balance themselves out, the weighted combination list 
being  only slightly less  accurate  to  the  expert  list  than  the citation  count  list.  For 
example,  while  Onn  Shehory (14th  on the  expert  list)  drops from  14th  on the  total 
citation count  list to  19th  on  the weighted combination list, Maria  Gini  (11 th  on the 
expert list) climbs from 16th  on the citation list to lih on the weighted combination list. 
Overall, the two measures seem to produce similar results, which is encouraging given 
that the authority score (determined by citation graph analysis) is  likely to  be a little 
inaccurate in an incomplete citation graph such as the ACM dataset:  as  more data is 
added (using processes such as that described in chapter six of  this thesis) it is clear that 
a more accurate set of  authority scores can and will be produced over time. However, it 
seems that even with the existing data it is acceptable to use the weighted combination 
of  citation count and authority score as a similarity metric, alongside the citation count 
score  alone.  It is  a  little  disappointing to  report that the weighted combination list-
similarity  tends  to  be  slightly  lower  than  the  citation  count  list-similarity  alone, 
however as  stated above,  the lack of a  complete citation  graph means these results, 
even as  they stand, are  encouraging  as  they produce results clearly quite  similar to 
those produced by the experts. 
However, it is equally clear that the two H-Index lists are even more similar to 
those produced by the  experts.  For H.3.3  and  even more so for  I.2.11,  the H-Index 
scores produce lists that tend to very closely match the view of  the experts, particularly 
at  the  highest level:  the top  ten results of the H.3.3  H-Index and modified H-Index 
contain only three results from  outside the  'expert' top ten; the top  ten results of the 
I.2.11  H -Index and modified H  -Index is missing just one result from the corresponding 
'expert' top ten (Barbara J.  Grosz, 9th  on the expert list).  The overall H-Index results 
are excellent and bear closer resemblance to the expert lists than the other scores. This 
represents an affirmation of  Hirsch's assertion that the H -Index is a superior measure of 
research  influence  than  total  or  mean  citation  measures  alone;  the  fact  of the 
availability of this data through the semiometrics system  and its placement alongside 
the other results, allowing user choice as to which metric or metrics to use, shows the 
effectiveness  of the  semiometrics  system  as  an  all-encompassing  set  of services,  a 
central point for determining research influence, which is of more use than disparate 
and unconnected sources such as  Citeseer's 'most cited author' page [Citeseer Author 
Statistics]  and  [Schwartzbach's H-Index  Calculator],  which is  based on the  Google 
Scholar dataset. 
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from the sets of author results. Firstly, from the 1.2.11  results, the author ranked ninth 
on the  expert list (Barbara J.  Grosz)  appears  lower on all  the four  valid result lists. 
Harvard University's Professor Grosz,  an  expert in agent-based computing who  has 
developed a highly-influential theory of discourse structure, has authored a number of 
highly-influential  papers  but  overall  has  fewer  total  papers  authored  than  other 
scientists on the list. It is therefore reasonable to understand her ranking being higher 
by the experts than by the semiometrics system, which is more based on statistics than 
professional  reputation.  From  this  anomalous  result  we  can  conclude  that  future 
iterations of the semiometrics system should take more account of extremely highly-
cited papers, giving additional rankings to  authors who may have written fewer overall 
papers, but whose papers may be very influential indeed. Incorporation into the system 
of a  measure  such  as  the  G-Index,  as  described  in  section  2.1.4,  might provide  a 
solution  to  this  problem  as  it  gives  additional  value  to  exceptionally  highly-cited 
papers. 
Secondly,  and  also  from  the 1.2.11  set,  the  author ranked twenty-third  on  the 
expert list (Michael J. Pazzani) is consistently ranked much higher by the semiometrics 
system than expected: in particular when considering the weighted combination list, in 
which  he  appears  second.  UCI's  Professor  Pazzani  is  indeed  a  widely-published 
academic and researcher; however his specific expertise lies in t he field 0 f machine 
learning algorithms, an area which is generally listed under section 1.2.6 of the ACM 
classification  rather than  I.2.11.  However,  the  breadth of Professor Pazzani'  s  work 
allows  sufficient  encroachment  into  the  1.2.11  area  that  the  statistics  regarding his 
papers in 1.2.11  (many of which are also listed under 1.2.6)  are actually very high and 
comparable  with leaders  from  that  specific  field.  However,  experts in 1.2.11  would 
naturally tend to consider Pazzani more a 'machine learning' person than a 'distributed 
artificial intelligence' person and thus rank him lower on the I.2.11 list. Two particular 
conclusions can be drawn from this. Firstly, that a possible improvement to the system 
might be to introduce a weighting to the ACM classifications attributed to a paper, for 
example giving more importance to papers that list (for example) 1.2.11  as  the first 
category and less to papers that list I.2.11  lower down the  list. This would require a 
change to the ontology and the database schema to allow for relative positions of  these 
categories  to  be taken into  account.  Secondly,  however, it should be noted that this 
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augment expert analysis, since it can show that even though a particular category may 
not be the primary area of a research for a given scientist, they may still be far more 
active  and  influential  in that  area  than  the  experts  give  them credit  for,  based  on 
existing reputation. 
5.6  Comparisons 
The results given above can be compared to  some degree against other existing 
systems and metrics to show their effectiveness, despite the shortcomings of  these other 
methods as described in chapter 2. 
As  a primary example, the  Citeseer team at Penn State University periodically 
produce  a  list  of the  10000  top-cited  authors  according  to  the  Citeseer  database 
[Citeseer Author Statistics], and it is possible to look up on this list the names ranked 
by  the  experts  and  determine  their  relative  positions  on  this  list.  There  are  two 
particular shortcomings with this approach. Firstly, the citations counted refer to all the 
papers produced by these people, rather than just those within a particular category of 
computer  science,  since  Citeseer  does  not  hold  classification metadata  for  papers. 
Secondly,  Citeseer does  not contain disambiguated author names within its standard 
database.  Instead it performs simple string-matching disambiguation when producing 
this list, leading to inaccurate results. For example, this approach combines the scores 
for James F.  Allen (17
th on the expert-ranked list for H.3.3) with all other researchers 
named  J.  Allen,  thus  bringing  his  name  to  the  top  of the  list  by  some  distance. 
Conversely,  W.  Bruce Croft (2
nd on the expert-ranked H.3.3  list), who appears in the 
Citeseer list as  both B.  Croft and W.  Croft, has his  citation total split as  a result:  B. 
Croft  drops  to  5
th  on the  Citeseer-based  results,  W.  Croft  appearing  22
nd
.  Overall, 
however, the results based on this Citeseer list are good: the H.3.3 results show a list-
similarity  of 0.632  with the  expert-produced  list,  and  the  1.2.11  results  showing  an 
impressive 0.790 list-similarity to the view of the experts (matching the 0.790 score of 
the  Semiometrics  system  when  calculating  H-Index  scores  for  1.2.11).  These  two 
results are an improvement over the citation count results as given by the semiometrics 
system, which is  not surprising as  the ACM dataset only takes into  account citations 
from  other ACM-published documents,  and therefore is  less accurate than the wider 
document base of Citeseer. However, the results are not so different as  to render the 
ones produced by the Semiometrics system useless: indeed, since the Citeseer data is 
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choosing Citeseer as the data source rather than ACM. 
Another  widely-used  measure,  the  H-Index,  can  be  calculated  over  Google 
Scholar using [Schwartzbach's H-Index Calculator] as  described in section 5.5 above. 
Feeding the names from the two lists into Schwartzbach's tool produced scores almost 
identical to  the Semiometrics system for H-Index scores:  list-similarities of 0.668  for 
H.3.3  and 0.797 for I.2.11. As this system uses Google Scholar as its data source, the 
results would again be expected to be higher than those produced by the Semiometrics 
system as m ore  citations a re  going to bet  aken into account than s imply those from 
ACM-published sources. 
However, the problem with using the Citeseer list and the H-Index calculator in 
this  way is  that  while their results  can be  compared with the Semiometrics  system 
results, they are incapable of  producing such a list of authors or papers in the first place 
for  sub-disciplines.  The  Semiometrics  system,  holding  data in  ontology  format,  is 
capable  of showing  such  cross-section  author  (and  paper)  results  based  on  ACM 
research  area  of papers,  and  these  results  can  then be  given to  experts  to  perform 
rankings which can in tum be used in experiments such as  those described above. The 
Citeseer list or Schwartzbach's H-Index calculator are not capable of producing sub-
discipline  level  results  in  the  first  place,  and  this  is  a  key development within the 
Semiometrics system. 
5.7  Conclusions 
The Semiometrics system is therefore shown to be an advancement upon existing 
systems and a tool of value as it not only allows calculation of a variety of metrics in 
one  place,  including citation counting and  H-Index scores  for authors,  but it is  also 
capable, due to the ontological nature of its data format, of easily producing results for 
sub-disciplines for authors and papers given only a simple categorisation of papers, in 
this  case  the  ACM  classification.  These  lists  can  then be used by other tools  and 
systems as  required, particularly via the publicly-available web services aspect of the 
system architecture.  However, the results in this section also clearly show the results 
from  the system, incomplete as  it currently is  in terms of data,  are comparable with 
other widely-used metrics  such as  the  Citeseer list  or the  H-Index  calculator.  Since 
these results are also now available in one place, from one system and data store, it is 
clear  that  the  Semiometrics  system  provides  several  key  advances  over  existing 
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consistently  >0.6),  comparable  with  existing  systems,  available  in  one  place  and 
capable of being viewed at  sub-discipline level. Therefore the system c an  clearly be 
seen to be a useful contribution in terms of practical influence metric usage, and thus 
the third sub-hypothesis of  this thesis is proved. 
The following chapter looks at  a further advantage of using an ontology-based 
approach to  mediate data for research influence analysis.  Building on the framework 
and successful results already described in this thesis, the extensibility of data and ease 
of  integration when u sing an 0 ntology i s 1  everaged tom  erge the C iteseer a nd A CM 
datasets into one usable, de-duplicated collection - an exemplar of an ongoing process 
required by the fourth sub-hypothesis: the need for simple, live data integration. 
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As has been shown in the preceding chapters, a viable system based on ontology-
format data allowing semantic bibliometrics is not only possible but advantageous over 
traditional RDBMS-based approaches.  Two primary reasons have been shown in the 
preceding  chapters  as  evidence  for  the  superiority  of the  ontology  approach:  the 
suitability of  the RDF approach to  query efficiency given the need for an open system, 
and the effectiveness of the output, able to  compose multiple layers of metrics (paper, 
author, sub-discipline) purely from paper citation information. However, given the need 
for the Semiometrics system to be a viable real-world application, the system must also 
take  advantage of one  additional  key feature  of an  ontology-based data format:  the 
ability toe  asily add i nformation from heterogeneous sources. This chapter describes 
the additional elements required to be added to the data preparation process in order to 
apply  the  semiometric  system  across  multiple  datasets.  It  concludes  that  using 
ontologies and specifically the reasoning capabilities provided by the Web  Ontology 
Language [McGuiness & Van Harmelen 2004] provides a simpler, superior data fusion 
capability for open-ended sources, thus proving the fourth sub-hypothesis. 
The technical implementation details of the system described in this chapter are 
given in Appendix B. 
6.1  Problem Domain 
The  work  described  in  this  chapter  addresses  the  problem  of  creating  a 
knowledge  base  that  accesses  data  from  more  than  one  major  data  source.  The 
requirement is  firstly for a system that can run automatically, matching data from (to 
begin with) two disparate sources, and secondly for the mappings between those two 
datasets  to  be  sufficiently meaningful  that  the joint dataset be useful  in real-world 
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standard  format  and  while  certain  standards  such  as  OAI:PMH  are  becoming 
increasingly  common,  it  remains  the  case  that  some  datasets,  including  the  ACM 
Digital  Library metadata  set,  are  held in  a  proprietary  XML format,  which would 
require pre-processing before a merging script could be applied. As we already have 
pre-processing as part of the existing data preparation, it would not make any sense to 
duplicate the effort and pre-process the data into a different format: therefore the first 
potential point of  the existing process at which we could attempt data merging is when 
the two datasets are held in a standard csv format. The remaining two formats in which 
data is held (RDBMS and RDF triplestore) are both legitimate potential points at which 
merging  could be  applied,  so  this  gives  a total  of three  data formats  to  be used  as 
potential merger points: data held in csv file, data held in relational database in standard 
schema, and data held in a triplestore asserted against a standard ontology. 
6.3  Empirical Evaluation 
The experiments described in this chapter have a s their central aim to  create  a 
standard  merger  script  or  module  that  could  become  a  part  of the  overall  data 
preparation process. The datasets to be used in the experiments were two static, known 
datasets already harvested and held in the various formats:  snapshots of the Citeseer 
database from mid-2004 and the ACM Digital Library from mid-200S. One particular 
advantage of  using these two datasets was that a comparison could be made with results 
from  the  Citeseer team's attempts  at  discovering the  degree of overlap between the 
Citeseer and ACM sets. [Citeseerl  ACM] 
The experiments, as  stated above, had three aims: the discovery of the best data 
format  for merging, the d-precision and d-recall metrics  for the merged data and the 
real-world usefulness of this data.  In practise, this means  creating three systems (one 
for  each  data format)  and  comparing the metrics  and  usefulness figures  for  each of 
these. 
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attempting to match metadata elements associated with authors, we simply need to find 
the equivalent name in each paper. Often these will be identical: automatic parsing of 
an  author name in both datasets for  an  individual paper should yield the same name 
variant in both cases. For instance, if  the paper in the first dataset refers to the author as 
N.  R.  Jennings, the second dataset should also refer to the author as N.  R.  Jennings as 
both  systems  are  parsing  the  exact  same  paper,  which  refers  to  N.  R.  Jennings. 
However,  manual  entry of data  can  lead  to  variants  emerging,  as  can  inconsistent 
parsing (particular 0 f sm aller print), so s orne account needs to bet  aken 0 f potential 
vanances III names. 
While  the  family-name-based  approach  as  used  by AKTiveAuthor  could  be 
applied here, the problem domain is  slightly different: in the AKTiveAuthor case we 
are looking to  perform initial clustering of data,  and therefore are looking for a large 
group of  potential matches which will be refined; in this case we are looking to perform 
the actual matching process. Therefore it was decided to  implement this section using 
string similarity metrics applied across the author name. 
A variety of string similarity measures are available, as discussed in chapter two. 
In particular, the Levenshtein string-edit distance [Levenshtein 1965]  was considered 
useful  in this  case  as  it would allow  for  both baldy-parsed names  and  variances  in 
references to  be measured.  Given the small number of potential matches within each 
paper (the Citeseer dataset contains a mean of 2.304 authors per paper and the ACM 
dataset  a mean  of 2.116  authors  per paper),  the  similarity threshold  was,  as  stated 
above,  set  to  be  relatively low.  In  implementation terms,  it was  decided to  use the 
SimMetrics  package  [Chapman  2004]  which  has  a  number  of string  similarity 
measures,  all of which are normalised to  produce results between 0 and  1 (including 
Levenshtein),  which  would  allow  design  and  prototyping  changes  to  be  made  if 
alternative  measures  were  to  be  used  instead  of or  in  conjunction  with  the  basic 
Levenshtein edit-distance calculations. 
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total) and checking these manually.  Of that sample,  147 were found to  be incorrectly 
matched papers, yielding ad-precision of98.53%. 
D-recall was harder to detennine without manually going through every record in 
the database. However, the Citeseer team at Penn State University had themselves been 
working on creating hyperlinks between Citeseer document pages and matched paper 
pages  in the  ACM and  DBLP  portals,  and  discussions  yielded the  observation that 
currently their matching algorithm yielded approximately a 20% overlap of Citeseer's 
dataset with ACM, but would expect in a fully-working system to yield approximately 
30% overlap on the Citeseer side. Taking that 30% as  a working estimate, this would 
yield  a  d-recall  figure  of approximately  76%.  Although  low  compared  to  the  d-
precision figure,  76% was considered sufficient for use in a prototype system such as 
this. However, future work should look to incorporate Levenshtein distance algorithms 
into the programmatic process of  paper matching. 
The majority of  the incorrectly matched results were due one of  the key problems 
with these two particular datasets: Citeseer containing an original conference or journal 
paper, which was later included as a chapter of a book published by the ACM. While 
most of these occurrences are picked up  by a difference in publication year, a number 
of  records either had no year recorded in the metadata or the ACM publication occurred 
in  the  same  year  as  the  original  paper.  In  the  majority of cases,  however,  changes 
(sometimes  significant)  were  made  to  the  papers  before  their  inclusion  as  book 
chapters,  so  therefore they must be considered different instances and should not be 
mapped.  An example  of this  set  of false  matches  is  the  paper "Parallel  Dynamic 
Programming" by Zvi Galil and Kunsoo Park, Citeseer reference 43665, later published 
in the  volume "Advances in Parallel Algorithms" in the  same year (1992),  the book 
chapter given an ACM reference of 140474. While clearly the same basic paper (and 
indeed  cross-referenced  by  Citeseer's  website),  revisions  were  made  and  other 
metadata (such as source and editor of  volume) would be different. 
The second major group of incorrectly matched results were due to badly parsed 
data by both Citeseer and ACM. While badly parsed data is quite unusual, these cases 
are  even more unusual as it requires one or both datasets  incorrectly parse data such 
that two differently-titled papers end up  with the same title. An example of this is the 
book  chapter  with  ACM  ID  234186  entitled  "Neural  Networks  for  Database 
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yielding highest F-Measure (combination of d-precision and d-recall)  and secondly a 
practical  threshold  that  reflected  the  importance  of having  an  extremely  high  d-
precision figure, even if  this is at the expense of  d-recall. 
In both cases, d-precision and d-recall results were calculated using a sample of 
4000  author  matches  taken  from  the  131164  paper  matches.  The  first,  optimum, 
threshold of  Levenshtein distance was determined to be 0.51, which yielded d-precision 
of 98.91 %  and d-recall of 99.62%,  thus  yielding the highest possible F-measure of 
99.26%. However, ad-precision of98.91 % means that greater than one author match in 
every hundred is incorrect, which in tum has the knock-on effect of  linking together the 
two sets of documents associated with this author, and producing false results for both 
authors. A higher threshold was found at a Levenshtein distance of  0.69, which yielded 
a lower d-recall of93.02% but a higher d-precision of99.85%. Although the F-measure 
was  lower at 96.31 %,  this meant that out of 4000 results,  only 6 false author matches 
were  found.  Given  the  additional  possibilities  of matching  the  same  authors  again 
elsewhere in the system,  a d-recall of 93.02% was considered acceptable - certainly 
more so than having a larger number of  false positives. Overall, the difference between 
the two thresholds was that out ofthe sample of  4000 results, raising the threshold from 
0.5 to 0.69 meant 53 matches were missed but 8 false positives were also excluded. 
Raising  the  threshold  still  higher  would  reduce  further  the  number  of false 
positives,  although  to  remove  them  altogether  would  require  raising  the  threshold 
above the highest false match value of 0.75  (Rajiv Gupta and Rajesh Gupta), which 
would  lose  a  substantial  number of correct matches.  Lowering the  threshold would 
mean including missed matches  such as  Carla S Ellis/Carla Schlatter Ellis (0.62) but 
including more false positive such as Richard P. GraveslRichard F. Rashid (0.65). Even 
the t heoreticall ow threshold 0 f 0.51 would miss 0 ut 0 n a  small number 0 f matches 
such as Dan Ellis/Daniel P. W. Ellis (0.5). 
Therefore  for  a  practical  system  it  was  determined  to  set  the  Levenshtein 
threshold at 0.69, keeping the number of false positives very low and still producing a 
reasonably high d-recall figure. 
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The  growth of online  digital  libraries  combined  with  the move towards  Open 
Archiving has  raised  expectations of what  can  and  should  be available  in  terms  of 
services. While OAI:PMH and the increasing percentage of academic papers available 
online means that more raw data is available than ever before, the question of how to 
harness this data and tum it into knowledge is 0 ne 0 f t he key challenges facing the 
digital library communities. 
At the same time, Semantic Web technologies are developing to the point where 
large, scalable RDF stores containing many millions of triples have become reality and 
the  development of SP ARQL as  a standard querying language has meant large-scale 
standardised semantic web applications  are  now a possibility.  The key challenges in 
this  area  are  developing  such  applications  to  best make use of the  extensibility and 
inference capability offered by ontology-based data sources. 
This  thesis  has  considered  real-world  applications  that show the  potential  for 
overlap between these two growth areas, and has shown that the Semantic Web offers a 
new direction for digital library services. 
7.1  Conclusions 
The central hypothesis of this thesis is  that research influence metrics based on 
semantic  bibliometric  calculations,  performed  on  ontology-represented  data,  offer 
advantages  over traditional  influence  scores.  In  order  to  prove this  hypothesis,  this 
thesis describes four experiments aimed at proving four sub-hypotheses. 
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problem of metadata disambiguation is both useful in terms of semantic bibliometric 
data preparation and enrichments, and superior to existing approaches. 
Chapter three describes a supporting system for disambiguating authors to a high 
degree  of d-precision and  d-recall,  allowing data to  be prepared for use  at multiple 
levels. 
Experimentation showed that for citation graph data,  author disambiguation can 
be accurately performed by taking citation data and using it, along with other existing 
metadata and graph approaches, to  match together candidate authors with a degree of 
success  and flexibility greater than others described in the literature. This proves the 
first sub-hypothesis. 
The second sub-hypothesis is that structuring document metadata in an ontology 
format  allows  for  citation  counting  and  other  semiometric  calculations  at  different 
levels of  granularity better than traditional RDBMS/SQL approaches. 
Chapter four described a data preparation structure that took this raw metadata, 
including  citation  details,  and  asserted  it  against  a  suitable  ontology,  allowing  the 
systems described in chapter five  to  function more effectively using SP ARQL queries 
to a 3Store rather than (or alongside) SQL queries to a traditional RDBMS. 
Experimentation  showed  that  for  most  complex,  relationship  based  quenes, 
SP ARQL queries were vastly superior to the equivalent SQL queries in terms of time 
taken to  respond.  While it was also  shown that heavily-indexed RDBMS tables were 
also  capable of producing results  in timely fashion,  the  requirement for easy,  quick 
addition of data to the system meant that the lengthy time taken to perform inserts and 
updates  on  a  heavily-indexed  database  rendered  such  heavily-indexed  systems 
unworkable. The ontology approach combined with SP ARQL queries proved the only 
system  capable  of producing  timely  responses  to  the  queries  required  by  the 
semiometric  systems  while  remaining  open  to  new  data  being  added  freely  and 
frequently.  In particular, relationship-based queries such as those which add together 
metric scores to provide results for higher levels of granularity were shown to be more 
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perfonned. This proves the second sub-hypothesis. 
The third sub-hypothesis is  that metrics more widely ranging than just citation 
count can be used to  detennine the influence ·of a paper, and by inference the author, 
institution and other levels. 
Chapter five  described two  Semiometric  applications  built upon semantic web 
services, allowing ranking according to weighted combinations of citation count, mean 
citations,  authority  ratings  and,  for  authors,  H-Index  and  a  new  modified  H-Index 
which takes into account the authority weighting of  each citation as well as the citation 
count alone. 
Experimentation showed that not only were the rankings created by the system 
found to  be at  least comparable, and sometimes superior, to those created by citation 
counting alone, according to expert analysis, but that the variety of  rankings that could 
be created using the ontology-based approach allowed a far more flexible system than a 
pure citation count system alone. In short, the Semiometric applications described can 
provide  more  widely-ranging  services  than  traditional  citation  count  applications, 
superior  to  existing  systems  in  the  literature,  particularly  in tenns of investigating 
research at the sub-discipline level. This proves the third sub-hypothesis. 
The fourth sub-hypothesis is that amalgamating data from heterogeneous sources 
(such as harvesting from across the web) is  easier to perform when the data is held in 
an ontological fonnat. 
Chapter six describes the changes that need to  be made to the data preparation 
system and to the Semiometric client programs in order for data from different sources 
to  be both merged and queried. In tenns of data availability, it was shown that simply 
adding both sets of data into the same knowledge base provides a single, searchable 
dataset; in tenns of matching overlaps of papers and authors it was shown that simple 
string matching algorithms with suitable threshold conditions could be used to match 
papers and authors with a high degree of  d-precision and d-recall. 
117 sensible,  scalable  solution  to  the  need  for  more  intelligent  data  and  knowledge 
handling. 
121 3.  No. 
4.  Automated,  populating  about  fourteen  different  bibliographic  fields  VIa 
second-order  linear-chain  conditional  random  field  information  extraction 
methods. 
5.  Standard SQL DB, full-text indexing  using Lucene open-source indexer. 
6.  None except via future iterations of  the system. 
7.  Automated cross-referencing on authors  and  other fields  using partitioning 
methods,  parameterised edge weights,  and parallel processing on over  100 
compute servers. Also topic discovery using a phrase-aware variant of  Latent 
Dirichlet Allocation. 
8.  Single-line search on any metadata area or full-text index. 
9.  Documents  sometimes  available  depending  on  available  links  and  cached 
verSIOn. 
10. Currently  >300000 documents in cache, 7 million virtual documents. 
11. Fully automated with possible exception of  targeting spider. 
12. No. 
13. Fully implemented. 
14. User account login, no other security. All features available to all users. 
DBLP 
Originally created as  a server store for papers on DataBase systems and Logic 
Programming,  DBLP has  now  expanded across  the Computer Science  field  and  its 
acronym  is  now  said  to  mean  'Digital  Bibliography  &  Library  Project'.  Largely 
manually maintained by creator Michael Lay and colleagues from the University of 
Trier, DBLP is widely regarded as  a reliable, wide-ranging source of information on 
papers and authors in computer science. DBLP is hosted on a number of  mirror servers, 
including the ACM, and its >850 000 document records are also  available for XML 
download. Future iterations of the Semiometrics systems look to include DBLP as an 
additional data source. 
1.  Dublin Core plus a few extra fields. A subset of  papers include citation links. 
2.  Automated discovery.  Email  submission of journals/conferences is  offered 
but not guaranteed - the more votes,  the more  likely it  will be  accepted. 
Emailed single documents highly unlikely to be accepted. 
3.  No. 
125 10. > 1 to 2 million with default setup. Can be much greater (>  10 million, perhaps 
>50  million)  dependent  on  distributed  instances,  metadata  structure, 
underlying  OS  and  3  rd  party  search/index  engine  (default  engine,  Verity, 
shows degradation as document count approaches 1 million). 
11. User-event driven (submission,  approval,  metadata annotation);  some parts 
automated (indexing, actual publishing, expiry/renewal process). 
12. Yes. 
13. Not by default (could be coded using dDocID and manually-entered; no ACI 
or other text-analysis tools included by default; again, ACI potentially could 
be created as component). 
14. Two-dimensional: user security clearance and group membership. 
129 Fig  B.1  shows  the  processes  described  in  chapter  three.  From  an 
implementation point of  view, most of the work is done using Java, with the exception 
of the initial data extraction. As is shown, this initial extraction of data is done either 
directly  from  the  Citeseer  database  via  Perl  or,  using  Java  JAXP  XML  parsing 
techniques,  from  the  OAI XML  files  published by the Citeseer team  at  Penn State 
periodically. The output csv file is then imported into a relational database (in our case 
SQL) according to the structure shown in chapter four, fig 4.1. Searches are performed 
on this to  cluster sets of papers by family name (for example, all papers authored by 
someone named 'Smith' or 'Anderson') and within these clusters, each paper is tested 
against the others  according to  the  criteria set out  above.  Initially,  each  author is  a 
Vector of size one, but the idea is that as matches are found, we merge the Vectors to 
reflect the papers we have found with matching authors. Candidate matches are verified 
using the 'sanity namecheck' to see whether the author name is obviously not correct 
(eg attempting to  match 'A. J.  Smith' to  'Brian H.  Smith') and if a candidate match 
passes this test, the contents of  the Vector of  the second author are added to the Vector 
of the first,  and the second Vector is then discarded.  Once all the papers for  a name-
cluster have been processed in this way, the final  set of Vectors can be written out to 
RDF and asserted in 3Store. 
In  the  specific  implementation described  in  chapter three,  the  RDF  files  are 
actually created at the end of the whole process rather than after each name-cluster is 
processed;  additionally the joined-up author data is  fed  back into  the RDBMS,  into 
appropriate tables. Neither of these factors affects the performance of the system. The 
main matching  program,  written  fhlly  in  Java,  was  run  at various  times  on both  a 
desktop Windows machine and a high-end 64-bit Linux  server, using identical code, 
and performance in both cases was acceptable. The 3Store and RDBMS were housed 
on the server in both cases, queries being performed directly 0 r via JD BCIHTTP as 
appropriate. 
Secondly, chapters four  and five  describe the Semiometrics system as  used in 
the  respective  experiments  to  test  system  feasibility  and  influence  measures 
respectively. The following diagram shows the implementation details of  the processes 
described in those chapters: 
131 <owl:ObjectProperty rdf:ID="has-acm-research-interest"> 
<rdfs:label>has  acm  research interest</rdfs:label> 
<rdfs:comment>Indicates  the  pUblication  deals  with  a 
particular area of  ACM  research interest</rdfs:comment> 
<rdfs:domain rdf:resource="#Publication-Reference"/> 
<rdfs:range  rdf:resource="#Research-Area"/> 
<rdfs:isDefinedBy rdf:resource="&extbase;"/> 
</owl:ObjectProperty> 
No  such  extensions  to  the  author/person  level  objects were  required  as  the 
purpose  of the  project was  to  be  able  to  infer  different  granularity levels  (such  as 
document  author)  from  basic paper information.  Such  extensions could be  added if 
future iterations of the system required it (for example, if some kind of caching system 
were to be introduced). 
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