Abstract-In this communication, a recursive parametric estimation algorithm is developed for the parametric estimation of nonlinear systems which can be described by a Hammerstein mathematical model. The formulation of this parametric estimation problem is made by using the method of the adjustable model and the least squares techniques. The stability analysis of the parametric estimation algorithm is made by using the Lyaponov theory. The performance of the developed recursive parametric estimation algorithm is illustrated using data from an experimental acid-base neutralization process.
I. INTRODUCTION
Most real-life systems are nonlinear in nature. For that and during these two decades, a considerable effort was given to identification and control of nonlinear systems [2] , [10] .
Many model structures are used to describe this type of systems. Significant among these models are the classical Volterra series models, the polynomial ARMA models, the block-oriented model, the state affine representations and the neural networks [1] .
The block-oriented model such as, the Hammerstein mathematical model and the Wiener mathematical model, has been successfully used to describe a large class of nonlinear systems. These types of models are consisted by two parts: a dynamic linear part and a static nonlinear part. In a Wiener mathematical model and a Hammerstein mathematical model, many different linear and nonlinear submodel structures have been considered. In this communication, we treated the parametric estimation problem of a Hammerstein mathematical model, which consist of a linear part modeled by a state-space equation and a nonlinear part represented by a polynomial equation with known order.
II. HAMMERSTEIN MATHEMATICAL MODEL
Let us consider a nonlinear dynamic system which is described by a Hammerstein mathematical model. The structure of this type of model is consisting of a nonlinear static block which is followed by a linear dynamic block.
The considered Hammerstein mathematical model is given by the following equations: 
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where p indicates the selected nonlinearity degree in an adapted way, i β p i , , 1 … = are unknown parameters.
III. RECURSIVE PARAMETRIC ESTIMATION ALGORITHM
This section relates to the parametric estimation method of nonlinear systems, which are described by a Hammerstein mathematical model.
By using the equations (1), (2) and (7), the considered Hammerstein mathematical model can be defined by:
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where θ , ) (k ψ and E are defined, respectively, by the following forms:
We will formulate the estimated parametric problem by using the adjustable model and the least squares techniques.
The equation of the adjustable mathematical model is described by:
where , who represents the difference between the output system and that of his adjustable mathematical model. These two errors are given, respectively, by the following equations:
which can be written as:
The formulation of the parametric estimation problem of the Hammerstein mathematical model (8) and (9) can be made starting from the minimization of the quadratic criteria relating to the state prediction error and the output prediction error.
We propose here a recursive parametric estimation algorithm allowing to estimate the various parameters intervening in the matrix A and E, in the vectors C, D and θ :
where 1 P , 2 P and 3 P are a gains symmetric and definite positive matrix ( 0 The objective of this section is the determination of the conditions ensuring the stability of the proposed recursive parametric estimation scheme (19) by using the Lyaponov method.
We can rewrite the vector of state prediction error ) (k 
are the parametric estimate errors , which are given by:
The objective of the proposed recursive parametric estimation algorithm (19) is to allow these estimation errors to tender asymptotically to the minimal values close to zero.
We will analyze the stability of the recursive parametric estimation scheme, and this by using the stability concepts within the meaning of Lyaponov.
In our case, we propose two Lyaponov functions, which relate to the parametric estimation errors [2] :
where the symbol [ ] Q tr indicates the trace of the matrix Q. We define the variations of these two Lyaponov functions by:
The parametric estimation errors ( 1) k θ + can be described, respectively, by:
where 1 P , 2 P and 3 P are a symmetrical and positive gain matrix.
The equation (30) can be written in the following form:
Of the same, the variation of the Lyaponov function (31), can be written in the following expression: ( 1)
In this step, and in order to simplify the calculation of the equation (37), we propose to choose 2 P and 3 P as follows: where α is a positive constant and 2 P and 3 P are the unit matrix of dimension n n × and p p × , respectively. Thus, we can rewrite the equation (35) in the following form:
The stability conditions of the developed recursive parametric estimation scheme (19) are given by:
By using the two equations (35) and (40), we can deduce the following inequalities: In order to ensure the stability of the proposed recursive parametric estimation scheme (19), the inequalities (44) and (45) can be expressed as follows: where the constant or time varying parameters x l and y l must satisfy the two following conditions:
V. ILLUSTRATIVE EXAMPLE
In this section, we interest to test the performances of the developed recursive parametric estimation algorithm (19), and this, by a numerical simulation of a nonlinear dynamic system, which is described by a Hammerstein mathematical model. The mathematical model is obtained from an acid-base neutralization process by Lakshmina [1] . The experimental setups are available in the above reference. This example of neutralization process performed in a single tank. The output of this system is the pH of the liquid in the well stirred neutralization tank manipulated by the acid flow rate.
The identification results of the acid-base neutralization process prove that a Hammerstein mathematical model with a fourth-order polynomial nonlinearity gives a good description of this considered process.
The static nonlinear part and the dynamic linear are given respectively by:
is the state vector, ) (k u and ) (k y are, respectively, the input and output system at the discrete-time k .
The parameters intervening in the matrix The estimation result of a static nonlinear part is shown in Table3. Obviously, the estimated parameter values of the linear and nonlinear part are very close to the real parameter.
VI. CONCLUSION
The paper was treated the parametric estimation problem of a nonlinear system described by a Hammerstein mathematical model. This model is constituted by a nonlinear static block, modeled by a polynomial equation, followed by a linear dynamic block, which is represented by a space-state equation.
The developed work was divided into three parts. The first part was reserved to the development of a recursive parametric estimation scheme, in order to estimate the unknown parameters of the considered nonlinear system. The formulation of this algorithm is made by using the selfadjusting method and the least squares techniques.
The second part was devoted to the stability analysis of the developed parametric estimation algorithm. Indeed, the stability conditions of this scheme were established by using the Lyaponov method.
In the third part, a data was used from an experimental acid-base neutralization process, in order to test the performances and the effectiveness of the developed recursive parametric estimation algorithm. The results of obtained numerical simulations are satisfactory. 
