Inspired by the work of Chevalley and Eilenberg on the de Rham cohomology on compact Lie groups, we prove that, under certain algebraic and topological conditions, the cohomology associated to left-invariant elliptic, and even hypocomplex, involutive structures on compact Lie groups can be computed by using only Lie algebras, thus reducing the analytical problem to a purely algebraic one. The main tool is the Leray spectral sequence that connects the result obtained Chevalley and Eilenberg to a result by Bott on the Dolbeault cohomology of a homogeneous manifold.
Introduction
The initial motivation for this work was an article by Chevalley and Eilenberg [7] , where it is proved that the de Rham cohomology of a compact Lie group can be studied by using only left-invariant forms, thus reducing the study of the cohomology to a purely algebraic problem. This led us to question whether something similar could be done to study the cohomology associated with general involutive structures defined on compact Lie groups. It is clear that the involutive structures must have algebraic properties from the Lie group. Therefore it is natural to restrict our attention to involutive structures that are invariant by the action of the group, these are called left-invariant involutive structures.
Some particular cases of left-invariant involutive structures, as well as involutive structures that are invariant by the group actions in homogeneous spaces, have been studied previously. For example, Bott proved [5] that under certain topological conditions, the Doulbeault cohomology of compact homogeneous manifolds can be computed by a purely algebraic method. Pittie [21] not only has shown that Bott's results can be applied to study the complex associated with left-invariant complex involutive structures on compact semisimple Lie groups, but has also classified all such structures. We would also like to point out that interest in left-invariant involutive structures continues to grow, as evidenced by the recent works by [18] , Araújo [1] and Bor and Jacobowitz [4] .
As the case of de Rham's cohomology and Doulbeault's cohomology can be considered extreme cases of elliptic structures, we decided to find conditions to guarantee that it is possible to study the cohomology of left-invariant elliptic structures on compact Lie groups using only left-invariant forms, or, in general, if it is possible to reduce the computation of the cohomology to a purely algebraic one.
The following is a summary of the results we obtained. Let Ω be an orientable manifold and let V ⊂ CT Ω be a involutive vector bundle of rank n and let m = N − n. For the convenience of the reader, we reviewed the basic definitions of the theory of involutive structures in Section 2. There exists a differential complex associated to the involutive structure V denoted by (C ∞ (Ω; Λ p,q ), d ′ ) with cohomology spaces denoted by H p,q C ∞ (Ω; V). This differential operator can be extended to currents and compactly supported currents. In these cases, the respective cohomologies are denoted by H p,q D ′ (Ω; V) and H p,q E ′ (Ω; V).
Let G be a compact Lie group and let g be the complexification of its Lie algebra. There is an one-toone correspondence between complex Lie subalgebras h ⊂ g and left-invariant involutive structures. We always denote the left-invariant involutive structures by corresponding Lie algebra h. In Section 3.1, we showed how to construct many examples of Lie subalgebras having properties that are interesting from the point of view of the theory of involutive structures.
INTRODUCTION
Since we are considering involutive structures defined by an algebra h, the cohomology of the associated differential operator is denoted by H p,q (G; h). The result by Chevalley and Eilenberg that inspired our work states that in the de Rham case (when h = g), each cohomology class in H p,q (G; h) always has a left-invariant representative.
Chevalley and Eilenberg also introduced what is now called the Chevalley-Eilenberg complex. It is a complex defined using only Lie algebras and it is similar to the usual differential complex of the exterior derivative, but restricted to left-invariant forms. It is straightforward to extend the definition of the Chevalley-Eilenberg complex to consider the complex induced by a given subalgebra. The complex induced by the Lie algebra h is denoted by C p,q (g; h) with cohomology spaces denoted by H p,q (g; h). We have two ways to look into these complexes. In Section 3 we construct a restriction of the usual analytical complexes and their cohomologies, called left-invariant complex and cohomologies, and in Section 4.2 we define a purely algebraic version of them.
In Section 3.2, we adapted ideas from Chevalley and Eilenberg's paper and constructed a homomorphism ϕ :
with h ⊂ g being any Lie algebra. Chevalley and Eilenberg proved is that, for h = g, this homomorphism is actually an isomorphism. In Lemma 3.15, we proved this map is always injective. Since the homomorphism is injective, it is clear that the algebraic properties of h and g play a role in the dimension of H p,q (G; h). In other words: there are algebraic obstruction to global solvability. However, we notice that there are known examples of involutive structures, such as the Example 3.3, in which it is impossible for the homomorphism (1) to be surjective. We explain this in detail in Example 3.3.
Still adapting ideas from Chevalley and Eilenberg, and by using that H m−p,n−q D ′ (G; h) is the topological dual of H p,q C ∞ (G; h), we proved the following: Theorem 1.
Let h be any left-invariant involutive structure defined over a compact Lie group G. Suppose that the operators
have closed range. Then, it holds that every cohomology class in degree (p, q) has a left-invariant representative if, and only if, every cohomology class in degree (m − p, n − q) also has a left-invariant representative.
Helgason [14] have a different proof that the homomorphism (1) is a isomorphism when h = g. By adapting his proof, we proved the following result.
Theorem 1.2. Let h be an left-invariant hypocomplex structure on a compact Lie group G. Then every cohomology class u ∈ H p,0 C ∞ (G; h) has a left-invariant representative. That is, H
p,0
We initially proved this result for elliptic structures, but the same proof works for hypocomplex structures, a class of involutive structures that share many properties with complex structures. We explain hypocomplexity in Section 2.2. Combining the results mentioned above, namely Theorem 1. 
In the general case, the techniques explained in the last paragraph only work in the degree (p, 0), but when restricted to a torus, they also work other degrees. To be more precise, we have: Theorem 1.4. Let h be a left-invariant elliptic structure on a torus T. Then, every cohomology class u ∈ H p,q (T; h) has a representative that is left-invariant.
Notice that this theorem proves that in the case left-invariant elliptic structures on the torus, the homomorphism (1) is surjective.
The results above make it clear that finding conditions so that the operator d ′ : C ∞ (G; h) → C ∞ (G; h) has closed range was foundamental for this work. This was studied in details in [8] , one result we need is stated in Theorem 2.4 and since we are working in a restricted context, that of compact Lie groups with left-invariant hypocomplex structures, we could prove a stronger result regarding the range of d ′ .
Theorem 1.6. Let G be a compact connected Lie group and let h ⊂ g be an elliptic involutive structure having closed orbits. Let k = h ∩ h and assume that there exists an ideal u ⊂ h such that k ⊕ u = h.
Consider the homogeneous space
, endowed with the complex structure V = π * h induced by the quotient map π : G → Ω. Then, we have
Its first consequence is the following:
Theorem 1.7. Let G be a compact Lie group endowed with an elliptic subalgebra
Let K, Ω and V be defined as in Theorem 1.6. Then
Here we found some dimensional conditions so that the Dolbeault cohomology is as simple as possible.
We also could obtain a more general result that, in a sense, generalizes both Chevalley-Eilenberg and Pittie's Theorems. This is the following Theorem: Theorem 1.8. Let G be a connected, semisimple and compact Lie group and suppose that h ⊂ g is an elliptic involutive structure having closed orbits. Let k = h ∩ h and assume that there exists an ideal z ⊂ h such that k ⊕ z = h. Consider the homogeneous space Ω = G/K, with K = exp G (k ∩ g R ), endowed with the complex structure π * h. With u * defined as in Bott's theorem (Theorem 4.10), we have
In this last result, the object H r (u * , k, Λ p (g/u * )) is the cohomology space of a Lie algebra complex that can be computed by using purely algebraic methods involving finite dimensional subalgebras of g. Notice that we do not require dimensional restrictions on h, but we have to assume that G is semisimple.
Involutive structures
In this section, we briefly recall some of the basic definitions regarding involutive structures. The main concepts introduced here are the concept of involutive structure, the associated differential complexes and their cohomology spaces, which are the main objects of study in this work.
The associated differential complex
Let Ω be a smooth and orientable manifold of dimension N . An involutive structure on Ω is a smooth subbundle V of the complexified tangent bundle CT Ω of Ω such that the Lie bracket of any two smooth local sections of V is again a smooth section of V. We denote the rank of V by n and we denote by Λ k the bundle Λ k CT * Ω. If W is a smooth vector bundle, we denote by C ∞ (Ω; W ) the space of sections of W with smooth coefficients.
For each 0 ≤ p ≤ m and each open set U ⊂ Ω there is a natural d ′ differential complex associated to each involutive structure V. The complex is denoted by
and its cohomology spaces is denoted by H p,q C ∞ (U ; V). We refer to [8] , [3] , and [23] for a detailed construction of this complex.
We can also construct a complex similar to (4) where now the coefficients are distributions over U . In this case, we denote the cohomology space by H p,q 
Hypocomplex structures
From now on, we assume the stronger property that the structure V is locally integrable. This means that, in a neighborhood of an arbitrary point p ∈ Ω, there are defined m = N − n smooth functions whose differentials span V ⊥ at each point in a neighborhood of p. Notice that each of these functions is annihilated by the operator d ′ , that is, they are solutions for V. In this section, we introduce the concept of hypocomplex structures, a class of structures with some good analytical properties, similar to the class of complex structures. Such analytical properties are going to be used to find conditions so that the operator d ′ in maximum degree has closed range. Let p ∈ Ω. The ring of germs of solutions of V at p is We define a ring homomorphism λ :
. It is not difficult to prove that λ is injective. We shall say that V is hypocomplex at p if λ is surjective, that is, if for every f ∈ S(p) there exist a holomorphic function h ∈ O A particular but important class of involutive structures is that of the elliptic structures. Recall that the characteristic set of V is the set T 0 = V ⊥ ∩ T * Ω and that the structure is elliptic if T 0 = 0. Every elliptic structure is hypocomplex [23, Proposition III.5.1] and so satisfies the unique continuation property.
Another important class of hypocomplex structures is the one described in the following. Assume that Ω is endowed with a locally integrable structure V. We assume now that Ω is a compact, real-analytic, orientable and connected manifold. In such a situation C ω (Ω) can be endowed with a natural topology of (DFS) space. This topology T can be described as follows: if we embed Ω ⊂ N as a maximally real submanifold of a Stein manifold N then (C ω (Ω), T) is the inductive limit of a sequence O ∞ (U ν ), where U ν ց Ω is a fundamental system of neighborhoods of Ω in N and the symbol ∞ stands for bounded holomorphic functions.
If we denote by B the sheaf of hyperfunctions on Ω the space B(Ω) can be identified with the topological dual of (C ω (Ω), T) or else with space of all analytic functionals on N carried by Ω. The reason why we introduced the concept of hypocomplexity is because the following result of [8] is necessary for one of our main results in this work. 
Involutive structures on compact Lie groups
In this section, we restrict our attention to involutive structures on compact Lie groups. We introduce the concept of left-invariant involutive structure, which is an involutive structure that encodes some algebraic properties of the Lie group and we show that there are many left-invariant structures with interesting analytical properties. We want to show that the study of the cohomology of some of these left-invariant involutive structures can be done using only the Lie algebras. In order to explain exactly how to do that, we need to introduce the concepts of left-invariant cohomology of Lie algebras and left-invaraint cohomology of Lie algebras induced by subalgebras.
Then we explain how to use some of the Chevalley and Eilenberg's techniques to study the de Rham cohomology. These techniques can be partially adapted to other left-invariant involutive structures and with them we show that it is possible to include the left-invariant cohomology relative to a subalgebra into the usual cohomology. This inclusion shows that there are algebraic obstructions to solvability.
Finally, we use Hodge decomposition and its relation to Lie derivatives to obtain some new results regarding left-invariant cohomologies, namely Theorem 1.2 and Theorem 1.4. Then, we show one application of Serre duality, namely Theorem 1.3, and we conclude with the proof of Theorem 1.5, which is the main theorem in this section.
Left-invariant involutive structures
Let G be a Lie group with a Lie algebra g R , that is, the set of all left-invariant vector fields of G. We denote by
By using Lie subalgebras h ⊂ g . = g R ⊗ C it is easy to construct involutive left-invariant subbundles of CT G. In fact, we just take h x = {X(x) ∈ CT x G : X ∈ h} and define V h . = x∈G h x . This vector bundle is clearly left-invariant. Clearly, each left-invariant involutive structure V ⊂ CT G, by evaluation at the identity, defines a complex Lie subalgebra h ⊂ g. In other words, on a Lie group G, any complex Lie subalgebra h ⊂ g is in a one-to-one correspondence with left-invariant involutive structures on G. We usually denote the vector bundle V h by its corresponding Lie algebra h. Notice that, since every Lie group is an analytic manifold, every involutive structure over G is a locally integrable structure [3, 23] .
We are interested in studying properties of the space H p,q
. From what we know by the local theory, the properties of this space depend on how the Lie algebra h is included on the algebra g. However, since we are dealing with global properties on compact Lie groups, we also have to take into account some intrinsic algebraic properties of h and topological aspects of G.
We use the language of Lie algebras to highlight some special locally integrable structures over G:
We shall say that a Lie subalgebra h ⊂ g defines:
• an elliptic structure if h +h = g. The subalgebra h is called an elliptic subalgebra;
• a complex structure if h ⊕h = g. The subalgebra h is called a complex subalgebra;
• a Cauchy-Riemann (CR) structure if h ∩h = 0. The subalgebra h is called a CR subalgebra;
• an essentially real structure if h =h. The subalgebra h is called a essentially real subalgebra.
For example, when h = g, clearly the complex (4) is the de Rham complex. In this case, notice that we have an elliptic structure that is also an essentially real structure. When h ⊕ h = g, we have a complex structure that is also an elliptic structure over G. In this case, the operator d ′ is the∂ operator and the associated complex (4) is the Dolbeault complex. The following example shows how the cohomology and analytical properties of the associated differential complex can change even with small changes in an essentially real Abelian Lie algebra.
Left-invariant involutive structures 3 INVOLUTIVE STRUCTURES ON COMPACT LIE GROUPS

Example 3.3. Consider the two torus T
2 with coordinates (x, y). Its Lie algebra is given by t = span C {∂/∂x, ∂/∂y}. Let µ be a real number, take L = ∂/∂x − µ∂/∂y, and define h = span C {L}.
It is easy to see that 
Lemma 3.4. If h is defined as in Example 3.3 and µ is a rational number, then the dimension of
is infinity and the range of the operator
Proof. To show that the dimension of H 0,1 (T 2 ; h) is infinity, we only have to show that there exists an arbitrarily large linearly independent set contained in H 0,1 (T 2 ; h). Let k > 0 be an integer. Since µ is rational, the equation ξ − µη = 0 has infinitely many.
Thus, let (ξ j , η j ) ∈ Z × Z, j = 0, . . . , k be a sequence of distinct zeros of the equation ξ − µη = 0. We are going to show that the set {e i(ξj x+ηj y) dx} k j=0 is linearly independent. Let c j ∈ C be constants. To show that this set is linearly independent, it is enough to show that 
, we have thatf j (ξ, η) →f (ξ, η) for all (ξ, η) and, thus,f (ξ, η) = 0 whenever ξ − µη = 0. This implies that f is in the range of d ′ . In fact, if we take
we have that u is smooth, since µ is rational, and it holds that Lu = f .
Lemma 3.5. If h is defined as in Example 3.3 and µ is a Liouville number, then the range of the operator
Proof. We again adapt some ideas from [12] . If µ is a Liouville number, then there exists a sequence {(ξ j , η j )} j∈N such that {ξ j } and {η j } are increasing and
. Notice that any other solution of u of Lu = Lf is of the form u = f + c, with c ∈ C. Therefore, Lf is not in the range of d
Construction of left-invariant involutive structures
In Definition 3.2, we introduced some types of Lie algebras by defining certain special involutive structures. Now we construct some examples of such Lie algebras. Let G be a compact connected Lie group and consider any maximal torus T ⊂ G. Let t be the complexification of the Lie algebra of T. The Lie algebra t is Abelian and self-normalizing, that is, if
Let T 1 , . . . , T r be a basis for t R and consider the operators ad Tj : g → g, given by ad Tj (X) = [T j , X]. These operators have the following properties: ad Tj and ad T k commute for every j and k (Jacobi's identity); ad Tj is skew-Hermitian (and diagonalizable) for all j; all ad Tj share the same eigenspaces.
If g ′ is one of the eigenspaces, we denote by α = (α 1 , . . . , α r ) the ordered set of eigenvalues associated to ad T1 , . . . , ad Tr , specifically, ad Tj (X) = α j X for all X ∈ g ′ . We denote this eigenspace by g α . Each α is called a root of the Lie algebra. We denote by ∆ the set of all roots. Notice that every eigenvalue is purely imaginary.
By the spectral theorem, we have a decomposition g = t ⊕ α∈∆ g α . It is sometimes convenient to deal with α as an element of t * , in which α(T j ) is defined by ad
Suppose that X ∈ g α and Y ∈ g β . By Jacobi's identity we have
Thus, we conclude that [X, Y ] ∈ g α+β if α + β is a root and zero otherwise. Let ∆ + ⊂ ∆ be a maximal set of roots satisfying the following properties: for all α ∈ ∆, exactly one of α or −α is in ∆ + ; if α, β ∈ ∆ + and α + β is a root, then α + β ∈ ∆ + .
Remark 3.6. The dimension of t, usually called the rank of G, is independent of the choice of the maximal torus and dim G − dim C t always is an even number.
Now we can define some left-invariant involutive structures. Since t is Abelian, it is trivial to construct essentially real, elliptic, complex, or CR subalgebras of t. In fact, take t R the real Lie algebra of T and let X 1 , . . . , X r be a basis for t R . We have that t = t R ⊗ C. We identify X j with X j ⊗ 1. Let s, t ≥ 0 and s + t ≤ r. Consider the subalgebra
Notice that these are involutive structures on the maximal torus.
If s > 0 and t = 0, we have an essentially real subalgebra; if s, t > 0 and s + t = r, we have an elliptic subalgebra of u; if r is even and s = 0, we have a complex subalgebra of u; and, finally, if s = 0 and t > 0, we have a CR structure of u.
Now consider h = u ⊕ α∈∆+ g α . By the preceding discussion, h is a Lie subalgebra and is elliptic if u is elliptic, is complex if u is complex, and is CR if u is CR.
Remark 3.7. We can remove the hypothesis of G being compact by taking a Cartan subalgebra t and by proving the statement without using the ad-invariant metric.
Let h ⊂ α∈∆ g α be any elliptic subalgebra of α∈∆ g α . If e ⊂ t is an elliptic subalgebra of t, then e ⊕ h is an elliptic subalgebra of g. The most obvious example of such structure is when h = α∈∆+ g α . Now we construct some concrete examples.
Involutive structures on SU(2) and SU(3)
The group SU(2) is defined as
The rank of SU(2) is 1. The Lie algebra of SU(2), denoted by su(2) is generated by
We have the following relation between X, Y and T : 
, then we can write ξ = λτ , in which λ ∈ R\{0}. We note that h also has dimension 1 and so Z = αL for all Z ∈ h. Then, the Levi form for the structure h is given by
In conclusion, the Levi form is non-degenerate and does not change sign for all Z ∈ h.
We will show that SU(2) does not admit a Levi flat left-invariant structure. In fact, suppose that SU(2) admits a Levi flat left-invariant CR structure h. Since it is Levi flat, we have that the essentially real structure h + h is a Lie algebra. Take k = su(2) ∩ (h + h) and notice that k ⊗ C = h + h.
Next we prove that the algebra k is Abelian. Let X, Y ∈ k be linearly independent. We have that
Since k is a Lie algebra, we also have that [X, Y ] ∈ k and so the only possibility is that [X, Y ] = 0. Therefore, there is an Abelian subalgebra of rank 2. This is a contradiction because the rank of SU (2) is 1.
This CR structure is related to the natural complex structure of C 2 . There is a natural diffeomorphism between the group SU(2) and the 3-sphere S 3 , which has a natural CR structure inherited from C 2 . This structure, when pulled back to SU (2), is exactly the left-invariant structure we just described. Now we prove this claim:
The complex structure of C 2 is given by the involutive bundle V = p∈C 2 V p , in which
By writing
3 defines a CR structure on S 3 . We want a description of W p to simplify some computations. We note that
and so (Zρ)(p) = 2(a 1 p 1 + a 2 p 2 ) = 0. Now we have
The identification of S 3 with SU (2) is given by the diffeomorphism
This map endows S 3 with a structure of Lie group with multiplication given by
. Notice that this map has a natural extension to C 2 and each component is a holomorphic function. More than that, for α = 0, this map is actually a biholomorphism from C 2 to C 2 and so it preserves the complex structure of C 2 . Therefore, it clearly restricts to a CR diffeomorphism from S 3 to S 3 . What we proved is that the involutive structure W is invariant by the action of L α , or, in other words, W is left-invariant.
Now we have almost everything we need to relate the CR structure we introduced on S 3 with the abstract CR structure we constructed on SU(2). To simplify even more the exposition, let p ∈ C 2 and identify CT p C 2 with C 2 by
With this identification, we have that W p is identified with
Notice that θ is linear and so its differential can be identified with θ itself. Also, notice that, on p = (1, 0), we have that Z ∈ W (1,0) is of the form Z = Λ∂/∂z 2 , in which Λ ∈ C. Therefore, all we need to compute is θ * (∂/∂z 2 ). By using the identification (6), we have
Example 3.9. Let L = X − iY and consider the structure h = span C {L, T }. This is clearly a leftinvariant elliptic structure.
We recall that SU (3) is the group of all unitary 3 × 3 matrices with complex coefficients having determinant 1. It is a real Lie group, compact, and has dimension 8 and rank 2. The Lie algebra of SU (3) is denoted by su(3) and is the set of all traceless skew-Hermitian 3 × 3 matrices with complex coefficients. The following matrices form a basis for su(3):
We have the following relations between the coefficients. Each cell corresponds to the commutator between the first element of the line and the first element of the column. Since the commutator is anti-symmetric, we omitted half of the commutators.
Example 3.10. Considering the commutators we just computed, we have an obvious CR structure. We define the following vector fields on su(3) ⊗ C:
Also, from the commutators, it follows that, for each j, k, there exists a real number Λ jk such that
is a Lie subalgebra of su(3) ⊗ C, which is clearly a CR subalgebra.
Now we use the structure just defined to construct a hypocomplex and an elliptic one. We claim that this structure is hypocomplex. A generic element of h ′ is of the form Z = αL 1 + βL 2 + γL 3 + δU with U = aT 1 + bT 2 and α, β, γ, δ complex numbers. Therefore, we have that
in which W is a linear combination of X j , Y j , for j = 1, 2, 3. For any θ ∈ h ⊥ 0 , we can write θ = t(−bτ 1 + aτ 2 ), with t ∈ R and t = 0. To simplify the proof, we are take t = 1. Hence, the Levi form of h ′ at (e, θ) can be computed as:
From this expression, if b = 0, we can easily see that, for any θ ∈ h ⊥ 0 , it is possible to find a Z such that L θ (Z, Z) < 0. Therefore, by Theorem 2.3, we conclude that this structure is hypocomplex.
Example 3.12. Consider the structure
h ′′ = span C {L 1 , L 2 , L 3 , T 1 , T 2 }. Notice that L 1 , L 2 , L 3 ,and their conjugates are eigenvectors for ad Tj for j = 1, 2 and that [T 1 , T 2 ] = 0. This structure is clearly elliptic.
Left-invariant cohomologies
We want to show that, under some reasonable conditions, we can compute the cohomology of the complex (4) by restricting our attention only to left-invariant forms. To accomplish this, we recall some basic definitions and explain some techniques that Claude Chevalley and Samuel Eilenberg used in [7] to study the cohomology of the de Rham complex.
Then we extend some of these techniques to left-invariant cohomologies. Finally, we discuss conditions for usual cohomology spaces to be isomorphic to the left-invariant cohomology spaces.
Left-invariant de Rham cohomology
Let G be a compact Lie group and C ∞ (G; Λ p ) be the set of all smooth p-forms on G. We recall that a vector field X is called left-invariant if, for every x ∈ G, we have (L x ) * X = X. Also, a differential form 
We show in this section that this linear map is an isomorphism. In order to do this, we need some basic tools. We start by defining the averaging operator.
has the following properties:
Au is left-invariant;
if u is left-invariant, then u = Au.
This lemma is just a particular case of a more general result stated and proved at [7, 
The surjectivity follows from the de Rham's Theorem on the duality between de Rham cohomology and singular homology and the fact that singular homology is left-invariant. This is proved in detail in [7] .
Therefore, for each p, i p is an isomorphism of vector spaces and so
. These isomorphisms simplify a lot of computations because they show that we can restrict our attention to left-invariant forms. Also, left-invariant forms are completely determined by their values at the tangent space at the identity. In other words, we reduced the problem to a problem in linear algebra.
Left-invariant cohomology relative to a subalgebra
We define N 0,q (G; h) = C ∞ (G; Λ q ) and, for p > 0, we define
. . , X p+q ) = 0 when q + 1 arguments are in h}.
, we can restrict the exterior derivative and obtain
Therefore, d L induces a coboundary operator on the quotient
which is denoted by d 
and the left-invariant (p, q)-cohomology classes by
H p,q L (G; h) = Z p,q L (G; h) B p,q L (G; h) . Denote by π p,q h : N p,q (G; h) → C ∞ (G; Λ p,q ) and π p,q h,L : N p,q L (G; h) → C ∞ L (G; Λ p,q ) the quotient maps.
Lemma 3.14. The operator A defined on Lemma 3.13 satisfies: A(N p,q (G; h)) ⊂ N p,q (G; h). Thus, there is an unique operator
In fact, let X 1 , . . . , X p+q ∈ X(G) and suppose that q + 1 of these vector fields are in h. We can assume that X 1 , . . . , X q+1 ∈ h. It follows that
The uniqueness is obvious.
Notice that the operator
h . This follows directly from the definition of A p,q h and from the fact that A and d commute.
Necessary and sufficient conditions for the isomorphism
We denote by ϕ 
. The natural candidate for u is Av. Thus, we want to find a w ∈ C ∞ (G;
In other words, we want to solve the following problem: given v ∈ ker A p,q
If h is a involutive structure such that this problem has a solution in degree (p, q), then we say that it has property (K) in degree (p, q). 
Example 3.16. In the case in which h = g, we have that d ′ is the usual exterior derivative. Also, de Rham's theorem implies that this structure always have property (K).
Lemma 3.17. Suppose that the map
i : H p,q h,L (G) → H p,q h (G) is
Example 3.18. In the complex case, when the group G is semisimple, it is possible to use a result by Bott [5] to see that we always have property (K). The application of the Bott's result was made explicit by Pittie on [21].
Example 3.19. Consider the Example 3.3 and notice that, if
. This can be easily seen by using Fourier series. 
Lemma 3.20. If the involutive structure h satisfies property (K) in degree (p, q), then the mapping
We denote by Λ p g the pth exterior product of g and we recall that, by using the universal property, we can naturally identify Λ p g * with (Λ p g) * , the dual of Λ p g. We write W I = W i1 ∧ . . . ∧ W ip ∈ Λ p g and denote its dual by w I = w i1 ∧ . . . ∧ w ip . Now we have that {w I : |I| = p} is a basis for Λ p g * and we can define an Hermitian inner product on Λ p g * by w I · w J = w I (W J ), for all I, J with |I| = |J| = p. If u ∈ C ∞ (G; Λ p ), we write u = |I|=p u I w I and, for each x ∈ G, we have u x = |I|=p u I (x)w I ∈ Λ p g * . We endow C ∞ (G; Λ p ) with the inner product (u, v) . 
. With this inner product, for each degree (p, q), we define the formal adjoint of the operator d ′ :
). For each pair p, q with p, q ≥ 0, we define the Hodge operator, also known as Box operator, p,q :
When h is elliptic, we have the decomposition:
With this decomposition, we have:
. Thus, if we show that (u, v) = 0 for all v ∈ ker p,q , we have that u is d ′ -exact.
Lie derivatives
In this section we briefly recall the definition of Lie derivative and explain how it can be extended to act on the spaces C ∞ (G; Λ p,q ). Let X be a real smooth vector field on G. We denote by Φ X the flow of
We recall that the Lie derivative has the following properties:
1. If u and v are two smooth forms, it holds that
2. The Lie derivative commutes with the exterior derivative, that is,
Notice that, each Z ∈ g can be written as Z = X + iY with X, Y ∈ g R , and we can define
If Z ∈ h, we can define the Lie derivative on
In conclusion, if Z is an element of the involutive structure, we can define the operator L
Relation between and ∆
We recall that the Laplace-Beltrami operator is defined by ∆ .
. Therefore the operator inherits some properties from ∆. The property we need is the following
which implies the following:
Thus, by applying ı Z on both sides, we obtain
Since h is hypocomplex, we conclude that u I is a constant. Therefore, the form u is left-invariant.
Notice that the Lie derivative can be extended to work with currents and the same proof yields the following result:
Notice that the results above implies Theorem 1.2.
Proposition 3.24. Let h be a left-invariant elliptic structure on a torus
Since h is elliptic, we have that u IJ ∈ C and the theorem is proved. Now we prove Theorem 1.4.
Proof of 1.4. Let [u] ∈ H
p,q C ∞ (T; h). Since elliptic, we can assume u = 0 and L ′ Z u = 0 for all Z ∈ h, since h is actually bi-invariant, it follows that u is left-invariant. The proof is concluded.
Application of Serre duality
For this application, we need to extend the averaging operator acting on forms to an operator acting on currents, which can be done by transposition. Since the averaging operator is formally self-adjoint, as we will prove in Lemma 3.25, we can easily see that this extension is well-defined.
Te operator A is formally self-adjoint. We prove this fact in the following lemma:
Thus, it holds that
The following lemma is going to be useful:
Thus, the proof is completed. 
. This result can be extended to other classes of smooth functions. We briefly introduce them in the following.
Let M denote a Gevrey or Denjoy-Carleman class. We refer to [10] and [9] for an introduction to this setting in compact manifolds and on compact Lie groups. We denote by C M (G) the space of smooth function belonging to the class M. This space can be endowed with a topology of (DFS) spaces. The topological dual of C M (G) is denoted by D ′ M (G) and, obviously, has a topology of a (FS) space. When M is the class of real-analytic functions, we denote it by C ω (G) with its dual denoted by B(G).
with Aw being a section with real-analytic coefficients.
and we conclude that this map has closed range. We proved Theorem 1.5:
Involutive structures on homogeneous manifolds
In this section, we introduce the concept of invariant involutive structures on homogeneous manifolds and show how to construct some examples. The main reason for introducing this concept is to simplify the study left-invariant involutive structures on Lie groups. The main idea we want to explore is the following: let G be a compact Lie group endowed with an elliptic involutive structure h. Also, let k R = h ∩ g R and consider the group K = exp(k R ). We assume that K is closed, so we can define a homogeneous manifold Ω = G/K. This homogeneous manifolds inherits a complex involutive structure from G via the quotient map.
With all these ingredients in hand, we want to see how much we can infer about the cohomology spaces H p,q (G; h) from the de Rham cohomology of K and from the Dolbeault cohomology of Ω. This is done via a spectral sequence. In order to use this spectral sequence, we need some further assumptions. One of the assumptions is that the orbits of the elliptic structure h is closed and the other one is that h can be decomposed into a direct sum of two Lie subalgebras: one is the algebra k = h ∩ g and the other is an ideal in h. We show that this tecnique can always be applied in a situation similar to a famous conjecture by Treves.
To conclude, we introduce the concept of Lie algebra cohomology and use it to state a theorem by Bott, which, under certain assumptions, gives us algebraic information about the Dolbeault cohomology of Ω. Under certain algebraic and topological restrictions on G, Bott's theorem, along with the spectral sequences, give us a complete algebraic description of H p,q (G; h).
Homogeneous manifolds and invariant involutive structures
Let Ω be a homogeneous manifold for a Lie group G. We recall that Ω is a smooth manifold and that there exists a smooth map T :
The map T satisfies the following properties: g · (g ′ · x) = (gg ′ ) · x and e · x = x, in which e ∈ G is the identity of G and T is assumed to be transitive, that is, for any two points x, y ∈ Ω, there is an element g such that g · x = y. From now on, Ω is always assumed to be a connected G-homogeneous manifold. We want to use involutive structures on homogeneous manifolds. In order to take into consideration the symmetries given by the group action, we need to consider involutive structures that carry information about the action. We then introduce the following concept: Definition 4.3. An involutive structure V ⊂ CT Ω is said to be invariant by the action of
The most obvious example of an invariant structure is V = CT Ω. Next, we construct some examples of invariant involutive structures.
Let G be a Lie group and denote its Lie algebra by g R . We denote by g the complexification of g R . Let X be a vector field on a smooth manifold Ω. Suppose that V ⊂ CT Ω is a vector bundle. We say that V is preserved by the vector field X if, for all smooth sections Y of V, we have that [X, Y ] is a smooth section of V. If F is a set of vector fields, we say that V is preserved by F if V is preserved by all X ∈ F . Proof. It follows from Problem 2.57 of [11] that π * h is an involutive vector bundle. The invariance follows directly from the definition.
The following definition is going to be useful. Definition 4.5. Let G be a Lie group and let k ⊂ g R be a subalgebra. We say that k is a closed subalgebra
The following lemma is one of the key technical results in this section. Lemma 4.6. Let G be a Lie group endowed with a left-invariant elliptic structure h having closed orbits. Then, the homogeneous space Ω = G/K, with K = exp(h ∩ g R ), has a natural complex structure given by π * (h).
Proof. Since π is a real map, we have π * (h) + π * (h) = π * (h) + π * (h) = π * (h + h) = π * (g) = CT Ω. The last equality holds because π * is surjective, implying that π * (h) is elliptic. Notice that, by dimensional reasons, the involutive structure π * (h) is a complex structure.
We need the following technical lemma: Proof. Since u is left-invariant, we can regard it as an element of the dual of Λ s k and we can extend it to the dual of Λ s g by defining it as zero if any of its arguments it in u or u.
is an isomorphism. Thus, w is a smooth s-form in G and the restriction of w to a leaf gK is representive of a cohomology class in that leaf gK.
We are going to see that w is also d ′ -closed. We just need to show that w satisfies dw ∈ N 1,r (g; h). Let X 1 , . . . , X r+1 ∈ h. Since the exterior derivative commutes with the pullback, we have
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Now, since every term X j u(X 1 , . . . ,X j , . . . , X r+1 ) is zero, we only have to do the following computation
If we assume that X j ∈ k for all j, then (dw g )(X 1 , . . . , X r+1 ) = 0 because du = 0. However, if we assume that X 1 ∈ u and that X j ∈ k for j > 1, then
because u is an ideal and so
Finally, if we assume that two or more elements are X 1 , X 2 ∈ k ⊥ , we can use the fact that u is an ideal and an argument similar to the one above to prove that we have (dw g )(X 1 (g), . . . , X r+1 (g)) = 0. Therefore, dw g ∈ N 1,q (G; h).
Now we have everything we need to prove Theorem 1.6.
Proof of Theorem 1.6. Let [β] ∈ H s (K; C). We can always choose β left-invariant, so that, by the last Lemma 4.1, there exists an extension of β to G such that d ′ β ′ = 0. This is a cohomology extension and, according to Leray-Hirsh Theorem [22, Theorem 9 of Section 7, Chapter 5], the proof is completed.
Notice that, in Equation (3), the terms H s (K; C) can always be computed by using algebraic methods. On the other hand, the terms H p,r (Ω; V) can be more complicated to compute. Our next objective is to find some conditions for which the terms H p,r (Ω; V) can be computed using only algebraic methods. The first thing we do is find conditions so that Ω is a compact connected Riemann surface. That is exactly what we do in Theorem 1.7.
Proof of Theorem 1.7. Let , be a Hermitian extension of any ad-invariant inner product on g R . We write k = h ∩ h and we define k ⊥ = {Z ∈ h : Z, W = 0 ∀W ∈ h}. Since dim h = dim g − 1, we have that dim k ⊥ = 1 and we clearly have g = k⊕k ⊥ ⊕k ⊥ . Since k ⊥ has dimension 1, it is Abelian. More than that, it is an ideal. In fact, we have that, if T ∈ k R and Z ∈ h ⊥ , then [Z, T ], U = Z, [T, U ] = 0, ∀U ∈ k, which means that [Z, T ] ∈ k ⊥ , for all T ∈ k R and, by linearity, this is also true for all T ∈ k. Therefore, if we assume that K = exp G (k R ) is closed, we have all the necessary conditions to apply Theorem 1.6. Notice that, in this case, the homogeneous space Ω = G/K is a compact Riemann surface, which concludes the proof.
Notice that, in Example 3.9, we constructed an example satisfying the hypothesis of the Theorem 1.7. Now we discuss some techniques to deal with the case in which the complex dimension of Ω is bigger than 1. For this, we introduce the concepts of Lie algebra cohomology and of Lie algebra cohomology relative to a subalgebra. With this new concepts, we can state Bott's theorem, which gives us an algebraic way to compute the Dolbeault cohomology of certain compact homogeneous complex manifolds.
Cohomology of Lie algebras
In this section, we briefly recall some definitions regarding Lie algebra cohomology. These definitions are necessary in order to introduce a theorem by Bott. We refer to [5] and [15] for details. 
The operator d is just the algebraic version of the usual exterior differentiation on smooth manifolds. As expected, we have: if u ∈ C 0 (g; M ) = M , then (du)(X) = X · u and, obviously, it holds that d 2 = 0. Therefore, we have a complex with respect to d. The cohomology space associated to d, denoted by H * (g; M ), is called cohomology module of g with coefficients in M . It is easy to see that H * (g; M ) is a vector space over C.
If u ⊂ g is a subalgebra, we denote by C k (g, u; M ) the set of elements of C k (g; M ) that vanishes when have any parameter is in u. This subset is stable under the operator d and thus we also can introduce its cohomology space, which is denoted by H k (g, u; M ).
Bott's Theorem
In this section, we state a theorem by Bott [5] that is useful when dealing with elliptic involutive structures on compact Lie groups. Let U and G be complex Lie groups with U closed in G. Let Ω = G/U and suppose that G is connected and Ω is compact and simply connected.
By a theorem of Montgomery [20] , if K is a maximal compact subgroup of G, under the above conditions, K acts transitively on Ω and therefore Ω has another description, namely, Ω = K/H with H = U ∩ K.
We denote, respectively, by g, u, k, h the complexified Lie algebras of G, U , K and H. Since G is a complex Lie group, we can decompose g into two ideals, that is, g = g α ⊕ g β , in which g α is the set of all left-invariant vector fields annihilated by all anti-holomorphic differential forms on G and g β is the set of all left-invariant vector fields annihilated by all holomorphic differential forms on G.
Let α : g → g α be the projection and denote by ı : k → g the inclusion of k into g. Write u * = (αı) −1 (u). Clearly, u * ⊂ k. In the case where G is the complexification of K, which always can be assumed by Montgomery's theorem and is the case we are working on, u * can be identified with u R , the real Lie algebra of U . 
with u * acting on Λ p (k/u * ) * via adjoint action.
Applications of Bott's theorem
Now we prove some propositions that are useful when applying Bott's theorem. The next proposition shows that any compact homogeneous space Ω endowed with an invariant complex structure can be represented as a quotient of two complex Lie groups. Proof. We are assuming that the action of G preserves the complex structure, so each automorphism T g : Ω → Ω is holomorphic and we have a group homomorphism g ∈ G → T g ∈ Aut O (Ω).
Since Ω is compact, by [17, Theorem 1.1, Chapter III], the set Aut O (Ω) is a complex Lie group. The topology on Aut O (Ω) is the compact open topology and, in this case, it is the topology of uniform convergence over compact sets. Since T : G × Ω → Ω is smooth, particularly it is uniformly continuous. Therefore, the map (9) is continuous and is automatically a Lie group homomorphism.
