are studied. The convergence analysis of the methods in both free-noise and noisy data cases is provided.
INTRODUCTION, PRELIMINARIES, AND NOTATIONS
Various problems of science and engineering, including a multi-parameter identification problem, the convex feasibility problem, a common fixed point problem, etc..., lead to a system of ill-posed operator equations A i (x) = 0, x ∈ X, (i = 1, 2, . . . , N), (1.1) where X is a real Banach space and A i : D(A i ) = X → X are possibly nonlinear operators on X. Very recently, several sequential and parallel regularizing methods for solving system (1.1) have been proposed. The Kaczmarz method [1, 2] , the Newton-Kacmarz method [3] , the steepest-descent-Kaczmarz method [4] , parallel iterative regularization methods [5] , parallel regularized Newton-type methods [6, 7] , parallel hybrid methods [8] , to name only few. However, most of the investigation of available methods was carried out in the framework of Hilbert spaces.
In this paper we study parallel methods extended to system (1.1) involving maccretive operators in the setting of Banach spaces. In the sequel we always assume that system (1.1) is consistent, i.e., the solution set S of (1.1) is not empty. It is known that if A i (i = 1, . . . , N) are not strongly or uniformly accretive, then system (1.1) in general is ill-posed, i.e., the solution set S of (1.1) may not depend continuously on data. In that case, a process known as regularization should be applied for stable solution of (1.1) .
In what follows, for the reader's convenience, we collect some definitions and results concerning the geometry of Banach spaces and accretive operators, which are used in this paper. We refer the reader to [9] [10] [11] [12] [13] for more details. (1.2) , ψ(t) = ct 2 ;
5) strongly accretive, if there exists a positive constant c, such that in

6) inverse strongly accretive, if there exists a positive constant c, such that A(x) − A(y), J(x − y) ≥ c||A(x) − A(y)||
2 ∀x, y ∈ X.
If X is a Hilbert space then J is an identity operator and accretive operators are also called monotone. Example 2. Let T be a nonexpansive operator on a uniformly convex and uniformly smooth Banach space X. Then A := I − T is a Lipschitz continuous operator. Moreover, according to Alber [15] ,
where L ∈ (1; 1.7) is the Figiel constant and δ X (ǫ) is the modulus of the convexity of X. Observe that ǫ :=
A(x)−A(y) 4R
≤ 1 for any x, y ∈ X; x , y ≤ R and inequality (1.3) holds for the function ϕ(s, t) = L −1 s 2 δ X t 4s , s ∈ R + ; t ∈ [0; 2s]. Example 3. Now let X in Example 2 be one of the following Banach spaces L p , l p , W m p , where 1 < p < ∞. Then X is uniformly smooth and uniformly convex, and it is wellknown that (see [9] )
Thus, for all x, y ∈ X, x , y ≤ R, one gets
So, the operator 
If B is hemicontinuous (weakly continuous) at every point of D(B), then B is said to be hemicontinuous (weakly continuous), respectively. For regularizing accretive operator equations one needs the following fact [9] . Lemma 1.1. Suppose that the Banach space X possesses the approximation, A : X → X is a hemicontinuous accretive operator with D(A) = X, and the normalized duality mapping J : X → X * is sequentially weakly continuous and continuous. Then the problem
where α is a fixed positive parameter and y ∈ X, is well-posed.
The unique solvability of (1.4) is established in [9] . The continuous dependence of the solution x α of (1.4) on the right-hand side y follows from the inequality ||x α,1 − x α,2 || ≤
, where x α,i are the unique solution of (1.4) with respect to the righthand side y = y i , i = 1, 2.
The next five lemmas will be used in Section 2 for establishing the convergence of implicit and explicit parallel iterative regularization methods.
Lemma 1.2. [16]
Let X be a real uniformly smooth Banach space. Then for any x, y ∈ X such that x ≤ R, y ≤ R, the following inequality holds:
Lemma 1.3. [9]
If X is a real uniformly smooth Banach space, then the inequality
holds for every x, y ∈ X.
Lemma 1.4. [9]
Let X be a uniformly smooth Banach space. Then for x, y ∈ X
Lemma 1.5. [9] In a uniformly smooth Banach space X, for x, y ∈ X,
,
Lemma 1.6. [9, 17] Let {λ n } and {p n } be sequences of nonnegative numbers, {b n } be a sequence of positive numbers, satisfying the inequalities
where p n ∈ (0; 1) ,
In Section 3, when dealing with a parallel Newton-type regularization method, we need some more results. 
Lemma 1.8. [7, 19] Let {ω n } be a sequence of nonnegative numbers satisfying the relations
An outline of the remainder of the paper is as follows: In Section 2 we propose two parallel iterative regularizations methods (PIRMs) for system (1.1), namely implicit PIRM and explicit PIRM. The convergence of these PIRMs is established for both exact and noisy data cases. Section 3 studies a parallel regularizing Newton-type method for system (1.1). The convergence analysis of the proposed method in exact and noisy data cases is also studied.
EQUATIONS WITH INVERSE UNIFORMLY ACCRETIVE OPERATORS
In this section, we consider system (1.1) with inverse uniformly accretive operators. Clearly, if each operator A i is ϕ i -inverse uniformly accretive, then it is ϕ-inverse uniformly accretive with ϕ(s, t) := min i=1,...,N ϕ i (s, t). Thus, without loss of generality we can assume that all the operators A i , i = 1, . . . , N are ϕ-inverse uniformly accretive with the same funtion ϕ. We begin with the following simple fact (cf. [6] 
Proof. Let the opeartors A i , i = 1, . . . , N, be ϕ-inverse uniformly accretive with the same funtion ϕ. Obviously, any solution of (1.1) is a solution of (2.1). Conversely, let y be a solution of (2.1), i.e., 
Therefore, y is a solution of system (1.1).
In this section we need the following result . In the remainder of Section 2, we impose two sets of conditions on the space X, the duality mapping J, and the operators A i , i = 1, 2, . . . , N. Together with equation (2.1) we consider the following regularized one
Conditions (AJX)
Lemma 2.3. Let conditions A1-A3 or B1-B2 be fulfilled. Then the following statements hold: Proof. 1. Suppose that conditions A1-A3 hold. We perform the regularization process (2.2) for equation (2.1) with the accretive operator A = ∑ N i=1 A i . For the proofs of statements i) − iv) we refer the reader to [9] . Concerning the last part v) we observe that
Observing that by part ii) x * n ≤ 2 x * , hence, x * n − x * ≤ 3 x * and using the inverse uniform accretiveness of A i , from the last inequality we have Following [5] we consider an implicit PIRM consisting of solving simultaneously N regularized equations
where α n > 0 and γ n > 0 are regularization and parallel splitting up parameters, respectively, and defining the next approximation as an average of the regularized solutions x i n ,
According to Lemmas 2.2, 2.3, all the problems (2.3) are well posed and independent from each other, hence the regularized solutions x i n can be found stably and simultaneously by parallel processors. We first prove the boundedness of the sequence {x n } defined by the implicit PIRM (2.3)-(2.4).
Lemma 2.4.
Under conditions A1-A3 or B1-B2, the sequence {x n } generated by (2.3) and (2.4) is bounded.
Proof. By Lemma 1.1 (Lemma 2.2), the regularized equation (2.3) has a unique solution denoted by x i n . Let B r ( x * ) be the closed ball with center x * and radius r. Choose r > 0 sufficiently large such that r ≥ x * and x 0 ∈ B r ( x * ). Supposing for some n > 0,
By the accretiveness of A i , we get
Using the inequalities x n − x * ≤ r and r ≥ x * , we have
which gives x i n − x * ≤ r. By (2.4), one gets
Therefore, x n+1 ∈ B r ( x * ). Thus, {x n } is bounded. Proof. Let x * n be the unique solution of (2.2).
From the last relation, using the accretiveness of A i we find
Combining this inequality with (2.5), we obtain
Observing that x * n is the solution of (2.2) and using Lemma 2.3, we can estimate the right-hand side of (2.6) as follows
By Lemma 2.3 and Lemma 2.4, the sequences {x * n } , {x n } and x i n are bounded, hence the sequences {e n } and e i n are also bounded, i.e., there exists a positive constant C > 0 such that e n ≤ C; e i n ≤ C; x i n ≤ C. From Lemma 1.2, we get
Indeed, suppose in contrary, that there exists a sequence {z n }, such that ||z n || ≤ R 0 , and
, which contradicts the coerciveness of
Thus, we can put
Combining the last inequality with (2.8), we obtain
where
From (2.6), (2.10), we get
(2.11) Taking into account relation (2.4), Lemma 2.3, and the inequality (a + b) 2 
From (2.12), (2.11), one gets 
We can rewrite (2.13) as λ n+1 ≤ (1 − p n ) λ n + b n . Clearly, λ n , b n ≥ 0; p n ∈ (0; 1) and p n → 0 as n → +∞. By the assumption ii),
x * 2 → 0 as n → +∞. Further, using assumption iii), we will show that the expression
will tend to zero as n → +∞. We first prove that there exist positive integers m and n 0 , such that for all n ≥ n 0 ,
Indeed, according to [10, Lemma 1, page 65], we have
Hence, there exists τ 0 > 0, such that
≤ 5 for all τ ≤ τ 0 . Since τ n → 0 as n → +∞, we can find a number n 0 such that k 0 τ n ≤ τ 0 for all n ≥ n 0 . Let m be a sufficiently large positive integer, such that 2 m ≥ k 0 . Then for all n ≥ n 0 we have
Because of the convexity of ρ X and
h X (τ n ). Now using the last inequality and taking into account the fact that ϕ −1 R (t) is an increasing function and R 1 := 3 2 R 2 ≥ 6|| x * || 2 , we can estimate the expression (2.14) as
Finally, the uniform smoothness of X gives 
2 , hence the assumption iii) of Theorem 2.1 leads to the additional constraint γ n α 1/2 n → +∞ (n → +∞).
An example of such a pair of parameters could be α n = (n + 1) −p , where, 0 < p < 1/2 and γ n = (n + 1) 1/2 . In the next two examples we suppose that X = l p , 1 ≤ p < +∞ and → ∞ (n → +∞) and we can choose α n = (n + 1) −k , γ n = (n + 1) 1/2 with 0 < k < 1 2 . Example 6. Suppose X = l p , 1 < p < 2, then we have (see [9] , page 48) ρ X (t) ≤ 
where, g(t) is a nonnegative continuous nondecreasing function, h n > 0, δ n > 0 for all n > 0. Starting from arbitrary z 0 ∈ X, we perform the following implicit PIRM: 
Lemma 2.4 ensures the boundedness of the sequence x i n . Thus, x i n ≤ R for some R > 0. Setting λ n = z n − x n , from the last inequality we find
On account of (2.4), (2.18) and (2.20), we have 
The proof of Theorem 2.2 is complete.
We now consider an explicit PIRM for solving system (1.1), consisting of synchronous computation of intermediate approximations 
Then the sequence {z n } generalized by (2.22 ) and (2.23) converges to x * as n → ∞.
Proof. Let x * n be the unique solution of regularized equation (2.2). It follows from Lemma 2.3 that {x * n } is bounded, hence there exists a constantd > 0 such that
Further, by Lemma 1.4, we get
Taking into account Lemma 2.5 and the boundedness of the operators A i we conclude that the sequence {z ni } is also bounded, therefore there exist positive numbers c 1 , k 0 such that c 1 (n) ≤ c 1 and
where c =
. Now, summing up both sides of (2.28) for i = 1, 2 . . . , N, and using Lemma 1.5, as well as inequality (2.29) with τ :=d
From the last inequality and the fact that ρ X (τ) ≤ τ, one gets 
. . , N; n = 1, 2, . . . . Using (2.32) and Lemma 1.4, one obtains
where c 2 (n) = 4max {2L, z ni − x * n + z n − x * n } ≤ c 2 because of the boundedness of the sequences {z ni } , {z n } and {x * n }. Therefore
On the other hand, since the operators A i are accretive and x * n is the solution of (2.2), we have
Now, summing the both sides of (2.31) for i = 1, 2, . . . , N and taking account relations (2.33), (2.34), we get 
In the same manner as in the proof of Theorem 2.1, we can find positive integers n 0 and m, such that for all n ≥ n 0 , ρ X (Mτ n ) ≤ 5 m ρ X (τ n ). By Lemma 1.6 and the hypothesis (2.26), we conclude that λ n = z n − x * n 2 → 0 as n → +∞. Finally, by Lemma 2.3,
which implies that {z n } converges to x * .The proof of Theorem 2.3 is complete.
EQUATIONS WITH SMOOTH ACCRETIVE OPERATORS
In this section, for solving system (1.1) with smooth accretive operators A i , we consider a parallel regularized Newton-type method (cf. [6, 7] )
The following assumptions will be needed throughout Section 3.
C1. System (1.1) possesses an exact solution x * . The operators A i (i = 1, . . . , N) are accretive on a real Banach space X and Fréchet differentiable in a closed ball B r ( x * ) ⊂ X with center x * and radius r > 0. Moreover,
C2. The following componentwise source condition (see [3, 7] ) holds
where the constant ρ > 1. 
Proof. We suppose by induction that x n ∈ B r ( x * ) for some n ≥ 0. Setting e i n = x i n − x * and e n = x n − x * , from equation (3.1) and assumption C2, we get
Using Lemma 1.7, from the last inequality we obtain
Obviously, if x t := x n + t( x * − x n ), where 0 ≤ t ≤ 1, then
The second term of the right-hand side of (3.4) can be estimated as
On the other hand, we have
Therefore,
From the last inequality and using Lemma 1.7 as well as assumption C1, we get 
Setting ω n = N e n α n and using assumption C3, from (3.8) we find
Now if x 0 is sufficiently close to x * then
Lemma 1.8 applied to (3.9) ensures that
In particular,
Observing that
The proof of Theorem 3.1 is complete. 12) and the operators F h i , (i = 1, . . . , N), are accretive on a real Banach space X and Fréchet differentiable in a closed ball B r ( x * ). Moreover, suppose that
Now, assume that
Also, assume that
Given a starting point x 0 ∈ B r ( x * ), we define a sequence {x n }:
n − x n ) = 0, i = 1, 2, . . . , N (3.16) 
And using conditions (3.12) and (3.14), we have 
n , where
Again, if ∑ N i=1 v i and η are small enough and x 0 is sufficiently close to x * , then arguing similarly as in the proof of Theorem 3.1, we can conclude that x n+1 ∈ B r ( x * ) and x n − x * = O (α n ) for n = 1, 2, . . . , N(δ, h) . Thus, we come to the following convergence result.
Theorem 3.2.
Assume that the assumptions C1-C3 hold for the exact operators F i , i = 1, . . . , N, and conditions (3.12), (3.13), (3.14) and (3.15) where n * = N(δ, h) + 1.
CONCLUSION
Most of existing solution methods for systems of ill posed operator equations deal with Hilbert spaces. In this paper we investigate two parallel iterative regularization methods and a parallel regularized Newton-type method for solving systems of equations involving m-accretive operators in Banach spaces. The convergence analysis of the proposed methods in both free-noise and noisy data cases is provided.
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