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Resumen
Después de más de 25 años de intensa investigación, la planificación de sis-
temas de tiempo-real ha mostrado una transición que va desdeuna infraestructu-
ra basada en ejecutivos cíclicos, a modelos de planificaciónmás flexibles, tales
como planificación basada en prioridades estáticas y dinámicas, planificación de
tareas no críticas, y planificación con retroalimentación,por nombrar algunas. A
pesar de lo anterior, actualmente tan sólo unas cuantas políticas de planificación
están disponibles para la implementación de sistemas de tiempo-real. Por ejem-
plo, la mayoría de los sistemas operativos de tiempo-real existentes proporcionan
únicamente planificación basada en prioridades fijas. Sin embargo, no todos los
requerimientos de las aplicaciones de tiempo-real pueden ser satisfactoriamente
atendidos utilizando exclusivamente planificación estática. Existen sistemas cons-
tituidos por tareas críticas y no críticas que son planificados e mejor manera
utilizando planificación basada en prioridades dinámicas.Además, se ha demos-
trado que la planificación dinámica permite una mayor utilización de los recursos
del sistema.
En años recientes, algunos autores han publicado diferentes squemas para
integrar nuevas políticas de planificación a un sistema operativo. Algunos de ellos
proponen que los nuevos servicios de planificación se implementen a nivel de
usuario, evitando así que la estructura interna del sistemaoperativo tenga que ser
modificada, y ofreciendo la oportunidad de implementar y proba muchos de los
resultados generados por el trabajo de investigación en el área de planificación de
sistemas de tiempo-real.
De entre los trabajos relacionados publicados a la fecha, destaca elMode-
lo para la Planificación Definida por el Usuario, propuesto por Mario Aldea y
Michael González-Harbour. El modelo presenta una Interfazpara Programas de
Aplicación (API) que permite crear y utilizar planificadores a nivel de usuario de
manera compatible con el modelo de planificación propuesto por POSIX.
Esta tesis se centra en el estudio de la definición de planificadores a nivel de
usuario en sistemas de tiempo-real, y en particular en el estudio del modelo para
la planificación definida por el usuario compatible con POSIX, para identificar
los problemas no resueltos y proponer algunas extensiones al modelo. Además de
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proponer una estrategia de implementación que minimice la sobrecarga, en esta
tesis se propone una extensión a la interfaz del modelo que simplifique la imple-
mentación de aplicaciones de tiempo-real, proporcione portabilidad y sirva como
marco de referencia para la creación y uso de planificadores anivel de usuario.
Resum
Després de més de 25 anys d’intensa investigació, la planificció de sistemes
de temps-real ha mostrat una transició que va des d’una infraestructura basada
en executius cíclics fins a models de planificació més flexibles, com ara la pla-
nificació basada en prioritats estàtiques i dinàmiques, la planificació de tasques
no crítiques i la planificació amb retroalimentació, per nomenar algunes. Malgrat
això, actualment només unes quantes polítiques de planificació estan disponibles
per a la implementació de sistemes de temps-real. Per exemple, la majoria dels
sistemes operatius de temps-real existents proporcionen úicament planificació
basada en prioritats fixes. Tanmateix, no tots els requeriments de les aplicacions
de temps-real poden ser satisfactòriament atesos utilitzant exclusivament planifi-
cació estàtica. Existeixen sistemes constituits per tasques crítiques i no crítiques
que són planificades de la millor manera utilitzant planificació basada en prioritats
dinàmiques. A més a més, s’ha demostrat que la planificació dinàmica permet una
major utilització dels recursos del sistema.
En els darrers anys, alguns autors han publicat diferents esquemes per integrar
noves polítiques de planificació a un sistema operatiu. Alguns d’ells proposen que
els nous serveis de planificació s’implementen a nivell d’usuari, procurant d’esta
manera que l’estructura interna del sistema operatiu no haja de ser modificada i
oferint l’oportunitat d’implementar i provar molts dels resultats generats pel tre-
ball d’investigació en l’àrea de planificació de sistemes detemps-real.
Entre els treballs relacionats publicats fins hui, destaca el \textit{Model per a la
Planificació Definida per l’usuari}, propost per Mario Aldeai Michael González-
Harbour. El model presenta una Interfície per a Programes d’Aplicació (API) que
permet crear i utilitzar planificadors a nivell d’usuari de manera compatible amb
el model de planificació propost per POSIX.
Aquesta tesi es centra en l’estudi de la definició de planificadors a nivell
d’usuari en sistemes de temps-real i, particularment, en l’estudi del model per
a la planificació definida per l’usuari compatible amb POSIX,per a identificar els
problemes no resolts i proposar algunes extensions al model. A més de propo-
sar una estratègia d’implementació que minimitze la sobrecàr ga, en aquesta tesi
es proposa una extensió a la interfície del model que simplifique la implementa-
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ció d’aplicacions de temps-real, proporcione portabilitat i servisca com a marc de
referència per a la creació i l’ús de planificadors a nivell d’usuari.
Abstract
After more than 25 years of active research, real-time scheduling theory has
shown a transition from cyclical executive based infrastructure to a more flexible
scheduling models, such as fixed-priority scheduling, dynamic-priority schedul-
ing, soft real-time applications, feedback scheduling, toname a few. Neverthe-
less, just a few scheduling algorithms are available nowadays to implement real-
time applications. For instance, almost every existing real-time operating system
provides only POSIX-compliant fixed-priority scheduling ,but not every real-
time application requirement can be efficiently fulfilled using only fixed-priority
scheduling. There are real-time systems constituted of hard and soft real-time
tasks that could be better scheduled using dynamic-priority policies. Also, it’s
been shown that dynamic-priority scheduling allows a better utilization of system
resources.
Recently, a few proposals have been published to integrate mor scheduling
policies into a real-time operating system, offering an option o expand the real-
time operating systems scheduling capabilities, and to imple ent, prototype and
test many theoretical real-time scheduling research work.Some of the authors
propose that the new scheduling services be implemented as user-level schedulers,
avoiding the need of modifying the operating system kernel.
From the related work published to date, the Application-Defined Scheduling
model proposed by Mario Aldea and Michael Gonzalez-Harbourdeserves special
attention. They proposed an Application Program Interface(API) to create and
use application-defined schedulers in a way compatible withthe scheduling model
defined in POSIX.
This thesis is about the study of the definition of user-levelschedulers in
real-time systems, and particularly discusses the POSIX-compatible Application-
Defined Scheduling model, in order to identify problems not solved and to pro-
pose some extensions to the model. Furthermore, it proposesan implementation
strategy of user-level scheduler to minimize overhead. Theproposed model in
this thesis simplifies real-time systems implementation, provides portability, and
serves as a framework to develop and use user-level schedulers.
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Nomenclatura
En el siguiente cuadro se presentan los símbolos y abreviaturas utilizadas en
esta tesis, así como su significado.
Término Significado
τ Un conjunto de tareas
n Número de tareas, cardinal deτ
τ i Una tarea cualquiera
Ci Tiempo de ejecución en el peor caso deτ i
Di Plazo relativo deτ i
di Plazo absoluto deτ i
Pi Periodo deτ i
ri Tiempo de liberación deτ i
φi Fase deτ i
ρ Un conjunto de recursos
m Número de recursos, cardinal deρ
ρi Un recurso cualquiera
H Hiperperiodo de un conjunto de tareas
Uτ Factor de utilización total del procesador
ui Factor de utilización deτ i
Ps Periodo del servidor
Qs Crédito máximo del servidor
es Crédito del servidor
Us Ancho de banda del servidor
πi Prioridad deτ i
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Los sistemas de tiempo-real son aquellos cuyo correcto funcionamiento de-
pende no sólo de la exactitud de los resultados que genere, sino también del tiem-
po en el cual tales resultados son obtenidos [84]. Un sistemade tiempo-real es,
por lo tanto, evaluado por su capacidad para generar resultados en el tiempo espe-
cificado.
Un sistema de tiempo-real está generalmente formado por unsistema a contro-
lar y unsistema controlador. El sistema a controlar puede consistir en una línea de
producción automatizada con el uso robots, por ejemplo, mientras que el sistema
controlador consiste de ordenadores y programas que administran y coordinan las
actividades de los robots en la línea de producción. El sistema a controlar puede
considerarse como el entorno con el cual el sistema interactúa.
Los sistemas de tiempo-real tienen aplicación en muchas áretal s como con-
trol digital, procesamiento de señales, sistemas de telecomunicación y sistemas
multimedia. Ejemplos de este tipo de sistemas son las aplicaciones de robótica
[96], aviónica [25], sistemas de control de procesos [106],navegación espacial,
bases de datos y aplicaciones multimedia, entre otras.
Un sistema de tiempo-real está comúnmente compuesto porareasy cada una
de ellas está sujeta a una serie de restricciones temporales. L restricción temporal
más importante de las tareas es elplazo, que representa el instante de tiempo
máximo en el que una tarea debe terminar su ejecución. El valor que la tarea
aporta al sistema depende de si esta termina o no dentro del plazo especificado,
tomando como referencia su instante de activación. Los plazos se clasifican de la
siguiente manera [20]:
Plazos estrictos. Es crucial que una tarea concluya su ejecución antes de
su plazo ya que de otra manera los resultados pueden ser catast ófico . El
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valor que la tarea aporta al sistema es nulo si no se ejecuta antes de su plazo
y máximo si lo hace antes.
Plazos no estrictos. Las consecuencias de que alguna tarea no termine su
ejecución antes de su plazo no ponen en riesgo la integridad del sistema.
El valor que la tarea aporta al sistema es máximo si se ejecutaantes de su
plazo, y se decrementa de manera directamente proporcionalal tiempo de
terminación posterior al plazo.
Plazos firmes. Si la tarea no termina su ejecución antes del plazo, la integri-
dad del sistema no se compromete, y el valor que la tarea aporta al sistema
es nulo en este caso. Son similares a los plazos no estrictos,con la diferencia
de que si la tarea no cumple su plazo su aportación al sistema es cero.
De acuerdo a los plazos de sus tareas, los sistemas pueden clasificarse en sistemas
de tiempo-realcríticos y no críticos. En el caso de los primeros al menos una
de sus tareas tiene plazo estricto. Es común encontrar sistema de tiempo-real
compuestos de una combinación de tareas críticas (plazos estrictos) y tareas no
críticas (plazos no estrictos o firmes).
En un sistema de tiempo-real, elplanificadores el responsable de asignar re-
cursos e intervalos de tiempo a las tareas, de tal manera que sus re tricciones
temporales se cumplan. Para cada conjunto de tareas el planificador genera un
plan, que representa la manera en que a las tareas se les asignan losproce ado-
res disponibles en el sistema. La forma en que el planificadorlleva a cabo estas
asignaciones depende delalgoritmo de planificaciónutilizado.
Los algoritmos de planificación pueden ser clasificados enestáticosy diná-
micos[27]. El enfoque estático establece el plana priori, antes de la ejecución
del sistema y requiere conocimiento previo de las características de las tareas. Los
planificadores estáticos, en la forma de ejecutivos cíclicos, alculan el planoff-
line que posteriormente es almacenado en memoria, de tal forma que durante la
ejecución del sistema se tiene establecido el tiempo de inicio y duración de eje-
cución de cada tarea. En contraste, los planificadores dinámicos no hacen uso de
un plan pre-calculado sino que toman las decisiones de planificación en tiempo de
ejecución, tomando en consideración el estado y los atributos temporales de las
tareas que están listas para ser ejecutadas, permitiendo deesta forma una mayor
flexibilidad que los estáticos. Los planificadores dinámicos más utilizados son los
basados en prioridades, y las prioridades de las tareas a su vez, pueden ser asig-
nadas de manerafija (estática) o dinámica. Esta tesis se centrará en el ámbito de
los planificadores dinámicos basados en prioridades.
En los sistemas de tiempo-real es importante comprobar si elconjunto de ta-
reas esviableo planificable.Un sistema de tiempo-real es viable si puede garan-
tizar que las tareas que lo conforman cumplan sus plazos de ejecución de acuerdo
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a algún algoritmo de planificación determinado. Para comprobar si una política
de planificación puede garantizar la viabilidad del sistemas necesario contar con
herramientas formales de análisis. A este tipo de herramientas se les conoce como
pruebas otests de planificabilidad. Si el conjunto de tareas de un sistema satisface
el test de planificabilidad para una política de planificación determinada, será con-
dición suficiente para que las tareas críticas cumplan sus plazos. Por otra parte, es
deseable que la satisfacción del test sea condición necesaria para la planificación
de las tareas críticas.
Una buena cantidad de tests de planificabilidad han sido propuestos a la fecha
tanto para algoritmos basados en prioridades fijas como dinámicas. Los tests de
planificabilidad no sólo han ayudado a comprobar si un conjunto de tareas es pla-
nificable utilizando un algoritmo de planificación determinado, sino que también
han sido útiles para establecer algunas propiedades interesantes de los propios
algoritmos de planificación, entre ellas la utilización delprocesador. Esto ha per-
mitido demostrar que los algoritmos basados en prioridadesdinámicas consiguen
una mayor utilización que los basados en algoritmos estáticos [21]. Sin embargo,
la inmensa mayoría de sistemas operativos de tiempo-real ofr cen tan sólo plani-
ficación basada en prioridades fijas [92], lo que limita la efici n ia de los sistemas
de tiempo-real. Por otra parte, agregar más políticas de planificación a los siste-
mas operativos de tiempo-real puede resultar complejo ya que debe modificarse
el núcleo del sistema operativo, y tomando en consideraciónla gran cantidad de
políticas de planificación existentes es difícil determinar cuáles son las que deben
agregarse.
El problema de la integración de nuevas políticas de planificción a un siste-
ma operativo a sido abordado en los últimos años, y diversas popuestas han sido
publicadas. Algunas de ellas proponen que las nuevas políticas de planificación
sean implementadas a nivel de usuario, sin necesidad de agregarlas en el núcleo
del sistema operativo. Este esquema reduce significativamente el tiempo de im-
plementación pero puede introducir una sobrecarga considerable. La definición
de planificadores a nivel de usuario debe, por lo tanto cumplir, con las siguientes
condiciones:
1. Debe incluir una interfaz completa, que permita la implementación de la
mayoría de las políticas de planificación existentes.
2. Debe ser flexible y que permita seleccionar la mejor estratgi de imple-
mentación para cada planificador a nivel de usuario.
3. Debe proporcionar portabilidad, de tal manera que los nuevos servicios de
planificación puedan ser utilizados de manera consistente,ind pendiente-
mente de la forma en que hayan sido implementados.
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4. Debe ser eficiente, minimizando la sobrecarga del sistemaintroducida al
utilizar los planificadores definidos a nivel de usuario.
5. Debe ser preferentemente compatible con el modelo de planificación defi-
nido por algún estándar de tiempo-real, para así facilitar la portabilidad y el
uso de los servicios de tiempo-real existentes.
De entre las propuestas publicadas a la fecha, merece especial at nción elModelo
para la Planificación Definida por el Usuario compatible con POSIX1, propuesto
por Mario Aldea y Michael González-Harbour en [4], que presenta una Interfaz
para Programas de Aplicación (API, por sus siglas en inglés)que permite crear
y utilizar planificadores definidos por el usuario de una manera compatible con
POSIX, sin necesidad de modificar la estructura interna del núcleo del sistema
operativo. Sin embargo, a pesar de que la interfaz propuestacumple con muchas
de las condiciones anteriormente descritas, puede extenderse para facilitar la im-
plementación de sistemas de tiempo-real.
1.2. Objetivos
Esta tesis se centra en el estudio de la definición de planificadores a nivel de
usuario, y en particular en el estudio del modelo para la planific ción definida por
el usuario, extendiendo su interfaz y proponiendo un marco de referencia para la
implementación y uso de bibliotecas de planificadores. En concreto, los objetivos
de esta tesis han sido:
1. Estudiar las políticas de planificación más importantes publicadas a la fecha,
identificando sus características, de tal manera que puedans r implementa-
das a nivel de usuario.
2. Estudiar las propuestas existentes para la definición de planificadores a nivel
de usuario.
3. Revisar el modelo para la planificación definida por el usuario compatible
con POSIX.
4. Identificar mejoras al modelo para la planificación definida por el usuario
compatible con POSIX.
5. Determinar la mejor estrategia de implementación el modelo para la plani-
ficación definida por el usuario en un sistema operativo de tiempo-real.
1POSIX es una marca registrada por el IEEE
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6. Extender la interfaz de la planificación definida por el usuario para facili-
tar el desarrollo de sistemas de tiempo-real, enmarcada en el uso de una
biblioteca de planificadores definidos por el usuario.
7. Integrar a la interfaz propuesta, prestaciones no present s el modelo para
la planificación definida por el usuario ni en POSIX y que sean consideradas
de interés para la implementación de sistemas de tiempo-real.
8. Desarrollar una biblioteca de planificadores definidos por el usuario en base
al marco de referencia propuesto.
9. Integrar a la propuesta prestaciones de tolerancia a fallos.
10. Comparar el desempeño de los planificadores definidos porel usuario uti-
lizando la interfaz propuesta, con planificadores incluidos en el núcleo del
sistema operativo.
1.3. Contenido
Esta tesis está estructurada de la siguiente manera:
En el capítulo 2 se presentan los conceptos básicos relacionados con los sis-
temas de tiempo-real, y particularmente la planificación detar as y el modelo
computacional asumido en esta tesis. En ese capítulo se estudian algunas políticas
de planificación más importantes propuestas a la fecha, parapl nificar sistemas
de tiempo-real con diferentes características.
En el capítulo 3 se estudia el estándar POSIX de tiempo-real,haciendo es-
pecial énfasis en los aspectos del estándar relacionados con la planificación de
tareas.
El capítulo 4 se dedica al estudio del estado del arte de la definición de plani-
ficadores a nivel de usuario, y se presentan de manera cronológica as propuestas
publicadas a la fecha. En el mismo capítulo se estudia con profundidad el modelo
para la planificación definida por el usuario propuesto por Aldea y González-
Harbour , así como su Interfaz para Programas de Aplicación.Posteriormente se
analiza y propone una estrategia de implementación en un sistema operativo de
tiempo-real.
En el capítulo 5 se discute la planificación definida por el usuario y se propo-
nen algunas extensiones al modelo. Además, se propone una interf z para el uso
de planificadores definidos por el usuario que permite la construcción de sistemas
de tiempo-real de una manera sencilla y consistente.
En el capítulo 6 se presenta un marco de referencia para la construcción de pla-
nificadores definidos por el usuario que serán utilizados conla interfaz propuesta.
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Se presentará también la manera en que se integran prestaciones de tolerancia a
fallos al modelo propuesto, y las guías para que los nuevos planificadores puedan
beneficiarse de ellas.
Para ilustrar el modelo propuesto en el capítulo 7 se muestran algunos ejem-
plos y casos de estudio.
Finalmente, en el capítulo 8 se presentan las conclusiones de la tesis y las
líneas de trabajo futuro.
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Capítulo 2
Planificación de Sistemas de
Tiempo-Real
2.1. Conceptos básicos
Un sistema de tiempo-real, como se ha explicado, se define como un sistema
cuyo correcto funcionamiento depende no sólo de la exactitud de los resultados
que genere, sino también del tiempo en el cual tales resultados son obtenidos.
Muchos de los sistemas de tiempo-real se caracterizan por que las consecuencias
de que los resultados no se generen a tiempo pueden ser catastófic , ocasionando
pérdidas económicas e inclusive humanas. Debido a lo anterior, n esta clase de
sistemas informáticos, en ocasiones es preferible aceptarrespuestas imprecisas
o subóptimas dentro de los límites de tiempo esperados, a no recibir respuesta
alguna [49].
Un sistema de tiempo-real está comúnmente formado por un sistema físico
basado en un conjunto de sensores, procesadores y actuadores que forman lo que
se denomina el subsistema a controlar, y por un sistema informático formado por
un grupo de programas (software) que se ejecutan en los procesadores y que con-
forman el sistema controlador. El sistema informático interactúa continuamente
con el sistema físico a controlar.
Debido a la naturaleza de los sistemas de tiempo-real resulta poco práctico
que una tarea se encargue de controlar todo el sistema, por loque es común que
las funciones del sistema se dividan entre un conjunto de tareas, cada una de ellas
con objetivos y restricciones temporales específicas. Las tareas pueden ejecutarse
en uno o más de los procesadores presentes en el sistema, peroen el ámbito de
la tesis se asume que en el sistema existe un sólo procesador ydos o más tareas
ejecutándose concurrentemente.
La planificación de tareas es probablemente el área más intensamente estu-
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diada en los sistemas de tiempo-real, ya que la característica más importante de
este tipo de sistemas informáticos es la de garantizar que todas sus tareas cumplan
con sus restricciones temporales. El problema al que se enfrnta la planificación
consiste en que las tareas que se ejecutan concurrentementecompiten entre sí por
los recursos del sistema, incluyendo entre ellos al procesador, y que estos deben
ser asignados de tal manera que las tareas cumplan sus plazos. A continuación se
presentan algunos conceptos básicos de la planificación de tareas y que serán de
gran utilidad para posteriormente estudiar el modelo de sist ma.
Al instante de tiempo en que una tarea está lista para ser ejecutada se le conoce
comotiempo de liberación1. A partir de ese momento la tarea puede ser planifi-
cada y ejecutada siempre y cuando las condiciones necesarias p su ejecución
se hayan satisfecho. Cuando una tarea es liberada o activadaregul rmente y en
tasas fijas de tiempo se dice que la tarea esperiódica. Al intervalo de tiempo fijo
entre activaciones sucesivas se le llamaperiodo. El comportamiento periódico de
las tareas se ajusta correctamente a la naturaleza de la mayoría de los sistemas
digitales de control, que ejecutan sus acciones de manera continua en intervalos
de tiempo fijos o periódicos. Un conjunto de tareas es llamadoconjunto detareas
periódicas síncronasi todas sus primeras instancias tienen el mismo tiempo de
liberación. Por otra parte, si el tiempo inicial de liberación no es el mismo para
todas las tareas, se dice que sontareas periódicas asíncronas. Un sistema de tiem-
po puede contener un conjunto de tareashíbrido, formado por tareas periódicas
síncronas y asíncronas.
Si la tarea no es periódica puede hacerse una distinción entre tareasaperiódi-
cas2 y esporádicas. Las tareas aperiódicas tienen tiempos de liberación irregula-
res, desconocidos y no acotados. Las tareas esporádicas también tienen tiempos
de liberación irregulares, pero a diferencia de las no periódicas la tasa de sus tiem-
pos de liberación es conocida y acotada. Esta tasa es representada generalmente
por un tiempo mínimo entre activaciones sucesivas.
El plazoes el instante de tiempo en el cuál la tarea debe terminar su ejec ción.
Se ha explicado ya que el plazo puede sercrítico, no crítico o firme, y que la
aportación de la tarea al sistema depende del tipo de plazo y del instante en que
la tarea termina. Los plazos se expresan comúnmente comoplaz s relativos, que
representan el tiempo máximo en que una tarea debe ejecutarse. Sin embargo, en
ocasiones se expresan también comoplazos absolutos, que se obtienen sumando
el tiempo de liberación y el plazo relativo.
El tiempo de respuestase define como el tiempo transcurrido entre la libera-
ción y la terminación de una tarea. Si bien es cierto que es suficiente que una tarea
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de tiempo minimice los tiempos de respuesta, como se verá másadelante.
Tomando en consideración las restricciones temporales y enparticular los pla-
zos de sus tareas, un sistema de tiempo-real puede sercrítico o no crítico. Un
sistema de tiempo-real crítico es aquél en el que al menos unade sus tareas tie-
ne plazos críticos. El requerimiento de que las restricciones temporales críticas
(plazos) de un sistema se cumplan debe ser verificado invariablemente introduce
muchas restricciones en el diseño e implementación de sistema de tiempo-real,
así como en la arquitectura de hardware y en el sistema operativo utilizado. Se ha
comentado ya que además de competir por el procesador las tare compiten en-
tre sí por otros recursos y esta contención introduce aún másrestricciones en los
sistemas críticos. Por esta razón, al llevar a cabo el análisis de la planificabilidad
de un conjunto de tareas debe definirse primero un modelo de sistema en el que se
establezcan las restricciones y suposiciones del conjuntode areas. En la siguien-
te sección se estudiarán algunos modelos de sistema y se describirá aquél en el
que se basa esta tesis. También se analizarán diversas políticas de planificación,
identificando las ventajas y desventajas de cada una de ellas.
2.2. Modelo de Sistema
El modelo general de un sistema de tiempo-real se muestra en la Figura 2.1, en
donde se observa que el sistema está conformado por un conjunto de aplicaciones,
procesadores y recursos. Entre ellos se encuentran loslg ritmosdeplanificación
y deacceso a recursosutilizados por el sistema operativo.
Cada aplicación de tiempo-real está formada por un conjuntoden tareasτ i :
τ = { τ i , i ∈ [1..n]}
Los parámetros más comúnmente utilizados [77][28] para carcterizar a las
tareas son el tiempo de cómputo, el plazo relativo y el periodo de activación.
El tiempo de cómputo tiempo de ejecución en el peor caso3, C, representa el
máximo tiempo de cómputo que requerirá la tarea para ejecutarse. Se dice que
una tareaτ tiene un plazoD si su ejecución debe completarse a más tardar en
un tiempoD. Por otra parte, el periodoP de la tarea representa la cantidad fija
de tiempo transcurrida entre dos activaciones sucesivas. Una tarea, por lo tanto,
puede estar caracterizada como:
τ i = {Ci , Di , Pi}
Una tareaτ tiene un tiempo de liberaciónr si su ejecución puede iniciar úni-
camente en el instante de tiempot ≥ r.
Para cada tarea periódicaτ i el tiempo de liberación está dado por:
3worst case execution time
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Figura 2.1: Modelo de Sistema de Tiempo-Real
ri = (j - 1) Pi
en dondej representa lajésimaactivación de la tareaτ i .
El tiempo de liberación de la primera instancia de la tareaτ i es llamadofase
de τ i , y se denota comoφi. Si φi = 0 significa que la primera instancia de la
tareaτ i es liberada en el instante cero.
El plazo absoluto de la tareaτ i está dado por:
di = ri + Di
El sistema de tiempo-real puede además estar formado porm recursos:
ρ = {ρi , i ∈ [1..m]}
Para muchos protocolos de control de acceso a los recursos, la característica
de mayor interés de cada recurso es el máximo tiempo de ejecución requerido
por las operaciones propias del recurso. Si alguna tarea hace uso de recursos debe
considerar en su tiempoC el tiempo de ejecución de peor caso de cada uno de los
recursos que utilice.
A las tareas les es asignado el procesador y los recursos de acuerdo a las polí-
ticas de planificación y acceso a los recursos definidas. Se hamencionado ya que
el módulo encargado de implementar estas políticas se le denominaplanificador.
También se hizo mención a que a la asignación de procesadoresy recursos a las
tareas se le conoce comoplan4. Los planes generados por el planificador deben
ser válidos, lo que significa que satisfacen las siguientes condi iones:
4schedule
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A cada procesador se le asigna un máximo de una tarea en cualquier instan-
te.
Cada tarea es ejecutada en un máximo de un procesador en cualquier ins-
tante.
Ninguna tarea es planificada antes de estar activa.
Tomando en consideración el algoritmo de planificación utilizado, el tiempo
total de tiempo de procesador asignado a cada tarea es igual as máximo o
actual tiempo de cómputo.
Todas las restricciones de precedencia y de uso de recursos se atisfacen.
Un plan válido es un plan viable si cada tarea cumple con su plazo. Un conjunto de
tareas es planificable de acuerdo a algún algoritmo de planific ción determinado si
este produce siempre un plan viable. Es importante destacarque la planificabilidad
es una característica del conjunto de tareas planificadas bajo alguna política y
no lo es tanto de la política de planificación en sí. Para evaluar el desempeño
de un algoritmo de planificación el criterio más utilizado essu habilidad para
encontrar planes viables siempre que tales planes existan.Se define a un algoritmo
de planificación como óptimo si es capaz de producir un plan vible siempre que
el conjunto de tareas sea planificable. De la misma manera puede decirse que si un
algoritmo óptimo es incapaz de generar un plan viable para unconjunto de tareas,
dicho conjunto de tareas no puede ser planificado por algún aloritmo.
Existen otros criterios [76] que pueden ser utilizados paraevaluar el desem-
peño de un algoritmo de planificación además del de planificabilid d expuesto
anteriormente: latardanza5, el retraso6, el tiempo de respuesta, y las tasasde
incumplimiento7, depérdida8 y de invalidación9.
La tardanzade una tarea se define como la diferencia entre su tiempo de ter-
minación y su plazo. Su valor será un número negativo si la tarea concluye su
ejecución antes de su plazo y positivo si lo hace después. Elretrasoes similar,
con la salvedad de que su valor sólo podrá ser un número positivo, lo que signifi-
ca que es cero si la tarea termina antes o en su plazo y positivosi ermina en un
tiempo posterior.
El tiempo de respuestade una tarea se mide desde el instante en que se activa
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esporádicas puede utilizarse este parámetro para evaluar el desempeño de algún
algoritmo de planificación. Así, cuanto menor sea el tiempo de respuesta promedio
de las tareas del sistema, mejor será el algoritmo. Si el sistma está compuesto de
una combinación de tareas críticas y esporádicas, la política de planificación a
utilizar pudiera ser una que garantice el cumplimiento de los plazos estrictos y
que minimice los tiempos de respuesta de las tareas esporádicas.
Un sistema de tiempo-real pudiera tolerar que algunas de sustareas no críticas
terminaran su ejecución después de sus plazos, mientras queotro pudiera descartar
todas aquellas tareas no críticas que incumplan su plazo. Para este tipo de sistemas
las tasasde incumplimiento, pérdidae invalidación resultan útiles. La primera
proporciona el porcentaje de tareas que concluyen su ejecución después de su
plazo, mientras que lat sa de pérdidarepresenta el porcentaje de tareas que no se
ejecutaron y su plazo se cumplió. Latasa de invalidaciónse calcula sumando las
tasas de incumplimientoy pérdida, y representa el porcentaje de todas aquellas
tareas que no produjeron resultados útiles.
Se ha hecho mención a que cada algoritmo de planificación debedisponer de
un test de viabilidad para verificar la planificabilidad del conjunto de tareas. Cada
test de viabilidad, a su vez, establece las suposiciones y restricciones en base a las
cuáles fue formulado. A este conjunto de suposiciones y restricciones se le llama
modelo de sistema.
El modelo de sistema sobre los que se desarrollaron los primeros t sts de via-
bilidad es conocido como elmodelo de tareas periódicas[77] y considera las
restricciones que se describen a continuación:
Todas las tareas críticas son periódicas.
Las tareas pueden ejecutarse en cuanto estén activas.
Los plazos son iguales a los periodos.
Las tareas son independientes ya que no comparten recursos,no existen de-
pendencias entre ellas, ni existen restricciones en sus tiempos de liberación
o de ejecución.
No existe sobrecarga en el sistema atribuible a cambios de cont xt o a la
planificación de las tareas.
Las tareas pueden ser expulsadas del procesador en cualquier instante.
Ninguna tarea puede suspenderse voluntariamente.
Es importante mencionar que se asume que los periodos y tiempos de cómputo de
las tareas periódicas del sistema son conocidos en todo moment . Tomando como
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base este modelo se han desarrollado una gran variedad de algoritmos de planifi-
cación que han mostrado tener un buen rendimiento. Por otra parte, no todos los
sistemas de tiempo-real cumplen con los requisitos arriba expuestos, pero para
poder analizarlos y verificar su viabilidad algunas consideraciones útiles pueden
hacerse. Por ejemplo, las tareas esporádicas consideradascomo críticas pueden
ser transformadas en periódicas usando su mínimo tiempo entre activaciones su-
cesivas como base. Las restricciones se han podido relajar amedida que la teoría
de planificabilidad ha evolucionado, permitiendo así el anáisis de sistemas más
complejos y la aparición de herramientas formales para su respectivo análisis. Sin
embargo el modelo de tareas periódicas representa un buen punto de partida para
estudiar con más detalle la planificación de tareas de tiempo-real. En el ámbito de
esta tesis se considerará el modelo de tareas periódico comobase y en algunos ca-
sos las restricciones cambiarán para representar modelos más co plejos. Algunos
parámetros importantes del modelo se describen a continuación.
SiendoPi el periodo de la tareaτ i , se tiene queH representa el mínimo
común múltiplo dePi para i = 1, 2, ..n. Al intervalo de tiempo de longitudH
se le denomina elhiperperiododel conjunto de tareas. El número máximo de





. Por ejemplo, la
longitud del hiperperiodo del conjunto formado por tres tareas con periodos 3, 5 y





es llamadafactor de utilización de la tareaτ i , y representa la
fracción tiempo de procesador utilizado por la tarea con tiempo de cómputoCi y
periodoPi . El sumatorio de los factores de utilización de las tareas deun sistema







Hasta el momento se han tratado los parámetros temporales dela tareas. Sin
embargo, existen otro tipo de parámetros que también son de interés para el mo-
delo del sistema y a los que se les conoce comoparámetros funcionales. Uno de
estos parámetros tiene que ver con la interrupción de la ejecución de una tarea.
Se dice que una tarea esxpulsable10 si su ejecución puede ser interrumpida para
permitir la ejecución de otra tarea. En contraste, una tareaesno expulsablesi debe
ejecutarse sin interrupción hasta completarse. En ocasiones, u a tarea expulsable
puede dejar de tener esa característica en ocasiones excepcionales, como cuando
entra en una sección crítica o ejecuta un manejador de interrupciones. Esta peque-
ña porción de código no puede serexpulsablepor que de otra manera se pone en
riesgo la integridad de los datos compartidos por varias tareas.
10preemptable
13
2.3. ALGORITMOS DE PLANIFICACIÓN
Antes de que una tarea sea expulsada del procesador, el sistema debe almace-
nar su estado y cargar en memoria el estado de la nueva tarea. Aestas acciones
se les denominacambio de contexto11 y a la cantidad de tiempo requerida para
llevarlo a cabosobrecarga de cambio de contexto. El modelo de tareas periódicas
supone que la sobrecarga de cambio de contexto es despreciable.
Otro parámetro funcional interesante está relacionado conla importancia que
tiene la tarea en el sistema, ya que para el sistema no todas son necesariamente
igual de importantes. Para diferenciarlas se utiliza un número entero positivo al
que se le llama laimportancia de la tarea. Entre mayor sea el número, mayor será
la importancia. Los términosprioridad y pesoson también utilizados para indicar
la importancia de la tarea.
Una vez que se ha descrito el modelo de sistema, sus característi as y la ter-
minología básica, se hará una revisión de algunas de las políticas de planificación
más importantes.
2.3. Algoritmos de Planificación
Los algoritmos de planificación pueden ser clasificados enestáticosy diná-
micos[20]. La planificación estática hace un cálculo previo del plan del sistema,
requiere de conocimientoa-priori de las características de las tareas y tiene la
ventaja de que se ejecuta con poca sobrecarga. La planificación dinámica, por otra
parte, determina el plan en tiempo de ejecución permitiendola implementación
de sistemas más flexibles que cuando se utiliza la planificación estática. La sobre-
carga atribuible a la planificación dinámica es mayor pero consiguen una mayor
utilización del procesador.
En un planificadorestáticotodas las decisiones de planificación se llevan a
cabo previo a la ejecución del sistema. Una tabla es generadacon l s decisiones
de planificación que serán utilizadas durante la ejecución.Esta tabla contiene el
plan estático que indica el instante de tiempo en que cada tare debe ser ejecutada,
de tal manera que el planificador sólo debe seguir las indicaciones de la tabla. Tan
sólo es necesario almacenar las actividades del hiperperiodo del conjunto de ta-
reas ya que estas se repetirán durante la ejecución del sistema. Como puede verse
esta clase de algoritmos dependen del conocimientoa priori de las características
y comportamiento de las tareas. La verificación de la planificabilidad utilizando
planificación estática debe llevarse a cabo durante la construcción del plan. Por
otra parte, este esquema funciona si todas las tareas son periódicas, por lo que no
puede utilizarse para sistemas conformados con tareas esporádicas o aperiódicas.
El tamaño de la tabla es un inconveniente adicional ya que pudiera ser excesi-
11context switch
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vamente grande. Además, están la escasa flexibilidad y el queel problema de
construir el plan estático sea NP-completo [46], lo que haceque la planificación
estática muestre muchas desventajas a pesar de que algunos autore la consideren
ventajosa [114].
Un planificadordinámicotoma las decisiones durante la ejecución del sistema
tomando en consideración las características de las tareasy l estado del siste-
ma. Los planificadores dinámicos más utilizados son losbasados en prioridades,
mientras que las prioridades de las tareas a su vez pueden serasignadas de manera
fija o dinámica. En la planificación dinámica se elige para ejecución a la tarea con
función de prioridad mayor de entre las que estén activas. Cuando la prioridad es
fija, su valor se mantendrá igual con respecto al resto de tareas durante la vida del
sistema. En el caso de las prioridades dinámica, el valor de la función de prioridad
podrá variar en relación con el resto de tareas dependiendo de la carga del sistema
en un instante determinado.
La planificación dinámica ofrece muchas ventajas sobre la estática ya que es
flexible y permite la implementación de sistemas más complejos.
2.3.1. Planificación dinámica con prioridades fijas
En el ámbito de la planificación dinámica con prioridades fijados algoritmos
tienen particular relevancia:prioridad a la tarea más frecuente(RM)12 y prioridad
a la tarea más urgente(DM)13. El algoritmo RM asigna a cada tarea una prioridad
inversamente proporcional a su periodo y asume que los plazos de las tareas son
iguales a sus periodos. Para ejemplificar el funcionamientodel algoritmo RM, en
la Figura 2.2 se muestra el cronograma de ejecución de un sistema formado por
tres tareas, utilizando el algoritmo deprioridad a la tarea más frecuente(RM).
Las tareas tienen los siguientes parámetros:T1 = (3, 1),T2 = (5, 2) y T3 = (8,
1), en donde el primer parámetro de las tareas representa su periodo y el segun-
do su tiempo de cómputo. Se supone que los plazos son iguales alos periodos y
que todas las tareas son liberadas en el instante creo. De acuerdo a la política de
planificación RM la tareaT1 es la más prioritaria mientras queT3 es la menos
prioritaria. En el instante 5 es liberada la segunda instancia deT2 y al no existir
alguna otra tarea activa en el sistema inicia su ejecución. Sn embargo, en el ins-
tante 6 la tareaT1 es liberada y al tener una prioridad mayor queT2 expulsa a esta
del procesador yT1 inicia su ejecución. Una vez queT1 concluye,T2 continúa
su ejecución en el punto en la que fue suspendida.
En [77] Liu y Layland demostraron que si se analizan lasfasesde las tareas de
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Figura 2.2: Ejemplo de un sistema planificado con el algoritmo RM
es, cuando el conjuntoτ i de tareas periódicas essíncrono(φi = 0 ∀1 ≤ i ≤ n).
A este instante en el que todas las tareas son liberadas simultáneamente se le
denomina elinstante crítico. Se demostró también que un conjunto de tareas es
planificable utilizando el algoritmo deprioridad a la tarea más frecuentesi todas
las primeras instancias de cada tarea cumplen con sus plazossi s n liberadas en
el instante crítico. El periodo de tiempo transcurrido entrel instante críticoy
la ejecución de todas las tareas es unperiodo de ocupación14, ya que en él el
procesador se mantiene ocupado procesando las tareas pendient s. Es importante
destacar que un instante crítico pudiera existir no sólo al inicio del sistema.
Tomando como base el concepto de instante crítico, se demostró también el
siguiente teorema:
Teorema 2.1
Un conjunto de tareasτ es planificable utilizando el algoritmo de prioridad a
la tarea más frecuente si:
Uτ ≤ n ( 2
1
n − 1 )
En el mismo artículo se mostró que lautilización del sistema en el peorcaso
está acotada en un rango que va desdeUτ = 0,83 paran = 2, hastaUτ =
0,693 en la medida en quen → ∞. Esto significa que la utilización máxima
del procesador bajo el algoritmo de prioridad a la tarea más frecuente es del 83 %
(n=2) y en el caso general puede decirse que es del 69 %.
14busy period
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El test anterior se basa en el número de tareas del sistema. Sin embargo, adi-
cionales tests de planificabilidad han sido propuestos posteri res a este basándose
en otros parámetros, como los periodos o la utilización de las tareas. En [65] se
mostró que un sistema en el que se generen de manera aleatoriatareas periódicas
puede ser planificable si la utilización del procesador es menor o igual a 0,88, pe-
ro este hecho no puede ser garantizado para todos los conjunts de tareas. En el
mismo artículo se propuso el siguiente test:
Teorema 2.2









proporciona el acumulado de demanda de procesador de las tare en el perio-





Li = min (0<t≤Pi) Li(t),
L = max (1≤i≤n) Li,
se tiene que:
1. τi será planificable, para cualquier valor de fase, utilizandoel algoritmo de
prioridad a la tarea más frecuente, si y sólo si Li ≤ 1.
2. El conjunto de tareasτ será planificable, para cualquier valor de fase, utili-
zando el algoritmo de prioridad a la tarea más frecuente, si ysólo si L≤ 1.
Puede observarse que la complejidad del tests anterior es pseudo-nominal. En
[63] el test se extiende para el caso en que los plazos de las tare sean menores o
iguales a sus periodos.
En [19] se propone un test llamadolímite hiperbólico15 que extiende los ante-
riores incluyendo recursos compartidos y servidores aperiódicos.
El algoritmo estático deprioridad a la tarea más urgenteasigna las prioridad
de las tareas de acuerdo a sus plazos relativos, de tal forma que entre menor sea
el plazo relativo mayor será la prioridad. Puede verse claramente que cuando los
plazos relativos de las tareas son proporcionales a sus periodos, los algoritmos
15hyperbolic bound
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DM y RM son idénticos. Cuando los plazos relativos son arbitrarios, el algoritmo
DM muestra un rendimiento superior al RM ya que en ocasiones produce planes
viables cuando el RM falla, mientras que el algoritmo RM falla en producir planes
viables cuando el DM también falla.
En [68], Leung y Whitehead generalizaron los resultados proporcionados por
Liu y Layland para el caso en que los plazos relativos de las tareas fueran meno-
res o iguales a sus periodos y demostraron que el algoritmo DMes óptimo para
el esquema de planificación basada en prioridades fijas, aunque no proporciona-
ron algún test de planificabilidad. Resultados similares furon obtenidos también
por Audsley en [11], quien propuso un test de planificabilidad p ra el algoritmo
DM. Lehoczky, en [63], proporciona también un test de planificabilidad para el
algoritmo de prioridad a la tarea más urgente.
2.3.2. Planificación dinámica con prioridades dinámicas
La planificación dinámica basada en prioridades dinámicas tene dos algorit-
mos significativos: el deprioridad a la tarea más urgente(EDF)16 y el deprio-
ridad a la tarea con menor holgura(LST)17. El algoritmo EDF asigna las priori-
dades de las tareas de acuerdo a sus plazos absolutos, siendomayor la prioridad
mientras menor sea el plazo absoluto. Por otra parte, el algoritmo LST asigna la
prioridad de las tareas de manera inversamente proporcional a la holgura de sus
activaciones. En el instante de tiempot, la holgurade una tarea se calcula restando
del plazod el tiempo de cómputox que le queda por ejecutar (holgura= d - t - x).
La Figura 2.3 muestra un ejemplo de tres tareas:T1 = (3, 1),T2 = (4,2) yT3
= (7, 1), planificadas utilizando la política EDF. El conjunto de tareas es síncrono
y los plazos son iguales a los periodos.
Al inicio del sistema (instante cero) las tres tareas son liberadas. En ese mo-
mento se ejecuta la tareaT1 debido a que es la de menor plazo y posteriormente,
en el instante 1, se ejecuta la tareaT2. En el instante de tiempo 4, la segunda ins-
tancia de la tareaT2 es liberada. En ese momento en el sistema existen dos tareas
activas:T2 y T3. De acuerdo al algoritmo EDF, la tareaT3 es más prioritaria
debido a que su plazo es menor que el deT2 y por lo tanto es ejecutada. Por otra
parte, en el instante 6 la tareaT1 es de nuevo liberada pero no se ejecuta inme-
diatamente ya queT2 tiene una prioridad mayor en ese momento. Como puede
observarse, y a diferencia de los algoritmos basados en prioridades fijas, en los
basados en prioridades dinámicas la prioridad de la tarea pude cambiar durante
la ejecución del sistema. En el ejemplo de la Figura 2.3, en elinstante cero la tarea
T1 es la más prioritaria pero en el instante 6 ya no lo es. Por otrapa te, y para
16Earliest Deadline First
17Least Slack Time First
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Figura 2.3: Ejemplo de tres tareas planificadas con la política EDF
Figura 2.4: Conjunto de tareas de la Figura 2.3 planificadas utilizando el RM
ilustrar de mejor manera la diferencia entre el algoritmo deprioridades dinámicas
EDF y el de prioridades fijas RM, en la Figura 2.4 se muestra el cronograma de
ejecución del mismo conjunto de tareas utilizado en la Figura 2.3 pero planificado
con el algoritmo RM. En el instante de tiempo 4 utilizando el algoritmo EDF la
tarea más prioritaria esT3 pues tiene un plazo menor, mientras que utilizando el
algoritmo RM la tarea más prioritaria esT2 ya que tiene un periodo menor que
T3. Utilizando el RM la tareaT3 no puede cumplir su plazo al no ejecutarse an-
tes del instante 7. Es interesante observar cómo el mismo conjunt de tareas es
planificable utilizando el EDF y no lo es con la política RM.
Los algoritmos EDF y LST son óptimos [37] [81] para planificartareasexpul-
sablesen un procesador, lo que significa que siempre que un conjuntode areas
pueda ser planificado de tal manera que cumplan siempre con sus plazos, entonces
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los algoritmos EDF y LST generarán planes viables para ese conjunt de tareas.
La ventaja que ofrece el EDF consiste en que no requiere conocer los tiempos de
ejecución de las tareas, como si lo requiere el LST.
La primera referencia a la característica dealgoritmo óptimodel EDF para
un conjunto de tareas periódicas síncronas fue hecha por Liuy ayland en [77],
quienes además demostraron que:
Teorema 2.3
Un conjunto de tareas periódicas síncronas es planificable con el algoritmo
EDF si y sólo si:
u ≤ 1
Esta condición es necesaria para todo algoritmo óptimo y es una condición
suficiente de planificabilidad bajo el algoritmo EDF. Trabajos posteriores demos-
traron que el EDF es óptimo para conjuntos de tareas no síncronas [60], o para
conjuntos de tareas con tiempos de liberación y plazos arbitr rios, y con tiempos
de cómputo arbitrarios y desconocidos por el planificador [37].
Dos conceptos son particularmente importantes al analizarla f ctibilidad de
un conjunto de tareas: lademanda del procesador18 y el factor de carga19 [105].
La demanda del procesador se centra en la cantidad de tiempo de cómputo re-
querido, con respecto a las restricciones temporales en un itervalo determinado
de tiempo, mientras que el factor de utilización es la máximafracción de tiempo
de procesadorposiblementedemandada por el conjunto de tareas en un interva-
lo de tiempo. Una gran cantidad de tests de planificabilidad han sido propuestos
utilizando los conceptos mencionados, por lo que a continuac ón se presentas sus
definiciones.
Para un conjunto de tareas y un intervalo de tiempo [t1,t2), la demanda del





Para un conjunto de tareas sufactor de cargaen el intervalo [t1,t2) es la frac-
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Spuri, en [103], demostró el siguiente test de planificabilidad:
Teorema 2.4
Un conjunto de tareas de tiempo-real es planificable utilizando el algoritmo
EDF si y sólo si
Uτ ≤ 1
Si bien es cierto que la condición anterior es necesaria paragarantizar la pla-
nificabilidad de un conjunto de tareas bajo cualquier algoritmo, la importancia del
teorema formulado por Spuri radica en el hecho de haber demostrad ser también
una condición suficiente para la planificabilidad de cualquier conjunto de tareas
bajo el EDF, a diferencia de lo demostrado por Liu y Layland y que era aplica-
ble sólo para conjuntos de tareas periódicas síncronas., y ala extensión hecha por
Coffman en [29] para conjuntos de tareas periódicas no síncronas. Por otra par-
te, Lung y Merril demostraron en [67] que las extensiones al modelo de tareas
periódico, como el considerar conjuntos de tareas no síncronas plazos menos o
iguales a los periodos convierten al test de planificabilidad en NP-completo. Tests
de planificabilidad más eficientes han sido propuestos por Barauh et. al [17] y
Ripoll et al. [91].
2.3.3. Servicio de tareas aperiódicas
Hasta el momento se ha considerado principalmente que el sist ma consta de
un procesador y un conjunto de tareas periódicas. Sin embargo no todos los sis-
temas de tiempo-real pueden modelarse utilizando tan sólo tareas periódicas. En
ocasiones algunas tareas se activan en respuesta a eventos externos o por que ocu-
rre alguna situación anómala, eventos que no ocurren necesariamente en tasas de
tiempo periódicas. Para representar de mejor manera a estossistemas es necesario
incluir a las tareas aperiódicas y esporádicas en el modelo de sistema . Se ex-
plicó que ambos tipos de tareas tienen tiempos de liberaciónirregulares y que la
diferencia entre ellas consiste en que los tiempos de liberación de las tareas es-
porádicas están acotados por un mínimo tiempo de liberaciónentre activaciones
sucesivas. Para poder analizar el modelo de sistema con tareas p riódicas y es-
porádicas algunas restricciones tienen que hacerse, como pr ejemplo al ancho de
banda de tiempo de cómputo requerido por la carga aperiódicapara que no ponga
en riesgo el cumplimiento de los plazos de las tareas periódicas críticas. Una de
los primeros en estudiar el tema fue Mok en [80], en donde presentó la noción de
tarea esporádica.
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Figura 2.5: Ejemplo del uso de Ejecución en Segundo Plano
Debido a que los tiempos de liberación de las tareasesporádicasno son cono-
cidosa priori, el análisis de planificabilidad se dificulta a menos que se limite a
un particular conjunto de instancias de las tareas. Puede considerarse que el peor
escenario ocurre cuando todas las tareas esporádicas son liberadas al mismo tiem-
po y con su tasa máxima de tiempos de liberación, de tal forma que se comportan
como si fuesen un conjunto de tareas periódicas síncronas. Eeste caso, el con-
junto de tareas esporádicas será planificable si y sólo si su equivalente conjunto
de tareas periódicas síncronas es factible [105].
2.3.3.1. Ejecución en segundo plano
Para el caso de las tareasperiódicasla gran mayoría de algoritmos de pla-
nificación buscan mejorar el desempeño del sistema basándose en tres enfoques
diferentes:ejecución en segundo plano20, consulta21 o basados en interrupcio-
nes22 [76]. De acuerdo a laejecución en segundo planolas tareas aperiódicas son
planificadas y ejecutadas únicamente cuando no hay tareas periódicas críticas por
ejecutar. Esta técnica es fácil de implementar y produce siempr planes válidos
pero retrasa los tiempos de respuesta de las tareas aperiódicas y del sistema en
general. La Figura 2.5 muestra la ejecución de un sistema condos tareas críticas
síncronas planificadas bajo el algoritmo EDF, mientras que las tareas aperiódicas
son planificadas con laejecución en segundo plano. Las tareas críticas tienen las
siguientes características:T1 = (2, 1) y T2 = (4, 1). En el instante 1 se libera
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ejecución en el instante 5, ya que es hasta ese momento cuandono existen tareas
críticas por ejecutar. De la misma manera, la segunda tarea aperiódica, liberada
en el instante 9, es ejecutada hasta el instante 13. Más adelante se mostrará la eje-
cución del mismo conjunto de tareas utilizando otra política de planificación de
tareas aperiódicas.
Para mejorar estos tiempos de respuesta puede utilizarse elenfoquebasado
en interrupcionesy que consiste en interrumpir la ejecución de las tareas periódi-
cas cuando alguna aperiódica es activada. Sin embargo, paraevitar que las tareas
críticas pierdan sus plazos es necesario cuidar que la ejecución de las tareas ape-
riódicas no ponga en riesgo a la correcta ejecución de las periódicas. Una manera
de hacerlo consiste en ejecutar las tareas aperiódicas usando los tiempos de hol-
gura de las tareas periódicas. A los algoritmos que hacen usode los tiempos de
holgura disponibles en el sistema se les conoce comoextractores de holgura23 y
han sido propuestos por Chettoet al.[28], Lehoczkyet al.[64] y Ripoll [89], entre
otros, como se estudiará a continuación.
2.3.3.2. Algoritmos extractores de holgura
El Algoritmo de Extracción de Holgura24 [64] [86] [87] es considerado óptimo
ya que minimiza los tiempos de respuesta de las tareas aperiódicas. Fue propuesto
como una mejora a los algoritmos de servidor diferido y servidor esporádico que
se estudiarán más adelante. En lugar de crear un servidor periódico para atender a
las tareas aperiódicas, en este algoritmo se crea una tarea pasiv llamada extrac-
tora de holgura. La tarea, cuando recibe alguna solicitud por parte de una tarea
aperiódica, intenta extraer el tiempo de cómputo disponible y no utilizado por las
tareas periódicas, sin poner el riesgo el cumplimiento de sus plazos. Para lograr
una planificación óptima de las tareas aperiódicas, el algoritm de extracción de
holgura utiliza una tabla, calculada antes de la ejecución del sistema, en la que
almacena el tiempo de holgura disponible por cada tarea crítica que se activa.
Debido a que las liberaciones de las tareas siguen el mismo patrón en cada hiper-
periodo, la tabla de holgura se calcula por cada liberación de las tareas aperiódicas
sobre el mínimo común múltiplo de los periodos de las tareas.Esta característica
restringe al algoritmo en gran medida ya que la holgura puedes r sólorobada
o utilizada de tareas que tengan plazos estrictamente periódicos y que no sufran
retrasos en sus tiempos de liberación25. Otra restricción es el que los tiempos de
cómputo deben ser fiables ya que el cálculo de la holgura de cada tarea depende
de la exactitud de su tiempo de cómputo.
23Slack Stealing
24Slack Stealing Algorithm
25no release time jitter
23
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Muchas de las limitaciones del algoritmo de extracción de holgura fueron
abordadas por Daviset al., quien propuso una versión dinámica del algoritmo
de extracción de holgura [32], y que calcula la tabla de holgura en tiempo de eje-
cución. Esta versión extiende el algoritmo estático para incluir características tales
como sincronización, o conjuntos de tareas periódicas con retrasos en sus tiempos
de liberación.
Ripoll et al. propusieron en [90] elAlgoritmo Extractor de Holgura Exacto
EDF (EESS), que está basado en el algoritmo EDF y que es óptimo al obtener
los menores tiempos de respuesta para las tareas aperiódicas. El EESS asigna
un plazo a cada tarea aperiódica para que sea planificada por el EDF como si
fuese una tarea periódica. El plazo asignado a las tareas aperiódicas es el menor
posible sin que ponga en riesgo la planificabilidad del sistema. Utiliza una tabla26,
calculada previo a la ejecución del sistema, para determinalos plazos de las tareas
aperiódicas. El algoritmo reclama el tiempo de cómputo no utilizado, para poder
obtener los menores tiempos de respuesta de la carga aperiódica.
Sin embargo, debido a la complejidad de los algoritmos extracto es de holgura,
es difícil su implementación.
2.3.3.3. Algoritmos basados en consulta
Los algoritmos basados enconsultautilizan un servidor de consulta27 [98]
que es una tarea periódica con parámetros {ps, es}, en dondeps representa el pe-
riodo del servidor yes su tiempo de cómputo. El servidor de consulta se ejecuta
periódicamente y es planificado de acuerdo al algoritmo utilizado para planificar
a las tareas periódicas. Cuando una tarea aperiódica es liberada se coloca en una
cola ordenada bajo alguna política específica, comoPrimera-en-Entrar-Primera-
en-Salir(FIFO)28. Cuando el servidor es ejecutado examina la cola de tareas ap-
riódicas y si está vacía suspende su ejecución inmediatamene. Pero si la cola no
está vacía entonces pone en ejecución a la tarea que encabecela cola, que a su vez
se ejecutara bajo la política de planificación de las tareas priódicas con periodo
igual aps. El servidor suspenderá la ejecución de la tareas aperiódicas cuando se
hayan ejecutadoes unidades de tiempo en el periodo o cuando la cola se vacíe, lo
que ocurra primero. A los servidores de consulta se les denomina también como
servidores periódicos, por su naturaleza periódica. Otra forma de nombrarlos es
comoservidores aperiódicosya que atienden la carga aperiódica de un sistema de
tiempo-real.
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es}. El parámetroes es llamadocrédito de ejecución29 o simplementecrédito. A
la razónus = esps se le conoce comotamaño del servidor. Se dice que el servidor
tiene tareas pendientes30 cuando en su cola existe al menos una tarea aperiódica.
Por otra parte, el servidor estáinactivo31 cuando la cola está vacía. El servidor es
elegiblesólo si tiene tareas pendientes y su crédito es mayor que cero. Cuando el
servidor se ejecuta consume su crédito a razón de una unidad de crédito por unidad
de tiempo y cuando el crédito es igual a cero se dice que el servidor estáexhausto.
Se han propuesto diferentes tipos de servidores aperiódicos ferenciándose entre
ellos en la manera en que el crédito cambia cuando el servidorestá inactivo. Si
un servidor puede conservar su crédito cuando encuentre vacía la ola de tareas
aperiódicas se dice que utiliza unalgoritmo de servicio preservador del ancho
de banda32. Este tipo de servidores son definidos por un conjunto de reglas de
consumo33 y reposición34. A continuación se presentarán algunos de losservidores
preservadores del ancho de bandamás importantes.
2.3.3.4. Servidor Diferido
El servidor diferido(DS)35 es el más sencillo de los servidores preservadores
del ancho de banda. Cuando el servidor diferido se activa y encuentra vacía la cola
de tareas aperiódicas, suspende su ejecución y conserva su crédito. Si al activarse
existe al menos una tarea aperiódica en la cola estas son ejecutadas con periodops
de acuerdo al algoritmo de planificación utilizado por las tareas periódicas. Si no
existen más tareas en la cola o el crédito se consume entoncesel servidor suspende
su ejecución hasta el siguiente periodo, en el que su créditovolverá a ser igual a
es. No se permite que el servidor acumule su crédito de periodo enperiodo, por
lo que su máximo valor será siemprees.
El servidor diferido puede ser utilizado en conjunción con algoritmos estáticos
y dinámicos. Para determinar la planificabilidad de un conjunto de tareas planifica-
das con el algoritmo de servidor diferido debe identificarsep imero algún instante
crítico para después llevar a cabo el usual análisis de demanda de tiempo. En el
caso de utilizar un algoritmo de planificación estática basad en prioridades (RM)
junto con el servidor diferido, Lehoczkyet al.en [66], Strosnide t al.en [109] y
Bini et al.en [19] han propuesto tests de planificabilidad.
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Figura 2.6: Ejemplo de un Servidor Diferido
ron un test de planificabilidad para un conjunto de tareas periódicas utilizando el
algoritmo EDF junto con el servidor diferido, al que llamaron servidor diferido de
plazo36.
El servidor diferido tiene como mayor limitación el que retrasa por un tiempo
superior a un periodo a las tareas de prioridad baja con el mismo periodo y tiempo
de ejecución. En la Figura 2.6 se muestra un caso extremo paraejemplificar el
funcionamiento del Servidor Diferido. El sistema contienetan sólo tareas aperió-
dicas y un Servidor Diferido para atenderlas. El servidor está caracterizado por
los parámetros (3, 1), en donde 3 representa su periodo y 1 su crédito. La tarea
aperiódicaA1, con tiempo de cómputo = 4 unidades, es liberada en el instante de
tiempo 1. Como no existe alguna otra tarea,A1 y se ejecuta una unidad de tiempo
desde el instante 1 hasta el instante de tiempo 2, en el que se con ume totalmente
el crédito del servidor. La tarea se suspende hasta el siguiente p riodo, que inicia
en el instante 3, en el que el servidor recarga su crédito al valor máximo y reanuda
la ejecución de la tarea aperiódica. La tarea concluye su ejec ción en el instante
10 a pesar de no existir alguna otra tarea en el sistema.
2.3.3.5. Servidor Esporádico
El servidor esporádico(SS)37 [102] [47] fue propuesto para superar la limita-
ción presente en el servidor diferido. Un conjunto de tareascompuesta por tareas
periódicas y aperiódicas puede ser planificable utilizandoel servidor esporádico
aún cuando el mismo conjunto no es planificable utilizando elservidor diferido.
La principal característica del servidor esporádico consiste en que su crédito no
esrepuestoa su máximo valor al inicio de cada periodo sino cuando ha sidocon-
sumido, lo que permite mejores tiempos de respuesta de las tareas periódicas al
reducir la capacidad de procesador que se desperdicia. Los instantes de tiempo
en los cuales la reposición del valor del crédito es llevada ac bo dependen de
las reglas de reposición utilizadas, ya que existen varias versiones de servidores
esporádicos, cada una con sus propias reglas de consumo y reemplazo. La pro-
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Figura 2.7: Ejemplo del Servidor Esporádico
estáticas hecha por Spruntet al. [102] contenía un defecto, discutido en [76]. Para
el caso de la planificación dinámica, las variantes del servido esporádicas desa-
rrolladas independientemente y conocidas comoservidor esporádico dinámico38
[104] y servidor esporádico de plazo39 [47], que se diferencian del servidor es-
porádico clásico en la manera de asignar la prioridad del servidor y que permite
la planificación de tareas aperiódicas en sistemas planificados por el EDF. Otra
variante del servidor esporádico, adoptada bajo la política de planificación PO-
SIX_SCHED_SPORADIC, ha sido propuesta por el Comité IPAS (POSIX) [54].
En la Figura 2.7 se muestra la ejecución del mismo ejemplo queen la Figura
2.6. En el instante de tiempo 1 la tarea aperiódica se ejecutay en el instante 2
consume el crédito del servidor. Sin embargo, se calcula un nuevo periodo y se
recarga el crédito inmediatamente, lo que permite que la tare periódica siga eje-
cutándose al no existir más tareas activas en el sistema. Como puede observarse,
las reglas de consumo y reemplazo del Servidor Esporádico permiten un mejor
tiempo de respuesta de las tareas aperiódicas.
2.3.3.6. Servidor de Ancho de Banda Total
El servidor de ancho de banda total(TBS)40 [104] es uno de los mecanismos
más eficientes para la planificación de tareas aperiódicas utilizando el algoritmo
EDF. El TBS asigna a cada tarea un plazo de tal manera que la carg total aperió-
dica nunca exceda el valor especificado porUs, que representa el factor de utili-
zación del servidor, o su ancho de banda. Cuando lakésimasolicitud de servicio
aperiódico se activa en el tiempot = rk, se le asigna un plazo:
dk = max (rk, dk−1) +
Ck
Us
en dondeCk es igual al tiempo de cómputo de la presente activación de la
solicitud de trabajo aperiódico. Por definición,d0 = 0. Una vez que el plazo ha
sido asignado, la tarea aperiódica es insertada en la cola detareas activas para ser
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2.3.3.7. Servidor de Ancho de Banda Constante
El servidor de ancho de banda constante(CBS)41 fue propuesto por Abeni y
Butazzo [2] para integrar servicios de reservación de recursos en sistemas planifi-
cados por el EDF. Un CBS se caracteriza por un créditocs, un plazods y un par
ordenado (Qs, Ps), en dondeQs representa el crédito máximo yPs el periodo del
servidor. La razónUs =
Qs
Ps
es llamada elancho de bandadel servidor. Cuando
una tarea aperiódica es liberada y atendida por el CBS, se le aigna un plazo igual
al plazo actual del servidor, que se calcula de tal manera queconserve su demanda
de acuerdo al ancho de banda reservada. Cuando el crédito es consumido y toma
el valor de cero es recargado a su valor máximoQs y el plazo del servidor se
incrementa en el valor del periodoPs reduciendo así la interferencia de las tareas
aperiódicas con las del resto del sistema. Al incrementar elplazo del servidor, se
permite que siga siendo elegible y que la holgura disponiblesea aprovechada. El
CBS es definido formalmente de la siguiente manera:
1. Un CBS se caracteriza por un créditocs y un par ordenado (Qs, Ps), en




denota el ancho de banda del servidor. En cada instante
existe un plazo fijo asociado con el servidor. Al inicio,ds, 0= 0.
2. A cada tarea atendida por el servidor se le asigna un plazo dinámicodi, j
igual al plazo actual del servidords, k.
3. Siempre que una tarea se ejecute, el créditocs se decrementa en la misma
magnitud.
4. Cuandocs = 0, el crédito del servidor es recargado en el valor máximoQs
y un nuevo plazo es generado:ds, k+1= ds, k + Ps.
5. Se dice que un CBS estáactivoen el tiempot si existen tareas pendientes,
e inactivosi no existen tareas pendientes.
6. Si estando el servidoractivo una tarea es liberada, se agrega a la cola de
tareas pendientes del servidor de acuerdo a alguna políticaarbitraria no ex-
pulsiva, comoprimero en llegar primero en salir.
7. Si estando el servidorinactivouna tarea es liberada, y sics≥ (ds, k - ri, j )
Us se genera un nuevo plazo para el servidords, k+1= ri, j + Ps.
8. Cuando una tarea concluye su ejecución y si existe alguna tare pendiente,
se atiende utilizando los valores actuales de crédito y plazo del servidor. Si
no existen tareas pendientes el servidor pasa a estadoin ctivo.
41Constant Bandwidth Server
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9. En cualquier instante, a cada tarea se le asigna el último plaz generado por
el servidor.
La Figura 2.8 muestra la ejecución de un sistema formado por dos tareas críticas
síncronas:T1 = (2, 1) yT2 = (6, 1), con plazos iguales a sus periodos y planifi-
cadas con la política de planificación EDF. El sistema está formado además de un
servidor de ancho de banda constanteSp = (1, 4), para planificar tareas aperió-
dicas. En el instante de tiempo cero las dos tareas críticasT1 y T2 y el servidor
Sp son liberados. De acuerdo a la definición del servidor de ancho de banda cons-
tante, el plazo del servidor en el instante cero,ds, 0, es igual a cero, y como no
existen tareas aperiódicas por atender su estado esinactivo. En el instante 1 se
libera una tarea aperiódica con un tiempo de cómputo igual a 1. Debido a que el
servidor está inactivo, al aplicarse la regla 7 de la definició del CBS se genera
un nuevo plazo,ds, 1. En el instante de tiempo 1 existen dos tareas activas en el
sistema:T1 y la tarea aperiódica, que se planifica también bajo el EDF pero con
los parámetros del servidor, a saber,ds, 1= 5 y cs = 1. Debido a que el plazo de
la tarea aperiódica (5) es menor que el deT2 (6), en el instante 1 se ejecuta la
tarea aperiódica. En el instante 2 se consume por completo elcrédito del servidor
e inmediatamente se recarga a su valor máximo, y se calcula unnuevo plazods, 2
para el servidor de acuerdo a lo establecido en la regla 4 de lafinición. Como
puede observarse en el ejemplo, la utilización del CBS permit un buen tiempo
de respuesta de la carga aperiódica sin poner en riesgo la ejecución de las tareas
críticas del sistema.
En un intervalo cualquiera de tiempoL, el CBS no demandará nunca un ancho
de banda superior aUsL, independientemente de la solicitudes de trabajo aperió-
dico existentes. Esta propiedad permite que el CBS sea utilizado como una estra-
tegia de reservación de ancho de banda para asignar una fracción de tiempo de
procesador a las tareas aperiódicas cuyo tiempo de cómputo pueda ser fácilmente
acotado. De esta manera, las tareas aperiódicas pueden ser planificadas junto con
tareas críticas sin afectar su garantíaa priori de planificabilidad, aún en el caso de
que la carga aperiódica sea superior a la esperada.
2.3.3.8. Algoritmos de reclamo42
Los servidores TBS y CBS presentan el problema de determinarco exactitud
el tamaño óptimo de su ancho de banda. Si es menor que el valor promedio soli-
citado las tareas aperiódicas tendrán un pobre tiempo de respuesta. Por otra parte,
si el valor del ancho de banda es mayor que el necesario, el sistema se ejecutará
de manera lenta y desperdiciará recursos. Una forma de resolver el problema de la
incorrecta determinación del ancho de banda es proporcionada por las técnicas de
42reclaiming algorithms
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Figura 2.8: Ejemplo de un Servidor de Ancho de Banda Constante
reclamación. En esta sección se estudiarán algunos de los algoritmos de reclamo
más importantes propuestos a la fecha.
CASH y GRUB
Una de las formas propuestas para resolver el problema de la incorrecta de-
terminación del ancho de banda es conocida comoalg ritmo de participación de
capacidad(CASH)43 [22]. El algoritmo CASH fue definido para trabajar con el
CBS y funciona de la manera que a continuación se describe. Cuando una tarea
termina su ejecución, si existe alguna capacidad residual,es insertada con su plazo
en una cola global de capacidades disponibles, la cola CASH,que está ordenada
por plazos. Cuando una tarea es ejecutada, el servidor intenta usar las capacidades
residuales con sus plazos si son menores o iguales al asignado por el servidor a
la tarea actual. Una vez que la capacidad residual ha sido consumida y si la tarea
no ha concluido su ejecución, entonces el servidor comienzaa utilizar su propia
capacidad. El principal beneficio de esta técnica radica en qu reduce el número
de cambios de plazos en el CBS, mejorando el tiempo de respuesta de las tareas
aperiódicas.
Otro algoritmo similar es el dereclamación ávida del ancho de banda no usa-
do (GRUB)44 [72], en el cuál cada tarea aperiódica es ejecutada en un servidor Si
distinto, cada uno con participación del procesadorU i y periodoP i . El algoritmo
GRUB es capaz de emular un procesador virtual de capacidadU i cuando ejecuta
una tarea aperiódica y utiliza la noción de tiempo virtual para forzar el aislamiento
entre las diferentes aplicaciones y para reclamar de manerasegura las capacidades
43CApacity SHaring
44Greedy Reclamation of Unused Bandwidth
30
2.3. ALGORITMOS DE PLANIFICACIÓN
Figura 2.9: Problema del CBS
sin utilizar generadas por las cargas periódicas y aperiódicas. Comparado con el
CASH, el algoritmo GRUB tiene una mayor sobrecarga pero un mejor d sempe-
ño.
IRIS
Un algoritmo que mejora al algoritmo GRUB con una menor sobrecarga que
el CASH es el algoritmo IRIS45 y fue propuesto por Marzarioet al.en [78]. Una
de las propiedades más interesantes del IRIS es que evita elenv jecimiento del
plazo46, aprovechando de mejor manera la capacidad disponible con una baja so-
brecarga. Para ilustrar este problema, en la Figura 2.9 se muestra la ejecución de
dos tareas aperiódicasT1 y T2, atendidas por los servidoresSi y S2 respectiva-
mente. En el instante de tiempota la tareaT1 es liberada, y debido a que es la
única tarea presente en el sistema, inicia su ejecución sin ser terrumpida. El cré-
dito del servidor se consume y recarga constantemente, provocando que el plazo
del servidorSi se incremente en cada recarga, extendiéndose de manera conside-
rable en el tiempo. En el instantetb se libera la tareaT2, y debido a que el plazo
del servidorS2 es menor que el deSi , la tareaT2 inicia su ejecución. Cuando
el crédito deS2 se consume es inmediatamente recargado y su plazo incrementa-
do. Sin embargo, debido a que el plazo deSi es mucho mayor por los constantes
incrementos sufridos,T2 continúa su ejecución inmediatamente, sólo hasta que
el plazo deS2 se hace mayor que el deSi , la tareaT1 puede ejecutarse. Debido
a este problema, los servidores no ejecutanQi por cada uno de sus periodosPi .
Usando el algoritmo CSB puede ocurrir que los valoresQi y Pi con los que real-
mente es planificado cada servidor sean diferentes a los inicialmente definidos, y
que dependan de los parámetros de el resto de servidores presntes en el sistema.
El algoritmo IRIS resuelve estos problemas.
El algoritmo IRIS, que se basa en el CBS, puede ser definido de la siguiente
manera:
45Idle-time Reclaiming Improved Server
46deadline aging
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1. Cada servidorSi está asociado a una tareaτ i y está caracterizado por un par
ordenado (Qi , P i), en dondeQi representa elcrédito máximoy P i el plazo
relativo,. La suma de los anchos de banda de los servidores,Qi
P i
, no podrá






2. Cada servidorSi mantiene:
a) un crédito actualqi, que se decrementa cuando cada tareat ndida
por el servidorse ejecuta;
b) un plazo del servidordi , que es utilizado al insertar al servidor en la
cola EDF del planificador del sistema;
c) un tiempo de recargari , que es usado para establecer el tiempo en que
el servidor recargará su crédito actual cuando haya sido consumido en
su totalidad.
3. Cada servidor puede estar en alguno de los siguientes estados:
Activo: la tarea atendida por el servidor está lista para ser ejecutada o
está en ejecución y el crédito es mayor que 0.
Recarga: la tarea atendida por el servidor está lista para ser ejecutada
pero el servidor está en espera de que se recargue el crédito que se ha
consumido en su totalidad.
Inactivo: no existen tareas por ser atendidas
4. El sistema mantiene:
una cola47 en la que todos los servidoresActivosestán ordenados por
plazo.
una cola48 en la que todos los servidores en estado deRecargaestán
ordenados por tiempo de recarga.
5. Cuando el sistema inicia todos los servidores están en estado deInactivos.
El crédito actual y el plazo relativo asociado con cada servido Si se actua-
lizan aplicando las siguientes reglas:
Si una tareaji,k se libera en el tiempot,
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◦ si t ≥ di − qi PiQi , entoncesqi = Qi y di = t + Pi ;
◦ si t ≤ di y qi = 0, el servidor pasa a estado deR cargay es
insertado en lacola de servidores en recargaconri = di ;
◦ de otra manera, el servidor pasa a estadoActivoy es insertado
de nuevo en lacola de servidores activosdel sistema con el
mismo crédito y plazo.
• si el servidor estáActivo o enRecarga, la tarea se almacena en
espera de ser atendida posteriormente.
Cuando una tarea atendida por el servidor se ejecuta porδ, qi = qi - δ.
Si el servidor estáActivo y y qi = 0, el servidor pasa a el estado de
Recargay el tiempo de recarga esri = di .
Si el servidor está en estado deR cargay t = r i , entonces el servidor
pasa a estadoActivo, qi = Qi y di = di + Pi .
Cuando la tarea concluye su ejecución,
• si existe alguna otra tarea pendiente, el servidor continúae esta-
do Activo;
• de otra manera, pasa a estadoInactivo.
Si en el tiempot no existen servidoresActivosy existe al menos un
servidor en estado deRecarga,
• siendoSi el servidor que encabece lacola de servidores en recar-
ga (el que tiene el menor tiempo de recarga), y siendoδ = ri - t;
para cada servidori en lacola de servidores en recarga, ri = ri -
δ;
• cada servidorSi en lacola de servidores en recargacon ri = t
es eliminado de lacola de servidores en recargae insertado en
la cola de servidores en activos; su crédito es recargado al valor
máximoqi = Qi y su plazo se hace igual adi = t + Pi .
Las dos principales diferencias entre los algoritmos IRIS yCBS son las siguientes.
Por una parte, el algoritmo IRIS establece explícitamente el iempo de recarga
ri de cada servidor, mientras que el CBS inmediatamente recarga el crédito del
servidor cuando se ha consumido. A esta característica se led nominatécnica
de reservación estricta49 [83], que consiste en suspender la ejecución de la tarea
aperiódica hasta el siguiente tiempo de recarga si el crédito del servidor se ha
consumido. Por otra parte, la segunda diferencia consiste en qu el algoritmo IRIS
contiene una regla para adelantar los tiempos de recarga de todos los servidores
49hard reservation technique
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Figura 2.10: Ejemplo del algoritmo IRIS
que se encuentren en estado derecarga, cuando ocurre algún instante de tiempo
en el que ninguna tarea se ejecuta50. Con esta modificación el algoritmo IRIS
reclamaeficientemente el tiempo no usado y lo distribuye entre los servidores
que lo requieran. La Figura 2.10 muestra la ejecución del conjunto de tareas de la
Figura 2.9, pero planificado utilizando el algoritmo IRIS. Como puede observarse,
se obtiene una mejor respuesta de las tareas aperiódicas y seevita l problema de
envejecimiento del plazo.
HisReWri
Bernatet al.propusieron en [18] un esquema llamadoReescritura de Historia
o HisReWri, para aprovechar el tiempo de cómputo no utilizado, llamadot mbién
tiempo de ganancia51 [10], en beneficio de otras tareas del sistema que pudiesen
requerirlo. El esquema tiene como objetivo el que todo tiempo de ganancia gene-
rado a un nivel de prioridadP i pueda utilizarse en niveles de prioridad cercanos
a P i y no en el segundo plano, mejorando así el tiempo de respuestad l sistema.
El esquema propuesto se utiliza en sistemas basados en prioridades fijas, y cada
tarea es planificada utilizando unservidor diferido. El periodo de cada servidor
es igual al periodo de la tarea que planifique, mientras que sucrédito es igual al
tiempo de ejecución en el peor casode la tarea.
HisReWri hace uso deltiempo disponible para ser compartido52 propuesto en
[22] pero de manera diferente, ya que el tiempo no utilizado por una tareaτi es
utilizado en beneficio de otra tareaτj , pero sin afectar el crédito de esta última.
Además, el algoritmo revisa la historia reciente de ejecución de las tareas, de
tal manera que el tiempo disponible pueda ser asignado a tareas que se ejecuten
previamente a la tarea donante, y sin que el tiempo de ejecución sea descontado
del crédito de la tarea que utilizó el tiempo de holgura. De esta manera se evitan
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lo necesite, pero ejecutándose al nivel de prioridad y con elcrédito de la tarea
donante. Así, la tarea beneficiada podrá disponer de suficiente t mpo de cómputo
para ejecutarse.
BACKSLASH
En [69], Lin y Brandt presentan cuatro principios generalespara una mejor
utilización de la holgura, y con base en ellos definen cuatro alg ritmos, siendo el
BACKSLASH el que cumple con los cuatro principios descritos, y de acuerdo a
los resultados obtenidos y presentados en su artículo, muestra una menor tasa de
pérdidas de plazo en las tareas aperiódicas, comparado con la mayoría de los algo-
ritmos estudiados hasta el momento. Puede decirse que el BACKSLASH es una
versión mejorada del HiReWri, y que ha sido diseñado para trab jar con sistemas
basados en prioridades dinámicas, particularmente con el EDF.
Los principios generales para una mejor utilización de la holgura son los si-
guientes:
1. Asignar el tiempo de holgura disponible tan pronto como sea posible, con
la prioridad de la tarea donante.
2. Asignar la holgura a la tarea que tenga la más alta prioridad (la de menor
plazo relativo, para el EDF).
3. Permitir que las tareas puedan utilizar holgura de sus futras activaciones ,
pero con la prioridad de la activación actual.
4. Asignar tiempo de holgura de manera retroactiva, a tareasque han usado
previamente holgura de sus propias activaciones futuras. Este principio per-
mite que una tarea pueda utilizar tiempo de holgura de otras tareas pero
sin que su crédito sea disminuido, ya que se considerará el crédito de la
tarea donante. Además, como en el HiReWri, es posible utilizar t empo de
holgura de tareas que aún no inician su ejecución y que han tenido tiempo
de holgura en activaciones anteriores, para lo cual es necesario mantener la
historiade ejecución de las tareas.
En el algoritmo BACKSLAH cada tarea es planificada utilizando unservidor ba-
sado en tasas53, que es conceptualmente similar al CBS. Para las tareas críticas, el
crédito de su servidor será igual a sutiempo de ejecución en el peor caso, mientras
que para las tareas no críticas el crédito será la media de susti mpos de ejecución.
Además, de manera similar al CBS, a cada servidor se le asignaun pl zodinámi-
co, y las reglas de recarga y consumo implementan los principios arriba descritos.
53rate-based server
35
2.3. ALGORITMOS DE PLANIFICACIÓN
2.3.4. Recursos Compartidos
En la sección anterior se extendió el modelo de tareas aperiódicas críticas para
incluir tareas esporádicas y aperiódicas. En esta sección se extenderá el modelo
para considerar la existencia de recursos compartidos.
Además de un procesador y de un conjunto de tareas, un sistemade tiempo-
real puede incluir también un conjunto dem recursos:
ρ = {ρi, i ∈ [1..m]}
Los recursos del sistema son asignados a las tareas de forma nexpulsiva y
usados de manera mutuamente exclusiva. Esto significa que cuando n recurso es
asignado a alguna tarea ninguna otra podrá utilizar ese recurso hasta que sea libe-
rado. Ejemplos de recursos son los monitores54, bloqueos de lectura/escritura55,
sockets de conexión, impresoras y servidores remotos. De cada recurso pueden
existirνi unidades.
Cuando una tarea necesita utilizar algún recurso ejecuta una operación deblo-
queo56 para solicitarlo. La tarea continúa su ejecución cuando le es otorgado y una
vez que ha concluido las operaciones sobre el recurso, lo libera con una operación
dedesbloqueo57. Al segmento que inicia con el bloqueo y termina con el desblo-
queo del recurso de le denominasección crítica. Se dice que dos tarease tán en
conflictoo que tienenconflictos de recursoscuando ambas requieren el mismo re-
curso. Dos tareas estáne contencióncuando una de ellas solicita un recurso que
ha sido asignado a la otra. El planificador siempre negará un recurso si no existen
suficientes unidades disponibles del mismo para satisfacerl solicitud.
Si el planificador niega un recurso entonces la operación de bloqueo falla, lo
que provoca que la tareas sebloqueey pierda el procesador, y permanecerá en ese
estado hasta que el recurso le sea asignado, en cuyo caso la tarea esdesbloqueada.
Un protocolo de control de acceso a los recursos58 es un conjunto de reglas
que determinan cuándo y en que condiciones cada solicitud derecursos es satisfe-
cha, así como la manera en que las tareas que solicitan recursos son planificadas
[76]. Los protocolos de acceso a los recursos se hacen necesarios y que una
incorrecta asignación de los mismos puede provocar anomalías en el sistema, pro-
vocados principalmente por no acotar o controlar el tiempo de bloqueo durante la
exclusión mutua. Dos de los problemas más comunes son los deinversión de la
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El problema de inversión de la prioridad está relacionado con la naturaleza
expulsivade algunas políticas de planificación. En sistemas que utilicen un me-
canismo de planificación expulsivo y basado en prioridades,una tarea activa debe
poder expulsar a otra e iniciar su ejecución inmediatamente, si iene una mayor
prioridad. Sin embargo, cuando se utilizan recursos compartidos, lo anterior no
siempre ocurre ya que una tarea de prioridad baja que se encuentre en una sección
crítica no podrá ser expulsada por una tarea de prioridad mayor mientras perma-
nezca en la sección crítica, si la tarea más prioritaria se bloquea al intentar acceder
a la misma sección crítica. La tarea más prioritaria se ve obligada a esperar a que
la tarea de menor prioridad libere el recurso. El principal problema radica en que
el tiempo en que la tarea prioritaria permanezca bloqueada debe e ser conside-
rado en el análisis de planificabilidad, ya que si el tiempo esmuy grande o no
acotado puede afectar a la planificabilidad del sistema. Parilustrar el problema
de la inversión de la prioridad, en la Figura 2.11 se muestra la ejecución de un
sistema formado por tres tareas,T1, T2 y T3, planificadas bajo el algoritmo EDF.
Las tareasT1 y T3 comparten el mismo recurso, cuyo acceso es controlado por
una sección crítica. En el instante 1 la tareaT3 es liberada y al ser la única tarea
activa en el sistema, se ejecuta inmediatamente. En el instante 3, la tareaT3 entra
en la sección crítica. Las tareasT1 y T2 son liberadas en el instante 4 y al ser
T1 la tarea de mayor prioridad en ese momento, inicia su ejecución expulsando
a T3 del procesador. Sin embargo, en el instante 6,T1 intenta acceder al recurso
compartido, pero debido a queT3 está dentro de la sección crítica,T1 se bloquea
y libera el procesador. En ese momento, las tareas activas nobloqueadas sonT2
y T3, y comoT2 tiene mayor prioridad, se ejecuta. Como puede observarse, l
tarea más prioritaria, en este casoT1, debe esperar a que concluya la ejecución de
una tarea de prioridad mediaT2. El tiempo durante el cual la tarea más prioritaria
permanecerá bloqueada dependerá del número de tareas de prioridad media acti-
vas en el sistema en ese momento, lo que provoca que el tiempo de bl queo no
sea controlado. Siguiendo con el ejemplo, la tareaT2 se ejecuta sin interrupción
hasta el instante 8, en el que concluye su ejecución. Es hastaentonces queT3
puede reanudar la suya, concluyéndola hasta el instante 9, que es cuando libera el
recurso. En ese momento,T1 puede por fin entrar en la sección crítica y ejecutar-
se, incumpliendo su plazo debido al largo bloqueo provocadopor la inversión de
prioridad.
A continuación se describirán algunos de los protocolos de acc so a los recur-
sos, y estudiaremos la manera en que evitan o controlan los problemas de inversión
de la prioridad y los interbloqueos.
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Figura 2.11: Inversión de Prioridad bajo el EDF
Figura 2.12: Ejemplo de Herencia de Prioridades bajo el EDF
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2.3.4.1. Protocolo de Herencia de Prioridades
El protocolo de herencia de prioridades(PIP)61 fue propuesto por Shaet al.
en [100] y es el más sencillo de los protocolos de acceso a los recursos. Funcio-
na con cualquier algoritmo expulsivo basado en prioridades, no requiere cono-
cimiento previo de las requerimientos de recursos de las tareas, no previene los
interbloqueos y si no ocurren interbloqueos el PIP garantizque ninguna tarea
es bloqueada de manera indefinida debido a que una incontrolada inversión de
prioridad no podrá ocurrir.
Cuando se utiliza este protocolo, se le llamaprioridad asignadaa la prioridad
que se le asigna a cada tarea de acuerdo al algoritmo de planificación utilizado
(RM, EDF, etc), yprioridad actualπl(t) a la prioridad con la cual la tarea se
ejecuta. La prioridad actual de una tareaτl puede ser cambiada a una prioridad
mayorπh de una tareaτh.
El protocolo PIP funciona de la siguiente manera. Todas las tareas periódicas
críticas del sistema son planificadas de acuerdo a la política de planificación ba-
sada en prioridades seleccionada. Cuando una tareaτi es liberada, su prioridad
actualπi(t) es igual a su prioridad asignada. Si una tarea solicita algúnrecurso
que se encuentre disponible, le es asignado. Pero si el recurso solicitado ha sido
asignado previamente a otra tarea, la que lo solicitó se bloquea. Si la tarea a la que
se le asignó el recurso tiene una prioridad actualπi(t) menor a la tareaπh(t) que lo
solicitó y está bloqueada, entonces la tarea que tiene el recursoheredala prioridad
actualπh(t) de la tarea bloqueada. Esto provoca que la tarea que usa el recurso
se ejecute a una prioridad mayor asegurando que la duración de la inversión de
prioridad nunca es mayor que la mayor sección crítica de la tare bloqueada.
Stankovicet al.en [105]. propusieron una versión del PIP para utilizarse con
prioridades dinámicas, particularmente bajo el EDF, llamadaHerencia de Priori-
dades Dinámicas(DPIP)62.
En la Figura 2.12 se muestra la planificación del sistema que se presentó pre-
viamente en la Figura 2.11, pero planificada utilizando el algoritmo de herencia de
prioridades bajo el EDF. En el instante de tiempo 2, la tareaT3 entra en la sección
crítica, y es expulsada del procesador por la tareaT1 en el instante 4. En el instan-
te 6, la tareaT1 intenta entrar en la sección crítica pero no puede hacerlo yaque
T3 aún está en ella, por lo que libera el procesador y se bloquea.Sin embargo, en
ese momentoT3 heredala prioridad deT1 y puede ejecutarse antes que la tarea
T2. CuandoT3 sale de la sección crítica en el instante 7,desheredala prioridad
deT1. En el instante 7,T1 puede entrar en la sección crítica y ejecutarse por ser
la tarea activa no bloqueada más prioritaria en ese momento.E el instante 10,T2
inicia su ejecución.
61Priority-Inheritance Protocol
62Dynamic Priority Inheritance Protocol
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Como puede observarse, el PIP no evita que la tarea más prioritaria sea blo-
queada por una tarea de prioridad menor, pero si garantiza que la duración del
bloqueo no será mayor a una sección crítica.
De las desventajas más importantes del PIP destaca el hecho dque no reduzca
los tiempos de bloqueo de las tareas al mínimo posible.
2.3.4.2. Protocolo de Techo de Prioridades
El protocolo de techo de prioridades(PCP)63 fue propuesto por Shaet al.en
[99] [100] como una extensión del PIP para prevenir los interbloqueos y reducir
los tiempos en los que las tareas permanecen bloqueadas. El PCP hace dos impor-
tantes suposiciones: que las prioridades de las tareas son fijas y que se conocen
a priori los recursos que utilizarán las tareas. Un nuevo parámetro es definido, el
techo de prioridadde cada recursoρi, representado porΠ(ρi) y que es igual a la
mayor prioridad de las tareas que usan el recurso. En cualquier instante, eltecho
de prioridad del sistemaΠ es igual al mayor de los techos de prioridad de los
recursos que estén en uso en ese instante. Si todos los recursos están disponibles,
el techo de prioridad esΩ, una prioridad inexistente inferior a la menor prioridad
de todas las tareas.
La prioridad actual de toda tareaτi cuando es liberada es igual a su prioridad
asignada. Si alguna tarea solicita un recurso que no está disponible, se bloquea. Si
el recurso está disponible, se le asigna si la prioridad actual de la tarea es mayor
que el techo de prioridad del sistema. Por otra parte, si la prioridad πi(t) no es
mayor que el techo del sistema, se le asignará el recurso a la tareaτi si y sólo si la
tareaτi tiene el recurso cuyo techo de prioridad es igual al techo delsistema, por
que de otra maneraτi se bloquea.
El protocolo detecho de prioridades dinámico(DPCP)64 fue propuesto por
Chen y Lin en [26] para adaptar el PCP cuando se utiliza al EDF para la pla-
nificación de tareas periódicas críticas. Por otra parte, Jeffay propuso en [57] el
algoritmo demodificación dinámica del plazo(DDM)65 como una alternativa más
sencilla al DPCP y que además contempla la compartición de recursos con tareas
esporádicas.
Los protocolos PIP y PCP se diferencian en que el primero es del tipo ávido66
mientras que el segundo no lo es. En el PIP todo recurso libre es asignado a la tarea
que lo solicite, a diferencia del PCP. Esta diferencia permit que el PCP evite los
interbloqueos y que reduzca el tiempo en que una tarea se bloquea, ue es cuando
mucho, equivalente a la duración de una sección crítica [100].
63Priority-Ceiling Protocol
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Debido a que el protocolo PCP, tal y como fue originalmente defini o por Sha,
Lehoczky y Rajkumar es complejo de implementar, se ha definido una versión
simplificada llamadaemulación del protocolo del techo de prioridadeso protoco-
lo de la mayor cerradura67 [58], adoptad por el Comité IPAS (POSIX) como la
política de sincronización POSIX_PRIO_PROTECT [54].
2.3.4.3. Protocolo de Recursos de Pila
El protocolo de recursos de pila(SRP)68 fue propuesto por Baker [12] pa-
ra acotar el fenómeno de inversión de la prioridad tanto en sistemas que utilicen
prioridades fijas como dinámicas. Baker detectó que bajo el EDF las tareas con
plazos relativos muy grandes pueden retrasarse pero no pueden expulsar a tareas
con plazos relativos pequeños. Una consecuencia de esta observación es que una
tarea no podrá nunca bloquear a otra con plazo relativo mayor. Por lo tanto, al
estudiar los bloqueos bajo el EDF es tan sólo necesario considerar los casos en los
que las tareas con plazos grandes bloquean a tareas con plazos relativos cortos.
Para utilizar el SRP es necesario definir losniveles de expulsión69 de las tareas de
manera que estén relacionados con sus prioridades pero sin ser exactamente igua-
les. Lo importante es que a mayor prioridad mayor sea el nivelde xpulsión. Por
ejemplo, para el EDF, una forma de definir los niveles de expulsión sería de ma-
nera inversamente proporcional a los plazos relativos de las tareas. Los recursos
tienen también su propio nivel de expulsión, que es definido de manera similar a
como se definen los techos de prioridad de los recursos en el PCP. Si se utiliza el
SRP en conjunción con el EDF, a cada tareaτi se le asigna una prioridad dinámica
pi de acuerdo a su plazo absolutodi y un nivel de expulsión estáticoπi inversa-
mente proporcional a su plazo relativo. A cada recurso se le asign un techo que
es igual al máximo nivel de expulsión de las tareas que utilizan el recurso. Existe
también un techo del sistema definido como similar al mayor delos techos de los
recursos utilizados en un instante dado. Bajo el SRP, no se permite que una tarea
inicie su ejecución hasta que su prioridad sea la mayor de entr las tareas activas y
que su nivel de expulsión sea mayor que el techo del sistema. Con esta condición
se garantiza que una vez que una tarea ha iniciado su ejecución no se bloqueará
hasta terminar de ejecutarse y por tanto sólo podrá ser expulsada por tareas más
prioritarias que no comparta recursos con ella. Otras características del SRP son
que evita los interbloqueos y que una tarea se bloquea como máximo por un in-
tervalo equivalente a una sección critica. Además, bajo el SRP no es necesaria la
utilización de colas de espera ya que una tarea nunca se bloquea durante su eje-
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Figura 2.13: Ejemplo del SRP bajo el EDF
que ahorra memoria si existen más tareas que niveles de prioridad relativa.
Siguiendo con el ejemplo utilizado anteriormente, la Figura 2.13 muestra la
ejecución del mismo sistema de la Figura 2.12, pero planificado ahora utilizando
el SRP. De acuerdo a la definición, el valor delnivel de expulsióndel recurso
compartido por las tareasT1 y T3 es igual a
1
7
, que es el valor del inverso del
plazo relativo deT1. En el instante de tiempo 1, en el que la tareaT3 es liberada,
el valor deltecho del sistemaes cero. Debido a que en el instante 1, el valor del
nivel de expulsióndeT3 es estrictamente mayor que el delt cho del sistema(
1
13
> 0), T3 inicia su ejecución inmediatamente provocando que el valordel techo
del sistemasea igual alnivel de expulsióndel recurso. En el instante 4 las tareas
T1 y T2 son liberadas y debido a que ninguna de las dos tiene un valor de nivel
de expulsiónmayor al deltecho del sistema, la tareaT3 continúa su ejecución. En
el instante 5 la tareaT3 concluye y el techo del sistematiene de nuevo el valor de
cero. De entre las tareas activas en ese momento,T1 es la más prioritaria y tiene
un valor denivel de expulsiónmayor que el deltecho del sistema, por lo que inicia
su ejecución sin ser bloqueada hasta concluir. Como puede observarse, la tareaT1
no inició su ejecución hasta que el recurso que requería estuvi e disponible. Esta
característica del SRP evita cambios de contexto innecesarios, lo que hace que el
protocolo sea mucho más eficiente y fácil de implementar.
2.3.4.4. Tareas aperiódicas con recursos compartidos
En algunos sistemas se hace necesario que tanto las tareas periódicas como las
aperiódicas compartan recursos entre si. En la sección anterior s estudiaron las
técnicas más comunes para planificar tareas críticas que utilic n recursos compar-
tidos. Sin embargo, la aplicación de ésas técnicas en sistema que incluyan tareas
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aperiódicas no es trivial. Si una tarea aperiódica consume scrédito de ejecución
dentro de una sección crítica no puede ser suspendida por quepondría en riesgo
la ejecución de las tareas críticas. En esta sección se estudiarán algunas de las
soluciones propuestas.
Uno de los primeros trabajos en abordar el problema fue hechopor Ghazalie y
Baker en [47]. En su artículo, se extendieron las definiciones de los servidoresdi-
feridoy esporádicopara que pudieran ser utilizados con planificadores dinámicos
como el EDF, y con recursos compartidos. Para los casos delservidor diferido, y
su versión dinámica llamadaservidor diferido de plazo, si se consume el crédito
del servidor en una sección crítica, se permite que el servidor incurra encómputo
en exceso70 al continuar su ejecución recargando inmediatamente su crédito lo ne-
cesario para salir de la sección crítica. Para garantizar que no se afecte la ejecución
de las tareas críticas del sistema al asignar más tiempo de cómputo que el asig-
nado inicialmente para la carga aperiódica, el crédito en exceso será restado del
crédito del servidor cuando sea recargado en el siguiente periodo. En los casos del
servidores esporádicoy del servidor esporádico de plazotambién se utiliza cré-
dito extra en las secciones críticas, de ser necesario. El crédito en exceso utilizado
en un periodo debe será descontado en futuras recargas del cré ito del servidor.
Kuo y Li, en [59], propusieron una extensión del modelo desistema abierto
presentado por Deng y Liu en [35] para planificar recursos compartidos. Un siste-
ma abierto es aquél en el que no es posible conocera priori las características del
sistema ni de sus tareas. En su artículo, Kuo y Liu proponen unmecanismo global
para la sincronización de recursos en un sistema abierto, basado en el uso de los
protocolos de sincronizaciónPCPy SRP, y delservidor esporádico.
Lipari y Buttazzo en [73] extendieron el algoritmo des rvidor de ancho de
banda total(TBS), al que integran el protocoloSRPpara abordar el problema de
la sincronización en presencia de tareas aperiódicas. En suprop esta, losniveles




La propuesta de Lipari y Butazzo considera además el reclamode tiempo de
procesador no utilizado cuando las tareas aperiódicas termin n antes.
Otra propuesta para servidores aperiódicos fue hecha por Caccamo y Sha en
[23], en la que proponen una extensión al algoritmo CBS de talmanera que se
conserven las principales propiedades del protocolo SRP y se permita así la com-
partición de recursos entre tareas aperiódicas. A esta nueva versión del CBS le
llamaronCBS-R. En el CBS-R, antes de que una tarea entre en una sección críti-
ca, debe verificarse que el servidor tenga crédito suficientepara ejecutarξi, que es
la duración de la mayor sección crítica de la tareaτi. Sics < ξi (tal queξi < Qs),
70overrun
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se recarga el crédito del servidorcs = cs + Qs y se genera un nuevo plazo.
Otro cambio con respecto a la definición original del CBS estarelacionado con la
manera de definir el plazo y el valor del crédito del servidor.En el CBS-R, cuando
una nueva tarea se activa y el servidor está inactivo, sics ≥ (ds − ri)Us el servi-
dor genera un nuevo plazods = ri + Ts y el crédito recargado al máximo valor
Qs. De otra manera, el servidor genera un nuevo plazods = max(ri + Ts, ds) y
el crédito serács = cs + (dnews − d
old
s )Us. Como puede observarse, para im-
plementar el CBS-R es necesario conocer la duración de la mayor sección crítica
de cada tarea.
Por otra parte, en [34], de Nizet al.proponen el uso de unnúcleo de recursos71
para abordar el problema de la sincronización ensistemas basados en reserva72.
Su propuesta hace una extensión de PCP al introducir el concepto d herencia
de reservabajo planificación estática. Una idea similar, pero para planificación
dinámica, fue propuesta por Lamastraet al.y se estudia a continuación.
Lamastraet al.en [61] y [74] proponen el algoritmo deherencia de ancho de
banda(BWI)73 para compartir recursos en un sistema abierto. Una de las princi-
pales motivaciones de esta propuesta es el de permitir la planificación de tareas
sin necesidad de conocer previamente los tiempos de ejecución de sus seccio-
nes críticas, que si que necesitan conocerse al utilizar algunos de los algoritmos
previamente estudiados. El BWI se propone como una extensión atural del PIP.
Básicamente el BWI modifica el funcionamiento del CBS al agrega l algunas re-
glas. Si una tarea aperiódicaτi se bloquea al intentar utilizar un recursoR que ha
sido asignado a otra tareaτj , entoncesτj se agrega a la lista del servidorSi . Si se
diera el caso en queτj esta bloqueada en espera de un recursoR’ entonces se sigue
la cadena de todas las tareas hasta que se encuentre una que noeste bl queada. De
esta manera, cada servidor tendrá más de una tarea por atender p ro sólo una de
ellas no estará bloqueada. Debido a que el PIP no evita los interbloqueos, deben
evitarse utilizando alguna técnica adicional, como imponiendo un orden sobre la
asignación de recursos. Cuando una tareaτj libera un recursoR, una de las ta-
reas bloqueadas enR deja de estarlo, por ejemplo,τi. El servidorSi deberá en
ese momento eliminar aτj de su lista. De la misma manera, todos los servidores
que agregaron aτj a sus listas deberán eliminarla y agregar aτi. Así como una
tarea hereda una prioridad en el protocolo PIP, usando el protocol BWI una tarea
aperiódicaτj “hereda” el servidorSi de la tarea más prioritariaτi bloqueada en el
recurso. Por otra parte, si una tarea aperiódica consume su crédito en una sección
crítica, se recarga el crédito a su máximo valor y se genera unnuevo plazo. Como
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después de consumir su crédito dentro de la sección crítica,τj puede ejecutarse
ahora en el servidorSj y consumir su crédito. En todo caso, la tarea se ejecutará
en el servidor con mayor prioridad (menor plazo) hasta salirde la sección crítica.
Debido a que la tarea se ejecuta bajo la política EDF, dependerá del plazo absoluto
del servidor usado, en relación con el plazo del resto de tareas, el que suspenda su
ejecución o la continúe con los nuevos valores de crédito y plazo.
En [95], Santoset. aldetectaron que una de las limitaciones del protocolo BWI
consiste en que el crédito del servidor bloqueado puede ser consumido por una ta-
rea de menor prioridad sin que le sea retribuido, lo que afecta la ejecución de las
tareas planificadas por él. Para solventar esta limitación,propusieron elAlgorit-
mo de Limpieza de Fondos74, en el que cada servidor lleva control del crédito de
otros servidores utilizados por sus tareas, para retribuirlo posteriormente en caso
de ser necesario. Además, en ciertos instantes de tiempo llamadossingulares, que
coinciden con el final de cadaperiodo de ocupación75 (busy period), los servido-
resolvidansus débitos y el sistema se reinicia al establecerse nuevos val res de
crédito y plazo para cada servidor.
Baruah, en [16], presentó una propuesta para utilizar políticas de planificación
tantoexpulsivascomono expulsivaspara sistemas de tiempo-real basados en el
uso de un procesador. La propuesta se basa en el hecho de que algunos estudios
demuestran que la mayoría de las secciones críticas en los sistemas de tiempo-real
son relativamente cortas [85], por lo que si son ejecutadas de manera no expulsiva,
mientras si se permita la expulsión fuera de las secciones críticas, se obtendrían
los beneficios de una mayor factibilidad y más sencillo acceso a recursos. La pro-
puesta supone el uso del EDF, limitando su capacidad de expulsión en las seccio-
nes críticas. El modelo de planificación considera el cálculo de los segmentos de
código más grandes, llamadoschunks, que pueden ser planificados de manera no
expulsiva. Una vez conocidos estos parámetros pueden ser utilizados para simpli-
ficar la planificación y reducir la sobrecarga, por una parte debido a que algunos
recursos compartidos serán requeridos por las tareas por una cantidad de tiempo
no mayor a sus parámetros no expulsivos, lo que permite un simplificado acceso
a los recursos al no permitir la expulsión en ellos. Por otra pa te, aún en ausencia
de recursos compartidos críticos, la planificación en tiempo de ejecución se sim-
plifica al conocer que una tarea que obtiene el acceso a un recurso se ejecutará por
una cierta cantidad de tiempo previo a ser quizás expulsada por otra tarea.
Como se puede deducir del estudio de la planificación de tareas de sistemas de
tiempo-real, se han propuesto una buena cantidad de políticas de planificación pa-
ra planificar sistemas con diversas características. Cada política presenta ventajas
y desventajas y el desarrollador de sistemas de tiempo-realdispone de alternati-
74Clearing Fund Algorithm
75intervalo en el que los servidores están ocupados sin interrupción
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vas para elegir la mejor política de acuerdo a las características del sistema. Sin
embargo, los estándares existentes, así como la mayoría de sistemas operativos
de tiempo-real desarrollados a la fecha, incluyen un númerouy limitado de las
técnicas y algoritmos presentados aquí. Uno de los estándares más importantes y
con mayor influencia, relacionados con tiempo-real, es el estándar POSIX. En el
siguiente capítulo se estudiará brevemente el estándar POSIX y en particular sus
extensiones de tiempo-real, con la finalidad de identificar cuáles de las técnicas de
planificación hasta el momento estudiadas han sido incorporadas al estándar.
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Capítulo 3
Estándares POSIX de Tiempo-Real
POSIX, laInterfaz de Sistemas Operativos Portátiles1 un conjunto evoluti-
vo de estándares que tienen como principal objetivo el de soportar la portabilidad
de las aplicaciones al nivel de código fuente. POSIX define una interfaz de siste-
ma operativo basado en el sistema operativoUNIX2. Es importante destacar que
POSIX no es una especificación sobre portabilidad a nivel de có igo binario sino
que define una serie deInterfaces para Programas de Aplicación(API’s) en las
que se especifica lo que los usuarios recibirán del sistema oper tivo.
A pesar de que originalmente se utilizaba para hacer referencia al estándar
IEEE 1003.1-1988,el término POSIX refiere más correctamente a una familia
de estándares relacionados: el estándar IEEE 1003.n y las partes del estándar
ISO/IEC 9945, en donden es un número que indica una parte específica del están-
dar. El término “POSIX” surgió para diferenciar al estándar1003.1 del resto de la
familia de estándares POSIX.
POSIX a ido evolucionando desde que fue propuesto y aprobadopor pri-
mera vez y muchos grupos pequeños se han formado para tratar áreas especí-
ficas del trabajo de estandarización, como lo han sido la basede funcionalidad
UNIX (1003.1), el conjunto de comandos (1003.2 o POSIX2) y las extensiones
de tiempo-real (1003.4 o POSIX4), entre otros. Con el paso del s años se han he-
cho adiciones y enmiendas al estándar en subsecuentes revision s. Por ejemplo,
el conjunto de comandos (POSIX.2) o las extensiones de tiempo-real (POSIX.4)
han sido incorporadas el estándar 1003.1 o POSIX, y por lo tant no existen como
tales. En esta tesis se utilizarán indistintamente los términos POSIX, POSIX.1 e
IEEE 1003.1 para referir al mismo conjunto de estándares.
1Portable Operating System Interfaces
2UNIX es una marca registrada porThe Open Group
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3.1. Breve historia de POSIX
Los trabajos de POSIX fueron iniciados por elgrupo de usuarios UNIX, cono-
cidos también como/usr/group, en un intento por integrar las interfaces de los
sistemasAT&T System Vy Berkeley CSGR. Este esfuerzo fue conocido comoThe
1984 /usr/group Standard[1]. Después de la publicación del documento en el que
presentaban sus resultados, el grupo decidió buscar reconocimiento del IEEE pa-
ra el estándar. En 1984 el grupo dio por terminadas sus actividades y muchos de
sus miembros se involucraron en los trabajos del Comité POSIX del IEEE de tal
manera que lo hecho anteriormente pudiera servir como la base de un estándar
internacional oficial. En Agosto de 1988 se aprobó dicho estándar como elIEEE
Standard 1003.1-1988, a Portable Operating System Interfac or Computer En-
vironments[50]. Ediciones posteriores de POSIX.1 fueron publicadas en 1990,
1996 y 2001.
La edición de 1990 fue una revisión de la publicada en 1988 y significó un
esfuerzo importante debido a que esta edición se convirtió en el stándar base
estable sobre el cuál futuras enmiendas fueron llevadas a cabo. Al mismo tiempo,
la edición de 1990 fue también aprobada como el estándar internacionalISO/IEC
9945-1:1990.
La edición de 1996 mantuvo intacto el texto básico y agregó enmi das pu-
blicadas como los estándaresIEEE Std. 1003.1b-1993, IEEE Std. 1003.1C-1995e
IEEE Std. 1003.1I-1995. Algunos de estos estándares están relacionados con sis-
temas de tiempo-real. La edición de 1996 fue también aprobada como un estándar
internacional, elISO/IEC 9945-1:1996.
En 1999 se llevó a cabo la primera gran revisión al estándar base después de
10 años de existencia y se acordó que los trabajos fueran coordinados por elAustin
Group, formado tanto por miembros delIEEE Computers Society’s Portable Stan-
dars Committee(PASC), como deThe Open Groupy del ISO/IEC Joint Techical
Committee. Los resultados fueron publicados en la edición de 2001 del estándar
IEEE 1003.1. Se decidió también publicar en documentos independientes los re-
sultados de otros proyectos que en ese momento estaban desarrollándose.
El grupoPASCfue formado en 1985 con el nombre deComité Técnico en
Sistemas Operativos3, bajo el auspicio delIEEE/SC4, y en 1992 fue designado
con su nombre actual.The Open Groupes un consorcio neutral mercadológica y
tecnológicamente5, que tiene como objetivo permitir el acceso integral a la infor-
mación, dentro de las empresas y entre empresas, con base en estándares abiertos
e interoperabilidad global.
Actualmente, el trabajo relacionado con los estándares POSIX se lleva a cabo
3Technical Committee on Operating Systems
4IEEE Standards Association Standards Board and IEEE Computer Society
5vendor-neutral and technology-neutral
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con la participación de dos grupos: elGrupo de Trabajo6 y el Grupo de Votación7.
El primero de estos grupos se reúne periódicamente y proponeestándares, que son
enviados al grupo de votación. El grupo de votación participa en la revisión formal
del estándar propuesto. Un estándar no es enviado para su aceptación alComité de
Estándares de la Asociación de Estándares del IEEE8 hasta que haya cumplido
los requerimientos de aceptación del grupo de votación. Actualmente, el grupo
PASC continúa con el desarrollo de la familia de estándares POSIX, promovien-
do la formación de grupos de trabajo y de votación, apoyando ycoordinado sus
actividades, de acuerdo a las políticas y procedimientos del IEEE/SC.
La edición más reciente del estándar se publicó el 30 de Abrilde 2004 y actua-
liza la edición de 2001 al incluir losTechnical Corrigendum 1(TC1) y Technical
Corrigendum 2(TC2). Este estándar ha sido publicado conjuntamente por el IEEE
y The Open Group. Al igual que las ediciones precedentes, la del 2004 es también
un estándar internacional. La publicación ISO/IEC se hizo el 18 de Agosto de
2003 bajo la denominación deISO/IEC 9945:2003. Este estándar define una in-
terfaz de ambiente y sistema operativo, incluyendo un intérprete de comandos y
un conjunto de programas de utilidades comunes para soportar la portabilidad de
las aplicaciones a nivel de código fuente. Está formado por cuatro componentes o
volúmenes:
1. El volumen deDefiniciones Básicas9 que incluye términos generales, con-
ceptos e interfaces comunes a todos los volúmenes del estándar, incluyendo
convenciones de utilidades y definiciones de encabezados delenguaje C
[51].
2. En el volumen deInterfaces de Sistema10 se incluyen definiciones para las
funciones y sub rutinas, servicios de sistema específicos para el lenguaje
de programación C, aspectos de lenguaje incluyendo portabilidad, manejo
y recuperación de errores [54].
3. Definiciones para la interfaz estándar a nivel de código fuente así como
de servicios de interpretación de comandos, se incluyen en el volumen de
Intérprete de Comandos y Utilidades11 [53].
4. El volumenInformativo12 contiene información histórica relacionada con
6Working Group
7Balloting Group
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Estándar Nombre
IEEE Std 1003.1b-1993 Extensiones de Tiempo-Real
IEEE Std 1003.1c-1995 Hilos (Threads)
IEEE Std 1003.1d-1999 Extensiones de Tiempo-Real Adicionales
IEEE Std 1003.1j-2000 Extensiones de Tiempo-Real Avanzada
IEEE Std 1003.1q-2000 Tracing
Cuadro 3.1: Estándares POSIX de Tiempo-Real
el contenido del estándar y la razón por la cual algunas características fue
incluidas o excluidas del mismo [52].
3.2. POSIX y Tiempo-Real
Debido a que las aplicaciones de tiempo-real también requieren de garantías
relacionadas con su portabilidad, elPASC Real-Time System Services Working
Group (SSWG-RT) ha desarrollado una serie de estándares que enmiendan el es-
tándar IEEE Std. 1003.1-1999 y el estándar de perfiles IEEE Std. 1003.13-1998.
Uno de estos estándares, llamado inicialmente IEEE Std. 1003. b-1993 o Ex-
tensiones de Tiempo-Real, define un conjunto de extensionesde tiempo-real al
estándar POSIX.1, como por ejemplo planificación basada en prioridades, memo-
ria compartida, señales de tiempo-real y temporizadores. Cabe recordar que todo
estos estándares y enmiendas han sido integrados a POSIX en la edición de 2004
y por lo tanto no existen más con sus nombres anteriores. Por ejemplo, el están-
dar IEEE Std. 1003.1b ha dejado de existir con ese nombre al ser incorporado a
POSIX bajo el nombre de Extensiones de Tiempo-Real.
El objetivo del SSWG-RT es el de “desarrollar estándares quesignifiquen
cambios o adiciones mínimas a los estándares POSIX para soportar la portabi-
lidad de aplicaciones con requisitos de tiempo-real” [6]. Los estándares relacio-
nados con tiempo-real y sistemas empotrados se listan en el Tala 3.1, en donde
se muestra el nombre del estándar original, aunque como se hadicho, han sido
incorporados bajo el nombre de POSIX. De estos estándares, ls Extensiones para
Tiempo-Real y el soporte de múltiples hilos en un proceso, son los estándares más
comúnmente implementados.
La definición de POSIX de tiempo-real para sistemas operativos es “la habi-
lidad del Sistema Operativo de proporcionar el nivel de servicio necesario para
acotar los tiempos de respuesta” [51]. Por medio de las Extensiones de Tiempo-
Real es posible agregar a POSIX los servicios necesarios para lograr un compor-
tamiento temporal predecible, especialmente en áreas tales como la planificación
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de tareas y procesos, señales de tiempo-real, administración de memoria virtual,
relojes y temporizadores, etc. Además, las Extensiones de Tiempo-Real facilitan
la programación concurrente para la sincronización de procesos, memoria com-
partida, comunicaciones síncronas y asíncronas, y colas demensajes.
Algunos de los servicios de las extensiones de tiempo-real de POSIX son:
Planificación Basada en Prioridades Fijas: POSIX no especifica política de
planificación alguna ni concepto de prioridad. Sin embargo,las Extensio-
nes de Tiempo-Real de POSIX definen políticas de planificación expulsivas
basadas en prioridades fijas con un mínimo de 32 niveles de prioridad. Si
dos procesos se activan y tienen diferentes valores de prioridad, se elijará
para ejecución al proceso con mayor prioridad. Se definen cuatro políti-
cas de planificación:SCHED_FIFO, SCHED_RR, SCHED_SPORADICy
SCHED_OTHER.
SCHED_FIFO es una estrategia basada en la política de “primero-en-entrar-
primero-en-salir” (FIFO). La política FIFO se aplica a procesos del mismo
nivel de prioridad. Cuando un proceso se activa es colocado al final de la
lista de procesos listos (del mismo nivel de prioridad). El proceso que en-
cabece la lista será ejecutado hasta que se complete o se bloqu e, en cuyo
caso será eliminado de la lista. A esta técnica de planificación se le conoce
también como “ejecución hasta terminar”13 o “ejecución hasta bloquear-
se”14. SCHED_RR es similar a SCHED_FIFO, con la diferencia de que en
un mismo nivel de prioridad una estrategia de paso de testigo15 es utilizada.
SCHED_OTHER se definió para que un implementador pueda utilizar al-
guna política de planificación propia16 mientras que SCHED_SPORADIC
se describe a continuación.
Política de Planificación de Servidor Esporádico: El servidor esporádico
(SS) es utilizado para planificar tareas aperiódicas en sistemas de tiempo-
real [102] [47]. Utilizando el servidor esporádico, una cierta capacidad aco-
tada de capacidad de cómputo es reservada para procesar los eventos ape-
riódicos al más alto nivel de prioridad. Una vez que esta capacidad de eje-
cución ha sido consumida, las tareas aperiódicas que no hayan concluido se
ejecutan en segundo plano, al menor nivel de prioridad.
Señales de Tiempo-Real: Las señales son un mecanismo básico de comu-
nicación asíncrona entre procesos. Las señales de tiempo-real mejoran el
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las aplicaciones. Las señales de tiempo-real son entregadas en orden, de tal
manera que puede utilizarse el número de señal como su prioridad. Además,
las señales contienen un campo extra de datos que puede ser utilizado por
parte de las aplicaciones para identificar la fuente de la señl. Otra de las
mejoras en las señales es que se colocan en unacola de señales pendientes
hasta que son entregadas, evitando así su pérdida.
Relojes y Temporizadores17: Los relojes de tiempo-real deben proporcionar
una resolución del orden de los nanosegundos. Los temporizad es se be-
nefician de esta alta resolución al poderse programar eventos más precisos.
Cuando un temporizador expira se genera una señal al procesoqu creó el
temporizador.
Colas de Mensajes18: Las Extensiones de Tiempo-Real proporcionan servi-
cios de paso de mensajes para la comunicación entre procesos. Est permite
que los mensajes sean colocados en una cola y que se pueda asociar un nú-
mero de prioridad a cada uno de ellos. El envío y recepción de mensajes
puede hacerse de manera asíncrona, y ya sea con bloqueo o sin este.
Memoria Compartida: La memoria compartida permite que se compartan
porciones de memoria física con una baja sobrecarga. Debidoa que los
procesos tiene espacios de direcciones independientes, con los servicios de
memoria compartida dos o más procesos puedenproyectar19 el mismo ob-
jeto de memoria. También los ficheros pueden ser proyectadosen e pacios
de direcciones de uno o más procesos.
Semáforos:Si se utiliza memoria compartida o ficheros proyectados20 se ha-
ce necesario un mecanismo de sincronización. Las Extensiones de Tiempo-
Real definen funciones para la sincronización basados en el uso desemáfo-
ros con contadores21. Los semáforos son un mecanismo de sincronización
común que permite el acceso a recursos compartidos de una manera mutua-
mente exclusiva.
Entradas y Salidas Asíncronas22: Los mecanismos dentradas y salidas
(E/S) asíncronas ofrecen la habilidad de solapar el procesamiento d la apli-
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las aplicaciones interactúen con el subsistema de entradasy salidas de for-
ma asíncrona. Si un proceso inicia una operación de E/S puedecontinuar
con su ejecución de manera paralela a la operación de E/S. Unavez que
la operación de E/S ha finalizado se envía una señal a la aplicación para
notificárselo.
Bloqueo de Memoria23: Cuando una aplicación necesita más memoria que
la existente, el sistema operativo mueve partes de memoria de algunas apli-
caciones a medios de almacenamiento secundario, como el disco duro. La
información almacenada en disco vuelve a la memoria del sistma cuando
es requerida de nuevo. Las técnicas que utilizan este tipo demecanismos
son lapaginación24 y el intercambio25. Sin embargo, cuando se utilizan es-
tos mecanismos, la administración de la memoria introduce in rtidumbre
en los tiempos necesarios para acceder a la memoria, ya que los accesos
al medio de almacenamiento secundario pueden no estar acotados. Para so-
lucionar este problema, POSIX ha definido elbloqueo de memoria, que
permite establecer que aplicaciones o partes de las aplicaciones no podrán
ser movidas de la memoria principal. Las técnicas de bloqueode memoria
eliminan esta impredecibilidad inherente al uso de la paginación y el inter-
cambio, y proporcionan una tiempo de respuesta acotado al llev r a cabo
operaciones en memoria. El bloqueo de memoria se define con respecto al
espacio de direcciones de un proceso. Idealmente, la cota o límite superior
será la misma que el tiempo requerido por el procesador para acceder a la
memoria principal, incluyendo cualquier cálculo de dirección o fallo de ca-
che26. Al utilizar el bloqueo de memoria se consigue determinismoen los
tiempos de respuesta.
3.3. Estándar de Perfiles de Entornos POSIX.13
Intentar incluir todas las características definidas por POSIX en un sistema
operativo pudiera no ser siempre lo más apropiado. Existen sistemas en los que
basta un subconjunto de las interfaces propuestas por POSIX, como en los sis-
temas empotrados de tiempo-real que tienen limitaciones deespacio y recursos.
El estándar de perfiles de entorno de POSIX o POSIX.1327 [55] se definió para
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Perfil Varios Procesos Hilos Sistema de Ficheros
PSE51 NO SI NO
PSE52 NO SI SI
PSE53 SI SI NO
PSE54 SI SI SI
Cuadro 3.2: Perfiles de Entornos de Tiempo-Real
racterísticas del estándar base que son necesarias para cadentorno particular de
aplicación. El estándar define cuatro perfiles de entorno de aplicación:
PSE51o Perfil de Sistema Mínimo de Tiempo-Real28: Desarrollado para
sistemas empotrados pequeños sinUnidad de Administración de Memoria
(MMU)29, sin discos o sistema de ficheros, y sin terminal. Tan sólo se per-
mite un proceso con múltiples hilos en ejecución.
PSE52o Controlador de Tiempo-Real30: Orientado para un controlador de
propósito específico, sin MMU pero con un disco conteniendo un sistema
de ficheros simplificado.
PSE53o Sistema Dedicado de Tiempo-Real31: Corresponde con sistemas
empotrados de gran tamaño, sin disco pero con MMU. Las aplicaciones
pueden beneficiarse de los mecanismos de protección de memoria y c mu-
nicación de red en este perfil.
PSE54o Sistema de Tiempo-Real de Propósito Múltiple32: Este perfil es-
ta orientado a grandes sistemas de tiempo-real con todas losservicios in-
cluidos, entre ellos con un ambiente de desarrollo, comunicaciones de red,
sistema de ficheros en disco, interfaz gráfica de usuario, entre otros.
El Cuadro 3.2 resume las características de los perfiles de entornos de tiempo-real.
Como se ha estudiado, POSIX ha definido un conjunto de estándares p ra
garantizar la portabilidad de las aplicaciones de tiempo-real. Sin embargo, en el
ámbito de la planificación de tareas, POSIX define tan sólo políticas basadas en
prioridades fijas. En el siguiente capítulo se estudiarán algun s propuestas para
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añadir flexibilidad a un sistema operativo en la planificación de tareas, y se es-





Planificación Definida por el Usuario
En el capítulo 2 se presentó el modelo de sistema a consideraren el ámbito
de esta tesis. Se estudió básicamente el modelo de tareas periódicas con un sólo
procesador y con la inclusión de tareas esporádicas y recursos compartidos. Por
otra parte, es importante destacar que no es el único modelo de sistema existente.
Shaet al.presentan en [97] una perspectiva histórica de la planificación de tareas
de tiempo-real desde la aparición del artículo de Liu y Layland [77] hasta la fe-
cha, así como otros modelos de sistema y una discusión de los rtos a los que se
enfrenta la planificación de tiempo-real.
Se han revisado ya diversas políticas para planificar sistemas con caracterís-
ticas específicas y se ha comprobado que la teoría de planificación ha madurado
lo suficiente desde la publicación del fundamental artículode Liu y Layland. Sin
embargo, la inmensa mayoría de sistemas operativos de tiempo-real ofrece ca-
si exclusivamente planificación basada en prioridades fijas[92], a pesar de que
se ha demostrado que la planificación basada en prioridades dinámicas permite
un mejor uso de los recursos disponibles [21] y que no todas las aplicaciones de
tiempo-real pueden ser planificadas satisfactoriamente utilizando exclusivamente
planificación basada en prioridades estáticas. Además, en el capítulo 3 se estu-
dió el estándar POSIX de tiempo-real y pudo comprobarse que define solamente
políticas de planificación basadas en prioridades estáticas.
Para agregar más políticas de planificación a un SOTR1 varias alternativas pue-
den seguirse. Una de ellas consiste en modificar el sistema oper tivo para agregar-
le nuevas políticas de planificación. La gran desventaja de esta alternativa radica
por una parte en que se hace necesario modificar la estructurainterna del sistema
operativo, una tarea que no es sencilla pues hay que programar el núcleo del siste-
ma operativo, invertir mucho tiempo e introducir la probabilidad de errores en el
código del SOTR. Por otra parte, es tan grande la cantidad de políticas de plani-
1Sistema Operativo de tiempo-real
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ficación disponibles que decidir cuáles de ellas incluir en un SOTR es difícil. Sin
embargo, a pesar de las dificultades ya explicadas, algunas adicionesa la medida
de políticas de planificación se han hecho utilizando SOTR existentes [13]. Estas
implementaciones se han hecho principalmente por motivaciones académicas.
Otra alternativa, estudiada recientemente, consiste en laimplementación de
planificadores sin la necesidad de integrarlos al núcleo delSOTR. En algunos ca-
sos, las nuevas políticas de planificación se implementan como módulos definidos
a nivel del usuario, que interactúan con el SOTR para planificr las tareas del sis-
tema de acuerdo a alguna política específica. Si los planificadores definidos a nivel
de usuario cumplen con las condiciones definidas en el capítulo 1, se dispondrá de
un modelo adecuado para agregar nuevos servicios de planificación a un SOTR.
En este capítulo se estudiarán los modelos existentes para la definición de
planificadores a nivel de usuario. De los modelos estudiados, se dará especial
atención a laPlanificación Definida por el Usuario compatible con POSIX, ya
que a juicio del autor es el modelo más completo de los propuestos a la fecha. Su
estudio permitirá identificar los aspectos en los que su interfaz puede ser mejorada
y extendida, así como determinar la mejor estrategia para suimplementación.
4.1. Planificación jerárquica de dos niveles
En [35], Deng y Liu propusieron un esquema jerárquico de dos niveles pa-
ra planificar en un sistema abierto, multitareas y uniprocesador, aplicaciones de
tiempo-real junto con aplicaciones que no son de tiempo-real. La definición de
sistema abierto fue presentada en la página 43. El modelo propuesto por Deng y
Liu permite que las aplicaciones sean planificadas de acuerdo a diferentes algo-
ritmos de planificación. La Figura 4.1 muestra la arquitectura de laplanificación
jerárquica de dos niveles. Las aplicaciones que no son de tiempo-real son ejecuta-
das por unservidor de ancho de bandatotal (estudiado en la sección 2.3.4.4). Las
aplicaciones de tiempo-real, dependiendo de sus características, pueden ser eje-
cutadas por unservidor de ancho de banda totalo por unservidor de utilización
constante[36]. Estos dos servidores son esencialmente iguales, con la diferencia
de que el primero es de tipoexpulsivo.
En el modelo, cada servidor mantiene una cola de tareas activas. Además,
cada servidor tiene asociado un planificadorefinido por el usuario, llamadopla-
nificador del servidor. En la Figura 4.1 puede observarse que el servidorS1 tiene
asociada el algoritmo de planificación RM, junto con el protoc l de herencia de
prioridades (PIP). Las políticas de planificación que se agrgan al sistema, junto
con sus respectivos servidores asociados, forman el primero de los niveles jerár-
quicos de la arquitectura. El segundo nivel está representado por el planificador
del sistema operativo, que mantiene a los servidores del sist ma, recarga el crédito
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Figura 4.1: Modelo de la Planificación Jerárquica de Dos Niveles
de cada servidor y establece sus plazos de acuerdo a las características de las apli-
caciones que ejecuten. Una característica interesante delplanificador del sistema
operativo es que planifica a los servidores activos utilizando el algoritmo EDF.
Un servidor está activo para ser ejecutado si su crédito es dif rente de cero y su
cola de tareas activas no está vacía. Cuando el planificador del sistema operativo
selecciona un servidor para ejecución, quien realmente se ejecuta es la tarea que
encabece su lista de tareas activas. Por otra parte, en el modo propuesto, el con-
trol de acceso a los recursos entre las aplicaciones se hace por medio delprotocolo
no expulsivo de secciones críticas(NPS2) [81].
Como se observa, en laplanificación jerárquica de dos nivelescada política
de planificación es controlada por un servidor. La razón radica en que el tiempo
total de cómputo del procesador es dividido entre las diferent s políticas exis-
tentes, que está representado en cada servidor por el valor de su crédito. De esta
manera, el análisis de planificabilidad se simplifica ya que basta con considerar
el máximo tiempo de cómputo asignado a cada planificador al hacer el análisis.
Si el conjunto de tareas, planificado bajo alguna política deplanificación determi-
nada, no utiliza más tiempo de cómputo que el asignado, será planificable y no
interferirá con la planificación de las tareas del sistema que utilicen una política
diferente. La idea de dividir el tiempo de cómputo total de unsistema, enporcio-
nesque serán asignadas a las aplicaciones, se basa principalmente en el algoritmo
2Nonpreemptable Critical Sections
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Figura 4.2: Modelo de planificación en Red-Linux
deCompartición General del Procesador(GPS3) [56], en el que las aplicaciones
de un sistema se les asigna una cantidad máxima de recurso (procesador principal-
mente) que podrán utilizar. A este paradigma de planificación se le conoce como
asignación proporcional de recursos4, y ha sido la base para el desarrollo de po-
líticas de planificación tales como elservidor de ancho de banda constante, entre
otros.
4.2. Marco de referencia general para la planifica-
ción
Wang y Ling, en [112], propusieron unmarco de referencia general de plani-
ficación, diseñado para integrar diversos paradigmas de planificación un sistema
operativo. En su propuesta, Wang y Ling establecen cuatro atributos de planifi-
cación con los cuales pueden implementarse, ya sea directamnte, o proyectando
sobre ellos algún otro atributo, cualquier algoritmo de planificación existente. Los
atributos son:prioridad, tiempo de inicio, tiempo de terminacióny crédito. Ade-
más, proponen la utilización de un planificador con dos componentes o niveles, de
manera similar al modelo de Deng y Liu presentado anteriormente. La Figura 4.2
muestra la estructura del planificador propuesto. El primercomponente, llamado
3General Processor Sharing
4proportional share resource allocation
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planificador de asignación5, determina el valor correcto de los cuatro atributos
asociados con cada tarea, de acuerdo a la política de planificación utilizada. Por
ejemplo, si se implementa la política de planificación RM, los parámetros que re-
cibe elplanificador de asignaciónson el plazo y tiempo de cómputo de cada tarea,
y con ellos puede determinar los valores detiempo de inicio, tiempo de termina-
cióny prioridad. Además, tomando en consideración a la política de planificación
implementada, elplanificador de asignacióndebe determinar laprioridad efec-
tiva de cada tarea. Si la política implementada es EDF, laprioridad efectivade
la tarea se determina utilizando el atributotiempo de terminación, de tal mane-
ra que la tarea con mayorp ioridad efectivaserá la tarea con menortiempo de
terminaciónabsoluto.
El segundo componente de la arquitectura se denominaplanificador de bajo
nivel6, que examina los atributos de planificación de cada tarea, selecciona de la
cola de tareas activas a la de mayorprioridad efectiva, y la ejecuta, tal y como lo
hace un planificador basado en prioridades. Es además responsable de planificar
todas las tareas de tiempo-real que han sido registradas en el pla ificador de asig-
nación, ya que las tareas que no son de tiempo-real son planificadas por el sistema
operativo nativo, que puede ser Linux.
En el marco de referencia general de planificación, el planificador de asig-
nación tiene la función de traducir cualquier política de planificación a algunos
de los cuatro atributos, y de determinar la función de evaluación para obtener la
prioridad efectivade cada tarea, tomando en consideración los atributos y la po-
lítica utilizada. Y una vez que se ha determinado la prioridad efectiva de cada
tarea activa, se coloca en la cola de tareas activas delplanificador de bajo nivel
para que sean ejecutadas en orden de prioridad. Esto significa que las políticas de
planificacióndefinidas por el usuariose implementan en elplanificador de asig-
nación,mientras que elplanificador de bajo nivelimplementa elmecanismopara
ejecutarlas en el procesador.
La propuesta ha sido implementada en RED_Linux [112], un sistema ope-
rativo de tiempo-real que utiliza el mecanismo de emulaciónde interrupciones
de RTLinux (que se explicará más adelante). En la implementación hecha en
RED_Linux, el planificador de asignaciónes un proceso que se ejecuta en el
espacio del usuario, mientras que elplanificador de bajo niveles un módulo del
núcleo.
La propuesta de Wang y Ling, a diferencia de la de Deng y Liu, noha sido
diseñada para soportar aplicaciones complejas que utilicen dif rentes políticas de
planificación simultáneamente. En cambio, está más orientada a proporcionar un
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Figura 4.3: Modelo de Herencia de CPU
ser utilizado en sistemas empotrados.
4.3. Planificación de herencia de CPU
En [42] Ford y Susarla presentaron laPlanificación de Herencia de CPU7, un
marco de referencia de planificación basado en la noción de herencia de priori-
dad, en el que threads arbitrarios actúan como planificadores de otros threads. En
el modelo, los threads llamadosplanificadoresdonan temporalmente tiempo de
cómputo (tiempo de CPU) a los threads que sean planificados por él. Los threads
que han recibido el tiempo de cómputo pueden a su vez donarlo aotr s threads,
formando una estructura jerárquica de planificadores. Cuando el thread que ha
recibido el tiempo de cómputo no lo necesita más, por que por ejemplo se ha
bloqueado, informa a su correspondientethread planificador, de tal manera que
el tiempo de cómputo pueda ser asignado a otro thread. El mecanismo básico de
planificación del modelo, llamadodespachador8, no necesita utilizar las nociones
de prioridad, utilización del CPU, relojes o temporizadores, ya que estas funcio-
nes se implementan en losthreads planificadoresi llegan a ser necesarias. Bajo
el modelo, cada thread es un procesador virtual cuyo propósito e el de ejecutar
instrucciones. Unthread planificadores un thread que pasa la mayor parte del
tiempo donando tiempo de cómputo a otros threads, llamadosthreads clientes.
Los threads clientesheredan parte de los recursos de cómputo de suthread pla-




4.3. PLANIFICACIÓN DE HERENCIA DE CPU
del sistema que tienen asignado tiempo-real de cómputo son lo threads planifica-
dores supervisores9. Los otros threads sólo pueden ejecutarse si se les ha donado
tiempo de cómputo. Existe unthread planificador supervisorpor cada procesador
del sistema.
A pesar de que todas las decisiones de planificación de alto nivel son tomadas
por losthreads planificadores, es necesario un mecanismo de bajo nivel para im-
plementar las primitivas de administración de threads. A ese mecanismo de bajo
nivel se le denomina eldespachador. Su función consiste en implementar los me-
canismos para bloquear y desbloquear threads, y para la donación de tiempo de
cómputo entre threads, sin llevar a cabo decisiones de planificación. Eldespacha-
dor no es un thread, sino que es el único componente que debe estarimplementado
en el núcleo del sistema operativo.
Cuando un thread se bloquea al intentar entrar en una seccióncrítica, dona
voluntariamente su tiempo de cómputo al thread que está en lasección crítica, en
un mecanismo similar a la herencia de prioridades, sólo que en est caso lo que se
hereda es el tiempo de cómputo.
En el modelo de laPlanificación de Herencia de CPU, se ha definido que debe
existir comunicación entre eldespachadory los threads planificadores,aunque no
se define la manera en que dicha comunicación debe llevarse a cabo. Por ejemplo,
si un thread clientese activa, eldespachadorinforma al correspondientethread
planificador que uno de sus thread que requiere tiempo de cómputo. Si algún
otro thread estaba en ejecución en ese momento, se expulsa del proc sador y se
ejecuta elthread planificador, que decidirá si el thread expulsado continúa con su
ejecución, o si algún otro thread se ejecutará.
Si más de una política de planificación es utilizada al mismo tiempo, el mo-
delo sugiere que todas ellas sean implementadas en un mismothread planifica-
dor, ya que se trata de evitar introducir la noción de prioridad en el despachador.
Sin embargo, para implementar diversas políticas usando más de un thread, dos
alternativas pueden usarse. Una de ellas consiste en definirun th ead planifica-
dor primario. Los threads planificadorestoman las decisiones de planificación
de acuerdo al algoritmo utilizado, y posteriormente donan su tiempo de CPU al
thread planificador primario. El thread planificador primarioinsertará a cadath-
read clienteen la cola de threads activos deldespachador, de acuerdo a algún
criterio de prioridad global predefinido.
La otra alternativa consiste en implementar undespachadorbasado en priori-
dades, para asignar a cadathread planificadorun nivel de prioridad y determinar
así cómo ordenar a losthreads clientesdentro de la cola de threads activos del
despachador.
El modelo ha sido extendido para trabajar con más de un procesador.
9root scheduler threads
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Figura 4.4: Arquitectura S.Ha.R.K.
4.4. Núcleo de tiempo-real crítico y no crítico
Gai et al., en [44], propusieron una arquitectura dinámica reconfigurable de
núcleo, llamadanúcleo de tiempo-real crítico y no crítico(S.Ha.R.K.10), diseñada
para una sencilla implementación, integración y evaluación de diferentes algorit-
mos de planificación. La principal motivación en su desarrollo es la de proporcio-
nar una plataforma para crear de manera rápida y sencilla prototi s de algoritmos
de planificación. La arquitectura de núcleo propuesta ha sido diseñada con el ob-
jetivo de mantener independencia entre los mecanismos del núcleo del sistema
operativo y las políticas de planificación y de acceso a recursos, así como inde-
pendencia entre las aplicaciones y los algoritmos de planific c ón.
La Figura 4.4 muestra la arquitectura del modelo propuesto.Para conseguir
independencia entre las aplicaciones y los algoritmos de planificación, así como
estos últimos y el núcleo, la arquitecturaS.Ha.R.K.se basa en el uso de unNú-
cleo Genérico, que no implementa alguna política de planificación, pero sidelega
las decisiones de planificación a entidades externas llamadsmódulos de planifi-
cación. De manera similar, el control de acceso a recursos se hace por medio de
los módulos de recursos. Esto significa que las políticas de planificación que se
agreguen al sistema deben estar implementadas en losmódulos.
El núcleo genéricoproporciona a los módulos los mecanismos necesarios para
10Soft and Hard Real-time Kernel
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llevar a cabo la planificación y administración de recursos,permitiendo que exista
una abstracción entre el sistema y los algoritmos que sean implementados. El
núcleo proporciona un conjunto de primitivas que pueden utilizar los módulos al
implementar alguna política de planificación.
Cadamóduloesta formado por un conjunto de datos y funciones con los cuales
se implementa la política de planificación. El modelo propone que exista también
independencia entremódulos, de tal manera que los algoritmos para planificar ta-
reas críticas se implementen en unmódulo, los de sincronización en otro, e inclu-
sive los algoritmos de servicio de tareas aperiódicas en unmóduloindependiente.
Para que pueda existir independencia entre las aplicaciones y los algoritmos
de planificación, la arquitecturaS.Ha.R.K.introduce el concepto demodelo. Cada
tarea del sistema solicita ser planificada con algún nivel decalidad de servicio
(QoS11), que está especificado por unmodelo. Cadamodeloes una entidad que
permite separar los parámetros de planificación de los parámet os deQoSrequeri-
dos por el núcleo. Losmodelosson descripciones de los requerimientos de planifi-
cación expresadas por las tareas. Existen dos tipos de modelos:modelos de tareas
y modelos de recursos. El primero de ellos expresa los requerimientos deQoSde
las tareas, que son especificados con un conjunto de parámetros. Por otra parte,
el modelo de recursose utiliza para definir parámetrosQoSrelacionados con un
conjunto de recursos que son utilizados por una tarea. Por ejemplo, unmodelo de
recursospuede especificar que un conjunto de recursos determinado será utilizado
por un thread por medio delProtocolo de Herencia de Prioridades.
Tanto tareas como modelos están compuestos por un conjunto de parámetros.
En el caso de las primeras, deben especificarse dos parámetros obligatorios en
toda tarea, llamadocriticalidad de la tarea12 y el identificador del modelo. Cada
modelo de tarea, por otra parte, está compuesto por un identificador, un conjunto
de parámetros obligatorios, y una secuencia de bits que sóloel módulo específico
puede interpretar. El modelo de recursos sólo contiene un parámetro obligatorio,
que es suidentificador.
La Figura 4.5 ilustra el proceso de creación de tareas. Cuando u a nueva tarea
se crea, la aplicación solicita al núcleo su creación, y le envía el correspondien-
te modeloespecificando los requerimientos deQoS. Un componente del núcleo,
llamadoproyector de modelos13, pasa elmodeloa algúnmódulosiguiendo una
política interna. Elmódulorevisa si puede proporcionar laQoSsolicitada, ya que
si no puede hacerlo entonces elproyector de modeloselecciona otromóduloy
repite el proceso. Cuando algúnmóduloacepta la tarea, convierte los parámetros






Figura 4.5: Interacción entre proyectores de Modelo y QoS
por un componente delmódulollamadoproyector de QoS14. En términos genera-
les, unmódulopuede tan sólo administrar un subconjunto demodelos, que no está
limitado por el núcleo.
Una vez que la tarea ha sido creada y asignada a algúnmódulo, cuando se re-
quiere tomar una decisión de planificación, el núcleo pregunta almódulocorres-
pondiente para que sea él quien tome la decisión de planificación, de acuerdo a la
información contenida en losmodelos. Por otra parte, cadamódulotiene asignada
una prioridad fija, que es utilizada por el núcleo al momento de atender o planifi-
car a losmódulos. El núcleo selecciona para ejecución, a la tarea que encabece la
cola de tareas listas de cadamódulo, de acuerdo a la prioridad de cadamódulo.
La arquitecturaS.Ha.R.K.define una interfaz que proporcionan losmódulos,
y que está compuesta por un conjunto de funciones, que son agrupadas en tres
clases:llamadas de nivel15, llamadas de tareas16 y llamadas huéspedes17.
El sistema propuesto, además, es compatible con el estándarPOSIX 1003.13
PSE52, que se estudió en la sección 3.3.
4.5. Vassal
Vassal es un sistema diseñado para agregar diferentes políticas de planifica-
ción a un sistema operativo. El modelo propone que las nuevaspolíticas se de-







Figura 4.6: Arquitectura del Planificador Cargado
de manera dinámica. El modelo fue propuesto por Candea y Jones [24], y ha sido
implementado en Windows NT, en donde cada nuevo algoritmo deplanificación
se agrega al sistema como un módulo del núcleo. La Figura 4.6 muestra la ar-
quitectura del modelo propuesto, y un ejemplo del sistema formado por cuatro
tareas y dos políticas de planificación, integradas como módulos. A pesar de que
el modelo ha sido definido para implementarse en cualquier sistema operativo que
permita cargar y descargar dinámicamente módulos del núcleo, su arquitectura es-
tán íntimamente relacionada con la arquitectura de WindowsNT. En este sistema
operativo, el núcleo contiene un despachador y no un planificdor. La diferencia
entre estos dos mecanismos consiste en que el primero asignael procesador a las
tareas, sin implementar alguna política de planificación, mientras que el segun-
do determina la siguiente tarea a ejecutar siguiendo algunapolítica establecida.
Cuando es necesario determinar alguna decisión de planificación, el despachador
invoca al módulo correspondiente para que sea él quien tome la decisión, para que
posteriormente el despachador la lleve a cabo. Como puede vers , la arquitectura
es similar a la de S.Ha.R.K, estudiada anteriormente. Sin embargo, algunas dife-
rencias interesantes existen en Vassal, ya que incluye una interfaz más completa
para comunicar a los elementos de un sistema. Cuando un módulo se carga al sis-





en donde el parámetrodecision_maker contiene la dirección de memoria
de la función que será invocada cuando sea necesario tomar una decisión de plani-
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ficación relacionada conscheduler. El parámetromessage_dispatcher , por
otra parte, contiene la dirección de la función que debe ser ejecutada para manejar
los mensajes que los threads envíen a su planificador.
Cuando una aplicación necesita comunicarse con su planificador, debe utilizar
la siguiente función:
MessageToScheduler (scheduler, buffer, buflen)
en donde el parámetrobuffer contiene el mensaje enviado ascheduler.
En ocasiones, un planificador necesita programar eventos futuros de planifica-
ción. Para hacerlo, la función que a continuación se presenta debe ser usada:
SetSchdulerEvent (scheduler,
performance_counter_reading)
el parámetroperformance_counter_readingrepresenta el instante de tiempo en el
que debe invocar ascheduler.
Windows NT utiliza una máquina virtual, llamadaCapa de Abstracción de
Hardware(HAL18) [94], que a su vez utiliza un temporizador con un parámetro
llamadoperformance counter, que es un valor de 64 bits que monotónicamente
se incrementa, y cuyo contenido puede ser conocido usando lafunciónQueryPer-
formanceCounter(). Como puede observarse, la arquitectura Vassal, así como su
interfaz, está totalmente orientada a la arquitectura de Windows NT, lo que limita
su portabilidad.
4.6. Planificadores Cargados Jerárquicos
En [88], Regehr y Stankovic propusieron un modelo para integrar diferentes
algoritmos de planificación de tareas no críticas a un sistema operativo de propósi-
to general, como Linux o Windows 2000. Los planificadores se agr gan al sistema
operativo comomódulos cargados19. Al modelo le llamaronPlanificadores Car-
gados Jerárquicos(HSL20), y está basado en la extensión deactivaciones del pla-
nificador21 [9]. Lasactivaciones del planificadores un mecanismo por medio del
cual una acción de planificación es ejecutada por un planificador implementado
en un thread y no por el núcleo. El núcleo tan sólo lleva un control de los espa-
cios de direcciones de los threads planificadores, e informade t les direcciones a
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Figura 4.7: Estructura del modelo HSL
Este mecanismo ha sido propuesto para agregar flexibilidad en planificación en
entornos multiprocesadores.
El modelo HSL ha sido posteriormente extendido por Abeni y Regehr en [3]
para integrar cualquier política de planificación, y no tan sólo para planificar tareas
no críticas.
HLS ha sido definido como un esquema jerárquico de planificación en el que
existen relaciones padre/hijo entre planificadores. Cada planificador sólo puede
comunicarse con suplanificador padre, con susplanificadores hijosy con la in-
fraestructura HSL.Las interacciones entre estos elementos se hace por medio de
una interfaz bien definida, llamada elAPI HSL. Un planificador hijopuede re-
gistrarse con unplanificador padre, solicitar que le asigne un procesador, liberar
un procesador que esté utilizando, y enviar mensajes a suplanificador padre, por
ejemplo, para solicitar un cambio de su valor de prioridad o plazo. Por otra parte,
un planificador padrepuede otorgar un procesador o revocar el uso del mismo, a
alguno de susplanificadores hijos. Las interacciones entre lainfraestructura HSL
y los planificadores ocurren cuando un planificador inicia suejecución o cuan-
do un temporizador, solicitado por un planificador, expira.Además, tal y como
se especifica en el mecanismo deactivaciones del planificador, cada planifica-
dor conoce en todo momento el número de procesadores que tiene asignados. Los
planificadores sólo pueden interactuar utilizando el API HSL.
Para proporcionar una interfaz uniforme, cada procesador del sistema es pre-
sentado como unplanificador supervisor HSL, que tiene algunas propiedades es-
peciales: cadaplanificador supervisortiene asignado tan sólo un planificador hijo
y nunca le revoca el procesador. De manera similar, cada thred d l sistema se
representa como un planificador base, que explícitamente otorga el procesador
cada vez que el thread se bloquea, y lo solicita en cada ocasión que deja de estar
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Figura 4.8: Arquitectura de Bossa
bloqueado. Los planificadoressupervisory baseforman un interfaz entre elHSL
backend22 y los planificadores que se cargan en el sistema. Obviamente,esta in-
terfaz es el API HSL, que es implementado por los planificadoressupervisory
base. La estructura HSL se muestra en la Figura 4.7.
El modelo HSL ha sido implementado en Windows 2000 [88] y en Linux [3].
Además, se ha construido un simulador para crear y probar rápidamente nuevas
políticas de planificación [3]. Sin embargo, los nuevos servicios de planificación
no garantizan el cumplimiento de las restricciones temporales de las tareas del sis-
tema, ya que el sistema operativo anfitrión (Linux o Windows)no es modificado
para tal fin. Los autores, por otra parte, justifican este aspecto manifestando que
“el problema de si los mecanismos del SO son capaces de soportar aplicaciones
de tiempo-real debe ser considerado de manera separada del probl ma de la im-
plementación de nuevos algoritmos de planificación, ya que existen soluciones al
primer problema”. Las soluciones a las que se hace mención han sido propuestas
por Goelet. alen [48].
4.7. Bossa
Bossa ha sido definido por sus creadores como un lenguaje paral desarrollo
de algoritmos de planificación [15] y como un marco de referencia para la im-
plementación de planificadores [62] [82]. Bossa define unLe guaje de Dominio
Específico(DSL23), que incluye abstracciones de alto nivel para que el desarrolla-
dor de planificadores no tenga que preocuparse por los detalles de programación
de bajo nivel. Bossa incluye también un compilador y verificador que optimiza
el código desarrollado, y que verifica la consistencia interna de la política y su
correcto funcionamiento, con respecto al comportamiento del núcleo. También
define un marco de referencia que administra la interacción entre un planificador
compilado con Bossa y el núcleo destino, a través de un intermediario llamado
Sistema de Tiempo de Ejecución(RTS24). Todas estas características de Bossa tra-






processBlock.* llamadas de E/S, manejadores de dispositivos
processUnlock.* manejadores de dispositivos, servicios de tiempo
processYield primitiva sched_yield()
clockTick manejador de interrupciones de reloj
processNew fork(), clone(), exec()
processEnd exit(), kill()
Schedule Sistema de Tiempo de Ejecución (RTS) de Bossa
Cuadro 4.1: Eventos Bossa
bajan en conjunto para permitir que un desarrollador pueda implementar e integrar
un planificador sin necesidad de tener conocimientos profund s de programación
del núcleo de un sistema operativo.
La Figura 4.8 muestra la arquitectura de Bossa. El núcleo delsist ma operativo
debe ser modificado para que cadapunto de planificación25 sea reemplazado por
una notificación de unevento Bossa. Cada punto de planificación se implemen-
ta como una colección de manejadores de eventos que son escritos en lenguaje
Bossa y traducidos a un fichero en lenguaje C por un compiladordedicado. Al
reemplazar las acciones de planificación de núcleo por notificac ones de eventos,
el RTS debe procesar cada notificación de evento Bossa, quiena su vez invo-
ca al manejador apropiado definido por la política de planificación. Los eventos
Bossa se organizan de manera jerárquica, de acuerdo a la función y la fuente del
evento. Por otra parte, el manejador invocado devuelve el estado del planifica-
dor, indicando si existe algún proceso en ejecución, o si exiten procesos listos
disponibles. Esta información es utilizada en la siguientenotificación del evento
bossa.schedule . El RTS solamente invoca almanejador bossa.scheduled
la política si el estado actual del planificador indica que noexiste algún proceso
en ejecución y algún proceso listo está disponible. De otra manera, si existe algún
proceso en ejecución, el RTS permite que continúe ejecutándose. Si no existen
procesos en ejecución o listos, el RTS ejecuta elbuc e inactivo del núcleo26.
El RTS es fijo y proporcionado por el marco de referencia. La política de plani-
ficación es proporcionada por el desarrollador e implementada utilizando el DSL
Bossa (lenguaje Bossa). Tanto el RTS como la política de planific ción compilada
se integran en el núcleo.






una colección de estructuras relacionadas con la planificación, que serán
utilizadas por la política
un conjunto de manejadores de eventos
un conjunto de funciones de interfaz, que permiten la interacción entre los
usuarios y el planificador
Además, para permitir la construcción de una planificación jerárquica, Bossa ha-
ce una distinción entrePlanificadores de Procesosy Planificadores Virtuales. Los
primeros, como su nombre lo indica, planifican a procesos, mientras que los se-
gundos planifican aPlanificadores de Procesos. El DSL Bossa incluye funciones
para definir ambos tipos de planificadores.
Cada política de planificación debe definir losatributosde cada proceso, en-
tre los que pueden considerarse el periodo, el plazo, etc. También, debe definir el
criterio de ordenaciónde los procesos, que será utilizado al momento de seleccio-
nar el siguiente proceso por ejecutar. Por ejemplo, al impleentar un planificador
EDF, elcriterio de ordenaciónserá el menor plazo.
El comportamiento del planificador será determinado por loseventos que sus-
criba. Por cada evento debe definirse el manejador que especificará las acciones
que serán ejecutadas cuando el evento ocurra. El Cuadro 4.1 muestra la lista de
eventos disponibles en Bossa, y las correspondientes entidades que los generan.
Se ha reportado que Bossa ha sido implementado en Linux y RTLinux.
4.8. Otras propuestas
Hasta el momento se han estudiado algunas de las propuestas para agregar po-
líticas de planificación a un sistema operativo publicadas al fecha. La mayoría
de los trabajos presentados han sido publicados antes que laplanificación definida
por el usuario de Aldea y González-Harbour, aunque también se han presenta-
do trabajos posteriores, como la extensión del HSL para tares críticas y Bossa.
Sin embargo, no son las únicas propuestas publicadas. Por ejemplo, Wolfe pro-
puso en [113] unservicio de planificación de tiempo-real para CORBA, llamado
RapidSched, que permite integrar diferentes políticas de planificación por medio
de diferentes implementaciones dels rvicio de planificación. Otra propuesta es
presentada en [70] y [71], en donde se implementa un mecanismo que permite la
definición de diferentes algoritmos de planificación en un segundo nivel jerárqui-
co de planificación. Sin embargo, estas propuestas quedan fuera del ámbito de la
tesis, ya que se aplican a modelos de sistema diferentes al utilizado aquí.
Analizando las propuestas estudiadas es posible encontraralgunas similitudes
entre ellas. En particular, algunas propuestas coinciden al integrar los algoritmos
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de planificación como módulosindependientesdel núcleo, y al definir algunain-
terfazpara la interacción entre los componentes del sistema, a saber: núcleo, polí-
ticas de planificación y aplicaciones. Sin embargo, la manera d implementar cada
nueva política de planificación es diversa, pues algunos autores proponen que se
integren como threads, mientras que otros proponen que se impl menten como
módulos cargados del núcleo. También, hemos podido comprobar una gran diver-
sidad en cuanto a las funciones que forman la interfaz de cadapropuesta. Además,
existen discrepancias en cuanto a la estructura del núcleo de sistema operativo,
pudiendo ser un despachador o algún planificador con un algoritmo específico.
El modelo para la planificación definida por el usuario, como se comprobará
a partir de la siguiente sección, presenta muchas ventajas en comparación con las
propuestas estudiadas. Por una parte, facilita la portabilid d de las aplicaciones al
ser definido de manera compatible con el modelo de planificación de POSIX. Su
implementación es directa en núcleos POSIX. Por otra parte,propone una interfaz
mucho más extensa y poderosa. Si bien es cierto que el modelo pu de mejorarse,
como se estudiará más adelante, representa una excelente alt rnativa para agre-
gar nuevos servicios de planificación a un sistema operativo. A continuación se
estudiará con detalle el modelo propuesto, su evolución, suimplementación en
RTLinux, así como las extensiones propuestas.
4.9. Planificación Definida por el Usuario Compati-
ble con POSIX
La implementación de sistemas de tiempo-real utilizando algún estándar y en
particular el estándar POSIX tiene muchísimas ventajas, yaque se dan garantías
de portabilidad y está presente en muchos sistemas operativos de tiempo-real. Sin
embargo, para el caso de la planificación de tareas nos encontramos con que PO-
SIX ofrece tan sólo planificación basada en prioridades estáticas. El modelo para
la planificación definida por el usuario permite agregar diferentes políticas de pla-
nificación a un SOTR y ha sido propuesto ante el PASC SSWG-RT para su consi-
deración como futuro estándar POSIX [5]. También se ha propuesto para que sea
integrado en el API de ADA [8] y ha sido implementado en RTLinux [111] [38] y
MaRTE OS [4]. Antes de presentar el modelo, se estudiará el funcionamiento del
planificador de un sistema operativo.
4.9.1. El planificador de un sistema operativo
Un sistema operativo puede ser definido como un sistema informático que ad-
ministra los recursos de un ordenador, y que además actúa como interfaz entre
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Figura 4.9: Transición demodo del usuarioamodo del núcleo
los usuarios y los recursos del ordenador [101]. Los recursos que un sistema ope-
rativo administra pueden ser: los dispositivos de Entrada/Salida, los ficheros, la
memoria, procesadores, procesos y tareas, etc. La gran mayoría de los sistemas
operativos modernos utilizan un mecanismo de operaciónbasado en interrupcio-
nes27. Si no existen procesos en ejecución, o dispositivos de Entrada/Salida por
atender, ni usuarios a quienes responder, entonces el sistema operativo se man-
tiene en un estado deinactividad, a la espera de algún evento. Generalmente los
eventos ocurren comointerrupciones, ya sea por la generación de una señal o ex-
cepción. Unaexcepciónes una interrupción generada por software y puede ser
causada por un error, cómo por ejemplo al intentar efectuar una división por cero.
También puede generarse una excepción cuando un programa deun usuario ha-
ce una solicitud de un servicio específico al sistema operativo. Estas solicitudes
se hacen a través de un mecanismo llamadollamada al sistema28. En el sistema
operativo existen rutinas específicas para atender cada tipo de interrupción y que
son ejecutadas por el núcleo ya que requieren del uso de instrucciones especiales
llamadasinstrucciones privilegiadas. Debido a que las instrucciones privilegiadas
tienen acceso al hardware del sistema, o a áreas restringidas de memoria, si no
son ejecutadas correctamente pueden afectar el funcionamie to de otros procesos
diferentes al que hizo la llamada al sistema.
Para garantizar un correcto funcionamiento del sistema operativo, existen dos
modos de operación, dependiendo de si se ejecuta código del usuario o código
del núcleo. Cuando se ejecuta alguna aplicación de usuario,el sistema está en
modo del usuario. Por otra parte, cuando se ejecuta código del núcleo del sistma
operativo, se está enmodo del núcleo, también llamadomodo privilegiado. Si una
aplicación del usuario requiere la ejecución de código que es parte del núcleo,
hace su solicitud a través de unallamada al sistema, como se ilustra en la Figura
4.9. Una vez que el núcleo ejecuta la función solicitada, retorna al sistema amodo
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Figura 4.10: Abstracción de un planificador
aplicaciones de los usuarios no ejecutan directamente instrucciones privilegiadas
y su ejecución es controlada por el sistema operativo, de talmanera que no afecte
el funcionamiento del sistema, o que lo afecte lo menos posible.
El planificador, como se ha estudiado ya, es un módulo del sistema opera-
tivo que determina la asignación de recursos entre los procesos o tareas activas
en un sistema, y que controla el acceso a los recursos compartidos entre las ta-
reas, como se muestra en la Figura 2.1 en la página 10. En un sistema operativo
de tiempo-real, los algoritmos implementados en el planificador deben garantizar
el cumplimiento de las restricciones temporales de las tareas. Por ser parte del
núcleo, su operación está tambiénbasada en interrupciones.
La Figura 4.10 muestra una abstracción de lo que es un planificador. Duran-
te el tiempo de ejecución de un sistema, formado por un conjunto de tareas y
recursos, se llevan a cabo solicitudes o interrupciones al planificador cuando se
generaneventosde planificación. Los eventos pueden ser generados por la expi-
ración de un temporizador, por ejemplo, armado por el mismo planificador, o el
evento puede ser generado por algún elemento externo, como un thread o proceso,
a través de unallamada al sistema. La expiración del temporizador puede generar
una señal que signifique que una tarea debe ser activada. En tal caso, se informa
al planificador para que lleve a cabo laaccióncorrespondiente. Internamente, el
planificador contiene un conjunto de sub módulos para atender cada evento es-
pecífico. En el caso de la tarea que se activa, el planificador pudiera agregar a
la tarea recién activada a la lista de tareas activas, que quizás esté ordenada por
prioridad, para posteriormente seleccionar a la tarea más prioritaria y asignarle el
procesador. Puede decirse que un planificador lleva a caboacci nesen respuesta
a eventosde planificación.
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Figura 4.11: Eventos y acciones en la planificación definida por el usuario
4.9.2. Propuesta inicial
Tomando en consideración la abstracción de un planificador,el modelo de la
planificación definida por el usuario propone que el sistema operativo mantenga
internamente el planificador POSIX basado en prioridades fija , y que se modifi-
que para que sea capaz de identificar cuando un evento de planificación está diri-
gido a él, o está dirigido a un planificador definido por el usuario. Si el evento está
dirigido a un planificador definido por el usuario, se le notifica para que lleve a ca-
bo las acciones necesarias, y para que determine las acciones que deberá ejecutar
el planificador del sistema operativo en caso de ser necesario. En la Figura 4.11 se
muestra un ejemplo de un evento solicitando la activación deun thread planificado
por un planificador definido por el usuario. El planificador del sistema operativo
recibe el evento y detecta que debe notificar al correspondiente planificador para
que decida el conjunto de acciones que deben ejecutarse. El planificador puede in-
sertar el conjunto de acciones en una cola, para que posteriorm nte el planificador
del sistema operativo las ejecute.
La propuesta inicial del modelo de la planificación definida por el usuario
especifica que los algoritmos de planificación sean implementados en los threads,
con la finalidad de proteger al sistema de un fallo causado porun planificador que
contenga errores. En otras palabras, los planificadores sonimplementados como
threads que se ejecutan en modo del usuario y se comunican conel núcleo por
medio de un conjunto de llamadas al sistema proporcionadas por el modelo. El
núcleo, a su vez, notifica al thread planificador cuando un eveto de planificación
se lleva a cabo. El núcleo notifica al planificador cuando algunos de los siguientes
eventos de planificación ocurren:
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Código del evento Descripción Inf. Adicional
POSIX_APPSCHED_NEW Un nuevo thread ha solicitado No
ser asignado a un planificador
POSIX_APPSCHED_TERMINATE Un thread ha terminado No
POSIX_APPSCHED_READY Un thread se ha activado No
POSIX_APPSCHED_BLOCK un thread se ha bloqueado No
POSIX_APPSCHED_YIELD Un thread ha cedido la CPU No
POSIX_APPSCHED_SIGNAL Una señal -ha sido aceptada Información
por el thread planificador de la señal
POSIX_APPSCHED_CHANGE_SCHED_PARAM Un thread ha cambiado sus No
parámetros de planificación
POSIX_APPSCHED_EXPLICIT_CALL Un thread ha invocado Mensaje
explícitamente a su planificador
POSIX_APPSCHED_TIMEOUT Un temporizador ha expirado No
POSIX_APPSCHED_PRIORITY_INHERIT Un thread ha heredado un Prioridad
valor de prioridad debido heredada
al uso de un monitor
POSIX_APPSCHED_PRIORITY_UNHERIT Un thread ha desheredado Prioridad
un valor de prioridad heredada
POSIX_APPSCHED_INIT_MUTEX Un thread ha solicitado la Puntero al
inicialización de un monitor monitor
planificado por el usuario
POSIX_APPSCHED_DESTROY_MUTEX Un thread ha solicitado la Puntero al
destrucción de un monitor monitor
POSIX_APPSCHED_LOCK_MUTEX Un thread ha invocado una Puntero al
operaciónlock a un monitor monitor
POSIX_APPSCHED_TRY_LOCK_MUTEX Un thread ha invocado una Puntero al
operacióntry lock a un monitor monitor
POSIX_APPSCHED_UNLOCK_MUTEX Un thread ha invocado una Puntero al
operaciónunlock a un monitor monitor
POSIX_APPSCHED_BLOCK_AT_MUTEX Un thread se ha bloqueado Puntero al
en espera de un monitor monitor
POSIX_APPSCHED_CHANGE_MUTEX_SCHED_PARAM Un thread ha cambiado los Puntero al
parámetros de planificación monitor
de un monitor
Cuadro 4.2: Eventos de la planificación definida por el usuario
77
4.9. PLANIFICACIÓN DEFINIDA POR EL USUARIO COMPATIBLE CON
POSIX
cuando un thread solicita serasignado a un planificador
cuando un thread sebloqueao activa
cuando un thread invoca a la operaciónyield
cuando un threadinvoca explícitamente a su planificador
cuando un threadheredao desheredaun valor deprioridad, debido a la
utilización de unmonitor29
cuando un thread efectúa unaoperación en un monitorplanificado por un
planificador definido por el usuario
El planificador debe ser capaz de detectar si alguna de las situ ciones arriba descri-
tas son experimentadas por alguno de los threads del sistema, y generar el evento
correspondiente al planificador definido por el usuario que planifique al thread
afectado.
Como es probable que el thread planificador no pueda procesarlos eventos
inmediatamente, estos deben ser almacenados en una cola orden da por una polí-
ticaPrimero en Entrar Primero en Salir(FIFO), hasta que puedan ser procesados
por el correspondiente planificador. Los eventos almacenados deben contener al
menos la siguiente información:
el código del evento
el identificador del thread que causó el evento
información adicional relacionada con el evento, por ejemplo:
• prioridad heredada o desheredada
• información relacionada con una señal
• el identificador de un monitor
• información específica del planificador
El Cuadro 4.2 muestra la lista completa de eventos que puedenser otificados
a un planificador definido por el usuario, así como su descripción e información
adicional que debe enviarse con el evento.
Cuando el planificador procesa los eventos almacenados en lacola, puede eje-
cutar una o varias acciones de planificación, que deben ser almacenadas en un
29mutex
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objeto detipo opaco30 para su posterior ejecución, ya que al igual que los eventos
no existen garantías de que las acciones se ejecuten inmediatamente. Las acciones
que puede ejecutar un planificador definido por el usuario son:
aceptar o rechazar a un thread que ha solicitado ser asignadoa un planifica-
dor
activar o suspender un thread
aceptar o rechazar la inicialización de un monitor planificado por el usuario
conceder el bloqueo de un monitor planificado por el usuario
El modelo incluye un conjunto de funciones que son utilizadas p ra indicar las
acciones de planificación que deben ser ejecutadas. Las acciones se especifican,
conservando su orden, en un objeto detipo opacoque en el modelo se define
como tipoposix_appsched_actions_t(definido en<sched.h>), que es incluido

















30su implementación no es visible para el usuario
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const pthread_mutex_t * mutex);
int posix_appsched_actions_addrejectmutex(
posix_appsched_actions_t * sched_actions,




const pthread_mutex_t * mutex);
A continuación se explica cada una de estas funciones:
posix_appsched_actions_init: el objeto especificado por sched_actionsse
inicializa, de tal manera que no contenga acciones por ejecutar. Después de
su inicialización, el número de acciones que contendrá el obj to será cero.
posix_appsched_actions_destroy: el objeto especificado porsched_actions
se destruye, de tal manera que quede sin inicializar. La única manera de que
dicho objeto pueda ser utilizado es inicializándolo.
posix_appsched_actions_addaccept: agrega la acción de aceptación de th-
read al objeto especificado porsched_actions, que servirá para notificar que
threadha sido aceptado por su thread planificador.
posix_appsched_actions_addreject: agrega la acción de rechazo de thread al
objeto especificado porsched_actions, que servirá para notificar quethread
ha sido rechazado por su thread planificador.
posix_appsched_actions_addtimedactivation: agrega la acción de activación
de thread al objeto especificado porsched_actions, que servirá para notificar
quethreadha sido activado para ejecución por su thread planificador.
posix_appsched_actions_addsuspend: agrega la acción de suspensión de th-
read al objeto especificado porsched_actions, que servirá para notificar que
la ejecución dethreadha sido suspendida por su thread planificador.
posix_appsched_actions_addacceptmutex: agrega la acción de aceptación
de monitor al objeto especificado porsched_actions, que servirá para noti-
ficar que el monitor identificado pormutexha sido aceptado su thread pla-
nificador.
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posix_appsched_actions_addrejectmutex: agrega la acción de rechazo de
monitor al objeto especificado porsched_actions, que servirá para notificar
que el monitor identificado pormutexha sido rechazado su thread planifi-
cador.
posix_appsched_actions_addlocktmutex: agrega la acción de bloqueo de
monitor al objeto especificado porsched_actions, que servirá para notifi-
car que el bloqueo en el monitor identificado pormutexha sido otorgado a
threadpor su thread planificador.
El conjunto de acciones es determinado por el thread planificdor y reportado al
sistema por medio de la funciónposix_appsched_execute_actions(). Esta función
es la más importante en la interfaz propuesta. Después de quel planificador ha
sido notificado de algún evento de planificación, determina el conjunto de accio-
nes que deben ejecutarse y las almacena en orden en el objetosch d_actions. Sin
embargo, las acciones no son ejecutadas sino hasta cuando seinvoca a la fun-
ción posix_appsched_execute_actions(). Con ella, el planificador puede ejecutar
la lista de acciones para suspenderse posteriormente en espra de que el siguiente
evento de planificación sea reportado al sistema. El prototipo de la función es el
siguiente, en la que el parámetrosched_actions, como se ha mencionado, contiene
la lista de acciones por ejecutar:
int posix_appsched_execute_actions(
const posix_appsched_actions_t * sched_actions,
const sigset_t * set,
const struct timespec * timeout,
struct timespec * current_time,
struct posix_appsched_event * even t);
Una vez que la lista de acciones se ejecuta, el planificador sesu pende hasta
que sea activado nuevamente por la ocurrencia de eventos de planificación. Pe-
ro también es posible programar la siguiente activación delplanificador, aunque
no existan eventos que lo activen. Una manera de hacerlo es prgramando untem-
porizador31 al siguiente instante deseado de activación del planificador. En este
caso, el parámetrotimeoutcontendrá el tiempo en el que el temporizador expirará
y activará al planificador. Además, el evento generado deberá contener el código
POSIX_APPSCHED_TIMEOUT como parte del parámetroevent. Otra manera
de hacerlo consiste en programar untemporizador POSIX32 que al expirar ge-
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Figura 4.12: Modelo para la Planificación Definida por el Usuario
señal debe pertenecer asety el evento generado deberá contener el código PO-
SIX_APPSCHED_SIGNAL como parte del parámetroevent.
En el parámetrocurrent_time, la función retornará el valor del tiempo de
acuerdo al reloj especificado en el atributocl ckid del planificador, como se ve-
rá más adelante, al estudiar la implementación del planificador definido por el
usuario.
Hasta el momento se ha dado una descripción general del modelo para la plani-
ficación definida por el usuario. Una descripción más detallad está representada
por la Figura 4.12. La estructura de planificación es del orden jerárquica, man-
teniendo alplanificador basado en prioridades fijas de POSIXen el nivel más
básico y colocando sobre él a los planificadores definidos porel usuario. Se men-
cionó que el modelo propone que los planificadores se definan como threads que
se ejecuten en modo del usuario. Sin embargo, el modelo no es restrictivo y per-
mite la ejecución de las políticas de planificación en el mododel núcleo. Por esta
razón, ya que el modo de ejecución de los planificadores puedeser de usuario, de
núcleo, o una combinación de ambos, al modo de ejecución de los alg ritmos de
planificación se le denomina en el modelo comodo del planificador definido
por el usuario.
De acuerdo a lo mostrado en la Figura 4.12, puede observarse que l modelo
hace una clasificación de los threads de la siguiente manera:
Threads planificados por el sistema33: Son aquellos threads planificados di-
rectamente por elplanificador basado en prioridades fijasdel sistema ope-
rativo. Son llamados también threadsregulares. Un planificador definido
por el usuario puede ser a su vez un thread planificado por el sist ma.
33system-scheduled threads
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Threads planificados-por-aplicación34: Son los threads planificados por al-
gún planificador definido por el usuario.
Threads planificadores35: Son threads que planifican a un conjunto de th-
readsplanificados-por-aplicación.
Para indicar que un thread esplanificado-por-aplicación, un nueva política de
planificación ha sido definida y propuesta para ser integradaal estándar POSIX,
llamada SCHED_APP. Los planificadores, por otra parte, deben definirse como
threads bajo la política SCHD_FIFO. Para especificar cuál esel planificador de un








Por otra parte, para especificar si un thread es un thread planificador o es un th-





en donde appschedulerstate puede tener alguno de los siguientes valores:
PTHREAD_REGULAR: indica que es un threadplanificado-por-aplicación
PTHREAD_APPSCHEDULER: indica que es unthread planificador
Si un thread es definido como thread planificador, una vez que ha sido creado
pueden establecerse algunas de sus propiedades:
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reloj utilizado: reloj usado para armar temporizadores37 POSIX
máscara de eventos: usada para determinar que eventos serán filtrados por
el sistema y por lo tanto no serán notificados al planificador
Para definir los atributos del planificador, la interfaz proporciona las siguientes
funciones:
int posix_appschedattr_setclock(clockid_t clockid);
int posix_appschedattr_getclock(clockid_t * clockid);
int posix_appschedattr_setflags(int flags);












const posix_appsched_eventset_t * set,
int appsched_event);
int posix_appschedattr_seteventmask(




const void * reply, int reply_size);
int posix_appschedattr_getreplyinfo(
void * reply, int * reply_size);
El primer grupo de funciones arriba descritas permiten establecer y conocer el
valor del atributoclock_id del planificador. Este tipo de reloj es el utilizado al
37timers
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determinar el valor decurrent_timey el parámetrotimeout, que retorna y usa, res-
pectivamente, la funciónposix_appsched_execute_actions(). El valor por defecto
declock_ides CLOCK_REALTIME.
El segundo grupo de funciones permiten establecer y conocerel valor del atri-
buto flagsdel thread planificador. Ningún valor es definido por defecto, lo que
significa que el parámetrotimeoutrepresenta un valorrelativo del intervalo tiem-
po, medido con el reloj especificado enclock_id. Por otra parte, si el valor de
flagses igual a POSIX_APPSCHED_ABSTIMEOUT, significa que el parámetro
timeoutrepresentará el tiempoabsoluto.
El tercer grupo de funciones permiten agregar, eliminar y cono er los eventos
de lamáscara de eventosdel planificador, que serán filtrados y por lo tanto no
serán notificados al planificador. El cuarto grupo de funciones permiten establecer
y conocer el valor de la máscara actualmente utilizada por elplanificador.
Finalmente, el último grupo de funciones permiten establecer y conocer el
valor del atributoreply del thread planificador. Con este atributo, un planifica-
dor puede enviar información a un threadplanificado-por-aplicaciónque la haya
solicitado a través de la funciónposix_appscched_invoke_withdata(), que se estu-
diará más adelante, cuando se presente la interfaz para threadsplanificados-por-
aplicación.
De la misma manera que los threads, los monitores del sistemapueden ser
clasificados en diferentes categorías:
Monitores planificados por el sistema: Son creados utilizando los proto-
colos de sincronización definidos en POSIX: sin herencia de prioridad38
, techo de prioridad inmediato39, o herencia de prioridad básico40. Estos
monitores podrán ser utilizados para compartir recursos entre los planifica-
dores definidos por el usuario, entre conjuntos de threadspl nificados-por-
aplicación, asignados a diferentes planificadores, e incluso entre un thread
planificador y los threads que planifique.
Monitores planificados por aplicación: Son monitores creados con el nuevo
protocolo PTHREAD_APPSCHED_PROTOCOL, propuesto por el mode-
lo. El comportamiento del protocolo es definido por el planificador, lo que
significa que el protocolo de acceso a los recursos es definidopor el usua-
rio. El núcleo notificará al planificador correspondiente cuando se haga una
solicitud de bloqueo (lock) en el monitor, una operación de lib ración del
bloqueo (unlock), o cuando algún thread se bloquee en esperade que el
monitor sea liberado. Cuando se solicita entrar en una sección rítica, el
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El modelo también ha definido una interfaz para los monitoresplanificados-por-
aplicación. El conjunto de funciones que la integran permiten definir y conocer
al thread que planifica al monitor, y también definir y conocersus parámetros de









const void * param,
size_t param_size);
int pthread_mutexattr_getappschedparam(
const pthread_mutexattr_t * attr,
void * param, size_t * paramsize);
También, existen funciones para que el monitor pueda almacenar y recuperar in-
formación específica y que utilice al implementar su política de planificación. Los
prototipos de las funciones son los siguientes:
int posix_appsched_mutex_setspecific(
pthread_mutex_t * mutex,




el parámetrovaluecontiene generalmente un puntero a un área de memoria que
contiene la información específica del monitor.
La propuesta inicial del modelo incluye una interfaz extensa para threads pla-
nificadores y threadsplanificados-por-aplicación. Con la finalidad de evitar ser
repetitivo, el resto de la interfaz será estudiada cuando sepresente la nueva ver-
sión del modelo. Más adelante se presentará un ejemplo completo de la imple-
mentación de un planificador definido por el usuario utilizando la versión original
del modelo. Sin embargo, para poder comprender mejor las diferencias esenciales
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con el nuevo modelo, en el Ejemplo 1 se presenta del pseudocódig de un planifi-
cador definido por el usuario. Es importante aclarar que no esla única manera de
construirlo. En el ejemplo mostrado, el código es ejecutadopor el thread planifica-
dor. Después de que el planificador ha sido creado y ha ejecutado sus operaciones
de inicialización, se suspende a la espera de la llegada de eventos de notificación.
Cuando algún evento ocurre, el thread planificador es activado p ra que determine
las acciones que deben ejecutarse. Posteriormente, decideel s guiente thread a eje-
cutar de entre los threads que planifique, y ejecuta el conjunto de acciones previa-
mente determinadas utilizando la funciónposix_appsched_exeute_actions(), para
suspenderse de nuevo a la espera de un nuevo evento.
El modelo para la planificación definida por el usuario propuesto inicialmente
ha sido implementada en RTLinux por Joseph Vidal, y los resultados publicados
en [111]. Antes de estudiar algunos aspectos relacionados con esta implementa-
ción, se presentará una breve descripción de RTLinux.
4.9.2.1. RTLinux
RTLinux es una versión de Linux que proporciona característica detiempo-
real crítico [115]. Con RTLinux es posible ejecutar tareas especiales detiempo-
real y manejadores de interrupciones en la misma máquina queejecute Linux.
De hecho, RTLinux funciona ejecutando el núcleo de Linux como si fuese una
tarea más que se ejecuta en un sistema operativo de tiempo-real. Linux es lata-
rea inactiva41 de RTLinux ya que se ejecuta cuando no hay tareas de tiempo-real
por ejecutar. Linux no puede bloquear las interrupciones nipuede evitar que sea
expulsado del procesador. RTLinux fue desarrollado por V. Yodaiken y M. Bara-
vanov [14] y publicado con licencia GPL. En el año 2001 fue patentado bajo la
patenteU.S. Patent No. 5,995,745y su uso regido por licenciaRTLinux Open Pa-
tent license[43]. A partir de esa fecha el desarrollo de la versión libre de RTLinux
ha sido impulsado por la comunidad de software libre.
RTLinux es un sistema operativo en el cual un pequeño núcleo de tiempo-real
coexiste con el núcleo POSIX de Linux. RTLinux depende de Linux para el pro-
ceso de arranque del sistema, de la mayoría de los manejadores de dispositivos,
de los servicios de red, de la administración de ficheros, delcontrol de proce-
sos de Linux, y para cargar y descargar módulos del núcleo. Las aplicaciones de
tiempo-real consisten en tareas que son cargadas como módulos. El sistema ofre-
ce las prestaciones de un sistema operativo de propósito general, administrado por
Linux, con características de tiempo-real, proporcionadas por RTLinux.
Para garantizar el cumplimiento de las restricciones temporales de las tareas
críticas de una aplicación, algunas modificaciones se hacenLi ux, ya que Li-
41idle task
87
4.9. PLANIFICACIÓN DEFINIDA POR EL USUARIO COMPATIBLE CON
POSIX
Ejemplo 1 Pseudocódigo de un planificador definido por el usuario






determinar thread por ejecutar,
si existen threads activos;
// ejecutar acciones de planificación y
// suspender al planificador hasta la llegada
// de un nuevo evento
posix_appsched_execute_actions();
// procesar evento que es
// notificado el planificador
switch ( sched_event.event_code) {
case P OSIX_APPSCHED_NEW:
// procesar nuevo thread
case POSIX_APPSCHED_EXPLICIT_CALL:
// procesar llamada explícita del thread
// que significa probablemente que ha
// concluido su actual activación
case POSIX_APPSCHED_TERMINATE
// procesar terminación de thread
case POSIX_APPSCHED_SIGNAL
// procesar señal recibida por el planificador
....
} // fin switch
} // fin while
} // fin función
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nux no es un sistema operativo de tiempo-real. Su objetivo consiste en asignar de
manera equitativa los recursos del sistema entre las tareasexistentes, de tal mane-
ra que se proporcione un buen tiempo promedio de respuesta. Sin embargo, ese
enfoque no es apropiado en un sistema de tiempo-real, en el que las tareas críti-
cas deben cumplir sus plazos aún en perjuicio de las otras tareas presentes en el
sistema.
Uno de los problemas que afectan el cumplimiento de los requeimientos tem-
porales del sistema es el manejo de las interrupciones de Linux. Si cuando se eje-
cuta una tarea crítica el sistema operativo permite que se ejecut una interrupción,
se introduce incertidumbre en el tiempo de respuesta, lo quees intolerable en un
sistema operativo de tiempo-real. En RTLinux, este problema se resuelve al intro-
ducir unacapa de emulación de softwareentre el núcleo de Linux y el controlador
de interrupciones de hardware. El enfoque es similar al propuesto previamente por
Stodolskyet. alen [108]. Todas las interrupciones son inicialmente manejadas por
el núcleo de RTLinux, evitando así que interfieran con la ejecución de las tareas
críticas y proporcionando certidumbre en los tiempos de respu sta. En RTLinux,
las interrupciones pueden estarhabilitadaso inhabilitadas, y en ambos casos la
capa de emulación las maneja. Si las interrupciones se han habilitado, se informan
a la tarea Linux únicamente cuando no existen tareas de tiempo-real por ejecu-
tar. Por otra parte, si las interrupciones están inhabilitadas, la capa de emulación
almacena en una cola cada interrupción que llega al sistema para notificarlas a
Linux cuando las interrupciones se habilitan nuevamente. La comunicación entre
RTLinux y Linux se lleva a cabo a través de colas (FIFO) y memoria compartida.
La capa de emulación de software que administra el manejo de interrupciones se
agrega al núcleo de Linux sin necesidad de introducir grandes cambios en él.
A pesar de que inicialmente se diseñó RTLinux para que las tareas de tiempo-
real se ejecutaran en su propio espacio de direcciones para proporcionar protec-
ción de memoria, actualmente se ejecutan en modo del núcleo por razones de
eficiencia. Las aplicaciones de tiempo-real se cargan como módulos del núcleo,
como se mencionó previamente.
4.9.2.2. Planificación definida por el usuario en RTLinux.
La elección de RTLinux para implementar en él la planificación definida por
el usuario ofrece muchas ventajas. Debido a que tanto Linux como RTLinux se
distribuyen con licencia GPL, es posible estudiar y modificar su estructura. Esta
ventaja no esta presente en cualquier sistema operativo. Por tra parte, RTLinux es
un sistema operativo de tiempo-real, y a diferencia de un sistema operativo de pro-
pósito general, los servicios que garantizan el cumplimiento de las restricciones
temporales de las tareas críticas ya están implementados. Aemás, la posibilidad
de cargar y descargar dinámicamente módulos del núcleo permite la ejecución de
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aplicaciones de tiempo-real sea eficiente.
La implementación del modelo original de la planificación definida por el
usuario en RTLinux muestra muy buenos resultados, ya que según se reporta en
[111], la sobrecarga introducida al sistema es de 2,32 %.
4.9.3. Nueva propuesta
La propuesta inicial del modelo para la planificación definida por el usuario ha
sido diseñada detalladamente, ofrece una interfaz extensa, u conjunto de meca-
nismos que permiten la implementación de algoritmos de planific ción complejos,
y permite la portabilidad de las aplicaciones. Con ella, se tiene una excelente al-
ternativa para integrar de nuevas políticas de planificación a un sistema operativo.
Sin embargo, la propuesta inicial es susceptible de mejoras.
En [4], Mario Aldea y Michael González-Harbour propusieronun nuevo y
más general enfoque del modelo para la planificación definidapor el usuario. Los
cambios más importantes en el nuevo modelo tienen que ver conla definición del
planificador y la manera de implementarlo. Además, se agregaun nuevo atributo
a los threadsplanificados-por-aplicación, llamadourgencia, para utilizar la cola
de tareas activas del planificador del núcleo de manera más eficiente. También, se
integra la políticaSRPal modelo para que la sincronización de tareas se haga de
manera transparente. A continuación se estudiará el nuevo modelo.
4.9.3.1. El planificador como objeto abstracto
En el modelo propuesto inicialmente [4], cada planificador definido por el
usuario se implementa como un thread especial. Sin embargo,con esta estrategia
se incurre en múltiples cambios de contexto cada vez que se necesita tomar alguna
decisión relacionada con el planificador. Esta restricciónno está justificada del
todo ya que en una arquitectura particular, como el caso de RTLinux, los threads
se ejecutan en el modo del núcleo, por lo que un error en el thread planificador
puede afectar a todo el sistema. Si se recuerda, la motivación para definir a los
planificadores como threads era la posibilidad de ejecutarlos en modo del usuario
y evitar que afectaran la ejecución de otras aplicaciones. En la nueva definición
del modelo el planificador es definido como unobjeto abstractoy no tiene que ser
implementado necesariamente como un thread. El planificador es tan sólo definido
como un módulo de software y no se impone una estrategia de impl mentación
particular.
Independientemente de como se implemente al planificador definido por el
usuario, este contiene un conjunto de operaciones que son inv cadas por el siste-
ma operativo siempre que alguno de los threads planificados por él ejecuten o sean
afectados por algún evento de planificación. Esto significa que un planificador se
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Cuadro 4.3:Operaciones de un planificador definido por el usuario
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define como unobjeto abstractoque está compuesto por un conjunto deopera-
ciones primitivas. Las operaciones del planificador son ejecutadas en respuesta a
eventos de planificación. Por cadaeventode planificación de interés para el mo-
delo se ha definido su correspondienteoperaciónen el planificador. Cada opera-
ción es en realidad una función, creada por el desarrolladordel planificador, para
implementar la política de planificación. En la Figura 4.13 se muestra la estruc-
tura de unPDU42 con su conjunto de operaciones. Estasoperaciones primitivas
o funciones definidas por el implementador se pasan alPDU43 cuando es creado,
utilizando una estructura llamadaposix_appsched_scheduler_ops_t y que
contiene los punteros a las operaciones primitivas, definidas en un mecanismo si-
milar al utilizado por UNIX para administrar sus manejadores d dispositivos. El
conjunto de operaciones primitivas que forman la estructura se presentan a conti-
nuación y también de forma resumida en el Cuadro 4.3:
typedef struct {
void ( *init) (void * sched_data, void * arg);




struct timespec * current_time);




struct timespec * current_time);




struct timespec * current_time);




42planificador definido por el usuario
43planificador definido por el usuario
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struct timespec * current_time);




struct timespec * current_time);




struct timespec * current_time);





struct timespec * current_time);
void ( * explicit_call_with_data) (
void * sched_data,
pthread_t thread,
const void * msg,
size_t msg_size,
void * reply, size_t * reply_size,
posix_appsched_actions_t * actions,
struct timespec * current_time);




struct timespec * current_time);
void ( * timeout) (
void * sched_data,
posix_appsched_actions_t * actions,
struct timespec * current_time);
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struct timespec * current_time);





struct timespec * current_time);





struct timespec * current_time);






Puede observarse que el conjunto de operaciones del planificador es muy simi-
lar al conjunto de eventos definidos en el modelo inicial, y que fueron presentados
previamente en el Cuadro 4.2 en la página 77. Las operacionesrelacionadas con el
manejo de monitores no han sido incluidas en las operacionesdel planificador. Las
razones e implicaciones de esto se discutirán más adelante.Por otra parte, nuevos
eventos han sido definidos. Para manejar estos eventos, dos operaciones han si-
do incorporadas al modelo:explicit_call_with_datay notification_for_thread. La
operaciónexplicit_call_with_dataes notificada al planificador cuando alguno de
sus threads invoca a la funciónposix_appsched_invoke_withdata(), que se estu-
diará posteriormente. La segunda operación,notification_for_thread, se ejecuta
cuando una notificación de un evento temporal, asociada con un thread específico,
es informada al planificador.
Cuando ocurre algún evento de planificación que afecte a alguno de los threads
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planificados-por-aplicación, es reportado a suPDU al ejecutar la correspondiente
operación primitiva o función. Esto permite que elPDU decida cuál es la acción
de planificación que debe ejecutarse de entre las que se muestran n el Cuadro 4.4























clockid_t clock_id, int flags,




const struct timespec * at_time);
Por medio del uso de estas funciones, elPDU puede activar o suspender a los
threads que planifica, armar temporizadores o notificaciones con temporizadores
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asociadas con algún thread, entre otras acciones. El conjunt de acciones del nue-
vo modelo, comparado con el definido en la propuesta inicial ypresentado en la
página 79 muestra algunas diferencias. Las acciones relacionadas con el manejo
de monitores ya no existen y nuevas acciones han sido definidas. A continuación
se explican las funciones relacionadas con las nuevas acciones de planificación:
posix_appsched_actions_addtimedtimedactivation: agrega la acción de ac-
tivación de thread al objeto especificado porsched_actions, que servirá para
notificar quethreaddebe ser activado para ejecución por su thread planifi-
cador, en el instante de tiempo especificado porat_time.
posix_appsched_actions_addtimout: agrega la acción de activación del pla-
nificador al objeto especificado porsched_actions, que servirá para notificar
que el planificador debe ser activado en el instante de tiempoes ecificado
porat_time.
posix_appsched_actions_addthreadnotification: agrega la acción de notifi-
cación asociada a un thread al objeto especificado porsched_actions, que
servirá para notificar que al planificador un evento asociadocon threaden
el instante de tiempo especificado porat_time.
La integración de estas funciones en la interfaz aporta flexibilidad y mejora el
desempeño. Por ejemplo, si se requiere programar notificaciones de eventos aso-
ciadas con threads, o si se desea programar futuras activaciones de threads, existen
ahora funciones para hacerlo directamente. De otra manera,es posible programar
este tipo de acciones utilizando el atributotimeoutque era uno de los parámetros
de la funciónposix_appsched_execute_actions(), pero para hacerlo es necesario
que el planificador implemente una cola de eventos temporales, y que establezca
el valor detimeoutal más urgente de ellos. Con las nuevas funciones la imple-
mentación se simplifica.
En el modelo previo, la funciónposix_appsched_execute_actions()represen-
taba la función más importante de la interfaz, ya que ejecutaba l s acciones de
planificación definidas por el planificador, como se muestra en el Ejemplo 1 en
la página 88. Sin embargo, en la nueva definición del modelo, esta función ya no
existe. Como se ha explicado, los eventos son notificados al planificador siguiendo
un mecanismobasado en interrupciones. En el modelo previo, la ocurrencia de un
evento implicaba la activación delthreadplanificador, para que procesara el even-
to y ejecutara las acciones correspondientes. Ahora, como el planificador no ne-
cesariamente es implementado como un thread, la ocurrenciadel evento invoca la
ejecución de la correspondiente función primitiva para queen su código se deter-
minen las acciones por ejecutar. La forma en que se ejecuten las acciones de plani-
ficación dependerá de la manera en que este sea implementado.Si el planificador
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no es un thread, la existencia de la funciónposix_appsched_execute_actions()no
se justifica. La restricción que si que debe existir es que el sistema debe garanti-
zar que la invocación de las operaciones primitivas y la ejecución de las acciones
de planificación se haga de manera secuencial. Además, debe garantizarse que las
operaciones del planificador se ejecuten antes que cualquier thread planificado por
él. Esto implica que si la prioridad de algún thread cambia debido a que heredó
una prioridad mayor al usar un monitor44 se hace necesario que las operaciones de
planificación hereden ésa prioridad. Si el planificador es unthread, deberá tener
siempre una prioridad mayor o igual a los threads que planifique.
El objeto detipo opacollamadosched_actionsen las funciones de acciones de
planificación mostradas en la página 95 sigue siendo utilizado en el modelo. En
él, el planificador almacenará el conjunto de acciones para que se ejecuten cuando
sea posible.
4.9.3.2. Noción de urgencia
Los planificadores son responsables del orden en que los threads activos de-
ben ser ejecutados. Debido a que el planificador existente enel núcleo del sistema
operativo utiliza generalmente una política FIFO a cada nivel de prioridad fija, la
implementación de algún algoritmo de planificación diferente al del núcleo impo-
sibilitaba, el uso de lacola de tareas activasinterna del SOTR. Para poder utilizar
la cola de tareas activasdel núcleo del sistema operativo se introdujo en el modelo
la noción abstracta deurgencia, con la cual cualquier parámetro de planificación
particular de alguna política pueda ser proyectado45. Los threadsplanificados-
por-aplicacióntienen un nuevo parámetro, llamado urgencia. Con este nuevopa-
rámetro, en un mismo nivel de prioridad los threadsplanificados-por-aplicación
no estarán ordenadas bajo la política FIFO sino en función del valor de urgencia,
y que puede ser utilizado para expresar la prioridad de la política de planifica-
ción definida por el usuario. Por ejemplo, si se implementa unpla ificador EDF,
el valor de la urgencia será mayor en la medida en que los plazos de los threads
sean menores. El uso del nuevo parámetro permite en algunos cas evitar que el
planificador tenga que utilizar internamente una cola para ordenar a sus threads
activos, ya que podrá utilizar la cola del planificador del sistema.
















Cuadro 4.4: Acciones de Planificación
de tal manera que pueda ser directamente proyectado a una variable de tipoPO-
SIX timepseco a cualquier variable que represente el tiempo en un SOTR, yaque
en la mayoría de las arquitecturas tendrá un tamaño de 64 bits.
Cuando algúnPDU necesite conocer el valor del parámetro de urgencia de
alguno de sus threads, podrá hacerlo utilizando la función:
int posix_appsched_geturgency (pthread_t thread,
posix_appsched_urgency_t * urgency);
Antes de presentar la integración de la política SRP al modelo, s estudiará su
nueva interfaz. Algunos cambios se han hecho con respecto a la interfaz origi-
nal, principalmente en las funciones para crear planificadores. A continuación se
presenta detalladamente la interfaz del nuevo modelo.
4.9.3.3. Interfaz para los planificadores definidos por el usuario
Para crear o definir un planificador definido por el usuario debe utilizarse la
funciónposix_appsched_scheduler_create(), cuyo prototipo es:
int posix_appsched_scheduler_create (
const posix_appsched_scheduler_ops_t * scheduler_ops,
size_t scheduler_data_size,
void * arg, size_t arg_size,
posix_appsched_scheduler_id_t * scheduler_id);
Los parámetros que recibe la función se explican a continuación:
scheduler_ops:Es la estructura que contiene los punteros a las operacio-
nes primitivas, presentada anteriormente. No es necesariodefinir todas las
operaciones pues dependerá de la política de planificación yde su imple-
mentador la determinación de cuales deben definirse. Si algun operación
no se define, deberá pasarse un puntero a NULL en el lugar corresp ndiente.
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scheduler_data_size: Se utiliza para que el planificador definido por el usua-
rio solicite al sistema una área de memoria del tamaño indicado por este
parámetro. En la página 92 se muestran los prototipos de las funciones que
forman la estructuraposix_appsched_scheduler_ops_t. Puede ob-
servarse que el primer parámetro que reciben essched_data , que es un
puntero al área de memoria de tamañoscheduler_data_size y que es
utilizada por elPDU para almacenar su datos y que constituye además una
porción de memoria compartida entre las operaciones de planificación.
arg: Al momento de ser creado, unPDU puede recibir un conjunto de pará-
metros, como pueden ser el número de threads por planificar, su quantum,
etc. En este parámetro se pasa un puntero al área de memoria detamaño
arg_size en el que se encuentra el conjunto de parámetros.
sched_id:Identificador delPDU.
En el modelo anterior, el planificador se implementaba en el código de un th-
read. Antes de crearlo, usando la funciónpthread_attr_setappschedulerstate()se
definía que sería un thread planificador, como se mostró en la página 83. Pos-
teriormente, cuando el threadplanificadorse creaba con la función POSIXpth-
read_create(), se incluía entre sus parámetros un puntero a la función que impl -
mentaba la política de planificación. En la nueva definición del modelo, con la
función para crear planificadores no se especifica algún thread que implemente el
algoritmo de planificación, sino tan sólo se definen las operaciones y parámetros
del planificador. Ahora, la política se implementa en el conjunto de funciones que
forman las operaciones del planificador, y en cada implementación del modelo se
determinará el mecanismo para ejecutarlas, que puede ser utilizando un thread es-
pecial que se activa en el nivel de prioridad apropiado, comoen el modelo previo.
Pero no es la única opción para implementarlo, como se discutirá más adelante.
Lo importante a destacar aquí es que no se impone una estrategia particular para
implementar al planificador.
4.9.3.4. Señales
POSIX [51] define que una señal es un mecanismo por medio del cual un
proceso o thread puede ser notificado o afectado por algún evento que ocurre en
el sistema. Cuando una señal se genera, puede ejecutarse la acción que haya sido
definida para ella, o puede ser entregada a un thread. La acción que se ejecuta
cuando una señal se genera es definida utilizando la funciónsigaction(), y puede
ser alguna de las siguientes:
ejecutar la acción por defecto
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ignorar la señal
ejecutar el manejador de la señal46, que es una función que se invoca cuando
la señal se genera y acepta
Se dice que una señal ha sidoaceptadacuando se ejecuta sumanejador, en caso
de haber sido definido. Si algún proceso o thread espera por laseñal usando la
funciónsigsuspend(), la señal seráaceptada(se ejecutará el manejador de la señal)
y el proceso o thread será activado. Por otra parte, algunos procesos o threads
pueden esperar la llegada de la señal usando alguna de las funcionessigwait().
En este caso, el manejador no se ejecuta y el thread que esperas activado. Se
dice que la señal ha sidoentregadacuando alguno de los procesos o threads la
selecciona y retorna de alguna de las funcionessigwait().
En ocasiones, algún proceso o thread puede bloquear, ya sea de m nera tem-
poral o permanente, la llegada de algunas señales, y puede permitir la llegada de
otras. Para hacerlo, debe definir el conjunto de señales bloqueadas y no bloquea-
das manipulando sumáscara de señalescon la funciónsigprocmask().
Por otra parte, el modelo para la planificación definida por elusuario, espe-
cifica que si una señal es enviada al planificador debe ejecutarse el código de la
operaciónsignal(), cuyo prototipo se presentó en la página 92. Utilizando la fun-
ción POSIXsigaction()es posible establecer que la función manejadora de una
señal particular sea la operaciónsignal()del planificador definido por el usuario.
La señal, como se explicó, es entregada a un thread cuando la función manejadora
sea ejecutada, siempre y cuando no esté bloqueada en la máscara de señales del
thread. El problema radica en que si el planificador no es un thread, se dificulta la
manipulación de sumáscara de señalesya que la funcionesigprocmask()y pth-
read_sigmask()definen la máscaras de un proceso o thread, respectivamente.Para
eliminar esta limitación, el modelo incluye una función para especificar el conjun-
to de señales que espera un planificador. Si una señal perteneciente alconjunto de
señales esperadase recibida, se ejecuta la operación. Por defecto, el planific dor
es creado con un conjunto de señales vacío. Los prototipos dela funciones para













4.9.3.5. Interfaz para los threads planificados por aplicación
Como se explicó en la página 83, antes de crear un threadplanificado-por-
aplicacióndebe especificarse que será planificado con la nueva políticallam da
Application-Defined Scheduling Policyo SCHED_APP, utilizando para esto la
función POSIXpthread_attr_setschedpolicy(). Una vez hecho esto, debe definirse








Es posible también definirparámetros de planificación definidos por el usuario47
que podrán ser utilizados también por elPDU, entre los que pueden encontrarse el








const void * param,
size_t paramsize);
Una vez que se han definido los atributos del thread, incluyendo los relacionados
con la planificación definida por el usuario, el thread se creautilizando la función
POSIXpthread_create().
La posibilidad de definirdatos específicos de un thread48 representa un me-
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definido un conjunto de funciones para administrar datos específicos asociados
a un thread, que son manipulados utilizando un valor llamadoll ve49. Con este
mecanismo, varios threads utilizan la misma llave para definir y conocer datos
diferentes, cada uno de ellos asociados a un thread distinto. Los datos específicos
asociados a los threads no son diferentes a lo que sería si losdat se hubiesen
definido como variables globales. Sin embargo, la utilización de este mecanis-
mo ofrece muchas ventajas cuando se construye una biblioteca50 o uando no se
conoce el número de threads que serán creados y activados en una aplicación.
En términos generales, la secuencia de operaciones definidas por POSIX para
utilizar losdatos específicos asociados a un thread, es la siguiente:
1. Crear (inicializar) una llave, de tipopthread_key_t, utilizando la función
pthread_key_create().
2. Establecer, cuando sea necesario, el valor específico de cada thread asociado
a la llave, usando la funciónpthread_setspecific().
3. Obtener, cuando sea necesario, el valor específico del thread asociado con
la llave, por medio de la funciónpthread_setspecific().
4. Una vez que se ha concluido con su uso, liberar la llave utilizando la función
pthread_key_delete().
Con este mecanismo, cada thread puede manipular únicamentesu información
relacionada. Sin embargo, en el contexto de la planificacióndefi ida por el usua-
rio, puede ser muy útil el que un planificador tenga acceso a los datos específicos
del thread, ya que pueden contener información relacionadacon su planificación.
Por este motivo, la interfaz presenta un par de funciones para establecer y cono-
cer los datos específicos de un thread asociados a una llave. Los prototipos de las
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Con ellas, un planificador puede acceder a los datos dethreadreferidos porvalue,
y asociados a la llavekey.
Cuando el thread se ejecuta, en muchas ocasiones es necesario que informe
a su planificador que ha concluido su ejecución para la presente activación. Una
vez que es notificado, el planificador puede, por ejemplo, suspender al thread,
programar su siguiente activación y elegir el próximo thread a ejecutar. Para que





const void * msg, size_t msg_size,
void * reply, size_t * reply_size);
Una vez que el thread ejecuta estas funciones, se suspende enespera de que el
planificador determine las acciones a ejecutar. Es posible que exista intercam-
bio de información entre planificador y thread cuando se usa este mecanismo. La
función posix_appsched_invoke_withdata(), además de notificar al planificador,
permite el envío de información entre el thread y el planificador. Si el valor de
msg_sizees mayor que cero, la función hará disponible para el planificdor una
área de memoria cuyo contenido es idéntico al área de memoriareferida pormsg
y de tamañomsg_size. Cuando el planificador es notificado de este evento y si el
valor dereplyes diferente a NULL, podrá responder al thread copiando en elárea
de memoria referida porreplyun mensaje de tamañoreply_size.
4.9.3.6. Sincronización
Si la aplicación utiliza recursos compartidos se hace necesaria la presencia
de algoritmos que controlen el acceso a esos recursos. POSIXdefine los proto-
colos POSIX_PRIO_INHERIT y POSIX_PRIO_PROTECT [51] para sincroni-
zación entre threads que comparten recursos. El primero de ellos implementa el
protocolo de herencia de prioridades, que se estudió en la sección 2.3.4.1 en la
página 39. El segundo implementa una versión simplificada del protocolo de techo
de prioridades, estudiado en la sección 2.3.4.2 en la página 40 llamadoemulación
de techo de prioridad. Ambos protocolos funcionan bien en sistemas basados en
prioridades estáticas, como los definidos por POSIX. Sin embargo, no todas las
políticas de planificación pueden adecuarse correctamentea ambos protocolos,
por lo que el modelo propone la integración delprotocolo de herencia de urgen-
cia51 para monitores y threads que utilicen el protocolo POSIX_PRIO_INHERIT,
51urgency inheritance protocol
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y la integración del protocoloSRP, estudiado en la sección 2.3.4.3 en la página 41,
para utilizarse con monitores y threads del tipo POSIX_PRIO_PROTECT.
La integración del protocoloSRPy del protocolo de herencia de priorida-
destiene la finalidad de proporcionar mecanismos de sincronización de manera
transparente a las aplicaciones que utilicen la planificación definida por el usua-
rio. Como se recordará, en la definición original del modelo existía la posibilidad
de implementar algoritmos de control de acceso a los recursos definidos por el
usuario. El modelo incluía un conjunto de eventos y funciones para administrar
las secciones críticas de una aplicación. En el nuevo modelo, tod s estos eventos
y funciones han sido eliminados y en su lugar se han integradolos dos protocolos
mencionados, que serán estudiados en esta sección.
Para el caso del SRP, para poder hacer que su integración sea comp tible con
las políticas POSIX existentes, se ha definido un nuevo atributo para threads y
monitores que utilicen protocolo POSIX_PRIO_PROTECT, deltipo unsigned
short int y llamadopreemptionlevel . La prioridad de los threads y los
techos de prioridad de los monitores siguen siendo utilizados, pero se da mayor
peso a los techos de prioridad de threads y monitores al definir l uevo atributo
preemptionlevel , de la siguiente manera:
actual = prio x 2n + level
en donden es el número de bits utilizado para representar el atributo qe repre-
senta el nivel de expulsión, llamdopreemptionlevel (16 bits).
Para asignar y conocer los valores depr emptionlevel las siguientes fun-
ciones se han propuesto:
int pthread_attr_setpreemptionlevel(
pthread_attr_t * attr,
unsigned short int level);
int pthread_attr_getpreemptionlevel(
pthread_attr_t * attr,
unsigned short int * level);
int pthread_mutexattr_setpreemptionlevel(
pthread_mutexattr_t * attr,
unsigned short int level);
int pthread_mutexattr_getpreemptionlevel(
pthread_mutexattr_t * attr,
unsigned short int * level);
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Por otra parte, el protocolo de herencia de urgencia integrado al modelo es una
extensión del protocolo de herencia de prioridades, en el quse combinan los
dos parámetros utilizados para planificar un thread: sus valores deprioridad fi-
ja y urgencia. Con esta extensión, los threadsplanificados-por-aplicaciónpue-
den utilizar monitores del protocolo POSIX_PRIO_INHERIT de manera segura y
transparente .
Ya se ha explicado el modelo para la planificación definida porel usuario y
se ha presentado la totalidad de su interfaz. A continuaciónse estudiará su imple-
mentación en RTLinux.
4.9.3.7. Implementación del nuevo modelo
El nuevo modelo para la planificación definida por el usuario se ha imple-
mentado en RTLinux. RTLinux es un sistema operativo de tiempo-real pequeño y
eficiente, que utiliza Linux como sistema operativo de propósito general, mientras
que los servicios de tiempo-real están presentes en un sólo proceso multi-hilos,
como se estudió en la sección 4.9.2.1 en la página 87. Linux puede verse como
un Sistema Multi-propósito de Tiempo-Real PSE54 y RTLinux como un Sistema
Mínimo de Tiempo-Real PSE51 [55]. La implementación se hizoutilizando el
núcleo OCERA GPL [31], basado en el núcleo Linux 2.4.18 y RTLinux versión
3.2pre1.
Para elegir la mejor estrategia de implementación del modelo para la planifi-
cación definida por el usuario se evaluaron tres alternativas. L primera de ellas
consiste en implementar a losPDU como threads y mejorar su desempeño al in-
cluir la noción de urgencia descrita anteriormente. Cuandoun evento ocurra, las
operaciones del planificador serán ejecutadas por el thread, que deberá ser activa-
do al nivel de prioridad adecuado. El problema con esta opción es que se incurren
en muchos e innecesarios cambios de contexto, pero tiene la vent ja de que es sen-
cilla de implementar. Además, en algunas arquitecturas conesta estrategia sería
posible ejecutar a los threads planificadores en modo del usuario, lo que evitaría
que un fallo en un planificador afecte al resto del sistema.
La segunda alternativa evaluada consiste en ejecutar las operaciones primiti-
vas en el contexto de los threads planificados por una aplicación. Esto implica que
cuando algún threadplanificado-por-aplicaciónes elegido para ejecución, antes
de hacerlo se ejecutan las operaciones primitivas pendientes de suPDU además
de las relacionadas con el thread actual. Para garantizar que las operaciones se
ejecuten de manera serial52, pueden protegerse con un monitor en una sección crí-
tica. En el caso de que no existan threads activos y haya operaciones pendientes
se hace necesaria la existencia de unthread de serviciopara que las ejecute. El
52serialized
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planificador implementado con esta estrategia interfiere tan sólo con threads de
prioridad menor que la prioridad del thread de servicio, y con los threads planifi-
cados. Esta alternativa es también fácil de implementar y reduce los cambios de
contextos de la opción anterior.
La tercera opción es la que se eligió y consiste en ejecutar las operaciones pri-
mitivas en el contexto del núcleo, tan pronto como sean generadas. Es la opción
más eficiente ya que evita cambios de contextos innecesarios, l existencia de al-
gún thread especial y además incurre en muy poca sobrecarga.L estrategia de
implementación seleccionada tiene ventajas adicionales.D bido a que las opera-
ciones y acciones de planificación se ejecutan inmediatamente d spués de que se
producen no es necesario mantener una cola de eventos. De igual manera, las ac-
ciones de planificación son ejecutadas inmediatamente y no es ecesario mantener
un objeto para almacenarlas y ejecutarlas posteriormente.Por otra parte, como el
PDU no es un thread no se requiere proteger la ejecución de las operaciones pri-
mitivas con un monitor para garantizar su ejecución serial.La desventaja de esta
opción es que un fallo en el planificador afecta la ejecución del sistema, y su im-
plementación es más compleja. Como se ha mencionado, en arquitecturas como
la de RTLinux, en la que las tareas de tiempo-real se ejecutanen modo del núcleo,
el fallo en un thread afectará al resto de aplicaciones del sistema, por lo que no
existe una ventaja adicional al implementar al planificadorcomo un thread en esta
clase de arquitecturas. Por otra parte, la eficiencia que se obtiene ejecutando las
operaciones del planificador comoganchos del núcleo53 justifica su complejidad
de implementación.
Para implementar la planificación definida por el usuario siguiendo la estra-
tegia seleccionada se hicieron algunas modificaciones al núcleo de RTLinux. Ya
estaban implementados los servicios de señales y temporizad es de POSIX [110]
así como los mecanismos POSIX para medir los tiempos de ejecución54 [93], pe-
ro era necesario que se agregaran las Extensiones de Señalesy Temporizadores
de Tiempo-Real de POSIX, por lo que se implementaron e integraron al núcleo
OCERA [41].
Por otra parte, debido a que en cada punto de planificación55, cuando ocurre al-
gún evento relacionado con un threadplanificado-por-aplicaciónse debe invocar
la operación primitiva correspondiente en caso de que haya sido definida para el
PDU, todas las funciones relacionadas con eventos de planificación fueron modi-
ficadas para que invocaran a la correspondiente operación primitiva. Por ejemplo,
la funciónpthread_wait_np()ha sido modificada como se muestra en el Ejemplo
2.
53kernel hooks
54CPU Time (Execution Time)
55scheduling point
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En RTLinux, la funciónrtl_schedule()56 implementa la política de planifica-
ción basada en prioridades fijas y también ha sido modificada pra implementar el
modelo de la planificación definida por el usuario. El pseudocó igo de la función
rtl_schedule()se muestra en el Ejemplo 3. Como puede observarse en el ejemplo,
en un mismo nivel de prioridad se selecciona para ejecución ala tareaplanificada-
por-aplicaciónque tenga el mayor valor de urgencia.
La totalidad del API de la planificación definida por el usuario se implementó
en RTLinux, incluyendo la integración del protocolo SRP para sincronización de
threads, y los resultados han sido publicados en [38]. Elprotocolo de herencia de
urgenciano fue integrado debido a que threads y monitores del protocolo PTH-
READ_PRIO_INHERIT no son soportados en RTLinux. Por otra parte, para el
caso de sincronización de tareas críticas y no críticas el modelo propuesto pre-
senta algunos problemas, que serán discutidos en la siguiente s cción, así como
algunas propuestas para mejorarlo. En el capítulo 7 se presentan jemplos del uso
de la planificación definida por el usuario en RTLinux.
En el siguiente capítulo se discutirán las extensiones que se proponen al mo-
delo.
56ésta función se encuentra en el fichero rtl_sched.c
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expirar temporizadores de PDU’s ;
bucle a través de la lista de tareas {
expirar todas las notificaciones para tareas
planificada-por-aplicación;
expirar todos los temporizadores;
si la tarea es planificada-por-aplicación y ha expirado,
su temporizador de activación, se ejecuta la función
task->appscheduler->thread_ready() (si está definida);
new_task = tarea más prioritaria con señales pendientes,
y si es planificada-por-aplicación ,al mismo nivel de
prioridad, new_task es la que tenga mayor valor de urgencia;
} fin de bucle
bucle a través de la lista de tareas {
actualizar temporizadores one-shot, si es
que alguna tarea expulsará a new_task ;
} f in de bucle
la nueva tarea seleccionada
no es la tarea anterior? {
cambio a new_task ;





manejar señales pendientes de las nuevas tareas;





Definidos por el Usuario
En el capítulo anterior se estudiaron diferentes modelos para la definición de
planificadores a nivel de usuario, y se concluyó que el más completo de ellos es
el propuesto por Aldea y González-Harbour. Éste permite elegir la mejor estra-
tegia de implementación para cada particular arquitectura, contiene una extensa
interfaz, y es compatible con POSIX, por nombrar algunas de sus ventajas. Sin
embargo, a pesar de ser una extraordinaria propuesta, no cumple todas las con-
diciones que se definieron en esta tesis como las deseables enun modelo para la
definición de planificadores a nivel de usuario. Por una parte, su API para el desa-
rrollo de planificadores no permite la implementación de algunas de las políticas
de sincronización existentes, por lo que puede extenderse dtal manera que pro-
porcione mayor flexibilidad. Por otra parte, su API es complejo y puede dificultar
la portabilidad de las aplicaciones, por lo que nuevas funciones pueden integrarse
a la interfaz para resolver estos problemas y facilitar su uso. En este capítulo se
presentarán las extensiones al modelo, que integradas a la interfaz existente, per-
miten contar con un modelo para la definición de planificadores a nivel de usuario
que cumpla con los objetivos definidos en esta tesis.
5.1. Sincronización de tareas aperiódicas
El modelo para la planificación definida por el usuario presentado en [7] abor-
da el problema de la sincronización de tareas aperiódicas, planificadas por algún
servidor aperiódico, de la siguiente manera. Cuando una tare consume su crédito
dentro de una sección crítica, no debe suspender su ejecución sino mantenerse en
la cola de threads activos del sistema, probablemente con unnuevo valor de ur-
gencia, hasta que concluya con su sección crítica. Se ha comentado que suspender
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una tarea aperiódica dentro de una sección crítica puede ocasionar graves conse-
cuencias para el sistema, por lo que la idea de no suspenderlaparece adecuado en
primera instancia. Sin embargo, aún a pesar de que la tarea aperiódica no se sus-
penda dentro de la sección crítica, la planificabilidad del sistema puede ponerse
en riesgo ya que el servidor utilizará más tiempo de cómputo qe el previamente
asignado. Este problema ha sido abordado por varios autoresy algunas soluciones
han sido publicadas. En la sección 2.3.4.4 se estudiaron lasextensiones alservidor
aperiódicopropuestas por Ghazalie y Baker en [47], quienes trataron elprob ema
arriba descrito y propusieron una solución. Si una tarea aperiódica consume su
crédito dentro de una sección crítica, deber continuar con su ejecución utilizando
crédito extra hasta salir de ella. En las siguientes activaciones del servidor, se res-
tará de su crédito el crédito extra consumido previamente, como se explicó en la
página 43. De esta manera, la carga aperiódica no utilizará nunca más tiempo de
cómputo que el asignado.
Caccamo y Sha también abordaron este problema en [23] y propusieron una
nueva versión del protocolo CBS, a la que llamaron CBS-R, y que previene que un
thread consuma completamente su crédito en una sección crítica. Este protocolo
se estudió en la página 43. En el CBS-R se restringe el tamaño de las secciones
críticas aporcioneso chunks, cada una de ellas con un tamaño máximo equiva-
lente al crédito máximo del servidor. Esto significa que el crédito máximo de cada
servidor será siempre suficiente para la ejecución de la mayor de las secciones
críticas de sus threads. Antes de que un thread ingrese en unasección crítica se
lleva a cabo una verificación del crédito disponible, y si no es suficiente para com-
pletarla, el crédito se recarga y un nuevo plazo se genera. Con esta técnica se evita
que un thread consuma su crédito después de que se la ha asignado un monitor.
Con la interfaz del nuevo modelo para laPDU no es posible implementar
correctamente las soluciones arriba descritas, ya que no entodos los casos el pla-
nificador es notificado cuando alguno de sus thread entra en una sección crítica.
Si bien es cierto alPDU se le informa cuando un thread hereda alguna prioridad
o nivel de expulsión al asignársela un monitor, puede darse el caso de que elPDU
no sea notificado si una tarea aperiódica entró en una secciónrítica (por ejem-
plo, si se trata de la tarea más prioritaria en usar el recurso), lo que le impediría
definir alguna acción cuando la tarea consuma su crédito después de que se la ha
asignado algún monitor. El control del consumo del crédito dentro de la sección
crítica, o por ejemplo, el protocolo BWI estudiado en la página 44, no pueden ser
correctamente implementados con el API actual.
Para solucionar esta limitación, se propone extender el APIdel modelo, in-
tegrando en él nuevas funciones, que son muy similares a las que existían en la
primera versión. En la propuesta inicial del modelo para la planificación defini-
da por el usuario presentado en [4], se incluían funciones para informar alPDU
cuando una tarea entraba o salía de una sección crítica. Sin embargo, en el nuevo
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modelo presentado en [7] las funciones desaparecen. Si se requi r la implemen-
tación de alguna política de sincronización más allá de las existentes en el modelo
se hacen necesarios mecanismos que permitan determinar quecciones llevar a
cabo antes de que un monitor sea asignado a alguna tarea. Por esta razón se pro-
pone que se incluyan las operaciones primitivas que informen al PDU cuando
una tareaplanificada-por-aplicaciónintente entrar o salga de una sección críti-
ca. De esta manera, si la aplicación puede ser planificada correctamente con los
mecanismos de sincronización presentes en el modelo, dichas funciones no se-
rán definidas, pero si el sistema requiere de mecanismos adicionales, podrán ser
fácilmente integrados a la política de planificación.
La propuesta modifica la estructuraposix_appsched_scheduler_ops_t
de la página 92, que contará ahora con tres nuevos miembros, como se muestra a
continuación:
typedef struct {
void ( * init) (
void * sched_data, void * arg);
...





struct timespec * current_time);





struct timespec * current_time);





struct timespec * current_time);
...
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} posix_appsched_scheduler_ops_t;
La operación primitivalock_mutex()será ejecutada cuando una tareaplanificada-
por-aplicacióninvoque la operaciónlock sobre un monitor, mientras que la ope-
ración primitivatrylock_mutex()será ejecutada cuando una tareaplanificada-por-
aplicación invoque una operacióntry lock sobre un monitor. La operaciónunlo-
ck_mutex()será ejecutada cuando una tareaplanificada-por-aplicaciónlibere un
monitor previamente cerrado por ella. Con ellas, el planificador será notificado
cuando algún evento relacionado con la sincronización de tareas se lleve a cabo.
En el código de las operaciones primitivas propuestas, el planificador podrá
ejecutar algunas de las acciones proporcionadas por la interfaz del modelo. Debido
a que no se han incluido acciones para administrar seccionescríticas, se propone






Con esta función, el planificador agrega la acción de asignació de monitor al
objeto especificado porsched_actions, que servirá para notificar que el monitor
especificado pormutexha sido asignado athread. De esta manera, con la exten-
sión propuesta de la interfaz el planificador será notificadocuando algún thread
planificado por él intenta entrar y sale de una sección crítica, y podrá determinar
cuándo asignar un monitor a un thread, pudiendo con esto implementarse políticas
de planificación definidas por el usuario.
Cabe señalar que si estas operaciones relacionadas con los monitores no han
sido especificadas en algúnPDU, el sistema deberá operar de acuerdo a la polí-
tica de planificación definida para el monitor correspondiente (PCP, PIP o SRP).
Por otra parte, no es necesario definir monitores del tipomonitores-definidos-por-
aplicacióno definir atributos adicionales para los monitores, como se hac en [4],
ya que como se estudió en la sección 2.3.4.4 los mecanismos propuestos para
la compartición de recursos considerando tareas aperiódicas son en gran medi-
da extensiones de las políticas de planificación y sincronización existentes. Las
extensiones propuestas aquí han sido publicadas en [39].
5.2. Bibliotecas de planificadores
El modelo de la planificación definida por el usuario ha sido cuidadosa e inte-
ligentemente diseñado, y con la extensión propuesta para abo dar el problema de
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Figura 5.1: API de la planificación definida por el usuario
la sincronización de tareas aperiódicas, se dispone de una alternativa para agregar
nuevos servicios de planificación a un SOTR. Sin embargo, no todas las condicio-
nes deseables para la definición de planificadores a nivel de usuario se satisfacen
con él, ya que presenta algunas limitaciones. Una de ellas essu complejidad, ya
que su API está más orientado a programadores expertos del núcl o de sistemas
operativos, por lo que su utilización en el desarrollo de aplic ciones de tiempo-
real implica un profundo conocimiento del funcionamiento de cada una de sus
llamadas al sistema. Por otra parte, debido a que el modelo noimpone una imple-
mentación particular y cada planificador puede ser desarroll do de forma diferen-
te, la portabilidad de las aplicaciones se dificulta. Considérese el caso en el que un
PDU se implementa como un thread. En el código de la aplicación deberá crearse
el thread planificador correspondiente junto con sus parámet os. Sin embargo, la
misma aplicación deberá ser cambiada cuando se utilice un PDU que no haya sido
implementado como thread.
La portabilidad también es afectada por otros factores. En la medida en que
nuevas políticas de planificación se agregan y si no se define una metodología pa-
ra desarrollar y utilizar los nuevos servicios de planificación, muchos problemas
pueden surgir. Para evitar estos problemas y para aprovechar mejor el potencial
que ofrece el modelo, se propone una extensión a su interfaz,que además servirá
como un marco de referencia para la creación y uso de planificadores desarrolla-
dos utilizando el modelo.
El API del modelo de la planificación definida por el usuario actú como in-
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Figura 5.2: API para bibliotecas de planificadores definidospor el usuario
terfaz para programadores del núcleo del sistema operativo, tal y como se muestra
en la Figura 5.1. En la Figura 5.2 se muestra la estructura delAPI propuesto, que
actúa como una interfaz entre las aplicaciones de tiempo-real y los servicios de
la planificación definida por el usuario. La propuesta presentada en esta tesis no
modifica el API existente sino que lo extiende para facilitarsu portabilidad y uso,
al mismo tiempo que permite agregar nuevos servicios. En lo que resta del capí-
tulo se describe con detalle el API propuesto, que está constituido por dos tipos
de funciones. El primer grupo de funciones es de tipoobligatorio, ya que debe-
rán estar presentes en toda implementación de la interfaz. Pero debido a que el
modelo debe ser flexible para soportar diversas políticas deplanificación, existe
un segundo grupo de funciones de tipoopcional, ya que dependen de las carac-
terísticas particulares de los algoritmos de planificaciónque se implementen. Se
estudiará primero la parte obligatoria del API, y posteriormente se presentarán las
guías para implementar las funciones opcionales.
5.3. Interfaz para planificadores
Como se explicó, la manera en que cada PDU sea implementado afecta la por-
tabilidad de las aplicaciones. Se hace necesario la definición de un conjunto de
funciones que faciliten la portabilidad y que además aislenlos aspectos relacio-
nados con la implementación del PDU, permitiendo que las políticas de planifica-
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Cuadro 5.1: Funciones obligatorias para planificadores en la interfaz propuesta
ción que se integren al SOTR sean utilizadas de manera consistente. El conjunto
de funciones propuestas y que forman la interfaz obligatoripara planificadores
se presenta de forma resumida en el Cuadro 5.1.
5.3.1. Objeto de atributos
Cada PDU que se utilice en una aplicación debe contener al menos dos atri-
butos, a saber: supolítica de planificación y suprioridad. El primero de ellos
identifica la política de planificación a utilizar: RM, DM, EDF, etc. El segundo, el
nivel de prioridad al que operará el PDU. Sin embargo, en algunos casos pudiera
ser necesario la definición de atributos adicionales. Con lainterfaz propuesta de-
ben definirse todos los atributos del PDU de manera similar almodelo definido
por POSIX. Cuando sea necesario definir atributos adicionales la política y la
prioridad del planificador, puede utilizarse unobjetode atributos del PDU, del
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en dondeattr es el objeto que contendrá los atributos del PDU. Esta función in -
cializará el objeto de atributos con los valores por defecto. En el siguiente capítulo
se explicará con más detalle la estructura del objeto y los val res que por defecto
se asignan. Por otra parte, la siguiente función debe utilizarse si se desea destruir
el objeto de atributos:
int appschedlib_attr_destroy(
appschedlib_attr_t * attr);
El uso de esta función destruye el objeto al que hace referencia attr, de tal manera
que el objeto quede sin inicializar. El objeto al que hace refrenciaattr puede ser
inicializado de nuevo utilizando la funciónappsched_attr_init().
5.3.1.1. Valor de retorno y errores
Los valores que estas funciones pueden retornar son los siguientes:
[0] Si las funciones tienen éxito, retornarán el valor de cero.
La funciónappsched_attr_init()fallará si:
[ENOMEM] No existe suficiente memoria para inicializar el objetos de atributos
del planificador.
La funciónappsched_attr_destroy()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado.
5.3.2. Atributos de la política de planificación
Por cada atributo, la interfaz contiene las funciones correspondiente para defi-
nir y conocer su valor, ya sea de manera estática o dinámica. Uno de los atributos
que pueden definirse en relación con el PDU es el número de threads que forman
parte del conjunto síncrono de tareas del sistema, y que se explica a continuación.
En muchas ocasiones, controlar el estado inicial del sistema puede ser impor-
tante. Por ejemplo, pudiera requerirse que todos los threads inicien su ejecución en
el mismo instante de tiempo. De hecho, casi todos los tests deplanificabilidad su-
ponen que el conjunto de tareas es síncrono. POSIX ha abordado este problema y
ha propuesto una solución por medio del uso debarreras1. Las barreras de POSIX
son usadas típicamente en bucles DO/FOR para garantizar quetodos los threads
1barriers
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hayan alcanzado un estado particular en el cómputo paraleloo concurrente, antes
de permitirles continuar al siguiente estado [52]. Sin embargo, están definidas en
la especificación Avanzada de Threads de Tiempo-Real2, que es opcional y por lo
tanto no está presente en todo sistema operativo. Además, algunas de las funciones
relacionadas con el uso de barreras deben estar presentes enel código del thread,
lo que hace más compleja la implementación de sistemas de tiempo-real. Por otra
parte, algunos sistemas operativos han propuesto una solución a este problema
y la han incorporado en su API, como por ejemplo RTLinux con las funciones
pthread_make_periodic_np()y pthread_wait_np(), que requieren de la definición
del instante de tiempo en el que las tareas iniciarán su ejecución. Sin embargo,
la determinación de ese instante de tiempo se hace de manera arbit ria. El API
propuesto ofrece una solución diferente a este problema y norequiere del uso
de funciones adicionales en el código de los threads ni de establ cer un tiempo




hace que los primerosn threads definidos con la políticaappscheduler inicien
su ejecución inmediatamente después de que elnésimothread haya alcanzado su
punto de sincronía. Es importante señalar que para sincronizar a los threads, l
función posix_appsched_invoke_scheduler()debe ser utilizada. Cada thread del
conjunto se bloqueará al usar la función, y continúan su ejecución cuando el úl-
timo de losn threads la haya llamado. La utilización de este mecanismo permite
implementar de mejor manera un conjunto de tareas síncrono.Para ilustrarlo, con-
sidérese el caso que a continuación se presenta.
Más adelante se discutirá la manera de definir threads periódicos usando la
interfaz propuesta. Por lo pronto, puede decirse que el código de un thread perió-
dico esta típicamente compuesto por dos secciones. La primera de ellas consiste
en un conjunto defunciones de inicialización, que se ejecutan sólo una vez e in-
mediatamente después de que el thread es creado. Con estas funciones, el thread
puede crear e inicializar colas de mensajes, temporizadores, dispositivos, etc. La
segunda sección del código del thread está formada por un conjunt de funciones
que se ejecutan en cada periodo de activación del thread, a las que llamaremos
funciones periódicas. Con ellas es con las que se llevan a cabo las acciones del
thread. Generalmente, en la primera activación de cada thred se ejecutan tan sólo
las funciones de inicialización, y posteriormente el thread se suspende en espera
de sus siguientes activaciones, para ejecutar las funciones periódicas. En el Ejem-
plo 4 se muestra el pseudocódigo de un thread periódico. En elejemplo, antes
2Advanced Real-Time Threads specification
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Ejemplo 4 Pseudocódigo de un thread periódico
int thread_code(...) {
...








del bucle infinito implementado con la instrucciónwhile(1), el thread ejecuta sus
funciones de inicialización. Al entrar al bucle, el thread se suspende al invocar a
la funciónposix_appsched_invoke_scheduler(). Cuando reanuda su ejecución, a
partir de ese periodo el thread ejecuta sus funciones periódicas.
La Figura 5.3 muestra un ejemplo en donde un conjunto formadopor tres ta-
reas no síncronas:T1 = (3, 1), T2 = (5, 1) y T3 = (8, 1), planificadas con el
RM. Puede observarse como las tareas ejecutan las funcionesde inicialización
al ser creadas, y luego se suspenden en espera de sus siguientes p riodos para
ejecutar las funciones periódicas. Por otra parte, la Figura 5.4 muestra el mismo
conjunto de tareas, que ha sido definido como un conjunto síncrono utilizando
la funciónappschedlib_attr_set_synchstart(). Las tareas ejecutan sus funciones
de inicialización y se suspenden en el punto en el que invocana l funciónpo-
six_appsched_invoke_scheduler(). Una vez que la última tarea ha hecho esto, to-
das las tareas son activadas nuevamente en el punto en el que ss spendieron por
primera vez, llamadoinstante de sincronía. que en el modelo propuesto se define
utilizando la funciónposix_appsched_invoke_scheduler(), como ya se ha expli-
cado. Como puede observarse, la interfaz propuesta ofrece un mecanismo limpio
y eficiente para la definición de conjuntos de tareas síncronos. Para conocer el
número de tareas que forman el conjunto síncrono puede utilizarse:
int appschedlib_attr_get_synchstart(
const appsched_attr_t * attr,
int * n);
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Figura 5.3: Ejemplo de un conjunto de tareas no síncrono
Figura 5.4: Ejemplo de un conjunto de tareas síncrono
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const appschedlib_sched_t * appscheduler,
int * n);
en dondeappscheduleres el identificador de la política de planificación.
Por otra parte, en ocasiones la política de planificación hace uso de uno o más
servidores aperiódicos. Por ejemplo, en un sistema formadopor tareas periódicas
críticas y por tareas aperiódicas, puede utilizarse la política EDF para planificar a
las primeras, y la política CBS para las segundas. En este caso, la política EDF +
CBS requiere de la definición de uno o más servidores aperiódicos. En la interfaz
propuesta, cada servidor puede ser definido, junto con sus parámetros deperiodo




struct timespec * period
struct timespec * budget);
Esa función deberá invocarse por cada servidor que sea utilizado en la política de
planificación. El parámetroserver se utiliza como identificador único de cada
servidor.
Para conocer los parámetros del servidor identificado porserver , o para
definir y conocer los parámetros del servidor de manera dinámica, las siguientes
funciones se han definido:
int appschedlib_attr_get_server(
const appsched_attr_t * attr,
const appschedlib_server_t * server,
struct timespec * period




struct timespec * period
struct timespec * budget);
int appschedlib_get_server(
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const appschedlib_sched_t * appscheduler,
const appschedlib_server_t * server,
struct timespec * period
struct timespec * budget);
5.3.2.1. Valor de retorno y errores
Los valores que estas funciones pueden retornar son los siguientes:
[0] Si las funciones tienen éxito, retornarán el valor de cero.
La funciónappsched_attr_set_synchstart()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o el valor especificado porn no es
válido.
La funciónappsched_attr_get_synchstart()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado.
La funciónappsched_set_synchstart()fallará si:
[EINVAL] El valor especificado porn no es válido.
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
tificador de alguna política de planificación previamente inicializada.
La funciónappsched_get_synchstart()fallará si:
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
tificador de alguna política de planificación previamente inicializada.
La funciónappsched_attr_set_server()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o los valores especificadopor period
o budgetno son válidos.
La funciónappsched_attr_get_server()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado.
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La funciónappsched_set_server()fallará si:
[EINVAL] El valor especificado porserverno hace referencia a un objeto iden-
tificador de servidor válido, o los valores especificado porperiod o
budgetno son válidos.
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
tificador de alguna política de planificación previamente inicializada.
La funciónappschedlib_get_server()fallará si:
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
tificador de alguna política de planificación previamente inicializada.
5.3.3. Inicio de la política de planificación
Una vez que se han definido los atributos de la política de planific ción, se






El parámetroappscheduler es un identificador de la política de planificación.












Para conocer la política de planificación definida para un idet ficador deter-
minado, la siguiente función es utilizada:
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Figura 5.5: PDUs con diferentes niveles de prioridad
int appschedlib_get_schedpolicy(
const appschedlib_sched_t * appscheduler,
appschedlib_policy_t * policy,
int * prio);
Cada política de planificación debe tener definido un nivel deprioridad, y ese nivel
de prioridad será asignado a los threads que planifique. El parámetroprio define
la prioridad de la política de planificación. El nivel de prioridad de la política de
planificación es la prioridad fija de sus thread y es utilizadapor el planificador del
sistema operativo. Dentro del mismo nivel de prioridad cadathread podrá tener
una prioridad diferente, que será asignada de acuerdo al algoritmo específico, re-
presentada en el valor deurgenciadel thread, y utilizada para tomar las decisiones
de planificación. Este enfoque no es restrictivo ya que pueden definirse varias po-
líticas de planificación al mismo tiempo, cada una trabajando a su propio nivel de
prioridad, como se ilustra en la Figura 5.5.
Una vez iniciada la política de planificación es posible modificar o conocer el
valor de algunos de sus atributos, utilizando las funcionesdinámicaspresentadas





Con ella, el nivel de prioridad de la política de planificación puede cambiarse.
Para ilustrar el uso de la interfaz para planificadores, en elEjemplo 5 se
muestra el pseudocódigo de la funciónmain()de un programa que utiliza la po-
lítica EDF usando el modelo propuesto. En el ejemplo no se definen atributos
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Ejemplo 5 Ejemplo de uso de la interfaz para planificadores
. . .











adicionales para la política de planificación. Por esta razón, es sólo suficiente
con definir un objeto identificador de la política de planificación, del tipoapps-
chedlib_sched_t, y posteriormente iniciar la política usando la funciónappsched-
lib_init_schedpolicy(), indicando el ella la política a utilizar, así como su nivel d
prioridad. En el Capítulo 7 se muestran más ejemplos.
5.3.3.1. Valor de retorno y errores
Los valores que estas funciones pueden retornar son los siguientes:
[0] Si las funciones tienen éxito, retornarán el valor de cero.
La funciónappsched_init_schedpolicy()fallará si:
[EINVAL] El valor especificado porappschedulerno hace referencia a un iden-
tificador válido, o los valores especificados porlicy o prio no son
válidos.
[EAGAIN] El sistema no cuenta con recursos suficientes para cre r un nuevo
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[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
tificador de alguna política de planificación previamente inicializada.
La funciónappsched_set_schedprio()fallará si:
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
tificador de alguna política de planificación previamente inicializada.
[EINVAL] El valor especificado porprio no es válido.
5.4. Interfaz para threads
De acuerdo al enfoque propuesto por POSIX, antes de la creación de un th-
read pueden definirse algunos de sus atributos, como su prioridad, entre otros.
Siguiendo este enfoque, también es posible definir los atributos de los threads
planificados-por-aplicaciónantes de crearlos, y que son relevantes para la política
de planificación. En esta sección se estudiará la interfazobligatoriapara threads,
que se muestra de manera condensada en el Cuadro 5.2.
Antes de crear un thread debe definirse la política con la que será planifica-





Por otra parte, para conocer el planificador al que algún thread fue asignado, se
utiliza la función:
int pthread_attr_get_appschedlib_scheduler_np(
const pthread_attr_t * attr,
appschedlib_sched_t * scheduler);



































Cuadro 5.2: Funciones obligatorias para threads en la interfaz p opuesta
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en dondescheduleres el identificador del planificador.
Es importante señalar que bajo el modelo propuesto no es neceario definir
la prioridad fija del thread, ya que le será asignada la prioridad de la política de
planificación que lo planifique.
Para el caso de threads aperiódicos, como se recordará, existen políticas de
planificación que utilizan un servidor aperiódico para planificarlos. En el mode-
lo propuesto, si algún thread es planificado por algún servido , no se necesario
especificar su planificador sino que será suficiente con definir l servidor que lo














En el caso de los threads aperiódicos, serán planificados conlos parámetros de
crédito y periodo del servidor correspondiente.
Por otra parte, la definición del comportamiento periódico de los threads ha
sido tratado de manera especial en el modelo propuesto. POSIX proporciona fun-
ciones para definir threads periódicos, por medio del uso de temporizadores o
de funciones comoclock_nanosleep(). Sin embargo, al utilizar estos mecanismos
POSIX la aplicación debe incluir funciones que garanticen el comportamiento pe-
riódico de los threads, como puede ser armar y desarmar temporizad res, o llevar
control del tiempo para establecer el siguiente periodo. Para evitar lo anterior y
simplificar su implementación, en el API propuesto se ha defini o un mecanismo
para la definición de threads periódicos, sin la necesidad deincluir en el código del
thread funciones adicionales. Para definir un thread periódico tan sólo es necesario
establecer el periodo del thread usando la siguiente función antes de crearlo.
int pthread_attr_set_appschedlib_period_np(
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pthread_attr_t * attr,
struct timespec * period);
Al igual que en las funciones presentadas previamente, es posible conocer el valor
del periodo de un thread, y de definirlo y conocerlo de manera dinámica, utilizan-
do las siguientes funciones:
int pthread_attr_get_appschedlib_period_np(
const pthread_attr_t * attr,
struct timespec * period);
int pthread_set_appschedlib_period_np(
pthread_t thread,
struct timespec * period);
int pthread_get_appschedlib_period_np(
const pthread_t thread,
struct timespec * period);
en dondeperiod indica el intervalo de tiempo entre activaciones sucesivasdel
thread.
Para indicar en el código del thread el instante en el que el thread se suspende-
rá en espera del siguiente periodo, la funciónposix_appsched_invoke_scheduler()
debe utilizarse, con la que además invocará explícitamenteal planificador indi-
cando que ha concluido su actual activación. Cuando el planific dor es invocado
de esta manera y si el thread es periódico, suspende al threadqu hizo la llamada
a la función y lo activa en el siguiente periodo. Para ilustrar lo sencillo que es el
mecanismo de implementación de threads periódicos se muestra en el Ejemplo
4 el pseudocódigo de un thread periódico. Es importante destacar que la función
posix_appsched_invoke_scheduler()s utilizada para invocar al planificador, pa-
ra definir el instante de sincronización de los threads síncronos, y para definir su
naturaleza periódica. De esta manera se consigue que el código del thread sea lo
más sencillo posible.
Para ilustrar el uso de la interfaz para threads del modelo propuesto, en el
Ejemplo 6 se muestran el pseudocódigo de la funciónmain()del ejemplo presen-
tado en la sección anterior, y en la que se define un thread periódico y que será
planificado con la política EDF.
Cuando un thread periódico se crea de la manera anteriormente d scrita se
considera que su plazo es igual a su periodo. Sin embargo, un plazo diferente
puede definirse utilizando la función que se muestra a continuac ón:
int pthread_attr_set_appschedlib_deadline_np(
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Ejemplo 6 Ejemplo de uso de la interfaz para threads
. . .
pthread_t thread;











/ * se define el periodo del thread * /
period.tv_sec = 0;
period.tv_nsec = 30 * ONEMILI;
pthread_attr_set_appschedlib_period_np(
&th_attr, &period);
/ * se define la política de planificación del thread * /
pthread_attr_set_appschedlib_scheduler_np(
&th_attr, edf_sched_id);
/ * se crea el thread * /
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pthread_attr_t * attr,
struct timespec * deadline);
Además, las siguientes funciones relacionadas con el plazodel thread se han de-
finido:
int pthread_attr_get_appschedlib_deadline_np(
const pthread_attr_t * attr,
struct timespec * deadline);
int pthread_set_appschedlib_deadline_np(
pthread_t thread,
struct timespec * deadline);
int pthread_get_appschedlib_deadline_np(
const pthread_t thread,
struct timespec * deadline);
en dondedeadlinerepresenta el plazo del thread.
Como se verá en la siguiente sección, es posible llevar control del tiempo de
ejecuciónde un thread e invocar alguna función específica si el thread sejecu-
ta por más tiempo que el esperado. Para definir eltiempo de cómputo máximo
esperado en un thread, se utiliza la función:
int pthread_attr_set_appschedlib_maxexectime_np(
pthread_attr_t * attr,
struct timespec * wcet);
Las siguientes funciones relacionadas con el tiempo máximode ejecución de un
thread también están disponibles:
int pthread_attr_get_appschedlib_maxexectime_np(
const pthread_attr_t * attr,
struct timespec * wcet);
int pthread_set_appschedlib_maxexectime_np(
pthread_t thread,
struct timespec * wcet);
int pthread_get_appschedlib_maxexectime_np(
const pthread_t thread,
struct timespec * wcet);
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En estas funciones, el parámetrowcetespecifica el tiempo máximo en el que el
thread debe ejecutarse, en el peor caso. Si algún thread consume el tiempo de
ejecución especificado en este parámetro y aún no ha concluido on su ejecución,
ocurrirá lo siguiente:
1. Se ejecutan el manejador de cómputo en exceso, si es que se ha definido.
2. Se invoca a la función del planificadorth ead_block(), si se ha definido, y si
el thread es planificado por algún servidor aperiódico, ya que significa que
ha consumido su crédito.
3. Se ignora, si ninguna de las dos condiciones anteriores secumple.
Se ha comentado que la gran mayoría de los tests de planificabil dad consideran
el tiempo de cómputode las tareas, y que algunas políticas de control de acceso
a recursos requieren conocer la duración máxima de sus seccion s críticas, por
lo que se ha incluido en la interfaz una función que permita cono er los tiempos
de cómputo de las tareas. Dicha función hace uso del mecanismo CPU-Time de
POSIX para conocer con precisión el tiempo-real de CPU utilizado por una tarea.
El prototipo de la función es el siguiente:
int pthread_get_appschedlib_exectime_np(
const pthread_t thread,
struct timespec * exectime);
Una vez utilizada la función, en el parámetroexectimese tendrá eltiempo de
cómputode la última invocación del thread. Esta función permite además conocer
fácilmente el cómputo en exceso incurrido por una tarea aperiódica dentro de una
sección crítica, para ser descontado en siguientes recargas del crédito, como en
los mecanismos de sincronización de tareas aperiódicas propuestos por Ghazalie
y Baker estudiados previamente.
Existen otras funciones que forman parte de la interfaz obligatoria para threads
y que serán estudiadas en la siguiente sección, ya que están rlacionadas con las
prestaciones de tolerancia a fallos del modelo propuesto.
5.4.1. Valor de retorno y errores
Los valores que estas funciones pueden retornar son los siguientes:
[0] Si las funciones tienen éxito, retornarán el valor de cero.
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ers_ np(), pthread_attr_get_appschedlib_maxexectime_np(), pthread_attr_get_appschedlib_
schedhandlers _np()
fallarán si:














[EINVAL] El valor especificado porschedulerno es válido.
Las funcionespthread_attr_set_appschedlib_server_np()y pthread_set_appsch-
edlib_server_np()fallarán si:
[EINVAL] El valor especificado porserverno es válido
Las funcionespthread_attr_set_appschedlib_period_np()y pthread_set_appsche-
dlib_period_np()fallarán si:
[EINVAL] El valor especificado porperiodno es válido.
Las funcionespthread_attr_set_appschedlib_deadline_np()y pthread_set_apps-
chedlib_deadline_np()fallarán si:
[EINVAL] El valor especificado pordeadlineno es válido.
Las funcionespthread_attr_set_appschedlib_maxexectime_np()y thread_set_a-
ppschedlib_maxexectime_np()fallarán si:
[EINVAL] El valor especificado porwcetno es válido.
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5.5. Interfaz para tolerancia a fallos
Un sistema de tiempo-real puede experimentar fallos a pesard que se diseñe
correctamente. Los fallos pueden ser causados por un incorrect diseño del har-
dware, errores en el código de la aplicación, deficiencias enel funcionamiento
de los canales de entrada, o cambios en el entorno del sistema, por mencionar
algunos. Además, aún cuando no ocurra alguno de estos fallos, el si tema puede
incumplir sus restricciones temporales si las tareas se ejecutan por más tiempo
del esperado. Hay que recordar que la gran mayoría de los tests d planificabi-
lidad existentes se basan en el conocimiento deltiempo de cómputo en el peor
caso(wcet)3 de las tareas. A pesar de que el conjunto de tareas satisfaga el test
correspondiente, en la ejecución de estos sistemas pueden ocurrir errores debidos
principalmente a la dificultad para determinar con exactitud el tiempo de cómputo
del código. Los fallos en el sistema pueden provocar elincumplimiento de los pla-
zos4 de las tareas, que ocurren cuando las tareas de tiempo-real fallan en terminar
su ejecución antes del plazo tolerado [107].
Se explicó en la sección anterior que la interfaz propuesta incluye una función
para conocer eltiempo de cómputode las tareas, que es de gran utilidad en la
fase de prueba de una aplicación de tiempo-real, ya que con ayuda de esta función
de podrán conocer con precisión lostiempos de cómputode las tareas en una
arquitectura específica. Sin embargo, aún así el sistema pudiera presentar fallos,
como se ha explicado.
Dos de los problemas más importantes que un sistema erróneo puede sufrir
son losfallos en plazos5 y el cómputo en exceso6. El primero de ellos puede ocu-
rrir cuando una tarea no se completa antes de su plazo, debidoa algún fallo en
el sistema o por la interferencia de tareas de mayor prioridad. Por otra parte, una
tarea incurre encómputo en excesocuando se ejecuta por un tiempo mayor que
su tiempo de cómputo garantizado (wcet) [45]. Muchas técnicas de tolerancia a
fallos que han sido desarrolladas se benefician ampliamented las capacidades
de detección defallos en plazoso cómputo en exceso[22]. Varias acciones pue-
den llevarse a cabo cuando alguna tarea falla, por ejemplo: se puede disminuir su
prioridad, modificar su plazo, ejecutar una versión subóptima de la tarea, ejecutar
acciones de recuperación, etc. Por estas razones, se ha incluido servicios de tole-
rancia a fallos en el modelo propuesto, y en particular, un conjunto de funciones
para detectarfallos en plazosy cómputo en exceso.
Por otra parte, algunos algoritmos requieren que el sistemas a capaz de detec-
tar fallos en el sistema. Por ejemplo, en elmodelo de planificación de computación
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opcional para sistemas tolerantes a fallos7 propuesto por Mejía-Alvarezet al. en
[79], las tareas se dividen en dos partes: una llamada obligator a y otra opcional.
Cuando la parte obligatoria de la tarea falla algún plazo, debe ejecutarse de nuevo
o ejecutarse un conjunto de operaciones de recuperación. También, en [75], Liu y
Lee propusieron un modelo de programación para sistemas empotrados orientado
a eventos, que se beneficia de la capacidad del sistema para detectar cuando una
tarea falla un plazo o incurre en cómputo en exceso. Como puede verse, si el mo-
delo es capaz de detectar este tipo de problemas, es posible implementar una gran
cantidad de técnicas de tolerancia a fallos, lo que hace que el modelo sea aún más
flexible.
Es posible hacer uso de mecanismos POSIX para detectar fallos en un sistema.
Sin embargo, la implementación de servicios de detección defallos en plazosy
cómputo en excesoutilizando funciones POSIX no es sencilla. Las funciones re-
lacionadas con señales, temporizadores y relojes son de gran utilidad pero su uso
introduce complejidad en las aplicaciones de tiempo-real yademás no están pre-
sentes en todos los SOTR. Un ejemplo lo constituyen los mecanismos definidos
en POSIX para medir los tiempos de ejecución, que pueden ser utilizados para
detectar cuando un thread incurre encómputo en excesoo en el caso de threads
periódicos, cuando consumen el crédito de ejecución de su servidor. Pero su uso
requiere la creación de temporizadores y de incluir en el código el thread las
operaciones necesarias para llevar a cabo el control del tiempo de ejecución, lo
que hace compleja la implementación de servicios de tolerancia fallos. Además,
los relojes y temporizadores CPU-Time de POSIXestán definidos en laespecifi-
cación Avanzada de Threads de Tiempo-Real, que es opcional y por lo tanto no
está presente en todo sistema operativo, como ya se ha explicado.
Por otra parte, el modelo de la planificación definida por el usuario incluye un
conjunto de funciones que pueden ser utilizadas para implementar mecanismos
eficientes para detectarfallos en plazosy cómputo en exceso, entre las que se
incluyen funciones para:
activar o suspender la ejecución de threadsplanificados-por-aplicación
informar explícitamente alPDU cuando el thread a concluido su ejecución
para la presente activación
armar temporizadores globales (timeouts)
armar notificaciones específicas por thread
Sin embargo, el uso de estas funciones sigue siendo complejoy r quiere de un
conocimiento profundo del significado y consecuencias de caa una de ellas. En
7scheduling optional computations
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el API propuesto, estos inconvenientes se eliminan al integrar en él los servicios
de detección defallos en plazosy cómputo en excesode manera directa, y que
permiten manejarlos inmediatamente.
Para poder detectar estos errores temporales se pueden definir manejadores a
nivel global, y manejadores específicos por thread. Estos manejadores son fun-
ciones definidas por el usuario que serán ejecutadas cuando un thread pierda un
plazo o cuando incurra en un exceso de cómputo. A continuación se presentan las
funciones que permiten definir los manejadores globales o por PDU. Estos ma-
nejadores serán invocados cuando alguno de los threads planificados por el PDU
incurra en alguno de los fallos mencionados.
int appschedlib_attr_set_schedhandlers(
appsched_attr_t * attr,
void ( * overrun_handler) (pthread_t * thread),
void ( * deadline_miss_handler) (pthread_t * thread);
int appschedlib_attr_get_schedhandlers(
const appsched_attr_t * attr,
void ( * overrun_handler) (pthread_t * thread),
void ( * deadline_miss_handler) (pthread_t * thread);
int appschedlib_set_schedhandlers(
appschedlib_sched_t * appscheduler,
void ( * overrun_handler) (pthread_t * thread),
void ( * deadline_miss_handler) (pthread_t * thread);
int appschedlib_get_schedhandlers(
const appschedlib_sched_t * appscheduler,
void ( * overrun_handler) (pthread_t * thread),
void ( * deadline_miss_handler) (pthread_t * thread);
Por otra parte, si se requiere la definición de manejadores específicos por thread,
que tendrán preferencia sobre los manejadores globales, podrán definirse y cono-
cerse con el uso de:
int pthread_attr_set_appschedlib_schedhandlers_np(
pthread_attr_t * attr,
void ( * overrun_handler) (pthread_t * thread),
void ( * deadline_miss_handler) (pthread_t * thread);
int pthread_attr_get_appschedlib_schedhandlers_np(
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pthread_attr_t * attr,
void ( * overrun_handler) (pthread_t * thread),
void ( * deadline_miss_handler) (pthread_t * thread);
int pthread_set_appschedlib_schedhandlers_np(
pthread_t thread,
void ( * overrun_handler) (pthread_t * thread),
void ( * deadline_miss_handler) (pthread_t * thread);
int pthread_get_appschedlib_schedhandlers_np(
pthread_t thread,
void ( * overrun_handler) (pthread_t * thread),
void ( * deadline_miss_handler) (pthread_t * thread);
Las funciones manejadoras, como puede observarse, recibenun único parámetro,
que es un puntero al thread que incurrió en el fallo. Esto se deb a que la función
manejadora puede ser ejecutada en un contexto diferente al del thread erróneo, y
por lo tanto funciones comopthread_self()no son de utilidad para detectar a la
tarea que contiene el error.
5.5.1. Valor de retorno y errores
Los valores que estas funciones pueden retornar son los siguientes:








[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
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[ESRCH] El valor especificado porthreadno hace referencia a un thread exis-




[EINVAL]] Los valores especificado porvoid (*overrun_handler) (pthread_t *th-
read) y void (*deadline_miss_handler) (pthread_t *thread)no son
válidos.
Hasta aquí se han presentado las funciones que forman la parte obligatoria de la
interfaz propuesta. Sin embargo, el modelo debe ser lo suficientemente flexible
como para soportar políticas de planificación que requierande la definición de
atributos adicionales. En la siguiente sección se presentarán l s guías para exten-
der la interfaz y agregarle funciones optativas.
5.6. Definición de nuevas políticas
En esta sección se explica la manera de implementar las funciones necesarias
para definir los atributos de alguna política de planificación particular. El objetivo
es el de preservar compatibilidad con la interfaz propuesta.
Algunas políticas de planificación requieren de la definicióde atributos adi-
cionales de planificación. En caso de que la política implementada requiera de
parámetros específicos, deberá crearse la función correspondiente. Por ejemplo,
para la política de planificaciónround robin(APPSCHEDLIB_RR), elquantum
de ejecución se definirá por medio de las siguientes funciones:
int appschedlib_attr_set_rrquantum(
appschedlib_attr_t * attr,
struct timespec * quantum);
int appschedlib_set_rrquantum(
appschedlib_sched_t * appscheduler,
struct timespec * quantum);
Además, deberán definirse las funciones que permitan conocer el valor del nuevo
atributo. Por ejemplo, para conocer al valor delquantumde la políticaround robin,
las siguientes funciones deben estar disponibles:
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int appschedlib_attr_get_rrquantum(
appschedlib_t * attr,
struct timespec * quantum);
int appschedlib_get_rrquantum(
appschedlib_sched_t * appscheduler,
struct timespec * quantum);
La implementación de estas funciones implica que deba incluirse en el objeto de
atributos del planificador uno que represente al nuevo parámet o, que en este caso
representará alquantumcon un atributo del tipostruct timespec. En el siguiente
capítulo se estudiará con detalle la manera de implementar planificadores a nivel
de usuario con el modelo propuesto, y se presentarán los elementos que forman al
objeto de atributos, así como las guías para agregar nuevos parámetros.
Por otra parte, alguna de las nuevas políticas de planificación pueden requerir
la definición de parámetros de los threads planificados por ella. Por ejemplo, si
se implementa la política de planificación de prioridad dual8 [33], el instante de
promoción9 del thread se definiría utilizando las siguientes funciones:
int pthread_attr_set_appschedlib_promotiontime_np(
pthread_attr_t * attr,
struct timespec * prom_time);
int pthread_set_appschedlib_promotiontime_np(
pthread_t thread,
struct timespec * prom_time);
De igual manera, para conocer el valor del se utilizarían lasfunciones cuyo pro-
totipo se muestra a continuación:
int pthread_attr_get_appschedlib_promotiontime_np(
pthread_attr_t * attr,
struct timespec * prom_time);
int pthread_get_appschedlib_promotiontime_np(
pthread_t thread,
struct timespec * prom_time);
Puede observarse que la aplicación no tiene nunca acceso dircto a los atributos
de las políticas de planificación y threads. En todo caso, deben xistir siempre
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5.7. Implementación de la propuesta
La interfaz propuesta en este capítulo supone la existenciade un conjunto de
planificadores definidos por el usuario y desarrollados siguiendo la metodología
propuesta en esta tesis. La interfaz ha sido implementada enRTLinux y se ha
medido su sobrecarga, que resultó ser del 1.15 % [40]. La sobrecarga introducida,
como puede verse, es despreciable.
En el siguiente capítulo se presentan las guías a seguir parala implementación





Creación de Bibliotecas de
Planificadores Definidos por el
Usuario
En el capítulo anterior se presentó el modelo propuesto parala definición de
planificadores a nivel de usuario, que junto con la estrategide implementación
presentada en el capítulo 4, cumple con los característicasdefinidas en esta tesis.
La interfaz propuesta tiene como objetivo facilitar la implementación de sistemas
de tiempo-real, extendiendo el modelo de la planificación defi i a para el usuario
presentada por Aldea y González-Harbour. Hasta el momento sha explicado la
manera en que los nuevos servicios de planificación pueden ser utilizados, pero no
se ha explicado cómo implementar las nuevas políticas de planificación utilizando
el marco de referencia propuesto. En este capítulo se presentan algunas guías para
la implementación de planificadores definidos por el usuariode tal manera que
puedan ser utilizados eficientemente con la interfaz propuesta.
6.1. Definición de planificadores
La idea básica consiste en que las políticas de planificaciónque se implemen-
ten estén integradas, al menos de manera conceptual, en una biblioteca de plani-
ficadores definidos por el usuario. Si los planificadores se construyen siguiendo
algunas reglas sencillas, se podrán utilizar con la interfaz propuesta en el capítulo
anterior y se podrán aprovechar las nuevas prestaciones.
El modelo propuesto busca ser lo más abstracto posible, enfocánd se más en
aspectos cualitativos que permitan la implementación de sist mas de tiempo-real
de manera flexible y eficiente. Sin embargo, en muchas ocasiones se explicarán
detalles de su implementación en RTLinux para ilustrar una manera en que los
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nuevos servicios pueden ser integrados a un SOTR, sin que esto implique que sea
la única manera de hacerlo. Se estudiarán primero los aspecto generales para la
definición de un PDU, y en secciones posteriores se tratará ladefinición del PDU
de acuerdo a características particulares del sistema a planificar.
Sin importar la manera en que cada PDU sea implementado, estará car cteri-
zado por un conjunto de datos y un conjunto de operaciones. Los dat s necesarios
para que el planificador lleve a cabo su trabajo están definidos en una estructura







struct rtl_thread_struct * current_thread;
void ( * overrun_handler)
(struct rtl_thread_struct * thread);
void ( * deadline_miss_handler)




La función de la mayoría de los atributos de esta estructura es obvia, pero sin el
ánimo de ser exhaustivo, se explican a continuación:
policy: política de planificación a utilizar
priority: prioridad de la política de planificación, que será asignada los
threads planificados por ella
threads_synch_start: si se ha elegido que el conjunto de threads sea sín-
crono, contiene el número de threads que iniciarán su ejecución en el mismo
instante de tiempo
threads_count: número de threads creados actualmente y que son planifica-
dos por el planificador
threads_list_start: puntero al inicio de la lista de threads activos
overrun_handler: puntero a la función que será ejecutada si alguno de sus
threads incurre en un cómputo en exceso
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deadline_miss_handler: puntero a la función que será ejecutada si alguno
de sus thread falla algún plazo
servers_list_start: puntero al inicio de la lista de servidores aperiódicos de-
finidos junto con la política de planificación
synch_threads_list_start: puntero al inicio de la lista de threads que incicia-
rán ejecución simultánea, justo en su correspondiente instante de sincronía
Se ha dicho que todo PDU está compuesto por un conjunto de atributos, mostrados
líneas arriba, y un conjunto de operaciones. La totalidad deoperaciones primitivas
disponibles se muestran en el Cuadro 4.3 en la página 91, y generalmente es tan
sólo necesario definir un subconjunto de ellas. Por cada nueva política de plani-
ficación, deberán determinarse las operaciones primitivascorrespondientes, que
podrán variar de acuerdo a cada política y a cada implementació . Sin embargo,
en el modelo propuesto, se ha determinado con precisión el conjunt de operacio-
nes que deberán definirse en todo PDU. Para fines prácticos, los planificadores a
nivel de usuario han sido clasificadas en tres grupos, de acuerdo al conjunto de
tareas que planifique. Los grupos son: planificadores de tareas periódicas, planifi-
cadores de tareas aperiódicas, y planificadores de tareas con recursos compartidos.
Siempre que se implemente un nuevo planificador, y tomando enc nsideración el
tipo de sistema que planificará, deberán definirse las operaciones correspondien-
tes siguiendo las guías presentadas en este capítulo. De esta manera se tiene un
marco de referencia para la construcción de planificadores,y se garantizará la
consistencia en su uso, así como su portabilidad.
En la siguiente sección se analizará la construcción de planificadores defini-
dos por el usuario considerando exclusivamente tareas periódicas. En posteriores
secciones se analizarán los casos que incluyan tareas aperiódicas y recursos com-
partidos, y se concluirá el capítulo presentando los atributos adicionales de los
threadsplanificados-por-aplicación.
6.2. Planificadores de tareas periódicas
En esta sección se estudiará la construcción de planificadores a nivel de usua-
rios, siguiendo el modelo propuesto, y que serán utilizadosen sistemas compues-
tos exclusivamente por tareas periódicas críticas. Un ejemplo de este tipo de plani-
ficadores es el EDF. Para la construcción de estos planificadores será necesario la
definición de al menos las operaciones que aparecen en el Cuadro 6.1. El objetivo
y estructura de cada una de estas funciones se explica a continuación.
Es importante destacar que todos los planificadores utilizarán l misma opera-
ción init(), y que llevará a cabo el conjunto de operaciones iniciales necesarias por
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Cuadro 6.1: Operaciones de unPDU de tareas periódicas
todo planificador. En la implementación llevada a cabo, a la función se le nombra
appschedlib_init()y su prototipo se muestra a continuación:
void appschedlib_init(
struct appschedlib_sched_attr_t * sched_data,
struct appschedlib_init_data_t * init_data);
en donde el primer argumento es una estructura que contiene los datos del plani-
ficador estudiados anteriormente.
La funciónnew_thread()es ejecutada cuando se crea un threadpl nificado-
por-aplicación. Recibe como primer parámetro, al igual que el resto de las opera-
ciones primitivas, un puntero asched_data , que contiene la dirección del inicio
del área de memoria en la que se encuentran los datos utilizados por el planifica-
dor. La función revisa en primera instancia si el usuario ha definido un conjunto
de tareas síncrono, lo que determinará si el valor dethreads_synch_start
es mayor que cero. Si ese es el caso, ejecutará al thread y lo marcará como sín-
crono, en un atributo del thread definido específicamente para ello. Si el conjunto
de tareas no es síncrono, se activará el thread inmediatamente.
Antes activar un thread deben revisarse algunos de sus atributos. En primer
lugar, debe determinarse su correcto valor deurgencia, que dependerá de la po-
lítica de planificación utilizada. Además, si se ha definido algún manejador para
detección decómputo en excesoo fallos en plazos, deben programarse los tempo-
rizadores correspondientes. También debe programarse un temporizador para el
siguiente periodo de ejecución del thread. Para controlar estos tiempos dos me-
canismos son utilizados. Para los tiempos de cómputo de los threads se utiliza
el mecanismoPOSIX de medición de los tiempos de ejecución (CPU Time). To-
mando en consideración que POSIX establece en [51] que los mecanismos para
medir el tiempo de ejecución deben ser definidos por el implementador1, se han
integrado al núcleo del SOTR los servicios para medir el tiempo de ejecución
1implementation-defined
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Ejemplo 7 Pseudocódigo de la funciónnew_thread()para tareas periódicas
void new_thread(sched_data, thread, actions, current_time)
{
si (threads_synch_start >= 0) {
incrementar no_threads en 1;
marcar thread como síncrono;
} fin si
calcular valor de urgencia ;
si (manejador de fallos en plazo definido)
armar notificación para thread
en el plazo o periodo,
lo que sea más cercano;
de otra manera
armar notificación para thread
en el siguiente periodo;
activar thread;
}
de los threadsplanificados-por-aplicaciónque utilicen el modelo propuesto. De
esta manera, cuando un thread es ejecutado su tiempo de cómputo es registrado
siempre. Si el thread incurre encómputo en excesoy se ha definido alguno de
los manejadores correspondientes, se genera una señal y elPDU será informado
cuando se invoca la función primitivasignal(). El pseudocódigo de esta función
puede verse en el Ejemplo 8. Con este mecanismo no es necesario inclu r en el
código del thread o de la aplicación función alguna para el control del tiempo de
ejecución o los cómputos en exceso. La misma estrategia se utiliza para el control
del crédito de los servidores aperiódicos, como se verá más adelante. Por otra par-
te, si el usuario desea utilizar temporizadores para llevarl control del tiempo de
cómputo la interfaz lo permite.
El segundo mecanismo relacionado con el tiempo se utiliza par rogramar
el siguiente periodo del thread y para detectar fallos en plazos. En estos casos
debe programarse una notificación para el thread al tiempo más próximo de los
dos (periodo o plazo), y esto se hace utilizando internamente la funciónapps-
ched_notification_for_thread()en las funcionesnew_thread()y thread_ready(),
entre otras. El pseudocódigo de la funciónnew_thread()se muestra en el Ejemplo
7. La funciónthread_ready()tiene una estructura similar a la den w_thread(), con
la excepción de que no se valida la ejecución simultánea de las tareas síncronas.
Cuando un thread concluye con su ejecución debe utilizar la función que invo-
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Ejemplo 8 Pseudocódigo de la funciónsignal()para tareas periódicas
void signal(sched_data, siginfo, actions, current_time)
{
en caso de que siginfo.si_signo igual a {
APPSCHEDLIB_EXEC_TIME_SIGNAL:
si (manejador nivel thread definido)
ejecutar manejador nivel thread;
de otra manera
si (manejador nivel global definido)




ca explícitamente a suPDU, posix_appsched_invoke_scheduler(). En este caso, la
operación primitiva invocada por el núcleo del SOTR será la definida en la función
explicit_call(). En esta función se suspende la ejecución del thread y en el caso
de que se utilice el servicio de detección de fallos en plazos, se desarma o repro-
grama la notificación correspondiente. Además, si el threades parte del conjunto
de threads síncronos, lo agregará a lalist de threads síncronosy decrementará el
contadorthreads_synch_start en uno. Si después de esto su valor es igual
a 0, significa que todos los threads síncronos han alcanzado su punto de sincronía
y por lo tanto pone en ejecución a los threads contenidos en lalista de threads sín-
cronos. Cada thread síncrono deja de ser marcado como tal a partir de este punto.
El pseudocódigo de esta función para threads periódicos se muestra en el Ejemplo
9.
Cuando ocurre alguna notificación para un thread significa que algún even-
to temporal relacionado con él ha ocurrido. Ejemplos de estaclase de eventos
son el inicio de un nuevo periodo para el thread o el fallo en cumplir un plazo.
En el Ejemplo 10 se muestra el pseudocódigo de esta función, llamadanotifica-
tion_for_thread().Si se trata del instante de una nueva activación del thread, s
activa después de programar la siguiente notificación. Si elevento que provocó la
ejecución de la función es una fallo en un plazo, se ejecuta elmanejador corres-
pondiente.
Con las funciones hasta aquí expuestas se pueden construir planificadores para
tareas periódicas. La inclusión de tareas aperiódicas se estudia en la siguiente
sección.
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Ejemplo 9 Pseudocódigo de la funciónexplicit_call()para tareas periódicas
void explicit_call(sched_data, thread, actions, current_time)
{
suspender thread;
si (manejador de fallos en plazo definido)
desarmar notificación para el thread
o re-programarla al siguiente periodo
si (thread es síncrono) {
agregar thread a lista de threads síncronos;
decrementar threads_synch_start en 1;
si ( threads_synch_start = 0) {
por cada thread en lista de threads síncronos, hacer: {
marcar thread como no síncrono;
calcular valor de urgencia ;
si (manejador de fallos en plazo definido)
armar notificación para thread
en el plazo o periodo,
lo que sea más cercano;
de otra manera
armar notificación para thread
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en caso de que thread.appschedlib_state igual a {
INACTIVE:
/ * significa que su tiempo de activación ha llegado * /
si (manejador de fallos en plazo definido)
armar nueva notificación para el thread
para el próximo plazo o periodo,
lo que sea menor;
de otra manera
armar nueva notificación para el thread




/ * significa que ha fallado su plazo * /
si (manejador nivel thread definido)
ejecutar manejador nivel thread;
de otra manera
si (manejador nivel global definido)














Cuadro 6.2: Operaciones de unPDU de tareas aperiódicas
6.3. Planificadores de tareas aperiódicas
En esta sección se estudiará la manera de construir planificadores para siste-
mas formados por tareas periódicas críticas y tareas aperiódicas. Por ejemplo, las
políticas EDF y CBS pueden ser utilizadas en sistemas con estas características.
Como se estudió en la Sección 2.3.3, los métodos más comúnmente utilizados
para planificar este tipo de sistemas consisten en el uso deervidores aperiódicos,
que reservan un ancho de banda para la ejecución de las tareasasignadas a ellos.
Si bien es cierto que un servidor aperiódico es definido conceptualmente como
una tarea, en la práctica y por razones de eficiencia no tiene por que ser así. En
el marco de referencia propuesto, cada PDU planifica a los servidores que le han
sido asignados, sin necesidad que que sean implementados com threads.
Para el PDU, cada servidor está definido por medio de un conjunto de datos,
que son administrados internamente por él y a los que las aplicaciones no tienen
acceso. En el modelo, todo servidor debe definirse con una estructura de datos que
contenga al menos los valores que se muestran a continuación:
struct appschedlib_server_attr_t {












6.3. PLANIFICADORES DE TAREAS APERIÓDICAS
struct rtl_thread_struct * current_thread;
appschedlib_server_state_t state;
};
La función de cada atributo se explica brevemente:
next: utilizado por el planificador para ordenar a los servidoresen u lista
id: identificador del servidor
threads_count: contador del número de threads asignados al servidor
urgency: valor de urgencia del servidor, que será asignado a los threads que
active
priority: prioridad fija del servidor, utilizada por algunas políticas
appscheduler: planificador del servidor
period: periodo del servidor
budget: crédito máximo del servidor
current_budget: crédito actual del servidor
current_deadline: plazo actual del servidor
threads_list_start: puntero a la lista de threads activos del servidor
current_thread: de los threads activos del servidor, el que actualmente esta
siendo planificado por el PDU
state: estado del servidor
Atributos adicionales podrán agregarse, en caso de que alguna política de planifi-
cación lo requiriese.
Además de los datos del planificador presentados en la sección anterior, y de
los datos del servidor, el PDU requerirá de la definición de unconjunto de ope-
raciones primitivas. Las operaciones necesarias para la planificación de threads
periódicos que se presentaron en el Cuadro 6.1 en la página 146 deberán modi-
ficarse para planificar un sistema con tareas periódicas y aperiódicas, y deberá
agregarse la operacióntimeout(), como se muestra en el Cuadro 6.2. Esta función
se usará para llevar el control de las activaciones periódicas de los servidores,
como se explica a continuación.
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Ejemplo 11Pseudocódigo de la funcióntimeout() para tareas aperiódicas
void timeout(sched_data, actions, current_time)
{
por cada servidor en lista, hacer;
si ( next_server ) {
activar sus threads aperiódicos
controlando el consumo de su crédito
hasta consumir crédito del servidor
o no haya más threads aperiódicos
por ejecutar;
}
determinar siguiente periodo de next_server ;
colocar next_server en lista:
next_server = servidor que encabece lista;
armar timeout en
siguiente periodo de n ext_server :
}
Debido a que cada PDU debe administrar el conjunto de servidores definidos
bajo su política, cada uno de ellos será agregado a la lista deservidores del plani-
ficador, que estará ordenada por periodo o instante de activación. Una de las fun-
ciones del planificador es la de llevar control de las activaciones periódicas de ca-
da servidor. Para esto, programará temporizadores globales uti izando la función
posix_appsched_actions_addtimeout(). Como sólo puede utilizarse un temporiza-
dor global por planificador, deberá programarse para el instante de activación del
servidor que encabece la lista. Cuando el temporizador expie, se ejecutará la ope-
racióntimeout(), en la que el planificador activará al servidor correspondiente. El
pseudocódigo de esta función se muestra en el Ejemplo 11.
Por otra parte, cada servidor debe llevar un control sobre elconsumo del cré-
dito de los threads que planifique. Para vigilar que las restricciones de crédito de
ejecución se satisfagan, cada servidor sólo podrá activar uno de sus thread a la
vez, lo que significa que en cada instante la cola de threads activos del sistema
operativo contendrá a lo más un thread aperiódico por servidor. Esto no ocurre
con las tareas periódicas, ya que pueden activarse inmediatamen e con un valor
de urgencia adecuado, pues es utilizado por el planificador del sistema como se-
gundo criterio de prioridad. Sin embargo, para el caso de lastareas aperiódicas, el
control del tiempo de ejecución obliga al servidor a llevar una lista de sus threads
activos, de tal manera que cuando el PDU correspondiente losplanifique, lo haga
con los parámetros correctos, a saber: crédito, plazo y valor de urgencia.
153
6.3. PLANIFICADORES DE TAREAS APERIÓDICAS
Ejemplo 12Pseudocódigo de thread_ready() para tareas aperiódicas
void thread_ready(sched_data, thread, actions, current_time)
{
si (el thread es aperiódico)
agregar thread a lista
del servidor correspondiente;
si (servidor inactivo)
activarlo en caso de que su
algoritmo lo especifique;
de otra manera {
calcular valor de urgencia ;
si (manejador de fallos en plazo definido)
armar notificación para thread
en el plazo o periodo,
lo que sea más cercano;
de otra manera
armar notificación para thread
en el siguiente periodo;
activar thread;
} fin si - de otra manera
}
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Ejemplo 13Pseudocódigo de la funciónsignal()para tareas aperiódicas
void signal(sched_data, siginfo, actions, current_time)
{
en caso de que siginfo.si_signo igual a {
APPSCHEDLIB_EXEC_TIME_SIGNAL:
si (thread es aperiódico) {
suspender thread;
agregar thread a lista de threads
de su servidor;
aplicar reglas de consumo y recarga
de su servidor;
actualizar lista de servidores
y re-programar temporizador global
en caso de ser necesario;
} de otra manera {
si (manejador nivel thread definido)
ejecutar manejador nivel thread;
de otra manera
si (manejador nivel global definido)
ejecutar manejador nivel global;
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Para llevar control del consumo de crédito, siempre que un thread aperiódico
se active será colocado en la lista de threads del servidor respectivo. Cuando el
servidor sea activado, elegirá el thread aperiódico por ejecutar de acuerdo a su
algoritmo. Una vez que lo haya seleccionado, deberá calcular s valor de urgencia,
que dependerá de la política de planificación de cada PDU. Porejemplo, para el
caso de un PDU que utilice las políticas EDF y CBS, cada servidor CBS utilizará
el inverso del valor de su plazo como valor de urgencia del thrad que active,
mismo que será utilizado por el EDF para planificar al thread.
Se ha dicho que las funciones que llevan a cabo las activaciones de los threads
periódicos deben ser modificadas para que, cuando una tarea aperiódica llegue al
sistema, en lugar de ser activada directamente por el PDU, sea agr gada a la cola
de threads del servidor correspondiente. Las funciones queon afectadas con es-
tos cambios sonew_thread()y thread_ready(). El pseudocódigo de esta última se
muestra en el Ejemplo 12. Puede observarse que se verifica si el thread es aperió-
dico, para que en ese caso sea agregado a la lista de threads activo de su servidor.
Además, hay que considerar el caso de algunos algoritmos queespecifican que si
el servidor está inactivo cuando alguno de sus threads se libera, debe generarse un
nuevo plazo para el servidor y activarse de acuerdo a las reglas del PDU. Consi-
derando nuevamente el ejemplo del EDF y CBS, el servidor seráplanificado por
el EDF de acuerdo a su nuevo plazo. El pseudocódigo de la función ew_thread()
no se presenta ya que es muy similar al dethr ad_ready(), con la diferencia de
que debe considerar el caso de la activación de tareas síncronas, que se estudió
en la sección anterior. Para el caso de la funciónexplicit_call(), el único cambio
consiste en que cuando un thread aperiódico concluye con su ejec ción, deben
ajustarse los valores de crédito y plazo del servidor correspondiente, de acuerdo a
lo estipulado en su propio algoritmo.
Por otra parte, si se utilizan temporizadores CPU-Time parael control del con-
sumo del crédito, la funciónsignal()debe también modificarse para que ejecute
las operaciones necesarias cuando un thread consume su crédito. Su pseudocódi-
go se muestra en el Ejemplo 13. Si una tarea aperiódica consume crédito, se
genera una señal y se ejecuta la funciónsignal(). En ella, se suspende al thread
aperiódico y se aplican las reglas de consumo y recarga del servidor. Una vez
hecho esto, el servidor puede activar alguno de sus threads con los nuevos valo-
res. Otra alternativa mas sencilla, es la de utilizar los mecanismos de la interfaz
propuesta para el control del tiempo de ejecución. De esta manera, utilizando la
función pthread_set_appschedlib_maxexectime()es posible establecer el crédito
de ejecución disponible para el thread, y en caso de que se conuma, se ejecutará
la operaciónthread_block(). El código de esta función sería similar al designal().
Es importante mencionar que el uso de un servidor aperiódicoes una estrategia
para controlar el tiempo de cómputo de un thread, por lo que not ndría sentido














Cuadro 6.3: Operaciones de unPDU con recursos compartidos
caso de ser definidos se ignoran y se ejecutan en su lugar las reg d consumo y
reposición del servidor correspondiente.
6.4. Sincronización
La sincronización de tareas puede gestionarse utilizando el protocolo SRP y
las versiones POSIX de los protocolos PIP y PCP. Para los casop rticulares del
PCP y SRP, es necesario la definiciónoff-linede los valores detecho de prioridad
y de techo de nivel de expulsiónde los monitores, y una vez definidos deben ser
asignados utilizando las funciones correspondientes que se pre entaron en la Sec-
ción 4.9.3.6 en la página 103. Sin embargo, este enfoque no esflexible y puede
introducir errores si no se asignan correctamente los valores de techo de prioridad
o de nivel de expulsión. En la interfaz propuesta se ha integrado una nueva fun-
ción, presentada por Balbastre y Ripoll en [13], para eliminar este tipo de errores
y para flexibilizar el uso de monitores. La función se muestraa continuación:
int pthread_mutex_register_np(pthread_t thread,
pthread_mutex_t * mutex);
La función deberá ser utilizada pararegistrar todos los threads que utilizarán el
monitor, y determinará automáticamente los valores de techo de prioridad y de
techo de nivel de expulsión correctos.
Debido a que los protocolos de sincronización arriba descrito han sido inte-
grados al núcleo del sistema operativo al implementar el modelo para la planifi-
cación definida por el usuario, no es necesario administrar el cc so a recursos
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en el código de los planificadores definidos por el usuario, a excepción de cuando
se utilizan tareas aperiódicas. Si tal es el caso, deberán programarse las funciones
primitivas que se invocarán cuando un threadplanificado-por-aplicacióninvoque
a alguna de las funciones relacionadas con los monitores. Las operaciones que
deberán ser implementadas para planificar conjuntos de tareas periódicas y ape-
riódicas que compartan recursos entre sí se muestra en el Cuadro 6.3. El código
de dichas funciones, en caso de ser necesario definirlas, depen rá de la política
de sincronización implementada.
La interfaz propuesta, como se ha explicado, incluye funciones que permiten
implementar la gran mayoría de algoritmos de planificación para tareas aperió-
dicas con recursos compartidos publicadas a la fecha. Es posible llevar control
del consumo de crédito de los threads, y es posible administrar la entrada a las
secciones críticas.
Una vez que se han estudiado las guías para la implementaciónde planifica-
dores, en la siguiente sección se presentan los atributos adicionales definidos para
los threadsplanificados-por-aplicacióndel modelo propuesto. Con ellos, el PDU
podrá planificarlos correctamente.
6.5. Threads planificados por aplicación
Los atributos para threads que se muestran en el Cuadro 6.4, han sido definidos
para permitir su planificación utilizando el modelo propuesto.
Se ha explicado que el modelo busca ser lo suficientemente flexible como para
permitir la implementación de la mayoría de las políticas deplanificación dis-
ponibles. Por esta razón, la lista de atributos presentada en esta sección puede
incrementarse para incluir atributos adicionales, en casode que alguna implemen-
tación los requiera. Lo importante a destacar es que en todo caso deben incluirse
las funciones que permitan establecer o conocer el valor de tales atributos, de tal
manera que las aplicaciones no puedan acceder a ellos los directamente, sino a
través de las funciones correspondientes.
Una vez que se ha presentado el marco de referencia propuesto, en el siguiente
capítulo se presentarán algunos ejemplos y casos de estudio, con la finalidad de
clarificar su uso.
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Tipo Nombre Descripción
appschedlib_policy_t policy Política de
planificación
struct timespec * appschedlib_period Periodo
struct timespec * deadline Plazo relativo
struct timespec * next_deadline Plazo absoluto
struct timespec * wcet Máximo tiempo
de cómputo




int synch_flag Bandera para
thread síncrono
void * ( * deadline_miss_handler) Puntero al manejador
(pthread_t * thread) de fallos en plazos
void * ( * overrun_handler) Puntero al manejadors
de fallos en
(pthred_t * thread) cómputo en exceso




Ejemplos y Casos de Estudio
7.1. Ejemplo: EDF
En este capítulo se mostrarán algunos ejemplos que muestrenla implementa-
ción de planificadores definidos por el usuario, así como el uso de los servicios
de planificación construidos con las propuestas estudiadasen e ta tesis. En primer
lugar, se presentará la implementación de la política de planific ción EDF utili-
zando el modelo para la planificación definida por el usuario implementada en
RTLinux.
Como se estudió en la Sección 2.3.2, la política EDF asigna una prioridad
dinámica a las tareas inversamente proporcional al valor desus plazos absolu-
tos. Para implementarla, sin considerar servicios de tolerancia a fallos, tan sólo
es necesario definir las funciones primitivas que aparecen en el Cuadro 7.1. En
la implementación existente en RTLinux del modelo para la planificación defi-
nida por el usuario [38] se hace una distinción en la función primitiva utilizada
para invocar al planificador una vez que ha concluido su ejecución. Si se hace
utilizando la funciónposix_appsched_invoke_scheduler()se usarán las operacio-
nes mostradas en el Cuadro 7.1. De otra manera, si se utilizanfunciones PO-
SIX como clock_nanosleep(), o del API de RTLinux comopthread_wait_np(),
se sustituiría la operaciónexplicit_call() y su código se ejecutaría por la opera-
ción thread_block(). El pseudo-código de la funciónew_thread()se muestra
en el Ejemplo14, que es el mismo para la funciónthread_ready(). La función
ex plicit_call() incluye tan sólo la instrucción para suspender la ejecucióndel th-
read.
Una vez definidas las operaciones primitivas necesarias es posible utilizar la
política de planificación EDF. El código de la funcióninit_module()de una apli-
cación que utilice las operaciones del EDF se muestra en el Ejemplos 15 y 16.







Cuadro 7.1: Operaciones para implementar la política EDF
Ejemplo 14Funciónnew_thread() para el EDF
void new_thread(sched_data. thread, actions, current_time)
{
obtener parámetros definidos por
el usuario del thread;
hacer next_deadline = current_time
+ parámetros_thread.period
hacer urgencia = ~( next_deadline );
activar thread con valor de urgencia ;
}
de tiempo-real se simplifica muchísimo, como puede observarse en el código de
la funcióninit_module() que se muestra en el Ejemplo 17.
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Ejemplo 15Funcióninit_module()utilizando el EDF
. . .
pthread_t thread;
/ * variable que contiene parámetros
definidos por el usuario * /
edf_th_t edf_th;
/ * se crea estructura con punteros
a las funciones primitivas * /
static posix_appsched_scheduler_ops_t edf_scheduler_ops =
{
NULL, / * init() * /
(void * ) new_thread, / * new_thread() * /
NULL, / * thread_terminate() * /
(void * ) thread_ready, / * thread_ready() * /
(void * ) thread_block, / * thread_block() * /
NULL, / * thread_yield() * /
NULL, / * change_sched_param_thread() * /
NULL, / * explicit_call() * /
NULL, / * explicit_call_with_data() * /
NULL, / * notification_for_thread() * /
NULL, / * timeout() * /
NULL, / * signal() * /
NULL, / * priority_inherit() * /
NULL, / * priority_uninherit() * /
NULL, / * lock_mutex() * /
NULL, / * trylock_mutex() * /
NULL, / * unlock_mutex() * /
NULL / * appsched_error() * /
};










/ * se crea el planificador * /
posix_appsched_scheduler_create(&edf_scheduler_ops,
0, NULL, 0, &edf_sched_id);
pthread_attr_init (&attr);
sched_param.sched_priority = 10;
/ * se define el periodo del thread * /
edf_th.period = 30 * ONEMILI;
/ * se asignan parámetros definidos
por el usuario (periodo) * /
pthread_attr_setappschedparam(
&attr,(void * ) &edf_t, sizeof(edf_th));
pthread_attr_setschedparam (&attr, &sched_param);
/ * se define el PDU del thread * /
pthread_attr_setappscheduler(&attr, edf_sched_id);
/ * se crea el thread * /





Ejemplo 17Funcióninit_module()usando el EDF con el modelo propuesto
. . .
pthread_t thread;











/ * se define el periodo del thread * /
period.tv_sec = 0;
period.tv_nsec = 30 * ONEMILI;
pthread_attr_set_appschedlib_period_np(
&attr, &period);
/ * se define la política de planificación del thread * /
pthread_attr_set_appschedlib_scheduler_np(
&attr, edf_sched_id);
/ * se crea el thread * /






Conclusiones y líneas de trabajo
futuras
En la Sección 1.2 se establecieron los objetivos de esta tesis. A continuación
se presentan los resultados obtenidos en cada uno de estos objetivos.
8.1. Planificación Definida por el Usuario
La teoría de planificación de sistemas de tiempo-real ha madurado lo suficiente
como para permitir la implementación de sistemas complejos, que no son correc-
tamente planificados utilizando exclusivamente planificación basada en priorida-
des fijas. Sin embargo, es poco común encontrar otro esquema dpl nificación
en los sistemas operativos de tiempo-real existentes. En esta tesis se ha abordado
la problemática de añadir políticas adicionales a un sistema operativo, sin modi-
ficar su estructura interna. Se buscó definir un modelo que incluyera una interfaz
completa y que permitiera la implementación de la mayoría delas políticas de
planificación existentes a la fecha. También se buscó que el modelo fuese portátil,
flexible, eficiente, y preferentemente compatible con algúnestándar de tiempo-
real. Después de llevar a cabo una investigación del estado del arte de la plani-
ficación definida por el usuario, se concluyó que el modelo propuesto por Aldea
y González-Harbour [7] representa un excelente punto de partida para definir el
modelo buscado.
En esta tesis se ha extendido el modelo para la planificación defi i a por el
usuario compatible con POSIX, propuesto por Aldea y González-Harbour, pa-
ra obtener un modelo que permita agregar servicios de planific ción cumpliendo
con los objetivos definidos inicialmente. Además, se han integrado servicios adi-
cionales que permiten el desarrollo de sistemas de tiempo-real más completos.
El modelo propuesto fue implementado en RTLinux de tal manera que las
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operaciones de planificación sean ejecutadas en el contextod l núcleo. Con esta
estrategia, se evita el uso de colas de eventos de planificación o la creación de
tareas especiales para implementar los algoritmos de planificación.
En conclusión, se ha propuesto un modelo para la planificación definida por el
usuario que permite agregar políticas de planificación a lossistemas operativos de
tiempo-real existentes, y que contiene una interfaz orientada a los desarrolladores
de sistemas de tiempo-real, que aisla los aspectos relacionados con la planificación
del código de las aplicaciones. Además, la implementación hecha en RTLinux
presenta una sobrecarga despreciable.
8.2. Marco de Referencia
Otra de las aportaciones de esta tesis consiste en que el modelo propuesto sirve
como marco de referencia para la planificación definida por elusuario. Además de
extender la interfaz para el desarrollo de planificadores, yde presentar una interfaz
para el desarrollo de aplicaciones de tiempo real, y de proponer una estrategia de
implementación que reduzca la sobrecarga, se han presentado las guías para la
construcción de nuevas políticas de planificación, de tal manera que su uso sea
consistente y favorecer así la portabilidad de las aplicaciones, su complejidad, el
uso del modelo para la planificación definida por el usuario puede provocar que
se implementen planificadores cuyo uso no sea consistente.
Otro aspecto interesante lo constituye la posibilidad que ofrece el marco de re-
ferencia propuesto para agregar servicios no existentes enPOSIX, o que si existen
su uso es complejo o en el peor de los casos, no están presentesen todo sistema
operativo. Ejemplos de este tipo son el uso de relojes, temporizadores y señales de
tiempo-real, o prestaciones para medir el tiempo de cómputoreal de los threads,
entre otros, con los que se pueden implementar mecanismos para la definición
de conjuntos de tareas síncronas, para la definición de tareas periódicas o servi-
cios de tolerancia a fallos. Además, se han integrado nuevosservicios que serán
de gran utilidad en la implementación de sistemas de tiempo-real. Por ejemplo,
puede medirse fácilmente el tiempo de procesador utilizadopor cada tarea, lo que
permite la evaluación de sistemas de tiempo-real de manera sencilla. También se
han integrado servicios de detección defallos en plazosy cómputo en exceso, y
es posible definir manejadores globales y locales que se ejecutarán cuando alguno
de estos fallos ocurra.
En el Capítulo 6 se definieron las guías para construir planific dores definidos
por el usuario, que se integrarán al menos conceptualmente en bibliotecas, y que
serán utilizados con la interfaz propuesta. Se explicó la manera de implementar
nuevas políticas de planificación considerando diferentesmodelos de sistema.
Las propuestas hechas en esta tesis han sido implementadas con éxito en RTLi-
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nux.
8.3. Líneas de trabajo futuras
El marco de referencia propuesto ofrece un número ilimitadode posibilidades
para facilitar la implementación de sistemas de tiempo-real. El uso de estándares
existentes, como POSIX, para este propósito exige de conocimientos profundos
de programación, teoría de planificación y sistemas de tiempo-real. Por otra parte,
quienes implementan sistemas de tiempo-real deben incluireste tipo de mecanis-
mos en el código de las aplicaciones y se ha demostrado que su uso no es trivial.
Las prestaciones de tolerancia a fallos integradas al modelo son limitadas ya
que un fallo en el hardware del sistema no puede ser recuperado, por lo que se pro-







Los nombres simbólicos que se muestran a continuación, repres ntan los nú-
meros de error que deben ser definidos en< rrno.h>.
[EREJECT] El thread que solicita ser planificado por un PDU hasido recha-
zado por ese PDU. Esta nueva condición de error puede generar-
se por una llamada a la funciónpthread_create()al crear un thread
planificado-por-aplicación,o cuando un thread llama a la función
pthread_setschedparam()para cambiar su PDU.
[EPOLICY] La política de planificación o el atributo de estado del PDU del th-
read que hace la llamada no es válida para esta operación.
Definiciones de tipos de datos
Los siguientes definiciones de tipos de datos deben hacerse en <sched.h>. El
tipo n/a indica que es definido por la implementación:
typedef long long posix_appsched_urgency_t;
typedef n/a posix_appsched_actions_t;
typedef n/a posix_appsched_scheduler_id_t;
Política de Planificación y Atributos
La siguiente política de planificación debe ser definida en<sched.h>. Esta
política no debe ser utilizada para planificar al proceso:
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Símbolo Descripción
SCHED_APP Política de planificación definida por el usuario
En<sched.h>los siguientes nuevos atributos del thread deben ser definidos:
Tipo Nombre Descripción
posix_appsched_scheduler_tappscheduler PDU que planificará
al thread




unsigned short int level Nivel de expulsión
En<appschedlib.h>los siguientes nuevos atributos del thread deben ser defi-
nidos:
Tipo Nombre Descripción
appschedlib_policy_t policy Política de
planificación
struct timespec * appschedlib_period Periodo
struct timespec * deadline Plazo relativo
struct timespec * next_deadline Plazo absoluto
struct timespec * wcet Máximo tiempo de
cómputo




int synch_flag Bandera para
thread síncrono
void * deadline_miss_handler Puntero al maneja-
dor de fallos en
plazos
void * overrun_handler Puntero al maneja-





Los siguientes tipos de datos deben estar definidos en<sched.h>:
typedef struct {
void ( *init) (void * sched_data, void * arg);




struct timespec * current_time);




struct timespec * current_time);




struct timespec * current_time);




struct timespec * current_time);




struct timespec * current_time);






struct timespec * current_time);





struct timespec * current_time);
void ( * explicit_call_with_data) (
void * sched_data,
pthread_t thread,
const void * msg,
size_t msg_size,
void * reply, size_t * reply_size,
posix_appsched_actions_t * actions,
struct timespec * current_time);




struct timespec * current_time);
void ( * timeout) (
void * sched_data,
posix_appsched_actions_t * actions,
struct timespec * current_time);




struct timespec * current_time);





struct timespec * current_time);
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struct timespec * current_time);





struct timespec * current_time);





struct timespec * current_time);





struct timespec * current_time);


















La función appschedlib_attr_init()inicializa un objeto de atributosattr del
planificador con los valores por defecto, para todos los atributos individuales uti-
lizados de una implementación determinada. Los atributos del objeto, que pueden
ser modificados por medio de las funciones correspondientes, cuando sea utilizado
por la funciónappschedlib_init_schedpolicy(),definirán los atributos de la políti-
ca de planificación. El mismo objeto de atributos podrá ser utilizado en llamadas




















La función appschedlib_attr_destroy()destruirá un objeto de atributosattr
del planificador. Una implementación determinada puede establecer como invá-
lidos los valores de los atributos del objeto después de utilizar esta función. Un
objeto de atributosattr puede ser reinicializado utilizando la funciónappsched-
lib_attr_init(). Los resultados de utilizar un objeto después de que ha sido destrui-
do no están definidos.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_attr_destroy()retornará
el valor de 0.
Errores
La funciónappschedlib_attr_destroy()fallará si:













La funciónappschedlib_attr_set_synchstart()establece el valor del atributo de
inicio síncrono del planificador en el objeto de atributosattr. El uso de la función
provocará que los primerosn threads inicien su ejecución de manera simultánea,
a partir del punto de sincronía. En el código del thread, el punto de sincronía se
establece llamando a la funciónposix_appsched_invoke_scheduler().
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_attr_set_synchstart()re-
tornará el valor de 0.
Errores
La funciónappschedlib_attr_set_synchstart()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-













La funciónappschedlib_attr_get_synchstart() obtieneel valor del el atributo
de inicio síncrono del planificador del objeto de atributosattr. El uso de la función
provocará quen contenga el número de threads que iniciarán ejecución de manra
simultánea, a partir del punto de sincronía.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_attr_get_synchstart()re-
tornará el valor de 0.
Errores
La funciónappschedlib_attr_get_synchstart()fallará si:






appschedlib_attr_set_schedhandlers- Establece el atributo que especifica





void ( * overrun_handler)
(pthread_t * thread),
void ( * deadline_miss_handler)
(pthread_t * thread);
Descripción
La función appschedlib_attr_set_schedhandlers()establece en el objeto de
atributosattr los punteros a las funciones manejadoras de cómputo en exceso
y fallos en plazo del planificador. Las funciones manejadores serán ejecutadas si
alguno de los threads planificados por el PDU experimenta alguno de los fallos
descritos.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_attr_set_schedhandlers()
retornará el valor de 0.
Errores
La funciónappschedlib_attr_set_schedhandlers()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o los valores especificadopor void
(*overrun_handler) (pthread_t *thread)y void (*deadline_miss_ha-





appschedlib_attr_get_schedhandlers- Obtiene el atributo que especifica los




const appsched_attr_t * attr,
void ( * overrun_handler)
(pthread_t * thread),
void ( * deadline_miss_handler)
(pthread_t * thread);
Descripción
La funciónappschedlib_attr_get_schedhandlers()obtiene los valores de los
punteros a las funciones manejadoras de cómputo en exceso y fall s en plazo del
planificador, contenidos en el objeto de atributosattr.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_attr_get_schedhandlers()
retornará el valor de 0.
Errores
La funciónappschedlib_attr_get_schedhandlers()fallará si:











const appsched_attr_t * attr,
appschedlib_server_t * server,
struct timespec * period
struct timespec * budget);
Descripción
La funciónappschedlib_attr_set_server()establece en el objeto de atributos
attr, el servidorserver, así como su de periodoperiod y créditobudget. El ser-
vidor será planificado con la política de planificación definida en el PDU. Puede
definirse más de un servidor por PDU. Si se completa con éxito,la funciónapps-
chedlib_attr_set_sever()almacenará en el lugar al que hace referenciaserver, el
valor del identificador del servidor.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_attr_set_server()etor-
nará el valor de 0.
Errores
La funciónappschedlib_attr_set_server()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o el valor especificado porserverno
hace referencia a un objeto identificador de servidor válido, o l s va-









const appsched_attr_t * attr,
const appschedlib_server_t * server,
struct timespec * period
struct timespec * budget);
Descripción
La funciónappschedlib_attr_get_server()obtiene del objeto de atributosattr
y del servidorserver, los valores del periodoperiody del créditobudget.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_attr_get_server()retor-
nará el valor de 0.
Errores
La funciónappschedlib_attr_get_server()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o el valor especificado porserverno














La funciónappschedlib_init_schedpolicy()inicializa la política de planifica-
ción especificada enpolicy, con los atributos definidos en el objeto de atributos
attr. La prioridadprio de la política de planificación será la prioridad del sistema
de los threads planificados porappscheduler. Los valores soportados depolicy
dependerán de la implementación, y deberán estar definidos en <appschedlib.h>.
Si attr es NULL, los valores por defecto de los atributos deberán serutilizados. Si
posterior al llamado de la función, los valores deattr son modificados, no afectará
a los valores de los atributos de la política de planificación. Si se completa con éxi-
to, la funciónappschedlib_init_schedpolicy()almacenará en el lugar al que hace
referenciaappscheduler, el valor del identificador del PDU creado.
Valor de retorno






[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o los valores especificadopor policy
o prio no son válidos.
[EAGAIN] El sistema no cuenta con recursos suficientes para cre r un nuevo
PDU, o el número de planificadores ha alcanzado el límite impuesto
por el sistema.














La funciónappschedlib_get_schedpolicy()obtiene los valores de la política de
planificaciónpolicy y el nivel de prioridadprio del PDU al que hace referencia
appscheduler.
Valor de retorno




[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
tificador de alguna política de planificación previamente inicializada.
[EAGAIN] El sistema no cuenta con recursos suficientes para cre r un nuevo
PDU, o el número de planificadores ha alcanzado el límite impuesto
por el sistema.













La funciónappschedlib_set_schedprio()establece el valor del nivel de priori-
dadprio del PDU al que hace referencia porappscheduler.
Valor de retorno




[EINVAL] El valor especificado porprio no es válido.
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-












La funciónappschedlib_set_synchstart()establece el valor de inicio síncrono
del planificadorappscheduler. El uso de la función provocará que los primerosn
threads inicien su ejecución de manera simultánea, a partirdel punto de sincronía.
En el código del thread, el punto de sincronía se establece llamando a la función
posix_appsched_invoke_scheduler().
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_set_synchstart()retorna-
rá el valor de 0.
Errores
La funciónappschedlib_set_synchstart()fallará si:
[EINVAL] El valor especificado porn no es válido.
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-












La funciónappschedlib_get_synchstart()obtiene el valor de inicio síncrono
del planificadorappscheduler. El uso de la función provocará quen contenga el
número de threads inicien su ejecución de manera simultánea, a partir del punto
de sincronía.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_get_synchstart()retor-
nará el valor de 0.
Errores
La funciónappschedlib_get_synchstart()fallará si:
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-





appschedlib_set_schedhandlers- Establece los punteros a las funciones ma-





void ( * overrun_handler)
(pthread_t * thread),
void ( * deadline_miss_handler)
(pthread_t * thread);
Descripción
La funciónappschedlib_set_schedhandlers()establece los punteros a las fun-
ciones manejadoras de cómputo en exceso y fallos en plazo delplanificador iden-
tificado porappscheduler. Las funciones manejadores serán ejecutadas si alguno
de los threads planificados por el PDU experimenta alguno de ls fa los descritos.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_set_schedhandlers()re-
tornará el valor de 0.
Errores
La funciónappschedlib_set_schedhandlers()fallará si:
[EINVAL] Los valores especificado porvoid (*overrun_handler) (pthread_t *th-




[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-





appschedlib_get_schedhandlers- Obtiene los punteros a las funciones ma-




const appschedlib_sched_t * appscheduler,
void ( * overrun_handler)
(pthread_t * thread),
void ( * deadline_miss_handler)
(pthread_t * thread);
Descripción
La funciónappschedlib_get_schedhandlers()obtiene los valores los punteros
a las funciones manejadoras de cómputo en exceso y fallos en plazo del planifica-
dor identificado porappscheduler.
Valor de retorno
Si se completa exitosamente, la funciónappschedlib_get_schedhandlers()re-
tornará el valor de 0.
Errores
La funciónappschedlib_get_schedhandlers()fallará si:
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-









const appschedlib_sched_t * appscheduler,
appschedlib_server_t * server,
struct timespec * period
struct timespec * budget);
Descripción
La funciónappschedlib_set_server()establece en el planificadorappschedu-
ler, el servidorserver, así como su de periodoperiody créditobudget. El servidor
será planificado con la política de planificación definida en el PDU. Puede defi-
nirse más de un servidor por PDU. Si se completa con éxito, la funciónappsched-
lib_set_sever()almacenará en el lugar al que hace referencia porserver, el valor
del identificador del servidor.
Valor de retorno




[EINVAL] El valor especificado porserverno hace referencia a un objeto iden-
tificador de servidor válido, o los valores especificado porperiod o
budgetno son válidos.
[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-









const appschedlib_sched_t * appscheduler,
const appschedlib_server_t * server,
struct timespec * period
struct timespec * budget);
Descripción
La funciónappschedlib_get_server()obtiene del planificadorappschedulery
del servidorserver, los valores del periodoperiody del créditobudget.
Valor de retorno




[ESRCH] El valor especificado porappschedulerno hace referencia a un iden-
















La función posix_appsched_scheduler_create()crea un planificador defini-
do por el usuario. El objetoscheduler_opshace referencia a la estructura que
contiene los punteros a las operaciones primitivas del PDU.El valor contenido
en scheduler_data_sizese utiliza para que el PDU solicite al sistema una área
de memoria del tamaño indicado por este parámetro. El PDU puede recibir un
conjunto de parámetros al momento de ser creado, almacenados en el área de
memoria de tamañoarg_size, a la que hace referenciaarg. Si la funciónpo-
six_appsched_scheduler_create()se completa con éxito, almacenará en el lugar
al que hace referenciascheduler_id, el valor del identificador del PDU.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_scheduler_create()





[EINVAL] Los valores especificados porscheduler_ops, arg o scheduler_idha-
cen referencia a objetos no válidos, o los valores especificados por













La funciónposix_appsched_actions_addaccept()agrega la acción de acepta-
ción de un threadplanificado-por-aplicación, al objeto de acciones al que hace
referenciasched_actions, y que servirá para notificar que el thread identificado
por threadha sido aceptado por el PDU.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_actions_addaccept()
retornará el valor de 0.
Errores
La funciónposix_appsched_actions_addaccept()fallará si:
[EINVAL] El valor especificados porsched_actionshace referencia a un objeto
de acciones no válido, o el valor dethreadno es válido.













La funciónposix_appsched_actions_addreject()agrega la acción de rechazo
de un threadplanificado-por-aplicación, al objeto de acciones al que hace refe-
renciasched_actions, y que servirá para notificar que el thread identificado por
threadha sido rechazado por el PDU.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_actions_addreject
retornará el valor de 0.
Errores
La funciónposix_appsched_actions_addreject()fallará si:
[EINVAL] El valor especificados porsched_actionshace referencia a un objeto
de acciones no válido, o el valor dethreadno es válido.















La funciónposix_appsched_actions_addactivate()agrega la acción de activa-
ción de un threadplanificado-por-aplicación, al objeto de acciones al que hace
referenciasched_actions, y que servirá para notificar que el thread identificado
por threadha sido activado por su PDU, con el valor de urgencia especificado por
urgency.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_actions_addactivate
retornará el valor de 0.
Errores
La funciónposix_appsched_actions_addactivate()fallará si:
[EINVAL] El valor especificados porsched_actionshace referencia a un objeto
de acciones no válido, o el valor dethreadno es válido.






posix_appsched_actions_addtimedactivation- Agrega la acción de activa-







const struct timespec * at_time);
Descripción
La funciónposix_appsched_actions_addtimedactivation()agrega la acción de
activación de un threadplanificado-por-aplicación, al objeto de acciones al que
hace referenciasched_actions, y que servirá para notificar que el thread identifica-
do porthreadha sido activado por su PDU, con el valor de urgencia especificado
por urgency. La activación deberá hacerse en el instante de tiempo especificado
porat_time.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_actions_addtimeda-
ctivation()retornará el valor de 0.
Errores
La funciónposix_appsched_actions_addtimedactivation()fallará si:
[EINVAL] El valor especificados porsched_actionshace referencia a un objeto
de acciones no válido, o el valor dethreadno es válido, o el valor
especificado porat_timeno es válido.
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La función posix_appsched_actions_addsuspend()agrega la acción de sus-
pensión de un threadplanificado-por-aplicación, al objeto de acciones al que ha-
ce referenciasched_actions, y que servirá para notificar que el thread identificado
por threadha sido suspendido por su PDU.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_actions_addsuspend
retornará el valor de 0.
Errores
La funciónposix_appsched_actions_addsuspend()fallará si:
[EINVAL] El valor especificados porsched_actionshace referencia a un objeto
de acciones no válido, o el valor dethreadno es válido.















const struct timespec * at_time);
Descripción
La funciónposix_appsched_actions_addtimeout()agrega la acción de tempo-
rización al objeto de acciones al que hace referenciasched_actions. Si la bandera
TIMER_ABSTIME no está establecida en el argumentoflags, la función suspen-
derá al PDU identificado porscheduler_idhasta que el intervalo de tiempo espe-
cificado enat_timehaya transcurrido. El reloj utilizado para medir el tiempo es el
especificado porclock_id.
Si la bandera TIMER_ABSTIME está establecida en el argumento flags, la
función suspenderá al PDU identificado porscheduler_idhasta que el reloj espe-
cificado porclock_idhaya alcanzado el tiempo absoluto especificado porat_time.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_actions_addtimeout()





[EINVAL] El valor especificados porsched_actionshace referencia a un objeto
de acciones no válido, o el identificadorscheduler_idno es válido, o
los argumentosflags, clock_ido at_time no son válidos.
[ENOMEM] No existe memoria suficiente para agregar la acciónal objeto de
acciones.












const struct timespec * at_time);
Descripción
La funciónposix_appsched_actions_addthreadnotification()agrega la acción
de notificación para threadplanificado-por-aplicación, al objeto de acciones al
que hace referenciasched_actions, y que servirá para notificar que el thread iden-
tificado porthreaddebe recibir una notificación en el instante de tiempo especifi-
cado porat_time.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_actions_addthreadn-
otification()retornará el valor de 0.
Errores
La funciónposix_appsched_actions_addthreadnotification()fallará si:
[EINVAL] El valor especificado porsched_actionshace referencia a un objeto
de acciones no válido, o el valor dethreadno es válido, o el valor
especificado porat_timeno es válido.















La funciónposix_appsched_actions_addlockmutex()agrega la acción de asig-
nación de monitor a un threadplanificado-por-aplicación, al objeto de acciones
al que hace referenciasched_actions, y que servirá para notificar que al thread
identificado porthreadse le ha asignado el monitor especificado pormutex.
Valor de retorno
La funciónposix_appsched_actions_addlockmutex(), si se completa exitosa-
mente, retornará el valor de 0.
Errores
La funciónposix_appsched_actions_addlockmutex()fallará si:
[EINVAL] El valor especificados porsched_actionshace referencia a un objeto
de acciones no válido, o el valor dethreadno es válido, o el monitor
identificado pormutexno es válido.













La funciónposix_appsched_invoke_scheduler()invoca explícitamente al PDU
que planifica al thread que hace la llamada a la función. Si se completa exitosa-
mente, la funciónposix_appsched_invoke_scheduler()p ovocará que se ejecute la
operación primitivaexplicit_call()del PDU correspondiente. El parámetrothread
de la operación primitivaexplicit_call()será igual al identificador del thread que
haya invocado explícitamente al PDU, y el parámetrouser_event_codeserá igual
al parámetrouser_event_codede la funciónposix_appsched_invoke_scheduler().
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_invoke_scheduler()
retornará el valor de 0.
Errores
La funciónposix_appsched_invoke_scheduler()fallará si:











const void * msg, size_t msg_size,
void * reply, size_t reply_size);
Descripción
La funciónposix_appsched_invoke_withdata()invoca explícitamente al PDU
que planifica al thread que hace la llamada a la función. Si se completa exito-
samente, la funciónposix_appsched_invoke_withdata()provocará que se ejecu-
te la operación primitivaexplicit_call_withdata()del PDU correspondiente. El
parámetrothreadde la operación primitivaexplicit_call_withdata()será igual al
identificador del thread que haya invocado explícitamente al PDU. Si el valor de
msg_sizees mayor que cero, la función hará disponible para el planificdor una
área de memoria cuyo contenido es idéntico al área de memoriareferida pormsg
y de tamañomsg_size. Cuando el planificador es notificado de este evento y si el
valor dereplyes diferente a NULL, podrá responder al thread copiando en elárea
de memoria referida porreplyun mensaje de tamañoreply_size.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_invoke_withdata()





[EPOLICY] El thread que llama a la función no es un threadplanificado-por-
aplicación.












const sigset_t * set);
Descripción
La funciónposix_appschedattr_setwaitsignalset()stablece la máscara de se-
ñales del PDU identificado porscheduler_id.
Valor de retorno
Si se completa exitosamente, la funciónposix_appschedattr_setwaitsignalset()
retornará el valor de 0.
Errores
La funciónposix_appschedattr_setwaitsignalset()fallará si:















La funciónposix_appschedattr_getwaitsignalset()obtiene la máscara de se-
ñales del PDU identificado porscheduler_id.
Valor de retorno
Si se completa exitosamente, la funciónposix_appschedattr_getwaitsignalset()
retornará el valor de 0.
Errores
La funciónposix_appschedattr_getwaitsignalset()fallará si:












La funciónposix_appsched_geturgency()obtiene el valor de urgencia del th-
read identificado por thread.
Valor de retorno
Si se completa exitosamente, la funciónposix_appsched_geturgency()retor-
nará el valor de 0.
Errores
La funciónposix_appsched_geturgency()fallará si:













La funciónpthread_attr_setappscheduler()establece el valor del atributosche-
duler del objeto de atributosattr. Si el atributoscheduleres diferente de NULL,
significa que el thread esplanificado-por-aplicación, y que será planificado por el
PDU identificado porscheduler. El atributoschedulerhace referencia a un PDU
creado utilizando la funciónposix_appsched_scheduler_create(). Después de que
han sido establecidos, un thread puede ser creado con los atributos especificados
enattr utilizando la funciónpthread_create().
Valor de retorno




[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-












posix_appsched_scheduler_id_t * scheduler) ;
Descripción
La funciónpthread_attr_getappschedulerobtiene el valor del atributosche-
duler del objeto de atributosattr. Si el atributoscheduleres diferente de NULL,
significa que el thread esplanificado-por-aplicación, y que será planificado por el
PDU identificado porscheduler. El atributoschedulerhace referencia a un PDU
creado utilizando la funciónposix_appsched_scheduler_create().
Valor de retorno










pthread_attr_setappschedparam- Establece los atributos que especifican





const void * param,
size_t paramsize) ;
Descripción
La función pthread_attr_setappschedparam()establece el valor del atribu-
to appsched_paramdel objeto de atributosattr. Para un threadplanificado-por-
aplicación, el atributoappsched_paramrepresenta sus atributos de planificación
definida por el usuario. Después de que han sido establecidos, un thread pue-
de ser creado con los atributos especificados enattr utilizando la funciónpth-
read_create().
Valor de retorno




[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o los valores especificados porparam





pthread_attr_getappschedparam- Obtiene los atributos que especifican los





const void * param,
size_t * paramsize) ;
Descripción
La funciónpthread_attr_getappschedparam()obtiene el valor del atributoapps-
ched_paramdel objeto de atributosattr. Para un threadplanificado-por-aplicación,
el atributoappsched_paramrepresenta sus atributos de planificación definida por
el usuario.
Valor de retorno










pthread_attr_setpreemptionlevel- Establece el atributo que especifica el ni-





unsigned short int level) ;
Descripción
La funciónpthread_attr_setpreemptionlevel()establece el valor del atributo
leveldel objeto de atributosattr. El atributolevelrepresenta el nivel de expulsión
del thread. Después de que han sido establecidos, un thread pu de ser creado con
los atributos especificados enattr utilizando la funciónpthread_create().
Valor de retorno




[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-






pthread_attr_getpreemptionlevel- Obtiene el atributo que especifica el nivel





unsigned short int * level) ;
Descripción
La funciónpthread_attr_getpreemptionlevel()obtiene el valor del atributole-
vel del objeto de atributosattr. El atributolevel representa el nivel de expulsión
del thread.
Valor de retorno










pthread_mutexattr_setpreemptionlevel- Establece el atributo que especifi-





unsigned short int level) ;
Descripción
La funciónpthread_mutexattr_setpreemptionlevel()stablece el valor del atri-
buto leveldel objeto de atributosattr. El atributolevel representa el nivel de ex-
pulsión del monitor.
Valor de retorno




[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-






pthread_mutexattr_getpreemptionlevel- Obtiene el atributo que especifica





unsigned short int * level) ;
Descripción
La funciónpthread_mutexattr_getpreemptionlevel()obtiene el valor del atri-
buto leveldel objeto de atributosattr. El atributolevel representa el nivel de ex-
pulsión del monitor.
Valor de retorno










pthread_attr_set_appschedlib_scheduler_np- Establece el atributo que es-







La función pthread_attr_set_appschedlib_scheduler_np()establece el valor
del atributoappschedulerdel objeto de atributosattr. Si el atributoappschedu-
ler es diferente de NULL, significa que el thread esplanificado-por-aplicación,
y que será planificado por el PDU identificado porappscheduler. El atributo
appschedulerhace referencia a un PDU creado utilizando la funciónappsched-
lib_init_schedpolicy(). Después de que han sido establecidos, un thread puede ser
creado con los atributos especificados enattr utilizando la funciónpthread_create().
Valor de retorno
La función pthread_attr_set_appschedlib_scheduler_np()retornará el valor
de 0 si se completa exitosamente.
Errores
La funciónpthread_attr_set_appschedlib_scheduler_np()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atribu-






pthread_attr_get_appschedlib_scheduler_np- Obtiene el atributo que es-




const pthread_attr_t * attr,
appschedlib_sched_t * appscheduler) ;
Descripción
La funciónpthread_attr_get_appschedlib_scheduler_np()obtiene el valor del
atributoappschedulerdel objeto de atributosattr. El atributoappschedulerhace
referencia al PDU que planificará al threadplanificado-por-aplicación. El atributo
appschedulerhace referencia a un PDU previamente creado utilizando la función
appschedlib_init_schedpolicy().
Valor de retorno
La función pthread_attr_get_appschedlib_scheduler_np()retornará el valor
de 0 si se completa exitosamente.
Errores
La funciónpthread_attr_get_appschedlib_scheduler_np()fallará si:






pthread_attr_set_appschedlib_server_np- Establece el atributo que espe-







La funciónpthread_attr_set_appschedlib_server_np()establece el valor del
atributoserverdel objeto de atributosattr. El atributoserverhace referencia al
servidor aperiódico que planificará al threadplanificado-por-aplicación. Después
de que han sido establecidos, un thread puede ser creado con ls atributos especi-
ficados enattr utilizando la funciónpthread_create().
Valor de retorno
La funciónpthread_attr_set_appschedlib_server_np()retornará el valor de 0
si se completa exitosamente.
Errores
La funciónpthread_attr_set_appschedlib_server_np()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o el valor especificado porserverno





pthread_attr_get_appschedlib_server_np- Obtiene el atributo que especi-





appschedlib_server_t * server) ;
Descripción
La funciónpthread_attr_get_appschedlib_server_np()obtiene el valor del atri-
butoserverdel objeto de atributosattr. El atributoserverhace referencia al servi-
dor aperiódico que planificará al threadplanificado-por-aplicación.
Valor de retorno
La funciónpthread_attr_get_appschedlib_server_np()retornará el valor de 0
si se completa exitosamente.
Errores
La funciónpthread_attr_get_appschedlib_server_np()fallará si:






pthread_attr_set_appschedlib_period_np- Establece el atributo que espe-





struct timespec * period) ;
Descripción
La funciónpthread_attr_set_appschedlib_period_np()establece el valor del
atributoperioddel objeto de atributosattr. El atributoperiodespecifica el perio-
do del threadplanificado-por-aplicación. Después de que han sido establecidos,
un thread puede ser creado con los atributos especificados enattr utilizando la
funciónpthread_create().
Valor de retorno
La funciónpthread_attr_set_appschedlib_period_np()retornará el valor de 0
si se completa exitosamente.
Errores
La funciónpthread_attr_set_appschedlib_period_np()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-






pthread_attr_get_appschedlib_period_np-Obtiene el atributo que especifi-





struct timespec * period) ;
Descripción
La funciónpthread_attr_get_appschedlib_period_np()obtiene el valor del atri-
butoperioddel objeto de atributosattr. El atributoperiodespecifica el periodo del
threadplanificado-por-aplicación.
Valor de retorno
La funciónpthread_attr_get_appschedlib_period_np()retornará el valor de 0
si se completa exitosamente.
Errores
La funciónpthread_attr_get_appschedlib_period_np()fallará si:






pthread_attr_set_appschedlib_deadline_np- Establece el atributo que es-





struct timespec * deadline) ;
Descripción
La funciónpthread_attr_set_appschedlib_deadline_np()establece el valor del
atributodeadlinedel objeto de atributosattr. El atributodeadlineespecifica el
plazo relativo del threadplanificado-por-aplicación. Después de que han sido
establecidos, un thread puede ser creado con los atributos especificados enattr
utilizando la funciónpthread_create().
Valor de retorno
La funciónpthread_attr_set_appschedlib_deadline_np()retornará el valor de
0 si se completa exitosamente.
Errores
La funciónpthread_attr_set_appschedlib_deadline_np()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-






pthread_attr_get_appschedlib_deadline_np- Obtiene el atributo que espe-





struct timespec * deadline) ;
Descripción
La funciónpthread_attr_get_appschedlib_deadline_np()obtiene el valor del
atributodeadlinedel objeto de atributosattr. El atributodeadlineespecifica el
plazo relativo del threadplanificado-por-aplicación.
Valor de retorno
La funciónpthread_attr_get_appschedlib_deadline_np()retornará el valor de
0 si se completa exitosamente.
Errores
La funciónpthread_attr_get_appschedlib_deadline_np()fallará si:






pthread_attr_set_appschedlib_maxexectime_np- Establece el atributo que





struct timespec * maxexectime) ;
Descripción
La funciónpthread_attr_set_appschedlib_maxexectime_np()establece el va-
lor del atributomaxexectimedel objeto de atributosattr. El atributomaxexectime
especifica el tiempo de cómputo máximo del threadpl nificado-por-aplicación. Si
el thread se ejecuta por más tiempo quemaxexectime, y si está definida, se ejecu-
tará la función manejadora de cómputo en exceso. Si el threades planificador por
algún servidor, y si esta definida, entonces se ejecuta la oper ción del planificador
thread_block(). Después de que han sido establecidos, un thread puede ser crado
con los atributos especificados enattr utilizando la funciónpthread_create().
Valor de retorno
La funciónpthread_attr_set_appschedlib_maxexectime_np()retornará el va-
lor de 0 si se completa exitosamente.
Errores
La funciónpthread_attr_set_appschedlib_maxexectime_np()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atribu-






pthread_attr_get_appschedlib_maxexectime_np- Obtiene el atributo que





struct timespec * maxexectime) ;
Descripción
La funciónpthread_attr_get_appschedlib_maxexectime_np()obtiene el valor
del atributomaxexectimedel objeto de atributosattr. El atributomaxexectimes-
pecifica el tiempo de cómputo máximo del threadplanificado-por-aplicación. Si
el thread se ejecuta por más tiempo quemaxexectime, y si está definida, se ejecu-
tará la función manejadora de cómputo en exceso. Si el threades planificador por
algún servidor, y si esta definida, entonces se ejecuta la oper ción del planificador
thread_block().
Valor de retorno
La funciónpthread_attr_get_appschedlib_maxexectime_np()retornará el va-
lor de 0 si se completa exitosamente.
Errores
La funciónpthread_attr_get_appschedlib_maxexectime_np()fallará si:
[EINVAL] El valor especificado porattr no hace referencia a un objeto de atribu-






pthread_attr_set_appschedlib_schedhandlers_np- Establece los atributos






void ( * overrun_handler)
(pthread_t * thread),
void ( * deadline_miss_handler)
pthread_t * thread);
Descripción
La función pthread_attr_set_appschedlib_schedhandlers_np()establece los
valores de los atributosoverrun_handler()y deadline_miss_handler()del obje-
to de atributosattr. Los valores de los atributosoverrun_handler()y deadline_-
miss_handler()hacen referencia a los punteros a las funciones manejadorase
cómputo en exceso y fallo en plazo, respectivamente, del threadplanificado-por-
aplicación. Después de que han sido establecidos, un thread puede ser crado on
los atributos especificados enattr utilizando la funciónpthread_create().
Valor de retorno
La funciónpthread_attr_set_appschedlib_schedhandlers_np()retornará el va-





[EINVAL] El valor especificado porattr no hace referencia a un objeto de atri-
butos previamente inicializado, o los valores especificadopor void
(*overrun_handler) (pthread_t *thread)y void (*deadline_miss_ha-





pthread_attr_get_appschedlib_schedhandlers_np- Obtiene los atributos que






void ( * overrun_handler)
(pthread_t * thread),
void ( * deadline_miss_handler)
pthread_t * thread);
Descripción
La función pthread_attr_get_appschedlib_schedhandlers_np()establece los
valores de los atributosoverrun_handler()y deadline_miss_handler()del obje-
to de atributosattr. Los valores de los atributosoverrun_handler()y deadline_-
miss_handler()hacen referencia a los punteros a las funciones manejadorase
cómputo en exceso y fallo en plazo, respectivamente, del threadplanificado-por-
aplicación.
Valor de retorno
La funciónpthread_attr_get_appschedlib_schedhandlers_np()retornará el va-
lor de 0 si se completa exitosamente.
Errores
La funciónpthread_attr_get_appschedlib_schedhandlers_np()fallará si:












const void * value);
Descripción
La funciónpthread_setspecific_for()establece un valor específicovaluedel
thread identificado porthread, que a su vez esta asociado con el valor de la llave
keyobtenida con una llamada previa a la funciónpthread_key_create(). La función
pthread_setspecific_for()permite el intercambio de información entre un thread y
su PDU.
Valor de retorno




[EINVAL] El valor especificado porkeyno es válido.
[ESRCH] El valor especificado porthreadno hace referencia a un thread exis-
tente.












const void ** value);
Descripción
La funciónpthread_getspecific_for()obtiene un valor específicovaluedel th-
read identificado porthread, que a su vez esta asociado con el valor de la llavekey
obtenida con una llamada previa a la funciónpthread_key_create(). La función
pthread_getspecific_for()permite el intercambio de información entre un thread
y su PDU.
Valor de retorno




[EINVAL] El valor especificado porkeyno es válido.














La funciónpthread_setappscheduler()establece el PDU que planifica al th-
read identificado porthread. El identificadorschedulerhace referencia a un PDU
creado utilizando la funciónposix_appsched_scheduler_create().
Valor de retorno




[EINVAL] El valor especificado porschedulerno es válido.












posix_appsched_scheduler_id_t * scheduler) ;
Descripción
La funciónpthread_getappschedulerobtiene el PDU que planifica al thread
identificado porthread. El atributoschedulerhace referencia a un PDU creado
utilizando la funciónposix_appsched_scheduler_create().
Valor de retorno
















const void * param,
size_t paramsize) ;
Descripción
La funciónpthread_setappschedparam()establece los atributos de planifica-
ción definida por el usuario del thread identificado porthread.
Valor de retorno




[EINVAL] Los valores especificados porparamo paramsizeno son válidos.












const void * param,
size_t * paramsize) ;
Descripción
La funciónpthread_getappschedparam()obtiene los atributos de planificación
definida por el usuario del thread identificado porthread.
Valor de retorno


















La funciónpthread_set_appschedlib_scheduler_np()establece el valor deapps-
chedulerde un thread. El valor deappschedulerhace referencia al PDU que pla-
nificará al thread.
Valor de retorno




[EINVAL] El valor especificado porappschedulerno es válido.












appschedlib_sched_t * appscheduler) ;
Descripción
La funciónpthread_get_appschedlib_scheduler_np()obtiene el valor deapps-
chedulerdel thread. El valor deappschedulerhace referencia al PDU que planifi-
cará al threadplanificado-por-aplicación.
Valor de retorno


















La funciónpthread_set_appschedlib_server_np()establece el valor deserver
del thread. El valor deserverhace referencia al servidor aperiódico que planificará
al threadplanificado-por-aplicación.
Valor de retorno




[EINVAL] El valor especificado porserverno es válido












appschedlib_server_t * server) ;
Descripción
La funciónpthread_get_appschedlib_server_np()obtiene el valor deserver
del thread. El valor deserverhace referencia al servidor aperiódico que planificará
al threadplanificado-por-aplicación.
Valor de retorno
















struct timespec period) ;
Descripción
La funciónpthread_set_appschedlib_period_np()establece el valor deperiod
del thread. El valor deperiod especifica el periodo del threadplanificado-por-
aplicación.
Valor de retorno




[EINVAL] El valor especificado porperiodno es válido.












struct timespec * period) ;
Descripción
La funciónpthread_get_appschedlib_period_np()obtiene el valor deperiod
del thread. El valor deperiod especifica el periodo del threadplanificado-por-
aplicación.
Valor de retorno
















struct timespec * deadline) ;
Descripción
La funciónpthread_set_appschedlib_deadline_np()establece el valor dedead-
linedel thread. El valor dedeadlineespecifica el plazo relativo del threadplanifica-
do-por-aplicación.
Valor de retorno




[EINVAL] El valor especificado pordeadlineno es válido.












struct timespec * deadline) ;
Descripción
La funciónpthread_get_appschedlib_deadline_np()obtiene el valor dedead-
linedel thread. El valor dedeadlineespecifica el plazo relativo del threadplanifica-
do-por-aplicación.
Valor de retorno










pthread_set_appschedlib_maxexectime_np- Establece el tiempo de cómpu-





struct timespec * wcet) ;
Descripción
La funciónpthread_set_appschedlib_maxexectime_np()establece el valor de
wcetdel thread. El valor dewcetespecifica el tiempo de cómputo máximo del th-
readplanificado-por-aplicación. Si el thread se ejecuta por más tiempo quewc t,
y si está definida, se ejecutará la función manejadora de cómputo en exceso. Si el
thread es planificador por algún servidor, y si esta definida,entonces se ejecuta la
operación del planificadorthread_block().
Valor de retorno
La funciónpthread_set_appschedlib_maxexectime_np()retornará el valor de
0 si se completa exitosamente.
Errores
La funciónpthread_set_appschedlib_maxexectime_np()fallará si:
[EINVAL] El valor especificado porwcetno es válido.






pthread_get_appschedlib_maxexectime_np- Obtiene el tiempo de cómputo





struct timespec * wcet) ;
Descripción
La función pthread_get_appschedlib_maxexectime_np()obtiene el valor de
wcetdel thread. El valor dewcetespecifica el tiempo de cómputo máximo del th-
readplanificado-por-aplicación. Si el thread se ejecuta por más tiempo quewc t,
y si está definida, se ejecutará la función manejadora de cómputo en exceso. Si el
thread es planificador por algún servidor, y si esta definida,entonces se ejecuta la
operación del planificadorthread_block().
Valor de retorno
La funciónpthread_get_appschedlib_maxexectime_np()retornará el valor de
0 si se completa exitosamente.
Errores
La funciónpthread_get_appschedlib_maxexectime_np()fallará si:






pthread_set_appschedlib_schedhandlers_np- Establece los manejadores de





void ( * overrun_handler)
(pthread_t * thread),
void ( * deadline_miss_handler)
pthread_t * thread);
Descripción
La funciónpthread_set_appschedlib_schedhandlers_np()establece los valo-
res de los atributosoverrun_handler()y deadline_miss_handler()del thread. Los
valores deoverrun_handler()y deadline_miss_handler()hacen referencia a los
punteros a las funciones manejadoras de cómputo en exceso y fall en plazo, res-
pectivamente, del threadplanificado-por-aplicación.
Valor de retorno
La funciónpthread_set_appschedlib_schedhandlers_np()retornará el valor de
0 si se completa exitosamente.
Errores
La funciónpthread_set_appschedlib_schedhandlers_np()fallará si:
[EINVAL] Los valores especificado porvoid (*overrun_handler) (pthread_t *th-










pthread_get_appschedlib_schedhandlers_np- Obtiene los manejadores de





void ( * overrun_handler)
(pthread_t * thread),
void ( * deadline_miss_handler)
pthread_t * thread);
Descripción
La funciónpthread_get_appschedlib_schedhandlers_np()establece los valo-
res deoverrun_handler()y deadline_miss_handler()del thread. Los valores de
overrun_handler()y deadline_miss_handler()hacen referencia a los punteros a
las funciones manejadoras de cómputo en exceso y fallo en plazo, respectivamen-
te, del threadplanificado-por-aplicación.
Valor de retorno
La función pthread_get_appschedlib_schedhandlers_np()retornará el valor
de 0 si se completa exitosamente.
Errores
La funciónpthread_get_appschedlib_schedhandlers_np()fallará si:






pthread_get_appschedlib_exectime_np- Obtiene el tiempo de cómputo uti-





struct timespec * exectime) ;
Descripción
La funciónpthread_get_appschedlib_exectime_np()obtiene el valor dexec-
time del thread. El valor dexectimeespecifica el tiempo de cómputo utilizado
por el threadplanificado-por-aplicaciónen su última invocación.
Valor de retorno


















La función pthread_mutex_register_np()notifica al sistema que el monitor
identificado por mutex será utilizado por el thread identificado por thread. Si la
función se completa exitosamente, el monitor contendrá losvalores de nivel de
prioridad y nivel de expulsión equivalentes a la mayor prioridad y nivel de expul-
sión de los thread que utilicen al monitor.
Valor de retorno




[EINVAL] El valor especificado pormutexno hace referencia a un monitor váli-
do.
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