The assumption of a known channel was inherent in the setting of [2] and in the structure of the DUDE therein. This assumption is indeed a realistic one in many practical scenarios where the statistical characterization of the noisy medium is known. Furthermore, in many applications where this is not the case, the simplicity of the DUDE of [2] allows to practically design a "knob" enabling an observer of the reconstruction (e.g., an image) to (subjectively) select the reconstruction which looks best among all reconstructions employing the scheme of [2] for the whole range of possible noise characteristics. Thus there are many scenarios where the DUDE of [2] is effective for denoising under channel uncertainty.
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On the other hand, applications abound where it is not realistic to assume availability of the said "feedback" on the quality of reconstruction. In such cases, a denoising scheme is sought, which will accommodate uncertainty in the statistical characteristics of the noisy medium.
Unfortunately, it can be shown that in this setting the task of attaining the performance of the optimum non-universal distribution-dependent scheme (shown to be attainable in the setting of [2] ) is impossible, even for a "genie-aided" scheme with complete knowledge of the noisy signal statistics. Under these circumstances, our criterion for judging the performance of a denoising scheme is its worst case performance under all noise-free source distributions and channels consistent with the noisy source distribution, as detailed below.
We shall assume that the components of the clean, as well as of the noise-corrupted signal, take their values in the same finite alphabet A. As in [2] , the corruption mechanism is a discrete memoryless channel (DMC) with an associated invertible channel matrix. Unlike in [2] , however, where the DMC was known, here it is only known to lie in a given uncertainty set ∆. We also assume a given loss function Λ : A 2 → [0, ∞), with Λ(i, j) interpreted as the loss incurred when estimating the symbol i with the symbol j. A (randomized 2 ) n-block denoiser X n is a mappingX n : A n → M(A) n , with M(A) denoting the simplex of distributions over A. The interpretation is that upon seeing the noisy signal z n , the ith reconstruction symbol is a ∈ A with probabilityX
denoting the probability that it assigns to the symbol a ∈ A). We let LXn (x n , z n ) denote the expected 3 normalized cumulative loss, as measured by Λ, of the denoiserX n when the observed sequence is z n ∈ A n and the underlying one is x n ∈ A n . 2 Though in the setting of [2] there was nothing to be gained by the consideration of randomized denoisers, for the channel uncertainty setting of our present work randomized schemes play a key role. Indeed, the universal schemes for this setting (e.g., those in the theorem below) will, in general, be randomized.
3 The expectation here is only with respect to the randomization.
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denote the set of all probability distributions on double-sided sequences with A-valued components (and a sigma-algebra containing all cylinder sets). For PX ∈ M(A ∞ ) and a channel matrix Π we let PX * Π denote the distribution of a sequence emitted by PX and corrupted by Π.
For PZ ∈ M(A ∞ ), Z ∈ A ∞ , and any n-block denoiserX
where E [P X ,Π] denotes expectation when the noise-free source ∼ PX is corrupted by the channel Π. In words, LXn(PZ, Z) is the worst-case performance of the denoiserX n over all channels in ∆ that can give rise to PZ, as assessed by a genie who has access to PZ as well as the whole noisy source realization Z. 4 For f ∈ M k we similarly let L
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In words, µ(PZ, Z) is the worst-case performance of the best sliding window scheme (of any order) as assessed by a genie that knows both PZ and the noisy source realization Z. Analogously to other settings in information theory, this can be argued [1] to be the fundamental performance benchmark for our present setting. For PZ ∈ M(A ∞ ) let C(PZ) denote the set of channels that can give rise to PZ (when corrupting some source).
Theorem 1 There exists a sequence of denoisers {X
Note that except for the stipulation ∆ ⊆ C(PZ), no other requirement is put on PZ, not even stationarity. The statement in the theorem is true also for sources that do not satisfy ∆ ⊆ C(PZ), but that are stationary ergodic and in fact a bit more, so as to allow estimation of the set of channels ∆∩C(PZ) (that come into effect in assessing the worst case performance of a scheme, e.g., in the supremum on the right side of (1)). Implementation of the denoisersX n univ involves a practically solvable optimization problem [1] . These schemes coincide with the DUDE of [2] when ∆ is a singleton.
