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We derive a relationship for the electric field dependent ionic conductivity in terms of fluctuations
of time integrated microscopic variables. We demonstrate this formalism with molecular dynamics
simulations of solutions of differing ionic strength with implicit solvent conditions and molten salts.
These calculations are aided by a novel nonequilibrium statistical reweighting scheme that allows for
the conductivity to be computed as a continuous function of the applied field. In strong electrolytes,
we find the fluctuations of the ionic current are Gaussian and subsequently the conductivity is
constant with applied field. In weaker electrolytes and molten salts, we find the fluctuations of
the ionic current are strongly non-Gaussian and the conductivity increases with applied field. This
nonlinear behavior, known phenomenologically for dilute electrolytes as the Onsager-Wien effect, is
general and results from the suppression of ionic correlations at large applied fields, as we elucidate
through both dynamic and static correlations within nonequilibrium steady-states.
Advances in the fabrication of nanofluidic devices have
enabled the study of transport processes on small scales,
where novel phenomena emerge from the interplay of
confinement, fluctuations and molecular granularity.1–4
Some of the most striking recent observations have been
in electrokinetic transport of electrolyte solutions con-
fined to nanometer dimensions. In such systems, large
thermodynamic gradients can be generated, driving non-
linear responses such as Coulomb blockade and current
rectification.5–9 At the same time, and independently,
theoretical developments have permitted the application
of response theory to systems far from equilibrium. In
particular, generalized fluctuation-dissipation theorems
have been formulated for linear responses of nonequilib-
rium steady states, or nonlinear responses around equilib-
rium states.10–16 These coincident developments provide
a way for predicting transport relationships from molec-
ular properties, and using such relationships to design
nanofluidic devices. Building on these previous work,
and inspired by emerging challenges in nanofluidic de-
vices, we develop a theory and accompanying numerical
technique to efficiently compute the electric field depen-
dent conductivity in ionic solutions. We recover behavior
similar to the Onsager-Wien effect in the dilute limit,17
however our calculations are valid across all concentra-
tion regimes, and arbitrary nonlinear responses. Our
approach is general and can be extended to other sys-
tems or transport processes where a connection between
nonlinear transport behavior and underlying microscopic
dynamics is desired.
We consider a system of N ions composed of Na an-
ions and Nc cations, in a volume V and fixed tempera-
ture, T . The ions’ positions and velocities are denoted,
rN = {r1, r2, . . . , rN} and vN = {v1,v2, . . . ,vN}, re-
spectively. These variables evolve according to an under-
damped Langevin equation,
x˙i = vi , miv˙i = −ζivi + Fi
(
rN
)
+ ziE+ ηi (1)
where mi and zi are the ith particle’s mass and charge,
ζi is the friction from the implicit solvent, and Fi(r
N )
is the interparticle force on ion i, which we take as a
pairwise sum of electrostatic interaction with dielectric
constant s and non-electrostatic (short-range repulsion
and long-range dispersion) forces. Further details of the
force fields can be found in the Supplemental Material
(SM). Each cartesian component of the random force,
ηiα, obeys Gaussian statistics with mean 〈ηiα〉 = 0 and
variance 〈ηiα(t)ηjβ(t′)〉 = 2kBTζiδijδαβδ(t − t′), where
kB is Boltzmann’s constant. Finally, E denotes an ap-
plied electric field, with magnitude E, which drives an
ionic current through the periodically replicated system.
This equation of motion does not conserve momentum,
and thus hydrodynamic effects are explicitly neglected
throughout.
To compute the ionic conductivity as a function of elec-
tric field, we aim to relate dynamic quantities of the sys-
tem at a reference field, to those of a system perturbed
by an additional applied field. Given the equation of mo-
tion in Eq. 1, the probability of observing a trajectory,
X(tN), or sequence of positions and velocities over an
observation time, tN, with an applied field, is
PE[X(tN)] ∝ e−βUE[X(tN)] (2)
where for the uncorrelated Gaussian noise, we have an
Onsager-Machlup stochastic action18 of the form
UE[X(tN)] =
N∑
i=1
∫ tN
0
dt
[
miv˙i + ζivi − Fi(rN )− ziE
]2
4ζi
(3)
ar
X
iv
:1
91
0.
10
08
4v
2 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
8 M
ar 
20
20
2where the stochastic calculus is interpreted in the Itoˆ
sense. We will consider trajectories in the limit that tN is
large so that only time extensive quantities are relevant.
The addition of a perturbing field on the system adds
an extra drift to the Gaussian action. As a consequence,
we can write the ratio of the probability to observe a
trajectory in the presence of the field, E = Er + ∆E,
relative to the probability to observe a trajectory with
Er,
PEr+∆E[X(tN)]
PEr [X(tN)]
= eβ∆U∆E[X(tN)] (4)
where the dimensionless relative action, β∆U∆E[X(tN)],
can be expressed compactly as a sum of three terms, de-
pending on their symmetry under time reversal,16
∆U∆E
tN
= [J +Q− ErσidV ] ∆E
2
− σidV ∆E
2
4
(5)
where for simplicity we take the field along one carte-
sian direction so that the relative action depends only on
its magnitude. The first term is asymmetric under time
reversal and identified as the excess entropy production
due to the increased nonequilibrium driving. It is given
by the product of the total, time averaged ionic current
in the direction of the field,
J [X(tN)] =
1
tN
∫ tN
0
dt j(t) , j(t) =
N∑
i=1
zivi(t) (6)
and the extra field ∆E/2. The second term in Eq. 5
is symmetric under time reversal and referred to as the
excess frenesy,19 where
Q[X(tN)] =
1
tN
∫ tN
0
dt q(t) , (7)
q(t) =
N∑
i=1
zi
ζi
[
miv˙i(t)− Fi(rN )
]
includes the total time integrated force in the direction of
the field weighted by zi/ζi, and a boundary term result-
ing in a difference in velocities at times 0 and tN, times
the extra field. The remaining terms are trajectory inde-
pendent constants, which are proportional to
σid =
Ncz
2
cDc +Naz
2
aDa
V kBT
(8)
which is the Nernst-Einstein conductivity of the solution,
where Di = kBT/ζi is the diffusion coefficient for an iso-
lated ion of type i. This decomposition of the relative
action admits particularly simple, physically transparent,
nonlinear response relations.12
With the relative measure between trajectory ensem-
bles defined in Eq. 4, we can follow previous work by
Gao and Limmer,16 and relate nonequilibrium trajectory
averages in the presence of the field, to equilibrium tra-
jectory averages in the absence of the field. We do this
by setting the reference field, Er = 0, so that E = ∆E.
For a trajectory observable, O[X(tN)], this relation is
〈O〉E =
〈
Oeβ∆UE[X(tN)]
〉
0
(9)
where trajectory averages over the measure in Eq. 2, with
field value E, are denoted 〈. . . 〉E . Setting O to 1, we
find a sum rule inherited from the underlying Gaussian
process that is quadratic in the field,〈
eβtN(J[X(tN)]+Q[X(tN)])E/2
〉
0
= eβtNσidV E
2/4 (10)
which is interpretable as the ratio of nonequilibrium to
equilibrium trajectory partition functions.
Identifying the joint probability of observing a value
of the current and frenesy as pE(J,Q) = 〈δ(J −
J [X(tN)], Q−Q[X(tN)])〉E , we can relate pE(J,Q) to its
equilibrium counterpart, using Eq. 9,
ln p0(J,Q)
tN
=
ln pE(J,Q)
tN
−β(J+Q)E
2
+βσidV
E2
4
(11)
where we find that the nonequilbrium driving acts to
reweight the joint distribution linearly in J +Q, demon-
strating a thermodynamic-like relationship between this
sum and its conjugate quantity E. Note that such linear-
ity is not in general valid for the marginal distribution of
just the current, p0(J) =
∫
dQp0(J,Q), due to correla-
tions between J and Q. Equation 11 provides a route to
numerically probe the tails of nonequilibrium probability
distributions using generalizations of histogram reweigh-
ing techniques, such as those developed for equilibrium
systems, like multicanonical sampling.20
With access to the joint distribution, p0(J,Q), we can
compute the relationship between the mean current and
the applied electric field arbitrarily far from equilibrium,
as encoded in the electric field dependent conductivity,
σ(E) = (d〈J〉E/dE)/V . Using Eq. 9 to first write the
average current density, and then differentiating with re-
spect to the field, we find
σ(E) = lim
tN→∞
βtN
2V
〈(
δJ2 + δJδQ
)
eβ∆UE[X]
〉
0
(12)
where δO = O − 〈O〉, demonstrating that σ(E) is given
by a sum of the variance of the current and the current-
frenesy correlations, reweighted by the factor that relates
the equilibrium average to the nonequilibrium ensemble
at fixed E. Near equilibrium (E ≈ 0), the weight ≈
1, and fluctuations in J and Q are uncorrelated due to
the time reversal invariance of detailed balance dynamics,
〈δJδQ〉0 = 0. In this limit Eq. 12 reduces to a standard
Einstein-Helfand relationship.21 For small values of E,
we can expand the weight, and the first non-vanishing
term emerges at second order in the field16 and vanishes
for uncorrelated Gaussian random variables.22
3b)
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FIG. 1. Fluctuations and response for the 0.1 M solution of
NaCl with s = 78.5 (left) and s = 10 (middle), and the
25.3 M molten NaCl with particle number N . a) Charac-
teristic snapshots of the NaCl systems considered, with green
and yellow spheres representing Na+ and Cl− respectively. b)
Scaled log-probability of the time integrated current as com-
puted from histogram reweighting. Errorbars are one stan-
dard deviation of the mean as computed from bootstrapping
analysis. The dashed lines represent Gaussian distributions
with the same mean and variance. c) Field dependent ionic
conductivities relative to their values at E = 0.1 V/A˚. Lines
are computed from reweighting p(J,Q), and symbols are com-
puted from finite differences of 〈J〉E versus E. Errorbars are
one standard deviation of the mean.
We have used these formal relationships to study the
electric field dependent conductivity of a number of dif-
ferent model systems. Specifically, we have studied sim-
ple electrolytes in implicit solvent with dielectric con-
stants s = 10 and 78.5 at T=300 K, and a molten salt
with s = 1 at T=1200 K. The main text presents re-
sults for NaCl at concentrations of 0.1 M, and 25.3 M
corresponding to a molten salt. These are illustrated
in Fig. 1a), while the SM presents additional results for
NaCl and MgCl2 at 1.0 M. Frictions are taken to be
ζi = mi/τi with τc = 0.11 ps for the cations and τa = 0.25
ps for the anions, and we find tN = 0.2 ps is sufficient
to converge the conductivity for the electrolyte system,
while tN = 0.05 ps is sufficient for the molten salt with
τc = τa = 1.2 ps.
23 For the electrolyte solution the sys-
tem size corresponds to Nc = 100, and for the molten
salt Nc = 2500. Long-ranged electrostatic interactions
are computed using Ewald summation, and all simula-
tions are performed with the LAMMPS package.24
Shown in Fig. 1b) are the current distributions com-
puted from nonequilibrium molecular dynamics simula-
tions for E between 0 and 0.1 V/A˚ in steps of 0.01 V/A˚
combined using Eq. 11, followed by marginalization over
Q. We find that for the dilute solution of NaCl with
s = 78.5, the current distribution is Gaussian. The
Gaussian statistics follow from the largely dissociated
nature of the strong electrolyte in the polar, implicit
solvent, which enables ions to move free of correlations
from their surrounding environment. Analogous Gaus-
sian fluctuations are found for 1 M NaCl and MgCl2
with s = 78.5.
23 This is in contrast to calculations with
s = 10, where ionic correlations depress motions, leading
to smaller characteristic current fluctuations near equi-
librium, as computed by its variance, tN〈J2〉0. Weaker
electrolyte systems exhibit marked deviations from Gaus-
sian statistics with enhanced probability at large values
of J . Similar behavior is found for 1 M NaCl and MgCl2
with s = 10.
23 The molten salt also exhibits deviations
from Gaussian statistics but with narrow tails, signifying
that fluctuations are much rarer than would be expected
from its large variance. The narrow distribution reflects
the packing constraints that inhibit large currents.
Shown in Fig. 1c) are the conductivities computed from
p0(J,Q) continuously as a function of the applied field.
We have additionally computed the conductivity from
a numerical derivative of the average current versus ap-
plied field and find quantitative agreement between both
estimates, although the statistical errors are much larger
from the finite difference approach at fixed computational
cost. For strong electrolytes that exhibit Gaussian cur-
rent fluctuations, we find a field-independent conductiv-
ity, while both the weak electrolytes and molten salt that
exhibit non-Gaussian current fluctuations have conduc-
tivities that increase with applied field. The increase is
initially quadratic, as observed experimentally25 for di-
lute solutions and necessitated by time-reversal symme-
try, and plateaus at large fields. For the dilute solution
the conductivity plateaus to the same value as the strong
electrolytes. The plateau value is identified as the limit
of uncorrelated motion, given by σid in Eq. 8. At inter-
mediate fields, the dilute solution exhibits a slight max-
ima in conductivity as has been noted in colloids26 and
low dimensional systems.27 The molten salt conductivity
also increases and plateaus, though its plateau value is
far below σid. This field dependence of the conductivity
in Fig. 1b) is phenomenologically known as the Onsager-
Wien effect in the dilute limit.17,28
In order to understand the effect, we can unpack the
relevant correlations using a generalized fluctuation dis-
sipation relationship. Specifically, we rewrite the field-
4Dilute Solution Molten Salt
0.0 V/Å
0.1 V/Å
0.0 V/Å
0.1 V/Å
Cjj(t)
Cjq(t)
Cjj(t)
Cjq(t)
a)
b)
E
E
E
E
FIG. 2. Time correlation functionGE(t) = Cjj(t)+Cjq(t) for
the field dependent conductivity of 0.1 M NaCl with s = 10
(left) and molten salt (right). a) Correlations functions for
E = 0 and E = 0.1 V/A˚. b) Decomposition of GE(t) into
current-current Cjj(t) and current-frenesy Cjq(t) correlations
at E = 0.1 V/A˚. The solid lines in b) are the total correlation
functions.
dependent conductivity as an average within a nonequi-
librium steady-state, using the same procedure by which
we arrived at Eq. 12, only now within a trajectory en-
semble at fixed E. In this case, the differential response
of the current an applied field is
σ(E) = lim
tN→∞
βtN
2V
〈(
δJ2 + δJδQ
)〉
E
(13)
=
β
V
∫ ∞
0
dtGE(t)
where GE(t) = Cjj(t) + Cjq(t), Cjj(t) = 〈δj(0)δj(t)〉E ,
Cjq(t) =
1
2 〈δj(0)δq(t)+δj(0)δq(−t)〉E . The conductivity
away from equilibrium is a sum of the integrated micro-
scopic current-current correlation function and the inte-
grated microscopic current-frenesy correlation function.
To arrive at this expression, we have assumed that the
correlation functions decay faster than 1/t, and invoked
the time reversal properties of j and q together with the
stationarity of the nonequilibrium steady-state, to elim-
inate one of the time integrals.
Fig. 2a) shows the total time correlation function for
the conductivity, for both the dilute electrolyte and the
molten salt with and without an applied field. In the
absence of an applied field, the only nonvanishing contri-
bution to GE(t) is the current-current correlation func-
tion. For both dilute electrolyte and the molten salt,
current correlations decay within 1 ps. The molten salt
exhibits noticeable recoil effects evident in transient neg-
ative correlations at intermediate times. The dilute elec-
trolyte exhibits transient negative correlations at inter-
mediate times as well, though these are spread over a
broader range of timescales. In both cases, the negative
correlations are ionic relaxation effects that result from
ion displacements that transiently distort the local elec-
trostatic environment and generate a restoring force on
the displaced ion from the compensating ionic cloud left
behind.29–31 At high fields, this negative correlation is
suppressed, resulting in a larger integrated value of the
correlation function, hence larger conductivity. While
the time-correlation functions in principle depend on the
frictions in the Langevin thermostat, for the small val-
ues employed in this study, the current is independent of
the friction and the frenesy depends on the friction only
though the explicit factors of ζi in Eq. 7.
23
In Fig. 2b) we show the decomposition of GE(t) into
the current-current correlation function and the current-
frenesy correlation function for E = 0.1 V/A˚. For both
systems, the current-current correlation function decays
slower at high fields than at E = 0 and accounts for
the largest contribution to the GE(t) integrand. For the
dilute electrolyte, positive contributions to the current-
current correlation function between unlike charges give
rise to the shallow maximum at intermediate fields.
These correlations are expected to be quenched out by
momentum transfer to an explicit solvent. The current-
frenesy correlations are negative and the dominant con-
tribution to the frenesy is the total charge weighted force,
which directly manifests the depression of the conductiv-
ity due to ionic correlations. The magnitude of the corre-
lations in the molten salt are larger than the dilute elec-
trolyte, reflecting its size extensive definition. The decay
in the correlation function for the molten salt is nearly
ten times faster, manifesting the dense system where the
mean free path of a given ion is small. For higher dielec-
tric constant systems, the current-frenesy correlations are
negligible, signifying the lack of ion correlations, and as
a result, time correlation functions are independent of
fields.
In the dilute solution limit, Onsager provided a the-
ory for the field-dependent conductivity that relies on
approximating the distortion of the pair correlation func-
tions in the presence of an applied field.17 In order to un-
derstand the structural origins of these dynamical effects
and make contact with the previous work by Onsager, we
can relate the field dependent conductivity to the change
in the static ion correlations. By noting that within the
steady state, the ions are force free on average, 〈v˙i〉E = 0,
we can rearrange the equation of motion in Eq. 1 and in-
sert it into Eq. 6. This yields the average current density
5a)
b)
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FIG. 3. Pair distribution functions, ga,c(r|E), between Cl− and Na+ with increasing field, plotted in the cylindrical coordinates
for the a) dilute solution 0.1 M, s = 10 and b) molten salt.
in the direction of the field,
〈J〉E
V
= σidE +
∑
i=c,a
Ni
V
zi
ζi
〈
Fi
(
rN
)〉
E
(14)
which is given by a sum of the Nernst-Einstein conductiv-
ity times the applied field, and a correlated contribution
from the sum of the average force acting on ions weighted
by their charge. We can express the average force in the
direction of the finite field, with unit vector xˆ, as
〈
Fi
(
rN
)〉
E
=
∑
j=c,a
∫
dr ρjgi,j(r|E) xˆ · F(2)i,j (r) (15)
where ρj is the number density of the jth ion type, and we
have introduced the pair distribution functions gi,j(r|E)
and the pairwise decomposable force, F
(2)
i,j , between ions
of type i and j. The pair distribution function is defined
as an average within the nonequilibrium steady-state
gi,j(r|E) = 1
ρiρj
〈 ∑
k∈Ni,l∈Nj
δ(rk)δ(r− rl)
〉
E
(16)
normalized by the product of the densities of i and j. In
the original Onsager treatment, Eq. 14 is assumed to have
the form, 〈J〉E/V = [σid +∆σ(E)]E, where ∆σ(E) is the
correlated contribution to the conductivity computable
from the knowledge of how the pair distribution function
changes with applied field.
Shown in Fig. 3a) are the pair distribution functions
between Na+ and Cl− for 0.1 M and s = 10, and in
Fig. 3b) for the molten salt, as a function of increasing
applied field. In the presence of the field, the correlations
deviate from spherical symmetry. As a consequence, we
plot gi,j(r|E) as a function of distance in direction of the
applied field, x, and orthogonal radial coordinate, r, as
the correlations do retain cylindrical symmetry. With in-
creasing field, the correlations are found to distort away
from spherical symmetry, polarizing in the direction of
the applied field. This is more evident in the dilute solu-
tion compared to the molten salt. At large applied fields,
the amplitude of the correlations decrease dramatically
for the dilute solution, clarifying the limit of uncorrelated
motion noted in Fig. 1b). Within the molten salt, cor-
relations persist, as even large fields are insufficient to
mitigate packing constraints.
In conclusion, we have leveraged recent developments
in the theory of nonequilibrium systems to relate ionic
conductivities to microscopic correlations under arbitrar-
ily large electric fields. We have found that both the
fluctuations of the ion’s displacement as well as the dy-
namical fluctuations of the intrinsic electric fields acting
on an ion, affect the response of the ionic current to an
additional external field. This additional contribution
is absent in the Green-Kubo expression for the conduc-
tivity near-equilibrium.21 This approach of reweighting
nonequilibrium trajectories is general, and we expect will
find use more broadly in other cases of molecular trans-
port. It will be particularly interesting to apply these
new statistical tools to investigate the nonlinear response
of ionic liquids,32,33 as well as transport near charged in-
terfaces, such as nonlinear electrofriction on corrugated
surfaces34 or nonlinear electro-osmotic response.
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