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Abstract
Wake – boundary layer interactions are common in multi-element aerofoils and tur-
bomachines. The laminar-turbulent transition mechanism in such systems, occur-
ring due to the interaction of upstream wake with the downstream boundary layer,
has been the subject of several studies reported in the literature. Nevertheless,
most of the research carried out in the literature has used a circular cylinder as the
upstream wake generating body, while most real applications experience upstream
disturbances originating from an aerofoil wake. Further, the wake characteristics
of a circular cylinder and aerofoil are entirely different; this, in turn, might result
in different transitional characteristics. Thus, to reveal the mechanisms in wake
boundary layer interactions in multi-element aerofoils, it is necessary to reproduce
the evolving flow field as realistically as possible. In this context, the present re-
search addresses the interaction problem considering a simplified but realistic system
involving an aerofoil and a flat plate. Such an experimental setup is new and has
not be employed before for transition studies.
An experimental investigation has been carried out in the low turbulence Gaster
wind tunnel at City, University of London. Here, a NACA 0014 aerofoil at zero
degree angle of attack is used to generate an upstream wake and a flat plate is
used as the downstream surface, resulting in an interaction of the aerofoil wake with
the initially laminar boundary layer on the flat plate. All the measurements in the
present experiments have been carried out using hot-wire anemometry technique to
obtain the mean velocity profiles and two-point correlations.
Using the new data, a skewness based technique has been developed to differen-
tiate the laminar, turbulent and transition zones in the flow. In addition, a rational
procedure for determining the intermittency is proposed with the aim to overcome
the subjectivity involved in the methods proposed in the literature. The results ob-
tained from the proposed method have been validated with the existing dual-slope
method.
viii Contents
The core part of the investigation is the interaction of the upstream aerofoil wake
and the downstream boundary layer on the flat plate. In particular, the laminar-
turbulent transition characteristics due to the above interaction has been studied in
the pre-transitional zone in order to understand the initial disturbance growth and
further establish the transition mechanism. An important contribution lies in the
study of the effect of gap between the aerofoil and the flat plate on the transitional
characteristics.
From the measurements in the pre-transitional zone, it is observed that the
streamwise disturbance growth is exponential. In addition, the streamwise power
spectrum confirms that the spatial growth of the disturbance is similar to that of
a T-S wave, which is further verified using linear stability analysis. Certainly, such
spatial amplification is characteristic of natural transition. On the other hand, in the
same pre-transitional region, two features typical of by-pass transition are observed:
a non-modal disturbance profile in the wall-normal direction and the presence of
a longitudinal streaky structure. These measurements in the pre-transitional zone
reveal the presence of mixed behaviour, with characteristics of both natural and
bypass transition, which is entirely different to that of the cylinder wake- boundary
layer interaction and to free-stream turbulence induced transition. Another inter-
esting observation is that the spanwise scale of the streaky structure appears to be
much larger (> 10δ) than that predicted by transient growth theory, and it varies
with the gap between the aerofoil and the flat plate.
On the whole, the aerofoil-wake boundary layer interaction seems to result in
a different type of transition mechanism which possesses features associated with
both natural and bypass transition.
Nomenclature
Latin symbols
u3 Third moment of the streamwise fluctuating velocity (m3)
U Local mean velocity (m/s)
u˜, v˜ Streamwise and wallnormal perturbation velocity for linear stability analysis
c Chord length of the aerofoil (m)
C2 Constant for TERA method
C3 Constant for MTERA method
CL Lift coefficient of the wing
cl Lift coefficient of the aerofoil
cp Phase velocity (m)
dw Wake defect in percentage
Eu,se Integral averaged energy, from the surface to the sheltering edge
F Normalised frequency, F = (2pifν × 106/U02)
f Frequency (Hz)
fs Sampling frequency (Hz)
hw Vertical gap between the aerofoil and flat plate (mm)
l Total length of the flat plate (m)
P Power spectral density
Pn Normalised power spectral density, Pn = P/(0.5U0
2∆F )
R Correlation function
x Contents
Rec Reynolds number based on aerofoil chord length
Rex Reynolds number based on streamwise station
Reδ∗ Reynolds number based on displacement thickness
t Time (s)
Ta Amplitude of T-S wave
Tc Ambient temperature during calibration
tc Convective time scale of the boundary layer (δ/U)
Th Threshold value
TI Integral time scale
TK Kolmogorov time scale
Tm Ambient temperature during measurement
Tu Turbulent intensity
Tw Temperature of the sensor in hot-wire probe
U Normalised mean velocity, U/U0
u Streamwise fluctuating velocity, u = (UI − U)
u3rms Cube of the root mean squared fluctuating velocity (m
3)
U0 Free-stream velocity (m/s)
u0 Maximum defect velocity (m/s)
UI Instantaneous velocity in the streamwise direction
ww Half width of the wake
x Streamwise distance from the flat plate leading edge (m)
xt Transition onset point
xw Streamwise gap between the aerofoil trailing edge and flat plate leading edge
(x/c)
y Wall-normal distance from the flat plate (m)
Contents xi
y0.5 Wall-normal location of 50% defect velocity
z Spanwise distance (m)
Greek symbols
α Non-dimensional streamwise wave number; also used for angle of attack in
chapter 1
δs Distance from the surface of the flat plate to the upper minimum in the
fluctuation profile (sheltering edge) (m)
∆ts sampling time interval
δ Boundary layer thickness (m)
δ∗ Displacement thickness (m)
η Non-dimensional wall-normal location, y/δ∗
γ Intermittency
= Imaginary
ν Kinematic viscosity
ω Non-dimensional circular frequency
φ Amplitude function of the perturbation or Eigenfunction
ψ Stream function of the perturbation
< Real
Acronyms
FST Free-stream turbulence
T − S Tollmien–Schlichting
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Chapter 1
Introduction
1.1 Background
Every aircraft in today’s world contains the genes of 200 years of flying machine
design. For instance, the concept of having separate systems for lift and thrust pro-
duction was first conceived by Sir George Cayley in 1799 (Anderson, 1999), which is
still the skeleton of any modern day aircraft design. In those 200 years of evolution,
the first 100 years were spent mainly developing ideas in order to lift the aeroplane
off the ground. Most of the attempts were aiming to equip the aircraft with high
power engines in order to achieve high enough velocity to produce sufficient aerody-
namic lift to raise the machine off the ground. However, with the use of powerful
engines, the weight went up leading to an increase in the required velocity and the
process went into a cycle without achieving the required lift. This trial and error
exercise helped to realise the importance of thrust to weight ratio. Drawing inspira-
tions from the knowledge of history, the first successful manned flight was achieved
by Wright brothers in 1903. The Wright brothers managed to solve the problem
of control using a wing-warping scheme. The first use of hinged, flap-like surfaces
(called as ailerons) was by Henri Farman in 1909.
The next stage of aircraft evolution was to increase the payload capacity paving
the way for modern air transportation. One of the hurdles encountered during the
design process is to limit the increase in flight speeds, driven by increased aircraft
weights, during the take-off and landing phases which became notorious for fatal
accidents. This led to the invention of high-lift devices such as slats and flaps.
Inspired by the aileron design, a plain flap was introduced by Royal Aircraft Factory
in 1914. The modern flap system evolved from the pioneering inventions by Sir
Frederick Handley Page (who was a Professor at City, University of London) and
independently by G. V. Lachmann in 1917 when they introduced the concept of
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leading edge slots to improve low-speed handling characteristics. In parallel, several
trailing edge flaps were developed, of which the Fowler flap is the most efficient in
terms of lift augmentation. Even today, the combination of the slotted flap and the
Fowler flap is used as the high-lift system in modern day aircraft.
Figure 1.1: High-lift devices and its lift characteristics, (Reproduced from Ander-
son, 1999).
Figure 1.1 shows the lift characteristics of different types of slat/flap combina-
tions plotted as lift coefficient (Cl) against angle of attack (α). The lift coefficient,
Cl is a non-dimensional parameter which determines the lift characteristics of any
aerofoil/wing. It can be clearly seen that the lift coefficient, Cl increases dramati-
cally with the flap settings, irrespective of the type of flap. Another advantage of
flap usage is that the maximum lift occurs at a lower angle of attack as compared to
that of a no-flap configuration, which, in turn, would help to reduce the approach
attitude angle. Among the different flaps, it can be noticed that slope of the Cl−α
curve is higher for Fowler flap due to its increased effective camber and chord length.
1.2 High-Lift Devices
High-lift systems (slats and flaps) are more complex in design and are also costly
to manufacture. For instance, according to Rudolph (1996), the high-lift system ac-
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counts for 6% to 11% of the total production cost of a typical jet transport aircraft
and it may potentially increase for higher configurations (wide body aircraft/jumbo
jets). The high costs are a consequence of the need for the high-lift system to be ef-
fective for take-off and landing without affecting the cruise efficiency. Investing such
an enormous amount of money in producing the high-lift devices is returnable in
terms of aircraft overall performance through simultaneous increase in both CL,max
and the lift-to-drag (L/D) ratio. Meredith (1993) has mentioned,
1. An increase in maximum lift coefficient (CL,max) of 1.0% leads to an increase
in payload of 22 passengers or 2000 kg for a fixed approach speed on landing.
2. Also, an increase in the L/D ratio of 1.0% during take-off will be equivalent
to an increase in payload of 14 passengers or 1300 kg for a given range.
3. If the lift coefficient at a constant angle of attack is increased by 0.1, then the
approach attitude angle will decrease by 1 degree, since the required lift could
be achieved at a lower angle of attack. This allows a reduction in landing
gear height, which eventually reduces the overall weight of an aircraft, thus,
in turn, leads to reduced fuel consumption.
In order to fully exploit the benefits associated with the high-lift devices, an
engineer has to overcome many design challenges to arrive at an optimal configura-
tion. In the next subsection, factors governing the flow characteristics of the high-lift
devices and the associated challenges in their design are discussed in detail.
1.2.1 Flow characteristics of high-lift devices
Figure 1.2: Schematic of the high-lift device and its flow characteristics.
Figure 1.2 illustrates the major factors influencing the operational characteristics
of flaps at high-lift condition. Among them, wake – boundary layer interaction and
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flow separation due to adverse pressure gradient are important. For instance, when
the wake originating from the upstream elements (slat and main aerofoil) approaches
the flap boundary layer, it will result in a displacement effect on the flow field of the
flap. Such an interaction reduces the suction acting on the flap. The reduction in the
flap loading or the pressure distribution due to the wake-boundary layer interaction
is called damping effect, Spaid (2000). In addition, as the wake from the upstream
main aerofoil interacts with the boundary layer of the flap, it accelerates transition
from laminar to turbulent flow. Predicting the occurrence of transition on such
multi-element aerofoils is important as it has a major influence on maximum lift de-
veloped by the slats and flaps. In the cruise condition, where the Reynolds number
is very high, the flow over the wing becomes turbulent shortly downstream of the
leading edge. But in the case of landing or take off, where the high-lift devices come
into operation, the slats and flaps experience much lower Reynolds numbers (relative
to cruise), which may support extended region of laminar boundary layer. From the
above perspectives, understanding the laminar-turbulent transition characteristics
on the high-lift devices is essential for optimizing their aerodynamic performance.
Van Dam (1999) considers that transition prediction capability is a necessary com-
ponent of any computational aerodynamics method used in high-lift design.
In addition, due to the large adverse pressure gradient on the surface of the flap,
the flow may separate. However, there are situations where the flow on the flap sur-
face remains attached but the flow off-the-surface (in the wake region) reverses. This
type of behaviour is called wake bursting. Smith (1975) suggested that the wake
bursting may decrease the CL,max and increase the drag. Pomeroy et al. (2014)
investigated the wake bursting behaviour and observed that it causes an increase in
turbulent fluctuation in the shear layer (in between boundary layer edge and wake
core) rather than the wake core region.
Rumsey and Ying (2002) reviewed the capability of the CFD tools to predict the
flow characteristics of high-lift devices. They confirmed that most of the models rea-
sonably predict the lift coefficient up to CL,max , but the value of CL,max is predicted
incorrectly. Nevertheless, the review article is a decade old, leaving a possibility
that the current CFD models may now predict CL,max reasonably well. However,
the recent AIAA Aerospace Sciences Meeting (Rumsey et al., 2018) revealed that
still we are lagging in predicting CL,max accurately (figure 1.3). Through further
deliberations with Airbus representatives, we came to know that Airbus is facing
±5 % error in CL,max prediction. Such difficulties in predicting the CL,max directly
raises the question of what is still missing in the understanding of the flow physics
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at high-lift condition?
Figure 1.3: Variation of measured and predicted lift coefficient with angle of attack
(AIAA Aerospace Sciences Meeting, Rumsey et al., 2018).
Rumsey and Ying (2002) reviewed the computational capabilities of transition
prediction in high-lift devices, and it is clear from their conclusion that numerical
models failed to accurately predict the transition in multi-element systems. Even in
the recent high-lift prediction workshop, (Rumsey et al., 2018) confirmed that tran-
sition models are inconsistent with experimental results especially near the CL,max
region.
To have a better understanding of complex nature of the flow at high-lift condi-
tion, there is a need to have a closer look at the physics in great detail. In particular,
understanding the complex interactions underlying the flow in such multi-element
aerofoil systems becomes important for better design of high-lift devices. In this
context, the present PhD research aims to examine the underlying physics of the
laminar-turbulent transition due to wake-boundary layer interaction. Through in-
tensive experimental investigations, an attempt is made to understand the transition
mechanism involved in them.
Having defined the research problem and the thesis objective, the rest of this
chapter summarises the efforts taken in the literature with regards to the transition
studies, in general. This is then followed by a brief summary of transition research
in the presence of wake-boundary layer interactions.
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1.3 Laminar – turbulent transition
In general, fluid flows are classified into two types, “Laminar” and “Turbulent”.
Laminar flow is defined as the streamlined flow where the fluid flows smoothly, in
parallel layers without any mixing; on the other hand if the flow exhibits irregular,
diffusive (mixing), vortical, dissipative or any nonlinearities then it is considered as
turbulent. Hitherto, there is no universal theory to determine the origin of turbu-
lence, however it is widely accepted that the perturbations to the laminar state are
naturally amplified and the flow eventually transition from laminar to turbulent.
Research on this laminar–turbulent transition was initiated by Reynolds more than
a century ago, and is still ongoing. As mentioned earlier, the present thesis also
focuses on understanding the laminar-turbulent transition process.
Boundary layer transition
Flow over solid surfaces or through pipes is restricted by skin friction acting between
the fluid and the surface. The flow adjacent to the surface has zero velocity (called
the no-slip condition) and then slows down the adjacent fluid resulting in the devel-
opment of a shear layer normal to the surface. The shear layer adjacent to the wall
is termed the boundary layer.
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
Turbulent
Laminar
Figure 1.4: Streamwise velocity profiles of laminar and turbulent boundary layer.
The abscissa shows local mean velocity is normalised with free-stream velocity; the
ordinate shows wall-normal stations are normalised with displacement thickness.
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Inside the boundary layer the flow may exist in either laminar or turbulent states
depending mainly on the Reynolds number (Rex = U0x/ν). Examples of the stream-
wise velocity profiles measured along the wall-normal direction for both the laminar
and turbulent boundary layer is shown in figure 1.4.
The underlying physics of the transition from laminar to turbulent boundary
layer is not well established. Particular problems of interest are mechanism of tran-
sition and the location of transition onset. Understanding and thereby predicting
the transition onset is still a major challenge for the aerodynamics community.
One of the obvious reasons for this lack of understanding is due to the influence
of multiple factors on the transition onset, such as surface roughness, free-stream
disturbances, pressure gradients, acoustics etc. Further, when it comes to a system
with multiple aerodynamic surfaces (e.g. multi-element aerofoil, turbomachines)
the interactions of the above mentioned factors significantly increase. This, in turn,
makes the physics much more complex. It has been widely accepted by the re-
search community that in general laminar–turbulent transition occurs through two
different routes, which are termed natural transition (for 2D flows, also described as
Tollmien-Schlichting type transition) and bypass transition (also described as free-
stream turbulence induced transition). In the sections below, the characteristics of
these two different transitions are discussed and eventually transitional characteris-
tics in wake-boundary layer interactions are reviewed from the studied literature.
Before proceeding with the different types of transition it is a must to know about
the receptivity. Receptivity is the mechanism by which free-stream disturbances
entrain into the boundary layer and cause an initial perturbation for the generation
of an unstable disturbance. For any type of transition the very first stage involves the
receptivity mechanism. Subsequent stages can be discussed in terms of the stability
of the laminar ‘base’ flow to these disturbances and the later stages are classified
based on the type of transition, which is discussed below. If the disturbances grow
in time or space, then the base flow is considered as unstable, on the other hand if
it decays, it would be considered as stable.
Natural transition
The process of natural transition, for 2D flows in a low turbulence environment, is
schematically represented in the figure 1.5. The initial stage of the natural transition
starts with the formation and amplification of a two-dimensional (2D) wave called
as Tollmien-Schlichting (T-S) wave. This stage is termed as the primary instabil-
ity stage. These 2D wave amplifies and then grows into a three-dimensional (3D)
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wave, thus entering the second stage of transition termed as secondary instability.
These waves then break down into turbulent spots, which ultimately result in a fully
turbulent flow condition further downstream.
T-S wave
Primary mode
3D wave
Secondary instability
Flow
Turbulent spots
Laminar Transition Turbulent
Figure 1.5: Schematic representation of stages in natural transition.
The initial instability and amplification of the 2D waves can be studied through
linear stability theory, by assuming that the initial disturbances can be expressed
as the sum of a set of Fourier modes (ei(αx+βz−ωt)) where α and β represent the
streamwise and spanwise wave numbers and ω represents the angular frequency.
For a 2D spatially growing disturbance α is complex, while β and ω are taken as
real. By superimposing the Fourier modes on a two-dimensional parallel base flow,
and further linearising the Navier-Stokes equations, a stability equation (referred
to the Orr-Sommerfeld equation) can be derived and solved for stable and unsta-
ble modes. Using linear stability theory, one can also obtain the critical Reynolds
number (Recr) above which disturbances are amplified. It is worth mentioning that
Recr is different from the transition onset Reynold number (Retr). Linear stability
theory could not predict the value of Retr because of the nonlinear stages involved
between Recr and Retr. If the amplitudes of the wave beyond Recr is not high
enough then it will reach the second branch of the neutral curve and decay. On the
other hand, if the amplification of the disturbance is high enough, then a spanwise
variation occurs in the 2D wave, whereby the 2D wave is transformed into a 3D
wave. This was experimentally observed in Klebanoff et al. (1962) and it is noticed
that there is an occurrence of peaks and valleys along the spanwise direction. It is
reasoned that the secondary instability of the 2D disturbance is the cause of the 3D
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state, Herbert (1988). Also, from the distribution of the vorticity field, Klebanoff
et al. (1962) noticed the existence of longitudinal vortices, later it was observed as
Λ shaped vortices. Further downstream of the vortex region, turbulent spots are
generated, leading to transition. So, in general, if the initial disturbance in the flow
propagates through linear (2D disturbance and its growth) and nonlinear (3D wave
and vortices) stages, then it is called natural transition.
Though the general process of natural transition is described above, different
types of natural transition are identified in the literature. In particular, five different
types of natural transition (N, K, C, H and S) have been observed so far, which are
not discussed here for brevity and also not to deviate from the scope of the thesis.
Nonetheless, it is emphasized here that the different types of natural transitions
can be attributed to the different types of secondary instability associated with the
amplitude of the 2D disturbance. Also, it is noticed that the alignment of Λ vortices
is different for K (ordered peak-valley pattern), C and H (staggered peak-valley
pattern) type transition, which is visually observed in Saric (1986). A detailed
review on all the types of natural transition can be found in Kachanov (1994).
Bypass transition
Bypass transition usually occurs in a flow if the level of free-stream disturbances
are high. This type of transition occurs rapidly rather than the slow, exponential
growth of the T-S wave in natural transition. In the pre-transitional region (defined
as the stages before the appearance of turbulent spots) of bypass transition, none
of the characteristics of the natural transition can be noticed. From the past three
decades of research, the inherent characteristics of the bypass transition are well
established as described below.
Firstly, the word ‘bypass’ was first used by Morkovin (1969) to describe the type
of transition that occurs via bypassing the growth of T-S wave and its secondary in-
stability. Further, the transition occurs at a Reynolds number well below the critical
Reynolds number determined from the linear stability theory. These kind of transi-
tional characteristics were commonly observed in flows with high levels of free-stream
turbulence. Later, Klebanoff (1971) investigated this problem and he noticed the
oscillation of the boundary layer thickness and he referred it as a breathing mode;
later it was termed as Klebanoff mode by Kendall (1985). Also, Klebanoff observed
the existence of streaky structures in the boundary layer. In fact, Dryden (1937) and
Taylor (1939) already spotted these free-stream turbulence-induced characteristics,
but it was known to the research community only after Klebanoff’s work. Later,
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Arnal and Juillen (1978) showed that the energy of the dominant disturbance in the
boundary layer occurs at low frequency. Further they noticed, the maximum value
of the streamwise perturbation (urms,max) along the wall-normal direction occurs at
the middle of the boundary layer in contrast to the near wall location in natural
transition.
Extensive research on free-stream turbulence-induced transition was conducted
by the scientific community after Kendall (1985). Kendall demonstrated the ex-
istence of streaky structures through spanwise correlation measurement and flow
visualisation. He also confirmed that the streamwise streaky structures are un-
steady and their spanwise spacing would be of the order of twice the spacing of the
minimum correlation. Subsequently, the breakdown of the streaky structure was
studied by Boiko et al. (1994). Earlier, it was hypothesised that the secondary in-
stability of the streaky structure would be caused by the co-existence of a T-S wave.
This was verified by Boiko et al. (1994) by artificially introducing the T-S wave,
who also observed that the presence of a T-S wave rapids the streak breakdown
process into turbulence. Simultaneously, the detailed measurement of Westin et al.
(1994) showed that, before the onset of transition, urms (root mean squared value
of the streamwise disturbances) values reaches up to 10% inside the boundary layer,
further the maximum streamwise disturbance (urms,max) grows in proportion to x
0.5
in the streamwise direction.
The physical reason behind the linear disturbance growth was not clear until the-
oreticians came up with algebraic or transient growth theory (Luchini, 1996; Ander-
sson et al., 1999). The development of this theory is briefly discussed here. Initially,
for an inviscid parallel flow, Ellingsen and Palm (1975) suggested that, if a three-
dimensional disturbance is imposed on a two-dimensional flow, then the streamwise
disturbance velocity (u) grows linearly (algebraically) with respect to time and pro-
duces alternating high and low velocity streaks. Landahl (1980) examined the same
case and showed that the streamwise disturbance velocity increases linearly in time
with no limit on amplitude. Also, he offered a physical reasoning for the streak
growth mechanism: if a fluid element is displaced in the wall-normal direction, it
retains its streamwise momentum and cause perturbation on the streamwise velocity
component. This mechanism is referred to the lift-up effect. Later, this theory was
extended to the viscous case by introducing a small three-dimensional disturbance
with a large streamwise scale by Hultgren and Gustavsson (1981). They showed
that viscosity will eventually limit the maximum streamwise disturbance growth
and eventually lead to decay due to viscous dissipation. This inviscid phenomenon
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with viscous damping is referred to transient growth, i.e. an algebraic growth of the
disturbance energy until viscosity becomes significant (Fransson, 2003).
The above developed theories are temporal; for a wall-bounded shear flows, a
spatial theory would be more appropriate, since the disturbances are amplified in
the spatial direction. In this context, Luchini (1996) developed a similar approach
for a Blasius boundary layer. He concluded that the streamwise disturbance ve-
locity grows linearly with x0.213 (x - streamwise stations). Further, Luchini (2000)
determined the optimal perturbation for a maximum energy growth, and if opti-
mal perturbations are used, the energy growth is proportional to the streamwise
location. He also predicted the streamwise disturbance profile and compared with
experiments (Westin et al., 1994) which agreed well with non-modal theory.
Afterwards, an extensive study on the free-stream turbulence induced transi-
tion was carried out by Matsubara and Alfredsson (2001). They have shown that
all the pre-transitional characteristics obtained until that period and the associ-
ated results (algebraic energy growth and streamwise disturbance profile) matches
well with the non-modal theory developed by Luchini (2000). This confirms that
the pre-transitional region of the bypass transition is algebraic/transient in nature.
In addition, they have demonstrated that the spanwise scale of the streaks and
its height are almost equal to the boundary layer thickness. Through correlation
measurement, they confirmed that the spanwise spacing between the streaks are ap-
proximately twice the boundary layer thickness. Knowing the above characteristics
of bypass transition, Fransson et al. (2005) conducted experiments with a range of
free-stream turbulence intensities (1.4-6.7%) and found that the initial disturbance
energy is proportional to the square of the free-stream turbulence intensity, T 2u .
Furthermore, the growth of the streamwise disturbance energy (u2rms) varies linearly
with the streamwise station (u2rms ∼ x). They also obtained a scaling for energy
growth, whereby when the Rex is normalised with Rex at the position where urms =
0.1U0, the energy growth curves obtained for various turbulent intensities collapse
into a single curve. Such a scaling is again confirmed by Balamurugan and Mandal
(2017) through PIV measurements.
Numerical simulations have also been carried out by several researchers (Rai and
Moin, 1993; Jacobs and Durbin, 2001; Brandt et al., 2004; Ovchinnikov et al., 2008)
to understand the physics of bypass transition. Among them, (Jacobs and Durbin,
1998, 2001) tried to explain the receptivity and the streak generation involved in
bypass transition through a phenomenon called shear sheltering, where the shear
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layer acts as a filter for the high-frequency free-stream disturbances, allowing only
the low-frequency disturbances to penetrate into the boundary layer. Furthermore,
the low-frequency disturbances are amplified by the mean shear (Andersson et al.,
1999) so that the energy spectrum shifts towards the lower frequency end.
At the end of the pre-transitional region, the streaks break down to turbulent
spots. From flow visualisation of the streaks, Matsubara and Alfredsson (2001)
observed that the streak breakdown occurs through an instability. From the sim-
ulation of Brandt et al. (2004), it was proposed that streak breakdown could be
characterised as either sinuous or varicose modes (type of oscillations of the streak).
Several investigations were carried out on the streak instability, but the present re-
search focus is limited to the initial disturbance growth region, so streak instability
is not discussed further here. However, it is referred to the recent experimental
paper by Balamurugan and Mandal (2017) who carried out a detailed investigation
on the sinuous and varicose mechanisms.
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Figure 1.6: Schematic representation of stages in bypass transition.
By studying the above literature, it can be summarised that, in the pre-transitional
region of a flow exhibiting bypass transition, the following characteristics are ob-
served:
1. The flow remains laminar and the mean velocity profile is only slightly per-
turbed. In the near wall, there would be a velocity gain and at the edge of the
boundary layer, there would be a velocity deficit. It was reasoned that velocity
gain and deficit are due to the occurrence of high-speed and low-speed streaks.
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2. The measured streamwise disturbance profile is in correspondence with the
non-modal disturbance profile obtained from transient growth theory.
3. The maximum streamwise disturbance energy (u2rms,max ∼ x) grows linearly
in the streamwise direction, termed as algebraic growth.
4. Unsteady streaky structures are present inside the boundary layer. The span-
wise scale of the streaks is approximately equal to the boundary layer thickness
(δ) and the spanwise streak spacing would be around twice the boundary layer
thickness (2δ), illustrated in figure 1.6.
The above four observations or findings are the key characteristics of the by-pass
transition.
Wake induced transition
Having discussed the two different transition mechanisms in the above sections, the
current discussion is focussed on transition studies involving wake-boundary layer in-
teractions. The scenario of wake-boundary layer interaction usually occurs in multi-
element aerofoils and turbomachinery flows. So, here the literature from both areas
is reviewed. In case of the multi-element aerofoils, earlier studies on wake-boundary
layer interaction were more focused on studying the shape of the confluent boundary
layer and its turbulent characteristics. For instance, Savill and Zhou (1983) carried
out an extensive study on interaction effects by placing an upstream wake generated
from different types of geometry (circular cylinder, aerofoil and flat plate) and its
interaction on the downstream flat plate boundary layer. From the measurements on
the flat plate, they concluded that an exchange of vortices takes place between the
wake and the boundary layer; vortices drawn out from the boundary layer maintain
its coherence structure in the wake, similarly vortices from the wake drawn into the
boundary layer. De Zhou and Squire (1985) extended that work by adding further
complexities such as pressure gradient and wake asymmetry. They found that the
level of turbulence in the wake has the strongest influence on the interaction. Squire
(1989) carried out an extensive review of wake-boundary layer interaction studies.
He concluded that the upstream wake increases the overall turbulence level in the
flow and accelerates the transition onset. But it is clear from his review article
(Squire, 1989) that, at that time, no study had attempted to explore receptivity
and transition mechanisms in the wake-boundary layer interaction.
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Bertelrud (1998) and Bertelrud and Anders (2002) have documented compre-
hensive reports on transition location in a high-lift device at high Reynolds number,
however the mechanism of transition is not established. Lee and Kang (2000) aligned
two aerofoils in tandem and concluded that bypass transition occurs in flow around
the downstream aerofoil when the incoming wakes are fully turbulent. The config-
uration of the tandem aerofoil, however, does not accurately represent a realistic
multi-element aerofoil system, due to the lack of vertical gap between the individual
aerofoils.
In the last two decades, the transition research on this topic shifted towards
study of the interaction of a circular cylinder wake with the flat plate boundary
layer (Kyriakides et al., 1999; Ovchinnikov et al., 2006; Pan et al., 2008; Mandal
and Dey, 2011; He et al., 2013). Such a configuration could have been inspired by
turbomachinery studies, where the periodically passing wakes from the rotor blade
are mimicked in the laboratory by a moving circular cylinder arrangement and where
the downstream stator blade is simulated using a flat plate with imposed pressure
distribution (Liu and Rodi, 1991; Wu et al., 1999; Coull and Hodson, 2011). This
sort of arrangement helps to reveal the effect of periodic wake passing on the turbo-
machine blades. The reasoning for utilising a circular cylinder for wake generation
could be as follows: according to Pfeil and Herbst (1979), the global wake character-
istics (mean velocity profile and drag) of the circular cylinder and turbine blades are
nearly the same, making it logical to choose the circular cylinder instead of a blade
aerofoil. Also in the laboratory, designing a moving circular cylinder arrangement
would be easier than using real blades.
Similar wake-boundary layer interaction effects occur in multi-element aerofoils,
with the only exception that the upstream wake is steady in the case of multi-
element aerofoils as opposed to an unsteady wake in turbomachinery flows. Hence,
for transition studies in such multi-element system, a static cylinder is employed.
The results of several studies using this type of configuration are discussed below.
Pan et al. (2008) observed that coherent structures of the circular cylinder wake
behave largely like spanwise vortices. These spanwise vortices interact at a distance
with the boundary layer of the downstream body and induce a secondary, spanwise
vortex. Secondary instability of this vortex structure leads to hairpin-shaped vortices
(head of the hairpin oriented in the streamwise direction) which grow with the
associated streaky structures, eventually leading to a fully turbulent flow. Mandal
and Dey (2011) also reported similar transition mechanisms in the cylinder-flat plate
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system. From these simplified experiments, which still involve complex physics,
we can deduce the physics of this particular transition mechanism associated with
discrete vortices in the free-stream; moreover the vortex axes are, in these cases,
particular in being aligned perpendicular to both the surface normal and to the free-
stream. In addition, for the cylinder-wake boundary layer interaction, Ovchinnikov
et al. (2006); Pan et al. (2008); Mandal and Dey (2011) observed features of bypass
transition such as self-similarity of the urms profile, low and high speed streaks.
From the literature of cylinder-wake boundary layer interaction, we can confirm,
the onset of transition depends upon the upstream wake coherent structures, but
the later stage of breakdown is more like bypass transition.
1.4 Motivation
As discussed in the brief literature review above, several experiments have been
conducted to study the wake-boundary layer interaction in multi-element aerofoils.
However, the studies do not necessarily offer insights into more realistic wake inter-
actions, for example in wing-flap system and turbomachinery flows. There are some
key differences between the wakes generated from cylinder and aerofoil despite their
similar global characteristics (drag and mean velocity profile). In particular, the
wake originating from cylinder contains shed vortices which are not so dominant in
an aerofoil-generated wake, especially in the main-element of the aerofoil at higher
Reynolds number. It is anticipated that, due to this difference in the wake kinemat-
ics of the cylinder and aerofoil, the receptivity mechanism involved in the transition
process could be different, which in turn might lead to a different transition mech-
anism. It is therefore the goal of the present research to consider a more realistic
representation of practical aerodynamic systems. Fundamental experimental inves-
tigations have therefore been carried out to understand the transition mechanism
involved in multi-element aerofoils by considering an aerofoil-flat plate system. It is
emphasised here that such an experimental setup involving a fully turbulent aerofoil
wake and a flat plate is not utilised before to study the transition process.
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Outline of this thesis
The main contents of the thesis are organised as follows.
Chapter 2: Firstly, the distinct wake characteristics of circular cylinder and aero-
foil are discussed. The basic details of the experimental setup and measurements
techniques used in this study are then described. Tunnel characteristics, types of
probes and types of measurements carried out and their uncertainty levels are dis-
cussed in more detail.
Chapter 3: In order to study the transition mechanism, it is vital to determine
the laminar, transitional and turbulent regimes in the given flow. For this purpose,
a skewness based technique is used. Further, a new rational technique to measure
intermittency is proposed.
Chapter 4: Reveals the major theme of the work where the receptivity of the
boundary layer to the wake disturbance and its transition characteristics are dis-
cussed. The present experimental observations are compared with the transitional
characteristics of natural, bypass and wake-induced transition studies reported pre-
viously in the literature. It is concluded that the transition mechanism has different
characteristics to the ones observed in the literature.
Chapter 5: Discusses the results of a spatial, linear stability analysis carried out
on the experimentally-measured mean velocity profiles to reveal some characteristics
of natural transition. Further, a parametric study on the confluent wake-boundary
layer is performed to explore the effect of wake geometry on the unstable boundary
layer mode.
Chapter 6: Briefly summarises the key conclusions obtained from the present
work and possible directions for future investigations are suggested.
Chapter 2
Experimental details
The details of the experimental arrangement and instrumentation are discussed in
this chapter. Further, as described in Chapter 1, there are significant differences
between the wake characteristics of an aerofoil and a circular cylinder. These differ-
ences are characterised using preliminary measurements and the choice of an aerofoil
wake for the present thesis investigation is explained.
2.1 Experimental setup
All the experiments reported in this thesis were performed in the Gaster wind tunnel
at City, University of London. This is a closed circuit wind tunnel with a test section
dimension of 0.924×0.915×3.66 m and the lateral width is diverged from 0.924 to
0.940 m in the downstream direction. The operating velocity inside the test section
could be set within the range of 0.5 - 25 m/s. For the present experiment, three
different velocities given by U0 = 5, 10 and 20 m/s are chosen, however in most of
the analyses, measurements at U0 = 20 m/s is considered. The vertically mounted
flat plate, made of aluminium with a total length of about 2150 mm and a thickness
of 10 mm was used in the present experiment. In order to maintain the stagnation
point on upper side of the flat plate, a trailing-edge flap, of 110 mm length, is em-
ployed.
The test section of the wind tunnel is removable, with different test sections
utilised by colleagues for different experiments. Hence it was important to ensure
that the constant pressure distribution on the flat plate was unaltered during each
experiment, after re-installation of the test section. A pressure measurement was
always carried out before performing each experiment and a sample number of such
measurements is shown in figure 2.1. Cp stands for static pressure coefficient, which
is calculated based on equation 2.1, where p and pref denotes the local static pressure
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Figure 2.1: Distribution of pressure co-efficient on the surface of the flat plate
without upstream wake.
and free-stream static respectively. ρ is the density of air, obtained using barometric
pressure and ideal gas relation, ρ = p/RT . The first port of pressure measurement
is at 40 mm from the leading edge. As can be ascertained from figure 2.1, the
pressure distribution is approximately constant downstream of x = 200 mm. Even
when the measurements are made at different time periods shown in the figure, it
can be confirmed that a constant pressure distribution is maintained over the flat
plate (within the experimental scatter).
Cp =
p− pref
0.5ρU0
2 (2.1)
Cp = 1− (U/U0)2 (2.2)
From figure 2.1, it can be noted that there is a weak suction peak where an
increase in velocity of about 4% from the free-stream value is noted, as calculated
from equation 2.2 (U and U0 denotes the local mean velocity and free-stream ve-
locity in the streamwise direction respectively). After the suction peak, the flow
smoothly and monotonically recovers to an approximately constant pressure value
downstream. The presence of the suction peak near the leading edge will play a
crucial role in transition experiments. For instance, a mild acceleration or any non-
uniform pressure distribution in the leading edge would have a significant effect
on T-S wave amplification (Klingmann et al., 1993; Westin et al., 1994). On the
other hand, any flow separation at the leading edge or generation of turbulent spot
at the leading edge would lead to rapid transition in the immediate downstream flow.
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63 mm
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Figure 2.2: Shape and dimension of the flat plate leading edge.
In the present experiments, the leading edge is made up of an asymmetric,
wooden bi-convex surface as shown in figure 2.2 An attempt is made to check if
the non-uniform pressure distribution or the weak suction peak near the leading
edge cause any disturbance in the flow downstream of the flat plate. The velocity
profiles obtained using hot-wire measurements at a free-stream velocity of 20 m/s
are shown in figure 2.3. The velocity profiles and the variation of boundary layer
thicknesses match very well with the Blasius solution. The first derivatives of the
mean velocity profile also follow the Blasius solution very closely. This is shown in
figure 2.4. Such an observation confirms that the downstream flow is not disturbed
by the leading edge suction peak.
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Figure 2.3: (a)Mean velocity profile and (b) the growth of boundary layer thickness
and displacement thickness in the downstream distance on the flat plate (without
upstream wake).
To quantify free-stream turbulence level in the tunnel, the streamwise fluctua-
tion profiles normalised with the free-stream velocity are shown in figure 2.5. As
can be seen from the figure, the free-stream turbulence intensity of the tunnel in the
streamwise direction is 0.015% (within the frequency range 5Hz to 5kHz). This com-
pares with 0.007% when the tunnel is empty. Though not shown here, the hot-wire
signals did not show any sign of turbulent spots and the complete laminar profiles
indicate that there was no separation upstream and the weak suction peak does not
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Figure 2.4: First derivative of the mean velocity profile shown in figure 2.3a.
affect the downstream flow.
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Figure 2.5: Wall-normal distribution of the streamwise fluctuating velocity mea-
sured at various streamwise stations.
As discussed in the previous chapter, an aerofoil is introduced ahead of and
above the flat plate at zero degree angle of attack to study the transition due to
wake-boundary layer interaction as shown schematically in figure 2.6. Various key
parameters for the configuration are indicated on the schematic. The streamwise and
wall-normal stations are defined using a coordinate system, x−y having its origin at
the leading edge of the flat plate. The vertical separation between the aerofoil and
the flat plate is denoted as the ‘gap’ (hw) and the horizontal separation is denoted
as the ‘overlap’ (xw). It is well-known from the literature (Smith, 1975; Spaid, 2000;
Van Dam, 1999; Rumsey and Ying, 2002; Watanabe et al., 2006) that these two
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parameters play a crucial role in determining the aerodynamic performance of a
multi-element aerofoil system. A systematic study of a range of these parameters
is very important since a multi-element system has to perform satisfactorily over a
wide range of flap settings. Hence, in the present experiments, transition studies
have been performed while varying these two parameters.
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Figure 2.6: Schematic representation of the experimental setup.
The chord length (c) of the aerofoil is 250 mm. The experiments were performed
at three different freestream velocities (U0) and at various ‘overlaps’ and ‘gap’ values.
The values of these parameters is mentioned clearly in table 2.1.
Case xw hw (mm) U0 (m/s) Rec (×105) )
Case 1 0.25c 20,25,30,35,40,60,80 5,10,20 0.8,1.7,3.4
Case 2 0.5c 20,40,60 5,10,20 0.8,1.7,3.4
Case 3 0.75c 20,40,60 5,10,20 0.8,1.7,3.4
Table 2.1: Cases considered in the present experiment.
When the aerofoil is placed upstream of the flat plate, it would influence the
pressure distribution on the flat plate. To ascertain the magnitude of any such in-
fluences, pressure measurements were carried out with the aerofoil placed at different
‘gaps’ (hw) for a fixed overlap (xw = 0.25c) and Reynolds number, Rec = 3.4×105 .
The result of these measurements are shown in figure 2.7, where the original pressure
distribution on the flat plate without the aerofoil is also shown for comparison. It
can be noted that the suction peak value appears to decrease when the aerofoil is
present. There is also a slight overshoot (about 1% from the later constant value) in
the pressure distribution once the flow recovers from the suction peak. However, the
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pressure distribution on the flat plate remains approximately constant after about x
= 200 mm. So, all the measurements were carried out downstream of this location
and up to x = 900 mm. The flat setting is not changed throughout the experiments
as the pressure distribution over the flat plate is not altered due to the variation in
gap.
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Figure 2.7: Pressure distribution for various hw of the aerofoil.
2.2 Comparison of wake characteristics
Leading edge
Trailing edge
35 mm
Figure 2.8: NACA 0014 aerofoil with a sandpaper roughness strip placed around
25% of chord.
To study the difference in the wake characteristics of an aerofoil and a circular
cylinder, a NACA 0014 aerofoil section (see figure 2.8) is chosen for the present
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experiments. The Reynolds number based on the aerofoil chord is Rec = 3.4×105,
with a free-stream velocity of 20 m/s. To simulate higher Reynolds number flow
over the aerofoil, a sandpaper roughness strip (average roughness height = 425 µm)
is used for tripping the boundary layer at around 25% of the chord. The aerofoil was
positioned at zero degree angle of attack with both ends flushed into the end walls.
The mean velocity profiles of the aerofoil wake are measured at various streamwise
distances using a single normal-wire probe. The results from these measurements
are shown in figure 2.9a in which U0, U and u0 represent free-stream velocity, mean
velocity and maximum defect velocity respectively. η = y/y0.5; y0.5 is the wall-normal
location corresponding to the defect velocity being equal to 50% of maximum defect
velocity. For comparison, the self-similar solution of the wake mean velocity given
in equation 2.3 (Wygnanski et al., 1986) is also plotted in the figure. It can be
observed that the present results are in excellent agreement with the plane wake
measurements of Wygnanski.
f(η0.5) =
U0 − U
u0
= exp[−0.637(η0.5)2 − 0.056(η0.5)4] (2.3)
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Figure 2.9: Self similar mean velocity profiles of (a) aerofoil and (b) cylinder wake
compared with Wygnanski (1986).
To compare, a circular cylinder with a diameter of 20 mm is used for the wake
study. The Reynolds number of the flow based on the cylinder diameter is Red =
2.7×104. The mean velocity profiles behind the circular cylinder are shown in figure
2.9b. The comparison with Wygnanski’s cylinder measurements are also in good
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agreement, though there are some small differences towards the edge of the wake.
These differences may be expected to reduce as the wake develops into complete
self-similarity further downstream when u0/U0 < 0.1 (Pope, 2000).
It must be emphasized that these two flows are very different, hence, a direct
comparison between the profiles is of little value. The present section only tries to
highlight the major characteristic differences between these two wake flows.
Next, the spectral characteristics of the two wake flows are explored at a number
of points across the wake profiles. The selected points in the aerofoil wake profile (at
x/c = 0.8 ) are shown in figure 2.10a (points A,B,C,D,E,F) and the corresponding
spectra are shown in figure 2.10b. A similar analysis for the cylinder wake profile is
shown in figure 2.11a & 2.11b.
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Figure 2.10: (a) Mean velocity profile of aerofoil wake at x/c = 0.8 and its corre-
sponding (b) power spectral density.
It can be seen from the spectrum in the aerofoil wake (figure 2.10b) that, away
from the centreline of the wake, a bandwidth of frequencies become dominant in
the spectrum. This is recognized as a slightly spread-out bump in the spectrum at
locations D, E and F. In contrast, the spectrum for the cylinder wake is shown to be
characteristically different. It can be seen from figure 2.11b that a single frequency
dominates the cylinder wake spectrum, i.e. the vortex shedding frequency behind
the cylinder. Hence, we see that the nature of disturbances coming from the cylinder
and aerofoil wakes are significantly different in nature and frequency content.
In order to better understand the presence of a bandwidth of dominant fre-
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Figure 2.11: (a) Mean velocity profile of circular cylinder at x/d = 10 and its
corresponding (b) power spectral density.
quencies in the aerofoil wake, a comparison is made with the spectrum of a plane
turbulent wall-jet from the literature (figure 2.12a and 2.12b). Away from the wall,
at points O, P and Q in the edge of the shear layer, a similar bumpy nature of the
spectrum is clearly visible. As both flows possess such bumpy frequency character-
istic towards the edge of the shear layer, it is plausible that this spectral behaviour
may be associated with the intermittent turbulent flow present in this region.
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Figure 2.12: Mean velocity profile of wall jet and its corresponding streamwise
spectral distribution obtained from the data of Veerasamy, 2011.
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Having seen the characteristic differences between the two wake flows so far, it is
important to emphasize that, in the literature (Kyriakides et al., 1999; Ovchinnikov
et al., 2006; Pan et al., 2008; Mandal and Dey, 2011), a circular cylinder-flat plate
setup was predominantly used to study the wake-boundary layer interaction problem
occurring in multi-element aerofoil systems and turbomachinery flows. However, it is
shown from present results that the wake kinematics of the circular cylinder and the
aerofoil are entirely different which may result in different receptivity mechanisms
and, in turn, different transition mechanisms on the downstream element. Thus, in
the current experiments, the aerofoil-flat plate setup was employed to realistically
represent the multi-element aerofoil system for studying the wake-boundary layer
interactions.
2.3 Probes and instrumentation
The streamwise velocity and its fluctuations in the boundary layer are measured
using hot-wire anemometer probes. In this section, the basic working principles of
hot-wire anemometry are briefly outlined along with the details of the probes used
for measurement.
There are two main methods of hot-wire anemometry, namely i) constant cur-
rent anemometry (CCA) ii) Constant temperature anemometry (CTA). In both
these methods, a sensing wire element is used as one arm of a Wheatstone bridge.
By maintaining either the current passing through the sensor element or the tem-
perature of the sensor element as a constant, the velocity of the flow over the sensing
element is determined. The basic working principle is described in detail in the text-
book by Bruun (1996). The constant current anemometer was the first to be used
in the earlier days, particularly for heat transfer flows. Later, with the advancement
of feedback circuits and associate electronics, the constant temperature unit became
the standard practice for velocity measurements.
In the present thesis, all the velocity measurements were carried out using a
Dantec DISA 55M01 CTA unit. Two types of probes were used in the study which
are schematically shown in figure 2.13. Both these probes are miniature probes and
use a fine tungsten wire (diameter 5µm, length 1.25 mm) as the sensing element.
When a current is passed through the wire, it heats up due to the Joule effect. And
when there is flow over the wire, it convects away some of the heat and changes the
temperature of the wire. A feedback circuit is employed to pass the required amount
of current through the wire by adjusting the voltage so that the temperature of the
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Figure 2.13: Miniature (a) Boundary layer probe, Dantech 55P15 (b) Straight
wire probe, Dantech 55P11.
wire is maintained constant. A relation between the voltage drop and the flow speed
is given by King’s law as
EI
2 = A+BUI
n (2.4)
A hot-wire probe measures the instantaneous voltage required to maintain the
constant temperature while being in the flow. This instantaneous voltage can be
converted to instantaneous velocity from equation 2.4. A, B and n in the equation
are calibration constants to be determined before each experiment and this is dis-
cussed in detail in the next section. The instantaneous voltage and velocity can be
split into mean (E ,U) and fluctuating parts (e,u), as given by,
EI = E + e (2.5)
UI = U + u (2.6)
Differentiating equation 2.4 and substituting the decomposition into mean and
fluctuations gives the relation between fluctuating voltage and fluctuating velocity
as,
u =
2E
BnU
n−1 e =
(
dE
dU
)−1
e (2.7)
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Procedure followed in CTA setup:
1. The working temperature of the hot-wire sensor is initially set in terms of a
overheat ratio, which is given as, a = (Rw–R0)/R0 = α0(Tw–T0). Rw and
R0 are the resistance of the wire at operating temperature (Tw) and ambient
temperature (T0).
2. The overheat ratio is usually chosen as, a = 1.5, which leads to the temper-
ature of the wire around 150-170oC, which is much lower than the oxidizing
temperature of 350oC for the Tungsten filament (Bruun, 1996)
3. To determine the maximum frequency up to which the present anemometer
setup can operate, a square-wave test is performed. This frequency is also
referred to as the cut-off frequency.
4. During this test, the hot-wire was placed in the free-stream with the maxi-
mum operating velocity and a square function voltage was fed into the Wheat-
stone bridge. Through an oscilloscope the shortest possible impulse response
is noted. By adjusting the amplifier filter and gain settings the response time
is optimised.
5. The response time was noted to be around 10 – 12 µs, which is about 80-100
kHz.
6. The sampling frequency was chosen as 10 kHz. According to Nyquist theo-
rem, disturbances up to 5 kHz can be resolved in the present measurements.
This sampling frequency can be safely assumed to capture all the fluctuations
occurring in the flow since the dominant frequencies in the transitional ex-
periments on a zero pressure gradient flat plate are noticed to be within this
regime. Further, the signal was acquired for a total duration of 30 s to give
converged statistics.
7. Before digitizing the hotwire signal using an A/D converter, the raw signal is
passed through an analogue filter (Krohn-Hite, model 3360 series). Here, the
signal is band pass filtered between 5Hz – 5kHz. The choice of value 5Hz is
chosen to remove the DC component and the electronic noises, 5kHz is chosen
to avoid aliasing.
8. A national instrument DAQ card is used to digitize the acquired signal and
a user interface is developed through LabVIEW for storing the data and con-
trolling the wind tunnel speed.
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Calibration:
Calibration is performed before each experiment. The probe is placed in the
free-stream of the wind tunnel without the aerofoil configuration. The free-stream
velocity is varied from 0 – 20 m/s by controlling the wind tunnel motor. The mean
voltage for each free-stream speed is noted for further analysis. The free-stream
velocity is known from the Pitot-static tube measurements independently. Once the
mean voltage (E) and the corresponding mean velocity (U , from Pitot tube mea-
surement) are known, these are plotted as E
2
vs U
n
. A curve-fit is sought as per
King’s law (equation 2.4). The value of n is varied from 0.2 to 1.2 in 0.01 increments
to fit a linear curve. An optimal value of n is chosen to give an acceptable error in
the curve-fit. In general, the n value is obtained to be around 0.4 -0.45. Furthermore
from the linear curve fit, the constants A and B are determined.
Temperature correction:
If the ambient temperature varies during the experiment, the output voltage
needs to be corrected for possible temperature dependence. To perform this tem-
perature correction, ambient temperature was continuously monitored using a tem-
perature probe and the voltage is corrected using the following expression,
Ecorr =
(
Tw − T0
Tw − Tm
)0.5
Ea (2.8)
where, Ea – acquired voltage; Ecorr – corrected voltage; Tw – sensor temper-
ature; Tm– ambient temperature during measurement; T0 - ambient temperature
during measurement and calibration.
Probe positioning:
All the probes used in the present investigation were moved inside the tunnel us-
ing a 3-axis traverse system which allows independent movement in the streamwise
(x), spanwise (z) and wall-normal (y) directions. The smallest step size possible in
the streamwise and spanwise directions is 10 µm while that in the wall-normal (y)
direction is 1.25 µm . For making near wall boundary layer measurements and to
avoid accidental contact of the probe with the surface of the flat plate, the distance
between the probe and the wall needs to be known accurately. For this purpose,
a laser positioning system is mounted beside the probe arm. In the present study,
a wall-normal resolution of 0.1 mm was used throughout the boundary layer and 1
mm was used outside the boundary layer. The closest point of measurement to the
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wall had approximately 20% of the free-stream velocity. After this point, the profile
was extrapolated linearly to the wall and the shift in the wall-normal direction was
determined. The hot-wire probe was not used closer than this location owing to
heat transfer between the probe and the wall. This was observed to be present with
and without flow as well.
Two point correlation setup:
Two-point spanwise correlations in the boundary layer were measured using two
miniature probes. One straight wire probe was fixed at a given wall-normal loca-
tion and the other boundary layer probe was moved in the spanwise direction to
obtain simultaneous velocity measurements at these points. Both the probes were
calibrated simultaneously while being at the same wall-normal position. This was
confirmed from the mean velocity obtained from their output voltage. The minimum
spanwise spacing between the probes was measured manually by visual observation
and using rulers. The minimum spacing was noted to be 5 mm. Apart from the
initial positioning of the probes, further measurements with various spacings of the
probes were performed using the automated traverse mechanism.
Power spectral density calculation:
The frequency content in a time series signal is usually described by plotting
the power spectrum. This helps in recognizing the dominant frequencies in the flow
field. First, the desired frequency resolution is chosen. In the present study, 5 Hz is
chosen as the desired resolution. This value would be sufficient to capture any T-S
wave or any low frequency activity present in the flow. For the sampling frequency
of 10 kHz and resolution of 5 Hz, the block size of the signal (Nfft) can be calculated
using the following formula,
∆f = fs/Nfft (2.9)
Thus the signal is divided into several blocks and each block with Nfft = 2048
(to nearest power of 2) number of samples. Each block of sample is multiplied with
a hamming window to reduce spectral leakage. The windowing length is chosen as
1024 implying an overlap of 50% of the windows. Pwelch function in MATLAB was
used for performing the spectral analysis using these parameters.
Chapter 3
Transitional intermittency
distribution
In this chapter, a new, rational procedure is developed to extract the transition
onset, breakdown point and threshold level, which in turn, aids in a more physical
determination of intermittency. In addition, the proposed procedure is successfully
implemented on the present experiments for intermittency measurements. Further,
scaling parameters have been identified which capture the trends as the proximity
of the aerofoil is varied in the wall-normal direction.
3.1 Introduction
The intermittency factor (γ), is defined as the fraction of time the flow remains
turbulent at a given point in the flow field. The value of the intermittency factor
varies from 0 to 1, where a zero value represents a fully laminar region and the
value of one represents a fully turbulent regime. The initial idea of intermittency
was proposed by Corrsin (1943) to differentiate the turbulent and non-turbulent
patterns in axisymmetric turbulent jets and Townnsend (1948) made the first inter-
mittency measurements in a turbulent wake. Though the idea of intermittency is
derived from fully turbulent flows, its usefulness became prominent in transitional
boundary layer research since the discovery of turbulent spots in the transition zone
by Emmons (1951). Based on the experimental observation of turbulent spots, Em-
mons (1951) postulated a theory for intermittency with an assumption that the
turbulent spots occur randomly in the flow, which is commonly called ‘continuous
breakdown’. Later, Schubauer and Klebanoff (1955) observed the velocity signals
obtained from hot-wire measurements on a flat plate, and found that the spots oc-
cur suddenly and then they grow gradually in the downstream direction. Such an
observation was contrary to the theory proposed by Emmons (1951). Some years
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later, Narasimha (1957) proposed a modification to the original assumption made
by Emmons about turbulent spot production. He proposed that the breakdown of
laminar into turbulent spots on a flat plate was concentrated on a small region (con-
centrated breakdown) rather than being continuous. Subsequently, the groundwork
laid by the intermittency theories proposed by both Emmons (1951) and Narasimha
(1957) has led to much debate in transition research. Today, Narasimha’s concen-
trated breakdown theory is widely accepted following validation of his theory by the
experimental results of other investigators, who have also, improvised the model for
different flows. For instance, Mayle and Dullenkopf (1990) modified Narasimha’s
intermittency model for unsteady wake boundary layer interaction. Johnson and
Fashifar (1994) arrived at an intermittency function with an assumption of linear
growth of spots along the streamwise direction. Ramesh and Hodson (1999) im-
provised the model by incorporating the calming effect and Fransson et al. (2005)
verified it for high free-stream turbulence.
Though, several intermittency models have been developed for various flows, the
actual measurement of intermittency still remains as a challenge. There are nu-
merous techniques developed by many researchers (Hedley and Keffer, 1974; Kuan
and Wang, 1990; Schneider, 1995; Zhang et al., 1996; Canepa et al., 2002; Falco
and Gendrich, 1990) for the definitive measurement of γ. However, the methods
proposed in the literature do not seem to work for all type of flows, resulting in no
universal procedure for determining γ.
Initially, the procedure followed for the intermittency measurement was quite
complex (Schubauer and Klebanoff, 1955; Narasimha, 1957). It involved photograph-
ing the hot-wire signal from the oscilloscope screen and identifying the number and
duration of bursts (occurrence of abrupt high frequency peaks in the signal, also
considered as turbulent spots; refer to figure 3.1a) in a given period of time. Sub-
sequently, the intermittency can be obtained by taking the ratio of the aggregate
duration of the bursts to the total time of the acquired signal. Later, deducing
the intermittency was achieved using computer-based methods. Hedley and Keffer
(1974) conceived a generic procedure for measuring the intermittency in a fully tur-
bulent boundary layer which has been used as a reference in transitional boundary
layer research by many investigators. In general, the intermittency is determined by
following a procedure consisting of three sequential steps involving detector, crite-
rion and indicator functions (see figure 3.1). The detector function can be obtained
by processing the raw signal to make it easier to discriminate between laminar and
turbulent portions in the signal: this is called ‘sensitizing’ the signal (figure 3.1b).
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(a) Intermittent signal
(b) Detector function - Sensitized intermittent signal
(c) Criterion function - Sensitized signal averaged over a predefined time interval
(d) Indicator function(Square wave) - Obtained by applying a threshold level(Dashed line)
Figure 3.1: General procedure followed to estimate the intermittency function.
In the second step, the criterion function (indicated as a red line in figure 3.1c) is
obtained by smoothing the sensitized signal over a predefined time interval (usually
of the order of the sampling interval); this is done to avoid the turbulent drop outs
and spurious signals (laminar spikes) being taken into account during the analysis.
As a next step, a threshold value (Th ) is chosen (technique for choosing this value
vary with methods) to detect the presence of turbulent spots in the signal. In any
part of the obtained signal, if the criterion function exceeds the threshold value then
that region is considered as turbulent, which is indicated by an indicator function,
I(t) (black coloured square wave, see figure 3.1d). The indicator function would be
assigned a value of 1 for this turbulent condition, else it remains zero. Eventually,
by averaging the indicator function over a given period of time, intermittency is
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calculated at a point. This is the general procedure followed in many algorithms de-
veloped by several researchers for intermittency measurements using hot wires and
hot films. Specific details of various functions used in the literature are discussed
below.
Firstly, various detector functions proposed in the literature are discussed. De-
pending on the type of instrumentations and intermittency methods, researchers
have employed different detector functions. Townnsend (1948) and Corrsin (1943)
used the time derivative of the streamwise (u) fluctuating signal, Hedley and Keffer
(1974) used the derivative of both the streamwise (u) and wall-normal (v) fluctu-
ating velocity components as the detector function. Further, a variety of detector
functions, used by other researchers was discussed in Hedley and Keffer (1974) and it
can be observed that the most widely used detector function is the time-derivative of
the fluctuation signals. Falco and Gendrich (1990) and Walker and Solomon (1992)
used a nonlinear sensitizing technique, on the basis that the amplitude of the fluctu-
ation (u) and its derivative (du/dt) will be large for turbulent signals, and small in
laminar regions. Hence, using the product of u with du/dt as the detector function
increases the capability for discriminating the laminar and turbulent portions in the
signal. Subsequently, Kuan and Wang (1990); Ramesh et al. (1996) and Jahanmiri
et al. (1991) used the second derivative of the fluctuating velocity with the motive
that higher derivatives will enhance the high frequency (turbulent) components, in
turn enabling easier classification.
As similar to the detector function, a variety of predefined time intervals (Ts)
has been considered for smoothening the signal. As mentioned earlier, one of the
primary ideas for considering the time interval is to avoid the turbulent drop-outs
and spurious signals being taken into account for intermittency calculation. In that
aspect, the time scale of the eddy associated with the flow will play a major role
in deciding the required time interval. A longer time interval Ts may eliminate
the short duration bursts (small eddy); on the other hand, choosing a very short
time interval may consider the spurious signals into account. So, it is important to
select an optimum time interval for smoothening the signals. In this regard, Hedley
and Keffer (1974) suggested that an order of 15-35 times of Kolmogorov time scale
(Tk) would be an optimum time interval for determining the edge intermittency in
turbulent boundary layer. And they have used Ts as 28Tk, which is equal to 4 times
of their sampling time interval (∆ts). The above choice of the Ts could be optimal
for turbulent boundary layers. However, in the case of transitional boundary layers,
the eddy size is comparatively larger, which requires the value of Ts to be much
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greater than the Kolmogorov scale, (Kuan and Wang (1990)). In this context, many
transitional investigators have chosen Ts of the order of 150 - 250 times Tk, which is
around 3 to 10 times the sampling interval. For example, Kuan and Wang (1990) and
Keller and Wang (1993) have applied 3∆ts (200Tk), Blair (1992) - 150Tk, Ramesh
et al. (1996) - 5∆ts, Zhang et al. (1996) - 10∆ts and Canepa et al. (2002) used 10∆ts
(250Tk). Another approach followed in choosing Ts in transitional research stems
from the convective time of the boundary layer (tc = δ/U). For instance, Fasihfar
and Johnson (1992); Hazarika and Hirsch (1995) and Walker and Solomon (1992)
have used 2pitc, 2tc and 0.11tc respectively.
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Figure 3.2: Threshold determination technique in dual slope method.
The next step is the determination of the threshold value. Several investiga-
tors have proposed different techniques for threshold determination. For example,
Kuan and Wang (1990) proposed the idea of the dual slope method to determine
the threshold value, which works based on graphical search. In this method, the
probability density function (PDF) of the sensitized transitional signal is plotted
against the values of the criterion function as shown in figure 3.2. From this plot,
they observed two different slopes and the intersection of these two slopes is con-
sidered as the threshold value. The above method was successfully used by Ramesh
et al. (1996) and Jahanmiri et al. (1991) for two different flow conditions. How-
ever, Canepa et al. (2002) mentioned that the identification of two different slopes
when applying this method is not always possible, especially towards the end of the
transition zone. Similar observation was also noted in the present research and it
is discussed in the next section. Also, because of the graphical approach involved
in this method, there is a certain level of subjectivity that exists in selecting the
threshold value.
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Some of the other known intermittency calculation methods in transitional re-
search are the U , TERA and MTERA (see equations: 3.1, 3.2, 3.3). The U method
was introduced by Shaw et al. (1985) with the concept of using a given percent-
age of the local mean velocity as a threshold. Due to the arbitrariness in choosing
the threshold percentage, this method was not well received by other investigators.
Turbulent Energy Recognition Algorithm (TERA) developed by Falco and Gendrich
(1990) for a fully developed turbulent boundary layer was adapted to determine the
intermittency in transitional boundary layer. Walker and Solomon (1992); Zhang
et al. (1996) and Canepa et al. (2002) observed that the threshold value determined
by the TERA method is very low, which results in very high intermittency in the
laminar region. The author has had a similar experience during the present research
as well, the results of which are discussed in detail in Section 3.3. To overcome this
issue, Zhang et al. (1996) introduced a Modified Turbulent Energy Recognition Al-
gorithm (MTERA) and tested it on a transitional boundary layer over a concave
surface. The results obtained from this experiment showed that the intermittency
estimates were reasonable and not very sensitive to the constants appearing in the
equations (e.g. C3 in equation 3.3). Further, Canepa et al. (2002) considered several
intermittency methods and analysed them to find out the least subjective approach
suitable for a hot-film transitional boundary layer investigation.
|u| > C1U (3.1)
|u∂u/∂t| > C2(u∂u/∂t)rms (3.2)
|u∂u/∂t| > C3(U(∂u/∂t)rms/(u∂u/∂t)rms) (3.3)
Despite there being many algorithms for intermittency calculation, none of the
methods re found to be robust. This is because of the subjective approaches in-
volved: for instance, the determination of the threshold value is highly dependent
on the selection of constants C1, C2 and C3 in equations 3.1 - 3.3 above, or finding the
intersection of two different slopes graphically in the dual-slope method. Moreover,
some of the methods proven for particular flow types do not seem to estimate cor-
rectly the intermittency in other types of flows. In the present work, a new method
is introduced with a more physical approach to estimate the onset of transition and
intermittency in the transitional zone. The major differences between the proposed
approach and those reported in the literature are (1) the rigorous identification of
transition onset and breakdown points and (2) further utilisation of information
obtained from those points to determine the threshold value and so estimate the
intermittency.
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3.2 Determination of transition onset point using
Skewness
Determining the location of transition onset is a difficult task. In general, onset is
defined as the point where the first turbulent spot occurs. Several methods, such
as surface Pitot tubes, hot-wires, surface hot-films, china-clay flow visualisation and
other flow visualisation techniques, can be employed to detect the transition onset
(xt) and breakdown points (xb). Among all of these, the surface Pitot tube and
hot-wire methods were considered as more accurate, yet simple methods by Abu-
Ghannam and Shaw (1980). Despite the availability of several methods, the point of
transition detection is still subjective. For instance, in the hot-wire technique, the
point at which the transition occurs is usually determined by observing the fluctuat-
ing signal visually. While it is logical to use such an approach, it does not necessarily
guarantee an accurate point of transition. As discussed in the introduction of this
chapter, an attempt is now made to define a rational technique, which can then be
reliably used to detect the transition onset and breakdown points objectively. To
achieve this, the concept of skewness parameter is utilised. Halstead et al. (1997)
and Bertelrud (1998) have already explored the skewness distribution in the transi-
tional zone of turbomachinery flows and multi-element aerofoils. However, the way
they have defined the skewness (third moment normalised with its maximum value,
u3/u3max) did not identify the onset and breakdown points, rather it just gave the
region of transition. To obtain the precise location of those points, the skewness
parameter must be defined in a way that the third moment is normalised with the
cube of the root mean square of the fluctuating velocity, given by u3/u3rms, such
definition is generally followed in turbulent research (Pope, 2000).
To this end, examples of how the third moment and skewness distributions var-
ied with streamwise location during the current experiments are shown in figure 3.3.
The corresponding time histories of the velocity fluctuations are provided for se-
lected streamwise locations in figure 3.4. Before discussing skewness, let us look
at the third moment plot shown in figure 3.3a. For convenience, the plot of the
third moment can be divided into four regimes: (1) the third moment remains con-
stant up to a certain point (x/l < 0.1), (2) it rises and attains a positive peak
(0.1 ≤ x/l < 0.2), (3) it then decays to a negative region (0.2 ≤ x/l < 0.27), and
(4) subsequently reaches a plateau region (x/l > 0.27).
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Region 1: The average fluctuation of any random noise in the laminar region
has to be zero. Consequently, the initial region in figure 3.3a, where the third mo-
ment remains at zero can be considered as a laminar region. This observation can
be complemented by looking at the time-wise variation of the fluctuating velocity
signals shown at different streamwise locations in figure 3.4. In these plots, the
actual signal is measured for 30 s here, but for the sake of brevity, it is shown only
for 0.5 s. Thus, from the fluctuation signals, it is clear that the flow remains laminar
up to x/l = 0.09.
Region 2: The fluctuation signal at x/l = 0.1 shows the occurrence of bursts
which is an indication of turbulence spots. At the same time, it can also be observed
from the third moment plot in figure 3.3a that, at x/l = 0.1, the third moment
starts rising from zero. From these observations, it can be said that any deviation
from the initial plateau or flat region of the third moment plot corresponds to the
appearance of turbulent spots in the flow leading to transition onset. From the
signals downstream of x/l = 0.1 in figure 3.4, it can be seen that the spots peak
predominantly in the positive direction up to x/l = 0.2. This is clearly reflected in
the third moment plot until x/l = 0.2 and it remains positive.
Region 3: After x/l = 0.2, the fluctuations in the velocity signals in figure
3.4 tend to be more evenly split between positive and negative directions. This is
reflected by a decrease in the magnitude of the third moment plot as seen in fig-
ure 3.3a. As the negative fluctuations begin to dominate, the third moment tends
towards an overall negative value.
Region 4: The fourth region (x/l > 0.27) sees the third moment settling down
in the negative region, as seen in figure 3.3a. The corresponding fluctuating velocity
signals show that the flow has become fully turbulent. This observation has been
verified in the present research for various experimental measurements made for
different geometric and flow conditions. Therefore, it can be concluded that, the
regions behind the transition onset, where the third moment tend to reach a plateau
can be considered as a fully turbulent flow. The explanation why a negative third
moment (and skewness) is seen in the fully turbulent regime can be obtained by
looking at some of the previous observations of skewness distribution in the turbulent
boundary layer. (Balint et al., 1991; Monty et al., 2011; Harun, 2012)
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Figure 3.3: Third moment(a) and skewness(b) of the fluctuating signal measured
at y/δ∗ = 0.5, hw = 25 mm, xw/c = 0.25 & Rec = 3.4× 105.
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Figure 3.4: Streamwise velocity fluctuation of laminar to turbulent transition,
geometry conditions correspond to figure 3.3.
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In a zero pressure gradient, fully turbulent flow, Balint et al. (1991) and Monty
et al. (2011) have observed that the skewness (and hence the third moment) remains
at a non-zero value and that its sign varies across the boundary layer, from positive
in the near wall region to negative in the outer region (above the logarithmic layer).
Hence, with this understanding, occurrence of negative skewness in the present ex-
periment, especially in the turbulent region (x/l > 0.27) can be explained by the
fact that this measurement was made at y/δ∗ = 0.5, (y/δ = 0.17), which would
generally be above the logarithmic layer.
By determining the laminar and turbulent regions from the third moment and
velocity-time signal plots, it has become easier to locate the transition zone, which
starts at x/l = 0.1 and ends at x/l = 0.27. However, obtaining the transition onset
location from the velocity-time plot is time consuming and prone to human error
(i.e. failing to notice the spot). Further, it is rather difficult to locate the onset
point exactly from the third moment plot. To overcome this issue, the skewness is
obtained from the third moment by normalising it with the cube of the urms. From
this skewness plot shown in figure 3.3b, it becomes very clear that the point at which
the transition onset occurs corresponds to an initial peak in the skewness plot. This
is consistent with the corresponding velocity fluctuation signals in figure 3.4, where
turbulent spots can be observed distinctly at the x/l location corresponding to the
skewness peak, i.e. x/l = 0.1. Similar observation was made by Gomes et al. (2015),
where they used surface hot films for obtaining the shear stress signals. They ob-
served that when the skewness parameter with the present definition is used on their
signals, the transition onset point occurs around the initial peak of the skewness.
Thus, it can be concluded that the definition of skewness used in this work can be
effectively used to identify the transition onset point.
The above definition of transition onset point (xt), obtained from the skewness
distribution, was used to help interpret the experimental results obtained for differ-
ent gaps (between the aerofoil and the plate). Figure 3.5a and figure 3.5b show the
third moment and the skewness distribution for various gap heights. By comparing
the figures, it is clear the point where the third moment starts to deviate from zero
(in figure 3.5a) attains a peak in the skewness (in figure 3.5b). So, the uncertainty
involved in choosing the onset point from the third moment distribution is avoided
when the skewness plot is used to identify the turbulent onset point (xt). Thus, in
general, it is established that, the peak in the skewness plot corresponds to transi-
tion onset. On the other hand, the transition zone can be identified from the initial
and final plateau regions of the third moment plot.
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Figure 3.5: Third moment(a) and skewness(b) for various gap measured at y/δ∗ =
0.5, xw/c = 0.25 & Rec = 3.4× 105.
Given that both transition onset and zone length seem to vary linearly with the
height of the gap between aerofoil and plate, we now explore whether there is an
underlying similarity in behaviour by normalising the abscissa of the skewness dis-
tribution with the transition onset location (xt). The result is shown in figure 3.6.
The interesting part of this normalisation is that all the curves collapse onto a single
curve, although the curve corresponding to hw = 20 mm does not seem to exactly
coincide with the other curves. It can be reasoned that, as the aerofoil wake is
very near to the flat plate, transition develops rapidly, leaving only a very short
initial disturbance growth region. In addition, as the streamwise measurements
are discrete in space, there is a high probability that the onset point would have
been missed (given the resolution of 50 mm in the streamwise direction). These
considerations might explain why the curve corresponding to hw = 20 mm does
not coincide fully with the others. Nonetheless, within the experimental scatter,
we can conclude that a scaling effect is present for the skewness distribution with
respect to onset location. This scaling also indicates that the transition onset point
varies linearly with the position of the wake, which is further confirmed in figure 3.7.
Additionally, the breakdown points obtained from the third moment distribution
for three different hw (20, 25 and 30 mm) are plotted in figure 3.7. Thus, the onset
and breakdown points obtained from the skewness and third moment distributions
vary linearly with hw of the aerofoil, but with different slopes. In turn, the length
of the transition region appears to be increasing with increasing hw. These results
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tion scaled with transition onset
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points.
will also be cross-checked in later sections with the intermittency results.
3.3 A rational method for intermittency
measurement
As mentioned in the introduction of the chapter, selection of threshold value (Th)
determines the final step for intermittency estimation. Selection of a lower Th will
indicate greater intermittency in the laminar regime and earlier transition onset in
the flow. On the other hand, selection of a higher Th might indicate that a fully
turbulent flow regime is still transitional. Therefore, it is crucial to have an opti-
mum Th to accurately determine the intermittency. As discussed before, most of the
intermittency estimation methods in the literature involved an arbitrary constant or
subjective approach to determine the threshold value. In order to check the validity
of their threshold choices on the intermittency estimations, three methods, namely,
TERA (Walker and Solomon, 1992), MTERA (Zhang et al., 1996) and dual-slope
method (Kuan and Wang, 1990), have been tested on the present experimental mea-
surements. The results of this exercise is discussed below.
The results obtained using the TERA and MTERA methods are shown in fig-
ure 3.8a and 3.8b. Figure 3.8a clearly reveals the erroneous values and unphysical
trend of the intermittency distribution obtained using the TERA method. On the
other hand, the MTERA method at least provides a sensible trend of the intermit-
tency distribution, distinguishing the laminar and the turbulent regimes. However,
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it can be observed that the intermittency estimations are sensitive to the constants
involved. Further, the estimated intermittency values are not consistent with the
corresponding fluctuation signals or the skewness distribution. For instance, by ob-
serving the corresponding fluctuation signals from figure 3.9, it is clear that the
turbulent spots originate around x/l = 0.16 and the signal remains intermittent up
to x/l = 0.32; whereas, the MTERA intermittency suggests that transition onset
is in the region 0.09 < x/l < 0.12 and that the flow remains intermittent up to
0.22 < x/l < 0.28. So, comparison with the time histories suggests that the inter-
mittency estimated using the MTERA method is also not accurate for the current
data set.
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Figure 3.8: Intermittency distribution using TERA (a) and MTERA (b) method
for various constant values involved in threshold determination(see equation 3.2 and
3.3). The geometric and flow conditions are y/δ∗ = 0.5, xw/c = 0.25, hw = 30 mm
& Rec = 3.4× 105.
Next, the dual slope method (Kuan and Wang, 1990) is applied for the same
experimental data as used for TERA and MTERA method evaluation. By following
the procedure of the dual slope method in Kuan and Wang (1990), the frequency
of occurrence of the detector function is obtained, in which a change in slope was
observed. By graphically fitting a straight line on each slope, the threshold value is
obtained corresponding to the point of intersection of the two lines.
44 Chapter 3. Transitional intermittency distribution
-50
5
-50
5
-50
5
-50
5
-50
5
-50
5
-50
5
-50
5
-50
5
-50
5
0.1 0.2 0.3 0.4 0.5
-50
5
Figure 3.9: Corresponding fluctuating velocity signals of figure 3.8a and 3.8b.
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Figure 3.10 shows the frequency of occurrence of the sensitised signals obtained
for five different streamwise stations, where the change in slope is noticeable. How-
ever, it was very difficult to detect the two different slopes towards the end of the
transition zone, which can also be noticed in figure 3.10 at x/l = 0.31. Canepa et al.
(2002) have also faced the same issue while applying this method on his signals
obtained using hot film. Despite this difficulty, from the obtained threshold value,
intermittency distribution along the streamwise station is obtained and it is shown
in figure 3.11. The trend of the intermittency distribution looks sensible and by
comparing with its corresponding fluctuating signal from figure 3.9, it is observed
that transition onset and breakdown points determined by this method are practi-
cal. However, it is worth to mention that the way the threshold obtained from this
method is graphical, which involves subjectivity in choosing the threshold value.
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Figure 3.11: Intermittency distribu-
tion obtained from dual slope method.
To overcome the subjective selection of the threshold value, an objective ap-
proach is introduced with the help of skewness distribution. The basic idea behind
this approach is explained in figure 3.12 using the streamwise fluctuating velocity
signals obtained at four different points (designated as 1, 2, 3 and 4) on the flat plate
whose fluctuating velocity signals are shown by u1(t), u2(t), u3(t) and u4(t) respec-
tively. The points 1 and 2 are chosen in the upstream region where the flow tends
to be laminar, and the points 3 and 4 are from the downstream region of the plate,
generally falling in the transition region. It is known that, as the boundary layer
thickness increases, then the magnitude of the fluctuations in the flow also increases.
This is clearly demonstrated in the fluctuation velocity plots in figure 3.12, where the
magnitude of the fluctuation increases from the laminar region to the downstream
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end of the transitional zone (from points 1 to 4). It is important to note that the
flow remains laminar (points 1 & 2), even in the presence of increasing fluctuations,
until we reach point 3 to observe turbulent spots. By observing the locations of
the transition onset (point 3) and the mid of transition zone (point 4), it becomes
distinctly clear that the perturbations in the laminar flow and the velocity fluctu-
ation due to the turbulent spots are very different. An interesting fact is that the
laminar perturbations do not seem to increase in magnitude between the transition
onset point (point 3) and the middle of the transitional zone (point 4), in contrast
to the increasing amplitude of these perturbations in the laminar region (points 1
& 2). This observation prompts an assumption that the magnitude of the laminar
fluctuations remains constant throughout the transition region. In this regard, it is
proposed to choose the magnitude of the laminar fluctuation at the transition onset
point as a threshold value for intermittency estimation. Naturally, it would then be
easy to distinguish the turbulent fluctuations from the transitional signals. Such an
approach has been adopted and applied to the present measurements to estimate the
intermittency. It will be demonstrated that the obtained results look sensible and
that the derived intermittency values matches the visual analysis of the fluctuating
signal well.
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intermittency
1 2 3 4
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u1(t)
u2(t)
u3(t)
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Laminar region Transition zone
Laminar perturbationFluctuation due 
to turbulent spots
Figure 3.12: An objective approach to choose the threshold value for intermittency
estimation (for the purpose of illustration, u4(t) is sliced at higher end, due to its
large magnitude).
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Extracting the laminar fluctuations directly from the raw signal is difficult due
to the presence of occasional turbulent spots. To overcome this difficulty, a tech-
nique used in the dual-slope method is here adopted for sensitizing the flow sig-
nals to discriminate between the laminar and turbulent parts. The technique in-
volves double differentiation of the fluctuating velocity signal and further squaring
it, D(t) = (∂2u/∂t2)2. By doing so, the high frequency fluctuation part alone is sen-
sitised, thus easily differentiating between the laminar and turbulent fluctuations.
Once the signal is sensitized, then the r.m.s of the sensitized signal (D(t)rms) is
considered for the selection of threshold value. As proposed earlier, the value of
D(t)rms corresponding to the transition onset point is chosen as the threshold value.
It is emphasized that the intermittency methods available in the literature have
adopted different threshold values at each local streamwise station. Rather here,
it is emphasized that a single threshold value corresponding to the onset point is
chosen for the entire flow.
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Figure 3.14 depicts the D(t)rms for two different heights, hw = 30 & 40 mm.
Our objective is to choose the D(t)rms at the onset points, which would then enable
us to select the threshold. From previous section 3.2, the transition onset point can
be determined using the skewness distribution plot. The skewness distribution ob-
tained for the two heights are reproduced in figure 3.13, from which we can identify
that points “E and K” are the points of onset. Figure 3.14 reveals that the D(t)rms
values obtained in the initial laminar region are almost constant whereas, just before
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the point of transition onset (points E and K), the value is intensified and increases
gradually from there onwards. Eventually, D(t)rms corresponding to the transition
onset points (E and K) are chosen as the threshold values.
Before proceeding with the selected threshold, as discussed in the literature, the
sensitized signal is averaged or smoothed over the time interval (Ts). It is reiterated
that the Ts should be chosen a value between 150 and 250 times the Kolmogorov
time scale (Tk). In the present analysis, Kolmogorov time scale is calculated from the
turbulent regime, using equation 3.4 (Tennekes and Lumley, 1972) and it is found to
be 3µs. The integral time scale (TI) is calculated by performing an autocorrelation
on the acquired fluctuation signal.
Tk/TI ∼ Re−1/2t (3.4)
Ret = urms × (U0TI/ν) (3.5)
For the present investigation, the signals are acquired at 10 kHz and the smooth-
ing time interval, Ts, has been set as 7 sampling interval, which corresponds to ap-
proximately 230 times Kolmogorov scales. Subsequently, the chosen threshold value
is applied on the smoothed signal, which in turn yield the indicator function, I(t)
given in equation 3.6 & 3.7. Eventually, by integrating the indicator function for
the whole signal, the intermittency is determined (equation 3.8).
I(t) =
{
0, D(t) ≤ D(t)rms|xt (3.6)
1, D(t) > D(t)rms|xt (3.7)
γ =
1
T
T∫
0
I(t)dt (3.8)
Reverting back to figure 3.14 for a moment, it is instructive to explore the sen-
sitivity of the estimated intermittency by selecting different threshold values from
this figure. All the points marked from A to L have therefore been tested as a po-
tential threshold values in order to verify and validate the proposed idea of choosing
the threshold. The intermittency plots corresponding to these trials are plotted in
figure 3.15 and 3.16. By observing figure 3.15, we can see that any threshold value
chosen in the laminar region (points A & B) results in an erroneous intermittency
distribution, wrongly classifying the laminar region as intermittent in nature. On the
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other hand, the threshold values chosen far from the transition onset location (point
F & G) classify the fully turbulent region as intermittent, which is also incorrect.
The threshold values corresponding to the region leading up to transition onset, i.e.
points C – E, all yield a sensible intermittency distribution. This can be verified by
comparing the fluctuating velocity signals in figure 3.9 and the intermittency plot of
point E, where the whole transition region lies between x/l = 0.16 and x/l = 0.36.
By observing all the points (A-G) in figure 3.15, it is clear that, if a threshold value is
chosen at the laminar region or far from the transition onset point, it would give an
erroneous intermittency estimation. A threshold value chosen close to the transition
onset location would estimate the intermittency more reliably. Similar observations
are made with respect to hw = 40 mm, shown in figure 3.16. Here the complete
transition regime is not captured for hw = 40 mm due to the physical constraints in
the measurement domain.
Further, the intermittency distribution obtained from the dual slope method is
compared with the proposed method in figure 3.15. It seems that the intermittency
values obtained from the dual slope method (black curve) are slightly higher when
compared to the intermittency values obtained using the current method (curves C-
E). By considering the subjectivity involved in the dual slope method, this variation
can be disregarded. The reliability of the proposed method to detect the turbulent
spots is demonstrated by plotting the sensitized signal and the indicator function on
the same plot in figure 3.17. It can be seen that the indicator function accurately
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captures the turbulent bursts, leaving out any spurious laminar spikes. These ob-
servations confirm that the proposed idea of choosing the threshold at the transition
onset is an effective way to determine the intermittency, performing particularly well
for the current experimental data.
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Figure 3.17: Raw fluctuating signal and its corresponding sensitized signal and
indicator function (Correspond to hw = 40 mm, figure 3.16).
Having verified the proposed idea, the analysis is extended for different gap
heights hw. As a first step to determine the threshold value, D(t)rms is evaluated
and shown in figure 3.18. The figure confirms that the D(t)rms for all hw follows the
same trend as discussed before. Further, as previously with skewness (figure 3.6),
an attempt is made to check whether D(t)rms follows the same scaling with xt.
Figure 3.19 reveals that, if D(t)rms obtained at various streamwise stations are
normalised with the D(t)rms of onset point, then all the curves seems to collapse
onto a single curve. This confirms that, along with the location of transition onset,
the fluctuation levels also vary linearly with gap height hw.
3.3. A rational method for intermittency measurement 51
0 0.1 0.2 0.3 0.4
1010
1015
h
w
 = 20 mm
h
w
 = 25 mm
h
w
 = 30 mm
h
w
 = 35 mm
h
w
 = 40 mm
Figure 3.18: Th along the stream-
wise station for various hw.
0 1 2 3 4
10-4
10-2
100
102
h
w
 = 20 mm
h
w
 = 25 mm
h
w
 = 30 mm
h
w
 = 35 mm
h
w
 = 40 mm
Figure 3.19: Th scaled with the on-
set location,xt.
Finally, the intermittency is determined for various hw using the threshold value
(D(t)rms) chosen at the transition onset point. The results obtained are shown in
figure 3.20 which explicitly reveal that the increase in hw shifts the onset location
downstream. Also, the intermittency calculations are compared with the inter-
mittency distribution (equation 3.9) obtained using the hypothesis of concentrated
breakdown (Narasimha, 1957), which agree fairly well with the present results.
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Figure 3.20: Intermittency distribu-
tion for various hw.
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γ = 1− exp(−0.41ξ2) (3.9)
ξ = (x− xt)/λ; λ = x(0.75γ)− x(0.25γ) (3.10)
It was shown already that the streamwise distributions of the skewness and
D(t)rms scaled with the transition onset points, xt. It is further observed here that
intermittency distribution also scaled with the xt, as shown in figure 3.21. Another
interesting revelation is the length of the transition zone (xlt) also varies linearly
with gap (hw). The length of the transition zone (shown in figure 3.22) is calculated
using the onset and breakdown points obtained by interpolating the curves from
figure 3.20. Also, it is worth to note in figure 3.22 that the length of the transition
zone obtained from skewness and intermittency distribution does not differ much.
The above observations confirm the validity of the idea of determining the tran-
sition region from the third moment and skewness distribution. Additionally, the
method proposed for the threshold selection perfectly captures the intermittent na-
ture of the flow.
0 20 40 60
100
200
300
400
500
600
from 
from skewness
Figure 3.22: Length of the transition zone obtained from intermittency and skew-
ness distribution.
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3.4 Summary
Most of the intermittency estimation methods followed in the literature are subjec-
tive with some level of arbitrariness in choosing the threshold value. In the present
work, a rational and objective technique is adopted to alleviate the shortcomings
involved in the other methods. The underlying generic idea is to detect the maxi-
mum amount of laminar fluctuation in the transitional flow and further using it as
the threshold for determining the intermittency. The key question lies in how to
detect the maximum laminar fluctuation in the transitional flow? From the obser-
vation of the streamwise fluctuation signals along the transition zone (figure 3.12),
it is noticed that the magnitude of laminar fluctuation increases along the down-
stream direction. However, from the point of transition onset, its magnitude does
not change much further downstream. Therefore, it can be assumed that the level
of laminar fluctuation reaches a maximum at the onset point and remains constant
further downstream in the transitional zone. Hence, in the proposed approach, the
laminar fluctuation level corresponding to the onset point is chosen as the threshold
for determining the intermittency.
At this juncture, another question can be asked: how to determine the onset
point? And from there, how to extract the laminar fluctuation alone from the raw
signals? These questions were answered in this chapter by proposing several steps
which ultimately helps in estimating the intermittency in a more physical and objec-
tive way. Transition onset location is generally determined by visually examining the
raw fluctuation signals. The occurrence of an initial burst in the fluctuating signals
would be considered as the onset point. Such a visual method might involve error
in locating the onset; consequently, here a method based on the third moment and
skewness distribution is proposed to determine the transition onset and breakdown
point. With the proposed approach, we take the third moment of the fluctuating
signals, (u3) and it is clear from the data that any initial deviation of (u3) from zero
indicates the onset of transition. Also, it is shown that the point, downstream of
transition onset, where the (u3) reaches a negative plateau, can be considered as the
breakdown point. These measures of onset and breakdown are consistent with the
raw time signals.
Nevertheless, accurately locating the deviation of the third moment from zero
is rather difficult and subjective. In order to overcome this, the concept of skew-
ness (u3/u3rms) is utilised, whereby the initial peak of the skewness distribution is
proposed to be the transition onset point, which is again consistent with the fluctu-
ating signals for various hw values (figure 3.5b), for which the location of the peak
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skewness correlates well with the onset of transition. An interesting revelation from
the study is that the location of the onset points vary linearly with the hw of the
aerofoil, despite the wake thickness and boundary layer thickness grows in x1/2.
Knowing the onset location, the next challenge is to extract the laminar fluctu-
ation alone from the signal at the onset point. For this purpose, the flow is first
sensitized by double differentiating the fluctuating velocity and further squaring it
(as used in Ramesh et al. 1996). The r.m.s value of the sensitized signal, D(t)rms at
the onset point (xt) is then chosen as the threshold value (Th). Upon applying the
chosen Th throughout the transitional regime, intermittency is determined (shown
in figure 3.20). It has been shown that the proposed approach to determining inter-
mittency using the threshold value chosen at the onset point is both plausible and
consistent with the time history results (figure 3.17). The intermittency determined
using the proposed approach would be even more accurate if the hot wire measure-
ments were obtained very close to the wall or if surface hot film were used for the
measurements. The onset and breakdown points determined from the intermittency
distribution is consistent with the characteristics of the third moment and skewness
distributions. Additionally it is observed, that the skewness and intermittency es-
timations obtained for various heights of the aerofoil tend to scale with the onset
location, (shown in figure 3.6 and 3.21). This confirms that along with the onset
point (xt), the length of the transition zone also increases linearly with increasing
gap hw between the aerofoil and the flat plate.
Chapter 4
Transition due to aerofoil
wake-boundary layer interaction
In this chapter, the mechanism of laminar-turbulent transition occurring on a flat
plate in the presence of an aerofoil wake is investigated in detail. From the author’s
literature review, it is believed that this is the first research study conducted using
the aerofoil-flat plate setup to investigate the associated transitional characteristics.
As no previous studies are available to author’s knowledge using such setup, the
present experimental results are compared with the characteristics of free-stream
turbulence (FST) induced transition and cylinder wake induced transition estab-
lished in the literature.
4.1 Introduction
From the previous chapter, the determination of intermittency enabled the lami-
nar, transitional and turbulent regimes in the flow to be clearly distinguished. To
examine the transition mechanism it is important to analyse, in depth, the pre-
transitional region which extends up to the transition onset point (xt). It is in this
zone where the initial disturbance growth occurs which, in turn, determines the type
of transition mechanism experienced by the flow. The different regions involved in
the transition process are schematically shown in figure 4.1.
The experiments included variation of the Reynolds number and the proximity
of the aerofoil with respect to the flat plate, both in the streamwise (xw – over-
lap) and the wall-normal (hw – gap) directions, as listed in table 4.1. By varying
these parameters, the most favourable cases for transition analysis were identified as
those having a larger initial disturbance growth region, allowing a more for detailed
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Figure 4.1: Schematic representation of wake-boundary layer interaction and the
location of three different zones in the flat plate.
analysis of this part of the flow field. To this end, the results of the experimental
investigations are discussed, followed by detailed analysis of the results to identify
the transition mechanism.
Case xw hw (mm) U0 (m/s) Rec (×105) )
Case 1 0.25c 20,25,30,35,40,60,80 5,10,20 0.8,1.7,3.4
Case 2 0.5c 20,40,60 5,10,20 0.8,1.7,3.4
Case 3 0.75c 20,40,60 5,10,20 0.8,1.7,3.4
Table 4.1: Cases measured in the present experiment.
From the intermittency calculations, it is known that the transition onset point
corresponds to the peak in the skewness or the deviation of the third moment from
zero. In this context, the third moment distributions corresponding to the varia-
tions in wall-normal gap (hw), streamwise overlap (xw) and Reynolds number of
the aerofoil (Rec) are shown in the figures 4.2 and 4.3. Only a selected number of
relevant cases are shown in the figures in order to choose the appropriate case for
detailed transition analysis. The effect of varying hw, for a fixed xw and Rec, is
shown in figure 4.2. It can be observed that the transition onset point shifts down-
stream with increase in the height. This is obvious, because if the wake is positioned
(in hw) far from the wall, then the amount of time and distance that it takes to in-
teract with the boundary layer increases, which results in a delayed transition onset.
Figure 4.3a shows the third moment distribution for three different overlaps xw.
The trend of the third moment distribution remains the same as in the previous set
of experiments conducted for various gaps. It is clear that, if the overlap between the
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Figure 4.2: Third moment distribution for various hw measured at y/δ
∗ = 0.5,
xw = 0.25c and Rec = 3.4× 105.
aerofoil and the leading edge of the flat plate increases (i.e. as the aerofoil is moved
upstream), then there would be an earlier interaction of wake with the boundary
layer, which could lead to early transition onset. This is reflected in figure 4.3a,
where the red curve shows much earlier transition as compared with the rest of the
curves.
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Figure 4.3: Third moment distribution for various xw and Rec, measured at (a)
y/δ∗ = 0.4, hw = 20 mm & Rec = 3.4×105 (b) y/δ∗ = 0.4, xw = 0.25c,hw = 20 mm.
The effect of Reynolds number on the transition onset is shown in the figure
4.3b. The response of the transition onset to the variation of Reynolds number is
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not clearly readable in this figure due to the wide range of u3. Nonetheless, it is
noted that the onset points for the Rec of 0.8 × 105, 1.7 × 105 and 3.4 × 105 are
located at x/l of 0.08, 0.07 and 0.06 respectively. Thus, the transition onset occurs
earlier with the increase in Reynolds number. This result is expected as the increase
in Reynolds number increases the intensity of the fluctuations and hence causes an
early instability and transition in the flow.
By observing the third moment plots (figure 4.2 & 4.3) for various hw, xw and
Rec, one can identify the favourable values of these three parameters for investigating
the transition mechanism. In terms of the overlap, xw = 0.25c would be appropriate
for transition analysis due to the larger initial disturbance growth region. Similarly,
for the two gaps, hw = 40 and 60 mm, the length of the initial disturbance growth is
larger as compared with that of the other gaps. It is worth noting that for the gap
hw = 60 mm, the flow remains laminar and no transition onset is observed, while for
hw = 40 mm, the flow goes into the transition zone, but breakdown is not observed
in the measurement region of the present experimental setup. Thus, it can be argued
that these two stations with larger initial disturbance growth regions are favourable
for further investigation of transitional characteristics in the pre-transition zone.
From the effect of Reynolds number on the third moment distribution (figure 4.3b),
the case Rec = 0.8× 105 should be chosen. From a practical point of view, it would
be advisable to consider a Rec that is close to the operating Reynolds number in
flaps (Rec = 9× 106, Spaid 2000). However, such high Rec cannot be achieved due
to tunnel limitations. Hence, to have fair representation of high Rec flow conditions
in flaps and to study the transition under such conditions, a tripped aerofoil along
with the highest Reynolds number (Rec = 3.4× 105) achievable in the current wind
tunnel setup is used.
Thus, the results corresponding to the following parameters given in table 4.2
are considered for the detailed transition analysis. At few instances in this chapter,
some results corresponding to additional values of gap and Reynolds number are
used in order to elucidate in detail the underlying transitional characteristics.
hw (mm) xw Rec
40, 60 0.25c 3.4×105
Table 4.2: Cases considered for analysis.
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4.2 Transitional characteristics
In this section, the laminar-turbulent transitional characteristics of the wake-boundary
layer interaction are examined in detail. The skewness distribution for the gaps hw
= 40 and 60 mm are shown in figure 4.4 from which the pre-transitional zone can
be identified. In this region, the transition behaviour is investigated through de-
tailed analysis of mean velocity fluctuation profiles, energy distribution, spectral
characteristics and coherent structures. The results of the analyses are presented
below.
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Figure 4.4: Skewness and third moment for (a) hw = 40 mm and (b) hw = 60 mm.
4.2.1 Mean velocity profile
Mean velocity profiles for two different hw cases are shown in figure 4.5. Velocity
profile measurements are carried out from the near-wall region up to various points.
From the profile shown in figure 4.5, it can be observed that a potential core ex-
ists between the wall boundary layer and the wake. This implies that no mean
shear layer exists in this region. Since the primary focus is on the receptivity and
transition mechanism in the boundary layer, the region above the potential core is
not considered in the present study. In particular, the disturbance growth in the
boundary layer is examined closely.
For the case with hw = 40 mm, the probe was moved in the wall-normal direction
in steps of 0.1 mm. However as discussed above, it was deemed that such fine step
size is not necessary especially above the potential core. Thus, for the gap of 60 mm,
the step size of 0.1 mm was used up to the middle of the potential core above which a
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Figure 4.5: Mean velocity profile for (a) hw = 40 mm and (b) hw = 60 mm.
larger step size (5 mm) was used. The closest point of measurement to the wall had
approximately 20% of the free-stream velocity, afterwards the curve is extrapolated
linearly to the wall and the shift in the wall-normal direction is determined.
Throughout the present study, boundary layer thickness (δ) is calculated using
the traditional 99% of the freestream velocity approach (height at which u = 0.99U0).
Such an approach is sufficient due to the existence of a potential core between the
boundary layer and the wake despite the presence of a confluent boundary layer.
Displacement thickness (δ∗) and momentum thickness (θ) are then calculated by
integrating the velocity profile based on equations 4.1 and 4.2 The shape factor (H
= δ∗/θ) is found by taking the ratio of the displacement thickness to the momentum
thickness. All of the above boundary layer parameters obtained for hw = 40 and 60
mm are given in table 4.3 and 4.4.
δ∗ =
∫ δ
0
(1− U
U0
)dy (4.1)
θ =
∫ δ
0
U
U0
(1− U
U0
)dy (4.2)
Before focussing on the transition mechanism, the mean velocity profile of the
boundary layer region needs to be considered. Boundary layer profiles for hw = 40
and 60 mm corresponding to various streamwise stations ranging from x/l =0.13
to 0.4 are plotted below along with the Blasius profile. Figure 4.6 shows the mean
velocity profile for hw = 40 mm. By looking at the trend of the curves, it can
4.2. Transitional characteristics 61
be clearly seen that the boundary layer profile is gradually deviating from laminar
towards turbulent. Such an observation is also reflected in the skewness plot for hw
= 40 mm in figure 4.4a, where it was noted that transition onset occurs at x/l =
0.22.
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Figure 4.6: Boundary layer profile for hw = 40 mm, in both pre-transitional and
transitional zone.
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Figure 4.7: Boundary layer profile for (a) hw = 40 mm and (b) hw = 60 mm in
the pre-transitional zone.
Figure 4.7a shows only the mean velocity profiles prior to the transition point.
This clearly illustrates that the flow in the pre-transition region i.e., x/l < 0.22 re-
mains laminar as the mean velocity profiles matches well with the Blasius solution.
A similar observation can also be made for the gap hw = 60 mm for which the mean
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velocity profiles are plotted together with the Blasius profile in figure 4.7b. This
is expected as the transition did not occur within the measurement domain for the
gap, hw = 60 mm, hinted by the corresponding skewness distribution in figure 4.4b.
By examining the boundary layer profiles for both the gaps, it appears that the
wake disturbance interacting with the boundary layer would be low in magnitude
which results in no discernible effect on the mean velocity profile. This can further
be confirmed from the values of the boundary layer parameters shown in table 4.3
and 4.4. For the pure Blasius case, the shape factor (H) is equal to 2.59. From
the table, it is clear that the shape factor calculated for the present profiles prior
to the transition onset matches well with that of the Blasius solution. In addition,
the normalised displacement and the momentum thicknesses corresponding to the
Blasius solution are constants and are equal to 1.72 and 0.664 respectively as given
in equations 4.3 and 4.4. For the case of hw = 40 mm (table 4.3), the normalised
values of δ∗ and θ match reasonably well with that of the above Blasius values. In
the case of hw = 60 mm (table 4.4), only the normalised values of θ match with
that of the Blasius, δ∗ is slightly decreased, nevertheless it remains fairly constant
in the streamwise distance and the value of shape factor is not affected. Further, for
Blasius profiles, the boundary layer thickness and the displacement thickness grow
as x1/2, which is confirmed for the present measurements as shown in figure 4.8.
δ∗/
√
νx/U0 = 1.72 (4.3)
θ/
√
νx/U0 = 0.664 (4.4)
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Figure 4.8: Growth of the boundary layer thickness and displacement for hw = 40
(circle) and 60 mm (diamond).
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Figure 4.9: Spanwise distribution of streamwise (a) mean velocity and (b) fluctu-
ation velocity measured at x/l = 0.13 for hw = 40 mm.
To examine the spanwise variation of the streamwise velocity, a contour plot of
the mean velocity is obtained in the y − z plane and it is shown in figure 4.9a. The
figure confirms a uniform distribution of mean velocity in the spanwise direction,
thus leaving the Blasius profile undisturbed. Further, in the same plane, root mean
square of the streamwise fluctuation velocity (urms) is obtained (shown in figure
4.9b), which shows that the fluctuation velocity possess a non-uniform distribution
in the spanwise direction. To elucidate the characteristics of perturbation velocities
in the streamwise and spanwise directions, further analyses are carried out in the
below sections.
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4.2.2 Fluctuating velocity
To gain further insights into the transition mechanism, the disturbance growth is
analysed by looking at the fluctuating velocity signals. As a first step, for the case of
hw = 40 mm, the wall-normal distribution of the turbulent intensity (Tu) is plotted
in figure 4.10 for various streamwise stations. Here, turbulent intensity is defined as
the root mean square (rms) of the streamwise fluctuating velocity normalised with
the local mean velocity. Further, the streamwise stations considered in figure 4.10
include the locations corresponding to both the pre-transitional (x/l < 0.22) and
transition regions (x/l > 0.22).
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Figure 4.10: Turbulent intensity across the wall-normal direction for various
streamwise station at hw = 40 mm.
From the plot, two distinct observations can be made w.r.t. the turbulence level.
Firstly, by looking at the turbulence level in the wake region (in the present case, the
wake core is located at y = 40 mm), it can be noticed that the turbulent intensity
decreases with downstream distance. This can be attributed to the decreasing wake
defect velocity as it spreads downstream. On the other hand, near the edge of the
boundary layer (around y = 2-4 mm), turbulence intensity increases with increase in
x/l. For instance, at x/l = 0.11, near the edge of the boundary layer, Tu is less than
0.5% and then increases beyond 1% further downstream. This is due to the fact
that both the boundary layer thickness and the wake thickness grow downstream
resulting in a reduced potential core. This, in turn leads to stronger interaction of
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the wake disturbance with the boundary layer, resulting in an increasing turbulence
level near the edge of the boundary layer. It is important to notice a key difference
between the interaction of the disturbance with the boundary layer in the present
case and in the case of FST- induced bypass transition. In particular, in the FST
case, the disturbance or the turbulence intensity in the free-stream decays down-
stream (Jacobs and Durbin, 2001; Balamurugan and Mandal, 2017), which results
in a decreased forcing of the disturbance in the downstream of the boundary layer.
On contrary, in the present case (from figure 4.10), the disturbance forcing into the
boundary layer increases with downstream distance, presumably due to the increas-
ing wake thickness (and therefore proximity to the boundary layer) and in turn,
stronger wake/boundary layer interaction. In the case of FST induced transition,
the general reference value of free-stream turbulence is usually measured in front of
the leading edge of the plate (which is the maximum Tu), whereas in the present
case of wake-boundary layer interaction as discussed above, the ‘free-stream’ value
increases locally, in the streamwise direction. Hence, it would be logical to consider
a local reference value for the turbulence level, with the values chosen at various
streamwise locations corresponding to the edge of the local boundary layer.
Despite the differences between the two cases, some of the characteristics of FST-
induced bypass transition are observed in the present work. So, it is worth comparing
the present results with the characteristics of FST-induced bypass transition, as well
as against the characteristics of cylinder wake boundary layer interaction, to explore
the differences in the associated transition mechanisms.
A closer look at the streamwise fluctuation profiles (urms) inside the boundary
layer is shown in figure 4.11 for the cases hw = 40 and 60 mm. Free-stream veloc-
ity (U0) and local boundary layer thickness (δ) are used as normalising parameters
to demonstrate the disturbance growth in the streamwise direction and within the
boundary layer. In both cases (figure 4.11a & 4.11b) the disturbance amplitude
clearly increases in the downstream direction throughout the boundary layer. Fur-
ther, the presence of both a maximum and a local minimum disturbance magnitude
can be seen. For both hw = 40 and 60 mm, the maximum (urms,max) occurs around
y/δ = 0.4 (or y/δ∗ = 1.3) and its position remains constant throughout the pre-
transitional zone. The local minimum lies further out, above y/δ = 0.7, and its
location moves towards the edge of the boundary layer in the downstream direction,
which is marked as a black dashed line in both figure.
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Figure 4.11: Urms profiles for the case (a) hw = 40 mm and (b) hw = 60 mm, outer
minima are connected with a dashed line.
Considering first the outer minimum, a similar trend in streamwise velocity fluc-
tuations was observed in cylinder-wake induced transition reported by He et al.
(2013). They ascribed the occurrence of the outer minimum to the shear sheltering
phenomenon. Shear sheltering was first defined by Jacobs and Durbin (1998), es-
pecially for bypass transition, in which the boundary layer acts as a filter to block
the outer high frequency disturbance while allowing the low frequency disturbance
to penetrate inside the boundary layer. This sheltering effect is also confirmed by
the spectral characteristics of the fluctuating signals in the present cases (to be dis-
cussed in next section). Another characteristic associated with this outer minimum
can also be seen in figure 4.11a, whereby the minimum clearly persists till the point
of transition onset (x/l = 0.22), but tends to disappear further downstream. For the
case of hw = 60 mm (figure 4.11b), the flow remains laminar throughout the domain
and consequently, the minimum occurs at all the locations. Such an observation
indicates a link between the presence of the outer minimum and the development of
laminar breakdown.
Now, coming to the inner maximum (urms,max) in figure 4.11, its wall-normal
position remains constant at around y = 0.4δ or 1.3δ∗ for both the cases in the
pre-transitional zone. Downstream of the pre-transitional zone, urms,max increases
rapidly. To some extent, this can be seen for the case hw = 40 mm in figure 4.11a,
x/l > 0.22. Furthermore, for x/l > 0.27 the peak location of urms tends to move
towards the wall, which is demonstrated in figure 4.12. The rapid growth of the
urms and its inner peak moving towards the wall indicates the flow transitioning
from laminar to turbulent.
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Figure 4.12: urms profiles for the case hw = 40 mm, to demonstrate the rapid
growth of urms in the transitional region.
It is found that the urms profile displays self-similarity when it is plotted as
urms/urms,max vs y/δ
∗ as shown in figure 4.13. It is also noted that the disturbance
growth follows the transient growth theory developed by Andersson et al. (1999)
and Luchini (2000). This theory was developed to understand the energy growth in
FST induced bypass transition. According to this theory, the maximum disturbance
growth (urms,max) is proportional to x
0.5. This type of disturbance growth is also
referred to as algebraic growth or non-modal type (in contrast to the exponential
growth of modal (T-S) disturbance). In addition, it can be seen in figure 4.13 that
urms reaches its maximum at the wall-normal location y = 1.3δ
∗ and this value
is widely accepted and confirmed in both experiments and numerical simulations
of FST induced bypass transition (Westin et al., 1994; Matsubara and Alfredsson,
2001; Jacobs and Durbin, 2001; Brandt et al., 2004; Fransson et al., 2005). Cylin-
der wake-boundary layer interaction studies also showed similar non-modal growth,
the later stage of pre-transitional characteristics being similar to bypass transition
(Mandal and Dey, 2011; Ovchinnikov et al., 2008).
Though the present measurements show non-modal behaviour in terms of urms,
some unexpected characteristics can be seen when compared with FST and cylinder-
wake induced bypass transition. For instance, figure 4.11a shows that laminar break-
down occurs at x/l = 0.22 in the hw =40 mm case and the maximum urms at this
station is approximately 2% of U0. In contrast, urms values have been reported to
be significantly higher (in the range of 5 - 20%) before the laminar breakdown for
FST-induced transition (Westin et al., 1994) and cylinder-wake induced transitions
(Mandal and Dey, 2011).
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Figure 4.13: Normalised urms profiles for (a) hw = 40 and (b) hw = 60 mm
compared with the urms obtained from the transient growth theory, Luchini (2000).
Another interesting observation can be made by comparing the urms distribu-
tions, specifically at x/l = 0.09 for hw = 40 and 60 mm in figure 4.13. For the
case hw = 60 mm, urms does not follow the non-modal disturbance profile whereas
it does for hw = 40 mm. Further, the location of urms,max for x/l = 0.09 tends to
occur in the near-wall. It is to be noted that, in a low turbulence environment, for a
T-S wave type modal disturbance, urms,max occurs close to the wall. In the present
experiment, if the wake is located farther from the wall (i.e., larger gap), then the
initial upstream interactions (wake-boundary layer) occur at lower turbulent inten-
sity. Hence, it could be expected that at such initial regions, the urms distribution
behaves like that from a modal disturbance.
To further verify this reasoning, urms distribution is plotted for the gap hw =
80 mm in figure 4.14, where one could expect that the initial interactions would
occur at even lower turbulence intensity levels. From this figure, for x/l = 0.13
and 0.18, it is clear that urms,max location appears to occur in the near-wall region.
Further, for x/l = 0.22, urms,max is located slightly below the urms,max of the non-
modal disturbance profile. For x/l = 0.31 and 0.4, the urms distribution follows the
non-modal disturbance profile. From this observation, it can be inferred that the
urms distribution is gradually transforming from a modal type of disturbance profile
to a non-modal disturbance profile.
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Figure 4.14: Transformation of urms profile from T-S type modal behaviour to
non-modal behaviour for the case hw = 80 mm.
To examine the effect of turbulent intensity on the transformation of disturbance
profile from modal to non-modal behaviour, turbulent intensity of the forcing dis-
turbance is plotted in figure 4.15 for the three different gaps reported above. It
is emphasised here, that in the present experiment, the turbulent intensity of the
forcing disturbance values correspond to the local values obtained at the edge of the
boundary layer over a flat plate.
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Figure 4.15: Distribution of turbulent intensity (%) at the edge of the boundary
layer.
From figure 4.15, it can be noted that the turbulent intensity increases with
streamwise distance and the rate of increase is higher if the gap is smaller. By
comparing the disturbance profiles (figure 4.13 & 4.14) and the turbulent intensi-
ties (figure 4.15), it can be inferred that, for the turbulent intensity levels above
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0.1%, the disturbance profile possesses non-modal characteristics, whereas for the
lower intensity levels (< 0.1%), the disturbance profiles turn modal. Kosorygin and
Polyakov (1990) have mentioned that, in the case of FST-induced transition, the
disturbance growth will be of modal type (T-S wave) at lower level of free-stream
turbulence (< 0.1%). The present observation of the transformation from modal
to non-modal disturbance profile or in other words, the evolution of a non-modal
disturbance profile is not reported in any other experimental study in the literature.
This part of the flow with borderline characteristics would be very useful for study-
ing the receptivity mechanism in detail, since the present experimental setup allows
for investigating the evolution of disturbance profiles in the flow.
From a different perspective, figure 4.15 reveals an interesting feature that the
turbulent intensity at the edge of the boundary layer increases linearly, however
the wake and boundary layer thickness increases as x1/2 (Pope, 2000), which invites
further investigation.
Having observed the non-modal disturbance profiles for gaps hw= 40 mm and
60 mm, we now proceed to investigate aspects such as linear energy growth, low fre-
quency and streaky structure, since these are associated with non-modal disturbance
profile.
4.2.3 Disturbance energy growth
To understand the growth of urms,max and the perturbation energy in the down-
stream direction, urms,max/U0 and u
2
rms, max/U
2
0 is plotted for various streamwise
stations as shown in figure 4.16a and 4.16b. Luchini (2000) showed for a non-modal
disturbance growth, the streamwise disturbance velocity is proportional to x0.5 or
the energy growth(u2rms, max) is proportional to x. Such algebraic growth was exper-
imentally verified by Matsubara and Alfredsson (2001) for the FST induced bypass
transition and Mandal and Dey (2011) for cylinder-wake induced transition. Since
the present measurements follow the trend of non-modal disturbance profile, it is
interesting to check whether the disturbance growth is algebraic or not. In figure
4.16a, urms,max/U0 obtained from figure 4.11 for both the cases, hw = 40 and 60 mm
are plotted against 1.72
√
Rex ( = Reδ∗), and in figure 4.16b, the corresponding max-
imum energy inside the boundary layer is plotted for various streamwise stations.
For better clarity, the log-linear plots of the variations are also shown in figure 4.16c
and 4.16d.
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Figure 4.16: Streamwise growth of the urms,max (a,c) and u
2
rms, max (b,d).
In fact, figure 4.16a reveals that the disturbance growth is exponential rather
than algebraic (x0.5) as one would expect for a non-modal disturbance profile. The
energy growth is also exponential as seen in figure 4.16b. Furthermore, from figure
4.16c and 4.16d, for the case hw = 60 mm, it is noted that the disturbance and the
energy growth occur in two phases.
To first explore the combination of exponential growth with a non-modal distur-
bance profile, the energy growth characteristics for FST induced bypass transition
(Fransson et al., 2005) need to be looked at in great detail. It is noted in Fransson’s
study that there is an initial region of pre-algebraic growth where u2rms,max increases
exponentially at a slower rate, later increasing linearly following transient growth
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theory. Fransson et al. attributed the initial non-linear (exponential) growth to the
receptivity process, with the disturbance ‘adjusting’ to the boundary layer. How-
ever, the present results are in contrast to the previous observations, where for the
whole pre-transitional region, urms,max and its associated energy increase exponen-
tially.
The possible mechanism behind the exponential energy growth can be reasoned as
follows.
• In the case of FST induced bypass transition experiments, the disturbance
is forced continuously from the leading edge, however its initial turbulence
intensity is not varied for a given experiment. Rather here in the present
experiments, the disturbance is forced through the edge of the boundary layer
and its intensity level keeps increasing in the downstream direction, which is
depicted in figure 4.15). This continuous variable forcing could lead to an
energy growth in a non-algebraic route.
• There could be an element of modal growth (T-S wave) which is coexisting
inside the boundary layer along with the non-modal urms distribution.
Having discussed the possibilities of exponential growth in figure 4.16, the energy
growth appearing as a two-stage process for hw = 60 mm is considered. As men-
tioned before, at x/l = 0.09, the interaction of the wake and boundary layer occurs
at lower Tu (0.1%), which results in the urms distribution (figure 4.13) that appears
like modal growth. On the other hand, for x/l > 0.09, the values of Tu at the edge
of the boundary layer increase (> 0.1%) and the non-modal disturbance growth
is observed. Hence, the first stage of the disturbance growth could be responsible
for the transformation from modal to non-modal behaviour and the reason for the
second stage growth could be the same as discussed before.
In addition, it can be noticed from figure 4.16 that the energy growth rate of hw
= 40 mm is steeper when compared with that of hw = 60 mm. This is especially
due to the increase in turbulent intensity with decrease in gap of the aerofoil (figure
4.15). Fransson et al. (2005) and Norimatsu et al. (2011) have shown, for the case of
FST induced bypass transition, if the FST levels are increased, energy growth rate
in the pre-transitional zone increases.
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Further, streamwise growth of the integral averaged boundary layer energy (fig-
ure 4.17) is calculated by using equation 4.5. Here, the integration is carried out up
to the location of the minimum peak in the urms profile (sheltering edge) rather than
the edge of the boundary layer. This is primarily done to consider the boundary
layer disturbance alone by following He et al. (2013).
Eu,se =
∫ δs
0
u2rmsdy/(U
2
0 δs) (4.5)
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Figure 4.17: Integral energy growth of hw = 40 and 60 mm.
Figure 4.17 reveals that the averaged boundary layer disturbance energy grows
exponentially by following the same trend as in figure 4.16. It is noticed that in the
case of cylinder-wake boundary layer interaction (He et al., 2013), energy growth
also occurs exponentially, along with non-modal behaviour of urms. They reasoned
that the formation and the destabilization of the secondary vortex (due to vortex
shedding) in the near-wall region could be responsible for the exponential energy
growth. Conversely, in the present scenario, there is no evidence of vortex shedding,
hence the reason suggested by He et al. (2013) would not be appropriate to consider
despite the similar disturbance growth.
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4.2.4 Power spectral density
To understand the influence of dominant frequencies on the disturbance growth, the
power spectral density is determined. Both the spectral power and the frequencies
are normalised by following the equation 4.6 and 4.7 (Westin et al., 1994). The
cases considered for this analysis are hw = 40 and 60 mm at x/l = 0.16 and 0.31
respectively. The relevant mean velocity profile are plotted in figure 4.18 and the
corresponding power spectral density are plotted in figure 4.19
Pn = p/0.5U
2
0∆F (4.6)
F = 2pifν × 106/U20 (4.7)
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Figure 4.18: Normalised mean velocity profile of (a) hw = 40 mm at x/l = 0.16
and (b) hw = 60 mm at x/l = 0.31.
The power spectrum obtained at the wake core region in figure 4.19a (y/δ = 14.3)
and figure 4.19b (y/δ = 13.1) clearly shows that the wake is fully turbulent (with
no vortex shedding). In the potential core region (y/δ = 3.7 and 4), a bandwidth
of frequency (F = 30-110) appears to be pronounced, which could be attributed to
the intermittent nature of the shear layer edge (as discussed in chapter 2). As the
probe moves towards the edge of the boundary layer, high frequency perturbations
associated with the small scales of the wake turbulence are attenuated. Neverthe-
less, the bandwidth of dominant frequency still remains. Further moving inside the
boundary layer (y/δ = 0.8, 0.5 and 0.2), it is clearly evident that the low frequency
perturbations (F = 1-30) are amplified and the other frequencies are further dimin-
ished. In addition to that, at y/δ = 0.2, a small portion of mid-range frequencies
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(around F = 50-70) within the domain of dominant frequency from the wake gets
amplified for both the cases.
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Figure 4.19: Normalised power spectral density for various wall-normal stations
for (a) hw = 40 mm and (b) hw = 60 mm.
Amplification of low frequency fluctuations inside the boundary layer could be
associated with shear sheltering phenomenon (Jacobs and Durbin, 1998, 2001). As
discussed, shear sheltering will act as a filter for free-stream disturbances allowing
only the low frequency to penetrate inside the boundary layer and, furthermore, to
be amplified because of the mean shear. By observing figure 4.19, this phenomenon
appears to occur in both cases. It is worth reiterating at this point that the lo-
cal minimum in urms (figure 4.11) corresponds to the region where shear sheltering
occurs, which can be confirmed from figure 4.19. It is seen that the low frequency
amplification starts to occur below the edge of the boundary layer and the minimum
in figure 4.11 is also located just below the boundary layer edge. This correlation
confirms the link between shear sheltering and the local minimum of urms. The
amplification of mid-range frequencies at y/δ = 0.2 may be an indication of T-S
waves or modal disturbances. This is supported by the streamwise development of
the spectral distribution, shown in figure 4.20.
Figure 4.20 shows the spectral distribution for various streamwise stations ob-
tained at y/δ = 0.2. For both the cases hw = 40 and 60 mm, it could be noticed
that two particular frequencies, around F = 50-70 (mid-range frequency) and F =
200-300 (high frequency) are prominent at all streamwise stations (except x/l = 0.2
and 0.22 for hw =40 mm). In addition, for the case hw = 60 mm (figure 4.20b),
it can be noted that the power spectral density in the mid-range frequency band
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Figure 4.20: Normalised power spectral density for various streamwise stations,
measured at y/δ = 0.2 for the case (a) hw = 40 and (b) hw = 60 mm.
increases in the downstream direction. This kind of amplification, accompanied by
a reduction in the dominant frequency, is typical of the evolution of T-S waves. This
can be further explored by extracting the urms distribution at selected frequencies.
Figure 4.21 shows the urms profiles for selected frequencies at two streamwise
stations for the case hw = 40 mm. At low frequencies (F<29), the urms profile pos-
sesses the characteristics of a non-modal disturbance for both streamwise stations.
Conversely, for F = 78 and 249 (corresponding to the peaks in the power spectral
density, figure 4.20a), a near-wall amplification of the urms is observed. The near-
wall amplification for F = 249 is too noisy to consider for any interpretation. On
the other hand, the near-wall peak for F = 78 can be considered as a characteristic
of a modal disturbance as this particular frequency value matches with the fre-
quency of the T-S wave. By comparing the two streamwise stations in figure 4.21a
and 4.21b, at F = 78, it can be seen that urms is amplified as one moves downstream.
The equivalent results for the case hw = 60 mm are presented in figure 4.22. In
this case, the near-wall peak of the urms and its spatial amplification is clearly visible
for F = 53. Such an amplification at the near-wall region for both hw = 40 and 60
mm can be seen as the characteristic of modal growth. Again, the amplifications
near the wall at F = 150 is noisy for any interpretation to make.
In order to check that these frequencies are consistent with modal growth, a
linear stability analysis was conducted and is discussed in the next chapter. The
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Figure 4.21: urms distribution obtained for the selected frequency band at hw =
40 mm (a) x/l = 0.11, (b) x/l = 0.18.
frequencies (both mid-range & high) corresponding to spikes in the spectra (figure
4.20) were compared with the neutral curve of the Blasius flow. It was found that
only the mid-range frequencies lie in the unstable regime (F = 78 and 53 for hw = 40
and 60 mm respectively). Although there is scope for further measurements to re-
solve better these structures, the results are consistent with the coexistence of both
modal and non-modal characteristics in the pre-transitional zone of the aerofoil-
wake induced transition. In the case of moderate level of FST (0.3-0.7%) induced
transition, Kosorygin and Polyakov (1990); Kenchi et al. (2008); Matsubara et al.
(2010) have noticed T-S wave in the presence of non-modal urms distribution, how-
ever, other characteristics such as energy growth and streaky structures are different
when compared with the present results. For instance, they reported an algebraic
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Figure 4.22: urms distribution obtained for the selected frequency band at hw =
60 mm (a) x/l = 0.18, (b) x/l = 0.35.
energy growth in the pre-transitional region, conversely, in the present study, the
energy growth is exponential.
Returning to the spectra shown in figure 4.20a , high frequency oscillations can
be seen at x/l = 0.2 and 0.22 for hw = 40 mm. According to Blair (1992), such
high frequency fluctuations are due to turbulent spots. In the present case (hw =
40 mm), it is known that transition onset occurs at x/l = 0.22, accordingly the high
frequency perturbations are likely to be associated with turbulent spots. Also at x/l
= 0.2, some occasional spots are noticed in the fluctuating velocity signals which is
reflected as high frequency fluctuations in the spectrum. In the case of hw = 60 mm
(figure 4.20b), as already mentioned, transition onset was not noticed, which would
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explain why no high frequency oscillations are seen in the spectra.
4.2.5 Correlation measurement
As the present experimental results displayed some of the characteristics of by-
pass transition, an attempt was made to check whether streaky structures could be
detected inside the boundary layer. The presence of streaky structures in the pre-
transitional zone can be identified by measuring spanwise correlations or by flow
visualisation. Here, spanwise correlations of streamwise velocity fluctuations are
obtained using the correlation function in equation 4.8.
R =
u(t, z)u(t, z + ∆z)
u(z)rmsu(z + δz)rms
(4.8)
For the present experiment, figure 4.23 shows the correlation function obtained
for both the gap cases considered. The correlation measurements were carried out
at a wall-normal location that approximately corresponds to urms,max. It is known
that any presence of streaky structure would result in a negative correlation and
vice versa. The results presented in figure 4.23 therefore offer a clear indication of
the existence of streaks in the present experiment.
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Figure 4.23: Spanwise correlation function (R) measured close to urms,max for (a)
hw = 40 mm and (b) hw = 60 mm.
For the case hw = 40 mm (figure 4.23a), the measurements were carried out on
both pre-transitional and transitional zones. Up to the location of transition onset,
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x/l <0.22, i.e., for x/l = 0.09 and 0.18 the correlation function is negative showing
the presence of streaky structures. Further downstream in the transitional region,
x/l >0.22, it is evident that the value of the correlation function increases from a
negative value and move towards a positive value. This indicates the breakdown of
streaks into turbulent spots.
In the case of hw = 60 mm (figure 4.23b), it is to be noted that all the streamwise
stations lie in the pre-transitional zone. The correlation function in the free-stream
is plotted along with that of the other x/l stations for base reference. By observing
the figure, two features can be highlighted: a) at x/l = 0.09 and 0.13, the value of
the negative maximum of R is less when compared to that of the downstream sta-
tions and b) the location and the value of negative maximum of R appear to remain
constant for x/l >0.13. These trends are consistent with the urms profiles shown in
figure 4.13b, where the disturbance profiles at x/l = 0.09 and 0.13 differ from the
rest, and support the hypothesis that the flow is adapting from a T-S type modal
behaviour to a non-modal behaviour. Further, energy growth for the case hw = 60
mm in figure 4.16d also occurs at two different phases. From these supporting ob-
servations, it can be conjectured that, correlations obtained at x/l = 0.09 and 0.13
indicate the process of formation of streaky structures. If the gap (hw) is increased
further, one might expect to observe a more obvious transformation from modal
to non-modal behaviour and more detail of the formation of streaky structures in
the pre-transitional zone. Such information would help the understanding of the
receptivity mechanism and the genesis of streaky structure, perhaps more so than
the FST-induced transition case.
The relation between average streak spacing and the correlation function was
initially arrived by Kendall (1985). It was reported that the distance between the
origin and the location of most negative correlation is equal to half the wavelength of
the streak spacing (here, wavelength is defined as the distance between two consecu-
tive positive streaks). With this definition, for the present experiments, the average
streak spacing in the pre-transitional zone can be obtained. From the figure 4.23,
the streak spacing for hw = 40 and 60 mm are obtained as 60 mm (30 × 2) and 80
mm (40 × 2) approximately and this value remains constant in the pre-transitional
zone, meaning the spanwise scale of the structure does not vary in the downstream.
Further, the spanwise scale of the above streaks are observed to be very large
when compared to the corresponding boundary layer thickness. For clarity, the
above correlation plots are re-plotted in figure 4.24 with the x-axis normalised using
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boundary layer thickness. From figure 4.24, it can be seen that the streak size is at
least 10 times larger than the boundary layer thickness. In FST case, the spanwise
scale of the streaks are initially larger near the leading edge and gradually it coincides
with the value of the boundary layer thickness in the downstream (Matsubara and
Alfredsson, 2001). However, in the present scenario, the streak size is much larger
and does not approach the boundary layer thickness before the laminar breakdown
(figure 4.24a). Also, it is established in literature studies that the presence of streaky
structure would be reflected in the mean velocity profile in terms of a small deviation
from the Blasius solution. In the present results, as previously noted, no deviation
was observed in the mean velocity profiles (figure 4.7a) and the corresponding
disturbance levels (figure 4.11a) are much less (∼ 2% of U0 at transition onset)when
compared to the FST induced bypass transition case (∼ 10% of U0 at transition
onset). Hence, it can be argued that the streaky structures observed in the present
experiments are weaker despite their larger spanwise scale.
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Figure 4.24: Spanwise correlation function (R) measured close to urms,max for
(a) hw = 40 mm and (b) hw = 60 mm, spanwise distance is normalised with local
boundary layer thickness.
The height of the streaky structures inside the boundary layer can be obtained by
measuring the correlation function in the y− z plane. This is achieved through two
point correlation measurements carried out at various wall-normal stations inside the
boundary layer. From the measurements, a contour plot of the correlation function
in the y−z plane is obtained as shown in figure 4.25. The spanwise step size used in
the contour plot is 2 mm and the wall-normal step size is 0.1 mm. The plot shown
in the figure is for the case hw = 40 mm at x/l = 0.18 and the local boundary
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layer thickness at this station is 2.99 mm. The dashed and solid lines in the plot
correspond to negative and positive correlations respectively. By observing the plot,
it can be found that the streak extends up to 65% of the boundary layer thickness,
whereas in the case of FST induced transition, the height of the structure is almost
equal to the boundary layer thickness as reported by Matsubara and Alfredsson
(2001).
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Figure 4.25: Wall-normal contour of spanwise correlation, dashed line represents
the negative correlation and the values are correspond to the correlation function,
hw = 40 mm, x/l = 0.18.
To summarise, the spanwise and wall-normal scales of the longitudinal streaks
were found to be different to those reported by other transition studies in literature.
The factors determining the streak spacing are not well established. In the next two
subsections, the influence of the gap and the Reynolds number on the streak spacing
is analysed using the correlation measurements.
4.2.6 Effect of gap on the streak spacing
Correlation functions are obtained for three different gaps, hw = 20, 40 and 60 mm
for a fixed Reynolds number (Rec = 3.4 ×105). The resulting correlation plots are
shown in figure 4.26. The streamwise stations for all three gaps are chosen in the pre-
transitional zone. For gap hw = 40 and 60 mm, correlation is measured at the x/l =
0.18, however for hw = 20 mm, transition onsets early, so the correlation is measured
in an upstream location at x/l = 0.04. Because, as observed previously in figure 4.24,
streak spacing does not vary with x/l in the pre-transitional zone, it is reasonable
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to deduce the effect of the gap (from figure 4.26) despite the measurements being
taken at different streamwise locations. To ascertain the effect of gap on the streak
spacing, power spectral density is obtained at the edge of the boundary layer for
the corresponding streamwise stations in correlation measurement, which is shown
in figure 4.27.
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Figure 4.26: Spanwise correlation
measurement for various gap, Rec =
3.4 ×105.
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Figure 4.27: Power spectral density,
obtained at the edge of the boundary
layer for the corresponding stations in
figure 4.26.
From figure 4.26, it can be found that the average spanwise spacing of the streak
increases with increase in gap. The exact reasoning for such an effect is not ex-
plicitly known, however, varying the gap alters two specific aspects in the current
experiments. Firstly, with increase in the gap, the interaction between the wake and
the boundary layer occurs at a reduced turbulence level (figure 4.15). Secondly, by
looking at the spectral plot (obtained at the edge of the boundary layer) in figure
4.27, it can be seen that the bandwidth of disturbance frequency increases when the
gap is increased.
As already mentioned, the absolute value of the streak spacing seems to be
independent of streamwise location in the pre-transitional zone. It is also observed
that the frequency at which the disturbance acts on the boundary layer is also
independent of streamwise location in the pre-transitional zone, as shown in figure
4.28. On the other hand, when the gap is varied, both the streak spacing and the
bandwidth of frequency are altered, suggesting a link between the two. Further
investigations will be required to understand the streak spacing characteristics in
detail.
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Figure 4.28: Power spectral density measured at the edge of the boundary for
various streamwise stations, hw = 60 mm.
4.2.7 Effect of Reynolds number on the streak spacing
To study the effect of Reynolds number on the streak spacing, three different free-
stream velocities, U0 = 5, 10 and 20 m/s are considered in the experiments, resulting
in three values of Reynolds number, given by Rec = 0.8×105, 1.7×105 and 3.4×105.
The spanwise correlation measurements obtained for three different Rec, for two
gaps are shown in Figure 4.29. The two streamwise stations chosen for the measure-
ments are given by x/l = 0.18 and 0.22 for the gaps hw = 40 and 60 mm respectively.
The wall-normal position considered for this measurement corresponds to a location
of urms,max.
Upon observing the correlation plots for both the gaps, figure 4.29a and 4.29b,
the effect of Rec on the streak spacing appears to be independent for Rec = 1.7×105
and 3.4×105, since the minimum negative correlation occurs at the same spanwise
location. On the other hand, for Rec = 0.8×105, the minimum negative correlation
occurs early, thus the streak spacing is observed to be slightly reduced from the
other two Rec values.
Earlier in this section on the effect of gap, a link was observed to exist between the
spanwise scale and the bandwidth of disturbance frequency interacting the boundary
layer. Here, a similar attempt is made to check if any such link exists. For this, the
power spectral density obtained at the edge of the boundary layer is given in figure
4.30a and 4.30b. The values of Rec, hw and x/l correspond to the figure 4.29a and
4.29b respectively.
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Figure 4.29: Spanwise correlation measurement for three different Reynolds num-
ber for the case (a) hw = 40 mm, measured at x/l = 0.18 and y/δ
∗ = 1.3 and (b)
hw = 60 mm, measured at x/l = 0.22 and y/δ
∗ = 1.3 .
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Figure 4.30: Streamwise power spectral density obtained at the edge of the bound-
ary layer for corresponding correlation plot in figure 4.29.
From figure 4.30, for a given gap, it could be noticed that the spectral distribu-
tion follows the same trend for Rec = 1.7×105 and 3.4×105. On the other hand, for
Rec = 0.8×105, the energy content at the lower frequency is increased and the fre-
quency of the dominant disturbance also shifts to the lower side. This observation is
consistent with the correlation plot, (Figure 4.29) where the spanwise spacing does
not change for Rec = 1.7×105 and 3.4×105 but it does for Rec = 0.8×105. Thus, the
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change in the spectral characteristics at the low Reynolds number Rec = 0.8×105
would have led to different streak spacing.
To check the effect of Rec on streamwise fluctuation profile, the urms distribution
and its corresponding streamwise energy growth are plotted for three different Rec
for the gap hw = 40 mm in Figure 4.31 and 4.32. From the urms profile and the
energy growth characteristics, it can be observed that the Reynolds number does
not influence the disturbance profile and its energy growth characteristics. Thus, it
can be argued that the distinct behaviour of the spanwise streak spacing at the low
Rec (0.8 ×105) in Figure 4.29 can be due to the change in the wake characteristics
at such low Reynolds number. This in turn would need a rigorous study to reveal
the effect of Rec comprehensively.
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Figure 4.31: Normalised urms profile
measured at x/l = 0.18 for the case hw
= 40 mm for three different Reynolds
number.
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Figure 4.32: Maximum streamwise
energy growth for the case hw =
40 mm, for three different Reynolds
number.
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4.3 Discussion and Summary
In the present work, an attempt was made to understand the laminar-turbulent tran-
sitional characteristics of aerofoil wake-boundary layer interaction. Further emphasis
was placed on elucidating the differences between the transition characteristics of
the present configuration with that of the other transition mechanisms established
in the literature (FST induced transition and cylinder wake-boundary layer interac-
tion).
For the experiments, a new experimental setup involving a combination of an
aerofoil and a flat plate configuration was used and the measurements were carried
out on the flat plate especially in the pre-transitional zone. The pre-transitional
zone is defined as the region from the leading edge up to the point where the first
turbulent spots are spotted in the streamwise station.
This chapter has presented a systematic analysis of the measurements carried
out for two gap heights, hw = 40 and 60 mm, with a fixed overlap (xw = 0.25c) and
Reynolds number (Rec = 3.4×105). The key observations are summarised below.
1. The mean velocity profile is well matched with the Blasius profile, see figure
4.7.
2. For the most part, the urms distributions follow the non-modal disturbance
profile obtained from the transient growth theory, figure 4.13. For the case hw
= 60 mm at the initial two streamwise stations (x/l =0.09 and 0.13), the urms
distribution deviates from the non-modal type in the sense that the urms peak
occurs near the wall (x/l = 0.09), figure 4.13b. This initial deviation may
indicate the transformation of disturbance profile from modal to non-modal
which was confirmed from the results corresponding to hw = 80 mm (figure
4.14.
3. The observed outer minimum in the urms profile in the pre-transitional zone
is consistent with the occurrence of shear sheltering phenomenon.
4. The value of urms,max at the laminar breakdown is found to be around 0.02U0,
which is much less than that for FST-induced bypass transition, see figure
4.11a.
5. urms,max and the corresponding measure of disturbance energy growth vary
exponentially in the streamwise station in contrast to the algebraic growth
usually observed for a non-modal disturbance profile, refer figure 4.16.
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6. Turbulent intensity (Tu) at the edge of the boundary layer is found to increase
linearly in the downstream distance, however the wake and boundary layer
thicknesses, and therefore separation, vary with x1/2, see figure 4.15.
7. Power spectral densities of the streamwise velocity fluctuations at various wall-
normal locations show that the low frequency disturbances are amplified inside
the boundary layer, figure 4.19. In addition, in the near-wall region, distur-
bances appear at frequencies typical of T-S waves and are amplified in the
streamwise direction, figure 4.20b. These disturbances displayed different urms
profiles from the other frequencies (figure 4.21 and 4.22).
8. Spanwise correlation measurements close to the urms,max location indicate the
presence of longitudinal streaky structures in the pre-transitional zone, figure
4.23. The average spanwise scale of the streaks is found to be much larger
than the boundary layer thickness, (> 10δ). Further, the streak spacing does
not seem to vary in the downstream direction. The average wall-normal scale
of the streak is found be about 65% of the boundary layer thickness, figure
4.25.
9. Spanwise spacing of the streaks is observed to vary with the gap height hw,
figure 4.26. There appears to be a link between the frequency of disturbance
and the spanwise spacing of the streak, figure 4.27.
10. The effect of Reynolds number is observed to be less significant for the cases
considered. In particular, among the three Rec values considered, the streak
spacing is found to be similar for the two Rec on the higher side, but a distinct
behaviour is observed for the lowest Rec, which was attributed to the change
in the wake characteristics at low Rec. On the other hand, the disturbance
profile and the energy growth characteristics are found to be independent of
the Reynolds number. Further investigations would be necessary to arrive at
any concrete insights on the effect of Rec.
By comparing the present observations with the transition characteristics of nat-
ural, bypass and cylinder wake-boundary layer interaction, summarised in table 4.5,
it could be seen that the features observed in the current experiments do not corre-
spond to one particular type of transition. Rather the present results show a mixed
transitional behaviour in the aerofoil-wake boundary layer interaction. Specifically,
for a lower gap (hw = 40 mm), non-modal characteristics were predominantly ob-
served. When the gap is increased to hw = 60 mm, co-existence of both modal and
non-modal characteristics was observed. For the height hw = 80 mm, the transi-
tional characteristics were primarily modal. Thus, it can be concluded that when the
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Features
Natural
Transiiton
Bypass
transiiton
Cylinder
wake-boundary
layer interaction
Present
experiment
Mean velocity
profile
Blasius
Slightly
deviated from
Blasius
Slightly
deviated from
Blasius
Blasius
Urms profile
Near
wall peak
Non-modal
distribution
Non-modal
distribution
Both non-modal
and near-wall peak
is observed for a
selected bandwidth
of frequency
Disturbance
growth
Exponential Algebraic
Initially
exponential,
later algebraic
Exponential
Streaky
structure & its
spanwise
spacing
Absent
Present, order
of boundary
layer thickness
Present, order
of boundary
layer thickness
Present, much
larger than
boundary layer
thickness
Table 4.5: Comparison of present transitional characteristics with the FST induced
transition and cylinder wake induced transition.
gap is increased, the transition characteristics is observed to shift from non-modal
to modal with mixed characteristics for intermediate gaps.
In the presence of such mixed transitional features, an understanding of the lam-
inar breakdown process would be useful in establishing the transition mechanism
in the aerofoil wake-boundary layer interaction. From the literature, it is generally
observed that breakdown occurs when the amplitude of fluctuations, expressed as
a fraction of the free-stream velocity, is greater than 1.5% (Fasel, 2002) and 10%
(Westin et al., 1994; Balamurugan and Mandal, 2017) for natural and bypass tran-
sition respectively. However, in the present study, the amplitude of fluctuations
corresponding to the T-S wave (near-wall peak) and the streamwise streaks are
found to be approximately equal to 0.1% and 2% of the free-stream velocity. With
these observations, it can be stated that either T-S wave or streamwise streaks alone
would not be sufficient to induce laminar breakdown. Therefore, a combined insta-
bility of the T-S wave and streaks together may be responsible for inducing the
transition onset.
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Chapter 5
Linear stability analysis
Spatial linear stability analysis has been carried out on the measured wake-boundary
layer profile. The aim of this numerical analysis is to verify whether the spatial
amplification of the disturbance observed in the near-wall region (for hw = 60 mm)
of spectrum is consistent with the presence of T-S waves, and how the wake deficit
profile affects the growth rates of such modes.
5.1 Introduction
The fully turbulent wake acts as a source of forcing for disturbances in the boundary
layer beneath. The frequency content of this forcing mechanism is broadband (simi-
lar to a turbulent distribution). This broadband forcing should lead to amplification
of disturbances at some select frequencies within the boundary layer, based on its
stability characteristics. Certainly, the presence of the wake would alter the stability
characteristics but, as seen later, not to a significant degree. Linear stability has
been used to analyse unsteady wakes (Barkley, 2006; Leontini et al., 2010) and fully
developed turbulent flows as well as the more usual steady, laminar flow. Sreenivasan
(1988) used the concept of critical layers in fully developed turbulent boundary lay-
ers, which actually originated from linear stability theory. In this chapter, a local,
spatial stability analysis of the measured wake profiles is described, starting with
an outline of the approach, some validation examples, before discussing the results
obtained for the present measured velocity profiles.
Linear stability theory is used to understand the evolution of infinitesimal pertur-
bations in laminar flow by means of the linearized Navier-Stokes equations. To solve
the linearized equation numerically with a reasonable computational cost, the par-
allel flow assumption is used, where streamwise flow gradients and the wall-normal
mean velocity component is assumed to be zero. According to Squire’s theorem,
two-dimensional disturbances are more unstable than three-dimensional, hence the
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most significant infinitesimal disturbance is assumed to be two-dimensional. By
considering the two-dimensional disturbance as a wave form (equation 5.1-5.3) and
substituting in the linearized non-dimensional Navier-Stokes equations, a fourth or-
der differential equation can be obtained. This is the Orr-Sommerfeld equation (5.4);
for a detailed derivation one can refer to Schmid and Henningson (2012).
ψ = φ(y)ei(αx−ωt) (5.1)
u˜ =
∂ψ
∂y
= φ′(y)ei(αx−ωt) (5.2)
v˜ = −∂ψ
∂x
= φ(y)ei(αx−ωt)(−iα) (5.3)
[(D2 − α2)(iUα− iω)− iαU ′′ − 1
Reδ∗
(D2 − α2)2]v˜ = 0 (5.4)
[iU(D2 − α2)− iU ′′ − 1
αReδ∗
(D2 − α2)2]v˜ = ic(D2 − α2)v˜ (5.5)
Here, the disturbance equation is given in terms of streamfunction ψ. The per-
turbation mode shape, φ, is assumed to be a function of y alone. All quantities are
dimensionless and the prime symbol and the symbol D both represent differentiation
with respect to η (= y/δ∗). α, ω & c represent the wave number in the streamwise
(x) direction, angular frequency and phase velocity (= ω/α) respectively. By re-
arranging equation 5.4, the Orr-Sommerfeld equation can be seen as an eigenvalue
problem, equation 5.5.
In general the eigenvalue problem formulated in equation 5.5 has solutions in-
volving both complex frequency (ω) and wavenumber (α). In the case of open flows,
like boundary layers and free shear flows, disturbances practically evolve in space
rather than time, therefore the present aerofoil wake-boundary layer interaction is
considered as a spatial problem and equation 5.5 is solved for complex streamwise
wave number (α), by constraining ω to be real. It can be noted that α and differ-
ential operator, D in equation 5.5 appear raised to the power of 4. By applying a
simple transformation (equation 5.6, suggested in Haj-Hariri, 1988), the fourth or-
der non-linear eigenvalue problem can be reduced to a second order problem, given
in equation 5.7.
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v˜ = V̂ e−αy (5.6)
(D2 − 2αD)(iω − iαU)V̂ + iαU ′′V̂ + 1
Reδ∗
(D2 − 2αD)2V̂ = 0 (5.7)
This second order system is further reduced to two first order systems to yield
a simpler, linear eigenvalue problem (Schmid and Henningson, 2012). This can be
obtained by introducing the vector (αV̂ , V̂ ) which is described in equation (5.8).
[
−R1 R0
I 0
][
αV̂
V̂
]
= α
[
R2 0
0 I
][
αV̂
V̂
]
(5.8)
where,
R1 = −2iωD − 4
Reδ∗
D3 − iUD2 + iU ′′
R2 =
4
Reδ∗
D2 + 2iUD
R0 = iωD
2 +
1
Reδ∗
D4
To solve this eigenvalue problem U(y), Reδ∗ and ω need to be specified to ob-
tain the coefficients of the matrix. Further, defining the suitable set of boundary
conditions for the mean flow, the solution procedure will yield an eigenfunction
(φ(y) or v˜) and its corresponding complex eigenvalue (either α or c). The method
of spatial discretisation of equation 5.8 plays an important role in determining the
accuracy of the solution. In the present analysis, the Chebyshev spectral method is
used to discretise the equation in the wall-normal direction, as is laid-out in Schmid
and Henningson (2012). High accuracy and exponential rate of convergence can be
achieved in spectral methods by expanding the eigenfunctions through Chebyshev
polynomials. The computational grid used for the Chebyshev spectral method must
lie in a domain ξ ∈ [-1,1] so the semi-infinite physical domain is transformed into a
finite computational domain, equation 5.9.
η = l
1− ξ
1 + s+ ξ
(5.9)
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where,
ξ = cos(
pij
K
), j = 0, 1, 2...K
s =
2l
ηe
, l =
ηeηh
ηe − 2ηh , η = [0, ηe]
One of the disadvantages of the spectral method is that the eigenspectrum con-
tains a few mesh-dependent spurious modes. These modes can easily be identified
by changing the number of Chebyshev polynomials used for the computation. In
the present analysis, 201 Chebyshev polynomials are used. The validation of this
numerical scheme and the results are discussed below.
5.2 Solver validation
Based on the above eigenvalue formulations and spectral discretisation technique,
an Orr-sommerfeld code was written in MATLAB based on the algorithm of Haj-
Hariri, 1988; Varghese, 2016; Mitra, 2018 and was validated with two cases from the
literature.
Blasius profile:
The classical problem of a boundary layer on a semi-infinite flat plate is first
considered. The differential equation governing the flat plate boundary layer prob-
lem is given in equation 5.10. The nonlinear equation is numerically solved using
Runge-Kutta based shooting method along with the boundary conditions given by
f(0) = 0 and f(η →∞) = 1. As a result, the familiar self-similar Blasius profile is
obtained and it is shown in figure 5.1.
1
2
f(η)f ′′(η) + f ′′′(η) = 0 (5.10)
where,
f ′(η) = U = U/U0
η =
y√
νx
U0
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Figure 5.1: Blasius velocity profile and its derivatives.
The obtained Blasius profile U(y) is then fed into the Orr-Sommerfeld code and
the corresponding eigenvalue problem is solved for various values of Reδ∗ and ω.
Here the eigenvalues are obtained in terms of complex phase velocity (c = cr+ici).
Here cr describes the phase velocity of the applied disturbance and ci determines
whether the disturbance wave is amplified (ci > 0) or damped (ci < 0). Based on
the obtained ci values, a contour plot is generated and it is shown in figure 5.2.
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Figure 5.2: Neutral curve for Blasius profile - obtained by solving spatial Orr-
Sommerfeld equation. The labels in the curves are corresponding ci values.
The contour with the label ci = 0 is referred to as the neutral curve. The other
curves shown in the figure with positive ci values (ci > 0) indicates unstable regions,
whereas the regions outside the neutral curve are stable (ci < 0). The minimum
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Reynolds number where ci = 0 is referred as critical Reynolds number. For a flow
over a flat plate with Blasius boundary layer profile, the critical Reynolds number
was found to be 520 by Jordinson (1970). It can be seen from figure 5.2 that the
present solver also yields a very similar value of critical Reynolds number.
Further, the present eigenvalues are compared with the values obtained from
Runge-Kutta based shooting technique (provided by Prof. Michael Gaster) and the
values match satisfactorily as shown in table 5.1. Gaster’s results are obtained using
a shooting method which converges on a single eigenvalue, rather than the complete
spectrum yielded by the present approach. This explains the small discrepancies in
the comparisons.
Reδ∗ ω αr(MG) αr (present) αi(MG) αi (present)
1000 0.2 0.479815584 0.474494124 0.057954546 0.060144809
1000 0.14999 0.394003281 0.390611284 0.010494305 0.010410943
1000 0.1 0.279827398 0.276166985 -0.00728719 -0.007369102
1000 0.05 0.158272189 0.153389833 0.001908451 0.00120584
Table 5.1: Compared the eigenvalues of Blasius profile obtained from Prof. Michael
Gaster (MG) with the present solver values.
Wake-boundary layer profile:
As the present experiments involve confluent wake-boundary layer in the flow,
a second validation case was chosen from a literature study, Liou and Liu (2001)
dealing with local spatial stability analysis of such confluent boundary layers. The
base flow velocity profile is obtained by superposition of the Blasius boundary layer
profile and the Gaussian wake profile (equation 5.11). The superposition was done
carefully to avoid discontinuities in the wall-normal derivatives of the profiles. The
base flow velocity profile and its derivatives are shown in figure 5.3.
U = 1− 0.6e−0.5(y−hw)2 (5.11)
The geometry of the wake, Reδ∗ and ω are similar to those reported in Liou and
Liu (2001). By solving the Orr-Sommerfeld equation for spatial stability using the
present solver, three discrete unstable modes are noticed; one boundary layer mode
and two wake modes (shown in figure 5.4) The wake modes 1 and 2 correspond
to antisymmetric and symmetric modes respectively. These three unstable modes
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Figure 5.3: Wake boundary layer
profile and its derivative.
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Figure 5.4: Eigenvalue spectrum
for the case Reδ∗ = 998, ω = 0.112
for the velocity profile in figure 5.3.
BL & W - stands for boundary layer
and wake modes.
obtained here are also reported by Liou and Liu (2001). For further validation,
the eigenfunctions corresponding to the three unstable modes are compared and are
shown in figures 5.5a and 5.6.
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Figure 5.5: (a) Eigenfunctions for the boundary layer mode in figure 5.4 and its
corresponding (b) streamwise fluctuation profiles for two different gaps.
In both the figures, the eigenfunctions are plotted for two different wake heights
with their values normalised with their corresponding maximum. From the com-
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Figure 5.6: Eigenfunctions for the wake mode 1 and 2 in figure 5.4. Dashed line
correspond to Liou and Liu (2001).
parison plots, a reasonable match between the present results (solid lines) and the
literature (dashed lines) can be observed.
5.3 Base flow velocity profile
Having validated the solver, the spatial stability analysis is applied to the present
experimental results, focussing on the base flow velocity profile corresponding to
hw = 60 mm. From the power spectral distribution plots for hw = 40 and 60 mm
discussed in chapter 4, clear evidence is seen of the amplification of T-S wave like
disturbances for the case hw = 60 mm. Hence, the base flow velocity profile corre-
sponding to hw = 60 mm is chosen for the present spatial stability analysis.
To obtain a smooth velocity profile without any discontinuities in the derivatives,
a confluent wake-boundary layer profile is generated numerically to match the mea-
sured wake profile. There is a considerable potential core between the wake region
and boundary layer for the case hw = 60 mm. The potential core suggests that the
wake and the boundary layer have minimal effect on each other in a time-averaged
sense. From this observation, it is assumed that the downstream wake growth is
not distorted due to the boundary layer. Therefore, in order to obtain the confluent
wake-boundary layer, the velocity profiles of the aerofoil wake and the boundary
layer are superposed. The procedure followed for the superposition is described be-
low.
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From the data measured for the pure aerofoil wake, reported in chapter 2, the
characteristics of the aerofoil wake are obtained in terms of decaying defect velocity
and development of wake thickness in the downstream direction, which are shown
in figure 5.7 respectively. Through a curve fitting technique, expressions for the
defect velocity and wake thickness can be obtained as given in equations 5.12 and
5.13 respectively. With this information, and using the self-similarity equation for
aerofoil wake given by equation 5.14 (Wygnanski et al., 1986 and figure 5.8), the
velocity profiles of the wake at any streamwise station can be obtained.
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Figure 5.7: (a) Decay of defect velocity(u0) and (b) Position of 0.5u0 of the wake
in the downstream distance.
u0 = 6.26 exp[−0.00648(x/l)] + 2.506 exp[−0.000468(x/l)] (5.12)
y0.5 = −7.7× 10−6(x/l)2 + 0.024(x/l) + 4.1 (5.13)
f(η0.5) =
U0 − U
u0
= exp[−0.637(η0.5)2 − 0.056(η0.5)4] (5.14)
where,
η0.5 = (y/y0.5)
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Figure 5.8: Self-similar profile of the aerofoil wake.
From chapter 4, it is known that the boundary layer profiles for case hw = 60
mm matches the Blasius solution. Having the velocity profiles for the wake and
the boundary layer, the velocity profile of the confluent wake-boundary layer can
be obtained. The resulting profiles of the confluent wake-boundary layer for various
streamwise stations are shown in figure 5.9
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Figure 5.9: Numerically generated confluent wake boundary layer profile for the
case hw = 60 mm.
The combined boundary layer and wake profiles shown in figure 5.9 are derived
for various streamwise stations ranging from x/l = 0.09 – 0.53. The corresponding
wall-normal derivatives are shown in figure 5.10.
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Figure 5.10: First and second derivatives of the confluent wake-boundary layer
shown in figure 5.9.
5.4 Results and discussion
By solving the Orr-Sommerfeld equation with the obtained base flow velocity pro-
files for various streamwise stations, the spatial growth rate (−αi) of the unstable
boundary layer mode is obtained as shown in figure 5.11a. It can be observed that
the maximum growth rate increases in the downstream direction, while its corre-
sponding frequency decreases. The same trends were previously noted (chapter 4)
for the mid-range frequency of the streamwise spectral distribution, which is repro-
duced again in figure 5.12.
To study the effect of the wake on boundary layer stability, the growth rate of
the Blasius mode (i.e. in the absence of the wake) is compared with that of the
presently-computed boundary layer mode (i.e. in the presence of the wake), shown
in figure 5.11b. Firstly, from figure 5.11b, the growth rate trend for both the cases
is similar. However, the maximum growth rate of the boundary layer mode (solid
line) is greater than the growth rate of the Blasius mode (dashed line) and the
frequency of the most-amplified boundary layer mode is slightly higher than for the
Blasius mode. The difference between the growth rates of the two modes tends to
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decrease as one moves downstream. It is clear that the presence of the wake above
the boundary layer amplifies the growth rates of the boundary layer mode and, as
the wake decays (weakens) moving downstream, the growth rates of the boundary
layer mode tend to those of the Blasius mode.
0 20 40 60 80
0
0.005
0.01
0.015
(a)
0 20 40 60 80
0
0.005
0.01
0.015
(b)
Figure 5.11: (a) Growth rate of the boundary layer mode from the confluent
boundary layer profiles, which is (b) compared with the growth rate of the Blasius
profile (dashed line).
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Figure 5.12: Normalised power spectrum measured at y/δ = 0.2 for the case hw
= 60 mm.
To compare the mid-range frequencies observed in the spectrum (figure 5.12)
with those of the modal disturbances (T-S waves), the N -factor of the boundary
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layer mode is calculated. The N -factor or eN technique is a method based on linear
stability theory to predict the transition location and it was first proposed by Smith
(1956) and Van Ingen (1956). A brief explanation of this method is given below
followed by an N -factor calculation on the present case.
N is defined as the amplitude factor of the disturbance, which is obtained using
the ratio of amplitudes of the disturbance, A and A+dA at two streamwise locations,
x and x+dx respectively. The amplitudes of the disturbance are given by A = e−αix
and A + dA = e−αi(x+dx). The ratio between these two amplitudes provide the
information on the disturbance (wave) growth and is given by:
A+ dA
A
= e−αi(x+dx) (5.15)
or
ln(A+ dA)− ln(A) = d[ln(A)] = −αidx (5.16)
By integrating the above equation from x0, which is the position where the
instability starts to grow, to the location x, one can obtain the expression for the
N -factor as:
N =
∫ x
x0
−αidx (5.17)
From equation 5.17, for a given frequency (ω), the amplification factor N can
be calculated for various streamwise stations. The results are plotted in figure 5.13.
Each coloured line in the figure corresponds to a frequency (ω) chosen from the
range 0.05 to 0.09 in a step size of 0.001. From the envelope of the set of curves for
various ω, the maximum amplification factor (Nm) is obtained.
It can be hypothesized that, if the frequency of the maximum N -factor of the
boundary layer mode (from figure 5.13) is comparable to the spatial amplification
of the mid-range frequencies in the experimental spectrum (from figure 5.12), then
it would be a strong indication that T-S waves are present in the present experi-
ment. Table 5.2 provides the comparison between the two frequencies for various
streamwise stations.
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Figure 5.13: N,Nm-factor values of the boundary layer mode obtained from the
wake boundary layer profile.
x (mm) x/l δ∗ (mm) ω at Nm F from ω F from experiment
500 0.22 1.0062 0.07483 56 61
600 0.27 1.1023 0.07275 50 56
700 0.31 1.1906 0.07172 45 53
800 0.35 1.2728 0.06965 41 52
900 0.4 1.3500 0.06862 39 47
Table 5.2: Comparison of the dominant frequency from the growth rate of the
boundary layer mode with the frequency corresponding to the amplification of mid-
range frequency in figure 5.12.
In table 5.2, using
F =
2pifν
U20
=
2pif(δ∗/U0)
U0δ∗/ν
=
ω
Reδ∗
× 106 (5.18)
the angular frequency (ω) is transformed into the non-dimensional frequency (F ).
Table 5.2 shows that that the frequencies obtained from theN -factors and those from
the spectrum are comparable to each other. The small differences may be associated
with slight mismatches between boundary layer profiles measured in the experiment
and used for the computation. Despite these differences, the decreasing trend of the
frequency in the downstream distance is observed in both cases. However, one can
certainly argue that the mid-range frequencies observed in the experiment (figure.
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5.12) correspond well with the predicted T-S frequencies. Thus, from the above
observation along with one of the inferences from the previous chapter, i.e., the
near-wall peak occurring in mid-range frequencies (figure 4.22), it can be stated
that T-S waves are likely to be present.
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Figure 5.14: Nm-Factor for the three different modes of the confluent wake-
boundary layer and Blasius boundary layer profile
To ascertain how the growth of the wake modes differs from the Blasius and
boundary layer modes, the calculated Nm for all the cases are compared in figure
5.14. Nm for the boundary layer mode is higher than that for the Blasius mode by
a value of 2. In figure. 5.11b, it was observed that the spatial growth rates of the
boundary layer modes were higher than that of the Blasius mode, which is why Nm
is higher for the boundary layer modes. This indicates that the presence of wake
above the boundary layer would result in earlier natural transition in comparison to
the Blasius boundary layer case. So, as well as stimulating non-modal growth, the
wake also plays an important role in growth of the natural boundary layer modes
and hence transition onset.
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Chapter 6
Conclusions and recommendations
In the present thesis, an attempt is made to gain insight into the laminar-turbulent
transitional characteristics of the aerofoil wake-boundary layer interaction, which
is prevalent in multi-element aerofoils and turbomachines. The work is novel in
featuring a fully-developed turbulent wake acting at a distance from an otherwise
undisturbed laminar boundary layer with very low turbulence intensity in the sur-
rounding field.
Two original contributions are the development of a new, rational procedure for
measuring the intermittency in the transition zone and the evidence of both modal
and non-modal transition mechanisms in this flow field. The key findings and con-
clusions with regards to the above two contributions are discussed below.
Transitional intermittency distribution
The extraction of intermittency information from the flow helps in determining
the level of turbulence in the transition zone and further to determine the length
of the transition zone. It has been demonstrated that the available intermittency
measurement techniques in the literature are subjective due to their dependence
on an arbitrary threshold value. In the present work, a rational technique for the
intermittency measurement, particularly in the streamwise direction, is proposed to
overcome the subjectivity involved in other methods. The underlying idea is based
on a simple assumption that the magnitude of the laminar perturbation at the tran-
sition onset point is considered as the maximum laminar perturbation throughout
the flow. In the present work, the transition onset point was identified using a com-
bined third moment (u3) and skewness (u3/u3rms) based approach, which in turn
helps to determine the maximum laminar perturbation. Subsequently, by filtering
the maximum laminar perturbation from the transitional flow, the intermittency
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distribution can be obtained.
The resulting values of the intermittency are validated against the values ob-
tained using the dual-slope method (Kuan and Wang, 1990), which is a commonly
used method in recent times. It is observed that a reasonable match between the
two methods is achieved. However, it should be noted that the dual-slope method is
itself arbitrary in terms of selecting a threshold value. It is recommended that the
approach proposed in this thesis, which employs a rigorous method for threshold
selection, would be a more robust alternative for intermittency determination in the
streamwise direction.
The developed measures of skewness and intermittency were further used to anal-
yse the effect of the gap on the transition onset and breakdown points and the length
of the transition zone. A surprising finding is that all the above three parameters
are observed to vary linearly with respect to the gap, despite the nonlinear growth
of wake and boundary thicknesses in the downstream direction. A good agreement
has been demonstrated between the intermittency distribution obtained using the
hypothesis of concentrated breakdown (Narasimha, 1957) and the present results.
Laminar-turbulent transitional characteristics
The transitional characteristics of aerofoil wake-boundary layer interaction were
studied using an upstream aerofoil- downstream flat plate configuration. As stated
earlier, this is believed to be the first study to use an aerofoil-flat plate configuration.
The flow field analysis was focused on the pre-transitional zone in order to study
the initial disturbance growth.
Two cases (aerofoil-plate gap heights of hw = 40 and 60 mm) were considered for
particular attention due to their larger pre-transitional zone length, which in turn
allows for detailed analysis of the disturbance growth. An emphasis was placed on
elucidating the differences between the transition characteristics of the present con-
figuration with that of the other transition mechanisms established in the literature
(FST induced transition and cylinder wake-boundary layer interaction).
From the analysis results, it was observed that the upstream wake contains
a broad bandwidth of disturbances, dominated by mid-range frequencies (80-300
Hz), which then interact with the downstream boundary layer and induces laminar-
turbulent transition. Further, the bandwidth of the wake disturbance is found to
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vary with respect to the proximity (gap) of the aerofoil, which in turn influences the
level of turbulent intensity with which the interaction occurs. As a consequence,
the flow in the pre-transitional zone is observed to exhibit both the natural and
bypass transition characteristics. In particular, the streamwise disturbance growth
was exponential in character, the power spectral density confirming that the spatial
amplification of the disturbance was similar to that of T-S wave growth as predicted
by linear stability analysis. On the other hand, in the same region, two distinct
features of bypass transition were observed, namely the non-modal disturbance pro-
file and the presence of a longitudinal streaky structure. Surprisingly, the spanwise
spacing of the streaky structure is much larger than that predicted by transient
growth theory and it is found to increase as the aerofoil is moved further away from
the plate. Such a variation of the spacing with respect to the gap also correlates with
the bandwidth of the frequency with which the disturbance acts on the boundary
layer.
In the case of FST induced transition, it was reported that the longitudinal
streaky structure originates from the leading edge (Kendall, 1985; Westin et al.,
1994). On the other hand in the present experiment, the origin of the streaky struc-
ture appears to be controlled by the proximity of the wake. Also, it is demonstrated
for the cases hw = 60 & 80 mm, that there is a gradual transformation of modal to
non-modal type of disturbance profile and it appears to occur more or less at the
streamwise location where the turbulent intensity at the edge of the boundary layer
attains 0.1%. On a different note, this part of the flow with borderline character-
istics would be very useful for studying the receptivity mechanism and the streak
formation in detail, and the present experimental set up allows the length of the
initial receptivity region to be controlled.
From the above results, it can be established the transition mechanism associ-
ated with the aerofoil-wake boundary layer interaction possesses mixed character-
istics and is significantly different to the transition characteristics associated with
cylinder wake-boundary layer interaction. The aerofoil-wake boundary layer interac-
tion exhibits both exponential disturbance growth as well as non-modal disturbance
profiles and widely-spaced streaky structures. These observations indicate that the
underlying transition mechanism may be different in nature to that induced by FST.
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Progress towards objective
Now, returning to the objective of the thesis, how would the present results of
intermittency distribution and laminar-turbulent transitional characteristics help to
increase the accuracy of CL,max prediction? The present measurements have revealed
some new flow physics in the pre-transitional zone which need to be included, at
some point, in the future CFD models used for high-lift systems analysis and de-
sign. For example, from the linear stability calculation, it is observed that there
is a constant shift in the Nm-factor value for the wake-boundary layer profile when
compared with the boundary layer profile alone. By repeating this calculation for
various wake geometries, a correlation can be obtained between Nm and the wake
geometry, which would help to determine the transition onset for the multi-element
aerofoil case. On the other hand, in the case of commercial transition models (e.g.
γ-θ model, Menter et al. 2006), transition onset and length of the transition zone are
obtained using an empirical correlation function. By validating the solver with the
present results for transition onset and transition length, more reliable correlation
functions could be obtained.
However, the new knowledge will not be sufficient to create a complete model of
wake-boundary layer interaction for accurate transition prediction on multi-element
aerofoils. There are other factors (e.g. flow curvature, pressure gradients, compress-
ibility, multiple wake interaction, sweep) which need to be considered before a better
model would be available.
Recommendations for further work
1. Variation of spanwise spacing of the streaky structures, as the aerofoil gap
(hw) and Reynolds number were varied, was observed in the present work.
The reasons behind this variation are not clear, however it appears that a
link exists between the frequencies of the dominating disturbances and the
spanwise spacing. This could potentially be studied by designing a separate
experiment whereby the upstream disturbance frequencies can be varied in a
controlled fashion.
2. Additional insight could be derived by conducting further experiments with the
aerofoil at non-zero angles of attack, leading to an interaction of asymmetric
wake with the downstream boundary layer, as would be the case in a high-lift
system. An asymmetrical turbulent wake displays an interesting phenomenon
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called counter gradient diffusion (i.e., turbulent diffusion takes place against
the mean velocity gradient, resulting in a transfer of energy from the turbulence
to mean flow), thereby exposing additional phenomena which may be relevant
to the real problem.
3. Another interesting study would be to investigate the effect of an upstream
aerofoil wake on a downstream body which is more realistic than a zero-
pressure gradient flat plate. To achieve this, an experiment can be designed
by imposing a user-specified pressure gradient (favourable or adverse) on the
flat plate.
4. Most of the FST induced transition studies in the literature are carried out
by placing the grid upstream of the leading edge and covering the whole test
section. In such a case, the interaction of the turbulence from the free-stream
with the flat plate starts at the leading edge. Instead, if the grid is placed
above the leading edge as similar to the position of the aerofoil in the present
experiment, it would lead to an interaction of isotropic turbulence with the
flat plate boundary layer downstream of the leading edge. Such a study would
help to investigate the receptivity mechanism in detail.
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Appendix A
Uncertainty analysis
In this section, uncertainty estimates on the surface pressure measurements and
velocity measurements from pitot static tube/hot wire anemometry are carried
out. For the calculation, standard ISO uncertainty model (based on Bell, 1999
and Jørgensen, 2005) has been used which combines all the uncertainties from each
input variable and gives the total uncertainty.
The standard uncertainty of any individual measurement, us is defined based on
the standard deviation, S and is given by
us =
S√
n
(A.1)
Where S is the standard deviation given by
S =
√∑n
i=1 (xi − x)2
(n− 1) (A.2)
Here, n is the number of sample measured, xi is the result of the i
th measurement
and x is the arithmetic mean of all xi.
A second type of standard uncertainty, termed as type B uncertainty is used if
the number of sample measurements are scarce. Using this type, one can obtain the
upper and lower limits of uncertainty. The type B uncertainty is defined as
us =
a√
3
(A.3)
Where a is the semi-range between the upper and lower limits.
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The combined standard uncertainty of a quantity can be determined by sum-
mation in quadrature with the uncertainties corresponding to the individual input
variables. For a function Y = f(X1, X2. . . XN), the combined standard uncertainty,
uc(Y ) is given as
uc(Y ) =
√[
∂Y
∂X1
us(X1)
]2
+
[
∂Y
∂X2
us(X2)
]2
+ ...+
[
∂Y
∂XN
us(XN)
]2
(A.4)
Here, the function Y represents the output quantity of interest which possesses
several sources of uncertainties arising from variables X1, X2,. . . XN . us(X1),
us(X2). . .us(XN) denotes the standard uncertainties of the individual sources. The
combined uncertainty can be expressed in summation form as below.
uc(Y ) =
√√√√ N∑
i=1
(
∂Y
∂Xi
)2
us(Xi)
2 (A.5)
The relative combined standard uncertainty can be obtained as follows
uc(Y )
Y
=
√√√√ N∑
i=1
(
∂Y
∂Xi
)2
us(Xi)
2
Y 2
(A.6)
The combined standard uncertainty, uc is often multiplied by a coverage factor
k to obtain expanded combined uncertainty, ue. The coverage factor k is calculated
based on the error distribution (Gaussian or rectangular).
ue = Kc
uc(Y )
Y
(A.7)
In the present experiments, the quantities of interest for uncertainty calculations
are the coefficient of pressure and velocities from pitot tube/hot wire.
The coefficient of pressure is given as
Cp =
pd
1/2ρU0
2 (A.8)
where, pd, ρ and U0 are the pressure, density and velocity respectively.
Using equation A.6, the combined relative standard uncertainty of the coefficient
of pressure can be obtained as
117
uc(Cp)
Cp
=
√[
us(pd)
pd
]2
+
[
us(ρ)
ρ
]2
+
[
2us(U0)
U0
]2
(A.9)
The relative standard uncertainty for the density can be obtained using the ideal
gas equation p = ρRT and is given by
us(ρ)
ρ
=
√[
us(p)
p
]2
+
[
us(T )
T
]2
(A.10)
The relative standard uncertainty for the velocity can be obtained from the
dynamic pressure equation q∞ = 12ρU0
2 and is given by
us(U0)
U0
=
√[ 1
2
us(q∞)
q∞
]2
+
[ 1
2
us(ρ)
ρ
]2
(A.11)
The standard uncertainties for the differential static pressure and the dynamic
pressure are obtained directly from the measurements using the formula (A.1 &
A.3). The standard uncertainties and their relative values for all the variables are
shown in the table below.
Variable,X Reference us type us(X) us(X)/X
pd 2.7 pa Type A 0.001 0.37%
p 101325 pa Type A 0.0004 0.04%
q∞ 246 pa Type B (1/
√
3) 0.0682 0.02%
T 20oC Type B (1/
√
3) 0.0708 0.35%
Table A.1: Uncertainty estimates of surface pressure distribution
The relative combined uncertainty estimate of Cp is found as 0.62%
Further, the expanded combined uncertainty for a confidence level of 95% is 1.2%
Next, the relative standard uncertainty for the velocity measured using a hot
wire is obtained. The sources of uncertainty for the hot wire measurements stem
from calibration and data acquisition. First, the individual standard uncertainties
from the sources are calculated and are given by
us(Ucalib) =
S(Upitot)√
n
(A.12)
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us(Ufit) =
S(Ulinear)√
n
(A.13)
us(UA/D) = Kc
Erange
2n
∂u
∂E
(A.14)
Us(Ucalib), us(Ufit) and us(UA/D) are the individual uncertainties corresponding
to the errors in the calibration, linearisation and analogue to digital data acquisi-
tion. In the above expression, Erange represents measured voltage. The combined
standard uncertainty for the velocity obtained from the hot wire is then calculated as
Us(U) =
√
[us(Ucalib)]
2 + [us(Ufit)]
2 + [us(UA/D)]
2 (A.15)
From the present measurements, for 20 m/s, the individual uncertainties, Us(Ucalib),
us(Ufit) and us(UA/D) are obtained as 0.06 , 0.0095 and 0.0035 m/s. Further, the
combined relative standard uncertainty for the hot-wire velocity is obtained as 0.3%.
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