A second-derivative-free iteration method is proposed below for finding a root of a nonlinear equation f (x) = 0 with integer multiplicity m ≥ 1:
Introduction
Newton's method is commonly used to find an approximate simple root of a given nonlinear equation. Many researchers [1] [2] [3] [4] [5] [6] have improved Newton's method and designed its higher-order variants. Kalantari [7, 8] established a general and elegant approach for a k-point family of iterative methods, using the ideas of the divided-difference matrix, confluent divided differences and the determinantal Taylor theorem. In addition, high-order algebraic methods [9] for approximating square roots have been extensively investigated; visualization via polynomiography [9] in the complex plane has enabled us to observe the fascinating beauty of fractals which attracts some readers to this area.
Suppose that a function f : C → C has a multiple root α with integer multiplicity m ≥ 1 and is analytic in a small neighborhood of α. In this paper, a new iteration method free of second derivatives is proposed below for finding an approximate root α, given an initial guess x 0 sufficiently close to α:
, n = 0, 1, 2, . . . , (1.1) where µ and γ are parameters to be chosen for maximal order of convergence [10, 11] . Observe that the pair (µ = 0, γ = 0) in (1.1) yields the classical Newton method for a simple root. For when m = 1 for a function f : R → R having α ∈ R, Kou [12] and Potra [5] investigated the cases with (µ = −1, γ = 1) and (µ = 1, γ = −1), respectively. A general extension of their studies with root multiplicity taken into account is the main objective of this paper. Observe that (1.1) is free of second derivatives, unlike the modified Halley method [3] and the Euler-Chebyshev method [6] requiring the second derivatives shown below respectively:
, n = 0, 1, 2, . . . ,
We will show that iterative scheme (1.1) has cubic convergence and the asymptotic error constant [10, 11] is expressed in terms of m, µ and γ . We rewrite the given equation f (x) = 0 in the form x − g(x) = 0, where g : C → C is analytic in a sufficiently small neighborhood of α. Thus we can obtain an approximate α by computing x n repeatedly with following scheme:
for a given x 0 ∈ C. Let p ∈ N be given and g(x) satisfy the relation below:
(1.5)
Then it can be shown, by extending the similar analysis [2] for C, that the asymptotic error constant η with order of
Let us define
where
. Our aim is to obtain the maximal order of convergence p using (1.5) as well as to derive the asymptotic error constant associated with p in terms of m and properly chosen µ and γ . To this end, we need to investigate some local properties of g(x) in a small neighborhood of α. From g(x) as defined in (1.8), we obtain
are used for brevity and the symbol ′ denotes the derivative with respect to x. With the aid of (1.9), some relationships between µ, γ , g ′ (α), g ′′ (α) and g ′′′ (α) are sought for maximum order of convergence in Section 2.
By Lemmas 1.1 and
Using L'Hospital's rule [13] repeatedly, we get
(1.10)
To effectively compute g ′ (α), g ′′ (α) and g ′′′ (α) for cubic order of convergence, some local properties of h(x) and f (x) are Lemma 1.2. Let z(x) = x − µh(x) ∈ C and h(x) be described as at the beginning of Section 1. Let α be a zero of multiplicity m and t = z
Then the following hold:
(1)
Convergence analysis
In this section, we develop the order of convergence and the asymptotic error constant for iteration scheme (1.1) in terms of parameters µ and γ .
We differentiate both sides of (1.7) with respect to x to obtain
Since g ′ is continuous at α, we have
we repeatedly apply L'Hospital's rule with Lemma 1.2 and the fact that α = g(α). Since we have
.
Letting g ′ (α) = 0 in the above relation, we get
We differentiate both sides of (2.1) with respect to x to obtain
Hence, we have
. We can obtain G 2 (α) by computation similar to that done in G 1 (α). Using Lemma 1.2, we have
(2.9) Repeated applications of L'Hospital's rule yield
(2.10) whose graph is sketched in Fig. 1 . Such a root t is easily found to be an algebraic number [14] since all the coefficients are integers. The next theorem guarantees the existence of real roots t of ρ(t). − 1 has no sign change in its coefficients, and the Descartes sign rule assures that no negative real root of ρ exists. This completes the proof. Table 1 shows the typical real roots of ρ(t) with 1 ≤ m ≤ 8 to ensure Theorems 2.1 and 2.2. Complex roots of ρ(t) are not selected, to make iteration scheme (1.1) simpler.
We differentiate both sides of (2.7) with respect to x to obtain
+ γ f (3) ).
(2.12)
From (2.12), we get 
(1 + ρ 3 + ρ 4 ) ≈ 1.4655712318767682.
. Using Lemma 1.2 and the fact that
for cubic order of convergence, we find the relation below:
and q 2 (t) = t(t
From (2.13) and (2.14) with repeated applications of L'Hospital's rule, we finally get
Consequently, we obtain the asymptotic error constant η described in the theorem below. 
Remark. Two pairs (m = 1, t = 0) and (m = 1, t = 2) in (2.16) yield the asymptotic error constants given by Kou [12] and Potra [5] , respectively.
The algorithm, numerical results and discussion
On the basis of the description stated in Sections 1 and 2, we develop a zero-finding algorithm to be implemented with high-precision Mathematica [17] programming. Table 3 Convergence for f (x) = (e −x sin x + log[1 Step1. Construct iteration scheme (1.1) with the given function f having a multiple zero α.
Step2. Set the minimum number of precision digits. With the exact or most accurate zero α, provide the asymptotic error constant η, and order of convergence p, as well as θ 1 , θ 2 , t, φ 1 and φ 2 stated in Section 2. Compute µ = m(1 − t) and γ = m − t m . Set the error range ϵ, the maximum iteration number n max and the initial guess x 0 . Compute f (x 0 ) and |x 0 − α|. Step3. Display, in accordance with (1.1), n, x n , e n = |x n − α|, e n+1 /e n p and η. Table 5 shows successful convergence for a list of other test functions with m, t, µ, γ , the least iteration number ν for convergence and the asymptotic error constant η.
Let p denote the order of convergence and d the number of new evaluations of f (x) or its derivatives per iteration.
Taking into account the computational cost, an efficiency of the given iteration function is measured by the efficiency index * EFF = p 1/d introduced in [6] . A bigger efficiency index indicates a more efficient and less expensive iteration scheme. For our proposed iteration scheme, we find p = 3 and d = 3 to get * EFF = 3 1 3 ≈ 1.44224957 which is better than √ 2, the efficiency index of the modified Newton method.
In this paper, we have proposed a cubic-order iteration scheme (1.1) free of second derivatives. The current approach can be extended to other iterative methods including the Halley method, requiring higher-order derivatives.
