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Kurzfassung
Effekte inMaterialien treten auf verschiedenen Skalen auf. Zur Beschreibung dieser
Effekte werden unterschiedliche Simulationsmethoden verwendet. Die vorliegen-
de Arbeit startet auf der atomistischen Längenskala und führt dort die kristalline
Phasenfeldmethode ein. Es wird eine phänomenologischeHerleitung aus der Swift-
Hohenberg-Gleichung und eine Approximation an die Dichtefunktionaltheorie
gezeigt. Stabilitätsanalysen werden angefertigt, um die Bereiche der stabilen Struk-
turen zu finden. Zur numerischen Implementierung werden Spektralmethoden
verwendet, die ohne Mehraufwand ein implizites Lösen ermöglichen. Für Rein-
stoffe werden Grenzflächenspannungen berechnet und dendritisches Wachstum
präsentiert. Die binäre kristalline Phasenfeldmethode wird für die Modellierung
und Simulation einer eutektischen Erstarrung benutzt. Sie eröffnet den Weg zur
Erweiterung der Methode für mehrkomponentige Mischungen. Analytische Lö-
sungen der freien Energie ermöglichen eine effektive Berechnung, dazu wird eine
Moden-Entwicklung als Approximation an die Dichte verwendet. Damit werden
Phasendiagramme von ternären Eutektika erstellt. Neben ternärer dendritischer
Erstarrung wird auch lamellare eutektische Erstarrung gezeigt.
Die Phasenfeldmethode wird verwendet, um ausgehend von einem kleinen Atom-
cluster einenDendritenmit ternären Seitenarmen zu simulieren. Dabei überbrückt
die Phasenfeldmethode die atomistische Skala bis zur mesoskopischen Skala. Zu-
nächst werden Parameter und Daten aus atomistischen Simulationen gewonnen
und für die Phasenfeldmethode konvertiert. Die Verwendung der Phasenfeldme-
thode auf der atomistischen Skala wird mit Keimwachstum in Molekulardyna-
miksimulationen verglichen und validiert.
Für die Simulation von thermischenDendriten, ausgehend von dem atomistischen
Keim, werden einige Simulationstechniken eingeführt. Eine iterative Hochska-
lierungsmethode ermöglicht es bei gleicher Gebietsgröße und damit gleichem
Rechenaufwand wachsende Strukturen zu simulieren. Besonderheiten der Pha-
senfeldmethode erlauben dieses Hochskalieren nur auf einem begrenzten Bereich
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der Längenskala. Zur weiteren Berechnung wird die Symmetrie des Dendriten
ausgenutzt. Damit ist auch das Ergebnis symmetrisch, dies stellt aber für viele
Untersuchungen keinerlei Einschränkungen dar. Der Fundamentalbereich eines
Dendriten passt in ein Hillsches Tetraeder. Durch Spiegelungen lässt sich aus dem
Fundamentalbereich der komplette Dendrit erstellen. Hillsche Tetraeder nehmen
nur ein Sechstel des Volumens eines Würfels ein und ermöglichen so den Rechen-
aufwand auf 1⇑48 zu reduzieren. Die Benutzung einer speziellen Randbedingung
an den Seiten des Hillschen Tetraeders erlaubt die Simulation identischer Ergeb-
nisse gegenüber des vollen Gebiets. Die spezielle Lage eines Dendritenarms im
Hillschen Tetraeder erlaubt es, zusätzlich auf einen Teil des Hillschen Tetraeders
zu verzichten. Damit reduziert sich der Rechenaufwand auf 1⇑96. Diese Techniken
erlauben es, ausgehend von einem 5nm großen Keim, einen Dendriten mit einer
Spannweite von 4 000 Zellen mit einer Auflösung von 5Å je Zelle zu berechnen.
Abstract
Effects in materials occur on various scales. For the description of these effects,
different simulation methods are used. The present thesis begins on the atomistic
length scale and there introduces the phase-field crystal method. A phenomeno-
logical derivation from the Swift-Hohenberg equation and an approximation to
the density functional theory is shown. Stability analyses are made in order to find
the regions of the stable structures. Spectral methods are used for the numerical
implementation, which enable implicit solving without additional effort. For pure
materials, interfacial tensions are calculated and dendritic growth is presented.
The binary phase-field crystal method is used for modelling and simulating an
eutectic solidification. It opens the way to the extension of the method for mul-
ticomponent mixtures. Analytic solutions of the free energy enable an effective
calculation, for which a mode development is used as an approximation to the
density. With this, phase diagrams of ternary eutectics are produced. Besides
ternary dendritic solidification, lamellar eutectic solidification is also shown.
The phase-field method is used to study a dendrite with ternary side arms, starting
from a small atomic cluster. There, the phase-field method bridges the atomistic
scale up to the mesoscopic scale. First, parameters and data are obtained from
atomistic simulations and converted for the phase-field method. The use of the
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phase-field method on the atomistic scale is compared and validated with grain
growth in molecular dynamics simulations.
Starting from the atomistic grain, some simulation techniques are introduced for
the simulaton of thermal dendrites. An iterative upscaling method allows the
simulation of growing structures, with the same simulation size and the same
calculation effort. Particular characteristics of the phase-field method only allow
this upscaling in a limited area of the length scale. For further calculation, the
symmetry of the dendrite is utilized. With this, the result is symmetrical too, but
is no restriction for many investigations. The fundamental domain of a dendrite
fits into a Hill tetrahedron. By means of reflections, the whole dendrite can be
created from the fundamental domain. Hill tetrahedrons only take up one-sixth
of the volume of a cube and thus enable the reduction of the calculation effort to
1⇑48. The use of a special boundary condition at the sides of the Hill tetrahedron
enables the simulation of identical results, as compared to the full region. The
special position of a dendrite arm in the Hill tetrahedron allows to additionally cut
off a part of the Hill tetrahedron. So the calulation effort reduces to 1⇑96. These
techniques allow the calculation of a dendrite with a span of 4 000 cells, with a
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Die wissenschaftliche Neugier für den Aufbau von und den Prozessen in Materia-
lien erstreckt sich über mehrere Längenskalen. Sie reicht von der atomistischen
Skala, auf der u. a. Struktur und Dynamik von Gitterdefekten untersucht werden,
bis zur makroskopischen Skala, auf der ganze Bauteile betrachtet werden. Für die
verschiedenen Längenskalen sind unterschiedliche Simulationsmodelle entwickelt
worden. Während Methoden der atomistischen Skala grundsätzliche Material-
parameter bestimmen können, werden diese Parameter von den Methoden der
größeren Skalen verwendet. Auch wenn ganze Bauteile aus Atomen bestehen, ist
es meist recht uninteressant, was das einzelne Atom gerade genau macht. Daher
werden auf größeren Skalen Gesetzmäßigkeiten benutzt, die das Verhalten einzel-
ner Atome zu einer Gesamtheit zusammenfassen. Als Beispiel sei die Erstarrung
genannt. Sie beginnt mit einzelnen Atomen, Atomclustern, einzelnen Kristallen,
mehreren Kristallen, Körnern und endet bei großen Bauteilen. Wo irgendwann
nur noch fest oder flüssig, da oder nicht da interessiert. Werden Korngrenzen
betrachtet, genügt es meist Körner aufzulösen. Kleinere Bestandteile erhöhen den
Aufwand enorm, liefern aber nur wenige neue Erkenntnisse. Dafür werden andere
Eigenschaften wie Temperatur oder Spannungen eingeführt und den Materialien
lokal zugeordnet, obwohl diese Informationen bereits in den Atomen stecken.
2 Kapitel 1 Einleitung
Die Phasenfeldmethode, die die physikalischen Gesetzmäßigkeiten in ihrem dif-
fusen Übergangsbereich enthält, eignet sich besonders gut für die Beschreibung
auf mehreren Skalen. Ihr diffuser Übergangsbereich kann dabei das Verhalten
von Grenzflächen beschreiben, obwohl die Breite des Übergangsbereichs aus
numerischen Gründen gewählt ist und nicht zwingend mit der physikalischen
Grenzflächenbreite übereinstimmt. Physikalische Eigenschaften zwischen zwei
benachbarten Bereichen werden innerhalb dieses Übergangsbereichs interpoliert,
sodass ein explizites Verfolgen der Grenzflächenbewegung unnötig ist. Vielmehr
kann in den diffusen Übergangsbereich eine scharfe Grenzfläche hineininterpre-
tiert werden. Dies bietet den Vorteil, dass Längenskalierungen keine Anpassung
des Modells nach sich ziehen. So kann die natürliche Skala der Phasenfeldme-
thode, die mesoskopische Skala, verlassen werden und mit ihr bis runter zur
atomistischen Skala gerechnet werden. Diese Arbeit veranschaulicht dies, ob-
wohl kontinuierliche Phasen- und Temperaturfelder verwendet werden, deren
Auflösung geringer ist als der Abstand der Atome, die aus Molekulardynamiksi-
mulationen stammen, welche für den Vergleich benutzt werden. Dies macht es
möglich, das Verhalten eines Keims mit einer Simulationsmethode, beginnend
von der atomistischen Skala bis zur mesoskopischen Skala zu verfolgen und zu un-
tersuchen. Diese Skalenüberbrückung benötigt einige neue Simulationstechniken,
die hier vorgestellt werden.
Mit der Phasenfeldmethode können nur Effekte betrachtet werden, die sich in
ihrem diffusen Übergangsbereich ereignen, so kann sie offensichtlich nicht Effekte
einzelner Atome beschreiben. Einen ähnlichen Ansatz auf der atomistischen Skala
bietet das kristalline Phasenfeld, welches ebenfalls nicht die einzelnen Atome be-
trachtet, sondern eine diffuse Aufenthaltswahrscheinlichkeitsdichte dieser Atome
verarbeitet. Diese neue Methode aus dem Jahr 2002 wirkt im Gegensatz zu der
Molekulardynamik oder der Dichtefunktionaltheorie auf größeren Zeitskalen.
Zunächst wurde sie phänomenologisch aus der Swift-Hohenberg-Gleichung, eine
Gleichung der Musterbildung, abgeleitet. Sie lässt sich als Approximation an die
Dichtefunktionaltheorie herleiten. Die benutzten Korrelationen zwischen einzel-
nen Atomen können auch die Korrelationen zwischen Kolloiden beschreiben, so-
dass das kristalline Phasenfeld nicht auf die atomistische Längenskala beschränkt
ist. Die Betrachtung der Atome als eine Aufenthaltswahrscheinlichkeitsdichte
erfordert die Einführung von Konzentrationsfeldern, damit auch das Verhalten
von Atomen in binären oder ternären Mischungen reproduziert werden kann.
Einleitung 3
Gliederung
Die Arbeit gliedert sich in zwei Bereiche. Im ersten Teil wird das kristalline Pha-
senfeldmodell auf der atomistischen Skala behandelt. Der zweite Teil zeigt, wie ein
Atomcluster auf der atomistischen Skala zu einen Dendriten auf der mesoskopi-
schen Skala heranwächst. Separate Einleitungen in die kristalline Phasenfeld- bzw.
Phasenfeldmethode geben zu Beginn jedes Teils einen vorbereitenden Einblick.
Teil I beginnt in Kapitel 3 mit einer Einführung in die Spektralmethoden, ei-
ne effektive Möglichkeit, partielle Differenzialgleichungen hoher Ordnung zu
lösen. Kristallgitter und deren Modenapproximation werden in Kapitel 4 einge-
führt. Über Eigenschaften der Swift-Hohenberg-Gleichung wird in Kapitel 5 das
kristalline Phasenfeldmodell zunächst phänomenologisch und anschließend aus
der Dichtefunktionaltheorie hergeleitet. In Kapitel 6 werden Anwendungen, wie
Wachstumssimulationen und Berechnungen der Grenzflächenspannung gezeigt.
Eine ausführliche Herleitung des binären kristallinen Phasenfeldmodells wird
in Kapitel 7 vorgestellt. In Kapitel 8 wird ein mehrkomponentiges kristallines
Phasenfeldmodell hergeleitet, für das Phasendiagramme berechnet und lamellare
eutektische Erstarrungen und dendritisches Wachstum in 2D und 3D dargestellt
werden.
Der zweite Teil führt zunächst das Phasenfeldmodell für Reinstoffe in Kapitel 10
ein. Kapitel 11 bestimmt Parameter für Nickel aus der Molekulardynamik für
die Phasenfeldmethode. Molekulardynamikdaten werden in Kapitel 12 für die
Phasenfeldmethode konvertiert. Isothermes Wachstum einer planaren Grenzflä-
che sowie eines kugeligen Clusters wird in Kapitel 13 untersucht und zwischen
der Molekulardynamik und der Phasenfeldmethode verglichen. Anschließend
werden in Kapitel 14 Simulationstechniken für eine effizientere Simulation vor-








Einleitung in die kristalline
Phasenfeldmethode
Dieser erste Teil beschäftigt sich mit Phänomenen auf der atomistischen Längen-
skala. Auf dieser Skala agiert eine große Anzahl an Teilchen miteinander. Das
Detailverhalten der Teilchen ist weniger interessant als eine Aussage über das
Gesamtverhalten des Systems. Die Statistische Physik beschreibt dies mithilfe von
Modellsystemen, die Punktmassen oder starre Körper betrachten. In der ersten
Approximation können harte Kugeln benutzt werden. Harte Kugeln bezeichnen
undurchdringliche Kugeln, die sich nicht überlappen dürfen. Der Übergang zu
kontinuierlichen Potentialen führt zu Lennard-Jones-Potentialen, die aus einer
anziehenden Kraft und einer abstoßenden Kraft bestehen. Bei der anziehenden
Kraft handelt es sich überwiegend um Van-der-Waals-Kräfte, diese fallen mit der
sechsten Potenz des Abstandes ab. Die abstoßende Kraft überwiegt, wenn sich die
Teilchen zu nah kommen, da Elektronen wegen dem Pauli-Prinzip auf energetisch
höhere Orbitale ausweichen müssen.
In der Monte-Carlo-Methode (MC) [2] werden die Teilchen zufällig bewegt und
anschließend die Energie des neuen Zustandes bewertet. Dazu werden die Kräfte
aller Teilchen, die durch das Potential beschrieben werden, integriert. Ist die
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Energie des Systems gesunken, so wird der neue Zustand angenommen. Steigt
die Energie an, so wird der neue Zustand mit einer gewissen Wahrscheinlichkeit,
abhängig von der Energie, trotzdem angenommen. Für harte Kugeln werden nur
gültige Zustände akzeptiert, so dürfen sich nach der zufälligen Bewegung keine
Kugeln überlappen. Die Anwendung von MC auf fcc- und hcp-Phasen wird in
der Referenz [3] gezeigt. Eine Übersicht über Monte-Carlo-Methoden findet sich
in den Referenzen [4, 5]. MC-Methoden für das Kristallwachstum können in den
Referenzen [6, 7] gefunden werden.
Eine weitere Simulationsmethode, bei der neben den diskreten Teilchenpositionen
auch deren Geschwindigkeit betrachtet wird, ist die Molekulardynamik (MD).
Den Teilchen in einem System werden zufällige Anfangsgeschwindigkeiten zu-
geordnet. Für harte Kugeln werden elastische Stöße simuliert [8]. Für Lennard-
Jones-Potentiale resultiert die Bewegung eines Teilchens aus der Summe aller
paarweisen Kräfte, die auf dieses Teilchen wirken. Mit MD werden zahlreiche
Materialparameter [9–11] oder Kristallstrukturen [12, 13] sowie Kristalldefekte [14]
untersucht. Durch die paarweisen Krafteinwirkungen sind diese Methoden für
große Systeme [15] schwer zu rechnen, insbesondere weil die Zeitskala klein ist.
Die klassische Dichtefunktionaltheorie beschreibt das Verhalten von Vielteilchen-
systemen im Gleichgewichtszustand, ursprünglich von inhomogenen Flüssigkei-
ten [16]. Anders als MC und MD beschreibt die Dichtefunktionaltheorie nicht
die diskreten Teilchenpositionen, sondern berechnet die ortsabhängige Dichte
des Systems. Die kristalline Phase wird durch eine periodische Dichte dargestellt.
Der Abstand der einzelnen Dichtepeaks entspricht dem Abstand der Atome. Die
einzelnen Peaks sind dabei sehr steil und haben eine hohe Amplitude, was eine
hohe numerische Auflösung [17] impliziert. Die atomaren Eigenschaften der festen
oder flüssigen Phase werden durch Korrelationsfunktionen der flüssigen Phase
modelliert, die eine freie Energie beschreiben. Die dynamische Dichtefunktio-
naltheorie (DDFT) beschreibt die Entwicklung eines Systems für Nichtgleichge-
wichtszustände [18–20]. Eine Stärke der DDFT sind inhomogene Systeme, bei
denen beispielsweise die Teilchendichte ortsabhängig ist. Mit der DDFT für Erstar-
rungen wurde eine Reihe von klassischen Systemen [21–24] sowie die Dynamik
in inhomogenen Systemen, wie das Kristallwachstum [25, 26], untersucht.
Das kristalline Phasenfeld, das im Englischen mit phase-field crystal, kurz PFC,
bezeichnet wird, ist ein neueres Modell zur Untersuchung von Gleichgewichtsdy-
namiken. Es wurde 2002 von Elder et al. [1] als Analogie zur Swift-Hohenberg-
Gleichung [27, 28] eingeführt. Die Swift-Hohenberg-Gleichung beschreibt den
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Prozess der Musterbildung. Sie ist eine theoretische Modellgleichung und be-
schreibt kein reales physikalisches Experiment. ImVergliche zuGleichungen realer
Experimente ist sie sehr übersichtlich. Viele Phänomene der physikalischen Mus-
terbildungsprozesse können mit ihr beschrieben werden, wie beispielsweise die
Musterbildung von Streifen bei Wolken oder bei Phasenübergängen, analog zum
Übergang von der Wärmeleitung zur Konvektion beim Bénard-Experiment [29].
In einer konservativen Variante der SH-Gleichung entstehen neben Streifen auch
hexagonale Strukturen, die für die Beschreibung von Kristallen interessant sind.
Durch eine spätere (2007) Herleitung aus der DDFT von Elder et al. [30], werden
physikalische Parameter in die PFC-Gleichung eingeführt. Die PFC-Methode
agiert auf der atomistischen Längenskala und einer diffusen Zeitskala [31]. Die
Peaks im Dichtefeld des PFC sind im Vergleich zu den DDFT-Peaks kleiner und
weniger spitz, wodurch der numerische Aufwand geringer ist.
Zahlreiche Kristalleigenschaften und Phänomene wie Elastizität und Plastizität [1,
32–34], polykristalline Korngrenzen und deren Dynamik sowie Versetzungen [32,
35–38]wurden untersucht. VerschiedeneAbwandlungen des PFC-Modells wurden
entwickelt, um besser an die physikalischen Eigenschaften, wie die Oberflächen-
spannung, das Kompressionsmodul oder die Korngrenzenergie von bcc-Eisen [17,
34] angepasst werden zu können. Die Eigenschaften von fcc-Strukturen wurden
mit einem Zwei-Moden-Modell [39, 40] untersucht. Nukleation [41, 42] und
Kristallwachstum [42–44] werden ebenfalls vom PFC-Modell abgebildet. Teeffe-
len et al. [44] zeigen dendritische Kolloide und verlassen damit die atomistische
Längenskala.
Die Erweiterung von Elder et al. [30], auf ein binäres PFC-Modell mit zwei Kom-
ponenten, wird zur Untersuchung der Korngrenzendynamik [45] und des eutek-
tischen Wachstums [30, 46] verwendet. Erste Anwendungen vommehrkompo-
nentigen PFC-Modell werden in den Referenzen [47, 48] gezeigt.
Auszüge aus Teil I dieser Arbeit sind bereits in M. Berghoff und B. Nestler. Scale-
Bridging Phase-Field Simulations of Microstructure Responses on Nucleation in
Metals and Colloids. The European Physical Journal Special Topics 223 (3) (2014),
409 [49] zusammengefasst. Insbesondere Abschnitt 6.2 „Berechnung der Grenzflä-
chenspannung in 3D“ ist teilweise in M. Oettel, S. Dorosz, M. Berghoff, B. Nestler
und T. Schilling. Description of Hard-Sphere Crystals and Crystal-Fluid Interfaces:
a Comparison Between Density Functional Approaches and a Phase-Field Crystal
Model. Physical Review E 86 (2) (2012), 021404, Appendix B [50] veröffentlicht.
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Ein Artikel zum mehrkomponentigem PFC-Modell aus Kapitel 8 ist zur Veröffent-
lichung zusammengefasst worden, M. Berghoff und B. Nestler. Phase Field Crystal
Modelling of Ternary Solidification Microstructures. Computational Condensed
Matter 4 (2015), 46 [51].
3
Einführung in die Spektralmethode
Dieses Kapitel führt ein numerisches Verfahren zur Lösung von partiellen Diffe-
rentialgleichungen ein. Insbesondere wird eine mögliche Lösungsmethode für das
PFC-Modell gezeigt. Die Lösung partieller Differentialgleichungen höherer Ord-
nung, wie sie im PFC-Modell vorkommen, ist numerisch aufwendig. Verfahren
der Finite-Differenzen-Methoden approximieren partielle Differentialgleichungen
auf einem Rechteckgitter mit Differenzenquotienten. Die mehrdimensionalen
Differenzenquotienten lassen sich zu einem Diskretisierungsstern zusammenfas-
sen, der die Gewichtung der einzelnen diskreten Werte je Rechenzelle beschreibt.
Zur Diskretisierung werden Nachbarwerte benötigt. Für eine zweidimensionale
partielle Differentialgleichung zweiter Ordnung hat der Diskretisierungsstern 5
Einträge, je einen Nachbarwert in jede Richtung, sowohl positiv als auch nega-
tiv. Später wird gezeigt, dass das PFC-Modell eine partielle Differentialgleichung
sechster oder zehnter Ordnung ist. Die naive Weiterentwicklung für den Diskreti-
sierungsstern würde demnach 5Werte in jede Richtung haben. Dabei wird schnell
klar, dass es nicht besonders geschickt ist, Werte für die Diskretisierung zu ver-
wenden, die 5 Werte entfernt sind. Albrecht [52] und Yserentant [53] zeigen einige
Diskretisierungssterne, die mit Werten im Abstand von 2 in der Maximumsnorm
gebildet werden. Für die sechste Ordnung können sogar die 8 Nachbarwerte be-
nutzt werden. Je nach Größe des Diskretisierungsstern wird so eine oder zwei
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Randschichten benötigt oder bei Verwendung eines größeren Sterns noch mehr.
Durch die hohe Ableitungsordnung wird die Zeitschrittweite in rein expliziten Ver-
fahren stark eingeschränkt. Für implizite Verfahren muss eine Bandmatrix gelöst
werden, deren Bandanzahl von der Größe des Diskretisierungsterns abhängt.
Eine effiziente Methode zur Lösung von partiellen Differentialgleichungen mit
hoher Ordnung und im Idealfall mit nur linearer Abhängigkeit ist die Spektralme-
thode. Dabei wird das Problem mit Hilfe von Basisfunktionen in sein Spektrum
zerlegt und dann gelöst. In vielen Fällen kann das spektralzerlegte Problem dann
ohne Mehraufwand implizit gelöst werden. Als Spektralezerlegung eignet sich
numerisch besonders die Fourier-Transformation, da es den Algorithmus der
schnellen Fourier-Transformation (FFT), vom Engl. fast Fourier transform, gibt.
Zunächst wird die Fourier-Transformation mit Rechenregeln und Eigenschaften
eingeführt. Diese wird später benutzt, um an einfachen Beispielen die Spektral-
methode anwenden zu können. Bei der Betrachtung der Numerik wird auf den
Rechenaufwand und die Speicheranforderungen eingegangen.
3.1. Fourier-Transformation
Die Fourier-Transformation zerlegt kontinuierliche, aperiodische Funktionen
f (x) in ein kontinuierliches Spektrum der Fourier-Transformierten, fˆ (ξ).
Definition 3.1 (Fourier-Transformation). Sei f ∈ L1(Cn) eine integrierbare Funk-
tion. Der Fourier-Transformations-Operator ℱ bildet Werte aus einem allgemein
komplexen Ortsraum in einen komplexen Frequenzraum (auch Fourier-Raum)
ab ℱ ∶ Cn → Cn , f ↦ ℱ( f ). Die Fourier-Transformierte fˆ ∶= ℱ( f ) von f ist
definiert durch
fˆ (ξ) = ℱ( f )(ξ) ∶= 1⌋︂
2πn ∫Cn f (x) e−2πi ξ⋅x dx .
Die entsprechende Rücktransformation lautet
f (x) = ℱ−1( fˆ )(x) ∶= ∫
Cn
fˆ (ξ) e2πi ξ⋅x dξ.
Der Vorfaktor 1⇑⌋︂2πn kann auch der Rücktransformation zugeordnet werden.
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Definition 3.2 (Multiindex). α = (α1 , . . . , αn) ∈ Nn wird Multiindex genannt,
eine Zusammenfassung von mehreren Indizes. Für D als Differentialoperator und
x ∈ Cn gelten folgende Konventionen
⋃︀α⋃︀ ∶= α1 +⋯ + αn ,
xα ∶= xα11 ⋯xαnn ,
Dα ∶= Dα11 ⋯Dαnn .
Definition 3.3 (Schwartz-Funktionen). Eine glatte, d. h. unendlich oft differen-
zierbare Funktion f ∈ C∞(Rn), f ∶ Rn → C heißt Schwartz-Funktion oder
schnell-fallend, wenn für alle Multiindizes α, β ∈Nn die Funktion xαDβ f (x) auf
Rn beschränkt ist.
Der Vektorraum aller Schwartz-Funktionen heißt Schwartz-Raum und wird mit𝒮(Rn) bezeichnet
𝒮(Rn) ∶= { f ∈ C∞(Rn) ⋂︀ ∀α, β ∈Nn , ∃C ≥ 0, ∀x ∈ Rn ∶ ⋂︀xαDβ f (x)⋂︀ ≤ C }.
Satz 3.4 (Rechenregeln und Eigenschaften). Seien g, f ∈ S(Rn) ⊂ L1(Rn) zwei
Schwartz-Funktionen, a, b ∈ C und α ein Multiindex. Dann gelten
Rücktransformationsformel ℱ−1(ℱ( f )) = f ,
Linearität ℱ(a f + bg) = aℱ( f ) + bℱ(g),
Differentiation ℱ(Dα f )(ξ) = i⋃︀α⋃︀ξαℱ( f )(ξ),
Faltungstheorem ℱ( f ∗ g) = ℱ( f )ℱ(g), (3.1)
wobei ( f ∗ g)(x) ∶= ∫Rn f (τ)g(x − τ)dτ die Faltung von f mit g ist.
Die Fourier-Transformierte von reellen Funktionen ist hermitesch
f (x) ∈ R⇒ fˆ (−ξ) = fˆ (ξ).
Definition 3.5 (Diskrete Fourier-Transformation). Die diskrete Fourier-Transfor-




−2πi jkN f j für k = 0, . . . ,N − 1. (3.2)
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Die inverse DFT (iDFT) f von fˆ hat die Koeffizienten
f j = 1N N−1∑k=0 e2πi jkN fˆk für j = 0, . . . ,N − 1. (3.3)
Definition 3.6 (Mehrdimensionale DFT). Für ein mehrdimensionales Feld kann
die DFT leicht erweitert werden, indem sie jeweils einmal auf alle Koordinaten-
richtungen angewandt wird. Für n Dimensionen gilt




−2πi j1 k1N1 ⋯ e−2πi jn knNn f j1 , . . . , jn ,
und für die inverse DFT
f j1 , . . . , j2 = 1N1⋯Nn N1−1∑k1=0⋯
Nn−1∑
kn=0 e
2πi k1 j1N1 ⋯ e2πi kn jnNn fˆk1 , . . . ,kn
für kd = 0, . . . , Nd − 1 und jd = 0, . . . , Nd − 1 mit d = 1, . . . , n.
Speicherstruktur
Zur Berechnung der Fourier-Transformationen wird die FFTW3-Bibliothek [54]
verwendet. Dabei wird (3.2) bzw. (3.3) ohne Vorfaktor 1⇑N gerechnet. Entspre-
chendes gilt für mehrdimensionale Fourier-Transformationen. Gebiete mit einer
Zellanzahl N = 2a3b5c7d 11e13 f mit a, b, c, d, e, f ∈ N und e + f ≤ 1 werden
in einem Aufwand von𝒪(N logN) berechnet. Die Fourier-Transformation bil-
det allgemein von dem komplexen Raum in den komplexen Raum ab. Ein rein
reeller Ortsraum ist im Frequenzraum hermitesch, sodass es genügt, die Hälfte
des komplexen Feldes in den Speicher zu legen. Die andere Hälfte kann über
die Beziehung fˆ (−ξ) = fˆ (ξ) berechnet werden. Hier wird wieder die Funkti-
onsschreibweise für f (x) verwendet, obwohl es sich durch die Diskretisierung
um einen Vektor handelt.
Definition 3.7. Sei d die Dimension und N j für j = 1, . . . , d die Anzahl der Zellen
in j-Richtung. Die verschiedenen Felder werdens wie folgt benannt.
(i) Ein reelles Feld im Ortsraum wird mitX bezeichnet. Es hat N1 ×⋯×Nd Zellen
mit reellen Einträgen, so ist jede Zelle ein Element vonR. Das transformierte Feld
vonX ist hermitesch.
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(ii) Durch Ausnutzung der Symmetrie in der letzten Dimension im Frequenzraum
genügt ein reduziertes komplexes Feld Fmit N1 ×⋯× Nd−1 × (⟨︀Nd⇑2⧹︀ + 1) Zellen,
wobei jede Zelle ein Element von C ist. Identifiziert man C mit R2, so hat F
N1 ×⋯ × Nd−1 × 2(⟨︀Nd⇑2⧹︀ + 1) reelle Zellen, also eine (Nd ungerade) oder zwei
(Nd gerade) Schichten mit N1 ×⋯ × Nd−1 Zellen mehr alsX.
(iii) DaX ⊊ F ist, kann ein gemischtes FeldM benutzt werden, wobei entweder das
Spektrum im Frequenzraum oder der Ortsraum gespeichert ist. Dies wird mitMF
für den Frequenzraumbzw.mitMX für denOrtsraumnotiert. Es giltMF = F und
R ⊊MX. Die zusätzlichen Schichten werden als Parität oder Padding bezeichnet.
(iv) Ein volles komplexes Feld wird als CX bezeichnet, wenn es den Ortsraum
enthält und mit CF, wenn es den Frequenzraum enthält. Es gilt CX = CF und hat∏nj=1 N j Zellen, wobei jede Zelle ein Element von C ist.
Abbildung 3.1 zeigt die Felder X,F,MF undMX für zwei Dimensionen. Die
letzte Dimension ist in diesem Fall also die y-Richtung. Die Indizes stehen in den
Zellen und die Koordinaten am Rand.
3.2. Spektralmethode
Zum Lösen von parabolischen partiellen Differentialgleichungen, wie der Dif-
fusionsgleichung, gibt es eine Reihe von verschiedenen Lösungsmethoden. An
dieser Stelle wird die Spektralmethode anhand von zwei Beispielen eingeführt, wo-
bei das Problem mit Basisfunktionen in sein Spektrum zerlegt wird, wo dann
eine einfachere Lösung gefunden werden kann. Fourier hat in seinem Werk
„Théorie analytique de la chaleur“ (Analytische Theorie der Wärme) [55] die
Fourier-Reihenentwicklung zur Beschreibung der Wärmeverteilung eingeführt.
Für u(x , t), die vom Ort und Zeit abhängige Temperatur, und die Temperaturleit-
fähigkeit a lässt sich die Wärmediffusion durch die Wärmeleitungsgleichung
∂u(x , t)
∂t
= ∇ ⋅ a(x , t)∇u(x , t) (3.4)
beschreiben. Dabei bezeichnet ∇ ∶= (∂x1 , . . . , ∂xn)T den n-dimensionalen Nabla-
Operator, dessen Komponenten die partiellen Ableitungsoperatoren ∂⇑∂x i sind.
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R ∶
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Abbildung 3.1.: Felder auf denen die FFT berechnet wird. Double Werte sind Grau.
Hellgrau und Dunkelgrau entspricht einem komplexen Wert.
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∂x wird als Kurzschreibweise für ∂⇑∂x verwendet. Das Produkt von ∇mit einer
Funktion f ist deren Gradient ∇ f = grad f = (∂x1 f , . . . , ∂xn f )T. Das Skalarpro-
dukt mit einem Vektorfeld V ist dessen Divergenz





∇2 bezeichnet das Skalarprodukt von∇mit sich selbst und ist gleich dem Laplace-
Operator ∆,





Beispiel 3.8. Sei zunächst a konstant, so vereinfacht sich (3.4) zu ∂tu = a∆u(x , t).
Es sei uˆ ∶= ℱ(u) die Fourier-Transformierte von u. Mit den obigen Rechenre-
geln lässt sich ∆u durch Multiplikation von uˆ mit i2⋃︀k⋃︀2 = −k2 berechnen. Dabei
bezeichnet k = (kx , ky)T den (hier zweidimensionalen) Wellenvektor mit den
Wellenzahlen kx , ky in x- bzw. y-Richtung und k ∶= ⋃︀k⋃︀ =⌈︂∐︀k, k̃︀ die Kreiswel-
lenzahl als Länge des Wellenvektors mit dem Skalarprodukt ∐︀⋅,⋅̃︀. Ist der Grad n
der Ableitung gerade, so wird das Feld mit der n-ten Potenz der reellen Kreiswel-
lenzahl k multipliziert. Bei ungeraden Ableitungsgraden ist dies komplizierter,
wie unten gezeigt wird. Durch Rücktransformation in den Ortsraum ergibt sich
dann die Gleichheit
∆u = ℱ−1(−k2ℱ(u)).
Mit den Ableitungsregeln der Fourier-Transformation kann die Bewegungsglei-
chung im Fourier-Raum angegeben werden
∂t uˆ = −ak2uˆ,





uˆt+1 = uˆt(1 + ∆tak2)−1 . (3.5)










































Abbildung 3.2.: Speicher und Rechenschritte für die Wärmeleitungsgleichung mit (a)
konstanterWärmediffusion a und (b) ortsabhängigerWärmediffusion a(x). Die horizon-
tale Achse zeigt die einzelnen Felder. Die vertikale Achse zeigt die Berechnungsschritte,
von Zeitschritt t nach t + 1 . markiert Werte im jeweiligen Feld, die dunkelgraue
Box zeigt Werte die initial in diese Feld geschrieben werden und die hellgraue Box zeigt
an, dass die Werte in diesem Feld berechnet werden. Werden zur BerechnungWerte
aus anderen Feldern benötigt, so wird das mit einem Pfeil ( ) gezeigt.
Dabei wird davon profitiert, dass nur lokal mit k2 multipliziert werden muss und
sich somit das übliche Lösen eines Gleichungssystems zu einer Division verein-
facht. Zur numerischen Lösung muss zunächst uˆ, die Fourier-Transformierte von
u, bestimmt werden. u ist reell und kann inX gespeichert werden. uˆ ist hermi-
tesch und kann inF gespeichert werden. u und uˆ können alternativ auch in einem
gemischten FeldM gespeichert werden, was im nächsten Beispiel deutlich wird.
Für das Feld der Fourier-Transformierten uˆ kann dann der eigentliche implizite
Zeitschritt (3.5) durchgeführt werden. Nach der anschließenden Rücktransfor-
mation muss u noch skaliert werden, d. h. durch die Anzahl der Zellen dividiert
werden. Diese Rechenschritte sind in Abbildung 3.2(a) für den Zeitschritt von t
auf t + 1 aufgeführt.
Nach diesem sehr einfachen Beispiel folgt nun eine komplizierte Gleichungen
mit aufwendigeren Rechenschritten.
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Beispiel 3.9. Ist jedoch a(x , t) vom Ort abhängig, so ergibt sich nach der Fourier-
Transformation eine Faltung a ∗ uˆ. Diese wird numerisch über das Faltungstheo-
rem (3.1), also über Fourier- und inverse Fourier-Transformationen berechnet.
Für (3.4) ergibt sich somit
∂t uˆ = ik ⋅ℱ(aℱ−1(ikℱ(u))) = i(kxky) ⋅ (ℱ(aℱ−1(ikx uˆ))ℱ(aℱ−1(iky uˆ))). (3.6)
Da die Ableitung nun eine Multiplikation mit i und demWellenvektor k ist, ist
das Produkt nicht mehr hermitesch und somit werden für die Speicherung des
Vektorfelds kuˆ zwei komplexe Felder benötigt, und zwar für jede Raumrichtung
eins. Abbildung 3.2(b) zeigt den Programm- und Speicherablauf zur Lösung von
(3.6).uwird transformiert undmit ikx bzw. iky multipliziert. Die Resultatewerden
in den zwei C-Feldern gespeichert. Rücktransformation, Multiplikation mit a(x)
und erneute Fourier-Transformation werden in den Feldern C ausgeführt. Bei der
Rücktransformation wird eine Skalierung mit der Zellanzahl nötig, die zusammen
mit derMultiplikationmit a(x) durchgeführt wird. Die rechte Seite von (3.6) wird
als „ikxCx + ikyCy“ berechnet, womit dann der Zeitschritt berechnet wird. Eine
Rücktransformation mit anschließender Skalierung liefert den neuen Zeitschritt
im reellen Raum.
3.3. Abschneidefunktionen
Durch die diskrete Fourier-Transformation werden nur bestimmte diskrete Fre-
quenzen berechnet. Für d ∈ { x , y, z } sind dies
kd ∶= 2π jNd∆d für j = −Nd2 + 1, . . . , Nd2
mit Nd Zellen und ∆d Zellabstand in d-Richtung. Bei der Rücktransformation
kann es zu einigen ungewollten Artefakten kommen, die gemeinsam als Ringing
bezeichnet werden. Dazu gehört das Gibbs’sche Phänomen und dasÜberschwingen.
Dabei entstehen insbesondere an Sprungstellen höhere oder niedrigere Werte, die
zudem schwingen. Im Fall des Gibbs’schen Phänomens liegt dies an der endlichen
Anzahl der Frequenzanteile und ist für Funktionen ohne Sprungstellen vernach-
lässigbar. Durch Veränderungen der Amplituden der einzelnen Frequenzen kann
Überschwingen auftreten, dies kann durch gleichmäßigere Anpassungen von
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benachbarten Frequenzen reduziert werden. Außerdem kann es zu Alias-Effekten
kommen, wenn Frequenzanteile vorkommen, die höher als die Nyquist-Frequenz
(halbe Abtastfrequenz) sind, die sich dann periodisch überlagern. Um dies zu ver-
hindern, kann ein Tiefpassfilter eingesetzt werden, der unerwünschte Frequenzan-
teile herausfiltert. Typischerweise werden hohe Frequenzen abgeschnitten, deren
Wellenlängen λ = 2π⇑k kürzer sind als physikalisch bedeutende Wellenlängen
λcut. Werden Atome mit Wellen beschrieben, so sind Frequenzen mit Wellenlän-
gen, die kleiner als der Atomabstand sind, physikalisch nicht relevant. Es können
verschiedene Filter θ(k) = θ(⋃︀k⋃︀) verwendet werden. Der einfachste Fall ist hart
abzuschneiden, d. h., dass alle Frequenzen, die höher als 2π⇑k < λcut sind, Null
gesetzt werden. Der harte Tiefpassfilter
θ(k) = {1 für k < 2π⇑λcut,
0 sonst,
(3.7)
in der inversen Fourier-Transformation
f j = 1N N−1∑k=0 θ(k) fk e2πi jkN ,
erfüllt dies. Überschwingen kann durch harte Filter nicht vermieden werden,
es kann sich dadurch verstärken, weshalb möglichst glatt abgeschnitten werden
muss. Der Filter
θ(k) = exp(−36( k
K
)36)
mit K = 2π⇑λcut ist eine Approximation an einen Erfc-Log-Filter von Boyd [56],




1, k ≤ k1 ,
1 − (k − k1)2(k2 − k1)2 , k1 < k < k2 ,
0, k2 ≤ k,
(3.8)
der Frequenzen < k1 unberührt lässt, Frequenzen > k2 Null setzt und dazwischen
linear interpoliert. Die Filter werden in Abbildung 3.3 gezeigt.
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Abbildung 3.3.: Tiefpassfilter für hartes (gestrichelt) und lineares (gepunktet) Abschnei-
den sowie die Approximation an den Erfc-Log-Filter (durchgezogen) für ein Gitter
mit 128 reellen Stützstellen und ∆x = 2π⇑128. Die Filterparameter sind k1 = 22 und
K = k2 = 30 = 2π⇑λcut .
Es sei angemerkt, dass die Informationsdichte nach Abschneiden sehr gering ist.
Für ein quadratisches Gebiet mit einer Kantenlänge von 1 024 Gitterpunkten und
wenn die physikalisch uninteressanten Wellenlängen < 10∆x sind, werden alle
Frequenzen Null gesetzt, für die gilt
( 2π
10∆x
)2 < k2x + k2y = ( 2π1024∆x )2( j2x + j2y)⇔ 10242
102
< j2x + j2y
⇒ jy >}︂ 10242102 − j2x .
Berücksichtigt man noch den hermiteschen Teil, so trägt lediglich ein Viertelkreis




Im festen Zustand ordnen sich Atome regelmäßig an. Die Struktur von Kristallen
wird durch ein Gitter und eine Basis beschrieben. Nachfolgend werden einige für
Metalle typische Kristallstrukturen eingeführt.
4.1. Gitterstrukturen in 2D und 3D
Sei n ∈ {2, 3} die Dimension. Kristallgitter können durch Basisvektoren a′i ∈ Rn ,
i = 1, . . . , n beschriebenwerden und besitzen bis zu sechsGitterkonstanten, welche
die Winkel zwischen den Vektoren oder die Abstände benachbarter Gitterebenen
angeben. Die reziproken Basisvektoren b′i ∈ Rn , i = 1, . . . , n werden durch a′i ⋅b′j =
2πδ i j beschreiben. Für n = 3 sind dies
b′1 = 2π a′2 × a′3a′1(a′2 × a′3) , b′2 = 2π a
′
3 × a′1
a′1(a′2 × a′3) , b′3 = 2π a
′
1 × a′2
a′1(a′2 × a′3) .
Für quadratische bzw. kubische Gitter haben die Basisvektoren die gleiche Länge
und sind paarweise orthogonal. So lassen sich diese Gitter durch eine einzelne
Gitterkonstante a, die Länge der Elementarzelle im reellen Gitter, beschreiben.








































Abbildung 4.1.: Die Gitterpunkte der ersten 12 Schalen in einem einfach quadratischen
Gitter mit den Basisvektoren b1 = (1, 0)T und b2 = (1, 0)T . Die Zahlen der rechten Hälfte
geben den quadratischen Abstand zum Ursprung an.
a wird für gewöhnlich auch als Gitterabstand bezeichnet. Dieser Begriff wird im
Rahmen dieser Arbeit jedoch für den Abstand benachbarter Gitterpunkte im
Simulationsgebiet verwendet und daher hier vermieden.
Seien aa i ∶= a′i die mit a skalierten Basisvektoren und q ∶= 2π⇑a die reziproke
Gitterkonstante. Dann sind qb i ∶= b′i die skalierten reziproken Basisvektoren. Die
skalierten Vektoren bilden ebenfalls ein Gitter.
Sei
G ∶= { n∑
i=0 v ib i ⋁︀ v i ∈ Z(︀
die Menge aller Gittervektoren im reziproken Gitter. Punkte im reziproken Gitter
sind durch die Gittervektoren k ∈ G gegeben. Die reziproken Gittervektoren k ∈ G
werden ihrer Länge nach in Schalen Ki aufgeteilt,
G = ∞⊍
i=0Ki ,
sodass für ka ∈ Ki , kb ∈ K j , ⋃︀ka ⋃︀ < ⋃︀kb ⋃︀ genau dann wenn i < j gilt und ⋃︀ka ⋃︀ =⋃︀kb ⋃︀ genau dann wenn i = j ist. ⊍ bezeichnet die disjunkte Vereinigung. Damit
besitztG eine Quasiordnung, die zu einer Wohlordnung erweitert werden kann,
indemVektoren gleicher Schale eine beliebige Ordnung bekommen. Abbildung 4.1
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zeigt die Aufteilung der Gittervektoren auf die ersten 12 Schalen für ein einfach
quadratisches Gitter.
4.2. Modenentwicklung
Sei ψ(r) das Dichtefeld des Kristalls, wobei r ∈ Rn den Vektor der Raumkoor-
dinaten bezeichnet. Insbesondere gilt, dass ψ mit Periode a periodisch ist und
sich so als komplexe Fourierreihe
ψ(r) =∑
j
Pj exp(iqk j ⋅ r) (4.1)
darstellen lässt. Dabei sind
Pj = 1an ∫Ω ψ(r) eiqk j ⋅r dr
die zugehörigen Fourierkoeffizienten und Ω ∶= (︀−a⇑2, a⇑2⌋︀n bezeichnet den Defi-
nitionsbereich einer Elementarzelle, k j bezeichnet den j-ten Vektor in der qua-
sigeordneten Menge der Gittervektoren G.
Da ψ eine gerade Funktion ist, sind die zugehörigen Fourierkoeffizienten Pj reell.
Außerdem ist ψ(r) unter Vertauschung der Richtungen für quadratische bzw.
kubische Symmetrien invariant. Zu jedem k ∈ G liegen die Vektoren, die durch
Permutation oder Negierung der Koeffizienten von k entstehen, in derselben
Schale K j . Für n = 2 bedeutet dies, dass es zu jedem k = (k1 , k2)T ∈ G ein j
gibt, sodass
K ∶= {(k1k2), (−k1k2 ), ( k1−k2), (−k1−k2), (k2k1), (−k2k1 ), ( k2−k1), (−k2−k1)(︀ ⊂K j
gilt. Oft ist sogar K = K j . Somit sind für alle k ∈ K die Pj gleich. Da alle k ∈ K j
die gleiche Länge haben, wird jeder Schale K j eine Amplitude A j zugeordnet.




k l ∈K jexp(iqk l ⋅ r). (4.2)
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Im Rahmen dieser Arbeit werden das quadratische Gitter (sq), vom Engl. square,
und das hexagonale Gitter (hex) in zwei Dimensionen betrachtet. In drei Dimen-
sionen werden das kubisch innenzentrierte Gitter (bcc), vom Engl. body-centered
cubic sowie das kubisch flächenzentrierte Gitter (fcc) vom Engl. face-centered
cubic, betrachtet. Die Basisvektoren hierzu sind in Tabelle 4.1 aufgelistet. Die
Struktur des quadratischen Gitters bleibt im reziproken Raum erhalten. Das hexa-
gonale Gitter entspricht einem um 30○ gedrehten Gitter, die Struktur bleibt also
auch hier erhalten. Aus dem bcc-Gitter wird eine fcc-Struktur und umgekehrt.
Wegen der Symmetrie ist es sinnvoll, die folgenden Gitterindizes zu verwenden.
Definition 4.1 (Gitterebene/Millersche Indizes). Seien h, k und l ganzzahlige
Indizes. Das Zahlentripel (hkl) bezeichnet im dreidimensionalen Kristall eine
spezifische Gitterebene. Im zweidimensionalen Kristall bezeichnet (hk) eine spe-
zifische Gitterebene.
Negative Indizes werden mit einem Balken über der Zahl geschrieben ⋅¯.
Die Notation {hkl} wird verwendet, wenn alle symmetrisch äquivalenten Ebenen
gemeint sind. Im kubischen Kristallsystem sind (100), (1¯00), (010), (01¯0), (001)








Abbildung 4.2.: Elementarzellen des (a) bcc-Gitters mit der (110)-Ebene (dunkel) und
der (200)-Ebene (hell) und des (b) fcc-Gitters mit der (111)-Ebene (dunkel) und der(200)-Ebene (hell).
Dabei bezeichnet (hkl) den reziproken Gittervektor
hb1 + kb2 + lb3 ,
der senkrecht auf der (hkl)-Ebene steht.
Definition 4.2 (Gittervektor/Richtungsindizes). Seien u, v und w ganzzahlige
Indizes. Das Zahlentripel (︀uvw⌋︀ bezeichnet im dreidimensionalen Kristall einen
spezifischen Gittervektor. Im zweidimensionalen Kristall bezeichnet (︀uv⌋︀ einen
spezifischen Gittervektor.
Die Notation ∐︀uvw̃︀ wird verwendet, wenn alle symmetrisch äquivalenten Rich-
tungen gemeint sind.
Im realen Gitter bezeichnet dabei (︀uvw⌋︀ den Vektor
ua1 + va2 +wa3 .
Durch die Periodizität der einzelnen Gittervektoren, ergeben sich auf den Gitter-
ebenen ebenfalls periodische Strukturen, auf denen die Atome unterschiedlich
dicht beieinander liegen. Abbildung 4.2 zeigt die beiden Ebenen mit den dichtes-
ten Atompackungen für das bcc- und fcc-Gitter. Mit der Gitterkonstante a = 1
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ergeben sich für das bcc-Gitter die Atomdichten der {110}- und {200}-Ebene,
ρ{110} = 1 + 4 ⋅ 14⌋︂2a2 =⌋︂2 ≈ 1.41, ρ{200} = 4 ⋅ 14a2 = 1.
Für das fcc-Gitter sind die Atomdichten,




≈ 2.31, ρ{200} = 1 + 4 ⋅ 14a2 = 2.
Dezimalzahlen werden in dieser Arbeit mit einem Dezimalpunkt geschrieben.
4.4. Dichteapproximation
Mit den reziproken Basisvektoren lassen sich unmittelbar Approximationen der
Dichte bestimmen. Für die 1-Mode-Approximation ( j ≤ 1) werden Gittervektoren
bis zur SchaleK j benutzt. Für das sq-Gitter folgt aus (4.2) mit k1 = (1, 0)T = −k3,
k2 = (0, 1)T = −k4 aus K1
ψsq1-mode(r) = A0 + A1 ∑
k j∈K1 exp(iqk j ⋅ r)= A0 + A1 ∑
k j∈K1(cos(qk j ⋅ r) + i sin(qk j ⋅ r))= A0 + A1( cos(qk1 ⋅ r) + cos(qk2 ⋅ r) + cos(qk1 ⋅ r) + cos(qk2 ⋅ r)+ i(sin(qk1 ⋅ r) + sin(qk2 ⋅ r) − sin(qk1 ⋅ r) − sin(qk2 ⋅ r)))= A0 + 2A1(cos(qk1 ⋅ r) + cos(qk2 ⋅ r))= A0 + 2A1(cos(qx) + cos(qy)). (4.3)
Für die 2-Moden-Approximation kommen die Vektoren ausK2: k5 = (1, 1)T = −k7,
k6 = (1,−1)T = −k8 hinzu
ψsq2-mode(r) = ψsq1-mode(r) + 2A2(cos(qk5 ⋅ r) + cos(qk7 ⋅ r))= ψsq1-mode(r) + 2A2(cos(qx + qy) + cos(qx − qy))= ψsq1-mode(r) + 2A2( cos(qx) cos(qy) − sin(qx) sin(qy)+ cos(qx) cos(qy) + sin(qx) sin(qy))= ψsq1-mode(r) + 4A2(cos(qx) cos(qy)).
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Die Vektoren aus K3 entsprechen den Vektoren aus K1 mit Faktor 2. Die 3-
Moden-Approximation lautet
ψsq3-mode(r) = ψsq2-mode(r) + 2A3(cos(2qx) + cos(2qy)).
Die ersten drei Modenapproximationen des quadratischen Gitters sind in Abbil-
dung 4.3 berechnet.
Für die nachfolgenden Gitter wird die 1-Moden-Approximation angegeben. Für
das hexagonale Gitter folgt aus (4.2) mit k1 = (1, 0)T = −k4, k2 = (1⇑2,⌋︂3⇑2)T =−k5 und k3 = (1⇑2,⌋︂3⇑2)T = −k6 aus K1
ψhex1-mode(r) = A0 + A1 ∑
k j∈K1 exp(iqk j ⋅ r)= A0 + A1 ∑
k j∈K1(cos(qk j ⋅ r) + i sin(qk j ⋅ r))= A0 + 2A1(cos(qk1 ⋅ r) + cos(qk2 ⋅ r) + cos(qk3 ⋅ r))

































Die Vektoren in K1 für das bcc-Gitter sind
k1 = (1, 1, 0)T = −k7 , k4 = (−1, 1, 0)T = −k10 ,
k2 = (1, 0, 1)T = −k8 , k5 = (−1, 0, 1)T = −k11 ,
k3 = (0, 1, 1)T = −k9 , k6 = (0,−1, 1)T = −k12 .
















































(f) ψsq3-mode = ψsq2-mode +M3
Abbildung 4.3.:Dichteapproximation für eine Elementarzelle des quadratischen Gitters.
Auf der linken Seite sind die Approximationen für die Schalen (a)K1 , (c)K2 und (e)K3 .
Die rechte Seite zeigt die (b) 1-Moden-, (d) 2-Moden- und (f ) 3-Moden-Approximation.
Die Amplituden A0 = A1 = 1, A2 = 0.6875 und A3 = 0.1261 resultieren aus der Minimie-
rung (vgl. Abschnitt 8.4.1).
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So ergibt sich für (4.2)
ψbcc1-mode(r) = A0 + A1 ∑
k j∈K1 exp(iqk j ⋅ r)= A0 + A1 ∑
k j∈K1(cos(qk j ⋅ r) + i sin(qk j ⋅ r))
= A0 + 2A1 6∑
j=1 cos(qk j ⋅ r)= A0 + 2A1(cos(qx + qy) + cos(qx + qz) + cos(qy + qz)+ cos(−qx + qy) + cos(−qx + qz) + cos(−qy + qz))= A0 + 4A1(cos(qx + qy) + cos(qx + qz) + cos(qy + qz)).
Dabei wurde erneuter die Symmetrieeigenschaften der trigonometrischen Funktio-
nen cos(−x) = cos(x) und sin(−x) = − sin(x) ebenso wie das Additionstheorem
cos(x + y) = cos(x) cos(y) − sin(x) sin(y) benutzt.
Für die 1-Moden-Approximation des fcc-Gitters werden die Vektoren
k1 = (−1, 1, 1)T = −k5 ,
k2 = (1,−1, 1)T = −k6 ,
k3 = (1, 1,−1)T = −k7 ,
k4 = (−1,−1,−1)T = −k8
aus K1 benuzt. Die Dichteapproximation lautet dann
ψfcc1-mode(r) = A0 + A1 ∑
k j∈K1 exp(iqk j ⋅ r)= A0 + A1 ∑
k j∈K1(cos(qk j ⋅ r) + i sin(qk j ⋅ r))
= A0 + 2A1 4∑
j=1 cos(qk j ⋅ r)= A0 + 2A1(cos(−qx + qy + qz) + cos(qx − qy + qz)+ cos(qx + qy − qz) + cos(−qx − qy − qz))= A0 + 8A1(cos(qx) cos(qy) cos(qz)) (4.4)
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mit dem erweiterten Additionstheorem
cos(x + y + z) = cos(x) cos(y + z) − sin(x) sin(y + z)= cos(x)(cos(y) cos(z) − sin(y) sin(z))− sin(x)(sin(y) cos(z) + cos(y) sin(z))= cos(x) cos(y) cos(z) − cos(x) sin(y) sin(z)− sin(x) sin(y) cos(z) + sin(x) cos(y) sin(z).
In der Summe bleibt durch sin(−x) = − sin(x) nur der erste Term übrig, mit
cos(−x) = cos(x) wird dieser für alle Summanden gleich.
Für die 2-Moden-Approximation werden zusätzlich die Vektoren
k9 = (2, 0, 0)T = −k12 ,
k10 = (0, 2, 0)T = −k13 ,
k11 = (0, 0, 2)T = −k14
aus K2 verwendet




Die kristalline Phasenfeldmethode wird entlang des historischen Weges einge-
führt. Dazu wird zunächst die Swift-Hohenberg-Gleichung, die ausführlich in Be-
stehorn [57] nachgelesen werden kann, eingeführt und verglichen. Für die Gleich-
gewichtsthermodynamik wird eine erhaltende Version der Swift-Hohenberg-
Gleichung erstellt und untersucht. Ein anderer Zugang über die Approximation
der Dichtefunktionaltheorie, liefert eine Version der Gleichung mit mehreren
Parametern und somit besseren Anpassungsmöglichkeiten an die Physik.
5.1. Swift-Hohenberg-Gleichung
Ausgangspunkt für die Nebeneinanderstellung der Swift-Hohenberg-Gleichung
(SH) und der PFC-Methode ist das Potentialfunktional
F (︀ψ⌋︀ = ∫ ψ((q20 +∇2)2 − ε)ψ2 − g3ψ3 + 14ψ4 dr. (5.1)
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Dabei bezeichnet q0 den kritischen Punkt, dessenBedeutung später bei derUntersu-
chung der Swift-Hohenberg-Gleichung erläutert wird. r = (x , y) oder r = (x , y, z)
ist der Vektor der Raumkoordinaten, wobei zunächst der zweidimensionale Fall
betrachtet wird. −gψ3⇑3 + ψ4⇑4 wird als Potential bezeichnet. Mathematisch ge-
sehen istF (︀ψ⌋︀ ein Ljapunow-Potential, dessen physikalische Interpretation der
Gleichgewichtsthermodynamik der freien Energie entspricht.
ψ soll einer Gradientendynamik gehorchen, sodass die Bewegungsgleichung als
Gradientensystem mit der Funktionalableitung geschrieben werden kann,
∂tψ = − δF (︀ψ⌋︀δψ . (5.2)
Es ergibt sich für g = 0 die Swift-Hohenberg-Gleichung, benannt nach den Auto-
ren der ersten Veröffentlichung, Swift und Hohenberg [27]
∂tψ = εψ − (q20 +∇2)2ψ − ψ3 . (5.3)
F (︀ψ⌋︀ ist unter der Bewegungsgleichung (5.3) monoton fallend, denn für die
zeitliche Ableitung mit Einsetzen von (5.2) gilt
∂tF = ∫ δF (︀ψ⌋︀δψ ∂tψ dr = − ∫ (δF (︀ψ⌋︀δψ )2 dr ≤ 0.
Die zeitliche Entwicklung von ψ muss also in einem stationären Zustand ψ0(r)
enden, wobei F (︀ψ0⌋︀ ein (lokales) Minimum ist.
Betrachtet man den linearen Teil aus (5.3) im Fourier-Raum, so ergibt sich das
Gradientensystem
∂tψˆ = (ε − (q20 − ⋃︀k⋃︀2)2)ψˆ,
mit demWellenvektor k. Ist ε < 0, so konvergieren die Amplituden von ψˆ für alle
Wellenzahlen gegen 0. Ein Muster kann sich also nur ausbilden, wenn ε > 0 ist,
hier wachsen die Amplituden einiger überkritischer Wellenzahlen, die in einem
Band um den kritischen Punkt q0 liegen. Es gilt
ε − (q20 − ⋃︀k⋃︀2)2 > 0⇔ ⨄︀q20 − ⋃︀k⋃︀2⨄︀ <⌋︂ε, (5.4)
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sodass die Breite des Bandes von der Größenordnung𝒪(⌋︂ε) ist. Es bilden sich
Muster mit der Wellenlänge 2π⇑q0. Für eine gegebene Lösung ψ ist offensichtlich
auch −ψ eine Lösung und somit ist die Swift-Hohenberg-Gleichung symmetrisch.
In den Beispielsimulationen aus Abbildung 5.1 entstehen streifige Muster aus einer
zufälligen gleichverteilten Füllung. Mit der Zeit ordnen sich die Streifen zuneh-
mend, Abbildung 5.1(c) zeigt fast parallele durchgehende Streifen. Das Muster
wird mit größer werdenden ε chaotischer, die Zeit bis ein stabiler Zustand ge-
funden wird, wird dafür kürzer. Werden als initiale Füllung Streifen verwendet,
deren Wellenlänge nicht 2π⇑q0 entspricht, kann es zu einer Zickzack-Instabilität
kommen, dabei kippen die initialen Streifen in regelmäßigen Abständen nach
links und rechts, sodass ein Zickzack-Muster entsteht, wie in Abbildung 5.2(a)–(c).
Alternativ kann eine Eckhaus-Instabilität auftreten, bei der einige Amplituden
schrumpfen, um dann mit der Wellenlänge von 2π⇑q0 wieder zu wachsen, wie
Abbildung 5.2(d)–(f) zeigt.
Die Swift-Hohenberg-Gleichung wird oft als einfaches Modell strukturbildender
Systeme verwendet. Demnach ist es nicht allzu verwunderlich, dass auch atomare
Ordnungen mit ihr untersucht werden, da Atome, zumindest in Festkörpern re-
gelmäßige Strukturen bilden. Die Streifen aus Abbildung 5.1 sind jedoch zunächst
das einzige Muster welches die Swift-Hohenberg-Gleichung bildet. Um weitere
Strukturen bilden zu können, muss die Symmetrie gebrochen werden. Eine einfa-
che Möglichkeit die Symmetrie zu brechen, ist das Einfügen eines quadratischen
Terms. Für g ≠ 0 folgt aus (5.2) die erweiterte Swift-Hohenberg-Gleichung
∂tψ = εψ − (q20 +∇2)2ψ + gψ2 − ψ3 . (5.5)
Ohne Einschränkung wird q0 = 1 gesetzt, da dies durch Multiplikation mit 1⇑q60
und Umskalieren von Ort, Zeit, ψ, ε und g erreicht werden kann. So bleiben die
beiden Parameter ε und g übrig.
Um herauszufinden, welche Strukturen existieren und für welche Parameter diese
dann stabil sind, werden zunächst einige Stabilitätsbegriffe und Methoden zur
Berechnung eingeführt.
Definition 5.1. Sei ∂tx = f (x) ein dynamisches System und x0 eine Lösung. Dann
heißt x0
• Ljapunow-stabil, wenn kleine Störungen klein bleiben, genauer∀ε > 0∃δ > 0 ∶ ∀x mit ∏︁x(0) − x0∏︁ < δ gilt ∏︁x(t) − x0∏︁ < ε ∀t ≥ 0.
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Abbildung 5.1.: Streifenbildung in der SH-Gleichung, für verschiedene Werte von ε.
Ausgangspunkt ist eine zufällige Füllungmit derAmplitude±0.5 in einemquadratischen
Gebiet mit Kantenlänge N = 128 und einem Gitterabstand von 2π16⇑N. t ist eine
dimensionslose Zeit.
(a) ε = 0.1, t = 100 (b) ε = 0.1, t = 600 (c) ε = 0.1, t = 1600
(d) ε = 0.5, t = 50 (e) ε = 0.5, t = 240 (f) ε = 0.5, t = 800
(g) ε = 1, t = 10 (h) ε = 1, t = 50 (i) ε = 1, t = 100
(j) ε = 2, t = 4 (k) ε = 2, t = 9 (l) ε = 2, t = 18
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Abbildung 5.2.: Auftretende Instabilitäten in der SH-Gleichung (a)–(c) Zickzack-Insta-
bilität für q = 15⇑16 und (d)–(f ) Eckhaus-Instabilität für q = 20⇑16. Das Gebiet ist mit
cos(2πq)⇑2 + η initialisiert, wobei η bei der Zickzack-Instabilität ein normalverteiltes
Rauschen mit der Amplitude ±0.01 ist.
• attraktiv, wenn kleine Störungen zurück zu x0 gehen, genauer∃δ > 0 ∶ ∀x mit ∏︁x(0) − x0∏︁ < δ gilt limt→∞ x(t) = x0.
• asymptotisch stabil, wenn x0 Ljapunow-stabil und attraktiv ist.
Mit der Linearisierungsmethode wird die Stabilität untersucht.
Satz 5.2. Sei x0 eine Lösung von ∂tx = f (x). Sei u = x0 + ξ die mit ξ gestörte
Lösung. Seien λ i die Eigenwerte des durch Einsetzen und Linearisierung entstan-
denen Gleichungssystems. Dann gilt für die Realteile der Eigenwerte
(i) Re(λ i) < 0 ∀i⇔ x0 asymptotisch stabil,
(ii) ∃i ∶ Re(λ i) > 0⇔ x0 instabil.
Ist ein Eigenwert 0, so kann die Stabilität von höheren Termen abhängen und
dadurch kann die Linearisierung keine Aussage über die Stabilität machen.
Beweisskizze. Die gestörte Lösung wird in das dynamische System eingesetzt und
die Taylor-Entwickelung nach ξ um x0 betrachtet,
∂tx0 + ∂t ξ = ∂tu = f (x0) + D f (x)ξ +𝒪(⋃︀ξ⋃︀2).
(a) ε = 0.3, t = 0 (b) ε = 0.3, t = 400 (c) ε = 0.3, t = 800
(d) ε = 0.3, t = 0 (e) ε = 0.3, t = 100 (f) ε = 0.3, t = 100
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Dabei ist D f = (∂ f i⇑∂x j)i j die Jacobi-Matrix. ∂tx0 und f (x0) verschwinden, für
kleine ξ dominiert D f , sodass das lineare Differenzialgleichungssystem
∂t ξ = D f (x)ξ (5.6)
bleibt. Das Eigenwertproblem D f (v) = λv liefert Eigenwerte λ i und Eigenvek-
toren v i , die mit ξ i(t) = v i eλ i t Lösungen von (5.6) für reelle Eigenwerte sind.
ξ i(t)→ 0 für t →∞ gilt, wenn λ i < 0.
Komplexe Eigenwerte tauchen mit ihrem komplex konjugierten Gegenstück auf
λ1,2 = α ± iβ und haben die Eigenvektoren v1,2 = u ± iw. Es sind
ξ1(t) = eαt(u cos(βt) −w sin(βt))
ξ2(t) = eαt(u sin(βt) +w cos(βt))
zwei linear unabhängige Lösungen, wobei eαt dominiert, und daher der Realteil
α = Re(λ) ausschlaggebend für die Stabilität ist.
Stabilitätsanalyse der Swift-Hohenberg-Gleichung
Zunächst wird eine Lösung für (5.5) benötigt, welche näherungsweise als Moden-
Approximation (vgl. Abschnitt 4.2) angeben werden kann.
ψ(r, t) = 3∑
j
A j(t) eik j ⋅r + c. c., (5.7)
mit den 6 Vektoren k j , die regelmäßig sternförmig angeordnet sind und jeweils
die Länge ⋂︀k j ⋂︀ = 1 besitzen. Es gelte k j = −k j+3. Damit ψ reell ist, muss für die
Amplituden A j = A j+3 gelten, was durch den komplex konjugierten Teil (c. c.)
dargestellt ist. Daraus werden drei gewöhnliche Differenzialgleichungen, indem
mit eik j ⋅x multipliziert und über ganzzahlige Vielfache derWellenlängen integriert
wird. Die Differenzialgleichungen sind gerade die Gleichungen der einzelnen
Fourier-Moden
dtA1 = εA1 + 2gA2A3 − A1(3⋃︀A1⋃︀2 + 6⋃︀A2⋃︀2 + 6⋃︀A3⋃︀2), (5.8a)
dtA2 = εA2 + 2gA1A3 − A2(3⋃︀A2⋃︀2 + 6⋃︀A1⋃︀2 + 6⋃︀A3⋃︀2), (5.8b)
dtA3 = εA3 + 2gA1A2 − A3(3⋃︀A3⋃︀2 + 6⋃︀A1⋃︀2 + 6⋃︀A2⋃︀2). (5.8c)
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Nullsetzen ergibt stationäre Lösungen der Amplituden A1, A2 und A3, welche
nach Einsetzen in (5.7) eine Lösung für ψ liefern. Die triviale Lösung A j = 0∀ j
ist für ε < 0 stabil, da sämtliche Eigenwerte der linearisierten Gleichung λ j = ε
sind. Auf die ausführliche, langweilige Rechnung wird an dieser Stelle verzichtet.
Für ε > 0 gibt es weitere Lösungen, so ist
A1 ={︂ ε3 =∶ As ,A2 = A3 = 0
eine Lösung, die stationären Streifen mit dem Wellenvektor k entspricht. Zur
Stabilitätsuntersuchung wird die Lösung mit ξ j gestört, dazu wird
A1(t) = As + ξ1 , A2(t) = ξ2 , A3(t) = ξ3
in die Differenzialgleichungen (5.8) eingesetzt und bezüglich ξ j linearisiert. Dies










Für g = 0 sind somit die Streifen für positive ε stabil. Für g ≠ 0 kann es dem-
nach noch eine zusätzliche Struktur geben und zwar die stationäre hexagonale
Struktur mit
A j = 115(g ±⌈︂g2 + 15ε) =∶ Ah ,∀ j.
Analog zu der Störung der Streifen, ergibt sich aus der Störungstheorie für die










g2 < ε < 16
3
g2 .
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(b) erhaltende Form der Swift-Hohenberg-
Gleichung
Abbildung 5.3.: Stabilitätsbereiche (a) in der g-ε-Parameterebene für die Swift-Hohen-
berg-Gleichung (5.5) und der (b) A0-ε-Parameterebene für die erhaltende Swift-Hohen-
berg-pGleichung (5.15). Die schwarzen Punkte zeigen die Parameter für die Beispielsi-
mulationen in Abbildung 5.4.
Die erste Bedingung ist erfüllt wenn A j reell ist, d. h. in diesem Bereich existiert




g2 < ε < 16
3
g2 ,
in welchem sowohl Streifen als auch Hexagone stabil sind. Abbildung 5.3(a)
zeigt die Stabilitätsbereiche in der g-ε-Parameterebene. Die Eigenschaften von
Ljapunow-Potentialen sorgen dafür, dass sich die Struktur mit dem kleinsten
Potentialwert durchsetzt, für die SH-Gleichung ist dies jedoch an dieser Stelle
nicht von Interesse. Abbildung 5.4 zeigt Beispielsimulationen im bistabilen Be-
reich und im Bereich der stabilen hexagonalen Struktur. Im bistabilem Bereich
existieren Hexagonale und Streifen lange Zeit nebeneinander, bis sich schließlich
die Streifen durchsetzen.
Ein zweites regelmäßiges 2D Gitter besteht aus Quadraten, dessen Struktur eben-
falls durch eine Moden-Approximation auf Stabilität untersucht wird. Dazu sei
ψ(r, t) = 2∑
j
A j(t) eik j ⋅r + c. c. (5.10)
5.1 Swift-Hohenberg-Gleichung 41
Abbildung 5.4.: (a)–(c) bistabiler Bereich und (d)–(f ) Hexagonale in der SH-Gleichung
bei ε = 0.1. Die Parameter sind durch Punkte in Abbildung 5.3(a) gekennzeichnet.
Dabei sind k1 = −k3 = (1, 0)T und k2 = −k4 = (0, 1)T. Es folgen die Moden-
Gleichungen
dtA1 = εA1 − A1(3⋃︀A1⋃︀2 + 6⋃︀A2⋃︀2), (5.11a)
dtA2 = εA2 − A2(3⋃︀A2⋃︀2 + 6⋃︀A1⋃︀2), (5.11b)
die unabhängig von g sind. Deren Lösung ist
A j = 13⌋︂ε =∶ Ahq,∀ j.
Die Störung und Linearisierung führt auf ein Eigenwertproblemmit der Matrix
M = ( − 23 ε − 43 ε− 43 ε − 23 ε ).
(a) g = −0.25, t = 100 (b) g = −0.25, t = 1600 (c) g = −0.25, t = 3200
(d) g = −0.3, t = 100 (e) g = −0.3, t = 1000 (f) g = −0.3, t = 2000
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Die zugehörigen Eigenwerte {2ε⇑3,−2ε} sind offensichtlich nicht beide negativ.
Die Swift-Hohenberg-Gleichung besitzt demnach keine stabile quadratische Struk-
tur, dies kann durch Hinzufügen höherer Terme in (5.5) geändert werden. So zeigt
Bestehorn [57], dass die Gleichung
∂tψ = εψ − (1 +∇2)2ψ − aψ3 − cψ∇4(ψ2).
stabile Quadrate besitzt. Dies wird an dieser Stelle nicht weiter betrachtet. Es inter-
essiert vielmehr wie die SH-Gleichung abgewandelt werden muss, um sinnvolle
atomare Strukturen beschreiben zu können.
5.2. Erhaltende Swift-Hohenberg-Gleichung
Die Swift-Hohenberg-Gleichung ist bis hierher eine strukturbildende Modellglei-
chung, die für die Parameter ε und g verschiedene stabile Strukturen ausbildet.
Interpretiertman dasOrdnungsfeldψ als die Aufenthaltswahrscheinlichkeit einzel-
ner Partikel, z. B. Atome, so entsprechen Peaks den zeitlich gemittelten Positionen
der Partikel, wie Tupper und Grant [31] mit der Mittlung von Atompositionen
aus Molekulardynamik Simulationen gezeigt haben. Genau genommen ist ψ eine
Aufenthaltswahrscheinlichkeitsdichte, kurz Dichte. Peaks gibt es nur in der hexa-
gonalen Struktur. Die triviale Lösung kann als Flüssigphase (liquid) interpretiert
werden, da die Atome dort ungeordnet sind und die Wahrscheinlichkeit ein Atom
in der Schmelze anzutreffen für alle Orte gleich ist. Die Bereiche, wo Streifen die
stabile Struktur bilden, sind für diese Interpretationen nutzlos.
Die Swift-Hohenberg-Gleichung folgt einer Gradientendynamik, die für Gleich-
gewichtszustände eine gute Approximation sein kann, da es dort nur auf den
stabilen Endzustand ankommt. Partikel sollen über den Gleichgewichtszustand
hinaus beschreiben werden können, dazu ist es wünschenswert, die Dynamik
der Partikelbewegungen abbilden zu können. Die Eckhaus-Instabilität (Abbil-
dung 5.2) hat gezeigt, dass Defekte, die in einen Gleichgewichtszustand eingefügt
werden, spontan verschwinden können und an anderer Stelle wieder auftauchen.
Dieses Verhalten ist für Partikel nicht erwünscht, hier sollen sich Defekte, wie
Versetzungen nur durch Leerstellendiffusion bewegen können. Partikel können
nicht einfach verschwinden sondern müssen wegdiffundieren. Eine konservative
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Dynamik erfüllt dieses Verhalten, wie Berry et al. [36] untersucht haben. Im Fol-
gendenwird die konservative Variante der Swift-Hohenberg-Gleichung hergeleitet.
Dadurch wird die Dynamik, wie gewünscht, beeinflusst.
Wie oben schon angedeutet, kann das Potentialfunktional (5.1) als freie Energie
interpretiert werden. Dann ist F (︀ψ(x , t)⌋︀ die freie Energie einer bestimmten
Konfiguration der Partikel. Dabei bezeichnet der Begriff Konfiguration die Dich-
teverteilung, die sich für eine Anordnung der Partikel ergibt. Die Variation von
F in ψ gibt demnach an, wie sich die freie Energie bei der Ortsänderung der
Partikel, also bei der Dichteänderung, ändert. Die Variation definiert also das
chemische Potential






= δ ∫ F (ψ,∇ψ, . . .)dr
δψ
= ∞∑
j=0 (−1) j∇ j ∂F (ψ,∇ψ, . . .)∂(∇ jψ)
die Variationsableitung.
Das erste Fick’sche Gesetzt besagt, dass der Fluss j in einem System proportional
zum Gradienten des chemischen Potentials ist, also
j = −D∇µ.
Es können keine Partikel erzeugt oder vernichtet werden, also kann auch keine








= D∇2µ = D∇2 δF
δψ
, (5.12)
wobei D ein effektiver Diffusionskoeffizient ist. Dies ist die erhaltende Version der
Swift-Hohenberg-Gleichung (cSH) vom Engl. conserved. Im Kontext der Gleich-
gewichtsthermodynamik wird (5.12) als kristallines Phasenfeldmodell (PFC) vom
44 Kapitel 5 Kristalline Phasenfeldmethode für Reinstoffe
Engl. phase-field crystal bezeichnet und wurde von Elder et al. [1, 32] 2002 ein-
geführt. Die Dynamik der Musterbildung lässt sich also mit einer Cahn-Hillard-
Gleichung beschreiben. So kommt zusätzlich zu ε und g noch die mittlere Dichte
ψ0 ∶= ∐︀ψ̃︀ als Parameter hinzu. Die Dichte ist nun eine Erhaltungsgröße.
Jaatinen und Ala-Nissila [58] sowie Tóth et al. [42] zeigen, dass der Term𝒪(ψ3)
durch Umskalieren entfällt. Durch die Variationsableitung δF ⇑δψ sind lineare
Beiträge in ψ konstant und haben keinen Einfluss auf die Evolutionsgleichung.
Zunächst wird (5.1) um einige Konstanten (λ, b) erweitert, um eine allgemeinere
Form der freien Energie für das PFC-Modell zu erreichen. Später tauchen einige
abgewandelte Formen des PFC-Potentials auf, die leicht auf die allgemeinere Form
gebracht werden können. Durch die Erweiterung an dieser Stelle können diese
Ergebnisse damit auch direkt auf die abgewandelten PFC-Potentiale angewandt
werden. Um in der vereinfachten Form die gewöhnlichen Symbole benutzen zu
können, wird a statt ε und φ statt ψ verwendet,
F(︀φ⌋︀ = ∫ φ2 (a + λ(q20 +∇2)2)φ − g3 φ3 + b4φ4 dx . (5.13)
Für Dimension d werden












definiert. Einsetzen von φ in das Potential (5.13) liefert







Weiter ist mit ψ und x, es wird ∇˜ für ∇ in x geschrieben,
fc ∶= (a + λ(q20 + ∇˜2)2)φ =}︂ λq40b (a + λq40(1 +∇2)2)ψ +𝒪(1).
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Multiplikation mit φ⇑2 und Einsetzen von a liefert
φ
2














(−ε + (1 +∇2)2)ψ + g2
6λq40b2
ψ2) +𝒪(ψ)
Zusammensetzen unter Berücksichtigung von F und x liefert das einfache freie
Energiepotential
F (︀φ⌋︀ = ∫ ψ2 (−ε + (1 +∇2)2)ψ + 14ψ4 +𝒪(ψ)dr. (5.14)
Das Einsetzen in (5.12) ergibt die PFC-Evolutionsgleichung
∂tψ = ∇2((−ε + (1 +∇2)2)ψ + ψ3), (5.15)
hier mit D = 1. Damit ist eine einfache Variante der PFC-Gleichung gefunden
worden. Für Berechnungen der Stabilität analog zu der SH-Gleichung genügt diese
Form vollkommen. (5.15) hat nur noch die Durchschnittsdichte ψ0 und ε, dessen
physikalische Bedeutung noch bestimmt werden muss. Werden die Stabilitätsbe-
reiche in Abbildung 5.3(b) als Phasendiagramm interpretiert, so entspricht ε einer
negativen Temperaturskala, kann also einer Unterkühlung zugeordnet werden. Für
ε < 0, also eine Temperatur oberhalb des Schmelzpunktes, existiert nur die Flüssig-
phase. Zu gegebener Dichte wird mit größer werdenden ε zunächst der bistabile
Bereich Liquid-Hexagone erreicht und dann die stabile hexagonale Phase. Zur
Berechnung der Phasen aus Abbildung 5.3(b) wird wieder eine Stabilitätsanalyse
durchgeführt, diesmal von der cSH-Gleichung.
Stabilität der erhaltenden Swift-Hohenberg-Gleichung
In der erhaltenden Swift-Hohenberg-Gleichung ist somit (5.15) wieder von zwei
Parametern abhängig (ε und φ0). Dabei stellt sich die Frage, inwiefern φ0 die
Rolle von g einnehmen kann. In der SH-Gleichung wurde durch g ≠ 0 erreicht,
dass eine hexagonale Struktur stabil ist. Da g nicht weiter relevant ist, muss also
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die Durchschnittsdichte ψ0 dessen Rolle übernehmen und somit effektiv den
kubischen Term ersetzen.
Zunächst werden die stabilen Strukturen, die in der SH-Gleichung entstehen,
untersucht. Dabei wird der Moden-Approximation (5.7) Ah0, der Beitrag der
Durchschnittsdichte hinzuaddiert
ψ(r, t) = Ah0 + 3∑
j
Ah j(t) eik j ⋅r + c. c.,
k j wie oben sternförmig angeordnete Vektoren und für die Amplituden gilt wieder
Ah j = A j+3. Daraus werden drei gewöhnliche Differenzialgleichungen, indem mit
eik j ⋅x multipliziert und über ganzzahlige Vielfache der Wellenlängen integriert
wird. Die Differenzialgleichungen der einzelnen Fourier-Moden lauten
dtA1 = εA1 − 6A0A2A3 − 3A20A1 − A1(3⋃︀A1⋃︀2 + 6⋃︀A2⋃︀2 + 6⋃︀A3⋃︀2), (5.16a)
dtA2 = εA2 − 6A0A1A3 − 3A20A2 − A2(3⋃︀A2⋃︀2 + 6⋃︀A1⋃︀2 + 6⋃︀A3⋃︀2), (5.16b)
dtA3 = εA3 − 6A0A1A2 − 3A20A3 − A3(3⋃︀A3⋃︀2 + 6⋃︀A1⋃︀2 + 6⋃︀A2⋃︀2). (5.16c)
Im Vergleich zu (5.8) kommen im Wesentlichen die Terme mit A20 hinzu. Die
restlichen Terme sind in beiden Gleichungen erhalten, sodass sich bestätigt, dass
ψ0 die Rolle von g einnimmt.
Die triviale Lösung der Modengleichungen ist
A j = 0 ∀ j > 0
und liefert nach Störung und Linearisierung das Eigenwertproblemmit derMatrix
M ∶= (ε − 3A20)I und dem dreifachen Eigenwert ε − 3A20, dieser ist negativ für
ε < 3A20 .
Stationäre Streifen lassen sich durch die Lösung
A1 = ± 13⌉︂3ε − 9A20 =∶ As , A2 = A3 = 0
darstellen. Dies führt nach Störung und Linearisierung auf die Matrix
M = ⎛⎜⎝
ε − 3A20 − 9A2s 0 0
0 ε − 3A20 − 6A2s −6A0As
0 −6A0As ε − 3A20 − 6A2s
⎞⎟⎠
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mit den Eigenwerten {ε − 3A20 − 9A2s , ε − 3A20 − 6A2s ± 6A0As}, die alle negativ
sind, wenn
ε > 15A20 .
Für die stationäre hexagonale Lösung werden A1 = A2 = A3 =∶ Ah als reell
angenommen. Aus (5.16) folgt die Gleichung
0 = εAh − 3A20Ah − 6A0A2h − 15A3h
und nach Umstellen
Ah = − 15A0 ± 115⌉︂−36A20 + 15ε.
Die Lösungen werden gestört, u j = Ah + ξ j , j = 1,. . . ,3, in (5.16) eingesetzt und
bezüglich ξ j linearisiert. Dies führt auf das Eigenwertproblem
M = ⎛⎜⎝
α − λ β β
β α − λ β
β β α − λ
⎞⎟⎠ξ = 0,
mit α = ε−3A20−21A2h und β−6A0Ah− 12A2h. Die zugehörigen Eigenwerte sind{ ε − 3A20 − 12A0Ah − 45A2h , ε − 3A20 + 6A0Ah − 9A2h },
welche negativ sind für
12
5
a2 < ε < 51a2
und damit den Bereich der stabilen hexagonalen Struktur angeben. Es sei ange-
merkt, dass eine der beiden Lösungen Ah für a < 0 stabil ist und die andere für
a > 0 stabil ist.
Nachdem die gleichen stabilen Strukturen wie bei der SH-Gleichung gefunden
wurden, wird noch die Stabilität der quadratischen Struktur getestet. Dazu wird
analog zu (5.10) die Moden-Approximation
ψ(r, t) = A0 + 2∑
j
A j(t) eik j ⋅r + c. c.
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mit k1 = −k3 = (1, 0)T und k2 = −k4 = (0, 1)T benutzt. Die Moden-Gleichungen
ergeben sich wie folgt
dtA1 = −εA1 − A1(A20 + ⋃︀A1⋃︀2 + 2⋃︀A2⋃︀2), (5.17a)
dtA2 = −εA2 − A2(A20 + ⋃︀A2⋃︀2 + 2⋃︀A1⋃︀2), (5.17b)
Deren Lösung ist
A j = ± 13⌉︂ε − 3A20 =∶ Aq , ∀ j > 0.
Die Störung und Linearisierung führt auf ein Eigenwertproblemmit der Matrix
M = ( −ε + 3A20 + 15A2q 12A2q12A2q −ε + 3A20 + 15A2q ).
Die zugehörigen Eigenwerte {−ε + 3A20 + 3A2q ,−ε + 3A20 + 27A2q} sind nach Ein-
setzen von Aq negativ wenn
ε > 3A20 und ε < 3A20
gilt, was offensichtlich bedeutet, dass nie alle Eigenwerte negativ sind und damit die
quadratische Struktur auch in der cSH-Gleichung nicht stabil ist. Abbildung 5.3(b)
zeigt die Parameterbereiche in denen die einzelnen Strukturen stabil sind, auch




A20 < ε < 3A20
und zwischen Hexagonen und Streifen für
15A20 < ε < 51A20 .
In der cSH-Gleichung existiert die triviale Struktur nun auch für positive ε, sodass
negative ε nicht weiter interessant sind. Sowohl in der Swift-Hohenberg-Gleichung
als auch in der erhaltenden Swift-Hohenberg-Gleichung sind die Streifen für g = 0
bzw. A0 = 0 stabil. Für (betragsmäßig) größer werdende Parameter ist dann
die eigentlich interessante Struktur, die hexagonale Struktur, stabil. In beiden
Gleichungen gibt es keine stabile quadratische Struktur, dafür wurde in der SH-
Gleichung ein zusätzlicher Term hinzugefügt. Im Folgenden wird eine weitere
Möglichkeiten aufgezeigt.







Abbildung 5.5.:Gitterstruktur mit den ersten Nachbarn (violett), den zweiten Nachbarn
(grün) und den dritten Nachbarn (rot) in (a) und (b) bzw. die ersten und zweiten Nachbar
(violett), die dritten Nachbarn (grün) und die fünften und sechsten Nachbarn (rot) in
(c), wenn die ersten beiden Nachbarabstände als erste Nachbarn bezeichnet werden.
Die roten Nachbarn haben gerade den doppelten Abstand wie die ersten. Die roten
und blauen Bereiche markieren die Mengen um Punkt A bzw. B. Die eingezeichneten
Abstände sind gerade 2π.
5.3. Von Quadraten und Quasikristallen
In (5.4) wurde gezeigt, dass nur Amplituden in einem Band um den kritischen
Punkt q0 wachsen und Muster mit der Wellenlänge 2π⇑q0 bilden können. Später
in (5.5) und (5.15) wurde gezeigt, dass ohne Einschränkung q0 = 1 gesetzt werden
kann. Die Muster haben somit einen Abstand von 2π. In dem hexagonalen Gitter
sind damit die ersten Nachbarn im Abstand von 2π und haben jeweils zueinander
wieder den Abstand von 2π. Das hexagonale Gitter ist sehr dicht gepackt. Werden
alle Punkte im Abstand von 2π um zwei benachbarte Punkte in die Mengen A
und B aufgeteilt, so liegen im Schnitt A∩ B vier Punkte und A, B haben jeweils
sieben Punkte. Wird das Gleiche für ein quadratisches Gitter gemacht, so haben
A und B jeweils fünf Punkte und im Schnitt A ∩ B liegen gerade die beiden
benachbarten Punkte. Der Abstand der zweiten Nachbarn im quadratischen Gitter
beträgt
⌋︂
22π, im Gegensatz zu
⌋︂
32π im hexagonalem Gitter. Es legt nahe, dass
der kürzere Abstand einen höheren Einfluss hat. Daher werden zusätzlich zu den
ersten Nachbarn auch die zweiten Nachbarn im quadratischen Gitter in A und B
aufgenommen, so sind jeweils neun Punkte in derMenge und im SchnittA∩B sind
sechs Punkte. Die Dichte der Packung ist in Abbildung 5.5 veranschaulicht. Das
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Abbildung 5.6.: Quasikristalle mit (a) einer quadratischen Symmetrie und (b) einer
12-Fach Symmetrie.
quadratische Gitter mit zwei Nachbarn sieht ähnlich dicht aus wie das hexagonale
Gitter. Es liegt also nahe, dass quadratische Strukturen erst dann stabil sind, wenn
nicht nur Amplituden einer Wellenlänge wachsen. Der lineare Teil der Swift-
Hohenberg- bzw. erhaltenden Swift-Hohenberg-Gleichung wird um den Faktor(q21 +∇2)2 erweitert, wobei 2π⇑q1 die zweite Wellenlänge ist, wie es von Lifshitz
und Petrich [59] vorgeschlagen wurde. Es folgt
∂tψ = εψ − (1 +∇2)2(q21 +∇2)2ψ + gψ2 − ψ3 (5.18)
bzw.
∂tψ = ∇2((−ε + (1 +∇2)2(q21 +∇2)2)ψ + ψ3).
Es genügt nicht die Moden-Approximation, die oben in der Stabilitätsuntersu-
chung verwendet wurde, um weitere Moden mit der Wellenzahl
⌋︂
22π zu erwei-
tern. Sowohl SH- als auch cSH-Gleichung bilden auch dann keine stabile quadrati-
sche Struktur. Untersuchungen fürQuasikristallemit der SH-Gleichung können in
der Referenz [59] gefunden werden. Quasikristalle in der cSH-Gleichung werden
in den Referenzen [60, 61] untersucht. Abbildung 5.6 zeigt einigeQuasikristallemit
verschiedenen Verhältnisse derWellenlängen, so bilden sich für q1 =⌋︂2 Quadrate
und für q1 =⌈︂2 +⌋︂3 eine 12-fach Symmetrie, dabei ist g = 1 und ε = 0.
Eine leicht abgewandelte Form der 2-Moden-Gleichung kann bei Wu et al. [39]
gefunden werden. Dort wird ein zusätzlicher additiver Term in die zweite Mode
eingefügt, mit dem die Dominanz der ersten Mode gesteuert werden kann. Dieses
Model wird später noch einmal genauer betrachtet (vgl. (5.33)).
(a) q1 =⌋︂2 (b) q1 =⌈︂2 +⌋︂3
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(a) Streifen (b) Stäbe (c) BCC (d) FCC
Abbildung 5.7.: 3D-Strukturen in einer Box mit 4 × 4 × 4 Einheitszellen.
5.4. Übergang zu 3D
In den letzten Abschnitten wurde gezeigt, dass in 2D zwei für die Modellierung
von Partikeln interessante Strukturen existieren. Mit der Erweiterung auf Quasi-
kristalle kommt eine dritte Struktur, die quadratische Struktur hinzu.Wie sieht das
Ganze in 3D aus? Zunächst sei angemerkt, dass nun nur noch die cSH-Gleichung
betrachtet wird, da diese für das eigentliche Ziel die richtigen Parameter, die
richtige Unterkühlung ε und die richtige Durchschnittsdichte ψ0, besitzt. Die Am-
plituden der hinzukommenden Dimension werden Null gesetzt, so bilden sich aus
den oben ermittelten 2D Strukturen, Strukturen, die konstant in der dritten Raum-
richtung sind. Das bedeutet, dass die triviale konstante Lösung konstant bleibt, die
Streifen werden zu ebenen Streifen und die hexagonale Struktur wird zu Stäben.
Die Strukturen werden in Abbildung 5.7(a)–(b) dargestellt. Bis auf die konstan-
te Struktur, können diese Strukturen nicht für die Beschreibung von Partikeln
benutzt werden. Kubische Anordnungen, wie sie in Metallen auftreten, sind das
kubisch raumzentrierte Gitter (bcc) und das kubisch flächenzentrierte Gitter (fcc).
Es ist noch die hexagonale Kristallstruktur (hcp) vom Engl. hexagonal closed
packed zuerwähnt, die im Rahmen dieser Arbeit aber nicht weiter berücksichtigt
werden wird.
Den Anfang macht die bcc-Struktur. Sei A0 wieder der Beitrag der Durchschnitts-
dichte. Die Moden-Approximation lautet
ψ(r, t) = A0 + 6∑
j
A j(t) eik j ⋅r + c. c. (5.19)
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mit den Vektoren der ersten Nachbarn aus SchaleK j im reziproken Gitter
k1 = (1, 1, 0)T , k4 = (−1, 1, 0)T ,
k2 = (1, 0, 1)T , k5 = (−1, 0, 1)T ,
k3 = (0, 1, 1)T , k6 = (0,−1, 1)T .
Für die Amplituden gilt wieder A j = A j+6. Es wird (5.19) in (5.15) eingesetzt, mit
eik j ⋅x multipliziert und über ganzzahlige Vielfache der Wellenlängen integriert.
Dies resultiert in den Differenzialgleichungen der einzelnen Fourier-Moden
dtA1 = εA1 − 3A20A1 − 6A0(A2A6 + A3A5)− 6(A2A4A5 + A3A4A6) − 6A1(Λ − 3⋃︀A1⋃︀2), (5.20a)
dtA2 = εA2 − 3A20A2 − 6A0(A1A6 + A3A4)− 6(A1A4A5 + A3A5A6) − 6A2(Λ − 3⋃︀A2⋃︀2), (5.20b)
dtA3 = εA3 − 3A20A3 − 6A0(A1A5 + A2A4)− 6(A1A4A6 + A2A5A6) − 6A3(Λ − 3⋃︀A3⋃︀2), (5.20c)
dtA4 = εA4 − 3A20A4 − 6A0(A2A3 + A5A6)− 6(A1A2A5 + A1A3A6) − 6A4(Λ − 3⋃︀A4⋃︀2), (5.20d)
dtA5 = εA5 − 3A20A5 − 6A0(A1A3 + A4A6)− 6(A1A2A4 + A2A3A6) − 6A5(Λ − 3⋃︀A5⋃︀2), (5.20e)
dtA6 = εA6 − 3A20A6 − 6A0(A1A2 + A4A5)− 6(A1A3A4 + A2A3A5) − 6A6(Λ − 3⋃︀A6⋃︀2). (5.20f)
Dabei ist Λ ∶= ∑6j=1 ⋂︀A j ⋂︀2. Bei der trivialen Lösung wurden alle Amplituden A j = 0
gesetzt, dies wurde im 2D-Fall schon untersucht. Die Amplituden der Vektoren
mit der z-Komponente ≠ 0 werdenNull gesetzt, so bleiben gerade die Vektoren der
zweidimensionalen, quadratischen Lösung übrig, welche nicht stabil ist. Werden
alle Amplituden gleich gesetzt, so folgt aus (5.20) die Differenzialgleichung
dtAb = εAb − 3A20Ab − 12A0A2b − 45A3b ,
Nullsetzen liefert die Lösung
Ab ∶= − 215A0 ± 115⌉︂5ε − 11A20 .
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Stören und Linearisieren resultiert im Eigenwertproblem
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
α − λ β β γ β β
β α − λ β β γ β
β β α − λ β β γ
γ β β α − λ β β
β γ β β α − λ β
β β γ β β α − λ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
ξ = 0
mit α = ε−3A20−39A2b, β = −6A0Ab−18A2b und γ = −24A2b. Die Eigenwerte sind
λ1 = ε − 3A20 − 24A0Ab − 135A2b ,
λ2 = ε − 3A20 + 12A0Ab − 27A2b ,
λ3 = ε − 3A20 − 15A2b .
λ1 ist negativ, wenn ε > 11A20⇑5 gilt, für λ2 negativ muss ε < 27A20⇑5 sein und wenn
ε < 67A20 gilt, ist λ3 < 0. Damit ist die bcc-Struktur stabil im Bereich
11
5
A20 < ε < 275 A20 .
Wie sieht es aber mit dem fcc-Gitter aus? Nach Wu et al. [39] werden Vektoren
der ersten beiden dominanten SchalenK1 undK2 benutzt, dies sind
k1 = (−1, 1, 1)T ,
k2 = (1,−1, 1)T ,
k3 = (1, 1,−1)T ,
k4 = (−1,−1,−1)T ,
k5 = (2, 0, 0)T ,
k6 = (0, 2, 0)T ,
k7 = (0, 0, 2)T
in der Moden-Approximation
ψ(r, t) = A0 + 7∑
j
A j(t) eik j ⋅r + c. c. (5.21)
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wobei für die Amplituden wieder A j = A j+7 gilt. Einsetzen von (5.21) in die
Bewegungsgleichung (5.15) und anschließende Multiplikation mit eik j ⋅x sowie
integrieren über ein ganzzahliges Vielfache der Wellenlängen, liefert die Differen-
zialgleichungen der einzelnen Fourier-Moden
dtA1 = εA1 − 3A20A1 − 6A1(Λ − 3⋃︀A1⋃︀2)− 6A0(A2A7 + A3A6 + A4A5)− 6(A2A3A4 + A2A5A6 + A3A5A7 + A4A6A7), (5.22a)
dtA2 = εA2 − 3A20A2 − 6A2(Λ − 3⋃︀A2⋃︀2)− 6A0(A1A7 + A3A5 + A4A6)− 6(A1A3A4 + A1A5A6 + A3A6A7 + A4A5A7), (5.22b)
dtA3 = εA3 − 3A20A3 − 6A3(Λ − 3⋃︀A3⋃︀2)− 6A0(A1A6 + A2A5 + A4A7)− 6(A1A2A4 + A1A5A7 + A2A6A7 + A4A5A6), (5.22c)
dtA4 = εA4 − 3A20A4 − 6A4(Λ − 3⋃︀A4⋃︀2)− 6A0(A1A5 + A2A6 + A3A7)− 6(A1A2A3 + A1A6A7 + A2A5A7 + A3A5A6), (5.22d)
dtA5 = 169 (ε − 19)A5 − 4A20A5− 8A0(A1A4 + A2A3) − 8A5(Λ − 4⋃︀A5⋃︀2)− 8(A1A2A6 + A1A3A7 + A2A4A7 + A3A4A6), (5.22e)
dtA6 = 169 (ε − 19)A6 − 4A20A6− 8A0(A1A3 + A2A4) − 8A6(Λ − 4⋃︀A6⋃︀2)− 8(A1A2A5 + A1A4A7 + A2A3A7 + A3A4A5), (5.22f)
dtA7 = 169 (ε − 19)A7 − 4A20A7− 8A0(A1A2 + A3A4) − 8A7(Λ − 4⋃︀A7⋃︀2)− 8(A1A3A5 + A1A4A6 + A2A3A6 + A2A4A5), (5.22g)
dabei ist Λ ∶= ∑7j=1 ⋂︀A j ⋂︀2.
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Amplituden, die zu Vektoren gleicher Länge gehören, werden gleichgesetzt, d. h.
Af ∶= A1 = A2 = A3 = A4 und Bf ∶= A5 = A6 = A7. Einsetzen in (5.22) liefert
die Differenzialgleichungen
dtAf = εAf − 3A20Af − 18A0AfBf − 36AfB2f − 27A3f ,
dtBf = 169 (ε − 19)Bf − 4A20Bf − 16A0A2f − 64A2fBf − 20B3f .
Seien Af und Bf die Lösungen, die aus Platzgründen hier nicht aufgeschrieben
sind. Durch Stören und Linearisieren folgt das Eigenwertproblem (M − λI) = 0,
dessen Matrix die Form
M ∶=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α β β β ν ν ν
β α β β ν ν ν
β β α β ν ν ν
β β β α ν ν ν
η η η η γ δ δ
η η η η δ γ δ
η η η η δ δ γ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
hat, mit α = ε − 3A20 − 27A2f − 18B2f , β = −6B2f − 6A0Bf − 18A2f , γ = 169 (ε − 19) −
4A20 − 32A2f − 28B2f , δ = −16(A2f + B2f ), ν = −6Af(A0 + 4Bf) und η = 4ν⇑3. Es gibt
vier Eigenwerte, die ebenfalls aus Platzgründen hier nicht aufgelistet werden. Es
gibt einen Bereich, in dem alle Eigenwerte negativ sind, dieser ist in Abbildung 5.8
cyan dargestellt. Alle Eigenwerte liefern keine quadratische Abhängigkeit ε von A0
mehr. Die fcc-Struktur kann erst stabil sein, wenn ε ≳ 0.06 und A0 ≲ −0.04, was
in der cyanfarbenen Ecke rechts unten in Abbildung 5.8(a) zu sehen ist, die die
A0-ε-Parameterebene mit den stabilen Bereichen der einzelnen Strukturen zeigt.
Es kommt zu häufigen Überlagerungen der Bereiche, nur die Streifen (α), die
Stäbe (β) und die Konstante (ℓ) haben stabile Bereiche, in denen nur sie stabil sind.
Die hier durchgeführte Stabilitätsanalyse kann nur eine Aussage über die Existenz
von stabilen Strukturen machen. Sind keine weiteren Störfaktoren vorhanden, so
sind die Strukturen stabil. In einer Koexistenz von mehreren Strukturen wird sich
immer die Struktur mit dem geringeren Potentialwert durchsetzen, mit den Begrif-
fen der Gleichgewichtsthermodynamik, ist das die Phase mit der geringeren freien
Energie. Die Berechnung der freien Energie wird an dieser Stelle unterlassen und
in Abschnitt 8.3 ausführlich für das mehrkomponentige PFC-Modell beschrieben.
Jaatinen und Ala-Nissila [58] haben das Phasendiagramm für Werte von ε bis
1.8 anhand der freien Energie einer konvergierten PFC-Simulation ausgerechnet.
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(a) Stabile Strukturen











(b) Phasen aus Referenz [58]
Abbildung 5.8.: (a) zeigt die stabilen Bereiche für ℓ Liquid (grün), δ fcc (cyan), γ bcc
(rot), β Stäbe (blau) und α Streifen (weiß). (b) zeigt zusätzlich die stabilen Phasen (graue
Bereiche), von Jaatinen und Ala-Nissila [58] berechnet.
Zuvor wurde nur mit kleinen ε bis etwa 0.1 gerechnet. Abbildung 5.8(b) zeigt
die Stabilitätsbereiche überlagert mit dem Phasendiagramm aus Referenz [58].
Dabei liegen die Phasen im stabilen Bereich, häufig liegen die Phasengrenzen
sogar an einer Bereichsgrenze.
5.5. Herleitung aus der Dichtefunktionaltheorie
Im vorherigen Abschnitt wurde gezeigt, wie nach Elder et al. [1, 32] die kon-
servative Version der SH-Gleichung als PFC-Modell für das Kristallwachstum
interpretiert werden kann. Dabei ist die Wahl der Parameter im Wesentlichen
auf die Unterkühlung ε und die Durchschnittsdichte ψ0 beschränkt, wie die ver-
einfachte Form (5.15) zeigt. Um physikalische Prozesse qualitativ wiedergeben
zu können, scheint es schwierig alle physikalisch relevanten Größen auf diese
zwei Parameter zu beschränkten. Ein anderer Zugang zu dem PFC-Modell wurde
später ebenfalls von Elder et al. [30] publiziert. Sie zeigen, dass sich das freie
Energiefunktional aus der klassischen Dichtefunktionaltheorie herleiten lässt. Die
klassische Dichtefunktionaltheorie beschreibt das Verhalten von Vielteilchensyste-
men, indem die ortsabhängige Dichte des Systems berechnet wird. Sie betrachtet
den Gleichgewichtszustand und kann thermodynamische Eigenschaften wie freie
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Energien oder Phasenübergänge beschreiben. Für Nichtgleichgewichtszustände
gibt es die dynamische Dichtefunktionaltheorie (DDFT), die die zeitliche Entwick-
lung eines Systems berechnen kann. Für einen tieferen Einblick in die DDFT wird
auf die Originalveröffentlichung von Ramakrishnan und Yussouff [21] oder einem
Review von Singh [22] verwiesen. Über die Herleitung der DDFT kommen die
physikalischen Parameter in das PFC-Modell. Hier wird den Argumenten von
Provatas und Elder [62] und Jaatinen et al. [17] gefolgt. Die Herleitung beginnt mit
einer funktionalen Taylor-Reihenentwicklung der helmholtzschen freien Energie
F um ein Liquid, welches sich in Koexistenz mit einer kristallinen Phase befindet.
F ist ein Funktional der lokalen Teilchendichte ρ(r) von Atomen oder allgemein
von Partikeln in einem System. Es ist
∆F (︀ρ⌋︀
kBT












δρ1δρ2δρ3 dr1dr2dr3 +⋯ (5.23)
wobei ℓ einen Referenzzustand, meistens als Liquid gewählt, bezeichnet. Weiter
ist δρ ∶= ρ − ρℓ und ∆F ∶= F −Fℓ , die Differenz der freien Energie zu der
freien Energie des Referenzzustands ℓ. Der erste Term ist nach Ramakrishnan





δ = ρ ln( ρ
ρℓ
) − δρ.
Die Terme höherer Ordnung lassen sich als direkte Korrelationsfunktionen Cn
schreiben
Cn(r1 , r2 , . . . , rn) ∶= − δnF (︀ρ⌋︀δρ1δρ2 , . . . , δρn .
Korrelationsfunktionen geben die wechselseitige Abhängigkeit der Teilchendichte
von verschiedenen Punkten im Raum an. Die paarweise Korrelationsfunktion C2
gibt die Wahrscheinlichkeit an, zu einem Atom am Punkt r1 ein Atom am Punkt
r2 zu finden. Für drei Atome gibt die Korrelationsfunktion C3 die Wahrschein-
lichkeit an, zu einem gegebenen Atom am Punkt r1 und einem weiteren Atom am
Punkt r2, ein Atom am Punkt r3 anzutreffen. Diese Korrelationsfunktion wird
ebenso vernachlässigt, wie alle Korrelationsfunktionen höherer Ordnung. In einer
Flüssigkeit sind Atome nicht fest geordnet sondern durch ihre Nahordnung gebun-
den und somit isotrop. Daher ist es sinnvoll, eine Liquid-Referenz zu entwickeln.
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Dahingegen spiegelt die Korrelationsfunktion in einem Kristallgitter das Gitter
wieder und ist nicht rotationsinvariant. Wenn die Korrelationsfunktion isotrop
ist, hängt sie nur vom Abstand r = ⋃︀r1 − r2⋃︀ ab. Sie wird mit C2(r) ∶= C2(⋃︀r1 − r2⋃︀)
bezeichnet. So wird das freie Energiefunktional (5.23) zu
∆F (︀ρ⌋︀
kBT
= ∫ ρ ln( ρρℓ ) − δρ dr − 12! ∫ C2(⋃︀r1 − r2⋃︀)δρ1δρ2 dr1dr2 (5.24)
Mit der DDFT wurden zahlreiche Übergänge am Schmelzpunkt untersucht ([21,
22]). Numerisch ist sie jedoch für Nichtgleichgewichtsphänomene nur bedingt
geeignet, da typischerweise die Lösungen sehr spitze Peaks haben und damit eine
hohe räumliche Auflösung nötig ist. Pro Raumrichtung werden für gewöhnlich
in etwa 100 Stützstellen pro Atompeak benötigt. Im Folgenden werden einige
Vereinfachungen durchgeführt, wobei die wesentlichen Eigenschaften von Kris-
tallen reproduziert werden, aber der hohe numerische Aufwand schrumpft. Die
Vereinfachungen sind teilweise recht drastisch, sodass das entstehende Modell
nur als eine schlechte Annäherung an die DDFT verstanden werden darf.
Das dimensionslose Feld der reduzierten Teilchendichte wird definiert als
n ∶= ρ − ρℓ
ρℓ
wobei ρℓ eine konstante Referenzdichte, typischerweise Liquid im Gleichgewichts-
zustand, ist. Teilen von (5.24) durch ρℓ und Einsetzen von ρ⇑ρℓ = (n+ 1) liefert
∆F (︀ρ⌋︀
kBTρℓ
= ∫ (n + 1) ln(n + 1) − n dr − 12! ∫ n(r1)ρℓC2(⋃︀r1 − r2⋃︀)n(r2)dr1dr2
(5.25)
Für kleine n wird der ideale Teil in einer Taylor-Entwicklung angegeben,














Hier wurden die Konstanten a = b = 1 eingeführt, um später mehr Freiheitsgrade
zu bekommen. Das zweite Integral wird nach Gradienten entwickelt, dazu wird
die Fourier-Transformierte nach der Kreiswellenzahl k = ⋃︀k⋃︀ entwickelt. Da die






Abbildung 5.9.: Typischer Verlauf einer paarweisen Korrelationsfunktion C2 im Fourier-
Raummit erstem Peak bei km .
Korrelationsfunktion vom Liquidzustand benutzt wird, ist diese invariant unter
Rotation,
cˆ(k) ≈ C0 + C2k2 + C4k4 ,
wobei cˆ(k) = ρℓCˆ2 mit Cˆ2 = ℱ(C2) die Fourier-Transformierte der Korrelati-
onsfunktion ist. Dabei werden nur gerade Exponenten bis zur 4-ten Ordnung
berücksichtigt. C0, C2 und C4 sind Konstanten. Die Rücktransformation
(C0 − C2∇2 + C4∇4)n(r) (5.27)
hat die gleichen Gradienten wie die SH-Gleichung (5.5) und ist somit die kleinst-
mögliche Ordnung, welche periodische Strukturen zulässt. Es sei angemerkt, dass
die transformierte Korrelationsfunktion mit dem Strukturfaktor über
S(k) = 1
1 − ρℓCˆ(k)
zusammenhängt und somit die Konstanten C0, C2 und C4 an diesen angefittet wer-
den können. Einen typischen Verlauf für die transformierte Korrelationsfunktion
zeigt Abbildung 5.9.
Einsetzen von (5.26) mit a = b = 1 und (5.27) in (5.25) liefert
∆F (︀n⌋︀
kBTρℓ
= ∫ n2 (1 − C0 + C2∇2 − C4∇4)n − n36 + n412 dr. (5.28)
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Nach Skalierung mit n = ⌋︂3ψ ergibt sich das SH-Potential (5.1)
F (︀ψ⌋︀ = ∫ ψ2 (−ε + (q20 +∇2)2)ψ − g3ψ3 + 14ψ4 dr, (5.29)
wobei C0 = 1 + ε − q20, C2 = 2q20, C4 = −1, F = ∆F ⇑(3kBTρℓ) und g = ⌋︂3⇑2
gesetzt wurden.
Es wurde gezeigt, dass sich das SH-Potential aus der DDFT herleiten lässt. Bei der
Herleitung tauchen einige Konstanten auf, die anhand physikalischer Werte be-
stimmt werden können. ImWesentlichen zeigt die Herleitung aus der DDFT, dass
über die Korrelationsfunktion physikalische Eigenschaften in das PFC-Potential
modelliert werden. Das bedeutet dann aber auch, dass das SH-Potential nur eine
bestimmteKorrelationsfunktion besitzt. DieWahl der Parameter imPFC-Potential
kann als Modifikationen des SH-Potentials gesehen werden. Im Folgenden werden
die Resultate einiger Paper gezeigt, die jeweils das PFC-Potential in einer leicht
modifizierten Form mit physikalischen Eigenschaften in Verbindung bringen. Da
es oben um die Verbindung zur SH-Gleichung ging, wird hier noch einmal das
PFC-Potential nach Elder und Grant [32] aufgeschrieben,
FElder = ∫ ψ2 (a + λ(q20 +∇2)2ψ + g ψ44 )dr. (5.30)
Wu und Karma [34] untersuchen bcc-Liquid-Grenzflächen, dazu verwenden sie
das freie Energiefunktional (5.30) mit einer hier ausgelassenen Skalierungen und
kommen auf die dimensionslose Form
FWu = ∫ ψ2 (−ε + (1 +∇2)2ψ + ψ44 )dr. (5.31)
Die Parameter, mit denen skaliert wird, werden durch Anpassung von Amplitu-
dengleichungen an die Ginzburg-Landau-Theorie ermittelt.
Jaatinen et al. [17] erweitern die Entwicklung der Korrelationsfunktion bis zur
achten Ordnung
FJaatinen = ∫ − 12 ∫ ρℓC(⋃︀r − r′⋃︀)n dr′ + n22 − an36 + bn412 dr (5.32)
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mit
ρℓ cˆ(k) ≈ C(km) + Γ( k2m − k2k2m )
2 + EB( k2m − k2k2m )
4
= 1 − C0 − ( 2Γk2m + 4EBk2m )k2 + ( Γk4m + 6EBk4m )k4 − 4EBk6m k6 + EBk8m k8
und Γ = −k2mC′′(km)⇑8, EB = C(km)−C0−Γ werden an die Korrelationsfunktion
C(k) abhängig von der Kreiswellenzahl k = ⋃︀k⋃︀ gefittet, dabei ist km die Position
des ersten Peaks. Die Parameter a, b werden so gewählt, dass die minimale freie
Energie eine Amplitude hat, die der der Molekulardynamik entspricht.
Wu et al. [39] führen, wie bei den Quasikristallen (5.18), einen Gradiententerm
mit einer zweiten Mode Q1 ein. Der zusätzliche Kontrollparameter R1 gewichtet
die Dominanz der ersten oder zweiten Mode. Das PFC-Funktional zur Simulation
von fcc, eigentlich zweidimensionale, quadratische Gitter, sieht wie folgt aus
FWu2 = ∫ n2 (−є + (∇2 + 1)2((∇2 + Q21 )2 + R1))n + n44 dr= n
2
(R1 + Q41 − є
c0
+ (2Q41 + 2Q21 + 2R1)
c2
∇2
+ (1 + Q41 + 4Q21 + R1)
c4
∇4 + (2 + 2Q21 )
c6
∇6 +∇8)n + n4
4
.(5.33)
Tegze et al. [63] untersuchen die Dynamik von fcc-, bcc- und hcp-Strukturen
mit dem Funktional
FTegze = ∫ n2 (BL + 2BS∇2 + BS∇4)n − vn36 + n412 dr (5.34)
wobei BL = (κLρℓkBT)−1 und BS = K(ρℓkBT)−1 mit κL die Kompressibilität der
Flüssigphase und K das Elastizitätsmodul des Kristalls ist.
Angemerkt sei noch, dass Teeffelen et al. [44] dem freien Energiefunktional (5.28)
ein externes Potential V(r) hinzufügen und damit die Erstarrung von Kolloiden
untersuchen.
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Tabelle 5.1.: Konstanten der allgemeinen PFC-Form für die verschiedenen freien Ener-
giefunktionale.
Potential m c0 c2 c4 c6 c8 a2 a3
FElder (5.30) 4 λq20 + a 2λq20 λ 0 g
FWu (5.31) 4 1 − ε 2 1 0 1
FJaatinen (5.32) 8 2 − C0 2Γ+4EBk2m Γ+6EBk4m 4EBk6m EBk8m − a2 b3
FWu2 (5.33) 8 siehe Klammerung in (5.33) 0 1
FTegze (5.34) 4 BL 2BS BS − v2 13
Die freien Energiefunktionale (5.29)–(5.34) haben eine ähnliche Form, sodass
eine allgemeinere Bewegungsgleichung
∂tn = M∇2⎛⎝m⇑2∑j=0 c2 j∇2 jn + V(r)⎞⎠ (5.35)
die Evolution all dieser Funktionale beschreiben kann. Es werden weiterhin nur
Potentiale der Form V(r) ∶= a2n2 + a3n3 betrachtet. Die Konstanten c2 j und
a2, a3 können dann für die o. g. Funktionale gemäß Tabelle 5.1 gesetzt werden.
Dabei ist M eine effektive Mobilität und m gibt die Ordnung der Approximation
an die Korrelationsfunktion an.
5.6. Numerische Lösung
Je nach Ordnung der Approximation an die Korrelationsfunktion wird zur Lösung
der Bewegungsgleichung (5.35) ein räumlicher Differenzialquotient sechster oder
zehnter Ordnung benötigt. Ein einfaches explizites Euler-Verfahren würde drei
bzw. fünf Randschichten benötigen und durch die hohe Ordnung der Differenzi-
alquotienten eine kleine Zeitschrittweite verlangen. Um dies zu umgehen, wird
die Spektralmethode aus Abschnitt 3.2 zur Lösung der PFC-Bewegungsgleichung
(5.35) verwendet. Diese wird auf eine semi-implizite Spektralmethode mit Ope-
ratoraufspaltung, wie es Tegze et al. [46] für ein binäres PFC-Modell nennen, er-
weitert. Im Vergleich zum Euler-Verfahren ist die Zeitschrittweite 180 mal größer,
wie es ausführlich in der Referenz [64] beschreiben ist. Der nicht lineare Teil
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V(x) wird zunächst im reellen Raum berechnet und anschließend die Fourier-
Transformierte
nˆnl ∶= ℱ(−a2n2 + a3n3) (5.36)
berechnet. Nach den Rechenregeln aus Satz 3.4 für die Differentiation unter der
Fourier-Transformation wird ∇2 zu i2⋃︀k⋃︀2 = −k2 mit k der Kreiswellenzahl. Die
Fourier-Transformierte PFC-Bewegungsgleichung (5.35) wird somit zu
∂t nˆ = −Mk2⎛⎝m⇑2∑j=0 (−1) jc2 jk2 j nˆ + nˆnl⎞⎠,
wobei nˆ = ℱ(n) die Fourier-Transformierte des Dichtefeldes n ist. Für die diskrete
Form, die implizit gelöst werden soll, wird die rechte Seite von (5.35) als Operator
interpretiert, dann ist ∂t nˆ = Anˆ mit
Anˆ ∶= −Mk2⎛⎝m⇑2∑j=0 (−1) jc2 jk2 j nˆ + nˆnl⎞⎠.
Der vorberechnete nicht lineare Teil (5.36) kann nur mit hohem Aufwand implizit
berechnet werden, sodass der Operator A in A1 + A2 aufgesplittet wird und das
Teilproblem A1 explizit berechnet wird. Es ist
∂t nˆ = Anˆ = (A1 + A2)nˆ (5.37)
mit dem Teiloperator
A1 nˆ ∶= m⇑2∑
j=0((−1)( j+1)Mc2 j − s j)k2( j+1)nˆ −Mk2 nˆnl (5.38)
mit den Konstanten s j . Dabei werden s j so gewählt, dass die Gradienten, also die
Multiplikationen mit k2, möglichst betragsmäßig kleine Beiträge liefern. Da hier
M und c j Konstanten sind, können
s j ∶= (−1)( j+1)Mc2 j
gewählt werden. Es ist dann
A1 nˆ = −Mk2 nˆnl .
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Damit die Operatoraufspaltung (5.37) erfüllt ist, muss für den Operator A2 Fol-
gendes gelten
A2 nˆ ∶= m⇑2∑
j=0 s jk
2( j+1)nˆ. (5.39)
Die diskrete Berechnung von nˆt+∆t erfolgt mit einem Zwischenschritt. Dabei ist
nˆ∗ das Ergebnis des ersten Teilproblems
nˆ∗ = nˆt + ∆tA1 nˆt , (5.40)
nˆt+∆t = nˆ∗ + ∆tA2 nˆt+∆t . (5.41)
Für s j = 0 wird somit ein rein expliziter Rechenschritt durchgeführt. Der implizite
Rechenschritt lässt sich durch einfaches Umstellen des zweiten Teilproblems (5.41)
angeben
nˆt+∆t = nˆ∗(1 − ∆tA2)−1 .
Werden die beiden Teilprobleme zusammengeführt, indem das Ersten (5.40) in
das Zweite (5.41) eingesetzt wird und wird die explizite Diskretisierung (s j = 0)
betrachtet, so wird klar, dass
S ∶= ∆t m⇑2∑
j=0(nˆt+∆t − nˆt)k2( j+1)
zur expliziten Diskretisierung hinzuaddiert wurde. Für ∆t → 0 geht S → 0, sodass
die Konsistenz dies Verfahrens gegeben ist. Abbildung 5.10 zeigt die einzelnen
Rechenschritte und die Speichernutzung für die hier beschriebene semi-implizite
Spektralmethode mit Operatoraufspaltung. Beginnend zum Zeitpunkt t wird von
dem reduzierten Dichtefeld n die Fourier-Transformierte nˆ berechnet, sodass
beide, n und nˆ im Speicher gehalten werden. Aus n wird der nicht lineare Teil,
also das Potential berechnet und als nnl im Speicher abgelegt. Von diesem Feld
mit der nicht linearen Zwischenrechnung wird dann die Fourier-Transformierte
berechnet, es enthält dann nˆnl. Im impliziten Schritt wird aus den beiden Feldern
nˆ und nˆnl mit (5.40) und (5.41) nˆ im neuen Zeitschritt berechnet, anschließend
rücktransformiert und skaliert. Insgesamt wird mit dieser Vorgehensweise der
Speicher von drei Feldern, n, nˆ und einemFeld für den nicht linearen Teil, benötigt.
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Abbildung 5.10.: Speicherbenutzung für die Spektralmethodemit Operatoraufspaltung,
die Speicherbezeichungen werden in Definition 3.7 und Abbildung 3.2 erklärt.
Durch verschieben der ersten beiden Schritte kann der Speicher auf zwei benötigte
Felder reduziert werden, dann hat allerdings das Feld von n eine Parität.
EinigeAnwendungen der hier eingeführte kristallinen Phasenfeldmethodewerden





In diesem Kapitel werden einige Ergebnisse mit dem PFC-Modell für Reinstoffe
in zwei und drei Dimensionen gezeigt. Die Ergebnisse aus Abschnitt 6.2 „Berech-
nung der Grenzflächenspannung in 3D“ sind teilweise in M. Oettel, S. Dorosz,
M. Berghoff, B. Nestler und T. Schilling. Description of Hard-Sphere Crystals and
Crystal-Fluid Interfaces: a Comparison Between Density Functional Approaches and
a Phase-Field Crystal Model. Physical Review E 86 (2) (2012), 021404, Appendix
B [50] veröffentlicht.
6.1. 2D-Simulation
Mit dem einfachenModell nach Elder undGrant [32] (5.15) lassen sich Kornwachs-
tum und Kornreifung simulieren. Abbildung 6.1 zeigt eine 2D-Simulation von drei
Keimen in einem 512×512 großen Gebiet mit periodischen Randbedingungen. Als
Keime dienen 10 × 10 Quadrate mit normalverteiltem Rauschen mit einer Ampli-
tude von ±0.1. Der Gitterabstand ist ∆x = 0.785 und die Unterkühlung ist ε = 0.25.
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(d) t = 1125 (e) t = 1500 (f) t = 16125
Abbildung 6.1.: Die obere Reihe (a)–(c) zeigt das Dichtefeld einer Simulation für Korn-
wachstum und Kornreifung. Der Grauwert repräsentiert den Wert der Dichte ψ, die
Peaks sind als schwarze Punkte dargestellt. Die untere Reihe (d)–(f ) zeigt die zuge-
hörige geglättete freie Energiedichte, von blau niedriger über rot bis zur hohen freie
Energiedichte in gelb.
Die Durchschnittsdichte des Kristalls und der Schmelze beträgt ψ0 = 0.285. In Ab-
bildung 6.1(a) und (d) ist das Kornwachstum gut zu erkennen. ImDichtefeld ist der
Kristall durch Peaks (schwarze Punkte) im regelmäßigen, hexagonalen Gitter dar-
gestellt. Die Bereichemit gleicherGitterorientierungwerden als Körner bezeichnet.
Die großen rundlichen Körner sind aus den initial gesetzten Keimen gewachsen,
die in deren Mitte gesetzt wurden. Durch Überlagerung von Wellen können eben-
falls Peaks entstehen, sodass zwischen den ursprünglichen Körnern noch weitere
Körner keimen. Die freie Energiedichte ist in der Schmelze (rot) höher als im Kris-
tall (blau), die Grenzfläche der Körner hat die höchste freie Energiedichte (gelb).
Die freie Energiedichte ist eine Möglichkeit die Korngrenzen zu visualisieren.
(a) t = 1125 (b) t = 1500 (c) t = 16125
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(a) σ = 0 (b) σ = 3 (c) σ = 4 (d) σ = 6
Abbildung 6.2.: Freie Energie (a) ungeglättet und (b)–(d) geglättet per Faltung mit
Gauß-Kern für das Dichtefeld aus Abbildung 6.1(c).
Abbildung 6.1(b)–(c) und (e)–(f) zeigen die Evolution der Kornreifung des Dichte-
feldes bzw. der freien Energiedichte. Dabei bilden sich Grenzflächen deutlich
aus und zeigen regelmäßige Versetzungen. Während der Evolution orientieren
sich kleine Körner um und verschwinden so. Die Berechnung der freien Ener-
giedichte erfolgt über das freie Energiefunktional (5.14). Abbildung 6.2(a) zeigt
die berechnete freie Energiedichte, die eine ähnlich Form wie das Dichtefeld auf-
weist, auch hier sind die Peaks deutlich zu erkennen, jedoch ist ein Unterschied
zwischen Kristall und Grenzfläche nur schwer auszumachen. Um eine gemittel-
te freie Energiedichte zu berechnen wird diese geglättet. Abbildung 6.2(b)–(d)
zeigt die geglättete freie Energiedichte. Dazu wird die freie Energiedichte F(x)
mit einem n-dimensionalen Glättungskern G gefaltet. G ∶ Rn → R+ ist eine
nichtnegative, unendlich oft stetig differenzierbare Funktion, deren Träger in der
abgeschlossenen Einheitskugel liegt und es wird ∫ G dx = 1 verlangt. Es wird die
n-dimensionale Gaußsche Glockenkurve verwendet,




n exp(− ⋃︀τ⋃︀22σ 2 )F(τ − x)dτ, (6.1)
mit der Varianz σ 2, die die Breite der Glockenkurve und damit die Stärke der Glät-
tung angibt. Numerisch berechnet wird die Glättung mit dem Faltungstheorem
(3.1), dabei sei angemerkt, dass die Fourier-Transformierte der Glockenkurve wie-
der eine Glockenkurve mit anderer Varianz ist und somit direkt berechnet werden
kann. Eine Glättung mit σ = 3, wie in Abbildung 6.2(b), hebt die Korngrenzen
gut hervor, obwohl die einzelnen Peaks noch zu erkennen sind. Für σ = 4 sind
die Peaks nicht mehr auszumachen, noch größere σs glätten in einem breiteren
Bereich und sorgen so für breitere, verschmierte Korngrenzen.
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(a) {100} (b) {110} (c) {111}
Abbildung 6.3.: Die minimalen periodischen Simulationsboxen für verschiedene Orien-
tierungen des fcc-Kristalls.
6.2. Berechnung der Grenzflächenspannung in 3D
Mit dem 3D-PFC-Modell werden zunächst die Grenzflächenspannungen verschie-
dener Orientierungen berechnet. Die Simulation wird in einem kartesischenGitter
mit den sich aus der Spektralmethode ergebenen periodische Randbedingungen
durchgeführt. Zur Berechnung der Grenzflächenspannungen wird eine plana-
re Grenzfläche mit unterschiedlichen Orientierungen simuliert. Dabei wird die
Grenzfläche normal in x-Richtung gelegt. Durch Ausnutzung der durch die peri-
odischen Randbedingungen gegebenen Symmetrie genügt es, den periodischen
Teil in y- und z-Richtung zu simulieren. Für die {100}-Ebenen ist dies gerade
eine Einheitszelle. Für die drei Hauptorientierungen {100}, {110} und {111}, er-
geben sich für die fcc-Gitterstruktur die in Abbildung 6.3 gezeigten minimalen
periodischen Boxen, gezeigt mit einer Auflösung von etwa 10 Zellen pro Gitter-
konstante a. Tabelle 6.1 fasst weitere Eigenschaften der Einheitszelle zusammen,
so werden unterschiedlich viele Atome für die verschiedenen Orientierungen in
der minimalen periodischen Box simuliert. In der kristallinen Phase impliziert
die Periodizität eine Spannung in den Kristall, sobald die Länge der Simulati-
onsbox kein ganzzahliges Vielfaches der Länge der Einheitszelle des Kristalls im
Gleichgewichtszustand ist. Um diese Spannungen zu vermeiden, muss eine Si-
mulationsbox benutzt werden, die zu der gegebenen reziproken Gitterkonstante
qmin die Gitterweiten ∆x, ∆y und ∆z so wählt, dass a = 2π⇑qmin, bzw. bei gedreh-
tem Gitter die Periodizität aus Tabelle 6.1, genau in die Simulationsboxen passt.
Dabei ist qmin die reziproke Gitterkonstante, die zur gegebenen Durchschnitts-
dichte ψ¯s die freie Energie des Kristalls minimiert und somit spannungsfrei ist.
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Tabelle 6.1.: Eigenschaften der minimalen periodischen Box für verschiedene Orientie-
rungenΘ. Für d ∈ {x , y, z} istNd die Anzahl der Zellen in d-Richtungbei einer Auflösung
der Gitterkonstanten a von etwa 10 Zellen. Nxyz gibt die Anzahl aller Zellen und A die
Anzahl der Atome in der Box an.
Θ Drehung Periodizität (Nx , Ny , Nz) A Nxyz NxyzA
{100} (0, 0, 0) (a, a, a) (10, 10, 10) 4 1000 250
{110} (0, 0, π4 ) ( a⌋︂2 , a⌋︂2 , a) (7, 7, 10) 2 490 245{111} (0, π4 ,− arcsin( 1⌋︂3)) ( a⌋︂2 ,⌉︂ 32 a,⌋︂3a) (7, 12, 17) 6 1428 238
Zur Bestimmung des minimalen qmin wird entweder eine Reihe von Simulatio-
nen mit verschiedenen q oder eine n-Moden-Approximation verwendet. Beide
Verfahren werden in Abschnitt 8.4.1 ausführlich beschrieben und verglichen.
Testsimulationen einer einzelnen Einheitszelle für ε = 0.5 im Gleichgewichtszu-
stand und ψ¯s = −0.448336mitN = 8, 16, 32 und 64Gitterpunkten liefern dieWerte
q(8) = 0.539898, q(16) = 0.539469, q(32) = 0.539476 und q(64) = 0.539468 für die
reziproke Gitterkonstante q. Den größten Unterschied zeigt hier q(8), sodass 8
Zellen pro Einheitszelle nicht ausreichend viele sind.
Zur Erstellung einer planaren Grenzfläche zwischen Kristall und Schmelze wird
das Gebiet halb mit dem Kristall gefüllt. Dazu wird die 1-Mode-Approximation
ψfcc1-mode(r) (4.4) mit der Durchschnittsdichte ψ¯s initialisiert und die andere Hälfte
mithilfe des konstanten Werts vom Gleichgewichtszustand ψ¯ℓ als Liquid initiali-
siert. Abbildung 6.4(a) zeigt einen Ausschnitt des Dichtefelds im Gleichgewichts-
zustand. Die dort gezeigte Grenzfläche liegt in der Mitte der Box, eine zweite
Grenzfläche verläuft wegen der periodischen Randbedingung am Rand. Für die
Simulationen wurde ein Gebiet mit 32 × 32 × 32 Zellen je Einheitszelle für die{100} und {110} Orientierung verwendet. Für die {111}-Orientierung wurden
32 × 64 × 64 Zellen benutzt. Die Simulationsbox ist in x-Richtung, also normal
zur Grenzfläche, 32 Einheitszellen für {100} und {110} sowie 16 Einheitszellen für
die {111} Orientierung lang, was in allen Fällen 1 024 Zellen ergibt.
Das System wird unter der Dynamik von (5.15) relaxiert, bis die durchschnittliche
Abweichung ∆µ des lokalen chemischen Potentials µ(x) = δF ⇑δψ von demWert
im Gleichgewichtszustand µeq kleiner ist als ∆µ < 10−4.
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Abbildung6.4.:Ausschnitt von 256 Zellen einer Grenzfläche in Koexistenz (a) der Dichte
ψ und (b) der lokalen freien Energiedichte F aus einer 32 × 32 × 1024 großen Simulati-
onsbox. Oben wird das ungeglättete Dichteprofil ψ¯ und unten die geglätteten Profile
ψ¯σ und F¯σ mit σ = 9 in x-Richtung gezeigt.
Die dimensionslose Grenzflächenspannung γ˜ für zwei Grenzflächen, zwei da das
Gebiet periodische Randbedingungen besitzt, ist die Differenz des großkanoni-
schen Potentials Ω = f − µeqψ mit dem großkanonischen Potential im Gleich-
gewichtszustand
2γ˜ = 1
A ∫V Ω −Ωeq dx= 1
A ∫V f − µeqψ − feq + µeqψeq dx= 1
A ∫V f − fs − fℓψs − ψℓ ψ − fs + fs − fℓψs − ψℓ ψs dx= 1
A ∫V f − fs − fℓψs − ψℓ ψ + fsψℓ − fℓψsψs − ψℓ dx . (6.2)
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Oder wie Wu und Karma [34] es schreiben
2γ˜ = 1
A ∫V f − ( fs ψ − ψℓψs − ψℓ − fℓ ψ − ψsψs − ψℓ )dx .
Dabei ist A die Fläche der Grenzfläche in dimensionslosen PFC-Einheiten. f
ist die PFC-freie Energiedichte, fs bezeichnet die freie Energie für den Kristall
bei Koexistenz und fℓ die freie Energie für das Liquid bei Koexistenz. ψ ist der
PFC-Ordnungsparameter, dabei bezeichnet ψs die Dichte des Kristalls und ψℓ die
Dichte der Schmelze im Gleichgewichtszustand. Im Kristall ist die Dichte eine
periodische Funktion mit Peaks im Abstand der Gitterkonstante. Um hier die
Durchschnittsdichte zu bestimmen, kann von Peak zu Peak integriert werden,
oder das Dichtefeld geglättet werden. Abbildung 6.4 zeigt das mit σ = 9 geglättete
Profil der Grenzfläche. Eine leichte Restwelligkeit ist noch vorhanden, weswegen
die Durchschnittswerte ψs und ψℓ von Peak zu Peak bestimmt werden. Mit fs
und fℓ , der durchschnittlichen freien Energie im Kristall bzw. in der Schmelze,
wird genauso verfahren. Die thermodynamischen Zusammenhänge bezüglich des
PFC-Modells sind symbolisch in Abbildung 6.5 dargestellt.
Weiter mit (6.2) ergibt sich
2γ˜ = 1
A
( ∫V f dx + fsψ¯ℓ − fℓψ¯sψ¯s − ψ¯ℓ − fs − fℓψ¯s − ψ¯ℓ ∫ ψ dx),
werden f¯ , ψ¯ als Durchschnitt der freien Energiedichte bzw. des Ordnungspara-
meters definiert, so folgt
2γ˜ = 1
A ∫V f¯ + fsψ¯ℓ − fℓψ¯sψ¯s − ψ¯ℓ − fs − fℓψ¯s − ψ¯ℓ ψ¯ dx
= V
A
( f¯ + fsψ¯ℓ − fℓψ¯s
ψ¯s − ψ¯ℓ − fs − fℓψ¯s − ψ¯ℓ ψ¯).
Es ist V = ∫ dx = Lx ⋅ Ly ⋅ Lz , so dass V⇑A = Lz gilt. Es ergibt sich
γ˜ = Lz
2
( f¯ + fsψ¯ℓ − fℓψ¯s − ψ¯( fs − fℓ)
ψ¯s − ψ¯ℓ ). (6.3)
Um die Grenzflächenspannung mit (6.3) zu berechnen, werden nur noch die
Durchschnittswerte f¯ und ψ¯ im gesamten Gebiet und die Durchschnittswerte ψℓ ,
ψs, fs und fℓ vom Kristall bzw. der Schmelze benötigt.














Abbildung 6.5.: Thermodynamische Grundlagen des PFC-Modells. Der Ordnungspara-
meter ψ gibt die Gleichgewichtsdichte ψs des Kristalls und ψℓ die der Schmelze an. Die
zugehörigen freien Energien werden mit fs bzw. fℓ bezeichnet. Oben ist die gemeinsa-
me Tangente, deren Steigung das chemische Potential µeq im Gleichgewichtszustand
entspricht, eingezeichnet. Sie schneidet die y-Achse beim großkanonischen Potential
Ωeq = feq−µeqψeq . Untenwird der Koexistenzbereich für die Unterkühlungbei ε gezeigt.
Für ε = 0.53, wurde die Grenzflächenspannung von Tang et al. [65] mit γ(︀100⌋︀ =
0.0113 berechnet. Tabelle 6.2 zeigt für unterschiedliche Auflösungen, Zellen N pro
Einheitszelle, die Grenzflächenspannungen der (︀100⌋︀ Orientierung. Hier ist eine
deutliche Abweichung bei einer Diskretisierung von nur 8 Zellen pro Einheitszelle
zu erkennen, sodass davon auszugehen ist, dass die in der PFC-Gemeinschaft übli-
che Diskretisierung von etwa 10 Zellen pro Einheitszelle für quantitative Aussagen
ungenügend ist. Für qualitative Aussagen werden in dieser Arbeit in der Regel
auch nur etwa 10 Zellen pro Einheitszelle verwendet, um Rechenzeit zu sparen.
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Tabelle 6.3.: Grenzflächenspannung γ˜ für verschiedene ε und Richtungen für N = 32
Zellen pro Einheitszelle
ε γ˜(︀100⌋︀ γ˜(︀110⌋︀ γ˜(︀111⌋︀
0.50 0.0097 0.0092 0.0073
0.53 0.0104 0.0100 0.0079
0.65 0.0132 0.0129 0.0102
0.80 0.0165 0.0163 0.0129
Für die (︀111⌋︀-Richtung liefert Tang et al. [65] γ(︀111⌋︀ = 0.0082. Im Vergleich dazu
ergibt sich γ(︀111⌋︀ = 0.0079 für die hier verwendete Berechnung mit N = 32. Grenz-
flächenspannungen der Richtungen (︀100⌋︀, (︀110⌋︀ und (︀111⌋︀ für ε = 0.5, 0.53, 0.65
und 0.8 sind in Tabelle 6.3 aufgelistet. Die Tendenz derWerte γ(︀100⌋︀ > γ(︀110⌋︀ > γ(︀111⌋︀
wird auch von Davidchack et al. [8] für harte Kugeln angegeben. Jaatinen et al. [17]
berechnen die Grenzflächenspannung für bcc-Kristalle mit dem PFC-Modell.
6.3. Dendritisches Wachstum in 3D
Dendritisches Wachstum wird durch Setzen eines Keims in eine unterkühlte
Schmelze initialisiert. In dem hier beschriebenen Fall wird dazu ein 323 Würfel mit
einem fcc-Gitter ψfcc1-mode(r) (4.4) approximiert. Mit q = 0.577 und ∆x = 0.72552
ergeben sich so 23 Einheitszellen. Es wird das freie Energiefunktional (5.34) mit
Bs = 1⇑(2⌋︂3), BL = Bs − 5 ⋅ 10−5 und v = 4⌋︂3⇑2 nach Tegze et al. [63] verwen-
det. Die Durchschnittsdichte ψ0 = −0.04 befindet sich im Koexistenzbereich
von fcc und Liquid, der in der Referenz [63] mit (︀−0.0862,−0.0347⌋︀ angegeben
wird. Simuliert wurde in einer 1 0243 Box mit 80CPUs für 12.7Tage, der Zeit-
schritt ist ∆t = 0.5. Zunächst wächst der Keim in seiner Gleichgewichtsform [42]
eines Oktaeders, wie Abbildung 6.6(a) zeigt. Dabei lagern sich zunächst die Ato-
me an der Spitze an und füllen dann die Flächen auf. Wird der Keim größer,
lagern sich an der Spitze weitere Atome an, bevor die Fläche komplett aufge-
füllt worden ist. Dies führt zu einer stufigen Anlagerung von Atomen, wie Ab-
bildung 6.6(b) zeigt. Da die Spitzen schneller wachsen als die Flächen, entstehen
dendritische Arme, wie in Abbildung 6.6(c) zu sehen ist, in Übereinstimmung
mit den Referenzen [42, 65]. Hier werden die lokalen Dichtepeaks mit Kugeln
dargestellt, dabei entsprechen Farbe und Radius der Kugeln der Höhe des Peaks.
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(a) t = 9000 (b) t = 15500
(c) t = 50000
Abbildung 6.6.: Peaks des Dichtefelds dargestellt als Kugeln, deren Radius und Farbe
die Höhe des Peaks wiedergibt. In (c) sind etwa 150000 Peaks dargestellt.
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Abbildung 6.7.: fcc-Dendrit mit 3.3 Millionen Peaks. Berechnung des Dendriten aus
Abbildung 6.6 in einem 20483 großen Simulationsgebiet.
Abbildung 6.7 zeigt deutlich ausgebildete Primärarme, hier wurde ein 2 0483 Ge-
biet simuliert. Zur Visualisierung können hier nur noch deutliche Peaks dargestellt
werden. Peaks kleiner als 0.5 werden nicht angezeigt. Insgesamt besteht dieser
Dendrit aus mehr als 3.3 Millionen Atomen. Die Peaks werden als Atome inter-
pretiert, so ergibt sich als reale Größe für Ni etwa 64nm von Spitze zu Spitze. Die
Struktur zeigt große Ähnlichkeiten mit der Struktur von Tang et al. [65]. Tóth
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et al. [42] interpretieren die Peaks als Kolloide, so wäre der Dendrit von Spitze
zu Spitze 90 µm groß, unter der Annahme, dass die kolloidalen Partikel einen
Durchmesser von 1 µm haben. Um von realen Systemen sprechen zu können,
müssen sicherlich noch einige Parameter angepasst werden.
6.4. Mikrostrukturelle Parameter
Abschnitt 6.2 hat gezeigt, wie die Grenzflächenspannung mit dem PFC-Modell be-
rechnet werden kann. In der Referenz [42] werden zusätzlich noch dieWachstums-
geschwindigkeiten der verschiedenen Orientierungen gemessen. Die Berechnung
von elastischen Parametern wird von Elder und Grant [32] angegeben. Jaatinen et
al. [17] berechnen thermodynamische Eigenschaften von bcc-Metallen am Beispiel
von Eisen. Darunter sind die Grenzflächenspannungen, das Kompressionsmo-
dul für fest und flüssig sowie die Wärmeausdehnung. Die Korngrenzenenergie
von Eisen wird wie von Jaatinen et al. [38] berechnet. Für fcc-Metalle berechnen
Wu et al. [39] elastische Konstanten und das Kompressionsmodul. Dafür wer-
den Parameter für Nickel von der Molekulardynamik ins PFC-Modell überführt.
Die Geschwindigkeit der Verfestigungsfront in kolloidalen Systemen wird von
Teeffelen et al. [44] untersucht und mit DDFT verglichen.
Mikrostrukturen wie Körner aus Abbildung 6.1 und dendritische Strukturen aus
Abbildung 6.4(a) liegen als Dichtefeld oder Peakpositionen vor. Über die Dichte
oder die freie Energie lassen sich mittels Glättung leicht Bereiche verschiedener
Körner oder Fest- und Flüssigphasen unterscheiden, wie in Abbildung 6.2 anhand
der geglätteten freien Energie zu sehen ist. Im zweiten Teil dieser Arbeit wird
gezeigt, wie die aus den atomistischen Simulationen ermittelten Parameter als
Eingangsparameter für makroskopische Simulationen genutzt werden können.
Die nächsten Kapitel bleiben zunächst auf der atomistischen Skala und zeigen die




In den vorherigen Kapiteln wurde das PFC-Modell für Reinstoffe untersucht. Die
Möglichkeit Metalle zu mischen, also Legierungen aus mindestens zwei Kom-
ponenten zu bilden, eröffnet einen weiteren großen Bereich in der Materialwis-
senschaft. In diesem Kapitel werden zunächst binäre Legierungen, die aus zwei
Atomsorten A und B bestehen, betrachtet. Die Herleitung greift direkt auf die
DDFT zurück und benutzt Ergebnisse des einkomponentigen PFC-Modells und
ist an die Entwicklung von Provatas und Elder [62] angelehnt.
7.1. Freie Energiefunktional
Die zwei Atomsorten A und B haben jeweils die einkomponentigen freien En-
ergiefunktionale FA und FB . Die freie Energie der Mischung wird durch die
Summe vonFA undFB plus einen weiteren Kopplungsterm, der die direkten
Korrelationsfunktionen zwischen den zwei Atomsorten beschreibt, modelliert.
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Wie beim einkomponentigen PFC-Modell werden nur die paarweisen Korrelati-







− ∫ δρA(r1)CAB(r1 , r2)δρB(r2)dr1dr2 +⋯ (7.1)
mit CAB die direkte Zweipunkt-Korrelationsfunktion zwischen Atomen der Sorte
A und B. Die Punkte stehen für A− B-Korrelationen höherer Ordnung.
Um Ordnungsparameter, ähnlich denen im Phasenfeldmodell zu erreichen, wird
das totale Dichtefeld und die Konzentration
ρ ∶= ρA + ρB , c ∶= ρA⇑ρ (7.2)
eingeführt, sodass ρA = cρ und ρB = (1 − c)ρ gilt.
Die freie Energie (7.1), in ρ und c ausgedrückt, ergibt
F
kBT
= ∫ (ρA ln( ρAρℓA) − δρA)dr − 12! ∫ δρA(r1)CAAδρA(r2)dr1dr2
+ ∫ (ρB ln( ρBρℓB ) − δρB)dr − 12! ∫ δρB(r1)CBBδρB(r2)dr1dr2− ∫ CABδρA(r1)δρB(r2)dr1dr2 . (7.3)
δρA ∶= ρA − ρℓA und δρB ∶= ρB − ρℓB bezeichnen die Differenz der Dichten ρA,
ρB zu ihren Referenzdichten ρℓA und ρℓB , die meistens als die Dichten der Flüs-
sigphase im Gleichgewicht gewählt werden. Weiter ist ρℓ = ρℓA + ρℓB die Summe
der Referenzdichten. Zunächst werden die Integranden mit dem Logarithmus
betrachtet und in (7.2) eingesetzt
ρA ln( ρAρℓA) + ρB ln( ρBρℓB ) − δρA − δρB
= ρA ln( ρρℓ ρAρ ρℓBρℓA ρℓρℓB ) + ρB ln( ρρℓ ρBρ ρℓρℓB ) − ρA + ρℓA − ρB + ρℓB
= (ρA + ρB) ln( ρρℓ ) + ρA ln( ρAρ ) + ρB ln( ρBρ ) + ρA ln( ρℓBρℓA)+ (ρA + ρB) ln( ρℓρℓB ) − (ρA + ρB) + (ρℓA + ρℓB)
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= ρ ln( ρ
ρℓ
) + ρA ln( ρAρ ) + ρB ln( ρBρ ) + ρA ln( ρℓBρℓA) + ρ ln( ρℓρℓB ) − ρ + ρℓ
= ρ ln( ρ
ρℓ
) + ρc ln(c) + ρ(1 − c) ln(1 − c) + ρc ln( ρℓB
ρℓA




mit δρ = ρ − ρℓ , die Summe der Differenzen zu den Referenzdichten.
Die Faltung wird als Integrationsoperator CXρ ∶= ∫ CX(⋃︀r − r′⋃︀)ρ dr′ definiert,
wobei X die Korrelation bezeichnet (z. B. X = AB), die wie im einkomponentigen
Fall isotrop sind und nur vom Abstand ⋃︀r − r′⋃︀ abhängen. Dann vertauscht CX
offensichtlich, d. h. ρACXρB = ρBCXρA. CX , angewandt auf eine Konstante, ist
konstant.
Die restlichen Integranden aus (7.3), beginnendmit der Korrelation CAA, lauten
− 1
2
δρACAAδρA = − 12(ρA − ρℓA)CAA(ρA − ρℓA)= − 1
2
ρACAAρA + ρACAAρℓA − 12 ρℓACAAρℓA= − ρ
2
c2CAAρ + ρcCAAρℓA − 12CAAρ2ℓA. (7.5)
In der letzten Zeile wurde ausgenutzt, dass das Dichtefeld ρ viel schneller variiert
als das Konzentrationsfeld c und damit c als lokal konstant approximiert werden
darf. Für die Korrelation CBB ergibt sich mit Addition von 0
− 1
2
δρBCBBδρB = − 12 ρBCBBρB + ρBCBBρℓB − 12 ρℓBCBBρℓB+ ρACBBρℓB − ρACBBρℓB= − 1
2
ρBCBBρB + ρCBBρℓB − 12 ρℓBCBBρℓB − ρACBBρℓB= − ρ
2
(1 − c)2CBBρ − ρcCBBρℓB + ρCBBρℓB − 12CBBρ2ℓB . (7.6)
Die Korrelation CAB mit Addition von 0 ergibt−δρACABδρB = − ρACABρB − ρℓACABρℓB + ρACABρℓB + ρBCABρℓA+ ρACABρℓA − ρACABρℓA= −ρc(1 − c)CABρ − ρcCABρℓA + ρcCABρℓB+ ρCABρℓA − CABρℓBρℓA. (7.7)
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Es wird (7.3) mit den Ergebnissen (7.4)–(7.7) zusammengefasst, dabei verschwin-
den die konstanten Terme in F ′ ∶= F − kBTK,
F ′
kBT
= ∫ ρ ln( ρρℓ ) − δρ− ρ
2
(c2CAA + (1 − c)2CBB + 2c(1 − c)CAB)ρ+ ρ((1 − c) ln(1 − c) + c ln(c))
+ ρc((CAA − CAB)ρℓA + (CAB − CBB)ρℓB + ln( ρℓBρℓA))dr, (7.8)
mit
K ∶= ∫ ρ(ln( ρℓρℓB ) + CBBρℓB + CABρℓA)− CABρℓAρℓB − 12(CAAρ2ℓA + CBBρ2ℓB)dr.
Zur weiteren Vereinfachung wird Elder et al. [30] und Tegze et al. [46] gefolgt
und der reduzierte anteilige Teilchendichteunterschied nA ∶= (ρA − ρℓA)⇑ρℓ ,
nB ∶= (ρB − ρℓB)⇑ρℓ eingeführt. Damit lassen sich die dimensionslosen Felder,
die reduzierte Teilchendichte n ∶= nA + nB = (ρ − ρℓ)⇑ρℓ und der reduzierte
Konzentrationsunterschied
ς′ ∶= nB − nA + ρℓB − ρℓAρℓ = ρB − ρAρℓ = (1 − 2c) ρρℓ
einführen und skalieren ς ∶= ς′ρℓ⇑ρ. Es gilt
c = 1 − ς
2
und 1 − c = 1 + ς
2
,
ρ = ρℓ(n + 1). (7.9)
(7.8) wird um ς = 0 und n = 0 entwickelt. Da die Dichte eine Erhaltungsgröße ist,
entspricht n im Integral der Durchschnittsdichte, die ohne Einschränkung auf Null
gesetzt werden kann. Die örtliche Änderung von n ist viel größer als die örtliche
Änderung von ς, sodass ς in Bezug auf n als lokal konstant angenommen werden
kann. Die Terme der Ordnung 𝒪(n) können somit vernachlässigt werden. Es
wird ∆F ∶=F (ς, n) −F0 mit einer konstanten ReferenzenergieF0 eingeführt.
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= ∫ ρℓ(n + 1) ln( ρℓ(n + 1)ρℓ ) − (ρℓ(n + 1) − ρℓ)− ρℓ(n + 1)
2
(( 1 − ς
2
)2CAA + ( 1 + ς
2





+ ρℓ(n + 1)( 1 + ς2 ln( 1 + ς2 ) + 1 − ς2 ln( 1 − ς2 ))




und bringen ρℓ auf die andere Seite
F ′
kBTρℓ
= ∫ (n + 1) ln(n + 1) − n− ρℓ(n + 1)
2
(( 1 − ς
2
)2CAA + ( 1 + ς
2
)2CBB + (1 + ς) 1 − ς
2
CAB)(n + 1)
+ (n + 1)( 1 − ς
2
ln( 1 − ς
2
) + 1 + ς
2
ln( 1 + ς
2
))
+ (n + 1) 1 − ς
2





Die auftauchenden logarithmischen Terme können in den logarithmischen Reihen
entwickelt werden







ln( 1 + ς
2







ln( 1 − ς
2
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Der Integrand der ersten Zeile in (7.10) wird damit zu






























+ const +𝒪(n). (7.11)
Die dritte Zeile wird zu
n + 1
2
((1 − ς) ln( 1 − ς
2
) + (1 + ς) ln( 1 + ς
2
))
= n + 1
2




























= n + 1
2
























= n + 1
2
(−2 ln(2) − ς2 − ς4
2
+ 2ς2 + 2 ς4
3
+𝒪(ς5))
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+ const +𝒪(n). (7.12)
Für die zweite Zeile wird
− ρℓ(n + 1)
2
(( 1 − ς
2
)2CAA + ( 1 + ς
2
)2CBB + (1 + ς) 1 − ς
2
CAB)(n + 1) (7.13)
zunächst die innere Klammer betrachtet,
( 1 − ς
2
)2CAA + ( 1 + ς
2





((1 − ς)2CAA + (1 + ς)2CBB + 2(1 + ς)(1 − ς)CAB)
= 1
4
((1 − 2ς + ς2)CAA + (1 + 2ς + ς2)CBB + (2 − 2ς2)CAB)
= CAA + CBB + 2CAB
4=∶C¯












Dies wird wieder in (7.13) eingesetzt, es folgt


























































ς2) + const +𝒪(n).(7.14)
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Die letzte Zeile aus dem freien Energiefunktional (7.10) ohne die Korrelationen
CX wird zu


























) + const +𝒪(n). (7.15)
Der Term mit den Korrelationen CX aus dem freien Energiefunktional (7.10)
wird zu
(n + 1) 1 − ς
2
((CAA − CAB)ρℓA + (CAB − CBB)ρℓB)
= − ς
2
((CAA − CAB)ρℓA + (CAB − CBB)ρℓB) + const +𝒪(n).





































∆C(ρℓA − ρℓB). (7.16)
Die linearen Terme in n, also alle Terme der Ordnung𝒪(n), werden, wie bereits
oben angemerkt, vernachlässigt und werden weggelassen. Die konstanten Terme
werden zur ReferenzdichteF0 hinzuaddiert. Mit Einsetzen der zuvor berechneten
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Zwischenergebnissen (7.11), (7.12), (7.14), (7.15) und (7.16) ergibt sich für (7.10) die
Differenz des freien Energiepotentials ∆F ,
∆F
kBTρℓ




(ρℓA − ρℓB)∆C) ς2 + ς2(1 − ρℓ ∆C4 )ς + ς412 dr.
(7.17)
In den nächsten Schritten werden Terme mit Korrelationen vereinfacht. Den
Anfang machen die Korrelationen der ersten Zeile aus (7.17),
ρℓ(C¯ + δC2 ς + ∆C4 ς2). (7.18)
Zur Erinnerung, C¯, δC und ∆C sind Summen von Integrationsoperatoren CX ,
insbesondere Faltungen. Die zugehörigen Fourier-Transformierten der Opera-
toren seien ˆ¯C, δCˆ und ∆Cˆ. Seien weiter ςˆ ∶= ℱ(ς) und ςˆ2∗ ∶= ℱ(ς2) die Fourier-
Transformierten von ς und ς2. Mit der Benutzung des Faltungtheorems (3.1) wird
die Fourier-Transformierte von (7.18) gebildet,
ρℓ( ˆ¯C + δCˆ2 ςˆ + ∆Cˆ4 ςˆ2∗). (7.19)
Die Operatoren werdenmit geraden Exponenten bis zur Ordnung k4 entwickelt,
ˆ¯C ≈ − ˆ¯C0 + ˆ¯C2k2 − ˆ¯C4k4 ,
δCˆ ≈ −δCˆ0 + δCˆ2k2 − δCˆ4k4 ,
∆Cˆ ≈ −∆Cˆ0 + ∆Cˆ2k2 − ∆Cˆ4k4 .
Diese Entwicklungen werden in die Fourier-Transformierte von (7.19) eingesetzt,
so folgt
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= ρℓ(−( ˆ¯C0 + δCˆ02 ςˆ + ∆Cˆ04 ςˆ2∗) + ( ˆ¯C2 + δCˆ22 ςˆ + ∆Cˆ24 ςˆ2∗)k2−( ˆ¯C4 + δCˆ42 ςˆ + ∆Cˆ44 ςˆ2∗)k4)= ρℓ(− ˆ˜C0 + ˆ˜C2k2 − ˆ˜C4k4) (7.20)
mit den Definitionen
ˆ˜C i ∶= ˆ¯C i + δCˆ i2 ςˆ + ∆Cˆ i4 ςˆ2∗ für i = 1, 2, 4. (7.21)
(7.20) wird zurück in den reellen Raum transformiert und in die erste Klammer
aus (7.17) eingesetzt, so folgt hierfür
n
2
(1 − ρℓ(−C˜0 − C˜2∇2 − C˜4∇4))n
= n2
2
















Die Taylor-Entwicklungen von Bs und R mit den Definitionen (7.21) im reellen














=∶ Bs0 + Bs1ς + Bs2ς2 , (7.23)
R ∶=⟨⧸︂⧸︂⟩2C˜4
C˜2
=⟨⧸︂⧸︂⟩ 2C¯4 + δC4ς + 12∆C4ς2













⎞⎠ς +𝒪(ς2)=∶ R0 + R1ς + R2ς2 , (7.24)
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dabei wurden die Terme der Ordnung𝒪(ς2) aus Gründen der Übersichtlichkeit
nicht explizit ausgeschrieben.
Als Nächstes werden die linearen Terme in ς betrachtet, das ist die zweite Klammer




















(ρℓA − ρℓB)(∆C2∇2ς + ∆C4∇4ς).
(7.25)




















⋃︀∇ς⋃︀2 + ρℓ ς2 ∆C44 ∇4ς. (7.26)
Die örtliche Änderung von ς ist viel langsamer als die Änderung von n, sodass
höhere Gradienten von ς, d. h.𝒪(∇2ς) als verschwindend angenommen werden
können. Mit (7.22), (7.25) und (7.26) folgt aus (7.17)
∆ℱ
kBTρℓ







wobei die Konstanten t ∶= 1⇑2, v ∶= 1⇑3 und u ∶= 1⇑3 eingeführt werden, um später
mehr Freiheiten zu haben.
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7.2. Dynamik
Die Dynamik wird von der Minimierung der freien Energie angetrieben. Wie
bei der DDFT ergeben sich für die zwei Komponenten A und B die Dynamik
in den Dichtefeldern ρA und ρB
∂ρA
∂t
= ∇ ⋅ (MA∇ δℱδρA) + ζA,
∂ρB
∂t
= ∇ ⋅ (MB∇ δℱδρB ) + ζB , (7.28)
mit MA und MB Mobilitäten von A und B Atomen, die im Wesentlichen von
der jeweiligen Dichte abhängen. In ζA und ζB kann Rauschen benutzt werden,
um etwa thermische Fluktuationen zu modellieren. An dieser Stelle wird darauf
verzichtet.
Der Zusammenhang zwischen ρA, ρB und n, ς ist gegeben durch
n − ς′
2
ρℓ = ρα + ρβ − ρℓ − (ρβ − ρα)
2ρℓ
ρℓ = ρα − ρℓ2 ,
n + ς′
2
ρℓ = ρα + ρβ − ρℓ + ρβ − ρα
2ρℓ
ρℓ = ρβ − ρℓ2 . (7.29)
Zur Vereinfachung wird ab jetzt ς statt ς′ geschrieben und das freie Energiefunk-
tional wird alsF (︀n, ς⌋︀ statt ∆F geschrieben. Mit den Abhängigkeiten n(ρA, ρB)







































(7.30) und (7.31) in (7.28) einsetzen,
∂ρA
∂t


























n − ς + n + ς
2





n + ς − (n − ς)
2
ρℓ = ρℓ ∂ς∂t ,




































































mit den effektiven Mobilitäten M und M′.
Die benötigten Variationsableitungen von (7.27) lauten
δF
δn
= Bℓn + Bs
2
(2R2∇2 + R4∇4)n +∇2(BsR2n) + 1
2













n∇4n + γ + ως + uς3 − L∇2ς.
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Unter der Annahme, dass die Mobilitäten der beiden Atomsorten gleich sind,
also MA = MB gilt, wirdM′ zu Null. Damit fällt der Anteil mit M′ weg und die
Bewegungsgleichungen (7.33) sind somit entkoppelt
∂n
∂t





= ∇ ⋅M∇ δF
δς
. (7.34)
Die Taylor-Entwicklungen der Parameter aus (7.23) Bs = Bs0 und aus (7.24) R =
R0 + R1ς, sowie analog dazu für den Parameter Bℓ =∶ Bℓ0 + Bℓ2ς2 werde, unter




= M∇2((Bℓ0 + Bℓ2ς2)n + Bs02 (2(R0 + R1ς)2∇2 + (R0 + R1ς)4∇4)n+Bs0
2
(2∇2((R0 + R1ς)2n) +∇4((R0 + R1ς)4n)) − tn2 + vn3),
∂ς
∂t
= M∇2(Bℓ2ςn2 + 2Bs0n((R0 + R1ς)R1∇2 + (R0 + R1ς)3R1∇4)n+ γ + ως + uς3 − L∇2ς). (7.35)
7.3. Numerische Umsetzung
mit Operatoraufspaltung
Tegze et al. [46] schlägt einen spektralen Lösungsalgorithmus vor, der durch Auf-
teilung des Operators den nicht linearen Teil in einem Zwischenschritt explizit
vorberechnet und den linearen Teil implizit rechnet. Das zu lösende Gleichungs-
system ist von diagonaler Struktur und kann somit direkt berechnet werden. Die
Evolutionsgleichungen (7.35) werden als
∂n
∂t
= (A1 + A2)n,
∂ς
∂t
= (B1 + B2)ς,
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geschrieben mit den Unteroperatoren
A1n = ∇2(M(Bℓ0 + Bℓ2ς2) − s1)n+∇2(MBs0(R0 + R1ς)2 − s22 )∇2n+∇2(MBs0
2
(R0 + R1ς)4 − s32 )∇4n+∇4(MBs0(R0 + R1ς)2 − s22 )n+∇6(MBs0
2
(R0 + R1ς)4 − s32 )n+∇2M(−tn2 + vn3), (7.36)
A2n = s1∇2n + s2∇4n + s3∇6n, (7.37)
B1ς = M∇2(Bℓ2ςn2+2Bs0n((R0 + R1ς)R1∇2 + (R0 + R1ς)3R1∇4)n+ γ + uς3), (7.38)
B2ς = M(w∇2ς − L∇4ς).
Für das reine PFC-Modell ist ς = 0 und damit vereinfacht sich (7.36) zu einem
Operator der Form (5.38). (7.37) und (5.39) haben die gleiche Form. Der Operator
B ist im reinen PFC-Modell nicht vorhanden.
Die Kombination aus explizitem Zeitschritt für A1 und B1 und implizitem Zeit-
schritt für A2 und B2 führt zu den Gleichungen
n∗ = nt + ∆tA1nt ,
nt+∆t = n∗ + ∆tA2nt+∆t ,
ς∗ = ςt + ∆tB1ςt ,
ςt+∆t = ς∗ + ∆tB2ςt+∆t ,
wobei n∗ und ς∗ die Lösungen der Teilprobleme der entsprechenden Operatoren
A1 und B1 sind.
Im Fourier-Raum kann der diskretisierte Laplace-Operator wieder mit der Multi-
plikationmit dem Faktor −22π2k2, wobei die diskrete Kreiswellenzahl als k2 = ⋃︀k⋃︀2
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geschrieben wird, da hier nur Gradienten mit gerader Ordnung vorkommen. Es
folgt im Fourier-Raum
nˆt+∆t = nˆ∗(1 + ∆ts122π2k2 − ∆ts224π4k4 + ∆ts326π6k6)−1 ,
ςˆt+∆t = ςˆ∗(1 + ∆tMw22π2k2 + ∆tML224π4k4)−1 .
Für (7.36) werden in jedem Zeitschritt die Konstanten s1, s2, s3 als betragsgröß-
ter Wert
s1 = maxx {⨄︀Bℓ0 + Bℓ2ς(x)2⨄︀},
s2 = maxx {⨄︀M2Bs0(R0 + R1ς(x))2⨄︀},
s3 = maxx {⨄︀MBs0(R0 + R1ς(x))4⨄︀}
bestimmt, sodass der explizite Anteil der Gradienten möglichst klein ist, damit
dieser möglichst numerisch stabil bleibt. Für konstante ς ergibt sich für den ex-
pliziten Anteil
A1n = ∇2M(−tn2 + vn3)
analog zum puren PFC-Modell.
Die entstehenden Faltungen werden umgangen, indem für den Operator B1 in
(7.38) zunächst die Terme höherer Gradienten N2 ∶= ∇2n und N4 ∶= ∇4n im
Fourier-Raum berechnet werden und dann zurücktransformiert werden. Es folgt
B1(ς) = M∇2 ς˜ mit
ς˜ ∶= Bℓ2ςn2 + 2Bs0n(R0 + R1ς)R1N2 + 2Bs0n(R0 + R1ς)3R1N4 + γ + uς3 .
Abbildung 7.1 veranschaulicht den Speichergebrauch und die Abfolge der einzelnen
Rechenoperationen pro Zeitschritt. Es werden sechs Fourier-Transformationen
und vier inverse Fourier-Transformationen durchgeführt. Für die Berechnungen
wird neben den beiden reellen Feldern für n und ς jeweils noch das komplexe
Feld und vier Zwischenspeicher benötigt, sodass insgesamt acht Felder benötigt
werden.
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Abbildung 7.1.: Rechenoperationen und Datenverlauf im Speicher für das binäre PFC-
Modell. Oben sind die Speicherfelder markiert und an der linken Seite sind die Rechen-





Für die eutektische Erstarrung wird ein Modellsystem mit den Parametern von
Elder et al. [30] und Tegze et al. [46] verwendet. Die Ermittlung des Phasendia-
gramms für dieses Modell kann bei Elder et al. [30] nachgelesen werden. Die
thermodynamischen Zusammenhänge bezüglich des PFC-Modells sind symbo-
lisch in Abbildung 7.2 dargestellt. Im binären System gibt die Konzentration ς den
Ordnungsparameter an und nicht wie im einkomponentigen Modell die Dichte.
Im Folgenden wird kurz auf die Bedeutung von den Parameter der Bewegungs-
gleichung (7.35) eingegangen. Die thermische Unterkühlung korrespondiert mit
∆B ∶= Bs0−Bℓ0, sodass die Erhöhung von∆B zu einer stärkerenUnterkühlung führt.













Phase α Phase β
Abbildung 7.2.: Thermodynamische Grundlagen des binären PFC-Modells. Es sind ςα
und ςβ die Gleichgewichtskonzentrationen von Phase α und β, die zugehörigen freien
Energien werden mit fα bzw. fβ bezeichnet. Oben ist die gemeinsame Tangente gezeigt,
deren Steigung dem chemischen Potential µeq im Gleichgewichtszustand entspricht.
Sie schneidet die y-Achse beim großkanonischen Potential Ωeq = feq − µeqςeq . Unten
wird der Koexistenzbereich für die Unterkühlung bei ∆B gezeigt.
Diese erhöht die treibende Kraft der Kristallisation. Eine Druckerhöhung verstärkt
ebenfalls die treibende Kraft, dies entspricht im PFC-Modell einer Erhöhung der
Durchschnittsdichte n0. Zusätzlich ist die treibende Kraft auch von der Zusam-
mensetzung der Komponenten abhängig, diese wird über den Wert von ς in
der Schmelze initialisiert. Die Parameter R0 und R1 geben den Atomabstand an,
wobei R1 die Abhängigkeit des Atomabstands von ς, der Zusammensetzung der
Mischung, modelliert. t und v ändern das Zusammenspiel zwischen der freien
Energie des idealen Gases und dem Beitrag der Korrelationsfunktion. Die weniger
offensichtlichen Parameter L, w und u modellieren die Phasenseperation.
Abbildung 7.3 zeigt das Ergebnis einer dimensionslosen eutektischen Kristallisa-
tion in einem 2048 × 2 048 großen Simulationsgebiet mit einem Gitterabstand
von ∆x = 1.1 nach 700000 Zeitschritten. Als initiale Struktur werden in die
Mitte des Simulationsgebiets zwei aneinander angrenzende Kreise mit einem
Radius von je 24 Zellen und einigen Peaks mit einem reziprokem Abstand von
q = 0.8 bei einer Konzentration von ς = 0.3 und q = 0.93 bei einer Konzentrati-
on von ς = −0.3 gesetzt. Das restliche Gebiet wird mit einer Konzentration von
ς0 = 10−6 initialisiert. Die Durchschnittsdichte beträgt im gesamten Gebiet n0 = 0.
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(a) t = 700000 (b) Vergrößerung von (a)
Abbildung 7.3.: Differenzkonzentration der eutektischen Kristallisation mit blau, nega-
tiv und rot, positiv Werte. Die schwarzen Punkte zeigen die Peaks des überlagerten
Dichtefelds.
Die Gitterparameter sind R0 = 1 und R1 = 1⇑4, der Zeitschritt ist ∆t = 1 und die
MobilitätM = 1. Bs0 = 1, Bℓ0 = 1.0248 und Bℓ2 = −1.8 setzten die Temperatur. Wei-
tere Parameter sind t = 0.6, v = 1, u = 4, L = 1.44, γ = ω = 0. Frequenzen, deren
Wellenlängen kleiner als der Atomabstand sind, werden im Fourier-Raum durch
Nullsetzen abgeschnitten. Thermisches Rauschen wird über ein normalverteiltes,
numerisches Rauschen realisiert. Dazu werden dem Dichte- und Konzentrations-
feld Zufallswerte z i hinzuaddiert. z i folgt der Standardnormalverteilung𝒩 (0, 1),
multipliziert mit der Amplitude 10−5.
In Abbildung 7.3(a) sind deutlich etwa gleich breite Steifen der verschiedenen
Phasen, rot und blau, zu erkennen. Die Phasen definieren sich durch die Kon-
zentration. Das Dichtefeld kann nur die Wahrscheinlichkeit angeben, ein Atom
an einer bestimmten Stelle anzutreffen, jedoch nicht ob es sich um ein Atom der
Sorte A oder B handelt. Es kann davon ausgegangen werden, dass die rote und
blaue Phase keine Reinphase ist, d. h. es ordnen sich Atome beider Sorten an,
auch wenn sich die eine Atomsorte überwiegend in der roten Phase anordnen
wird und die andere in der blauen. Das Dichtefeld kann als gemitteltes Verhältnis
der Anordnung der A- und B-Atome angesehen werden. Der Abstand der Peaks
unterscheidet sich, so liegen die Peaks der roten Phase etwa 9.5 Zellen auseinander
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und die der blauen Phase nur etwa 9.1 Zellen. Im Übergang, dem gelben Bereich
zwischen rot und blau, sind die Peaks weniger stark ausgebildet, die Amplitude




Die Erweiterung des PFC-Modell auf theoretisch beliebig viele Komponenten wird
in diesem Kapitel beschrieben. Dies ermöglicht die Untersuchung von ternären
Legierungen mit der kristallinen Phasenfeldmethode. Zunächst wird die Herlei-
tung einer mehrkomponentigen kristallinen Phasenfeldmethode gezeigt. Für drei
Komponenten werden anschließend Untersuchungen vom Verhalten eines Mo-
dellsystems durchgeführt und einige Anwendungen, die ternären Erstarrungen in
zwei und drei Dimensionen, gezeigt. Auszüge aus diesem Kapitel wurden zu einer
Veröffentlichung zusammengefasst M. Berghoff und B. Nestler. Phase Field Crystal
Modelling of Ternary Solidification Microstructures. Computational Condensed
Matter 4 (2015), 46 [51].
Im binären PFC-Modell aus Kapitel 7 wurden die zwei Konzentrationsfelder als
ein gemeinsammes Differenzkonzentrationsfeld behandelt. Für den mehrkom-
ponentigen Fall ist es nicht zweckmäßig, mehrere Differenzkonzentrationsfelder
einzuführen. Begonnen wird wieder mit dem DDFT freien Energiefunktional
für einen Reinstoff. Dieses wird wie im binären Fall erweitert, nun jedoch auf
beliebig viele Komponenten. Zur Erinnerung wird das freie Energiefunktional
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= ∫Ω ρ(r) ln( ρ(r)ρℓ ) − δρ(r)dr − 12 ∫Ω δρ(r)C2(⋃︀r, r′⋃︀)δρ(r′)drdr′ +⋯.
Dabei bezeichnen die Auslassungspunkte vernachlässigte Korrelationen höherer
Ordnung. Wie im Fall für Reinstoffe werden für das mehrkomponentige freie
Energiefunktional nur Überschussenergiebeiträge paarweiser Korrelationen be-
rücksichtigt.
Für K Atomsorten A, B, C, . . . , K kann das freie Energiefunktional als Summe von
K reinen, freien Energiefunktionalen ∆FA, ∆FB , ∆FC , . . . , ∆FK plus weiteren












2 ∫ δρA(r)CAB2 (r, r′)δρB(r′)dr′dr− 1
2 ∫ δρA(r)CAC2 (r, r′)δρC(r′)dr′dr⋮
− 1
2 ∫ δρA(r)CAK2 (r, r′)δρK(r′)dr′dr− 1
2 ∫ δρB(r)CBA2 (r, r′)δρA(r′)dr′dr⋮
mit CAB2 , CAC2 , . . . , CAK2 , CBA2 , . . . den paarweisen Korrelationsfunktionen zwischen
A–B, A–C, . . . , A–K, B–A, . . .Atomen. Die freie Energie wird wieder als Integral
über die Summe der idealen Energiedichte ∆Fid, des Entropiebeitrags für ein
K-komponentiges System und der Überschussenergiedichte ∆Fex, welche aus den
Interaktionen der Atome beruht, geschrieben
∆F
kBT
= ∫ ∆FidkBT + ∆FexkBT dr











2 ∫ ∑i , j δρ i(r)C i j2 (r, r′)δρ j(r′)dr′ . (8.2)
Für die Komponente i bezeichnet dabei ρ i die Dichte und ρℓ i die Referenzdichte
in der Flüssigphase bei Koexistenz. δρ i ∶= ρ i − ρℓ i ist der Dichteunterschied.
Definition 8.1. Um Ähnlichkeit zum Phasenfeldmodell zu erreichen, werden
(i) die totale Massendichte ρ ∶= ∑i ρ i ,
(ii) die totale Referenzmassendichte ρℓ ∶= ∑i ρℓ i ,
(iii) die Konzentrationen c i ∶= ρ iρ ,
(iv) die korrespondierende Referenzkonzentration cℓ i ∶= ρℓ iρℓ ,
(v) die dimensionslose Massendichte n ∶= ρ−ρℓρℓ
eingeführt.
Lemma 8.2. Mit den Definitionen 8.1 folgt die Bedingung∑i c i = 1.
Beweis. Folgt direkt aus den Definitionen 8.1(i) und (iii).
Die Konzentrationen sind auf 0 ≤ c i ≤ 1 eingeschränkt, dabei bedeutet 0, dass
die Komponente nicht vorhanden ist und 1 bedeutet, dass nur die Komponente
i vorhanden ist.
Definition 8.3. Es bezeichnet
𝒞∆n ∶= { c ∈ Rn ⋁︀ 0 ≤ c i ≤ 1 und n+1∑
i=0 c i = 1(︀
das n − 1-Standardsimplex, die Menge aller gültigen Konzentrationsvektoren c.
Es wird kurz 𝒞∆ geschrieben, wenn die Dimension klar ist. Eine ausführliche
Betrachtung befindet sich in Anhang A.
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ρ i ln( ρ iρℓ i ) − δρ i
=∑
i
ρ i ln( ρ iρℓ i ρρ ρℓρℓ ) − (ρ i − ρℓ i)
=∑
i
ρ i(ln( ρρℓ ) + ln( ρ iρℓρℓ iρ )) − ρ + ρℓ
= ρ ln( ρ
ρℓ
) − ρ + ρℓ +∑
i
ρ i ln( ρ iρℓρℓ iρ )
= ρℓ( ρρℓ ln( ρρℓ ) − ρρℓ + 1 + ρρℓ ∑i ρ iρ ln( ρ iρℓρℓ iρ ))
= ρℓ((n + 1) ln(n + 1) − n + (n + 1)∑
i
c i ln( c icℓ i )).
Definition 8.4 (Ideale Mischungsentropiedichte).
∆Fmix(c) ∶=∑
i
c i ln( c icℓ i ).
Mit der Taylor-Entwicklung für ln(n + 1) ergibt sich























+ (n + 1)∆Fmix . (8.3)
Es wird vorausgesetzt, dass die Korrelationsfunktionen C i j2 (r, r′) isotrop sind,
d. h. C i j2 hängt nur vom Betrag ⋃︀r − r′⋃︀ ab und es gilt C i j2 = C ji2 . Geschrieben als
C i j2 (r − r′) oder zur besseren Lesbarkeit auch kurz C i j2 .
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Ein Summand aus (8.2) wird für beliebige i , j ∈ (︀1,K⌋︀ betrachtet, dabei werden
die Definitionen 8.1 benutzt. Zur Abkürzung wird ⋅′ für die Abhängigkeit von
r′ geschrieben
− 1
2 ∫ δρ iC i j2 δρ′j dr′ = − 12(ρ i − ρℓ i) ∫ C i j2 (ρ′i − ρ′ℓ i)dr′= − 1
2
(ρ i − ρℓ i) ∫ C i j2 c′jρ l(n′ + 1) − C i j2 c′ℓ jρ l dr′
= − 1
2
(ρ i − ρℓ i)ρ l ∫ C i j2 c′jn′ + C i j2 c′j − C i j2 c′ℓ j dr′ . (8.4)
Die Dichte n ist periodisch mit der Gitterkonstante. c j ist hingegen ein weitrei-
chendes Feld. Wie in den Referenzen [30, 66] beschrieben, wird nur eine erste
Näherung dieser Beiträge betrachtet, dann kann c(r) als lokal konstant angesehen
werden und es gilt näherungsweise
∫ C i j2 (r − r′)n(r′)c j(r′)dr′ ≈ c j(r) ∫ C i j2 (r − r′)n(r′)dr′ .
Für die Substitution von t ∶= r − r′ und dem Betrag der dazugehörigen Funk-
tionaldeterminante ⋃︀det(Dt)⋃︀ = (−1)K folgt mit der mehrdimensionalen Substi-
tutionsregel
∫ C i j2 (r − r′)cℓ j dr′ = cℓ j ∫ C i j2 (t)dt .
Da es sich um eine lineare Substitution handelt, werden die Integrationsgrenzen
hier nicht weiter berücksichtigt. Die Anwendung der Fourier-Transformation
liefert
cℓ j ∫ C i j2 (t) ⋅ 1 dt = cℓ j ∫ C i j2 (t) ⋅ e−ik⋅t dt⋀︀
k=0 = cℓ jCˆ i j2 (0)
mit Cˆ i j2 (k), der Fourier-Transformierten von C i j2 (t).
Zur Abkürzung der Dichte ρℓ wird diese mit C i j2 zusammengefasst. Dafür wird
C i j2 ∶= ρℓC i j2 umdefiniert. Für den Vorfaktor aus (8.4) gilt
ρ i − ρℓ i = c iρℓ(n + 1) − cℓ iρℓ = ρℓ(c i(n + 1) − cℓ i).
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2∑i , j ∫ (c in + c i − cℓ i)c j ∫ C i j2 n′ dr′dr− 1
2∑i , j ∫ (c in + c i − cℓ i) ∫ C i j2 c′j dr′dr+ 1
2∑i , j ∫ (c in + c i − cℓ i)cℓ jCˆ i j2 (0)dr. (8.5)
Die Referenzen [67–70] zeigen, dass alle Terme in (8.5) mit linearen n bzw. n′
verschwinden. Für den Term mit der Koppelung von c i und c j mit C i j2 aus (8.5)
für beliebige i , j ergibt sich
Ai j ∶= ∫ c i(r) ∫ C i j2 (r − r′)c j(r′)dr′dr. (8.6)
Die Korrelationsfunktion kann als inverse Fourier-Transformierten von Cˆ i j2 ge-
schrieben werden,
C i j2 (r − r′) = ∫ Cˆ i j2 (k) eik⋅(r−r′) dk = ∫ Cˆ i j2 (k) eik⋅r e−ik⋅r′ dk. (8.7)
Einsetzen von (8.7) in (8.6)
Ai j = ∫ c i(r) ∫∫ Cˆ i j2 (k) eik⋅r e−ik⋅r′ dk c j(r′)dr′dr= ∫ c i(r) ∫ Cˆ i j2 (k) eik⋅r ∫ c j(r′) e−ik⋅r′ dr′dkdr= ∫ c i(r) ∫ Cˆ i j2 (k)cˆ j(k) eik⋅r dkdr,
wobei cˆ j die Fourier-Transformierte von c j ist. Für die langwelligen Grenzwert-
betrachtung wird die Korrelationsfunktion in Potenzen von k2 um k = 0 ent-
wickelt





∂mCˆ i j2 (k)
∂(k2)m ∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀k=0 cˆ j(k) eik⋅r dkdr,
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nur die ersten beiden Terme bis m = 1 werden behalten
Ai j ≈ ∫ c i(r) ∫ Cˆ i j2 (k)⨄︀k=0 cˆ j(k) eik⋅r dkdr
+ ∫ c i(r) ∫ k2 ∂Cˆ i j2 (k)∂(k2) ∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀k=0 cˆ j(k) eik⋅r dkdr (8.8)
und definieren
γ i j ∶= Cˆ i j2 (k)⨄︀k=0 , κ i j ∶= ∂Cˆ i j2 (k)∂(k2) ∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀∫︀k=0 .
Anwenden der inversen Fourier-Transformationen in (8.8) führt zu
Ai j = γ i j ∫ c i(r)c j(r)dr + κ i j ∫ c i(r)(−∇2)c j(r)dr
Mit dem Gaußschen Integralsatz gilt für das zweite Integral
− ∫Ω c i(r)∇ ⋅ ∇c j(r)dr = − ∫δΩ c i(r)∇c j(r) ⋅ n dS + ∫Ω ∇c i(r) ⋅ ∇c j(r)dr
dabei ist n ein äußeresNormaleneinheitsfeld und δΩ der Rand vonΩ. Das Integral
über den Rand verschwindet für periodische Gebiete, andernfalls kann Ω groß
genug gewählt werden. So folgt weiter
Ai j = γ i j ∫ c i(r)c j(r)dr + κ i j ∫ ∇c i(r) ⋅ ∇c j(r)dr. (8.9)
Analog dazu lässt sich der Term mit der Koppelung von cℓ i und c j mit C i j2 aus
(8.5) für beliebige i , j vereinfachen
Bi j ∶= ∫ cℓ i(r) ∫ C i j2 (r − r′)c j(r′)dr′dr≈ γ i j ∫ cℓ i(r)c j(r)dr + κ i j ∫ ∇cℓ i(r) ⋅ ∇c j(r)dr,
unter der Berücksichtigung, dass cℓ i konstant ist, folgt= γ i j ∫ cℓ i c j(r)dr. (8.10)
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Mit der Definition von γ i j hatBi j die gleiche Form wie der letzte Term in (8.5).





2∑i , j ∫ nc i c j ∫ C i j2 n′ dr′dr− 1
2∑i , j κ i j ∫ ∇c i ⋅ ∇c j dr− 1
2∑i , j ∫ (−(c in + c i − cℓ i)cℓ j − cℓ i c j + c i c j)γ i j dr= ∫ − 12n ∫ ∑i , j c i c jC i j2 n′ dr′ − 12∑i , j κ i j∇c i ⋅ ∇c j − 12∑i , j Γi jγ i j dr,
(8.11)
mit Γi j ∶= −(c in + c i − cℓ i)cℓ j − cℓ i c j + c i c j .
Die ideale Energie (8.3) und die Überschussenergie (8.11) werden zusammen-
gefasst




c i c jC i j2 n
′ dr′ − 1
2∑i , j κ i j∇c i ⋅ ∇c j dr, (8.12)
wobei hier die Konstanten η, χ und ω eingeführt werden. Diese sind formal gleich
eins, können jedoch dazu verwendet werden zusätzliche Freiheitsgrade in das
Modell zu bringen.Der letzte Term in (8.11) wird zurVereinfachungmit der idealen
Mischungsentropiedichte ∆Fmix, durch Anpassung von ω, wie von Huang et
al. [70] gezeigt, kombiniert. Die skalierte freie Energiewird alsF ∶= ∆F ⇑(kBTρℓ)
definiert.
Bemerkung 8.5. Für c ∈ 𝒞∆ mit c1 = 1 folgt aus (8.12)
F = ∫ n22 − η n36 + χ n412 − 12n ∫ C i i2 n′ dr′dr,
das reine PFC-Modell.
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8.1. Effektive Korrelationsfunktion
Die Korrelationsfunktionen in (8.12) beschränken sich auf den Term
∫ ∑
i , j
c i c jC i j2 n
′ dr′ .
Hierbei werden die paarweisen Korrelationsfunktionen C i j2 mit c i c j gewichtet.
Korrelationen höherer Ordnung wurden von Beginn an vernachlässigt, so tauchen
die Terme c i c jckC
i jk
3 usw. nicht auf. Die Korrelationsfunktionen für Reinstoffe
(C i i2 ) sind wesentlich einfacher als die Kreuzkorrelationen (C
i j
2 , i ≠ j), so wird
eine effektive Korrelationsfunktion Ceff definiert.
Definition 8.6. Ceff bezeichnet die effektive Korrelationsfunktion, die mit den Kon-
zentrationen c i aus den Korrelationsfunktionen für Reinstoffe interpoliert wird.
Seien zusätzlich h i(c) Interpolationsfunktionen, damit Ceff stetige Ableitungen
besitzt. Es wird
Ceff(r − r′) ∶=∑
i
h i(c)C i i2 (r − r′)
geschrieben.
Die Korrelationsfunktionen werden direkt im Fourier-Raum definiert. Für jede
Familie von symmetrisch äquivalenten Kristallebenen gibt es einen Peak, wie von
Greenwood et al. [71] definiert
Cˆ i i2, j(k) ∶= e− σ2σMi j 2 e− (⋃︀k⋃︀−ki j)22αi j 2 . (8.13)
Die ersten beiden Ebenen in einem quadratischen 2D-Gitter sind die Familien{10} und {11}, wie in Abbildung 8.1(a) dargestellt, mit den Abständen λ1 = a,
dem Abstand der {10}-Ebenen und λ2 = a⇑⌋︂2, dem Abstand der {11}-Ebenen.
Für das fcc-Gitter sind die ersten Ebenen {111} und {200} mit den Abständen
λ1 = a⇑⌋︂3 und λ2 = a⇑2, siehe Abbildung 8.1(b).
Die erste Exponentialfunktion in (8.13) ist ein Debye-Waller-Faktor, der die ef-
fektive Temperatur σ setzt. σM i j ist eine effektive Übergangstemperatur, die die
Effekte der Kristallebene beschreibt. Greenwood et al. [72] benutzen
σM i j
2 = 2ρ jβ j
k i j2
.







Abbildung 8.1.: (a) Die Kristallebenen im einfach quadratischen Gitter, gepunktet (10)
und gestrichelt (1¯1), mit den Ebenenabständen λ1 = a und λ2 = a⇑⌋︂2. (b) Im fcc-Gitter
sind die ersten Ebenen (111) dunkelgrau und (200) hellgrau, mit den Ebenenabstän-
den λ1 = a⇑⌋︂3 und λ2 = a⇑2.
Dabei bezeichnet ρ j , die Atomdichte, β j , die Anzahl der symmetrischen Ebenen
und k i j = 2π⇑λ i j den reziproken Gitterabstand der j-ten Ebene und i-ten Kom-
ponente. Nach Abbildung 8.1 ist β{10} = β{11} = 4 und β{111} = 8, β{200} = 6. Für
die Atomdichte der einzelnen Ebenen in zwei- und dreidimensionalen Gittern
ergibt sich mit a = 1
ρ{10} = 2 ⋅ 12a = 1, ρ{11} = 2 ⋅ 12⌋︂2a = 1⌋︂2 , ρ{111} = 4⌋︂3 , ρ{200} = 2.
Dies sind zugleich die ersten beiden Atomebenen mit den dichtesten Atompa-
ckungen.
Die zweite Exponentialfunktion ist eine Gaußsche Glockenkurve mit der Varianz
α2i j und einem Peak an der Position k i j . Also ein geglätteter δ-Peak an der Stelle
k i j . Die α i j setzen die elastische Energie und die Oberflächenenergie sowie die
anisotropischen Eigenschaften, wie Greenwood et al. [71] zeigten.
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Abbildung 8.2.: Die gestrichelten Linien zeigen die paarweisen Korrelationsfunktionen
mit Peaks bei den Kreiswellenzahlen k11 = 81π⇑38, k21 = 54π⇑29, k31 = 2π und k i2 =⌋︂
2k i1 für die gewählten Werte σM i j = 0.55, α i1 = 0.8 und α i2 = ⌋︂2α i1 ∀i. Die graue
Linie zeigt für die Konzentrationen c = (0.3, 0.6, 0.1) die effektive Korrelationsfunktion
Cˆeff interpoliert mit (A.4) und die schwarze Linie zeigt die Interpolation mit (A.5).
Für jede Familie von Kristallebenen kommt ein Peak zur Korrelationsfunktion,
die für den Stoff i die Einhüllende all dieser Peaks ist,
Cˆ i i2 (k) ∶= maxj Cˆ i i2, j(k). (8.14)
Abbildung 8.2 zeigt die später in Abschnitt 8.6 verwendeten Korrelationsfunktio-
nen Cˆ i i2 (k) im Fourier-Raum. Zusätzlich werden die interpolierten, effektiven
Korrelationsfunktionen Cˆeff für c = (0.3, 0.6, 0.1) berechnet. Die Interpolati-
onsfunktionen werden in Anhang A ausführlich behandelt. Gezeigt wird die
Interpolationsfunktion (A.4),
h i(c) = 3c2i − 2c3i + 2c1c2c3 ,
die von Ofori-Opoku et al. [47] verwendet wird und die Interpolationsfunktion
(A.5) mit m = 2,
h i(c) = c2i∑nj=1 c2j ,
die im Folgenden als Interpolationsfunktion verwendet wird, da diese alle gefor-
derten Eigenschaften aus Anhang A erfüllt.
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8.2. Dynamik der mehrkomponentigen
Phasenfeldmethode
Das erste Fick’sche Gesetz der Diffusion besagt für ideale Lösungen oder Mi-
schungen
jc = −D∇c,
dabei ist jc der Diffusionsfluss, D der Diffusionskoeffizient und der Konzentra-
tionsgradient ist die treibende Kraft.
Im Gegensatz dazu ist die treibende Kraft in chemischen Systemen der Gradient
des chemischen Potentials µ. Das Fick’sche Gesetz wird damit zu:
jc = −McRT ∇µ,
mit M, dem Mobilitätskoeffizent, R, der universellen Gaskonstante und T , der
absoluten Temperatur.
Dabei stehen die Koeffizienten über die Legendre-Transformation in Beziehung
jc = −D∇c = −D ∂c∂µ∇µ.
8.2.1. Onsagersche Reziprozitätsbeziehungen
Onsager [73] postulierte, dass auf den Fluss die korrespondierende Kraft und
Kreuzkräfte wirken. Durch Superposition wird der resultierende Fluss der i-ten
Komponente zu
j i = −∑
j
L i j∇µ j , (8.15)
mit L i i für direkte Transportkoeffizienten und L i j für i ≠ j Kreuzkoeffizienten,
die im Folgenden bestimmt werden.
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Definition 8.7 (Onsager-Koeffizienten). Sei
L i j ∶= M i c i(δ i j − M jc j∑k Mkck )
mit M i Diffusionskoeffizienten.
Lemma 8.8. Für die Onsager-Koeffizienten gilt
(i) Symmetrie d. h. L i j = L ji ,
(ii) ∑ j L i j = ∑i L i j = 0.




L i j =∑
j
M i c i(δ i j − M jc j∑k Mkck ) = M i c i(1 − ∑ j M jc j∑k Mkck ) = 0.∑i L i j = 0 folgt mit (i).
Hängen die Flüsse und die wirkenden Kräfte linear voneinander ab, dies gilt
für konservative irreversibler Prozesse nah am Gleichgewichtszustand, so gilt
Onsagers Reziprozitätsbeziehung, da dort das Konzept dermikroskopischen Re-
versibilität oder des lokalen Gleichgewichts gilt. Die mikroskopische Reversibilität
wird durch gleich große Kreuzkoeffizenten, also der Symmetrie aus Lemma 8.8,
erfüllt.
Der resultierende Fluss (8.15) wird in die Kontinuitätsgleichung
∂c i
∂t
= −∇ ⋅ j i
eingesetzt, so kann Onsagers Aussage als Satz formuliert werden.





L i j∇µ j
erhalten.
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L i j = 0.
Mit dem chemischen Potential µ j , also der Funktionalableitung vonF nach c j ,
µ j = δFδc j = ω(n + 1)δ∆Fmixδc j − 12n δCeffδc j ∗ n + κ j j∇2c j + 12∑i≠ j κ ji∇2c i





L i j∇ δFδc j
= ∇ ⋅ ⎛⎝∑j L i j∇(ω(n + 1)δ∆Fmixδc j − 12n δCeffδc j ∗ n + κ j∇2c j)⎞⎠, (8.16)
dabei werden die Kreuzgradiententerme vernachlässigt. Es wird κ j ∶= κ j j gesetzt
und die Kurzschreibung der Faltungen benutzt
Ceff ∗ n = (Ceff ∗ n)(r) = ∫ Ceff(r − r′)n(r′)dr′ , (8.17)
n δCeff
δc j
∗ n = n(r)(δCeff
δc j
∗ n)(r) = n(r) ∫ δCeffδc j (r − r′)n(r′)dr′ . (8.18)
Die Dichte ist ebenfalls eine Erhaltungsgröße
∂n
∂t
= ∇ ⋅ (Mn∇ δFδn )
= ∇ ⋅ (Mn∇(n − η n22 + χ n33 + ω∆Fmix − Ceff ∗ n)). (8.19)
Da Dichte und Konzentrationen auf unterschiedlichen Längenskalen wirken,
wurden die Kreuzkräfte zwischen Dichte und Konzentrationen vernachlässigt.
Bemerkung 8.10. Es ist
δ∆Fmix
δc j
= ln⎛⎝ c jc0j ⎞⎠ + 1.
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8.2.2. Operatoraufspaltung
Genau wie im einkomponentigen und binären Fall, werden die Evolutionsglei-
chungen (8.19) und (8.16) in einen linearen und nicht linearen Teil aufgesplittet.
Für die Dichte ist
∂n
∂t
= (A1 + A2)n
mit den Suboperatoren
A1n = ∇ ⋅ (Mn∇(−η n22 + χ n33 + ω∆Fmix − Ceff ∗ n)),
A2n = ∇ ⋅Mn∇n.
Für die Konzentrationen werden zunächst die chemischen Potentiale in einen
linearen und einen nicht linearen Teil aufgeteilt,
µ i = δFδc j = ω(n + 1)δ∆Fmixδc j − 12n δCeffδc j ∗ n=∶cnl, j
+κ j∇2c j
= cnl, j + κ j∇2c j .





L i j∇µ j
= ∇ ⋅∑
j
L i j∇(cnl, j + κ j∇2c j)
= ∇ ⋅∑
j
L i j∇cnl, j + L i jκ j∇3c j
= ∇ ⋅∑
j
L i j∇cnl, j + (L i jκ j − S i j + S i j)∇3c j
= ∇ ⋅∑
j
L i j∇cnl, j + (L i jκ j − S i j)∇3c j + S i j∇3c j
= ∇ ⋅∑
j




S i j∇4c j
=∶B i2 c= (B i1 + B i2)c,
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wobei S i j Konstanten sind.




= (Aˆ1 + Aˆ2)nˆ,
∂cˆ i
∂t
= (Bˆ i1 + Bˆ i2)cˆ,
hierbei sind Aˆ1, Aˆ2, Bˆ i1 und Bˆ i2 die korrespondierenden Operatoren,
Aˆ2 nˆ = −Mnk2 nˆ,
Bˆ i2 cˆ i =∑
j
S i jk4 cˆ j .
Zunächst werden, in expliziten Zwischenschritten (nˆ∗ , cˆ∗i ), die nicht linearen Teile
gerechnet und anschließend implizit der neue Zeitschritt berechnet
nˆ∗ = nˆt + ∆tAˆ1 nˆt ,
nˆt+∆t = nˆ∗ + ∆tAˆ2 nˆt+∆t ,
cˆ∗i = cˆ ti + ∆tBˆ i1 cˆ t ,
cˆ t+∆ti = cˆ∗i + ∆tBˆ i2 cˆ t+∆t= cˆ∗i +∑
j
∆tS i j cˆ t+∆t .
Der implizite Teil für das Dichtefeld lässt sich auflösen zu
nˆt+∆t = nˆ∗⇑(1 − ∆tAˆ2).
Für die Konzentrationsfelder bekommt man das lineare Gleichungssystem
Acˆ t+∆t = cˆ∗ ,
mit der Matrix
A = (δ i j − ∆tS i jk4)i j .
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Definition 8.11. Das Betragsmaximum bezeichnet das Element einer Menge M,




a∈M a, ⋀︀maxa∈M a⋀︀ > ⋀︀mina∈M a⋀︀,
min
a∈M a, sonst.
Die Konstanten S i j werden so gewählt, dass der Beitrag von dem ∇3-Term klein
gehalten wird und damit der explizite Schritt möglichst stabil ist.
S i j ∶= ⋂︀{L i j(x)κ j ⋂︀ x ∈ Ω}⋂︀max ∀i , j.
8.2.3. Fourier-Transformationen
Durch die Benutzung der Fourier-Transformierten kann ein Disktretisierungs-
sterm umgangen werden. Die entstehenden Faltungen bei den nicht linearen
Zusammenhängen können durch weitere Hin- und Rücktransformationen um-
gangen werden.
Zur Erinnerung: Die Korellationsfunktionen haben die Form
Ceff(⋃︀r − r′⋃︀) =∑
j
h j(c)C j j2 (⋃︀r − r′⋃︀)
Die Faltungen in (8.17) und (8.18) werden durch die Fourier-Transformationen
gelöst
Ceff ∗ n =∑
j
h j(c)ℱ−1(C j j2 ℱ(n)),
n δCeff
δc j




ℱ−1(C j j2 ℱ(n)).
Der Operator A1 wird somit zu
A1n = −Mn ⋃︀k⋃︀2ℱ⎛⎝−η n22 + χ n33 + ω∑j c j ln⎛⎝ c jc0j ⎞⎠ − Ceff ∗ n⎞⎠.
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B i1 wird zu




cnl, j = ω(n + 1)⎛⎝ln⎛⎝ c jc0j ⎞⎠ + 1⎞⎠ − 12n δCeffδc j ∗ n.
8.2.4. Stabilität
Der explizite Schrittmuss in der Zeitschrittweite begrenztwerden.Der entstehende
Fehler sorgt dafür, dass ∑i c i ≠ 1 wird. So kann das letzte Konzentrationsfeld
nicht aus cK = 1 −∑K−1i c i berechnet werden, bzw. cˆK = 1ˆ −∑K−1i cˆ i im Fourier-
Raum mit
1ˆ = δ(k) = {1 ⋃︀k⋃︀ = 0,
0 sonst.
Der implizite Schritt bleibt stabil, solange der Nenner positiv ist. Um Instabilitäten
zu vermeiden, werden Frequenzen, deren Wellenlänge kleiner als der Gitterab-
stand λ ist, abgeschnitten. Dazu wird ein λcut > λ gewählt und im Fourier-Raum
die Werte auf Null gesetzt falls ⋃︀k⋃︀ < 2π⇑λcut. Bei diesem harten Abschneiden
treten Überschwingungen auf. Um diese zu vermeiden, gibt es eine Reihe glatter
Abschneidefunktionen; für die hier beschriebenen Zwecke genügt die lineare
Funktion aus Abschnitt 3.3
θ(⋃︀k⋃︀) ∶=
)︀⌉︀⌉︀⌉︀⌉︀⌉︀⌉︀⌉︀⌋︀⌉︀⌉︀⌉︀⌉︀⌉︀⌉︀⌉︀]︀
1, ⋃︀k⋃︀ ≤ k1 ,
1 − (⋃︀k⋃︀ − k1)2(k2 − k1)2 , k1 < ⋃︀k⋃︀ < k2 ,
0, k2 ≤ ⋃︀k⋃︀.
Die Bedingung∑ j c j = 1 muss erfüllt bleiben. Durch das Abschneiden der schnel-
len Frequenzen kommt es jedoch zu kleinen Abweichungen in der Summe, sodass
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alle K Konzentrationsfelder berechnet werden müssen. Denn der Verzicht auf die
Berechnung einer Konzentration führt über die Formel cK = 1 −∑K−1j=1 dazu, dass
sämtliche Abweichungen der Konzentration cK hinzugefügt werden. Damit sich
die Abweichungen nicht mit Fortschreiten der Simulation aufaddieren, wird nach
jedem Berechnungsschritt dafür gesorgt, dass c in 𝒞∆ liegt. Dazu wird c normiert.
Konzentrationen nahe 0 sind durch den Logarithmus in (8.16) unerwünscht, da
diese zu Instabilitäten führen. Es wird eine untere Schranke s ∶= 10−4 für die
Konzentrationen eingeführt, Konzentrationen < s werden auf s gesetzt. Bei der
Normierung von c werden so angepasste Konzentrationen nicht geändert.
8.2.5. Speicher
Zur Veranschaulichung wird die Speicherbenutzung in Abbildung 8.3 für 2D und
in Abbildung 8.4 für 3D dargestellt, die Felder werden nach Definition 3.7 benannt
und die Symbole sind aus Abbildung 3.2 bekannt. Block bezeichnet dabei den Spei-
cher für jedes Konzentrationsfeld. In den Feldern die mit Block bezeichnet sind
werden die einzelnen Komponenten von∇c j und∇3c j gespeichert, daher werden
jeweils für 2D zwei Blöcke und für 3D drei Blöcke benötigt. Der gesamt benötigte
Speicher für d Dimensionen und K Komponenten entspricht 2+K(2+4d) reellen
Feldern, dabei wird ein komplexes Feld als zwei reelle Felder angenommen und das
Padding wird vernachlässigt. Es werden 3 + K(4 + 3d) Fourier-Transformationen,
in den Abbildungen mitℱ undℱ−1 bezeichnet, benötigt. Die einzelnen Zwischen-
rechnungen aus den vorherigen Abschnitten sind an der linken Seite aufgeführt.




Cˆ i j2 nˆ
F−1(Cˆ i j2 nˆ)























































































Abbildung 8.3.: Speicherbenutzung und Berechnungsschritte während eines Zeitschrit-
tes für 2D. Siehe Text für eine detaillierte Erklärung.




Cˆ i j2 nˆ
F−1(Cˆ i j2 nˆ)















































































































Abbildung 8.4.: Speicherbenutzung und Berechnungsschritte während eines Zeitschrit-
tes für 3D. Siehe Text für eine detaillierte Erklärung.
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8.3. Analytische Lösung der freien Energie
8.3.1. Einkomponentiges PFC-Modell
Die freie Energie einer Elementarzelle für das einfache PFC-Modell (5.14) ist
F = 1
V ∫Ω ψ(r)(1 −∇2)2ψ(r) + a4ψ(r)4=∶ f dr (8.20)
wobei V ∶= ∫Ω dr das Volumen von Ω ist und zur Skalierung auf eine Elemen-
tarzelle dient.
Gesucht wird die Dichte ψ(r) des perfekten Kristalls, das ist der Kristall, der die
minimale freie Energie besitzt.
f =∶ fcorr+ fpot aus (8.20) wird in einen Korrelationsteil und einen Potentialteil auf-





k l ∈K jexp(iqk l ⋅ r)




k j∈K jexp(iqk j ⋅ r) ⋅∑k Ak∑kk∈Kkexp(iqkk ⋅ r)⋅∑
l
A l∑
k j∈Klexp(iqk l ⋅ r) ⋅∑m Am∑km∈Kmexp(iqkm ⋅ r)=∑
j ,k , l ,m
A jAkA lAm ∑
k j∈K j ,kk∈Kk ,k l ∈Kl ,km∈Km exp(iq(k j + kk + k l + km) ⋅ r)
wobei entweder v ∶= (k j + kk + k l + km) = 0 gilt oder aber es gibt ein v′ ∶=(k′j + k′k + k′l + k′m)mit k′j , k′k , k′l , k′m aus den gleichen Schalen K j , so dass v =−v′ und damit exp(iqv ⋅r)+exp(iqv′ ⋅r) = 0∀ r. So kann die innere Summe durch
die Anzahl der auftretenden Paarungen N jk lm ∈N ersetzt werden. Es ist dann
ψ(r)4 = ∑
j ,k , l ,m
A jAkA lAmN jk lm .
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Damit folgt aus (8.20)
Fpot = 1V ∫Ω a4ψ(r)4 dr= a4 ∑
j ,k , l ,m
A jAkA lAmN jk lm
1
V ∫Ω dr= a4 ∑
j ,k , l ,m
A jAkA lAmN jk lm . (8.21)










4⋂︀k j ⋂︀4 exp(iqk j ⋅ r)
und dies in den Korrelationsteil von (8.20) eingesetzt.
Fcorr = 1V ∫Ω∑j A j∑k j∈K jexp(iqk j ⋅ r) ⋅∑l A l∑k l ∈Kl(1 − q2⋃︀k l ⋃︀2)
2
exp(iqk l ⋅ r)dr
= 1
V ∫Ω∑j , l A jA l ∑k j∈K j ,k l ∈Kl (1 − q2⋃︀k l ⋃︀2)2 exp(iqk j ⋅ r) ⋅ exp(iqk l ⋅ r)dr.
Analog zu oben ist entweder k j + k l = 0 oder es gibt den negativen Beitrag, so
dass sich die Exponentialfunktionen aufheben. Insbesondere gilt k j + k l = 0 nur
für k j , k l aus denselben Schalen. Es folgt
Fcorr = 1V ∫Ω∑j A2j(1 − q2⋂︀k j ⋂︀2)2N j dr=∑
j
A2j(1 − q2⋂︀k j ⋂︀2)2N j , (8.22)
wobei ⋂︀k j ⋂︀ die Länge eines Vektors aus K j ist und N j ∈ N ist die Anzahl der
Vektoren in K j .
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Zusammenfassend ergibt sich so für (8.20) die freie Energie in Abhängigkeit von
q und A = (A0 ,A1 ,A2 , . . .)
F(q,A) =∑
j
A2j(1 − q2⋂︀k j ⋂︀2)2N j + a4 ∑
j ,k , l ,m
A jAkA lAmN jk lm .
Diese Approximation der freien Energie lässt sich analytisch berechnen. Bevor
der minimale reziproke Gitterabstand qmin und die Amplituden Amin bestimmt
werden, für die die freie Energie minimal ist, betrachtet man die Approximaton
der freien Energie für das multikomponentige PFC-Metode.
8.3.2. Multikomponentiges PFC-Modell
Die freie Energie des multikomponentigen PFC-Modells (8.12) für konstante Kon-









+ ω∆Fmix(n + 1)
− 1
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+ ω∆Fmix(n + 1)
=∶ fpot− 1
2





V ∫V n dr =∑j A j∑k j∈K jexp(iqk j ⋅ r) 1V ∫V dr = A0 ,
da es für j > 0 zu jedem k ∈ K j ein k′ ∈ K j mit k = −k′ gibt und so exp(iqk ⋅
r) + exp(iqk′ ⋅ r) = 0 ∀r.
Für n2 und n4 wurde dies in (8.22) und (8.21) gezeigt. Analog dazu ergibt sich
für n3
1
V ∫V n3 dr = ∑j ,k , l A jAkA lN jk l ,
8.4 Berechnung von ternären Phasendiagrammen 123
mit N jk l ∈ N.
Der Korrelationsteil wird numerisch berechnet, dazu wird eine Elementarzelle
durch endlich (N) viele Moden
n(r) = N∑
j=0A j∑k j∈K jexp(iqk j ⋅ r) (8.24)
approximiert. Durch Fourier-Transformationen wird die Faltung umgangen und
numerisch integriert
Fcorr ∶= 1V ∫Ω n ⋅ Ceff ∗ n dr = 1V ∫Ω nℱ−1(Cˆeff ⋅ℱ(n))dr.
Die freie Energie (8.23), in Abhängigkeit von q und A, lautet
F(q,A, c) = 1
2∑j A2jN j − η6 ∑j ,k , l A jAkA lN jk l+ χ
12 ∑j ,k , l ,m A jAkA lAmN jk lm + ω∆Fmix(A0 + 1) − 12Fcorr . (8.25)
8.4. Berechnung von ternären Phasendiagrammen
Sei 𝒞∆ ∶= ∆n , hier n = 3, der Simplex der Konzentrationen. Zur Erstellung eines
ternären Phasendiagramms wird die freie Energie in Abhängigkeit von c ∈ 𝒞∆
der einzelnen Phasen benötigt.
Die Flüssigphase besitzt konstante Dichte, sodass A j = 0 ∀ j > 0. Damit wird
(8.24) zu n(r) = A0. Insbesondere ist die mittlere Dichte hier A0 = 0. Einsetzen
in (8.25) liefert
Fℓ(q,A, c) = Fℓ(c) = ω∆Fmix ,
welches in Abbildung 8.8 gezeigt ist.
Die einzelnen Festphasen sind nicht direkt aus dem Dichtefeld oder den Konzen-
trationsfeldern bestimmbar. Die freie Energie Fs(c) der verschiedenen Festphasen
kann jedoch auf dem Simplex 𝒞∆ bestimmt werden und daraus können dann, wie
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in Abschnitt 8.5 beschrieben wird, Phasendiagramme für verschiedene Tempe-
raturen berechnet werden.
Die Berechnung von Fs(c) kann numerisch oder approximativ erfolgen. In der
numerischen Variante wird eine Einheitszelle des Kristall simuliert und dessen
freie Energie numerisch integriert. Oder die approximative freie Energie (8.25)
wird für N Schalen in q und Aminimiert. Zunächst wird die numerische Lösung
beschrieben.
8.4.1. Minimierung der freien Energie
Der Kristall, der zu gegebenen Konzentrationen c die minimale freie Energie be-
sitzt, wird als perfekter Kristall bezeichnet. Der perfekte Kristall ist spannungsfrei,
auf ihn wirken insbesondere keine äußeren Zug- oder Druckbelastungen, die
durch die periodische Randbedingung unumgänglich sind, wenn das Simulati-
onsgebiet nicht ein ganzzahliges Vielfaches des Kristallgitters ist.
Zur Berechnung der freien Energie genügt die Simulation einer Elementarzelle.
Als initiale Dichte wird ψsc1-mode(r) (4.3) mit der mittleren Dichte A0 = 0 in ein
Simulationsgebiet der Größe 16 × 16 gesetzt. Damit der Kristall ohne Zug- und
Druckbelastung gesetzt wird, wird der Gitterabstand ∆x = a⇑16 mit a = 2π⇑q
gewählt. Die freie Energie einer Dichteverteilung kann durch numerische Inte-
gration von (8.23) bestimmt werden. Die Simulationen der Evolutionsgleichung
(8.19) werden bis zum Erreichen der konvergierten Dichte ausgeführt. Dabei wird
die Dichte als konvergiert bezeichnet, wenn die Änderung der freien Energie
zwischen zwei Zeitschritten kleiner als eine Konvergenzschranke ∆ f = 10−7 ist.
Die freie Energie, berechnet aus der konvergierten Dichte einer Simulationmit der
Gitterkonstante q, wird als f (q) bezeichnet. Die minimale freie Energie fmin wird
für qmin erreicht. Bemerkung: f (q) ist von der Wahl von A1 unabhängig, solange
die Dichte nicht gegen eine konstante Dichte konvergiert, was für zu große bzw.
zu kleine A1 passiert. Es wird A1 = 0.23 verwendet.
Ein nicht perfekter Kristall würde unter freien Randbedingungen seine Gitterkon-
stante zu qmin ändern, sodass der perfekte Kristall entsteht. Die Gitterkonstante
kann sich jedoch während der Simulation nicht ändern, sodass der Kristall Zug-
oder Druckbelastungen ausgesetzt ist.
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Die Minimierung von f (q) ist gleichbedeutend mit f ′(q) = 0. Dazu wird die
zentralen Differenz
f ′(q) ∶= f (q + ∆q) − f (q − ∆q)
2∆q
,
benutzt, wobei ∆q = 0.0001 ist. Zur Nullstellensuche wird der Brent-Algorith-
mus [74, 75] verwendet, der für eine schnelle Konvergenz zwischen quadratischer
Interpolation, linearer Interpolation oder Bisektion entscheidet und ohne Ablei-
tungen auskommt. In jedem Iterationsschritt werden zwei Simulationen f (q+∆q)
und f (q −∆q) ausgeführt. Ist ⋃︀ f ′(q)⋃︀ < 10−6, wird q als Minimum akzeptiert. Der
Brent-Algorithmus terminiert für gewöhnlich nach weniger als 10− 15 Iterationen,
da jedoch konvergierte Simulationen benötigt werden, dauert die Berechnung
einer freien Energie einige Minuten. Ein kleinmaschiges Abtasten des 𝒞∆ ist da-
mit sehr aufwendig. Daher wird ein effizienterer Algorithmus verwendet, der im
nachfolgenden beschrieben wird.
8.4.2. Simulierte Abkühlung (simulated annealing)
Um ohne Simulation auszukommen, wird die approximierte freie Energie (8.25)
berechnet. Für N Schalen ist dies ein N + 1-dimensionales Optimierungspro-
blem, sodass ein heuristischer Optimierungsalgorithmus basierend auf dem si-
mulated annealing verwendet wird. Die Idee hinter simulated annealing [76, 77]
ist, dass wenn bei einer Temperatur T0 gestartet wird, die Temperatur mit ei-
ner monoton fallenden Folge (Ti)i verringert wird. Zu gegebener Temperatur T
ist die Wahrscheinlichkeit, dass das System die Energie E j annimmt durch die
Boltzmann-Verteilung
P(E j) = exp(− E jkBT )
gegeben, wobei kB die Boltzmann-Konstante ist. Zusätzlich besagt das Metropolis-
Kriterium [2], dass zu gegebener Energie E0 eines Systems ein Zustand mit der
Energie E > E0 mit der Wahrscheinlichkeit
P(E) = exp(−E − E0
kBT
)
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angenommen wird. Die Kombination aus beiden Kriterien besagt, dass mit sin-
kender Temperatur ein Anstieg der Energie unwahrscheinlicher wird und dass
kleine Energieanstiege wahrscheinlicher sind als große.
Das simulated annealing hat den Vorteil, dass ein lokales Minimum mit einer
gewissen Wahrscheinlichkeit wieder verlassen werden kann, um eine bessere
Approximation an das Minimum zu suchen. Der Algorithmus sieht wie folgt aus.
Das Problem f ∶ D → R soll mit dem Definitionsbereich D ⊂ RN+1 minimiert
werden und f sei die freie Energie zu gegebenen Konzentrationen c. Die Lösung
wird mit xapprox bezeichnet. Als Startwert wird x ∈ D gewählt. Benutzt wird
die reziproke Temperaturfolge (β i)i mit β0 ∶= 104, βt+1 ∶= 10βt und es wird an
jeder Komponente i einzeln gewackelt, sodass y ∈ D ∩ B∞δ t (x)mit y j = x j ∀ j ∈{ 1, . . . ,N } ∖ { i }, wobei B∞δ (x) ∶= { y ∈ Rn ⋃︀ ∏︁x − y∏︁∞ } die Umgebung um x
mit Abstand δ bezeichnet. Initial ist δ0 = 10−3. Für f (y) < f (x) wird der neue
Wert akzeptiert und es wird x ∶= y gesetzt; ist zusätzlich f (y) < f (xapprox), wird
die neue approximative Lösung xapprox ∶= y gesetzt. Für f (y) > f (x) wird y mit
der Wahrscheinlichkeit
P(akzeptieren) = exp(−βt( f (y) − f (x)))
akzeptiert. Wenn nach 100 Iterationen keine bessere Lösung xapprox gefunden
wurde, wird die nächste reziproke Temperatur βt+1 benutzt und δt+1 = δt⇑2 gesetzt.
Der Pseudocode ist in Algorithmus 8.1 aufgelistet.
Berechnung des Minimums
Nicht bei jedem Versuch wird ein akzeptables Minimum erreicht. Es kommt vor,
dass die berechnete freie Energie nah der Liquid freien Energie liegt, Fapprox ≈ Fℓ .
Möglicherweise ist die Abkühlung im Algorithmus zu schnell, die Umgebung
in der gesucht wird zu klein oder das Problem zu komplex. Hierfür können
gute Parameter aber auch nur heuristisch gefunden werden, wenn sie überhaupt
existieren. Bei verschiedenen Versuchen findet der Algorithmus unterschiedliche
lokale Minima, sodass auch ein mehrmaliges Ausführen zu einer Verbesserung
der Ergebnissen führt. Bei 20 Versuchen liegt das gefundene Minimum häufig
akzeptabel niedrig. In Abbildung 8.5 wird diese Methode für verschiedene N-
Moden-Approximationen mit je 20 Versuchen gezeigt. Mit größer werdenden N
wird die approximierte freie Energie geringer, eine Häufung tritt bei N = 10 bis 20
auf. Die Kreuze zeigen die gefundenen Minima für einen Versuch mit 12 Schalen.
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x ←Ð x ∈ D
β ←Ð 104
δ ←Ð 10−3
solange β < βmax tue
solange c < 100 tue
c ←Ð c + 1
für alle Komponenten i tue
y ←Ð y ∈ D ∩ Bδ(x)mit y j = x j ∀ j ∈ {1, . . . , N} ∖ {i}
wenn f(y) > f(x) dann // schlechter Wert
wenn exp(−β(f(y) − f(x))) > rnd() dann
x ←Ð y // akzeptiere Wert







Algorithmus 8.1 : Pseudocode des simulated annealing-Algorithmus.
Einige Minima liegen nah an der guten Approximation, jedoch liegen einige auch
auf dem Niveau von Fℓ . Ein Vergleich mit der Brent-Methode aus Abschnitt 8.4.1
zeigt, dass diese Minimierung schon approximativ mit sechs bis sieben Schalen
erreicht wird. Es zeigt sich aber auch, dass eine 2-Moden-Approximation nicht
gut genug ist, wie es auch schon in der Referenz [50] für das reine PFC-Modell
festgestellt wurde.
Abbildung 8.6 zeigt die Fehler der verschiedenen Minimierungsmethoden. Hier
wird deutlich, dass die freie Energie wesentlich geringeren Schwankungen unter-
liegt als die reziproke Gitterkonstante. Für die Brent-Methode zeigen die inneren
Fehlerbalken den Fehler, der durch dieWahl von ∆q = 0.0001 verursacht wird. Für
die Erreichung konvergierter Energien werden die Simulationen nach erreichen
Konvergenzschranken 10−7 bzw. 10−9 gestoppt. Ebenso werden Simulationsgebie-
te mit Kantenlänge von 16 bzw. 32 Zellen verwendet (vgl. Tabelle 8.1). Die freie
Energie, bestimmt mit der Brent-Methode, unterliegt also einigen Ungenauig-
keiten, weswegen man gut annehmen kann, dass die wahre freie Energie noch
etwas niedriger ist.
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Abbildung 8.5.: Gezeigt wird die freie Energie für cA = 0 aus der Approximation für
1 − 14 Schalen für 20 Versuche (Linien) und für 1 Versuch (Kreuze). Im Vergleich dazu
wird die Minimierung aus Abschnitt 8.4.1 für cA = 0.01 als Kreise dargestellt.
Die Laufzeit der Brent-Methode (Tabelle 8.1) ist etwa sechsmal so lang wie mit
der Approximation (Tabelle 8.2). Die Berechnung für mehr Schalen dauert länger,
insbesondere weil für 20 Schalen zusätzlich auch die Anzahl der Versuche noch
erhöht werden muss, um eine gute Approximation zu finden (vgl. Abbildung 8.5).
Als Kompromiss zwischen Genauigkeit und Laufzeit werden 12 Schalen gewählt.
Für A = 0 wird Fs zu Fℓ , wodurch die freie Energie des Kristalls nur dort bestimmt
werden kann, wo Fs < Fℓ ist. Damit der Bereich etwas vergrößert werden kann
wird eine untere Schranke s mit s < ⋃︀A1⋃︀ eingeführt. Höhere Amplituden werden
mit s < 2 j ⋂︀A j ⋂︀ beschränkt. Im Algorithmus wird dafür der Definitionsbereich
D = (︀−s, s⌋︀ × (︀−s⇑2, s⇑2⌋︀ × ⋯ angepasst. Dies ist mit der Brent-Methode aus
Abschnitt 8.4.1 nicht möglich. Die Wahl von s = 0.075 sorgt dafür, dass Fs nicht
im Bereich Fs < Fℓ beeinflusst wird, aber trotzdem das Profil der freien Energie
auf diesen Bereich erweitert werden kann.
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Abbildung 8.6.: Fehlertoleranzen für c = (0.01, 0.5, 0.49) der minimalen freien Energie
fmin und der reziproken Gitterkonstante qmin , bestimmt mit simulated annealing (5mal
20 Versuche), Brent-Simulationen (162 und 322 Zellen sowie Konvergenzschranke 10−7
und 10−9) und numerische Lösung des ersten Peaks der Korrelationsfunktion Ceff .
8.4.3. Analytische Lösung
Bei der Betrachtung von (8.25) fällt auf, dass eine Minimierung in q, die Mini-
mierung von Fcorr bedeutet, insbesondere ist nur Cˆeff von q abhängig. Dabei ist
Cˆeff eine Interpolation der einzelnen Korrelationsfunktionen
Cˆeff = 3∑
i=1 h i(c)Cˆ i i2
wobei jede Korrelationsfunktion das Maximum von zwei Peaks ist, wie in (8.14)
definiert. In einem reinen Stoff ist k i1 gerade als reziproke Gitterkonstante defi-
niert, sodass sich qmin durch den ersten Peak definiert. Durch die Interpolation
entstehen neue Peaks, wobei die Position vom Anteil der einzelnen Komponenten
abhängt. Liegen die ersten Peaks aller Korrelationsfunktionen links der Unste-
tigkeitsstelle, die durch die Einhüllende entsteht, so beeinflusst der zweite Peak
die Position des interpolierten ersten Peaks nicht. Dies ist für dieses Beispiel, wie
Abbildung 8.2 zeigt, gegeben. Um qmin zu finden, genügt es dann das Maximum
der Interpolation der ersten Peaks zu berechnen. Da Cˆeff aus den ersten Peaks eine
stetig differenzierbare Funktion ist, kann ∂k Cˆeff(k) = 0 gelöst werden. Die Lösung
für c = (0.01, 0.5, 0.49) ist in Abbildung 8.6 als senkrechte Linie eingezeichnet.
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Tabelle 8.1.: Minimale reziproke Gitterkonstante q und gemittelte freie Energie
f¯(q) ∶= (f(q − ∆q) + f(q + ∆q))⇑2 sowie Iterationsschritte und Laufzeit tr der Brent-
Methode für verschiedene Konvergenzschranken Γ und Anzahl der Zellen Nx und
c = (0.01, 0.5, 0.49).
Γ Nx q f¯(q) Iter. tr [s]
10−7 16 6.061 −4.910 ⋅ 10−3 13 226
10−9 16 6.062 −4.959 ⋅ 10−3 15 470
10−7 32 6.059 −4.899 ⋅ 10−3 9 220
10−9 32 6.064 −4.948 ⋅ 10−3 13 527
Tabelle 8.2.:Minimale reziproke Gitterkonstante q und freie Energie f(q) sowie bester
(zweitbester) Versuch und Laufzeit tr des simulated annealing-Algorithmus für c =(0.01, 0.5, 0.49) und N = 12mit jeweils 20 Versuchen.
q f(q) Versuch tr [s]
6.060 −5.738 ⋅ 10−3 16(9) 37.4
6.061 −5.738 ⋅ 10−3 18(1) 39.3
6.064 −5.738 ⋅ 10−3 8(4) 31.3
6.062 −5.738 ⋅ 10−3 6(3) 33.7
6.059 −5.738 ⋅ 10−3 12(10) 37.3
Sie liegt im Bereich der Lösungen der beiden anderen Methoden. Das so gelöste
qmin kann als Startwert für die Suche der Amplituden A i benutzt werden. Abbil-
dung 8.7 zeigt den Verlauf von qmin für verschiedene c, die Werte in den Ecken
des ternären Diagramms entsprechen den ersten Peaks k i1.
8.5. Gemeinsame Ebenenkonstruktion
Für die einzelnen Festphasenwird die freie Energiemittels der oben beschriebenen
Verfahren für eine bestimmte effektive Temperatur σ ermittelt. Dazu wird der
Simplex 𝒞∆ mit einer Schrittweite von 0.02 in cA- und cB-Richtung abgetastet.
An den Ecken des Simplex 𝒞∆ ist Fs < Fℓ , somit bilden in diesen Bereichen die























Abbildung8.7.:Repräsentation von qmin als Farbwert über die Konzentrationsverteilung
c, von k21 über k31 bis k11 .
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i werden an die ParaboloidenWi(x , y) ∶= a i(x − u i)2+b i(y − v i)2+c i gefittet. Ab-
bildung 8.8 zeigt das Potential Fℓ sowie die berechneten Punkte der Fs-Potentiale
in rot. In dem Bereich der blau markierten Punkte wird Fs durch Wi gefittet.
Die Paraboloide Wi werden im nachfolgenden als freie Energie der Festphase
i benutzt. Sie wurden so gewählt, dass sie im Bereich der Tangentialpunkte der
gemeinsamen Ebenen gut übereinstimmen. Zur Ermittlung der Gleichgewichte
zwischen Fest- und Flüssigphase, wird die gemeinsamen Ebenen zwischen Fℓ
undWi bestimmt. Dazu werden zunächst die chemischen Potentiale in Richtung
cA und cB berechnet
µsα ∶= ∂Fs(cA, cB)∂cA , µsβ ∶= ∂Fs(cA, cB)∂cB ,
µℓα ∶= ∂Fℓ(cA, cB)∂cA , µℓβ ∶= ∂Fℓ(cA, cB)∂cB ,
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Abbildung 8.8.: Plot des freien Energiepotentials der Flüssigphase Fℓ (gold) und des
approximierten Potentials an die Festphasen Fs (rote Punkte) mit den ParaboloidenWi
der Festphasen Fi gefittet über die blau markierten Punkte in den Simplexecken. Es
wird die kartesische Projektion von 𝒞∆ illustriert.
dabei bezeichnet⋅α die cA-Richtung und⋅β die cB-Richtung sowie⋅s die Festphase
und ⋅ℓ die Flüssigphase.
Die Gleichgewichtsebenen haben dieselben Steigungen im Gleichgewichtspunkt
der Festphase cs = (csA, csB , csC) und der Flüssigphase cℓ = (cℓA, cℓB , cℓC), d. h.
µsα(csA, csB) = µℓα(cℓA, cℓB), µsβ(csA, csB) = µℓβ(cℓA, cℓB).
Ebenso müssen die großkanonischen Potentiale gleich sein
Fs(csA, csB) − µsα(csA, csB)csA − µsβ(csA, csB)csB= Fℓ(cℓA, cℓB) − µsα(cℓA, cℓB)cℓA − µsβ(cℓA, cℓB)cℓB .
Die Lösung von diesen Gleichungen für die Konzentrationen csA, cℓA, csB und cℓB
werden numerisch berechnet, indem einen Parameter cℓA oder cℓB festgehalten wird.
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Um die Gleichgewichtslinien zu bekommen, wird der festgehaltene Parameter in
0.01-Schritten variiert. Abbildung 8.9 zeigt die so berechneten Phasendiagramme
für σ zwischen 0.215 und 0.23. Der Schnittpunkt der drei Liquiduskurven fällt bei
σ = 0.2235 in einem Punkt zusammen, sodass dies nach diesen Berechnungen
die eutektische Temperatur ist. Zum Vergleich werden in Abbildung 8.10 die
berechneten Phasendiagramme für die eutektische Temperatur für 2, 4, 8 und 12
Schalen gezeigt, was noch einmal verdeutlicht, dass die Approximation stark von
der Anzahl der approximierenden Schalen abhängt.












































































































γ(f ) σ = 0.23
N = 12
Abbildung 8.9.: Ternäre Phasendiagramme mit 12 Schalen, berechnet für σ = 0.215,
0.22, 0.2225, 0.223, 0.2235 und 0.23. Mit der eutektischen Temperatur bei etwa σ =
0.2235.











































































γ(d) σ = 0.2235
N = 12
Abbildung 8.10.: Ternäre Phasendiagramme, berechnet für σ = 0.2235mit 2, 4, 8 und
12 Schalen.
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8.6. Anwendungen
Zur Anwendung des mehrkomponentigen PFC-Modells wird das Modellsystem
Al-Cu-Mg, wie schon von Ofori-Opoku et al. [47], verwendet. Die drei Korre-
lationsfunktionen (Cu, Mg, Al) werden aus jeweils zwei Peaks der Form (8.13)
zusammengesetzt, mit k11 = 81π⇑38, k21 = 54π⇑29, k31 = 2π und k i2 = ⌋︂2k i1
sowie σM i j = 0.55, α i1 = 0.8 und α i2 =⌋︂2α i1 ∀i. Die freien Simulationsparameter
sind χ = 1, η = 1.4 und ω = 0.005. Die Referenzdichten sind c01 = c02 = 0.333 und
sämtliche Mobilitäten sind Mn = M j = 1.
8.6.1. Dendritisches Wachstum in 2D
Es wird ein Al-reicher Keim in einer unterkühlten Schmelze simuliert. Der Keim
wird als quadratischer sq-Kristall mit der Größe von 10 × 10 Atomen mittig in ein
10 240 × 10 240 großes Gebiet gesetzt. Die initiale Konzentration der Schmelze
und des Keims beträgt c = (cCu , cMg , cAl) = (0.1, 0.1, 0.8). Die Gitterweite beträgt
∆x = 0.125 und die Zeitschrittweite ist ∆t = 0.1. Die effektive Temperatur beträgt
σ = 0.182, es wird κ j = 1 ∀ j gewählt. Abbildung 8.11 zeigt den gewachsenen
Dendriten nach 37000 Zeitschritten, der 10 Tage auf einem Rechenknoten mit
zwei AMD Opteron 6344 Prozessoren mit je 12 Kernen bei 2.9GHz und 32GB
Arbeitsspeicher berechnet wurde.
8.6.2. Dendritisches Wachstum in 3D
Die Anwendung in 3D erfordert andere Korrelationsfunktionen, aus dem sq-
Gitter wird das von Aluminium gebildete fcc-Gitter. Es wird weiter mit einem
Modellsystem gerechnet, jedoch werden die Korrelationsfunktionen an die Atom-
eigenschaften der Elemente angepasst. Die Masse m = n ⋅ A mit n als die An-
zahl der Atome pro Einheitszelle und A als die relative Atommasse. Das Volu-
men einer Einheitszelle ist demnach V = a3, wobei a die Gitterkonstante ist.
Für die Dichte gelten die Beziehungen ρ = m⇑V = nA⇑a3. Die atomare Mas-
seneinheit ist 1 u = 1.660538921 ⋅ 10−27 kg. Tabelle 8.3 zeigt die relative Atom-
masse [78] und die Dichte [79] sowie die daraus berechnete Gitterkonstante a
und den auf Al normierten Ebenenabstand λ˜. Wie in Abbildung 8.1(b) gezeigt,
sind die Ebenenabstände λ1 = a⇑⌋︂3 und λ2 = 1⇑2, diese werden mit λ˜ skaliert.
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Abbildung 8.11.: Das Al-Konzentrationsfeld nach 18000 Zeitschritten. Der vergrößerte
Ausschnitt zeigt das Dichtefeld.
Zur Erinnerung, es gilt k = 2π⇑λ. So ergeben sich die Peaks der Korrelations-
funktionen (Mg, Cu, Al) k11 = 0.893⌋︂3 ⋅ 2π, k21 = 1.118⌋︂3 ⋅ 2π, k31 = ⌋︂3 ⋅ 2π
und k i2 entsprechend, σM i j , α i j wie zuvor. Als Abschneidefunktion wird (3.8)
mit k1 = 1 und k2 = 1.25 benutzt. Es wird κ j = 1 gewählt. Das Simulationsgebiet
ist 640 × 640 × 640 Zellen groß, mit ∆x = 0.0894521496 und ∆t = 0.002. Die
initiale Konzentration beträgt c = (0.7, 0.15, 0.15). Es wird ein kugelförmiger
Atomcluster mit fcc-Gitterstruktur gesetzt, mit einem Radius von 35 Zellen im
Inneren. Das Dichtefeld nimmt bis zu einem Radius von 47 Zellen linear ab. Die
effektive Temperatur beträgt σ = 0.18. Abbildung 8.12 zeigt den Dendriten nach
2 300 Zeitschritten, berechnet in 3 Tagen auf einem Rechner mit 2 Intel Xeon
E5649 Prozessoren mit je 6 Kernen bei 2.53GHz und 96GB Arbeitsspeicher.
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Tabelle 8.3.: Eigenschaften der Atome im ternären System.
Atom A⇑u ρ⇑(︀kg⇑m3⌋︀ a⇑nm λ˜
Al 26.982 2700 40.49 1
Cu 63.546 8930 36.20 0.893
Mg 24.305 1740 45.27 1.118
(a) (b)
Abbildung 8.12.: Isoflächen des (a) initialen Dichtefelds und (b) des Dichtefelds nach
t = 2300 Zeitschritten. Die 640 × 640 × 640 Zellen große Simulationsbox beinhaltet
140000 Atome.
Damit die dendritische Struktur zu erkennen ist, muss das Simulationsgebiet we-
sentlich größer sein als die Struktur. Wie in Abschnitt 8.2.5 beschrieben, wird
für die Berechnungen der Speicher von 44 reellen Feldern benötigt, das sind, wie
hier bei einer Kantenlänge von 640 Zellen, 86GB. Eine Verdoppelung des Spei-
chers führt lediglich zu einer Kantenlänge von 806 Zellen. Die zur Parallelisierung
verwendete Methode der FFTW ist, wie in Anhang B beschrieben, nur in der
Shared Memory Parallelisierung performant. Es kann nicht ohne Weiteres auf
Clustersysteme ausgewichen werden. In Anhang B werden einige Lösungsansätze
aufgeführt.
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8.6.3. Lamellares eutektisches Wachstum
Eine weitere Simulation zeigt lamellares Wachstum nahe der eutektischen Tem-
peratur σe = 0.2235 aus Abbildung 8.9. Das 2D-Modellsystem wird benutzt, um
Lamellen mit der Kristallstruktur jeweils einer Komponente mit hoher Konzentra-
tion nebeneinander in einer unterkühlten Schmelze anzuordnen. Die Schmelze
besteht aus gleichen Anteilen der Komponenten. Simuliert wird bei der effektiven
Temperatur σ = 0.2, also unterhalb der eutektischen Temperatur.
Die drei Atomsorten haben unterschiedliche Atomabstände. Da das Simulations-
gebiet periodisch ist, sollten die Lamellen spannungsfrei gesetzt werden, dazu
werden von jeder Komponente gleich viele Atome (30) gesetzt und die Gitterweite
dementsprechend angepasst. Es ergibt sich ∆x = 0.091874015 für ein Gebiet mit
1 365 × 1 024 Zellen. Zwischen den einzelnen Lamellen bildet sich genauso wie
zwischen fest und flüssig eine Grenzfläche, mit dem Unterschied, dass die Breite
nicht bekannt ist und sich wegen den unterschiedlichen Gitterkonstanten auch
nicht durch Simulationen ermitteln lässt. Dadurch lassen sich die Festphasen
nicht ganz spannungsfrei setzen. Damit die Spannung nicht zu groß ist, werden
mehrere Atome nebeneinander gesetzt, sodass sich der Fehler auf alle Atome
verteilt. Maximal kann ein Fehler von einem halben Atom gemacht werden, dies
entspricht bei 30 Atomen einen durchschnittlichen maximalen Fehler von < 1.7%.
Zusätzlich werden die Lamellen in Cu-Al-Mg-Al angeordnet, sodass durch die
Periodizität eine symmetrische Struktur entsteht. Die einzelnen Lamellen sind
etwa 18 Atomschichten hoch, wie Abbildung 8.13(a) zeigt. Das Konzentrationsfeld
evolviert wesentlich langsamer als das Dichtefeld, ebenso schränkt das Konzen-
trationsfeld durch den größeren nicht linearen Anteil den Zeitschritt stark ein,
sodass die Zeitschrittweite ∆t = 0.0004 ist. Die Frequenzen werden mit (3.7) hart
bei λcut = 1.0 abgeschnitten. Es ist κ j = 5 gewählt.
Abbildung 8.13 zeigt vier Zeitschritte der Simulation für die insgesamt 2 ⋅ 107
Zeitschritte lief die Simulation etwa 16 Wochen auf einem Rechenknoten mit
zwei AMD Opteron 6344 Prozessoren mit je 12 Kernen bei 2.9GHz und 24GB
Arbeitsspeicher. Die einzelnen Konzentrationsfelder werden einer Grundfarbe
zugeordnet und als einzelner RGB-Farbkanal betrachtet. Die Flüssigphase als
gleichanteilige Mischung der 3 Konzentrationen in Abbildung 8.13(a) ist demnach
Grau. In Abbildung 8.13(b) sind vor den Lamellen die jeweiligen Komplementärfar-
ben zu erkennen, dies ergibt sich aus demMangel an der jeweiligen Konzentration.
In derMitte ist noch ein grauer Bereich der ursprünglichenMischung zuerkennen.
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(a) Start (b) 5 ⋅ 106 Zeitschritte
(c) 1 ⋅ 107 Zeitschritte (d) 2 ⋅ 107 Zeitschritte
Abbildung8.13.: Lamellenwachstum für σ = 0.2unterhalb der eutektischen Temperatur.
Die Peaks des Dichtefelds sind schwarz. Die Farbwerte entsprechen einer Mischung
RGB-Werte der Konzentrationen, dabei wird Cu rot, Mg grün und Al blau zugeordnet.
Im späteren Verlauf der Simulation ist das Konzentrationsfeld so weit ausgebreitet,
dass die periodischen Randbedingungen das lamellare Wachstum beeinflussen.
Die Al-Lamellen (blau) wachsen am schnellsten, sodass es in Abbildung 8.13(d)
zusätzlich zu einem Mangel dieser Konzentration vor den anderen Lamellen
kommt. Dies äußert sich in der Anreicherung von Mg (grün) in der Flüssigphase
vor der Cu-Lamelle (rot) und umgekehrt. Da die Kristallgitter der verschiede-
nen Lamellen nicht zueinander passen, kommt es an der Grenzfläche zwischen
den Lamellen zu Gitterdefekten. Diese ordnen sich während der Simulation um,
Abbildung 8.13(d) zeigt die Al-Lamellen mit einer gedrehten Orientierung. Die
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Gitterstruktur des Dichtefelds ist jeweils dort, wo eine einzelne Komponente eine
hohe Konzentration aufweist. Das Dichtefeld evolviert wesentlich schneller als
das Konzentrationsfeld. Bei vorgesetzten Konzentrationen evolviert der Kristall
innerhalb von 5000 Zeitschritten (∆t = 0.002) durch das gesamte Gebiet.
In diesem ersten Teil wurde die PFC-Methode ausführlich vorgestellt. Mit dem
Weg über das binäre PFC-Modell wurde ein mehrkomponentiges PFC-Modell
gezeigt. Der nächste Teil zeigt wie diese und andere atomare Daten für die Phasen-
feldmethode umgewandelt werden können. Die Phasenfeldmethode wird benutzt
um von diesen atomistischen Daten bis zur mikroskopischen Längenskala zu
simulieren. Dazu werden weitere physikalische Parameter benötigt, die auch mit








Die Phasenfeldmethode (PF-Methode) ist eine leistungsfähige Methode zur Be-
schreibung von Phasenübergangsphänomenen und der Mikrostrukturbildung mit
komplexen Grenzflächentopologien. Sie wirkt in der Regel auf einer mesoskopi-
schen Längenskala von etwa einem bis mehreren hundert Mikrometern [80–83].
Ausführliche Review-Artikel wurden von Chen [84] und Steinbach [85] verfasst.
Varianten der Methode wurden für Erstarrungen von Reinstoffen [86] und für
Mehrkomponentensysteme [87–92], wie polykristalline Strukturen [93] und eutek-
tische [94, 95], peritektische [95] und monotektische [96] Systeme formuliert. Sie
wird außerdem verwendet, um homogene und heterogene Keimbildung, Mikro-
strukturentwicklung in Festphasensystemen [97–99] und allgemein Bewegungen
von Korngrenzen [93] zu modellieren.
Die Phasenfeldmethode erfordert vorherige Kenntnisse der Materialeigenschaften
des zu untersuchenden Systems. Die Eingabeparameter umfassen unter anderem
Bulkeigenschaften, wie Dichte, Wärmekapazität, latente Wärme und Grenzflä-
chenkoeffizienten und kinetische Wachstumskoeffizienten, wobei die letzteren
Eigenschaften in Experimenten kaum zugänglich sind. Hier spielen atomistische
Simulationen, wie auch im ersten Teil dieser Arbeit gezeigt wurde, eine wichtige
146 Kapitel 9 Einleitung zur Phasenfeldmethode
Rolle, da diese die erforderlichen Eigenschaften anhand von einemWechselwir-
kungspotenzial bestimmen können. Kinetische Koeffizienten und freie Grenz-
flächenenergien inklusive deren Abhängigkeit von der Kristallorientierung von
reinen Metallen und Legierungen können direkt aus Simulationen von inhomoge-
nen Flüssig-Kristallsystemen extrahiert werden, Beispiele dazu finden sich in [10,
13, 100–102].
In der Materialwissenschaft erfordert eine moderne computerunterstützte Cha-
rakterisierung und Entwicklung von Materialien mehrskalige Simulationsansätze,
um die auf beiden Skalen, der atomistischen und mesoskopischen Längen- und
Zeitskala, wirkenden physikalischen Prozesse zu erfassen [103]. Ein Verständnis
der Effekte auf jeder Skala ermöglicht es, Informationen, Materialdaten und physi-
kalische Eigenschaften auf andere Skalen zu übertragen, dazu werden mittlerweile
gut etablierte Methoden verwendet. Bragard et al. [104], zum Beispiel, nutzen
die von der Molekulardynamik (MD) gelieferten Parameter, um Simulationen
von Nickel-Dendriten auf einer Mikrometer-Längenskala mit der Phasenfeldme-
thode zu berechnen. Ähnliche Studien betrachten Keimwachstum von reinem
Nickel [105], CO2-Hydrate [106] oder binäre Legierungen [107]. Eine weitere
Vorgehensweise von Gandin und Rappaz [108] koppelt zelluläre Automaten mit
einem Finite-Elemente-Ansatz. Dendritenwachstum mit zellulären Automaten
wird in Referenz [109] beschrieben. Tupper und Grant [31] und Provatas et al. [110]
verwenden ein kristallines Phasenfeldmodell als Alternative auf der atomistischen
Längenskala im Vergleich zu MD, um Eingabedaten für die PF-Simulationen
zu erhalten. Für Dendritenwachstum werden auch Hybridverfahren, wie das
Multiskalen-Diffusions-Monte-Carlo-Verfahren [6, 7] verwendet.
In diesem Teil werden zunächst Simulationsergebnisse für isothermales Erstarren
aus derMDund der PF-Methodemiteinander verglichen, bevor die Phasenfeldme-
thode verwendet wird, um einen Keim von der atomistischen Skala bis zu einem
Dendriten auf der mesoskopischen Skala zu simulieren. Für den Vergleich werden
beide Methoden auf der atomistischen Längenskala eingesetzt, um das Wachs-
tum eines kugelförmigen kristallinen Clusters aus Nickel, der in einer Schmelze
eingebettet ist, zu untersuchen. Zu diesem Zweck werden aus der Molekulardy-
namik ermittelte thermodynamische und kinetische Daten verwendet. Für die
Phasenfeldsimulationen werden gleichwertige Anfangskonfigurationen verwen-
det. Es wird untersucht, wie gut die Phasenfeldmethode auf der atomistischen
Skala das Wachstumverhalten wiedergeben kann, ohne dass sie Informationen
der einzelnen Atome besitzt.
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Um eine Simulation von 1Å bis zu mehreren Mikrometern zu ermöglichen, sind
verbesserte numerische Algorithmen und Lösungsverfahren nötig. Die vorlie-
gende Arbeit stellt eine Reihe von Techniken zur Optimierung der Effizienz vor
und zeigt wie diese Lösungen am Beispiel von dendritischem Wachstum ange-
wandt werden können. Es werden MD- und PF-Simulationen kombiniert, um
Informationen von der atomistischen Skala auf größere Skalen zu übertragen. Auf
der atomistischen Skala ist die MD mit zuverlässigen Ergebnissen etabliert [5,
111–113], aber sie hat einen hohen Rechenaufwand, sodass große Simulationen
nicht sehr praktikabel sind [15].
Aufgrund der Komplexität der zugrunde liegenden physikalischen Modelle sind
die einzelnen Verfahren der verschiedenen Längenskalen auf ihrer Skala schon
rechnerisch sehr aufwendig. Die Herausforderung eines integrierten Computer-
modells für die Materialentwicklung mit einer multiskaligen Informations- und
Datenübertragung ist, im Wesentlichen neue Techniken und Algorithmen zu
erstellen, um Rechenzeit und Speicher effizient zu reduzieren. Dazu werden nume-
rische Lösungsverfahren basierend auf Symmetrieargumenten und Reskalierung
entwickelt.
Es wird die Evolution einer typischen dendritischen Erstarrung betrachtet, um die
Notwendigkeit und die Vorteile der entwickelten Algorithmen zur Überbrückung
von der atomistischen zur mesoskopischen Skala zu veranschaulichen. Begonnen
wird auf der atomistischen Skala mit einem Keim mit 50Å Durchmesser, der in
eine unterkühlte Schmelze gesetzt wird. Der Keim wächst in seiner umgebenen
Schmelze zu einem großen Atomcluster heran. Während der Erstarrung treten
infolge der begrenzten Temperaturdiffusion Grenzflächeninstabilitäten auf, aus
denen sich schließlich auf der mesoskopischen Skala die dendritische Form mit
Primärarmen und sekundären und ternären Seitenarmen ausbildet.
Der Aufbau einer skalenüberbrückenden Simulation benötigt eine große Auf-
lösung des numerischen Gitters, sodass beide, der ursprüngliche Keim als auch
die Morphologie des Dendriten, ausreichend fein aufgelöst sind und vom Simula-
tionsgebiet abgedeckt werden. Die Grenzflächen-Péclet-Zahl (das Verhältnis der
Grenzflächenbreite zur Diffusionslänge) muss für die thermodynamische Kon-
sistenz des PF-Modells klein sein [114]. Das verwendete Simulations-Framework
Pace3D basiert auf einem expliziten Finite-Differenzen-Schema in einem regel-
mäßigen, kubischen Gitter. So werden im Detail bei einer Auflösung von 1Å
20000 Zellen in jede Richtung benötigt, um einen Dendriten von 2 µm Länge zu
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simulieren. In 3D werden so grob 8 ⋅ 1012 Zellen benötigt, das entspricht bei dop-
pelter Genauigkeit, also 8Byte pro Wert, 58TB für jedes Feld. Im einfachsten Fall
einer thermischen dendritischen Erstarrung eines Reinstoffes, werden zwei Felder
benötigt, eine Phasenvariable, die den Phasenzustand des Systems beschreibt und
ein Temperaturfeld. So müssen 116TB gespeichert und berechnet werden. Auch
mit dem Einsatz von Hochleistungsclustern ist die skizzierte Simulation ohne wei-
tere Techniken im Grunde nicht praktikabel. Hochleistungscluster besitzen in der
Regel bis zu 2GB proCPU, sodass eine skalenüberbrückende Simulation eines ther-
mischen Dendriten 60 000 CPUs benötigen würde. Es sei angemerkt, dass neuere
Cluster häufig nur 512MB Speicher pro CPU besitzen. Weit verbreitete Techniken
zur Verringerung des Rechenaufwands sind adaptive Netzverfeinerungen, die
gleichzeitig den Speicherbedarf reduzieren, wenn Finite-Elemente-Strukturen
verwendet werden [103, 115, 116]. Die Random-Walker-Verfahren ermöglichen
eine Reduzierung der Gitterpunkte in Regionen, die weit von der bewegten Grenz-
fläche entfernt sind [117]. Ein weiterer Ansatz von Gránásy et al. [93] basiert auf
einer hybriden Parallelisierung von GPUs und CPUs.
In diesem Teil werden Algorithmen und Iterationsverfahren vorgestellt, die geeig-
net sind, die Effizienz der diffusen Grenzfläche des PF-Modells und die Symme-
trieeigenschaften des anisotropen Kristalls auszunutzen. Die Evolution des Pha-
senfelds ist nur innerhalb eines begrenzten Bereichs von der Grenzflächenbreite
unabhängig, sodass es nicht beliebig skalierbar ist. Es wird eine Reskalierungs-
technik gezeigt, um die Anzahl der Gitterpunkte in jeder Richtung von 20000
Zellen auf 4 000 Zellen zu reduzieren. Damit benötigt jedes Feld 477GB Speicher
und liegt bereits im Bereich der auf Hochleistungscluster berechenbaren Größe.
Die Reskalierung der Gitterauflösung kann für verschiedene Arten von Mikro-
strukturen eingesetzt werden. Zur weiteren Verbesserung des Rechenaufwands,
wird die kubische Symmetrie des Dendriten geometrisch mit Hilfe von Hillschen
Tetraedern verkleinert. Zusammen mit den trivialen Symmetrieargumenten, die
nur 1⇑8 der Domain berücksichtigen, ermöglicht die Hill-Konstruktion zusätzlich
eine Reduktion von 1⇑6. Insgesamt ergibt sich so eine Reduzierung auf 1⇑48 der
ursprünglichen Domäne.
Auszüge aus Teil II dieser Arbeit sind bereits an anderer Stelle veröffentlicht
worden. In M. Berghoff, M. Selzer und B. Nestler. Phase-Field Simulations at the
Atomic Scale in Comparison to Molecular Dynamics. The Scientific World Journal
2013 (2013) [118] können insbesondere Teile aus Kapitel 11–13 wiedergefunden
werden. M. Berghoff, M. Selzer, A. Choudhury und B. Nestler. Efficient Techniques
for Bridging from Atomic to Mesoscopic Scale in Phase-Field Simulations. Journal
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of Computational Methods in Science and Engineering 13 (5) (2013), 441 [119]
enthält hauptsächlich Auszüge aus Kapitel 14 und 15. M. Berghoff und B. Nestler.
Scale-Bridging Phase-Field Simulations of Microstructure Responses on Nucleation
inMetals and Colloids.The European Physical Journal Special Topics 223 (3) (2014),




Für ein n-dimensionales Gebiet Ω ⊂ Rn bezeichnet das Phasenfeld φ ∶ Ω ×R→(︀0, 1⌋︀ die stetige Funktion φ(x , t). Sie beschreibt den lokalen Phasenanteil an
der Position x zur Zeit t. Für beliebige, aber feste t ∈ R, bildet die Familie al-
ler Phasenfelder (φα)α∈I eine Zerlegung der Eins für Ω. Dabei bezeichnet I die
Indexmenge aller Phasenfelder. Somit gilt ∑α∈I φα(x , t) = 1 ∀x ∈ Ω. Die ein-
zelnen Phasenfelder φα beschreiben unterschiedliche physikalische Eigenschaf-
ten, wie thermodynamische Phasen oder Orientierungen. Sie sind allgemein
Ordnungsparameter. Der Bereich, in dem φα = 1 ist, wird als Bulk bezeichnet,
Bα ∶= { x ∈ Ω ⋃︀ φα(x , t) = 1}. Da die φα stetige Funktionen sind, überlappen
sich die nicht Bulk-Bereiche zwischen zwei Phasenfeldern. Dies wird als diffuse
Grenzfläche bezeichnet. Die Menge aller diffusen Grenzflächen wird als Interface
bezeichnet, IΩ ∶= Ω ∖⊍α∈I Bα . Das binäre Interface zweier Phasenfelder, φα und
φβ , ist Iαβ ∶= { x ∈ IΩ ⋂︀ φα(x , t) + φβ(x , t) = 1}.
Im Grenzfall für einseitig stetige Sprungfunktionen wird die Grenzfläche scharf, es
gilt dann Ω = ⊍α∈I Bα . Um eine scharf definierte Grenze zwischen zwei Phasenfel-
dern φα und φβ mit diffuser Grenzfläche zu erhalten, wird analog zum Grenzfall
die Grenze als φα = φβ definiert. Die MengeΦα ∶= { x ∈ Ω ⋃︀ φα(x , t) > 1⇑2} wird
als Phase α bezeichnet. Der Abschluss der disjunkten Vereinigung aller Phasen
entspricht Ω, also Ω = ⊍α∈IΦα .
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Durch die diffuse Grenzfläche und den vom Ordnungsparameter abhängigen
physikalischen Eigenschaften, gelten im gesamten Gebiet dieselben Gleichungen,
sodass auf ein Verfolgen der Grenzfläche verzichtet werden kann.
Für das Kristallwachstum eines Reinstoffes werden zwei Phasenfelder benötigt.
Diese werden mit φs für die feste Phase (solid) und mit φℓ für die flüssige Phase
(liquid) bezeichnet. Da φs + φℓ = 1 auf Ω gilt, genügt es eine Phasenfeldvariable
zu betrachten und die andere zu berechnen. Es sei φ ∶= φs, dann ist φℓ = 1 − φ.
Das Interface Iαβ wird im Zwei-Phasen-Fall mit I bezeichnet.
Herleitungen für diffuse Grenzflächenmodelle wurden von Collins und Levi-
ne [120] gezeigt und von Chen [84] und Boettinger et al. [80] zusammengefasst.
Daraus lässt sich das folgende Phasenfeldmodell ableiten. Aus thermodynami-
schen Überlegungen für irreversible Prozesse ergibt sich das Entropiefunktional
𝒮(︀e , φ⌋︀ = ∫Ω s(e , φ)dx − ∫Ω 12ν⋃︀∇φ⋃︀2 + νW(φ)dx . (10.1)
Das erste Integral ist der Bulk-Entropie-Beitrag, dabei ist s(e , φ) die Entropiedich-
te. Das zweite Integral modelliert den Interface-Beitrag, es ist ein Funktional vom
Ginzburg-Landau-Typ [121]. ν ist eine Skalierungskonstante undW ein Potential,
die beide später definiert werden.
Die Evolutionsgleichung von (10.1) lässt sich als Gradientengleichung schreiben,
die die Entropie maximiert,
µ ∂φ
∂t





wobei w ∶= ∂φW ist und µ zunächst ein reziproker Mobilitätsfaktor ist.
Das PotentialW muss so gewählt werden, dass der Interface-Beitrag thermodyna-
misch gültig ist. Dazu wird zunächst im Eindimensionalen der Gleichgewichts-
zustand betrachtet. Im Gleichgewichtszustand gibt es nur Interface-Beiträge und
keine zusätzliche Evolution, sodass es genügt
µ ∂φ
∂t
= ν∇2φ − νw(φ) = 0 (10.3)
zu betrachten.
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Das Phasenfeldprofil für eine endliche, diffuse Grenzfläche kann durch die stetige,
monotone Funktion








modelliert werden. Der Parameter λ skaliert die Profilbreite. Die Menge I ∶=(︀−πλ⇑2, πλ⇑2⌋︀ bezeichnet das Interface. φ˜(x) ist punktsymmetrisch im Punkt(0, 1⇑2).
Die Umkehrfunktion von (10.4) lautet
x˜∶ (︀0, 1⌋︀→ I
φ ↦ −λ arcsin(2φ − 1).







) = 1 − 2φ
2λ2
.
Und durch Integration folgt
W̃(φ) = φ(1 − φ)
2λ2
.
φ ist auf das Intervall (︀0, 1⌋︀ eingeschränkt, das impliziert, dass das Potential bei 0
und 1 ein Minimum haben muss. Dies kann durch Addition von
W(φ) ∶= {0, für φ ∈ (︀0, 1⌋︀,∞, sonst
erzwungen werden.W(φ) ∶= W̃(φ) +W(φ) ist ein Doppelwandpotential.
Der Interface-Beitrag aus (10.1) muss im Gleichgewichtszustand die Grenzfläche-
nentropie γ¯ ergeben. Die Grenzflächenentropie ist gegeben durch γ¯ = σ⇑T mit der
Grenzflächenspannung σ (vgl. [122]). Dazu wird die Konstante ν zur Kalibrierung
benutzt. λ muss dann so gewählt werden, dass der Interface-Beitrag normiert
ist. Mit (10.3) folgt
1 = 2 ∫I W(x)dx = 2 ∫ 01 W(x˜(φ)) ⋅ x˜′(φ)dφ = 2 ∫ 10 φ(1 − φ)2λ2 ⋅ λ⌈︂φ(1 − φ) dφ
= ∫ 10 1λ⌈︂φ(1 − φ)dφ = π8λ . (10.5)
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Für λ = π⇑8 wird der Interface-Beitrag also normiert. Um jedoch die Freiheit der
variablen Interface-Breite nicht zu verlieren, wird der Parameter ε eingeführt. Die
Konstanten ν und λ schreiben sich zusammen mit γ¯ formal als
ν
λ





Es wird ν ∶= εγ¯ und λ ∶= επ⇑8 gesetzt. Dies wird in (10.5) eingesetzt und mit ν
multipliziert, es folgt die Grenzflächenentropie





Das Entropiefunktional (10.1) kann damit als
𝒮(︀e , φ⌋︀ = ∫Ω s(e , φ) − ( 12 εγ¯⋃︀∇φ⋃︀2 + εγ¯W(φ))dx (10.6)












und eine Breite von Λ = επ2⇑4. Wohlgemerkt, dies gilt im Gleichgewichtszustand.
Unter Einfluss von treibenden Kräften, oder durch Krümmung der Grenzfläche,
ändert sich das Profil ab.
Physikalisch hängt dieGrenzflächenspannung und damit auch dieGrenzflächenen-
tropie von derGrenzflächenorientierung ab. Umdies zumodellieren, wird die Kon-
stante γ¯ durch eine orientierungsabhängige Funktion γ(nˆ)mit nˆ = (n1 , n2 , n3)T =−∇φ⇑⋃︀∇φ⋃︀, dem normalisierten Gradientenvektor, ersetzt. Für ein unverändertes
PotentialW wird die oben angegebene Kalibrierung für den Interface-Beitrag nur
noch approximativ erfüllt, wenn die Mittlung von γ(nˆ) ≈ γ¯ entspricht. Die Form
von γ(nˆ) wird in Abschnitt 11.1.2 beschrieben.
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10.1. Freie Energie
Ausgehend von der freien Energiedichte
f = e − Ts
wird die Entropiedichte s(e , φ) berechnet. e ist die innere Energiedichte des Sys-
tems und T die absolute Temperatur. Die innere Energie und Entropie für Schmelz-
und Erstarrungsprozesse setzen sich aus zwei Beiträgen zusammen. Ein Beitrag
beschreibt den Phasenübergang und der andere kommt vom Unterschied der
Wärmespeicherzahlen.
Stoffparameter, die von der Phase abhängen, werden mit den Phasenfeldwerten
interpoliert. Aus den Parametern pα für Phase α und pβ für Phase β ergibt sich
der effektive Parameterwert mit
peff ∶= pαh(φα) + pβh(φβ).
Phasenabhängige Parameter werden mit dem hochgestellten Phasenindex bezeich-
net. Dabei ist h(φ) = φ3(6φ2 − 15φ + 10) eine Interpolationsfunktion, die die
geforderten Eigenschaften (vgl. Anhang A) erfüllt. So ist h(φ)monoton steigend
auf dem Intervall (︀0, 1⌋︀ und es ist h′(0) = h′(1) = 0 mit h′(φ) = ∂φh(φ). h(φ)
schärft den Übergang zwischen pα und pβ .
Der Phasenübergangsanteil der inneren Energie- und Entropiedichte ist
eL = −h(φ)L(T),
sL = −h(φ)L(T)Tm
mit L(T), der latentenWärme pro Volumen und Tm, der Schmelztemperatur. Die
freie Energiedichte für den Phasenübergang ist demnach
fL = T − TmTm L(T)h(φ).
Hier wurde f αL h(φα) + f βL h(φβ) = f αL h(φ) = fLh(φ) benutzt, da L nur einer
Phase zugeordnet wird.
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Als zweiten Anteil der freien Energiedichte ergibt sich die interpolierte Änderung
der Enthalpie und Entropie
eT =∑
α
h(φα) ∫ TTm Cαv (T ′)dT ′ ,
sT =∑
α
h(φα) ∫ TTm Cαv (T ′)T ′ dT ′
mit Cαv (T), der Wärmespeicherzahl für Phase α. Es ist Cv = cvρ das Produkt der
spezifischen Wärmekapazität bei konstantem Volumen cv mit der Dichte ρ. Für
die freie Energiedichte folgt
fT =∑
α
f αT h(φα) =∑
α
( ∫ TTm Cαv (T ′)dT ′ − T ∫ TTm Cαv (T ′)T ′ dT ′)h(φα).
Die resultierende freie Energiedichte ist die Summe der einzelnen freien Ener-
giedichteanteile
f = fL + fT




( ∫ TTm Cαv (T ′)dT ′ − T ∫ TTm Cαv (T ′)T ′ dT ′)h(φα).
(10.8)
Es ist weiter
f αT h(φα) + f βT h(φβ) = f αT h(φ) + f βT h(1 − φ) = ( f αT − f βT )h(φ) + f βT . (10.9)
10.2. Phasenfeldevolutionsgleichung
Der thermodynamische Zusammenhang liefert mit s = −∂T f für die innere
Energiedichte
e = f + Ts = f − T ∂ f
∂T
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− T ∂2 f
∂T∂φ
.
Nach Stinner [123] kann mit einer geeigneten Approximation an f ein Variablen-
wechsel von (T , φ) zu (e , φ) durchgeführt werden. Sei
Φ ∶ R+ × ∆2 → R × ∆2(T , φ)↦ (e(T , φ), φ)
die Abbildung dieses Variablenwechsels. Dann ist die Jacobi-Matrix DΦ ∶ R ×
T∆2 → R × T∆2 mit
DΦ(T , φ) = ( ∂e∂T ∂e∂φ
0 1
).
1 bezeichnet die Identiät und T∆n ∶= {v ∈ Rn ⋂︀ ∑ j v j = 0} ist der Tangentialraum
zu ∆n . Für T∂2T f ≠ 0 folgt aus dem Satz von der Umkehrabbildung
D(Φ−1)(e , φ) = (DΦ(T , φ))−1 = (1⇑ ∂e∂T − ∂e∂φ ⇑ ∂e∂T
0 1
). (10.10)
f und die Ableitungen sind nun Funktionen in (T(e , φ), φ). Die erste Zeile der















Sei auch die Entropiedichte eine Funktion in den neuen Variablen
s(e , φ) = − ∂ f
∂T
(T(e , φ), φ),
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so lauten ihre Ableitungen nach e und φ
∂s
∂e





















= − ∂2 f
∂T2
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+ εγ(nˆ)∇2φ − εγ¯w(φ). (10.11)
10.3. Energiegleichung
Die Energiegleichung ist eine erhaltende Evolutionsgleichung und ergibt sich nach
dem ersten und zweiten Fick’schen Gesetz,
∂e
∂t
= −∇ ⋅ X∇ δs
δe
= −∇ ⋅ X∇ 1
T








= −∇ ⋅ κ∇T (10.12)
dabei bezeichnet κ die Wärmeleitfähigkeit. Der Zusammenhang zur Wärmelei-
tungsgleichung folgt aus der zeitlichen Ableitung von e = CvT + e0 mit Referen-
zenergie e0 und konstantem Cv,
∂e
∂t





= −∇ ⋅ a∇T
mit a = κ⇑Cv, der Temperaturleitfähigkeit.
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Die zeitlichen Ableitungen der inneren Energiedichten ∂te aus (10.12) und (10.13)




= −∇ ⋅ κ∇T − (
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hier bezeichnet h′ ∶= ∂φh die Änderungen in der Phase φ. Für die Ableitungen von
fT werden die Ableitungen nach T aus der freien Energiedichte (10.8) berechnet,
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T ′ dT ′ = ∂∂T (TCαT(T) − TCαT(Tm))= CαT(T) + T Cαv (T)T − CαT(Tm)= ∫ TTm Cαv (T ′)dT ′ + Cαv (T). (10.16)
Die Differenz von (10.15) und (10.16) ist
Cαv (T) − (CαT(T) + Cαv (T) − CαT(Tm)) = − ∫ TTm Cαv (T ′)T ′ dT ′ .
Zusammen mit (10.9) ergibt sich
∂ fT
∂T
= − ∫ TTm Cαv (T ′)T ′ dT ′h(φ) − ∫ TTm C
β
v (T ′)











= −⎛⎝ ∫ TTm Cαv (T ′)T ′ dT ′ − ∫ TTm C
β
v (T ′)
T ′ dT ′
⎞⎠h′(φ).
Die Ableitung nach φ lautet
∂ fT
∂φ
= ⎛⎝( ∫ TTm Cαv (T ′)dT ′ − T ∫ TTm Cαv (T ′)T ′ dT ′)
− ⎛⎝ ∫ TTm Cβv (T ′)dT ′ − T ∫ TTm C
β
v (T ′)
T ′ dT ′
⎞⎠⎞⎠h′(φ).
10.4 Phasenfeldmobilität 161





−∇ ⋅ κ∇T− (− ∂L(T)∂T T T−TmTm − L(T) + ∫ TTm Cαv (T ′) − Cβv (T ′)dT ′)h′(φ) ∂φ∂t−(∂2L(T)
∂T2






− Cαv (T))h(φ) + Cβv (T)h(1 − φ) .
(10.17)
Vereinfachung für isothermales Wachstum
Für isothermales Wachstum wird T festgehalten. Dadurch entfällt die Temperatu-
revolution und der Beitrag der freien Energie vereinfacht sich. Die beiden freien
Energien f α und f β sind dann konstant. Es folgt
−∂φ f
T
= −( f α − f β)
T
h′(φ) = − fconst ⋅ h′(φ)
mit der Konstante fconst ∶= ( f α − f β)⇑T . Die treibende Kraft, die über die unge-
störte Grenzfläche integriert ist, ist also ebenfalls konstant.
10.4. Phasenfeldmobilität
Der reziproke Mobilitätsfaktor µ ∶= τ¯ε in (10.11) wird über den Relaxationspa-
rameter τ¯ an die Kinetik der Grenzfläche angepasst. Dabei wird τ¯ so angepasst,
dass der Gradientenfluss von der diffusen Grenzfläche dem Fluss der scharfen
Grenzfläche entspricht. Details hierzu können bei Stinner [123] und Taylor und
Cahn [124] nachgelesen werden.
Zur Anpassung von τ¯ wird ein idealisiertes, eindimensionales System angenom-
men, in dem die Wachstumsgeschwindigkeit
v = k¯∆T (10.18)
proportional zur Unterkühlung ∆T = Tm − T ist. k¯ bezeichnet den mittleren kine-
tischen Koeffizienten. Aus „Theory of Solidification“ von Davis [125] lassen sich
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einige Resultate der Erstarrung aufstellen. Die Gibbs-Thomson-Beziehung setzt
im Gleichgewichtszustand die thermische Unterkühlung mit der Krümmungs-
unterkühlung gleich,
∆T = 2HΓ = 2H σ
L
. (10.19)
Dabei ist Γ ∶= σ⇑L der Gibbs-Thomson-Koeffizient. H ist die mittlere Krümmung,




Im Zweidimensionalen, oder für einen Zylinder mit Radius r, ist H = 1⇑(2r). Für
eine Kugel mit Radius r beträgt H = 1⇑r. Im Nichtgleichgewichtszustand wird




Die Kinetik der Grenzfläche ist proportional zur treibenden Kraft, die aus den
verschiedenen Unterkühlungen resultiert.
Für die scharfe Grenzfläche kann analog zu (10.20) die folgende Gleichung auf-
gestellt werden,
vτ¯ = 2Hγ − ⎜ f ⨆︁βα
T
, (10.21)
dabei bezeichnet ⎜ f ⨆︁βα = f β − f α den Sprung an der Grenzfläche, also die Poten-
zialdichte der treibenden Kraft.
(10.18) um τ¯ erweitern und mit (10.21) gleichsetzen, liefert
τ¯k¯∆T = 2Hγ − ⎜ f ⨆︁βα
T
.
Dies wird im Eindimensionalen, ohne Krümmung, zu




Für Metalle am Fest-flüssig-Übergang kann die Differenz der Wärmespeicherzah-
len vernachlässigt werden. Mit den später verwendeten Parametern für Nickel
ist dadurch der Fehler für Temperaturen aus dem Intervall (︀1 400K, 1 600K⌋︀ma-
ximal 0.6%. Es ist dann
⎜ f ⨆︁βα = −L∆TTm .







, (︀τ¯⌋︀ = J s
m4 K
. (10.23)
Analog zu γ¯ kann auch k¯ den Durchschnitt der orientierungsabhängigen Kinetik
k(nˆ) bezeichen. Dann hängt der Relaxationsparameter direkt von der orientie-
rungsabhängigen Kinetik und der Temperatur ab. Es ergibt sich
τ(nˆ, T) = L(T)
TTmk(nˆ) .
Die Form von k(nˆ) wird zusammen mit γ(nˆ) in Abschnitt 11.1 betrachtet.
10.4.1. Willkürliche Relaxationskinetik
Eine weitere Korrektur für den Relaxationsparameter τ wird in der dünnen Grenz-
flächenanalyse berechnet. Dies wurde von Choudhury und Nestler [92] für Le-
gierungen mit dem Doppelwandpotential, basierend auf früheren Ergebnissen
für das Doppelmuldenpotential [88, 126], durchgeführt. Für einen Reinstoff mit
isotroper Grenzfläche ist eine ausführliche Herleitung bei Choudhury [127] zu
finden. Ziel ist es, eine willkürliche Relaxationskinetik benutzen zu können. In
der Phasenfeldmethode ist die kinetische Unterkühlung in der Gibbs-Thomson-
Bedingung enthalten und ist sogar größer als die Krümmungsunterkühlung [128],
obwohl physikalisch die kinetische Unterkühlung vernachlässigt werden kann.
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Dazu werden die Unterkühlungen in Ordnungen der Grenzflächen-Péclet-Zahl
Pe entwickelt
∆T = ∆T0 + Pe∆T 1 .
Diese Terme können äquivalent als kinetische Koeffizienten−βV = −β0V + Peβ1V
= − τTTm
L
V + ε L
κ
V(M + F)
geschrieben werden. Dabei entspricht die nullte Ordnung, unter Berücksichtigung
von β = 1⇑k¯, der scharfen Grenzfläche aus (10.23). Die beiden Konstanten M und
F kommen aus Bedingungen an die Lösbarkeit und hängen imWesentlichen von






β kann nunwillkürlich gewählt werden und an die physikalischenWerte angepasst
werden. Für β = 0 folgt
τ = ε L2
TTmκ
(M + F).
Im Fall einer anisotropenGrenzfläche kann dies analog zuKarma undRappel [128]
formuliert werden als,
τ(nˆ) = εγ2(nˆ) L2
TTmκ
(M + F).
Dabei ist γ(nˆ) die orientierungsabhängige Grenzflächenentropie aus (11.5).
Als weiterer Effekt kann durch diesen Relaxationsparameter die Abhängigkeit von
der Grenzflächenbreite reduziert werden. Die Quantität des Modells kann durch
2D dendritisches Wachstum für unterschiedliche Grenzflächendicken gezeigt
werden. Dazu wird die Geschwindigkeit der Dendritenspitze mit der theoreti-
schen Geschwindigkeit verglichen. Es seien hier kurz die Resultate angegeben,
welche sich aus einer dimensionslosen Simulation mit den später eingeführten
Parametern für Nickel und den Skalierungsgrößen für Länge ℓ = 1Å, Zeit τ = 1 ps,
Temperatur ϑ = 1 748K und Energiedichte e = 6.6485 J⇑m3 ergeben. Für große
∆x = 40, 50, 60, 70 sind dies die Geschwindigkeiten 3.7370 ⋅ 10−7, 3.7291 ⋅ 10−7,
3.7276 ⋅ 10−7 und 3.7332 ⋅ 10−7. Die Abweichung dieser Werte zur theoretischen
Geschwindigkeit ist kleiner als 0.3%.
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10.4.2. Implementierung
Für die Simulationen wird die Software Pace3D, ein mehrphasiger, mehrkompo-
nentiger Phasenfeldlöser, verwendet. Die internen Berechnungen werden für N
Phasen und K Komponenten durchgeführt. Dabei wird für diese Rechnungen
N = 2 Phasen und K = 1 Komponente benutzt, weswegen die Berechnungen
im Detail etwas anders aussehen als hier beschrieben ist. Sie können bei Nestler
et al. [87] nachgelesen werden. Für zwei Phasen und eine Komponente lässt sich
das Modell zu dem hier beschriebenenModell umformulieren. Die Evolutionsglei-
chungen (10.11) und (10.17) werden mit einem expliziten Eulervefahren in der Zeit





In Teil I wurden einige atomistischen Simulationsmethoden angesprochen. Diese
können verwendet werden, um Eingabeparameter für die Phasenfeldmethode
zu erhalten. Einige thermopysikalischen Eigenschaften für Nickel können aus
Mills [79] entnommen werden. Andere werden durch Molekulardynamiksimu-
lationen bestimmt. Dazu wird die Embedded-Atom-Methode nach Foiles [129]
(EAM F85) verwendet. Die hier verwendeten MD-Simulationen wurden von Ro-
berto Rozas und Jürgen Horbach im Rahmen einer SPP-Zusammenarbeit durch-
geführt und die dabei entstandenen MD-Daten wurden zur Verfügung gestellt.
Die temperaturabhängigen Bulkeigenschaften werden aus unabhängigen Gleich-
gewichtssimulationen von homogenen Systemen bei Druck p = 0 bestimmt. Die
Flüssigphase wird durch Schmelzen einer zuvor gesetzten Kristallphase erzeugt.
Dazu wird die Temperatur des Thermostats über die der Schmelztemperatur
gesetzt. Die Kristallphase entsteht durch eine relaxierte perfekte Kristallphase.
Zur Vorbereitung werden Simulationen mit dem isotherm-isobaren Ensemble
(NPT) verwendet, zur eigentlichen Simulation wird dann das mikrokanonische
Ensemble (NVE) benutzt.
Die Dichte der Bulkphasen wird an die quadratische Funktion ρα(T) = ρα0 +
ρα1 T + ρα2 T2 gefittet. Für die fcc-Festphase, bezeichnet mit α = s, ergibt sich im
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Temperaturintervall von 300K bis 1 900K ρs0 = 8 901.6 kg⇑m3, ρs1 = −0.20379 kg⇑m3 K
und ρs2 = −0.0000614202 kg⇑m3 K2. Für die Flüssigphase, bezeichnet mit α = ℓ, ist
ρℓ0 = 8 992.26 kg⇑m3, ρℓ1 = −0.667037 kg⇑m3 K und ρℓ2 = 0.0000331612 kg⇑m3 K2 im
Intervall von 1 000K bis 3 000K. In beiden Fällen sind auch metastabile Phasen
im Fit enthalten.
Die latente Wärme, dies ist der Unterschied der Enthalpie der Flüssig- zur Fest-
phase, wird im Temperaturintervall von 1 000K bis 1 900K an die quadratische
Funktion, L˜α(T) = Lα0 + Lα1 T + Lα2T2 mit den Faktoren Ls0 = −15 980.2 J⇑kg,
Ls1 = 324.745 J⇑kg K und Ls2 = −0.0810984 J⇑kg K2, gefittet. Die latente Wärme als
Energie pro Volumen ergibt sich dann durch Ls(T) = L˜s(T) ⋅ ρs(T) für die
Festphase. Für die Flüssigphase wird Lℓ = 0 gesetzt.
Die spezifische Wärmekapazität bei konstantem Volumen ist gegeben durch die
lineare Funktion c˜αv (T) = cα0 + cα1 T mit cs0 = 419.452 J⇑kg K und cs1 = 0.020388 J⇑kg K2
für die Festphase und cℓ0 = 563.024 J⇑kg K und cℓ1 = −0.06952 J⇑kg K2 für die Flüs-
sigphase.
Der ermittelte Werte der Temperaturleitfähigkeit a aus MD-Simulationen beträgt
2.1⋅10−7 m2⇑s [130]. ExperimentelleWerte, 170⋅10−7 m2⇑s vonMills [79], 120⋅10−7 m2⇑s
von Zinov’ev et al. [131] und 8.7 ⋅ 10−7 m2⇑s von Nagata et al. [132], unter Mikro-
gravitation gemessen, sind mindestens vier Mal größer. Die Differenz lässt sich
durch den in der klassischen Molekulardynamik nicht modellierten Beitrag von
Elektronen beim Wärmetransport in Metallen erklären.
Die Schmelztemperatur Tm = 1 748K ist bestimmt aus inhomogenen fest-flüssig-
Systemen, wo die Bewegung der Grenzfläche Null ist.
11.1. Anisotrope Parameter
Materialeigenschaften, die maßgeblich von der Grenzfläche abhängen, hängen
meistens von der Ausrichtung der Atomebenen ab. Als kontinuierliches Modell
muss diese Ausrichtung in der Phasenfeldmethode explizit modelliert werden.
Dazu werden anisotrope Parameter eingeführt, deren Richtungsabhängigkeit über
die Normale der Grenzfläche bestimmt wird. Der Gradient des Phasenfelds zeigt
in Richtung der Grenzflächennormale, sodass für die Normale nˆ = ∇φ⇑⋃︀∇φ⋃︀ gilt.
Sie existiert offensichtlich nur im Interface.
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11.1.1. Kinetische Anisotropie
Der kinetische Koeffizient k wird durch die lineare Beziehung zwischen plana-
rer Wachstumsgeschwindigkeit v und Unterkühlung ∆T nahe der Koexistenz
bestimmt,
v = k∆T .
Die Wachstumsgeschwindigkeiten werden durch unabhängige Simulationen mit
Kristallorientierungen {100}, {110} und {111} bestimmt. Sie sind von der Kris-
tallorientierung abhängig. Daraus folgt unmittelbar die Richtungsabhängigkeit
des kinetischen Koeffizienten. Die Richtungsabhängigkeit wird durch die kubisch
Harmonische modelliert, da diese genau wie die fcc-Struktur eine kubische Sym-
metrie besitzt. Die ersten vier kubisch Harmonischen lauten nach Fehlner und
Vosko [133]
K0,0(nˆ) = 1,
K4,1(nˆ) =⌋︂21 14(5Q(nˆ) − 3),
K6,1(nˆ) =}︂ 132 18(462S(nˆ) + 21Q(nˆ) − 17),
K8,2(nˆ) =⌋︂561 132(65Q(nˆ)2 − 208S(nˆ) − 94Q(nˆ) + 33)
mit Q(nˆ) = n41 + n42 + n43 und S(nˆ) = n21 n22n23 für nˆ = (n1 , n2 , n3)T.
Wird die Normierung der einzelnen kubisch Harmonischen aufgegeben, so kann
die gewichtete Summe der ersten n kubisch Harmonischen verwendet werden,
um eine orientierungsabhängige Gewichtung zu bekommen. Sei
k(nˆ) = k˜0K0,0(nˆ) + k˜1K4,1(nˆ) + k˜2K6,1(nˆ)
für drei Freiheitsgrade. Dies lässt sich zu
k(nˆ)
k˜0
= K0,0(nˆ) + ε1K4,1(nˆ) + ε2K6,1(nˆ)
= 1 + ε1(5Q(nˆ) − 3) + ε2(462S(nˆ) + 21Q(nˆ) − 17). (11.1)
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umstellen, mit ε j ∶= k˜ j⇑k˜0 für j = 1, 2. Oder äquivalent dazu mit
εk ∶= 35ε1140 + 21ε1 − 200ε2 ,
δk ∶= 280ε2140 + 21ε1 − 200ε2 ,




= 1 + εk(4Q(nˆ) − 3) + δk(P(nˆ) + 30S(nˆ))
umformulieren, mit P(nˆ) = n61 + n62 + n63 .
Für die drei Hauptorientierungen, {100}, {110} und {111}, lassen sich die kineti-
schen Koeffizienten mit dem EAM F85-Modell bestimmen. Für die verschiedenen
Kristallorientierungen ergeben sich die kinetischen Koeffizienten
k100 = 0.33m⇑s K, k110 = 0.23m⇑s K, k111 = 0.12m⇑s K. (11.2)
Die Orientierungen lassen sich als Normalenvektor
nˆ100 = (1, 0, 0)T , nˆ110 = ( 1⌋︂2 , 1⌋︂2 , 0)
T
, nˆ111 = ( 1⌋︂3 , 1⌋︂3 , 1⌋︂3)
T
schreiben. Die Funktionen Q, P und S ergeben sich zu den Orientierungen als
Q(nˆ100) = 1, P(nˆ100) = 1, S(nˆ100) = 0,
Q(nˆ110) = 12 , P(nˆ110) = 14 , S(nˆ110) = 0,
Q(nˆ111) = 13 , P(nˆ111) = 19 , S(nˆ111) = 127 .
Damit lässt sich das Gleichungssystem aufstellen
k100 = k0(1 + εk + δk), (11.3a)
k110 = k0(1 − εk + 14δk), (11.3b)
k111 = k0(1 − 53 εk + 119 δk). (11.3c)





Abbildung 11.1.:OrientierungsabhängigeKinetikmit denWerten k100 = 0.33m⇑s K, k110 =
0.23m⇑s K und k111 = 0.12m⇑s K.
Dessen Lösung, nach Einsetzen von k100, k110 und k111, lautet k0 = 0.319205m⇑s K,
εk = 0.230331 und δk = −0.1965111. Abbildung 11.1 zeigt die orientierungsabhängige
Kinetik k(nˆ) mit den berechneten Parametern.
11.1.2. Grenzflächenanisotropie
Die Grenzflächensteifigkeit und Grenzflächenenergie werden aus der Analyse
des Kapillarwellenspektrums für große flüssig-fest-Grenzflächen bei Koexistenz
bestimmt. Die Grenzflächensteifigkeit ist definiert durch
γ˜ = γ + ∂2γ
∂nˆα∂nˆβ
(11.4)
mit nˆα und nˆβ als Einheitsvektoren tangential zur Grenzfläche [134]. Sie wur-
de von Rozas und Horbach [102] für verschiedene Kristallorientierungen (︀100⌋︀,
1εk und δk wurden in [49, 118, 119] fälschlicherweise vertauscht aufgeschrieben.
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(︀110⌋︀(︀11¯0⌋︀, (︀110⌋︀(︀001⌋︀ und (︀111⌋︀ bestimmt, wobei die Grenzflächenenergie für die(︀110⌋︀-Richtung abhängig von den parallelen Richtungen, notiert durch den Sub-
skript, ist. Es sind
γ˜(︀100⌋︀ = 0.177 J⇑m2 , γ˜(︀110⌋︀(︀11¯0⌋︀ = 0.405 J⇑m2 ,
γ˜(︀110⌋︀(︀001⌋︀ = 0.228 J⇑m2 , γ˜(︀111⌋︀ = 0.386 J⇑m2 .
Die richtungsabhängige Grenzflächenenergie γ(nˆ) wird beschrieben durch die
kubisch harmonische Entwicklung analog zu (11.1) mit den ersten vier kubisch
Harmonischen. Mit Ausklammern ergibt sich
γ(nˆ)
γ0
= 1+ε1(Q − 35)+ε2(3Q + 66S − 177 )+ε3(5Q2 − 16S − 9413 Q + 3313 ). (11.5)
Durch Einsetzen von (11.5) in (11.4) ergibt sich das Gleichungssystem
γ˜(︀100⌋︀ = γ0(1 − 185 ε1 − 807 ε2 − 8813 ε3),
γ˜(︀110⌋︀(︀11¯0⌋︀ = γ0(1 + 3910 ε1 + 15514 ε2 − 194 ε3),
γ˜(︀110⌋︀(︀001⌋︀ = γ0(1 − 2110 ε1 + 36514 ε2 + 3352 ε3),
γ˜(︀111⌋︀ = γ0(1 + 125 ε1 − 128063 ε2 + 284351 ε3)
für die Grenzflächensteifigkeit γ˜. Details hierzu können der Referenz [102] entnom-
men werden. Für die EAM F85 lösen γ0 = 0.302 J⇑m2, ε1 = 0.10191, ε2 = −0.00134
und ε3 = 0.00876 das Gleichungssystem. Mit diesen Werten ergeben sich die
Grenzflächenenergien γ(︀100⌋︀ = 0.315 J⇑m2, γ(︀110⌋︀ = 0.300 J⇑m2 und γ(︀111⌋︀ = 0.294 J⇑m2,
wie in Abbildung 11.2(a) gezeigt.
Zusätzlich wird die mittlere Grenzflächenenergie γ¯ benötigt. Sie lässt sich durch
Gleichsetzen des Oberflächenintegrals der Einheitskugel S2 über die anisotrope
Grenzflächenenergie mit dem Oberflächenintegral über γ¯ berechnen,
∫S2 γ(nˆ)dA = ∫S2 γ¯ dA.
Da γ¯ konstant ist, folgt mit 4π, der Oberfläche der Einheitskugel,
γ¯ = 1
4π ∫S2 γ(nˆ)dA. (11.6)
Wegen der schwach ausgeprägten Anisotropie ist γ¯ = 0.302 J⇑m2 ≈ γ0.











Abbildung 11.2.: Anisotrope Grenzflächenenergie berechnet aus (a) MD- und (b) PFC-
Simulationen. Rot entspricht jeweils demmaximalen Wert, γ(︀100⌋︀ und blau demmini-
malen Wert, γ(︀111⌋︀.
11.1.3. Grenzflächenanisotropie aus PFC
In Abschnitt 6.2 aus Teil I wurden die Grenzflächenenergien ebenfalls für eine fcc-
Struktur berechnet. Die dimensionslosen Ergebnisse für eine Unterkühlung von
ε = 0.53 aus Tabelle 6.3 lauten γ(︀100⌋︀ = 0.0104, γ(︀110⌋︀ = 0.0100 und γ(︀111⌋︀ = 0.0079.
Unter Verwendung der ersten drei kubisch Harmonischen ergibt sich mit
γ(nˆ)
γ0
= 1 + ε1(Q − 35) + ε2(3Q + 66S − 177 )
das Gleichungssystem
γ(︀100⌋︀ = γ0(1 + ε1 + ε2),
γ(︀110⌋︀ = γ0(1 − ε1 + 14 ε2),
γ(︀111⌋︀ = γ0(1 − 53 ε1 + 119 ε2)
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analog zu (11.3).Mit der Lösung γ0 = 0.00957, ε1 = 0.33565 und ε2 = −0.08403.Die
Funktion wird in Abbildung 11.2(b) gezeigt. Da es sich bei den PFC-Rechnungen
um ein Modellsystem handelt, können die Ergebnisse nicht mit den Ergebnissen
aus den MD-Rechnungen verglichen werden. Die berechneten Werte aus dem
Modellsystem reichen jedoch aus, um zu zeigen, dass die durch die PFC-Methode





Im vorherigen Kapitel wurden physikalische Parameter aus MD- und PFC-Simu-
lationen extrahiert. Für eine vollständige Simulation wird zusätzlich auch eine
Geometrie benötigt. Diese kann durch explizites Setzen der Phasenfeldvariable φ
erfolgen. Sie kann mit Hilfe des Grenzflächenprofils (10.7) gesetzt werden. Wie
oben beschrieben, ist das Grenzflächenprofil (10.7) jedoch nur für planare Flächen
im Gleichgewichtszustand gültig. Die Verformung, die durch den Einfluss von
Kräften verursacht wird, ist nicht genau bekannt. Da die Phasenfeldevolutions-
gleichung die Entropie maximiert und diese für ein perfektes Grenzflächenprofil
maximal wird, evolviert das Phasenfeld gegen das perfekte Grenzflächenprofil.
Somit ist es nicht nötig das Grenzflächenprofil der Geometrie perfekt zu initiali-
sieren. Als approximative Initialisierung kann φ im Festen mit 1 und im Flüssigen
mit 0 initialisiert werden. Eine anschließende Faltung mit einem Glättungskern,
etwa (6.1), sorgt für eine geglättete Grenzfläche, die das Volumen erhält und eine
Approximation an die perfekte diffuse Grenzfläche ist.
Für den Vergleich des Wachstums eines Atomclusters zwischen MD und der PF-
Methode wird die Geometrie aus den MD-Daten konvertiert. Dazu wird zunächst
beschrieben, wie der initiale Cluster generiert wird.
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12.1. Generierung von Cluster und Schmelze
Für die Wachstumssimulation von einem Atomcluster wird eine Kugel mit Kris-
tallstruktur, umgeben von einer Schmelze, mittig in das Simulationsgebiet gesetzt.
Zur Initialisierung von diesem Aufbau werden einige Simulationsdurchläufe mit
dem NPT-Ensemble benötigt. Zunächst wird die Festphase ins Gleichgewicht
bei p = 0 gebracht. Dazu werden die Atome in einer perfekten fcc-Struktur in
dem kubischen Simulationsgebiet so angeordnet, dass die initiale Dichte nah an
der experimentell gemessenen Dichte ρ = 8.9 g⇑cm3 (bei Raumtemperatur) liegt.
Der zweite Schritt teilt das Simulationsgebiet in zwei Gebiete auf, Schmelze und
Festphase. Die Festphase wird durch eine Kugel mit Radius r = 25Å definiert.
Alle Atome in der Kugel werden fixiert und nur die Bewegung der Atome in der
Schmelze wird simuliert. Außerhalb der Festphase wird die Temperatur linear, bis
deutlich über die Schmelztemperatur, erhöht. Dabei wird ein isotropes Barometer
verwendet. Im nächsten Schritt wird die Schmelze wieder auf die Temperatur des
Kristalls abgekühlt, sodass eine metastabile, unterkühlte Schmelze entsteht. Der
letzte Schritt sorgt dafür, dass die Grenzfläche relaxiert, indem wieder alle Atome
in der Simulation bewegt werden. Als Ergebnis entsteht ein kristalliner Cluster,
der in eine Schmelze bei gleicher Temperatur eingebettet ist.
12.2. Lokaler Ordnungsparameter q6q6
Auf der atomaren Längenskala werden die Partikel der MD-Simulationen durch
ihre Position und Geschwindigkeit zu gegebener Zeit beschrieben. Ein einzel-
ner Partikel kann nicht zwischen Kristall und Schmelze unterschieden werden.
Dazu wird die lokale Anordnung dieses Partikels mit seinen Nachbarn betrach-
tet und bewertet. Die Bewertung wird durch den lokalen Bindungsordnungs-
parameter q6q6 [135, 136] vorgenommen, da dieser ein gutes Kriterium für die
Unterscheidung von fcc-Kristall und Schmelze zu Verfügung stellt. Der lokale
Bindungsordnungsparameter für ein Partikel ist eine Funktion, die abhängig von
den relativen Koordinaten der Nachbarpartikel ist. Sein Wert unterscheidet sich
je nach Ordnung der Nachbarpartikel, so können die Partikel anhand dieses Wer-
tes in Kristallstruktur oder ungeordnete Schmelze eingeteilt werden. Der lokale
Bindungsordnungsparameter q6q6 lässt sich für Partikel i durch Y6m , die Kugel-
flächenfunktionen von Grad 6 und Ordnungm, definieren. Sei𝒫 die Indexmenge
aller Partikel und p i die Position von Partikel i im Raum. Die Indexmenge aller
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Nachbarpartikel zu Partikel i, die innerhalb des Abstand mit dem Radius r liegen,
ist definiert durch
𝒩i ∶= { j ∈ 𝒫 ⋂︀ ⋂︀p i − p j ⋂︀ < r }.
Für Nickel wird der Radius r = 3.36Å, leicht mehr als der doppelte Van-der-
Waals-Radius, gewählt. Sei Z i ∶= ⋃︀𝒩i ⋃︀ die Anzahl der Nachbaratome für Partikel
i. r i j bezeichnet den Richtungsvektor zwischen Partikel i und j. θ(r i j) ist der
Polarwinkel und φ(r i j) der Azimutwinkel zu diesem Richtungsvektor. Der durch
die Kugelflächenfunktionen gewichtete Mittelwert aller Richtungsvektoren ist
definiert durch
Q¯6m(i) ∶= 1Z i ∑j∈𝒩i Y6m(θ(r i j), φ(r i j)).
Dessen Normierung ist gegeben durch




Wird das m in q˜6m(i) als Vektorkomponente aufgefasst, so ergibt sich das Skalar-
produkt
q6(i) ⋅ q6( j) ∶= 6∑
m=−6 q˜6m(i)q˜6m( j).
Der lokale Bindungsordnungsparameter ist definiert durch die Mittelung dieser
Skalarprodukte,
q6q6(i) ∶= 1Z i ∑j∈𝒩i q6(i) ⋅ q6( j).
12.3. Konvertierung von Atomdaten
Die Daten der MD-Simulationen bestehen aus diskreten Atompositionen. Je-
dem Atom wird der Wert des localen Bindungsordnungsparameter q6q6 aus dem
vorherigen Abschnitt zugeordnet. Werden die Positionen der Atome als unstruk-
turierte Gitterpunkte aufgefasst, so bilden die q6q6-Werte ein Feld auf diesem.
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Abbildung 12.1.: Verteilung des lokalen Bindungsordnungsparameters q6q6 für das aus
den MD-Daten für 1500K konvertierte q6q6-Feld. Die Fits der Gaußkurven teilen das
Gebiet in Flüssigphase, Grenzfläche und Festphase
Dieses q6q6-Feld wird mit einem regelmäßigen, kartesischen Gitter mit dem Ab-
stand ∆x = 1Å überdeckt. Die q6q6-Werte werden auf diesem geglättet. Dazu
werden die unstrukturierten q6q6-Werte, deren Abstand vom regelmäßigen Git-
terpunkt u = (i , j, k)maximal 2 beträgt, gemittelt und u zugewiesen. Das Feld
der q6q6-Werte wird anschließend so skaliert, dass der PF-Kristall das gleiche Vo-
lumen wie der MD-Kristall hat. Der q6q6-Ordnungsparameter ist normalverteilt,
mit einem Peak bei µ und einer Standardabweichung σ . Eine typische Vertei-
lung von q6q6 zeigt Abbildung 12.1. Der Wert der Phasenfeldvariablen φ, am
Gitterpunkt u, wird wie folgt definiert
φ(u) ∶=
)︀⌉︀⌉︀⌉︀⌉︀⌉︀⌉︀⌋︀⌉︀⌉︀⌉︀⌉︀⌉︀⌉︀]︀
0, wenn q6q6(u) < a ∶= µℓ − 2σℓ ,
1, wenn q6q6(u) > b ∶= µs + 2σs,
q6q6(u) − a
b − a , sonst.
Konvertierung von PFC-Daten
Bei großen PFC-Simulationen wird für gewöhnlich nur die Position der Dichte-
peaks gespeichert. Von diesen Positionen kann genauso wie von den MD-Daten
der q6q6-Ordnungsparameter bestimmt werden und auf das regelmäßige Gitter
projiziert werden. Ist stattdessen das Dichtefeld vorhanden, so können daraus die
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Dichtepeaks berechnet werden und es kann weiter wie oben verfahren werden. Al-
ternativ kann das Dichtefeld ψ oder aber die daraus berechnete freie Energiedichte
durch Glättung in ein Grenzflächenprofil gebracht werden, das dem Phasenfeld




0, wenn ψ(u) < ψ˜ℓ ,
1, wenn ψ(u) > ψ˜s,
ψ(u) − ψ˜ℓ
ψ˜s − ψ˜ℓ , sonst.
Damit die Restwelligkeit im Dichtefeld keinen Einfluss hat, wird ψ˜s etwas unter-
halb der Dichte der Festphase ψs gewählt und ψ˜ℓ etwas oberhalb der Dichte der
Flüssigphase ψℓ . Dies kann je nach Stärke der Glättung mit einem Parameter ν
gemacht werden, ψ˜s = (1−ν)(ψs−ψℓ)+ψℓ und ψ˜ℓ = ν(ψs−ψℓ)+ψℓ . Für ν = 0.05




Die Gibbs-Thomson-Gleichung (10.20) für den Grenzwert des Grenzflächenpara-





Im Zweidimensionalen ist für einen Kreis mit Radius r die mittlere Krümmung
H = 1⇑(2r). In den folgenden Untersuchungen wird zunächst ein isothermes
System betrachtet. Begonnen wirdmit einem System imGleichgewichtszustand.
13.1. Validierung im Gleichgewichtszustand
Im Gleichgewichtszustand gilt v = 0. (13.1) vereinfacht sich dann zu ∆T = 2HΓ =
Γ⇑r. Umstellen nach r ergibt also den Radius, für den sich das System im Gleich-
gewichtszustand befindet, dieser wird als kritischer Radius rc ∶= Γ⇑∆T bezeichnet.
Demnach befindet sich ein runder Cluster mit Radius rc im Gleichgewicht. Dabei
bezeichnet Cluster die zum Phasenfeld äquivalente Atomstruktur, die in dem
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kontinuierlichen Phasenfeld nicht aufgelöst wird. Stattdessen wird die Phasenfeld-
variable φ im Radius r um einen Punkt x0 auf 1 gesetzt und im übrigen Gebiet 0
gesetzt. Als Beispiel für die Temperatur T = 1 550K, berechnet sich der kritische
Radius zu rc = 9.7Å. Ein Cluster, der kleiner als rc ist, muss also schmelzen und
ein Cluster, der größer als rc ist, muss wachsen. Phasenfeldsimulationen bestätigen
dies. Für T = 1 550K wächst ein gesetzter Cluster mit Radius r = 10Å und schmilzt
für r = 9.5Å. Das Setzen eines Clusters zwischen 9.5Å und 10Å ist nicht ohne
größeren Aufwand möglich. Da dieses Ergebnis eine Abweichung von 3% hat,
soll es als Test genügen.
13.2. Validierung an der planaren Grenzfläche
Für eine planare Grenzfläche, dies ist der Grenzfall für r →∞, ist die Krümmung
0, sodass sich (13.1) zu
v = k∆T (13.2)
vereinfacht. Um den Phasenfeldrelaxationsparameter τ(nˆ) deutlicher mit dem
kinetischen Koeffizienten k(nˆ) aus der MD zu verbinden, wird der Parameter
τ0(T) ∶= L(T)⇑(TTm) eingeführt. Da T konstant ist, wird die T-Abhängigkeit
nicht geschrieben. Aus (10.23) ergibt sich damit
τ(nˆ) = L(T)
TTmk(nˆ) = τ0k(nˆ) .
Mit den Parametern aus Kapitel 11 ergeben sich für feste T die in Tabelle 13.1 ge-
zeigten Parameter. Die Wachstumsgeschwindigkeit aus PF-Simulationen planarer
Grenzflächen mit den Orientierungen (︀100⌋︀, (︀110⌋︀ und (︀111⌋︀ werden im Vergleich
zu der analytischen Lösung und den MD-Simulationen in Abbildung 13.1 gezeigt.
Der kinetische Koeffizient, gemittelt für Temperaturen im Intervall von 1 400K
bis Tm, wird in Tabelle 13.2 aufgelistet. Sowohl die PF-Methode als auch die MD
konvergiert für kleine Unterkühlungen zu der analytischen Lösung aus (13.1). Für
größere Unterkühlungen zeigen die Geschwindigkeiten der PF-Simulationen wei-
terhin ein lineares Verhalten in Abhängigkeit zur Unterkühlung ∆T . Die Kinetik
in der PF-Methode passt in diesem Bereich gut mit den ermittelten MD-Werten
aus (11.2) überein. Erst bei extremen Unterkühlungen für T ≤ 1 200K wird diese
Linearität gebrochen.
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Abbildung 13.1.: Wachstumsgeschwindigkeit einer planaren Grenzfläche bei unter-
schiedlichen Temperaturen für die Grenzflächenorientierungen (a) (︀100⌋︀, (b) (︀110⌋︀
und (c) (︀111⌋︀ im Vergleich zu MD. Der kinetische Koeffizient ist in Tabelle 13.2 aufgelis-
tet. (d) fasst die Geschwindigkeiten aller Richtungen der PF-Simulationen noch einmal
zusammen.
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Tabelle 13.1.: Temperaturabhängige Parameter für verschiedene T .
T⇑K L(T)⇑(︀J⇑m3⌋︀ C sv(T)⇑(︀J⇑m3 K⌋︀ Cℓv (T)⇑(︀J⇑m3 K⌋︀ τ0(T)⇑(︀J⇑m3 K2⌋︀
1000 1.9029232 ⋅ 109 3.7986297 ⋅ 106 4.1248960 ⋅ 106 1378.158424
1200 2.1170095 ⋅ 109 3.8037554 ⋅ 106 3.9516967 ⋅ 106 1148.465354
1400 2.2721969 ⋅ 109 3.8061271 ⋅ 106 3.7830368 ⋅ 106 984.398874
1450 2.3020792 ⋅ 109 3.8062826 ⋅ 106 3.7415682 ⋅ 106 950.454085
1500 2.3284707 ⋅ 109 3.8062614 ⋅ 106 3.7003746 ⋅ 106 918.772283
1525 2.3403689 ⋅ 109 3.8061841 ⋅ 106 3.6798804 ⋅ 106 903.710442
1550 2.3514080 ⋅ 109 3.8060623 ⋅ 106 3.6594544 ⋅ 106 889.134467
1575 2.3615928 ⋅ 109 3.8058958 ⋅ 106 3.6390963 ⋅ 106 875.021221
1600 2.3709276 ⋅ 109 3.8056846 ⋅ 106 3.6188058 ⋅ 106 861.349015
1650 2.3870654 ⋅ 109 3.8051272 ⋅ 106 3.5784271 ⋅ 106 835.247530
1748 2.4090209 ⋅ 109 3.8035100 ⋅ 106 3.5000610 ⋅ 106 788.420151
Tabelle 13.2.: Kinetischer Koeffizient von Ni in m/s K von Molekulardynamiksimulationen
(11.2) und Phasenfeldsimulationen.
Orientierung MD PF Sun et al. [10](︀100⌋︀ 0.33 0.323 ± 0.003 0.358 ± 0.022(︀110⌋︀ 0.23 0.214 ± 0.002 0.255 ± 0.016(︀111⌋︀ 0.12 0.112 ± 0.001 0.241 ± 0.04
Für MD-Simulationen ist diese Linearität nur für kleine Unterkühlungen (T ≥
1 600K) gegeben, die Geschwindigkeit ist kleiner als von der linearen Beziehung
(13.2) prognostiziert. Der gleiche Effekt kann auch in den Ergebnissen von Hoyt et
al. [13] beobachtet werden. DieWachstumsgeschwindigkeit der MD-Simulationen
wird von vielen Effekten beeinflusst. So kommt es für größere Unterkühlungen in
der Schmelze häufiger vor, dass sich durch Nukleation Atome zu kleinen Clustern
ansammeln. Diese Cluster können sich auch wieder auflösen oder sich mit dem
großen Cluster vereinen, wobei letzteres unwahrscheinlicher ist. Gibt es viele
Cluster in der Schmelze, ist die Wahrscheinlichkeit, dass es auch unmitelbar vor
der Grenzfläche zum Kristall kleine Cluster gibt, groß. Diese Cluster erschweren
dann das Anlagern von Atomen an den Kristall. Da sich zum einen nur wenige
frei bewegliche Atome vor der Grenzfläche zumKristall befinden und zum andren
können sich diese dann alternativ am Cluster statt am Kristall anlagern. Durch
beide Effekte wird das Kristallwachstum gebremst.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Abbildung 13.2.: Simulationsabbilder bei 1550K. MD-Simulationen bei (a) Initialisie-
rung, (b) 80ps, (c) 100ps und (d) 220ps. Die untere Reihe (e)–(h) zeigt die Entwicklung
des Keims in PF-Simulationen mit dem entsprechenden Volumen.
13.3. Keimwachstum in 3D
DasKeimwachstumwirdmit beidenMethoden,MDundPF, simuliert. Als initialer
Keim wird ein wie in Abschnitt 12.1 generierter Cluster verwendet. Dazu werden
N = 256 000 Atome simuliert. Diese entsprechen einer kubischen Simulationsbox
mit einer Kantenlänge von 145Å. Der initiale Keim hat einen Radius von 25Å,
was etwa 5.5 ⋅ 103 Atomen entspricht (vgl. Abbildung 13.2(a)). Damit ist der Keim
viel größer als der kritische Keim bei T = 1 500K, der aus etwa 103 Atomen besteht,
wie Bokeloh et al. [137] zeigen. Für T ≥ 1 600K ist der initiale Keim kleiner
als der kritische Keim und schmilzt wie erwartet. In MD wird mit einem NPT-
Ensemble bei p = 0 simuliert, dazu wird ein Andersen-Thermostat und -Barostat
verwendet.
Da die MD den Keim bei konstanter Temperatur simuliert, werden die PF-Simu-
lationen ebenfalls isotherm durchgeführt, beginnend mit den gleichen initialen
Keimen, die, wie in Abschnitt 12.2 beschrieben, konvertiert sind.
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] 1400 K: MD PF1450 K: MD PF1500 K: MD PF
1525 K: MD PF
1550 K: MD PF
1575 K: MD PF
Abbildung 13.3.: Zeitliche Entwicklung des Keimvolumens für verschiedene Temperatu-
ren, dabei werden für die MD-Werte Mittelwerte aus acht unabhängigen Simulationen
bestimmt.
Simulationsbilder derMD- undPF-Simulationenwerden inAbbildung 13.2 gezeigt.
Die Entwicklung des Keimvolumens als Funktion der Zeit t zeigt Abbildung 13.3.
Fürmoderate Unterkühlungen (T > 1 550K) stimmen dieWachstumsgeschwindig-
keiten in denMD- und PF-Simulationen gut überein. Für größereUnterkühlungen
zeigt die PF-Methode ein schnelleres Wachstum, welches mit größerer Unter-
kühlung noch weiter von der Wachstumsgeschwindigkeit der MD-Simulationen
abweicht. Unter der Annahme, dass der Keim seine kugelige Form im frühen
Wachstumsstadium beibehält, wird für ein VolumenV der Radius r ∶= 3⌈︂3V⇑(4π)
und die radiale Geschwindigkeit vr ∶= dr⇑dt definiert. Abbildung 13.4(a) zeigt die
Entwicklung der radialen Geschwindigkeit der MD-Simulationen. Dort können
drei Bereiche identifiziert werden, im ersten und letzten fällt die Geschwindigkeit
ab, im mittleren gibt es einen linearen Geschwindigkeitsanstieg. Der erste Abfall
lässt sich durch die Generierung des Keims erklären, wo das System weiter rela-
xiert, um die Grenzfläche auszubilden. Die Relaxation kann nicht vomWachstum
entkoppelt werden, sodass im ersten Bereich nur eine Überlagerung beider Effekte
beobachtet werden kann. Im zweiten Bereich wächst der Keim mit linear zuneh-
mender Geschwindigkeit. Der Geschwindigkeitsabfall im letzten Bereich lässt sich
durch die endliche Größe der Simulationsbox erklären, wo der Keim groß genug
ist, um mit seinem periodischen Abbild zu interagieren. Dadurch verliert er auch
die kugelige Form. In den PF-Simulationen ist dieser Relaxationsbereich nur für
große Unterkühlungen zu beobachten, wie Abbildung 13.4(b) zeigt. Die Grenz-
fläche bildet sich schnell aus und das Wachstum wird nicht weiter beeinflusst.
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] MD 1400 K MD 1525 K
MD 1450 K MD 1550 K
MD 1500 K MD 1575 K
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] PF 1400 K PF 1525 K
PF 1450 K PF 1550 K
PF 1500 K PF 1575 K
(b)
Abbildung 13.4.: Zeitliche Entwicklung der radialen Geschwindigkeit für verschiedene
Temperaturen in (a) MD-Simulationen und (b) PF-Simulationen.
Die Randbedingung der PF-Methode hat erst dann einen Einfluss auf das Ergeb-
nis, wenn die Grenzfläche den Rand berührt. In diesem Fall wird die Simulation
dann beendet.
Im Vergleich nimmt die Geschwindigkeit in den PF-Simulationen von Anfang an
linear zu, bei den MD-Simulationen erst nachdem sich die Grenzfläche ordentlich
ausgebildet hat und die initiale Struktur relaxiert ist. Das bedeutet aber auch, dass
durch diese Überlagerung von Wachstum und Relaxation der Keim zu diesem
Zeitpunkt schon größer ist, sodass ein Vergleich zu gegebenem Radius sinnvoller
ist als der Vergleich zur selben Zeit. Abbildung 13.5 zeigt die radiale Geschwindig-
keit über den Keimradius bei unterschiedlichen Temperaturen. Die Ergebnisse der
PF-Simulationen stimmen mit der Gibbs-Thomson-Gleichung (13.1) überein. Die
analytische Geschwindigkeit ist vr = kavg(∆T − 2Γ⇑r), wobei kavg den mittleren
kinetischen Koeffizienten angibt. Eine Approximation an die Geschwindigkeit
in Form der Gibbs-Thomson-Gleichung, vr,T(r) = aT + bT⇑r, wird benutzt, um
die Daten mit den Parametern aT und bT für jede Temperatur T zu fitten. Für
diese Approximation werden nurdie Datenpunkte mit relaxierter Grenzfläche, wo
r ≥ 30Å gilt, benutzt. Diese Fits werden ebenfalls für die MD-Daten im zweiten
Bereich gemacht, in etwa dort, wo der Keimradius zwischen 40Å ≲ r ≲ 60Å liegt.
DieseWerte sind durch Punkte in Abbildung 13.5 markiert. Nach der Gibbs-Thom-
son-Gleichung erreicht die radiale Geschwindigkeit einen asymptotischen Wert,
v∞r,T ∶= limr→∞ vr,T(r), wenn der Keim groß genug ist, seine Form zu erhalten.
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MD 1450 K MD 1550 K
MD 1500 K MD 1575 K
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] PF 1400 K PF 1525 K
PF 1450 K PF 1550 K
PF 1500 K PF 1575 K
(b)
Abbildung 13.5.: Entwicklung der radialen Geschwindigkeit für verschiedene Tempera-
turen in (a) Molekulardynamik- und (b) Phasenfeldsimulationen. Die Linien zeigen die
Fits vr,T(r) ∶= aT + bT⇑r.
Dieser Grenzwert kann nicht direkt in den Simulationen beobachtet werden, da
erstens die Simulationen in einem endlichen Gebiet durchgeführt werden und
zweitens eine anisotrope Grenzflächenenergie modelliert ist, sodass der Keim
seine kugelige Form nicht beibehält, die Gibbs-Thomson-Gleichung aber davon
ausgeht. Daher wird der Fit extrapoliert und für jede Temperatur wird eine asym-
ptotische, radiale Geschwindigkeit v∞r,T = aT angegeben. Abbildung 13.6(a) zeigt
die in den PF- und MD-Simulationen beobachtete asymptotische, radiale Ge-
schwindigkeit. Die Ergebnisse beider Methoden liegen zwischen den linearen
Funktionen v100 = k100∆T und v111 = k111∆T . Für die MD-Simulationen zeigen
die Ergebnisse ein ähnliches Verhalten wie im planaren Fall. Für größere Unter-
kühlungen weicht die radiale Geschwindigkeit stärker von dem linearen Verlauf
ab. Die PF-Simulationen zeigen dieses Verhalten ebenfalls, jedoch weniger stark
ausgeprägt, dabei ist die Geschwindigkeit der PF-Simulationen geringer als die
der MD-Simulationen.
Wie in Abschnitt 13.2 gezeigt, hängt die Wachstumsgeschwindigkeit von der Ori-
entierung der Kristalloberfläche ab. Für die PF-Methode ist dies durch die Aniso-
tropie der Kinetik modelliert. Die Simulationen der planaren Grenzflächen aus
Abbildung 13.1 zeigen, dass die Kinetik für planare Grenzflächen sehr gut reprodu-
ziert werden kann. Wie aber kann das planare Ergebnis auf das Keimwachstum
übertragen werden?































Abbildung 13.6.: (a) Asymptotische, radiale Geschwindigkeit als Funktion der Tempera-
tur. Dabei sind die Werte v∞r die Grenzwerte der Fits aus Abbildung 13.5. (b) Kugeligkeit
des Kristalls für unterschiedlicheUnterkühlungen.Die Kontur zeigt die Formdes Schnitts
in (︀100⌋︀-Richtung durch das Kristallzentrum für den Kristall bei T = 1400K und 1550K.
Unter der Annahme einer perfekten Kugel kann die durchschnittliche Kinetik
kavg als ein Oberflächenintegral der Einheitskugel über den kinetischen Koeffizi-
ent berechnet werden, wie es auch schon für die Grenzflächenanisotropie (11.6)
gemacht wurde. Es ist
kavg ∶= 14π ∫S2 k(nˆ)dA ≈ 0.236.
Für eine Kugel ist damit die erwartete Wachstumsgeschwindigkeit vr(∆T) =
kavg∆T , die durchgezogene Linie in Abbildung 13.6(a). Im frühen Wachstumssta-
dium ähnelt die Kristallform stark einer Kugel. Die bevorzugte Wachstumsrich-
tung (︀100⌋︀ sowie die Oberflächenanisotropie formen die Gleichgewichtsform, die
für Nickel Ähnlichkeiten mit einem Oktaeder hat. Die deutliche Verformung von
der Kugel zum Oktaeder ist in Abbildung 13.2(h) zu erkennen. Im Grenzfall gibt
es daher nur noch (︀111⌋︀ Richtungen. Damit nimmt die Fläche der (︀100⌋︀ Orientie-
rungen zugunsten der (︀111⌋︀ Orientierungen mit größer werdendem Kristall ab. Es
folgt, dass dieWachstumsgeschwindigkeit zwischen kavg für den kugeligen Beginn
und k111 dem finalen Oktaeder liegen muss, insbesondere unterhalb von kavg.
Zur Verdeutlichung des Übergangs von einer Kugelform zu einer Oktaederform
wird die folgende Definition verwendet.
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Definition 13.1 (Kugeligkeit). Die Kugeligkeit s ist ein Maß für die kugelige Form
eines Kristalls. Sei V das Volumen und sei S die Oberfläche eines Kristalls. Unter
der Annahme einer perfekten Kugel lässt sich der Radius r = 3⌈︂3V⇑(4π) und
die Oberfläche SV = 4πr2 aus dem Volumen V berechnen. Nach Wadell [138] ist




Das Volumen eines Kristalls im Phasenfeld ist definiert durch V ∶= ∫Ω φ dV und
die Oberfläche durch S ∶= ∫Ω ⋃︀∇φ⋃︀dV . Dabei geht die Oberflächenberechnung
von einer glatten, nicht deformierten Oberfläche aus, was in der PF-Methode
nicht mehr gegeben ist, wenn treibende Kräfte etwa aus der Krümmung oder der
Unterkühlung vorhanden sind. Um dies auszugleichen, wird ein Korrekturfaktor
benutzt, der für eine Kugel mit Radius 25Å bestimmt wird. Die Oberfläche wird
dann mit diesem Faktor, 1.0089, multipliziert. Abbildung 13.6(b) zeigt die Kugelig-
keit als Funktion über den Radius. Der Keim wird weniger kugelig für ein längeres
Wachstum und eine stärkere Unterkühlung. Daher ist die Wachstumsgeschwin-
digkeit unterhalb von kavg insbesondere für stärkere Unterkühlungen geeignet.
Bis hierher wurde gezeigt, dass die atomistischen Strukturen für die Phasenfeldme-
thode konvertiert werden können. Thermophysikalische Parameter können mit
atomistischen Simulationsmethoden bestimmt werden oder aus der Literatur ent-
nommen werden. Mit deren Hilfe kann die Phasenfeldmethode einen kontinuierli-
chen Blick auf die atomistische Skala werfen. Für einfacheGeometrien, wie planare
Flächen, stimmen die Ergebnisse sehr gut mit denen aus Molekulardynamiksi-
mulationen überein. Für komplizierte Geometrien kann die Phasenfeldmethode
keine detaillierte Übereinstimmung liefern. Sie beruht auf Eingabeparametern,
die ein statistisches Mittel angeben. Es werden keine lokalen Abweichungen von
diesem Mittel abgebildet, sodass sich die Methoden unterscheiden müssen. Eine
Untersuchung der entstehenden Geometrie in der Phasenfeldmethode zeigt je-
doch, dass sich die Wachstumsraten der Geometrie entsprechend verhalten. Für
größere Geometrien mitteln sich die Abweichungen in den Molekulardynamiksi-
mulationen heraus, sodass eine bessere Übereinstimmung erwartet werden kann.
In den nachfolgenden Kapiteln werden, ausgehend von den hier beschriebenen
Keimen Dendriten berechnet, die um einige Größenordnungen größer sind.
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Im vorherigen Kapitel wurde gezeigt, dass die Phasenfeldmethode auf atomarer
Längenskala, im Vergleich zu atomistischen Simulationsmethoden, vergleichbare
Ergebnisse liefern kann. Nun soll der Weg über die Skalen zurück zu einer typi-
schen Skala der Phasenfeldmethode verfolgt werden. Konkret heißt dies, dass der
Cluster aus den vorherigen Kapiteln, der einige Ångström groß ist, als Keim für
einen Dendriten dienen soll, der einige Mikrometer groß ist.
Zwischen der atomistischen und mikroskopischen Längenskala liegen mindestens
vier Größenordnungen. Diese müssen überbrückt werden, wenn der komplette
Weg vom Keim bis zum Dendriten gezeigt werden soll. Für Simulationsgebiete
mit einer Kantenlänge von 1 µm, hier fängt die mikroskopische Längenskala an,
bedeutet dies, dass bei gleichbleibender Auflösung von 1Å im Zweidimensionalen
108 und im Dreidimensionalen sogar 1012 Gitterpunkte benötigt werden. Bei
zwei Feldern mit doppelter Genauigkeit werden im Dreidimensionalen demnach
14.6TB Arbeitsspeicher benötigt. Schon ohne Abschätzung der Rechenzeit wird
klar, dass Simulationen dieser Größenordnung nicht sehr praktikabel sind. Im
Folgenden werden verschiedene Algorithmen beschrieben, die zu einer Steigerung
der Effizienz führen und damit zeigen, dass Simulationen mit einem so großen
Aufwand gar nicht nötig sind.
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Die Algorithmen sind speziell für das symmetrische, dendritische Wachstum in
einer reinen Nickelschmelze entwickelt worden. Sie können jedoch wegen ihrer
Einfachheit auch auf weitere Probleme übertragenwerden, sofern die ausgenutzten
Eigenschaften, also die Symmetrie, vorhanden sind. Nickel besitzt eine kubische
Anisotropie, wie in Abschnitt 11.1 gezeigt wurde. Die daraus resultierende kubische
Symmetrie kann genutzt werden, um das Simulationsgebiet von vornherein zu
verkleinern. Für einen symmetrischen Keim genügt es demnach, wenn nur ein
Achtel simuliert wird. Dazu wird der Keim mit seinemMittelpunkt in eine Ecke
des Simulationsgebiets gesetzt (siehe Abbildung 14.1). An den Seiten des Simulati-
onsgebiets, wo der Keim den Rand berührt, wird die Neumann-Randbedingung
benutzt, so ist gewährleistet, dass die Ränder als Spiegelebene fungieren und damit
die Symmetrie erhalten bleibt. Dieses symmetrische Simulationsgebiet wird als
reduzierter Würfel bezeichnet.
14.1. Iteratives Hochskalieren
Als erstes Verfahren wird ein iteratives Hochskalieren beschrieben. Die Idee da-
hinter ist, ein Simulationsgebiet mit relativ wenigen Gitterpunkten mit einem
wachsenden Keim mitwachsen zu lassen, dabei aber die Anzahl der Gitterpunkte
nicht zu erhöhen. Dazu wird in einem kleinen kubischen Gebiet mit L Zellen
pro Richtung und initialem Gitterabstand ∆x(0) die Wachstumssimulation ge-
startet. Der Keim wächst und bevor Randeffekte auftauchen wird die Simulation
unterbrochen. Dies ist in der oberen Reihe in Abbildung 14.1 dargestellt.
Um nun größer simulieren zu können, ohne das Gebiet zu vergrößern, wird ein
Skalierungsschritt von (n − 1)→ n wie folgt durchgeführt. Die Größe des Keims
wird so angepasst, dass er in ein kubisches Gebiet mit einer Kantenlänge von L⇑2
Zellen passt. Dazu wird eine trilineare Interpolation verwendet. Das so skalierte
Gebiet wird in die untere Ecke des L × L × L-Gebiets eingebettet, wie unten in Ab-
bildung 14.1 zu sehen ist. Das übrige Simulationsgebiet wird mit initialen Werten
aufgefüllt, für das Phasenfeld mit 0 und für das Temperaturfeld mit der initialen
Temperatur T0.
Damit sich nach dieser Skalierung die physikalische Größe des Keims nicht än-
dert, wird der Gitterabstand verdoppelt, ∆x(n) ∶= 2∆x(n−1). Die physikalische
Größe des Simulationsgebiets beträgt dann 2n∆x(0)L. Die Simulation wird fort-
gesetzt, wobei die Zeitschrittweite vervierfacht werden kann, ∆t(n) ∶= 4∆t(n−1).










∆x (n) = 2∆x (n−1)
∆t(n) = 4∆t(n−1)
Abbildung 14.1.: Schematische Darstellung eines iterativen Hochskalierungsschrittes in
2D. Eine detaillierte Beschreibung befindet sich im Text.
Dies folgt unmittelbar aus der CFL-Bedingung [139] ∆t⇑∆x2 < C, die für das
verwendete explizite Eulerverfahren mit einer einfachen Zeitdiskretisierung und
einer Ortsdiskretisierung zweiter Ordnung gilt. Wie Tabelle 14.1 zeigt, ist der physi-
kalische Gitterabstand nach vier Skalierungsiterationen auf den 16-fachen Abstand
angewachsen, ∆x(4) = 16∆x(0). Die Zeitschrittweite ist 256 mal so groß wie zu
Beginn ∆t(4) = 256∆t(0). Damit ist eine dreidimensionale Simulation insgesamt> 106 mal schneller. Für n Schritte ist sie allgemein um den Faktor 25n schneller.
Diese iterative Skalierungsmethode ist aufgrund des relativ kleinen Simulations-
gebiets mit konstanter Größe sehr schnell. Inwieweit der durch die Skalierung
verursachte Fehler toleriert werden kannwird in Kapitel 15 diskutiert. Hier wird zu-
vor eine weitere Methode vorgestellt, die die Überlegungen, die zum reduzierten
Würfel geführt haben, weiterführt.
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Tabelle 14.1.: Steigerung von Orts- und Zeitdiskretisierung in der iterativen Hochska-
lierungsmethode. Der Speedup ist für ein 3D-Gebiet angegeben, er besteht aus dem
Ortsfaktor 23n und dem Zeitfaktor 22n .
Schritt n ∆x(n)⇑∆x(0) ∆t(n)⇑∆t(0) Speedup
0 1 1 1
1 2 4 32
2 4 16 1024
3 8 64 32768
4 16 256 1048576
14.2. Ausnutzung der Symmetrie
Durch Einführung des reduzierten Würfels kann das tatsächliche Problem in
einem kleineren Gebiet simuliert werden. Dabei entstehen entlang der drei Haupt-
achsen die Dendritenarme, genauer 1⇑4 des Arms in jede Richtung. Ein kompletter
Arm kann durch Spiegelungen an den Koordinatenebenen erstellt werden. Wächst
der Dendrit symmetrisch, oder ist die Asymmetrie nicht von Interesse, so ist nur
einer der 1⇑4-Arme nötig, um den gesamten Dendriten abbilden zu können. Im
Folgenden wird dazu eine Geometrie erstellt.
14.2.1. Konstruktion der Hillschen Tetraeder
Ein Würfel𝒬 ∶= { (x , y, z) ∈ R3 ⋂︀ 0 ≤ x , y, z ≤ 1} kann in 6 symmetrische Teile
geteilt werden. Dazu wird 𝒬 entlang der drei Schnittebenen (1¯10), (1¯01) und(01¯1) geschnitten. So entstehen sechsHillsche Tetraeder [140, 141], die durch die
folgenden Mengen beschrieben werden,
ℋ1 ∶= { (x , y, z) ∈ R3 ⋂︀ 0 ≤ x ≤ y ≤ z ≤ 1},ℋ2 ∶= { (x , y, z) ∈ R3 ⋂︀ 0 ≤ x ≤ z ≤ y ≤ 1},ℋ3 ∶= { (x , y, z) ∈ R3 ⋂︀ 0 ≤ z ≤ x ≤ y ≤ 1},ℋ4 ∶= { (x , y, z) ∈ R3 ⋂︀ 0 ≤ y ≤ x ≤ z ≤ 1},ℋ5 ∶= { (x , y, z) ∈ R3 ⋂︀ 0 ≤ z ≤ y ≤ x ≤ 1},ℋ6 ∶= { (x , y, z) ∈ R3 ⋂︀ 0 ≤ y ≤ z ≤ x ≤ 1}.
















Abbildung 14.2.: Der Einheitswürfel𝒬 in (a) wird von den Ebenen (1¯10), (1¯01) und(01¯1) geschnitten. Das Ergebnis des ersten Schnitts (b) ist äquivalent zu der Menge
A1 ∶= { (x , y, z) ∈ 𝒬 ⋃︀ x ≤ y } = ℋ1 ∪ ℋ2 ∪ ℋ3 . Der zweite Schnitt (c) ist entspricht
der Menge A2 ∶= { (x , y, z) ∈ A1 ⋃︀ x ≤ z } =ℋ1 ∪ℋ2 . Der dritte Schnitt (d) resultiert in{ (x , y, z) ∈ A2 ⋃︀ y ≤ z } und beschreibt das Hillsche Tetraederℋ1 .
Genaugenommen sind diese Mengen ein Spezialfall der Hillschen Tetraeder. Sie
bilden eine lückenlose Raumfüllung für einen Würfel. So ist die Vereinigung
dieser Mengen gerade der reduzierte Würfel𝒬 = ⋃6n=1ℋn . Abbildung 14.2 zeigt
die Schnittebenen von𝒬. Jede Schnittebene teilt den Würfel in zwei gleiche Teile,
wovon jeder Teil aus drei Hillschen Tetraedern besteht. Die vier Seitenflächen eines





3. Die beiden nicht sichtbaren Dreiecke in Abbildung 14.2(d) sind
gleichschenklig.
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Der reduzierteWürfel wird mitQ bezeichnet und ist das diskrete Analogon von𝒬.
Der Keim wird im Ursprung von Q so platziert, dass Q 1⇑8 des Keims beinhaltet.
Die drei Schnittebenen sind offensichtlich Spiegelebenen für die Symmetrie des
Keims. Jedes Hillsche Tetraeder beinhaltet 1⇑6 von dem Teil des Keims im redu-
zierten Würfel Q, also liegt 1⇑48 des Keims inℋ1. Dies ist gerade der Fundamen-
talbereich des wachsenden Dendriten. Der Keim wächst mit der Dendritenspitze
in z-Richtung. Die Spiegelebene (1¯10), zusammen mit der xz- und yz-Ebene,
projizieren diesen Teil zurück auf einen ganzen Arm in z-Richtung. Die Arme in
x- und y-Richtung werden durch die Ebenen (1¯01) und (01¯1) projiziert.
Aufgrund der Symmetrieeigenschaften genügt es also ein Hillsches Tetraeder zu
berechnen. Durch die Projektionen entsteht der gesamte Dendrit. Das diskrete
Analogon des Hillschen Tetraedersℋ1 wird benutzt, um das Simulationsgebiet
zu definieren. Es sei
H1 ∶= { (i , j, k) ∈N3 ⋂︀ 0 ≤ i ≤ j ≤ k ≤ N }
mit N , der Anzahl der Zellen in einer Richtung. Analog sind H2 , . . . ,H6 die
diskreten Mengen der Hillschen Tetraederℋ2 , . . . ,ℋ6. Zur Rekonstruktion des
reduzierten Würfels Q wird H1 auf H2 , . . . ,H6 abgebildet. Dazu werden die Ab-
bildungen
A2 ∶ H1 → H2 , (i , j, k)↦ (i , k, j),
A3 ∶ H1 → H3 , (i , j, k)↦ (k, i , j),
A4 ∶ H1 → H4 , (i , j, k)↦ ( j, i , k),
A5 ∶ H1 → H5 , (i , j, k)↦ (k, j, i),
A6 ∶ H1 → H6 , (i , j, k)↦ ( j, k, i)
verwendet. Diese lassen sich zu Q vereinigen. Aus Q lässt sich durch Spiegelung
an den xy-, xz- und yz-Ebenen das Simulationsgebiet erzeugen, welches den
kompletten Dendriten umfasst.
Für das numerische Lösen der Phasenfeldevolutionsgleichung und der Tempera-
turevolutionsgleichung werden finite Differenzen in einem äquidistanten Gitter
berechnet. Der Diskretisierungsstempel benötigt die direkten und einfach dia-
gonalen Nachbarzellen. Für Randzellen, bei denen es keine Nachbarzellen gibt,
werden einseitige Differenzen gebildet. Um Diskretisierungsfehler, die durch die
einseitige Diskretisierung entstehen, zu vermeiden, wird H1 um jeweils eine Zelle
in jede Richtung im Inneren erweitert.
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Tabelle 14.2.:Die Laufzeit vonMPI parallelisierten Testsimulationenmit einer kubischen
Domain der Größe 723 Zellen. Benutzt wurden die Cluster HP XC3000 am Steinbuch
Centre for Computing am Karlsruher Institut für Technologien (hc3) mit 2 Quad-Core
Intel Xeon E5540 (2.53GHz) und 24GB RAM pro Knoten und der Cluster des Institute
of Materials and Processes an der Hochschule Karlsruhe (Imp) mit 2 Quad-Core AMD
Opteron 2350 (2GHz) und 16GB pro Knoten. Angegeben sind jeweils Rechnungen
auf einem und auf zwei Knoten. Zum Vergleich wird zusätzlich die Laufzeit auf einer
lokalenWorkstation (WS)mit Dual-Core Intel E8400 (3GHz) und 4GBmit zwei Prozessen
angegeben.
hc3/1 hc3/2 Imp/1 Imp/2 WS
Hillsches Tetraeder 274 s 153 s 507 s 333 s 544 s
Ganzer Würfel 1568 s 498 s 1 835 s 1 022 s 2 840 s
Speedup 5.7 3.2 3.6 3.1 5.3
Mit dieser Konstruktion wird das Innere von H1 mit dem vollen Diskretisierungs-
stempel berechnet. Dies stellt sicher, dass die Berechnung in H1 identisch mit der
Berechnung des Würfels Q ist. Der innere Rand von H1 im Würfel ist gegeben
durch die Menge
B ∶= { (i , j, k) ∈N3 ⋂︀ k ≤ N ∶ (i ≤ j ∧ j = k + 1) ∨ (i = j + 1 ∧ j ≤ k)∨ (i ≤ j ∧ j = k + 2) ∨ (i = j + 2 ∧ j ≤ k) ∨ (i = j + 1 ∧ j = k + 1) }.
Alle Zellen, die nicht in der Vereinigung H1 ∪ B eingeschlossen sind, werden als
nicht Berechnungszelle markiert. Für Zellen des inneren Randes B muss eine
passende Randbedingung formuliert werden, welche die symmetrischen Ein-
genschaften erhält. Dazu werden diese Zellen nach jedem Zeitschritt durch die
Abbildungen A2 , . . . ,A6 mit den Werten aus H1 gefüllt. Folglich haben die Zellen
in H1 die gleichen Nachbarzellen, die sie auch in Q hätten. Geometrische Details
des inneren Randes B und der nötige Datenaustausch der Randschichten in paral-
lelen Rechnungen, und die dort auftretenden Sonderfälle, sind in Abbildung 14.3
dargestellt.
Eine Testsimulation von einem 733 Zellen großen kubischen Gebiet mit einem
Prozess zeigt einen Geschwindigkeitsgewinn (Speedup) von etwa 6.5, mehr als das
theoretisch erwartete Maximum von 6. Dies kann durch die bessere Ausnutzung
des Caches erklärt werden, was aber nicht weiter untersucht wird. Der Speedup
für parallele Rechnungen ist in Tabelle 14.2 aufgelistet.
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Abbildung 14.3.: Die Zeichnung zeigt das Simulationsgebiet und die Kopiervorgänge
für die Randbedingungen in einer parallelen Simulation. Die gestrichelte, diagonale
Linie zeigt die Symmetrieachse. Die oberen weißen Zellen sind die Berechnungszellen,
die unteren grauen Zellen sind die als nicht Berechnungszelle markierten Zellen. Nach
jedem Zeitschritt wird der Randaustausch für die parallele Kommunikation (blauer Kas-
ten), wie 1 zeigt, ausgetauscht. Zusätzlich wird die Gebietsrandbedingung ausgeführt,
was aus Übersichtsgründen hier nicht gezeigt wird. Dannwird für jede Zelle des inneren
Rands B (blau) die symmetrische Bedingung ausgeführt. Dazu werden die Werte vom
Inneren von H1 mit den Abbildungen A2 , . . . , A6 ( ) kopiert, mit der Ausnahme von
Zellen in der Region 2 . Hier werden Daten von einem anderen Prozess benötigt, was ei-
nen zusätzlichen Kommunikationsschritt bedeutenwürde. Die Zellenwerden jedoch für
die weitere Berechnung nicht benötigt, sodass diese Zellen als nicht Berechnungszelle
markiert werden können (schraffiert). Für Zellen in B, die direkt neben dem Gebietsrand
liegen, wird dieser ebenfalls neu gesetzt (angedeutet durch ).
14.2 Ausnutzung der Symmetrie 199
14.2.2. Reduzierte Hillsche Tetraeder
Ummit einer einfachen Methode das Simulationsgebiet zu durchlaufen und zu
berechnen, werden alle Zellen vonQ gespeichert, obwohl nur etwa 1⇑6 des Gebiets
überhaupt berechnet wird. Wie Abbildung 14.4(a) zeigt, füllt die Dendritenspitze
nur einen kleinenTeil vomHillschenTetraederℋ1 aus. Dies erlaubt es, dasHillsche
Tetraeder mit einer Ebene, parallel zur xz-Ebene, zu teilen. Wird diese Ebene bei
y = 1⇑2 geschnitten, so wird das Hillsche Tetraeder in zwei identische Hälften
geteilt. Die Hälfte, die den Dendriten beinhaltet, ist definiert durch
ℋR1 ∶={(x , y, z) ∈ℋ1 ⋀︀ y ≤ 12  ={(x , y, z) ∈ R3 ⋀︀ 0 ≤ z ≤ 1 ∧ 0 ≤ x ≤ y ≤ min{ 1
2
, z  .
ℋR1 passt in einen Quader mit einem Viertel des Volumens von𝒬. Das diskrete
Analogon wird mit HR1 bezeichnet. Für die Simulation muss an der Schnittebene
eine Randbedingung definiert werden. Es wird die gleiche Randbedingung wie
für die anderen äußeren Ränder verwendet. Sobald ein Feld den Rand erreicht,
wird die Berechnung durch die Randbedingung beeinflusst. Gültige Ergebnisse
können daher nur erreicht werden, solange kein Feld den Rand berührt.













Abbildung 14.4.: (a) Repräsentation des Hillschen Tetraeders aus Abbildung 14.2(d) mit
einem schematischen Dendriten sowie der Schnittebene, (b) ein halbiertes Hillsches
Tetraeder und (c) das reduzierte Simulationsgebiet, dessen Größe nur noch ein Viertel




Die Phasenfeldmethode agiert für gewöhnlich auf Längenskalen zwischen der
mikroskopischen und makroskopischen Skala. In Kapitel 13 wurde die Phasenfeld-
methode auch auf der atomistischen Skala angewandt undmit einer atomistischen
Simulationsmethode, der Molekulardynamik, validiert. Wie bereits in Kapitel 14
angedeutet, soll der Atomcluster aus Kapitel 13 als Keim für einen Dendriten
benutzt werden. Um das Wachstum des Dendriten mittels des simulativen Weges
über die Skalen zu verfolgen, werden die in Kapitel 14 beschriebenen Methoden
angewandt.
Beim dendritischen Wachstum entstehen Seitenarme in Folge von Störungen an
der Wachstumsfront. Diese Störungen sind meistens thermische Fluktuationen,
welche als Rauschen [142] implementiert werden können. Das impliziert, dass
das Dendritenwachstum nicht mehr isotherm gelöst werden kann, so wird das
volle Modell aus Kapitel 10 mit Phasenfeld- und Temperaturevolutionsgleichung
benutzt.
Zunächst soll das iterative Hochskalieren aus Abschnitt 14.1 verwendet werden.
Dazu wird ein Simulationsgebiet mit einer Ortsauflösung von 1Å und 145 Zellen je
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Richtung verwendet. Dieses wird mit dem aus Molekulardynamikdaten umgewan-
delten kristallinen Cluster initialisiert. Der Cluster ist etwa 5nm im Durchmesser
groß und wurde bereits in Kapitel 13 verwendet.
Die diskreten Atompositionen von MD zeigt Abbildung 13.2(a) und das mit der
Methode aus Abschnitt 12.3 konvertierte kontinuierliche Phasenfeld wird in Ab-
bildung 13.2(e) gezeigt. Aus den MD-Berechnungen entsteht kein symmetrischer
Keim, so ist der zum Phasenfeld konvertierte Keim ebenfalls nicht symmetrisch.
Die Phasenfeldevolution glättet den Keim zu Beginn jedoch schon nach weni-
gen Zeititerationen näherungsweise zu einer Kugel. Diese Eigenschaften der PF-
Methode erlauben es, den Keim als symmetrisch anzunehmen.
Das Temperaturfeld wird mit T0 = 1 450K initialisiert. Verwendet wird die Tem-
peraturleitfähigkeit a = 2.1 ⋅ 10−7 m2⇑s aus der MD, da diese für eine langsame
Evolution des Temperaturfelds sorgt. Im Vergleich zum Phasenfeld breitet sich das
Temperaturfeld trotzdem noch sehr schnell aus. Um Randeffekte der Temperatur
zu vermeiden, wird daher ein doppelt so großes Simulationsgebiet verwendet, wie
es für den resultierenden Kristall benötigt würde. D. h. der Kristall wächst nur
bis zur Mitte bevor der Skalierungsschritt durchgeführt wird.
Abbildung 15.1 zeigt die Evolution des von MD konvertierten Keims bis zu einem
mesoskopischen Dendriten. In den einzelnen Skalierungsschritten formt sich die
Oberfläche des Keims von einer konvexen Krümmung zu einer konkaven Form.
Der resultierende Dendrit erreicht eine Größe von 1 µm, was für einen Dendriten
aus reinem Nickel klein ist. Die Simulation verwendet die Parameter aus der MD,
die in Kapitel 11 beschrieben wurden. Dort wurde auch schon diskutiert, dass die
verwendete Temperaturleitfähigkeit a = 2.1 ⋅ 10−7 m2⇑s wesentlich kleiner ist als
experimentelle Werte und damit diese Abweichung erklärt werden kann.
Bei der Skalierung wird auch der Grenzflächenparameter ε geändert. Es wird
ε = 4∆x benutzt, sodass die Breite der diffusen Grenzfläche für jede Teilsimulation
etwa 8–10 Zellen beträgt. Dies impliziert eine Änderung der physikalischen Grenz-
flächenbreite, was wiederum einen Einfluss auf die Wachstumsgeschwindigkeit ha-
ben kann. In 1D-Testsimulationen wurde der Einfluss vomGrenzflächenparameter
auf dieWachstumsgeschwindigkeit untersucht. In den ersten drei Teilsimulationen
bis ∆x(2) = 4Å, nimmt die Geschwindigkeit um 1.5% zu. Für ein ε, welches 8
mal so groß ist wie die physikalische Grenzfläche, ist die Wachstumsgeschwindig-
keit 3% schneller. Und für ein 16 mal so großes ε ergibt sich ein 7% schnelleres
Wachstum.Diese Abweichung resultiert in einer nichtmehr symmetrischenGrenz-
fläche, sodass große Werte ∆x > 4Å zu einem nicht erwarteten Verhalten führen.










Abbildung 15.1.: Phasefeldsimulation eines Dendriten (unten rechts) gestartet von ei-
nem kleinen MD-Keim (oben rechts) mit vier iterativen Hochskalierungsschritten auf
der linken Seite (rot Wachstum, blau Skalierung). Der resultierende Dendrit hat eine
maximale Spannweite von 1 µm.
Der Bereich, in dem eine symmetrische Grenzfläche vorhanden ist, hängt von
der treibenden Kraft ab, vgl. [127], also von der gewählten Unterkühlung. Für
andere, kleinere Unterkühlungen kann diese Methode demnach über weitere
Iterationsschritte gute Ergebnisse produzieren.
Die willkürliche Relaxationsgeschwindigkeit aus Abschnitt 10.4.1 ermöglicht auch
noch für größere ∆x eine symmetrische Grenzfläche. Sie vergrößert damit den
Bereich in dem gültige Simulationsergebnisse erzeugt werden können. Zusätz-
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lich wird die Evolutionsgeschwindigkeit des Phasenfelds an die der Temperatur
angepasst. Dies führt dazu, dass das Phasenfeld näher an den Rand kommen
kann, bevor die Simulation durch Randeffekte des Temperaturfeldes beeinflusst
wird. So ist es möglich, die experimentell gemessene Temperaturleitfähigkeit
a = 170 ⋅ 10−7 m2⇑s [79] zu verwenden, ohne dass das Simulationsgebiet vergrößert
werden muss, um Randeffekte zu vermeiden.
ε ist so gewählt, dass die Grenzfläche etwa 8–10 Zellen breit ist, damit kann die
Geometrie des Dendriten maximal mit dieser Auflösung aufgelöst werden. Die
mikroskopische Auflösung von dendritischen Seitenarmen kann also nur für
kleine ∆x simuliert werden. Für große ∆x verschwinden benachbarte Seitenarme
in der diffusen Grenzfläche. Deswegen wird der hochskalierte Keim aus Abbil-
dung 15.1 mit ∆x(2) = 4Å auf ∆x = 5Å skaliert und so initial in ein Hillsches
Tetraeder aus Abschnitt 14.2.1 gesetzt. Die übrigen Parameter bleiben die gleichen
wie in Kapitel 11 beschrieben.
Abbildung 15.2 zeigt die Entwicklung eines 3D-Dendritenmit einer Spannweite bis
zu 2 µm, berechnet in demHillschen Tetraeder. Durch Ausnutzung der Symmetrie
und Benutzung des Hillschen Tetraeders wird nur 1⇑48 des Dendriten berech-
net. Der komplette Dendrit entsteht dann, wie beschrieben, durch Spiegelungen.
Wegen der höheren Temperaturleitfähigkeit sind die Arme dieses Dendriten we-
sentlich spitzer als die des 1 µm großen Dendriten aus Abbildung 15.1. Der daraus
resultierende Dendrit füllt ein 4 0003 großes Gebiet aus und zeigt die Bildung von
sekundären und frühen ternären Armen.
Theorien zur Beschreibung von thermischen Dendriten betrachten die Geschwin-
digkeit v und den Radius r der Dendritenspitze. Nach Ivantsov [143] folgen stabile
Lösungen der Gleichung
∆ =⌋︂πPe ePe erfc(⌋︂Pe)
mit ∆ ∶= cv(Tm − T)⇑L der dimensionslosen Unterkühlung und der Péclet-Zahl
Pe ∶= rv⇑(2a), dabei ist cv die Wärmespeicherzahl, L die latente Wärme und a







wobei d0 ∶= 2 ⋅ 10−10m die Kapillarlänge für reines Nickel ist. Abbildung 15.3 zeigt
den Stabilitätsparameter σ für den berechneten Dendriten aus Abbildung 15.2.
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(a) (b)
Abbildung 15.2.: (a) Berechneter Dendrit mit einer Spannweite von 2000 Zellen (1 µm)
in dem zugehörigen halben Hillschen Tetraeder. (b) Dendrit mit der Bildung von ter-
nären Seitenarmen mit einer Spannweite von 4000 Zellen (2 µm) mit experimentellen
Parametern und der unendlichen Kinetik. Die Kontur zeigt den Schnitt durch den Sei-
tenarm und ist durch Pfeile gekennzeichnet.
Dieser konvergiert schnell. Die Abschätzung σLM-K ≈ 0.026 nach Langer und
Müller-Krumbhaar [144] ist ebenfalls eingezeichnet. Dendritenspitzen mit einem
kleinerenWert sind nicht stabil und teilen sich durch Bildung eines Plateaus an der
Spitze auf. Näheres zu dieser Stabilitätstheorie kann bei Provatas und Elder [62]
gefunden werden.
Die Drahtbox in Abbildung 15.2(a) zeigt ein halbes Hillsches Tetraeder aus Ab-
schnitt 14.2.2. ZwischenDendritenarmund Schnittebene ist ein deutlicherAbstand
zu erkennen, sodass, wenn die willkürlichen Relaxationsgeschwindigkeit benutzt
wird, die Schnittebene keinen Einfluss auf das Temperaturfeld hat. Die Verwen-
dung des halben Hillschen Tetraeders ermöglicht es, mit einer Verdoppelung der
Zellen einen Dendriten mit einer Spannweite von 4 000 Zellen zu simulieren. Der
symmetrische Teil des Dendriten passt in einen Quader mit 2 000 × 1 000 × 1 000
Zellen. Für Volumendaten mit einfacher Genauigkeit, also 4 Byte pro Zelle, ist
das Abbild eines Zeitschrittes für diesen Quader 7.45GB groß. Im Vergleich dazu,
ein Gebiet welches den ganzen Dendriten fasst, würde 32 mal so groß sein und
238GB benötigen. Der resultierende Dendrit ist in Abbildung 15.2(b) dargestellt.
206 Kapitel 15 Anwendung für großskalige Simulationen










Abbildung 15.3.: Stabilitätsparameter σ1400 K für den Dendriten aus Abbildung 15.2.
Sowie die Abschätzung σLM-K ≈ 0.026 für stabile Dendritspitzen.
Deutlich zu erkennen ist eine dendritische Aufspaltung nah am Zentrum. Der
Schnitt durch einen Seitenarm hebt das Entstehen von ternären Seitenarmen
hervor.
Für die parallele Simulation wird das Gebiet in einer Dimension in Scheiben
aufgeteilt, sodass ein reduzierter Würfel mit N Zellen pro Richtung maximal mit
N Prozessen berechnet werden kann. Wird das Hillsche Tetraeder in Scheiben
aufgeteilt, so bilden die Zellen, die berechnet werden, in Scheibe n ein gleich-
schenkliges Dreieck, mit Kathetenlänge n. Die beiden Scheiben mit den größten
Dreiecken N und N − 1 umfassen etwa so viele zu berechnende Zellen wie eine
Scheibe des reduzierten Würfels. Diese werden einem Prozess zugeordnet. Die
weiteren Scheiben werden entsprechend aufgeteilt, sodass jeder Prozess weniger
als N2 zu berechnende Zellen bekommt. Unter der Annahme, dass die Rechenlast
in allen Zellen gleich ist, lässt sich ein reduzierter Würfel der Größe N = 145
mit 145 Prozessen genau so schnell berechnen wie das entsprechende Hillsche
Tetraeder mit 28 Prozessen. Mit 63 Prozessen kann die benötigte Zeit halbiert
werden, indem kein Prozess mehr zu berechnende Zellen bekommt als die größte
Scheibe. Dies entspricht einer Reduzierung der CPUh um einen Faktor > 4.6.
16
Ausblick
Zusätzlich zu den in dieser Arbeit beschriebenenThemen haben sich noch weitere
Themengebiete gezeigt, die im Rahmen dieser Arbeit nicht ausgearbeitet werden
konnten. Einige werden im Folgenden kurz aufgeführt.
Die Phasenfeldmethode mit dem Hillschen Tetraeder speichert 5⇑6 des Gebiets,
obwohl dort nicht gerechnet wird. Die Interprozesskommunikation in der Pace3D-
Software arbeitet auf verteilten Daten. Hier findet zwischen benachbarten Prozes-
sen ein Randaustausch statt, der in dieser Arbeit nur in einer Dimension betrachtet
wurde. Mittlerweile gibt es für die Pace3D-Software einen Randaustausch in alle
drei Raumdimensionen [145], dadurch wird das Verhältnis von Rand- zu Rechen-
zellen besser. Wird der reduzierte Würfel gleichmäßig auf die Prozesse aufgeteilt,
so können Prozesse auftreten, die keine Berechnungszellen erhalten. Dies kann
noch optimiert werden, wenn dort das Gebiet erst gar nicht angelegt wird. Zudem
ist es möglich nur die zu berechnenden Zellen zu speichern, indem diese mit
Hilfe der figurierten Zahlen, den Dreiecks- und Tetraederzahlen linear indiziert
werden [146].
Eine andere Art der Interprozesskommunikation wird im PFC-Löser verwendet.
Dort greifen alle Prozesse auf denselben Arbeitsspeicher zu. Dies ist für den
massivenGebrauch der Fourier-Transformation vonVorteil, da für die Berechnung
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einer Fourier-Transformation dasGebiet transponiert werdenmuss. Dazu benötigt
jeder Prozess von jedem anderen Prozess einen Teil der Daten. Würden die Daten
auf alle Prozesse verteilt sein, so würden sich für n Prozesse insgesamt n(n −
1) Kommunikationen ergeben. Die sinnvoll nutzbare Anzahl der Prozesse in
einem Knoten, also die Prozesse, die ohne Netzwerkkommunikation auf einen
gemeinsamen Speicher zugreifen können, ist beschränkt. Dies liegt heute bei
etwa vier Prozessoren mit je 8 oder 12 Kernen, das sind also bis zu 48 Prozesse.
Beschleunigerkarten oderGrafikkarten erhöhen dieAnzahl der Prozesse je Knoten
auf einige Hundert bzw. Tausend. Wird nur auf einem Knoten gerechnet, so
ist die Größe des Simulationsgebiets durch die Größe des Arbeitsspeichers des
Knotens beschränkt. Ein weiterer Knoten kann nur benutzt werden, wenn die
Daten verteilt werden. Die Anzahl der Kommunikationen kann bei einer hybriden
Parallelisierung, bei der zwischen einzelnenKnoten dieDaten ausgetauscht werden,
auf einem Knoten jedoch der Speicher gemeinsam genutzt wird, stark reduziert
werden. Bei n = 32 Prozessen ergibt sich eine Reduzierung um den Faktor n(n −
1) = 992. Erste Schritte in diese Richtung werden in Anhang B gezeigt.
Neuere Prozessorgenerationen unterstützen Vektorisierung, d. h. zur gleichen Zeit
kann eine Berechnung auf mehrere Daten durchgeführt werden, dies wird als
SIMD (Single Instruction, Multiple Data) bezeichnet. Mit SSE (Streaming SIMD
Extensions) können zwei Gleitkommazahlen mit doppelter Genauigkeit gleichzei-
tig berechnet werden, mit AVX (Advanced Vector Extensions) vier und mit dem
für Beschleunigerkarten eingeführten AVX-512 acht Gleitkommazahlen. Im PFC-
Löser können diese Erweiterungen für die im Speicher linearen Berechnungen
effizient umgesetzt werden.
Die Konzentrationsfelder im multikomponentigen kristallinen Phasenfeld evolvie-
ren sehr langsam. Ohne Onsager Relation würde diese viel schneller evolvieren,
jedoch den Simplex 𝒞∆ verlassen. Hierfür könnte eine Rückprojektion auf den
Simplex [147] verwendet werden. Inwieweit die Ergebnisse dann von dem jetzigen
Modell abweichen, muss untersucht werden.
Durch die Spektralmethode im kristallinen Phasenfeld konnte leicht ein impli-
zierter Lösungsalgorithmus verwendet werden, der einen etwa 180 mal größeren
Zeitschritt [64] ermöglicht. Die Phasenfeldmethode hat eine ähnliche Evolutions-
gleichung, sodass auch hier die Spektralmethode für einen implizierten Lösungsal-
gorithmus benutzt werden kann, wodurch sich ebenfalls der Zeitschritt vergrößern
lassen dürfte. Sicherlich ist dies nicht für alle Fälle möglich, so erfordern nicht
periodische Randbedingungen eine extra Behandlung.
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Abbildung 16.1.: Ausschnitt des Inneren eines PFC-Dendriten. Es werden nur Atome
angezeigt, deren q6q6-Wert < 0.95 ist und die damit nicht im perfekten Gitter liegen.
Der in dieser Arbeit beschriebene Weg von der atomistischen Skala zu mikrosko-
pischen Dendriten, wurde anhand von reinen Metallen gezeigt. Dies sollte analog
auch für binäre oder ternäre Systeme funktionieren. Hier können dann die Konzen-
trationsfelder der kristallinen Phasenfeldmethode direkt für Simulationen mit der
Phasenfeldmethode verwendet werden, ohne dass die Konzentrationsfelder erst
aus diskreten Atompositionen der Molekulardynamik erstellt werden müssen.
Das kristalline Phasenfeld wird häufig auch zur Betrachtung von Versetzungen
und den daraus resultierenden Eigenspannungen benutzt [32, 35–38]. Dies spielte
im Rahmen dieser Arbeit keine Rolle. Die einkomponentigen Dendriten aus Ab-
bildung 6.6 zeigen jedoch im Inneren keine perfekte fcc-Struktur. Abbildung 16.1
zeigt in einem Ausschnitt die nicht perfekt geordneten Atome im Inneren ei-
nes Dendriten. Die nicht perfekte fcc-Struktur besitzt Gitterfehlbildungen die
Eigenspannungen dritter Art induzieren. Sie treten symmetrisch auf und sind
an Stellen zu beobachten, in deren Nähe sich später Seitenarme bilden. Es bleibt
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zu untersuchen, welchen Einfluss die Eigenspannungen auf das Entstehen von
Seitenarmen haben. Die PFC-Methode ist für diese Art der Untersuchung gut
geeignet, da die MD so große Dendriten nicht praktikabel simulieren kann. Die
PF-Methode wurde mit Spannungsfeldern gekoppelt. Ein aus den Eigenspannun-
gen initialisiertes dendritisches Seitenarmwachstum muss jedoch erst modelliert
werden. Dazu werden ab initio Berechnungen benötigt, um die Effekte und deren




Parameter für PF-Simulationen aus der MD zu bestimmen, ist eine gängige Me-
thode [104, 105]. Abschnitt 6.2 und 11.1.3 zeigen, dass einige Parameter auch mit
der PFC-Methode bestimmt werden können. Die PF-Methode erzeugt auf ihrer
natürlichen Skala, der mesoskopischen Skala, Ergebnisse, die zu Experimenten
kompatibel sind [88, 148]. In Kapitel 13 wird bestätigt, dass PF-Simulationen mit
MD-Parametern sogar auf der atomistischen Skala durchführbar sind und zu MD-
Simulationen vergleichbare Ergebnisse liefern. Obwohl die einzelnen Atome in der
PF-Methode nicht aufgelöst werden und somit nur ein mesoskopischer Blick auf
die atomistische Skala geworfen werden kann, ergeben sich gleiche Wachstumsra-
ten. Bei zu stark unterkühlten Schmelzen fehlen durch den mesoskopischen Blick
der PF-Methode Details in der nichtlinearen Grenzfläche der MD-Simulationen.
Die kontinuierliche PF-Methode betrachtet viel mehr eine Mittelung der Effekte
auf atomistischer Skala, sodass gerade bei wenig beteiligten Atomen ein größerer
Unterschied entsteht. In planaren Grenzflächen gibt es statistisch weniger Aus-
reißer als in einem Cluster, bei dem nur wenige Atome dieselbe Orientierung
haben. Daher ist es wenig verwunderlich, dass die Übereinstimmung zwischen der
PF-Methode und der MD für eine planare Grenzfläche größer ist als beim Cluster.
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Um diese Diskrepanz besser zu verstehen, wird die Kugeligkeit eingeführt und
verwendet. Sie gibt an, wie sehr die Form eines Clusters einer Kugel ähnelt. Dar-
über kann das Wachstumsverhalten der Cluster in den PF-Simulationen erklärt
werden. Die PF-Methode kann also das Verhalten einfacher Geometrien auch
auf der atomistischen Skala gut wiedergeben. Bei komplizierteren Geometrien
kommt es durch den mesoskopischen Blick zu einer erklärbaren Abweichung,
die für größere Geometrien kleiner wird.
Damit ist gezeigt, dass die PF-Methode in der Lage ist Multiskalensimulationen ab
der atomistischen Skala zu beschreiben, ohne dass für die verschiedenen Skalen
verschiedene Simulationsmethoden benötigt werden. Für eine effiziente Durchfüh-
rung der Simulation können einige Techniken benutzt werden. Diese ermöglichen
die Simulation von großen Dendriten, ausgehend von Atomclustern.
Die iterative Hochskalierung aus Abschnitt 14.1 hält die Größe des Simulations-
gebiets, genauer die Anzahl von Gitterpunkten, konstant. Beim gleichzeitigen
Erhöhen der physikalischen Länge wird die betrachtete Struktur vergrößert. Trotz
wachsender Struktur bleibt der Rechenaufwand wegen der konstanten Anzahl an
Gitterpunkten gleich. Eine inhomogene Verteilung der Rechenlast wird hier außer
Acht gelassen. Das Skalieren der Länge um den Faktor 2 ermöglicht eine Vergröße-
rung des Zeitschrittes um den Faktor 4. Im letzten Schritt in Abbildung 15.1 wird
der Längenfaktor 16 benutzt, der einen Zeitschrittfaktor von 256 ergibt. Die theore-
tische Beschleunigung des Verfahrens bei einem Simulationsgebiet mit 16-facher
Anzahl von Zellen in jede Richtung ist > 106, mit zusätzlicher Berücksichtigung
der kleineren Zeitschrittweite. Da Phasenfeldsimulationen nicht unabhängig von
der Breite ihrer diffusen Grenzfläche sind, kann der Gitterabstand nicht beliebig
angepasst werden. Dies bedeutet, dass die iterative Hochskalierung nur für die
ersten Schritte sinnvolle Ergebnisse liefert.
Die Simulation mit dieser Methode verwendet die Temperaturleitfähigkeit, die
auch inMD-Simulationen benutzt wird. Diese ist geringer als die in Experimenten
ermittelten Temperaturleitfähigkeiten. Für eine höhere Temperaturleitfähigkeit
evolviert das Temperaturfeld schneller, sodass das Simulationsgebiet größer sein
muss, um Randeffekte zu vermeiden. Die Möglichkeit eine willkürliche Relaxati-
onsgeschwindigkeit zu wählen sorgt dafür, dass die Ausbreitungsgeschwindigkeit
des Phasenfelds an die Ausbreitungsgeschwindigkeit des Temperaturfelds ange-
passt werden kann.
Wird die Symmetrie von Nickeldendriten ausgenutzt, so kann der Rechenaufwand
verringert werden, ohne den Gitterabstand ändern zumüssen, wie Abschnitt 14.2.1
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zeigt. Es wird nur ein repräsentatives Element des Dendriten berechnet. Thermi-
sche Fluktuationen, die durch zufälliges Rauschen modelliert werden, haben so
allerdings nur einen Einfluss auf den tatsächlich simulierten Teil des Dendriten,
sodass der rekonstruierte Dendrit trotzdem perfekt symmetrisch ist. Für die Un-
tersuchung von nicht symmetrischem, dendritischem Armwachstum ist diese
Methode daher nicht geeignet. Es wird weiterhin ein kubisches Simulationsgebiet
verwendet, um die Anpassungen in der Pace3D-Software gering zu halten. Das
Simulationsgebiet hat die gleiche Größe wie der reduzierte Würfel, es werden
jedoch nur etwa 1⇑6 der Zellen berechnet. Für eine Parallelisierung, bei der das
Gebiet in eine Richtung in Scheiben zerlegt wird, ist die Anzahl der maximal
benutzbaren Prozesse und damit die Beschleunigung durch die Größe des Simu-
lationsgebiets beschränkt. Für einen 1453 Würfel können demnach maximal 145
parallele Prozesse genutzt werden. Unter Ausnutzung der Hillschen Tetraeder
und einer geeigneten Aufteilung auf die Prozesse, werden für eine Simulation mit
gleicher Rechenzeit nur 28 Prozesse benötigt. Bei der Verwendung von 63 Prozes-
sen halbiert sich zusätzlich noch die Laufzeit. Dies führt zu einer Beschleunigung> 4, die durch die zusätzliche Symmetrie zur trivialen Symmetrie des reduzier-
ten Würfels erreicht wird. Diesen Abschätzungen wird ebenfalls eine homogene
Verteilung der Rechenlast zugrunde gelegt.
Gegenüber eines vollen Dendriten reduziert das Hillsche Tetraeder das Simu-
lationsgebiet um den Faktor 48 bzw. durch einen zusätzlichen Faktor 6, wenn
die triviale Symmetrie des reduzierten Würfels mit Faktor 8 berücksichtigt wird.
Darüber hinaus benötigt der symmetrische Teil des Dendriten im halben Hill-
schen Tetraeder nur 1⇑32 des Speichers des gesamten Dendriten und es werden
nur 1⇑96 der Zellen berechnet.
Thermische Dendriten lassen sich ausgehend von einem kleinen Atomcluster
auf einer mesoskopischen Skala berechnen, Kapitel 15. Dazu wird die iterative
Hochskalierung im frühen Wachstumsstadium eingesetzt. Auf Grund der Ein-
schränkungen der PF-Methode erfolgt eine Fortsetzung der Simulation in einem
halben Hillschen Tetraeder. Der Dendrit beginnt schließlich mit der Ausbildung
von ternären Seitenarmen. Die vorgestellten Techniken zur Verbesserung der
Recheneffizienz bieten durch die Einrichtung eines Simulations-Frameworks für
hochauflösende 3D-Berechnungen neue Einblicke in die Physik der Mikrostruk-
turbildung.
Abbildung 17.1 fasst noch einmal die möglichen Koppelungen zwischen der atomis-
tischen MD und PFC-Methode mit der mesoskopischen PF-Methode zusammen.
























Abbildung 17.1.: Darstellung für multiskalige Simulationen mit Berechnungen und
Konvertierungen von der atomistischen Skala bis zur mesoskopischen Skala. Die PFC-
Methode kann durch eine Modenapproximation oder eine Konvertierung von atomisti-
schenDaten (z. B.MD) initialisiertwerden. PFC-Resultate können zu atomistischenDaten
konvertiert werden.Wie aus atomistischenDaten können die benötigten Parameter und
Daten für die PF-Methode direkt oder mithilfe geglätteter Dichten bzw. freier Energien
berechnet bzw. konvertiert werden. Aus diesen Daten lassen sich mit den vorgestellten
Simulationstechniken Dendriten auf der mesoskopischen Skala simulieren.
Dabei erhält die Phasenfeldmethode die Parameter aus MD-, PFC-Simulationen
oder aus Experimenten. Die initiale Geometrie kann ebenfalls aus MD-, PFC-
Simulationen oder Experimenten konvertiert werden.
Der erste Teil dieser Arbeit behandelt das kristalline Phasenfeld. Es agiert auf der
atomistischen Längenskala, aber auf einer diffusen Zeitskala. Einzelne Atombewe-
gungen werden nicht aufgelöst, vielmehr wird der statistische Mittelwert der Be-
wegung eines Atoms durch eine Aufenthaltswahrscheinlichkeitsdichte dargestellt.
Daraus ergibt sich ein Geschwindigkeitsvorteil gegenüber anderen atomistischen
Simulationsmethoden, wie der Molekulardynamik. Die PFC-Methode wurde aus
der Swift-Hochenberg-Gleichung entwickelt, die verschiedeneMuster wie Streifen
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oder hexagonale Strukturen imZweidimensionalen bildet, Abschnitt 5.1. Die Peaks
der hexagonalen Struktur werden als die größte Aufenthaltswahrscheinlichkeit der
Atome interpretiert. Für ein konsistentes atomistisches Modell muss die Dichte
des Ordnungsparameters erhalten bleiben, da keine Atome verschwinden oder
erzeugt werden können. So entstand die erhaltende Swift-Hochenberg-Gleichung,
die auch als PFC-Gleichung bezeichnet wird, Abschnitt 5.2. Diese besitzt imWe-
sentlichen zwei Parameter, die für Phasentransformationen benutzt werden, eine
Durchschnittsdichte und eine Unterkühlung. Mit Hilfe einer Modenapproximati-
on lassen sich Kristallgitter annähern und damit lassen sich durch analytisches
Lösen der PFC-freien Energie effizient Bereiche in Phasendiagrammen bestimmen,
in denen die jeweilig existierenden Strukturen stabil sind. So werden Parameter be-
stimmt, bei denen ein fcc-Gitter existiert. Durch Erweiterung der cSH-Gleichung
mit einem Zusatzterm, der eine zweite Gitterkonstante enthält, können quadrati-
sche Strukturen und Quasikristalle beschrieben werden, Abschnitt 5.3. Eine eher
physikalisch motivierte Herleitung des PFC-Funktionals kommt auf dasselbe Er-
gebnis, indem einige Approximationen an das DFT-Funktional gemacht werden,
wie Abschnitt 5.5 zeigt.
Die Evolutionsgleichung der PFC-Methode enthält Gradienten bis zur zehnten
Ordnung. Eine Berechnung mit dem Finiten-Differenzen-Verfahren ist aufwendig.
Mit Hilfe von Fourier-Transformationen stellen Spektralmethoden (Kapitel 3)
ein effizientes Werkzeug dar, da die Lösung damit ohne Mehraufwand implizit
berechnet werden kann.
Anwendungen der PFC-Methode in Kapitel 6 zeigen, dass die Berechnung der
Grenzflächenspannung für wenige Gitterpunkte pro Einheitszelle nicht besonders
akkurat ist. Die mit der PFC-Methode berechneten Grenzflächenspannungen für
verschiedene Orientierungen können genauso wie Grenzflächenspannungen aus
der MD verwendet werden, um eine anisotrope Grenzflächenspannung für die
PF-Methode zu bestimmen. Dendriten und andere Mikrostrukturen zeigen ein
ähnliches Verhalten wie mesoskopische Simulationen.
Die Herleitung eines binären PFC-Modells (Kapitel 7) zeigt einige Ideen, die auch
für ein mehrkomponentiges PFC-Modell (Kapitel 8) benötigt werden. Dabei wird
eine effektiveKorrelationsfunktion eingeführt, die als Interpolation der paarweisen
Korrelationsfunktionen der beteiligten Stoffe berechnet wird. Dadurch ergeben
sich einige Vereinfachungen für die Modellierung und Bestimmung der Korrelati-
onsfunktionen. Zur Erhaltung der Konzentration müssen Onsager-Koeffizienten
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verwendet werden, wie auch in der mehrkomponentigen PF-Methode. Phasendia-
gramme können mit einer analytischen Lösung durch eine Modenentwicklung an
den perfekten Kristall oder durch die Minimierung der freien Energie berechnet
werden, Abschnitt 8.3. Die Anzahl der Moden für die Approximation muss groß
genug (≳ 10) sein, um akkurate Ergebnisse zu erhalten.
Die Phasendiagramme (Abschnitt 8.4) zeigen Bereiche in denen ein dendritisches
Wachstum möglich ist. Ebenso kann der eutektische Punkt bestimmt werden,
an dem ein lamellares eutektisches Erstarren simuliert wird. Das dendritische
Wachstum geschieht schnell. Die eutektischen Lamellen bilden sich im Vergleich
dazu nur sehr langsam aus, wie in Abschnitt 8.6 gezeigt wird. Beides hängt mit der
Diffusion der Konzentrationen zusammen, die recht langsam ist. Anders als bei
den Lamellen ist beim dendritischenWachstum keine Umlagerung der Konzentra-
tionen notwendig. Vielmehr ist der Konzentrationsunterschied an der Grenzfläche
eine Folge des Wachstums. Dendriten in 2D, mit einer Spannweite von 1 024 Ato-
men, lassen sich mit weniger als 3 000CPUh berechnen. Ohne die Modellierung
von thermischen Fluktuationen, wie es für die PF-Methode typisch ist, beginnt






Definition A.1 (n-Standardsimplex). Seien n ∈N und e1, . . . , en+1 die Einheitsvek-
toren imRn+1, dann bezeichnet ∆n das n-dimensionale Standardsimplex, definiert
durch
∆n ∶= { x ∈ Rn+1 ⋁︀ x = n+1∑
i=0 t i e i mit 0 ≤ t i ≤ 1 und n+1∑i=0 t i = 1(︀.
Die Punkte e i werden Eckpunkte von ∆n genannt.
Bemerkung A.2. Die durch die Eckpunkte e i definierte Hyperebene, die auf den
positiven Raum (︀0,∞(︀n+1 eingeschränkt ist, entspricht ∆n , wie Abbildung A.1
zeigt.
Bemerkung A.3. Für n ∈N Komponenten ist c = (c1, . . . , cN) ∈ Rn das n-Tupel
der Konzentrationen. c ist eine Teilmenge des (n − 1)-Standardsimplex ∆n−1. Für
die Konzentrationen c i gilt 0 ≤ c i ≤ 1 ∀0 ≤ i ≤ n und
n∑
i=1 c i = 1.
So gilt auch cn = 1 −∑n−1i=1 . Die nächste Definition wird gemacht, um Verwechs-
lungen zwischen n und n − 1 zu vermeiden.




Abbildung A.1.: Das 2-Standardsimplex ∆2 imR3 .
Definition A.4. Es sei 𝒞∆n ∶= ∆n−1 ⊂ Rn , kurz 𝒞∆ .
Definition A.5. Sei c ∈ 𝒞∆n . Eine Familie (h i)i=1, . . . , n von Funktion h i ∶ 𝒞∆n ↦ (︀0, 1⌋︀
heißt Zerlegung der Eins, wenn Folgendes gilt
n∑
i=1 h i(c) = 1. (A.1)
Satz A.6. Sei L ∈ Rn eine beliebigen Größe, die durch c gewichtet wird
Leff = n∑
i=1 c iL i ,
und (h i) eine Zerlegung der Eins mit h i monoton steigend, h i(c)⋃︀c i=0 = 0 und
h i(c)⋃︀c i=1 = 1, dann ist auch
L˜eff = n∑
i=1 h i(c)L i
eine Gewichtung von L. Für gewöhnlich ist Leff ≠ L˜eff.
Beweis. Folgt direkt aus Definition A.5.
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Definition A.7. Seien α = (α1, α2, . . . , αn) und β = (β1, β2, . . . , βn) zwei Multi-
indizes. Dann gehören α und β zur selbenMultiindexklasse, wenn das α-Tupel
eine Permutation vom β-Tupel ist. Bezeichnet wird die Multiindexklasse mit{α1 , α2 , . . . , αk} wobei α1 ≥ α2 ≥ ⋯ ≥ αk > 0
Beispiel A.8 (Triviale Gewichtung).
h i(c) = c i (A.2)
Beispiel A.9. Für n = 2 nach [87]
h i(c) = 3c2i − 2c3i (A.3)
oder mit der Korrektur für beliebige n nach [127]





Satz A.10. (A.4) ist eine Zerlegung der Eins.
Beweisskizze. Für n = 2 gilt c2 = 1 − c1,
h1 + h2 = 3c21 − 2c31 + 3(1 − c1)2 − 2(1 − c1)3= 3c21 − 2c31 + 3(1 − 2c1 + c21 ) − 2(1 − 3c1 + 3c21 − c31 )= 1.
Für n ≥ 2 gilt 1 = (∑ni=1 c i)3. Die Berechnung mit der Multinomialformel und
dem anschließenden Multiindizesvergleich für die Multiindexklassen
(i) {1, 1, 1} hat den Multinomialkoeffizient 6. Die Korrektur 2c i c jck kommt
dreimal vor (in h i , h j und hk),













c j + 1 − n−1∑
j=1 c j
⎞⎟⎟⎟⎠ = 3c2i (1 − c i) = 3c2i − 3c3i ,
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(iii) {3} den Multinomialkoeffizient 1 und somit kommt ein c3i hinzu.
Zusammenfassen von (i)–(iii), liefert∑ni=1 h i(c).
Es gilt h i(c)⋃︀c i=0 = 0 und h i(c)⋃︀c i=1 = 1.
Beispiel A.11. Nach [149] mit 0 < m ∈ R
h i(c) = cmi∑nj=1 cmj (A.5)
Beweisskizze.
n∑
i=1 h i(c) = ∑
n
i=1 cmi∑nj=1 cmj = 1.
Es gilt h i(c)⋃︀c i=0 = 0 und h i(c)⋃︀c i=1 = 1.
Partielle Ableitungen







L i . (A.6)
Ist ∂h i(c)∂c j ⨄︀c i=0 = ∂h i(c)∂c j ⨄︀c i=1 = 0, so ist die Gewichtung stetig.
Bemerkung A.12. Dies ist gleichbedeutend mit der stetigen Differenzierbarkeit
der Fortsetzung von h˜ i(c) ∶ Rn → Rmit
h˜ i(c) = )︀⌉︀⌉︀⌉︀⌉︀⌋︀⌉︀⌉︀⌉︀⌉︀]︀
0 c i < 0,
1 c i > 1,
h i(c) sonst.
Die triviale Gewichtung (A.2) ist nicht stetig differenzierbar.
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Satz A.13. Die partiellen Ableitungen von (A.4), unter Berücksichtigung von cn =
1 −∑n−1i=1 c i , lauten
∂h i(c)
∂c i




ckc l − 2c i ∑
k≠i
k≠n
ck ∀i ≠ n, (A.7a)
∂h i(c)
∂c j
= 2⎛⎜⎜⎝c i∑k≠ik≠ j ck − c i ∑k≠ik≠n ck




























k≠n∑l≠n ∂hk(c)∂c l . (A.7e)
Es gilt∑ni=1 ∂h i(c)∂c j = 0 ∀ j.
Beweis. Die Summe der partiellen Ableitungen ist insbesondere durch (A.7c) und
(A.7e) Null. Die Richtigkeit der Ableitungen muss gezeigt werden.



























(b) Mit der Produktregel ergeben sich wieder zwei Summen. In der ersten blei-
ben alle Produkte mit c j erhalten. Die zweite Summe benutzt die Bedingung
an cn und die innere Ableitung ist −1.
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(c) Die Ableitung von (A.1)∑ ∂h i(c)∂c i = 0 ist zu erfüllen.
(d) cn hängt von ck ck < n ab. Es ist ∂ck cn = −1.
(e) Wie zuvor in (c) und (d).
Die Stetigkeit gilt nur bedingt, es genügt (A.7a) und (A.7b), um zu zeigen, dass
∂h i(c)
∂c j ⨄︀c i=0 ≥ 0 und ∂h i(c)∂c j ⨄︀c i=1 = 0.
BemerkungA.14. DieGewichtung (A.6) ist von derWahl der bedingtenVariablen
abhängig.
Die partiellen Ableitungen von (A.4) ohne bedingte Variable
∂h i(c)
∂c i










ck ∀i ≠ j.
erfüllen nicht mehr ∑i ∂h i(c)∂c j = 0.
Die partiellen Ableitungen von (A.5)
∂h i(c)
∂c i
= mcm−1i∑mk=1 c2k − mc
2m−1
i(∑mk=1 c2k)2 ∀i ,
∂h i(c)
∂c j
= − mcmi cm−1j(∑mk=1 c2k)2 ∀i ≠ j.
erfüllen ∑i ∂h i(c)∂c j = 0 und ∂h i(c)∂c j ⨄︀c i=0 = ∂h i(c)∂c j ⨄︀c i=1 = 0 für m > 1.
B
Hybride Parallelisierung der FFT
Die mehrdimensionale FFT wird parallelisiert, indem die Fourier-Transformation
nacheinander in den einzelnen Richtungen durchgeführt wird. Die Daten werden
so aufgeteilt, dass jeweils alle Daten in dieser Richtung von einem Prozess bearbei-
tet werden können. Dazu gibt es für die dreidimensionale Fourier-Transformation
zwei Möglichkeiten. Das Gebiet wird in z-Scheiben geteilt, sodass die Daten x-
und y-Richtung auf einem Prozess liegen. Nach der Berechnung der Fourier-
Transformation in x- und y-Richtung wird das Gebiet ausgetauscht, dazu muss
jeder Prozess mit jedem anderen Kommunizieren. Das sind bei n Prozessen
n(n − 1) = 𝒪(n2) Kommunikationen. Anschließend kann dann die Fourier-
Transformation in z-Richtung berechnet werden.
Eine andere Möglichkeit ist die Aufteilung des Gebiets in zunächst x-Stäbe und
Berechnung der Fourier-Transformation in x-Richtung. Anschließend wird der
Austausch von x- in y-Richtung durchgeführt, dazu kann in unabhängigen Grup-
pen kommuniziert werden, wie beispielhaft in Abbildung B.1 veranschaulicht
wird. Es genügt, wenn die einzelnen Prozesse der z-Ebene miteinander Kom-
munizieren, von Abbildung B.1(a) nach (b) genügt es wenn der rote Prozess mit
dem Violetten kommuniziert. Der Aufwand der Kommunikationen beträgt für
n Prozesse in etwa
⌋︂
n(⌋︂n − 1) = 𝒪(n) je Gruppe. Nach der Berechnung der
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Fourier-Transformation in y-Richtung wird das Gebiet erneut ausgetauscht, so
dass die Fourier-Transformation in den z-Stäben berechnet werden kann.
Auf einem Knoten, also die Prozesse die ohne Netzwerkkommunikation auf ei-
nen gemeinsamen Speicher zugreifen können, benötigen keine Kommunikation.
(a) x-Richtung (b) y-Richtung
(c) z-Richtung
Abbildung B.1.: Symbolische Gebietsaufteilung für 6 Prozesse in Stäben entlang der
verschiedenen Richtungen. Die Teilgebiete bekommen die Farbe des Prozesses. Der
Austausch von (a) nach (b) transponiert die einzelnen x y-Ebenen und der Austausch
von (b) nach (c) transponiert die einzelnen yz-Ebenen.
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Damit verringert sich die Anzahl der Kommunikationen erheblich. Auf einen Kno-
ten kann dann OpenMP verwendet werden und für die Kommunikation zwischen
Knoten wird MPI verwendet, dies wird als hybride Parallelisierung bezeichnet.
Im Nachfolgenden wird der genaue Austausch, der zwischen Knoten stattfindet,
gezeigt.
Beispiel B.1. Als Beispiel wird ein 4 × 4 × 4-Gebiet verwendet, welches auf einem
2 × 3 Knotengitter aufgeteilt wird. Die einzelnen Prozesse werden hier nicht
betrachtet.
XY-Austausch Das aufgeteilte Gebiet sieht wie folgt aus, dabei wird jedem Kno-




Das globale 3D Gebiete wird als linear indizierter Speicher interpretiert, hier wird






0 1 2 3
4 5 6 7
8 9 10 11
12 13 14 15
16 17 18 19
20 21 22 23
24 25 26 27
28 29 30 31
32 33 34 35
36 37 38 39
40 41 42 43
44 45 46 47
48 49 50 51
52 53 54 55
56 57 58 59
60 61 62 63
Der erste Austausch transponiert für jede z-Schicht die x- und y-Koordinaten.
Der Speicher des blauenWürfels im linear Speicher sieht wie folgt aus, die Um-
randungen zeigen den Zielknoten an.





0 1 2 3
4 5 6 7
16 17 18 19
20 21 22 23
Jedes Knotenpaar soll genau einmal miteinander kommunizieren, daher wird
der Speicher hintereinander in einen Sendepuffer gelegt. Blau ist der Puffer, der
mit Knoten 0 getauscht wird und violett bezeichnet den Puffer, der mit Knoten
1 getauscht wird. Nach der Kommunikation liegt das ausgetauschte Gebiet in
einem Empfangspuffer. Die eckige Umrandung zeigt die erste z-Schicht an und
die abgerundete Umrandung die zweite z-Schicht.
0 1 4 5 16 17 20 21 2 6 18 22 3 7 19 23
0 1 4 5 16 17 20 21 8 9 12 13 24 25 28 29
Im letzten Schritt für den x-y Austausch wird das Gebiet transponiert. Hier sind





0 4 8 12
1 5 9 13
16 20 24 28
17 21 25 29
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Die Zellen wieder durchnummeriert. Die Koordinaten n0, n1, n2 entsprechen den





0 1 2 3
4 5 6 7
8 9 10 11
12 13 14 15
16 17 18 19
20 21 22 23
24 25 26 27
28 29 30 31
32 33 34 35
36 37 38 39
40 41 42 43
44 45 46 47
48 49 50 51
52 53 54 55
56 57 58 59
60 61 62 63
Nun werden die Knoten blau, grün und rot getauscht. Der blaue Knoten wird





0 1 2 3
4 5 6 7
16 17 18 19
20 21 22 23
Der Sende- und Empfangspuffer sehenwie folgt aus. Zwischen den Knoten werden
hier nicht mehr die gleiche Menge an Daten ausgetauscht. Die eckige Umrandung
wird für die erste x-Schicht benutzt, die abgerundete Umrandung für die Zweite.
0 1 16 17 4 5 20 21 2 18 6 22 3 19 7 23
0 1 16 17 4 5 20 21 32 33 36 37 48 49 52 53
Auch hier muss der Speicher aus dem Empfangspuffer wieder transponiert werden





0 16 32 48
4 20 36 52
1 17 33 49
5 21 37 53
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