ABSTRACT. We prove an of upper bound for characters of the symmetric groups based on a recent character formula which was conjectured by Stanley and proved by Féray. Namely, we show that there exists a constant a > 0 with a property that for every Young diagram λ with n boxes, r(λ) rows and c(λ) columns
where |π| is the minimal number of factors needed to write π ∈ S n as a product of transpositions and
Tr ρ λ (e) is the character of the symmetric group.
1. INTRODUCTION 1.1. The main problem: asymptotics of the characters. Finding a relation between the shape of a Young diagram and the corresponding irreducible character of the symmetric group S n is a very important problem. We would like to solve this problem asymptotically in the limit n → ∞ and we are interested even in approximate answers or in finding some reasonable upper bounds. The applications of this problem include, among others, asymptotics of random walks on symmetric groups [DS81] , asymptotics of operations on large Young diagrams [Bia98] and analysis of quantum algorithms [MRŚ06] .
It turns out that instead of the usual un-normalized characters it is much more natural to consider characters defined by
Tr ρ λ (e)
for a Young diagram λ and a permutation π and we shall study such characters in the following.
1.2. Short history of the problem. Unfortunately, the canonical tool for calculating characters, the Murnaghan-Nakayama rule, quickly becomes 1 cumbersome and hence intractable for computing characters corresponding to large Young diagrams. Nevertheless Roichman [Roi96] showed that it is possible to use it to find an upper bound for characters and showed that there exist constants 0 < q < 1 and b > 0 such that
where r(λ), c(λ) denote the number of rows and columns of λ and supp π denotes the support of a permutation π (the set of non-fixed points). Inequality (1) is not satisfactory for many practical purposes (such as [MR06] ) since it provides rather weak estimates in the case when the Young diagram λ is balanced, i.e. r(λ), c(λ) = O( √ n). Another approach to this problem was initiated by Biane [Bia98] who showed that the value of a normalized character (its definition will be recalled in Section 2.1) can be expressed as a relatively simple polynomialcalled Kerov character polynomial-in free cumulants of the transition measure of a Young diagram. The work of Biane was based on previous contributions of Kerov [Ker99] and Vershik. Since free cumulants of the transition measure have a nice geometric interpretation therefore Kerov polynomials are a perfect tool for study of the character χ λ (π) in the limit when the permutation π is fixed and the Young diagram λ tends in some sense to infinity.
Unfortunately, despite much progress in this field [Śni06a, GR05] our understanding of Kerov polynomials is still not satisfactory; in particular it is not clear how to use Kerov polynomials in order to obtain non-trivial estimates on the characters χ λ (π) when the length |π| of the permutation π ∈ S n is comparable with n.
In our recent work with Rattan [RŚ06] we took yet another approach: thanks to the generalized Frobenius formula we showed that the value of a normalized character of a given Young diagram λ can be bounded from above by the value of the normalized character of a rectangular Young diagram p × q for suitably chosen p, q. For such a rectangular Young diagram the value of the normalized character can be explicitly calculated thanks to the formula of Stanley [Sta04] . In this way we proved that if
where |π| denotes the minimal number of factors necessary to write π as a product of transpositions. Inequality (2) gives a much better estimate than (1) for balanced Young diagrams but it gives non-trivial estimates only if max r(λ), c(λ) < O(n 2/3 ).
For the sake of completeness we point out that the studies of Kerov polynomials and of the Stanley character formula are very much related to each other [Bia03] .
1.3. The main result: upper bounds for characters based on StanleyFéray formula. Recently Stanley [Sta06] conjectured a formula for normalized characters of symmetric groups associated with an arbitrary Young diagram which generalized his previous formula for rectangular Young diagrams [Sta04] . This conjecture was proved by Féray [Fér06] . In this article we study implications of this formula (which will be referred to as StanleyFéray formula) to the asymptotic estimates of the characters.
Our main result is the following inequality.
Theorem 1. There exists a constant a > 0 with a property that for every
where n denotes the number of boxes λ.
It is easy to check that (2) is a consequence of this theorem and that it gives better estimates than (1) if
are smaller than some positive constant.
It is natural to ask what is the optimal value of the constant a. Asymptotics of characters of symmetric groups related to Thoma characters shows that a ≥ 1.
Conjecture 2. There is a constant C with a property that
1.4. Outline of the proof. Our strategy in proving the estimates for the characters is to find a good upper bound for the absolute value of each of the summands contributing to Stanley-Féray characters formula (6) which will be done in Section 3.1. In Section 3.2 we will find the contribution of all minimal factorizations of a cycle π, i.e. permutations σ 1 , σ 2 such that σ 1 σ 2 = π and the sum |σ 1 | + |σ 2 | takes the minimal possible value. In Section 3.3 we show that the problem of estimating the contribution of non-minimal factorizations can be reduced to the problem of estimating the contribution of minimal factorizations.
1.5. Thoma characters and asymptotics of symmetric groups. Vershik and Kerov [VK81] proved that Thoma characters of S ∞ [Tho64] can be obtained as a limit in n → ∞ of the irreducible characters of S n . The result of Vershik and Kerov can be informally stated as
where (k 1 , . . . , k r ) denotes any permutation in S n with non-trivial cycles of lengths k 1 , . . . , k r and
where λ ′ denotes the Young diagram conjugate to λ. Asymptotic equality (3) was proved only when the permutation is fixed and n → ∞ and it not difficult to see that this result follows as a simple corollary to the Stanley-Féray character formula. For example, if π = (1, 2, . . . , k) consists of a single cycle then there are only two factorizations which asymptotically contribute to (6), namely σ 1 = e, σ 2 = π and σ 1 = π, σ 2 = e and these are exactly the two summands of (3); the case of more complicated permutations follows similarly. What is interesting is that the Stanley-Féray formula gives us means to estimate the error term. Since this is outside of scope of this article we will discuss this issue in a forthcoming work.
STANLEY-FÉRAY CHARACTER FORMULA
2.1. Normalized characters. For a Young diagram λ having n boxes and a permutation π ∈ S l , l ≤ n we define the normalized character
where (n) l = n(n − 1) · · · (n − l + 1) denotes the falling power. Since for any integers k 1 , . . . , k m ≥ 2 we identify (k 1 , . . . , k m ) with a permutation in S k 1 +···+km with the cycles of length k 1 , . . . , k m we will also use the notation
2.2. Stanley-Féray character formula. We may identify a Young diagram λ = (λ 1 , . . . , λ k ) with a subset of N 2 (we use the convention that N = {1, 2, . . . }) given by a graphical representation of λ according to the French notation, namely with the set
Let σ 1 , σ 2 ∈ S l be fixed permutations. We denote by C i the set of the cycles of the permutation σ i and by C = C 1 ⊔ C 2 their disjoint union. For c 1 ∈ C 1 and c 2 ∈ C 2 we write c 1 ∼ c 2 if cycles c 1 and c 2 are not disjoint. We say that a function f : C → N + is compatible with λ ⊂ N
λ(σ 1 , σ 2 ) := #{f : C → N + : f compatible with λ}.
The special case of the following result was proved by Stanley [Sta04] when λ is a rectangular Young diagram. The correct formulation of the general case was conjectured by Stanley [Sta06] and proved by Féray [Fér06] .
Theorem 3. For any Young diagram λ and a permutation
This result was formulated in a different way in the original papers [Sta06, Fér06] and we leave the proof of the equivalence of these formulations as an exercise to the reader. One of the advantages of the formulation (6) is that it makes sense for any finite set λ ⊂ N 2 .
Conjecture 4. Formula (6) holds true for any skew Young diagram λ.
We leave it as a simple exercise to the reader to show that Theorem 3 implies that Conjecture 4 holds true if a skew Young diagram is a collection of disjoint Young diagrams (such as when one considers the outer product of irreducible representations). Notice that this conjecture would have many important implications; for example it would imply that the class of (sequences of) representations of symmetric groups with approximate factorization of characters [Śni06b] includes representations corresponding to balanced skew Young diagrams.
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+ . For the sake of completeness notice that (6) can be generalized in yet another way. We may identify a Young diagram λ = (λ 1 , . . . , λ k ) with a subset of R 2 given by a graphical representation of λ (according to the French notation), namely with the set
If we fix some numbering of the cycles in C then any function f : C → R + can be identified with an element of R |C| + . We define (8) λ(σ 1 , σ 2 ) = vol{f ∈ R |C| + : f compatible with λ}.
Notice that in the case when λ ⊂ R 2 is as prescribed by (7), the set of functions f ∈ R |C| + compatible with λ is a polyhedron hence there is no difficulty in defining its volume. In the case of the usual Young diagrams this definition of λ(σ 1 , σ 2 ) coincides with the previous one (5). The advantage of the definition (8) is that it allows to define characters for any bounded set λ ∈ R 2 + , in particular for multi-rectangular Young diagrams p × q for general sequences p 1 , . . . , p k ≥ 0, q 1 , . . . , q k ≥ 0 which do not have to be natural numbers-just like in the original papers [Sta04, Sta06, Fér06] .
3. PROOF OF THE MAIN RESULT 3.1. Estimates for λ(σ 1 , σ 2 ). In Section 2.2 we considered sets C 1 , C 2 and a relation ∼ given by some permutations σ 1 , σ 2 . Now we are going to consider a more general situation where G = (C, ∼) is a finite bipartite graph, where C = C 1 ⊔C 2 and if a pair (c 1 , c 2 ) is connected by an edge for c 1 ∈ C 1 and c 2 ∈ C 2 we denote it by c 1 ∼ c 2 . Our only assumption is that the degree of every vertex in C is at least one. Notice that the definition (5) can be easily adapted to this more general case: λ(G) := #{f : C → N + : f compatible with λ}.
Our goal in this section is to find reasonable estimates for λ(G).
We denote by G p,q a full bipartite graph for which |C 1 | = p and |C 2 | = q.
Lemma 5. Let G be a finite bipartite graph with a property that the degree of any vertex is non-zero. It is possible to remove some of the edges of G in such a way that the resulting graphG is a disjoint union of the graphs of the form
Proof. If the graph G contains an edge which connects two vertices of degree bigger than one we remove it and iterate this procedure; if no such edge exists then the resulting graphG has the desired property. Clearly, λ(G) ≤ λ(G) therefore it is enough to find a suitable upper bound for λ(G). Since both sides of (9) are multiplicative with respect to the disjoint sum of graphs it is enough to prove (9) forG ∈ {G 1,1 , G k,1 , G 1,k }. It is easy to verify that λ(G 1,1 ) = n,
which finishes the proof.
Contribution of minimal factorizations.
Proposition 6. Let D > 0 be fixed and let π = (1, 2, . . . , k) be a cycle (where k > 1). We define
, where the sum runs over minimal factorizations of π.
There exist universal constants g, h (which do not depend on D, k)
Proof. It is well-known that there is a bijective correspondence between minimal factorizations of a cycle (1, 2, . . . , k) = σ 1 σ 2 and planar rooted trees with k+1 vertices. We are going to find an upper bound for the number of such planar rooted trees with a property that the number of components of the resulting graphG (as in Lemma 5) is equal to a given number s. We remove from the tree G all leaves and denote the resulting tree by G ′ . In each connected component ofG there is at most one vertex of degree higher than one and we shall decorate this vertex. If in some connected component ofG there are no such vertices we decorate any of them. We consider graph G ′′ which consists of the decorated vertices ofG; we connect two vertices A, B ∈ G ′′ by an edge if vertices A, B are connected in G (or, equivalently, G ′ ) by a direct path, i.e. a path which does pass through any other vertex of G ′′ . It is easy to see that G ′′ inherits the structure of a plane rooted tree from G (we define the root of G ′′ to be the vertex of G ′′ which belongs to the same connected component ofG as the root of G) and it has s vertices. It follows that the number of such trees G ′′ is bounded from above by the Catalan number 1 s+1 2s s < 4 s . In order to reconstruct tree G ′ from G ′′ we have to specify for each edge of G ′′ if it comes from a single edge of G ′ or from a pair or a triple of consecutive edges of G ′ ; it follows that we have (at most) 3 s+1 choices. In order to reconstruct tree G from G ′ we have to specify if the root of G is a decorated vertex or not. Furthermore we have to specify places in which we will add missing l leaves to the tree G ′ (note that l ≤ k +1−s); it is easy to see that this is equivalent to specifying a partition l = a 1 + · · · + a 2s−1 , where a 1 , . . . , a 2s−1 ≥ 0 are integers. It follows that the number of choices is bounded from above by
In this way we proved that
3.3. Contribution of non-minimal factorizations.
Lemma 7. Let σ 1 , σ 2 be permutations such that σ 1 σ 2 = π and |σ 1 | + |σ 2 | > |π|. Then there is a transposition σ with a property that forσ 1 = σ 1 σ,
Let G andĜ be the graphs corresponding to factorizations σ 1 σ 2 = π andσ 1σ2 = π, respectively. LetG be the graph given by Lemma 5 for the graphĜ. It is easy to see that graph G can be obtained from the grapĥ G by contracting two pairs of vertices; if we contract the same two pairs of vertices in the graphG (and, possibly, remove some edges) we obtain a graphG guaranteed by Lemma 5 for the graph G. It follows that the number of connected components ofG is greater or equal to the number of connected components ofG.
The above procedure can be iterated, if necessary, for the factorization σ 1σ2 = π. In this way we proved the following result.
Proposition 8. Let σ 1 , σ 2 be permutations such that σ 1 σ 2 = π. There exists a permutation σ with a property that forσ 1 = σ 1 σ,σ 2 = σ −1 σ 2 we have |σ 1 | = |σ 1 | − |σ|, |σ 2 | = |σ 2 | − |σ| and such that the number of connected components of one of the graphsG given by Lemma 5 for factorization σ 1 σ 2 = π is greater or equal than the number of connected components of one of the graphsG given by Lemma 5 for factorizationσ 1σ2 = π.
The following simple lemma was proved in [RŚ06] . 
