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GENERALIZED FINITE ELEMENT METHODS FOR
QUADRATIC EIGENVALUE PROBLEMS
AXEL MA˚LQVIST AND DANIEL PETERSEIM
Abstract. We consider a large-scale quadratic eigenvalue prob-
lem (QEP), formulated using P1 finite elements on a fine scale ref-
erence mesh. This model describes damped vibrations in a struc-
tural mechanical system. In particular we focus on problems with
rapid material data variation, e.g., composite materials. We con-
struct a low dimensional generalized finite element (GFE) space
based on the localized orthogonal decomposition (LOD) technique.
The construction involves the (parallel) solution of independent lo-
calized linear Poisson-type problems. The GFE space is then used
to compress the large-scale algebraic QEP to a much smaller one
with a similar modeling accuracy. The small scale QEP can then
be solved by standard techniques at a significantly reduced com-
putational cost. We prove convergence with rate for the proposed
method and numerical experiments confirm our theoretical find-
ings.
1. Introduction
Quadratic eigenvalue problems appear in various engineering disci-
plines. Often they are the result of finite element modeling rather
than established partial differential equations. A classical example is
a damped vibrating structure. For a spatially discretized structure we
have,
(1.1) Kz + λDz + λ2Mz = 0,
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2 AXEL MA˚LQVIST AND DANIEL PETERSEIM
where K is the finite element stiffness matrix, D is the damping matrix,
M is the mass matrix, λ is the eigenvalue, and z is the corresponding
eigenvector. Assuming all matrices to be real there are 2n finite eigen-
values (n being the dimension of the matrices) that are real or complex
conjugate. Furthermore, if z is a right eigenvector of λ then z¯ is a right
eigenvector of z¯. If D is also symmetric the left and right eigenvectors
are equal. See [25] for a more detailed discussion on how the spec-
trum and eigenspaces depend on properties of the matrices, and for an
extensive overview of applications see [25, 17, 4, 15].
We will use a specific finite element realization of the more general
formulation presented in Equation (1.1) as a starting point for this
work. We seek an eigenvalue λ ∈ C and eigenfunction u ∈ V FEh , where
V FEh is a finite element space, such that,
(κ∇u,∇v) + λd(u, v) + λ2(u, v) = 0, ∀v ∈ V FEh ,
where the three bilinear forms in the left hand side corresponds to the
three matrices K, D, and M in Equation (1.1). In particular we are
interested in problems where the coefficient κ varies rapidly in space
modeling, e.g., rapid material data variation. It is well known that in
order to capture the correct behavior of the solution, the finite element
space V FEh has to be large enough to resolve the data variations [2].
In this paper, we will not question the properness of this model. We
assume that the parameter h was carefully chosen in an earlier modeling
or discretization step.
There are various models for the damping. The simplest one is pro-
portional damping where D = α0K + α1M with α0, α1 ∈ R using the
matrix notation. In this case the eigenmodes actually coincide with the
eigenmodes of the linear generalized eigenvalue problem Kx = λˆMx
but with different eigenvalues. If a structure is made up of different
components (or materials) each of the parts may be modeled using
proportional damping with different constants. The full structure will
then have spatially varying damping parameters α0, α1 and the damp-
ing will therefore not be proportional. In this work we will treat a
general abstract damping bilinear form d but in the numerical experi-
ments we will focus on mass and stiffness type damping with spatially
varying parameters.
Numerical algorithms for solving quadratic eigenvalue problems are
often based on linearization [17, 15, 4]. This technique results in a
linear, possibly non-symmetric, generalized eigenvalue problem. In this
approach, the size of the system gets doubled which, in the presence of
multiscale features (since the initial finite element space has to be very
large) is a drawback. Another drawback might be that the underlying
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structure of the quadratic eigenvalue problem can be lost. There are
also numerical schemes that can be applied directly to the quadratic
eigenvalue problem without linearization, e.g., [25]. In this paper, we
will work with the linearized system.
While the literature in this context of numerical linear algebra is
rich, results on error analysis and convergence of finite element ap-
proximations to quadratic eigenvalue problems are rather limited [3].
To our best knowledge, the literature on GFEMs or multiscale meth-
ods for eigenvalue problems is limited to [20] which treats the linear
case. Since linearization is a natural approach also when analyzing
finite element approximations to quadratic eigenvalue problems, the
literature on non-symmetric generalized eigenvalue problems is very
relevant. Standard references include [16, 1, 5] and for non-compact
operators [9, 10]. These works gives a mathematical foundation for the
convergence analysis presented in this paper.
This paper neither aims to improve existing linear algebra techniques
for solving quadratic eigenvalue problems nor to invent new ones. The
aim is to reduce the size of the system before applying any of the
standard solvers and, thereby, to speed-up the overall computation sig-
nificantly. This will be achieved by constructing a computable low
dimensional subspace of V FEh , based on the framework of localized or-
thogonal decomposition (LOD) [19, 20]. The space captures the main
features of the eigenspaces and, in particular, the effect of the rapid
oscillations induced by the rough diffusion coefficient κ. Given this low
dimensional space we can solve the quadratic eigenvalue problem at a
greatly reduced computational cost while the accuracy is largely pre-
served. Under weak assumptions on the damping, the error analysis
shows that the GFEM approximation is very accurate (in the sense
of super convergence) when compared to the reference finite element
solution, independent of the variations in the multiscale data. The
proofs are based on the classical theory for non-symmetric eigenvalue
problems presented in [1]. Numerical examples confirm our theoretical
findings.
The remaining part of this paper is structured as follows. In Section 2
we present the model problem and its linearization. Section 3 is devoted
to the proposed numerical method. In Section 4, we will derive a
convergence result for the approximation. Section 5 shows numerical
experiments and Section 6 presents some final conclusions.
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2. Finite element spaces, linearization, and problem
formulation
In this section we introduce finite element spaces, formulate the dis-
crete model problem, linearize, and finally arrive at a detailed problem
formulation.
2.1. Conforming finite element spaces. Let Th, TH denote regular
finite element meshes of a computational domain Ω ⊂ Rd, d = 1, 2, 3,
into closed simplices with mesh-size functions 0 < h < H ∈ L∞(Ω). If
no confusion seems likely, we use h and H also to denote the maximal
mesh sizes. The first-order fine and coarse conforming finite element
spaces are
V FEh := {v ∈ V | ∀T ∈ Th, v|T is polynomial of degree ≤ 1},(2.1)
V FEH := {v ∈ V | ∀T ∈ TH , v|T is polynomial of degree ≤ 1}.(2.2)
We assume that V FEH ⊂ V FEh . By Nh and NH we denote the set of
interior vertices of the meshes. For every vertex z, let φz and ϕz denote
the corresponding nodal basis function to V FEH and V
FE
h respectively.
Remark 2.1. While the nestedness of spaces V FEH ⊂ V FEh is rather es-
sential for our theory, the nestedness of the underlying meshes is not.
The coarse finite element space V FEH could be any subspace of V
FE
h
that admits a local basis {φ˜z ∈ V FEh : z ∈ NH} with diam suppφz ≈ H
and ‖∇kφ˜z‖Wk,∞(Ω) . H−k (k = 0, 1), and possibly further conditions
such as a partition of unity property; see [13]. The method is then
also applicable in cases where the resolution of characteristic micro-
scopic geometric features of the model requires a highly unstructured
fine mesh. A prototypical construction for this scenario can be found
in [20, Section 6.2 and 7.3].
2.2. Quasi-interpolation. We will use a Cle´ment-type interpolation
operator to restrict the reference mesh functions to the coarser mesh
IH : V FEh → V FEH . The interpolant is defined in the following way.
Given v ∈ V FEh , IHv :=
∑
z∈NH (IHv)(z)φz defines a Cle´ment inter-
polant with nodal values
(IHv)(z) :=
(v, φz)L2(Ω)
(1, φz)L2(Ω)
for z ∈ NH .
There exists a generic constant CIH such that for all v ∈ H10(Ω) and
for all T ∈ TH it holds
(2.3) H−1T ‖v − IHv‖L2(T ) + ‖∇(v − IHv)‖L2(T ) ≤ CIH‖∇v‖L2(ωT ),
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where ωT := ∪{t ∈ TH | T ∩ t 6= ∅}, see [7] for a more detailed
discussion. The constant CIH depends on the shape regularity of the
finite element meshes but not on the mesh sizes.
2.3. Model problem. We can now formulate the model problem.
Find u ∈ V FEh and λ ∈ C such that
(2.4) (κ∇u,∇v) + λd(u, v) + λ2(u, v) = 0, ∀v ∈ V FEh .
Assumption A. We assume,
κ ∈ [κ1, κ2] and d to be real and bounded,
where 0 < κ1 ≤ κ2 <∞.
The corresponding matrix form is seen in Equation (1.1). These dif-
ferent formulations are related in the following way: u =
∑
z∈Nh xzϕz,
(κ∇ϕz,∇ϕw) = Kz,w, d(ϕz, ϕw) = Dz,w, and (ϕz, ϕw) = Mz,w.
2.4. Linearization. Linearization is achieved by introducing two new
variables x1 = u and x2 = λu. We let X = V
FE
h × V FEh , with norm
‖(x1, x2)‖2X := ‖
√
κ∇x1‖2L2(Ω) + ‖x2‖2L2(Ω) := ‖
√
κ∇x1‖2 + ‖x2‖2,
for all x = (x1, x2) ∈ X, i.e., we drop the subscript L2(ω) when the
domain ω = Ω. We consider the weak form: find x ∈ X and λ ∈ C
such that,
(2.5) a(x, y) = λ b(x, y),
for all y ∈ X where the bilinear forms a and b are defined as
a ((x1, x2), (y1, y2)) = k(x1, y1) + (x2, y2)(2.6)
b ((x1, x2), (y1, y2)) = −d(x1, y1)− (x2, y1) + (x1, y2).(2.7)
Here several different choices are possible. The damping can be kept
in the left hand side and the relation given by variations over y2 can
be done using other bilinear forms or expressed in matrix wording, by
any invertible matrix. Our choice is common in the literature and fits
our error analysis. For further discussion see, e.g., [4].
We note that with this choice a is real, bounded and coercive, and b
is real and bounded. Under these assumptions there are unique linear
bounded operators A : X → X and A∗ : X → X satisfying,
a(Ax, y) = b(x, y), ∀y ∈ X,(2.8)
a(x,A∗y) = b(x, y), ∀y ∈ X,(2.9)
see [1].
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The analysis in this paper considers an isolated eigenvalue µ of A
of algebraic multiplicity r. Note that if λ is an eigenvalue of Equa-
tion (1.1) then µ := λ−1 is an eigenvalue of A. The invariant subspace
corresponding to an eigenvalue µ is defined as follows. Given a circle
Γ ∈ C in the resolvent set of A enclosing only the eigenvalue µ, set
(2.10) E :=
1
2pii
∫
Γ
(z − A)−1 dz.
We note that E : X → X is a projection operator. By R(E) we
denote the range of the subspace projection. The elements of R(E) are
generalized eigenfunctions fulfilling a(xj, y) = λb(xj, y) + λa(xj−1, y),
where x1 is an eigenfunction of A with eigenvalue λ, see [1] page 693.
It is also natural to introduce the adjoint invariant subspace projection
(2.11) E∗ =
1
2pii
∫
Γ
(z − A∗)−1 dz.
Remark 2.2. The linearization can also be done on the matrix formula-
tion of the problem, Equation (1.1). The resulting matrix, correspond-
ing to the linear map A, is
(2.12)
[
K 0
0 M
]−1 [ −D −M
M 0
]
=
[ −K−1D −K−1M
I 0
]
.
3. Generalized finite element approximation
We present a GFEM for efficient approximation of the eigenval-
ues and eigenspaces of the discrete model problem present in Equa-
tion (2.4). We will use the two scale decomposition introduced in
[19, 20].
3.1. Orthogonal decomposition. We want to decompose V FEh into
a part of same dimension as V FEH and a remainder part. To this end
we first introduce the remainder space,
Vf := kernel
(IH) ⊂ V FEh ,
representing the fine scales in the decomposition. The orthogonaliza-
tion of the decomposition with respect to the bilinear form (κ∇·,∇·)
yields the definition of a modified coarse space V LODH .
Given u ∈ V FEh , define the fine scale projection operator Pfu ∈ Vf as
solution to
(3.1) (κ∇Pfu,∇v) = (κ∇u,∇v) for all v ∈ Vf .
The existence of Pf follows directly from the properties of κ and Vf .
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Lemma 3.1 (Orthogonal two-scale decomposition). Any function v ∈
Vh can be decomposed uniquely into v = vc + vf , where
vc = Pcv := (1− Pf)v ∈ (1− Pf)VH =: V LODH
and
vf := Pfv ∈ Vf = kernel IH .
The decomposition is orthogonal, (κ∇vc,∇vf ) = 0.
Proof. See Lemma 3.2 in [20]. 
Remark 3.1. The choice of the interpolant IH affects the generalized
finite element space since it affects Vf . Our particular choice of IH leads
to the L2(Ω)-orthogonality of VH and Vf and this can be exploited in
connection with the bilinear form b(·, ·). However, other choices are
possible [22, 6, 23, 11].
3.2. Construction of basis and localization. Given the basis {φz}z∈NH
of VH , the natural basis for V
LOD
H in the light of Equation (3.1) is given
by
{φz − Pfφz}z∈NH ;
see [19, 20] for a detailed discussion of this construction. We note that
the basis functions φz−Pfφz have global support in Ω. However, it was
proven in [19] that the corrected basis functions decay exponentially
(in terms of number of coarse elements) away form the support of φz;
see Figure 1 for an illustration. This decay allows the truncation of the
computational domain of the corrector problems to local subdomains
of diameter `H roughly, where ` denotes a new discretization param-
eter - the localization (or oversampling) parameter. The obvious way
would be to simply replace the global domain Ω in the definition of the
fine scale correction (3.1) with suitable neighborhoods of the nodes z.
This procedure was used in [19]. However, it turned out that it is ad-
vantageous to consider the following slightly more involved technique
based on element correctors [14, 13].
We assign to any T ∈ TH its `-th order element patch ωT,` for a posi-
tive integer `; see Fig. 2 for an illustration. We introduce corresponding
truncated function spaces
Vf(ωT,`) = {v ∈ Vf : supp(v) ⊂ ωT,`}.
Given any nodal basis function φz ∈ V FEH , let ψz,`,T ∈ Vf(ωT,`) solve
the localized element corrector problem
(κ∇ψz,`,T ,∇w) = (1Tκ∇φz,`,T ,∇w) for all w ∈ Vf(ωT,`),
where 1T denotes the indicator function of the element T . Note that
we impose homogeneous Dirichlet boundary condition on the artificial
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Figure 1. Standard nodal basis function φz with re-
spect to the coarse mesh TH (top left), corresponding
ideal corrector Pfφz (top right), and corresponding cor-
rected basis function φz − Pfφz (bottom left). The bot-
tom right figure shows a top view on the modulus of the
basis function φz−Pfφz with logarithmic color scale to il-
lustrate the exponential decay property. The underlying
rough diffusion coefficient A is depicted in Fig. 4 (left).
boundary of the patch which is well justified by the fast decay. Let
ψz,` :=
∑
T∈TH :z∈T φz,`,T and define the truncated basis function
φz,` := φz − ψz,`.
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Figure 2. Element patches ωT,` for ` = 1, 2, 3 (from
left to right) as they are used in the localized corrector
problem (3.2).
The localized coarse space is then defined as the span of these corrected
basis functions,
V LODH,` := span{φz − ψz,` | z ∈ NH}.
Because of the exponential decay of Pfφz the H1(Ω)-error Pfφz − ψz,`
can be bounded in terms of Hk (for any k) if ` = C k log(H−1), i.e., if
the diameter of the patches are of size C kH log(H−1) [19, 20, 14].
3.3. A best approximation result. We will use the approximation
properties of the space V LODH,` on several occasions in the error analysis
in the next section.
Lemma 3.2. Let m1,m2 : V
FE
h ×V FEh → R be bounded bilinear forms
and let C, δ1, δ2 ≥ 0 be such that, for all w ∈ V FEh ,
m1(v, w − IHw) ≤ CHδ1‖v‖‖
√
κ∇w‖,
m2(v, w − IHw) ≤ CHδ2‖
√
κ∇v‖‖√κ∇w‖.
Furthermore, let zj ∈ V FEh (j = 1, 2) solve
(κ∇zj,∇v) = mj(f, v), for all v ∈ V FEh ,
and let zjH,` ∈ V LODH,` solve
(κ∇zjH,`,∇v) = mj(f, v), for all v ∈ V LODH,` ,
with ` = C(δj) log(H
−1) chosen appropriately. Then it holds that
‖√κ∇(z1 − z1H,`‖ ≤ CHδ1‖f‖,
‖√κ∇(z2 − z2H,`‖ ≤ CHδ2‖
√
κ∇f‖.
Proof. The proof follows from the statement and proof of [19, Theo-
rem 4.1] but, for a complete proof, see also in [18, Lemma 3.2]. The
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dependency of the constant C(δj) in the relation ` = C(δj) log(H
−1) is
also discussed there. 
3.4. The proposed method. We are ready to present the approxi-
mation of the quadratic eigenvalue problem. Again, we use an operator
formulation based on AH , A
∗
H : X → XLODH,` = V LODH,` × V LODH,` . Given
x ∈ X, AHx ∈ XLODH,` and A∗Hx ∈ XLODH,` are characterized by
a(AHx, y) = b(x, y) for all y ∈ XLODH,` ,(3.2)
a(x,A∗Hy) = b(x, y) for all y ∈ XLODH,` .(3.3)
We denote by {µiH}rHi=1 the eigenvalues of AH that approximate an
eigenvalue µ of the operator A from (2.8). The corresponding invariant
subspace is denoted R(EH). Given a circle ΓH ∈ C in the resolvent set
of AH enclosing the eigenvalues {µiH}rHi=1, let,
(3.4) EH =
1
2pii
∫
ΓH
(z − AH)−1 dz.
We note that EH : X → XH is a projection operator, just as its
reference counterpart E defined in (2.10).
3.5. Complexity. Let NH = |NH | be the degrees of freedom in the
coarse finite element mesh TH and Nh = |Nh| the degrees of freedom
in the coarse finite element mesh TH . The computation of the mul-
tiscale basis V LODH,` , using vertex patches of diameter H log(H
−1), is
proportional to solving NH (independent) Poisson type equations of
size (Nh log(NH))/NH . Then one quadratic eigenvalue problem of size
NH need to be solved. Since the convergence rate is typically high (as
seen in the numerical experiments) NH can be kept small leading to
a very cheap system to solve. This should be compared to solving a
quadratic eigenvalue problem of size Nh.
4. Error analysis
In this section we study convergence of the coarse GFE approxima-
tion to the discrete reference solution. We shall emphasize that our
error analysis is fully discrete and does not rely on any regularity as-
sumptions on the PDE eigenvalue problem in the limit h → 0. In the
presence of rough coefficients, this will lead to sharp rate. However, for
smoother problems, the worst-case nature of our analysis is presumably
a bit pessimistic.
Recall that the space X = V FEh × V FEh is equipped with the product
norm ‖x‖2X = ‖
√
κ∇x1‖2 + ‖x2‖2.
GFEM FOR QUADRATIC EIGENVALUE PROBLEMS 11
Assumption B. We assume that the bilinear form d associated with
the damping is real and bounded and that there exist C > 0 and
0 < γ ≤ 2 such that
(4.1) |d(v, w − IHw)| ≤ CHγ‖∇v‖‖∇w‖ for all v, w ∈ V FEh .
We follow the theory presented in [1], which is in turn based on [21].
Note that the constants in the analysis are independent of variations
in κ.
Lemma 4.1. Assumptions (A) and (B) imply
‖A− AH‖X,X ≤ CHmin(1,γ),
‖A∗ − A∗H‖X,X ≤ CHmin(1,γ).
Furthermore,
‖(A− AH)|R(E)‖X,X ≤ CHγ
‖(A∗ − A∗H)|R(E∗)‖X,X ≤ CHγ
Proof. Given x = (x1, x2) ∈ X, y = (y1, y2) = Ax ∈ X satisfies y2 = x1
and
(4.2) (κ∇y1,∇v) = −d(x1, v)− (x2, v) for all v ∈ V FEh .
We let AHx =
[
yH1
yH2
]
where yH2 = Qcx1, Qc being the L
2-projection
onto V LODH,` , and y
H
1 solves,
(4.3) (κ∇yH1 ,∇v) = −d(x1, v)− (x2, v), ∀v ∈ V LODH,` .
We apply Lemma 3.2 twice (with δ1 = γ and δ2 = 1) and conclude
(4.4) ‖∇(y1 − yH1 )‖ ≤ C(Hγ‖
√
κ∇x1‖+H‖x2‖),
with C > 0 independent of H. Furthermore,
‖y2 − yH2 ‖ = ‖x1 −Qcx1‖ ≤ CH‖∇x1‖.
In summary, for any x ∈ X it holds,
(4.5) ‖(A− AH)x‖X ≤ CHmin(1,γ)‖x‖X .
Similar arguments gives the bound for ‖A∗−A∗H‖X,X . This proves the
first part of the lemma.
Let µ be an eigenvalue of multiplicity r with corresponding eigen-
vector x with components x11 and x
1
2. Further let x
j
1 and x
j
2 denote the
two components of its generalized eigenfunctions with j ≤ r fulfilling
a(xj, y) = λb(xj, y) + λa(xj−1, y);
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see [1, p. 693]. We have that
xj2 =
j−1∑
i=1
λixj−i+11 + λ
j−1x11
and also that, for all 2 ≤ j ≤ r,
‖√κ∇xj−11 ‖ ≤ C‖
√
κ∇xj1‖.
Hence,
‖√κ∇xj2‖ ≤ C‖
√
κ∇xj1‖.
Applying Lemma 3.2 twice with δ2 = γ and δ2 = 2 and using that
(IHx2, vf ) = 0, we get for any x ∈ R(E) with y = Ax and yH = AHx
that
‖√κ∇(y1 − yH1 )‖2
≤ C (Hγ‖√κ∇x1‖+ CH2‖√κ∇x2‖) ‖√κ∇(y1 − yH1 )‖
≤ C(Hγ +H2)‖√κ∇x1‖‖
√
κ∇(y1 − yH1 )‖.
Since γ ≤ 2, we conclude that
(4.6) ‖(A− AH)x‖X ≤ CHγ‖x‖X .
Similar arguments yield the bound for ‖(A∗ − A∗H)|R(E∗)‖X,X . 
Lemma 4.1 shows that the approximate operator AH converges in
norm, with rate Hmin(1,γ), to A. Therefore also the spectrum con-
verges. Given the circle Γ in the complex plane only containing the
isolated eigenvalue µ for sufficiently small H the approximate eigen-
values µjH will also be inside Γ; see [26]. However, a quantification
of what sufficiently small means is difficult as it depends also on the
unknown spectrum and, in particular, the sizes and the separation of
the eigenvalues. For a given range of coarse discretization parameters,
we will, hence, have to assume that a curve Γ exists that contains only
µ and µjH , j = 1, . . . , r, or expressed in an other way, that the curve
ΓH in Equation (3.4) may be chosen equal to Γ.
Assumption C. Given h and an eigenvalue µ, we assume that there
exists H0 > h such that for all h ≤ H ≤ H0 the curve ΓH in Equa-
tion (3.4) only containing the eigenvalues µjH , j = 1, . . . , r can be chosen
equal to Γ which contains only µ.
We will comment further on this assumption in the numerical exam-
ples. For the subsequent error analysis it means that the results are
only valid in the regime h ≤ H ≤ H0.
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Lemma 4.2. The Assumptions (A), (B), and (C) imply that, for
all sufficiently small H, ‖(E − EH)|R(E)‖X ≤ CHγ, dim(R(E)) =
dim(R(EH)), and
δˆ(R(E), R(EH)) ≤ CHγ,
where the gap δˆ(M,N) betweenM andN is defined as max(δ(M,N), δ(N,M))
with δ(M,N) := sup
x∈M :‖x‖=1
dist(x,N).
Proof. From the definition of Γ there exists a constant C ′ such that,
(4.7) max
z∈Γ
‖(z − A)−1‖X,X ≤ C ′.
Furthermore, using Lemma 4.1,
‖(z − AH)x‖X ≥ |‖(z − A)x‖X − ‖(A− AH)x‖X |
≥ C ′‖x‖X − CHmin(1,γ)‖x‖X
≥ C
′
2
‖x‖X ,
which holds if CHmin(1,γ) < C
′
2
. Therefore, we have for each x ∈ R(E),
‖(EH − E)x‖X ≤ (2pi)−1
∫
Γ
‖((z − AH)−1 − (z − A)−1x‖X |dz|
(4.8)
≤ (2pi)−1
∫
Γ
‖(z − AH)−1(AH − A)(z − A)−1x‖X |dz|
≤ (2pi)−1
∫
Γ
‖(z − AH)−1(AH − A)(z − A)−1x‖X |dz|
≤ CHγ.
Here, we have used Lemma 4.1 and ΓH = Γ (Assumption (C)). By
choosing H so that CHγ ≤ 1
2
we have
‖EH |R(E)‖X,X ≤ 3/2 and ‖(EH |−1R(E)‖X,X ≤ 2,
i.e., EH |R(E) is one-one. This implies dim(R(E)) = dim(R(EH)). From
Equation (4.8) we see that
δ(R(E), R(EH)) ≤ CHγ.
If CHγ < 1 it follows from [16] (see also [1, Theorem 6.1]) that
δ(R(EH), R(E)) = δ(R(E), R(EH)) and, hence, the assertion. 
We are now ready to present the main theorem of the paper about
the error in the eigenvalues.
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Theorem 4.3. Let µ be an isolated eigenvalue of A of algebraic multi-
plicity r and ascent α, with associate invariant subspace R(E). Under
assumption (A), (B), and (C), for sufficiently small H it holds,
(4.9) |µ− µjH | ≤ CH
2γ
α , j = 1, . . . , r.
Proof. Let {φi}ri=1 span R(E) and {φ∗i }ri=1 span R(E∗), both normal-
ized in L2(Ω). Lemma 4.2 is valid and therefore Theorem 7.3 in [1]
gives,
|µ− µjH |α ≤ C
r∑
i,j=1
|a(A− AH)φi, φ∗j)|
+ C‖(A− AH)|R(E)‖X,X‖(A∗ − A∗H)|R(E∗)‖X,X .
The second term has been bounded in Lemma 4.1. The first term
remains. Using Galerkin Orthogonality we can subtract any y ∈ XLODH,`
in the right slot. Using Lemmas 4.1 we get,
a((A− AH)φi, φ∗j) ≤ ‖(A− AH)|R(E)‖X,X inf
z∈XLODH,`
sup
x∈R(E∗)
‖x− z‖X
≤ CHγ inf
z∈XLODH,`
sup
x∈R(E∗)
‖x− z‖X .
Here Lemma 3.2 applies with δ2 = γ. We also note that similar to the
proof of the second part of Lemma 4.1 we have ‖√κ∇x2‖ ≤ C‖
√
κ∇x1‖
for xj ∈ R(E∗) and therefore,
inf
z∈XLODH
sup
x∈R(E∗)
‖x− z‖X ≤ CHγ.
The theorem follows. 
Remark 4.1. The theorem states a similar result as Theorem 8.3 in [1]
but for this specific method. Also a result similar to Theorem 8.2 in
[1] can be derived in the same way. It holds,∣∣∣∣∣∣µ−1 −
(
1
r
r∑
j=1
µjH
)−1∣∣∣∣∣∣ ≤ CH2γ.
5. Numerical Experiments
In all subsequent experiments, we let Ω = [0, 1]2 and we consider
nested uniform rectangular triangulations (as depicted in Figure 3)
on all scales. The fine reference scale will be fixed throughout by
the choice h = 2−8.5. The coarse mesh size will typically varies,
H = 2−1.5, 2−2.5, 2−3.5, 2−4.5, 2−5.5. The corresponding finite element
spaces are V FEMH ⊂ V FEMh . For each of these spaces we construct the
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Figure 3. Uniform triangulations of the unit square
with H = 2−0.5, 2−1.5 as they are used in the numerical
experiments.
Figure 4. Coefficients in the numerical experiments of
Section 5.1. Left: Constant diffusion coefficient. Mid-
dle: Rapidly varying diffusion diffusion. Right: Weight
function for mass-type damping.
corresponding LOD spaces V LODH,` with a certain choice of the localiza-
tion parameter `. Throughout the numerical experiments, we plot the
relative error for the eight smallest (magnitude) eigenvalues. For the
solution of the algebraic eigenvalue problems, we use the MATLAB
built-in eigenvalue solver eigs with tolerance 1e-10.
5.1. Smooth mass-type damping. We consider damping by a mod-
ified mass matrix associated with the bilinear form
(5.1) d(v, w) =
∫
Ω
(1 + sin(10x1))v(x1, x2)w(x1, x2) d(x1, x2).
Clearly,
|d(v, w − IHw)| ≤ CH2‖
√
κ∇v‖‖√κ∇w‖,
i.e., Assumption (B) holds with γ = 2.
To begin with, let κ = 1. Figure 5 shows the convergence rate of the
8 smallest (complex conjugate) eigenvalues as a function of the coarse
mesh size. We observe a convergence rate of H6 which is more than
we expect from the theory (H2γ = H4 for simple eigenvalues). This
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Figure 5. First numerical experiment in Section 5.1 for
constant diffusion and smooth damping weight depicted
in Fig. 4 (left and right). Left: Relative eigenvalue er-
rors vs. coarse mesh size H with localization parameter
` = d3 log(H−1)e. Right: Illustration of eigenvalue con-
vergence as H decreases.
may be related to the high regularity of the underlying PDE eigenvalue
problem which we do not take advantage of in the analysis.
In the second numerical example we let κ be a piecewise constant
function on a 64×64 uniform grid depicted in Figure 4. In every square
element we pick on value from the uniform distribution U([0.003, 1]).
This gives a deterministic rapidly varying diffusion coefficient with as-
pect ratio over 300, see Figure 4 (middle). We keep the rest of the
setup the same, i.e., d is still chosen as in Equation (5.1). In Figure 6,
we see that we get the H4 convergence as predicted by the theory. The
same convergence rate was also detected for the corresponding linear
eigenvalue problem in [20].
5.2. Discontinuous mass-type damping with composite mate-
rial configuration. We now consider a situation where κ jumps be-
tween two values in the domain, namely,
κ =
{
1 in Ω1,
α in Ω \ Ω1.
This models a composite with two different materials. We pick the
domain Ω to be the union of a periodic array of square inclusion as
depicted in Figure 8 (left). We assume that the damping has the same
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Figure 6. Second numerical experiment in Section 5.1
for rough diffusion and smooth damping weight depicted
in Fig. 4 (middle and right). Left: Relative eigenvalue
errors vs. coarse mesh size H with localization param-
eter ` = d3 log(H−1)e. Right: Illustration of eigenvalue
convergence as H decreases.
Figure 7. Coefficients in the numerical experiments of
Sections 5.2–5.3. Left: Discontinuous diffusion coeffi-
cient. Middle: Discontinuous weight function for mass-
type damping. Right: Discontinuous weight function for
stiffness-type damping.
structure represented by the coefficient
κ˜ =
{
β in Ω1,
µ in Ω \ Ω1,
and we study mass type damping represented by the κ˜-weighted L2
scalar product
d(v, w) = (κ˜v, w).
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Figure 8. Numerical experiment in Section 5.2 for dis-
continuous diffusion and discontinuous mass-type damp-
ing depicted in Fig. 7 (left and middle). Left: Relative
eigenvalue errors vs. coarse mesh size H with localiza-
tion parameter ` = d3 log(H−1)e. Right: Illustration of
eigenvalue convergence as H decreases. Note that the
eigenvalues λ3, λ5 (resp. λ4, λ6) are clustered and can
hardly be distinguished in the plot.
Note that in this case,
d(v, w − IHw) ≤ CH‖v‖‖
√
κ∇w‖,
i.e., γ = 1. Hence, our theory predicts only convergence of order H2.
We can not immediately get a higher rate since κ˜ is not differentiable.
We let α = µ = 0.1 and β = 1.1. This is an academic choice used
to test the numerical methods presented in the paper. Figure 8 shows
the convergence of the error as the dimension of the coarse multiscale
space depending on the coarse mesh size. The rate increases with the
size of the system and we still observe H4 convergence.
In the error analysis, we have assumed that the eigenvalues are
isolated and that the approximate eigenvalues are found in a neigh-
borhood of the exact ones. This was formulated in Assumption (C)
above. While this assumption could be verified a posteriori in the
previous experiments with semi-simple and well-separated eigenvalues
(cf. Figures 5(right), 6(right)), we now observe clustered eigenvalues
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Figure 9. Numerical experiment in Section 5.3 for dis-
continuous diffusion and discontinuous mass-type damp-
ing depicted in Fig. 7 (left and right). Left: Relative
eigenvalue errors vs. coarse mesh size H with localiza-
tion parameter ` = d2 log(H−1)e. Right: Illustration of
eigenvalue convergence as H decreases. Note that the
eigenvalues λ3, λ5 (resp. λ4, λ6) are clustered and can
hardly be distinguished in the plot.
and the violation of Assumption (C) on the coarsest meshes (cf. Fig-
ure (8)(right)). Still, the quality of the approximate spectrum is com-
parable to the previous experiments.
5.3. Discontinuous stiffness-type damping. Now we consider stiff-
ness type damping,
d(v, w) = (κ˜∇v,∇w).
We let α = 0.1, µ = 0.015, and β = 0.006. In Figure 9, we see
the convergence of the error as the coarse mesh size decreases. The
parameter γ in Assumption (B) is equal to zero for discontinuous κ˜
so that the theory does not predict any rate of convergence. Still, we
detect O(H4/3) convergence roughly with pre-asymptotic effects only
on the coarsest grid. Again, this may be related to the regularity of the
underlying PDE eigenvalue problem which we do not take advantage
of in the analysis.
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6. Conclusion
We present an efficient numerical procedure applicable for a class of
quadratic eigenvalue problems, discretized using conforming P1 finite
elements. The main idea is to construct a low dimensional subspace of
the finite element space that capture crucial features of the problem.
In particular we consider problems with rapid data variation, model-
ing for instance composite materials. The numerical results are very
promising. High convergence rates without pre-asymptotic regime are
detected. This indicates that already low dimensional GFEM spaces
give sufficient accuracy in the eigenvalue approximation. Therefore,
the task of solving a very large quadratic eigenvalue problem can be
replaced by the task of solving of many localized independent linear
Poisson type problems followed by one small quadratic eigenvalue prob-
lem. This conclusion was also made for linear eigenvalue problems in
[20] and eigenvalue problems involving a non-linearity in the eigenfunc-
tion [12].
In the error analysis, we prove convergence with rate for the eigen-
values and eigenspaces. The result are based on classical works for
non-symmetric eigenvalue problems nicely summarized in [1] and re-
cent work of the authors for linear eigenvalue problems. The results
rely on qualitative assumptions on the size of H and the distribution of
the discrete and exact eigenvalues. Without explicit knowledge on the
structure of the damping, it seems to be difficult to avoid them or re-
place them with more quantitative assumptions. However we have not
yet observed any problems in the numerical experiments. A challenge
for future research would be to rigorously justify the numerical perfor-
mance in the targeted pre-asymptotic regime, at least for practically
relevant classes of damping.
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