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Abstract. In this paper, a new asymptotic theory is developed for nearly nonstationary autoregressive 
processes offirst and second order. A general model is investigated and a hypothesis testing method is 
proposed for it. In important special cases the limit distribution of the test statistic an be expressed 
in terms of functionals of simple diffusion processes. 
INTRODUCTION 
The question of determining whether a given autoregressive model is stationary or not is one 
of the most difficult problems. Having a realization for time series Xn, n = 1,2, ..., N, when can 
we say that the roots of characteristic polynomial lie inside the unit circle or some of them lie on 
the unit circle. Special problems arise when the real model is nearly nonstationary, i. e. some 
of the roots are close to one. All of these questions have been the subject of recent attention in 
the literature see e.g. Anderson [1], Dickey and Fuller [4], [5], Evans and Savin [6], [7], Arat6 [2], 
Phillips [10], Chan and Wei [3]. 
In these papers the first order AR model is examined, and the exact or the limiting distribution 
(often approximation) of the least squares estimator of parameters are given. 
The main purpose of this paper is to show the possibility of selection of two very similar 
processes. We can distinguish a stationary, but nearly nonstationary process from a nonstationary 
one. We give a method involving hypothesis testing to make this selection. The limit distribution 
of the likelihood ratio statistics will be given in different cases. 
2. ELEMENTARY MODELS AND MAIN PROBLEMS 
Let us consider the first order and the second order autoregressive processes 
Xn+dX, - l :Un  , X0=0 , Id l< l  , 
and 
X0:0  , 
where Un is a Gaussian white noise. 
Zn -{- d lXn-1  "{- d2Xn-2 = Un, 
]d i [~2 , Id21< 1, 
75 
(i) 
(2) 
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For the sake of brevity we denote the realizations of the processes (1) and (2) by the same way: 
XI ,X2 ,  .. . ,XN • 
Introducing the following notations (where ' means the transpose and only the non-zero elements 
of the matrices are indicated) 
Xt  : (X I ,X2 , . . . ,XN)  , V t  : (V l ,V2 , . . . ,Vg) ,  
D (1) _- 
(1 ) 
1 N dl 1 
d 1 ) , D (2) = d2 dl 1 , 
".. ".. . . .  ".. ".. 
d 1 d2 dl 1 
equations (1), (2) can be written on basis of the observations in the form 
D( ' )X  = U, 
D(2)X = U, 
respectively. 
Let us test the hypothesis, for the process (1), 
(3) 
(1') 
(29 
H : d = -1 ,  (*) 
(i.e. the process (1) is the simple random walk) against he alternative hypothesis 
A :  d=- l+5 (g) , 5 (g )>0,  (**) 
and the hypothesis, for the process (2), 
H:  
A:  
where 6(N) , 5~ N) , 
difference quation 
dl =-2  , d2= 1, ( ,)  
dl -2  -q- 6~ N) d2 1 + 5~ N) 5 (N) 5 (g) : , : , 1 ' 2 > 0, (~k"k) 
6~ N) converge to 0 as N --* ~ . It is well-known that the stochastic 
X,  + d lX , -1  + ... + dpX,_p = U,~ 
has stationary solution if the rots ul , .  • • , up of the corresponding characteristic polinomial 
a(z) = zp + dlzP-' +. . .  + dp_lz + dp 
lie inside the unit circle. In this case the autoregressive process Xn is said to be stationary. If at 
least one of the roots lies on the unit circle then the process is not stationary. In the first order 
case the hypothesis (,)  means practically the unique nonstationary case. In the case of second 
order process the region of stationarity as a function of the coefficients i a triangle on the plane. 
The boundary lines mean the nonstationary places. Taking into account hese considerations we 
can test some pairs of hypotheses of different ype depending how the constant coefficients are 
chosen. 
If the alternative hypothesis is true, and 
6(N) 7 m 
N'  
5~N) _ 71 N + 72 , 5~N) _ 71~ + 7~ "n72 
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then the zeroes of the characteristic polynomial are 
m=l -~ 
N' 
and 
~I  = 1 "~I 72 
respectively. 
In the case when the hypothesis (,) is true all of these zeroes are equal to 1. In the alternative 
cases (**) the process Xn  is called nearly nonstationary. This notion was introduced by Chan 
and Wei [3]. The hypothesis problem for the process (1) was examined by Noak and Piterbarg 
[9]. 
We should remark that there exist very important other experimental problems related to such 
kind of hypothesis for processes (i), and (2). For instance, to investigate the explosive case, or 
to test the basic hypothesis against an oscillating process; i.e., to solve the problem of complex 
roots. In the last case we can not get such an attractive result as in the case of real roots, and 
the required method is also different• These problems will be investigated and published in an 
other paper of the author. 
Using the matrix forms (1') (2') and introducing the notations 
Dlo= 
D~= 
- 1 1 n t  - 1 + 6(N) 1 
"• .  " . .  . . . . . . . . . . . .  ' 
-1 0 -1 + 6(N) 1 
0 
1 
-2 1 
0 
1 
-2 
1 
0 
1 
-2 
1 
• ° • 
• ° • 
1 -2  
1 
I 0 
D2N = 1 + ~N) --2 + ¢5~ N) 1 
o I+C  -2+C  1 
the hypothesis and its alternative hypothesis can be written in the form 
H: Di = Dio , D~X = U, 
(4) 
and 
A: Di = D~v , 
respectively. This second hypothesis means 
DiN X = U 
D~v = D~ + A}v , 
, (i = 1,2),  
where the matrices A~v , A~v have the form 
• " o " "  
\ 
0 0°) 
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In all cases the inverse of the covariance matrix can be got 
(Rio) - '  i = Do Do,  and (R~v) -1 = DNDN i 
respectively. 
Furthermore, 
det(D~) = det(D~v), 
and (from this it follows that) 
det((R~) -1) = det((R~v) -1) , (i = 1,2). 
It is sufficient o write only the main part of the likelihood ratio, omitting the constant erms. 
Without the upper index i we have 
-~AA (X) = exp ( - -1X'RolX + 2X'RN1X). (5) 
After simple transformations we get 
PA (X) = exp - X'D'oDoZ + X'(Do + AN)' (Do + AN)X 
=exp ( I  (xtA~DoX + X'D~oANX-b X'A~/XNX)). 
If the hypothesis H is true then DoX = U and 
Pp: (X )= exp (~((ANX)'U+U'(ANX)+ (ANX)t(ANX))). (6) 
Taking into account hat if the alternative hypothesis A is true then DNX = U and in a similar 
manner we get 
PHpA (X )= exp ( I  ((ANX)tU + U'(ANX) - (ANX)'(ANX))). (7) 
3. A GENERAL MODEL AND THE MAIN THEOREM 
In this part we consider a more general model including (1) and (2). We test a new hypothesis, 
and our results help to solve the particular problems (*) and (~¢*). 
Let X ~ = (X1,X~, ...,XN) denote the consecutive observations for a discrete time Gaussian 
stochastic process. Let us assume that EXn = 0 , n = 1,2, ..., N. The hypothesis 
H : DoX = U (+) 
will be tested against he alternative hypothesis 
A: DNX = U , (++) 
where U' = (U1,0"2, ..., UN) is a Gaussian vector with independent components, Do and DN are 
lower triangular matrices of dimension N x N and 
DN = Do + AN, 
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where AN is a lower triangular matrix of dimension N x N with zero diagonal elements and 
(AN) i j  ~ O, as n ---* oo, i , j  = 1,2, ...,N. Consequently 
det (Do) - det (DN) • 
We should like to investigate the asymptotic behaviour of likelihood ratio. Therefore, introduce 
the following notation: 
PH(Xx, X2,..., XN)  
LN =2"log PA(X I ,X2 , . . . ,XN) '  (8) 
where P. (X1,..., X~v) is the main part of the density function. 
The inverse covariance matrices have the form 
Ro -1 = D~oDo , RN 1 = D'NDN, 
and 
LN -" X'R~vlX - X 'Ro lX  -- (ANX)tU  + U ' (ANX)  + (ANX) t (A IvX)  (9) 
Let us denote by (ANX)k the k-th component of the vector ANX, k = 0, 1, ..., N , and suppose 
that ( A N X )o = O. 
With the notations and assumptions already adopted we state the following assertion: 
THEOREM. Consider the Gaussian process 
z}  u) = (10) 
on the closed interval [0,1]. 
I f  one of the hypothesis (4") or its alternative (++) is true, then the process Z~ N) converges 
with probability 1 to a Gaussian process Zt , 0 < t < 1, and the sequence LN converges in 
distribution to the expression 
1 1 
2iZ, dWi:l:/Z~ dr, (11) 
o o 
where Wt is a Wiener process on the interval [0,1]. The sign of the second term depends on which 
hypothesis is true. 
PROOF. Let Wt be a standard Wiener process on [0,1]. Define the vector/] as follows 
, 
One can see that U has the same distribution as U, and consequently the distributions of X and 
that of )( = D- Ib  " coincide provided that the hypothesis (+)is true. Let us denote by /~N the 
following expression: 
L.,'v = (ANX)'f) + f)'(ANX) + (ANX)'(AN)C). 
Then, on the one hand, the distributions of LN and of LN coincide for every N, and on the other 
hand, L N has the form 
1 1 
o o 
where z~ N) is a Gaussian process given by Wl. The convergence with probability 1of sequence 
~N) to the Gaussian process Z, holds under the above conditions (see [12]) and we get the 
formula (11) with minus sign in the case when the alternative hypothesis true. 
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We should remark that our only problem is to find the limit process Zt in the special cases (*) 
and (~).  
4. APPLICATIONS 
a) Let us return to our first hypothesis for the process (1). Denote by Zk the expression 
Z k = ~ (ANX)k = MtrN--~ Xk_ 1. 
Introducing the process 
vk = N-{Xk  , k= l ,2 , . . . ,N ,  (12) 
we get Zk = 7 vk , and for the limit continuous process the equation 
Z, = 7v, (13) 
will be satisfied. The validity of the hypothesis (*) involves the equations 
Xk -- Xk - l  = Uk , k = l ,2 , . . . ,N .  
After simple transformations and using (12) we get 
vt  -" W, .  (14) 
From (11), (13) and (14) the limit distribution of the likelihood ratio can be obtained in the form 
1 1 ox.(./., 
0 0 
In case of the alternative hypothesis (~)  from the equation 
we get 
7 Xk- -  (1 - -~)Xk- l  =Uk 
dvt + 7 v, dt = dWt. 
Hence, the limit distribution of the likelihood ratio has the form 
1 1 1 1 exP(Tivt dvt+-~T2 /v~ t dt) --exp(TjvtdW,- ~ 
0 0 0 0 
(16) 
(17) 
7172 xk-2) + Zk =v~(ANX)k - 'v / 'N(71+ 72 Xk-l + ")'1+72N 
7172 X "~ =V/~(71~V72 (Xk-l -- Xk-2) + "~-  k-2J. 
Let us notice that (16) is the differential equation for the elementary continuous Gaussian process, 
and (17) is exactly the Radon-Nikodym derivative of the measure generated by this process with 
respect o the Wiener measure. 
b) In case of the hypothesis testing in connection with the process (2) we get 
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The process vk will be introduced now in the form 
_.~ 
vk = N 2 X~. 
Hence 
Zk = (3'1 + 3'2) vk-t - vk-2 1 + 7172 vk-2. 
N 
For the limit continuous process we get 
! 
Zt : (T1 "J- 72)vt -}- 7172vt. 
The validity of the hypothesis (*) involves the equation 
Xk - 2Xk_ 1 + X~_2 = Uk. 
After simple transformations and using (18) we get 
dv~ = dWt. 
In the case of the alternative hypothesis (**) our initial equation is 
xk + (-2 + 
which can be written in the form 
(Xk - 2Xk_l + Xk-2) + 71 + .._....__22 
N 
Consequently, the limit has the form 
dv~ + (71 + 72) dvt + 7172 vt d t= dWt. 
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Xk-1 + (1 + 6~ N)) Xk-2 = Uk, 
3;172 (Xk-1 - Xk-2)  + 7 X ,_2  = U,. 
(18) 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
Summarizing our results concerning the hypothesis problem for the process (2) and using (11) 
we can say the following conclusion. 
If the hypothesis (*) is true, then the limit distribution of the likelihood ratio is 
1 1 
0 0 
1 1 i 
0 0 0 
where the process vt satisfies equation (22). Moreover, if the alternative hypothesis (,e#) is true 
then the limit distribution has also the form (25), and the process vt satisfies equation (24). 
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