We prove the overholonomicity of overconvergent F-isocrystals over smooth varieties. This implies that the notions of overholonomicity and devissability in overconvergent F-isocrystals are equivalent. Then the overholonomicity is stable under tensor products. So, the overholonomicity gives a p-adic cohomology stable under Grothendieck's cohomological operations.
Introduction
Let V be a complete discrete valuation ring of characteristic 0, with perfect residue field k of characteristic p > 0 and fractions field K. In order to define a good category of p-adic coefficients over k-varieties (i.e., separated schemes of finite type over Spec k) stable under cohomological operations, Berthelot introduced the notion of arithmetic Dmodules and their cohomological operations (see [Ber90] , [Ber02] , [Ber96b] , [Ber00] ). These arithmetic D-modules over k-varieties correspond to an arithmetic analogue of the classical theory of D-modules over complex varieties. Also, he defined holonomic F-complexes of arithmetic D-modules and conjectured its stability under the following Grothendieck's five operations: direct images (to be precise, morphisms should be proper at the level of formal Vschemes), extraordinary direct images, inverse images, extraordinary inverse images, tensor products (see [Ber02, 5.3 .6]). We checked that the conjecture on the stability of holonomicity under inverse images implies the others ones (see [Car05a] ).
In order to avoid these conjectures and to get a category of F-complexes of arithmetic D-modules which satisfies these stability conditions, the first step was to introduced the notion of overcoherence as follows: a coherent F-complex of arithmetic D-modules is overcoherent (in fact, the 'F', i.e. the Frobenius structure, is not necessary) if its coherence is stable under extraordinary inverse image (see [Car04] for the definition and [Car07d] for this characterization). We 1 A comparison theorem between relative log-rigid cohomology and relative rigid cohomology
Proof of the comparison theorem
In this section we only suppose that K is a complete field of characteristic 0 under the valuation |-| and the residue field k of the integer ring V is of characteristic p > 0. Let us fix several notation in rigid cohomology. For a formal V-scheme P of finite type, let P K be the Raynaud generic fiber of P which is a quasi-compact and quasi-separated rigid
||∂
[n]
# (e)||ξ |n| → 0 (as |n| → ∞) (1. 1. Let X # = (X, Z) and X ′ # = (X ′ , Z ′ ) be smooth formal V-schemes with relatively strict normal crossing divisors over T, let U, D, U # , U ′ , D ′ , U ′# as above, and let h : X ′ → X be a morphism over T such that
Suppose that h induces a log-morphism (h| U ′ ) # : U ′ # → U # . Then the inverse image h # * K E is a log-isocrystal on U ′ # /T K overconvergent along D ′ because h K induces a log-morphism of rigid analytic spaces between suitable strict neighborhoods by our assumption. Suppose furthermore that none of elements in Exp(E) (resp. Exp(E) gr ) is a p-adic Liouville number. Then the same holds for the inverse image h # * K E. Indeed, for a suitable choice of local coordiantes z i (1 ≤ i ≤ s) and z ′ j (1 ≤ j ≤ s ′ ) along normal crossing divisors Z and Z ′ of X and X ′ respectively, we have z i = u i z ′ Even if Exp(E) does not contained any positive integers, it might happen that some exponent of inverse image h # * K E is a positive integer. If we denote by Q ≥0 the monoid consisting of nonnegative rational numbers, then Exp(E) ∩ Q ≥0 is finitely generated as a monoid. Hence, if one takes a sufficiently large integer m, then Exp(E(mZ)) does not contained any positive rational numbers and the same holds for any inverse image h # * K E(mZ) as above.
2. Let h # : X ′ # → X # be a log-morphism such that h −1 (D) = D ′ and h −1 (Z) = Z ′ . Suppose that the underlying morphism h is finite étale. Note that local parameters of X # becomes local parameters of X ′ # . Then, for a log-isocrystal E ′ on U ′ # /T K overconvergent along D ′ , h # K * E ′ is a log-isocrystal on U # /T K overconvergent along D. Moreover, for an irreducible component Z i of Z such that Z i ⊂ D, the exponents of h # K * E ′ Z i coincide with the exponents of E ′ along h −1 (Z) (including multiplicities). In particular, Exp(h # K * E ′ ) = Exp(E ′ ). (See [ AB01, 6.5.4] .) The first part easily follows from our geometrical situation and we have rank ) Z is isomorphic to a direct sum of finite unramified extensions of K(Z) [[z] ]. We may replace the residue field K(Z) of K(Z) [[z] ] by its algebraic closure K(Z) since all exponents are contained in Z p and invariant under any automorphism of K(Z). Hence, the corresponding extension to
) Z is a direct sum of deg(h) copies of K(Z) [[z] ]. Now our second assertion is clear.
First we prove a special case. 
E which satisfies the overconvergent condition 1.1.0.2. Hence, there exist a strictly
for any (λ, η) ∈ Λ ξ,λ .
3
• Reduce to the local computations. 
of rigid analytic K-spaces, where the coordinate of D(0, 1 − ) is z as above under this isomorphism.
Under the isomorphism in (1),
In order to prove 1.1.7 (2), the condition λ > η is needed because of using f for the definition of ]T ∩U[ T,λ . Let S = Spm R be an integral smooth K-affinoid subdomain of
Since R is an integral K-Banach algebra, all complete K-algebra norms are equivalent [BGR84, 3.8.2, Cor. 4]. In order to prove the vanishing 1.1.6.2, it is sufficient to prove the vanishing
of hypercohomology for any such S by 1.1.7 (2) since ]T [ T =]Z[ Z is integral and smooth and Ω 1
module of rank 1 generated by dz z . The hypercohomology above can be calculated by
Here Tot means the total complex induced by the commutative bicomplex, the left top item in the bicomplex is located at degree (0, 0) and the horizontal arrows in the bicomplex are the natural injections. Indeed, the cohomological functor commutes with filtered direct limits since g λ,η is an affinoid morphism, and the vanishings H q (g More explicitly, the following formula 1.1.7.1 holds when E| g
(S) -module of rank r. We will prove the freeness in the next step 4 • . Put R-algebras
a n z n a n ∈ R, |a n | R µ n → 0 as n → ∞ for any µ < η
and define a norm on λ,η (S), E) over A R (η) such that the derivation along z is given by ∂ # (v) = vG for a matrix G with entries in A R (η). Then we have
(1. 
for any e ∈ M η and 0 < µ < 1, and (ii) any difference of exponents of (M, ∂ # ) along z = 0 is neither a p-adic Liouville number nor a non-zero integer.
Then there are a projective R-module L of finite type furnished with a linear
for any e ∈ L and 0 < µ < 1, where || -|| is a Banach R-norm on L, and an isomorphism
If M is a free O W -module in the proposition above, then the assertion is a part of the Christol's transfer theorem [Chr84, Thm. 2] and its generalization in [BC92] . The Christol's transfer theorem is in the case where R is a field K. By the argument in [BC92, 4.1], the transfer theorem also works on an integral K-affinoid algebra R. A part means that we consider solutions not in meromorphic functions but only in holomorphic functions. When M is free, one has a formal matrix solution by the hypothesis that any difference of exponents is not an integer except 0, and then all entries are contained in A R (ξ − ) because of the conditions (i) and (ii). With the notation as in 1.1.8, let us fix a finite injective morphism T l → R of K-affinoid algebras 1.1.9 (1). Considering the norm on R which is defined by the maximum of norms of tuples under an identity R ∼ = T m l by 1.1.9 (2), we regard M η as an
-module M η satisfies the hypothesis in 1.1.8 (see 2) and M η is a free A T l (η)-module 1.1.9 (2). Fix a basis v of M η over A T l (η) and let G η be a matrix with entries in A T l (η) such that ∂ # (v) = vG η . By applying a generalization of Christol's transfer theorem (as we explain after 1.1.8), there is an invertible matrix Y with entries in A T l (η − ) such that
where
Lemma 1.1.10. With the notation as above, the followings hold. 
The pair
(L η , N η ) is independent of the choices of η ∈ |K × | Q ∩ ]0, ξ[ up to canonical isomorphisms. Moreover, (M, ∂ # ) ∼ = (A T l (ξ − ) ⊗ T l L η , ∂ #N η ) for any η.
If we put H
Proof. With the notation in 1.1.10 and 1.1.11, take a free T l -module L of finite type furnished with an 
is free and is generated by v 1 , · · · , v r because of the maximum modulus principle [BGR84, 6.2.1, Prop.4]. Then it is enough to take ξ ′ = min i ξ ′ i .
Proof of 1.1.8. We may assume that any exponent of M along z = 0 is 0 by 1.1.12 and by twisting an object of rank 1 with a suitable exponent. We may also assume that M| W ′ ξ is a free O W ξ ′ -module for some ξ ′ ∈ |K × | Q ∩ ]0, ξ[ by 1.1.13. By applying the transfer theorem 1.1.8 for the free cases with the conditions (i) and (ii) , if one takes
where the vertical arrows are isomorphisms since M is locally free and the bottom horizontal arrow is an isomorphism by 1.1.10 (2) since all difference of exponents of
-homomorphism corresponding to β η via the isomorphisms above. We will prove that β is an isomorphism. In the case where R is a field, i.e., d = 1, β is an isomorphism since the support of an 
Let j be an integer. Then there is a monic polynomial g j
(x) ∈ Z p [x] of degree r − 1 such that (N − j)g j (N) + ϕ N ( j)I L = 0. Here I L is the identity of L.
If all of e 1 , · · · , e s are neither p-adic Liouville numbers nor positive integers, then (N − j) is invertible and, for any
λ m satisfies the assumption of 1.1.8 by the overconvergent condition in 2 • . Considering an admissible affinoid covering of S, we may assume that there is a basis of Γ(g
Since any proper values of G is not a positive integer,
r . Indeed, with the notation in 1.1.14 (1),
r by 1.1.14 (2). Hence, the cohomology groups in 1.1.7.1 vanish for any q and it implies the vanishing 1.1.6.2. 
There exists a basis v of M such that, if G is a square matrix with entries in
A R (ξ) defined by ∂ # (v) = vG, then G(0) =    G 1 (0) 0 . . . 0 G s (0)    by square matrices G 1 (0), · · · , G s (0) of degree m 1 , · · · , m
Let v i be a part of the basis as in (1) such that it corresponds to the i-th direct summand modulo z, that is,
Proof.
(1) follows from 1.1.11.
(2) The stability follows from (1). If we denote the matrix which represents the derivation of M ′ by G ′ , then
for P = zI m 1 0 0 I r−m 1 . Here I t is the identity matrix of degree t. The induced R-homomorphism
Proof of 1.1.15. We use the induction on the largest integral difference of exponents and its multiplicity. By 1.1.9 we may assume that M| W η is free for some
such that exponents are improved by 1.1.16. Indeed, we apply 1.1.16 to an exponents which is neither a positive integer nor 0 because of the condition c = 0. Since the support of M| W η /M ′ η is included in z = 0, one can glue M ′ η and M| W \{z=0} . Hence, the induction works.
We use the same notation in 5 • . Considering an admissible affinoid covering of S, we may assume that E| g −1 λ,µ (S) is free for some µ ∈ |K × | Q ∩ ]0, ξ m ] by 1.1.13 and, then, we can apply 1.1.15. Let E ′ be a locally free O g
(S) which is stable under ∂ # such that it satisfies the condition (1), (2) and (3) in 1.1.15. Now we calculate the difference of the local computation of cohomology between E and E ′ by the module version of the second form of 1.
and it is 0 by (3). Hence, the vanishing 1.1.6.2 for E follows from the vanishing for E ′ by 5 • .
This completes the proof of Proposition 1.1.4.
Proof of Theorem 1.1.1. By the same reason of 0 • in the proof of 1.1.4, we may assume c = 0 and have only to prove the vanishing
By theČech spectral sequence the problem of the vanishing is local on X and U as in 1 • in the proof of 1.1.4. We may assume that X is affine, D is defined by a single equation f = 0 in X for some f ∈ Γ(X, O X ), and there is a relatively local coordinate
by the same manners as in 2 • of the proof of 1.1.4 (resp. replacing
By the hypothesis of (E, ∇) there exist a strict neighborhood 
for a sheaf H of abelian groups on ]X[ X (see the proof of [Ber96a, 2.1.7]), we have a triangle
Hence we have only to prove the vanishing
by the induction on s. If Z 1 ⊂ D, the vanishing is trivial. Hence, we may assume that Z 1 is not included in D.
• Reduction to the case of sections.
Let us denote the formal affine space of relative dimension r over T by A r T . By our hypothesis there is a commu-
) and the composite of bottom arrows is the identity. Since the diagonal morphism ∆ :
of formal T-schemes, and define h : X → X (resp. g 1 : X → Z 1 , resp. g ′ : Z 1 → T, resp. g = g ′ • g 1 ) as in the diagram (resp. by the composition, resp. the canonical morphism). We identify ∆(Z 1 ) (resp. ∆(Z 1 )) with Z 1 (resp. Z 1 ), and denote the special fiber of X (resp. the complement of Z 1 , resp. the inverse image of U by h) by X (resp. Y 1 , resp. U). Z 1 is a smooth divisor over T and note that, étale locally, h −1 (Z) is a relatively normal crossing divisor. X # K denotes the formal V-scheme with a logarithmic structure over T K which is induced by the logarithmic structure of X # K , and 
The restriction of h K gives an isomorphism
) is removed, we get (1). The other assertion (2) (resp. (3)) follow from [Ber96a, 1.3.1] and the fact that h is étale (resp. and Z 1 ⊂ D). Proposition 1.1.18. With the notation as above, we have the followings.
If H is a sheaf of Abelian groups on ] X[ X , then
Rh K * Γ † ]Z 1 [ X (H) ∼ = h K * Γ † ]Z 1 [ X (H).
Let A and B be a sheaf of rings on ]X[ X and ] X[ X , respectively, with a morphism h
−1 K A → B of rings such that A| ]Z 1 [ X ∼ −→ B| ]Z 1 [ X under the isomorphism in 1.1.
(2). If H is an A-module, then the adjoint map
is an isomorphism of A-modules.
Proof. Let us define a functor
as same as in 2 • of the proof of 1.1.4, where
Then the same of 1.1.5 and 1.1.6 hold.
(
η (H) = 0 for any q ≥ 1 by 1.1.17 (2). Because the cohomological functor R q h K * commutes with filtered inductive limits by the quasi-compactness and quasi-separateness of h K , we have
, the assertion follows from 1.1.5 and 1.1.17.
Let ( E, ∇) be the inverse image of (E, ∇) by h k , i.e.,
where ∇ is the induced O ]T [ T -linear connection by ∇ because of the étaleness of h. We also denote the induced basis of 
If we put
) on E satisfies the overconvergent condition 1.1.4.2.
Proof. (1) easily follows from the fact E is locally free.
(2) It is enough to check the overconvergent condition for pr * 2K (E, ∇) along z 1 = 0. Fix a complete K-algebra norm on the affinoid algebra associated to ]X[ X . Then one can take a contractive complete K-algebra norm on the affinoid algebra associated to ]
2K E satisfy the inequality ||e|| Z 1 ×X ≤ ||e|| X for any e ∈ Γ(]U[ X,λ , E). The overconvergent condition for pr * 2K (E, ∇) along z 1 = 0 follows from the inequality.
Remarks 1.1.20. The connection ( E, ∇) satisfies the overconvergent condition 1.1.0.2. It should be called a log-
by 1.1.18. Hence we have only to prove the vanishing 
there is an isomorphism
One can easily see ( E, ∇ 1 ) satisfies the hypothesis (a) and (b) along z 1 = 0 in 1.1.1 by 1.1.17 and the overconvergent condition in 1.1.4, so that
for any q by 1.1.4. Hence,
This completes the proof of 1.1.1. 
Suppose furthermore that Z 1 ⊂ D and that E satisfies the conditions (a) and (b) in 1.1.1. Then Examples 1.1.22. Let X = P 1 V × Spf V P 1 V be a formal projective scheme over S = Spf V with homogeneous coordinates (x 0 , x 1 ), (y 0 , y 1 ), let Z 1 (resp. Z 2 ) be a divisor defined by x 1 = 0 (resp. y 1 = 0) in X and put Z = Z 1 ∪ Z 2 and X # = (X, Z). Let U be an open formal subscheme of X defined by x 0 = 0 and y 0 = 0, let z 1 = x 1 /x 0 , z 2 = y 1 /y 0 be the lift of coordinates of U, and let D be a closed subscheme of X defined by x 0 = 0 or y 0 = 0. For integers e > 0 and h ≥ 0, we define a log-isocrystal E on U # /S K of rank 2 overconvergent along
Indeed, since the exponents along Z 1 (resp. Z 2 ) are e and e (resp. 0 and h), the logarithmic connection satisfies the overconvergent condition and is overconvergent along D. Moreover, it satisfies the conditions (a) and (b) in 1.1.1. If g 1 : X → Z 1 is the second projection (note that the coordinate of Z 1 ∩ U is z 2 ), then
for m ≥ e by 1.1.4. Hence
is not always locally free. By 1.1.20.2 and using a spectral sequence, the dimensions of total cohomology groups are as follow:
3) if q = 2 (resp. and h = 0), 1 (resp.2) if q = 3 (resp. and h = 0), 0 if q = 1, 2, 3.
Cohomological operations of arithmetic log-D-modules
We will need later some basic properties on cohomological operations such as direct images and extraordinary inverses images by morphisms of smooth log-formal V-schemes. We follow here Berthelot's procedure on the study of arithmetic D-modules. We recall that in order to come down from the case of formal schemes to the case of schemes (the latter case is technically much better), the strategy of Berthelot was to develop a notion of quasi-coherence complexes on formal schemes (see [Ber02] ). We extend naturally below (see 1.2.2 and 1.2.3) this Berthelot's notion of quasi-coherence in the case of formal log-schemes. This will allow us for instance to check the transitivity of direct images and extraordinary inverse images (see 1.2.6), which is essential for our work.
First, let us fix some notation that we will keep in this section. Let T be a smooth formal scheme over V, h : X ′ → X be a morphism of smooth formal schemes over T, let Z (resp. Z ′ ) be a relatively strict normal crossing divisor of X (resp. X ′ ) over
X # → T the canonical morphisms, and h # : X ′# → X # the induced morphism of smooth formal log-schemes over T. We denote by h # i :
We check by functoriality that the sheaf B
, where the symbol 'l' means that to compute the inverse image by h i we choose the left structure of left D
. Before proceeding, let us state the following lemma that we will need to define the local cohomological functor with support in a closed subscheme (see 1.2.5). 
Proof. We denote by P n
the induced O X i -algebra for the left (resp. right) structure. Using the isomorphisms Hom
), we pose ε 
(Quasi-coherence, step I). Let B be a sheaf of
e. E (resp. F) is a bounded above complex of right (resp. left) D-modules. We pose:
, where ' * ' is either 'r' or 'l'.
• We pose D (m) 
Hence, a complex of
X (D)-quasi-coherent if and only if it is O X -quasi-coherent, if and only if it is V-quasi-coherent.
• We get a ( D (m)
. Also, we have 
(Quasi-coherence, step II). Let D (•)
X # (D) := ( D (m) X # (D))b Q ( D (•) X # (D)). Let E (•) = (E (m) ) m∈N ∈ LD −→ b Q ( D (•) X # (D)b Q ( D (•) X (D)) → LD −→ b Q ( D (•) X # (D)) induces the following one: LD −→ b Q,qc ( D (•) X # (D)) → LD −→ b Q,qc ( D (•) X (D)).
(Extraordinary inverse image, direct image, tensor product). Let
The following functors extend that which were already defined without log-structure.
• The extraordinary inverse image of E (•) by h # is defined as follows:
• The direct image by h # of E ′(•) is defined as follows:
• Let D be a divisor of X containing D. We pose:
X # (D)) the forgetful functor.
• When D or D ′ are empty, we remove them in the notation. Also, when
Using the remark [Ber96b, 2.3.5. 
(iii)], we get the isomorphism in LD
. Hence, by [Car06b, 1.1.8] and the associativity of tensor products, we deduce from 1.2.4.4 that we have a canonical isomorphism:
(we have omitted the forgetful functor).
Then we notice that (
1.2.5 (Local cohomological functor with support in a closed subscheme). Let X be a closed subscheme of X,
-module such that, for any integers n and n ′ , for any P ∈ D (m)
. With the formula 1.2.1.1, this implies that the sub-sheaf
which is computed using a resolution by injective D 
X # ) the local cohomology with strict compact support in X similarly to [Car04, 2.1-2]. Also, as for [Car04, 2.2.6.1], we have the canonical isomorphism:
Finally, since its is known (e.g., see [Car04, 2.2.1]) when
X # ) via the forgetful functor), for any divisor X of X, we get from 1.2.5.1 and 1.2.4.4 the exact triangle of localization of E (•) with respect to X as follows:
Similarly, we deduce from 1.2.5.1 that the usual rules of composition of local cohomological functors and MayerVietoris exact triangles holds (more precisely, see [Car04, 2.2.8, 2.2.16]).
(Transitivity)
. Let h ′ : X ′′ → X ′ be a second morphism of smooth formal schemes over T, let Z ′′ be a relatively strict normal crossing divisor of
We denote by X ′′# := (X ′′ , Z ′′ ) and h ′# : X ′′# → X ′# the induced morphism of smooth formal log-schemes over T. Then, we have the isomorphisms of functors:
Indeed, thanks to Berthelot's notion of quasi-coherence, we come down to the case of log-schemes, which is classical.
1.2.7.
Similarly to [Car06b, 1.1.9], we check the canonical isomorphisms of functors:
(1.2.7.1)
(Coherence and quasi-coherence). We pose
We have also the canonical functor lim 
. Then we get :
In the last isomorphism, we have removed the symbol "L" since the extension D †
-linear dual of E is well defined as follows (see [Car07a, 5.6]):
(1.2.9.1) 1.2.10 (Direct image by a log-smooth morphism). We suppose here that h # is log-smooth. Then, as for [Ber02, 4.2.1.1], we have the canonical quasi-isomorphism:
. This implies: Ω
(1.2.10.1)
Interpretation of the comparison theorem with arithmetic log-D-modules
We keep the notation of 1.2. First, we give in this section the following interpretation of convergent (F-)log-isocrystals on (X, Z) over S. Moreover, we translate theorem 1.1.1 and finally proposition 1.1.21, which will be respectively fundamental for the section 2.2 and 2.3. 
is an isomorphism.
Proof. Using 1.3.1 (and the first remark 1.3.2), we have only to apply the functor sp * in 1.1.1 (with E := sp * (E)).
Remarks 1.3.7. With the notation of 1.3.6, since Rg
, it follows from 1.2.10.1 and 1.2.5.2 that the fact that the morphism 1.3.6.1 is an isomorphism is equivalent to the fact that
We will see also that this is equivalent to the fact that g + (ρ) is an isomorphism. But first, we need to recall the construction of ρ. †
This canonical morphism is denoted by ρ :
(1.3.8.1)
• Finally, by [Car07a, 5.25], when E is furthermore a log-isocrystal on X # overconvergent along D, for any j = 0,
. This will be essential in the proof of 2.3.4. Remarks 1.3.9. With the notation 1.3.8, since the canonical morphism
modules is an isomorphism (this is obvious outside D ∪ Z and so we can apply [Ber96b, 4.3 .12]), the localization triangle of u D+ (E) with respect to Z is canonically isomorphic to
(1.3.9.1) Hence, RΓ † Z • u + (E) = 0 if and only if ρ is an isomorphism. We will need the following two lemmas of commutativity:
We have: 
Hence, using [Car07a, 5.1.2], we obtain:
and via [Car07a, 5.1.2], we get:
( D) (and also without #). This gives the following (D
, which furnishes the second isomorphism:
So we have checked:
. By 1.2.7.1, the second isomorphism was known (we can also use the second isomorphism of 1.3.10.2). Lemma 1.3.11. Let D be a second divisor of X,
We have:
Proof. By the exact triangle 1.3.9.1, this is sufficient to check that 
(1.3.13.2) By applying the functor Rsp * in the right term of 1.3.13.2, since Rsp * • Rg 1K * ∼ −→ Rg 1 * • Rsp * and using the first remark of 1.3.2, we get the complex 
(1.3.14.1) Definition 2.1.1. Let X be a smooth irreducible variety over Spec k, Z be a strict normal crossing divisor of X, and let E be a convergent isocrystal on X \ Z. We say that E is log-extendable on X if there exists a log-isocrystal with nilpotent residues convergent on the log-scheme (X, Z) (see [Shi02, 2.1.5, 2.1.6]) whose induced convergent isocrystal on X \ Z is E. When E is even an isocrystal on X \ Z overconvergent along Z then E is log-extendable if and only if E has unipotent monodromy along Z (see definition [Keda, 4.4 .2] and theorem [Keda, 6.4 .5]). 
. Then, we get by associativity of the tensor product:
On the other hand, by 1.3.8.1 (and, for the second isomorphism, since D †
, we get: Proof. This is equivalent to prove that RΓ † Z u + (E) = 0 (see 1.3.9.1). We proceed by induction on the dimension of X. 1 • How to use the case 2.2.3 of affine spaces.
Let x be a point of X and let Z 1 , . . . , Z r be the irreducible components of Z which contain x. By [Ked05, Theorem2], there exist an open dense subset U of X containing x and a finite étale morphism h 0 : U → A n k such that Z ∩ U = Z 1 ∩ · · · ∩ Z r and Z 1 , . . . , Z r map by h 0 to coordinate hyperplanes H 1 , . . . , H r . Since the theorem is local in X, we can suppose that U = X.
Let h : X → Spf V{t 1 , . . . ,t n } be a lifting of h 0 . Denote by H 1 , . . . , H n the coordinate hyperplanes of Spf V{t 1 , . . . ,t n }, H := H 1 ∪ · · · ∪ H r , Z ′′ := h −1 (H). Let Z ′ be the union of the irreducible components of Z ′′ which are not an irreducible component of Z. Denote by X #′ = (X, Z ′′ ), A n V = Spf V{t 1 , . . . ,t n }, A n# V = (Spf V{t 1 , . . . ,t n }, H), h # : X #′ → A n# V , w : A n# V → A n V , v : X #′ → X. We get the commutative diagram: 
induces the morphism of (D (m)
We get:
. 
. This implies: we obtain:
Then, we get by composition:
which is up to a shift the required isomorphism at the level m.
In particular, let Z We finish this section by checking that the conclusions of theorems 2.2.9 (and then 2.2.12) are stable under inverse image by smooth morphisms. 
