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EXACT CONSTANTS IN POINCARE´ TYPE
INEQUALITIES FOR FUNCTIONS WITH ZERO MEAN
BOUNDARY TRACES
A. I. NAZAROV AND S. I. REPIN
Abstract. In this paper, we investigate Poincare´ type inequalities for
the functions having zero mean value on the whole boundary of a Lip-
schitz domain or on a measurable part of the boundary. We find exact
and easily computable constants in these inequalities for some basic do-
mains (rectangles, cubes, and right triangles) and discuss applications of
the inequalities to quantitative analysis of partial differential equations.
1. Introduction
Let Ω be a connected bounded domain in Rd with Lipschitz boundary
∂Ω. The classical Poincare´ inequality reads
‖w‖2,Ω ≤ CP (Ω)‖∇w‖2,Ω, ∀w ∈ H˜1(Ω),(1.1)
where
H˜1(Ω) :=
{
w ∈ H1(Ω) | { w }Ω = 0
}
.
Here and later on { g } ω denotes the mean value of g on the set ω while
‖ · ‖2,ω stands for the norm in L2(ω).
The inequality (1.1) was established by H. Poincare´ ([12], [13]) for a cer-
tain class of domains. V.A. Steklov [16] found that the sharp constant in
(1.1) is equal to λ−
1
2 , where λ is the smallest positive eigenvalue of the
problem
(1.2)
−∆u =λu in Ω;
∂nu =0 on ∂Ω.
L.E. Payne and H.F. Weinberger [11] proved that for convex domains in Rd
this constant satisfies the estimate CP (Ω) ≤ diamΩpi . Estimates of constants
in Poincare´ type inequalities have been studied by many authors (see, e.g.,
[3, 4, 6, 7, 10] and other publications cited therein).
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In this paper, we consider estimates similar to (1.1), for the functions hav-
ing zero mean on a certain part of the boundary (or on the whole boundary),
namely,
‖w‖2,Ω ≤ C1(Ω,Γ)‖∇w‖2,Ω, ∀w ∈ H˜1(Ω,Γ),(1.3)
‖w‖2,Γ ≤ C2(Ω,Γ)‖∇w‖2,Ω, ∀w ∈ H˜1(Ω,Γ),(1.4)
where Γ is a measurable part of ∂Ω (we assume that (d− 1)-measure of Γ is
positive),
H˜1(Ω,Γ) =
{
w ∈ H1(Ω) | { w } Γ = 0
}
.
Since the quantity ‖∇w‖2,Ω + |
∫
Γw ds| is a norm equivalent to the original
norm of H1(Ω), existence of the constants C1(Ω,Γ) and C2(Ω,Γ) is easy to
prove.
We recall that the extremal function in (1.3) is an eigenfunction u ∈
H˜1(Ω,Γ) of the boundary value problem
(1.5)
−∆u = λu in Ω;
∂nu = µ ≡ − λ|Γ|
∫
Ω
u dx on Γ;
∂nu = 0 on ∂Ω \ Γ
corresponding to the least eigenvalue λ > 0. This fact follows from standard
variational arguments.
Analogously, the extremal function in (1.4) is an eigenfunction u ∈ H˜1(Ω,Γ)
of the boundary value problem
(1.6)
∆u =0 in Ω;
∂nu =λu on Γ; ∂nu = 0 on ∂Ω \ Γ,
which corresponds to the least positive eigenvalue.
The problem (1.6) in the case Γ = ∂Ω was introduced by V. A. Steklov
in [17]. We note also that for n = 2 (n = 3) and a particular choice of
Γ, eigenvalues of the problem (1.6) give so-called sloshing frequencies of
free oscillations of a liquid in a channel (container, respectively); see, for
example, [8], ch. IX.
It is easy to show that the eigenfunctions of the problems (1.5) and (1.6)
form complete orthogonal systems in L2(Ω) and in L2(Γ), respectively, and
the exact constants in (1.3) and (1.4) are equal to λ−
1
2 , where λ is the min-
imal positive eigenvalue. For simply connected domains in R2, eigenvalues
of the problem (1.6) were estimated from above in [18, 5] (in fact these esti-
mates are valid for a wider class of problems, which contain a positive weight
function on Γ). In [2], it was shown that for doubly connected domains in R2
the symmetrization method yields certain estimates of the smallest positive
eigenvalue from below.
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Our goal is to find exact values of C1(Ω,Γ) and C2(Ω,Γ) for certain basic
domains (rectangular domains and right triangles). Finding the constants
amounts to finding the corresponding minimal positive eigenvalues. In some
cases, this goal can be achieved by standard methods. For example, if Ω is
a rectangle (parallelepiped) and Γ coincides with one side of Ω, then all the
eigenfunctions of (1.5) and (1.6) can be constructed explicitly (by means of
the separation of variables method).
However, these type arguments do not work in other cases because it is im-
possible to construct explicitly all eigenfunctions. The goal can be achieved
if we find a suitable eigenfunction and prove that it indeed corresponds to the
minimal positive eigenvalue. Proving this fact requires rather sophisticated
argumentation, which combines analytical and geometrical analysis. More-
over, the proof strongly depends on the domain and boundary conditions
so that arguments used for rectangular domains and Γ = ∂Ω considered in
Section 2 differ from those used for triangles considered in Section 3.
Section 4 presents an example, which shows that the constants are valu-
able for quantitative analysis of differential equations. We consider two ellip-
tic boundary value problems with different boundary conditions and source
terms. The second problem is a certain simplification of the first one, namely,
if the functions presenting source terms and Dirichlet or Neumann boundary
conditions are complicated, then they are replaced by simple (piecewise con-
stant or affine) functions. Such a simplified problem is more convenient for
numerical methods because simplified boundary conditions can be exactly
satisfied by simple approximations and elementwise integrals can be sharply
computed by simple quadrature formulas. We deduce an easily computable
bound of the difference between two exact solutions. It contains constants in
(1.3), (1.4), and Poincare´ inequalities. Computation of the bound is simple
and needs only integration of known functions. In practice, this estimate
is useful if a certain desired tolerance level is stated a priori. The estimate
suggests possible simplifications of data and suitable meshes for which the
difference is smaller than the tolerance level. Then, in computations (e.g.,
in the finite element method) we can use the simplified problem instead of
the original one. Our analysis is performed for a particular linear elliptic
equation, but similar arguments lead to similar estimates for other differ-
ential equations associated with the pair of conjugate operators grad and
−div. Other applications of (1.3) and (1.4) are related to a posteriori er-
ror estimation methods for partial differential equations, where computable
bounds between exact solutions and approximations often involve constants
in Poincare´ type inequalities (see [14]).
2. Exact constants for rectangles and parallelepipedes
In this section, we deal with rectangles and parallelepipedes. First, we
consider the simplest case where Γ coincides with one side of Ω.
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Proposition 2.1. 1. Let Ω = (0, h1)×(0, h2) and Γ = {x1 = 0, x2 ∈ [0, h2]}.
Then the sharp constants in (1.3) and (1.4) are equal to 1
pi
max{2h1;h2} and(
pi
h2
tanh(pih1
h2
)
)− 1
2
, respectively.
2. Let Ω = (0, h1) × (0, h2) × (0, h3) and Γ = ∂Ω ∩ {x1 = 0}. Then the
sharp constants in (1.3) and (1.4) are equal to
1
pi
max{2h1;h2;h3} and
(
pi
max{h2;h3} tanh(
pih1
max{h2;h3})
)− 1
2
,
respectively.
Proof. In this case, all the eigenfunctions of the problems (1.5) and (1.6) can
be found by the separation of variables. For instance, the eigenfunctions of
(1.6) in the rectangle are defined by the relation
uk(x) = cos
(
pik
h2
x2
)
cosh
(
pik
h2
(x1 − h1)
)
, k = 0, 1, 2, . . .
and evidently form a complete orthogonal system in L2(Γ). Therefore, the
corresponding least eigenvalue of the problem (1.6) is
λ1 =
pi
h2
tanh(
pih1
h2
).
The proof of other statements is quite similar, and we omit it. 
Now we turn to the case Γ = ∂Ω. The problem in a rectangle is symmetric
with respect to two axes. Therefore, it is convenient to select the coordinate
system such that Ω = (−h12 , h12 )× (−h22 , h22 ) (see Fig. 1).
Theorem 2.1. Let Ω = (−h12 , h12 )× (−h22 , h22 ) and Γ = ∂Ω. Then the sharp
constant in (1.3) is equal to 1
pi
max{h1;h2}.
Proof. Due to the biaxial symmetry all the eigenfunctions of (1.5) and (1.6)
can be chosen either even or odd with respect to the axes x1 and x2. First,
we consider the eigenfunctions of (1.5), which are odd with respect to x1.
In this case, µ = 0 and we arrive at the following problem:
(2.1)
−∆u =λu in Ω+ := (0, h1
2
)× (−h2
2
,
h2
2
),
u =0 on {x1 = 0} ∩ Ω, ∂nu = 0 on ∂Ω+ \ {x1 = 0}.
It is easy to see that the eigenfunctions of (2.1) are defined by the relations
u
(1)
km(x) = sin
(
pi(2k + 1)
h1
x1
)
cos
(
2pim
h2
x2
)
,
u
(2)
km(x) = sin
(
pi(2k + 1)
h1
x1
)
sin
(
pi(2m+ 1)
h2
x2
)
, k,m = 0, 1, . . . .
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They form a system of orthogonal functions, which is complete in L2(Ω+).
Hence, we conclude that the least eigenvalue of the problem (2.1) is λ
(1)
00 =(
pi
h1
)2
.
Ω ++
Γ +
+
2
_
_
1
2
1
2h1
h
Ω
Figure 1. Ω, Ω+, Ω++, and Γ+.
All eigenfunctions of the problem (1.5), which are odd with respect to x2
can be constructed quite similarly and the corresponding least eigenvalue is(
pi
h2
)2
.
It remains to consider the eigenfunctions, which are even with respect to
both variables. They belong to the space H˜1(Ω++,Γ+), where
Ω++ :=
(
0,
h1
2
)
×
(
0,
h2
2
)
and Γ+ = Γ ∩ ∂Ω++.
In this case, we need to solve the problem
(2.2)
−∆u = λu in Ω++;
∂nu = µ on Γ
+; ∂nu = 0 on ∂Ω
++ \ Γ+.
The eigenvalues λek of the problem (2.2) (enumerated in the increasing or-
der and repeated according to their multiplicity) are critical values of the
Rayleigh quotient
Q[v] ≡
‖∇v‖22,Ω++
‖v‖2
2,Ω++
,(2.3)
on the space H˜1(Ω++,Γ+).
Consider the functional Q on the whole space H1(Ω++). By the varia-
tional principle (see, e.g., [1], (1.15)), its critical values λ˜ek enumerated in the
increasing order and repeated in accordance with their multiplicity satisfy
the relation1 λ˜ek ≤ λek ≤ λ˜ek+1. Therefore, if there exists an eigenvalue of the
problem (2.2) in the interval (λ˜e0, λ˜
e
1), then it must be λ
e
0.
Note that λ˜ek are eigenvalues of the conventional Neumann problem
−∆u = λu in Ω++; ∂nu = 0 on ∂Ω++,
1Note that H˜1(Ω++,Γ+) has codimension 1 in H1(Ω++).
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and thus, λ˜e0 = 0, λ˜
e
1 = min{
(
2pi
h1
)2
;
(
2pi
h2
)2}.
Let us consider the equation
(2.4)
h1
2
cot
(ωh2
2
)
+
h2
2
cot
(ωh1
2
)
+
2
ω
= 0.
It is easy to see that the function in the left-hand side of (2.4) decreases
from +∞ to −∞ in the interval (0,min{2pi
h1
; 2pi
h2
}), so that the equation has a
unique solution ω0 in this interval. The equation (2.4) arises in our analysis
by the following reasons. Direct calculation shows that the function
v0(x) =
cos(ω0x1)
sin(ω0h12 )
+
cos(ω0x2)
sin(ω0h22 )
solves the problem (2.2) with λ = ω20. Then, the condition
∫
Γ+
v0 ds = 0
infers the equation (2.4).
Thus, we conclude that λe0 = ω
2
0. However, it is easy to see that
ω0 > min{ pi
h1
;
pi
h2
}.
Therefore, the least eigenvalue of the problem (1.5) is min{( pi
h1
)2
;
(
pi
h2
)2},
and the statement follows. 
Theorem 2.2. If Ω = (−h12 , h12 ) × (−h22 , h22 ) and Γ = ∂Ω, then the small-
est constant C2(Ω,Γ) in (1.4) equals
(
2z0(α0)√
h1h2
tanh(z0(α0)
α0
)
)− 1
2
, where α0 =√
max{h1;h2}
min{h1;h2} and z0(α) is a unique root of the equation
(2.5) tanh
( z
α
)
tan(zα) = 1,
such that 0 < z0α <
pi
2 .
Proof. First, we consider the eigenfunctions of (1.6), which are even with
respect to both variables. They belong to the space H˜1(Ω++,Γ+) and solve
the following problem:
(2.6)
∆u =0 in Ω++;
∂nu =λu on Γ
+; ∂nu = 0 on ∂Ω
++ \ Γ+.
Moreover, the eigenvalues Λek of the problem (2.6) (complemented by zero,
enumerated in the increasing order, and repeated according to their multi-
plicity) are critical values of the Rayleigh quotient
Q+[v] ≡
‖∇v‖22,Ω++
‖v‖2
2,Γ+
over the space H1(Ω++). Consider another Rayleigh quotient
Q˜[v] ≡
‖∇v‖22,Ω++
‖v‖2
2,∂Ω++
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on the same space. Since Q˜[v] ≤ Q+[v], by the variational principle its
critical values Λ˜ek (which are also enumerated in the increasing order and
repeated according to their multiplicity) satisfy the relation Λ˜ek ≤ Λek. How-
ever, by scaling arguments Λ˜ek = 2λk, where λk is the k-th eigenvalue of
the original problem (1.6). Therefore, an eigenfunction of (1.6) even with
respect to both variables cannot generate the least eigenvalue2.
Let us consider the eigenfunctions odd with respect to x1. They lead to
the following problem:
(2.7)
∆u =0 in Ω+; u = 0 on {x1 = 0};
∂nu =λu on ∂Ω
+ \ {x1 = 0}.
We claim that the eigenfunction of (2.7) corresponding to the least eigen-
value must be of constant sign in Ω+. Indeed, the function
v(x1, x2) = |u(|x1|, x2)| · sign(x1)
belongs to H˜1(Ω,Γ) and provides the same value λ of the Rayleigh quotient
(2.8) Q[v] ≡ ‖∇v‖
2
2,Ω
‖v‖22,Γ
as u. If λ coincides with the infimum of Q on H˜1(Ω,Γ), then v must be a
solution of (1.6). By the maximum principle, v cannot vanish in Ω+, and
the claim follows. Moreover, since the eigenfunctions of (2.7) are orthogonal
in L2(∂Ω+ \ {x1 = 0}), no eigenfunction except the first one can be positive
in Ω+.
Now we consider the equation
(2.9) tan
(ωh1
2
)
tanh
(ωh2
2
)
= 1,
which obviously has a unique solution ω1 in the interval (0,
2pi
h1
). Direct
calculation shows that the function
v1(x) = sin(ω1x1) cosh(ω1x2)
2We can suggest another proof of this fact, which is interesting by itself. Let u be
a solution of (2.6). We claim that at least one of sets ̟± = Ω++ ∩ {u ≷ 0} has a
connected component which touches Γ+ but does not touch one of the coordinate axes.
Indeed, consider a connected component of ̟+ touching Γ
+ (in view of the condition∫
Γ+
u = 0, such a component exists). If this component touches both axes then any
connected component of ̟− touching Γ+ is separated either from {x1 = 0} or from
{x2 = 0}. To be definite, let ̟ be a connected component of ̟− which touches Γ+ but
does not touch {x1 = 0}. Then the function
v(x1, x2) = u(|x1|, |x2|) · χ̟(|x1|, |x2|) · sign(x1)
belongs to H˜1(Ω,Γ) and provides the same value Λ of the Rayleigh quotient (2.8) as u.
If Λ minimizes Q on H˜1(Ω,Γ) then v should be a solution of (1.6) which is impossible by
the maximum principle. Unfortunately, this argument is purely 2-dimensional.
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is positive in Ω+ and solves the problem (2.7) with λ = ω1 tanh
(
ω1h2
2
)
(the equation (2.9) reflects the equality of ∂nu/u on sides of rectangle). We
substitute z0 =
ω1
2
√
h1h2 and conclude that the least eigenvalue of (2.7) is
equal to 2z0(
√
κ)√
h1h2
tanh(z0(
√
κ)√
κ
), where z0(
√
κ) is the root of (2.5) with α =
√
κ :=
√
h1
h2
.
The eigenfunctions of (1.6), which are odd with respect to x2, can be
constructed in a similar way. The corresponding least eigenvalue is equal to
2z0(
1√
κ
)
√
h1h2
tanh(
√
κz0(
1√
κ
)), where z0(
1√
κ
) is the root of (2.5) with α = 1√
κ
.
To complete the proof it suffices to show that the function f(α) = z0 tanh(
z0
α
)
decreases on (0,+∞). We claim that, in fact, αf(α) is a decreasing function.
Indeed, differentiation of (2.5) after some transformations yields
d
dα
(αf(α)) =
2z0(1− tanh4(z0α ))
1 + α2 − tanh2(z0
α
)(1− α2) ·
[
tanh(z0
α
)
1 + tanh2(z0
α
)
− z0α
]
.
The fraction here is obviously positive. Further, (2.5) implies z0α >
pi
4 .
Therefore,
tanh(z0
α
)
1 + tanh2(z0
α
)
− z0α < 1
2
− pi
4
< 0,
and the claim follows. 
Let us now consider three-dimensional generalizations of Theorems 2.1
and 2.2.
Theorem 2.3. Let Ω = (−h12 , h12 )× (−h22 , h22 )× (−h32 , h32 ) and let Γ = ∂Ω.
Then the exact constant in (1.3) is equal to 1
pi
max{h1;h2;h3}.
Proof. The proof is similar to the proof of Theorem 2.1. Instead of (2.4) we
obtain the equation
h1h2
2
cot
(ωh3
2
)
+
h1h3
2
cot
(ωh2
2
)
+
h2h3
2
cot
(ωh1
2
)
+
2
ω
(h1+h2+h3) = 0.
The unique solution of this equation in (0, 2pi
h
) (where h = max{h1;h2;h3})
is greater than pi
h
, and the statement follows. 
Theorem 2.4. Let Ω and Γ = ∂Ω be as in Theorem 2.3. To be definite,
assume that max{h1;h2;h3} = h3. Then the exact constant in (1.4) is equal
to
(
2z1
h1
tanh(z1)
)− 1
2 , where (z1, z2) is a unique solution of the system
(2.10)
z1
h1
tanh(z1) =
z2
h2
tanh(z2) =
=
z1
h1
√
1 +
tanh2(z1)
tanh2(z2)
· cot
(
z1h3
h1
√
1 +
tanh2(z1)
tanh2(z2)
)
,
such that 0 < z1h3
h1
√
1 + tanh
2(z1)
tanh2(z2)
< pi2 .
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Proof. By the same arguments as in the proof of Theorem 2.2, we conclude
that the eigenfunction of (1.6) corresponding to the least eigenvalue must
be odd with respect to one of the coordinate axes (e.g., with respect to x3).
This gives the following analog of (2.7):
(2.11)
∆u =0 in Ω̂+ := (−h1
2
,
h1
2
)× (−h2
2
,
h2
2
)× (0, h3
2
);
u =0 on {x3 = 0};
∂nu =Λu on ∂Ω̂
+ \ {x3 = 0}.
Repeating the proof of Theorem 2.2, we find that the least eigenvalue is
generated by the eigenfunction of (2.11), which is positive in Ω̂+.
It is easy to see that the equation
(2.12a) µ tanh
(µh1
2
)
= ν tanh
(νh2
2
)
defines an increasing function ν = ν(µ) on R+, and the equation
(2.12b) µ tanh
(µh1
2
)
=
√
µ2 + ν2(µ) · cot
(√
µ2 + ν2(µ)
h3
2
)
has a unique solution µ0 such that
√
µ20 + ν
2(µ0)
h3
2 <
pi
2 . Direct calculation
shows that the function
U1(x) = cosh(µ0x1) cosh(ν(µ0)x2) sin
(√
µ20 + ν
2(µ0) x3
)
is positive in Ω̂+ and solves the problem (2.11) with Λ = µ0 tanh
(
µ0h1
2
)
(note
that (2.12) reflects the boundary conditions on the sides of parallelepiped).
Substituting z1 =
µ0h1
2 , z2 =
ν(µ0)h2
2 , we conclude that the least eigenvalue
of (2.11) equals 2z1
h1
tanh(z1), where (z1, z2) is the solution of (2.10).
The eigenfunctions odd with respect to other coordinates can be con-
structed quite analogously. However, some additional calculations show that
U1 is the best eigenfunction provided that h3 is the longest edge of Ω. Thus,
the statement follows. 
3. Exact constants for isosceles right triangles
In this section, Ω is an isosceles right triangle. We find sharp constants
in (1.3) and (1.4) for the following three cases: Γ is a leg, Γ is the union
of two legs, and Γ is the hypotenuse. Finding exact constants in (1.3) and
(1.4) for the case Γ = ∂Ω remains an open problem.
3.1. Case 1: Γ is a leg. It is convenient to select the coordinate system
such that Ω = {0 < x2 < x1 < h} and Γ = {x1 = h, x2 ∈ [0, h]} (see
Fig. 2a).
Theorem 3.1. The exact constant in (1.3) is equal to z˜−10 h, where z˜0 ≈
2.02876 is a unique root of the equation
(3.1) z cot(z) + 1 = 0
9
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2 2
Γ
Figure 2. Right triangles
in the interval (0, pi).
Proof. We use the same arguments as in the proof of Theorem 2.1 and note
that the eigenvalues λ△k of the problem (1.5) (enumerated in the increasing
order and repeated according to their multiplicity) are critical values of the
Rayleigh quotient Q[v] ≡ ‖∇v‖
2
2,Ω
‖v‖2
2,Ω
over the space H˜1(Ω,Γ).
Let us consider Q[v] on the whole space H1(Ω). In accordance with
the variational principle, the corresponding critical values λ˜△k (which are
also enumerated in the increasing order and repeated according to their
multiplicity) satisfy the relation λ˜△k ≤ λ△k ≤ λ˜△k+1. Therefore, if the interval
(λ˜△0 , λ˜
△
1 ) contains an eigenvalue of the problem (1.5), then it must be λ
△
0 .
Note that λ˜△k are eigenvalues of the conventional Neumann problem
(3.2) −∆u = λu in Ω; ∂nu = 0 on ∂Ω.
By even reflection with respect to the line {x1 = x2}, we conclude that any
eigenfunction of (3.2) is an eigenfunction of the Neumann problem in the
square (0, h)× (0, h). In particular, λ˜△0 = 0 corresponds to the eigenfunction
u˜0 ≡ 1, and λ˜△1 =
(
pi
h
)2
corresponds to the eigenfunction u˜1(x) = cos(
pix1
h
)+
cos(pix2
h
).
Direct calculation shows that the function
v˜0(x) = cos
( z˜0x1
h
)
+ cos
( z˜0x2
h
)
solves the problem (1.5) with λ = ( z˜0
h
)2 (the equation (3.1) is just the con-
dition
∫
Γ v˜0 ds = 0). Thus, we conclude that λ
△
0 = (
z˜0
h
)2, and the statement
follows. 
Theorem 3.2. The sharp constant in (1.4) is equal to
(
ẑ0
h
tanh(ẑ0)
)− 1
2
where ẑ0 ≈ 2.3650 is a unique root of the equation
(3.3) tan(z) + tanh(z) = 0
in the interval (0, pi).
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Proof. Let v be the minimizer of the Rayleigh quotient Q[v] ≡ ‖∇v‖
2
2,Ω
‖v‖2
2,Γ
over
the space H˜1(Ω,Γ). Since the trace v|Γ is orthogonal to 1 in L2(Γ), its
primitive F (y) =
∫ y
0 v(h, t) dt vanishes at 0 and at h.
We claim that F has constant sign on (0, h). Indeed, otherwise there
exists α ∈ (0, 1) such that
(3.4)
αh∫
0
v(h, x2) dx2 =
h∫
αh
v(h, x2) dx2 = 0.
We split Ω into two subdomains
Ω1 = Ω ∩ {x2 < αx1} and Ω2 = Ω ∩ {x2 > αx1}.
Let us compare the respective Rayleigh quotients
Qj[v] =
‖∇v‖22,Ωj
‖v‖22,Γj
, j = 1, 2,
where Γj := Γ ∩ ∂Ωj. Assume that Q1[v] ≤ Q2[v]. We define the function
V (x1, x2) = v(x1, αx2). Then
∫
Γ V dx2 = 0 by (3.4), and
Q[V ] =
∫
Ω
(
V 2x1 + V
2
x2
)
dx1dx2∫
Γ
V 2 dx2
=
∫
Ω1
(
v2x1 + α
2v2x2
)
dx1dx2∫
Γ1
v2 dx2
≤ Q1[v] ≤ Q[v].
Moreover, the first inequality in the above relations is strict. Indeed, the
converse implies vx2 ≡ 0, what is impossible since v is harmonic.
Analogously, if Q2[v] ≤ Q1[v], then we consider the function V (x1, x2) =
v(x1, (1 − α)x2 + αh) and again find that Q[V ] < Q[v]. Thus, the claim
follows.
Further, direct calculation shows that the function
v˜1(x) = cos
( ẑ0x1
h
)
cosh
( ẑ0x2
h
)
+ cosh
( ẑ0x1
h
)
cos
( ẑ0x2
h
)
solves the problem (1.6) with λ = ẑ0
h
tanh(ẑ0) (the equation (3.3) is just the
condition
∫
Γ v˜1 ds = 0). Since
pi
2 < ẑ0 < pi, v˜1|Γ is monotone decreasing in
x2 and, in particular, the primitive of v˜1|Γ has constant sign.
Finally, any other eigenfunction v of the problem (1.6) can be chosen
orthogonal to 1 and to v˜1 in L
2(Γ). But if F (the primitive of v|Γ) has a
constant sign (e.g., positive), then we arrive at a contradiction because
h∫
0
v(h, t)v˜1(h, t) dt = −
h∫
0
F (h, t)v˜′1(h, t) dt > 0.
Thus, v˜1 should minimize Q[v] over H˜1(Ω,Γ). The proof is complete. 
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3.2. Case 2: Γ is the union of two legs. Let (see Fig. 2b)
Ω = {0 < x2 < x1 < h} and Γ = {x1 = h, x2 ∈ [0, h]}∪{x2 = 0, x1 ∈ [0, h]}.
Theorem 3.3. The sharp constant in (1.3) is equal to h
pi
.
Proof. Making even reflection with respect to the line {x1 = x2}, we con-
clude that any eigenfunction of (1.5) is an eigenfunction of the same problem
in the square domain Ω′ = (0, h) × (0, h) with Γ = ∂Ω′. The corresponding
eigenvalue problem has been studied in Theorem 2.1, which states that the
least positive eigenvalue is equal to (pi
h
)2. The corresponding eigenspace has
the dimension 2 and contains the function cos(pi
h
x1)+ cos(
pi
h
x2) which solves
the original problem in the triangle. 
Theorem 3.4. The sharp constant in (1.4) is equal to
(
2z0
h
tanh(z0)
)− 1
2 ,
where z0 ≈ 0.93755 is a unique root of the equation (2.5) in (0, pi2 ) for α = 1.
Proof. Again, we use even reflection with respect to the line {x1 = x2} and
reduce our problem to the problem in the square domain (0, h) × (0, h).
By Theorem 2.2, we conclude that the least positive eigenvalue is equal
to 2z0
h
tanh(z0). The corresponding eigenspace has the dimension 2 and
contains the function
sin ξ1 cosh ξ2 + cosh ξ1 sin ξ2,
where ξ1 = z0
(
2x1
h
−1
)
and ξ2 = z0
(
2x2
h
−1
)
. It solves the original problem
in the triangle. 
3.3. Case 3: Γ is the hypotenuse. In this case, it is convenient to select
the coordinate system such that (see Fig. 2c)
Ω = {0 < |x2| < x1 < h} and Γ = {x1 = h, x2 ∈ [−h, h]}.
Theorem 3.5. The sharp constant in (1.3) is equal to z˜−10 h, where z˜0 is
defined in Theorem 3.1.
Proof. First, we consider the eigenfunctions of (1.5), which are odd with
respect to x2. Then, µ = 0 and we arrive at the following problem:
(3.5)
−∆u =λu in Ω˜+ := {0 < x2 < x1 < h},
u =0 on {x2 = 0},
∂nu =0 on ∂Ω˜
+ \ {x2 = 0}.
As in Theorems 3.3 and 3.4, we use even reflection with respect to the line
{x1 = x2} and reduce (3.5) to the problem in (0, h) × (0, h). Thus, we
conclude that the least eigenvalue of the problem (3.5) is equal to 12 (
pi
h
)2 and
corresponds to the eigenfunction
û0(x) = sin
(pix1
2h
)
sin
(pix2
2h
)
.
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Next, we consider the eigenfunctions, which are even with respect to x2.
Then, we arrive at the problem (1.5) in Ω˜+ which has been already solved
in Theorem 3.1.
To complete the proof we compare 12(
pi
h
)2 and ( z˜0
h
)2. It is easy to check
that pi√
2
·cot( pi√
2
) < −1. Since t 7→ t ·cot(t) is a decreasing function on (0, pi),
this means that pi√
2
> z˜0, and the statement follows. 
Theorem 3.6. The exact constant in (1.4) is equal to h
1
2 .
Proof. First, we consider eigenfunctions of the problem (1.6) even with re-
spect to x2. Then we arrive at the problem (1.6) in Ω˜
+ which is solved in
Theorem 3.2.
Further, let us consider the eigenfunctions, which are odd with respect to
x1. We arrive at the following problem in Ω˜
+:
(3.6)
∆u = 0 in Ω˜+; ∂nu = 0 on {x1 = x2};
u = 0 on {x2 = 0}; ∂nu = λu on {x1 = h}.
Direct calculation shows that the function x1x2 is positive in Ω˜
+ and solves
the problem (3.6) with λ = 1
h
. By the same arguments as we used for the
problem (2.7), it can be shown that this function corresponds to the least
eigenvalue.
To complete the proof we compare ẑ
h
tanh(ẑ0) and
1
h
. Since ẑ0 >
pi
2 , we
have ẑ0 tanh(ẑ0) >
pi
2 tanh(
pi
2 ) > 1, and the statement follows. 
4. An application of the estimates
Exact values of C1(Ω,Γ) and C2(Ω,Γ) for rectangular domains and right
triangles presented in Theorems 2.1–2.2 and 3.1–3.5 yield guaranteed bounds
of constants in analogous inegualities for arbitrary nondegenerate triangles
and convex quadrilaterals. The corresponding constants are estimated by
standard techniques based on affine equivalent transformations (see [9]). Es-
timates of the constant C2 can be also obtained by monotonicity arguments.
Indeed, if Ω1 and Ω2 are two Lipscitz domains such that Ω1 ⊂ Ω2 and Γ
belongs to ∂Ω1 ∩ ∂Ω2, then C2(Ω1,Γ) ≥ C2(Ω2,Γ).
Estimates (1.3) and (1.4) with known constants can be used in various
problems arising in quantitative analysis of partial differential equations.
For example, let Ω be a polygonal domain covered by a simplicial mesh
Th, which cells Ti (i = 1, 2, ..., N) have a character size h. Assume that
a function wh ∈ H1(Ω) satisfies the condition { wh }Eij = 0 on any edge
Eij = ∂Ti ∩ ∂Tj . Then, we find that
‖wh‖Ω ≤ C‖∇wh‖Ω, where C = max
i=1,2,...,N
min
Eij⊂∂Ti
C1(Ti, Eij).
Estimates of this type contain explicitly known constants (which are propor-
tional to h) and allow us to derive fully computable a posteriori estimates
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of the accuracy of approximate solutions (in [9] this question is studied in
the context of parabolic type equations).
However, a posteriori analysis of approximation errors is only one possible
area of application. Below, we briefly discuss another example, in which the
estimates are used to deduce a computable a priori estimate of the difference
between exact solutions of two boundary value problems. Estimates of this
type show when it is worth using a simplified mathematical model instead
of the original (complicated) one.
Consider the following Problem P: find u ∈ H1(Ω) such that
u− u0 ∈ V0 := {w ∈ H1(Ω) : w|ΓD = 0}
and
(4.1)
∫
Ω
A∇u · ∇w dx =
∫
Ω
fw dx+
∫
ΓN
Fw ds, ∀w ∈ V0,
where ∂Ω consists of two measurable nonintersecting parts ΓD and ΓN as-
sociated with Dirichlet and Neumann boundary conditions, respectively,
f ∈ L2(Ω), F ∈ L2( ΓN ), and the trace of function u0 ∈ H1(Ω) defines the
Dirichlet boundary condition. We assume that the matrix A is symmetric,
bounded, and satisfies the uniform ellipticity condition Aξ ·ξ ≥ c|ξ|2, where
c is a positive constant and the dot stands for the scalar product of vectors.
Let Ω be divided into a finite set O of ”simple” nonoverlapping subdo-
mains Ωi (e.g., they can be cells of a certain polygonal mesh). Each Ωi
belongs to one of the following three subsets:
OD := {Ωi ⊂ Ω | ∂Ωi ∩ ΓD =: ΓDi 6= ∅},
ON := {Ωi ⊂ Ω | ∂Ωi ∩ ΓN =: ΓNi 6= ∅}, OI := O \ (OD ∪ ON ).
Here, OI contains interior subdomains, OD contains subdomains associated
with ΓD, and elements of ON are the subdomains associated with ΓN . Then,
Ω = Ω
D ∪ΩI ∪ ΩN ,
where ΩD, ΩN , and ΩI consist of Ωi from OD, ON , and OI , respectively.
In the general case, Ωi may have common boundaries with ΓN and ΓD, but
then we can subdivide it into two and obtain a decomposition of the above
type, which subdomains form three sets: OI , ON , and OD (see Fig. 3).
Now, instead of P we consider a modified problem P̂ : find û ∈ H1(Ω)
such that
û− û0 ∈ V0 := {w ∈ H1(Ω) : w|ΓD = 0}
and
(4.2)
∫
Ω
A∇û · ∇w dx =
∫
Ω
f̂w dx+
∫
ΓN
F̂w ds, ∀w ∈ V0,
where the functions f̂ , F̂ , and û0 are simplified counterparts of f , F , and u0,
respectively. Simplifications are done on subdomains and can be motivated
14
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by different reasons, e.g., they may be applied in order to avoid difficult inte-
gration procedures, which are necessary if the functions have a complicated
behavior with many local details.
Our goal is to deduce an estimate of the difference between the exact
solutions of these two problems in terms of the norm
|||u− û|||2 :=
∫
Ω
A∇(u− û) · ∇(u− û) dx,
which presents the error of simplification. If this error is insignificant, then
the problem (4.2) can be successfully used instead of (4.1).
In the derivation, we use the Poincare estimate (1.1) for cells in the set
ΩI with the respective constant CP (Ωi) (or its upper bound
diamΩi
pi
). For
the cells in ΩN , we use the estimate (1.4). If the cells are formed by trian-
gles, then ΓNi may contain either one or two sides of triangles (see Fig. 3).
Therefore, we can use estimates, which follow from Theorems 3.1 and 3.3.
Analogously, for the cells in ΩD, we use the estimate (1.3) and Theorems
3.2 and 3.4 related to the cases, in which functions have zero mean value
either on one or on two sides of triangles.
We define the quantities
D21 :=
∑
Ωi∈O
C
2
i ‖f − f̂‖22,Ωi and D22 :=
∑
Ωi∈ON
C2(Ωi,Γ
N
i )
2‖F − F̂‖2
2,ΓNi
,(4.3)
where
Ci =
{
CP (Ωi) if Ωi ∈ OI ∪ ON ,
C1(Ωi,Γ
D
i ) if Ωi ∈ OD.
(4.4)
Finding the quantities is a very easy task. It is reduced to integration of
known functions and does not require solving a boundary value problem.
The theorem below shows that a guaranteed majorant of |||u − û||| can be
15
expressed throughout D1, D2 and easily computable quantities
I0 =
∑
Ωi∈OD
{ u0 − û0 } ΓDi
∫
Ωi
(f − f̂) dx,(4.5)
I1(φ) =
∫
Ω
(f − f̂)φdx, I2(φ) =
∫
ΓN
(F − F̂ )φds,(4.6)
where φ is an arbitrary function in H1(Ω) such that φ = u0 − û0 on ΓD.
Theorem 4.1. Let u and û be the solutions of (4.1) and (4.2), respectively,
and
{ f − f̂ }Ωi = 0 ∀Ωi ∈ OI ∪ ON ,(4.7)
{ F − F̂ } ΓNi = 0 ∀Ωi ∈ O
N .(4.8)
Then
(4.9) |||u− û||| ≤ ρ1 +
√
ρ2 + ρ21,
where
(4.10) 2ρ1 =
D1 +D2√
c
+ |||φ||| and ρ2 = I0 + I1(φ) + I2(φ).
Proof. From (4.1) and (4.2) it follows that
(4.11)
∫
Ω
A(∇u−∇û) · ∇w dx
=
∫
Ω
(f − f̂)w dx+
∫
ΓN
(F − F̂ )w ds ∀w ∈ V0.
Since w = u− û− φ ∈ V0 we can use it as a test function. Then
(4.12)
∫
Ω
A∇(u− û) · ∇w dx = |||u− û|||2 +
∫
Ω
A∇(u− û) · ∇φdx
≥ |||u− û|||2 − |||u− û||| |||φ|||.
Consider the first term in the right-hand side of (4.11):
(4.13)
∫
Ω
(f − f̂)w dx
=
∑
Ωi∈OI∪ON
∫
Ωi
(f − f̂)(u− û)dx+
∑
Ωi∈OD
∫
Ωi
(f − f̂)(u− û)dx+ I1(φ).
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The terms of the first sum in (4.13) are estimated using (4.7) and (1.1):∫
Ωi
(f − f̂)(u− û)dx =
∫
Ωi
(f − f̂)(u− û− { u− û }Ωi) dx
≤ CP (Ωi)‖f − f̂‖2,Ωi‖∇(u− û)‖2,Ωi , Ωi ∈ OI ∪ ON .
The terms of the second sum are estimated with the help of (1.3) as follows:∫
Ωi
(f − f̂)(u− û) dx =
∫
Ωi
(f − f̂)(u− û− { u− û } ΓDi ) dx
+
∫
Ωi
(f − f̂){ u− û } ΓDi dx ≤ C1(Ωi,Γ
D
i )‖f − f̂‖2,Ωi‖∇(u− û)‖2,Ωi
+ { u− û } ΓDi
∫
Ωi
(f − f̂)dx, Ωi ∈ OD.
Summing up these estimates and using (4.5) we obtain
(4.14)
∫
Ω
(f − f̂)w dx ≤
∑
Ωi∈O
Ci‖f − f̂‖2,Ωi‖∇(u− û)‖2,Ωi + I0 + I1(φ)
≤ D1√
c
|||u− û|||+ I0 + I1(φ).
By means of (4.8) and (1.4) we find that∫
ΓNi
(F − F̂ )(u− û) ds ≤ C2(Ω,ΓNi )‖F − F̂‖2,ΓNi ‖∇(u− û)‖2,Ωi ,
and (cf. (4.6))
(4.15)
∫
ΓN
(F − F̂ )w ds ≤ D2√
c
|||u− û|||+ I2(φ).
Now (4.11), (4.13), (4.14), and (4.15) yield the estimate
(4.16) |||u− û|||2 ≤ 2ρ1|||u− û|||+ ρ2,
where the quantities ρ1 and ρ2 are defined by (4.10).
The quadratic inequality (4.16) easily implies (4.9). 
Remark 4.1. It is worth noting that the quantity ρ2 may be negative. How-
ever, the right hand side of (4.9) is always nonnegative. Moreover, it van-
ishes if and only if u = û (i.e., if two problems are identical).
Theorem 4.1 presents the most general form of the estimate. If û0 = u0,
then it can be simplified. Indeed, in this case one can choose φ ≡ 0, and
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(4.9) is reduced to
|||u− û||| ≤ D1 +D2√
c
.
Moreover, in this case we can replace C1(Ωi,Γ
D
i ) in (4.4) by a smaller con-
stant CF (Ωi,Γ
D
i ) such that
(4.17) ‖w‖2,Ω ≤ CF (Ωi,ΓDi )‖∇w‖2,Ω, ∀w ∈ H1(Ωi) : w|ΓDi = 0.
For simple domains such as rectangles or isoceles right triangles these con-
stants are well-known.
Finally, we note that similar analysis can be performed for other differ-
ential equations associated with the pair of conjugate operators grad and
−div.
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