Abstract. In recent years, several mathematical models have been developed for analysis of drug dissolution data, and many different mathematical approaches have been proposed to assess the similarity between two drug dissolution profiles. However, until now, no computer program has been reported for simplifying the calculations involved in the modeling and comparison of dissolution profiles. The purposes of this article are: (1) to describe the development of a software program, called DDSolver, for facilitating the assessment of similarity between drug dissolution data; (2) to establish a model library for fitting dissolution data using a nonlinear optimization method; and (3) to provide a brief review of available approaches for comparing drug dissolution profiles. DDSolver is a freely available program which is capable of performing most existing techniques for comparing drug release data, including exploratory data analysis, univariate ANOVA, ratio test procedures, the difference factor f 1 , the similarity factor f 2 , the Rescigno indices, the 90% confidence interval (CI) of difference method, the multivariate statistical distance method, the model-dependent method, the bootstrap f 2 method, and Chow and Ki's time series method. Sample runs of the program demonstrated that the results were satisfactory, and DDSolver could be served as a useful tool for dissolution data analysis.
INTRODUCTION
In vitro dissolution testing plays an important role in drug formulation development and quality control. It can be used not only as a primary tool to monitor the consistency and stability of drug products but also as a relatively rapid and inexpensive technique to predict in vivo absorption of a drug formulation. Therefore, quantitative evaluation of drug dissolution characteristics is of great interest to pharmaceutical scientists.
A wide variety of mathematical models have been developed to fit the drug release data, most of which are presented as nonlinear equations. Because there is no available computer program for fitting drug release data using these specific nonlinear equations, it is desirable to develop a nonlinear fitting program for solving these problems in a convenient way. However, until now, only one special program has been reported for fitting dissolution data, and only five release models have been implemented, and these could be applied only over a limited range (1) . Alternatively, the nonlinear fitting of dissolution data can be performed using other professional statistical software packages such as MicroMath Scientist (2), GraphPad Prism (3), SigmaPlot (4), or SYSTAT (5) . However, these programs require the user to define the equation manually and to provide an initial value for each parameter. This may make it difficult for new users to implement the procedure. Therefore, it is necessary to investigate an easy-to-use program for fitting release data with more ready-to-use dissolution models.
Another important area in dissolution data analysis is assessment of the similarity between dissolution profiles. Several approaches have been developed for comparing dissolution profiles, including approaches using the difference factor f 1 and the similarity factor f 2 (6), the Rescigno indices approaches (7), ratio-test approaches (8) , ANOVA-based approaches (9) , multivariate statistical approaches (10) , and model-dependent approaches (11) . It can be seen that the mathematical theory in this field has been well developed for more than 10 years. However, to the authors' knowledge, no computer software package has been developed to facilitate calculations in this field; therefore, data analysis can be done only by hand or be partially done by professional statistical programs. This is time-consuming, and transcription errors are a common problem. Therefore, it is worthwhile to explore a program to streamline these tasks. This paper presents a versatile and freely available addin program, called DDSolver, which can be used (1) to facilitate the modeling of dissolution data using nonlinear optimization methods based on a built-in model library containing forty dissolution models, (2) to simplify the task of assessing the similarity between dissolution profiles using various popular approaches, and (3) to speed up the calculation, reduce user errors, and provide a convenient way to report dissolution data quickly and easily. The aim of this article is to report on the development of the specialized program for analysis of dissolution data.
MATERIALS AND METHODS

Interface
DDSolver is a menu-driven add-in program for Microsoft Excel written in Visual Basic for Applications. Calculation using Excel offers a number of advantages over other software packages, the most attractive of which is ease of use. Most scientists are already familiar with Excel because of its wide availability and high flexibility. As shown in Fig. 1 , after the program has been installed, a pull-down menu called DDSolver will appear on the menu bar when Excel is launched. Users can choose any module by clicking on the item in the pull-down menu and can input dissolution data by simple drag selection of the corresponding range of cells in the spreadsheet, as shown in Fig. 2 . DDSolver provides a range of customizable options for each module, such as convergence and maximum number of iterations of the nonlinear optimization algorithm, initial parameter estimates, number of decimal places in the calculated results, chart output, and Microsoft Word report generation. In addition, a built-in sample dataset can be loaded by clicking on the sample button in each module. This is provided as a guide for new users to help them arrange their data into a suitable form for processing by the program.
Drug Dissolution Models
Since the development of the Higuchi equation in 1961 (12) , numerous mathematical models have been proposed for quantitative evaluation of in vitro drug release behavior. This work was not performed to assess any particular model or to discuss the statistical or mechanical meaning of each model parameter, because these topics have been well reviewed previously (13, 14) . In fact, this work was intended to establish a model library and to assemble it into a ready-to-use module which can be easily accessed through the DDSolver program. For this purpose, a wide range of dissolution models was collected. Table I summarizes all the models implemented in the program; in all cases, F is the percentage of drug released at time t. Once the model library has been established, the release data can be easily fitted to any available model followed by quick generation of scatter plots with fitted curves for each individual dataset and a scatter plot with error bars and fitted curves for average data.
Nonlinear Optimization Algorithm
For fitting dissolution models to non-transformed data, DDSolver uses the nonlinear least-squares curve-fitting technique, which determines the parameter values that minimize the sum of squares (SS) or optionally the weighted sum of squares (WSS):
where n is the number of observations, w i is the weighting factor, which can be optionally set as 1, 1/y i_obs or 1/y i_obs 2 for fitting dissolution data, y i_obs is the ith observed y value, and y i_pre is the ith predicted y value. To minimize the objective function SS or WSS and to find the best parameters, one of Fig. 1 . Interface of the DDSolver program. After the program is installed, a pull-down menu will appear in the menu bar when Excel is launched the most robust minimization algorithms, the Nelder-Mead simplex algorithm, was used (35) . This method is a popular, computationally compact, and often effective method for nonlinear optimization. Compared with the classical GaussNewton algorithm or the modified Gauss-Newton algorithm (e.g., Marquardt's algorithm), which require the linearization of the nonlinear model by taking a Taylor series expansion and which also involve matrix calculations, the simplex method has several advantages: (1) it does not require calculation of derivatives or partial derivatives and therefore can quickly find the best-fit values of the parameters; (2) it is less sensitive than other methods to a poor choice of initial estimates and rarely converges to a local minimum; and (3) it can be used with discontinuous functions (36) . One of the disadvantages of the Nelder-Mead algorithm is that it can be very expensive and/or time-consuming for problems with objective functions that are severely elongated or when the number of the variables becomes large. Since most of the dissolution equations only have no more than four parameters and do not suffer severely from this problem, it appears to be suited for application in this situation.
Initial Parameters
An initial value for each parameter in the equation must be provided before performing the iterative optimization. A good guess for the initial values will result in fast convergence and markedly reduce the possibility of falling into a local minimum. DDSolver provides a number of methods for obtaining appropriate initial values, including simple linear regression, multiple linear regression, trial and error, the empirical method, and various combinations of these. For model equations that can be rearranged into a linear form, the simple linear regression method is preferred. It is an effective way to obtain appropriate initial values for most dissolution models. Take the first-order model, for example; its equation is F ¼ 100 Á 1 À e Àk 1 Át À Á , which can be rearranged into the form ln ð1 À F=100Þ ¼ Àk 1 Á t, from which an initial value of k 1 can be easily estimated by fitting a linear equation with intercept zero to the transformed data.
However, in cases where linear transformation of the model equation produces multiple line segments, the multiple linear regression method should be used. The MakoidBanakar model with a rearranged model equation, lnðFÞ ¼ ln k MB ð Þþn Á lnðtÞ À kt , is a case of this type. The trial-and-error method is used for assessing the initial values of parameters when the Hopfenberg model is used, whose model equation is
, which cannot be linearized before the parameter n is determined. In this case, DDSolver will use n=1 and a corresponding value of k HB which is subsequently estimated by simple linear regression during the first trial to obtain a value of WSS. Then, n=2 and n=3 will be used for the second and the third trials, with the pair of n and k HB values which produces the smallest value of WSS serving as the most appropriate initial values. The empirical method is another effective way for obtaining initial values when the model equation cannot be linearly transformed. For example, when the Peppas-Sahlin model with equation
is used, DDSolver will suggest an empirical value of 0.45 as the initial value of m, because m lies within the range from 0 to 1 in most cases. Besides the methods mentioned above, DDSolver also allows the user to specify an initial value for each parameter manually.
Model Selection Criteria
The selection of a suitable model for fitting dissolution data is essential, not only for quantitative evaluation of drug release characteristics but also for comparison of dissolution profiles using model-dependent approaches. DDSolver provides a number of statistical criteria for evaluating the goodness of fit of a model, including the correlation coefficient (R_obs-pre), the coefficient of determination (Rsqr, R 2 , or COD), the adjusted coefficient of determination (Rsqr_adj or R 2 adjusted ), the mean square error (MSE), the standard deviation of the residuals (MSE_root or Sy.x), SS, WSS, the Akaike Information Criterion (AIC), and the Model Selection Criterion (MSC). Among these criteria, the most popular ones 
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F ¼ 100 Á e aþbÁlogðtÞ 1þe aþbÁlogðtÞ α, β (11) in the field of dissolution model identification are the R 2 adjusted , the AIC (37), and the MSC (38) .
For release models with the same number of parameters, the coefficient of determination (R 2 ) can be used to discriminate the most appropriate model. However, when comparing models with different numbers of parameters, the adjusted coefficient of determination should be used:
where n is the number of data points and p is the number of parameters in the model. This is because R 2 will always increase as more parameters are included, whereas R 2 adjusted may decrease when over-fitting has occurred. Therefore, the best model should be the one with the highest R 2 adjusted , rather than that with the highest R 2 (13). The Akaike Information Criterion has been used for selecting optimal models for more than 35 years (37 
a In all models, F is the fraction(%) of drug released in time t b k 0 is the zero-order release constant c T lag is the lag time prior to drug release d F 0 is the initial fraction of the drug in the solution resulting from a burst release e k 1 is the first-order release constant f F max is the maximum fraction of the drug released at infinite time g k H is the Higuchi release constant h k KP is the release constant incorporating structural and geometric characteristics of the drug-dosage form; n is the diffusional exponent indicating the drug-release mechanism i k HC is the release constant in Hixson-Crowell model j k HB is the combined constant in Hopfenberg model, k HB =k 0 /(C 0 ×a 0 ), where k 0 is the erosion rate constant, C 0 is the initial concentration of drug in the matrix, and a 0 is the initial radius for a sphere or cylinder or the half thickness for a slab; n is 1, 2, and 3 for a slab, cylinder, and sphere, respectively k k BL is the combined constant in Baker-Lonsdale model, k BL =[3×D×Cs/(r 0 2 ×C 0 )], where D is the diffusion coefficient, Cs is the saturation solubility, r 0 is the initial radius for a sphere or cylinder or the half-thickness for a slab, and C 0 is the initial drug loading in the matrix l k MB , n, and k are empirical parameters in Makoid-Banakar model (k MB , n, k>0) m k 1 is the constant related to the Fickian kinetics; k 2 is the constant related to Case-II relaxation kinetics; m is the diffusional exponent for a device of any geometric shape which inhibits controlled release n k 1 is the constant denoting the relative contribution of t 0.5 -dependent drug diffusion to drug release; k 2 is the constant denoting the relative contribution of t-dependent polymer relaxation to drug release o k 1 is the constant in Quadratic model denoting the relative contribution of t 2 -dependent drug release; k 2 is the constant in Quadratic model denoting the relative contribution of t-dependent drug release p α is the scale parameter which defines the time scale of the process; β is the shape parameter which characterizes the curve as either exponential (β=1; case 1), sigmoid, S-shaped, with upward curvature followed by a turning point (β>1; case 2), or parabolic, with a higher initial slope and after that consistent with the exponential (β<1; case 3) q Ti is the location parameter which represents the lag time before the onset of the dissolution or release process and in most cases will be near zero r α is the scale factor in Logistic 1 and 2 models; β is the shape factor in Logistic 1 and 2 models s k is the shape factor in Logistic 3 model; γ is the time at which F = F max /2 t α is the scale factor in Gompertz 1 and 2 models; β is the shape factor in Gompertz 1 and 2 models u k is the shape factor in Gompertz 3 model; γ is the time at which F = F max /exp(1)≈0.368×F max v β is the scale factor in Gompertz 4 model; k is the shape factor in Gompertz 4 model w Ф is the standard normal distribution; α is the scale factor in Probit model; β is the shape factor in Probit model Chow and Ki's method (46) popular criterion for various purposes, including drug dissolution data analysis (33) . The AIC as defined below is dependent on the magnitude of the data as well as the number of data points:
where n is the number of data points, WSS is the weighted sum of squares, and p is the number of parameters in the model. When comparing two models with different numbers of parameters, the model with a lower AIC value can be considered to be the better model, but how much lower the value needs to be to make the difference between the models statistically significant cannot be determined because the distribution of the AIC values is unknown. It should be noted that when a comparison is made, the weighting scheme used in each model must be the same. MRT, mean residence time of the drug substance molecules in the dosage form
n number of sampling points; t i ith time point; y i percentage of drug dissolved at time t i ; M last accumulative percentage of drug dissolved at the last time point; y percentage of drug dissolved at time t; t i time at the midpoint between i and i-1; ΔM i additional amount of drug dissolved between i and i-1; k order of the moments of dissolution times; y 100 maximum percentage of drug dissolved over the time period 0−t 
a R t , T t are the percentage dissolved of the reference and test profile, respectively, at time point t; n is the number of sampling points b j is 1 and 2 for the first-(ξ 1 ) and second-order (ξ 2 ) Rescigno indexes, respectively c n is the number of sampling points; AUC Rt and AUC Tt are the areas under the dissolution curves of the reference and test formulations, respectively, at time t d p is the number of sampling points; y Ti and y Ri are the mean dissolution values of the test and reference profiles respectively at the ith time point e t i is the ith sampling time point
The MSC provided by MicroMath Corporation (38) is another statistical criterion for model selection which is attracting increasing attention in the field of dissolution data modeling (32, 39) ; it is defined as:
where w i is the weighting factor, which is usually equal to 1 for fitting dissolution data, y i_obs is the ith observed y value, y i_pre is the ith predicted y value, y obs is the mean of all observed y-data points, p is the number of parameters in the model, and n is the number of data points. The MSC is a modified reciprocal form of the AIC and has been normalized so that it is independent of the scaling of the data points.
When comparing different models, the most appropriate model will be that with the largest MSC. It is, therefore, quite easy to develop a feeling for what the MSC means in terms of how well the model fits the data. Generally, a MSC value of more than two to three indicates a good fit (40) . Although all the criteria mentioned above can be calculated by DDSolver to assess the goodness of fit of dissolution models, it should be noted that when mechanistic models are evaluated, model selection should be based, not only on the goodness of fit but also on the mechanistic plausibility of the model. More detailed discussions on the difference between mechanism-based models and empirical mathematical models can be found in previous reports (14, 41) .
Dissolution Profile Comparison
During the past decade, several approaches have been proposed for assessing the similarity between dissolution profiles. As shown in Table II , DDSolver implements most of the widely used methods, especially those recommended by the FDA. To give readers an intimate knowledge of these a Compared with those given in previous reports methods and to provide an explanation of the output results of the program, a brief review of these methods, as well as the advantages and disadvantages of each method, is presented in this section. Due to the limitation on the length of this paper, the contents are provided in the supplementary material to this article.
Other Dissolution Functions
One of the distinctive features of DDSolver is the implementation of eight user-defined functions for characterizing drug release curves as shown in Table III and 11 userdefined functions for evaluating the similarity between dissolution profiles as shown in Table IV . All the parameters of these functions are calculated using a model-independent nonparametric method based on the linear trapezoidal rule. These functions can be conveniently used in the same way as SUM() or other built-in functions in Microsoft Excel. Figure 3 shows a sample sheet with a full application of all the dissolution functions. It should be noted that most of the parameters can be alternatively calculated using a modeldependent method (47) .
Besides all the methods and parameters mentioned above, many other approaches have been reported for comparing dissolution profiles, such as principal component analysis (18) , linear mixed-effects model (57), nonlinear mixed-effects model (58) , artificial neural networks with similarity factor (59), partially Bayesian approach (60) , and other analogous statistics of the Mann-Whitney statistic, the Kolmogorov-Smirnov "D" statistic and the chi-squared statistic (61) .
RESULTS AND DISCUSSION
Validation of a newly developed program is an important aspect of its acceptability. For this purpose, some typical modules of the DDSolver program were evaluated using previously published data. Because of the limitation on the length of this paper, the results have been provided in the supplementary material to this article. Sample runs were performed using one module for dissolution-model fitting using the Weibull model and five modules for comparison of dissolution profiles using f 1 , f 2 , the Rescigno index ξ 1 , the Rescigno index ξ 2 , the multivariate-confidence-region method, and Chow and Ki's time series method.
As summarized in Table V , the results indicated that all the parameters calculated, using DDSolver, were identical to those given in previous reports. It should be noted that slight numerical differences between the estimates of DDSolver and those of previous reports were observed when the Weibull model was used to fit the dissolution data. This might be because different tolerance and convergence settings and optimization strategies were adopted.
Although DDSolver provides many types of approaches for comparing dissolution profiles, as pointed out by Polli et al. (8) , "no one method appears as the best." In fact, the main objective of the present research is to provide a software tool for facilitating the calculations in dissolution data analysis; more discussions on the advantages and disadvantages of each method can be found in previous review (42) .
CONCLUSIONS
The DDSolver program was developed to facilitate the modeling and comparison of drug dissolution data. The program can fit drug release data using nonlinear optimization techniques in an easy-to-use spreadsheet environment. It is the first reported program which is specifically designed to assess the similarity between dissolution profiles. The program is capable of performing most existing techniques for comparing drug release data, including exploratory data analysis, univariate ANOVA, ratio test procedures, the difference factor f 1 , the similarity factor f 2 , the Rescigno indices, the 90% CI of difference method, the multivariate statistical distance method, the model-dependent method, the bootstrap f 2 method, and Chow and Ki's time series method. In addition, several user-defined functions for characterizing drug-release curves and for assessing the similarity between dissolution profiles are also implemented in the program. These additional functions can be conveniently used in the same way as the built-in functions in Microsoft Excel. 
