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1. INTRODUCTION 
Given the linear system Ax = b, where A is a symmetric and positive definite matrix, we deal 
with its solution by the Preconditioned Conjugate Gradient (PCG)  Method in parallel. 
It is well known that  this iterative method implies to solve in each step the auxiliary system 
Ks  = r, where r is the residual vector and K is a symmetric positive definite matrix called the 
preconditioning matrix. 
A method for constructing preconditioners is based on the expansion of A-1 as a series of powers 
of A. If we consider a splitting A = P - Q, with P nonsingular, and the matrix H = p -1Q 
satisfies that  p(H)  < 1, then 
g = P ( I+  H +- . .  + H m-1) -1  (1) 
can be used as the preconditioning matrix. K is called the polynomial preconditioning of m steps 
matrix. 
For this kind of preconditioner it is not necessary to know the preconditioning matrix, because 
the solution of system Ks  = r is given by the m-approximation of the solution of As  = r using 
the iterative scheme 
Ps  (0 = Qs (/-1) +r ,  i = 1 ,2 , . . . ,m,  
with s (°) = 0. 
Adams and Ong [1] generalized these preconditioners by using two different splittings (corre- 
sponding to the SSOR Method) and taking as the solution the average of the two solutions of the 
auxiliary systems. In [2] we construct a preconditioner based on multisplittings of A obtained by 
incomplete Choleski factorizations for linear systems where A is an M-matrix.  
Following the ideas of the above papers, in this work we construct a more general parallel 
polynomial preconditioner using splittings of A. More precisely, we used an arbitrary number of 
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splittings which can be of any type (Jacobi, Gauss-Seidel, SOR . . . .  ). Further, this preconditioner 
applies when A is a symmetric and positive definite matrix, not necessarily M-matrix. 
In the next section, we construct he polynomial preconditioner and in Section 3, we give 
conditions for the convergence of the PCG Method. Finally, in Section 4, we choose particular 
splittings, and we outline its implementation  a multiprocessor with distributed memory. 
2. CONSTRUCTION OF  THE 
ADDIT IVE  POLYNOMIAL  PRECONDIT IONER 
Given the linear system Ax = b, and the splittings 
A=PI -Q I ,  l=1 ,2  . . . .  ,k, 
where Pl are nonsingular matrices, we solve the auxiliary system Mms = r, for a predetermined 
number m of steps as follows. 
If m = 1, the solution of system Mls = r is obtained by performing one step in the schemes 
p s i) = Q s(i-1) + r, l = 1, 2, . . . ,  k, (2) 
with s (°) = 0. The average of the "partial" solutions 
sl 1) = Pt-lr, l = 1 ,2 , . . . , k  
yields the solution 
It is easy to check that the additive polynomial preconditioner of one step is 
1 
M~-I = k (p~-i + p2-1 +. . .  + p~-l). 
If m = 2, we solve the system M2s = r by performing one more step in schemes (2), starting 
from s (1). Denoting the matrix Pz-lQt by Gt , the "partial" solutions are: 
sl 2) ---Gts (1) +Pt- lr ,  l = 1,2 , . . . ,k .  
Then, the average of all sl 2) is 
k 
s(2) = ~1 s12) --kl 
/=1 
which is the solution of system M2s -- r. 
steps/or the multisplitting is
where 
In general, 
Then the additive polynomial preconditioner o/ two 
i (±+H)(pc1  +pf l  + . . .  +RE1) ,  Mf  I = 
1 
H = ~ (G1 + G2 +""  + Gk). 
performing the k schemes (2) with s (°) = 0 and s (i-l) the average of sl i-1), 
ll, 2 . . . .  , k, m times, we obtain 
1 (I + H + H 2 H m-l) + p~-l) s(m) = -k +. . .  + (p~-i + p21 +. . .  r, 
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which is the solution of Mms = r, where 
1 ( I+H+H2+. . .+Hm_I ) (p~- i  +p2-1 +. . .  + p~-l) (3) Mm 1 = 
is the additive polynomial preconditioner of m steps. 
Note that the solution of Mms = r is obtained without knowing the matrix Mm. The explicit 
expressions of the matrices M~ 1 are needed only for the proofs of theorems in the next section. 
REMARK. The above construction can be done considering a multisplitting (see [3]) (El, Pt, Qt), 
where El = 1/kI ,  l = 1,2, . . . ,k .  
3. PRECONDITIONER VALIDITY CONDITIONS 
In this section, we give sufficient conditions to ensure that the matrix M~ 1 given in (3) is an 
effective preconditioner. These results generalize Theorems 1 and 2 and Corollary 1 given in [1] 
for the two splittings of the SSOR. Recall that Mm has to be symmetric and positive definite. 
To simplify the proofs of the following theorems, in this section we consider an even number 
of splittings. 
THEOREM 1. Let A be a symmetric matrix and let A = Pl - Ql, l = 1,2,. . .  ,k, be splittings of 
A such that 
k 
P2i-1 = Pi T for i = 1, 2 , . . . ,  2" (4) 
Then the matrix M(~ 1 given by (3) is symmetric. 
PROOF. From (4) P~I_ 1 + P2] 1 is symmetric. So ~--~k=l P1-1 is a symmetric matrix. 
The matrix Mm I can be written as 
1 -~-1 
Mml= ~ E gn  ( P1-1 + P2-1 + ' "+ Pk-1) " 
n=0 
Since 
1 
1 (G1 + G2 +."  + Gk) = I - -  ~ (p~l + p2-1 +. . .  + p~-l) A H=~ 
we have that 
M~ 1 1 I -  ~ (P1-1 + P2 -1 +. . .  + Pk -1) A (p~-i + p2-1 +. . .  +pk  1) 
k n=O 
and then Mm 1 is a linear combination of the matrices 
[(p[1 + p2-1 +. . .  + pk--1) A]J (pl-1 + P2 -1 +- . .  + Pk -1) 
which are symmetric because ~=1 Pt -1 and A are symmetric. | 
THEOREM 2. Let A be a symmetric positive de~nite matrix and let A = Pl - Ql, l = 1, 2 , . . . ,  k, 
be splittings of A satisfying condition (4) and such that the matrices P| axe positive definite. Then 
the matrix Mm 1 given by (3) is positive det~nite if, and only K, the matrix I + H + ...  + H m-1 
has positive eigenvalues. 
PROOF. The matrix (p~l + P2-1 + ... + pk l )  is positive definite and so nonsingular. Then, 
from (3) 
1 Hm_l)" M~I (p~-I + p21 +. . .  + p~-1)-1 = k (I + H+' - -  + 
If M~ 1 is positive definite, the product by a positive definite matrix has positive eigenvalues. 
Conversely, if the product of two matrices has positive eigenvalues and one of them is positive 
definite, then both are positive definite. | 
52 R. BRU et al. 
THEOREM 3. Let A be a symmetr ic  positive definite matr ix  and let A = Pt - Ql, l = 1,2 . . . .  , k, 
be splittings of A such that the matrices Pl are positive definite and 
P2 i -x  = pT for i = 1, 2 , . . . ,  k. 
L 
Then: 
(i) If.  
(ii) I f  m 
is odd, then I + H + . . .  + H m-1  has positive eigenvalues. 
is even, then I + H + . . .  + H m-1 has positive eigenvalues if, and only if, p(H)  < 1. 
PROOF. It follows as the proof of Theorem 3 of [2]. | 
REMARK. Note that the condition (4) is used to guarantee the symmetry of ~k=l Pt -x, which 
is basic in the above proofs. Then we can take an arbitrary number of splittings satisfying 
that ~k=x P1-1 is a symmetric matrix, for example, for an odd number, 2k + 1, of splittings, we 
can choose 
k T Pi i -x  = P2i = 1 ,2 , . . . , -~,  P~+x = P2k+x. i 
4. IMPLEMENTATION ON A MULT IPROCESSOR 
WITH D ISTRIBUTED MEMORY 
In this section, given a linear system we choose particular splittings atisfying (4) in order to 
obtain an easy and efficient implementation f the resulting PCG algorithm on a multiprocessor 
with distributed memory. Then we study the convergence of the algorithm. 
Consider that the system matrix A has size n. Let us consider, for simplicity, that the number 
of processors p satisfies n = qp. 
Then, each processor stores q consecutive rows of the matrix A. By the symmetry of A, 
qn - q(q - 2)/2 entries of A are stored in each processor, and each one also has access to the 
columns with the same indices. 
processors. 
I An An Axa 
Figure 1 illustrates the case of a 9 x 9 block matrix and 3 
) (  A13 
AT A22 A23 A23 
AT 
Figure 1. Data distribution: Block matrix 9 x 9, 3 processors. 
We consider 2p splittings A = Pl - Qt defined as follows: the entries of P2m-1 are 
and P2m T ~-- P2rn- 1" 
aij, i f i= j ,  
pij = aij, i f i< j ,  i, j e {q(m-1)  + l , . . . ,qm},  
0, otherwise, 
(5) 
Figure 2 illustrates those splittings for a 9 x 9 block matrix and 3 processors. Here L~, D~ 
and Uii are the lower triangular, diagonal and upper triangular part of A~i, respectively. ( 1100) ( 10 0) 
P1 = 0 D2 0 /)3 = 0 L22 0 P5 = 
0 0 D3 0 0 D3 ( 00) (o00) 
P2 = 0 D2 0 P4 = 0 U22 0 P6 = 
0 0 D3 0 0 D3 
D1 0 0 ) 
0 D2 0 
0 0 L33 
D1 0 0 ) 
0 D2 0 
0 0 U33 
Figure 2. Splittings. Block matrix 9 x 9, 3 processors. 
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Note that all triangular matrices P are nonsingular (because a i i>  0). Moreover, it is easy 
to see that they are positive definite. Then by Theorem 3, if the number of steps is odd, using 
splittings of (5) the matrix given by (3) is an effective preconditioner. When the number of steps 
is even, then matrix (3) is an effective preconditioner if p(H) < 1. This is the case when A is 
symmetric diagonally dominant with positive diagonal entries as we will see in the next result. 
We recall that the splitting A = P - Q is P-regular if sym(P + Q) is positive definite. 
THEOREM 4. IrA is a symmetric diagonally dominant matrix with positive diagonal entries then 
the splittings defined by (5) are P-regular. 
PROOF. Since A is symmetric sym(P + Q) = pT+ Q. Let us consider the splitting A = P2m-1 - 
Q2m-1, then the entries of PTm_ 1 + Q2m-1 are 
T ~ 0, if i ~ j, i, j E {q(m -- 1) + 1,..., qm}, 
(P'~m-1 + Q2m-1)~j = aij, if i --- j, ( --ai j  , otherwise. 
So sym(P2m-1 +Q2m-1) is diagonally dominant with positive diagonal entries, and hence, positive 
definite. Finally, since PT m + Q2m = PTm-1 + Q2m-1, the result follows. | 
Then, by Theorem 1 (b) in [3], if A is diagonally dominant, the choice of the above splittings 
give an effective preconditioner and so the algorithm is convergent. 
With the splittings defined by (5), the systems (2) are triangular. Note that each triangular 
system can be partitioned in p independent subsystems ofq unknowns with the same row partition 
as in the matrix A (see Figure 2). Then each processor solves part of each system. In fact, it 
solves only three different subsystems because the blocks corresponding toprocessor j with indices 
distinct from 2j - 1 and 2j are equal. One subsystem is solved by backward substitution, another 
one by forward substitution and the last one is diagonal. 
When all vectors s} i) are computed, we need to average them in each step. This task can be 
done in parallel because ach processor computes a block of the vector s~ i), for l -- 1, 2 , . . . ,  2p 
(in fact, it computes only three different blocks). After the average, each processor broadcasts 
the result to all processors. 
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