Mobile devices are undergoing great advances in recent years allowing users to access an increasing number of services or personalized applications that can help them select the best restaurant, locate certain shops, choose the best way home or rent the best film. However this great quantity of services does not require the user to find and select those services needed for each specific situation. The classical approaches link some preferences to certain services, include the recommendations given by other users or even include certain fixed rules in order to choose the most appropriate services. However, since these methods assume that user needs can be modelled by fixed rules or preferences, they fail when modelling different users or makes them difficult to train. In this paper we propose a new algorithm that learns from the user's actions in different contextual situations, which allows to properly infer the most appropriate recommendations for a user in a specific contextual situation. This model, by using of a double knowledge diffusion approach, has been specifically designed to face the inherent lack of learning evidences, computational cost and continuous training requirements and, therefore, overcomes the performance and convergence rates offered by other learning methodologies.
Introduction
In the last few years, mobile devices are undergoing great advances in terms of capacity, connectivity and adaptability, thereby allowing providers to supply numerous services or personalized applications to the final user and even making it possible for the user to be the provider and to foster these services (Ciudad, XXXX) .
This great quantity of available services creates problems for the user when trying to find and select those services needed in a specific situation. A partial solution to this problem is the recommendation of services based on previously established preferences in the user's system. Based on this approach, the catalogued services are linked to specific preferences. An evolution of these methods allows establishing preferential services that have been recommended by other users (Tveit, 2001) or providing services associated to a specific location (Kuo, Chen, & Liang, 2009; Park, 2007) .
However, these approaches do not take into account the diversity of user context variables, including climate, location, day of the week, user availability, current activity, etc. An evolution of location based models, known as context-based services recommendation (Luther, Fukazawa, Wagner, & Kurakake, 2008; van Setten, Pokraev, & Koolwaaij, 2004 ) allows recommending services based on different context variables that could affect the user's decision making (for example, a bicycle rental service would not be offered when raining). In this way, we take into account the variations of the user context in order to provide a more precise recommendation of services.
However, these context-based recommendation models are based on fixed rules and do not take into account possible variations in the user's decision-making when facing similar contexts. Therefore, the user's actions in past situations (user history) must be taken into account in order to model and infer their needs in the present situation.
Despite their great potential, traditional inference techniques, such as neural networks, are not feasible for these types of problems. This is due to the great quantity of necessary evidence required for the system training for each variable combination. Another disadvantage of these approaches is that the models cannot be scaled. In this way, adding new evidences would cause the retraining of the entire system, leading to problems of resource management and model validation.
Besides the aforementioned problems, these inference systems are not flexible enough in order to make an adequate services 0957-4174/$ -see front matter Ó 2011 Elsevier Ltd. All rights reserved. doi:10.1016/j.eswa.2011.07.056 recommendation when the presence of each contextual variable in each contextual situation is variable (e.g. the geographical location, weather forecast may not be available in certain circumstances).
Another problem associated with classical inference models is that the system must be capable of recommending services in a coherent manner, even in situations where there is a low number of evidences. This cannot be achieved with systems based on neural networks.
Therefore, this work aims to provide an enhanced solution to the recommendation of services by resolving some of the earlier problems in order to obtain the most adequate services for the user based in the current contextual situation and its prior history.
Accordingly, we propose the creation of a model of services consumption that allows its estimation in a specific contextual situation, even in the case where there is no prior behaviour evidence of the user in that situation.
The proposed model provides solutions to the following problems:
1. No available evidences for all contextual situations. 2. Not sufficient available evidences for all service typologies. 3. Automatic updating of the model without retraining.
In order to solve these problems, the proposed design takes advantage of several concepts: -The similarity or ''contextual proximity'' between different contextual situations. -The similarity among service typologies. -The knowledge of the preferences of the average user, or average compatible user profile.
The remaining sections of the paper are organized as follows: Section 2 describes the formal model which is proposed for the estimation of the service consumption model of the user according to his contextual domain. Section 3 shows the developed implementation of the model and the obtained results. Section 4 provides clear conclusions about the performance of this model.
System description
The proposed Contextual Services Consumption Model is based on two main elements:
-The matrix of contextual situations, which will help establish the proximity of the user when facing different contextual situations. -The services consumption model, which provides knowledge on the consumer's desired services in a contextual situation.
The joining of these two elements defines the Contextual Services Consumption Model (CSCM) that allows knowing, in each contextual situation, the services most likely desired by the user.
System architecture
Firstly, we define a contextual situationṼ as a vector where each component defines a specific contextual variable, as shown in Eq. (1). Such contextual components may be of a different nature, including location, weather, user's activity, mood, etc. A contextual situationṼ represents a position in the K-dimensional contextual space that reflects a specific situation of a user and is contextual evidence in itself.
Additionally, a distance function is established between two contextual situations to express the degree of similarity between them
As an optional simplifying condition, we require that this distance function not be affected by interrelations of contextual variables of a different typology:
This previous premise will simplify the behaviour of the system when not all the contextual variables are present. However, this is not necessary if the distance functions are specifically designed to model the lack of contextual information and thus maintain the relationships among variables.
A contextual situation matrix (CSM) is defined as a K-dimensional set of situationsṼ p , where each node represents a specific contextual situation that is defined by a maximum number of K variables within the contextual space. The number of elements of each of the dimensions is selected based on the chosen level of discretisation
In this equation, P represents the total number of contextual nodes.
The distance between two contextual situations in the CSM is defined as the distance previously defined for contextual situations, see Fig. 1 .
The contextual space, based on earlier definitions, is defined by a K-dimensional matrix of contextual nodes (CSM), where K is the number of contextual variables. A distance function (Dist) is associated to allow obtaining the similarity between different contextual situationsṼ.
In order to be able to represent a user's services consumption model, a taxonomy of services T is established consisting of a set of categories of services (K) and a set of diffusion coefficients (a). These diffusion coefficients will model the correlation between the different concepts allowing establishing relationships between consumption of different categories in order to enhance the user consumption model estimation. In mathematical terms, a taxonomy T can be seen as a graph where categories would be the nodes and correlations the edges weighted with diffusion coefficients, as shown in Fig. 2 T ¼ fK 1 ; K 2 ; . . . ; K M ; a 1 ; a 2 ; . . . ; a N g ð 5Þ M is the number of categories of different services and N is the number of edges connecting two different nodes.
So, an instance of a service S provided to the user is mathematically described as a set of categories to which it belongs
In this way, a service labeled as ''traditional inexpensive restaurant'' shall be described as the set of service categories: {restaurant, traditional, inexpensive}. Each services category K m is related to other categories through a coefficient of diffusion a. This coefficient will define the degree of diffusion of knowledge between the different service categories, as shall be later expounded.
Starting from this taxonomy, T, we define a services consumption model (SCM) where each service category K m of the taxonomy T has a consumption histogram (H m ) associated to it. This histogram indicates the number of times that a user has accepted, refused or ignored a service that is associated to that category In order to relate a services consumption model (SCM) to a contextual situation, each contextual situationṼ i from the contextual situation matrix (CSM) is associated to a services consumption model (SCM), such as the one previously seen, thus defining the Contextual Services Consumption Model (CSCM), as shown in Fig. 4 CSCM ¼ fSCM
where p e {1 . . . P} and P represents the number of contextual nodes in the contextual node matrix (CNM).
The following sections explain the interaction between the different elements used for the learning and knowledge inference tasks.
Learning logic
Given a Contextual Services Consumption Model (CSCM) that is defined by a taxonomy of services T, a specific discretisation for the context variables through a matrix of contextual nodes and a contextual distance function, we proceed to the initialization of the system for a specific user:
We initialize each consumption histogram H pm, associated to each category m and to each contextual node p, with either the values of the average user, the average user associated to the user profile or with certain predetermined values (H pm = (1, 0, 0)). In this way, the services consumption model starts with previous knowledge that shall be modified through the learning phase.
When a user, in a contextual situationṼ i , performs a specific action (that includes acceptance, refusal or ignorance) regarding a specific service S i , each histogram associated with the categories of that service is modified according to the contextual proximity to 
In this equation, m e {1 . . . M}, p e {1 . . . P}, f() being a monotonously decreasing function and DistðṼ i ;Ṽ p Þ being the distance between the present contextual situation and each contextual situation as defined in Eq. (4). As can be seen in Eq. (10), for a given service category, we update the histograms related with that category (see Fig. 5 ) of all ''nearby'' contextual nodes. Such neighbourhood impact is modelled through the f() function. Such function is obtained through optimisation procedures and will depend on the specific context dimension.
In this way, each user action does not only affect the present context, but also has a bearing on the closest contextual nodes, contributing towards a better learning and generalization.
Inference logic
One of the greatest advantages of the proposed method lies in its capacity to infer knowledge even in situations with scarce evidence.
In order infer the consumption model of the user; the proposed method is based on a double diffusion of knowledge, both in close contextual situations as well as in consumption evidences of compatible services. There are several types of queries that can be set forth to the Contextual Services Consumption Model.
Basic queries
Given a Contextual Services Consumption Model (CSCM) and when facing a contextual situationṼ j , we can establish the probability P i,j of affinity of a service (S j ) defined by a set of service categories as shown in Fig. 6 .
In order to establish the affinity degree, we calculate the services consumption model (SCM) for the contextual situationṼ j .
In this way, the consumption histograms H jm associated to the contextual situationṼ j and to a category K m are defined by
where P represents the number of contextual situations that are present in the contextual situation matrix and H pm represents the histograms associated to category K m within the contextual node CṼ p .
The graphical representation of Eq. (11) is very simple, the obtained services consumption model (SCM) being a linear combination of each of the services consumption models that are associated to each contextual node weighted in accordance to the similarity of the contextual situationṼ j with each of the nodes, as can be seen in Fig. 6 .
Once the services consumption model (SCM) has been obtained for the contextual situationṼ j , in accordance with Eq. (11), we can proceed to consult, for a given service S j , the affinity probability of the user with that service for this contextual situationṼ j .
For this purpose, based on the services consumption model (SCM) obtained in Eq. (11) and taking into account the diffusion coefficients a, we can calculate the services consumption histogram for the service S as shown in Fig. 7 .
Figs. 6 and 7 allow visualizing the learning diffusion concept which permits making very robust inferences even in conditions with scarce evidence. To achieve this, the system uses the learnt knowledge in all contextual situations and for all services. In case there is learnt knowledge in nearby contextual situations, this shall be strengthened by a greater weighting coefficient, see Eq. (9), while in cases where there is lack of knowledge, relevance shall be given to situations with smaller weight. As happens with the diffusion of knowledge within the taxonomy of services, if the user has consumed the service, the system, by means of its design, shall use this information. However, in situations where the user has not consumed a similar service, the system shall disseminate the knowledge from the information contained in the characteristics of services C i related through the use of diffusion coefficients a, as shown in Fig. 7 . The system decides to recommend a service based on consumption data that is inferred from other categories of services.
Advanced queries
The flexibility of this model also allows undertaking other types of queries than those of services recommendations, as a way of supporting other operations.
2.3.2.1. Range queries. The proposed architecture allows queries that span a certain specific range of variables. For example, services consumption model of a user between 9:00 and 14:00 on working days.
In order to do so, we substitute Eq. (9) with
In this manner, the services consumption model shall be the sum of services consumption models that are associated to each of the nodes within a contextual range.
Absence of contextual variables.
In situations where all contextual variables are not available, the matrix of contextual nodes shall be reduced by one dimension, substituting the reduced dimension by the sum of all associated services consumption models. In case there is more than one variable missing, the previous operation shall be repeated.
Implementation and results
In order to evaluate the proposed system, we have implemented a user simulator (Fig. 8) . It allows to simulate the behaviour of a user by executing actions (accept, refuse or omit services) and simulate contextual situations, thus allowing the visualisation of the changes caused in the learning model.
We have added to this simulator all the necessary functions in order to make a correct evaluation of the proposed system. Five contextual variables have been established: hour, day of the week, means of transportation, activity and climatology. This way, we have discretised the contextual space as detailed in Table  1 .
The implemented simulator allows calculating the services consumption model for a specific contextual situation. It also allows continuous learning based on the actions of the simulated user. This functionality will allow simulating the user action when facing a service proposal by the system. It updates the services consumption model in each action and permits the variation of the diffusion parameters. Based on this simulator, the computational cost of the algorithms, the effects of the diffusion mechanisms in learning and the similarity between the user model and the learnt model have been quantified. Along these lines, models of 10 users have been tested and analysed where each presenting nearby contextual situations were inferred in accordance with the pre-established user model. After each interaction, the system checked the As can be seen in Table 2 , we have tested four different architectures. The first one uses only the information obtained in the closest contextual node to the contextual situation of the query. The second architecture takes into account the diffusion from all the nearby contextual nodes (weighting the distances). The third one includes the diffusion coefficients in the services taxonomy but only uses information from the closest contextual situation in the contextual matrix. The fourth one combines the diffusion from the different contextual situations and the diffusion in the services taxonomy as proposed in this paper.
The obtained results, depicted in Fig. 9 , show that the use of the information of all nearby contextual nodes allows the use of fewer evidences for convergence. In turn, we have verified that double diffusion requires a lesser number of evidence than other methodologies. This is due to the fact that learnt knowledge in similar situations and the knowledge of similar services consumption allows for a more precise reasoning of the behaviour of the user with a lesser number of evidences. 
Conclusions and future works
This article has shown the conceptual design of a learning algorithm for establishing the preferences of the user based on both his contextual situation as well as his contextual history.
The proposed algorithm solves some difficulties that exist in other types of learning algorithms: -Absence of learning evidence.
-Problems in the model generalisation.
-Need for a continuous retraining.
-Size of the model (memory).
The proposed methodology, specifically designed to model the behaviour and consumption of services by the user, is characterised by its capacity to be scaled up. This allows increasing the size of the system in a dynamic manner and thus representing any service in a generic manner; at the same time, it permits a progressive adaptation to the user, without risks of overtraining that exist through the use of traditional learning systems. It also improves the convergence time (required evidences) and diminishes the error more effectively than other methodologies.
Additionally, it is able to infer knowledge from unknown situations or for new services based on these diffusion properties and faces the lack of contextual variables (e.g. forecast) by eliminating their influence while keeping the remaining information. Moreover, advanced querying is supported in order to extract enhanced information either of a user or group specific behaviour that can later be used for marketing purposes.
Some of the future noteworthy tasks worth mentioning are: the enhancement of the model by considering 2nd order interaction among the contextual dimensions, the development of distance functions supporting functions correlated among the different contextual variables, to extend the implementation to a real mobile environment based on Android mobile phones and to integrate this learning model with a prediction system of future contextual situations based on ant colony optimization. The latter will allow not only to predict the most appropriate services for the user in a present contextual situation but also to provide the user with desired services in possible future contextual situations. Table 2 .
