In this paper, we present a fast streamline-based numerical method for the two-phase flow equations in high-rate flooding scenarios for incompressible fluids in heterogeneous and anisotropic porous media. A fractional flow formulation is adopted and a discontinuous Galerkin method (DG) is employed to solve the pressure equation. Capillary effects can be neglected in high-rate flooding scenarios. This allows us to present an improved streamline approach in combination with the onedimensional front tracking method to solve the transport equation. To handle the high computational costs of the DG approximation, domain decomposition is applied combined with an algebraic multigrid preconditioner to solve the linear system. Special care at the interior interfaces is required and the streamline tracer has to include a dynamic communication strategy. The method is validated in various two-and three-dimensional tests, where comparisons of the solutions in terms of approximation of flow front propagation with standard fully implicit finite-volume methods are provided.
Introduction
A wide range of applications like nuclear waste storage, drug transport through human tissue, or oil recovery involve porous media flow and transport processes. In this paper, we focus on questions related to the front displacement of the flow in porous media, for which an accurate prediction is important in many applications, as for example predicting the propagation of pollutants in porous media [23, 70] , or simulating enhanced oil recovery [33, 37, 47, 68, 82] and shock wave propagation [40] . For example, the correct simulation of contaminant leakage into the underground may prevent water sources from being polluted [30, 76] . In [78] , the quantity of interest is the time at which the oxygen in the influent reaches the recovery well. The prediction of this time is important to trigger clogging processes. When the medium is highly heterogeneous, the simulation of such sharp front phenomena is particularly challenging. Standard numerical schemes, like finite-difference or finite-volume methods, require extra precautions to accurately track the fronts and to handle arbitrary permeability tensors. In this paper, we present an efficient streamline-based method to simulate the flow of a two-phase system of incompressible fluids in highly heterogeneous and anisotropic media, where capillary effects are neglected. In fact, we are interested in developing a method that can quickly describe the main features of advection dominated two-phase subsurface flow problems.
The mathematical model that governs the flow of the fluid is provided by the transport equations. The problem consists of a system of partial differential equations (PDE) with pressure, velocity, and saturation as unknowns. The governing equations of two-phase flow is written for each phase α ∈ {w, n} as ∂(φρ α S α ) ∂t + ∇ · (ρ α v α ) − ρ α q α = 0.
Here, "w" and "n" denote a wetting phase and a nonwetting phase, respectively, φ is the porosity of the medium, ρ α and S α are the density and the saturation of phase α, q α represents the source or sink term (e.g., injection or production wells), and v α is the phase velocity defined by the extended Darcy law
where the intrinsic permeability K is a symmetric uniformly positive definite tensor. The ratio between relative permeability k rα = k rα (S w ) and dynamic viscosity μ α is called phase mobility and is defined as λ α = k rα /μ α , p α is the phase pressure, and g is the gravity vector defined as −ge d , with gravitational acceleration g and the dimension d of the problem. The two-phase system (1)- (2) can be closed by two additional relations
where the capillary pressure p c = p c (S w ) is a function of the wetting phase saturation. As already mentioned, we neglect in this paper the capillary pressure p c , i.e., we set p n = p w . A mathematically equivalent fractional-flow formulation can be derived (see [41] ) from the fully coupled model (1)- (2) . For two incompressible, immiscible fluids and a rigid porous medium, the global pressure fractional flow formulation, in the presence of a source or sink term q, can be written as This system consists of an elliptic pressure equation and a hyperbolic saturation equation. Here, v t = α v α is the total velocity, which is expressed in terms of the global pressure P , the total mobility λ t = α λ α > 0, and the term G = 1 λ t (λ w ρ w + λ n ρ n )g. Furthermore, the fractionalflow function f w is given by λ w /λ t .
The system (3)- (4) is solved in this paper using a sequential strategy, where the pressure Eq. 3 is first solved to obtain the pressure P , and then Eq. 4 is solved using operator splitting (OS) techniques, where the advective and the gravitational part are considered separately. A detailed description of the OS idea can be found, e.g., in [44] . OS methods have clear advantages compared to the fully coupled formulation. For example, the physical and mathematical character of the different terms (advective or diffusive) can be identified. Therefore, a suitable algorithm can be selected for each equation, dependent on the properties and characteristics of the problem. Furthermore, this sequential strategy is very efficient if the pressure and transport equations are weakly coupled, which is satisfied in this paper since capillary effects are neglected. In addition, the unconditionally stable front tracking method is used to solve the advective step, which is a clear advantage compared to the classical IMPES (IMplicit Pressure-Explicit Saturation) scheme. Fully coupled implicit methods based, for example, on a discontinuous Galerkin discretization have also been employed for simulating two-phase flow in porous media [7, 31] . However, the numerical solutions may exhibit unphysical oscillations, if slope limiters or upwinding are not employed. In [52, 53] , the authors considered a class of fully implicit discontinuous Galerkin methods with interior penalties for two-phase flow and introduced a coupling approach for stability and error estimates instead of the conventional separate analysis for pressure and saturation. By doing so, the authors showed the stability of the schemes in space and time and a priori error estimates are presented in appropriate norms for pressure and saturation. However, no numerical examples are reported. Furthermore, solving the fully coupled system can be expensive, in particular for three-dimensional problems, and may require high performance algorithms [7, 55] .
To solve (3), we employ the symmetric weighted interior penalty Galerkin method (SWIPG) [29, 83] . The main advantage of this method consists in its ability to handle discontinuous permeability fields K, which is a typical property of realistic geological applications, where the coefficient may vary by several orders of magnitude. Furthermore, the SWIPG method is locally conservative, guarantees highorder accuracy (depending on the regularity of the solution) and can handle full permeability tensors [6, 32, 74] .
In particular, an accurate and locally conservative approximation of the velocity field v t is fundamental for the advective step of the sequential algorithm. A combination of the SWIPG numerical solution with an appropriate H (div)-projection of the velocity, as in [10] , satisfies all these properties, which are not immediately guaranteed by other standard numerical methods. Algorithms based on finitedifference approximations have been used to solve (3), but produce unphysical solutions in presence of highly heterogeneous and anisotropic permeability tensors. Also finite-volume methods with a two-point flux approximation (TPFA) yield inconsistent formulations if the permeability tensor K is not aligned with the grid directions [1] .
Once the velocity field has been obtained, an OS step for solving (4) is employed, where the advective and the gravity part are treated separately, as presented in [18] . The advective part is then solved using a method based on streamline projection [11, 27, 28, 81] , and the set of one-dimensional equations along streamlines is then solved by the front tracking method, systematically described, e.g., in [46, 54, 64] .
Streamline methods are widely used for simulating subsurface transport [2, 14, 16, 25, 34, 36, 38, 43, 65, 66, 68, 77] . In fact, streamlines are very efficient to compute and can minimize the numerical diffusion [3, 14, 79] . In [80] , the authors showed an application of the streamline method for optimizing a water injection scenario. The reported advantage of the streamline method for this task was the simulation speed. Furthermore, in [68] , a streamline approach is investigated as a powerful tool for quick screening of heavy-oil waterflood projects, estimating oil recovery, and water breakthrough time. In [3] , different waterflooding problems have been simulated in two-and three-dimensional fractured reservoirs, and the results are compared with those of a commercial software. Additionally, they have demonstrated that the streamline-based simulator can predict the results of the commercial software with an acceptable accuracy, while its computational time and memory usage is reduced.
Following [24, 51, 64] , we combine the streamline method with the front tracking method, which has been shown to perform very well for solving one-dimensional hyperbolic equations. In fact, the front tracking method is unconditionally stable, super fast and discontinuities are resolved naturally [45] .
In order to increase efficiency for large-scale applications, a domain decomposition on parallel architectures is applied to reduce the computational costs of the SWIPG resolution of (3), exploiting the parallelization possibilities offered by the DUNE framework [8] , where the entire method described in this paper has been developed. Our streamline method is therefore formulated for decomposed domains and requires a dynamic communication strategy between processes. In this paper, a message passing architecture is employed, where each process can only access local memory. A streamline tracer algorithm combined with a DG approximation of the pressure equation for two-phase flow in porous media is developed. Furthermore, to the best of our knowledge, an extension of streamline computation on decomposed domains has not been considered yet. In fact, in [16] , the authors proposed an algorithm based on distributed-memory to assign to different processes a part of the streamline set. Thus, this approach does not require any communication between processes for calculating the streamlines. In [21, 73] , different ways to compute streamlines for visualization purposes on decomposed domains are presented, where the velocity field is already provided from astrophysical or hydraulic simulations. In [34] , the authors proposed a parallel algorithm for single-phase flow on a shared-memory architecture, where all cores have access to the whole memory, and, in particular, to the entire pressure and velocity fields.
In this paper, we simulate flow for incompressible systems, where the total velocity field is fixed during a global time step [12] . Streamline methods have been extended to account for compressiblity effects, see for example [13, 25, 64, 82] . In [25] , the total velocity field is also fixed during a global time step, but the divergence of the velocity field is added as source or sink term to the one-dimensional transport equation along each streamline. In this way, the changes in the fluid volume, caused by pressure changes, are captured. In [13] , a compressible formulation for streamline simulation is presented, where the cumulative volume is used, instead of time of flight. In [64] , the front tracking method has been extended to compressible two-phase flow simulation. In [82] , the author interpreted each streamline as a streamtube, in which each streamline has an associated volume. As mass and energy are transported along the streamlines, the fluid shrinks or expands because of temperature changes, which causes the volumetric flux to increase or decrease. The volume discrepancy is then modelled using a dimensionless velocity approach similar to the one suggested by [57] .
Furthermore, in this paper, we mainly consider test cases where the so-called K-orthogonality property is fulfilled, which is given when using structured grids and diagonal permeability tensors. The reason for this is the fact that the accuracy and convergence of the TPFA scheme is guaranteed for such grids, whereas the reliability of the TPFA scheme is, in general, lost for non-K-orthogonal grids. The extension of streamline methods to unstructured grids has been proposed in several works, see for example [49, 59-61, 69, 72] . In [39, 49, 72] , the authors employ Piola transformations to extend Pollock's method to distorted quadrilaterals or hexahedra. In [39] , the authors also address streamline tracing on distorted hexahedra in a finite-volume framework and their method relies on velocity reconstruction at cell corners combined with interpolation techniques within each cell. In [59] , the authors employ a different approach, which uses a mixed finite-element method to calculate the velocity field. In [69] , unstructured grids are considered, without having any restrictions on the number of faces for each control volume.
In several publications [14, 15, 24, 35, 50] , capillary forces have been incorporated into a streamline framework for two-phase flow using operator splitting techniques. Whereby, the advective step is still solved along streamlines, but capillary effects are incorporated by using conventional discretization schemes such as finite-volume [24] , finitedifference [14, 15, 35] , or Petrov-Galerkin finite-element methods [50] . Therefore, including capillary forces in streamline simulations may lead to a higher computational effort. In this paper, we are interested in a fast solver for advection dominated flow in porous media, and therefore capillary effects are neglected.
The rest of the paper is organized as follows: In Section 2, we present our method. The method is numerically validated in Section 3, where two-and three-dimensional results are presented. Conclusions follow in Section 4. A brief description of the streamline method on decomposed domain is reported in the Appendix.
Numerical method
Within this section, a brief description of the numerical methods employed in this paper is provided. In particular, our improved streamline method is presented, which allows us to use larger time steps in Eq. 4, and still obtain an accurate prediction of the flow front.
Solution of the pressure equation
We illustrate the SWIPG scheme, focusing, in particular, on the choice of the penalty parameter as presented in [6, 55] . Let us denote with ⊂ R d the porous medium, where the problem is posed. We subdivide the boundary ∂ into two subsets, D and N , where Dirichlet and Neumann boundary conditions are set, respectively. Eq. 3 is completed by the boundary conditions
If the boundary condition is set to be a pure Neumann condition, i.e., N = ∂ , then the system is closed by the following compatibility condition for the pressure that guarantees uniqueness
Let E h be a uniform quadrilateral (in two dimensions) or hexahedral (in three dimensions) mesh of , where h > 0 is the maximum element diameter and let h denote the set of all interior faces of the mesh. We fix a unit normal vector n e for each interior face e and denote by E + e and E − e the elements in E h such that e = ∂E + e ∩∂E − e . With this notation, we set n e to point from E − e to E + e . For a function v, we also define its values on both sides of e by v ± e := v |E In this work, we consider a specific permeability-dependent choice for the weights as in [6, 7, 55] . Namely, for all interior faces e ∈ h , we define the weights
where S ± = S(E ± e ) are the saturations of the elements E ± e . We can now define the SWIPG discretization for the pressure equation, where the DG approximation space is given by
where Q k = {p : p = α ∞ ≤k c α x α } in the standard multiindex notation. In the SWIPG scheme, the discrete solution P h ∈ V k h satisfies the variational equation where σ e is the penalty parameter chosen as in [6, 7, 55] .
For each e ∈ h , we define
while for boundary interfaces e ∈ D , we set
The factor β in the penalty term is constant for all faces in our simulations. This method results in a sparse, large, symmetric, and positive definite algebraic system of equations for the pressure. These large-scale linear systems (in particular in three dimensions) can be efficiently solved using the parallelization possibilities offered by the DUNE framework [8] . Here, we use a conjugate gradient solver together with an AMG preconditioner, see [9] for more details.
H (div)-projection of the velocity
The velocity field obtained from the DG pressure P h is not conservative, due to its discontinuities in the normal components of the velocities across element boundaries. To overcome this problem, a post-processing is applied to obtain a conservative velocity field. In this work, we follow the approach presented first in [10] and then employed in other works, e.g., in [56, 62] . A projection onto the BDMspace of first order is therefore adopted, which guarantees that the resulting velocity field is continuous across element edges in the normal direction. For quadrilateral and hexahedral elements, the definition of the spaces can be found in [19, 20] . This projection is an element-wise postprocessing and therefore computationally inexpensive. In the next section, streamlines are traced along the velocity field using the standard Pollock method [71] . This method is provided for orthogonal grids and it assumes that each principal velocity component varies linearly within a cell. The application of this method to the reconstructed velocity field v BDM t is not straightforward, since this velocity does not vary linearly within an element. Therefore, we further project this velocity onto the RT 0 -space and obtain a new velocityv, which is constant along each edge. To apply the Pollock method, the velocityv is then approximated linearly inside the element as described in [71] . The choice of such an approximation is motivated by two aspects: accuracy in terms of time-of-flight and computational costs. In [59] , the authors investigated numerically the accuracy of the RT 0 -and BDM-velocities in terms of time-of-flight. The BDM-projection is shown to be more accurate than the RT 0 -projection. Our further projection of the BDMvelocity onto the RT 0 -space is necessary to fulfill the requirements of the Pollock method, where the velocity is assumed to vary only linearly within an element. Employing the Pollock method for tracing streamline results in an analytical expression for particle path lines within each cell and is computationally cheap. The two approaches used in [59] for tracing streamlines require computationally expensive strategies, based on a stream function approach (which requires the solution of an algebraic equation) or on a numerical integration approach (using an explicit Runge-Kutta scheme). Furthermore, an extension to threedimensional problems of the stream function approach is not provided in the cited paper. Our choice is supported by a numerical experiment conducted on the Test Case 5 from [42] . On the unit square = (0, 1) 2 , let us consider the following diffusion problem
where the permeability K is given by the following heterogeneous and anisotropic tensor
The exact solution is given as The global L 2 -error of each projected velocity is computed with respect to the mesh refinement and reported in Fig. 1 . We can notice that the global error forv is smaller than the error of the pure RT 0 -projection v RT 0 . This leads to a reduced error in terms of time-of-flight. First order of convergence of the global error for the approximated velocity can be observed.
Operator splitting for the transport equation
For completeness, the OS concept to discretize the saturation Eq. 4 is briefly described in this section. For simplicity, let the time interval I = [0, T ] be uniformly partitioned into subintervals I n = (t n−1 , t n of constant length t = t n − t n−1 . Hereinafter, S n w denotes the wettingphase saturation at time level n, and S 0 w = PS w0 the L 2 -projection of the initial data S w0 . By decomposing the spatial differential operator into the advective part S h ( t) Fig. 1 Numerical error of the DG-velocity projected onto different spaces and the gravitational part G h ( t), the OS solution procedure for one splitting step [t n , t n+1 ] is defined as
withf w = λ n f w (ρ w −ρ n ). S h and G h represent the discrete solution operators of the advective and the gravitational step, andŜ n w is the intermediate saturation value between two calculation steps. The front tracking method is applied along streamlines, while the gravity step is solved along gravity lines with the method presented in [12, 48] .
Improved streamline method for higher dimensions
In the following, we employ our streamline approach to solve Eq. 8a. A streamline is described in terms of timeof-flight τ , which represents the time required to travel a distance s along a streamline based on the velocity fieldv, i.e.,
In order to be able to apply the front tracking method on each streamline, the informations needed to construct the initial function for the Riemann problem have to be collected. For each streamline, we record the time necessary to cross other elements, together with the global numeration of those elements and their respective saturation. Thus, the full-dimensional transport equation is transformed into a set of one-dimensional equations along the streamlines in terms of time-of-flight. The one-dimensional front tracking can then be applied along each streamline [15, 24, 51, 64] . When constructing the initial function for the front tracking, the values of the saturation are mapped from the underlying cartesian grid to the streamline grid, introducing some mass balance errors. This problem can be tackled using higher order mapping algorithms [58] or increasing the number of streamlines. In [51] , the time-of-flight values are scaled to locally stretch or shrink the streamline grids in order to impose mass-conservation. In this work, we focus on predicting accurately the front of the flow, whose simulation is not strongly influenced by a small mass loss, as the authors in [57] reported: "despite the lack of exact mass conservation, studies have shown that streamline methods can predict the global sweep of water floods in heterogeneous reservoirs effectively [5, 80] ." Therefore, following [18, 22] , we simply employ a weighted averaging approach for the mapping from the streamline grid to the cartesian one.
In previous works (see, for example, [4, 17, 24, 62, 77] ), the streamlines are computed backwards along the velocity field for the time interval t, starting from the element centers. Along the backwards part of the streamline, the front tracking method is applied in order to make the transport step forward in time. This approach does not resolve accurately the front propagation, if large time steps are employed (see Fig. 2, top) .
Within this work, we therefore apply the front tracking method on the computed streamlines in both directions. This improvement allows us to employ larger time steps and resolve the front propagation more accurately, as shown in the following Buckley-Leverett example. Example The difference between the two approaches to solve (8a) described above is tested on a simple BuckleyLeverett problem. As computational domain, we consider the square = (0, 100) 2 ⊂ R 2 being initially discretized by a 100 × 100 mesh. We solve ( 
The viscosities are μ w = 10 −3 [P a · s] and μ n = 5.7 · 10 −4 [P a · s], the porosity is assumed to be constant φ = 0.2 for each element. The domain is initially fully saturated with the non-wetting phase, i.e., S w = 0 for t = 0. Gravity effects are neglected in this example. The saturation equation is solved along streamlines using the front tracking method in the time-interval [0, 10 7 ]. The difference between both methods can be seen in the top picture of Fig. 2 , where the numerical solutions are compared with the analytical one. If only backwards tracing is employed and the time step is large (in this example, the time step has been chosen constant and equal to t = 10 6 [s]), then the propagation front is not accurately resolved. If additionally the streamlines are calculated forwards, then the front matches the exact solution. Furthermore, a relative mass loss of ≈ 16% can be observed, if only backward streamlines are involved, while the total mass loss in the case where streamlines are computed in both directions is reduced to ≈ 0.9%. On a uniform refined mesh with 200 × 200 elements, the relative mass-error is ≈ 0.0661%, while on a mesh with 400 × 400 elements, it is 0.0113%. We point out that the front is always resolved exactly, as shown in Fig. 2 , bottom, independent of the mesh refinement.
Numerical experiments
In this section, we validate our method on well-known two-and three-dimensional problems. We introduce a new parameter, which will be used later in some numerical experiments to validate our method. In the following problems, we assume that the wetting phase is injected from a part I of the domain¯ , and extracted from another part E . We assume that I is initially filled by the wetting phase, i.e., S w (x) = 1 for every x ∈ I . For every x ∈ E , we assume S w (x) = 0. For the discretization of problem (3)- (4), we introduce a uniform partition of the time-interval [0, T ] into subintervals of length t, where m t = T . We define the detection time as the quantity T d = k t, where k ∈ {1, ..., m}, such that there is at least a x ∈ E with S w (x) > 0 and for eachk < k the wetting phase has still not reached the extractor, i.e., S w (x) = 0 for every x ∈ E at timek t. The actual arrival time of the wetting phase to
For all examples, Q 1 -elements have been chosen for solving the pressure Eq. 3, i.e., k = 1 in Eq. 6, and the parameter β in Eq. 7 is set to be constant and equal to one. Furthermore, a fully-implicit TPFA finite-volume scheme combined with a first-order upwind technique is used to compute a reference solution and it is referred to as standard fully implicit finite-volume scheme in the following.
Five-spot problem
The setting for the following problem is the same as in [75] . As simulation domain, the square = (0, 100) 2 is chosen, where the boundary is subdivided in the following subsets: The numerical solution obtained with our method at the final time is depicted in Fig. 3 , on the left. In the middle of Fig. 3 , a contour plot for S w = 10 −5 is shown, where the solutions of our method on both meshes are compared with a reference solution computed with the standard fully implicit finite-volume scheme on the fine mesh. The reduced numerical diffusion of our method can be observed. Furthermore, the wetting phase saturation is plotted in Fig. 3 , on the right, along the diagonal together with the standard fully-implicit finite-volume scheme solution. For the solutions computed with our method, we can observe that numerical diffusion is reduced on the finer mesh and that the two fronts coincide, showing that the front is well resolved by our method, independently of the mesh refinement.
Two-dimensional heterogeneous problem
In the second example, we test our method on the layer 16 (top formation) of the SPE10 benchmark study [26] . The permeability and porosity fields are shown in Fig. 4 in the left and middle pictures, respectively. Both fields show high parameter contrasts. The relative permeabilities are calculated using quadratic laws . The three solutions at the top have been computed with the method developed in this paper, while the three at the bottom with the standard fully-implicit finite-volume scheme and are referred to as reference solutions for this example. The solutions in the left column have been computed on the initial mesh, while the mesh in the middle column has been uniformly refined and contains 120 × 440 elements. In the right column, a further uniform refinement has been considered, yielding a mesh that contains 240 × 880 elements. 4 In the left picture, the first component of the permeability field is depicted (the medium is isotropic). In the middle picture, the porosity field is shown. On the right, the problem setup is provided
In Fig. 5 , on one hand, we observe that all solutions possess the same behavior in terms of front propagation and direction of flow. On the other hand, our method yield the same detection time of 1.3 · 10 8 [s] for the water at the upper boundary independently of the mesh refinement, while a slower front propagation can be noticed for the first two standard fully-implicit finite-volume scheme solutions. The detection time for the first two reference solutions is 1. 4 · 10 8 [s] . These differences are due to numerical diffusion, which cause a slower front propagation. In Fig. 6 , contour plots for S w = 10 −5 at end time are presented for each method. Here, we can observe a reduced numerical diffusion of our method in comparison to the standard fullyimplicit finite-volume scheme. The numerical diffusion of the standard fully-implicit finite-volume scheme causes the reference solution to yield a different detection time on the first two meshes, which can be properly reduced only on the finest mesh.
Anisotropic permeability
When incorporating realistic geological models, the numerical method has to be able to handle full-tensor permeabilities. This is investigated in the following example, which has been introduced in [63] . Let R(θ) denote the rotation matrix of angle θ . Thus, the permeability (see Fig. 7, left) is defined as obtained with the method developed in this paper (on the left) and for the standard fully-implicit finite-volume scheme solutions (on the right). In the legend, the corresponding mesh is provided and the production well q P , located at the upper-right corner (100, 100). The injection and production rates are given by
and no flow boundary condition is imposed. Gravity is neglected. The porosity is chosen constant on the entire domain, φ = 0.2. The relative permeabilities are chosen accordingly to Eq. 9 with λ = 2. The transport is simulated for 2.8·10 3 seconds. The solution at the end time is depicted in Fig. 7 , where the domain has been discretized by 200 × 200 elements (middle) and by 400 × 400 elements (right). We notice that the anisotropy is well captured and the amount of numerical diffusion is negligible. Furthermore, the front propagation of the wetting phase is the same for both simulations.
Segregation test
In this example, we apply the operator splitting technique for solving a pure-gravity driven problem. 
Application to the three-dimensional SPE10 Benchmark
In the previous numerical tests, we tested the method developed in this paper for two-dimensional problems, where it was demonstrated that fronts are well captured by our method with less numerical diffusion compared to the standard standard fully implicit finite-volume scheme. In addition, it was shown that the scheme is also consistent for full anisotropic tensors. In the following example, we apply our method on a well-established three-dimensional problem with realistic geological data. The setting of this example is taken from the second problem of the SPE10 Benchmark [26] . The domain is discretized by 60×220× The permeability and porosity fields are depicted in Fig. 9 . The model consists of two different geological formations: a shallow-marine Tarbert formation in the top 35 layers and a fluivial Upper-Ness formation in the bottom 50 layers. In the upper formation, the permeability is relatively smooth, while the bottom formation possesses a more heterogeneous structure, including channels. In both formations, the permeabilities are characterized by large variations of 8-12 orders of magnitude. We are interested in validating our method in terms of front propagation, and therefore, we consider a simplified version of the original SPE10 Benchmark problem. Here, we simulate a flow driven by a pressure gradient, i.e., we impose Dirichlet boundary condition on the following sets: Fig. 9 On the left, the porosity is shown, while on the middle and on the right, the permeabilities in x and z direction are depicted, where the z-axis points in the depth direction. Permeabilities are isotropic in the x and y direction, i.e. K x = K y (z-direction scaled by a factor of 5) Viscosity for the wetting phase is μ w = 3 · 10 −4 [P a · s], and for the non-wetting phase (oil) is μ n = 3 · 10 −3 [P a · s]. The relative permeabilities are chosen accordingly to the quadratic law (10) . Initially, the domain is filled by the nonwetting phase. We choose a uniform time step of 10 days and the simulation runs until the water reaches the boundary D,ext . Gravity is neglected. The original mesh consists of 1,220,000 elements making it hard to solve sequentially the linear system obtained with the SWIPG method. Therefore, the solution has been computed on 35 processors, yielding a total number of 1,326,960 elements, which includes the overlapping elements. For visualization purposes the z-axis is scaled by a factor five in all figures showing the three-dimensional model domain. We obtained a detection time of 240 days for the water front. The wetting phase saturation at this time is shown in Fig. 10 , on the right. On the left side of Fig. 10 , the pressure field after the first time step is provided. As reference, a numerical solution is computed using the standard fully-implicit finite-volume scheme. The reference solution yields a detection time of 250 days, which is in good agreement with the result obtained with our method (deviation of t). As in the two-dimensional heterogeneous problem from Section 3.2, the difference in the front propagation is caused by a higher numerical diffusion of the standard fully implicit finite-volume scheme.
Final remarks
In this work, we have proposed an improved streamline approach for the fast simulation of incompressible two-phase flow in porous media for high-rate flooding scenarios, where capillary effects can be neglected. We have applied a sequential algorithm, where the pressure equation is solved by a DG method, while the system of one-dimensional Riemann problems along streamlines is solved using the front tracking method. The advantages of our method consist in combining the optimal approximation properties of the DG method with a fast and unconditionally stable solver for the transport equation. Furthermore, a parallel version of the algorithm for the streamline tracing on decomposed domains has been presented. A series of numerical tests for two-and threedimensional problems has shown the reliability of the presented method in terms of flow front approximation. The reduced diffusivity of our method has also been shown in comparison to a standard fully-implicit finite-volume scheme for different two-dimensional examples. In future work, the method presented in this paper will be further improved in terms of mass conservation and extended to unstructured grids and compressible systems. In this paper, we considered only structured grids. On such grids, at least for the case of diagonal permeability tensors, the two-point flux approximation combined with a first-order upwind Fig. 10 On the left, the numerical solution of the pressure field for the SPE10 Benchmark is shown. On the right, saturation for the wetting phase is depicted over a threshold of 0.001 after 240 days (z-direction scaled by a factor of 5) scheme yields accurate results, which have therefore been used as reference solutions for the different test cases. Capillary effects can be included by applying a finite-volume scheme to a further operator splitting step which accounts for the capillary diffusion. In order to maintain the computational efficiency of the streamline method, when capillary effects are included, the parallelization capacities of the DUNE-Framework might be used.
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Appendix: Implementation of streamlines on decomposed domains
Using the parallel features of DUNE, the pressure field can be computed using an overlapping domain decomposition approach. Therefore, the module for streamline computations has to be parallelized accordingly. A typical situation is depicted in Fig. 11 , where the computational domain is decomposed into two overlapping subdomains.
For each element, streamlines are launched from its center and are distributed among different processes. Each process starts the computation of its own local set of streamlines independently. If a streamline reaches the boundary of the process where it started, its computation is stopped. Once each process is done with its own set of streamlines, a communication between processes is required to continue the streamlines that have been interrupted at the process boundary. In the following, we present the algorithm employed to track the streamline between different processes. The communication is achieved using Message Passing Interface (MPI). Considering the situation presented in Fig. 11 , each process contains a subdomain, which overlaps with the other process. Between an overlap element in one process and the corresponding interior element in the other process, data can be communicated using the DUNE class: Fig. 11 Overlapping domain decomposition using two processes For ease of presentation, let us consider again the simplified problem involving only two processes. We start a streamline from an element E ∈ E h in the first process, as depicted in Fig. 12 . Let us denote by E P 2 n the element where the streamline ends after t seconds. To be determined are the elements crossed by the streamline, the corresponding crossing times and, eventually, the different saturation values. Let the velocity fieldv be given. In Algorithm 1, Fig. 12 Streamline crossing the process border a simplified version of the algorithm is presented, where the procedure for tracking the streamlines over a time t is provided for the case depicted in Fig. 12 . The extension to more processes follows the same concept. Furthermore, we point out that the presented algorithm is independent of the dimension d of the problem.
