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SECANTS OF MINUSCULE AND COMINUSCULE MINIMAL ORBITS
LAURENT MANIVEL AND MATEUSZ MICHA LEK
Abstract. We study the geometry of the secant and tangential variety of a cominuscule
and minuscule variety, e.g. a Grassmannian or a spinor variety. Using methods inspired by
statistics we provide an explicit local isomorphism with a product of an affine space with a
variety which is the Zariski closure of the image of a map defined by generalized determi-
nants. In particular, equations of the secant or tangential variety correspond to relations
among generalized determinants. We also provide a representation theoretic decomposition
of cubics in the ideal of the secant variety of any Grassmannian.
1. Introduction
The aim of the article is to investigate the properties of the secant variety of the minimal
orbit in a minuscule and cominuscule representation of a semi-simple complex Lie group.
The prototypical examples of such varieties are the Grassmannians. The Grassmannian of
k dimensional subspaces of an n dimensional vector space V is the image of the map
{nondegenerate k × n matrices} → P(
k∧
V )
M 7→ [all maximal minors of M ].
Moreover, we can parameterize an affine open chart of the Grassmannian by
{k × (n− k) matrices} → A(
n
k)−1 ⊂ P(
k∧
V )
M 7→ (all minors of M).
In particular, one can consider the Plu¨cker relations that define the Grassmannian, as
quadratic relations among minors, coming from the Laplace expansion of the determinant.
We generalize these classical observations to the tangential and secant variety, by providing
analogous local parameterizations. Recall that the tangential variety is the union of all
tangent lines to the variety, while the secant variety is the Zariski closure of the union of the
bisecant lines. It turns out that the tangential variety is locally isomorphic to a product of
an affine space by the Zariski closure of the variety M parameterized by all minors of degree
at least two of a generic matrix. The secant variety is locally isomorphic to a product of an
affine space by the cone over M . In particular, the equations of the tangential (resp. secant)
variety correspond to (resp. homogeneous) relations among minors of degree at least 2.
Our method is inspired by the ”cumulant trick” coming from statistics. Given probability
distributions, the statisticians compute general moments and cumulants. The formulas for
those were the inspiration to define two triangular automorphisms of the affine space. This
method has had other successful applications [SZ11, MOZ12].
The first author is supported by the Narodowe Centrum Nauki grant UMO-2011/01/N/ST1/05424 ”Rep-
resentation theory and secants of homogeneous varieties”.
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Furthermore, using generalized determinants, we are able to extend our results to all
varieties that are both minuscule and cominuscule obtaining our main theorem. In order
to prove our results we present formulas for the generalized determinants for a sum and a
generalized Laplace expansion in Lemmas 2.5 and 2.6. The following setting also includes
the spinor varieties and the two exceptional Hermitian symmetric spaces. The equations of
the secant and tangential variety correspond to the relations among the Pfaffians.
Main Theorem (Theorem 3.4). The secant variety of the minimal orbit Y in the projec-
tivization of a minuscule and cominuscule representation can be covered by complements of
hyperplane sections that are isomorphic to the product of an affine space of the same di-
mension as Y , by the affine cone over the projective variety parameterized by all generalized
determinants of degree strictly greater than one.
Analogously, the tangential variety is locally isomorphic to a product of an affine space
by the affine variety parameterized by all generalized determinants of degree strictly greater
than one. The inclusion of this variety in the cone over it corresponds exactly to the inclusion
of the tangential variety inside the secant.
Corollary 1.1. On each of these affine charts, the ideal of the closure of the minimal orbit
is given by relations among all generalized determinants, while:
• the secant is defined by the homogeneous relations among those generalized determi-
nants that are of degree strictly greater than one,
• the tangential variety is defined by all the relations among those generalized determi-
nants that are of degree strictly greater than one.
While the ideal of an equivariantly embedded homogeneous variety is always generated
by quadrics, in general, the ideal of its secant variety is not known. There are no quadrics
vanishing on the secant variety. Although, it is not true that the ideal of the secant of a
homogeneous variety is always generated by cubics [Man09], it is expected that this property
holds for Grassmannians. We provide an explicit representation theoretic description of
cubics in the ideal of any Grassmannian 5.11. This is related to the plethysm S3(
∧k),
which has been computed in [Lit44, CGR]. We present a short proof in the Appendix. An
analogous description for the secant of Segre varieties was provided in [LM04][Theorem 4.7]
and the ideal is now known in any degree for the secant variety of a Segre-Veronese variety
[Rai12].
There are many motivations to study secant varieties of homogeneous varieties coming
both from pure and applied mathematics. Homogeneous varieties come with a preferred
embedding, thus the secant and tangential varieties are intrinsic objects. Their geometry
is very interesting - a classical reference is [Zak05], however the topic has been studied by
many other authors - please consult [Lan12] and references therein. Still, the increasing
interest in the topic is strongly motivated by possible applications in computer sciences,
image processing, statistics etc. This is related to the problem of determining ranks (or
border ranks) of tensors.
The Segre, Veronese embeddings of projective spaces, as well as the Plu¨cker embeddings
of Grassmannians, are of particular interest as they correspond to general, symmetric, and
skew-symmetric tensors. While the secant and tangential variety of the Segre-Veronse em-
beddings is well described [Rai12, OR11], the problem for Grassmannians is wide open. The
description for the secant of G(3, n) was provided in [LW09]. In general, we present an easy
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method to derive the description of the secant of G(k, n), by the description for G(k, 3k) in
Proposition 5.7. In [LO11] one can find a set of equations, so-called skew-flattenings, that
define the first and second secant variety on an open subset. In [DK11, Dra13] one can
find very nice results concerning bounds for the degree of equations that cut out the secant
variety set-theoretically. The study of relations among minors is also an interesting, difficult
topic [BCV13].
2. Generalized determinants
2.1. Minuscule and cominuscule representations. Let g be the Lie algebra of a semisim-
ple complex Lie group G. By choosing a Cartan subalgebra h we obtain a decomposition
g = h ⊕
⊕
β∈R gβ, where R is the set of roots and the gβ are the root spaces. By fixing a
Weyl chamber, we obtain a basis of the root system, made of the simple roots α1, . . . , αn.
Let λ be a minuscule and cominuscule dominant weight. In particular λ is a fundamental
weight ωi0, corresponding to the simple root αi0 . We get a decomposition g = n⊕ p, where
n is the sum of the root spaces gβ where β has negative coefficient on αi0 when expressed
as a linear combination of the simple roots. We denote by B the set of these roots. The
parabolic subalgebra p is the sum of the Cartan subalgebra with the other root spaces.
Let Vλ be the minuscule and cominuscule irreducible representation with highest weight λ.
Its weight decomposition is Vλ =
⊕
w∈F Ww, where F is the set of weights appearing in Vλ.
Since λ is minuscule F is the orbit of λ under the Weyl group action, and dimWw = 1 for
each w in F . By choosing a non zero vector vw ∈ Ww we obtain an isomorphism iw :Ww ∼= C.
We also define the projection π′w : Vλ → Ww with respect to the direct sum decomposition,
and the composition πw = iw ◦ π
′
w.
To simplify the notation we define the degree d(α) = 〈α, ω∨i0〉, where ω
∨
i0
is the correspond-
ing fundamental coweight. In particular, for any b ∈ B we have d(b) = 1. Each element
f ∈ F can be written as λ plus elements of B. Such presentation may be not unique, but the
number of elements from B is fixed and equals d(f − λ). Moreover, among elements from
λ − F , the maximal degree is dmax = 〈λ− w0(λ), ω
∨
i0
〉, since the lowest weight is the image
of λ by the maximal length element w0 of the Weyl group.
There are two infinite series of minuscule and cominuscule representations V of simple
complex Lie groups G, and two exceptional examples. They are presented in the table
below, with the corresponding values of dmax. The main geometric object we are interested
in is the minimal orbit Y in P(V ).
G V dmax Y
SLn ∧
kCn k G(k, n) Grassmannian
Spin2n ∆ n S2n Spinor variety
E6 Vω1 2 OP
2 Cayley plane
E7 Vω7 3 Gω(O
3,O6) Freudenthal variety
For Grassmannians we suppose that k ≤ n − k. We will not say much about the two
exceptional cases. The secant variety of the Cayley plane is degenerate, it is the famous
Cartan cubic hypersurface of this Severi variety. The secant of the Freudenthal variety is
non degenerate, in fact it is equal to the whole ambient projective space, and the tangential
variety is a quartic hypersurface.
2.2. Some properties of generalized determinants. Let us recall the construction of
the generalized determinant from [FZ00, GS87]. Fix a weight w ∈ F . Define detw : n → C
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by (cf. diagram 2.1)
detw(n) = πw(exp(n)vλ).
Let us make the previous construction more explicit. LetMλ := U(g)⊗U(b)Cvλ be the Verma
module, where b ⊂ g is the Borel subalgebra and U denotes the universal enveloping algebra.
We know by the Poincare´-Birkhoff-Witt theorem that Mλ = C[(Xb)b∈R−]vλ, where R− is the
set of negative roots. Moreover, Vλ = Mλ/Kλ, for Kλ the unique maximal submodule. In
our case Kλ is generated by relations Xβvλ = 0 for β ∈ R− such that 〈β, ω
∨
i0
〉 = 0, and
X2αi0vλ = 0 [Dix77].
Notice that so far we have not used the cominuscule assumption. This exactly means
that n is a commutative subalgebra of g. This allows us to consider the variables Xβ for
β ∈ B as commutative, and treat the n action on the Verma module just as multiplication
of polynomials. Once vλ is fixed we may define vw as follows. For w = λ+β of degree one, it
is natural to define vw as the class of Xβvλ in Vλ. For w of higher degree, we fix one choice
of decomposition w = λ +
∑
β∈Bw
β, where Bw ⊂ B. Then we set
vw = (
∏
β∈Bw
Xβ)vλ.
As for d(w) ≥ 2 there may be several possible choices, it is convenient to consider the
following compatibility constants.
Definition 2.1 (m(w1, . . . , wl)). For any w1, . . . , wl ∈ F − {λ} such that λ+
∑l
i=1wi ∈ F ,
we define m(w1, . . . , wl) ∈ C by the equation
m(w1, . . . , wl)(
l∏
i=1
∏
β∈Bwi
Xβ)vλ = (
∏
β∈B∑l
i=1
wi
Xβ)vλ.
Lemma 2.2 (Multiplicative decomposition of compatibility constants). Consider γ1, . . . , γk ∈
F − {λ} with γi =
∑ai
j=1 δ
i
j, δ
i
j ∈ F − {λ}, such that λ+
∑k
j=1 γj ∈ F . Then we have
m(δ11, . . . , δ
1
a1
, δ21, . . . , δ
k
ak
) = m(γ1, . . . , γk)
k∏
i=1
m(δi1, . . . , δ
i
ai
).
Proof. Let γ = γ1 + · · ·+ γk. The definition of the compatibility constants implies that
m(γ1, . . . , γk)(
∏k
i=1m(δ
i
1, . . . , δ
i
ai
))(
∏
i,j
∏
β∈B
δi
j
Xβ)vλ
= m(γ1, . . . , γk)(
∏k
i=1
∏
β∈Bγi
Xβ)vλ = (
∏
β∈Bγ
Xβ)vλ
= m(δ11 , . . . , δ
1
a1
, δ21, . . . , δ
k
ak
)(
∏
i,j
∏
β∈B
δi
j
Xβ)vλ,
hence the claim. 
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Let us now consider the minimal orbit Yλ = G[vλ] ⊂ P(Vλ). There is a commutative
diagram:
(2.1) P(Vλ)
G
f
// GL(Vλ)
(vλ)
// Vλ
π′w
//
OO✤
✤
✤
Ww
iw
C
n


// g
exp
OO
df
// gl(Vλ)
exp
OO
Since p is the tangent space to the orbit of [vλ] and n is transverse to p, its image in the
orbit is a dense open subset, isomorphic to n since the latter is nilpotent. Therefore, the
generalized determinants πw(exp(·))vλ) provide a local parametrization of the orbit of the
highest weight vector in the given coordinates. Note that the image of n is contained in the
affine subspace Aλ ⊂ P(Vλ) given by xλ 6= 0. We also see that the parametrization can be
obtained by n ∋ n0 →
∑∞
i=0
ni0
i!
vλ ∈ Vλ, as sufficiently high power of n
i
0 acts trivially on vλ,
by the weight computation. We have:
Corollary 2.3 (cf. [Man09] Sections 2.3, 2.4, 2.5). The ideal of Aλ ∩ Yλ is defined by
the relations among all the generalized determinants. In particular, for the Grassmannian
G(k, n) these are relations among all the minors of a generic k× (n− k) matrix. For spinor
varieties they are the relations between the subpfaffians of a generic skew symmetric matrix.
One of the main aims of this article is to generalize the previous theorem to secant varieties.
So far we have obtained a parametrization:
p′ : n → Aλ.
The coordinates of Aλ are xb for b ∈ F , b 6= λ. We have xb(p
′(n0)) = detb(n0). This provides
a dominant map to the secant variety:
p : C× n× n→ Aλ,
where xb(p((t, n0, n1))) = tdetb(n0) + (1− t)detb(n1).
Let us also present further easy results on generalized determinants. We start by providing
a precise formula.
Proposition 2.4. For any weight λ + γ ∈ F , we have
detλ+γ(
∑
β∈B
aβXβ) =
∑
β1+···+βd(γ)=γ
m(β1, . . . , βd(γ))
d(γ)∏
i=1
aβi.
Here we take the sum over decompositions β1+ · · ·+βd(γ) considered up to permutations. In
particular, detγ+λ is a homogeneous polynomial in the aβ’s, of degree d(γ).
Proof. We simply expand the exponential of
∑
β∈B aβXβ, using the usual formula since the
Xβ commute. The factor d(γ)! appearing in the expansion simplifies when we consider
decompositions of γ only up to permutations. 
By combining Lemma 2.2 and Proposition 2.4 we deduce the following Lemmas.
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Lemma 2.5. For any weight λ+ γ ∈ F , and any A,B ∈ n, we have
detλ+γ(A+ B) =
∑
γ1+γ2=γ
m(γ1, γ2)detλ+γ1(A)detλ+γ2(B).
Proof. Apply the previous Lemma, expand the products, use the compatibility conditions,
and finally apply the previous Lemma again. 
Lemma 2.6 (Generalized Laplace extension). Fix a partition d1 + · · · + dk = d(γ), where
d1, . . . , dk ∈ Z+. Then(
d(γ)
d1, . . . , dk
)
detλ+γ =
∑
γ1+···+γk=γ
m(γ1, . . . , γk)
k∏
i=1
detλ+γi ,
where the sum is taken over all decompositions such that d(γi) = di.
Proof. By Proposition 2.4,
∑
γ1+···+γk=γ
m(γ1, . . . , γk)
k∏
i=1
detγi+λ(
∑
β∈B
aβXβ) =
=
∑
γ1+···+γk=γ
m(γ1, . . . , γk)
k∏
i=1
(
∑
βi1+···+β
i
d(γi)
=γi
m(βi1, . . . , β
i
d(γi)
)
d(γi)∏
j=1
aβij).
By expanding the first product we obtain:
∑
γ1+···+γk=γ
∑
βi1+···+β
i
d(γi)
=γi
(m(γ1, . . . , γk)
k∏
i=1
m(βi1, . . . , β
i
d(γi)
))
∏
j,i
aβij .
We can now apply Lemma 2.2. We get:∑
γ1+···+γk=γ
∑
βi1+···+β
i
d(γi)
=γi
m(β11 , . . . , β
k
d(γk)
)
∏
j,i
aβij .
The first two sums give a sum over all decompositions of γ into elements from B, each
decomposition counted
(
d(γ)
d1,...,dk
)
times. By Proposition 2.4 this gives the result. 
3. The secant and tangent varieties in cumulant coordinates
3.1. Minuscule cumulants. We introduce two changes of coordinates on Aλ.
First, we let yλ+β := xλ+β for β ∈ B, and if d(γ) > 1,
yλ+γ :=
∑
γ=γ1+γ2
(−1)d(γ2)m(γ1, γ2)xλ+γ1detλ+γ2(
∑
β∈B
xγ+βXβ).
Notice that this is an automorphism of Aλ as xλ+γ appears in yλ+γ with coefficient 1 corre-
sponding to the decomposition γ = γ+0, while all the other xb that appear satisfy b > λ+γ.
Thus the automorphism is triangular.
Second, we let zλ+β := yλ+β for β ∈ B, and for d(γ) > 1,
zλ+γ =
∑
γ1+···+γk=γ
(−1)k(
d(γ)
d(γ1),...,d(γk)
)m(γ1, . . . , γk) k∏
i=1
yλ+γi.
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Here the sum is taken over decompositions such that d(γi) ≥ 2 for each i. As before we
obtain a triangular automorphism.
3.2. The secant in cumulant coordinates. We start with the following auxiliary lemma,
cf. [MOZ12].
Lemma 3.1. Let Pk(t) = (−t)
k(1− t) + t(1− t)k. Then
Pk(t)
k∏
i=1
(ai − bi) =
∑
A⊂{1,...,k}
(−1)k−|A|(t
∏
i∈A
ai + (1− t)
∏
i∈A
bi)
∏
i∈{1,...,k}\A
(tai + (1− t)bi)
Proof. We consider the right hand side (RHS) as a polynomial of degree k in ai, bi with
coefficients in k[t]. By pairing sets A differing only by given i0 we see that the RHS is zero
if ai0 = bi0 for some index i0. Thus we must have a factor
∏k
i=1(ai − bi) on the LHS, and
the missing factor is a polynomial Pk(t). The proof is thus reduced to finding Pk(t) for
fixed values of ai, bi. This can be done by an easy induction - c.f. proof of [MOZ12][Lemma
3.1]. 
We are now ready to present the parametrization of the secant in coordinates yb. Recall
we have parametrized it by mapping (t, A =
∑
aβXβ, B =
∑
bβXβ) ∈ C× n× n to
(tdetγ+λ(
∑
aβXβ) + (1− t)detγ+λ(
∑
bβXβ))γ+λ∈F ∈ Aλ.
Lemma 3.2. After the change of coordinates to yb, the parametrization of the secant is given
by yλ+β = taβ + (1− t)bβ for β ∈ B, and for d(γ) > 1 by:
yλ+γ = Pd(γ)(t)detλ+γ(
∑
β∈B
(aβ − bβ)Xβ).
Proof. For d(γ) > 1, we compute that yλ+γ is given by∑
γ=γ1+γ2
(−1)d(γ2)m(γ1, γ2)(tdetλ+γ1(
∑
β∈B
aβXβ)+
+(1− t)detλ+γ1(
∑
β∈B
bβXβ))detλ+γ2(
∑
β∈B
(taβ + (1− t)bβ)Xβ).
We expand the determinants using Proposition 2.4. We get∑
γ=γ1+γ2
(−1)d(γ2)m(γ1, γ2)(
∑
∑
j βj=γ1
m(β1, . . . , βd(γ1))(t
∏
j
aβj + (1− t)
∏
j
bβj )×
×(
∑
∑
l β
′
l
=γ2
m(β ′1, . . . , βd(γ2))
∏
l
(taβl + (1− t)bβl)).
Note that the triple sum
∑
γ=γ1+γ2
∑
∑
j βj=γ1
∑
∑
l β
′
l=γ2
is just the sum over all decomposi-
tions
∑
∑
i βi=γ
∑
A⊂{1,...,d(γ)} by identifying γ1 =
∑
i∈A βi. Therefore we obtain:∑
∑
i βi=γ
∑
A⊂{1,...,d(γ)}
(−1)d(γ)−|A|m(
∑
i∈A
βi,
∑
i∈{1,...,k}\A
βi)m((βi)i∈A)m((βi)i∈{1,...,k}\A)×
(t
∏
i∈A
aβi + (1− t)
∏
i∈A
bβi)
∏
i∈{1,...,k}\A
(taβi + (1− t)bβi).
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By applying Lemma 2.2 and Lemma 3.1 we get:∑
∑
i βi=γ
m(β1, . . . , βd(γ))Pd(γ)(t)
∏
i
(aβi − bβi),
which finishes the proof by Proposition 2.4. 
We now compute the parametrization in the coordinates zb.
Lemma 3.3. After the change of coordinates to zb the parametrization of the secant is given
by zλ+β = taβ + (1− t)bβ for β ∈ B, and for d(γ) > 1 by
zλ+γ = t(1− t)(1− 2t)
d(γ)−2 det λ+γ(
∑
β∈B
(aβ − bβ)Xβ).
Proof. For d(γ) > 1 we have
zλ+γ =
∑
γ1+···+γk=γ
(−1)k(
d(γ)
d(γ1),...,d(γk)
)m(γ1, . . . , γk) k∏
i=1
Pd(γi)(t) det γi+λ(
∑
β∈B
(aβ − bβ)Xβ),
where the sum is taken over such decompositions that d(γi) ≥ 2. This equals:
∑
d1+···+dk=d(γ)
(−1)k(
d(γ)
d1,...,dk
)( k∏
i=1
Pdi(t))(
∑
γ1+···+γk=γ
m(γ1, . . . , γk)
k∏
i=1
det γi+λ(
∑
β∈B
(aβ − bβ)Xβ)),
where the second sum is taken over such decompositions that d(γi) = di ≥ 2. By Lemma
2.6 we obtain: ∑
d1+···+dk=d(γ)
(−1)k(
k∏
i=1
Pdi(t)) det λ+γ(
∑
β∈B
(aβ − bβ)Xβ).
Thus the statement is reduced to proving:
∑
d1+···+dk=d(γ)
(−1)k(
k∏
i=1
Pdi(t)) = t(1− t)(1− 2t)
d(γ)−2,
as P1(t) = 0. We leave it as an exercise, c.f. [MOZ12]. 
As det λ+γ is a polynomial of degree d(γ) we obtain the following result.
Theorem 3.4. The secant variety of the minimal orbit Y in a minuscule and cominuscule
representation can be covered by complements of hyperplane sections isomorphic to a product
of an affine space of the same dimension as Y , with the affine cone over the projective variety
parameterized by all generalized determinants of degree strictly greater than one.
On such an affine chart, the closure of the minimal orbit is defined by the relations among
all the generalized determinants, while the secant is defined by the homogeneous relations
among those generalized determinants that are of degree strictly greater than one.
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3.3. The tangent in cumulant coordinates. Similar algebraic tricks can be applied to a
parametrization of the tangential variety of the minimal orbit in a minuscule and cominuscule
representation. However, instead of performing the computations we can rely on the results
we have obtained so far.
Lemma 3.5. Let us fix two points on the minimal orbit en1vλ, e
n1+ǫn2vλ for n1, n2 ∈ n and
ǫ ∈ C. The secant line in Aλ joining these points is parameterized by:
C ∋ t→ ten1vλ + (1− t)e
n1+ǫn2vλ ∈ Aλ.
After the change of coordinates to zb the parametrization of this line is given by:
zλ+β = t det λ+β(n1) + (1− t) det λ+β(n1 + ǫn2),
for β ∈ B and for d(γ) > 1 by:
zλ+γ = t(1− t)(1− 2t)
d(γ)−2 det λ+γ(−ǫn2).
Proof. This is a special case of the computation in Lemma 3.3. 
Proposition 3.6. In the coordinates zb, the tangential variety is a product of the affine
space defined by the coordinates zλ+β, by the affine variety parameterized for d(γ) > 1 by
zλ+γ = c det λ+γ(n), with n ∈ n and c a fixed constant.
Proof. Let T be the Zariski closure of the given parametrization. First we show that the tan-
gential variety contains T . By Proposition 2.4 the generalized determinants are homogeneous
polynomials. Thus, the secant lines from Lemma 3.5 can be parameterized for d(γ) > 1 by
zλ+γ = (−ǫt)(−ǫ + ǫt)(−ǫ+ 2ǫt)
d(γ)−2 det λ+γ(n2).
Taking t = 1/ǫ, as ǫ→ 0 we obtain:
zλ+γ = c det λ+γ(−2n2).
Notice that the coordinates zλ+β are arbitrary as n1 can be chosen arbitrary and the gen-
eralized determinants of degree one detλ+β(n1) just return a coordinate of n1. As ǫ → 0
the secant lines approach tangent lines, so T is indeed contained in the tangential variety.
Notice that by Theorem 3.4 the secant variety is a cone over T , thus T is of codimension
one in the secant variety, as is the tangential variety. The proposition follows. 
4. Secants of Grassmannians
The most classical minimal orbits of representations that are minuscule and cominuscule
are Grassmannians. The equations of the secant of the Grassmannian G(k, V ) embedded by
the Plu¨cker embedding are not known in general, apart from the cases k = 2, 3 [LW09]. Let
us start with the case k = 2.
4.1. Pfaffian-Plu¨cker and the σ(G(2, n)) ∼ G(2, n− 2) correspondence. Let V be an
n dimensional vector space. Consider G(2, V ) ⊂ P(
∧2 V ). We may represent elements of∧2 V as skew symmetric matrices. The points of G(2, V ) correspond to matrices of rank 2,
hence to degree two minors of a generic 2×n matrix. Locally, G(2, V ) can be parameterized
by all minors of a generic 2× (n−2) matrix. The points of the secant σ(G(2, V )) correspond
to matrices of rank at most 4. Moreover, the ideal of the secant variety is generated by 6×6
subpfaffians of the generic skew-symmetric matrix.
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The Main Theorem 3.4 asserts that σ(G(2, n)) is covered by affine open subsets which are
products of a 2(n− 2)-dimensional affine space by the affine cone over the projective variety
Y parameterized by 2× 2 minors of a generic 2× (n− 2) matrix, which is G(2, n− 2). The
unique singular point over the affine cone corresponds exactly to the points in G(2, n) itself.
In particular we see that the singularities of σ(G(2, n)) are exactly the same as those of the
affine cone over G(2, n− 2), which have been well-studied.
Corollary 4.1. The secant σ(G(2, n)) is covered by affine varieties A2(n−2) × Ĝ(2, n − 2),
where Ĝ(2, n− 2) is the affine cone over the Grassmannian G(2, n− 2). In particular it has
the same singularities as the cone, e.g. rational – cf. [LW09].
Let us further investigate the correspondence. Fix a basis e1, . . . , en of V . In order to fix a
principal affine open subset of P(
∧2 V ) we have to choose two vectors ei1 , ei2. The equations
of G(2, n − 2) are known as Plu¨cker relations. They are indexed by the choice of four
further vectors ei3 , ei4, ei5 , ei6 . The chosen Plu¨cker relation after the isomorphisms described
in Section 3.1 has to induce an equation of σ(G(2, n)). Plu¨cker relations are quadratic, and
so is our change of coordinates. So we could expect a degree 4 equation. However, it turns
out that we obtain the subpfaffian indexed by i1, . . . , i6, which has degree three!
Example 4.2. Without loss of generality we assume that i1 = 1 and i2 = 2, that is we
dehomogenize with respect to the variable x12. The Plu¨cker relation corresponding to i3 =
3, i4 = 4, i5 = 5, i6 = 6 is given by:
z34z56 + z45z36 − z46z35.
The isomorphism of affine spaces is defied in this case by:
zij = xij for i ≤ 2 < j, and zij = x12xij − x1ix2j + x1jx2i for 2 < i < j.
After the substitution the Plu¨cker relation equals the Pfaffian of the matrix:

0 x12 x13 x14 x15 x16
−x12 0 x23 x24 x25 x26
−x13 −x23 0 x34 x35 x36
−x14 −x24 −x34 0 x45 x46
−x15 −x25 −x35 −x45 0 x56
−x16 −x26 −x36 −x46 −x56 0

 .
4.2. General case. Motivated by Main Theorem 3.4 we make the following definition:
Definition 4.3 (M˜a,b, Ma,b). For two natural numbers a, b ∈ Z we define the embedded
projective variety M˜a,b as the Zariski closure of the map that to a generic a × b matrix
associates all its minors of degree at least 2. In particular, M˜2,b = G(2, b). Let Ma,b be the
affine cone over M˜a,b.
As another corollary of 3.4 we obtain:
Corollary 4.4. The secant variety σ(G(k, n)) is covered by principal open affine sets iso-
morphic to Ak×(n−k) ×Mk,n−k.
Thus the equations of σ(G(k, n)), after the affine isomorphism, give homogeneous relations
among minors and vice versa. The study of relations among minors is a very classical
problem. In general the generators of these relations are unknown, apart from the case of
maximal minors, when we have Plu¨cker relations. Still, it is very easy to produce some
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quadratic relations by Laplace expansion. Moreover, the conjectural generators in case of
2× 2 minors were provided in [BCV13].
5. The secant and representation theory
In this section we consider the equations of secant varieties of flag manifolds from the per-
spective of representation theory. The main case we have in mind is that of Grassmannians.
Let λ be a Young diagram with k rows. Let Yλ be the unique closed GL(V )-orbit in
P(SλV ), which is the orbit of highest weight vectors.
5.1. Equations of the secant variety. We start by recalling a method for describing the
equations of secant varieties due to Landsberg and Manivel [LM04].
A polynomial P belongs to the ideal of the (s− 1)-st secant variety if and only if for any
points Q1, . . . , Qs in the affine cone over Yλ, which we call simple vectors, and any complex
numbers a1, . . . , as we have P (a1Q1 + · · · + asQs) = 0. Suppose that P is homogeneous of
degree d. Recall that to any homogeneous polynomial P of degree d one can associate a
d-linear form P˜ called the polarization of P , so that P˜ (v, . . . , v) = P (v). It can be defined
as:
P˜ (v1, . . . , vd) =
1
d!
∂
∂λ1
. . .
∂
∂λd
P (λ1v1 + · · ·+ λdvd)|λ=0.
If we consider P (a1Q1+· · ·+asQs) as a polynomial in the ai’s, the coefficient of the monomial∏
aαii , up to some constant, is equal to P˜ (Q1, Q1, . . . , Qs), where each Qi appears αi times.
All these polynomials must therefore vanish.
The vanishing of a polarization on all d-tuples of simple vectors implies its vanishing on
the whole space (since Yλ is linearly non degenerate), so this immediately implies:
Corollary 5.1. There are no non zero polynomials of degree d vanishing on the (s − 1)-st
secant variety for d ≤ s. 
Definition 5.2 (l ·λ). Let l · λ be the Young diagram, obtained by multiplying each row of λ
by l. The corresponding representation Sl·λV is spanned by the (cone over the) l-th Veronese
embedding of Yλ.
Let us consider a decomposition
∑s
i=1 αi = d. To this decomposition we associate the
representation M defined by
M := Sα1·λV ⊗ · · · ⊗ Sαs·λV.
The vector space M is spanned by simple tensors of the form vα1(Q1) ⊗ · · · ⊗ vαs(Qs),
where vi is the i-th Veronese embedding and the Qi are simple vectors in SλV . We may
define a linear form on Sd(SλV
∗) ⊗ M , that to a polynomial P of degree d and a tensor
vα1(Q1)⊗ · · · ⊗ vαs(Qs) ∈ M associates P˜ (Q1, Q1, . . . , Qs), where each Qi appears αi times.
After dualizing, we get a map
fα : S
d(SλV
∗)→ M∗.
The observations above can be stated as follows.
Proposition 5.3. Let Id be the d-th graded part of the ideal of σs−1(Yλ). Then
Id = ∩α ker fα,
where the intersection is over all possible decompositions
∑s
i=1 αi = d. 
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The kernels of the maps fα are hard to describe in general. However, we can restrict each
fα to an isotypic component Rµ corresponding to a Young diagram µ to obtain a bound on
its multiplicity in the ideal.
Corollary 5.4. Let us fix a component µ of weight dk. For a given decomposition α given
by
∑s
i=1 αi = d let mα be the multiplicity of the component given by µ inside
⊗s
i=1 Sαi·λV
∗.
Let m =
∑
αmα, where the sum is over all possible decompositions α of d.
Then the multiplicity of SµV
∗ in the degree d part of the ideal of σs−1(Yλ) is at least its
multiplicity inside Sd(SλV
∗) minus m. 
Let us give a first application. Recall that λ has k rows.
Corollary 5.5. All isotypic components of Sd(SλV
∗) that correspond to Young diagrams
with either
• the pd
s
q column of length strictly less than k,
• more than ks rows,
are contained in the ideal of σs−1(Yλ).
Proof. Under each of these two hypotheses, it follows from the Littlewood-Richardson rule
that mα = 0 for any decomposition α of d. 
5.2. Stabilization. To a vector space V and a Young diagram λ with k rows we have
associated a projective variety Yλ. In this subsection the vector space V will not be fixed,
thus we will consider the variety Yλ,V . As the dimension of V changes, also the properties
of the secant variety σs(Yλ,V ) may change. However, certain properties will stabilize, as the
dimension of V grows.
Proposition 5.6. The multiplicities of isotypic components of the graded ring of σs(Yλ,V ),
considered as GL(V )-representations, are independent of V as long as dimV ≥ (s+ 1)k.
Proof. This follows from the methods explained in Subsection 5.1. Indeed, in the domains
of the maps fα, there only appear representations given by Young diagrams with at most
(s+ 1)k rows. 
Among interesting properties of σs(Yλ) such as being (arithmetically) Gorenstein, (arith-
metically) Cohen-Macaulay, (projectively) normal etc., we do not know which ones stabilize
and under which bounds on the dimension. As far as equations are concerned we have the
following result.
Proposition 5.7. Suppose that σs(Yλ,V ) is defined ideal-theoretically (resp. set-theoretically,
resp. scheme-theoretically) by equations of degree at most d for dim V = (s+ 2)k. Then the
same is true for σs(Yλ,V ′) for any V
′ with dim V ′ ≥ dimV .
Proof. We prove only the ideal-theoretic version, the other versions being analogous. Let
IV and IV ′ be the ideal of respectively σs(Yλ,V ) and σs(Yλ,V ′), where dimV
′ ≥ dimV . We
consider V as a subspace of V ′ and we choose a splitting V ′ = V ⊕W . Then there is an
induced projection map from SλV
′ to SλV , and the image Yλ,V ′ is exactly Yλ,V . Therefore
the same is true for the secants and this implies that IV is contained in IV ′ .
We choose a maximal torus in GL(V ′) given by the product of a maximal torus in GL(V )
times a maximal torus in GL(W ). Moreover we order a basis in which this torus is made
of diagonal matrices by taking vectors from V before wectors from W . This implies that a
highest weight vector in any SµV
′ belongs to SµV if µ has less than d rows.
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We will use this observation to show that all highest weight vectors in IV ′ are generated
in degree at most d. As the ideal is GL(V ′)-equivariant the proposition will follow.
Step 1. We first consider highest weight vectors corresponding to Young diagrams with at
most d = k(s + 2) rows. As we have just seen, a polynomial P ∈ IV ′ that is such a highest
weight vector belongs to S∗(SλV ). Therefore P belongs to IV , thus it is generated in degree
at most d in IV over the ring S
∗(SλV )
∗, hence also in IV ′ over the ring S
∗(SλV
′)∗ since
IV ⊂ IV ′.
Step 2. Now we consider highest weight vectors corresponding to Young diagrams with more
than k(s + 2) rows. Fix a polynomial P ∈ IV ′, of degree d
′, that is such a highest weight
vector. The proof is inductive on d′, which we may suppose to be bigger than d. Consider
the canonical map:
mult : Sd
′−1(SλV
∗)⊗ SλV
∗ → Sd
′
(SλV
∗),
that corresponds to multiplication of polynomials. We may decompose the representa-
tion Sd
′−1(SλV
∗) into a direct sum of isotypic components. Note that by the Littlewood-
Richardson rule, only isotypic components with more than k(s+ 1) rows can be mapped by
mult to the isotypic component represented by µ. As mult is surjective we see that:
P =
∑
liQi,
where the li are linear forms and the Qi belong to isotypic components represented by Young
diagrams with more than k(s + 1) rows. By Corollary 5.5 we know that Qi belongs to IV ′ .
By the inductive assumption all Qi are generated in degree at most d, which finishes the
proof. 
5.3. Cubic equations of the secant. In this subsection we will provide the description
of cubics vanishing on the secant of a Grassmannian G(k, V ) as a subrepresentation of
S3(
∧k V )∗. The space of such cubics will be denoted by I3. We will give explicit formulas
for the multiplicities of each irreducible component. When these multiplicities are smaller
than the corresponding multiplicities in S3(
∧k V )∗ we will explicitly provide linear forms
cutting out the highest weight space in I3. A partial result was given in [LW09, Proposition
1.6, Section 3].
Let us start with general remarks. First note that Lemma 6.3 applies to the ideal of the
secant as follows.
Proposition 5.8 (Reduction for secants). Let λ be a Young diagram with d columns, and
denote by λ′ the diagram obtained by removing the first row. Then the multiplicity of the com-
ponent corresponding to λ inside Id(σs(G(k, n))) is equal to the multiplicity of the component
corresponding to λ′ inside Id(σs(G(k − 1, n− 1))).
Proof. Let P ∈ Sd(
∧k
Cn)∗ be any polynomial in the highest weight space corresponding
to λ. Denoting by e1, . . . , en the canonical basis of C
n, let Q be the set of variables that
correspond to wedge products of basis elements that contain e1. The polynomial P is a
polynomial in these variables only. Let i be an application that to a wedge product of basis
vectors containing e1 associates the same wedge product without e1 and with all indices
decreased by one. We can identify the variables from Q with variables of
∧k−1
Cn−1. By this
identification points of the Grassmannian G(k, n) correspond to points of G(k − 1, n − 1).
Moreover P belongs to the ideal of σsG(k, n) if and only if i(P ) belongs to the ideal of
σsG(k − 1, n− 1). 
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Let us focus on the case where s = 2 and d = 3. Using Proposition 5.8 it is enough to
obtain the multiplicities corresponding to Young diagrams with at most two columns. For
this we apply Proposition 5.3. There are only two decompositions of 3 to consider: 3 = 1+2
and 3 = 0+3. The latter provides only one component, corresponding to the Young diagram
with three columns of length k. The decomposition 3 = 1 + 2 gives many components, but
only one of them has two columns. This component has got the first column of length 2k
and the second one of length k. It appears with multiplicity one in the tensor product.
Using Lemma 5.4 we get the following Proposition.
Proposition 5.9. All representations corresponding to Young diagrams with two columns
different from (2k, k) appear with the same multiplicity in S3(
∧k V ∗) as in I3. For the
component (2k, k) the multiplicity may drop at most by 1. 
We will now prove that in fact the latter multiplicity always drops by one. We will do
this by providing a linear form on the highest weight space that will cut out the ideal. More
precisely we will give an example of a polynomial in the highest weight space of (2k, k) that
does not vanish on the point Q := e1∧· · ·∧ek+ek+1∧· · ·∧e2k. Our construction is motivated
by a general method of defining highest weight vectors in plethysms described in [MM12].
Definition 5.10 (xa1...ak). By xa1...ak we denote a linear form, or equivalently a variable,
corresponding to e∗a1∧· · ·∧e
∗
ak
. If we permute the ai’s then the variable changes sign according
to the sign of the permutation.
For k even we consider the polynomial
P =
∑
σ∈S2k
sgn(σ)xσ(1)...σ(k)xσ(k+1)...σ(2k)x1...k.
This is a highest weight vector for the weight (2k, k). Moreover it contains only one monomial
that is nonzero on Q, namely x21...kxk+1...2k. In particular P (Q) 6= 0.
For k odd we consider the polynomial
P =
∑
σ∈S2k ,δ∈Sk
sgn(σ) sgn(δ)xσ(1)...σ(k)xσ(k+1)...σ(2k−1),δ(1)xσ(2k),δ(2)...δ(k).
We want to show that P (Q) 6= 0. First let us consider one monomial
xσ(1)...σ(k)xσ(k+1)...σ(2k−1),δ(1)xσ(2k),δ(2)...δ(k)
appearing in the sum defining P . If the monomial is nonzero on Q all the variables, up to per-
mutation of indices must be either x1...k or xk+1...2k. As xσ(k+1)...σ(2k−1),δ(1) and xσ(2k),δ(2)...δ(k)
contain indices less or equal to k they must be, up to sign, x1...k. Hence xσ(1)...σ(k) must be
xk+1...2k. We see that P (Q) 6= 0 is equivalent to∑
σ∈Sk ,δ∈Sk,σ(k)=δ(1)
sgn(σ) sgn(δ)xσ(1)...σ(k−1),δ(1)xσ(k),δ(2)...δ(k)xk+1,...,2k 6= 0.
Notice that since k is odd all these monomials have coefficients of the same sign, hence the
sum is nonzero. This concludes the proof of the main theorem of this subsection:
Theorem 5.11. Let (a, b, c) denote the isotypic component corresponding to the Young di-
agram with three columns of lengths respectively a, b, c. The multiplicity of the component
(a, b, c) in the ideal I3(σ(G(k, n))) is zero for n < a. Otherwise it is equal to
(1) the multiplicity of (a− c, b− c, 0) in S3(
∧k−c) if a− c 6= 2(b− c),
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(2) the multiplicity of (2(b− c), b− c, 0) in S3(
∧k−c) minus one if a− c = 2(b− c) (and
b = k). In this case the polynomial in the highest weight space is in I3 if and only if
it does not contain the monomial x21,...,kxk+1,...,2k.
In other words, by restricting cubics to the secant variety σ(G(k, n)) we get
C[σ(G(k, n))]3 =
k⊕
c=0
Sα(k,c)V
∗,
where the Young diagram α(k, c) has colums of lengths (2k − c, k, c).
5.4. The complexity of the secant. Recall that the complexity of a G-variety X , where
G is a reductive group, is defined as the codimension of the generic B-orbit, where B is a
Borel subgroup of G. By [LW07] the complexity of the tangential variety is zero (otherwise
said the tangential variety is spherical). This immediately implies that the secant variety
has complexity at most one. Let us prove that there is equality.
Proposition 5.12. The complexity of the secant variety of a Grassmannian is one.
Proof. For simplicity we just treat the case of a Grassmannian G(k, 2k), k ≥ 3, the general
case being similar. A generic point of the secant is of the form p = [u1∧· · ·∧uk+v1∧· · ·∧vk],
where u1, . . . , uk and v1, . . . , vk are basis of two transverse subspaces U and V . Suppose that
M ∈ GL(2k) belongs to the connected component of the stabilizer of p, then we have
M = X + Y where X ∈ End(U) and Y ∈ End(V ) are such that det(X) = det(Y ).
Consider a Borel subgroup B of GL(2k) defined as the stabilizer of a generic complete
flag of subspaces L1 ⊂ · · · ⊂ L2k−1. Each Li is generated by vectors ℓ1, . . . , ℓi and we may
suppose that for i ≤ k, ℓi = ui + vi. For i > k, we may suppose that ℓi = ai−k belongs to U
or ℓi = bi−k belongs to V .
If M ∈ B belongs to the connected component of the stabilizer of p, we decompose
M = X + Y as above. Then X (respectively Y ) must preserve the flag of subspaces of U
(respectively V ) defined by the vectors u1, . . . , uk (respectively v1, . . . , vk), and the matrices
of X and Y in these basis must be the same. Moreover, M also has to preserve the flag
defined by the vectors a1, . . . , ak. But the intersection in GL(k) of two Borel subgroups
stabilizing two complete flags in general position is just a maximal torus. Therefore the
connected component of the stabilizer of p in B is isomorphic to a maximal torus of GL(k),
in particular its dimension is k.
We conclude that the B-orbit of p has dimension dim(B)− k = 2k2 which is one less than
the dimension of the secant variety. 
A consequence of this observation is that the multiplicities in the coordinate ring of the
secant variety can only grow linearly. These multiplicities are bounded by those of the
coordinate ring of the GL(2k) orbit O of p, which is open in the secant. We have seen in the
previous proof that the connected component of the stabilizer is the subgroup S(GL(k) ×
GL(k)) of GL(k)×GL(k) defined as the set of pairs of matrices with the same determinant.
More precisely
O ≃ GL(2k)/S(GL(k)×GL(k))⋊ Z2.
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Proposition 5.13. The coordinate ring of the open orbit O in the secant variety of the
Grassmannian G(k,W ), where W has dimension 2k, is
C[O] =
⊕
α∈Dk
⌈
αk − αk+1 + 1
2
⌉SαW
∗,
where Dk is the set of non increasing sequences α = (α1, . . . , α2k) of relative integers, such
that αi+α2k+1−i is independent of i. Here, αi is the length of the i-th row of the corresponding
Young diagram.
Proof. With the same notation as before, the GL(2k)-orbit of the point u1 ∧ · · · ∧ uk + v1 ∧
· · ·∧vk is open in the cone over O. Its stabilizer is L = (SL(k)×SL(k))⋊Z2, with connected
component L0 = SL(k)× SL(k) . By the Peter-Weyl theorem we have
C[O] = C[G]L =
⊕
α
dim(SαW )
L SαW
∗,
where the sum is over all the non increasing sequences α = (α1, . . . , α2k) of relative integers.
In order to determine the dimension of the space (SαW )
L of L-invariants we first consider
the L0-invariants. Let us write αi = λi + ℓ, where λ is a partition with 2k-th part equal to
zero, and ℓ ∈ Z. In the decomposition formula
SαW = SλW ⊗ (detW )
ℓ =
⊕
µ,ν
cλµ,νSµU ⊗ SνV ⊗ (detU)
ℓ ⊗ (det V )ℓ,
where the cλµ,ν are the Littlewood-Richardson coefficients, we see that in order to get L
0-
invariants we need to take µ = (mk) and ν = (nk) for some integers m and n (where by (mk)
we mean the partition with k parts equal to m). Then SµU ⊗ SνV = (detU)
m ⊗ (det V )n,
and we will get a one-dimensional space of L0-invariants.
The Littlewood-Richardson rule shows that for cλµ,ν to be non zero, the partition λ must
be of form (m + θ1, . . . , m + θk, n − θk, . . . , n − θ1). In particular, since λ2k = 0, θ1 = n.
Moreover λi + λ2k+1−i = m + n is independent of i. If these conditions are fulfilled, then
cλµ,ν = 1. Note that λ being given, there are several possibilities for m = n, subject to the
constraints that m + n = λ1, m ≥ λk+1 and n ≥ 0. This means that λk+1 ≤ m ≤ λ1, and
0 ≤ n ≤ λk.
Now we can deduce the L-invariants. Indeed the Z2 factors in L switches U and V ,
hence m and n. In particular m and n will only contribute to the L-invariants in the range
λk+1 ≤ m,n ≤ λk, and by symmetry (m,n) and (m
′, n′) = (n,m) contribute to a single
L-invariant. This implies the statement. 
Remark 5.14. Let us note that the formula for the multiplicities of the isotypic components
in C[O] from Proposition 5.13 exactly coincides with the upper bounds for the multiplicities
in the algebra of the secant variety obtained in Corollary 5.4. Indeed, for those isotypic
components each mα in the Corollary equals one.
6. Appendix - Plethysm
We are investigating the space of polynomials vanishing on the secant of a Grassmannian
G(k, V ). Thus the representation Sd(
∧k V )∗ is of great importance for us. Its decomposition
is not known in general. However, it is know for d ≤ 3 [CGR]. For the sake of completeness,
and as the results we found contained some misprints we present an easy, combinatorial
proof.
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We will be using the following duality result.
Fact 6.1 ([CT92], [Man98]).
Sµ(S2lV ) = Sµ(
2l∧
V )∨, Sµ(S2l+1V ) = Sµ
∨
(
2l+1∧
V )∨,
where ∨ means that each irreducible component corresponding to a Young diagram ν is re-
placed with the component corresponding to the transpose of ν, denoted ν∨.
Theorem 6.2. The multiplicity in S3(
∧k) of the isotypic component corresponding to the
Young diagram with columns (a, b, c), where a+ b+ c = 3k, equals:
(1) for min(b− c, a− b) is even:
if max(b− c, a− b) is even then pmin(b−c+1,a−b+1)
6
q,
if max(b− c, a− b) is odd then xmin(b−c+1,a−b+1)
6
y,
(2) for min(b− c, a− b) is odd
if min(b− c, a− b) = 0 mod 3 then pmin(b−c+1,a−b+1)
6
q,
if min(b− c, a− b) = 1 mod 3 then xmin(b−c+1,a−b+1)
6
y,
if min(b− c, a− b) = 2 mod 3 then min(b−c+1,a−b+1)
6
. 
The following Lemma 6.3 and Corollary 6.4 are classical. A variation of them can be found
for example in [CT92, 5.8, 5.9]. However, the proofs that we know usually take advantage
of properties of Schur polynomials. We propose a very simple, direct approach, that not
only provides equality of multiplicities of isotypic components, but also explicitly gives an
isomorphism.
Lemma 6.3 (Reduction Lemma). Let µ be any Young diagram of weight n. Let λ be a
Young diagram with n columns and weight nk. Let λ′ be λ with the first row removed. The
multiplicity of the component corresponding to λ in Sµ(
∧kW ) equals the multiplicity of the
component corresponding to λ′ in Sµ(
∧k−1W ).
Proof. Consider the inclusion Sµ(
∧k V ) ⊂ (∧k V )⊗n with a basis given by tensor products of
wedge product of basis elements of V . Each vector in the highest weight space corresponding
to λ must contain exactly one e1 in each tensor. We get an isomorphism of highest weight
spaces by removing e1 and decreasing by one the indices of other basis vectors. 
Due to the dualities 6.1 we get the following corollary.
Corollary 6.4. Let µ be any Young diagram of weight n. Let λ be a Young diagram with
n rows and weight nk. Let λ′ be equal to λ with the first column removed. The multiplicity
of the component corresponding to λ in Sµ(SkW ) equals the multiplicity of the component
corresponding to λ′ in Sµ
∨
(Sk−1W ).
Let us give some applications of these easy observations. First we prove the classical
decompositions, first obtained by Thrall [Thr], [CGR][4.1-4.6]:
Proposition 6.5. One has Gl(W )-modules decompositions
S2(SnW ) =
⊕
SλW,
∧
2(SnW ) =
⊕
SδW,
where the first sum runs over representations corresponding to λ of weight 2n with two rows
of even length and the second sum runs over representations corresponding to δ of weight 2n
with two rows of odd length.
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Proof. Consider the multiplicity inside S2(SnW ) of a component with rows λ1, λ2, where
λ1 + λ2 = 2n . From Lemma 6.4 we know that this multiplicity is equal to the multiplicity
of the component with one row of length λ1 − λ2 inside
∧2(Sn−λ2W ) for λ2 odd, and inside
S2(Sn−λ2W ) for λ2 even. Hence it is one for λ2 even and zero for λ2 odd. A similar argument
leads to the second equality. 
We proceed to the proof of Theorem 6.2. Due to the dualities 6.1 we may consider only
Sµ(SkW ) for Sµ a third symmetric or skew-symmetric power. Let us introduce some notation
for symmetric polynomials.
Definition 6.6 (hk(x
a), ψα(hk)). Consider d variables x1, . . . , xd. For a ∈ N let hk(x
a) be
the complete symmetric polynomial of degree k in the variables xa1, . . . , x
a
d. We also define
for a multi-index α of length j:
ψα(hk) :=
j∏
i=1
hk(x
αi).
The character of the representation Sµ(SkW ) equals
∑
±zα
d!
ψα(hk), where the sum is taken
over all partitions α of d and zα is the number of permutations of combinatorial type α in
the group Sd. Our aim is to decompose ψα(hk) into a sum of Schur polynomials. To do this
we multiply ψα(hk) by the discriminant
∏
i<j(xi−xj). Assume that there are d−1 variables.
The coefficient of sλ inside ψα(hk) equals the coefficient of the monomial x
λ1+d−2
1 · · ·x
λd−1
d−1 in
ψα(hk)
∏
i<j(xi − xj) [FH91, Appendix], [Mac98].
Let d = 3. By Lemma 6.4 we can assume that λ has two rows λ1, λ2 with λ1 + λ2 = 3k.
There are 3 partitions of the number 3 to consider.
(1) 3 = 1 + 1 + 1. Here we need to compute the contribution of h3(x)
3. This follows
from Pieri’s rule. This contribution is equal to λ2 +1 for λ2 ≤ k, and λ1− λ2+ 1 for
λ2 ≥ k.
(2) 3 = 2 + 1. Note that the coefficient of a monomial x3k−a1 x
a
2 in hk(x
2)hk(x) for
a ≤ 2k equals the number of even integers less or equal to a and greater or equal to
max(0, a−k). We can easily deduce the coefficient of xλ1+11 x
λ2
2 in (x1−x2)hk(x
2)hk(x).
When λ2 ≤ k, we get 0 for λ2 odd, and 1 for λ2 even. When λ2 ≥ k, we get 0 for k
odd, while for k even we get 1 if λ2 is even, and −1 if λ2 is odd.
(3) 3 = 3. The coefficient of x3k−a1 x
a
2 in hk(x
3) is equal to 1 if a is divisible by 3 and
0 otherwise. Thus the coefficient of xλ1+11 x
λ2
2 in (x1 − x2)S
k(x3) is equal to 1 if
λ2 = 0 (mod 3), −1 if λ2 = 1 (mod 3), 0 if λ2 = 2 (mod 3).
Finally, recall that the contribution form 1) is taken with coefficient 1
6
, from 2) with 1
2
and
from 3) with 1
3
. This finishes the proof. 
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