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Abstract
The main objective of this article is to compute a first moment for product of Dirichlet and
twisted self-dual GL(3) L-functions. We discuss the possible simultaneous non vanishing at
the central point. We use properties of symmetric squares L-functions.
1 Introduction
In this paper, we study the simultaneous non-vanishing of twisted L-functions of Hecke–Maaß forms
for SL(3,Z) and Dirichlet L-function.
We will be interested in computing a first moment in the spirit of the paper by S. Das and R.
Khan [DK14]. In their paper, they proved the estimate
2
φ(q)
∑
χ mod q
χ(−1)=1
χ primitive
L
(
1
2
, f ⊗ χ
)
L
(
1
2
, χ
)
= L(1, f) +O
(
q−
1
64
+ǫ
)
where f is an even Hecke–Maaß form for SL(2,Z).
Since the right hand side is non zero, at least one term of the sum on the left hand side must
not vanish: for any q large enough, there exists an even primitive Dirichlet character modulo q such
that L
(
1
2 , f ⊗ χ
)
L
(
1
2 , χ
) 6= 0.
However there is a substantial gap between the classical case and the GL(3) setup. First almost
all existing bounds, such as the constant in the Ramanujan–Petersson conjecture, are considerably
worse. Secondly, the conductor of the L-functions is increased by a factor q
1
2 , which translate to
an increased length of summation in the approximate functional equation.
In order to compensate the last issue we work with quotient of L-functions, which lower the
overall conductor.
The best candidates to apply this method are the self-dual forms that come from the symmetric
square lift. Such Dirichlet series split naturally and we are able to quotient a Dirichlet L-function.
Let us define the first mixed moment by
S(q, f) := 2
φ(q)
∑
χ mod q
χ2 6=1
χ(−1)=1
L
(
1
2 , f ⊗ χ
)
L
(
1
2 , χ
)
L(1, χ2)
.
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The normalizing term L(1, χ2) comes from splitting the symmetric square. We prove the following
estimate:
Theorem 1.1. If f is a self-dual SL(3,Z) Hecke–Maaß cusp form and q is a prime number, we
have
S(q, f) =
L(1, f)
ζ(2)
+Rq +O
(
q−
1
64
+ǫ
)
with Rq being given as residues of L-functions and the other constants depending only on ǫ and f .
After a short review of the self dual Maaß forms, we compute the first moment in Section 3 and
discuss the term coming from the residues in section 4.
2 Main tools
2.1 Background on Maaß cusp forms for SL(2,Z) and SL(3,Z)
Let us start by giving a general introduction for Hecke–Maaß cusp forms for SL(n,Z).
Definition 2.1. Let hn be the generalized upper half plane
GL(n,R)/ 〈On(R), R∗〉 .
If z ∈ hn one can write z = x · y with x ∈ Un(R) and y a diagonal matrix. An Hecke–Maaß cusp
form f for is a function in L2(SL(n,Z)\hn) (with respect to the Haar measure) such that
• f is an eigenfunction for suitable differential operators (the center of the universal enveloping
algebra of gln(R)),
• f has suitable growth condition,
• f is an eigenfunction for the Hecke operators.
Since we will only be considering the cases where n = 2 and n = 3 we will cite them as example.
For n = 2, the Maaß forms are only required to be eigenfunctions of the Laplace operator
∆ = y2
(
∂2
∂x2
+
∂2
∂y2
)
.
Moreover the Hecke operators are defined (for k ≥ 1)
Tk =
∑
ad=k
0≤b≤d
f
(
az + b
d
)
.
For the SL(3, Z) case, everything can also be defined explicitly but with much more complicated
expressions.
In both cases, one can derive a Fourier-Whittaker expansion since Maaß forms are invariant
under the action of the unitary group.
2
Proposition 2.1 (SL(2,Z) case). Let g be a Maaß cusp form for SL(2,Z). Then the following
decomposition holds:
g(z) =
√
2πy
∑
n6=0
a(n)Kitg (2π|n|y)e(nx).
where Kz is the Bessel function, e(x) = exp(2πix) and tg ∈ R only depends on the Laplace eigen-
value.
Proposition 2.2 (SL(3,Z) case). Let g be a Maaß cusp form for SL(2,Z). Then the following
decomposition holds:
f(z) =
∑
γ∈U2(Z)\SL(2,Z)
∑
m1≥1
m 6=0
A(m1,m2)
|m1m2| Wg,m1,m2
((
γ
1
)
z
)
where W is the Jacquet–Whittaker function, e(x) = exp(2πix). Moreover, one has A(m1,m2) =
A(m2,m1).
More details can be found in chapters 3 and 6 of [Gol06].
Definition 2.2. A SL(3,Z) Maaß form is said to be self dual if its Fourier coefficients are real
(which means A(m1,m2) = A(m2,m1)).
One can define L functions associated with Hecke Maaß forms. Let g (resp. f) be a Hecke–
Maaß cusp form for SL(2,Z) (resp. SL(3,Z)) and χ a primitive Dirichlet character modulo q (not
necessarily prime) or the identity. Then define for Re(s) large enough
L(s, χ) :=
∑
n≥1
a(n)χ(n)
ns
,
L(s, g ⊗ χ) :=
∑
n≥1
a(n)χ(n)
ns
,
L(s, f ⊗ χ) :=
∑
n≥1
A(n, 1)χ(n)
ns
.
One can also define the symmetric square L-function for a SL(2,Z) Maaß form by
L(s, sym2g ⊗ χ) = 〈g(g ⊗ χ), E(∗, s,χ)〉
L(s, χ)
Where E(z, s, χ) is the usual twisted Eisenstein series and g ⊗ χ is a Maaß form obtained by
replacing the coefficients a(n) by a(n)χ(n). Le us finish this subsection by stating some bounds
for the Fourier coefficients of Maaß forms. Getting bounds for individual coefficients is usually
difficult. It is conjectured that the coefficients have at most logarithmic bounds (Ramanujan-
Petersson conjecture). The currently best polynomial bounds for the coefficients are where found
by Kim and Sarnak [Kim03] and are the following.
3
Proposition 2.3. With the above notations, we have the following for any ǫ > 0:
|a(n)| < n 764+ǫ (1)
|A(n, 1)| < n 514+ǫ. (2)
Moreover, if f is self-dual, the second exponent becomes 7/32.
Note that the trivial bound is n
1
2
+ǫ. However, using Rankin–Selberg convolutions, we are able
to recover the conjectured bound on average:
Proposition 2.4. If N ≫ 1, then ∑
n≤N
|a(n)|2 ≪ N1+ǫ, (3)
∑
n≤N
|A(n, 1)|2 ≪ N1+ǫ. (4)
Finally, using some Fourier theory, it is possible to catch the square root cancellation happening
between the coefficients in the SL(2) case. The same cancellation is expected for the SL(3). A
slightly weaker cancellation has been proven by Miller in [Mil06] in order to investigate period of
Maaß forms. The proof uses a modified version of the Voronoi formula.
Proposition 2.5. If N ≫ 1, then ∑
n≤N
a(n)≪ N 12+ǫ, (5)
∑
n≤N
A(n, 1)≪ N 34+ǫ. (6)
In order to study the behavior of self-dual L-functions on SL(3,Z), it is often easier to charac-
terize them as Rankin-Selberg convolutions of SL(2,Z) Maaß forms. In the next to subsection we
will give an explicit expression for such L-functions.
2.2 Gelbart–Jacquet lift
In their paper [GJ76], Gelbart and Jacquet proved the functional equation and the analytic contin-
uation of Rankin–Selberg convolutions of general GL(2) automorphic forms. During the same time,
Shimura proved in [Shi75] a similar statement for symmetric square L-functions of cusp forms. We
will only state here the result the SL(2,Z) case.
Theorem 2.1. Let g be a Hecke–Maaß cusp form for SL(2,Z), then there exists a self-dual Hecke–
Maaß cusp f for SL(3,Z) such that we have
L(s, sym2g) = L(s, f). (7)
Moreover, for every Dirichlet caracter χ, one has
L(s, sym2g ⊗ χ) = L(s, f ⊗ χ). (8)
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The converse seems to have been known for a long time but it has only been written down
recently by Ramakrishnan in [Ram14] in a general case. We write here the case for SL(3,Z) that
will be needed.
Theorem 2.2 (Ramakrishnan 2014). Let f be a self dual Hecke–Maaß form for SL(3,Z), then
there exists a non dihedral automorphic cusp form for SL(2,Z) that satisfies (7) and (8).
Proof. In order to derive this statement from Theorem A of [Ram14], it suffice to notice that in
our case the representations are totally unramified, and the only automorphic forms on SL(2,Z)
are the Maaß forms and modular forms (see [Bum98]). Moreover, the adjoint L-function coincide
with the symmetric square L-functions.
Finally, the isomorphism of representations yields the equality of L-functions.
2.3 Decomposition of the symmetric square L-function
From now on, we will assume that the characters χ are even. Similar results hold for odd χ. Let
us fix a SL(2,Z) Maaß form g with Fourier-Whittaker expansion
g(z) =
√
2πy
∑
n6=0
a(n)Kitg (2π|n|y)e(nx).
One important step of the proof of the Gelbart–Jacquet lift is the following decomposition:
L(s, sym2g ⊗ χ) = L(2s, χ2)Zg,χ(s) (9)
where
Zg,χ(s) =
∑
n≥1
a(n2)χ(n)
ns
.
This decomposition follows immedialtely from computing the Euler product and using Hecke rela-
tions.
In order to study Zg,χ, let us define the theta function
θχ(z) =
1
2
∑
n∈Z
χ(n)e2πin
2z
and the associated half integral weight Eisenstein series
E(z, s, χ) =
∑
γ∈Γ∞\Γ0(4q
2)
γ=

a b
c d


χ(d)j(γ, z)−
1
2
y
s
2
|j(γ, z)|2s
where j(γ, z) = ǫ−1d
( c
d
)
(cz + d)
1
2 with
ǫd =


1 if d ≡ 1[4]
i if d ≡ 3[4]
0 otherwise
5
Note that for every γ ∈ Γ0(4q2), one has
θχ(γz) = χ(d)j(γ, z)θχ(z).
As stated in the introduction, we are mainly interested on quotient of L-functions in order
to decrease the overall conductor of the product, which in term contributes to the difficulty of
estimating a moment. One can express such quotient in a standard way using the unfolding of an
integral along a fundamental domain.
We have the following:
Lemma 2.1. If g is a Hecke-Maaß cusp form for SL(2,Z), χ an even Dirichlet character modulo
a prime q and A > 0 then we have the following identity√
π
2
π
s
2
L(12 + s, f ⊗ χ)
L(1 + 2s, χ2)
F (s) (10)
=
∫∫
Γ0(4q2)\h2
y
1
2 g(z)θχ(x+ iy)E
(
x+ iy, s+
1
2
, χ
)
dxdy
y2
(11)
F (s) =π−
1
4
− 1
2
sΓ
(
s+ 12
2
)
Γ
(
s+ 12 + itg
2
)
Γ
(
s+ 12 − itg
2
)
Γ−1
(
s+
1
2
)
.
Note that we chose of θχ instead of θχ in order to have the desired expression in the end.
Proof. Using the Fourier-Whittaker decomposition of g, we have on the one hand (for Re(s) large
enough)
∫ ∞
0
∫ 1
0
g(z)θχ (z) y
s+1
2
dxdy
y2
=
∫ ∞
0
∫ 1
0
g(x+ iy)θχ(x+ iy))y
s+1
2
dxdy
y2
=
√
2π
∑
n≥1
λ(n2)χ(n)
∫ ∞
0
Kitg (2πn
2y)e−2πn
2yy
s
2
dy
y
= (2π)
1−s
2
∑
n≥1
λ(n2)χ(n)
ns
∫ ∞
0
Kitg (y)e
−yy
s
2
dy
y
= π1−
s
2 2
1
2
−sL(s, f ⊗ χ)Γ
(
s
2 + itg
)
Γ
(
s
2 − itg
)
L(2s, χ2)Γ
(
s+1
2
)
The last integral is given in [GR07] (6.621.3). Multiplying the numerator and denominator by Γ( s2 )
and using the identity Γ( s2 )Γ(
s+1
2 ) = 2
1−s
√
πΓ(s) gives
∫ ∞
0
∫ 1
0
g(z)θχ(z)y
s+1
2
dxdy
y2
=
√
π
2
π
s−1
2
L(s, f ⊗ χ)
L(2s, χ2)
F
(
s− 1
2
)
.
On the other hand, one can fold the integral on a fundamental domain using the automorphic
6
properties of g and θχ :∫ ∞
0
∫ 1
0
g(z)θχ (z) y
s+1
2
dxdy
y2
=
∫∫
Γ∞\h2
g(z)θχ (z) y
s+1
2
dxdy
y2
=
∫∫
Γ∞\h2
g(z)θχ (z) Im(z)
s+1
2
dxdy
y2
=
∑
γ∈Γ∞\Γ0(4q2)
∫∫
γ−1(Γ0(4q2)\h2)
g(z)θχ (z) Im(z)
s+1
2
dxdy
y2
=
∑
γ∈Γ∞\Γ0(4q2)
∫∫
Γ0(4q2)\h2
g(γ · z)θχ(γ · z)Im(γ · z)
s+1
2
dxdy
y2
=
∫∫
Γ0(4q2)\h2
g(z)θχ(z)
∑
γ∈Γ∞\Γ0(4q2)
χ(d)j(γ, z)
y
s+1
2
|j(γ, z)|2s+2
dxdy
y2
=
∫∫
Γ0(4q2)\h2
g(z)θχ(z)
∑
γ∈Γ∞\Γ0(4q2)
χ(d)j(γ, z)−1
y
s+1
2
|j(γ, z)|2s
dxdy
y2
=
∫∫
Γ0(4q2)\h2
y
1
2 g(z)θχ(z)E(z, s, χ)
dxdy
y2
.
2.4 Approximate functional equations
In order to work directly with the coefficients of our L-functions, we will need to have an expression
at the central value 12 where the Dirichlet series are not defined.
Lemma 2.2. Let f be a self-dual Hecke–Maaß cusp form for SL(3,Z) and χ be a complex Dirichlet
character modulo q. Then we have the following (see [IK04], Chapter 5):
L
(
1
2
, χ
)
= L
(
1
2
, χ
)
=
∑
n≥1
χ(n)
n
1
2
V0
(
n
Xq
1
2
)
+ ǫ(χ)
∑
n≥1
χ(n)
(n)
1
2
V0
(
nX
q
1
2
)
, (12)
L
(
1
2 , f ⊗ χ
)
L (1, χ2)
=
∑
m,l≥1
A(m, 1)χ(ml2)
m
1
2 l
V1
(
ml2
Y q
1
2
)
+ Iχ(Y ) (13)
where
Iχ(Y ) =
−1
2πi
∫
C
(q
1
2Y )s
L(s+ 12 , f ⊗ χ)
L(1 + 2s, χ2)
es
2 F (s)Gq,A(s)
F (0)Gq,A(0)
ds
s
with C a path such that 0 lies on the right of C and the zeros of L(1+2s, χ2) lie on the left the path.
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We also have
V0(y) =
1
2iπ
∫
(σ)
y−sπ−
s
2 es
2
Γ
(
s+ 1
2
2
)
Γ
(
1
4
) ds
s
,
V1(y) =
1
2iπ
∫
(σ)
y−ses
2 F (s)
F (0)
ds
s
with
F (s) =π−
1
4
− 1
2
sΓ
(
s+ 12
2
)
Γ
(
s+ 12 + itf
2
)
Γ
(
s+ 12 − itf
2
)
Γ−1
(
s+
1
2
)
.
Moreover, for v = V0, V1, A > 0 and a ∈ N, we have the following estimates:
yav(a)(y)≪ (1 + y)−A, (14)
yav(a)(y) = δa +O
(
y−
1
2
+ǫ
)
(15)
where δ0 = 1 and δa = 0 if a > 0.
Proof. The equation (12) is the usual approximate functional equation which can be found in [IK04]
(Proposition 5.3). The second one can be found in the same way.
3 Computation of the first moment
In this section we prove Theorem 1.1. In order to compute the moment, we need to cut the sum q
in two parts according to the parity of the characters χ. Let us define
S := 2
φ(q)
∑
χ mod q
χ(−1)=1
χ2 6=1
L
(
1
2 , f ⊗ χ
)
L
(
1
2 , χ
)
L(1, χ2)
.
Note that a similar sum obtained in changing the parity condition in the character can be computed
in the same way. In this section, we will prove the following lemma and leave the estimate of Iχ for
the next one:
Lemma 3.1. If f is a self-dual SL(3,Z) Hecke–Maaß cusp form and q is a prime number, then
we have
S = L(1, f)
ζ(2)
+
2
φ(q)
∑
χ mod q
χ(−1)=±1
χ2 6=1
L
(
1
2
, χ
)
Iχ(Y ) +O
(
q−
1
64
+ǫ
)
with the constants depending only on ǫ and f .
.
8
3.1 Applying the approximate functional equation
Let us start by applying the approximate functional equations to compute the average of Dirichlet
characters. For χ a complex even Dirichlet character modulo q, applying (12) and (13) with X = qα
and Y = q
1
2
+β yields
L
(
1
2 , f ⊗ χ
)
L
(
1
2 , χ
)
L(1, χ2)
=
∑
m,l,n≥1
A(m, 1)µ(l)χ(l2m)χ(n)
l
√
mn
V1
(
ml2
q1+β
)
V0
(
n
q
1
2
+α
)
+ ǫ(χ)
∑
m,l,n≥1
A(m, 1)µ(l)χ(l2mn)
l
√
mn
V1
(
ml2
q1+β
)
V0
(
n
q
1
2
−α
)
+ L
(
1
2
, χ
)
Iχ(q
1
2
+β).
Here V0 and V1 are rapidly decreasing functions defined in Proposition 2.2.
Summing over Dirichlet characters depends whether or not the primitive quadratic character χq
is even or odd. It is even if and only if q ≡ 1[4]. We have the following orthogonality relations for
Dirichlet characters.
Proposition 3.1. Let q be an odd prime number and a ∈ Z such that (a, q) = 1. Then
2
φ(q)
∑
χ mod q
χ(−1)=1
χ2 6=1
χ(a) = δa≡±1[q] −
2
φ(q)
− δq≡1[4]
2χq(a)
φ(q)
,
2
φ(q)
∑
χ mod q
χ(−1)=1
χ2 6=1
ǫ(χ)χ(a) =
1√
q
(
e
(
a
q
)
+ e
(
−a
q
)
+
2
φ(q)
+ δq≡1[4]
2χq(a)
φ(q)
)
.
This proposition allows us to sum over χ the approximate functional equations. We will only
consider the case when q ≡ 1[4] since the other case just remove a part of the error term.
S(q, f) = S1(q, f) + S2(q, f) +
∑
χ mod q
χ(−1)=±1
χ2 6=1
L
(
1
2
, χ
)
Iχ
(
q
1
2
+β
)
where
S1(q, f) =
∑
ml2≡±n[q]
(n,q)=1
A(m, 1)µ(l)
l
√
mn
V1
(
ml2
q1+β
)
V0
(
n
q
1
2
+α
)
− 2
φ(q)
∑
m,l,n≥1
A(m, 1)µ(l)(1 + χq(mn))
l
√
mn
V1
(
ml2
q1+β
)
V0
(
n
q
1
2
+α
) (16)
9
and
S2(q, f) =
1√
q
∑
m,l,n≥1
(mnl,q)=1
A(m, 1)µ(l)
l
√
mn
(
e
(
l2mn
q
)
+ e
(
− l
2mn
q
))
V1
(
ml2
q1+β
)
V0
(
n
q
1
2
−α
)
+
2
φ(q)
√
q
∑
m,l,n≥1
(mnl,q)=1
A(m, 1)µ(l)
l
√
mn
(1 + χq(a))V1
(
ml2
q1+β
)
V0
(
n
q
1
2
−α
)
.
(17)
3.2 Computation of the main term: S1(q, f)
For the rest of the proof, we will assume that α < 12 . Let us start by computing the second sum
of S1(q, f). Using the estimate 14 for V0 and V1, we can split the sum up to an error of O
(
q−100
)
and get the bound
q−1
∑
ml2<q1+β+ǫ
n<q1+α+ǫ
|A(m, 1)|
l
√
mn
≪ q− 34+α2 +ǫ
∑
m<q1+β+ǫ
m−
1
2
+ǫ|A(m, 1)|
≪ q− 34+α2 +ǫ
∑
m<q1+β+ǫ

∑
k≤m
|A(m, 1)|

m− 12+ǫ − (m+ 1)− 12+ǫ
≪ q− 34+α2 +ǫ
∑
m<q1+β+ǫ
m−
1
2
+ǫ ≪ q− 14+α+β2 +ǫ.
Here we used a summation by part and the estimate in Proposition 2.4. For the first sum, we get
two cases: either ml2 ≡ −n[q] or ml2 ≡ n[q]. In the first case, we cannot have ml2 = −n. By
writing ml2 = kq− n with k ≥ 1 and noticing that the main contribution in the n-sum comes from
n < q
1
2
+a+ǫ < q1−ǫ (by using once again 14), we have
∑
ml2≡−n[q]
(n,q)=1
A(m, 1)µ(l)
l
√
mn
V1
(
ml2
q1+β
)
V0
(
n
q
1
2
+α
)
=
∑
k≥1
∑
n≥1
∑
ml2=kq−n
A(m, 1)µ(l)√
(kq − n)nV1
(
kq − n
q1+β
)
V0
(
n
q
1
2
+α
)
≪ 1√
q
∑
k<qβ+ǫ
1√
k
∑
n<q
1
2
+α+ǫ
1√
n
∑
m|kq−n
|A(m, 1)|.
Using Proposition 2.3, we can bound them-sum by (kq)θ+ǫ and get a total bound ofO
(
q−
1
4
+α
2
+( 1
2
+θ)β+θ+ǫ
)
.
This bound is worse than the previous one (but is the same under the Ramanujan–Petersson con-
jecture). For the case where ml2 ≡ n[q] we divide the sum depending whether or not ml2 = n. The
off-diagonal terms are bounded just as before using Proposition 2.3 by O
(
q−
1
4
+α
2
+( 1
2
+θ)β+θ+ǫ
)
.
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The contribution of the diagonal terms is
∑
m,l≥1
A(m, 1)µ(l)
l2m
V1
(
ml2
q1+ǫ
)
V0
(
ml2
q
1
2
+α
)
=
1
(2πi)2
∫
(σ1)
∫
(σ1)
π−
s2
2 q(1+β)s1+(
1
2
+α)s2 L(1 + s1 + s2, f)
ζ(2 + 2s1 + 2s2)
F (s1)Γ
(
s2+
1
2
2
)
F (0)Γ
(
1
4
) es21+s22 ds2
s2
ds1
s1
.
One can note that we removed the condition (ml, q) = 1 in the sum. This is because the significant
length of summation is q
1
2
+α+ǫ so the terms with q|ml2 are bounded by q−100. Finally, we can shift
the lines of integration to σ1 = σ2 = − 12 + ǫ (the function Z(1 + s1 + s2) = L(1+s1+s2,f)ζ(2+2s1+2s2) is indeed
entire and bounded on vertical strips if Re(s) > −1/2). We gather the pole at s1 = s2 = 0 and we
get
∑
m,l≥1
A(m, 1)µ(l)
l2m
V1
(
ml2
q1+ǫ
)
V0
(
ml2
q
1
2
+α
)
=
L(1, f)
ζ(2)
+O
(
q−
1
4
−α
2
+ǫ + q−
1
2
− β
2
+ǫ
)
.
In the end, we get the estimate
S1(q, f) =
L(1, f)
ζ(2)
+O
(
q−
1
4
+α
2
+( 1
2
+θ)β+θ+ǫ
)
. (18)
The first thing to notice is that we will have to chose α+β such that α+β < 12 − 2θ. With θ = 732 ,
this means α+ β < 116 .
3.3 Bound for S2(q, f)
Just like what we did for S1(q, f), we will start with the second sum of S2(q, f). Using once again
(14) for V andV1, we get
2
φ(q)
√
q
∑
m,l,n≥1
(mnl,q)=1
A(m, 1)µ(l)
l
√
mn
(
1 + δq≡1[4]χreal(a)
)
V1
(
ml2
q1+β
)
V0
(
n
q
1
2
−α
)
≪ q− 32
∑
ml2<q1+β+ǫ
n<q
1
2
−α+ǫ
|A(m, 1)|
l
√
mn
≪ q− 34+ β−α2 +ǫ.
We used a summation by parts and Proposition ?? to bound the m-sum by q
1
2
+ǫ. For the first sum,
let us start by removing the condition (m, q) = 1. The contribution of terms such that q|m is
1
q
∑
m,l,n≥1
(nl,q)=1
A(mq, 1)µ(l)
l
√
mn
V1
(
ml2
qβ
)
V0
(
n
q
1
2
−α
)
≪ q− 12+θ+ǫ
∑
m≤qβ+ǫ
mθ−
1
2
∑
n<q
1
2
−α+ǫ
n−
1
2
≪ q− 14+( 12+θ)β+θ−α2 +ǫ.
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We can now add the terms with q|m for a small error. The m-sum now becomes
∑
m≥1
A(m, 1)√
m
(
e
(
l2mn
q
)
+ e
(
− l
2mn
q
))
V1
(
ml2
q1+ǫ
)
and it can be computed with a summation by parts, Proposition ?? and estimate (15):
∑
m≥1
∣∣∣∣∣∣
∑
k≤m
A(k, 1)
(
e
(
l2kn
q
)
+ e
(
− l
2kn
q
))∣∣∣∣∣∣
∣∣∣∣m− 32V1
(
ml2
q1+ǫ
)
+
l2
q1+ǫ
m−
1
2V ′1
(
ml2
q1+ǫ
)∣∣∣∣
≪ (ql)ǫ
∑
m<
q1+β+ǫ
l2
m−
3
4
+ǫ
≪ lǫq 1+β4 +ǫ.
Plugging this into the sum over l and n, we get
1√
q
∑
m,l,n≥1
(mnl,q)=1
A(m, 1)µ(l)
l
√
mn
(
e
(
l2mn
q
)
+ e
(
− l
2mn
q
))
V1
(
ml2
q1+ǫ
)
V0
(
n
q
1
2
−α
)
≪ q− 14+ǫ
∑
l<q
1
2
+ǫ
∑
n<q
1
2
−α
l−1+ǫn−
1
2
≪ q β4−α2 +ǫ.
In total, we get
S2(q, f) = O
(
q
β
4
−α
2
+ǫ + q−
1
4
+( 1
2
+θ)β+θ−α
2
+ǫ
)
. (19)
Here we can notice that we need 2α > β.
3.4 Optimization
If we put (18) and (19) together, we get
S(q, f) = L(1, f)
ζ(2)
+O
(
β
4
−α
2
+ǫ + q−
1
4
+( 1
2
+θ)β+θ+α
2
+ǫ
)
.
The optimal bound is met when − 14 + (12 + θ)β + θ+ α2 = β−2α4 . For θ = 732 , the equality holds for
α = 1−15β32 .
Finally, we get
S(q, f) = L(1, f)
ζ(2)
+
∑
χ mod q
χ(−1)=±1
χ2 6=1
L
(
1
2
, χ
)
Iχ
(
q
1
2
+β
)
+O
(
q
23β−1
64
+ǫ
)
.
4 Computation of the integral Iχ(Y )
In this section we will compute the integral Iχ(Y ).
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4.1 Expression of Iχ(Y ) in term of residues
We have
Iχ(Y ) =
−1
2πi
∫
C
(q
1
2Y )s
L(s+ 12 , f ⊗ χ)
L(1 + 2s, χ2)
es
2 F (s)Gq,A(s)
F (0)Gq,A(0)
ds
s
=
−1
2πi
∫
(−σ)
Y s
L(s+ 12 , f ⊗ χ)
L(1 + 2s, χ2)
es
2 F (s)Gq,A(s)
F (0)Gq,A(0)
ds
s
−Rχ
where Rχ is the sum of all residues coming from the zeros of L(1 + 2s). By doing the change of
variable s→ −s and applying he functionnal equations, the integral becomes
ǫ(χ)3ǫ(χ2)
1
2πi
∫
(σ)
q
s
2Y −s
L(s+ 12 , f ⊗ χ)
L(2s, χ2)
es
2 F˜ (s)Gq,A(−s)
F (0)Gq,A(0)
ds
s
= ǫ(χ)3ǫ(χ2)
∑
m,l
A(m, 1)χ(ml2)µ(l)
l
√
m
V2
(
mY
q
1
2
)
where
V2(y) =
1
2πi
∫
(σ)
y−ses
2 F˜ (s)
F (0)
ds
s
with F˜ being a product of gamma factors. Shifting the line of integration far enough to the right,
we get V2(y) = O
(
y−A
)
for any A > 0.
If we take Y = q
1
2
+β with β > 0, then
I(q
1
2
+β) = Rχ +O
(
q−100
)
.
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