We study formal power series solutions to the initial value problem for semilinear heat equation ∂ t u − u = f (u) with polynomial nonlinearity f and prove that they belong to the formal Gevrey class G 2 . Next we give counterexamples showing that the solution, in general, is not analytic in time at t = 0.
Introduction
We consider the initial value problem for a semilinear heat equation
where is the Laplace operator on R d , d ∈ N, and f is a polynomial. The initial data will be supposed to be analytic on a domain Ω ⊂ R d . Equation (1) arises in many physical, chemical and biological problems involving diffusion and nonlinear growth. For example, if a chemical reaction generates heat at a rate depending on the temperature u, then u satisfies (1). Other problems described by (1) include the spread of animal or plant populations with f representing the growth rate [2, 12] .
Since the nonlinearity f (u) is locally Lipschitz it follows from the general theory of evolution equations (see [16] ) that any nonnegative solution of (1) is, in fact, classical that is u ∈ C 1,2 ((0, T ) × R d ) ∩ C([0, T ) × R d ). However, in general, the solution exists only locally in time [4, 8] . Concerning analyticity of solutions to (1) S.Ōuchi has proved in [13] that if f (u) is a monotone nonincreasing polynomial vanishing at the origin, then for any u 0 ∈ C 0 b (R d ) any bounded solution of (1) is holomorphic in time in a sector {te iθ : |θ | α} which does not depend on initial data. A remarkable smoothing property of solutions to (1) was obtained by H. Aikawa and N. Hayashi [1] . Namely they proved that if u 0 ∈ L p (R d ) and f is a polynomial of degree 1 + 2p/d, then the unique solution of (1) has an analytic continuation to S = {(te iθ , x + iy): 0 < t < T , |θ | < α, x ∈ R d , |y| < β √ t} with some T > 0, α < π/2, β > 0. However, all known results do not guarantee the analyticity in time at t = 0. In fact, since the surface {t = 0} is characteristic for the linear part of (1), in general, one cannot expect the solution u to be analytic in time at t = 0. It appears that even global analyticity of the initial data do not guarantee analyticity of solution in time at t = 0 as it was shown in the case d = 1, f (u) = u 2 and u 0 (x) = 1/(1 + x 2 ) in [10] .
On the other hand, it is well known that for analytic data the solutions to the linear heat equation ∂ t u − u = 0 belong to the Gevrey class G 2 in time. So, one expects that the same is true for (1) . Indeed, T. Gramchev and G. Łysik studied (1) in the anisotropic Gevrey type spaces G τ,σ ([0, T ] × R d ). They proved in [6] that the solution of (1) with f (u) = u j , j 2, and
provided that τ 2σ and u 0 is small enough. The proof is done by detailed study of solutions to the nonhomogeneous heat equation in Gevrey spaces, followed by multilinear estimates of Gevrey norms and iterative fixed point methods.
Here we present another approach. Namely, we study formal power series solutionŝ
Note that if (2) is a solution to
, and one easily obtains Gevrey estimates of ϕ k in terms of the regularity of u 0 . Let us mention here the papers of D.A. Lutz, M. Miyake and R. Schäfke [9] , W. Balser and S. Malek [3] and S. Michalik [11] , where results on Borel summability of formal solutions to the linear heat equation were obtained. Also S.Ōuchi obtained in [15] some results on summability of formal solutions to some linear partial differential equations. As for the nonlinear equations the situation is more complicated and very few results are known. Namely only S.Ōuchi studied in [14] formal solutions to some nonlinear equations and their relations to the genuine solutions.
The paper is organized as follows. In Section 2 we construct the power series solution (2) of (1) and prove that if u 0 is analytic on a domain Ω ⊂ R d , then the solution (2) belongs to the formal Gevrey class G 2 (Ω) in time. The proof is based on some combinatorial identities and estimates. In the next section we prove that solutions to (1), in general, cannot be analytic in time at t = 0. Here the main role in the nonanalyticity of solutions will play the nonlinear term of (1) . In the final section we shall give a few other examples of initial value problems (1), which do not admit solutions analytic in time at t = 0. In these examples the nonanalyticity will be caused by the initial data and not by the nonlinear term.
Gevrey estimates of formal solutions
In this section we shall prove that the formal power series solution to (1) belongs to formal Gevrey class G 2 provided that the initial data is analytic. In order to study the growth properties of formal solutions we use the definition. 
Remark that for s = 1 we get the convergence, i.e. 
where
Indeed, inserting (2) into (1) we obtain
which implies (4) and (5) . It is easy to note that the above relations imply In the proof of Theorem 1 we use Lemma 1 stated below and the combinatorial identity
where the sum is over
The formula (7) 
Lemma 1. Let j 2 and γ
Remark. The estimation (8) is far from optimal but sufficient for our purposes.
Proof. First of all observe that by the combinatorial interpretation of l we have
So it is sufficient to show
Clearly (9) holds for l = 0, j 2. Next for j = 2, l ∈ N 0 , we get
So we can assume that j 3 and l 1. Now the crucial observation in proving (9) is the formula
To justify (10) note that on the left-hand side we have a sum over all ∈ N j 0 with | | = l. On the other hand we first choose the number i of nonzero coordinates of and then take the sum over
Thus (9) holds by the estimations
Proof of Theorem 1. Assume f (u) = u j with j 2. Put γ = max(2, j − 1). We shall prove inductively that for any compact set K Ω one can find 1 C < ∞ such that for any k ∈ N 0 and α ∈ N d 0 ,
Clearly, since u 0 = ϕ 0 ∈ A(Ω), (11) holds for k = 0 with a 0 = 1 and some 1 C < ∞. Now fix k ∈ N 0 and assume that (11) and (13) hold for ϕ l and a l with 0 l k, and that (12) and (14) hold for ψ l and b l with 0 l < k. Then by (5), the Leibniz rule, the inductive assumption and (7) we estimate for α ∈ N d 0 ,
where b k is given by (14) .
Next observe that for m ∈ N 0 , m is a sum of d m operators of the form ∂ 2m
with some l i ∈ {1, . . . , d} for i = 1, . . . , m. So by (6) we estimate if C 1,
for l = 0, 1, . . . , k. Hence (11)- (14) hold for ϕ k+1 , ψ k , a k+1 and b k . Now we shall prove that relations (13) and (14) imply
provided that a 0 = 1. Clearly (15) holds for n = 0. Next assuming (15) for a l with l n and for b l with l < n we get by (14) and Lemma 1
Hence by (13)
So (15) holds for a n+1 and b n . Note that (11) and (15) imply
Hence we get (3) with s = 2 and
In the general case f (u) = N j =2 c j u j the inductive estimation (11) takes the form
where γ = max(2, N − 1) and
Nonlinear terms and nonanalytic solutions
In this section we shall prove that solutions to (1), in general, cannot be analytic in time at t = 0. Here the main role in the nonanalyticity of the solutions will play nonlinear term of (1). In particular, we show that the solutions of (1) with nonlinear term f (u) = u j , j 2, and initial data u 0 (x) = x K or u 0 (x) = e x cannot be analytic in time, while the solutions of the linear heat equation with the same initial data are analytic.
We first consider the Cauchy problem for a semilinear heat equation
where j ∈ N, j 2, a > 0 and u 0 ∈ A(Ω). By (4) and (5) the initial value problem (16) has the unique formal solution (2) , where the functions ϕ k are given by the recurrence relations Proof. First at all we shall show that
Theorem 2. Let us suppose that the Cauchy data u 0 is an analytic function on a domain
where c(k) 1 and the rest R k and all its derivatives are nonnegative atx. Clearly (18) holds for k = 0 with c(0) = 1 and R 0 (x) = 0.
Fix n ∈ N 0 and let us suppose that (18) holds for every k n. By (17) and the inductive assumption we have
and
We have n 1 +···+n j =n 1 = n+j −1 j −1 n + 1, so c(n + 1) 1. Since a > 0, c(n i ) 1 and u 0 , ϕ n and R n i (i = 1, . . . , j ) are nonnegative atx with all their derivatives, R n+1 satisfies the same property. So, (18) holds for k = n + 1.
Fix n ∈ N. By (18), for every α ∈ N d 0 we have
Hence, in particular,
Thus, by (17) ,
Similarly, in next step we get
So, after n(j − 1) such steps we obtain
Next, using (17), (22) and (19) with
So after n(j − 1) steps
Repeating K times the procedure (19)- (22) we obtain
Since (e −1 n) n n! n n for n ∈ N we get
with some B 1 , B 2 > 0. Note that if u 0 is a polynomial of degree K, then
Hence
with A = u 0 (x)c and some B > 0. This proves the first part of Theorem 2.
The second part follows by a passage with K to ∞. 2
Now we consider the Cauchy problem for a more general semilinear heat equation
where f is supposed to be analytic. 
does not belong to the Gevrey class G s (Ω) in time for any s < 1 +
2+K(J −1) and for any neighborhood Ω of the origin. Thus, the formal solution of (28) 
does not belong to the Gevrey class G s (Ω) in time for any s < 2 and for any neighborhood Ω of the origin. In particular, the formal solution of (29) is divergent.
Example 3. Let K 1. Then the formal solution of the Cauchy problem
does not belong to the Gevrey class G s (Ω) in time for any s < 2 and for any neighborhood Ω of the origin. In particular, the formal solution of (30) is divergent.
Homogeneity degree and nonanalytic solutions
In this section we shall give a few other examples of initial value problems (1), which do not admit solutions analytic in time at t = 0. In these examples the nonanalyticity will be caused by the initial data and not by the nonlinear term. In fact, even the solution to the linear heat equation with the same initial data is nonanalytic. The first such an example with f (u) = u 2 and u 0 (x) = 1 1+x 2 was given by G. Łysik in [10] . We shall apply the method of J. Gorsky and A. Himonas [5] to a semilinear heat equation
Following [5] , for a solution u of (31) we define the homogeneity degree of the term
to be
Lemma 2. Let u satisfy (31). Then for every
x u with some C α 0.
A similar lemma for the case of generalized KdV equation was obtained by H. Hannah, A. Himonas and G. Petronilho, see [7, Lemma 2.2] . However, for the sake of completeness we give its proof.
Proof. First of all observe that the homogeneity degree of every summand on the right-hand side of (32) is equal to 2k + 
does not belong to the Gevrey class G s (Ω) in time for any s < 2 and for any neighborhood Ω of the origin. In particular, the solution of (35) is not analytic in time at t = 0.
Proof. Observe that for n ∈ N it holds
Therefore, by Lemma 2 we get for k ∈ N, and so the formal solution does not belong to G s in time at t = 0 for any s < 2. 2
