Abstract. We prove that the divisor function d(n) counting the number of divisors of the integer n, is a good weighting function for the pointwise ergodic theorem. For any measurable dynamical system (X, A, ν, τ ) and any f ∈ L p (ν), p > 1, the limit
Introduction
Let (X, A, ν, τ ) be a measurable dynamical system. Birkhoff's pointwise ergodic theorem states that for any f ∈ L 1 (ν), the limit
exists ν-almost everywhere and in L 1 (ν), andf = f dν if τ is ergodic. This fundamental result was the object of many generalizations or extensions. We are interested in this article in extensions of weighted type, more particularly in extensions in which the weights are built with standard arithmetical functions, typically the divisor function d(n), counting the number of divisors of the integer n. This is the most standard example of multiplicative arithmetical function, but the reason to focus on this particular type of weights lies on deeper considerations.
First introduce the necessary notation. For a sequence (w k ) k≥1 of real numbers (weights) such that W n := n k=1 |w k | = 0 and W n → ∞, we define the weighted averages
We are interested in their almost everywhere convergence. As we will see later on (Theorems 2.6, 2.9, 3.7, Proposition 2.14 and Remark 2.7), elementary considerations based on Hopf's maximal Lemma or on properties of Dirichlet convolution products allow to directly derive from Birkhoff's theorem, weighted extensions where the weights can be either of the examples below ω(k), Ω(k) the prime divisor function and the sum of prime divisor function, σ s (k) the sum of s-powers of divisors of k, s = 0.
The case of the divisor function corresponding to the second example with s = 0, does not seem to be reduced to this approach. Another motivation lies in a recent result of Berkes, Müller and Weber [2] , Theorem 3.
Theorem A. Let f be a non-negative multiplicative function and let F (n) = n k=1 f (k), n ≥ 1. Assume that there are positive constants C 1 , C 2 , C 3 , C 4 and a > 1 such that
f (p) log p ≥ C 3 x for x ≥ C 4 . = E X 1 .
As a consequence, the weighted strong law of large numbers holds with f (n) = d(n) (and even for f (n) = d(n l ) α with l ≥ 1 integer and real α > 0). Theorem A is obtained by showing that Jamison, Orey and Pruitt combinatorial criterion is satisfied under the above set of conditions.
Here, we use Bourgain's method to study the case of the divisor function. As Bourgain mentionned in [4] , his method (the circle method on the shift model) is general and should apply as soon as one has a good control on the exponential sums inherent to the problem. One can then replace the Fourier kernels appearing in the problem considered by more regular ones with a suitable control on the error term.
We say that (w k ) k≥1 is a good weight for the dominated ergodic theorem in L p , p > 1, if there exists C p > 0 such that for every (ergodic) dynamical system (X, A, ν, τ ) and every f in L p ,
We also say that (w k ) k≥1 is a good weight for the pointwise ergodic theorem in L p , p > 1, if for every (ergodic) dynamical system (X, A, ν, τ ) and every f in L p , ( 1≤k≤n w k f • τ k )/W n n converges ν-a.s. Alternatively, when the weights are generated by an arithmetical function w, we say that w is a good weighting function.
We now state our main result.
Theorem 1.1. The divisor function is a good weighting function for both the dominated and the pointwise ergodic theorem in L p , p > 1.
Using properties of the Dirichlet convolution, it will also follow that the above result remains true for other arithmetical weights. Let θ(n) be the multiplicative function counting the number of squarefree divisors of n, and let J s (n) be the generalized Euler totient function. Recall that θ(k) = 2 ω(k) and J s (n) = d|n d s µ( The paper is organized as follows. In Section 2, we derive from the dominated and the pointwise ergodic theorem (in L p , p > 1) several weighted ergodic theorems where the weights are mainly additive arithmetical functions. We use a Theorem of Delange [8] and the Turán-Kubilius inequality (see e.g. [16] ), as well as the result of Davenport and of Bateman and Chowla for the case of the Möbius and Liouville functions respectively.
In Section 3, we consider the following problem. Given a good weighting function a and another arithmetical function b, we study the conditions under which the Dirichlet convoluted function a * b is again a good weighting function. We recall that a * b is defined by a * b(n) = d|n a(d)b(n/d). After having first proved some lemmas a bit in the spirit of Wintner's theorem, we obtain in Proposition 3.3, a general condition showing a kind of conservation property for the dominated ergodic theorem under the action of the Dirichlet convolution product. We next apply it and show that the sum of s-powers of divisors of k, s = 0, the number of squarefree divisors of k, the generalized Euler totient function and the modulus of Möbius function are good weighting functions for the dominated ergodic theorem in L p , p > 1, and for the pointwise ergodic theorem in L p , p ≥ 1.
In section 4, Bourgain's approach is briefly described, essentially the key steps are presented. In section 5, several estimates concerning the divisor exponential sums D n (x) = 1≤k≤n d(k)e 2ikπx are proved, depending on the proximity of x to rationals with small or large denominators. We proceed rather simply and will not for instance use Voronoï identity, nor need elaborated estimates.
In the two next sections, we apply Bourgain's approach. In Section 6, we use Fourier analysis to establish maximal inequalities related to auxiliary kernels. In Section 7, we explain how to derive good approximation results with suitable Fourier kernels to which we can apply the previous maximal inequalities. Theorem 1.1 is proved in section 8.
Derivation Results from Birkhoff 's Theorem.
For a sequence (a n ) n≥1 , write A (m) n = n k=1 a m k , for every real number m > 0. Define alsõ A n := A n /n. The following is a basic application of Hölder inequality, hence the proof is omitted.
Lemma 2.1. Let (a n ) n≥1 be a sequence of non-negative numbers. Assume that there exists C > 0 and m > 1 such that for every n ≥ 1, We deduce the following automatic dominated ergodic theorem.
Lemma 2.2. Let (a n ) n≥1 be a sequence of non-negative numbers. Assume that there exists C > 0 and m > 1 such that for every n ≥ 1,
Then, for every r > m/(m − 1), (a n ) n≥1 is good for the dominated ergodic theorem in L r .
Remark 2.3. It follows from the proof that, for r = m/(m − 1), there is a dominated ergodic theorem of weak-type.
Proof. Let (X, A, ν, τ ) be a dynamical system and let f ∈ L r (ν), for some r ∈ (m/(m − 1), +∞]. Then, r/(r − 1) < m. Now let r/(r − 1) < s < m. Then, writing 
Corollary 2.4. Let (a n ) n≥1 be a sequence of non-negative numbers. Assume that there exists m > 1 such that
Then, for every r > m/(m − 1), (a n ) n≥1 is good for both the dominated and the pointwise ergodic theorem in L r .
Remark 2.5. It follows from the proof that, for s = m/(m − 1), there is a dominated ergodic theorem of weak-type and a pointwise weighted ergodic theorem.
, we see that there exists C > 0 such that for every n ≥ 1 n k=1 a m k ≤ CnÃ m n , and Lemma 2.2 applies, as well as the remark after it. By the Banach principle, we just have to prove the pointwise convergence for bounded functions. Let (X, A, ν, τ ) be a dynamical system and let f ∈ L ∞ (ν). Let K ≥ 0 be such that f ≤ K ν-a.s.
We have, by Hölder
and the result follows.
Theorem 2.6. Let (g(n)) n≥1 be an additive function with values in N and such that g(p) = 1 for every prime number p. Assume moreover that there exists β > 0, such that for every ν ≥ 1 and every prime number p,
Then (g(n)) n≥1 is a good weight for both the dominated and pointwise ergodic theorem in L p , p > 1.
Remark 2.7. It follows from the proof that for every real number m ≥ 1, (g(n) m ) n≥1 is a good weight for the dominated ergodic theorem in L p , p > 1. When m is an integer, it is also a good weight for the pointwise ergodic theorem in L p , p > 1. The theorem applies in particular with g(n) = ω(n) and g(n) = Ω(n).
Proof. Let us recall the following corollary of a deep result of Delange [8] . The corollary corresponds to Theorem 2 (p. 132) with ν = m and χ ≡ 1, provided that (9) in [8] be satisfied. We shall check this below.
Theorem 2.8. Let (g(n)) n≥1 be as in Corollary 2.6. For every integer m ≥ 1, we have
We see that the assumptions of Lemma 2.1 (hence of Lemma 2.2) are satisfied for every integer m ≥ 1, with α = 0. Hence we have the dominated ergodic theorem.
Let us prove the pointwise convergence of the weighted averages. It suffices to prove the convergence for bounded functions. Let (X, A, ν, τ ) be a dynamical system. Let f ∈ L ∞ (ν), with |f | ≤ A. We agree to denote here and in what follows log log x = log(log(2 + x)), x ≥ 1. We have
By Theorem 2.8 and Birkhoff's ergodic theorem,
conclude it suffices to prove that the second term in (2.2) converges ν-a.s to 0. By Cauchy-Schwarz's inequality, we have
Using Theorem 2.8 with m = 1 and m = 2 and (g(n) − log log N ) 2 = g(n) 2 − 2g(n) log log N + (log log N ) 2 , we see that there exists C > 0 such that
and the proof is completed.
Let us prove under (2.1) that the condition (9) of [8] is satisfied. We have to prove that there exists ρ > 1 and σ < 1 such that k≥2,p∈P
and the desired result follows.
Theorem 2.9. Let g(n) n≥1 be an additive function such that
Then, (g(n) n≥1 is good for both the dominated and the pointwise ergodic theorem in L p for every p > 2.
Proof. Recall the Turán-Kubilius inequality [16] p. 302. There exists an absolute constant C such that for any additive complex-valued arithmetic function f ,
In particular,
We conclude by applying Corollary 2.4.
The case of Möbius and Liouville functions. Here we consider the ν-a.s. behaviour of the sums
where µ is the Möbius function and λ is Liouville function. We only treat the case of the Möbius function, the arguments being quite identical for the Liouville function.
Let us recall the following result of Davenport [6] on the behaviour of the corresponding exponential sums. 
Remark 2.11. According to Lemma 1 in Bateman and Chowla [1] , an analog estimate holds for the Liouville function.
By the spectral theorem (see e.g. [17] , Proposition 1.2.2), we easily deduce the following.
and L 2 (ν) on the one hand and between L 2 (ν) and L ∞ (ν), on the other hand, we easily derive the following. 
It is mentionned by Sarnak [14] that Bourgain's approach allows to prove that for every f ∈ L 2 (ν),
In view of (2.3), one could wonder whether we have a rate in this ν-a.s. convergence. We shall prove the following.
Proposition 2.14. For every h > 0 and every p > 1 there exists
In particular, for every h > 0,
Denote also u n := [e n ε ]. By Corollary 2.13, there exists C h ′ ,p such that, for every n ≥ 1,
In particular, we see that
and the latter series converges by our choice of h ′ . Now let n ≥ 1 and u n < m ≤ u n+1 . Write m = u n + k. We have, writing
, we see that there exists C > 0 such that
1/p and the desired result follows since p(1 − ε(1 + h)) > 1.
Ergodic stability of the Dirichlet convolution.
Let us recall the following basic fact. Let a(n) and b(n) be two arithmetical functions with summatory functions A(x) = n≤x a(n) and
Recall that a function f : [0, +∞) → (0, +∞) is slowly varying if for every K > 0,
We start with a lemma a bit in the spirit of Wintner's theorem [20] p. 180, and that should be known from specialists in number theory.
Lemma 3.1. Let a(n) be a non-negative arithmetic function such that A(x) ∼ x α L(x) as x → ∞, for some α > 0 and some positive non-decreasing slowly varying function L. Let b(n) be an arithmetic function such that n≥1
Proof. Denote c(k) = b * a(k). Let M ≥ 1 be an integer fixed for the moment. By assumption
By assumption, for every 1
Since L is positive and nondecreasing, there exists C > 0 such that,
M<ℓ≤n |b(ℓ)|/ℓ α , and so lim sup
As the right-term tends to 0 when M tends to infinity, this proves the result.
Proof. We proceed as above, using the same notation. Let M ≥ 1 be a an integer fixed for the moment. We have
by a result analogue to the Kronecker lemma. Then we conclude as above.
Proposition 3.3. Let a(n) be a non-negative arithmetic function such that A(n) ∼ n α L(n) for some α > 0 and some non-decreasing slowly varying function L. Let b(n) be an arithmetic function such that n≥1 |b(n)|/n α < ∞, n≥1 b(n)/n α = 0 and a * b(n) ≥ 0 for every n ≥ 1. Let p > 1.
(i) Assume that a(n) satisfies to the dominated ergodic theorem in L p . Then, a * b(n) satisfies to the dominated ergodic theorem either.
(ii) If moreover, a(n) satisfies to the pointwise ergodic theorem in L p then a * b(n) satisfies to the pointwise ergodic theorem either.
β , for some β > 0, then the conclusion of the theorem holds as soon as n≥1 |b(n)|(log n) β /n α < ∞ and n≥1 b(n)/n α = 0. When the pointwise ergodic theorem holds, the limit may be identified for the weigth a * b(n) whenever it is identified for the weight a(n).
Proof. Let (X, A, ν, τ ) be a dynamical system. Let f ∈ L p (ν). By Lemma 3.1, it suffices to prove a maximal inequality and the almost-everyhere convergence for
, where, as before, c(n) = a * b(n).
Let us prove (i). Write
By assumption, there exists C > 0 (independent on ℓ anf f ) such that
Using (3.1), we see that
and we deduce the desired maximal inequality from (3.2) and the convergence of ℓ≥1
Let us prove (ii). By assumption, there exist functions (f ℓ ) ℓ≥1 , such that for every ℓ ≥ 1,
Let M ≥ 1 be an integer, fixed for the moment. We have
Hence we infer that
Before giving examples, we would like to show that the previous result has a
The vector space L 
Then the series n∈N g n converges ν-a.s. to an element of L 1,∞ (X, A, ν). Moreover, writing
We say that (w k ) k≥1 is a good weight for the dominated ergodic theorem in L 1,∞ , if there exists C > 0 such that for every (ergodic) dynamical system (X, A, ν, τ ) and every f in L p ,
Proposition 3.6. Let a(n) be a non-negative arithmetic function such that A(n) ∼ n α L(n) for some α > 0 and some non-decreasing slowly varying function L. Let b(n) be an arithmetic function such that n≥1 |b(n)|/n α log
(i) Assume that a(n) satisfies to the dominated ergodic theorem in L 1,∞ . Then, a * b(n) satisfies to the dominated ergodic theorem either.
(ii) If moreover, a(n) satisfies to the pointwise ergodic theorem in L 1,∞ then a * b(n) satisfies to the pointwise ergodic theorem either.
Proof. The proof of the maximal inequality follows from (3.3) and Lemma 3.5. Let us prove the pointwise ergodic theorem. As in the proof of Proposition 3.3, (3.4) holds true. Now, the sequence (g M ) M≥1 from the proof (part (ii)) of Proposition 3.3, converges ν-almost surely to 0. Moreover, the non-increasing sequence ℓ>M b(ℓ) ℓ α A ℓ (f )) M≥1 converges ν-a.s. and its limit must be 0, since, by Lemma 3.5 it converges in probability to 0. Proof. (i) Denote for s ∈ R and all integers n, ς s (n) = n s and let I = ς 0 . We have σ s = I * ς s . If s < 0, using Birkhoff's Theorem, we see that Proposition 3.3 applies well. Indeed take a(n) = 1,
Thus σ s (n) are good weights for the pointwise ergodic theorem in L p , p ≥ 1 and good weights for the dominated ergodic theorem in L p , p > 1. If s > 0, it is well-known (using Abel summation and Birkhoff ergodic theorem) that for any f ∈ L p (ν), p ≥ 1,
converges almost everywhere as n → ∞. We apply Proposition 3.3 with a(n) = n s , b(n) = 1, α = 1 + s. This shows that σ s (n) are good weights for the pointwise ergodic theorem in L p , p > 1. They are also good weights for the dominated ergodic theorem in L p , p > 1, since
(ii) Let us now consider the arithmetical function θ. Introduce the arithmetical functions
Recall the fundamental inversion formula δ = I * µ. Writing n = qm 2 , where q is the product of those prime factors of n with odd exponents, we first notice that
since d|m if and only if d 2 |n. Now as d = I * I,
Moreover, n≥1
The conclusion thus follows from Proposition 3.3 and Theorem 1.1.
(
The proof is very similar to the one of the case σ s (n) = n s , s > 0. We apply Proposition 3.3 with a(n) = n s , b(n) = µ(n), α = 1 + s, noticing that n≥1 µ(n) n 1+s = Before passing to the preparation of the proof of Theorem 1.2, it is necessary to briefly recall the essential steps of Bourgain's method. We refer ourselves to [5] . The basic reduction (Calderon's transference principle) to the shift model (Z, S), where Sz = {z ℓ+1 , ℓ ∈ Z}, z = {z ℓ , ℓ ∈ Z} can be presented as follows. Let (X, α, µ, τ ) be a measurable dynamical system and let 1 < p ≤ ∞. Let J, N be positive integers with J ≫ N . Let f ∈ L p (µ), x ∈ X and define ϕ on Z by
We note that
Assume that we have proved that
for any g ∈ ℓ p (Z). Taking g = ϕ we deduce,
By integrating with respect to µ, it follows that
Since τ is µ-preserving, this finally leads to
Consider the kernel K n :
By Fourier inversion formula, the maximal inequality on the shift model
The latter is obtained by first proving a maximal inequality relatively to another kernel L n , whose Fourier transform is close to that of K n , by using Fourier analysis, and next establishing an approximation result of the type
where b is some positive constant. In several situations (in particular, when w n = d n ), in order to deduce the maximal inequality for K n , there is no loss to assume that f ≥ 0 and to restrict n to dyadic values (n = 2 k , k ∈ N). The plain inequality
Now let ρ > 1 and denote I ρ := {[ρ n ] : n ∈ N}. The convergence almost everywhere will result from the inequality: for every ρ > 1 and every sequence (N j ) j≥1 , with N j+1 ≥ 2N j ,
for J large depending on ρ. Consequently, once the reduction to the shift model operated, the main steps in applying Bourgain's approach are summarized in (4.2) and (4.3), see (7.12) and Theorem 7.5. The next sections are devoted to the necessary preparatory steps for the application of this method. 
shows that (4.4) is realized with C p = p/(p − 1). Now if support(g) = (−∞, M ], we apply the previous estimate to g(k) = g(k + M ) whose support is Z − . To pass to the general case, we use monotone convergence theorem (letting M tend to +∞), which is justified since g ≥ 0.
Divisors estimates.
Recall that the divisor function is defined by
It is well-known that
where γ is the Euler constant. Better estimates of the error term exist, but we shall not need them. Several asymptotics for (D n (x)) n may be found in Jutila [12] when x is rational or in Wilton [19] for general x under conditions on the continuous fractions expansion of x.
We shall need quantitative asymptotics according to the fact that x is close to rational numbers with small or large denominators. In particular, it is unclear how to derive the results that we need from the above mentionned papers.
Our estimates use very simple ideas and we do not make use of the Voronoi identity related to the problem. Actually, we shall rather estimate D n (x). We note throughout by a ∧ b the greatest common divisor of the positive integers a and b.
Lemma 5.1. There exists C > 0, such that for every 1 ≤ a ≤ q with a ∧ q = 1, or a = 0, q = 1, and every n ≥ 1, we have
|D n (a/q) − n q (log n − 2 log q + 2γ − 1)| ≤ C( √ n + q) log(q + 1)) .
Proof. The case a = 0, q = 1 follows from (5.1).
1. Assume first that q ≤ √ n. We split the sum defining D n according to the fact that k is a multiple of q or not. We use the following obvious facts.
-If q|k, we have
-If there exists 1 ≤ s ≤ q − 1, such that k ≡ s mod q, we have
Now, there are [ √ n/q] multiple of q less than √ n and for every 1 ≤ s ≤ q − 1, there are at most [ √ n/q] integers smaller than √ n and congruent to s mod q. Notice that s → as is a bijection of Z/qZ − {0} and that there exists C > 0, such that for every 1 ≤ s
Hence, writing
Cq s ≤ C √ n log(q + 1) .
Recall (see for instance Tenenbaum [16] page 6) that there exists a universal constant C > 0, such that for every n ≥ 1,
where γ is Euler's constant.
Then, using that | log(
, we infer that,
where the "big O" are uniform in the parameters. Similar computations give,
2. Assume now that q > √ n. We use a similar reasonning as above. In that case no integer k, 1 ≤ k ≤ √ n, is a multiple of q and {ak : 1 ≤ k ≤ √ n} is a set of integers with distinct residues modulo q.
Hence,
Similarly,
≤ Cq log(q + 1) . Now, since q > √ n, we see that n q | log n − 2 log q + 2γ − 1| ≤ Cq log(q + 1), and the lemma is proved. Now let (P n ) n≥1 and (Q n ) n≥1 be non-decreasing sequences of integers, such that for every n ≥ 1, 1 ≤ P n ≤ Q n ≤ n. Lemma 5.2. Let 1 ≤ a ≤ q ≤ P n with a ∧ q = 1, or a = 0, q = 1. Let x ∈ [0, 1] be such that |x − a/q| ≤ 1/Q n . There exists some universal constant C > 0 such that, for every n ≥ 1,
In particular, there exists C > 0, such that, for every n ≥ 1,
Remark 5.3. The simpler estimate (5.5) will allow us to prove the oscillation inequality in L 2 (µ). If K n = 1 Dn 1≤k≤n d(k)δ {k} and k n = log n Dn 1≤k≤n δ {k} , it will provide (upon suitable choice of P n , Q n ) the estimate
It is also sufficient to prove the maximal inequality in L p (µ) for 3/2 < p ≤ 2. However, (5.4) seems to be needed to prove the maximal inequality for 1 < p ≤ 2.
Proof. We have, writing R n := n q (log n − 2 log q + 2γ − 1) and R 0 = 0,
Notice that
To deal with T n we use Abel summation by part. Recall that by Lemma 5.1, for every 1
Let us prove (5.5). Clearly, it suffices to handle the first term in (5.4). We have
which finishes the proof.
Lemma 5.4. Let x ∈ [0, 1] be such that for every 1 ≤ q ≤ P n and every 0 ≤ a ≤ q, |x − a/q| > 1/Q n . There exists some absolute constant C > 0 such that
Proof. By the Dirichlet principle, there exists 1 ≤ a ≤ q with a ∧ q = 1, such that |x − a/q| ≤ 1/(qQ n ) ≤ 1/Q n . By assumption, we must have q > P n , hence we have
Then, using that |e 2ipkx − e 2iπka/q | ≤ |1 − e 2iπk(x−a/q) | ≤ 2πk|x − a/q| ≤ 2πk/(P n Q n ), we infer that
To conclude, we use Lemma 5.1, noticing that q ≥ P n .
Maximal inequalities in ℓ p
In this section we recall some results of Fourier analysis that may be found in [18] , see also [4] or [5] for related results.
In all that section, we denote by η : R → [0, 1] a (fixed) smooth function such that
Further, (w n ) n≥1 will be a sequence of elements of ℓ 1 (Z) such that for every p > 1, there exists
We follow here the approach of Wierdl [18] . However, as it has been noticed very recently by Mirek and Trojan [13] , there is a small gap in Wierdl's argument (on should have q p instead of q in the equation after * * page 331), hence we shall sketch some of the proofs. Our first lemma is just equation (24) of Wierdl [18] , which is independent from the gap.
Lemma 6.1. There exists M > 2 (depending solely on η) such that for every p > 1, there exists C p > 0 such that for every Q > 1 and every 1 ≤ d ≤ Q/M and every h ∈ ℓ p (Z) we have
Our second lemma is the correct version of Lemma 3 ′ of Wierdl [18] . The term d 1−1/p does not appear in Lemma 3 ′ . Since we shall apply Lemma 6.2 for p close to 1, it will turn out that this extra term will not be disturbing.
Lemma 6.2. There exists M > 2 (depending solely on η) such that for every p > 1, there exists C p > 0 such that for every Q > 1, every g ∈ ℓ p (Z), sup n 1≤m≤d
Proof. We proceed as in Wierdl [18] . We first assume that g has finite support, i.e. there exists
Notice that 1≤m≤d e 2iπ(k+j)m/d = d if d|(k + j) and 0 otherwise. Hence, for every x ∈ [1/2, 1/2] and every j ∈ Z, writing j = td + r with 1
Define h d,r ∈ ℓ p (Z) (with finite support) by its Fourier transform:
Then, using Lemma 6.1, we infer that sup n 1≤m≤d
, and the result follows. The case where g has no finite support may be deduced by approximation. Lemma 6.3. There exists M > 2 (depending solely on η) and C > 0 such that for every Q > 1,
Proof. We have
Splitting the previous series into d series according with the residue class of j mod d we see that
Notice that η( 
Hence, using that 1≤r≤d e
Then, we infer that,
, and the proof is complete.
For every s ≥ 0, define η s by
where M is a constant such that Lemma 6.1 and Lemma 6.3 apply.
Corollary
If p = 2, sup n 1≤a≤q,a∧q=1
Proof. As we have for any function on R,
, it follows from Möbius inversion formula that
s . Recall that (see e.g. Tenenbaum [16] p. 83) there exists c > 0 such that
where ω(q) is the number of prime divisors of q.
We shall apply (6.5) with F (
We combine it with Lemma 6.2 with Q = 4 s M if p = 2 and Lemma 6.3 if p = 2.
We shall now deal with families of sequences (w n ) n≥1 rather than with a single sequence. In particular, (w n,q ) n≥1 q≥1 will be a family of elements of ℓ 1 (Z), such that for every p > 1, there exists C p > 0 such that for every integer s ≥ 1, there exists K s such that,
Corollary 6.5. There exists C > 0 such that for every s ≥ 1, every g ∈ ℓ 2 (Z) and every family (w n,q ) n≥1 2 s−1 ≤q<2 s of elements of ℓ 1 (Z) satisfying (6.6), we have
Proof. For every s ≥ 1,
Hence η s (x − a ′ /q ′ ) = 0. In particular, writing
we see that
Applying Corollary 6.4 and using that g q ℓ 2 = g q 2 , we infer that
where we used the above mentionned disjointness.
Corollary 6.6. Let p > 1. For every δ > 1/p, there exists C p,δ > 0 such that for every s ≥ 1 and every g ∈ ℓ p (Z), (6.8)
Remark 6.7. Notice that the sum is inside the norm that time.
Proof. Let s ≥ 1. Consider the following sub-additive and bounded (by Corollaries 6.4 and 6.5) operators on ℓ r (Z), 1 < r ≤ 2: 
Taking r close enough to 1, we may assume that 1 + ε − 1/r)λ + (1 − λ)ε ≤ 3ε.
Notice that λ = 
Approximation result
In this section, we explain how to derive from the estimates on exponential sums, good approximation results with suitable Fourier kernels to which we can apply the previous maximal inequalities.
7.1. We use the notation (6.1), (6.4). Let 0 < τ ≤ 1 be a parameter to be chosen later. Assume that we have a collection (ψ n,q ) n≥1,q≥0 of complex-valued 1-periodic functions on R such that there exists C > 0 such that for every
Let (P n ) n≥1 and (Q n ) n≥1 be two non-decreasing sequences of integers. Assume that there exist R, S > 1 such that for every n ≥ 2,
Notice that, because of (7.2), if x ∈ M n , x = 0, there exist unique numbers a n (x) and q n (x) with 1 ≤ a n ≤ q n and a n ∧ q n = 1 and such that |x − a n (x)/q n (x)| ≤ 1/Q n . Let us also define a n (0) = 0 and q n (0) = 1.
Finally, define functions ϕ n on [0, 1] by
Notice that for any fixed s, the functions
have disjoint supports. Hence, by (7.1) the series defining (ϕ n ) n≥1 are uniformly convergent.
We shall need the following technical lemma, which is essentially due to Bourgain.
Lemma 7.1. Let (T n ) n≥1 be complex-valued functions on [0, 1], such that there exists C > 0 and γ > 0 such that for every n ≥ 2,
Then, there exists C > 0 such that for every n ≥ 2 and every x ∈ [0, 1],
Proof. 1. We start with the case where x ∈ [0, 1]\M n . By (7.6), it suffices to estimate |ϕ n |. By assumption, min(x, 1 − x) ≥ 1 Qn . Hence,
By Dirichlet's principle, there exists 1 ≤ a ≤ q ≤ Q n , with a ∧ q = 1 such that
, using (7.2) and (7.3), we have
Hence, when q ′ ≤ (log n)
So, using (7.4), we obtain
Hence the lemma is proved in that case.
2. Assume now that x ∈ M n . Suppose x = 0. By assumption, |x − a n (x)/q n (x)| ≤ 1/Q n and q n (x) ≤ P n . Hence, if s ≥ 1, is such that 2 s−1 ≤ q n (x) < 2 s , we have
In particular, η s (x − a n (x)/q n (x)) = 1. If x = 0, η 0 (0) = 1.
2). Finally, we obtain
which proves the lemma in that case.
7.2.
Let us assume from now that there exists a sequence (w n,q ) n≥1,q≥0 of elements of ℓ 1 such that assumption (7.1) is satisfied with the choice
Introduce the following assumption. For every p > 1, there exists C p > 0 such that
Assume that T n := K n satisfies (7.5) and (7.6), for some γ > 1/2. Assume moreover that (7.9) holds. Then, for every p ∈ (
Remark 7.3. According to Section 4, Proposition 7.2 provides the maximal inequality for the kernel K n , and thereby in any measurable dynamical system.
For the proof, we will need the following Lemma. Let L n be the inverse Fourier transform of ϕ n , which is made possible because of the introduction of the smooth function η. Lemma 7.4. For every p > 1/τ , there exists C p > 0 such that for every g ∈ ℓ p ,
Proof of Lemma 7.4. Let r > 1/τ . We apply Corollary 6.6 (as ψ n,q = w n,q ) to obtain that for every δ > 1/r and every g ∈ ℓ r ,
We may chose δ < τ , so that s≥0 2 s(δ−τ ) < ∞. Summing the estimates (7.11) over s ≥ 1 we infer that for every g ∈ ℓ r ,
Taking inverse Fourier transform we see that Lemma 7.4 is true.
Proof of Proposition 7.2. By Lemma 7.1, since (7.5) and (7.6) are satisfied, we see that (7.7) holds. Hence, we have
Then, we infer that for every f ∈ ℓ 2 (Z),
Let 2 > p > 1/τ , be fixed for the moment. Since sup n≥1 K n ℓ 1 (Z) ≤ C, we see that for every n ≥ 1 and for every r ≥ 1 and g ∈ ℓ r (Z) (using Young's inequalities), K n * g ℓ r (Z) ≤ C g ℓ r (Z) . Hence, by (7.13) and Lemma 7.4, we see that, for every n ≥ 0 and every r > 1/τ ,
Let 1/τ < r < p. Interpolating, we deduce that there exists C p,r such that for every n ≥ 0,
, we may chose r close enough to 1/τ , such that σ > 1/p. In particular for that choice,
∀g ∈ ℓ p (Z) .
7.3.
We now establish an estimate of the type (4.3) in order to prove the convergence almost everywhere. Recall that for ρ > 1, we have noted I ρ = {[ρ n ] : n ∈ N}. Introduce the following assumption:
For every ρ > 1 and every sequence (N j ) j≥1 , with N j+1 ≥ 2N j , there exists C > 0 such that, Theorem 7.5. Let (K n ) n≥1 ⊂ ℓ 1 . Assume that T n := K n satisfies (7.5) and (7.6), for some γ > 1/2. Assume moreover that (7.14) holds. Then, for every ρ > 1 and every sequence (N j ) j≥1 , with N j+1 ≥ 2N j , Remark 7.6. According to Section 4, the convergence almost everywhere now follows from Theorem 7.5.
Proof. The proof follows closely the argument p. 220 in Bourgain [3] . Let ρ > 1. Let (N j ) j∈N ⊂ I ρ be an increasing sequence with N j+1 > 2N j . For every j ∈ N, define a maximal operator by
As in the previous proof we define L n as the inverse Fourier transform of ϕ n . Notice that, for every f ∈ ℓ 2 (Z), 
Hence, it is enough to prove the theorem with ( M j ) in place of (M j ). Let t = t(J) be an integer to be chosen later. Define R N through its Fourier transform, i.e. R N (x) := w n,0 (x)η 0 (x) + 1≤s≤t 2 s−1 ≤q<2 s 1≤a≤q,a∧q=1 w n,q (x − a/q)η s (x − a/q) .
It follows from (7.11) that for every 1/2 < δ < τ ,
In particular, Combining (7.16), (7.17), (7.18 ) and (7.14), we infer that
which is o(J) if we chose for instance t(J) = [log log J], and the theorem is proved.
Proof of Theorem 1.1
Firstly, we prove the dominated ergodic theorem for the weights (d n ) n≥1 . In this case, since D n does not grow too fast, it suffices to deal with positive functions and to prove a maximal inequality along the dyadic integers.
For every n ≥ 2 and every q ≥ 1, define w n,q := 1 qn log n 1≤k≤n log k δ k + 2(γ − 1 − log q) n log n 1≤k≤n δ k , and (8.1) ψ n,q (x) :=ŵ n,q (x) = 1 qn 1≤k≤n log k e ikx + 2(γ − 1 − log q) n log n 1≤k≤n e ikx .
Using the well-known estimate 1 n | 1≤k≤n e ikx | ≤ min(1, 1 |nx| ) and Abel summation to deal with the first term in (8.1), we see that (7.1) holds for any τ ∈ [0, 1).
It is also well-known that (Reference ??), writing κ n := 1 n 1≤k≤n δ k , for every p > 1, there exists C p > 0 such that sup n≥1 |κ n * g ℓ p ≤ C p g ℓ p ∀g ∈ ℓ r .
Since 1 n log n 1≤k≤n log k δ k ≤ κ n , we infer that (7.9) holds far any τ ∈ [0, 1). Let S > 1. For every n ≥ 2 define
Then, by (5.4) of Lemma 5.2 and by Lemma 5.4, we see that (7.5) and (7.6) holds for T n (x) := D n (x)/D n , with γ = S.
Hence, by Proposition 7.2 and Calderon's transference principle, we see that (d n ) n≥1 is a good weight for the dominated ergodic theorem in L p for every p ∈ [1/τ + 2−1/τ 2S , 2]. Since we may take τ arbitrary close to 1 and S arbitrary large, the dominated ergodic theorem holds for every p > 1 as well.
Secondly, we shall prove an oscillation inequality in L 2 . The proof is exactly as above except that we take w n,q := 1 qn 1≤k≤n δ k , that we make use (5.5) of Lemma 5.2 and that we apply Theorem 7.5 (instead of Proposition 7.2).
