Abstract. Decision making has been traditionally based on a managers experience. This paper, however, discusses how a software project simulator based on System Dynamics and Evolutionary Computation can be combined to obtain management rules. The purpose is to provide accurate decision rules to help project managers to make decisions at any time in the software development life cycle. To do so, a database from which management rules are generated is obtained using a software project simulator based on system dynamics. We then find approximate optimal management rules using an evolutionary algorithm which implements a novel method for encoding the individuals, i.e., management rules to be searched by the algorithm. The resulting management rules of our method are also compared with the ones obtained by another algorithm called C4.5. Results show that our evolutionary approach produces better management decision rules regarding quality and understandability.
Introduction
Decision making is an important part of software processes. Most organisations allocate resources based on predictions and improving their accuracy of such predictions reduce costs and make use of resources in a more effective way. In this work we have combined System Dynamics and Evolutionary Computation to achieve high quality decision rules. On the one hand, dynamic models such as System Dynamics are becoming popular among the Software Engineering research community as they may provide a better solution to some of the problems found in Software Engineering when compared with traditional static models. In principle, dynamic models can help in making good decisions with data that are scarce and incomplete. On the other hand, Evolutionary algorithms allow us to find an approximate optimal solutions in a large search space, i.e., management rules in a database generated by the project simulation based on System Dynamics.
The organisation of the paper is as follows. Section 2 discusses the related work. Section 3 presents the approach taken for generating management rules. Section 4 discusses a series of scenarios to prove our approach. Section 5 discusses its validation with a generic framework. Finally, Section 6 concludes the paper and future work is outlined.
2
Related Work
System Dynamics and Software Project Simulators
System Dynamics is a method for studying how complex systems change over time where internal feedback loops within the structure of the system influence the entire system behaviour [9] . In System Dynamics, it is necessary first to understand the behaviour of the real word so that important cause-effect relationships, which are called base mechanisms, can be modelled. The formal model consist of a set of mathematical equations which can be represented graphically as flow graphs. The application of system dynamics to software projects provides the perspective of considering them as complex socio-technological systems. Their evolution will be determined by their internal structure as well as the relations established inside the working team. This allows the development of dynamic models to describe the feedback structure of the system being modelled as well as the mental process followed by project managers in making decisions.
The building of a dynamic model for a software project is based on the evolution of the project and the attainment of the project goals such as meeting the deadlines, a project phase being within budget, etc. depends on (i) a set of initial parameters that define the initial estimations and (ii) the management policies to be applied. These policies are related with the project (number of tasks, time, cost, number of technicians, software complexity, etc.) and the organization (maturity level, average delay, turnover on the project's work force, etc). Using of software project simulation environments based on dynamic models such as Vensim, iThink, etc., project managers can experiment different management policies without additional cost including the following:
1. A priori, project analysis, to simulate the project before initiation. 2. Project monitoring, to simulate the project during its development phase for adapting the project estimation to its actual evolution. 3. Post-mortem analysis through the simulation of a finished project, to know how the results obtained could have been improved.
Abdel-Hamid's System Dynamic Model
Abdel-Hamid [1] developed an model in order to study the effects of project management policies and actions on software development. Developed to help understanding the software development process, it allows to evaluate the impact of management policies. Being the software development of complex systems difficult to understand in its entirety, Abdel-Hamid's model is partitioned into four subsystems that are manageable and understandable (see Figure 1 ):
1. Human Resource Management Subsystem deals with hiring, training, assimilation and transfer of the human resources. 2. Software Production Subsystem models the software development process excluding requirements, operation and maintenance. This subsystem has four sectors: Manpower Allocation, Software Development, Quality Assurance and Rework, and System Testing. 3. Control Subsystem deals with the information that decision makers have available. The model takes into account that it is difficult to know the true-state of a process during development as usually such information is inaccurate. 4. Planning Subsystem takes into account the initial project estimates. Such estimates need to be revised through the software project life cycle
Evolutionary Algorithms
Evolutionary Algorithms (EA) are a family of computational models inspired by the concept of evolution and natural selection. These algorithms employ a randomised search method to find approximate optimal solutions to a particular problem [12] . Generally, this approach is applied to search spaces that are too large to use exhaustive techniques. Based on a generally constant size population of individuals, an EA follows an iterative procedure based on selection and recombination operators to generate new individuals in the search space. Such individuals are usually represented by a finite string of symbols called chromosome. They encode a possible solution in a given problem search space which comprises of all possible solutions to the problem. The length of the string and the population size are completely dependent of the problem in hand and the finite string of symbol alphabet can be binary, real-valued encodings, tree representations, etc. The population simulates natural evolution in the sense that iteratively good solutions (individuals) generate other solutions (offsprings) to replace bad ones retaining many features of their parents. Therefore, a critical factor is to know how good is a solution which depends on a fitness function, so that high-fitness individuals stand a better chance of reproducing, while others are likely to disappear. Another critical factor is how new solutions are formed. This is usually carried out using two genetic operators named crossover and mutation. Crossover creates a new individual combining parts of its parents representation. Mutation changes randomly a small part of the string that represents the individual.
Decision Trees and Management Rules
A decision tree is a classifier with the structure of a tree, where each node is a leaf indicating a class, or an internal decision node that specifies some test to be carried out on a single attribute value. A well-known tool for producing decision trees is C4. In software engineering, it is possible to generate management rules automatically for any project and to know the managerial policies that ensure the achievement of its initial aims. The deviations from the initial estimates could be detected (monitoring) and the behaviour of the process is well understood through the management-rule set. In short, management rules make it possible to:
− obtain values considered as good for any variable of interest (time, effort, quality, number of technicians, etc.), independently or together with other variables; − analyse managerial policies capable of achieving the aims of the project; − know to which range of values the parameters must belong in order to obtain good results.
Our Approach
Our goal is to find management policies that produce good results for variables of interest in every scenario taking into account that quality must be prioritised, i.e., we must consider only high quality projects. Based on these constraints, we try to obtain policies that minimize the delivery time (independently of the effort), the effort (without taking into account the delivery time) or both delivery time and effort at once. Figure 2 shows the process to obtain decision rules:
1. Define the intervals of values for the attributes of the dynamical model (see Table 2 which will be discussed in the case studies). 2. Define the goals of the project (values for time and cost). 3. Generate the database: each simulation produces a record with the values of the parameters and the values of the variables as it is shown in Table 3 in the next Section. 4. Assign labels to the records according to a threshold for every variable. 5. Generate decision rules from the previously generated database using our evolutionary algorithm. 6. Compare generated decision rules with those produced by using the C4.5 algorithm.
It is to note that the first two steps previously are performed by the project manager and the next two items are executed automatically (see Figure 2 ).
System Dynamics
In our approach, decision rules are generated by the evolutionary algorithm based on the database generated by the Abdel-Hamid's dynamic model [1] simulating the temporal behaviour of the project. It contains the controls for setting three groups of required parameters: the parameters of the project (size, number technicians etc.), the parameters of the organisation (average delays related to hiring, dismissals etc.) and finally, the parameters controlling the simulation process. Our generated database consist of a sequence of tuples with continuous attributes and a class label. Abdel-Hamid's work was chosen because in addition to emphasise project management, descriptions, validation and conclusions of his model are extensively reported.
Evolutionary Computation
Evolutionary computation provides an interesting approach for dealing with the problem of extracting knowledge from databases. In this case, the search space comprises of management rules for decision making and we will try to find a rule set 
Fig. 2. Generation of Rules
that describes the knowledge within data in order to classify it. For an attribute a i , the rules take the form of "if a j in [l j , u j ] then class", where l j and u j are two real values belonging to the range of the attribute and l j < u j . Two critical factors influence the decision rules obtained by using evolutionary algorithms: (i) the selection of an internal representation of the search space (coding) and (ii) the definition of an external function that assigns a value of goodness to the potential solutions (fitness).
Coding
Our approach, called "natural coding", uses one gene per continuous attribute leading to a reduction in the search space, i.e., the space of all feasible solutions. This reduction has a great influence on the convergence of the evolutionary algorithm, i.e., finding approximate optimal rules. Our coding method uses natural numbers so that a value per attribute is necessary, i.e., every interval is encoded by one natural number, leading to a reduction of the search space size. Natural Coding is formally described in [2] . The reader can have a better understanding of this coding method, for continuous as well as discrete attributes, by referring to that work.
Fitness Function
The fitness function must be able to discriminate between correct and incorrect classifications of samples. Finding an appropriate function is not a trivial task, due to the noisy nature of most databases. The evolutionary algorithm maximizes the fitness function f for each individual and it is given by the equation (1) .
where N is the number of examples being processed; CE(i) is the number of class errors, which is produced when an example belongs to the region defined by the rule but it does not have the same class; G(i) is the number of examples correctly classified by the rule; and the coverage of the i-th rule is the proportion of the search space covered by such rule.
Algorithm
The algorithm is a typical sequential covering EA [13] , i.e., it chooses the best individual of the evolutionary process, transforming it into a rule which is used to eliminate data from the training file [17] . In this way, the training file is reduced in the next iteration. The method of generating the initial population consists of randomly selecting an example (with the label of interest) from the training file for each individual of the population. Afterwards, an interval to which the example belongs is obtained by adding and subtracting a small random quantity from the values of the example. A termination criterion is reached when there is no more examples to cover. Table 1 gives the values of the parameters involved in the evolutionary process. It is worth noting that the decision rules presented below were obtained by running the evolutionary algorithm 50 generations. This means that the running time of the algorithm was very small (less than a minute in a Pentium II 450MHz). By simulating the Abdel-Hamid's dynamic model [1] we obtained three different scenarios. These scenarios are defined by intervals of values that the attributes can take. It is worth noting that the initial values were almost the same as those described by Abdel-Hamid. Only four attributes were modified, taking random values from previously defined intervals. Each row comprises of the name of the attribute in the model, the range of values it can take, a brief description of its meaning and its estimated value at the beginning of the project. The attributes ASIMDY, HIREDY, TRNSDY (related with the new personnel management enrolled to the ongoing project) and MXSCDX (related with the decision of imposing constraints to the delivery time) described in Table 2 , will allow us to analyse their influence on the variables of the project (mainly, delivery time, cost or effort, and quality) described in Table 3 . Table 2 shows attribute names and their description, range and initial estimated input value. Table 3 shows attribute names, description and initial estimated output value. These input and output parameters will be used to generate the following scenarios: − Scenario 1: Attributes can take any value within the range (as defined in Table 2 ). − Scenario 2: Attributes related with the personnel management take the low values in their range, i.e., ASIMDY in [5, 15] , HIREDY in [5, 10] and TRNSDY in [5, 10] , so that the personnel management is fast. Moreover, the date extension can not be greater than 20% of the initially estimated value. − Scenario 3: Personnel management is the same as in the previous scenario and MXSCDX can take any value within its range. In order to assign a label to the records, the variables were discretised, taking one threshold for TIME and EFFORT and two for QUALITY. The constraints over the attributes and variables are shown in Table 4 , where rows indicate constraints over variables and columns over attributes. Only 8 out of three hundred simulations had QUALITY less than 0.35, whereas when QUALITY is less than 0.45 there were 26 records with EFFORT under 1888 and 27 records with TIME under 384. Only one record satisfied both constrains EFFORT and TIME simultaneously.
We used the evolutionary algorithm to find rules that provide an adequate effort, a good delivery time or an excellent quality (three independent analysis). This rule is similar to the previous one but there is a warning about minimising the average delay to transfer people.
Rule for effort:

Scenario 2
For Table 5 . These rules are complementary in relation to the schedule completion date extension: the first one has a fixed schedule and the second one has not. To improve the quality, the rule must limit the time delay to transfer people out.
Scenario 3
The The threshold for labelling the database are the same that in the second scenario. The number of records satisfying the constraints is shown in Table 6 .
Rules for effort and time: the scenario 3 is the only one that has a case which both constraints over time and effort were satisfied: when EFFORT < 1999 and QUALITY <0.45 there are 11 cases matching TIME <352 by chance. Two rules cover these records (C4.5 needs three rules). These rules point out that for obtaining good results simultaneously (TIME) and EFFORT) is essential a fast assimilation of technicians. The two rules are complementary in relation to HIREDY and MXSCDX.
Rules for time: if we only wish to minimise the variable TIME, we can produce similar rules as before by relaxing the assimilation (ASIMDY). In this way, we can accept values for this parameter less than 14.
5
Validation and Discussion Kitchenham et al.[11] propose a framework for validating a bidding system, which can also be used for evaluating Dynamic Systems. The evaluation framework is composed of five quality aspects: (i) syntactic quality, (ii) semantic quality, (iii) pragmatic quality, (iv) test quality and (v) value quality. For each quality aspect, the authors define goals and means to achieve them. We will use this framework for discussing our approach.
The syntactic quality goal is syntactic correctness. Systems Dynamics have a well defined syntax based on graphs and formal models so that they are amenable to automation. Rules and decision trees have also a well defined syntax.
The semantic quality goal comprises of feasible validity and feasible completeness.
In the context of System Dynamics, feasible completeness mean that the model include all the relevant causality relationships in the domain. Feasible validity refers to the correctness of such relationships to the domain. Kitchenham et al. define 'traceability to the domain' as the model property that supports the semantic quality goals.
As we have stated previously, Abdel-Hamid's is not only well documented, but it was also semantically validated in several ways: (i) replication of reference models based on extensive review of the literature, (ii) face validity based on interviews with software project managers at major organizations to fill in gaps in the literature, (iii) extreme conditions simulation, (iv) case study parameterising it for a NASA software development project and reproducing the patterns of the completed software project (cost, schedule, and work force loading).
In our opinion, semantic quality goals are the most difficult to achieve in the context of System Dynamics and since they are related to the problem of knowledge elicitation. Another important point highlighted by Kitchenham et al. is the difference between generic and specialized models. The same applies to System Dynamics, where causal relationships of software processes could be defined in a generic way but once these generic processes are modelled it can be difficult to adapt them to other more concrete environments.
The pragmatic quality deals with the issue of how to express a model and it comprises of two goals: feasible comprehension and feasible understandability. Methods to facilitate comprehension include visualization, explanation and filtering which can be assessed through empirical studies. Expressive economy and structuredness are model properties that enable the feasible understandability quality aspect. In our case, the documentation and guidelines provided by Abdel-Hamid help to customise and improve the model. In relation to the set of rules are intuitive and self-documented.
Test Quality
The goal for the test quality aspect is feasible test coverage. Simulation studies can be used to assess this quality aspect.
Value Quality refers to practical utility. Kitchenham et al. include appropriate user manuals, training etc. as means to achieve it. In the context of System Dynamics, project managers and quality assurance engineers need to understand the underlying models to apply them correctly. In relation to the quality of the set of rules produced by the evolutionary algorithm, there are many advantages of our approach in comparison with C4.5 [14] . For example, our algorithm searches for rules which cover records with the label identified by the user whereas C4.5 generates a decision tree in which all the labels appear, i.e., including those not helping to manage the project properly; from these rules we cannot extract useful knowledge related to management policies. C4.5 always produced more rules covering less records. In many cases, the intervals found by C4.5 for some parameters had a very small range, which is inappropriate if project manager want to vary such parameters to achieve a goal.
Finally, we must comment that System Dynamics models may not be applied in all software organisations. There are constrains that need to be born in mind. First, expertise is required to model the entities, attributes and cause-effect relationships that compose such models. Second, models need to be customised, i.e., calibrated for each organization. To do so, organizations may need a well established process for applying System Dynamic properly. If we consider the Capability Maturity Model (CMM) [15] , at level 3, Key Process Areas (KPA) related to managerial issues and organization-wide standards are introduced. At this level, data collection is integrated in the development process. Moreover, it is only at Level 4 that an organisational measurement program is established for measuring the quality of the products and processes. As a result, availability of data in order to calibrate the System Dynamic model is usually only available in mature organisations.
6
Conclusions and Future Work
In this paper, we have shown an approach that combines system dynamics and evolutionary computation to produce rules automatically for the decision-making task in project management. Our technique may contribute to coping with the complex problem of decision-making within the software project development framework, and it facilitates the use of dynamic models, since the project manager only has to provide the aims of the project and the range of the parameters, especially for those having a high degree of uncertainty. Such management rules can be applied before, during and after the execution of a project. In our approach, we first generate a database using the Abdel-Hamid's model [1] simulating the temporal behaviour of the project. Then, decision rules are constructed by the evolutionary algorithm, which is based on a new method for coding. Such rules were compared with the ones obtained by another well-known algorithm (C4.5 [14] ). It produces better solutions in the search space, covering more good examples with less number of rules being the results more applicable and beneficial.
In addition to further improvement such evolutionary approaches, we are currently working on the application of other machine learning techniques (fuzzy logic, association rules, etc.) to the databases generated by the simulation. From the software engineering point of view, our future work is related to how to integrate such approach into the development process and visualisation. We have detected as a basic prerequisite the lack of a methodology for interpreting all the information that project managers collect from multiple sources. Usually, project management tools and control panels inform the project manager about the state of the project. Corrective actions are taken on the basis of the manager's experience and assessed on the basis of management rules, in order to fulfil the desired goals. Further efforts are also directed towards improving the visualization of such rules including all kind of data generated by processes and products.
