A numerical solution to the problem of estimating the probability density of integrated intensity, P(W), given a measured histogram of photon counts is described. The solution has a minimum norm in a Hilbert space that is weighted according to a prior estimate of P(W) and is stable by virtue of a simple but powerful method of regularization. Additional stabilization is achieved by restricting the number of input photon-count frequencies.
INTRODUCTION
A common problem in the measurement of photon-count statistics is to infer the probability density function (PDF) of intensity from those of the photon counts. Let P(W), where W 0, be the PDF of integrated intensities, and let p(n), where n = 0, 1, 2,.. ., be the PDF of photon counts resulting from light distributed byP(W). In the semiclassical approximation, the two PDF's are related through the Poisson transform' by the relation p(n)= w (Wn/n!)e-WP(W)dW.
(1.1)
A histogram of measured photon-count probabilities is modeled as y(n) = p(n) + , (1.2) where the term 11 is a zero mean and arbitrary variance-covariance structured random error. Saleh 2 showed that an analytic solution for P (W) given p(n) is possible in principle.
Solutions based on analytic methods have been proposed 3 4 and have been demonstrated to work when p(n) is known exactly. When p(n) is estimated from a measured histogram and substituted into these formulas, even small sampling errors cause wild fluctuations in the resulting estimates for P(W). It will be shown that a more stable numerical estimate of PW) can be formed given the vector of y(n) a prior estimate of the basis PDF P(W), and its corresponding photon-count PDF p(n).
HILBERT-SPACE FORMULATION
In order to consider PW) to be a member of a suitably defined Hilbert space, rewrite Eq. (1.1) as The data vector y is in H, and there will be exact solutions to the equation y = Ag. (2.4) In particular, the minimum norm solution mnn given by Eq.
(A3) is 9.n = AT(AAT)-ly. (2.5) The transformation AAT associates with each h in H the vector of data values y, and, in particular, the mth value is
In matrix notation, this becomes y = Poh, (2.6) where the mapping AAT is represented by the matrix Po in Eq. (2.6). Numerical estimates of P(W) are obtained by taking h = Po-lY (2.7) and N gmn(W) = PO (W) hn Wn/n!.
n=O (2.8) The matrix P 0 is frequently ill conditioned in practice, so that small changes in the data y produce large changes in the numerical values of gnn Stabilization of the estimates requires use of regularization methods.
REGULARIZED SOLUTION
As is discussed in Appendix A, the regularized solution of Eq. = ATh,. 
NUMERICAL EXAMPLE
We used a computer simulation to determine if a negative exponential PDF can be estimated from its Poisson transform pair, the Bose-Einstein PDF; i.e., for
Eq. (1.1) can be solved to obtain
A sample of 10,000 counting intervals was simulated in a computer by using Eq. (4.1) and the parameter gu = 4. The number of photon counts n was accumulated in a frequency histogram shown in Table 1 . The data fit was accomplished by using a Bose-Einstein prior PDF with A = 1. It follows that the following matrices and functions are:
.e., the vector of simulated photoncount probabilities,
Equations (3.3) and (3.4) were solved to obtain regularized estimates of the intensity PDF g,(W). Figure 1 shows these 0  1984  12  140  24  13  1  1602  13  98  25  6  2  1280  14  100  26  5  3  1012  15  64  27  6  4  832  16  52  28  2  5  647  17  44  29  0  6  501  18  43  30  5  7  452  19  37  31  0  8  338  20  24  32  0  9  236  21  18  33  3  10  223  22  16  34  2  11 199 23 13 -- (4.2) One sees that the regularization involves only the adding of E > 0 to the main diagonal of the matrix Po. Even a small value of e (_10-4) is sufficient in some cases to stabilize 1g 11.
So long as E is greater than the computing machine's zero and not so large as to dominate the other terms in the matrix (Po + el), a stable solution should be obtained. Generally, the regularized solution g, is not consistent with the data [i.e., it is not a true solution of the matrix equation (2.4)]. By using The regularization presented here is sometimes referred to as Tychonov regularization 5 or as Miller regularization. 6 In fact, the basic idea of involving a measure of the norm of the solution in the function being minimized occurs in a variety of areas. This approach can also be viewed as an extension of the Hoerl-Kennard ridge regression estimator 7 to the case of infinite dimensional regression. The use of the prior basis PDF P 0 (W) in the construction of G also has application in problems of spectral estimation and signal processing. 8 9 a Overflow counts, 3; total sample size, 10,000.
-I- biases the estimate of P(W) at the origin and at its tails.
DISCUSSION
Other approaches to the estimation of P(W), such as those of Simar1 0 and of Tucker,"' focus on the asymptotic properties of the probability density estimators. For finite data these estimators are discrete probabilities supported on a finite number of points (about N/2). These estimators are good (as Simar shows) for cases in which the compounding PDF is essentially a sum of point masses, i.e., a finite Poisson mixture. For the problem considered in this paper, such estimators are inappropriate.
One advantage of Eq. (3.4) is that it is a continuous function of intensity. Finite sampling errors in estimating the photon-count frequencies by y(n) are also an important consideration in regularizing the Po matrix. Matrix condition can be improved by restricting the input photon counts only to reliable estimates. Reducing the dimension of Po, and hence also the basis vector h, is not severe for smooth functions, such as the exponential given in Section 4. This truncation, however, may reduce the range of W/Iu over which accurate estimates of intensity may be obtained.
The importance of matrix conditioning of Po is illustrated in Figs. 2 and 3 . When the correct prior parameter is used, the resulting estimates are accurate only through a small range of intensities for all values of e, as shown by Fig. 2 . Further conditioning of Po is still needed to obtain a satisfactory estimation. This is accomplished in Fig. 3 , in which only relative photon-count frequencies greater than 0.1 are used. This suggests consideration of a measure for the condition of P, namely, the ratio of the smallest to the largest eigenvalue.
The conditioning measure would also aid in making the choice for a minimum acceptable value for e. 
