Many parallel algorithms exhibit a hypercube communication topology. Such algorithms can easily be executed on a multicomputer with a hypercube interconnection topology. However, in most cases these parallel algorithms only make use of a small fraction of the interconnection bandwidth offered by the multicomputer. In particular, each processor of a hypercube multicomputer is connected to d different neighbors by d different links. Nevertheless, hypercube algorithms usually do not use more than one of these d links at the same time. This paper presents a technique called communication pipelining that enables a more efficient use of the interconnection network and, in consequence, a significant reduction in the execution time. This technique is based on a transformation of the original algorithm. The resulting equivalent code makes use of several links of each node simultaneously. Given a particular problem and a particular architecture, the degree of pipelining to be applied is a design parameter that must be decided when transforming the original algorithm. The paper presents analytical models that allow for an optimal choice of the degree of pipelining for each problem and a given architecture. To illustrate the performance of the communication pipelining technique, its application to the FFT computation is presented as an example. It is shown that an optimal choice of the degree of pipelining can achieve a reduction by a factor of d in the communication overhead of the algorithm.
Introduction
The paper describes and evaluates the communication pipelining technique and shows one example of its application to the parallel computation of the Fast Fourier Transform (FFT). d=1 d=2 d=4 d=3 The rest of this paper is organized as follows. Section 2 presents in more detail the communication pipelining technique. Analytical models of different pipelining approaches are developed in section 3. These models are then used to evaluate the performance of communication pipelining. Section 4 illustrates the application of pipelining to a particular hypercube algorithm: the Fast Fourier Transform. Finally, the main conclusions of this work are summarized in section 5.
Communication Pipelining in Hypercubes
In this section, a formal definition of the communication pipelining technique is presented. Two different implementation approaches, which are called deep pipelining and shallow pipelining, are developed.
Assume you have a parallel algorithm with 2 d processes and a hypercube communication topology. Assume also that the code executed by every process has the following structure. The code consists of K steps, each one composed of a computation phase and a communication phase. In the computation phase, N data items are computed. This data is represented by vector x i (1..N). After the computation phase there is a communication phase in which the computed data x i are exchanged with one of the neighbors in the hypercube. The vectors x i are local variables, that is, they are different for each process. In addition, some local data not involved in the communication may be also computed in each computation phase.
Note that in each of the K steps of the above algorithm, every node sends a single message of length NS to one of the neighbors (S is the size of every element of vector x i ). Therefore, only one on the d available links is used by each node at each step of the algorithm. The objective of the communication pipelining technique is to reorganize the computation in such a way that every node sends several shorter messages in parallel to several neighbors, using more efficiently the available communication bandwidth.
To apply communication pipelining, it is required that the computation of x i can be written as follows: do j=1,N x i (j) = f (x i-1 (j), local_data) enddo That is, the computation of x i (j) is a function of x i-1 (j) (which was computed in step i-1 by the neighbor in dimension d i-1 ), and possibly some local data. x 0 is the initial value of the vector for each process. For short, in the following, the above computation will be written as x i (1 
..N)=f(x i-1 (1..N)).
The idea of communication pipelining is based on the fact that, in order to compute x i (1) it is not necessary to have received the whole vector x i-1 from the neighbor in dimension d i-1 but simply element x i-1 (1). Therefore, every vector x i can be decomposed into Q packets of size N/Q 1 . In the first iteration every node computes the first packet of x 1 and sends the result to neighbor in dimension d 1 . In the second iteration, every node computes the second packet of x 1 and the first packet of x 2 (it has all 1. For the sake of clarity, we assume that N is a multiple of Q. It can be easily shown that the analytical models developed in this paper introduce a negligible error when they are used for arbitrary values of N and Q.
the data required to perform these computations). At the end of this second iteration, each node sends two messages, one of them to neighbor in dimension d 1 containing the second packet of x 1 , and the other one to neighbor in dimension d 2 , containing the first packet of x 2 . If d 1 ≠ d 2 , both packets can be sent in parallel; otherwise, they are combined into a single message and sent to its destination. Proceeding in this way, at the end of the third iteration every node can send three messages in parallel (if the involved dimensions are different). Following this approach, a parallel algorithm that makes use of all the links of the hypercube at the same time can be designed. This may or may not be the optimal solution as it will be shown later.
The above idea originates two different communication pipelining schemes, which are called deep pipelining and shallow pipelining. In the following, these schemes are described in detail. The particular scheme to be used is determined by the relation between the number of packets per stage (Q) and the number of stages (K). While the latter is usually a fixed parameter for a given algorithm, the former can be defined by the programmer (or compiler), and this selection will determine the scheme to be used. Deep pipelining can be used when Q ≥ K; otherwise, shallow pipelining is to be used.
Depending on the parameters of the original algorithm (N, K, etc.) and the parameters of the architecture (communication start-up and bandwidth) one of the two schemes will be more efficient than the other. In section 3, the performance of both schemes is evaluated and compared in order to determine the most suitable scheme for each scenario.
Deep pipelining
Deep communication pipelining is illustrated in figure 2 . Figure 2 .a shows the execution flow of a parallel algorithm for a 3-dimensional hypercube. The algorithm consists of K=4 steps. At step i, every node computes vector x i and exchange it with one of the neighbors. The order in which the dimensions of the hypercube are used for data exchange is {0,1,2,1}. In order to implement deep pipelining, the code executed by every node must be rewritten. Being B=N/Q and assuming that Q ≥ K, the new code is as follows:
enddo enddo
The code consists of three loops, which correspond to the prologue, kernel and epilogue phases. For the sake of clarity, the above code ignores the concatenation of several packets into a single message when they are to be sent along the same dimension of the hypercube.
Shallow pipelining
Shallow communication pipelining is illustrated in figure 2.c. Again, every iteration of the original algorithm is decomposed into Q packets but unlike deep pipelining, we have now that Q < K (3 packets in the example of figure 2.c). Now, the prologue phase consists of the first Q-1 iterations. The next K-Q+1 iterations are the kernel phase and the last Q-1 iterations constitute the epilogue phase. In every iteration of the kernel phase, each process sends Q packets using at most Q links in parallel.
Assuming again that B=N/Q, shallow pipelining is implemented by executing the following code at each node:
Evaluation
This section addresses the performance evaluation of the two previous communication pipelining schemes. For that purpose, analytical models of the performance of the parallel algorithm under evaluation are developed. Since all the implementations have the same computation cost, the models only reflect the communication overhead. The three models presented correspond to: a) the implementation without communication pipelining, b) deep communication pipelining and c) shallow communication pipelining. A comparison of the three approaches is then performed. Finally, simplified models are developed for the particular case in which all the dimensions of the hypercube are used exactly once.
Definitions
We assume that the cost of sending a message of size L along any of the hypercube links is:
where T sup is the communication start-up and T e is the communication time per size unit.
It is also assumed that every node can send messages in parallel along different links of the hypercube. However, the start-up times for the different communications cannot be overlapped (we assume that T sup corresponds mostly to time spent by the processor to initiate each transmission). Therefore, the cost of sending c messages along c different dimensions of the hypercube is:
where L max is the size of the largest message to be sent. figure 2 (D={0,1,2,1}), α 1,4 = 2 and δ 1,4 =3. In addition, δ 1,K and α 1,K will be denoted by δ and α respectively for short.
Communication cost without communication pipelining
In each one of the K iterations of the original parallel algorithm (without communication pipelining) a message is sent to one of the neighbors. The size of this message is NS, where N is the number of elements of every vector x i and S is the size of every element. Therefore, the communication cost of the parallel algorithm without communication pipelining is:
Communication cost with deep pipelining
First, an analytical model for the communication cost of the prologue phase is developed. Then, the kernel and epilogue phases are considered. Now, vectors x i are decomposed into Q packets. In iteration i of the prologue phase, i packets are sent to δ 1,i different neighbors. The size of the longest message to be sent is (N/Q)Sα 1,i . Therefore, the communication cost of the prologue phase is:
where:
In every iteration of the kernel phase, K packets are sent to δ different neighbors. The size of the longest message to be sent is (N/Q)Sα. Therefore, the communication cost of the kernel phase is:
The analytical model for the communication cost of the epilogue phase is similar to that of the prologue phase:
Now, putting all together, we have:
Note that for deep pipelining, the maximum value for Q is N and the minimum value is K, which corresponds to the case in which the kernel phase has only one iteration.
When Q decreases, the cost of the information transmission increases (term depending on T e ) but the start-up time decreases (term depending on T sup ). Therefore, there is an optimal value of Q which minimizes the communication cost. By deriving the above expression and taking into account the range of possible values for Q, the optimal value of Q for deep pipelining is given by the following expression:
Communication cost with shallow pipelining
Assume again that vectors x i are decomposed into Q packets. Like in deep pipelining, the analytical model for the prologue phase is first developed:
The communication cost of the kernel phase is:
Finally, the model for the epilogue phase is:
Putting all together:
The minimum possible value for Q is 1, that corresponds to the case in which there is not communication pipelining. The maximum possible value is K-1, that corresponds to the case in which the kernel phase has two iterations. An analytical expression for the optimal value of Q (which will be denoted by Q s opt ) is not straightforward for shallow pipelining. This expression may be simpler for particular applications, as it will be shown in section 3.6. In any case, since the range of possible values of Q is finite and usually not very large, an exhaustive evaluation of the communication cost for all the possible values is always feasible and can be used to obtain the optimal degree of pipelining. Table 1 summarizes the communication costs of the parallel algorithms with and without communication pipelining. For each of the schemes, the table gives the start-up cost (term depending on T sup ) and the transmission cost (term depending on T e ).
Comparing the different approaches
In this table we can observe that in general, both pipelining schemes reduce the transmission cost of the original algorithm at the expense increasing the start-up cost. In both cases, a extremely large value of Q results in a very high start-up cost, offsetting the benefits of communication pipelining. On the other hand, a extremely small value of Q makes the transmission time to be close to that of the original algorithm.
Depending on the values of N, K and D, which are parameters of the algorithm, and the values of T sup , T e and d, which are parameters of the machine, the most efficient scheme may be any of the three previous approaches: no pipelining, deep pipelining or shallow pipelining. Section 4 illustrates this fact for a particular example. In any case, given a particular problem and a particular hypercube architecture, the previous analytical models can be used to determine the most effective scheme and the optimal degree of pipelining (value of Q). As it is shown in section 3.6, these models can be simplified for some particular cases and further conclusions can be drawn from these expressions.
Another important point is the fact that shallow pipelining enables the choice of the amount of parallelism in the communication operations, since in every iteration the number of packets to be sent is Q. The value of Q can be selected to get the amount of parallelism required in every case. This could be useful in order to adapt the amount of communication parallelism exploited by the algorithm to the amount of parallelism of the underlying hardware. We have successfully used this approach to solve the problem of efficiently mapping a hypercube algorithm onto a torus multicomputer [DiVG95] . On the other hand, deep pipelining does not allow to select the amount of communication parallelism, since the number of packets to be sent at the end of every iteration is K, which is a fixed value for a given algorithm.
Analytical models for a particular case
A frequent type of hypercube algorithm is that in which D = {1,2,...,d}, where d is the dimension of the hypercube. In the following, the analytical models derived in the previous sections are particularized for this type of algorithm. The conclusions of this section can be generalized for any permutation of the previous sequence D.
In the case of deep pipelining, when D = {1,2,...,d}, we have that: 
Application to FFT Computation
The Fast Fourier Transform (FFT) of a complex sequence can be computed in parallel using a hypercube algorithm in which D={d,...,1}. In this section we apply the conclusions derived in the previous section to the particular case of such computation.
Related work
The FFT has been extensively studied in the literature due to its utility for many scientific areas. One of the most widely used algorithm is known as Cooley-Tukey [CoTu65] . Such algorithm can be executed in a hypercube multicomputer following the strategies proposed in [JoJK91] and [ToSw91] , which are known as bi-section and i-cycles respectively. However, such strategies make use of only one of the links of each node at any time.
S.L. Johnsson and R.L. Krawitz in [JoJK91, JoKr92] introduced by the first time the idea of using all the links at the same time. The resulting approach was called direct pipelining, which can be seen as a particular case of our proposal. Direct pipelining is a particular implementation of deep pipelining with the following characteristics: a) the number of packets (Q) is equal to N and b) each dimension of the hypercube is used exactly once.
As we have shown in the previous section, the choice of Q determines the performance of the resulting parallel algorithm. A value of Q equal to N may not be the optimal choice. Furthermore, direct pipelining does not consider the shallow pipelining scheme, which in some cases can be the optimal solution. Moreover, our proposal is much more general since it is not targeted for the FFT and may be used for hypercube algorithms with a different communication requirements.
The basic algorithm (bi-section or i-cycles)
The To conclude, this algorithm meets the requirements to apply the models derived in section 3.6, being N= 2 m-d-1 and S=2 (the size of a complex number).
Communication cost without communication pipelining
The communication cost for the parallel algorithm without communication pipelining is:
Communication cost with deep and shallow pipelining
In this case the communication cost of both deep and shallow pipelining are given by the same expression:
The optimal value for Q is given by expression (1) in section 3.6 where:
The v 2
Performance figures
In this section, some performance figures of the execution of the FFT on a hypercube are presented. These figures have been obtained using the analytical model previously developed. The graphs presented in this section depict the performance improvement due to pipelining. This improvement is measured by the ratio of the communication time required by the non-pipelined algorithm to that of the pipelined version (we will refer to this ratio as r). Regarding the bandwidth of each link of the hypercube, two different scenarios are considered: a) T sup =T e , i.e., a relatively small start-up cost and b) T sup = 100T e , i.e., a relatively high start-up cost.
Figure 3 (page 12) shows the performance improvement achieved by choosing the optimal degree of pipelining (Q), for different problem sizes (m) and different machine sizes (d). It can be seen that the improvement grows from 1 to d when increasing m. That is to say, pipelining can achieve a reduction in the communication time by a factor of d. This is due to the fact that pipelining may exploit parallelism of degree up to d in the communication operations required by the algorithm. In figure 3 we can also observe that this asymptotic improvement is the same for both scenarios regarding the ratio T sup /T e . However, for a fixed d and a fixed m, the higher the value of T sup /T e , the lower the improvement achieved by pipelining. This is due to the fact that the improvement achieved by simultaneous use of the links of each node comes at the expense of an increase in the number of messages. Therefore, each processor must perform more start-up operations for the same problem.
Figure 4 (page 13) shows the effect of varying the degree of pipelining (Q) for a hypercube with a particular number nodes (d=8, i.e., 256 processors) and for different problem sizes (m). In this graphs we can observe that in general, increasing the degree of pipelining improves the performance until a certain degree of pipelining is achieved. A further increase in the degree of pipelining results in a performance degradation. For a given machine, the optimal degree of pipelining increases when the problem size grows. Note also that the improvement achieved by the optimal degree of pipelining grows with the problem size. improvement of the two pipelining schemes for a given problem size (m=25) when varying the number of nodes of the machine (d). When T sup =T e , deep pipelining, if it is feasible, is always better than shallow pipelining. Deep pipelining can not be applied when d≥20 since then, N=2 m-d-1 ≤16 and deep pipelining requires that d≤Q≤N. On the other hand, when T sup =100 T e , shallow pipelining outperforms deep pipelining when the number of nodes of the machine is large (d>12). As expected, for a given problem size, large machines favor shallow pipelining whereas deep pipeliningis more efficient for small configurations.
Conclusions
This paper presents a technique for decreasing the communication overhead of parallel algorithms with a hypercube communication topology. The technique is called communication pipelining. The degree of pipelining is a design parameter of the algorithm. It has been shown that it has a significant effect on the performance of the algorithm. In particular, a deeper pipelining increases the communication start-up overhead but it also increases the amount of parallelism in the communication operations. Analytical models have been developed to compute the performance of any degree of pipelining. Using this models, an optimal choice can be made for each particular problem. Finally, the general results have been applied to the particular case of computing the FFT. It has been shown that a significant reduction in the communication overhead (by a factor equal to the number of dimensions of the hypercube) can be achieved by an adequate selection of the degree of pipelining. Many parallel algorithms exhibit a hypercube communication topology. Such algorithms can easily be executed on a multicomputer with a hypercube interconnection topology. However, in most cases these parallel algorithms only make use of a small fraction of the interconnection bandwidth offered by the multicomputer. In particular, each processor of a hypercube multicomputer is connected to d different neighbors by d different links. Nevertheless, hypercube algorithms usually do not use more than one of these d links at the same time. This paper presents a technique called communication pipelining that enables a more efficient use of the interconnection network and, in consequence, a significant reduction in the execution time. This technique is based on a transformation of the original algorithm. The resulting equivalent code makes use of several links of each node simultaneously. Given a particular problem and a particular architecture, the degree of pipelining to be applied is a design parameter that must be decided when transforming the original algorithm. The paper presents analytical models that allow for an optimal choice of the degree of pipelining for each problem and a given architecture. To illustrate the performance of the communication pipelining technique, its application to the FFT computation is presented as an example. It is shown that an optimal choice of the degree of pipelining can achieve a reduction by a factor of d in the communication overhead of the algorithm.
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Abstract (2nd language):
Muchos algoritmos paralelos presentan una topología de comunicación en hipercubo. Estos algoritmos pueden ser ejecutados fácilmente sobre un multicomputador con topología de interconexión también en hipercubo. Sin embargo, en la mayoría de los casos estos algoritmos solamente hacen uso de una pequeña fracción del ancho de banda de interconexión que ofrece el multicomputador. En particular, cada procesador de un multicomputador en hipercubo está conectado a d vecinos diferentes por d enlaces diferentes. En cambio, los algoritmos en hipercubo usualmente no usan más que uno de estos enlaces simultáneamente. Este trabajo presenta una técnica llamada segmentación de las comunicaciones que permite un mayor uso de la red de interconexión y, en consecuencia, una significante reducción en el tiempo de ejecución. Esta técnica esta basada sobre una transformación del algoritmo original. El equivalente código resultante hace uso simultáneo de varios enlaces de cada nodo. Dado un problema particular y una particular arquitectura, el grado de segmentación que se aplica es un parámetro de diseño que debe ser decidido cuando se transforma el algoritmo original. el trabajo presenta modelos analíticos que permiten la elección del grado de segmentación óptimo para cada problema y una arquitectura dada. Para ilustrar la eficiencia de la técnica de segmentación de las comunicaciones, se presenta como ejemplo su aplicación a la FFT. Se muestra que una elección óptima del grado de segmentación puede alcanzar una reducción en un factor de d en el tiempo de comunicación del algoritmo
