Abstract. Given a graph whose edges are labeled by ideals of a commutative ring R with identity, a generalized spline is a vertex labeling by the elements of R such that the difference of the labels on adjacent vertices lies in the ideal associated to the edge. The set of generalized splines has a ring and an R-module structure. We study the module structure of generalized splines where the base ring is a greatest common divisor domain. We give basis criteria for generalized splines on cycles, diamond graphs and trees by using determinantal techniques. In the last section of the paper, we define a graded module structure for generalized splines and give some applications of the basis criteria for cycles, diamond graphs and trees.
Introduction
A classical spline is a collection of polynomials defined on the faces of a polyhedral complex that agree on the intersection of adjacent faces. Classical splines are important tools in approximation theory, numerical analysis, computer graphics and numerical solutions of partial differential equations. Two main problems of the classical spline theory are computing the dimension and finding explicit bases of the vector space of splines up to some degree. Algebraic structure of classical splines is studied by many mathematicians as Billera [2, 3, 4] , Rose [13, 14] and Schenck [15] . Billera [2] introduced homological algebraic methods to solve the dimension problem. In [15] , Schenck also used homological algebra to give freeness criteria for the module structure of classical splines. In [3] , Billera and Rose presented a description of classical splines in terms of dual graph of a polyhedral complex, which leads to generalized spline theory.
Let R be a commutative ring with identity, G = (V, E) be a graph and α : E → {ideals in R} be a function that labels edges of G by ideals of R. A generalized spline on an edge labeled graph (G, α) is a vertex labeling F ∈ R |V | such that for each edge uv, the difference f u − f v ∈ α(uv) where f u and f v denotes the vertex labels on u and v respectively. The set of all generalized splines on (G, α) over R is denoted by R (G,α) . The set R (G,α) has a ring and R-module structure.
Gilbert, Polster and Tymoczko [8] introduced generalized spline theory and showed that if R is a domain then the rank of R (G,α) is equal to |V |. When R is not a domain, Bowden and Tymoczko [6] proved that for a fixed number of vertices |V |, one can find examples of edge labeled graphs (G, α) where R (G,α) has rank n for all 2 ≤ n ≤ |V |. In [10] , Handschy and the others focused on integer generalized splines on cycles. They presented a special type of generalized splines called flow-up classes and showed the existence of smallest flow-up classes on cycles. They also proved that flow-up classes with smallest leading entries form a basis for integer generalized spline modules on cycles. Same argument is proved for arbitrary graphs by Bowden and the others [5] . They also defined two new bases for integer generalized splines on cycles and studied the ring structure of R (G,α) . In [1] , we proved the existence of flow-up bases for generalized spline modules on arbitrary graphs over principal ideal domains. If R is not a PID, there may not be a flow-up basis for R (G,α) even it is free; see [1] for an example. Philbin and the others [12] gave an algorithm to produce a minimum generating set for (Z/mZ) (G,α) as a Z-module. They also extended their algorithm to generalized splines over Z and gave a method to construct a Z-module basis for Z (G,α) . In [7] , DiPasquale introduced homological algebraic methods in generalized spline theory to give a freeness criteria for R (G,α) under some conditions by using some results of Schenck [15] . DiPasquale also used generalized splines to get some results for the module of derivations of a graphic multi-arrangement.
In this paper we focus on the problem: When does a given set of generalized splines form a basis for R (G,α) ? We study generalized splines over greatest common divisor domains. A GCD domain R is an integral domain such that any two elements of R have a greatest common divisor. In [9] , Gjoni studied integer generalized splines on cycles in a senior project supervised by Rose and gave basis criteria for Z (Cn,α) via determinant of flow-up classes. Their method does not work in general since the existence of flow-up bases is not guaranteed when R is not a PID. We generalize their work to the case where R is a GCD domain. Mahdavi [11] studied integer generalized splines on diamond graph D 3,3 with Rose and they obtained a partial result under some conditions for basis criteria for Z (D3, 3,α) . In this paper we give a complete proof of basis criteria for R (D3,3,α) over any GCD domain. They also conjectured that their result can be generalized to any arbitrary diamond graph D m,n . We give a proof of their conjecture and mention some other generalizations of their statement. We also give basis criteria for R (G,α) on any tree over any GCD domain by using determinantal techniques and flow-up bases.
Finally, we define the homogenizationR (G,α) of R (G,α) which is a gradedR-module, and investigate a freeness relation between these two modules. We also introduce some applications of the basis criteria for cycles, diamond graphs and trees on the graded module structure of generalized splines.
Generalized Splines
In this section, we introduce some basic definitions and properties of generalized splines.
Definition 2.1. Given a graph G and a commutative ring R with identity, an edge labeling of G is a function α : E → {ideals in R} that labels each edge of G by an ideal of R. A generalized spline on an edge labeled graph (G, α) is a vertex labeling F ∈ R |V | such that for each edge uv, the difference f u − f v ∈ α(uv) where f u denotes the label on vertex u. The collection of all generalized splines on a base ring R over the edge labeled graph (G, α) is denoted by R (G,α) .
Throughout the paper we assume that the base ring R is a GCD domain. Each edge of (G, α) is labeled with a generator of the ideal I if the corresponding ideal I is principal. From now on we refer to generalized splines as splines. Let (G, α) be an edge labeled graph with n vertices. We denote the elements of R (G,α) by column matrix notation with entries in order from bottom to top as follows:
We also use vector notation as F = (f 1 , . . . , f n ).
Example 2.2. Let (G, α) be as the figure below. The following lemma states that R (G,α) does not depend on the ordering of vertices of (G, α):
Lemma 2.3. Let (G, α) be an edge labeled graph with n vertices and let (G , α) be the edge labeled graph obtained by reordering the vertices of (G, α) by a permutation σ ∈ S n . Then
Proof. We show that σ induces an R-module isomorphism σ :
by reordering the components of a spline F ∈ R (G,α) as
In order to see that σ (F ) ∈ R (G ,α) , let v i , v j be two adjacent vertices of R (G ,α) . By the definition of σ , σ (F ) i = f σ(i) and σ (F ) j = f σ(j) are connected by the same edge e ij on both R (G,α) and
The following example illustrates the reordering operation:
Example 2.4. Let (G, α) be as in the figure below and σ = (13524) ∈ S 5 . Here we have
A special type of splines, which is called flow-up classes, is a useful tool to find R-module bases for R (G,α) . Definition 2.5. Let (G, α) be an edge labeled graph with n vertices. Fix i with 1 ≤ i ≤ n. A flow-up class
Example 2.6. Consider the edge labeled graph (G, α) in Figure 1 again. Flow-up classes on (G, α) can be given by F (1) = (1, 1, 1, 1), F (2) = (0, 10, 0, 0), F (3) = (0, 0, 2, 0) and F (4) = (0, 0, 0, 12).
We can set F (1) = (1, . . . , 1) for any graph. In order to see the existence of F (i) with i > 1 on any
by the product of all edge labels on (G, α) and label other vertices by zero. Bowden and the others [5] proved that flow-up classes with smallest leading entries form a module basis for R (G,α) where R is an integral domain. In [1] , we proved the existence of flow-up bases on any graphs over principal ideal domains. If R is not a domain, then R (G,α) may not have a flow-up basis even it is free.
In the next section we begin to discuss determinantal techniques for splines.
Determinant
Let (G, α) be an edge labeled graph with n-vertices. Let A = {F 1 , . . . , F n } ⊂ R (G,α) with F i = (f i1 , . . . , f in ). We can rewrite A in a matrix form, whose columns are the elements of A such as
The determinant A is denoted by F 1 F 2 . . . F n . We will give basis criteria for R (G,α) by using this determinant.
Proposition 3.1. Let (G, α) be an edge labeled graph with n-vertices. Let {F 1 , . . . , F n } forms a basis for R (G,α) and let
Proof. See Lemma 5.1.4. in [9] .
Corollary 3.2. Let (G, α) be an edge labeled graph with n-vertices. Let {F 1 , . . . , F n } forms a basis for
The following lemma shows the relation between the determinant of a basis of R (G,α) and R (G ,α) where G is obtained by reordering the vertices of G: Lemma 3.3. Let (G, α) be an edge labeled graph with n-vertices and let {F 1 , . . . , F n } forms a basis for R (G,α) . Let σ ∈ S n be a permutation and let σ (G, α) = (G , α) be a vertex reordering of (G, α) as defined in Lemma 2.
Proof. Reordering the vertices corresponds to replacing the rows of the spline matrix, and does not change the determinant. Hence
as explained above. Also we have {σ
Throughout the rest of the paper we focus on to give basis criteria via determinant for spline modules R (G,α) on cycles, diamond graphs and trees. In order to do this, we define a crucial element Q G ∈ R by using zero trials, which are discussed in [1] . Let (G, α) be an edge labeled graph with k vertices. Fix a vertex v i on (G, α) with i ≥ 2. Label all vertices v j with j < i by zero. By using the notations in [1] , we define Q G as
where m i is the number of the zero trials of v i . The element Q G can be formularized in terms of edge labels on cycles, diamond graphs and trees. In general, this is not easy. Gjoni [9] and Mahdavi [11] studied integer splines on cycles and diamond graphs respectively and they stated that a given set of splines forms a basis for Z (G,α) if and only if the determinant of the matrix whose columns are the elements of the given set is equal to a formula Q given by edge labels. We will show that the formula Q corresponds to Q G and generalize their statement.
3.1. Determinant of Splines on Cycles. In [9] , Gjoni gave basis criteria for integer splines on cycles by using determinantal techniques. Gjoni used flow-up bases to prove Theorem 3.4. In general his approach does not work since the existence of flow-up bases is not guaranteed when R is not a PID. Such an example can be found in [1] . In this section we generalize Theorem 3.4 to any GCD domain. We give the statement of Gjoni below.
Theorem 3.4. [9]
Fix the edge labels on (C n , α). Let
and let F 1 , . . . , F n ∈ Z (Cn,α) . Then {F 1 , . . . , F n } forms a module basis for Z (Cn,α) if and only if
The following lemma shows that the formula Q above is equal to Q Cn :
Lemma 3.5. Let (C n , α) be an edge labeled n-cycle. Then
Proof.
In order to show that Theorem 3.4 holds also when the base ring R is a GCD domain, we first need some lemmas.
Proof. See Lemma 5.1.1. in [9] .
We give the main theorem of this section below which is a generalization of Theorem 3.4 to any GCD domain. One direction of Theorem 3.8 can be proved exactly the same as Theorem 5.1.7. in [9] . Other way around does not work as in Theorem 5.1.7. in [9] . We use different techniques to prove it.
Proof. The proof of the second part of the theorem can be found in Theorem 5.1.7, [9] . For the proof of the first part, we assume that {F 1 , . . . , F n } forms a basis for R (Cn,α) . Then the determinant F 1 F 2 . . . F n = r · Q Cn for some r ∈ R by Lemma 3.7. It suffices to prove that r is a unit. Assume that l 1 , l 2 , . . . , l n = a = 1. Then l i = a · l i for all i = 1, . . . , n with (l 1 , . . . , l n ) = 1.
We construct matrices
for all i = 1, . . . , n with columns
denote the k-th entry of the column. Notice that the entries are ordered from bottom to top. Fix
For a fixed i with 1 ≤ i ≤ n, define the entries of the columns A (i) j for j = 1, . . . , n − 1 as follows:
• For j < i,
It is easy to see that each column of A (i) for 1 ≤ i ≤ n is a spline. In order to compute the determinant
we first obtain the following matrix by applying few column operations on A (i) if it is necessary:
Hence r is a unit.
If l 1 , l 2 , . . . , l n = 1, then there exists a coprime pair l i , l j . In this case we can construct matrices
. Hence by the same observation above we conclude that r divides (l
The following example is an application of Theorem 3.8:
Example 3.9. Consider the edge labeled graph (C 5 , α).
Let {F 1 , . . . , F 5 } be a basis for R (C5,α) . By Lemma 3.7, F 1 F 2 . . . F 5 = r · Q C5 for some r ∈ R where
. Assume that (l 1 , . . . , l 5 ) = a. Then l i = a · l i for all i = 1, . . . , 5 and (l 1 , . . . , l 5 ) = 1.
Consider the following matrices:
Hence r divides l i 4 and so r divides l 1 4 , . . . , l 5 4 = 1. Thus r is a unit. In [11] , Mahdavi tried to give basis criteria for Z (D3,3,α) with Rose. They proved a similar result as Lemma 3.7 for diamond graphs under some conditions. The statement is given below.
Determinant of Splines on Diamond Graph
They also used the existence of flow-up bases for diamond graphs to prove Lemma 3.10. Their proof does not work in general, especially if R is not PID. They gave the following conjecture for Z (D3,3,α) :
Conjecture 3.11.
[11] Fix the edge labels on (D 3,3 , α) . Let
and let W, X, Y, Z ∈ Z (D3,3,α) . If W X Y Z = ±Q, then {W, X, Y, Z} forms a basis for Z (D3,3,α) .
The following lemma states that the formula Q above is equal to Q D3,3 :
Lemma 3.12. Let D 3,3 be as in Figure 4 . Then l 3 , l 4 , l 5 ) .
.
In this section, we first prove Lemma 3.10 without any condition. Then we give the proof of the Conjecture 3.11 for any GCD domain. In order to do this, we need some lemmas.
Lemma 3.13. Let D 3,3 be as in Figure 4 and let 2, 3, 4 , we consider the determinant
By some suitable row operations on the determinant, we obtain
Similarly, one can also show that the other products divide the determinant.
As we see in Lemma 3.13, the products of three edge labels whose corresponding edges do not form a subcycle in D 3,3 divide the determinant F 1 F 2 F 3 F 4 . We generalize the statement of this lemma to diamond graph D m,n later (see Lemma 3.21). The following statement is a corollary of Lemma 3.13:
Corollary 3.14. Let D 3,3 be as in Figure 4 and let {F 1 , F 2 , F 3 , F 4 } ⊂ R (D3,3,α) . Then
The following lemma shows that we can consider Q D3,3 as the least common multiple of the products that defined above:
We state Lemma 3.10 without any condition for any GCD domain as a corollary below. Together with Lemma 3.13 and 3.15, the proof follows easily. Figure 4 and let
We start to prove Conjecture 3.11 for any GCD domain.
Lemma 3.17. Let (D 3,3 , α) be an edge labeled diamond graph as in Figure 4 . 3 where r ∈ R is a unit, then {F 1 , F 2 , F 3 , F 4 } forms a basis for R (D3,3,α) .
In order to see this, let r 1 , r 2 , r 3 , r 4 ∈ R 4 . We need to show the existence of a 1 , a 2 , a 3 , a 4 ∈ R such that
Rewrite this equality in a matrix form as
. . .
By Cramer's rule we get We can see the existence of a 2 , a 3 and a 4 by the same way. Hence we conclude that
for some r i ∈ R. Then
Since r is a unit by assumption, Q D3,3 divides r i and
The following theorem is proved for integer splines in [11] by using flow-up bases. We use a different approach to prove the statement since the existence of flow-up bases is not guaranteed over GCD domains.
Theorem 3.18. Let (D 3,3 , α) be an edge labeled diamond graph as in Figure 4 . 3 where r ∈ R is a unit.
Proof. Since {F 1 , F 2 , F 3 , F 4 } ⊂ R (D3,3,α) , the determinant F 1 F 2 F 3 F 4 = r · Q D3,3 for some r ∈ R by Corollary 3.16. We will show that r is a unit. 
It can be easily seen that each column of A 1 , A 2 , A 3 and A 4 is an element of R (D3,3,α) . By Proposition 3.1,
Hence r divides l 3 l 5 . One can conclude that r divides l 2 l 4 , l 3 l 4 and l 2 l 5 by the same observation. Thus we have
and so r is a unit.
We have the following result as the main theorem of this section by combining Lemma 3.17 and Theorem 3.18. This result was given as a conjecture over the base ring Z in [11] . We can write Q Dm,n in terms of edge labels.
Lemma 3.20. Let (D m,n , α) be as in Figure 5 . Then
The last equality can be shown easily by rewriting the least common multiples and greatest common divisors explicitly.
Let {F 1 , . . . , F m+n−2 } ⊂ R (Dm,n,α) . We will prove that Q Dm,n divides F 1 F 2 . . . F m+n−2 . In order to do this, first we determine the products of certain edge labels that divide the determinant F 1 F 2 . . . F m+n−2 . We claim that the product of the edge labels l 1 , . . . , l m+n−3 whose corresponding edges do not contain the subcycles C m or C n of D m,n divide the determinant. We can characterize such edge labels in two forms:
Lemma 3.21. Let D m,n be as in Figure 5 and let {F 1 , . . . , F m+n−2 } ⊂ R (Dm,n,α) . Then p i and q j,k divide the determinant F 1 F 2 . . . F m+n−2 for all 2 ≤ i ≤ m+n−1, 2 ≤ j ≤ n and n+1 ≤ k ≤ m+n−1.
Proof. Since l 2 , . . . , l m+n−1 correspond to the edge labels of the outer cycle C m+n , p i divides the determinant F 1 F 2 . . . F m+n−2 for all 2 ≤ i ≤ n by Lemma 3.6. For q j,k , we consider two subcylces C m and C n of D m,n . Since l 1 , l n+1 , . . . , l m+n−1 and l 1 , l 2 , . . . , l n correspond to the edge labels of the subcycles C m (left hand side) and C n (right hand side) respectively, we can do first suitable row operations on the matrix [F 1 F 2 . . . F m+n−2 ] without changing last two rows so that l n+1 · · ·l k · · · l m+n−1 divides the determinant and then we carry on doing necessary row operations on the last n rows of the changed matrix so that l 1 · · ·l j · · · l n divides the determinant as in the proof of Lemma 3.6. Notice that the necessary row operations for l 1 · · ·l j · · · l n and l n+1 · · ·l k · · · l m+n−1 are independent. Hence we conclude that q j,k divides the determinant.
Define the following two sets:
Since each element of P ∪ Q divides F 1 F 2 . . . F m+n−2 by Lemma 3.21, the least common multiple P ∪ Q also divides the determinant. The following lemma shows that we can consider Q Dm,n as the least common multiple of the elements of P ∪ Q:
Lemma 3.22 gives us the following result:
Corollary 3.23. Let (D m,n , α) be as in Figure 5 and let {F 1 , . . . , F m+n−2 } ⊂ R (Dm,n,α) . Then Q Dm,n divides F 1 F 2 . . . F m+n−2 .
We give the final result of this section below.
Theorem 3.24. Let (D m,n , α) be as in Figure 5 . Then {F 1 , . . . , F m+n−2 } ⊂ R (Dm,n,α) forms a basis for R (Dm,n,α) if and only if F 1 F 2 . . . F m+n−2 = r · Q Dm,n where r ∈ R is a unit.
Proof. The second part of the theorem can be shown by similar techniques in the proof of Lemma 3.17. For the proof of the first part, we assume that {F 1 , . . . , F m+n−2 } forms a basis for R (Dm,n,α) . By Corollary 3.23, Q Dm,n divides F 1 F 2 . . . F m+n−2 , say F 1 F 2 . . . F m+n−2 = r · Q Dm,n for some r ∈ R. We will show that r is a unit.
First fix the following notations:
Here for any i ∈ {1, . . . , n − 2}, we say
. . , l m+n−1 } for any i ∈ {n, . . . , m + n − 3}. For a fixed i ∈ {1, . . . , n − 2}, it is obvious that l
Fix the following sets:
Notice that the greatest common divisor of all elements of each B i is equal to 1. We will show that r divides any product
. In order to do this, we construct sets A t of column matrices for t = 0, . . . , n − 1, n + 1, . . . , m + n − 2 with entries in order from bottom to top as follows.
• For t = 0, fix the following set:
• For t = 1, construct the following column matrices A i,j for 2 ≤ i ≤ n and n + 1 ≤ j ≤ m + n − 1
and fix the following set:
• For a fixed t with 2 ≤ t ≤ n − 2, define the entries of the columns A t j for j = t + 1, . . . , n as follows
. . , n .
• For t = n − 1, fix the following set:
• For a fixed t with n + 1 ≤ t ≤ m + n − 3, define the entries of the columns A t j for j = t + 1, . . . , m + n − 1 as follows
• For t = m + n − 2, fix the following set:
Theorem 3.26. Let G be a tree with n vertices and k edges. Then {F 1 , . . . , F n } ⊂ R (G,α) forms a basis for R (G,α) if and only if F 1 F 2 . . . F n = r · Q G where r ∈ R is a unit.
Proof. The second part of the theorem can be proved exactly by the same method in the proof of Lemma 3.17. For the proof of the first part, we assume that {F 1 , . . . , F n } forms a basis for R (G,α) .
There exists a flow-up basis {G 1 , . . . , G n } for R (G,α) since (G, α) is a tree. It can be seen easily that
. . F n = r · Q G by Corollary 3.2, where r ∈ R is a unit.
We can also give basis criteria for graphs obtained by joining cycles, diamonds and trees together along common vertices.
Corollary 3.27. Let {G 1 , . . . , G k } be a collection of cycles, diamond graphs and trees and let G be a graph obtained by joining G 1 , . . . , G k together along common vertices which are cut vertices in G. Then {F 1 , . . . , F n } ∈ R (G,α) forms a basis for R (G,α) if and only if
Proof. We give a sketch of the proof. First reorder the vertices of G such as the vertices on each G i are consecutively ordered except the least indiced vertex. Then each basis element of R (Gi,αi) for all i gives a basis element of R (G,α) . Construct the matrix whose columns are the elements of the obtained basis for R (G,α) . Notice that the determinant of this matrix is equal to the product r · Q G1 · · · Q G k . If R is a PID then the existence of flow-up bases is guaranteed (See [1] ). Hence we can give basis criteria for spline modules on arbitrary graphs over principal ideal domains as follows:
Theorem 3.28. Let (G, α) be an edge labeled graph with n vertices and R be a PID. Then {F 1 , . . . , F n } ⊂ R (G,α) forms a module basis for R (G,α) if and only if F 1 F 2 . . . F n = r · Q G where r ∈ R is a unit.
Proof. Since R is a PID, there exists a flow-up basis
2, where r ∈ R is a unit. The other part of the theorem can be proved by similar techniques in the proof of Lemma 3.17.
The element Q G depends on the graph type. The complexity of the formula is related to the number of the cycles contained in G and the base ring R. We believe that general basis criteria for spline modules on arbitrary graphs over GCD domains can be given by Q G . We claim the following conjecture:
where ∂F denotes the maximum of the ∂f i 's. If f ∈R, we set f (1) = f x 1 , . . . , x d , 1 and if F ∈R t then F (1) = f 1 (1), . . . , f t (1) .
The homogenization operation satisfies the following properties:
Proof. See Section 5 of Chapter VII in [16] .
We know that R (G,α) is an R-module. In general, R (G,α) may not be a graded R-module with standard grading. In order to see this, consider the following example: 
. If we rewrite F as a sum of homogeneous splines by
then the first term of the sum, (0, 0, x 2 ) is not an element of R (G,α) . Hence R (G,α) is not a graded R-module with the standard grading.
In order to obtain a graded module structure for R (G,α) , we define the homogenization of an edge labeled graph. 
In order to see that h F ∈R (G,α) , we need to check z
for all adjacent pair of vertices v i , v j ∈ V (G). Let v i , v j be two adjacent vertices of G. Since F ∈ R (G,α) , we have f i − f j ∈ α(e ij ). Here we have
∈α(e ij ).
The last equality follows from Proposition 4.2 (a). Hence h F ∈R (G,α) .
Lemma 4.7.R (G,α) has a gradedR-module structure with standard grading.
. . , f tm ) be the homogeneous component of F of degree m. In order to see thatR (G,α) has a gradedR-module structure, it is sufficient to see that
is a homogeneous ideal inR. Hence all homogeneous components of f i − f j belongs toα(e ij ) and so F m ∈R (G,α) .
Remark 4.8. Let R (G,α) be a free R-module with basis G = {G 1 , . . . , G t }. Then it is trivial to expect thatR (G,α) is also freeR-module with basis A flow-up basis for R (G,α) is given by
The homogenization of the edge labeled graph (G, α) is as in the figure below. x z + y z + Figure 10 . Homogenization of (G, α)
We obtain the set h G by homogenizing the elements of G.
, it is not a basis forR (G,α) . In fact,R (G,α) is not a freeR-module, although R (G,α) is a free R-module.
A special type of basis for R (G,α) , which is called reduced basis, satisfies the expected property in Remark 4.8. .
Some of the components on the right side has greater degree than F . Thus G is not a reduced basis for R (G,α) .
Theorem 4.12.
[4] R (G,α) has a reduced basis if and only ifR (G,α) is free overR.
Proof. Proof is the same as in the classical case of splines which is given by Theorem 8.5. in [4] .
Billera and Rose [4] gave a criteria that determines whether a basis of the module of classical splines is reduced or not. We give similar results for splines on cycles, diamond graphs and trees. First we need a lemma. Lemma 4.13. Let {F 1 , . . . , F n } ⊂ R (G,α) be homogeneous elements. Then the degree of the determinant F 1 F 2 . . . F n is either 0 or the sum of the degrees of the F i 's.
Proof. We use induction on n. If n = 2, then
Here notice that each nonzero term of the products f 1 g 2 and g 1 f 2 has degree deg F + deg G, since F and G are homogeneous splines. Hence deg F G = deg (g 1 f 2 − f 1 g 2 ) = deg F + deg G or 0. Theorem 4.14. Let (C n , α) be an edge labeled cycle with edge labels {l 1 , . . . , l n } and let F = {F 1 , . . . , F n } be a basis for R (Cn,α) . If F is a reduced basis, then
Proof. Since F is a basis for R (Cn,α) , we have
by Theorem 4.12 and hence
Since F is reduced basis for R (Cn,α) , the set h F = { h F 1 , . . . , h F n } is a basis forR (Cn,α) by Theorem 4.12. By using Theorem 3.8 and Lemma 4.13, we have
Here notice that deg F i = deg h F i and deg l i = deg h l i . Hence we get
A similar statement of Theorem 4.14 can be given for diamond graph D m,n and trees as below. They can be proved similarly as Theorem 4.14.
Theorem 4.15. Let (D m,n , α) be the edge labeled diamond graph as in the Figure 5 and let F = {F 1 , . . . , F m+n−2 } be a basis for R (Dm,n,α) . If F is a reduced basis, then (l 2 , . . . , l n )(l n+1 , . . . , l m+n−1 ) , l 1 (l 2 , . . . , l m+n−1 ) . Theorem 4.16. Let (G, α) be an edge labeled tree with n vertices and k edges. Let F = {F 1 , . . . , F n } be a basis for R (G,α) . If F is a reduced basis, then
