Abstract-We propose Gaussian processes for regression (GPR) as a novel nonlinear equalizer for digital communications receivers. GPR's main advantage, compared to previous nonlinear estimation approaches, lies on their capability to optimize the kernel hyperparameters by maximum likelihood, which improves its performance significantly for short training sequences. Besides, GPR can be understood as a nonlinear minimum mean square error estimator, a standard criterion for training equalizers that trades off the inversion of the channel and the amplification of the noise. In the experiment section, we show that the GPR-based equalizer clearly outperforms support vector machine and kernel adaline approaches, exhibiting outstanding results for short training sequences.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TSP. 2008.928512 to recover the transmitted sequence. In wireless communications, in which bandwidth is a scarce resource and we need to send a training sequence in every burst, short training sequences are a prerequisite. Traditionally, channel equalization has been considered equivalent to inverse filtering. The optimal solution, based on maximum likelihood sequence estimation (MLSE) [1] , has a complexity that grows exponentially with the dimension of the channel impulsive response (Viterbi algorithm), and an unknown delay. Alternatively, machine learning can be used to approximate MLSE decisions at a lower computational cost. Several nonlinear detection procedures have been proposed to address this problem with varying degrees of success, such as multilayered perceptrons (MLPs) [2] , radial basis function networks (RBFNs) [3] , recurrent RBFNs [4] , self-organizing feature maps (SOFMs) [5] , [6] , wavelet neural networks [7] , kernel Adeline (KA) [8] , and support vector machines (SVMs) [9] , [10] . Such structures usually outperform linear equalizers, especially when nonminimum phase channels are encountered. They can also compensate for nonlinearities in the channel. In [11] , a comprehensive survey about nonlinear methods for digital communications, the author details the challenges and possible structures to solve the channel equalization problem.
In this correspondence, we focus on Gaussian processes for regression (GPR) [12] . This approach has been already successfully applied to multiuser detection in CDMA systems [13] , [14] and we have presented some preliminary results for channel equalization in [15] , in which we proposed GPR and carried out some basic experiments. In this correspondence, we extend the analysis of GPR for channel equalization. In addition, we show that GPR can be understood as a nonlinear minimum mean squared error (MMSE) estimator. Therefore, GPR achieves optimal results from the MMSE viewpoint, a widely used criterion in digital communications.
Standard methods for optimally setting the hyperparameters (i.e., cross-validation [16] ) require immense computational resources. For short training sequences an hyperparameter mismatch significantly affects the performance of digital communication receivers, while for longer training sequences this performance is not sensitive to variations in the hyperparameters. In the previously cited papers, the authors propose fixed hyperparameters and sufficiently long training sequences, hence the exact setting of the hyperparameters is not critical. Our proposal introduces GPR as nonlinear equalizer with optimally trained hyperparameters for reducing the length of the training data sequence. We experimentally illustrate that previous fixed hyperparameters machine learning tools clearly underperforms compared to a GPR-based equalizer.
II. NONLINEAR CHANNEL MODEL AND MMSE EQUALIZATION
We have depicted in Fig. 1 the based-band discrete-time digital communication system that we use throughout this correspondence. A dispersive channel model, which spreads the transmitted energy throughout several symbol intervals, can be modeled as a finite impulse response filter. The transmitted symbols are convolved with the channel model
hjz l0j (1) where l and Nc represents, respectively, the channel delay and its length. The nonlinearities in the channel, due to amplifiers and converters in the receiver can be modeled as [8] where g (1) is the nonlinear function the inputs face at the receiver (amplifiers and converters), No is the order of this nonlinearity, andxi = N 01 j=0 h j s i0l0j . The transmitted signal value s i comes from a zeromean constellation and n i is additive white Gaussian noise (AWGN).
An equalizer collects several of the received symbols to predict each transmitted symbol si0 = f (xi) (3) where xi = [xi+; xi+01; . . . xi+0m+1] > , and m and are, respectively, the order and delay of the equalizer.
Although the linear transversal equalizer (LTE) is the typical structure to equalize the channel, it is not optimal from the MMSE point of view [17] , as the unrestricted MMSE solution is given by
and it is usually a nonlinear function of x, even if the channel is linear and has minimum phase. If the channel is nonlinear and/or nonminimum phase, the MMSE solution is highly nonlinear and a linear equalizer underperforms [2] .
Given a labeled iid (independent and identically distributed) training 
III. GAUSSIAN PROCESSES FOR REGRESSION
We present GPR from the (Bayesian) generalized linear regression viewpoint [12] . A generalized linear regressor for equalization expresses the input-output relation as
where i is a random variable that models the deviation between s i0 and its estimate, w > (x i). Given a statistical model for i, p(i) = p(s i0 jw > (x i )), a training dataset D and a prior distribution for w, p(w), we can compute the posterior density for w using Bayes rule p(wjs; X) = p(w)p(sjw; X)
where X = [x 1 ; . . . ; x n ] > . The mean solution for GPR is obtained optimizing (8), which is the stochastic version of (4) plus a regularization term to avoid overfitting. This term vanishes as the number of training samples grows. Also, the mean of the weights used in (9) is of the form given in (5). Therefore, the GPR mean prediction can be regarded as a nonlinear MMSE estimation for the nonlinear mapping (1).
A. Hyperparameter Optimization
As aforementioned, the optimal setting of the hyperparameters could be obtained by cross-validation, as we could for any other nonlinear machine learning method. In this case, the GPR would be as good as any of the other methods, as it would require either to try different settings or to rely on a prespecified one. However, we are interested in optimally setting the hyperparameters. A two-step simple approach, as proposed in [12] , suitable for digital communications problems works as follows: we first compute the likelihood of the hyperparameters of the kernel given the training data set; and then we estimate its maximum to obtain its optimal setting.
B. Covariance Matrix
To optimize the kernel hyperparameters, we need to describe a kernel in a parametric form, which is flexible to accurately solve our estimation problem. Kernel design is one of the most challenging open problems in machine learning [18] We need to incorporate our prior knowledge into the kernel, but, at the same time, we want the kernel to be flexible to explain previously unknown trends in the data. In this correspondence we propose the following kernel:
The covariance function in (11) is a good kernel for solving the channel equalization using GPR, because it contains a linear and a universal nonlinear part. In minimum-phase channels, a linear solution can provide a good approximation to the optimal solution, but it is still suboptimal and the nonlinear part is needed to improve the performance of the equalizer. In this sense the proposed covariance function is ideal for the problem. The linear part can mimic the best linear decision boundary and the nonlinear part modifies it, where the linear explanation is not optimal to obtain the expectation of s given x. If the channel is nonlinear and/or non-minimum phase, the ML solution sets 2 = 0 and there is no-interference of the linear term with the nonlinear one. Also, using a radial basis kernel for the nonlinear part is a good choice to achieve nonlinear decisions for channel equalization, because the received symbols form a constellation of clouds of points with Gaussian spread around its centers.
IV. EXPERIMENTAL RESULTS
In this section, we face the experimental study of the GPR-based equalizer, hereafter GPR-EQ. We compare the GPR-EQ to the linear MMSE, KA, and SVM approaches, respectively, denoted as MMSE-EQ, KA-EQ, and SVM-EQ. The BER figures included are computed as the average of 100 experiments using 10 5 test samples.
The training sets used in each experiment are different and random values. In all experiments, the GPR-EQ uses the covariance matrix in (11) . For the GPR-EQ, we first learn the hyperparameters of the linear and noise terms of the kernel. Then, with these terms fixed, we train the nonlinear part. The SVM-EQ is trained using a Gaussian kernel with its width equal to the noise standard deviation and the soft margin parameter C = 0:5. We found these hyperparameters to provide the best mean equalizer. For the KA-EQ, following the guidelines in [8] , we assign 76% of the training sequence to the training subset and 24% for regularization. We set the parameter to the noise standard deviation and = 1=ntr , where ntr is the size of the training subset. 1 
A. Experiment 1: 16 QAM Over Nonlinear Memoryless Channel
Through this text, we just paid attention to polar digital modulation, as extension to multilevel complex symbols is immediate. The input vector is a vector containing the real and complex part of the symbols and we focus on detecting the real part or the complex part of the transmitted sequence. In this experiment the transmitted symbols are 16-QAM modulated, i.e., they are complex symbols with real and imaginary parts values f61; 63g and we face the equalization after a nonlinear channel such as an amplifier. We focus on 16-QAM as this modulation is quite sensitive to nonlinear distortion. The amplifiers usually rotate the symbols and compress their amplitude. The larger the amplitude is, the larger it is compressed. As a result, symbols with larger amplitude suffer greater distortion. In this experiment we focus on detecting one of the 4 bits transmitted every symbol. This bit is the one telling the real part of the symbol being f61g or f63g. We do not include here the complete study of the linearization of the receiver; we just focus on the final BER. We modeled the amplifier by using the following Saleh model [19] :
g(x) = 1:3 1 jxj 1 + 0:4 1 jxj 2 exp j 0:3 1 jxj 2 1 0 1 1 jxj 3 + 6 x : (12) We set the input values to have a 0-dB back-off, i.e., we use the whole input range from 0 to saturation. In Fig. 2 , we include the BER as a function of the length of the training sequence for an SNR of 20 dB. The GPR-EQ provides the best overall equalizer. For short training sequence it shuts down the nonlinear part of the kernel, while SVM-EQ and KA-EQ report chance level performance. GPR-EQ is able to decide automatically if it has a long enough training sequence to train its nonlinear part and if it does not it reports the best linear equalizer. As the number of training samples increases, the GPR-EQ incorporates 1 is the learning rate for KA as defined in [8] . the nonlinear part to its kernel and it further improves its solution. The SVM-EQ has a better response than the KA-EQ but quite poor compared to the GPR-EQ. For very short training sequences (n < 20), the linear MMSE-EQ converges fastest, but it saturates to a very high BER. This result suggests that the GPR-EQ can be adopted as a good linearizer in predistortion schemes [20] .
B. Experiment 2: BPSK Over Nonlinear Multipath Channel
The transmitted symbols are BPSK modulated. In this experiment, we face the equalization when a nonlinear function follows a multipath channel. We use the channel model proposed in [18] h(z) = 0:4 + 0:9z 01 + 0:4z 02 (13) followed by a nonlinearity as proposed in [20] , a GSM amplifier by ANDREW Corp.
In Fig. 3 , we include the averaged BER for a short training sequence of n = 128 samples. The GPR-EQ clearly outperforms the other approaches. The nonlinear SVM-EQ and GPR-EQ improve the linear response by 3 dB at a SNR of 12 dB. This means great improvements in Fig. 4 . BER of a BPSK with nonlinear channel along the training sample length for SN R = 20 dB, equalizer lengths and delays (m = 4, = 1) for MMSE-EQ ( ), SVM-EQ (+), KA-EQ (), and GPR-EQ (}).
encoded (e.g., with LDPC) transmissions. The KA-EQ cannot follow these approaches and it does not provide a significant reduction of the BER. Furthermore, the KA-EQ-and the SVM-has a irreducible BER and the linear solution outperforms them for SNR larger than 16 dB. The poor performance of the KA-EQ and SVM-EQ can be improved by increasing the number of training samples. In Fig. 4 we include the BER as a function of the length of the training sequence for an SNR of 20 dB. The behavior is even more striking than that of Fig. 2 . As the number of training samples increases, the GPR-EQ greatly reduces its BER, while the KA-EQ is not able to improve the BER of the linear MMSE-EQ with training sequences of 512 symbols. The SVM-EQ has a better performance than the KA-EQ, but still quite poor compared to the GPR-EQ.
V. DISCUSSION AND CONCLUSION
GPR is a novel Bayesian machine learning tool that presents several advantages for designing nonlinear digital communications receivers. Given the covariance function, GPR provides an analytical solution to any regression estimation problem. Moreover, it does not only give point estimates, but it also assigns confidence intervals for them. In GPR, we can use flexible kernels with several hyperparamters that are individually tuned for each particular problem. In previous machine learning-based equalizers, such as SVM or KA, the hyperparameters have to be either prespecified or estimated by cross-validation. SVM and KA can only tune one or two hyperparameters by cross-validation, due to its computational complexity, and they need longer training sequence. For long training datasets, the hyperparameters slightly influence the solution and, consequently, approaches as SVMs, KA, or GPR provide similar solutions close to optimum BER performance. But for short training sequences, hyperparameters matter and an optimal setting significantly improves their performance. These remarkable drawbacks limit the application of nonlinear tools, such as SVM or KA, in digital communications receivers, since we face complex nonlinear problems with reduced computational resources and short training sequences. By exploiting the GPs framework, as stated in this correspondence, we can avoid them.
In addition, GPR can be understood as a nonlinear minimum mean squared error estimator. MMSE is the standard method for training linear transversal equalizers, because it trades off the inversion of the channel and the amplification of the noise in the zeros of the channel response. But the optimal MMSE estimator is the expectation of the transmitted symbols given the received information, which is a nonlinear function of the received symbols. Therefore, GPR with optimally chosen hyperparameters can provide optimal solution in the MMSE sense.
