Abstract-As Wireless Sensor Network (WSN) deployments increase in density, we foresee a need to divide the problem of Medium Access Control into two steps: the first quickly reduces the level of contention from hundreds of nodes to a handful, while the second relies on existing techniques to select a single node for communication.
I. INTRODUCTION
Many wireless sensor networks (WSNs) are deployed in dense patterns, where a single node can have dozens of radio neighbors [1] . The advent of long-range radios is likely to create even denser deployments, with hundreds of nodes within radio range of each other.
In this paper, we consider the case of a dense network of sensing nodes that continuously record high-resolution data, most of which is "uninteresting." Periodically, some event occurs which is detected by multiple nodes. When this happens, an infrastructure node wants to quickly become aware of it and retrieve the high-resolution data from any of the detectors which experienced the event. Namboodiri et al. described a similar use case in the context of a home security monitoring application, while we add the assumption that it may not be necessary to service all of the nodes with data to send [2] . Due to the relative rarity of events, we would prefer to use a nonscheduled MAC protocol to handle the channel negotiation process, which generally will have lower maintenance costs than a scheduled protocol.
Rather than proposing a complete MAC protocol to fit this use case, we propose dividing the problem into two steps: the first quickly reduces contention to a manageable level, and the second uses an existing non-scheduled MAC protocol to select a single sender.
In Flip-MAC, our goal is to quickly reduce the level of contention from many senders to a handful. The process we follow is analogous to all nodes performing a series of coinflips, where the senders whose coins fail to match the receiver's simultaneously exit the competition. The competition ends when no senders match the receiver (as this indicates that relatively few senders remain).
This process is realized through a series of probeacknowledgement cycles. During the main negotiation process, the receiver sends a probe to one of two possible 802.15.4 addresses, while each eligible sender temporarily sets their ID to one of these two addresses. These choices are made randomly at each node. The eligible senders which "guessed correctly" (by setting their ID to the destination of the probe) send simultaneous acknowledgements and make their selection for the next cycle. When one of these probes goes unacknowledged, the receiver assumes that none of the remaining senders made a matching selection, which indicates that only a few senders remain in negotiation. At this point, we revert to a simple CSMA/backoff scheme and initiate the main data transfer with any one of the remaining nodes.
Most Medium Access Control (MAC) protocols make the assumption that collisions between transmitters are solely destructive. It has been demonstrated that this is not always the case [3] , [4] . In Flip-MAC, the concurrent transmissions are limited to hardware-generated acknowledgements provided by the CC2420 [5] transciever. These are implicitly synchronized and are produced in a highly deterministic fashion, so they interfere constructively in most cases. While Flip-MAC is designed with the CC2420 in mind, it makes use of principles which should apply to any 802.15.4-compliant transciever.
Flip-MAC has three main benefits. First, negotiation takes logarithmic time with respect to density, allowing the protocol to scale to extremely high levels of initial contention. Second, final contention levels are low and largely independent of the initial contention level. Finally, the incorporation of several two-way communications in negotiation helps to bias sender selection in favor of good links: in our intended use case, any sender is equally valid, so this is a positive outcome.
Our experiments yield promising results. A testbed evaluation demonstrates that Flip-MAC works effectively with up to 44 contending senders, completing negotiation successfully more than 95% of the time. These experiments also show an increase in median negotiation time from one round to five rounds as density increases from one sender to 44, which agrees well with the expected ideal logarithmic performance. Simulation results show that Flip-MAC should perform well in large networks, effectively reducing the median final contention by an order of magnitude even when low-PRR links are present.
The rest of this paper is organized as follows. In Section II, we give a brief survey of related systems and MAC protocols, highlighting the important differences of Flip-MAC from them. In Section III, we provide a detailed description of the operation and expected behavior of Flip-MAC. We evaluate Flip-MAC's performance in Section IV. In Section V we propose some extensions to this research, and we offer concluding remarks in Section VI.
II. RELATED WORK
There have been a staggering number of papers written about MAC protocols. Rather than attempt to describe all of them, we wish to point out several protocols and systems which are evocative of Flip-MAC: for a comprehensive overview, see [6] .
Receiver-initiated MAC protocols were perhaps most famously explored in RI-MAC [7] . Nodes with data to send wait until the intended recipient sends a beacon frame. All waiting senders respond with data, and if a collision occurs, the receiver sends another beacon with a "backoff-window" specified. Senders attempt to retransmit their data at some random point in this window.
A-MAC [3] is another receiver-initiated MAC protocol, but it takes advantage of the fact that hardware-generated 802.15.4 acknowledgement frames can be sent and processed much more quickly than full 802.15.4 data frames to reduce wasted idle-listening time. A-MAC also takes advantage of the fact that hardware acknowledgments collide constructively to "robustly distinguish the case of zero replies (indicating no pending traffic) from one or more replies (indicating pending traffic)." The authors demonstrate impressive gains in current consumption over RI-MAC and Low-Power Listening (LPL) [8] , but point out that limitations remain, particularly in the realm of dense networks. Additionally, their method is only evaluated up to densities of four contending senders (though they show that acknowledgements are still readily decodable with 94 simultaneous senders). Like any protocol which relies on detecting collisions and backing off, as contention increases, backoff times suffer. We see A-MAC and Flip-MAC coexisting well together, as they leverage the same communication primitives.
The StrawMAN [9] system is reminiscent of Flip-MAC, in that they both allow multiple transmitters to coexist and make use of randomized negotiation. In StrawMAN, all pending senders transmit a packet of variable length, while the receiver reads the Received Signal Strength Indicator (RSSI) to determine the length of the longest transmission. The receiver then broadcasts a message containing the length of the longest sender-request packet, and that sender responds by transmitting its data. However, the authors of [3] point out that pollcast [10] , implemented with a similar technique can be prone to false positives when multiple nodes perform this activity or external interference is present.
The authors of Alert [2] attempt to solve a similar problem as we do (selecting a single sender from a pool of many eligible senders), but they approach it through a randomized channel/time slot assignment that is optimized to minimize the delay of the first message and the overall delay to collect all messages. Our approach does not require any synchronization between nodes, has channel utilization dictated primarily by the receiver's latency requirements, and is simpler to analyze.
Finally, while not a MAC protocol, Glossy [4] was recently introduced to simultaneously solve the problems of efficient network flooding and time synchronization. Like Flip-MAC, Glossy relies on non-destructive concurrent packet transmissions to achieve high performance. The authors of Glossy take considerable care to transmit data packets (not acknowledgements) with very precise timing, while we use the basically "free" precision of hardware-generated acknowledgement. Their work is indicative of the nascent trend in WSN research of exploiting concurrent radio transmissions.
III. PROTOCOL DESCRIPTION
Most non-scheduled MAC protocols rely on collision detection and backoffs at some point: in both A-MAC and RI-MAC, senders back off in response to collision-detection messages from the receiver, for example. When contention is very high, these backoffs can hurt the MAC protocol's performance. In the extreme case, hard-coded maximum backoff limits will cause receivers to abort when contention is too high. Flip-MAC is used to quickly reduce contention to low levels, at which point traditional MAC protocols can work effectively.
The high-level operation of Flip-MAC uses a series of probes to randomly select nodes from a pool of eligible senders. Each probe is sent to a random ID from a small range of choices, and any senders 1 which correctly guess the ID selected (by setting their ID to it temporarily) remain in negotiation. The selected senders respond with acknowledgements, which collide non-destructively and allow the receiver to tell whether nodes are still participating in negotiation. This removes some fraction of the remaining senders on each negotiation round. In this manner, we quickly reduce the number of eligible senders to the point where a basic MAC protocol will perform well. We reserve a few bits from the 802.15.4 address to allow the negotiation to take place solely through transmissions from the recipient and fast, noninterfering hardware acknowledgements from the senders. In this section, we describe the protocol in detail and characterize its behavior under loss-free conditions.
A. Operation and Implementation
In our scheme, nodes may only use the lower 13 bits of their 16-bit 802.15.4 short ID for unique identification. The three highest-order bits are reserved for encoding "predicate addresses" (PA's) used to control Flip-MAC and select from eligible senders. Table I describes the format used. Figure 1 demonstrates the negotiation process in detail. Nodes with data to send to a specific recipient change their 802.15.4 ID to match the "data-pending" (DP) PA of the recipient. Nodes periodically probe to their own DP PA. If a sender receives a probe on this address, they acknowledge it and randomly select one of the "negotiation-choice" (NC) PA's for the recipient and set their 802.15.4 address to this. Likewise, if a receiver gets an acknowledgement to a DP probe, they randomly select one of their NC PA's and send a probe to it. This process continues: every time that a sender receives a probe, they assign themselves to a new NC PA. Every time that the receiver gets acknowledgements, they probe to a new NC PA. In the basic case, we consider a set of two NC PA's (requiring a single bit), but a larger number could be used at the expense of consuming more ID's.
If a sender doesn't get a probe within the alloted time, they assume that they picked incorrectly, and change their address to the "resolution-confirmation" (RC) PA corresponding to their last correct choice. The sender "hopes" that it was in the last batch of "winners" and waits for immediate confirmation. If this confirmation doesn't arrive, it concludes that some other node has been selected and stops participating 2 . If the receiver gets no acknowledgements, it assumes that no nodes matched its last selection (implying that relatively few senders remain). Once this state is reached, the receiver sends a probe to the RC PA corresponding to the last acknowledged NC probe that it sent. 3 When this is acknowledged, the behavior reverts to the low-contention MAC protocol in use.
Flip-MAC was implemented in nesC [11] for TinyOS on the TelosB platform [12] . Since it's ultimately intended to coexist with another MAC protocol, great care was taken to make minimal component wiring changes: the only major logical change in the CC2420 radio stack is the replacement of the CC2420CsmaC component with a CC2420FlipMacC component. We used a simple CSMA + exponential backoff scheme for the low-contention MAC protocol. This code, including full instrumentation for debugging and data collection, consumes approximately 24 KB of ROM and 3 KB of RAM.
B. Convergence Behavior: Loss-Free Setting
In the absence of packet loss, Flip-MAC can be characterized by answering two key questions. First, how many rounds of negotiation are required before the receiver ends the process? Second, how many senders will remain at the end of the negotiation process? 1) Negotiation Length: We start investigating negotiation length by analyzing how many senders will remain after k rounds.
For generality, we let p sel equal the probability that a sender selects the same NC PA as the receiver, and we assume that the selection of NC's is independent for each node. The probability, then, of a sender selecting the same NC as the receiver k times is simply p k sel . We can therefore define the number of nodes remaining at the k th round, given an initial number of senders n, with a simple binomial distribution:
The negotiation process ends when a probe is sent, but no acknowledgements are received. If m senders remain, this is equal to the probability that all m senders fail to pick the same NC PA as the receiver, and given by P na (m) (the probability of no-acknowledgements received from m actively-negotiating nodes):
Combining these, we get P s (k, n), the probability of stopping on the k th round, when starting with an initial density of n:
where r(j, n, k, p) is the probability mass function of R(n, k, p). In plain English, the probability of stopping at the k th round when starting from an initial density of n nodes is given by summing the probability of having exactly j nodes at the preceding round, and having all j nodes pick incorrectly, for all values of j up to the original density. Figure 2 shows the cumulative density function that this produces for several densities, as well as the results from simulating this process directly with p sel = 0.5. There is very good agreement between the analytical result and the simulation. Note that, as one would expect, doubling the sender density adds a single round to the negotiation length.
2) Sender Density Post-Negotiation: The negotiation process ends when none of the eligible senders select the same NC PA as the receiver. Aside from the time required to reach this point, we are also concerned with the final contention level.
The expected value of the number of senders participating in a no-acknowledgement round can be taken from our definition of P na (m), with initial sender density n.
This examines the probability of stopping with i nodes in contention for every i up to the maximum possible, n. The expected value converges to two as n increases with p sel = 0.5. Simulation results bear this out.
IV. EVALUATION
In this section, we seek to characterize Flip-MAC's performance under a variety of conditions. First, we evaluate Flip-MAC's behavior in absolute terms on a moderately-sized testbed. We then turn to a Python simulation in order to evaluate how correlated and uncorrelated packet losses affect Flip-MAC. Finally, we explore the beneficial positive bias which Flip-MAC exhibits in link selection at large scales.
Unless otherwise noted, all figures referred to in this section show the 10 th , 25 th , 50 th , 75 th , and 90 th percentiles of measurements.
A. Testbed Evaluation 1) Procedure: In order to evaluate Flip-MAC, we ran a series of testbed experiments over the course of 40 hours. One node was selected to be the receiver, and a variable number of nodes were selected to act as senders. Every two seconds, the receiver sent a DP probe, and all senders attempted to send a data packet to it. When each round was finished, every node logged the results to the serial port: their final status, timestamps from each packet reception/transmission, and the RSSI/LQI of the last packet which they received in the round.
The receiver was set to a centrally-located node 4 on a two-floor testbed inside of a university academic building, consisting of 60 nodes total. We ran multiple 15-minute experiments with progressively larger sections of the testbed: only the closest node, the nodes in the same room, the nodes on the same hallway, the nodes on the same floor, and finally the nodes on the entire testbed. The maximum possible contention was 59. However, since not all nodes were in communication range, we will refer to the sets of senders by the median initial contention level observed over the experiments rather than the number of nodes which were designated as senders. The median initial contention level was 44 for the full testbed. Approximately 28,000 individual probes were sent over approximately 60 test batches.
2) Proof-of-Concept: The first question we need to answer is "Does Flip-MAC work in practice?" Figure 3 gives a high-level answer. When we aggregate results based on the portion of the testbed in use, we can see that while the initial contention rises from one to 44, we see the negotiation failure rate go from close to zero to almost 5%. These failures can be categorized as "RC Failures," where the final RC probe was not acknowledged, or "DP Failures," where the initial DP is not acknowledged. 5 We suspect that the loss increases because as we expand the pool of senders, we add progressively worse and worse links (farther away from the receiver). We note that prior work has shown that ACKs can be decoded robustly under good link conditions for up to 94 nodes [3] . By using no routing protocol and attempting to use every possible link on the testbed, we are working in a worst-case environment, but we still see more than 95% of negotiations end successfully. In practice, a good routing protocol would avoid including poor contenders in the initial pool, mitigating this problem somewhat. Figure 4 further suggests that link quality variations contribute to negotiation failures. The negotiation failure rates of the multi-room experiments (13, 28, and 44) trace roughly similar shapes, though higher contention levels are impacted more heavily. The worst performance occurred during daytime hours on the second day of testing.
3) Contention Reduction: Flip-MAC is primarily intended to reduce contention from high levels to manageable ones. Figure 5 demonstrates its effectiveness in this task. The median final contention remains at or below two. While we see fairly long tails at the highest contention levels, we note that the 75 th percentile remains below seven, which is easily manageable by many MAC protocols.
Flip-MAC's expected logarithmic running time is one of its primary benefits, and Figure 6 shows rough agreement with the analytical results. There aren't measurements at very large scales to definitively bear out the analysis, but we can see that the median number of rounds required only rises from one to five as we increase the contention from 1 to 44 nodes.
4) Time Overhead:
In order to determine the overhead required in negotiation, we measured the difference between when a receiver sent their first DP probe to the point where negotiation completes and nodes begin to send their data with the 32khz on-board clock. We tuned the inter-round interval to 16 milliseconds, which allows enough time for senders to consistently receive a probe, send their acknowledgement, and switch to a new predicate address in time to receive the next probe. In addition to this, approximately 1.6 milliseconds of overhead are involved in sending the initial DP probe, and the final RC probe consumes another one-round interval. From the results in Figure 6 , we can expect less than 66 milliseconds of overhead in 90% of the cases where no contention is present. Our implementation attempted to keep the CC2420 radio stack as clean as possible. It's certainly possible that if the lower layers of the stack were to be re-written with Flip-MAC in mind, it would be possible to reduce the period between probes. However, this optimization runs counter to the idea that Flip-MAC could supplement low-contention MAC protocols.
B. Simulation
We wrote a simulator in Python to help us assess Flip-MAC's performance in a more controlled environment than the testbed provides. In the remainder of this section, we present descriptions of how the simulation indicates that Flip-MAC will behave when subjected to different types of packet loss and how this impacts sender selection bias. Unless otherwise noted, each experiment simulated 128 senders, and each set of error-bars depicted is derived from the results of 1,000 trials.
1) Correlated Loss:
The first type of loss we are concerned with is correlated loss, where a probe is lost to all senders or an entire set of acknowledgements is lost to the receiver. This could occur, for example, if a burst of WiFi traffic or some other interference is present during negotiation.
If a probe is lost to all senders, no acknowledgements will be sent in response. The remaining senders from the previous step and the receiver will therefore both move on to the resolution-confirmation phase. This has the effect of shortening the negotiation process, but potentially leaves many nodes in contention when it's complete.
If all acknowledgements are lost, the situation is slightly more complicated. When this occurs, some senders receive a probe, send their acknowledgements, and move on to the next round of negotiation. However, the receiver assumes that no nodes responded to its last probe, and moves on to the resolution-confirmation stage. At this point, it's possible that nodes which failed at the last negotiation round are currently expecting an RC message, and nodes which succeeded are waiting for an NC message. It's also possible that no nodes are waiting for an RC message at this point. We accept that such failures can occur and will simply retry the negotiation when they do.
We investigated the impact of correlated loss by simulating the negotiation process with 128 initial senders and a correlated acknowledgement PRR which varied from 0 to 100%. Varying the correlated probe loss rate elicits a similar response, so we omit those results for brevity. Figure 7 confirms our expectations: a low acknowledgement PRR leads to very short negotiations, but can potentially leave very high levels of contention. We leave it to future work to make Flip-MAC more resilient to correlated losses. This could be achieved in practice by incorporating retries into the negotiation process, or allowing the low-contention MAC protocol to coordinate quickly restarting negotiations with Flip-MAC if contention is too high to work effectively.
2) Uncorrelated Loss:
The second type of loss we are concerned with is uncorrelated loss, where each sender's link experiences loss events independent of the others (due to different distances, sources of interference, etc).
The impact of probe loss is intuitively simple to understand in this setting: in order for a sender to acknowledge an NC probe and continue, it must choose the NC PA correctly and receive the NC probe. This effectively changes p sel to p sel p rs , where p rs is the PRR of the receiver-to-sender link. If all senders experience identical, but independent, loss rates, then this is a simple substitution in the preceding analysis. Incorporating variable loss rates between senders, however, greatly complicates the analysis without providing much new insight, so we examine this through simulation.
The impact of uncorrelated acknowledgement loss is also fairly straightforward: if any acknowledgements reach the receiver, there is no impact at all. A node which sends a lost acknowledgement proceeds to the next negotiation round, and since the receiver gets some acknowledgements, it proceeds as well.
To investigate how uncorrelated losses affect Flip-MAC, we first simulated its operation on 128 senders, each with the same PRR (both for probes and acknowledgements). Figure 8 shows that Flip-MAC is more resilient to uncorrelated loss than it is to correlated loss: negotiations tend to last longer, and as long as PRR is not uniformly terrible, we ultimately end up with very little contention. This makes sense, as a single correlated loss event can stop the entire process, but the probability of many uncorrelated losses occurring simultaneously is much lower.
In practice, it's not likely that each sender will experience the same uncorrelated PRR. In Figure 9 , we run the same simulation just described, but we draw each sender's PRR from a Gaussian distribution with mean 0.5 and a variable variance 6 . When variance is low, the process completes quickly and leaves a large number of nodes in contention. This makes sense: in the extreme case, where variance is 0, every node has an effective p sel of 0.25. As we increase the variance, we generate more nodes with "good" PRR: these are able to remain in negotiation longer. When there is a wide enough margin between "good" and "bad" nodes, the "good" nodes can keep negotiation running long enough for the "bad nodes" to all drop out. The next section digs deeper into this effect.
3) Sender Selection Bias: We suggested above that variable PRRs lead to different outcomes for senders with good links from senders with bad links. Our evaluation on the testbed showed a slight preference for nodes with higher RSSIs, but without instantaneous ground-truth PRR measurements, the connection to actual link quality is a little tenuous. However, we can simulate this effect with higher numbers of nodes and finely controlled PRRs.
In Figure 10 , we can observe a positive selection bias for nodes with good links. We use the same dataset used in Figure 9 , but we look at the rank of the selected sender when the nodes are ordered by PRR. A value of 128 indicates that the selected node had the best PRR, and 1 indicates it had the worst.
The effect is striking: as long as there is a modest degree of variability in links, Flip-MAC is strongly biased in favor of selecting good links. The accumulated effect of several loss events is sufficient to weed out the worst links. Keep in mind that these effects manifest over the span of less than 12 negotiation rounds for the most part ( Figure 9 ): if sender density is higher, there will be more time for this effect to work. Since this effect will be stronger as negotiation length increases, it's not terribly surprising that the (relatively-short) negotiations observed on our testbed didn't turn up a dramatic bias.
The effect of a single lost acknowledgement is very different from the effect of a single lost probe from the sender's perspective (the former may have no effect at all, while the latter instantly disqualifies them). This naturally raises the concern that when links are not symmetric, Flip-MAC will be biased in favor of good receiver-to-sender links, but not necessarily good sender-to-receiver links. Figure 11 explores this. For this simulation, we selected probe PRR and ack PRR independently from a Gaussian distribution with mean 0.5 and variable variance. This shows that while the process is somewhat biased towards links with better receiver-to-sender connectivity than sender-to-receiver connectivity, the median asymmetry is well below the variance of the underlying distribution. The simulation picks the "winner" at random from the pool of nodes which remained in contention at the end of negotiation, so in practice this effect will likely be mitigated by the fact the receiver is more likely to get a data packet from a node with a good sender-to-receiver link than from a node with a poor one.
V. FUTURE WORK
There are several promising avenues for expansion in Flip-MAC.
In real deployment scenarios, we may potentially need to deal with concurrent negotiations. In order to reduce conflict between these, it would be good to include a channel-switching mechanism. In this manner, the DP probes would occupy a single control channel, while the negotiation could take place on a separate node-specific channel. This takes the scheme proposed in A-MAC one step further. By moving both data transfer and the lion's share of control traffic away from the most-frequently used channel, we aim to isolate receivers from each other. Currently, we use a fixed p sel during the negotiation. However, if the initial level of contention is known ahead of time to be very high, it could be advantageous to start with a lower p sel (say, 0.25 instead of 0.5 on the first round) in order to reduce contention more quickly. While this carries a risk of ending with higher final contention if it is carried through the entire negotiation, it could be a good tradeoff in the early rounds. We don't currently make use of the RSSI measurements which the CC2420 provides us for received acknowledgements, but these could potentially be used to estimate the level of contention (more senders leads to more acks, which will have higher RSSI).
Perhaps the most exciting idea which Flip-MAC inspires is the concept of structuring MAC protocols into multiple phases. It would be an interesting engineering problem to design a new and more modular radio stack which promotes this viewpoint. One could imagine adaptively modifying the DP probe frequency in response to usage, adjusting initial back-offs in the low-contention MAC protocols, and other interactions between modules.
VI. CONCLUSION
In this paper, we have demonstrated the promise of Flip-MAC through analysis, simulation, and testbed experiments. Our testbed results suggest that Flip-MAC can work in practice, while simulation and analysis lead us to expect good performance as network density increases. The simulation indicates that not only is Flip-MAC robust to the introduction of poor links in the mix of initial senders, it compensates for this by favoring good links.
In the future, we see an exciting line of new research in combining well-structured MAC protocol modules to suit the needs of different deployment scenarios. ACKNOWLEDGMENT
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