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Fast Approximate Multi-output Gaussian
Processes
Vladimir Joukov and Dana Kulic´
Abstract—Gaussian processes regression models are an appealing machine learning method as they learn expressive non-linear
models from exemplar data with minimal parameter tuning and estimate both the mean and covariance of unseen points. However,
exponential computational complexity growth with the number of training samples has been a long standing challenge. During training,
one has to compute and invert an N ×N kernel matrix at every iteration. Regression requires computation of an m×N kernel where
N and m are the number of training and test points respectively. In this work we show how approximating the covariance kernel using
eigenvalues and functions leads to an approximate Gaussian process with significant reduction in training and regression complexity.
Training with the proposed approach requires computing only a N × n eigenfunction matrix and a n× n inverse where n is a selected
number of eigenvalues. Furthermore, regression now only requires anm× n matrix. Finally, in a special case the hyperparameter
optimization is completely independent form the number of training samples. The proposed method can regress over multiple outputs,
estimate the derivative of the regressor of any order, and learn the correlations between them. The computational complexity reduction,
regression capabilities, and multioutput correlation learning are demonstrated in simulation examples.
Index Terms—Gaussian Processes, Kernel Approximation
✦
1 INTRODUCTION
Gaussian Processes (GPs) are a non-parametric function and
covariance approximation method. Formally, a GP is de-
fined as “collection of random variables any finite number of
which have a joint Gaussian distribution” [1]. They have ex-
cellent regression capabilities, providing a non-parametric,
highly non-linear models. Furthermore, due to their proba-
bilistic nature GPs allow estimating the uncertainty at the
output. They have been used extensively in many appli-
cations, including geostatistics [2], robotic modeling and
control [3], [4], and finance [5]. However, the computational
complexity of both learning a GP model and utilizing it for
regression grows exponentially with the number of training
data samples. This has limited their application to smaller
data sets.
A GP f(x) ∼ GP (m(x), k(x, x′)) is completely specified
by its mean and covariance functions, m(x) and k(x, x′)
respectively.
m(x) = Ef(x) (1)
k(x, x
′
) = E(f(x)−m(x))(f(x′)−m(x′))T ) (2)
Notice that the covariance of f(x) is dependent only on the
input x and is calculated using a kernel function k(x, x′).
A kernel is any function that is symmetric and positive
definite, leading to a valid positive symmetric definite GP
covariance for any input x. We write the GP as f(x) ∼
GP (m(x), k(x, x′)), the random variables are thus the value
of f at location x.
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Consider a set ofN observations experiencing zero mean
Gaussian noise (xi, yi)|i ∈ 1, 2 . . .N where yi = f(xi) + ǫ,
with ǫ ∼ N (0, σ2n). Assuming a zero mean function µ(x) =
0 and since the noise is independent,Y ∼ N (0,KXX′+ΣN)
where Y = [y1, y2 . . . yN ]
T , X = [x1, x2 . . . xN ]
T , KXX′ is
the kernel matrix k(X,X′), and ΣN = σ2nIN , IN being an
N ×N identity matrix. Consider now m previously unseen
test points X∗ = [x1, x2 . . . xm]T , we can condition the
prediction using the training data.
Y∗|X,Y,X∗ ∼ N (µ∗,Σ∗) (3)
µ∗ = E(Y∗|X,Y,X∗)
= KX∗X(KXX +ΣN)
−1
Y (4)
Σ∗ = KX∗X∗︸ ︷︷ ︸
m×m
−KX∗X︸ ︷︷ ︸
m×N
(KXX +ΣN )
−1︸ ︷︷ ︸
N×N
KXX∗︸ ︷︷ ︸
N×m
(5)
The size of the training datset N and the size of the test
point vector m determine the computational requirements
during inference. While the N × N matrix (KXX + ΣN )−1
is constant given training data, the m × N matrix KX∗X
must be computed and multiplied with the N × N matrix
to predict m points.
Typically the chosen kernel function KXX′ will have
multiple tuning parameters θ. A common way to find the
optimal parameters θ∗ for the given training data is to max-
imize the marginal likelihood. Consider the log likelihood
of the training data, assuming that the noise free mean is
correct.
log(P (Y|X)) = −1
2
Y
T (KXX +ΣN )
−1
Y
− 1
2
log(|KXX +ΣN |)− N
2
log(2π) (6)
1
Letting K = KXX + ΣN and differentiating the log like-
lihood with respect to the jth tuning parameter, gradient
descent methods can be utilized to iteratively find θ∗.
∂log(P (Y|X))
∂θj
=
1
2
Y
T
K
−1 ∂K
∂θj
K
−1
Y − 1
2
tr(K−1
∂K
∂θj
)
(7)
Notice that at each iteration of gradient descent the N ×N
matrix K needs to be computed and then inverted leading
to O(N3) operations. This makes GPs limited to smaller
training datasets.
1.1 Related Work
One way to reduce the computational complexity is to
assume that the entire dataset contains redundant informa-
tion and thus the GP can be accurately approximated by
choosing a smaller set of h inducing points. This can be
viewed as approximating the full kernel covariance matrix
with one of lower rank [6]. Multiple inducing point approx-
imations have been proposed [7], [8], [9]. Minimizing the
Kullback Leibler divergence between the approximate and
full posterior processes allows to optimize both the selection
of the inducing points and the kernel hyperparameters [10].
Selecting different inducing points for the mean and covari-
ance estimation (decoupling basis) allows to model more
complex mean functions while maintaining computationally
tractable covariance [11]. Setting the basis of the mean
to contain the basis of the covariance and an additional
orthogonal component ensures that the components can
be optimized separately [12]. Similarly, the full GP can be
thought of as combination of two independent processes
with inducing points, the variation not captured by the
inducing points of the first is contained in the second [13].
Instead of choosing the inducing points, other ap-
proaches to reduce computational complexity focus on ap-
proximations of the kernel function. It is possible to ap-
proximate certain kernels as an output from a linear, time
invariant, stochastic system of finite order [14]. In this form,
the required numerical problems deal with symmetric block-
tridiagonal matrices and can utilize parallelization to further
speed up computation [15]. Combining both the inducing
points and state space approximations leads to ”double
sparse” GPs, further decreasing the complexity and storage
requirements [16]. Similar to the state space approximation
one can approximate any kernel as a finite Fourier series
and optimize over both the selected frequencies and their
coefficients [17].
In this work we show how approximating a covariance
kernel using eigenfunctions and eigenvalues can greatly
reduce the computational complexity of GP regression and
training. Section 2 first shows how the eigen decomposition
reduces GP regression computational complexity, and that
it also leads to a differentiable approximate GP where
derivatives of arbitrary order are easily computed. Finally
it discusses how using the approximation also reduces the
complexity of learning the kernel hyperparameters. Sections
3 and 4 extend the approach to multioutput processes and
provide the available kernels and their eigenvalue decompo-
sitions respectively. We validate the proposed approach in
section 5 showing the computational complexity, regression
accuracy, and its ability to learn correlations between out-
puts and finally discuss future research directions in section
6.
2 APPROXIMATE KERNEL GAUSSIAN PROCESSES
In this section we first show how approximating the kernel
matrix using n eigen functions and values leads to an
approximate Gaussian process where the necessary matrix
inversion is reduced from a N × N to n × n. Next, we
demonstrate that taking the derivative of the eigen functions
also allows for estimating the kth order derivative of the ap-
proximate GP. Finally, we investigate the optimization of ker-
nel hyperparameters using gradient descent and show that
computational complexity grows linearly with the number
of training points as opposed to exponentially in regular GP
formulation. Furthermore, in the special case when hyper
parameters are present only in eigenvalues, the optimization
is independent from the number of training points.
Mercer’s theorem states that for any continuous symmet-
ric non-negative definite kernel there exists an orthonormal
basis consisting of eigen functions Φi(x) and non-increasing
eigen values λi [18] such that
k(x, x′) =
∞∑
n=1
λiφi(x)φi(x
′) (8)
Let us assume that we know this decomposition for our
desired kernel, we can thus approximateKXX′ by utilizing
only n eigen values. In vector notation
KXX ≈ ΦXΛΦX′T (9)
where ΦXi,j = φj(xi)|j ∈ 1 . . . n and Λ is a diagonal
matrix of the eigenvlaues [λ1, λ2 . . . λn]. Substituting this
approximation into the prediction equations 4 and 5,
µ∗ ≈ ΦX∗ΛΦTX(ΦXΛΦTX +ΣN )−1Y (10)
Σ∗ ≈ ΦX∗ΛΦTX∗ (11)
−ΦX∗ΛΦTX(ΦXΛΦTX +ΣN )−1ΦXΛΦTX∗ (12)
Recall the binomial inverse theorem
(A+UBV)−1 = A−1 −A−1U(B−1 +VA−1U)−1VA−1
(13)
which allows us to simplify the inverse ofKΦ = (ΦXΛΦ
T
X
+
ΣN ) as
KΦ
−1 = Σ−1N − Σ−1N ΦX(Λ−1 +ΦTXΣ−1N ΦX)−1ΦTXΣ−1N
(14)
Using this approximation, inference only requires the in-
verse of an n×nmatrix Λ¯ = Λ−1+ΦT
X
Σ−1N ΦX. Substituting
this result into the approximate prediction equations 10 and
11 leads to significantly faster prediction compared to regu-
lar GP, single output prediction equations are summarized
in table 1.
2
TABLE 1
Comparison of the proposed FAMGP and regular Gaussian Process regression equations and their respective matrix sizes when predicting the
mean µ∗ and covariance Σ∗ of the output Y ∈ R
m×1 atm points x∗ = [x1∗ x
2
∗
. . . xm
∗
]T .
FAMGP GP
Mean
µ∗ = ΦX∗
︸ ︷︷ ︸
H×n
α′
︸︷︷︸
n×1
α′ = ΛΦT
X
(Σ−1
N
− Σ−1
N
ΦXΛ¯
−1
Φ
T
X
Σ−1
N
)Y
µ∗ = KX∗X
︸ ︷︷ ︸
m×N
(KXX + ΣN )
−1
Y
︸ ︷︷ ︸
N×1
Covariance
Σ∗ = ΦX∗
︸ ︷︷ ︸
m×n
G
︸︷︷︸
n×n
Φ
T
X∗
︸ ︷︷ ︸
n×m
G = ΛΦT
X
(Σ−1
N
− Σ−1
N
ΦXΛ¯
−1
Φ
T
X
Σ−1
N
)ΦXΛ
Σ∗ = KX∗X∗
︸ ︷︷ ︸
m×m
−KX∗X
︸ ︷︷ ︸
m×N
(KXX +ΣN )
−1
︸ ︷︷ ︸
N×N
KXX∗
︸ ︷︷ ︸
N×m
Terms
ΦX∗ : Kernel eigen function of prediction points x∗
ΦX : Kernel eigen function of training points x
Λ : Kernel eigen values
n : Number of selected eigen values
ΣN : Training output data noise covariance matrix
Λ¯ = Λ−1 +ΦT
X
Σ−1
N
ΦX
KX∗X: Kernel between prediction points x∗ and training points x
KXX : Kernel between training points x
Y : Training outputs
ΣN : Training output data noise covariance matrix
2.1 Differentiation
Since differentiation is a linear operator, the derivative of
the GP output with respect to the input is also a GP [19].
Consider two test points x∗ and x∗ + δ, the respective
outputs are then random variables as follows:
y∗ = Φx∗α
′ + ǫ∗ (15)
yδ = Φx∗+δα
′ + ǫδ (16)
where ǫ∗, ǫδ ∼ N (0,Σ2N ). The two random variables will
have a jointly Gaussian distribution[
y∗
yδ
]
∼ N
(
Φx∗α
′
Φx∗+δα
′
∣∣∣∣ Φx∗GΦTx∗ Φx∗GΦTx∗+δΦx∗+δGΦx∗ Φx∗+δGΦTx∗+δ
)
(17)
The derivative is thus
∂y∗
∂x∗
= lim
δ→0
Φx∗+δα
′ − Φx∗α′
δ
+ lim
δ→0
ǫδ − ǫ∗
δ
(18)
=
∂Φ∗
∂x∗
α′︸ ︷︷ ︸
mean
+ lim
δ→0
ǫδ − ǫ∗
δ︸ ︷︷ ︸
variance
(19)
Now we substitute the variance and covariance estimate
from the jointly Gaussian distribution for the sum
Var(lim
δ→0
ǫδ − ǫ∗
δ
) = lim
δ→0
1
δ2
(
Var(ǫδ) + Var(ǫ∗)
− Cov(ǫδ, ǫ∗)− Cov(ǫ∗, ǫδ)
)
= lim
δ→0
1
δ2
(
Φx∗+δGΦ
T
x∗+δ +Φx∗GΦ
T
x∗−
Φx∗+δGΦx∗ − Φx∗GΦTx∗+δ
)
=
∂Φ∗
∂x∗
G
∂Φ∗
∂x∗
T
(20)
Thus, if
∂kΦX∗
∂X∗k
is known we can compute the mean and
variance for the kth derivative.
∂kµ∗
∂X∗k
=
∂kΦX∗
∂X∗k
α′ (21)
Var(
∂ky∗
∂X∗k
) =
∂kΦX∗
∂X∗k
G
∂kΦX∗
T
∂X∗k
(22)
In section 4 we show how the structure of some available
eigen functions allows for very fast computation of the
derivatives.
2.2 Hyperparameter Training
We now consider the gradient required to optimize the
hyper parameters of the approximate kernel.
∂log(P (Y|X))
∂θj
= 12Y
T
KΦ
−1 ∂KΦ
∂θj
KΦ
−1
Y − 12 tr(KΦ−1 ∂KΦ∂θj )
(23)
where
∂KΦ
∂θj
=
∂ΦX
∂θj
ΛΦX
T +ΦX
∂Λ
∂θj
ΦX
T +ΦXΛ
∂ΦX
T
∂θj
(24)
Thus typical gradient descent hyperparameter optimization
would require computing ΦX,
∂ΦX
∂θj
, and the inverse of an
n × n matrix at each iteration, avoiding calculating the full
N × N matrix K and its inverse. Thus the computational
complexity grows linearly with the number of training
pairs. Any gradient descent algorithm can be utilized for
parameter optimization.
Consider a special case when the hyperparameter θj only
appears in the eigen values and not the eigen functions.
Then ΦX can be treated as a constant and
∂ΦX
∂θj
= 0. Using
the fact that trace is invariant under cyclic permutations the
gradient can be written entirely in terms of n sized matrices
and vectors.
∂log(P (Y|X))
∂θj
=
1
2
YΣΦ(
∂Λ
∂θj
− 2 ∂Λ
∂θj
Λ¯
−1
ΦΣΦ
+Λ¯−1ΦΣΦ
∂Λ
∂θj
ΦΣΦΛ¯
−1)YΣΦT
−tr( ∂Λ
∂θj
(In − Λ¯−1)ΦΣΦ) (25)
where YΣΦ = Y
T
Σ
−1
N
ΦX and ΦΣΦ = Φ
T
X
Σ
−1
N
ΦX are
constant 1 × n vector and n × n matrix respectively. Note
that ΦΣΦ is also present in Λ¯. This means that to optimize
the hyper parameters that only appear in the eigen values,
Φ
T
X
needs only to be computed once and the iterative
convergence process is independent from the number of
training data points. As we show in section 4, this is true
for various kernel decompositions.
3
3 MULTIOUTPUT EXTENSION
A simple way to handle multioutput modelling using GPs
is to assume that the outputs are independent and train a
separate GP for each. However, this approach cannot cap-
ture the correlation between different outputs present in the
training data. By vectorizing the multioutput training data it
is possible to capture cross output correlation [20]. Consider
learning a GP representation of a function with M outputs,
provided the training pairs xi, [y
1
i . . . y
M
i ], re-define the
training data as Y = [y11 y
1
2 . . . y
1
N y
2
1 . . . y
2
N . . . y
M
N ]
T , vec-
torizing all of the outputs. We now consider the NM ×NM
covariance matrix ofY
Kf ⊗KXX +ΣNM (26)
where Kf is an M ×M positive symmetric definite matrix
that describes output similarities and NM × NM matrix
ΣNM describes the observation noise that now may in-
clude covariance between outputs,⊗ denotes the Kronecker
product. Note that setting Kf to the identity matrix and
keepingΣNM diagonal implies independent outputs similar
to training a separate GP for each. Inference can be done for
multiple outputs by substitutionKf ⊗KX∗X forKX∗X. We
expand on this method by including the proposed kernel
approximation in the multioutput covariance and utilizing
Kronecker product properties.
Substituting the eigenfunction and eigenvalue decompo-
sition and relying on the mixed-product Kronecker product
property we can again simplify the covariance inverse.
KIΦ = Kf ⊗ (ΦXΛΦXT ) + ΣNM
KIΦ
−1 = ((IM ⊗ΦX)(Kf ⊗ Λ)(IM ⊗ΦXT )) + ΣNM )−1
=Σ−1NM − Σ−1NM (IM ⊗ΦX)(K−1f ⊗ Λ−1
+(IM ⊗ΦXT )Σ−1NM (IM ⊗ΦX))−1(IM ⊗ΦXT )Σ−1NM
(27)
The required inverse is now nM × nM instead of NM ×
NM .
Often it is assumed that the observation noise is constant
at each sample and thus can be extpressed as ΣNm =
SM ⊗ IN where SM is an M ×M positive definite matrix.
In this case we can further simplify the required nM × nM
matrix inverse into eigen decomposition of smaller matrices
and matrix multiplication. Substituting the noise covariance
SM ⊗ IN into the inverse, using Kronecker mixed-product
property, and following a similar approach to [21] we see
that
(K−1f ⊗ Λ−1 + (IM ⊗ΦXT )(SM ⊗ IN )−1(IM ⊗ΦX))−1
= (K−1f ⊗ Λ−1 + S−1 ⊗ΦXTΦX)−1
= (Kf ⊗ Λ)(S−1Kf ⊗ΦXTΦXΛ + IM ⊗ In)−1
(28)
Next we apply eigen decomposition to S−1Kf = UaDaU−1a
and ΦX
T
ΦXΛ = UbDbU
−1
b where U denotes the matrix
of eigenvectors and D is a diagonal matrix of eigenvalues.
Substituting the decomposition back into 28, expanding
the result using the mixed-product property again, and
finally applying the binomial inverse theorem, the inverse
simplifies to the following:
(Kf ⊗ Λ)(UaDaU−1a ⊗ UbDbU−1b + IM ⊗ In)−1
= (Kf ⊗ Λ)[(Ua ⊗ Ub)(Da ⊗Db)(U−1a ⊗ U−1b )+
IM ⊗ In]−1
= (Kf ⊗ Λ)[IM ⊗ In
− (Ua ⊗ Ub)(Da ⊗Db + IM ⊗ In)−1(U−1a ⊗ U−1b )]
= (Kf ⊗ Λ)−
(KfUa ⊗ ΛUb) (Da ⊗Db + IM ⊗ In)−1︸ ︷︷ ︸
Diagonal
(U−1a ⊗ U−1b )
(29)
In cases of large M and n this approach can significantly
decrease the computation time since it avoids the inversion
of nM ×nM matrix and instead only requires eigen decom-
position of n× n and M ×M matrices.
3.1 Learning Kf
Gradient descent can be utilized to learn the matrix Kf
by maximizing marginal log likelihood. To guarantee that
Kf remains symmetric positive definite during convergence,
it can be parametrized using Cholesky decomposition as
Kf = LL
T where L is a lower triangular matrix [20]. Similar
to the special case when hyperparameters only appear in
the eigenvalues, the gradient is written entirely in terms of
1 × nM vectors and nM × nM matrices and only requres
an nM × nM matrix inverse at each optimization iteration.
∂log(P (Y|X))
∂L
=
1
2
Y
T
KIΦ
−1 ∂KIΦ
∂L
KIΦ
−1
Y
−1
2
tr(KIΦ
−1 ∂KIΦ
∂L
) (30)
where ∂KIΦ∂L = (IM⊗ΦX)(∂LL
T
∂L ⊗Λ)(IM⊗ΦXT ) and ∂LL
T
∂L
can be calculated as ∂LL
T
∂L = (I(nM)2 + T )InM ⊗ L where
T is a transformation matrix such that Tvec(L) = vec(LT )
[22].
4 AVAILABLE KERNELS
In this section we present some of the kernels with well
known Mercer expansions, their kth order derivatives with
respect to the input and gradients with respect to their
hyperparameters. For a more comprehensive list the reader
is referred to [23]. Note that in our formulation the scaling
of any kernel is handled by the Kf matrix thus we omit the
commonly included scaling factors from all of the presented
kernels.
4.1 Squared Exponential
The squared exponential covariance function
kse(x, x
′) = e
−(x−x′)2
2l2se (31)
4
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Fig. 1. Approximation of the squared exponential kernel with lse = 0.2
using 1, 10, and 20 eigen values. With just 20 eigenvalues the mean
absolute difference between the approximation and the actual kernel
values is 7.68× 10−4.
is the most commonly used kernel in GP regression. It has a
single hyperparameter lse which controls the kernel width
and its Mercer expansion is given by [24]:
λse i =
√
α2se
α2se + δ
2
se + η
2
se
(
η2se
α2se + δ
2
se + η
2
se
)i
(32)
Φse i(x) =
√
βse
i!
e−α
2
sex
2
Hi(
√
2αseβsex) (33)
where ηse =
1√
2lse
, βse = (1 + (
2ηse
αse
)2)
1
4 , and δ2se =
α2se
2 (β
2
se − 1). The parameter αse is a tuning global scaling
factor and can be utilized to avoid numerical issues with
computing an inverse with extremely small eigenvalues.
Hi(·) denotes the ith Hermite polynomial. The squared
exponential kernel and its approximation using Mercer ex-
pansion are shown in figure 1.
One can interpret the expansion as a wavelet transform
utilizing Hermitian wavelets. With this interpretation we
see that the global scaling factor αse in the eigen functions
dilates or compresses the wavelet. Thus as the required
range of x increases one must decrease the scaling factor
for the kernel approximation to maintain accuracy. Since
αse is also present in the eigenvalue equations, this in
turn causes a slower eigenvalue drop off. Considering the
scaling factor together with the kernel width parameter lse
the implication is that one has to increase the number of
eigenvalues for narrow kernels or when increasing the range
of x. Finally, note that lse is present in both the eigen values
and functions and thus for the squared exponential kernel
the hyperparameter optimization requires re-evaluatingΦX
at every iteration.
4.1.1 Squared Exponential Derivatives
The kth derivative of Φse i(x) is calculated efficiently by
noticing that ∂
ke−α
2
sex
2
∂xk can be evaluated recursively
∂ke−α
2
sex
2
∂xk
= Pke
−α2sex2
P0 = 1, P1 = −2α2sex
Pk+1 = −2αse(xPk + (k − 1)Pk−1) (34)
and Hi(
√
2αseβsex) represents an Appell sequence, thus
∂kHi(
√
2αseβsex)
∂xk
=
k!(
√
2αseβse)
k
(i− k)! Hi−k(
√
2αseβsex)
(35)
Finally applying Leibniz rule we obtain the kth derivative
∂kΦse i(x)
∂xk
=
√
βse
i!
k∑
j=0
∂k−je−α
2
sex
2
∂xk−j
∂jHi(
√
2αseβsex)
∂xj
(36)
4.1.2 Squared Exponential Hyperparameters
Kernel length lse is the only hyperparameter for this kernel,
the gradient of λse i with respect to the kernel length is a
straightforward application of the chain rule.
∂λse i
∂lse
=
[
2i
∂ηse
∂lse
+
ηse(−i− 12 )(∂δ
2
se
∂lse
+ 2∂ηse∂lse ηse)
α2se + δ
2
se + η
2
se
]
[
αseη
2i−1
se (α
2
se + δ
2
se + η
2
se)
−i− 12
]
(37)
where
∂ηse
∂lse
= − 1√
2l2se
(38)
∂βse
∂lse
=
2
α2se
∂ηse
∂lse
ηse(1 + (
2ηse
αse
)2)−
3
4 (39)
∂δ2se
∂lse
= α2se
∂βse
∂lse
βse (40)
Using chain rule and relying on the Appell sequence proper-
ties of Hi(·), the gradient of Φse i with respect to the kernel
length lse can be evaluated efficiently as
∂Φse i(x)
∂lse
=
(
1
2βse
∂βse
∂lse
− ∂δ
2
se
∂lse
x2
)
Φse i(x)
+
√
2iαse
∂βse
∂lse
xΦse i−1(x) (41)
4.2 Periodic Kernel
The periodic kernel covariance function
kpr(x, x
′) = e
− 2sin(fpr
(x−x′)
2
)2
w2pr (42)
allows to create Gaussian processes that are periodic. The
frequency parameter fpr determines the distance between
the repetitions and the width wpr controls the kernel width.
The normalized Mercer expansion of the periodic kernel is
derived in [25] and presents as a harmonic Fourier series.
λpr 0 =
γpr
ζpr
, Φpr 0(x) = 1
λpr i =


e−
j2w2
2
ζpr
j = 2i− 1
e−
j2w2
2
ζpr
j = 2i
(43)
Φpr i(x) =
{
cos(jfprx) j = 2i− 1
sin(jfprx) j = 2i
(44)
5
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Fig. 2. Approximation of the periodic kernel with wpr = 0.4 and fpr = 2
using 1, 5, and 10 eigen values. With only 10 eigenvalues the mean
absolute difference between the approximation and the actual kernel
values is 3.6× 10−3.
where γpr and ζpr are the offset and scaling factor respec-
tively to ensure the kernel has a range of [0, 1].
γpr =
n∑
i=1
(−1)i−1e−
i2w2pr
2 , ζpr =
n∑
i=1
2e−
(2i−1)2w2pr
2 (45)
The periodic kernel and its approximation are shown in
figure 2. The kernel width parameter wpr only appears in
the eigen values, thus when learning a GP of a signal with a
known period,ΦX does not need to be re-evaluated at every
gradient descent iteration. One may also use this kernel for
non-periodic signals by selecting fpr such that the kernel
does not repeat in the range of x.
4.2.1 Periodic Kernel Derivatives
The sinusoidal structure of Φpr i(x) leads to easy evaluation
of the kth derivative.
∂kΦpr i(x)
∂xk
=
{
−(jfpr)ksin(jfprx) j = 2i− 1
(jfpr)
kcos(jfprx) j = 2i
(46)
Note that the above consists of scaled entries of Φpr i(x) and
thus once ΦX is computed,
∂kΦX
∂xk
can be obtained directly.
4.2.2 Periodic Kernel Hyperparameters
The periodic kernel frequency fpr and width wpr parame-
ters only appear in the eigen functions and values respec-
tively. Utilizing the exponential and sinusoidal structures of
the eigen values and functions the necessary derivatives for
gradient descent parameter optimization are as follows:
∂Φpr i(x)
∂fpr
=
{
−jxsin(jfprx) j = 2i− 1
jxcos(jfprx) j = 2i
(47)
∂λpr 0
∂wpr
=
1
ζpr
∂γpr
∂wpr
− ∂ζpr
∂wpr
γpr
ζ2pr
(48)
∂λpr i
∂wpr
= −wpri2λpr i − ∂ζpr
∂wpr
λpr i
ζ2pr
(49)
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Fig. 3. Approximation of the chebyshev kernel with a = 0.9 and b = 0.9
using 10, 20, and 40 eigen values.
Where
∂γpr
∂wpr
and
∂ζpr
∂wpr
are derivatives of the offset and
scaling factors respectively.
∂γpr
∂wpr
=
n∑
i=1
−(−1)i−1wpri2e−
i2w2pr
2 (50)
∂ζpr
∂wpr
=
n∑
i=1
−2wpr(2i− 1)2e−
(2i−1)2w2pr
2 (51)
4.3 Chebyshev Kernel
The final kernel function we include in this work is the
Chebyshev kernel [23].
kch(x, x
′) = 1− a+ 2a(1−b)(b(1−b2 )−2b(x2+x′2)+(1+3b2)xx′)
(1−b2)2+4b(b(x2+x′2)−(1+b2)xx′)
(52)
It has two hyperparameters a ∈ (0, 1] and b ∈ (0, 1) and a
valid Mercer expansion in the range of x ∈ [−1, 1].
λch 0 = 1− a, λch i = a(1− b)b
i
b
(53)
Φch 0(x) = 1, Φch i(x) =
√
2Ti(x) (54)
where Ti(·) is the ith Chebyshev polynomial. The kernel and
its approximation are illustrated in figure 3. Just like for the
squared exponential kernel the expansion can be thought of
as a wavelet transform, in this case using Chebyshev type
wavelets. In our work this kernel function is of particular
interest since all of the hyperparameters appear only in the
eigen values.
4.3.1 Chebyshev Kernel Derivatives
Similar to the Hermite polynomial derivatives presented
in section 4.1.1, the kth derivative of Chebyshev polyno-
mial can be represented through Chebyshev polynomials
of lower degrees [26].
∂kTi(x)
∂xk
= 2k
(i−k)/2∑
j=0
i(i− 1− j)k−1
(
k + j − 1
k − 1
)
Ti−k−2j(x)
− even(i− k)2k−1n( i+ k
2
− 1)k−1
(
i+k
2 − 1
k − 1
)
(55)
Where underlined superscript indicates falling factorials
xn = x(x−1) . . . (x−n+1) and the even(·) function outputs
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1 for even arguments and 0 otherwise. Since Φch i(x) is
obtained by scaling Ti(x),
∂kΦX
∂xk can be computed efficiently
from ΦX when using the Chebyshev kernel.
4.3.2 Chebyshev Kernel Hyperparameters
For this kernel the hyper parameters appear only in the
eigen values allowing for extremely fast gradient descent
based parameter optimization.
∂λch 0
∂a
= −1, ∂λch i
∂a
=
λch i
a
(56)
∂λch 0
∂b
= 0,
∂λch i
∂b
= −a(i(b− 1) + 1)bi−2 (57)
It is important to note that for all of the presented
expansions, as the width of the kernel decreases the number
of eigenvalues necessary for an accurate approximation
increases. Thus our method is particularly well suited when
the number of data points is significantly larger than the
number of eigen functions needed to accurately approxi-
mate the kernel. Using this approach with an inadequate
number of eigen functions will lead to convergence to a
wider kernel than optimal.
5 EXPERIMENTS
In this section we evaluate the computational complexity
and accuracy of the proposed method. First we show that
the training time of the proposed approach scales linearly
whenΦx has to be re-evaluated every training iteration and
is independent from the number of training points when the
hyperparameters only appear in the eigen values. Next we
evaluate the accuracy of the fast approximate multi-output
GP considering both the numbers of training samples and
eigenvalues. Finally, we show that the scaling matrixKf can
correctly identify the correlation between outputs.
5.1 Computational Complexity
As discussed in section 2, the proposed method requires
only an inverse of nM × nM matrix instead of NM ×NM ,
where n, M, and N are the number of eigen values, outputs,
and training samples respectively. During hyperparameter
optimization the proposed approach further splits into two
categories: (1) when the parameters are present in both
eigen values and functions or (2) only in the eigen values.
In the first case, Φx needs to be re-evaluated after every
training iteration, while in the second it is treated as constant
and only the eigenvalues are updated. Figure 4 shows the
time it takes to complete 100 iterations of hyperparameter
optimization using gradient descent for regular GP and the
two cases of the proposed approach. As expected, regular
GP quickly becomes intractable as the number of samples
grows. In the proposed method, when Φx needs to be re-
evaluated at every iteration, the computational complexity
grows linearly with the number of samples in the training
set. When parameters are only present in the eigenvalues,
the hypoerparameter learning time is independent from the
number of samples in the training dataset.
500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Number of samples
0
5
10
15
20
Ti
m
e 
(s)
Training Time vs Number of Samples
Regular GP
Se Approx
Pr Approx
Ch Approx
PrCf Approx
Fig. 4. Required time to complete 100 iterations of gradient descent
during hyperparameter optimization. Regular GP uses MATLAB’s fitgp
function and we can observe the training time grow exponentially with
the number of samples. When the proposed approach utilizes the
Squared exponential (Se Approx) or Periodic (Pr Approx) kernel ap-
proximation it requires re-evaluating Φx at every iteration and thus
the training time is directly proportional to the number of samples.
Employing the Chebyshev kernel (Ch Approx) or Periodic kernel with
constant frequency (PrCf Approx) approximations requires only a single
evaluation of Φx, during training the approach only updates the eigen
values. For this demonstration the input x is evenly spaced samples
from (-1, 1) and the output is sinc(x), 20 eigen values were used for all
kernels.
5.2 Accuracy
To validate the regression accuracy we generate training
data from an arbitrary generating function, using a sum
of sinusoids of random frequencies, amplitudes, and phase
shifts. This allows us to obtain the true kth derivative of the
signal and verify that the proposed approach can correctly
estimate high order derivatives. Zero mean Gaussian (ZMG)
noise is added to the training data to simulate sensor noise.
The training data is generated from:
Ytrue =
10∑
1
cisin(fix+ ϕi) + ǫs (58)
Where the amplitude coefficients ci, frequencies fi, and
phase shifts ϕi are drawn from a uniform distribution
U(1, 10) and ǫs ∼ N (0, 5). The input variable x consists of
10000 samples evenly spaced on the interval [−5, 5]. Figure
5 shows the regression capabilities of the Chebyshev kernel.
As the number of training samples increases so should
the regression accuracy. FAMGP allows us to utilize signif-
icantly larger training datasets. Figure 6 shows the RMSE
with respect to the number of training samples for regular
GP, and FAMGP with squared exponential and Chebyshev
kernels for the data presented in figure 5. Due to computa-
tional complexity we are not able to utilize more than 2000
samples for the regular GP, FAMGP can easily be trained
with a million, significantly improving the accuracy. The
squared exponential kernel approximation provides lower
RMSE compared to Chebyshev. However, Chebyshev kernel
parameter optimization is significantly faster since Φx is
computed only once.
Next we look at how the chosen number of eigenvalues
effects the regression accuracy. We compare the performance
of FAMGP with different number of eigenvalues to the stan-
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Fig. 5. Regression of finite Fourier series with ZMG noise using FAMGP
with the Chebyshev kernel approximation. In the top plot, blue dots
and teal dashed line show the noisy training samples Ytrain and the
noise free signal Ytrue, red solid line Yest is the initial regression result
before hyper parameter optimization (a = 0.5, b = 0.5), black line
Yest opt shows the regression after optimizing the hyper parameters
(a = 0.998, b = 0.954) using 5000 iterations of gradient descent which
took 5.3 seconds to complete. The bottom plot shows the ability of the
proposed approach to estimate the derivatives of the output, here we
show estimated and actual jerk of the signal (k = 3).
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Fig. 6. Regression accuracy improvement as the number of training
samples increases. Regular GP training is not feasible for more than
2000 samples. FAMGP allows to optimize hyperparameters even with a
million data points. The accuracy of both the squared exponential (EXP)
and Chebyshev (CHE) kernel approximations converges as the number
of samples increases. 75 eigenvalues were used for both kernels.
dard GP formulation using the squared exponential kernel.
Since the approximation can be interpreted as a wavelet
transform, increasing the number of eigenvalues allows
to accurately approximate a narrower kernel. Consider a
sum of 10 sinusoids on the interval x ∈ (−1, 1) with
frequencies evenly distributed from 1 to 10rad/s and ZMG
noise added of standard deviation of 0.1. Figure 7 shows
the regression RMSE as we increase the number of eigenval-
ues. The accuracy and kernel parameters of the proposed
approach converge to that of regular GP as the number of
eigenvalues increases sufficiently to correctly approximate
the narrow kernel. While the squared exponential kernel is
the most commonly used covariance function when using
GP regression, for FAMGP, the Chebyshev kernel is particu-
larly attractive since Φx does not need to be recalculated
during hyperparameter optimization and allows for very
fast training. The analysis shows that, while requiring more
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Fig. 7. Regression RMSE as the number of eigenvalues increases. The
top plot shows the noisy training data Ytrain, ground truth Ytrue, and
FAMPG predictionYest opt signals when using the squared exponential
kernel approximation with 100 eigenvalues. The bottom plot shows the
regression RMSE as the number of eigenvalues increases from 20
to 100. The regression error of FAMGP converges to that of regular
GP using both the squared exponential (EXP) and Chebyshev (CHE)
kernel approximations. For the squared exponential kernel regular GP
regression converges on width and scaling factors of 0.050 and 225.55
respectively, at 50 eigenvalues FAMGP optimization converged to very
similar hyperparameter values lse = 0.048 and Kf = 215.22, the
eigenvalues sum to capture 97% of data
eigenvalues, the regression accuracy when using the Cheby-
shev kernel is comparable to that of squared exponential.
5.3 Correlation
Finally we demonstrate that FAMGP can correctly estimate
the correlation between outputs and significantly improve
regression when partial outputs are available. Furthermore,
we compare the multioutput performance to that of regular
GP [20] and show that both methods perform equally well
and converge to almost identical correlation matrix and
kernel parameters. We sample 2000 training points of a
highly correlated 2 dimensional signal from a zero mean nor-
mal distribution with a known covariance matrix generated
utilizing equation 26. The squared exponential covariance
(eq. 31) with kernel parameters lse = 0.1 is used for KXX
and x ∈ (−1, 1). High correlation between the outputs is
achieved by settingKf as follows:
Kf =
[
1.0 −0.95
−0.95 1.0
]
Zero mean Gaussian noise is added to the output with
ΣNm = 0.05INm. To test the ability of the proposed ap-
proach to utilize output correlation for regression we learn
the kernel parameters and Kf using the first 1333 data
points. Next, α′ and G (table 1) are computed utilizing all
2000 samples of output 1 and only the 1333 training samples
of output 2. This simulates the situation where historical
data of both correlated outputs is available for training.
However, during regression, we have one output and would
like to estimate the other. The data is visualized in figure 8.
We train regular GP with the full squared exponential
kernel and FAMGP with the kernel approximation utiliz-
ing 75 eigenvalues, initial kernel parameters of lse = 0.5
and initial correlation matrix set to identity, Kinitf = I2.
Gradient descent converges on parameters shown in table
8
Fig. 8. Two dimensional correlated training signal. The pink and yellow
shaded regions are the training and test data sets respectively. Noisy
output 1 (Y 1 blue) is available both during training and testing. Output 2
is available for training (Y 2 red) but is missing from the test set (Y 2missing
gray).
2. The method correctly estimates a strong negative corre-
lation between the outputs even in the presence of signif-
icant noise. Figure 9 shows the FAMGP regression results
over the test region when assuming independent outputs
(Kf = IM ) and using the learned correlation matrix, clearly
demonstrating the benefits of the multivariate GP extension.
Table 3 compares the regression accuracy of FAMGP and
regular GP for training and test data regions. Using 75
eigenvalues and functions to estimate a squared exponential
kernel of length 0.1 is accurate to 99.99% and thus the
results between FAMGP and regular GP are almost identical.
However, the training, regression, and storage requirements
of FAMGP are magnitudes less than that of regular GP. For
this example, at each training iteration FAMGP computes
the 1333× 75ΦX matrix and evaluates a 150× 150 inverse,
regular GP calculates the full 1333 × 1333 kernel and the
inverse of a 2666 × 2666 matrix. The proposed approach
and regular GP took 45 and 441 seconds respectively to
complete the required 926 gradient descent iterations for
parameter convergence. After training, FAMGP needs to
only save the 150 element α′ vector and 150× 150Gmatrix
while GP needs the full 2666× 2666 kernel inverse. Finally,
for mean regression over the test set, FAMGP computes a
667 × 75 ΦX and multiplies it with the first 75 rows of
α′ to estimate Y 1 and last 75 rows for Y 2, GP requires
667 × 1333 kernel calculation and multiplication of the
Kronecker product of the kernel and the correlation matrix
with a 2666 sized vector. The computational requirements
grow linearly for FAMGP and exponentially for GP, thus
while we can significantly increase the dataset size for the
proposed approach, regular GP quickly becomes intractable.
6 CONCLUSION AND FUTURE WORK
In this work we presented a novel fast approximate multi-
variate Gaussian process framework. The key idea of the
method is to approximate the covariance kernel using a
finite number of eigenvalues and eigenfunctions. For a
single output model this allows to reduce the required
computational complexity of a GP training iteration from
O(N3) to O(n3) where N and n are the number of training
TABLE 2
Optimized Kf matrix and kernel width for correlated outputs. Gradient
descent converges to the true kernel width and accurately finds the
negative correlation between outputs 1 and 2. The optimized
parameters are very similar for both FAMGP and regular GP.
FAMGP GP
K
opt
f
=
Y 1 Y 2 Y 1 Y 2
Y 1 1.567 -1.582 1.559 -1.554
Y 2 -1.582 1.706 -1.554 1.664
l
opt
se = 0.108 0.109
Fig. 9. FAMGP regression over strongly correlated outputs. In the test
region (yellow) noisy samples of Y 1 are available while Y 2 is entriely
missing as explained in figure 8. Left: Uncorrelated output assumption,
Kf = I2. When the outputs are assumed uncorrelated even though
Y 1 is available for regression in the test region it is not utilized in
estimation of Y 2 and the estimate drops to the zero mean assumption.
Right: Using Kf learned from the training region. Due to the correlation
between outputs FAMGP can utilize the Y 1 samples in estimating Y 2
and maintain regression accuracy.
samples and eigenvalues respectively. In the multioutput
case complexity is reduced from O((MN)3) to O((Mn)3)
where M is the number of outputs. The proposed approach
not only allows for fast training and estimation but also
provides any order analytic derivatives of the GP. We
provide the eigenvalues and functions of three different
kernels (squared exponential, periodic, and Chebyshev) and
show that in special cases hyperparameter optimization can
be completely independent from the number of training
samples. The method is extensively validated in simulation
showing that depending on the optimal kernel width the
proposedmethod’s accuracy converges to that of regular GP
with only a few eigenvalues. Our FAMGP implementation
will be made publicly available 1.
Currently the number of eigenvalues can be considered
a tuning parameter of the algorithm, future work will in-
1. MATLAB source code will be available with the final submission
at https://github.com/LucosidE/FAMGP
TABLE 3
Regression root mean squared error for the correlated data split into
training, test, and entire dataset.
Train Test All
FAMGP 1.28E-04 0.0421 0.0141
GP 1.54E-04 0.0418 0.0141
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clude automatically increasing or reducing the number of
eigenvalues during hyperparameter optimization by con-
sidering the ratio between the largest and smallest. This
will allow training to speed up for wider kernels and
maintain accuracy for very narrow ones. We also want to
explore the applicability of the kernel approximations to
multiple inputs, combining multiple kernels, and exploring
additional available Mercer expansions. This would allow
for learning much more complex processes. Finally, it may
be possible to further optimize GP training and regression
by combining the proposed approachwith existing inducing
points methods [10], [13] leading to Gaussian processes
capable of handling extremely large datasets.
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