We propose maximizing the change of thermodynamic entropy in order to obtain the probability distributions for nonequilibrium systems in steady or stationary evolution. Arguments are forwarded to support this approach. A path information leading to KolmogorovSinai entropy is defined for an ensemble of possible trajectories between two points in phase space. It is shown that the maximization of this information leads to the most probable paths which minimize action. This result suggests a statistical interpretation of the principle of least action for nonequilibrium thermodynamic systems. In the second part of this work, the principle of maximal change of thermodynamic entropy is applied to the nonequilibrium systems evolving in fractal or hierarchic phase space thanks to the relative entropy change given by R = i p i − i p q i , where q is in general a positive real parameter characterizing the topology features of the phase space and the sign of entropy production. It is shown that the maximization of |R| is useful for many chaotic systems. A possible nonequilibrium thermodynamics is discussed in connection with Havrda-Charvat-Tsallis entropy S q = − R 1−q .
Introduction
The aim of this work is to investigate the probability distributions and the statistical thermodynamics of nonequilibrium dynamical systems. By definition, nonequilibrium probability distributions cannot be studied by using the principle of maximum entropy because this principle follows the second law of thermodynamics and in general only leads to equilibrium or metaequilibrium distributions [1] . For nonequilibrium systems on the way of evolution, entropy changes as time goes on. So there is no entropy maximum or energy minimum at all even when the system is in stationary or steady evolution 1 . For N-particle systems, the nonequilibrium probability distributions in phase space can be studied by using Boltzmann transport equation in the presence of short range pairwise interaction and Vlasov kinetic equation in the case of long range interaction [2] , or more generally with BBGKY hierarchy equations [3] . The time evolution of the probability is in general given by Liouville's equation [2] . There are still other methods to determine probability distributions for chaotic systems [4] . However, the question remains open as to whether one can derive these probability distributions directly from information theory or from entropy in connection with macroscopic thermodynamic quantities. It is worth emphasizing here that the information we address in this work is not our knowledge. Information is our ignorance about the system under consideration. More we know about the system, less there is information. If one can answer all the questions which can be asked about a system, there is no information at all. According to Shannon, this information can be measured by the formula S 1 = − i p i ln p i where p i is in general the probability attributed to certain situation i. If p i is the phase space probability distribution of a thermodynamic system, S 1 is identified to the entropy of the second law of thermodynamics and called Gibbs-Shannon entropy (GSE).
The idea of this work is to maximize the change of information or of thermodynamic entropy during nonequilibrium processes. This principle will be applied to some nonequilibrium systems with the help of a thermodynamic entropy change calculated in term of probability distribution in fractal phase space [5, 6] . A possible statistical thermodynamics for these nonequilibrium systems is discussed.
One of the motivation of this idea is relevant to the generalized statistics based on Havrda-Charvat-Tsallis entropy [7] . This statistics is characterized by a so called q-exponential power law distribution 2 . This theory has been recently investigated in connection with many nonequilibrium systems such as some complex systems on the edge of chaos, turbulence, economic systems, fractals or multifractals. These works have led to the understanding that this nonextensive statistics is a theory for this kind of systems, although the first stone in its foundation is the maximum entropy principle. This situation raises a question as to whether the maximum entropy principle is in general valid for nonequilibrium systems. As mentioned above, a nonequilibrium system in evolution (stationary or not) does not maximize its entropy, unless it is in meta-equilibrium states. But one can not systematically assume these special states for the studied systems showing q-exponential distributions. On the contrary, many of these systems are in general on the way of evolution at any time. Assuming meta-equilibrium state would enormously limit the validity of the generalized theory. In this paper, it will be shown that the idea of maximizing entropy change is more suitable for these systems and that the whole framework of the generalized statistical thermodynamics obtained from maximum entropy can be reproduced by maximizing an entropy change. It is our hope that this approach will help to understand the generalized statistical mechanics and shed light on some questions concerning the corresponding thermodynamics.
Why do we maximize entropy change
The Second Law of Thermodynamics requires that thermodynamic systems change along a sequence of configurations, each having a higher probability of occurrence than the preceding configuration. This law tells us the direction of this process of increasing entropy which stops with an equilibrium state having maximal entropy, but it does not tell us how and along which phase space trajectories this process happens. The same problem also arises with the method of maximum entropyà la Jaynes. This method gives us the probability distributions maximizing thermodynamic entropies, but it does not tell us what are the possible distributions before the equilibrium state is reached. If we are interested by these nonequilibrium distributions and want to study them in connection with macroscopic thermodynamic quantities like entropy, energy, temperature, etc., we should search for other mathematical methods based on physical principles different from the second law and Jaynes approach.
If one looks at a water running downhill into a basin, one can not only say that it is minimizing its potential energy and gets minimal energy in the basin, but also tell that, by virtue of the principle of least action, the water seeks the steepest descent, the quickest way down to the basin. When one looks at a light travelling through a sequence of different media, he knows that the light chooses the quickest trajectory according to Fermat's principle of Least Time. The path of an ensemble of bodies in gravitational field (i.e. free fall in space time) is a geodesic 3 . These aforementioned nonequilibrium systems or processes belong to the Maupertuis' universe whose perfection demands a certain economy in nature and is opposed to any needless expenditure of energy.
Let us take another special example, the phase transition between two crystal structure. If one is interested in the final crystal structure in, e.g., a numerical simulation, she or he can minimize the potential energy of the systems since this is what the system does. But if one is interested in the critical states or the distributions of the atoms over the critical states visited by the system during the transition, she or he must first of all find the criterion for the atoms to choose visited states because there are in principle infinite available states leading to different trajectories in phase space for the crystal to pass from one structure to another. From the mechanical point of view, each atom in the system must try to follow the principle of Maupertuis to minimize its action during the transition such that the total system also tends to minimize its action in choosing the path from one crystal structure to another. This reasoning is plausible but not practically useful for the systems with large number of degrees of freedom since the calculation of the
Phase space paths Figure 1 : The possible phase space paths (k = 1, 2...w) for a system to go from the point a to the point b, each having a probability P (k) and yielding a entropy production. If w is the number of all the possible paths, we have
total action as a sum of the actions of each atoms is practically not possible. In this case, we expect that the principle of least action can apply with the help of statistical approach. Now we look at a nonequilibrium system travelling in its phase space from point a to point b. Suppose that (see figure 1 ) the system have thermodynamic entropy S a at a and S b at b. There are w possible paths for the system to go from a to b, each having a probability P (k) (k = 1, 2...w) and corresponding to an entropy production rate s k (t). A constraint on these paths is that each path must produce the same amount of entropy, i.e., ∆S = S b − S a which should be constant for two fixed points whatever path the system chooses. In general, different paths correspond to different phase space probability distributions. The question is : what is the criterion for the system to choose its path?
Suppose that the system is at point a at time t a and arrives at point b at time t b (k) after the trip along the trajectory k. Then the total entropy change can be calculated along different trajectory by the following path integral
where s k (t) is the time rate of entropy production along the trajectory k.
The average time rate of entropy production is then given by
Since there are processes of increasing entropy (e.g., relaxation to equilibrium of an isolated systems) as well as decreasing entropy (e.g., biological growth, crystal growth, etc.), s k (t) can be positive as well as negative. Due to the fixed total entropy change ∆S, it is expected that different paths with different entropy production rate result in different travelling time ∆t k = t b (k)−t a from a to b. The principle of maximum entropy change consists in saying that the most probable trajectory of the nonequilibrium system from a to b and the corresponding probability distribution, among all the possible trajectories and distributions, require the least time ∆t k or the maximal entropy production |s k (t)|. That means that, if the entropy must increase or decrease, the system will seek the quickest way to do it so that the entropy change (positive or negative) of the system is optimal at any time of the evolution and arrives at final states (equilibrium or not) with entropy as large or small as possible.
A plausible argument supporting this principle is the following. Suppose that the point a is a nonequilibrium state and the point b is an equilibrium state. Then the system must maximize its thermodynamic entropy S b in arriving at b. Let us cut the phase space path of the system into W small segments l j (j = 1, 2...W ). Let ∆S j be the entropy production on the segments l j . The total entropy change is given by ∆S = lim W →∞ W j=1 ∆S j . The maximum of S b = S a + ∆S consists in maximizing ∆S. Now if the system does not maximize its entropy change on a segment l j and does it on all the other segments, the final entropy S b will not be maximized. So for the system to be able to reach equilibrium at point b, the entropy change must be maximized on every segment, i.e., max
In other words, the entropy change of a nonequilibrium system must be maximized at any moment of its evolution. The same proof can be used for a process of decreasing entropy if the system must lose its entropy from a to b.
Another argument suggesting this principle of maximum entropy change is discussed below in connection with an information called "KolmogorovSinai entropy" [8] .
About a path information
The problem of the choice of paths by a system moving between two phase space points can be analyzed with more mathematics in the following way. Let us come back to Figure 1 . By definition, P ab (k) is the probability that the system take the path k from the point a to b. There are w possible paths. For this complete ensemble of paths satisfying w k=1 p ab (k) = 1, a Shannon information can be defined as follows :
H(a, b) is a path information and should be interpreted as the missing information necessary for predicting which path the system takes from a to b. It is not to be confounded with Gibbs-Shannon entropy given in term of p i , the probability distribution of a system in its phase space. The phase space volume is now coarse grained and partitioned into M small cells labelled by i = 1, 2, ...M which may be different in size and shape. In general, different probability distributions p i or partitions lead to different paths, each being described by a sequence of symbols representing the visited cells, i.e., the k th path is {i k (1), i k (2), ..., i k (W k )} representing a sequence of W k cells visited successively by the path k. However, different sequences of cells constructed from a same partition or phase space probability distribution are allowed. According to Figure 1 , i k (1) and i k (W k ) must be the two cells containing the point a and b, respectively, for whatever k. Other labels i k (j) (j = 2, 3, ...W k − 1) run over all the permitted cells for each path. We can write
with (5) where i k (a) and i k (b) indicate the two cells containing a and b. The summation over k in Eq.(3) now becomes a summation over all the possible symbolic sequences, i.e., over all the permitted values of each symbol i k (j). h(a, b) can be seen as the path information per step of the evolution. Its definition looks like that of Kolmogorov-Sinai entropy (KSE) [8] . But it is not. h(a, b) is a path information limited between a and b but with arbitrary travelling time because, in Eq. (4), different path k has different number W k of visited cells, which means different travelling time for different paths. KSE is a path information with arbitrary destination but the number of visited cells in each sequence does not change from path to path, i.e., W k = W for all k which means same travelling time for every path. As a matter of fact, h(a, b) can be averaged over all the possible initial states having the entropy S a and over all the possible final states having the entropy S b . Let p i k (1) be the probability distribution of the initial condition and p i k (W k ) of the final states in the coarse grained phase space, we define
where
and
is then the probability that the system takes the path k to go from any state of entropy
. Now if we omit the two constant S a and S b in Eq.(6), the maximum of h can then be considered as KSE [4] . Why do we maximize the path information in defining KSE? Is there any connection with the optimization of the thermodynamic entropy production during nonequilibrium evolution? There is no answer to this question as far as we know, However, many interesting works (see [4, 9, 10, 11] and the references therein) have been carried out to investigate entropy production and KSE of some chaotic systems. These works show that the maximum of h leads to generating partitions 4 [4] and to optimal partitions of some chaotic maps [11] , and that KSE indeed coincides with averaged entropy production rate s k (t) [9] . These works strongly suggest that, for the studied nonequilibrium processes, the optimal paths or trajectories probably maximize the path information or thermodynamic entropy. Unfortunately, no general relation can be proved up to now between the path information and thermodynamic entropy production. From these works, it can only be conjectured that the maximum of path information h, i.e., KSE, and the maximum of entropy production rate s k (t) = dS dt may take place at the same time.
In what follows, we shall try to prove that, if a system attempts to minimize its action in choosing its path, it must maximize its path information at the same time.
4 Kolmogorov-Sinai entropy and least action Suppose a N-particle system evolving in the phase space of Figure 1 . The classical mechanical action for each path can beà priori calculated for the system by using path integral from a to b. The action A ab (k) along the path k is then given by
where L k (t) is the Lagrangian of the system at time t on the path k and can be defined by
is the total kinetic energy and V k (t) the total potential energy of the system. If, for example, the system is additive and that the interaction between the particles is pairwise, i.e., the potential energy between the particles n and m is v nm depending only on their positions x n and x m , we have
N n=1 a n (k) where a n (k) = t b ta l n (k)dt is the action and l n (k) = u n (k) − v n (k) the Lagrangian of the particle n along the path k. So the action of a thermodynamic system is in principle something we can calculated from our knowledge about the elements of the system. We suppose here that the paths are differentiated by their actions, or, in other words, the path probability is determined uniquely by the action of each path, just as the probability distribution of a canonical ensemble is uniquely determined by the hamiltonian of the system under consideration. Now we consider a "canonical" ensemble containing a large number (fixed) of the studied system moving from a to b. These identical moving systems must be distributed, according to P ab (k), over the w paths. The action of each system from a to b can change from one path to another. An expectation of the action A ab (k) over all the possible paths (systems) can then be calculated by A ab = w k=1 P ab (k)A ab (k). It is known that the Shannon information is concave as a function of normalized probability P ab (k). According to the principle of Jaynes, in order to get the optimal distribution, the path information H(a, b) (equivalently, h(a, b) or h) can be maximized under the constraints associated with our knowledge about the system and the relevant random variables, i.e., with the normalization of P ab (k) and the expectation A ab :
This leads to the following distribution
Putting this distribution into H(a, b) given by Eq.(3), we get
where Q is given by Q = w k=1 exp[−ηA ab (k)]. It is worth emphasizing that the distribution given by Eq. (10) is a consequence of the maximization of the path information. It can be shown that this is a distribution of least action provided η = ∂H(a,b) ∂A ab > 0. This is indeed what we expect because, by virtue of Eq.(10), positive η implies that the paths of smaller action are statistically more probable than the paths of larger action. In other words, the most probable paths must be of least action. This result can be considered as a statistical interpretation of the principle of least action. A further discussion of the meaning of this result will be given at the end of this paper. Now we shall show that the above distribution is stable. Suppose that the path of maximum H(a, b) is split into two equal parts 1 and 2 each having a path information H 1 = H 2 = H and an average action A 1 = A 2 = A. The total information is then H(a, b) = 2H and total action is H(a, b) = 2A. If now we consider a small deformation of the path with virtual changes in the two parts such that δA 1 = δA and δA 2 = −δA, the total information will be disturbed. We write ∂A 2 ≤ 0. In the same manner, it can be shown that the condition for the distribution Eq.(10) to be a least action distribution is
So it is crucial to prove the positivity of η. General ways to prove it are still missing. We only justify it with a special example : Brownian motion. Suppose that, in Figure 1 , a Brownian particle moves from a to b via a single intermediate point k where a collision takes place. Between the three points a, k, and b, the particle is free. It is known [12] that, as a solution of the diffusion equation, the transition probability for the particle to go from a to b via k is
On the other hand, the action of the particle A ab from a to b can be calculated to be
[13]. So from Eq.(10), we have
It is evident that η = 1 2mD
is positive, where m is the mass of the particle. For a system containing a large number of Brownian particles (e.g., dilute gas), the above reasoning is still valid with only more intermediate points and a summation of actions over all particles each having its own number of intermediate points. So the positivity of η proved here for Brownian particles can be applied to a large variety of thermodynamic systems. Again we emphasize that the positivity of η signifies that the maximum path information intrinsically parallels the minimum action, in other words, the distribution of maximum information is just the distribution of least action. It is expected that this result may shed light on the existence of KSE given by maximizing the path information h. Our result implies that all paths or trajectories corresponding to KSE of nonequilibrium evolution minimize the action of the system. One should recall that this conclusion is reached with the starting hypothesis that the paths are differentiated by their actions.
Entropy production due to fractal geometry
Now let us come back to the principle of maximum entropy change which will be used to derive the phase space probability distribution of nonequilibrium systems. This approach requires that s k (t), or its monotonic functions, is given in term of the phase space probability distributions p i . It is expected that the extremization of s k (t) yields the path of least travelling time and the probability distribution of maximal entropy production. We conjecture that this path is the same one as given by maximum path information (KSE) or, equivalently, required by the least action principle. The corresponding probability distribution, by virtue of its stability, should be the distribution of stationary or steady evolution of the nonequilibrium system. We look at a statistical ensemble of identical nonequilibrium systems, such as many chaotic dynamic systems investigated recently [10] , moving in fractal phase space. The outcome of this movement is not specified. This may be a relaxation process towards equilibrium or a long evolution from one nonequilibrium state to another. For this kind of systems, a thermodynamic entropy change has be derived in our previous works [5, 6] in term of phase space probability distribution and extremized to derive power law distribution and to discuss some problems relative to the nonextensive thermostatistics based on Havrda-Charvat-Tsallis entropy. We give here a brief description of the approach and discuss a possible thermodynamics for these nonequilibrium systems.
In reference [6] , we supposed that all state points in the phase space were equiprobable and uniformly distributed in the initial condition volume and that the state density is scale invariant. In this case, the relative increase of information from zeroth to λ th iteration of the scale refinement (finer and finer partition of the phase space) is given by
where i is the index and v λ is the total number of the cells of the phase space partition which increases as time goes on. q should be considered as a parameter characterizing the topological feature of the phase space. If the phase space is a simple fractal with dimension d f , we have q = d f /d where d is the dimension of the phase space when it is smoothly occupied. Eq. (14) is originally derived with the hypothesis of incomplete information and incomplete probability distribution for fractal phase space [5, 6] . But its form remains the same for complete probability distribution p i (i.e. v i=1 p i = 1). The following presentation is made within this formalism.
R has following properties 1. R is a relative change, so −1 ≤ R ≤ 1.
2. For a system composed of two sub-systems A and B with q A and q B satisfying the following rule of product joint probability
it is easy to show the following nonadditivity :
3. R is positive and concave for q > 1, and negative and convex for q < 1. If q = 1, there is no fractal, so R = 0 (see figure 2) . In other words, the fractal feature of the phase space is responsable for the entropy change. This is in accordance with the numerical result for some chaotic maps [10] .
It is known that, for a simple fractal,
implies phase space expansion (contraction). This connection can be generalized for chaotic dynamical systems, i.e., q > 1 corresponds to expansion of phase volume with positive Lyapunov exponent (we lose knowledge about the system) and q < 1 to shrinkage of phase volume with negative Lyapunov exponent (we gain knowledge about the system). These above affirmations are verified in the application to some chaotic maps described below and imply that the maximization of entropy change is equivalent to the maximization of the expansion and contraction of phase space volume.
6 Nonequilibrium probability distribution of canonical ensemble
According to the principle of maximum entropy change, R can be extremized to yield the most probable or stationary paths from a to b and the corresponding probability distributions. This is not necessarily the shortest path but the path along which the entropy of the system increases or decreases in the quickest way, i.e., the path of least travelling time ∆t k . In what follows, the method of Jaynes [1] using Lagrange multipliers will be applied to extremize R. The first constraint of this method is as usual connected to our knowledge about the probability, i.e., the normalization v i=1 p i = 1. The second constraint will be connected to our knowledge about the energy of the system. It is supposed that all the energies E i of the v discrete states of the system are well known. We propose using the unnormalized expectation U = v i=1 p q i E i . The reason for this will be given later in the discussion of the nonequilibrium thermodynamics. Another choice is the normalized variation of the unnormalized expectation given by the so called escort probability [4] 
. From the viewpoint of thermostatistics, the second choice leads to the same consequences as the first one which is used in the following discussions.
The entropy change R is extremized as follows :
which leads to
is the normalized constant. Note that this distribution is valid only for q = 1 since R can be extremized only for this case. For the moment, we do not know the asymptote of this distribution function for the case q → 1 since the Lagrange multiplier γ associated to the energy expectation is not determined yet.
If in general there are w variables x {σ} (σ = 1, 2..w is the index of these variables) concerned in a nonequilibrium process, R should be extremized with w multipliers γ σ each connected with an expectation
is the value of x {σ} when the system is at the state i. The probability distribution is obviously given by
This distribution can be applied to many chaotic maps. Following are some examples.
Un model for population evolution
The logistic map y n+1 = Ay n − By 2 n (0 < y n < y max ) [8] is often used for modelling the biological population evolution, where y n is the population of the n th year or of n th order of iteration, y max = A/B is the maximal population (for given living conditions) not to exceed in order that the concerned species do not die out next year, A is a positive constant connected with population growth and B is a positive constant connected with the population decrease.
In this model, the two variables for the population evolution is x n and x 2 n . So if in Eq.(19) one puts x {1} = y and x {2} = y 2 , one gets,
According to the assumption of the roles of the y-term and y 2 -term in the population evolution, we can suppose that γ 1 is related to population increase and γ 2 to population decrease. When γ 1 y + γ 2 y 2 ≫ 1, Eq.(20) becomes
By comparison with the distribution given for A = 4 [8] :
where x = y/y max , we obtain γ 1 = −y max , γ 2 = 1, Q = π/y max and q = 3. So R > 0. This implies an increasing entropy process with positive Lyapunov exponent .
The continued fraction map
The continued fraction map [4] is a chaotic map given by x n+1 = 1/x n −⌊1/x n ⌉ where ⌊1/x n ⌉ is the integer part of 1/x n and x n is a real number between 0 and 1. The probability distribution is given by p(x) = 1/(1 + x) ln 2 and satisfies x p(x) = 1. This distribution can be obtained from Eq.(19) by using w = 1, x {1} = x, γ 1 = −1, Q = ln 2 and q = 2. This is also an increasing entropy process with Lyapunov exponent λ = ln 2 [4] .
Other application can be found in [6] , e.g., for Ulam map x n+1 = 1 − µx 2 n (−1 < x n < 1) with µ = 2, q = 3 and for Zipf-Mandelbrot's law p(x) =
Nonequilibrium thermodynamics
Now we discuss the formulation of a thermodynamics for nonequilibrium systems on the basis of the statistical formalism proposed above. We seek only a formal coherence here. It will be shown that the mathematical structure of the equilibrium thermodynamics can be preserved and conveniently used for nonequilibrium systems. For nonequilibrium systems, entropy and energy can have the same meaning as in the equilibrium case. But temperature and pressure do not, since for a macroscopic nonequilibrium system, temperature and pressure may be in general different at different points in the system. In this case, for example, the formula β = 1/T = ∂S ∂U V is rather an intensive thermal parameter connected with the local temperatures than the temperature itself in the conventional sense. This will be discussed in detail below. Now let us look at a total system having q A+B composed of two subsystems A and B having q A and q B , respectively. In order to derive the nonequilibrium thermodynamics for these systems, we suppose that the total system A + B is at some stationary state which extremizes R, i.e., dR(A + B) = 0. This leads to, from Eq.(16) :
Now using the product joint probability given by Eq.(15) and the relationship
derived from the distribution function given by Eq.(18), we get
which leads to the following rule for the energy variation
.
In order to identify γ, we need now a rule for energy composition. We will mimic the procedure in the conventional statistical mechanics which supposes an additive composition dU = dU ( . For our nonadditive case, a simple choice from Eq.(25) is the following rule
which recovers the additive composition for q A+B = q A = q B = 1 and implies, in case where γ(A) = γ(B),
Now let us suppose that, for a stationary evolution, the energy of the total system A + B is constant, i.e., dU(A + B) = 0. From Eq.(26), we obtain
This relationship should be considered as a generalization of the additive energy rule dU(A) + dU(B) = 0 of 
where γ = − ∂R ∂U
. At this stage, we do not know yet the meaning of Eq.(29) since the physical content of the constant γ is still missing. In order to find the physical meaning of γ and to establish a thermodynamics, we have to define entropy for the nonequilibrium system under consideration. We require that the entropy be connected with the geometrical aspect of the system, i.e., with q, and become Boltzmann-Gibbs entropy when q = 1 or d f = d, that is, when the phase space is smoothly occupied. As a matter of fact, there is a long list of candidates [14] for this purpose, each being proposed with mathematical or physical arguments in order to generalize Boltzmann-Gibbs entropy. In what follows, we will discuss the thermodynamics based on an entropy for nonextensive systems : the Havrda-Charvat-Tsallis entropy [7, 15] .
Nonequilibrium thermodynamics with Havrda -Charvat -Tsallis entropy
Havrda-Charvat-Tsallis entropy is given by :
Mathematically, this entropy tends to Gibbs-Shannon one S 1 for q → 1. If we write it as
, we see that it is proportional to the ratio of the information change to the dimension difference which is just the origin of the former. 
It has been shown [6, 16] that, at equilibrium or meta-equilibrium state maximizing S q , β = 1/T = ∂Sq ∂U V is really the measurable temperature. But here for nonequilibrium systems it should be in general considered as a parameter characterizing the entropy and energy change during the nonequilibrium process. Eq.(31) tells us that β(A) = β(B) if q A = q B . On the other hand, if q A = q B , we always have β(A) = β(B).
By virtue of the relationship between γ and β, the stationary probability distribution given by Eq.(18) becomes
which is just the probability distribution of the generalized statistical mechanics based on Havrda-Charvat-Tsallis entropy. This stationary distribution, for q → 1, tends to the exponential Boltzmann stationary distribution obtained from Boltzmann transport equation [2] . We would like to point out that, although Eq.(32) has the above mentioned asymptote for q → 1, the validity of this statistical thermodynamics requires q = 1 because it is a consequence of the maximization of R which is zero for q = 1. According to our starting assumption, q = 1 should be considered as an equilibrium case where the state points are smoothly distributed in phase space such that the entropy production is zero.
Pressure and chemical potential can also be investigated in the same manner as above. The reader is referred to [6] for a detailed discussion on the definition of pressure for stationary nonequilibrium systems.
Conclusion
In summarizing, we have proposed maximizing the change of thermodynamic entropy in order to obtain the probability distributions for nonequilibrium systems in steady or stationary evolution. A proof of this principle is forwarded to affirm that a nonequilibrium system must optimize its thermodynamic entropy change at any moment of its evolution. On the other hand, a path information is defined for the ensemble of possible trajectories of a system between two points in phase space. This path information can be averaged and maximized to give Kolmogorov-Sinai entropy. It is shown that the maximization of this information leads to the paths of least action (at least for dilute gas). This suggests a statistical interpretation of the principle of least action of Maupertuis, i.e., the paths of least action are the most probable paths. This intrinsic connection between the path information and action can be stated in a different way (in favor of the maximization of path information), i.e., the principle of least action requires the maximization of path information in order to find the most probable paths. It is conjectured that these paths, proved to be stable with respect to the fluctuation of action, correspond to the stationary phase space distributions which maximize the change of the thermodynamic entropy of nonequilibrium process.
As an application of the principle of maximum entropy change, the stationary phase space distributions are derived for nonequilibrium systems evolving in fractal or hierarchic phase space on the basis of an entropy change given in term of phase space probability distributions. A possible nonequilibrium thermodynamics is discussed in connection with Havrda-CharvatTsallis entropy. It is shown that the formal structure of the equilibrium thermodynamics can be preserved for these nonequilibrium systems in stationary evolution. This work is carried out by assuming that Havrda-Charvat-Tsallis entropy applies to nonequilibrium systems. The possibility of applying it to equilibrium nonextensive systems is still an open question.
