A theoretical model chemistry designed to achieve high accuracy for enthalpies of formation of atoms and small molecules is described. This approach is entirely independent of experimental data and contains no empirical scaling factors, and includes a treatment of electron correlation up to the full coupled-cluster singles, doubles, triples and quadruples approach. Energies are further augmented by anharmonic zero-point vibrational energies, a scalar relativistic correction, first-order spin-orbit coupling, and the diagonal Born-Oppenheimer correction. The accuracy of the approach is assessed by several means. Enthalpies of formation (at 0 K) calculated for a test suite of thirty-one atoms and molecules via direct calculation of the corresponding elemental formation reactions are within 1 kJ mol −1 to experiment in all cases. Given the quite different bonding environments in the product and reactant sides of these reactions, the results strongly indicate that even greater accuracy may be expected in reactions that preserve (either exactly or approximately) the number and types of chemical bonds.
INTRODUCTION
At a time when the majority of practitioners have essentially abandoned the field in favor of densityfunctional theory, traditional quantum chemistry (comprising what have come to be known -somewhat pejoratively in some circles -as "wavefunction methods") has evolved so that methods are now available that are capable of determining molecular properties at a very high level of accuracy. Instead of providing rough estimates of quantities such as vibrational frequencies and structural parameters, routinely applicable modern techniques are capable of ca. 10 cm −1 accuracy for fundamental vibrational frequencies [1, 2] and ca. 0.002-0.003Å accuracy in equilibrium bond distances [3] . With the seemingly constant improvements made in computer hardware technology, both the level of accuracy and the scope of systems suitable for treatment at a given level of accuracy will continue to grow.
One area where extremely high accuracy is generally useful and has significant impact is in the determination of thermochemical parameters. Enthalpies of formation, heat capacities and standard entropies of molecular species entirely determine their thermodynamic fate. Experimental methods based on calorimetry, kinetics, spectroscopy and various ion cycles have been used for decades to determine these important quantities [4, 5] . As a result of this intense area of research, relatively tight bounds (< 10 kJ mol −1 ) have been established for enthalpies of formation for many molecules that are stable enough to be studied easily in the laboratory [6] . However, in two fields that are strongly dependent on accurate thermochemical information -combustion and atmospheric chemistry -many, and perhaps a majority, of the most important compounds are transient species. Accordingly, error bars on the enthalpies of formation for these radicals and other reactive molecules tend to be significantly larger than those for simple closed-shell species. As an example, the enthalpy of formation for the hydroperoxy radical (HOO) has only recently been determined to better than 1 kJ mol −1 [7] .
The extent to which modern high-level ab initio ("wavefunction") calculations can be competitive with experiment in the precise determination of thermodynamic parameters depends to a large extent on the size of the molecular species in question. For the smallest molecules (a dozen or fewer electrons), there is little question that theory can provide very accurate total electronic energies, irrespective of how "difficult" the molecule is. For molecules that can be easily studied experimentally, theory can offer competitive precision for thermochemical parameters; for transient species not amenable to experimental characterization, theory is arguably better. A case in point are very recent studies of CH and CH 2 [8, 9] , where accuracies estimated to be <0.5 kJ mol −1 were achieved for the enthalpies of formation, as well as others of nearly comparable accuracy [7] , [10] - [20] .
Of course, it is not the total energies of molecules that are relevant for thermochemistry, but rather appropriately defined energy differences. Hence, it is not necessary for a method to obtain a given level of accuracy (say 1 kJ mol −1 ) in total energies in order to achieve the same level of accuracy for energy differences. Instead, one can benefit from error cancellation; deficiencies of the total energy calculations for the various species have many common sources. Total molecular energies, of course, are those relative to the separated atoms of the molecule in question, all completely ionized with the electrons at rest and the nuclei in their ground states. For example, the total electronic energy of carbon monoxide is E(C 6+ ) + E(O 8+ ) + E(14 e − ) -E(CO). However, it is a much simpler task to calculate the bond energy of CO, viz. E[C( 3 P)] + E[O( 3 P)] -E[CO ( 1 Σ)] since the core electrons -which make the largest contribution to the total energy due to strong nuclear attraction forces -of C and O are only slightly perturbed in the molecular environment. The more "similar" the A and B species involved in the energy difference E(A) -E(B), the less demanding is the calculation needed to achieve a specified level of accuracy. This was realized long ago; so-called "isodesmic" reactions [21] -those in which the number and qualitative "types" of bonds in A and B are the same -are known to be those in which calculated energy differences tend toward the highest accuracy [22] .
The preceding paragraph, while elementary and straightforward, is important to one of the themes of this paper. Most (perhaps all) "theoretical model chemistries" [23, 25] (those in which all species are treated at a consistent and well-defined level of approximation) use atomization energies as the basis for thermochemistry. In this approach, total molecular energies are calculated at some level of theory. Atomization energies, defined for the molecule M ≡ A a B b · · · Z z as AE(M ) = aE(A) + bE(B) + · · · + zE(Z) − E(M ) (1) are then calculated using total atomic energies obtained at the same level of theory. The enthalpy of formation for M at 0 K is then given by Hess's law as
where the atomic enthalpies of formation are set to literature values. With the notable exceptions of carbon and fluorine [12] , enthalpies of formation are known quite precisely for atoms in the first two rows of the periodic table, so the inherent error in this approach is often localized almost entirely in the atomization energies. However, it is very difficult to calculate atomization energies! By definition, all bonds in the molecule M are destroyed in the reaction that is used as the basis for the calculated quantity; it is as far from an isodesmic reaction as possible. Another approach, rarely used in practice, would be to calculate the enthalpies of formation directly, meaning that the molecular energy of M and those of its constituent elements in their most stable form are used. For example, if M were water, the reaction considered would be
The 0 K enthalpy of formation for water is given, by definition, as the difference of ground state energies in the reactants and products in Eq. 3, and its calculation therefore does not make any use of experimental quantities. ) that there is really no advantage in eliminating the use of this experimental information. Hence, due to simplicity, the well-defined nature of the process, and the generally straightforward problems posed by atoms to theoretical treatment, the atomization energy approach has been the method of choice for quantum chemical practitioners in estimating enthalpies of formation for molecules with various model chemistries.
The purpose of this work is to present a new theoretical model chemistry. Unlike previous efforts (the only possible exception being the recent definition of W3 theory by Martin and collaborators [25] ), we propose a method that cannot be generally applied to all "small" (loosely defined here as those having five or fewer nonhydrogen atoms) molecules. Rather, it is our intent to define an approach that is essentially the best that can be done -with current computer technology -for very small molecules (four or fewer total atoms), and to assess the level of accuracy achieved. It is our belief that this is not an academic exercise with only a narrow practical benefit. First, there are still molecules of this size where accurate (< 1 kJ mol −1 ) enthalpies of formation are not available [6] (for example, NH, NH 2 and, until recently, OH [13] and HO 2 [7] ). Second, the accuracy that theory can achieve for small systems is of intrinsic interest, because it is useful to know how large a role is played by some usually neglected effects (coupling of core and valence correlation, relativistic corrections, the diagonal Born-Oppenheimer correction, anharmonic contributions to zero-point vibrational energies, spinorbit coupling, etc.) in overall accuracy. Third, and most important, since the methods used in our work are "size-extensive" [26, 27] (meaning that the quality of the energy calculation is not degraded by the size of the molecule described within a given one-particle basis set), the accuracy achieved for the benchmark systems studied here will be the same as that for larger molecules that will be amenable to the treatment in the future.
Finally, the systems studied here become the initial members of a database of compounds that can be used for any number of thermochemical studies. Specifically, we believe that the best way to calculate a molecular enthalpy of formation is to use approaches other than atomization enthalpy and direct elemental reaction strate-gies summarized above. In an ideal world, an isodesmic reaction can be designed in which all participants other than the target molecule M have enthalpies of formation that are known precisely from experiment. Then, if total electronic energies from the high-level theoretical model chemistry defined in this paper are available for all species, the reaction energy can presumably be obtained with negligible theoretical error. Adjustment of the reaction energy to the enthalpy of formation of M (by appropriate addition and subtraction of experimental enthalpies of formation for the other species), should then give ∆ f H o for M with extraordinary precision. However, it is recognized that this will not usually be possible, either because of inability to design a truly isodesmic reaction (radicals can be difficult in this regard) or the lack of precise thermochemical knowledge about some of the species in an appropriate reaction. Then, alternative strategies can be followed, using reactions that are not isodesmic (but clearly superior to atomization schemes!) but involve at least an approximate conservation of bond types. Such an approach was recently used by us to determine the enthalpy of formation of HO 2 to an accuracy of ca. 0.5 kJ mol −1 , nearly an order of magnitude better than the definition of "chemical accuracy" (1 kcal mol −1 or 4.184 kJ mol −1 ), and by Schuurman et al. in a study of HNCO isomers [10] .
The next few sections define the theoretical model chemistry that we have named HEAT. This is an acronym for "high accuracy extrapolated ab initio thermochemistry", which emphasizes two things -apart from energy extrapolation schemes, the approach involves no empirical scaling factors or adjustments, and that the principal area of application that we envision for HEAT will be in the area of thermochemistry. After defining the method, and discussing the various theoretical approaches used to determine the total energies that are the "bottom line" of HEAT for any atom or molecule, the approach will be applied to a test suite of atoms and molecules. While quantities such as atomization energies and enthalpies of formation calculated from them (using the approaches discussed above) as well as from elemental reactions (excepting carbon) will be presented and discussed, we emphasize that it is the total energies obtained by the HEAT protocol that are the most important numbers documented in this work. Hopefully, the total energies for thirty-one atoms and molecules found later in this paper (Table I) -and straightforwardly calculable (at least in principle) for other species -will form the initial members of a database that can be used by experimentalists and theorists alike to calculate enthalpies of formation using suitable reaction-based approaches.
DEFINITION OF HEAT MODEL CHEMISTRY
In order to determine standard enthalpies of formation at 0 K [28], it is always necessary to know the ground state energy of the target species. Within the Born-Oppenheimer approximation, the ground state energy may be partitioned into electronic and vibrational contributions. The former is given by the lowest eigenvalue of the electronic Hamiltonian (electronic energy) at the equilibrium geometry; the latter by the lowest eigenvalue of the nuclear Hamiltonian containing a potential described by electronic energies as a function of position. In some cases, the lowest rotational state is prohibited by nuclear spin statistics, but we ignore this here.
The electronic part, as usually calculated, involves use of the non-relativistic electronic Hamiltonian. The three simplest improvements upon this are to include "scalar" relativistic effects [29] using perturbation theory (which is believed to be entirely adequate for atoms in the first two rows of the periodic table [30] ), splitting of the energy -and lowering of the ground state energy -by spinorbit interactions, and to compute the so-called diagonal Born-Oppenheimer correction [31] - [34] . The latter is given by the expectation value of the nuclear kinetic energy operator over the electronic wavefunction (that which diagonalizes the electronic Hamiltonian), and is a first-order correction to the simple Born-Oppenheimer approximation that does not spoil the concept of a potential energy surface [35] .
In practice, all of the contributions above need to be calculated approximately. First, finite basis sets must be used. Even if the treatment of correlation was complete (full configuration interaction, or FCI), the resulting energies would be compromised by limitations of the one-particle basis set. It is nonetheless impossible to do FCI calculations for all but the smallest moleculeseven then in necessarily small basis sets -so approximate measures for treating correlation are called for. In HEAT, as in all other model chemistries that we know of, size-extensive many-body methods are used in the treatment of electron correlation. The total energy defined by the HEAT protocol may be expressed by a formula that contains eight terms
In Eq. 4, E ∞ HF and ∆E ∞ CCSD(T ) are the HF-SCF (Hartree-Fock self-consistent field) and correlation energies, the latter given by the coupled-cluster singles and doubles method [36] with a perturbative treatment of triple excitations [37] , both extrapolated to the basis set limit. The next term is intended to account for deficiencies in the treatment of triple excitations in CCSD(T), the fourth term to account, approximately, for differences between the CCSDT [38] and FCI correlation energies, where the latter is approximated by the CCSDTQ method [39] . ∆E ZP E is the zero-point vibrational energy. The next terms remedy shortcomings of the simple, non-relativistic Born-Oppenheimer approximation: 4 ∆E DBOC is the diagonal Born-Oppenheimer correction, ∆E SO is the spin-orbit correction, and ∆E REL is the scalar relativistic contribution to the energy.
We now describe how the individual terms in Eq. 4 are calculated.
Molecular Geometries
The geometries [40] of species are taken from optimizations carried out at the CCSD(T) level of theory with the correlation-consistent cc-pVQZ basis sets [41] . A recent benchmark study [3] has demonstrated that this level of theory gives equilibrium geometries that are accurate to <0.003Å (bond lengths) and <0.5 degrees (angles) of experimentally-inferred values, where the latter are available. This level of accuracy is comparable to the best that can be achieved solely through analysis of experimental data, since experimental measurements of geometrical parameters never correspond to equilibrium distances and angles, but rather some type of averaged quantities [42] . Moreover, we correlate all electrons in the geometry optimizations, not just the valence electrons. While this is clearly not as good as using a properly-defined (and much larger) core correlation basis (cc-pCVXZ) [43] , it is considerably cheaper and the aforementioned benchmark study [3] demonstrated that the approach used here gives geometries that differ only negligibly from those obtained in full-blown CCSD(T)/cc-pCVQZ optimizations. These geometries are then used in all subsequent calculations of quantities contributing to the HEAT energy, and the vibrational problem required for ∆E ZP E is solved with CCSD(T)/cc-pVQZ at this geometry, as well. For closed-shell molecules, the restricted HartreeFock (RHF) orbitals are used in all calculations. For open-shell molecules, there are two obvious choices: unrestricted or restricted open-shell Hartree-Fock (UHF and ROHF, respectively). It was our intent to define the HEAT strategy in terms of UHF-based calculations. There are at least two cogent reasons for this choice. At very high levels of theory such as CCSDT, differences between UHF-and ROHF-based total energies are usually very small, so that the choice of reference function should have no impact on the energy calculations. Second, ROHF methods are more prone to symmetrybreaking and related effects [44] , and its use very often gives rise to nonsensical vibrational frequencies. However, in the course of this work, a rather curious problem was noted for the diatomic NO: UHF-based calculations give absurd parameters for the anharmonic force field; these severely degrade the quality of the calculated vibrational zero-point energy. This problem has been analyzed, and our findings can be found in a separate publication [45] . Hence, for the moment, the HEAT method will use UHF orbitals as the default for HF-SCF and CCSD(T) calculations on open-shell molecules; systems for which ROHF orbitals turn out to be more appropriate will be so designated.
CCSD(T) total energy
Together, the E ∞ HF and ∆E ∞ CCSD(T ) terms give the estimated exact non-relativistic electronic energy within the simple Born-Oppenheimer approximation, using the well-known CCSD(T) method to account for electron correlation effects. Following a relatively common convention, HF-SCF and CCSD(T) energies have been obtained in a hierarchical series of basis sets, and then extrapolated separately to obtain estimates of the corresponding basis set limits. For closed-shell molecules, the restricted Hartree-Fock method has been used. Open-shell molecules were treated using the unrestricted Hartree-Fock (UHF) approach.
For the HF-SCF energy, calculations were carried out using the augmented correlation consistent basis sets aug-cc-pCVXZ (X=T(3),Q(4) and 5) [46] which are designed to treat core correlation effects properly. These three energies were then extrapolated with the formula advocated by Feller [47] 
where E X HF is the HF-SCF energy obtained with the aug-cc-pCVXZ basis set. The parameters, a, b and the extrapolated HF-SCF energy E ∞ HF , are determined uniquely from the three energies.
For the correlation energy, a formula motivated by the atomic partial wave expansion is used [48] 
where ∆E X CCSD(T ) is the CCSD(T) correlation energy (not the total CCSD(T) energy, which includes the HF-SCF contribution) obtained with the aug-cc-pCVXZ basis set. Here, there are two parameters, a and the estimated complete basis set limit CCSD(T) correlation energy ∆E ∞ CCSD(T ) . These are uniquely determined by two correlation energies; the aug-cc-pCVQZ and aug-ccpCV5Z energies are used in the HEAT protocol.
At this point, it is important to note a distinct difference between the HEAT approach and other model chemistries as well as most isolated efforts to obtain very accurate thermochemical parameters. We do not attempt to separate valence correlation effects from those arising from correlation of the core electrons. All of the calculations carried out in determining the extrapolated CCSD(T) energy use basis sets that are designed to treat core correlation as well as valence correlation, and no electrons are dropped from the correlation treatment in the individual CCSD(T) calculations. While it is true that one can obtain similar extrapolated valence-only estimates of the correlation energy and then add a correction for core correlation effects calculated with significantly smaller basis sets, we have chosen not to make the assumption of separation. Again, the point of this work is to do the best calculations possible in a common current computational environment with as few approximations as possible. However, we do recognize that this approach of combining core and valence correlation effects runs counter to the common practice of many of our colleagues, but point out that our strategy is undeniably more rigorous [50] .
Higher level correlation effects
Despite the never-ending success story that is the CCSD(T) method, it must not be forgotten that the (T) correction is based on perturbation theory [51] . For cases where triples corrections are large, or alternatively (but not entirely independently) when there are severe problems associated with the reference function, there is cause to investigate the extent to which CCSD(T) differs from the complete treatment of triple excitations defined by the CCSDT approximation [38] . However, it is not possible to perform full CCSDT calculations using the large basis sets met with in the extrapolated CCSD(T) energies defined above. Due to both the relatively small differences expected and the fact that it appears that correlation effects beyond CCSD(T) can be estimated with smaller basis sets, we have chosen to estimate this contribution with the cc-pVTZ and cc-pVQZ basis sets and to correlate only the valence electrons. Implicitly assumed here is that effects due to diffuse functions and core correlation are already given sufficiently well by the extrapolated HF-SCF and CCSD(T) energies. Our formula for the CCSDT-CCSD(T) energy difference (∆E CCSDT ) is
where T Q denotes that the corresponding contribution has been obtained by the correlation energy extrapolation formula (Eq. 6) using the frozen-core CCSDT and CCSD(T) energies obtained with the cc-pVTZ and ccpVQZ basis sets. For radicals, both the CCSDT and CCSD(T) calculations were performed using UHF reference functions.
Despite its computational complexity and cost, even CCSDT does not give correlation energies that are sufficiently accurate for the most demanding applications [7, 25, 47, 53] . However, coupled-cluster calculations beyond CCSDT have only been generally possible (for small molecules, of course) with the development of general coupled-cluster codes [54] [55] [56] [57] . Recently, Ruden and collaborators studied the impact of connected quadruples on atomization energies in double and triple-zeta quality basis sets for six molecules [58] . The authors found that the contribution of quadruple excitations, as measured by the CCSDTQ-CCSDT energy difference, converges rapidly with basis set size. In absolute terms, changes are largely negligible when going beyond a polarized valence double-zeta basis. In a more recent study focusing on a larger sample of molecules, Boese and coworkers [25] reached similar conclusions.
Based on these findings, the effects of higher-level correlation effects (those beyond CCSDT) are estimated in the HEAT protocol by subtracting the CCSDT and CCSDTQ correlation energies obtained with the ccpVDZ basis set in the frozen-core approximation:
Due to program limitations that existed while the data were being compiled for this research, the ∆E CCSDT Q correction is based on ROHF reference functions for the radical species. There is an implicit assumption herethat the CCSDT total energies for radical are independent of reference function -but this seems to be justified [59] .
This approximation, which is intended to account for the difference between CCSDT and an exact treatment of correlation, is clearly important and is further discussed in the appendix.
Zero-point vibrational energy
Zero-point vibrational energies for all species (apart from atoms, where it vanishes) were determined from anharmonic force fields calculated at the (all electron) CCSD(T) level of theory with the cc-pVQZ basis sets, using RHF orbitals for closed-shell systems and UHF orbitals for most of the open-shell molecules [60] . Using standard spectroscopic rovibrational perturbation theory [61] , the vibrational energy levels are given by the expression
where ω i are the harmonic frequencies. Explicit equations for the anharmonicity constants x ij are given, for example, in Ref. [61] . Hence, the ground state energy is given by
within this model. The second term is the familiar harmonic approximation, while addition of the third and (especially) first terms are rarely included in quantum chemical investigations. Work over the past six years in our laboratories has led to the development of analytic second derivative methods for the CCSD(T) method [62, 63] , and parallel developments have provided the avenue toward accurate and efficient evaluation of quartic force fields via numerical differentiation of analytic second derivatives. In fact, it is now possible to calculate the cubic and quartic force fields, many physical quantities that depend upon them, and the second and third terms of Eq. 10 by simply "pushing a button" [64] . The first term is an oft-forgotten constant (does not depend on the vibrational state) term [65, 66] which contributes to the vibrational energy. Recent efforts in our laboratory [67] as well as others [10, 68] have led to the development of explicit formulae for G 0 in terms of quantities calculable from the quartic force field. However, our efforts in this direction have only provided equations that apply to asymmetric tops, although we are working on the required modifications to treat symmetric tops, spherical tops and polyatomic linear molecules. Because of our inability to calculate G 0 for all molecules, we have chosen to neglect this contribution in the zero-point energies. However, we take some solace from the recent work of Schuurman et al. [10] , where this term was included in an exhaustive study of the enthalpies of formation for HNCO and isomers (which, notably, used a reaction scheme of the sort that we advocate rather than being based strictly on atomization energies). They found that G 0 was typically less than 10 cm −1 in magnitude, similar to what we have found in pilot applications [67] , and below that which is inherent in the calculation of the other two (and numerically more significant) contributions to Eq. 10. Hence, neglect of this constant term is not expected to cause significant errors, although it should be checked in selected cases (cf. H 2 O 2 in the next section) and eventually included when general formulas are available. However, for now, the HEAT zero-point vibrational energy contribution will be defined as
Diagonal Born-Oppenheimer Correction
It is not always appreciated that the electronic energy, as obtained from traditional electronic structure calculations, is not equivalent to the expectation value of the molecular Hamiltonian over the electronic (clampednucleus) wavefunction. The difference lies in the contribution of the nuclear kinetic energy operator, which can be viewed as a first-order correction to the usual electronic energy. Nonetheless, the simple potential energy surface picture of a molecule is not lost, as each geometry continues to be associated with a specific value of the energy (for a given electronic state) although this surface becomes mass-dependent. For atoms, this correction -known as the diagonal Born-Oppenheimer correction (DBOC) -accounts for the finite mass of the nucleus. This diagonal Born-Oppenheimer correction is [31] - [34] , [69] [70] [71] is calculated by the expectation value
whereT n is the nuclear kinetic energy operator and Ψ e (r; R) is the electronic wave function obtained at the set of nuclear positions parametrized by R. Despite its deceptively simple form, it is not straightforward to calculate the DBOC; efforts in this direction have mostly been (for an exception, see Ref. [70] ) limited to the HF-SCF or MCSCF level of theory. The landmark paper of Handy, Yamaguchi, and Schaefer [32] was the first which reported DBOC energies for a number of polyatomic systems. Recent studies [69, 70] indicate that the use of correlated electronic wavefunctions has only a modest effect on the DBOC correction. Thus we believe that DBOC corrections calculated with HF-SCF wavefunctions are sufficiently accurate for the purposes of this study. Therefore, it has been chosen for the HEAT protocol. The aug-cc-pVTZ basis set has been used to calculate ∆E DBOC at the HF-SCF (RHF for and ROHF for closed and open-shell systems, respectively) level. This particular choice for the basis set is motivated by a previous study [70] where the DBOC correction was found to converge relatively rapidly to the one-particle basis limit, provided that diffuse (low-exponent) functions are included in the basis set.
Spin-orbit Correction
Calculations performed within the framework of a nonrelativistic Hamiltonian give a weighted average over the energies of various states involving different coupling of spin and orbital angular momentum. Consideration [72] of this shortcoming of nonrelativistic theory is necessary for some of the species considered in this work. The relative energies of various states split by the spinorbit interaction can be calculated from a Hamiltonian that includes the spin-orbit operator. The calculated energy lowering of the lowest spin-orbit state (which is of course the ground state of interest) with respect to the averaged state obtained in a non-relativistic calculation can be used to adjust the ground state energy. Since the magnitude of this effect is relatively small for firstand second-row atoms, these calculations need not be performed at levels of theory rivaling those used in the energy extrapolations.
The calculations of ∆E SO (defined here as the energy difference between the ground state and the statistically weighted average of all spin-orbit states -which is not equivalent to the spin-orbit coupling constant!) have been performed with a spin-orbit CI procedure. For a detailed description, see Ref. [73] . In summary, the core electrons are described by relativistic effective core potentials (RECP) including spin-orbit terms that allow a straightforward calculation of the spin-orbit interaction integrals. The CI wavefunctions are constructed by considering all single and double excitations out of a valence complete active space reference function. To reduce the computational effort, the double-group symmetry that often facilitates relativistic quantum calculations can be used. The cc-pVDZ basis set developed by Pitzer [74] together with the corresponding RECPs [75] were used in the calculations.
It should be noted that we consider only first-order spin-orbit interactions in this work. Hence, the only molecules for which the ∆E SO contribution is nonzero are radicals in degenerate ground states. Second-order spin-orbit effects, which involve coupling of the ground state with excited states of different spin through the spin-orbit operator, are not included and are expected to be of negligible import for thermochemistry.
One could of course use measured spin-orbit splittings to calculate the correction. It is clearly the contribution appearing in Eq. 4 for which experimental determination is clearly superior to computational estimation. However, since one might want to investigate species where the spin-orbit splitting is not available, we prefer the computational approach. It is also in keeping with the spirit of the HEAT method, in which appeals to experiment and empiricism are kept to a minimum. A quick check reveals that experimentally measured and calculated values of ∆E SO for the molecules in this work differ by less than 10 cm −1 in all cases.
Scalar relativistic effects
The effect of so-called scalar relativistic contributions [29] to the HEAT total energy (∆E REL ) are included by contracting the one-particle density matrix obtained at the CCSD(T)/aug-cc-pCVTZ level with (one-electron) Darwin and mass-velocity terms. As discussed by Davidson et al. [76] , this is a reasonable approximation for relativistic effects when first-row elements are considered. Recently, Boese et al. [25] compared the sum of Darwin and mass-velocity contributions obtained at high levels of theory to the second-order Douglas-Kroll contributions. While the comparison there is complicated a bit by the lack of a common basis set or method, the results suggest that negligible error is incurred with the simpler first-order treatment for first and second-row atoms.
Computational details
Calculations of the stabilization of the lowest spinorbit level relative to the weighted average energy were performed with COLUMBUS [78] , while most of the calculations of ∆E DBOC were carried out with the PSI 3.2 electronic structure program suite [77] . CCSDTQ calculations were done with a string-based many-body code [79] . All HF-SCF, CCSD, CCSD(T) and CCSDT energy calculations as well as evaluations of ∆E REL and some ∆E DBOC calculations come from a local version of aces2 [81] . Anharmonic force fields used for ∆E ZP E were calculated with aces2 using the algorithm described in Ref. [80] . All calculations, some of which involved more than 500 basis functions, were performed on personal computers running the Linux operating system.
RESULTS
Total HEAT energies, as well as the individual contributions defined in the previous section, are listed for thirty-one atoms and molecules in Table I . Species in the test suite contain only hydrogen, carbon, oxygen, nitrogen or fluorine atoms; there are twelve closed-shell systems and nineteen are doublets, triplets and quartets. The complete documentation of the individual energy contributions should be of use to others interested in expanding the HEAT database, as they can be used to provide a check on calculations. However, the most important numbers in Table I -and indeed in the entire manuscript -are those in the rightmost column: the HEAT total energies for each species. In the following subsections, we illustrate use of the HEAT energies in calculating atomization energies and standard enthalpies of formation at 0 K.
Atomization Energies
Atomization energies calculated from HEAT energies are given in Table II for the twenty-seven molecular species in the test suite, along with the individual contributions. Among other things, the first two columns of the table show the well-known anomalous behavior of fluorine (F 2 ) and also OF, which are both unbound at the UHF level and owe their stability as molecules to electron correlation. There are also several other species (O 2 , HNO, HO 2 , NO) for which correlation effects account for more than half of the atomization energy; HartreeFock and correlation contributions are essentially equal for N 2 , H 2 O 2 and CN. It is not particularly surprising that the magnitude of higher-level correlation contributions -defined here as those beyond CCSD(T) -correlates strongly with the overall correlation contributions identified above. The largest values of ∆E CCSDT Q are found for N 2 , F 2 , O 2 , CO 2 , H 2 O 2 , NO, HNO, CN and HCN, all but HCN mentioned above in the context of having large overall correlation contributions to the atomization energy. For each of these species, the effect of correlation beyond CCSDT -a tract of the quantum chemical landscape that is rarely trod upon in practice -is to increase atomization energies by more than 3 kJ mol −1 . Given that the standard definition of chemical accuracy is 4.184 kJ mol −1 , one realizes that this timehonored goal of quantum chemistry is still not easily obtained!
The overall difference between the exact correlation contributions (as estimated by HEAT) and those associ-8 ated with ∆E ∞ CCSD(T ) also includes ∆E CCSDT , which is intended to remedy deficiencies in the CCSD(T) treatment of triple excitation effects. And here, one can only say that CCSD(T) comes through again. While the ∆E CCSDT Q contributions are uniformly positive, those associated with ∆E CCSDT are generally negative, indicating that a HEAT thermochemistry based on CCSD(T) energies instead of estimated exact correlation energies would outperform one based on CCSDT energies [82] . When these two contributions are combined (thereby providing an estimate of the difference between CCSD(T) and FCI), excellent cancellation is found in many cases. Exceptions, where the net effect exceeds 1 kJ mol −1 , are (kJ mol −1 in descending order): CN (6.57), OF (3.15), CCH (2.84), O 2 (2.39), F 2 (2.12), HO 2 (1.92), NO (1.53) and HNO (1.09), most being radicals where the perturbative nature of the (T) correction to the energy is most suspect [83] . The particularly large value seen for CN also reflects differences in CCSD(T) energies calculated with UHF and ROHF reference functions; it is quite likely that this value would be smaller if the ROHF-based CCSD(T) method [84, 85] was used in determining the ∆E ∞ CCSD(T ) contribution. Continuing to the right in Table II , we see that scalar relativistic effects systematically reduce the atomization energies by as much as 2 kJ mol −1 , corrections to the simple Born-Oppenheimer approximation generally -but not always -increase the atomization energy by no more than 0.5 kJ mol −1 . Stabilization of the lowest spin-orbit level can amount to as much as 2 kJ mol −1 . Here, it is important to consider the scope of the molecules in the test suite. Scalar relativistic effects will increase with the total number of electrons and the number of bonding electrons (NH, NH 2 and NH 3 form an interesting sequence here, as does OH and H 2 O -it seems to indeed be well-approximated by "bond contributions" that can be inferred from the table), and will become more important as one moves down the periodic table. The same is true for spin-orbit effects. The DBOC, on the other hand, is most important for light atoms as can clearly be seen by noting its essentially negligible magnitude for molecules that do not contain hydrogen atoms.
Zero-point vibrational energy contributions to the atomization energies are obviously negative in all cases. Enthalpies of formation calculated from atomization energies and experimental atomic heats of formation will be discussed subsequently.
Formation from the elements
Most theoretical model chemistries present atomization energies as the primary thermochemical data (we remind the reader that the total HEAT energies in Table I are the primary data of this paper), but one could also base the calculations on different elemental reference compounds. One choice would be the elements in their standard state, in which case the reaction energies determined would be equivalent to standard enthalpies of formation. However, standard states as defined for many elements are not amenable to computation (carbon, chlorine, boron, to name a few) and this approach has not been followed in the literature of model chemistries. Nevertheless, we will have a go at it here. Table III lists reaction energies calculated from HEAT data for the formation of the test suite species from molecular reference compounds. For H, N, O and F, the standard definition of the corresponding diatomic molecule is used, so that the tabulated reaction energies for molecules containing only these elements are equivalent to the standard enthalpies of formation. For carbon, where the elemental standard state is graphite, we use carbon monoxide in a way most easily communicated by example. For acetylene, the reaction used is
while
is used for the stoichiometrically similar hydrogen peroxide. In the former case, the calculated reaction energy is not equivalent to the enthalpy of formation, differing from it by twice the difference of the enthalpies of formation of CO and O.
All in all, the relative magnitudes of the Hartree-Fock and correlation contributions to the reaction energies is not entirely dissimilar to that found for atomization energies. Correlation corrections dominate in magnitude in a few cases, and others exhibit comparable contributions.
Higher-level correlation contributions are also comparable in magnitude using the atomization and elemental reaction calculations. While the ∆E CCSDT Q contributions are decidedly smaller for the latter (no contributions above 3 kJ mol −1 while eight of the twenty-six atomization energy contributions exceed this value), the mean absolute post-CCSD(T) correlation contributions (the sum of ∆E CCSDT and ∆E CCSDT Q ) are about the same: 0.82 kJ mol −1 for the atomization energies and 0.90 kJ mol −1 for the elemental reactions. While a prejudiced observer might say that the use of elemental reactions slightly reduces the effect of higher-level correlation (and have statistical support!), the size of the test suite and the relatively marginal improvement suggest that things are about the same.
The remaining contributions are also similar in magnitude in the two cases, except for ∆E ZP E since now there are vibrational modes in all species in the chemical equation.
Enthalpies of formation
In Table IV , enthalpies of formation at 0 K (∆ f H o ) calculated from HEAT energies are given for all members of the test suite. The calculations were done by two different procedures. In the first (I), HEAT atomization energies were corrected to standard enthalpies of formation according to Eq. 1 [86] , using experimental enthalpies of formation for the atoms. Procedure II is based on the elemental reactions summarized in the preceding subsection. For all molecules not containing carbon, values of ∆ f H o obtained by procedure II are equal to the reaction energies given in Table III . This underscores one relative advantage of the elemental reaction approach, specifically that it is based on reference compounds whose enthalpy of formation is precisely zero by definition. This is advantageous only in extremely accurate calculations such as those presented here, since it avoids errors associated with atomic enthalpies of formation for species such as C and F [87] . Since one cannot do a HEAT calculation on a chunk of graphite, however, an alternative approach was used. The reference for carbon used in approach II was carbon monoxide, as described in the previous subsection. CO was chosen since its experimentally-determined enthalpy of formation (−113.81±0.17 from Ruscic's Active Thermochemical Tables (ATcT) [88] [89] [90] ) is not tied to that of the carbon atom [91] and should therefore be a relatively stable reference. Given the CO value as well as that for O (∆ f H o = 246.84±0.002), elemental reaction energies -as defined earlier -need to be adjusted by 360.65 kJ mol −1 per carbon atom to give enthalpies of formation. The results are startling. For compounds that have well-established and self-consistent enthalpies of formation, as determined by Ruscic's ATcT approach [88, 90] Table IV gives further support that enthalpies of formation determined by the atomization energy approach (I) are not quite as good, although the performance difference is decidedly small.
The astonishing accuracy of HEAT energies in predicting the enthalpies of formation for the well-characterized compounds in Table IV suggests that they are "better" estimates than those found in the NIST-JANAF database for all of the remaining compounds (except perhaps ammonia), in the sense that the error bar associated with the HEAT values (which we assign as 1 kJ mol −1 for all but difficult cases) is roughly an order of magnitude smaller. The compounds that appear to be the most difficult cases for HEAT are C 2 H 2 and H 2 O 2 . Calculated enthalpies of formation (0 K) for both are well outside (relatively speaking) the range of values from ATcT, which merits some discussion. For C 2 H 2 , the error appears to result from a neglect of connected pentuple excitations (see appendix), while the discrepancy for H 2 O 2 is unclear. It is perhaps significant that H 2 O 2 stands alone amongst the test suite molecules in having a lowfrequency torsional mode. The way in which ∆E ZP E is calculated in the HEAT protocol is ideally suited for semirigid molecules where both the harmonic approximation and second-order vibrational perturbation theory [61] are expected to work well. It may well break down for torsional modes such as that in H 2 O 2 , at least at the level of tenths of a kJ mol −1 . A detailed analysis of H 2 O 2 is underway, and will be reported in a separate publication [92] .
DISCUSSION
As continually stated throughout this paper, the total HEAT energies given in Table I represent the principal (and indeed, the only nonredundant) results of this research. It is hoped that the thirty-one examples studied here are just the beginning of a fairly significant database of systems for which HEAT results are available. To this end, we have already begun calculations on a few additional systems, and invite other members of the quantum chemical community to join the effort. Although the results presented in the previous section for the enthalpies of formation are already extremely accurate (more so, in fact, than we had anticipated when this project began), even greater accuracy can be obtained if the theoretical results are used to calculate enthalpy changes for reactions in which the bonding environments of atoms on the left and right side of the chemical equation are similar. There is essentially a continuum between atomization energies (which are undoubtedly the most difficult quantities to calculate accurately) and isodesmic reactions in which the local environment of every atom is preserved on both sides of the equation. In isodesmic and nearly isodesmic reactions, one expects correlation effects to be less severe. Hence, the ∆E CCSDT and ∆E CCSDT Q contributions to the HEAT energy should be considerably smaller in magnitude. This is advantageous, because unlike E ∞ HF and ∆E ∞ CCSD(T ) , these higher-order correlation contributions are not extrapolated as throughly, nor are they free of the assumption of negligible core correlation effects.
Some evidence that this is the case can be found in Table V, where HEAT thermochemistry values are given for several chemical reactions. The first group of reactions are isodesmic or nearly so; the "types" (partners and bond order) of chemical bonds are preserved in the reactions, although free atoms appear in the last four reactions and the seventh reaction involves a dramatic difference in the location of an unpaired electron. Nonetheless, the ∆E CCSDT Q corrections are less than 1 kJ mol −1 in all cases, in contrast to the atomization and elemental reactions documented in Tables II and III, where ∆E CCSDT Q > 1 kJ mol −1 is the norm. Hence, enthalpies calculated from HEAT energies that exclude the ∆E CCSDT Q contribution which is -at least for the larger species -the most expensive calculation met with in the HEAT protocol, should be considerably more accurate than atomization or elemental formation reactions based on the same approximations. We note in passing that some of the ∆E CCSDT contributions are large for these reactions, specifically those involving the isoelectronic CCH and CN radicals for which UHF-CCSD(T) performs poorly due to spin-contamination effects [93] .
Also interesting is the second set of reactions in Table V, all of which involve breaking of an X-H bond, where X is a first-row element. In all of these, there is just one difference in the bonding of products and reactants (there is an extra X-H bond in the former), and these should benefit from cancellation of errors. And indeed, higher-order correlation effects are quite small, with both ∆E CCSDT and ∆E CCSDT Q always below 1 kJ mol −1 . Even beyond this, there is a striking regularity in the ∆E CCSDT Q contributions to these reaction energies. The magnitude of this contribution is always positive, and increases systematically with the electronegativity of X. Alternatively, it increases with decreasing X-H distance. Moreover, it is remarkably constant for the sequences XH → X + H, XH 2 → XH + H, etc. This can be used advantageously in HEAT studies in which this expensive contribution is excluded. For example, if one was interested in determining the enthalpy of formation of an alkoxy radical from the corresponding alcohol, it would seem pragmatic to skip the CCSDTQ calculation and simply assume that the difference in ∆E CCSDT Q energies of the alcohol and alkoxy radical is 0.5 kJ mol −1 . The behavior of ∆E CCSDT is considerably less systematic, but this is less of a problem since it is comparatively cheap to calculate.
An example of how we feel the HEAT energies are best used is provided by the NH and NH 2 molecules. Uncertainties in NIST-JANAF values for ∆ f H o for these molecules are rather large (16.7 and 6.3 kJ mol −1 , respectively). While the values in Table IV are likely to be within 1 kJ mol −1 , there is another approach which is potentially superior. The calculated HEAT reaction energies for NH 3 → NH 2 + H, NH 2 → NH + H and NH → N + H in Table V are surely more precise than enthalpies of formation calculated from the relatively difficult atomization energies or elemental formation energies in Table III and ∆E CCSDT Q , in particular, are the most arduous. Simplification of these steps would certainly result in a theoretical model chemistry that would be more widely applicable. But just how accurate would it be? For ∆E ∞ CCSD(T ) , there some alternatives that come to mind. First of all, the extrapolated energy could be based on aug-cc-pCVTZ and aug-cc-pCVQZ calculations, which would avoid the aug-cc-pCV5Z calculations that involve, for example, 543 basis functions for a molecule as small as CO 2 . Another course of action would be to invoke separation of core and valence correlation. One could even dispense with diffuse functions [94] , and calculate extrapolated CCSD(T) energies with the cc-pVQZ and ccpV5Z (or cc-pVTZ and cc-pVQZ) basis sets in dropped core calculations. Effects of core correlation could then be estimated from relatively small basis sets (cc-pCVDZ or cc-pCVTZ) in all electron calculations. These values, when combined, would represent an approximation to ∆E ∞ CCSD(T ) . Ultimately, basis set extrapolations are empirical in nature. Explicitly correlated coupledcluster methods such as the linear R12 methods [95] could be used to evaluate ∆E ∞ CCSD(T ) more accurately and reliably than by the extrapolation-based schemes used here. For ∆E CCSDT Q , estimation of quadruple effects by a noniterative approximation would be desirable. Although there is no shortage of such noniterative approaches that have been suggested in the literature [96] , little has been done in the way of testing them for nontrivial systems. Recent work by some of us [97] has led to the derivation and implementation of a noniterative correction to CCSDT that corresponds -in the sense of perturbation theory -to the (T) correction to CCSD. It is also distinct from any other approach that has been advocated for correcting the CCSDT energy. One of the potential application areas for this new "CCSDT(Q)" method will be in the area of thermochemistry. Alternatively, it is also sensible to dispense completely with the quadruples correction if thermochemical parameters are calculated from (nearly) isodesmic reactions, especially if accuracies better than 1 kJ mol −1 are not required. Other areas worthy of study are: correlation effects in the diagonal Born-Oppenheimer approximation [69, 70] (where we have also recently focused some theoretical effort [98] ), the importance of anharmonicity in the zero-point vibrational correction, and the importance of the thusfar ignored constant (G 0 ) contribution to ∆E ZP E . Also of interest would be the use of CC calculations based on ROHF reference functions. Although we believe that differences in the final energies will be negligible, the partitioning of ∆E ∞ CCSD(T ) , ∆E CCSDT and ∆E CCSDT Q will undoubtedly change in interesting ways, which might render more systematic behavior in the individual contributions.
Studies along the lines suggested above will be carried out. The results, however, are predictable. Use of simplified HEAT strategies will likely result in a level of accuracy that is comparable to that obtained in other sophisticated theoretical model chemistries such as G3, CBS-Q, W2 and W3, which have been worked out, benchmarked and documented in excellent detail in the literature. We are not interested in proliferating the population of roughly equivalent methods, so the community will not be subjected to follow-up papers reporting HEAT2, HEAT3 etc. methods. However, investigation of the approximations suggested above should be interesting, especially with regard to the utility of the noniterative approximation for quadruple excitation effects and for any light that it might shed on the magnitude and systematics of the error introduced by assuming that core and valence correlation effects can be separated.
APPENDIX: COMMENTS ON CALCULATIONS USING CCSDTQ AND BEYOND
We begin with a few comments on the cost of these calculations. The largest CCSDTQ calculation, which was carried out for the HCO radical using the cc-pVTZ basis set, involves the simultaneous solution of roughly 622 million nonlinear equations. The most demanding CCS-DTQP calculation was carried out for H 2 O 2 , where the dimension of the nonlinear system was slightly greater than 1.3 billion. These calculations required several weeks of computer time, and are clearly beyond the scope of anything that could remotely be characterized as a routine application. Despite this, none of the CCSDTQ calculations with the cc-pVDZ basis set (those specified in the HEAT protocol) required more than three days on linux-based personal computers.
To test the suitability of the approximation used for ∆E CCSDT Q , additional CCSDTQ calculations were performed for a subset of molecules (the smaller ones, of course) using cc-pVTZ and cc-pVQZ basis sets, and at the CCSDTQP level with the cc-pVDZ basis. The effects of these on values of ∆ f H o calculated according to method II (elemental reactions) are documented in Table  VI . From this, it can be seen that the cc-pVDZ basis set (the only member of the cc-pVXZ hierarchy that can really be used for ∆E CCSDT Q for all of the molecules) gives results that are quite suitable for the present purposes. In fact, from an inspection of Table VII , it appears that the cc-pVDZ basis set is superior to the cc-pVTZ basis set, since it gives CCSDTQ-CCSDT differences that are closer to those based on cc-pVTZ/cc-pVQZ extrapolations for systems small enough to permit CCSDTQ/ccpVQZ calculations. These calculations also indicate (see Table VI ) that the cc-pVDZ contribution to the elemental reaction enthalpies are not very sensitive to further extension of the basis. The fact that the magnitude of the cc-pVDZ CCSDTQ-CCSDT energies appears to be slightly too small with respect to cc-pVTZ, cc-pVQZ and extrapolated results was in fact the basis for an empirical scaling of quadruple excitation effects by Boese et al. in their W3 model [25] . However, we have not chosen to scale our calculated quadruple corrections.
Of perhaps greater interest is the effect of connected pentuple excitations. While CCSDTQP calculations are clearly at least a few decades from becoming routinely applicable, their importance in accurate thermochemistry is apparently non-vanishing. With the cc-pVDZ basis set, it is interesting to note that the magnitude of the largest contributions of pentuples to enthalpies of formation calculated by procedure II (the elemental reaction approach) are roughly 0.5 kJ mol −1 . These large contributions found for acetylene, CCH and CN can be applied for "superHEATed" reaction enthalpies of these species. Adding these contribution to those found in Ta [101] . Hence, it appears that pentuple excitation effects are responsible for the relatively poor performance of HEAT for acetylene, which is one of the two prominent outliers seen in Table IV [58, 79, 99, 100] has indicated that contributions to molecular properties from connected excitations decrease by an order of magnitude upon each increase in the excitation level. This, together with the results documented in this appendix, suggests that neglect of higher than pentuple excitations results in errors of <0.05 kJ mol −1 (which, after all, is less than 5 cm −1 ), at least for states that are relative free of strong non-dynamic correlation effects. Examples such as ozone would be an interesting test, but unfortunately are too large to be calculated beyond CCSDTQ even with the cc-pVDZ basis set.
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where B α e is the equilibrium rotational constant corresponding to the α th inertial axis, φ ijk and φ ijkl are cubic and quartic force constants in the dimensionless normal coordinate representation, ωi is the harmonic frequency of normal mode i, ζ α kl is the Coriolis coupling constant between modes k and l with respect to the α th inertial axis, and D klm is defined as (ω k +ω l +ωm)(ω k − ω l − ωm)(ω k + ω l − ωm)(ω k − ω l + ωm). This equation has been checked by a direct summation procedure, in which the rovibrational Hamiltonian is constructed explicitly and E
(n) are the n th order Hamiltonian and ground state wavefunction, respectively) has been evaluated numerically. Our result also agrees with the unpublished result of Allen and co-workers (W.D. Allen, personal communication). It should be noted that this equation differs from that published in Ref. [68] , although the numbers in that paper are consistent with our expression rather than that which was published. We have also derived higher-order terms contributing to G0, but they are of no significance for the hydrogen peroxide example addressed later in this paper. respectively, which clearly differ appreciably. The discrepancy is removed to some degree by using ∆ f H o values for CH and CH2 from Császár and coworkers [8, 9] (592.47 and 390.45 kJ mol −1 , respectively), with the former notably outside the ATcT range), which gives ∆ f H o (C2H2) = 228.16 kJ mol −1 (second reaction in Table V ) and 229.52 kJ mol −1 (third reaction). Error in these calculations arises almost exclusively from uncertainities in the values used in the subtraction procedure; the calculated reaction enthalpies is unlikely to be in error by more than 0.5 kJ mol −1 . This example illustrates the pros and cons of using reaction-based approaches, where the theoretically calculated contribution can be excellent but the experimental uncertainty annoying, and the elemental formation reaction where there is absolutely no uncertainty in the "experimental" numbers, but the theoretical calculations are more demanding. Note that pentuple excitations, essential for the calculation of ∆ f H o (C2H2) from elemental reactions, is not at all important with the isodesmic reaction. 
