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Introduc¸a˜o
Nesta dissertac¸a˜o estudam-se algumas relac¸o˜es entre entropia, duplicac¸a˜o de per´ıodo e
renormalizac¸a˜o de um sistema dinaˆmico unidimensional permitindo um melhor conhe-
cimento do comportamento das suas o´rbitas.
Com a noc¸a˜o de entropia topolo´gica de uma aplicac¸a˜o f ∈ C0(X,X), onde (X, d) e´
um espac¸o me´trico compacto, e´ poss´ıvel medir a complexidade da sua dinaˆmica. Mais
rigorosamente, define-se entropia de f , h(f), como sendo
h(f) = lim
²→0+
lim sup
n→+∞
log r(n, ², f)
n
,
onde r(n, ², f) representa o nu´mero ma´ximo de o´rbitas de tamanho n que se conseguem
distinguir utilizando a precisa˜o ². Se h(f) > 0, enta˜o r(n, ², f) apresenta um cresci-
mento exponencial, relativamente a n, e neste caso diz-se que a aplicac¸a˜o f e´ cao´tica.
De notar que a palavra cao´tica revela a auseˆncia de previsibilidade.
Por outro lado, uma aplicac¸a˜o cont´ınua definida num intervalo fechado e´ cao´tica
se e so´ se existe um ponto homocl´ınico (cap´ıtulo 3) ou, equivalentemente, uma o´rbita
per´ıodica cujo per´ıodo na˜o e´ uma poteˆncia de 2 (cap´ıtulo 2). Assim a entropia de uma
aplicac¸a˜o f ∈ C0(I, I) e´ zero se e somente se os per´ıodos das suas o´rbitas perio´dicas
sa˜o poteˆncias de 2. Verifica-se ainda que a estrutura dessas o´rbitas (ordenac¸a˜o em R)
e´ r´ıgida: sa˜o o´rbitas simples (cap´ıtulo 2).
Esta tese encontra-se dividida em seis cap´ıtulos, apresentando-se no in´ıcio de cada
um deles uma pequena introduc¸a˜o informativa sobre o seu conteu´do.
No cap´ıtulo 1, introduzem-se as definic¸o˜es de o´rbita simples, ponto homocl´ınico e
entropia topolo´gica, bem como alguns resultados sobre a existeˆncia de pontos perio´dicos.
Aqui apresenta-se um resultado (Proposic¸a˜o 1.18) que desempenhara´ um papel im-
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portante na prova dos resultados a estudar. Este fornece uma condic¸a˜o suficiente para
que uma aplicac¸a˜o cont´ınua, definida num intervalo fechado, tenha entropia positiva.
O cap´ıtulo 2 e´ dedicado ao estudo das relac¸o˜es entre entropia, per´ıodos de o´rbitas
perio´dicas e estrutura dessas o´rbitas.
No cap´ıtulo 3 estuda-se a relac¸a˜o entre a existeˆncia de pontos homocl´ınicos e en-
tropia.
No cap´ıtulo 4 abordam-se propriedades topolo´gicas do espac¸o das aplicac¸o˜es C1
com entropia positiva, nomeadamente demonstra-se que este e´ aberto e que a sua
fronteira e´ um subconjunto de
{f ∈ C1(I, I) : P (f) = {2i : i ∈ N0}},
onde P (f) representa o conjunto formado pelos per´ıodos (das o´rbitas perio´dicas de
f). A inclusa˜o rec´ıproca corresponde a uma conjectura feita por L. Block e D. Hart
em [5] e demonstrada por V. Jime´nez Lo´pez em [8].
No cap´ıtulo 5 mostra-se que qualquer vizinhanc¸a de uma aplicac¸a˜o afim com pata-
mares, Sw, cujo conjunto dos pontos perio´dicos e´ constitu´ıdo pelas poteˆncias de dois,
conte´m aplicac¸o˜es afins com patamares, Sw′ e Sw′′ , verificando
P (Sw′) ( {2i : i ∈ N0} ( P (Sw′′)
e portanto Sw pertence a` fronteira do conjunto formado pelas aplicac¸o˜es afins com
patamares com entropia positiva. De referir que no decorrer da demonstrac¸a˜o provou-
se que se f ∈ C0(I, I) e´ uma aplicac¸a˜o multimodal e P (f) = {2i : i ∈ N0}, enta˜o a
aplicac¸a˜o f admite um ponto recorrente na˜o perio´dico.
Finalmente, no cap´ıtulo 6, introduzem-se as noc¸o˜es de aplicac¸a˜o renormaliza´vel e
infinitamente renormaliza´vel. Prova-se que se uma aplicac¸a˜o f ∈ C0(I, I) admite um
ponto recorrente na˜o perio´dico e h(f) = 0, enta˜o f e´ uma aplicac¸a˜o infinitamente
renormaliza´vel. Assim, se f ∈ C0(I, I) e´ uma aplicac¸a˜o multimodal e P (f) = {2i : i ∈
N0}, enta˜o a aplicac¸a˜o e´ infinitamente renormaliza´vel.
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Cap´ıtulo 1
Definic¸o˜es e resultados preliminares
Neste cap´ıtulo apresentam-se algumas noc¸o˜es e resultados fundamentais para a com-
preensa˜o dos assuntos a estudar. Alguns dos resultados sa˜o apresentados sem a respec-
tiva prova, uma vez que estes na˜o constituem, por si so´, o objectivo deste trabalho,
mas sim ferramentas imprescind´ıveis no estudo que se segue.
Este cap´ıtulo encontra-se dividido em treˆs secc¸o˜es: ordem de Sarkovskii e o´rbitas
simples ; pontos homocl´ınicos e entropia.
1.1 Ordem de Sarkovskii e o´rbitas simples
Nesta secc¸a˜o procede-se a` apresentac¸a˜o de alguns resultados elementares sobre a ex-
isteˆncia de pontos perio´dicos (Proposic¸a˜o 1.1, 1.2, 1.3 e 1.4), do Teorema de Sarkovskii
e a` introduc¸a˜o da noc¸a˜o de o´rbita simples.
Ao longo de todo o trabalho, considera-se I um intervalo compacto e C0(I, I) o
espac¸o das aplicac¸o˜es cont´ınuas de I em I. Para f ∈ C0(I, I) e n ∈ N0, define-se fn
indutivamente em N0 por f 0 = id e fn = f ◦ fn−1. Para cada x ∈ I, o conjunto
O(x) = {x, f(x), · · · , fn(x), · · ·} =
⋃
n∈N0
{fn(x)}
representa a o´rbita de x. Quando O(x) = {x} diz-se que x e´ um ponto fixo de f . Mais,
se existe k ∈ N tal que fk(x) = x e f j(x) 6= x, para todo j ∈ {1, · · · , k − 1}, enta˜o x
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diz-se um ponto perio´dico de per´ıodo k e denotar-se-a´ a sua o´rbita por P , afirmando-se
que P e´ uma o´rbita perio´dica.
No que se segue, Per(f) representa o conjunto dos pontos perio´dicos da aplicac¸a˜o
f e P (f) o conjunto dos inteiros positivos k tais que f admite pelo menos um ponto
perio´dico de per´ıodo k.
Um ponto x ∈ I diz-se um ponto pre´-perio´dico de f se existe s ∈ N0 tal que
f s(x) ∈ Per(f).
Um ponto y e´ ω-limite de x se existe uma sucessa˜o nk → +∞, quando k → +∞,
tal que lim
k→+∞
fnk(x) = y. O conjunto formado pelos ω-limite de x denota-se por ω(x) e
x diz-se que um ponto recorrente se x ∈ ω(x). De notar que se x e´ um ponto recorrente
enta˜o, para qualquer n ∈ N, xn = fn(x) e´ ainda um ponto recorrente e O(x) ⊆ ω(x).
Claramente os pontos perio´dicos sa˜o pontos recorrentes.
Um ponto x ∈ I diz-se um ponto na˜o errante de f se para toda a vizinhanc¸a U
de x, existe n ∈ N tal que fn(U) ∩ U 6= ∅. Representar-se-a´ por Ω(f) o conjunto
formado pelos pontos na˜o errantes, tendo-se
⋃
x∈I
ω(x) ⊆ Ω(f). De referir que Ω(f) e´
um conjunto fechado e f -invariante, isto e´, f(Ω(f)) ⊆ Ω(f).
Dados K, J ⊆ I intervalos fechados, escreve-se K → J quando f(K) ⊇ J .
As proposic¸o˜es que se seguem permitem obter condic¸o˜es suficientes para a ex-
isteˆncia de pontos perio´dicos.
Proposic¸a˜o 1.1 Sejam f ∈ C0(I, I) e K ⊆ I um intervalo fechado. Se K → K,
enta˜o f admite pelo menos um ponto fixo em K.
Demonstrac¸a˜o: Da hipo´tese, existem x, y ∈ K tais que K = [f(x), f(y)]. Conse-
quentemente f(x) ≤ x e f(y) ≥ y, donde, por continuidade, existe z ∈ K tal que
f(z) = z. ¤
Proposic¸a˜o 1.2 Sejam f ∈ C0(I, I) e J,K ⊆ I intervalos fechados. Se J → K,
enta˜o existe um intervalo fechado L ⊆ J tal que f(L) = K.
Demonstrac¸a˜o: Sejam a, b ∈ J tais que K = [f(a), f(b)]. Suponha-se que a < b
(o outro caso e´ ana´logo). Considerando a0 = max{x ∈ [a, b] : f(x) = f(a)} e b0 =
min{x ∈ [a0, b] : f(x) = f(b)}, tem-se f([a0, b0]) = K. ¤
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Proposic¸a˜o 1.3 Sejam f ∈ C0(I, I) e k ∈ N. Sejam Ii ⊆ I, i ∈ {0, 1, · · · , k − 1}
intervalos fechados. Se I0 → I1 → I2 → · · · → Ik−1 → I0, enta˜o existe x ∈ I0 tal que
fk(x) = x e f i(x) ∈ Ii, para cada i ∈ {1, · · · , k − 1}.
Demonstrac¸a˜o: Aplicando sucessivamente a Proposic¸a˜o 1.2 obte´m-se
∃Jk−1 ⊆ Ik−1 : f(Jk−1) = I0
∃Jk−2 ⊆ Ik−2 : f(Jk−2) = Jk−1
...
∃J1 ⊆ I1 : f(J1) = J2
∃J0 ⊆ I0 : f(J0) = J1,
donde fk(J0) = I0 ⊇ J0 e portanto existe x ∈ J0 tal que fk(x0) = x0. Por construc¸a˜o
segue que f i(x0) ∈ Ji ⊆ Ii, para cada i ∈ {1, · · · , k − 1}. ¤
Proposic¸a˜o 1.4 Sejam f ∈ C0(I, I) e J , K ⊆ I intervalos fechados. Se o conjunto
J ∩K na˜o conte´m pontos fixos de f e f(J) ∩ f(K) ⊇ J ∪K, enta˜o 3 ∈ P (f).
Demonstrac¸a˜o: Considerando os intervalos J e K, tem-se
J → K → K → J,
pelo que existe a ∈ J tal que f(a), f 2(a) ∈ K e f 3(a) = a. Se f(a) = a, enta˜o
a ∈ J ∩K, o que contradiz a hipo´tese. Logo a e´ um ponto perio´dico de per´ıodo 3 de
f , donde 3 ∈ P (f). ¤
Em 1975, Li e Yorque publicaram um artigo onde se prova que se uma aplicac¸a˜o
f tem um ponto perio´dico de per´ıodo 3, enta˜o admite pontos perio´dicos de qualquer
per´ıodo. No entanto ja´ em 1964 Sarkovskii tinha descrito a estrutura do conjunto
P (f).
Apresenta-se de seguida a ordem de Sarkovskii, C, definida no conjunto N∪{2∞}:
3C 5C 7C 9C · · ·C 2 · 3C 2 · 5C 2 · 7C 2 · 9C · · ·C 22 · 3C 22 · 5C 22 · 7C 22 · 9C
· · ·C 2n · 3C 2n · 5C 2n · 7C 2n · 9C · · ·C 2∞ C · · ·C 16C 4C 2C 1.
Se k = k′ · 2p, onde p e´ um inteiro na˜o negativo e k′ um inteiro positivo ı´mpar,
enta˜o k C 2∞ se e so´ se k′ > 1.
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Fazendo um uso bastante subtil da ideia central da prova da Proposic¸a˜o 1.3,
demonstra-se o teorema que se segue.
Teorema 1.5 (Teorema de Sarkovskii) Sejam f ∈ C0(I, I) e n, k ∈ N. Se n ∈
P (f) e nC k, enta˜o k ∈ P (f).
Demonstrac¸a˜o: Ver, por exemplo, em [13]. ¤
De seguida, introduz-se a noc¸a˜o de o´rbita simples.
Definic¸a˜o 1.6 Seja P uma o´rbita perio´dica de f ∈ C0(I, I) de per´ıodo 2k, onde k ∈ N.
Diz-se que P e´ uma o´rbita simples se para qualquer {q1, · · · , qn} ⊆ P o´rbita perio´dica
de f r, onde n ≥ 2, n× r = 2k e q1 < · · · < qn, tem-se
f r({q1, · · · , qn
2
}) = {qn
2
+1, · · · , qn}.
Nota 1.1 Note-se que, para uma o´rbita perio´dica simples, f(qi) na˜o pode pertencer
ao intervalo aberto limitado por qi e f
2(qi).
Exemplo 1.1 Sejam f ∈ C0(I, I) e P = {p1, · · · , p8} uma o´rbita perio´dica de per´ıodo
8 com p1 < p2 < · · · < p8. A o´rbita P e´ simples se e so´ se f({p1, p2, p3, p4}) =
{p5, p6, p7, p8}, f 2({p1, p2}) = {p3, p4} e f 2({p5, p6}) = {p7, p8}. Assim, se f(p1) =
p5, f(p2) = p6, f(p3) = p8, f(p4) = p7, f(p5) = p3, f(p6) = p4, f(p7) = p1 e f(p8) =
p2, enta˜o P e´ simples.
1.2 Pontos homocl´ınicos
Nesta secc¸a˜o procede-se a` definic¸a˜o de ponto homocl´ınico e de variedade insta´vel.
Considera-se Vp o conjunto formado pelas vizinhanc¸as de p.
Definic¸a˜o 1.7 Seja p um ponto fixo de f ∈ C0(I, I). O conjunto
W u(p, f) = {x ∈ I | ∀V ∈ Vp,∃n ∈ N : x ∈ fn(V )}
designa-se por variedade insta´vel de p em f .
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Define-se ainda variedade insta´vel a` direita
W u(p, f,+) = {x ∈ I | ∀b ∈ I(b > p), ∃n ∈ N : x ∈ fn([p, b))}
e variedade insta´vel a` esquerda
W u(p, f,−) = {x ∈ I | ∀a ∈ I(a < p),∃n ∈ N : x ∈ fn((a, p])}.
Segue-se a apresentac¸a˜o de algumas propriedades dos conjuntos definidos anterior-
mente.
Proposic¸a˜o 1.8 Sejam f ∈ C0(I, I) e p um ponto fixo de f. Enta˜o:
1. os conjuntos W u(p, f), W u(p, f,+) e W u(p, f,−) sa˜o conexos;
2. f(W u(p, f)) ⊆ W u(p, f), f(W u(p, f,+)) ⊆ W u(p, f,+) e f(W u(p, f,−)) ⊆
W u(p, f,−);
3. W u(p, f,+) ∪W u(p, f,−) = W u(p, f).
Demonstrac¸a˜o:
1. De seguida prova-se que W u(p, f) e´ um conjunto conexo.
Sejam x, y ∈ W u(p, f). Admita-se, sem perda de generalidade, que x < p < y.
Considerando z ∈ [x, y] e V ∈ Vp, existe δ > 0 tal que Bδ(p) ⊆ V e Bδ(p) ∈ Vp,
donde
∃nx ∈ N : x ∈ fnx(Bδ(p)) e ∃ny ∈ N : y ∈ fny(Bδ(p)).
Como Bδ(p) e´ um intervalo, f
nx(Bδ(p)) e f
ny(Bδ(p)) sa˜o conjuntos conexos e
portanto, uma vez que p e´ ponto fixo, se z ∈ [x, p], enta˜o z ∈ fnx(Bδ(p)) ⊆
fnx(V ), caso contra´rio, se z ∈ [p, y], enta˜o z ∈ fny(Bδ(p)) ⊆ fny(V ). Assim, z ∈
W u(p, f) e consequentemente W u(p, f) e´ um conjunto conexo. Analogamente se
prova que os conjuntos W u(p, f,+) e W u(p, f,−) sa˜o conexos.
2. Basta atender a` definic¸a˜o de W u(p, f), W u(p, f,+) e W u(p, f,−).
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3. Dada uma vizinhanc¸a V de p, existem a, b ∈ I, a < p < b, tais que (a, p], [p, b) ⊆
V e portanto
W u(p, f,+) ∪W u(p, f,−) ⊆ W u(p, f).
Seja x ∈ W u(p, f). Admitindo que x /∈ W u(p, f,+), enta˜o existe b > p tal que
x /∈ fn([p, b)), para todo n ∈ N. Dado a < p, o intervalo (a, b) ∈ Vp, donde
∃n ∈ N : x ∈ fn((a, b)).
Como fn((a, b)) = fn((a, p]) ∪ fn([p, b)), conclui-se que x ∈ fn((a, p]) e conse-
quentemente x ∈ W u(p, f,−). Logo W u(p, f,+) ∪W u(p, f,−) = W u(p, f).
¤
Definic¸a˜o 1.9 Seja f ∈ C0(I, I). Um ponto x ∈ I diz-se um ponto homocl´ınico se
existe um ponto perio´dico p de f tal que:
1. x 6= p;
2. x ∈ W u(p, fn), onde n e´ o per´ıodo de p;
3. fnm(x) = p, para algum inteiro positivo m.
Finaliza-se a secc¸a˜o apresentando o gra´fico de uma aplicac¸a˜o f cont´ınua que admite
um ponto homocl´ınico (ver Figura 1.1).
 
 

 
Figura 1.1
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Note-se que a ∈W u(p, f), donde x = f(a) ∈ W u(p, f). Como f(x) = p, segue que
x e´ um ponto homocl´ınico de f .
1.3 Entropia
Pretendendo estudar a complexidade da dinaˆmica de uma aplicac¸a˜o cont´ınua definida
num espac¸o me´trico compacto, interessa medir a taxa de crescimento, quando n tende
para infinito, do nu´mero de o´rbitas de tamanho n que se podem distinguir com precisa˜o
fixada, pelo que se procede a` definic¸a˜o de entropia topolo´gica.
Nesta secc¸a˜o pretende-se atingir dois objectivos principais. Denotando por h(f)
a entropia topolo´gica de f , com f ∈ C0(I, I), primeiro demonstra-se que se f e´ de
classe C1, enta˜o h(f) < +∞ (Proposic¸a˜o 1.11) e segundo prova-se que se existem
I0, I1 ⊆ I intervalos fechados e disjuntos e n ∈ N tais que fn(I0) ∩ fn(I1) ⊇ I0 ∪ I1,
enta˜o h(f) > 0 (Proposic¸a˜o 1.18).
A finalizar apresenta-se um exemplo de uma aplicac¸a˜o cont´ınua com entropia +∞.
Definic¸a˜o 1.10 Sejam n ∈ N, ² > 0, (X, d) um espac¸o me´trico compacto e f : X →
X uma aplicac¸a˜o cont´ınua. Diz-se que um conjunto S ⊆ X e´ (n, ²)-separado se, para
quaisquer dois pontos distintos x, y ∈ S,
max
0≤j<n
d(f j(x), f j(y)) > ².
Sendo X um espac¸o me´trico compacto, qualquer conjunto (n, ²)-separado e´ finito.
Assim, define-se
r(n, ², f) = max{#S : S ⊆ X e´ (n, ²)-separado}.
e
h(², f) = lim sup
n→+∞
log r(n, ², f)
n
.
De referir que r(n, ², f) conta o nu´mero ma´ximo de o´rbitas de tamanho n que se
podem distinguir com precisa˜o ² e se h(², f) > 0, enta˜o esse nu´mero cresce de forma
exponencial com n. Mais, como r(n, ²2, f) ≥ r(n, ²1, f), para 0 < ²2 < ²1, a func¸a˜o
² 7→ h(², f) e´ decrescente.
9
Finalmente, definindo entropia topolo´gica por
h(f) = lim
²→0+
h(², f),
tem-se claramente 0 ≤ h(f) ≤ +∞.
Proposic¸a˜o 1.11 Se f ∈ C1(I, I), enta˜o h(f) ≤ max
{
0, log
(
max
x∈I
|f ′(x)|
)}
Demonstrac¸a˜o: Seja f ∈ C1(I, I). Se max
x∈I
|f ′(x)| ≤ 1, enta˜o, para a, b ∈ I, |f(a)−
f(b)| ≤ |a − b| e portanto h(f) = 0. Se max
x∈I
|f ′(x)| > 1, considere-se ² > 0, n ∈ N e
S ⊆ I um conjunto (n, ²)-separado. Dados a, b ∈ S, existe i ∈ {0, · · · , n− 1} tal que
|f i(a)− f i(b)| > ², donde, como
|f i(a)− f i(b)| ≤
(
max
x∈I
|f ′(x)|
)i
|a− b| <
(
max
x∈I
|f ′(x)|
)n
|a− b|,
se conclui que
|a− b| > |f
i(a)− f i(b)|(
max
x∈I
|f ′(x)|
)n > ²(
max
x∈I
|f ′(x)|
)n .
Assim #S <
(
max
x∈I
|f ′(x)|
)n |I|
²
, onde |I| e´ a amplitude do intervalo I, e consequente-
mente
h(², f) = lim sup
n→+∞
log r(n, ², f)
n
≤ lim sup
n→+∞
log
(
(max
x∈I
|f ′(x)|)n |I|
²
)
n
= log
(
max
x∈I
|f ′(x)|
)
.
¤
De forma a encontrar uma condic¸a˜o suficiente para que determinada aplicac¸a˜o,
definida num intervalo, tenha entropia positiva, calcula-se a entropia topolo´gica da
aplicac¸a˜o shift unilateral. Para tal considere-se o conjunto
Σ+2 = {(xn)n∈N0 : xn ∈ {0, 1},∀n ∈ N0}
munido da me´trica
d((xn)n∈N0 , (yn)n∈N0) =
+∞∑
i=0
|xi − yi|
3i
.
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Prova-se que o espac¸o me´trico Σ+2 e´ compacto e que a aplicac¸a˜o shift unilateral, definida
por
σ : Σ+2 → Σ+2
(xn)n∈N0 7→ (xn+1)n∈N0
,
e´ cont´ınua.
Proposic¸a˜o 1.12 Seja σ a aplicac¸a˜o shift unilateral. Enta˜o h(σ) = log 2.
Demonstrac¸a˜o: Inicialmente considere-se ² = 2−1. O conjunto {(sn)n∈N0 , (tn)n∈N0}
e´ (n, 2−1)-separado se e somente se existe j ∈ {0, 1, · · · , n− 1} tal que sj 6= tj. Assim,
r(n, 2−1, σ) = 2n e consequentemente
h(2−1, σ) = lim sup
n→+∞
log 2n
n
= lim sup
n→+∞
n log 2
n
= log 2.
Considerando agora ² = 2−13−k, com k ∈ N, tem-se
r(n, 2−13−k, σ) = r(n+ k, 2−1, σ),
pois d(σi((sn)n∈N0), σi((tn)n∈N0)) > 2−13−k, para algum 0 ≤ i < n, se e somente se
sj 6= tj, para algum 0 ≤ j < n+ k. Desta forma
h(2−13−k, σ) = lim sup
n→+∞
log r(n, 2−13−k, σ)
n
= lim sup
n→+∞
log r(n+ k, 2−1, σ)
n
= lim sup
n→+∞
n+ k
n
log r(n+ k, 2−1, σ)
n+ k
= h(2−1, σ).
Sendo ² 7→ h(², f) uma func¸a˜o mono´tona decrescente, conclui-se que
h(σ) = h(2−1, σ) = log 2.
¤
Da definic¸a˜o de entropia obte´m-se directamente o resultado que a seguir se apre-
senta.
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Proposic¸a˜o 1.13 Sejam (X, d) um espac¸o me´trico compacto e f ∈ C0(X,X). Se
K ⊆ X e´ fechado e f(K) ⊆ K, enta˜o h(f|K ) ≤ h(f).
Demonstrac¸a˜o: Sejam ² > 0 e n ∈ N. Claramente todo o conjunto (n, ²)-separado
para f|K e´ tambe´m (n, ²)-separado para f , donde r(n, ², f|K ) ≤ r(n, ², f) e consequente-
mente h(f|K ) ≤ h(f). ¤
Considerando K = Ω(f), pela Proposic¸a˜o 1.13, tem-se h(f|Ω(f)) ≤ h(f). Utilizando
a definic¸a˜o de Ω(f) prova-se a igualdade entre as entropias.
Teorema 1.14 Sejam (X, d) um espac¸o me´trico compacto e f ∈ C0(X,X). Enta˜o
h(f) = h(f|Ω(f)).
Demonstrac¸a˜o: Ver, por exemplo, em [1], p.194-195.
Teorema 1.15 Sejam (X, d) um espac¸o me´trico compacto e f : X → X uma func¸a˜o
cont´ınua. Se k e´ um inteiro positivo, enta˜o h(fk) = kh(f).
Demonstrac¸a˜o: Pela continuidade uniforme de f sabe-se que, para cada ² > 0, existe
0 < δ < ² tal que se d(x, y) ≤ δ, enta˜o d(f j(x), f j(y)) ≤ ², para 0 ≤ j < k. Assim,
todo o conjunto (nk, ²)-separado para f e´ (n, δ)-separado para fk, logo
r(n, δ, fk) ≥ r(nk, ², f).
Por outro lado, para y ∈ X,
{fki(y) : 0 ≤ i < n} ⊆ {f i(y) : 0 ≤ i < nk},
pelo que qualquer conjunto (n, δ)-separado para fk e´ tambe´m (nk, δ)-separado para f
e portanto
r(n, δ, fk) ≤ r(nk, δ, f).
Consequentemente, para qualquer n ∈ N, tem-se
r(nk, δ, f)
n
≥ r(n, δ, f
k)
n
≥ r(nk, ², f)
n
,
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donde, fazendo n→ +∞, obte´m-se
kh(δ, f) ≥ h(δ, fk) ≥ kh(², f)
⇓²→0+
kh(f) ≥ h(fk) ≥ kh(f),
o que permite concluir que
kh(f) = h(fk).
¤
Sejam (X, d) e (Y, d′) espac¸os me´tricos compactos e f : X → X, g : Y → Y e
ϕ : X → Y aplicac¸o˜es cont´ınuas. Diz-se que f e g sa˜o semi-conjugadas se o diagrama
f : X → X
ϕ ↓ ↓ ϕ
g : Y → Y
comuta, isto e´, ϕ◦f = g ◦ϕ. Quando a aplicac¸a˜o ϕ e´ bijectiva diz-se que as aplicac¸o˜es
f e g sa˜o topologicamente conjugadas.
Teorema 1.16 Sejam (X, d) e (Y, d′) espac¸os me´tricos compactos. Sejam f : X → X,
g : Y → Y aplicac¸o˜es cont´ınuas semi-conjugadas por ϕ : X → Y . Se a aplicac¸a˜o ϕ e´
sobrejectiva, enta˜o h(f) ≥ h(g).
Demonstrac¸a˜o: Pela continuidade uniforme de ϕ sabe-se que, para cada ² > 0,
existe 0 < δ < ² tal que d(x1, x2) > δ sempre que d
′(ϕ(x1), ϕ(x2)) > ². Seja
E(n, ², g) ⊆ Y um conjunto (n, ²)-separado tal que #E(n, ², g) = r(n, ², g). Cons-
truindo o conjunto E(n, δ, f) atrave´s da escolha de um elemento a ∈ ϕ−1({x}), para
cada x ∈ E(n, ², g), tem-se #E(n, δ, f) = #E(n, ², g). Assim, dados a, b ∈ E(n, δ, f)
existem x, y ∈ E(n, ², g) tais que ϕ(a) = x e ϕ(b) = y, donde, pela definic¸a˜o de
E(n, ², g), existe j ∈ {0, · · · , n− 1} tal que
d′(gj(x), gj(y)) > ².
Consequentemente
d′(ϕ(f j(a)), ϕ(f j(b))) > ²,
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logo
d(f j(a), f j(b)) > δ.
Assim,
r(n, δ, f) ≥ #E(n, δ, f) = #E(n, ², g) = r(n, ², g)
e, tomando n→ +∞, obte´m-se
h(δ, f) ≥ h(², g),
donde se conclui que
h(f) ≥ h(g).
¤
Corola´rio 1.17 Sejam (X, d) e (Y, d′) espac¸os me´tricos compactos. Sejam f : X →
X, g : Y → Y aplicac¸o˜es cont´ınuas topologicamente conjugadas por ϕ : X → Y . Enta˜o
h(f) = h(g). Em particular a entropia de uma aplicac¸a˜o na˜o depende da me´trica.
Demonstrac¸a˜o: Basta notar que as aplicac¸o˜es ϕ e ϕ−1 sa˜o sobrejectivas e deduzir
do Teorema 1.16 que h(f) = h(g). ¤
Esta´-se agora em condic¸o˜es de cumprir o objectivo proposto logo apo´s a Proposic¸a˜o
1.11.
Proposic¸a˜o 1.18 Sejam f ∈ C0(I, I) e I0, I1 ⊆ I intervalos fechados e disjuntos. Se
fn(I0) ∩ fn(I1) ⊇ I0 ∪ I1, para algum n ∈ N , enta˜o h(f) ≥ log 2n .
Demonstrac¸a˜o: Seja g = fn. Pela Proposic¸a˜o 1.15, h(f) = h(g)
n
, donde e´ suficiente
provar que h(g) ≥ log 2.
Considere-se o seguinte conjunto
Λ = {x ∈ I : gn(x) ∈ I0 ∪ I1,∀n ∈ N0}.
De referir que Λ e´ compacto e g(Λ) ⊆ Λ.
Comece-se por provar que g|Λ e´ topologicamente semi-conjugada a σ.
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Definindo a aplicac¸a˜o
pi : Λ → Σ+2
x 7→ pi(x)
por  (pi(x))i = 0 se gi(x) ∈ I0(pi(x))i = 1 se gi(x) ∈ I1 , i ∈ N0,
tem-se pi ◦ g|Λ = σ ◦ pi. Com efeito, dado x ∈ Λ, com pi(g(x)) = (bn)n∈N0 e pi(x) =
(an)n∈N0 , tem-se gi(g(x)) ∈ Ibigi(x) ∈ Iai ⇒ bi = ai+1 ⇒ σ(pi(x)) = pi(g(x)).
Prove-se agora que pi e´ cont´ınua. Sejam q ∈ Λ, ² > 0 e n0 um inteiro positivo tal
que 1
2·3n0 < ². Como g e´ cont´ınua, existe δ > 0 tal que, para p ∈ Λ e d(p, q) < δ tem-se
gj(p) ∈ Isj , onde 0 ≤ j ≤ n0 e pi(q) = (si)i∈N0 , e consequentemente
d(p, q) < δ ⇒ d(pi(p), pi(q)) ≤ 1
2 · 3n0 < ².
Assim, as aplicac¸o˜es σ e g|Λ sa˜o semi-conjugadas por pi : Λ→ Σ+2 .
De seguida mostre-se que pi e´ uma aplicac¸a˜o sobrejectiva. Seja (an)n∈N0 ∈ Σ+2 .
Considerando o conjunto
Ia0a1···an = {x ∈ I : gi(x) ∈ Iai ,∀i ∈ {0, 1, · · · , n}},
facilmente se deduz que
Ia0a1···an = Ia0 ∩ g−1(Ia1···an); (1.1)
Ia0a1···an = Ia0···an−1 ∩ g−n(Ian). (1.2)
De referir que, para cada n ∈ N0, pela Proposic¸a˜o 1.3, Ia0a1···an 6= ∅. Por induc¸a˜o,
utilizando a igualdade (1.1), prova-se que, para cada n ∈ N0, Ia0a1···an e´ um conjunto
fechado (logo compacto) e, atendendo a (1.2), conclui-se que (Ia0a1···an)n∈N0 e´ uma
sucessa˜o decrescente relativamente a` inclusa˜o de conjuntos. Assim, K =
⋂
n∈N0
Ia0a1···an
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e´ um conjunto na˜o vazio e pi(x) = (an)n∈N0 , para qualquer x ∈ K, logo pi e´ sobrejectiva.
Desta forma, pela Proposic¸a˜o 1.12 e pelo Teorema 1.16, se conclui que
h(g) ≥ h(g|Λ) ≥ h(σ) = log 2.
¤
Finalmente apresenta-se uma aplicac¸a˜o cont´ınua com entropia +∞. Para isso
enuncia-se um resultado auxiliar que permite calcular a entropia de aplicac¸o˜es mono´tonas
por bocados definidas num intervalo fechado. Representar-se-a´ por l(f) o nu´mero de
intervalos maximais para os quais f e´ mono´tona.
Teorema 1.19 Seja f : I → I uma aplicac¸a˜o cont´ınua e mono´tona por bocados.
Enta˜o
lim
n→+∞
1
n
log l(fn) = h(f).
Demonstrac¸a˜o: Ver, por exemplo, em [9], p.169-170. ¤
Exemplo 1.2 Seja I = [0, 1]. Para cada n ∈ N, fn ∈ C0(I, I) representa a aplicac¸a˜o
afim por bocados verificando l(fn) = n,
f−1n (0) =
{
2k
n
: k = 0, 1, · · · ,
[n
2
]}
e
f−1n (1) =
{
2k + 1
n
: k = 0, 1, · · · ,
[
n− 1
2
]}
.
A Figura 1.2 apresenta o gra´fico de f6. Claramente l(f
k
n) = n
k, donde h(fn) = log n.
Considere-se a aplicac¸a˜o cont´ınua f : I → I topologicamente conjugada com f2n−1
em [2−n, 2−n+1], para cada n ∈ N, e f(0) = 0. A Figura 1.3 mostra o gra´fico de f .
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Figura 1.2
Assim, da Proposic¸a˜o 1.13 e do Corola´rio 1.17, vem
h(f) ≥ h(f|[2−n,2−n+1]) = h(f2n−1) = log(2n− 1), ∀n ∈ N
e consequentemente h(f) = +∞.
Figura 1.3
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Cap´ıtulo 2
O´rbitas perio´dicas e entropia
Neste cap´ıtulo estabelecem-se relac¸o˜es entre entropia, per´ıodos de o´rbitas perio´dicas e
estrutura (ordenac¸a˜o em R) das o´rbitas perio´dicas. Mais precisamente na secc¸a˜o 2.1
(Teoremas 2.1 e 2.2) mostra-se que f ∈ C0(I, I) tem entropia topolo´gica positiva se e
somente se admite alguma o´rbita perio´dica cujo per´ıodo na˜o e´ uma poteˆncia de 2.
Assim, a entropia de f ∈ C0(I, I) e´ zero se e so´ se todas as o´rbitas perio´dicas de
f teˆm per´ıodos que sa˜o poteˆncias de 2. Na secc¸a˜o 2.2 (Teorema 2.12) mostra-se que
a estrutura destas o´rbitas e´ bastante r´ıgida: sa˜o o´rbitas simples.
2.1 Entropia positiva e per´ıodos dos pontos perio´dicos
O teorema seguinte apresenta uma condic¸a˜o suficiente para que uma aplicac¸a˜o cont´ınua,
definida num intervalo, tenha entropia positiva. Considera-se que 1 = 20 e´ uma
poteˆncia de 2.
Teorema 2.1 Seja f ∈ C0(I, I). Se f admite um ponto perio´dico cujo per´ıodo na˜o e´
poteˆncia de 2, enta˜o h(f) > 0.
Demonstrac¸a˜o: Atendendo ao Teorema de Sarkovskii, existe r ≥ 1 tal que f r admite
um ponto perio´dico x de per´ıodo 3.
Sejam x0 = min{x, f r(x), f 2r(x)} e xi = f ir(x0), com i ∈ {1, 2}. Admitindo,
sem perda de generalidade, que x0 < x2 < x1, existem z ∈ [x0, x2], w ∈ [x2, x1]
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tais que f r(z) = x2 e f
r(w) = z. Considerando I0 = [x0, z] e I1 = [w, x1], tem-se
f 3r(I0) ∩ f 3r(I1) ⊇ I0 ∪ I1 e portanto, pela Proposic¸a˜o 1.18, h(f) ≥ log 23r . ¤
O objectivo seguinte e´ provar a afirmac¸a˜o rec´ıproca do teorema anterior.
Teorema 2.2 Seja f ∈ C0(I, I). Se h(f) > 0, enta˜o f admite um ponto perio´dico
cujo per´ıodo na˜o e´ uma poteˆncia de 2.
A demonstrac¸a˜o deste teorema e´ efectuada apo´s os Lemas 2.3 a 2.11 ([1], cap´ıtulo
4). Inicialmente apresentam-se treˆs resultados auxiliares.
Lema 2.3 Se an,i, com k, n ∈ N e i = 1, · · · , k, sa˜o nu´meros reais na˜o negativos,
enta˜o
lim sup
n→+∞
1
n
log
k∑
i=1
an,i = max
1≤i≤k
lim sup
n→+∞
1
n
log an,i.
Demonstrac¸a˜o: Como
k∑
i=1
an,i ≥ an,j para cada j ∈ {1, · · · , k}, tem-se
lim sup
n→+∞
1
n
log
k∑
i=1
an,i ≥ max
1≤i≤k
lim sup
n→+∞
1
n
log an,i.
Por outro lado, lim
n→+∞
1
n
log n = 0, pelo que
lim sup
n→+∞
1
n
log
k∑
i=1
an,i ≤ lim sup
n→+∞
1
n
log(n max
1≤i≤k
an,i)
= lim sup
n→+∞
(
1
n
log n+
1
n
log max
1≤i≤k
an,i
)
= lim sup
n→+∞
1
n
log max
1≤i≤k
an,i
= lim sup
n→+∞
1
n
max
1≤i≤k
log an,i
≤ max
1≤i≤k
lim sup
n→+∞
1
n
log an,i.
¤
Lema 2.4 Sejam (αn)n∈N0 e (βn)n∈N0 duas sucesso˜es de nu´meros reais. Enta˜o
lim sup
n→+∞
1
n
log
(
n∑
k=0
eαk+βn−k
)
≤ max
{
lim sup
n→+∞
αn
n
, lim sup
n→+∞
βn
n
}
.
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Demonstrac¸a˜o: Sejam
a = lim sup
n→+∞
αn
n
, b = lim sup
n→+∞
βn
n
e c = lim sup
n→+∞
1
n
log
(
n∑
k=0
eαk+βn−k
)
,
e considerem-se as se´ries de poteˆncias
A(z) =
+∞∑
n=0
eαnzn e B(z) =
+∞∑
n=0
eβnzn.
O raio de convergeˆncia da se´rie A(z) e´
1
lim sup
n→+∞
n
√
eαn
=
elim supn→+∞ αnn
−1 = e−a,
e analogamente se conclui que o raio de convergeˆncia da se´rie B(z) e´ e−b. Considerando
o produto das se´ries,
c(z) =
+∞∑
n=0
(
n∑
k=0
eαk+βn−k
)
zn,
cujo raio de convergeˆncia e´ e−c, tem-se e−c ≥ min{e−a, e−b} e consequentemente c ≤
max{a, b}. ¤
Lema 2.5 Sejam (an)n∈N uma sucessa˜o de nu´meros reais, b, u ∈ R e p ∈ N tais que:
1. u > 0;
2. an+1 ≤ an + b,∀n ∈ N;
3. Se n ≥ p e an
n
≥ u, enta˜o an+1 ≤ an + u.
Enta˜o lim sup
n→+∞
an
n
≤ u.
Demonstrac¸a˜o: Para cada n ≥ p, considere-se P (n) a seguinte propriedade
an ≤ nu+max{b, ap}.
A propriedade e´ trivial para n = p. Suponha-se que a propriedade e´ va´lida para
n > p. Se an < nu, enta˜o, por 1. e 2.,
an+1 ≤ an + b < nu+ b < (n+ 1)u+max{b, ap},
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caso contra´rio, atendendo a 3.,
an+1 ≤ an + u ≤ (n+ 1)u+max{b, ap}.
Portanto,
lim sup
n→+∞
an
n
≤ lim sup
n→+∞
(
u+
max{b, ap}
n
)
= u.
¤
No que se segue, P(I) =
⋃
A⊆I
{A}.
Definic¸a˜o 2.6 Um conjunto A ⊆ P(I) diz-se uma cobertura de I se
⋃
A∈A
A = I. A
cobertura diz-se aberta se e´ constitu´ıda por conjuntos abertos.
Dada uma cobertura A (na˜o necessariamente aberta) de I definem-se
An =
{
n−1⋂
j=0
f−j(Akj) : Akj ∈ A e
n−1⋂
j=0
f−j(Akj) 6= ∅
}
e
N (A) = min
{
#C : C ⊆ A e I ⊆
⋃
C∈C
C
}
.
Tal como na secc¸a˜o 1.1, o objectivo e´ medir a complexidade da dinaˆmica de f , pelo
que se define
h(A, f) = lim sup
n→+∞
log
N (An)
n
e
h(f) = sup{h(A, f) : A e´ uma cobertura aberta de I}. (2.1)
A definic¸a˜o acima referida e´ equivalente a` definic¸a˜o introduzida na secc¸a˜o 1.1 para
conjuntos (n, ²)-separados. E´ importante salientar que o mesmo na˜o acontece caso
se substitua em (2.1) “cobertura aberta” por “cobertura”, como evidencia o exemplo
seguinte presente em [1], p.203-205.
Exemplo 2.1 Seja I = [−1, 1]. A aplicac¸a˜o f : I → I definida por
f(x) =
 12x sin( 1x) se x 6= 00 se x = 0
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e´ cont´ınua. Como |f(x)| ≤ |x|
2
, para todo x ∈ [−1, 1], tem-se fn(x) → 0, quando
n→ +∞, donde Ω(f) = {0} e portanto, pelo Teorema 1.14,
h(f) = h(f|Ω(f)) = h(f|{0}) = 0.
Considerando L = [−1, 0], R = [0, 1] e A = {L,R} quer-se demonstrar que
h(A, f) > 0.
Para cada n ∈ N0, (Mi)ni=0 representa uma sucessa˜o tal que, para todo k ∈
{0, · · · , n}, Mk ∈ A. Aplicando o Princ´ıpio de Induc¸a˜o, prova-se que existe um inter-
valo fechado na˜o degenerado J ⊆ I que satisfaz as seguintes propriedades: fn|J e´ um
homeomorfismo; 0 ∈ fn(J) e f i(J) ⊆Mi, para cada i ∈ {0, · · · , n}.
Assim, a uma sucessa˜o (Mi)
n
i=0, corresponde um intervalo J que satisfaz as pro-
priedades enunciadas acima. Como fn(
◦
J) e´ um intervalo aberto e fn(
◦
J) ⊆ Mn, para
x ∈ ◦J , tem-se fn(x) 6= 0, pelo que o conjuntoMi e´ o u´nico elemento de A ao qual f i(x)
pertence e consequentemente
n⋂
i=0
f−i(Mi) e´ o u´nico elemento de An+1 que conte´m x.
Donde, se B e´ uma subcobertura escolhida de An+1, enta˜o
n⋂
i=0
f−i(Mi) ∈ B. Uma vez
que a sucessa˜o (Mi)
n
i=0 foi escolhida de modo arbitra´rio, tem-se N (An+1) = 2n+1 e
portanto h(A, f) = log 2.
No que se segue, A|Y representa a cobertura {A ∩ Y : A ∈ A} de Y , onde Y ⊆ I.
Definic¸a˜o 2.7 Sejam A e B duas coberturas de I. Diz-se que A e´ mais fina que B,
e escreve-se A º B,se
∀A ∈ A,∃B ∈ B : A ⊆ B.
Nota 2.1 De notar que se A º B, enta˜o N (A) ≥ N (B) e An º Bn, donde
A º B ⇒ h(A, f) ≥ h(B, f).
Em todo o texto considera-se um intervalo compacto I ⊆ R , pelo que e´ dado
especial relevo a uma classe especial de coberturas: partic¸o˜es de intervalos.
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Definic¸a˜o 2.8 Seja I um intervalo compacto. Diz-se que uma cobertura e´ uma partic¸a˜o
de I em intervalos se e´ constitu´ıda por intervalos disjuntos dois a dois.
Lema 2.9 Sejam f ∈ C0(I, I) e A uma partic¸a˜o finita de I em intervalos. Enta˜o,
para cada n ∈ N e A ∈ An, existe um intervalo K ⊆ A tal que fn(K) = fn(A). Em
particular, o conjunto fn(A) e´ um intervalo.
Demonstrac¸a˜o: Para cada n ∈ N, seja P (n) a seguinte propriedade
∀A ∈ An,∃K ⊆ A : fn(K) = fn(A).
Se n = 1, enta˜o basta considerar K = A. Admita-se que a propriedade e´ va´lida para
n e prove-se para n+ 1. Dado A ∈ An+1, tem-se
A = C ∩ f−n(B),
onde B ∈ A e C ∈ An, pelo que
x ∈ fn(A) ⇔ x = fn(y), y ∈ A
⇔ x = fn(y), y ∈ C ∩ f−n(B)
⇔ x = fn(y), fn(y) ∈ fn(C) ∩B e y ∈ C
⇔ x ∈ fn(C) ∩B.
Atendendo a` hipo´tese de induc¸a˜o, existe um intervalo L ⊆ C tal que fn(L) =
fn(C), donde
fn(A) = fn(C) ∩B = fn(L) ∩B.
Como L e B sa˜o intervalos, fn(A) e´ ainda um intervalo e fn(L) ⊇ fn(A). Assim, existe
um intervalo K ⊆ L tal que fn(K) = fn(A), tendo-se, por um lado, K ⊆ L ⊆ C e
por outro, fn(K) = fn(A) ⊆ B, consequentemente K ⊆ C ∩ f−n(B) e
fn+1(K) = f(fn(K)) = f(fn(A)) = fn+1(A).
¤
Sendo A uma partic¸a˜o finita de intervalos em I, para quaisquer A,B ∈ A e n ∈ N,
tem-se
f−n(A) ∩ f−n(B) = f−n(A ∩B) = ∅,
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donde
N (An) = #An
e portanto, atendendo ao Lema 2.3,
h(A, f) = lim sup
n→+∞
logN (An)
n
= lim sup
n→+∞
1
n
log
∑
A∈A
#(An|A)
= max
A∈A
lim sup
n→+∞
1
n
log#(An|A).
Assim, definindo
ξ =
{
A ∈ A : lim sup
n→+∞
1
n
log#(An|A) = h(A, f)
}
,
tem-se claramente ξ 6= ∅.
Lema 2.10 Para qualquer A ∈ ξ, tem-se
lim sup
n→+∞
1
n
log#(ξn|A) = h(A, f).
Demonstrac¸a˜o: Para n ∈ N tem-se #(ξn|A) ≤ #An, donde
lim sup
n→+∞
1
n
log#(ξn|A) ≤ h(A, f).
Considere-se αn = log#(ξ
n
|A) e βn = log
 ∑
B∈A\ξ
#(An|B)
, para n ∈ N, e α0 = β0 = 0.
Seja n ∈ N. Para cada k ∈ {1, · · · , n− 1} defina-se
Tk =
{
B ∈ An|A : B =
n−1⋂
i=0
f−i(Bi), Bi ∈ ξ para i < k, Bk ∈ A \ ξ
}
e
Tn = ξ
n
|A .
Note-se que
B ∈ Tk ⇔ B =
n−1⋂
i=0
f−i(Bi), Bi ∈ ξ para i < k,Bk ∈ A \ ξ
⇔ B =
k−1⋂
i=0
f−i(Bi) ∩ f−k
(
n−k−1⋂
i=0
f−i(Bi+k)
)
,
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donde #Tk ≤ eαkeβn−k . Por um lado, como An|A =
n⋃
k=1
Tk, vem
#(An|A) ≤
n∑
k=1
eαk+βn−k ,
donde
h(A, f) ≤ lim sup
n→+∞
1
n
log
(
n∑
k=0
eαk+βn−k
)
. (2.2)
Por outro lado, dado B ∈ A \ ξ, por definic¸a˜o de ξ, tem-se
lim sup
n→+∞
1
n
log#(An|B) < h(A, f)
e portanto, pelo Lema 2.3,
lim sup
n→+∞
βn
n
< h(A, f).
Assim, pelo Lema 2.4 e por (2.2),
h(A, f) ≤ lim sup
n→+∞
αn
n
,
donde a igualdade
lim sup
n→+∞
1
n
log#(ξn|A) = h(A, f).
¤
Para quaisquer A,B ∈ ξ, defina-se
γ(A,B, n) = #{E ∈ ξn|A : fn(E) ⊇ B}.
Lema 2.11 Se h(A, f) > log 3, enta˜o existe A0 ∈ ξ tal que
lim sup
n→+∞
1
n
log γ(A0, A0, n) = h(A, f).
Demonstrac¸a˜o: Sejam u ∈ R tal que log 3 < u < h(A, f) e A ∈ ξ. Como
log#(ξn+1|A ) ≤ log#(ξn|A) + log#ξ,
admitindo que existe p ∈ N tal que
∀n ≥ p, 1
n
log#(ξn|A) ≥ u⇒ #(ξn+1|A ) ≤ 3#(ξn|A),
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pelo Lema 2.5, tem-se
lim sup
n→+∞
1
n
log#(ξn|A) ≤ u,
o que contradiz o Lema 2.10. Assim, para cada p ∈ N, existe um inteiro n ≥ p tal que
1
n
log#(ξn|A) ≥ u e #(ξn+1|A ) ≥ 3#(ξn|A). (2.3)
Dado E ∈ ξn|A , pelo Lema 2.9, fn(E) e´ um intervalo e portanto se intersecta r
elementos de ξ tera´ de conter pelo menos r − 2 desses elementos. Mas
#ξn+1|E = #{Ei ∈ ξ : E ∩ f−n(Ei) 6= ∅}
= #{Ei ∈ ξ : fn(E) ∩ Ei 6= ∅}
= r,
pelo que,
#{B ∈ ξ : fn(E) ⊇ B} ≥ #(ξn+1|E )− 2.
Somando relativamente a E ∈ ξn|A , tem-se∑
B∈ξ
γ(A,B, n) ≥ #(ξn+1|A )− 2#(ξn|A)
e por (2.3), para cada p ∈ N, existe n ≥ p tal que∑
B∈ξ
γ(A,B, n) ≥ 3#(ξn|A)− 2#(ξn|A),
donde
1
n
log
∑
B∈ξ
γ(A,B, n) ≥ 1
n
log#(ξn|A) ≥ u
e consequentemente
lim sup
n→+∞
1
n
log
∑
B∈ξ
γ(A,B, n) ≥ u.
Atendendo a` escolha de u, pode-se concluir que
lim sup
n→+∞
1
n
log
∑
B∈ξ
γ(A,B, n) ≥ h(A, f).
Como ξ e´ finito, pelo Lema 2.3,
lim sup
n→+∞
1
n
log
∑
B∈ξ
γ(A,B, n) = max
B∈ξ
lim sup
n→+∞
1
n
log γ(A,B, n),
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donde, para cada A ∈ ξ, existe φ(A) ∈ ξ tal que
lim sup
n→+∞
1
n
log γ(A, φ(A), n) ≥ h(A, f). (2.4)
A aplicac¸a˜o φ : ξ → ξ admite um ponto perio´dico. Denote-se esse conjunto por A0 e
o seu per´ıodo por m.
Sejam A,B,C ∈ ξ e D ∈ ξn|A , D′ ∈ ξk|B tais que fn(D) ⊇ B e fk(D′) ⊇ C. De
notar que fn(D) ⊇ B ⊇ D′. Assim,
D ∩ f−n(D′) ∈ ξn+k|A e fn+k(D ∩ f−n(D′)) ⊇ C
e portanto
γ(A,C, n+ k) ≥ γ(A,B, n)γ(B,C, k). (2.5)
Aplicando (2.5) m− 1 vezes, obte´m-se
γ(A0, A0, nm) ≥
m−1∏
i=0
γ(φi(A0), φ
i+1(A0), n),
para qualquer n ∈ N, donde, por (2.4), se conclui que
lim sup
n→+∞
1
n
log γ(A0, A0, n) ≥ h(A, f).
Mas, γ(A0, A0, n) ≤ #An, pelo que
lim sup
n→+∞
1
n
log γ(A0, A0, n) = h(A, f).
¤
Encontram-se reunidas as ferramentas necessa´rias para demonstrar o Teorema 2.2.
Demonstrac¸a˜o do Teorema 2.2: Considere-se um inteiro r > 1+log 3
h(f)
(se h(f) =
+∞, toma-se r = 1).
Dado n ∈ N, existe uma cobertura aberta B tal que
h(B, f r) ≥ h(f r)− 1
n
= rh(f)− 1
n
> log 3 + 1− 1
n
≥ log 3.
(Se h(f) = +∞, substitui-se a u´ltima fo´rmula por h(B, f) > n+ log 3.)
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Uma vez que qualquer cobertura de um compacto admite uma subcobertura finita e
os intervalos abertos constituem uma base de abertos de I, enta˜o existe uma cobertura
finita C º B constitu´ıda apenas por intervalos abertos e portanto uma partic¸a˜o finita
A de I em intervalos e mais fina que B. Donde, pelo Lema 2.11 e pela Nota 2.1, existe
um intervalo A0 ∈ ξ e um inteiro positivo mn grande tal que
1
mn
log γ(A0, A0,mn) ≥ h(A, f r)− 1
n
( ou n+ log 3 se h(f) = +∞).
Sendo sn = γ(A0, A0,mn), tem-se claramente sn ≥ 3mn . Assim, pela definic¸a˜o
de γ, existem intervalos E1, · · · , Esn de ξmnfr |A0 tais que, para cada i ∈ {1, · · · , sn},
(f r)mn(Ei) ⊇ A0 e, pelo Lema 2.9, para cada i, existe um intervalo Ki ⊆ Ei com
(f r)mn(Ki) = (f
r)mn(Ei). Portanto os intervalos K1, · · · , Ksn sa˜o subconjuntos de A0
dois a dois disjuntos tais que (f r)mn(Ki) ⊇ A0, para cada i ∈ {1, · · · , sn}. Como
sn ≥ 5 existem 1 ≤ si, sj ≤ sn tais que Ksi , Ksj ⊆ A0 e Ksi ∩Ksj = ∅. Assim,
(f r)mn(Ksi) ∩ (f r)mn(Ksj) ⊇ A0 ⊇ Ksi ∪Ksj ,
donde, pela Proposic¸a˜o 1.4, f rmn admite um ponto perio´dico de per´ıodo 3 e conse-
quentemente f admite um ponto perio´dico cujo per´ıodo na˜o e´ uma poteˆncia de 2.
¤
2.2 Entropia zero e estrutura das o´rbitas perio´dicas
Dada uma o´rbita perio´dica P de f ∈ C0(I, I), com per´ıodo m = 2k, onde k ∈ N,
diz-se que P e´ simples quando para qualquer {q1, · · · , qn} ⊆ P o´rbita perio´dica de f r,
onde n · r = m e n ≥ 2, com q1 < · · · < qn, se verifica
f r({q1, · · · , qn
2
}) = {qn
2
+1, · · · , qn}.
O resultado que se segue permite concluir que a entropia de f e´ nula se e so´ se
todas as suas o´rbitas perio´dicas sa˜o simples.
Teorema 2.12 Seja f ∈ C0(I, I). A aplicac¸a˜o f tem um ponto perio´dico cujo per´ıodo
na˜o e´ uma poteˆncia de 2 se e somente se admite o´rbitas perio´dicas na˜o simples.
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A demonstrac¸a˜o deste teorema e´ longa e sera´ feita com base em resultados auxi-
liares (Proposic¸a˜o 2.13 e Lemas 2.14 a 2.18). Segue-se principalmente [3].
Proposic¸a˜o 2.13 Seja f ∈ C0(I, I). Se P e´ uma o´rbita perio´dica de f de per´ıodo n,
onde n e´ par, enta˜o existem dois subconjuntos disjuntos de P que sa˜o o´rbitas perio´dicas
de f 2 de per´ıodo n
2
.
Demonstrac¸a˜o: Considerando a o´rbita P = {p1, p2, · · · , pn} tal que, para cada i ∈
{2, · · · , n}, pi = f(pi−1), basta colocar P1 = {pi : i e´ ı´mpar} e P2 = {pi : i e´ par}.
¤
Sejam f ∈ C0(I, I) e P uma o´rbita perio´dica de f contendo pelo menos dois
elementos. Denote-se por Pmin(f) e Pmax(f), respectivamente, o menor e o maior
elemento de P .
Definindo os conjuntos
U(f) = {x ∈ I : f(x) > x},
D(f) = {x ∈ I : f(x) < x}
e considerando PU(f) o maior elemento de P ∩ U(f) e PD(f) o menor elemento de
P ∩ D(f), tem-se claramente Pmin(f) ≤ PU(f) < Pmax(f) e Pmin(f) < PD(f) ≤
Pmax(f).
Lema 2.14 ([13]) Sejam f ∈ C0(I, I) e P uma o´rbita perio´dica de f . Se f tem um
ponto fixo entre Pmin(f) e PU(f), ou entre PD(f) e Pmax(f), enta˜o f admite o´rbitas
perio´dicas de qualquer per´ıodo.
Demonstrac¸a˜o: Seja p0 um ponto fixo entre Pmin(f) e PU(f). Considere-se o con-
junto
A = {x ∈ P ∩ U(f) : x > p0}.
Note-se que A 6= ∅ porque PU(f) ∈ A. Sejam p ∈ A tal que f(p) = max
x∈A
f(x) e q0 o
maior ponto fixo de f em [p0, p]. Por um lado, como
Pmin(f) < p0 ≤ q0,
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P na˜o pode estar contido em [q0, f(p)]. Por outro lado, para x ∈ P ∩ [q0, f(p)], tem-se
x ∈ A e x < f(x) ≤ f(p) se x ∈ U(f), e f(x) < x ≤ f(p), caso contra´rio. Assim,
existe q ∈ P ∩[q0, f(p)] tal que f(q) < q0 < q. Como f(p) > p a condic¸a˜o q < p implica
que f([q, p]) ⊇ [q, p] e portanto a existeˆncia de um ponto fixo em [q, p], contradizendo
a definic¸a˜o de q0, pelo que
f(q) < q0 < p < q ≤ f(p).
Seja t ∈ [q0, p] tal que f(t) = q (ver Figura 2.1).
  
	 	  	
Figura 2.1
Assim, f([q0, t]) ∩ f([t, q]) ⊇ [q0, q], donde, pela Proposic¸a˜o 1.4, f admite um ponto
perio´dico de per´ıodo 3 e portanto, pelo Teorema de Sarkovskii, f admite pontos
perio´dicos de qualquer per´ıodo.
No outro caso a prova e´ ana´loga. ¤
Lema 2.15 Sejam f ∈ C0(I, I) e P uma o´rbita perio´dica de f . Se PD(f) < PU(f),
enta˜o f admite pontos perio´dicos de qualquer per´ıodo.
Demonstrac¸a˜o: Se PD(f) < PU(f), como f(PD(f)) < PD(f) e f(PU(f)) > PU(f),
enta˜o f admite um ponto fixo no intervalo [PD(f), PU(f)]. Mas Pmin(f) < PD(f), pelo
que, atendendo ao Lema 2.14, f admite pontos perio´dicos de qualquer per´ıodo. ¤
Lema 2.16 Sejam f ∈ C0(I, I) e g = f r, com r = 2l, l ≥ 1. Admita-se que P0 =
{q1, · · · , qn}, com q1 < q2 < · · · < qn, e´ uma o´rbita perio´dica de g com per´ıodo n = 2k,
k ≥ 1. Se existem i, j ≤ n
2
tais que g(qi) = qj, enta˜o f admite uma o´rbita perio´dica
na˜o simples.
Demonstrac¸a˜o: Sendo P a o´rbita de q1 relativamente a f , tem-se que P e´ uma
o´rbita perio´dica de f e P0 ⊆ P . Seja m o per´ıodo de P . Pretende-se provar que
m = n · r = 2k · 2l e P na˜o e´ simples .
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Afirma-se que
∀s ∈ {1, · · · , r − 1},∀j ∈ {1, · · · , n}, f s(qj) /∈ P0. (2.6)
Admita-se que existem s ∈ {1, · · · , r−1} e qj ∈ P0 tais que f s(qj) ∈ P0. Pode supor-se,
escolhendo s suficientemente pequeno, que
∀t < s, ∀i ∈ {1, · · · , n}, f t(qi) /∈ P0. (2.7)
Assim, para k ∈ {0, · · · , n− 1},
f s(fkr(qj)) = f
kr(f s(qj)) ∈ P0
pelo que
f s(P0) ⊆ P0.
Mas f restrita a P0 e´ injectiva, logo f
s(P0) = P0, donde, por (2.7) e porque f
r(P0) =
P0, se conclui que s divide r . Por outro lado existe uma o´rbita P1 ⊆ P0 perio´dica de
f s, pelo que  f s(P1) = P1s|r ⇒ f r(P1) = P1 ⇒ P1 = P0
e portanto P0 e´ uma o´rbita perio´dica de f
r e f s. Como r e´ uma poteˆncia de 2, s
divide r e P0 tem pelo menos dois elementos, aplicando a Proposic¸a˜o 2.13 encontra-se
um subconjunto Q0 ( P0 que verifica f r(Q0) = Q0, contradizendo a definic¸a˜o de P0.
Assim, a afirmac¸a˜o (2.6) e´ verdadeira.
Seguidamente mostra-se que os pontos
q1, · · · , qn, f(q1), · · · , f(qn), · · · , f r−1(q1), · · · , f r−1(qn)
sa˜o distintos dois a dois.
Admita-se que fa(qi) = f
b(qj), para 0 ≤ a ≤ r − 1 e 0 ≤ b ≤ r − 1. Assuma-se,
sem perda de generalidade, que a ≤ b. Assim
fa(qi) = f
b(qj) ⇒ f r−b+a(qi) = f r(qj)
⇒ f r−b+a(qi) ∈ P0
⇒ r − b+ a = r, porque r − b+ a ≤ r
⇒ b = a
⇒ qi = qj
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e portanto P = {q1, · · · , qn, f(q1), · · · , f(qn), · · · , f r−1(q1), · · · , f r−1(qn)} admite n · r
elementos. Segue da hipo´tese do lema que P na˜o e´ simples. ¤
Lema 2.17 Sejam f ∈ C0(I, I), P uma o´rbita perio´dica de f de per´ıodo k ≥ 2, onde
k e´ uma poteˆncia de 2, e n ≥ 3 um nu´mero ı´mpar. Se fn na˜o admite pontos perio´dicos
de per´ıodo 3, enta˜o PU(f
n) = PU(f) e PD(f
n) = PD(f).
Demonstrac¸a˜o: Como P e´ uma o´rbita perio´dica de fn, PU(f
n) e PD(f
n) esta˜o bem
definidos. Atendendo a` hipo´tese conclui-se que f na˜o admite pontos perio´dicos de
per´ıodo 3n, donde, pelo Lema 2.15, PU(f) < PD(f) e assim, pela definic¸a˜o de PU(f)
e de PD(f), na˜o existem elementos de P entre PU(f) e PD(f). Novamente pelo Lema
2.15, conclui-se que PU(f
n) < PD(f
n) e na˜o existem elementos de P entre PU(f
n) e
PD(f
n). Assim, basta provar que PU(f
n) = PU(f).
Suponha-se que PU(f
n) 6= PU(f).
Caso 1: PU(f) < PU(f
n).
Neste caso PU(f) < PD(f) ≤ PU(fn) < PD(fn). Como f(Pmin(f)) > Pmin(f) e
f(PD(f)) < PD(f), conclui-se que f admite um ponto fixo em [Pmin(f), PD(f)], donde
fn tem um ponto fixo entre Pmin(f
n) = Pmin(f) e PU(f
n) e portanto, pelo Lema 2.14,
fn admite o´rbitas perio´dicas de qualquer per´ıodo, o que contradiz a hipo´tese.
Caso 2: PU(f) > PU(f
n).
Nesta situac¸a˜o prova-se que fn admite um ponto fixo entre PD(f
n) e Pmax(f
n) e
portanto, pelo Lema 2.14, obte´m-se uma contradic¸a˜o. ¤
Lema 2.18 Sejam f ∈ C0(I, I) e P = {p1, · · · , pn} uma o´rbita perio´dica de f de
per´ıodo n = 2k, com k > 1, e p1 < p2 < · · · < pn. Se para qualquer 0 < m < n nu´mero
ı´mpar, fm na˜o tem pontos perio´dicos de per´ıodo 3, enta˜o
f({p1, · · · , pn
2
}) = {pn
2
+1, · · · , pn} e f({pn
2
+1, · · · , pn}) = {p1, · · · , pn
2
}.
Demonstrac¸a˜o: Inicialmente demonstra-se que f(P ∩U(f)) ⊆ P ∩D(f). Suponha-
se, por absurdo, que
∃pi ∈ P ∩ U(f) : f(pi) ∈ P ∩ U(f). (2.8)
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Seja l ∈ {2, · · · , n− 1} tal que f l(f(pi)) = p1.
Se l e´ ı´mpar, enta˜o f l admite um ponto fixo em [p1, f(pi)]. Como f(pi) ≤ PU(f)
e, pelo Lema 2.17, PU(f) = PU(f
l), conclui-se, pelo Lema 2.14, que f l admite pontos
perio´dicos de qualquer per´ıodo, o que contradiz a hipo´tese.
Se l e´ par, enta˜o f l+1 tem um ponto fixo entre p1 e pi, pelo que, atendendo ao
Lema 2.17, f l+1 tem um ponto fixo entre Pmin(f
l+1) e PU(f
l+1), logo f l+1 admite
pontos perio´dicos de qualquer per´ıodo, o que contradiz a hipo´tese.
Assim f(P ∩ U(f)) ⊆ P ∩ D(f). Analogamente se prova que f(P ∩ D(f)) ⊆
P ∩ U(f).
Como f restrita a P e´ uma aplicac¸a˜o bijectiva segue que f(P ∩U(f)) = P ∩D(f)
e f(P ∩ D(f)) = P ∩ U(f), donde P ∩ U(f) e P ∩ D(f) teˆm o mesmo nu´mero de
elementos. Pelo Lema 2.15 PU(f) < PD(f), logo
P ∩ U(f) = {p1, · · · , pn
2
} e P ∩D(f) = {pn
2
+1, · · · , pn}.
¤
Demonstrac¸a˜o do Teorema 2.12: Suponha-se que f admite um ponto perio´dico
cujo per´ıodo na˜o e´ uma poteˆncia de 2. Pelo Teorema de Sarkovskii existe um inteiro
positivo r = 2l, l ≥ 1, tal que f r admite uma o´rbita perio´dica P = {p1, p2, p3} de
per´ıodo 3, com p1 < p2 < p3. Considere-se g = f
r. Assumindo, sem perda de
generalidade, que g(p2) = p3 e g(p3) = p1, tem-se
g(p2) > p2 e g(p3) < p3,
donde g admite um ponto fixo t entre p2 e p3. Sejam I1 = [p1, p2], I2 = [p2, t] e
I3 = [t, p3] (ver Figura 2.2).
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Figura 2.2
Assim
I1 → I2 → I3 → I1 → I2 → I3 → I2 → I3 → I1,
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pelo que existe c ∈ I1 tal que g(c), g4(c), g6(c) ∈ I2, g2(c), g5(c), g7(c) ∈ I3, g3(c) ∈
I1 e g
8(c) = c. Portanto, atendendo ao itinera´rio de c, c e´ um ponto perio´dico de
per´ıodo 8.
Seja {q1, · · · , q8} a o´rbita de c, onde q1 < q2 < · · · < q8. Note-se que dois dos
pontos g(c), g4(c) e g6(c) pertencem a {q1, q2, q3, q4}, assim como os pontos c, g3(c).
Afirma-se que,
∃(i, j) ∈ {1, 2, 3, 4}2 : g(qi) = qj. (2.9)
Caso 1: g(c) ∈ {q1, q2, q3, q4}.
A afirmac¸a˜o e´ verdadeira considerando qi = c e qj = g(c).
Caso 2: g(c) /∈ {q1, q2, q3, q4}.
Nessa situac¸a˜o g4(c) ∈ {q1, q2, q3, q4}, pelo que basta tomar qi = g3(c) e qj = g4(c).
Atendendo a (2.9) e ao Lema 2.16, f admite uma o´rbita perio´dica que na˜o e´ simples.
Reciprocamente, suponha-se que f admite uma o´rbita perio´dica que na˜o e´ simples.
Seja P essa o´rbita e 2k o seu per´ıodo. Por definic¸a˜o, existe uma o´rbita perio´dica
{q1, · · · , qn} ⊆ P de f r onde n · r = 2k, com q1 < q2 < · · · < qn e f r({q1, · · · , qn
2
}) 6=
{qn
2
+1, · · · , qn}.
Pelo Lema 2.18 existe um nu´mero ı´mpar s < n tal que (f r)s tem um ponto perio´dico
de per´ıodo 3, donde f admite uma o´rbita perio´dica cujo per´ıodo na˜o e´ uma poteˆncia
de 2. ¤
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Cap´ıtulo 3
Pontos homocl´ınicos e entropia
Um ponto x ∈ I diz-se um ponto homocl´ınico de f ∈ C0(I, I) se existe um ponto
perio´dico p com per´ıodo n tal que x 6= p, x ∈ W u(p, fn) e fnm(x) = p, para algum
inteiro positivo m.
Neste cap´ıtulo estuda-se a relac¸a˜o entre a existeˆncia de pontos homocl´ınicos e
entropia. Na verdade uma aplicac¸a˜o cont´ınua admite um ponto homocl´ınico se, e
somente se, tem entropia positiva (Teorema 3.1).
Teorema 3.1 Seja f ∈ C0(I, I). A aplicac¸a˜o f tem entropia positiva se e so´ se
admite um ponto homocl´ınico.
A demonstrac¸a˜o que se apresenta segue essencialmente [2].
Lema 3.2 Seja f ∈ C0(I, I). A aplicac¸a˜o f admite um ponto homocl´ınico se e so´
se, para algum inteiro positivo n, existem p ponto fixo de fn e z ∈ W u(p, fn) tais que
z 6= p e fn(z) = p.
Demonstrac¸a˜o: Suponha-se que f admite um ponto homocl´ınico x. Por definic¸a˜o,
existe um ponto perio´dico p 6= x de f tal que x ∈ W u(p, fn), onde n e´ o per´ıodo de p,
e fnm(x) = p para algum inteiro positivo m. Assim, definindo
s0 = min{s ∈ N : fns(x) = p} e z = fn(s0−1)(x).
tem-se z ∈ W u(p, fn) e fn(z) = fns0(x) = p.
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Reciprocamente, admita-se que, para algum inteiro positivo n existem p ponto
fixo de fn e z ∈ W u(p, fn) tais que z 6= p e fn(z) = p. Considerando m o per´ıodo
de p, tem-se m|n, donde W u(p, fn) ⊆ W u(p, fm) e consequentemente z e´ um ponto
homocl´ınico de f . ¤
Lema 3.3 Sejam f ∈ C0(I, I) e p1 e p2 pontos fixos de f tais que p1 < p2. Se
f na˜o admite pontos fixos em (p1, p2), enta˜o (p1, p2) ⊆ W u(p1, f,+) ou (p1, p2) ⊆
W u(p2, f,−).
Demonstrac¸a˜o: Por hipo´tese, f na˜o admite pontos fixos em (p1, p2), pelo que
∀x ∈ (p1, p2), f(x) > x ou ∀x ∈ (p1, p2), f(x) < x.
Admita-se, sem perda de generalidade, que ∀x ∈ (p1, p2), f(x) > x.
Seja y ∈ (p1, p2). Considerando o intervalo [p1, z], com p1 < z < y, afirma-se que
∃n ∈ N : y ∈ fn([p1, z]),
donde y ∈ W u(p1, f,+).
A afirmac¸a˜o e´ trivial se
∃n ∈ N : fn(z) ≥ p2.
Se
∀n ∈ N : fn(z) < p2,
enta˜o a sucessa˜o (fn(z))n∈N e´ crescente e majorada, logo convergente para z0 ∈ (z, p2]
e f(z0) = z0. Como, por hipo´tese, f na˜o admite pontos fixos em (p1, p2), tem-se
z0 = p2, donde existe m ∈ N tal que fm(z) > y e consequentemente y ∈ fm([p1, z]). ¤
Teorema 3.4 Seja f ∈ C0(I, I). Se f admite um ponto perio´dico de per´ıodo 3, enta˜o
existem p ponto fixo de f 2 e z ∈ W u(p, f 2) tais que z 6= p e f 2(z) = p.
Demonstrac¸a˜o: Seja {x, f(x), f 2(x)} uma o´rbita perio´dica de per´ıodo 3 de f e
denote-se x0 = min{x, f(x), f 2(x)} e xi = f i(x0), i ∈ {1, 2}. Admitindo, sem perda
de generalidade, que x0 < x1 < x2, tem-se f([x0, x1]) ⊇ [x1, x2] e f([x1, x2]) ⊇ [x0, x2].
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Denotando f 2 por g tem-se g([x0, x1]) ⊇ [x0, x1] e consequentemente g admite um
ponto fixo em [x0, x1]. De forma ana´loga, g admite um ponto fixo em [x1, x2].
Definindo p1 = sup{x ∈ [x0, x1] : g(x) = x} e p2 = inf{x ∈ [x1, x2] : g(x) = x},
p1 e p2 sa˜o pontos fixos de g, verificando x0 < p1 < x1 < p2, e na˜o existem pontos
fixos de g em (p1, p2), donde, pelo Lema 3.3, x1 ∈ W u(p1, g,+) ou x1 ∈ W u(p2, g,−).
Supondo que x1 ∈ W u(p1, g,+) ⊆ W u(p1, g) (o caso x1 ∈ W u(p2, g,−) e´ similar),
tem-se {x1, g(x1), g2(x1)} ⊆ W u(p1, g) e consequentemente [x0, x2] ⊆ W u(p1, g), pois,
pelo Lema 1.8, W u(p1, g) e´ um conjunto conexo. Por outro lado, g([x1, x2]) ⊇ [x0, x1],
pelo que existe um ponto z ∈ [x1, x2] tal que g(z) = p1 e assim p1 e´ um ponto fixo de
f 2, z ∈ W u(p1, f 2) com p1 6= z e f 2(z) = p1. ¤
Lema 3.5 Sejam f ∈ C0(I, I) e p um ponto fixo de f . Se y ∈ W u(p, f)(y 6= p),
enta˜o, para qualquer vizinhanc¸a V de p, existem y1 ∈ V ∩W u(p, f) e r ∈ N tais que
f r(y1) = y.
Demonstrac¸a˜o: Admita-se que a tese e´ falsa. Enta˜o, existe uma vizinhanc¸a V de p
tal que
y /∈ fn(V ∩W u(p, f)),∀n ∈ N. (3.1)
Suponha-se, sem perda de generalidade, que y > p. Assim, o conjunto V conte´m
um intervalo aberto (a, b) tal que a < p < b < y. Como y ∈ W u(p, f), por (3.1)
tem-se que V ∩ W u(p, f) na˜o e´ uma vizinhanc¸a de p, donde (a, p) ∩ W u(p, f) = ∅
e [p, b) ⊆ W u(p, f), pois W u(p1, g) e´ um conjunto conexo. Pela continuidade de f ,
existe c ∈ (a, p) tal que
f(x) < b < y, ∀x ∈ (c, p). (3.2)
Mas c /∈ W u(p, f) ⊇ W u(p, f,−), donde existe d ∈ (c, p) tal que
c /∈ fn((d, p)),∀n ∈ N. (3.3)
Seja n ∈ N. Como fn(V ∩W u(p, f)) ⊇ fn([p, b)), por (3.1) tem-se y /∈ fn([p, b)).
Assim, por (3.2) e (3.3), y /∈ fn((d, p)), pelo que y /∈ fn((d, b)) e consequentemente a
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hipo´tese do lema e´ falsa. ¤
Demonstrac¸a˜o do Teorema 3.1 Tendo f entropia positiva, f tem um ponto perio´dico
cujo per´ıodo na˜o e´ uma poteˆncia de 2 e, pelo Teorema de Sarkovskii existe r ∈ N tal
que f r admite uma o´rbita perio´dica de per´ıodo 3. Seja n = 2r. Pelo Teorema 3.4,
aplicado a f r, existem p ponto fixo de fn e z ∈ W u(p, fn) tais que z 6= p e fn(z) = p,
donde, pelo Lema 3.2, se conclui que f admite um ponto homocl´ınico.
Reciprocamente, suponha-se que f admite um ponto homocl´ınico. Pelo Lema 3.2,
para algum s ∈ N, existem p ponto fixo de f s e y ∈ W u(p, f s) tais que y 6= p e
f s(y) = p. Suponha-se que y > p (o outro caso e´ ana´logo). Considerando g = f s,
basta provar o resultado para a aplicac¸a˜o g, pois h(f) = h(g)
s
.
Seja 0 < δ < y − p. Pelo Lema 3.5, aplicado a g, existem y1 ∈ Bδ(p) ∩W u(p, g) e
n ∈ N tais que gn(y1) = y.
Considere-se dois casos: p < y1 < y e y1 < p < y.
Caso 1: p < y1 < y.
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Figura 3.1
Neste caso gn([p, y1]) ∩ gn([y1, y]) ⊇ [p, y] (ver Figura 3.1), donde, pela Proposic¸a˜o
1.4, gn admite um ponto perio´dico de per´ıodo 3 e portanto, pela Proposic¸a˜o 2.1,
h(g) = h(g
n)
n
> 0.
Caso 2: y1 < p < y.
Aplicando novamente o Lema 3.5, conclui-se que existem y2 ∈ (y1, y) ∩W u(p, g) e
l > n tais que gl(y2) = y1. Se y1 < y2 < p < y, enta˜o g
l([y1, y2]) ∩ gl([y2, p]) ⊇ [y1, p]
(ver Figura 3.2), donde se conclui que h(g) > 0.
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Figura 3.2
Caso contra´rio, y1 < p < y2 < y, tem-se g
l+n([p, y2]) ∩ gl+n([y2, y]) ⊇ [p, y], pelo que
h(g) > 0. ¤
Em [6], A. Katok generaliza o Teorema 3.1 para C1+α-difeomorfismos de uma
variedade compacta com dimensa˜o 2, M , nela pro´pria. Com efeito, sendo f : M →
M um C1+α-difeomorfismo, tem-se f cao´tica se e so´ se existe n ∈ N tal que fn
possui um ponto cela hiperbo´lico cujas variedades insta´vel e esta´vel se intersectam
transversalmente, ou seja, fn possui pontos homocl´ınicos transversais .
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Cap´ıtulo 4
Bifurcac¸a˜o de O´rbitas perio´dicas
No presente cap´ıtulo considera-se o espac¸o C1(I, I), onde I e´ um intervalo compacto
de R, munido da me´trica C1.
O principal objectivo deste cap´ıtulo e´ mostrar que o subconjunto de C1(I, I)
formado pelas aplicac¸o˜es com entropia positiva e´ aberto para a me´trica C1 (Teo-
rema 4.6) e que a sua fronteira e´ constitu´ıda por aplicac¸o˜es f ∈ C1(I, I) tais que
P (f) = {2i : i ∈ N0} (Teorema 4.10).
Para cada n ∈ N, considere-se F (n) = {f ∈ C1(I, I) : n ∈ P (f)}. Note-se que
se n Cm, enta˜o F (n) ⊆ F (m). O Conjunto F (2∞) denota o conjunto das aplicac¸o˜es
f ∈ C1(I, I) em que P (f) ⊇ {2i : i ∈ N0}. Defina-se ainda,
G(n) = {f ∈ F (n) : f /∈ F (m) se mC n}
e
G(2∞) = {f ∈ F (2∞) : f /∈ F (n) se nC 2∞}.
O artigo [5] constituiu a principal refereˆncia bibliogra´fica no estudo dos primeiros
resultados deste cap´ıtulo, Lemas 4.1 e 4.2, Teorema 4.3 e Corola´rio 4.4.
Lema 4.1 Seja f ∈ C1(I, I). Se {p1, p2, · · · , pn} e´ uma o´rbita perio´dica de f de
per´ıodo n, onde n > 2 e p1 < p2 < · · · < pn, enta˜o existem pontos y e z no intervalo
[p1, pn] tais que f
′(y) > 0 e f ′(z) ≤ −1.
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Demonstrac¸a˜o: Existe 1 < m < n tal que f(pm) = p1 ou f(pm) = pn. Se f(pm) =
p1, enta˜o, pelo Teorema do Valor Me´dio de Lagrange, existe y ∈ [pm, pm+1] tal que
f ′(y) > 0. Se f(pm) = pn, enta˜o existe y ∈ [pm−1, pm] tal que f ′(y) > 0.
Seja pi = PD(f). Como f(pi) ≤ pi−1 e f(pi−1) ≥ pi, pelo Teorema do Valor Me´dio
de Lagrange, existe z ∈ (pi−1, pi) tal que f ′(z) ≤ −1. ¤
Lema 4.2 Sejam (fn)n∈N uma sucessa˜o em C1(I, I) e xn um ponto perio´dico de fn
de per´ıodo s, onde s > 2. Se xn → x e fn → f , na me´trica C1, quando n → +∞,
enta˜o x e´ um ponto fixo de f s mas na˜o de f .
Demonstrac¸a˜o: Por passagem ao limite, x e´ um ponto fixo de f s, pelo que e´ suficiente
provar que x na˜o e´ ponto fixo de f .
Sejam pn e qn, respectivamente, o menor e o maior elemento da o´rbita de xn.
Considerando subsucesso˜es pode assumir-se que pn → p e qn → q, quando n→ +∞,
com p, q ∈ I. Pelo Lema 4.1
∃yn, zn ∈ [pn, qn] tais que f ′(yn) > 0 e f ′(zn) ≤ −1,
donde, tomando subsucesso˜es, podemos tambe´m assumir que yn → y, zn → z e que
existem i, j ∈ N tais que
f in(xn) = pn e f
j
n(xn) = qn.
Assim, por passagem ao limite, obteˆm-se
f i(x) = p e f j(x) = q.
Consequentemente y, z ∈ [p, q] verificam f ′(y) ≥ 0 e f ′(z) ≤ −1, logo p 6= q e x na˜o e´
ponto fixo de f . ¤
Teorema 4.3 Sejam (fn)n∈N uma sucessa˜o em C1(I, I) tal que fn → f e xn um ponto
perio´dico de per´ıodo s. Admita-se que alguma subsucessa˜o de xn converge para x. Se
s e´ ı´mpar,enta˜o x e´ um ponto perio´dico de f de per´ıodo s. Caso contra´rio, x e´ um
ponto perio´dico de per´ıodo s ou s
2
.
44
Demonstrac¸a˜o: Considere-se treˆs casos distintos: s ≥ 3 ı´mpar ; s = 2t, t ≥ 0; s =
2tm, com t ≥ 1 e m ≥ 3 ı´mpar
Caso 1: s ≥ 3 ı´mpar.
Se s = 3 a conclusa˜o segue do Lema 4.2. Provando por induc¸a˜o, admita-se que a
tese e´ verdadeira para todos os naturais ı´mpares menores que s. Pelo Lema 4.2, x e´
um ponto perio´dico de f com per´ıodo r, onde 1 < r ≤ s e s e´ um mu´ltiplo de r, donde
s = rt, com t um nu´mero ı´mpar. Considerando gn = f
r
n e g = f
r, tem-se gn → g,
quando n→ +∞, e, para cada n ∈ N, xn e´ um ponto perio´dico de gn com per´ıodo t.
Donde, como x e´ um ponto fixo de g, se conclui que t = 1, logo s = r.
Caso 2: s = 2t, t ≥ 0.
Se s = 1 ou s = 2 a conclusa˜o e´ imediata. Supo˜e-se enta˜o que s ≥ 4. Considerando
gn = (fn)
1
4
s, tem-se gn → f 14 s, quando n → +∞, e, para cada n ∈ N, xn e´ um ponto
perio´dico de gn de per´ıodo 4, donde, pelo Lema 4.2, x e´ um ponto perio´dico de f
1
4
s
com per´ıodo 2 ou 4. Consequentemente, x e´ um ponto perio´dico de f com per´ıodo s
ou s
2
.
Caso 3: s = 2tm, com t ≥ 1 e m ≥ 3 ı´mpar.
Por um lado f 2
t
n → f 2t , quando n → +∞, e xn e´ um ponto perio´dico de f 2tn de
per´ıodo m, donde , atendendo ao caso 1, x e´ um ponto perio´dico de f 2
t
de per´ıodo
m. Por outro fmn → fm, quando n → +∞, pelo que x e´ um ponto perio´dico de fm
com per´ıodo 2t ou 2t−1. Seja s? o per´ıodo de x como ponto perio´dico de f . Como
m.d.c.(2t−1,m) = 1, conclui-se que 2t−1,m e 2t−1m dividem s? e s? divide s e portanto
s? ∈ {s, s
2
}. ¤
Do Teorema de Sarkovskii e do teorema anterior deduz-se o corola´rio que se segue.
Corola´rio 4.4 Se n na˜o e´ uma poteˆncia de 2, F (n) e´ um conjunto fechado. Se n e´
uma poteˆncia de 2, enta˜o ad(F (n)) ⊆ F (n
2
).
Definindo
H1 = {f ∈ C1(I, I) : h(f) > 0},
provar-se-a´ de seguida que H1 e´ aberto e fr(H1) ⊆ G(2∞). Para tal utiliza-se o
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teorema que a seguir se apresenta (a demonstrac¸a˜o pode ser vista, por exemplo, em
[12].
Teorema 4.5 (Teorema de Stefan) Sejam f ∈ C0(I, I), n > 1 um inteiro ı´mpar
e {p1, · · · , pn} uma o´rbita perio´dica de per´ıodo n, com p1 < p2 < · · · < pn, e seja
t = n+1
2
. Se f ∈ G(n), enta˜o 1. ou 2. acontece.
1. f(pt−i) = pt+i, para i ∈ {1, · · · , n− 1}, f(pt+i) = pt−i−1, para i ∈ {0, · · · , n− 2}
e f(pn) = pt.
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Figura 4.1
2. f(pt−i) = pt+i+1, para i ∈ {0, · · · , n− 2}, f(pt+i) = pt−i, para i ∈ {1, · · · , n− 1}
e f(p1) = pt.
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Figura 4.2
Teorema 4.6 O conjunto H1 e´ aberto.
A demonstrac¸a˜o deste resultado segue do Lema 4.9 que se apresenta a` frente, cuja
demonstrac¸a˜o decorre dos nos lemas que se seguem ([4]).
Lema 4.7 Sejam f ∈ C0(I, I) e l ≥ 3 um inteiro ı´mpar. Se existe y tal que
1. f l−2(y) < f l−4(y) < f l−6(y) < · · · < f 3(y) < f(y) < y,
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2. y < f 2(y) < f 4(y) < f 6(y) < · · · < f l−1(y),
3. y < f l(y),
enta˜o f ∈ F (l).
Demonstrac¸a˜o: Como f(y) < y e f(f(y)) > f(y), enta˜o f tem um ponto fixo p ∈
(f(y), y). Sejam M1 = [p, y], M3 = [y, f
2(y)], · · · ,Ml = [f l−3(y), f l−1(y)]. Definindo
ainda M2 = [f(y), p], M4 = [f
3(y), f(y)],Ml−1(y) = [f l−2(y), f l−4(y)], tem-se
M1 →M2 →M3 → · · · →Ml−1 →Ml →M1,
pelo que existe z ∈ M1 tal que f i(z) ∈ Mi+1 e f l(z) = z. Se f j(z) = z, para
j ∈ {1, · · · , l − 1}, enta˜o j = 1 e z = p, ou j = 2 e z = y. Mas f 2(z) ∈ M3, pelo que
z 6= p e f 2(y) < y, donde z 6= y. Portanto z e´ um ponto perio´dico de f com per´ıodo l
e consequentemente f ∈ F (l). ¤
Lema 4.8 Sejam f ∈ C0(I, I) e n ≥ 3 um inteiro ı´mpar. Se f ∈ F (n), enta˜o existe
uma vizinhanc¸a de f , Uf , tal que
g ∈ Uf ⇒ g ∈ F (n+ 2).
Demonstrac¸a˜o: Pelo Teorema de Sarkovskii e´ suficiente provar este lema no caso
em que f ∈ G(n), donde se admite essa situac¸a˜o.
Por hipo´tese, f admite uma o´rbita perio´dica {p1, p2, · · · , pn} de per´ıodo n com
p1 < p2 < · · · < pn. Sejam t = n+12 e z = pt. Pelo Teorema de Stefan a o´rbita admite
duas ordenac¸o˜es poss´ıveis. Dado que uma se obte´m da outra invertendo a ordenac¸a˜o
dos reais, pode assumir-se que
1. fn−2(z) < fn−4(z) < fn−6(z) < · · · < f 3(z) < f(z) < z,
2. z < f 2(z) < f 4(z) < f 6(z) < · · · < fn−1(z),
3. z = fn(z),
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donde, como f(f(z)) > z e f(z) < z, existe um ponto b ∈ (f(z), z) tal que f(b) = z.
Assim f(b) > b e f(z) < b, pelo que existe um ponto y ∈ (b, z) tal que f(y) = b < y
e portanto f 2(y) = z. Logo y satisfaz as condic¸o˜es do Lema 4.7 com l = n + 2 e
consequentemente existe uma vizinhanc¸a Uf ⊆ C0(I, I) de f , tal que y satisfaz as
condic¸o˜es do Lema 4.7, com l = n+2, para cada g ∈ Uf . Portanto g ∈ F (n+2), para
cada g ∈ Uf . ¤
Lema 4.9 Sejam f ∈ C0(I, I) e n = rs, onde r = 2t, com t ≥ 1, e s ≥ 3 um inteiro
ı´mpar. Se f ∈ F (n), enta˜o existe uma vizinhanc¸a de f , Uf , em C0(I, I) tal que
g ∈ Uf ∧ nCm⇒ g ∈ F (m).
Demonstrac¸a˜o: Admitindo que n ∈ P (f), tem-se que f r ∈ F (s), donde, pelo Lema
4.8, existe uma vizinhanc¸a U ′fr tal que se h ∈ U ′fr , enta˜o h ∈ F (s+ 2).
Como a aplicac¸a˜o g 7→ gr e´ cont´ınua, existe uma vizinhanc¸a Uf ⊆ C0(I, I) tal que
se g ∈ Uf , enta˜o gr ∈ U ′fr .
Dado g ∈ Uf , gr ∈ U ′fr , pelo que gr ∈ F (s + 2), donde g ∈ F ((s + 2)j), onde
j = 2i, i ∈ {0, · · · , t}. Assim, pelo Teorema de Sarkovskii, se nCm, enta˜o g ∈ F (m).
¤
Demonstrac¸a˜o do Teorema 4.6: Seja f ∈ H1. Por definic¸a˜o, h(f) > 0, logo f
admite um ponto perio´dico de per´ıodo n, onde n na˜o e´ uma poteˆncia de 2. Sejam
m ∈ N\{2i : i ∈ N0} tal que n/m e Uf ⊆ C0(I, I) uma vizinhanc¸a de f nas condic¸o˜es
do Lema 4.9. Naturalmente tem-se uma vizinhanc¸a Vf de f em C
1 contida em Uf .
Assim,
g ∈ Vf ⇒ g ∈ F (m)
⇒ h(g) > 0
⇒ g ∈ H1,
donde Vf ⊆ H1 e portanto H1 e´ um conjunto aberto. ¤
Em [7], J.Hu e C. Tresser demonstraram o Teorema que se segue.
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Teorema 4.10 Se f ∈ fr(H1), enta˜o f ∈ G(2∞).
Demonstrac¸a˜o: Seja f ∈ fr(H1). Por definic¸a˜o, existe (fn)n∈N, em H1, tal que
fn → f . Como fn ∈ F (2i), para todo i, n ∈ N, enta˜o, pelo Corola´rio 4.4, f ∈
ad(F (2i)) ⊆ F (2i−1), logo P (f) ⊇ {2i : i ∈ N0}.
Como H1 e´ aberto se f ∈ fr(H1), enta˜o f /∈ H1 (isto e´ h(f) = 0) e portanto
P (f) ⊆ {2i : i ∈ N0}. Decorre que P (f) = {2i : i ∈ N0}. ¤
Em [8], V. Jime´nez Lo´pez demonstrou a implicac¸a˜o rec´ıproca. Com efeito, V. J.
Lo´pez mostrou que para f ∈ C1(I, I) tal que P (f) = {2i : i ∈ N0}, existem aplicac¸o˜es
g1, g2 ∈ C1(I, I), arbitrariamente perto de f , tais que h(g1) > 0 e P (g2) e´ um conjunto
finito.
Para finalizar, note-se que facilmente se conclui que os teoremas (????) e (????)
sa˜o va´lidos ....
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Cap´ıtulo 5
Entropia e aplicac¸o˜es afins com
patamares
No cap´ıtulo 4 provou-se que a fronteira do conjunto formado pelas aplicac¸o˜es de classe
C1 com entropia positiva e´ composto por aplicac¸o˜es f ∈ C1(I, I) tais que P (f) =
{2i : i ∈ N0}. No presente cap´ıtulo demonstra-se a implicac¸a˜o rec´ıproca para uma
classe especial de aplicac¸o˜es: aplicac¸o˜es afins com patamares (Teorema 5.3). Assim, o
interior do conjunto formado pelas aplicac¸o˜es afins com patamares, cujo conjunto dos
per´ıodos das o´rbitas perio´dicas e´ constitu´ıdo pelas poteˆncias de 2, e´ vazio (Corola´rio
5.13).
Definic¸a˜o 5.1 Seja f ∈ C0(I, I), onde I = [a, b]. A aplicac¸a˜o diz-se multimodal se
existem d ∈ N0 e pontos ci ∈ I, 0 ≤ i ≤ d + 1, com ci < ci+1, c0 = a e cd+1 = b, tais
que, para 0 ≤ j ≤ d, f e´ mono´tona em [cj, cj+1] e na˜o mono´tona em [cj, cj+2].
A Figura 5.1 mostra o gra´fico de uma aplicac¸a˜o multimodal com d = 3.
Chama-se intervalo de viragem ao maior intervalo [ai, bi], i ∈ {1, · · · , d}, contendo
ci e no qual f e´ constante. Este diz-se um patamar quando ai < bi, considerando-se
neste caso ci =
ai+bi
2
e diz-se um ponto de viragem quando ai = bi.
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Figura 5.1
Definic¸a˜o 5.2 Seja s = (s1, · · · , sd+1) uma sequeˆncia alternada definida recursiva-
mente por s1 = ±1 e sj = (−1)j+1s1. A aplicac¸a˜o Sd : I → I diz-se afim por bocados
do tipo s se e´ afim por bocados com declive s1(d + 1), s2(d + 1), · · · , sd(d + 1) e
|cj+1 − cj| = 1d+1 , para cada j ∈ {0, · · · , d}.
Note-se que, para cada d ∈ N, Sd e´ uma aplicac¸a˜o mono´tona por bocados, donde,
pela Proposic¸a˜o 1.19, h(Sd) = log(d+ 1).
Dados w = (w1, · · · , wd) ∈ Id e s ∈ {−1,+1}d+1 tais que, para cada j ∈ {1, · · · , d−
1}, (wj − wj+1) · sj+1 < 0, constro´i-se uma aplicac¸a˜o afim com patamares da seguinte
forma: nos intervalos de monotonia de Sd separados por cj, para j ∈ {1, · · · , d}, se cj
e´ um maximizante de Sd, enta˜o Sw = min(Sd, wj), caso contra´rio Sw = max(Sd, wj).
Assim, cada ponto de viragem de Sw e´ tambe´m um ponto de viragem de Sd e as
duas aplicac¸o˜es coincidem nesses pontos. Note-se que os extremos de I sa˜o pontos
perio´dicos ou pre´-perio´dicos de Sd e Sw, donde qualquer ponto de viragem de Sd e Sw
e´ pre´-perio´dico.
Exemplo 5.1 Considerando I = [0, 1], d = 4, s = (−1,+1,−1,+1,−1) e w =
(0, 5
8
, 1
4
, 3
4
), a Figura 5.2 apresenta o gra´ficos das aplicac¸o˜es S4 (a` esquerda) e Sw (a`
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direita).
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Figura 5.2
Dado ² > 0 e w = (w1, · · · , wd) ∈ Id, tem-se
B²(w) = {w′ = (w′1, · · · , w′d) ∈ Id : max
1≤i≤d
|wi − w′i| < ²}.
Teorema 5.3 Seja Sw uma aplicac¸a˜o afim com patamares tal que P (Sw) = {2i : i ∈
N0}. Enta˜o, dado ² > 0, existem w′, w′′ ∈ B²(w) tais que h(Sw′) > 0 e P (Sw′′) e´ um
conjunto finito.
A demonstrac¸a˜o do Teorema 5.3 baseia-se na refereˆncia [7]. Inicialmente apresenta-
se um resultado auxiliar.
Sejam f ∈ C0(I, I) tal que P (f) = {2i : i ∈ N0} e j ∈ N. Denotar-se-a´ por ∆j(f)
o conjunto formado pelos pontos de acumulac¸a˜o do conjunto dos pontos perio´dicos
de f com per´ıodo maior ou igual a 2j e ∆(f) =
∞⋂
j=0
∆j(f). Como, para cada j ∈ N,
∆j(f) 6= ∅ e
(
k⋂
j=0
∆j(f)
)
k∈N
e´ uma sucessa˜o decrescente (para a inclusa˜o de conjuntos)
de compactos, tem-se ∆(f) 6= ∅. Claramente ∆(f) ⊆ f−1(∆(f)).
Seja Sw uma aplicac¸a˜o afim com patamares tal que P (Sw) = {2i : i ∈ N0}. O Lema
5.12 que segue adiante permite concluir que, se na˜o existem extremos de patamares
em ∆(Sw), enta˜o Sw admite um ponto homocl´ınico e portanto, pelo Teorema 3.1,
h(Sw) > 0 o que e´ uma contradic¸a˜o. Na demonstrac¸a˜o do referido lema usa-se o facto
de existir ponto recorrente em ∆(Sw), algo que se prova recorrendo a` existeˆncia de uma
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medida ergo´dica relativamente a f|∆(f) (5.7 a 5.11). Perturbando convenientemente Sw,
obte´m-se Sw′ e Sw′′ arbitrariamente perto de Sw tais que h(S
′
w) > 0 e P (Sw′′) ( {2i :
i ∈ N0}.
Lema 5.4 Seja f ∈ C0(I, I) uma aplicac¸a˜o multimodal tal que P (f) = {2i : i ∈ N0}.
Enta˜o qualquer ponto de ∆(f) e´ na˜o perio´dico e consequentemente ∆(f) e´ um conjunto
infinito.
Demonstrac¸a˜o: Seja p um ponto perio´dico de f com per´ıodo 2n. Considerando
g = f 2
n
, tem-se g(p) = p. Dado que f admite intervalos de viragem isolados, o
mesmo sucede com a aplicac¸a˜o g, pelo que existem apenas treˆs tipos de comportamento
poss´ıveis para g numa vizinhanc¸a de p:
1. a aplicac¸a˜o g e´ mono´tona numa vizinhanc¸a de p; se g e´ mono´tona decrescente,
enta˜o existe uma vizinhanc¸a de p na qual g2 e´ mono´tona crescente e nesta
situac¸a˜o substitui-se g por g2;
2. o ponto p pertence ao interior de um dos patamares de g ou e´ um dos seus
extremos;
3. o ponto p e´ um ponto de viragem de g.
Para x 6= p suficientemente pro´ximo de p, tem-se g(x) = x ou gn(x) = p, para algum
n ∈ N, ou, para algum y ∈ O(x), g(y) pertence ao intervalo aberto limitado por y
e g2(y), donde, pela Nota 1.1, O(x) na˜o pode ser uma o´rbita perio´dica de f simples
com per´ıodo superior a 2n. Mas h(g) = 0, pelo que todas as suas o´rbitas perio´dicas
sa˜o simples e portanto p /∈ ∆(f). ¤
O pro´ximo objectivo e´ encontrar uma medida ergo´dica µ, relativamente a f ,
definida na σ-a´lgebra dos borelianos tal que µ(∆(f)) = 1, pelo que e´ importante
estabelecer a seguinte terminologia.
Definic¸a˜o 5.5 Seja (X,A, µ) um espac¸o de medida e f ∈ C0(X,X) uma aplicac¸a˜o
mensura´vel. Diz-se que f preserva µ (ou µ e´ f -invariante) se µ(f−1(A)) = µ(A) para
todo A ∈ A.
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Um espac¸o de medida (X,A, µ) diz-se um espac¸o de probabilidade quando µ(X) =
1.
Definic¸a˜o 5.6 Sejam (X,A, µ) um espac¸o de probabilidade e f : X → X uma
aplicac¸a˜o que preserva µ. Diz-se que µ e´ ergo´dica (com respeito a f) se
∀A ∈ A, f−1(A) ⊇ A⇒ µ(A) = 0 ∨ µ(A) = 1.
Proposic¸a˜o 5.7 Seja f ∈ C0(I, I) uma aplicac¸a˜o multimodal. Se P (f) = {2i : i ∈
N0}, enta˜o existe uma medida µ ergo´dica (relativamente a f) tal que µ(∆(f)) = 1.
Demonstrac¸a˜o: Sendo f|∆(f) : ∆(f) → ∆(f) uma aplicac¸a˜o cont´ınua, enta˜o existe
uma medida ergo´dica µ1 relativamente a f|∆(f) definida na σ-a´lgebra dos borelianos
([14], p.152-153).
Considerando a medida
µ(A) = µ1(A ∩∆(f)), ∀A aberto em I
e´ fa´cil ver que µ e´ ergo´dica , relativamente a f , e µ(∆(f)) = µ1(∆(f)) = 1. ¤
Definindo
K = supp µ = {x ∈ I : ∀V ∈ Vx, µ(V ) > 0}, (5.1)
K1 = {x ∈ K : f(x) > x} e K2 = {x ∈ K : f(x) < x}, tem-se K = K1 ∪ K2, pois
K ⊆ ∆(f) e ∆(f) na˜o conte´m o´rbitas perio´dicas (em particular na˜o conte´m pontos
fixos).
A proposic¸a˜o que se segue, cuja demonstrac¸a˜o se encontra no final do cap´ıtulo,
apresenta algumas propriedades do conjunto K.
Proposic¸a˜o 5.8 O Conjunto K possui as seguintes propriedades:
1. K e´ um conjunto fechado;
2. µ(K) = 1;
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3. K na˜o e´ finito;
4. f(K) = K;
5. f|K e´ topologicamente transitivo, isto e´, dados U , V com interiores na˜o vazios
em K, existe n ∈ N tal que fn(U) ∩ V ∩K 6= ∅;
6. K1 e K2 sa˜o na˜o vazios.
Dado A ⊆ I, denotar-se-a´ por [A] o menor intervalo que conte´m A. A seguir
prova-se que os intervalos [K1] e [K2] sa˜o disjuntos, f(K1) = K2 e f(K2) = K1. As
demonstrac¸o˜es apoiam-se em [11].
Lema 5.9 Tem-se sup(K1) ≤ inf(K2).
Demonstrac¸a˜o: Seja p o ı´nfimo de K2 e suponha-se que existe q ∈ K1 tal que q > p.
Definindo
A = {x ∈ K1 : x ≥ p},
e considerando r ∈ A tal que f(r) e´ ma´ximo, tem-se claramente r > p e r ∈ K1
donde, uma vez que f(p) < p e f(r) > r, existe s ∈ [p, r] tal que f(s) = s. Sejam
t = sup{x < r : f(x) = x} e B = K ∩ [t, f(r)]. Se existe x ∈ B tal que f(x) > f(r),
enta˜o x < f(x), logo x ∈ K1 e consequentemente f(x) ≤ f(r) para todo x ∈ B. Os
conjuntos B e K \B teˆm interiores na˜o vazios em K, donde, pela transitividade de f|K ,
existem n ∈ N e x ∈ B tais que fn(x) /∈ B. Considerando enta˜o n0 o menor natural
tal que fn0(x) /∈ B e u = fn0−1(x), tem-se u ∈ B e f(u) /∈ B e consequentemente
f(u) ≤ t. Assim, dado que, pela definic¸a˜o de t, u ∈ [r, f(r)], f([t, r])∩f([r, u]) ⊇ [t, u],
donde, pela Proposic¸a˜o 1.4, f admite um ponto perio´dico de per´ıodo 3, o que contradiz
P (f) = {2i : i ∈ N0}. ¤
Mais, como a aplicac¸a˜o f e´ cont´ınua e K e´ um conjunto fechado, supK1 ∈ K1 e
infK2 ∈ K2, donde supK1 < infK2.
Lema 5.10 Tem-se f(K1) = K2 e f(K2) = K1.
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Demonstrac¸a˜o: Suponha-se que existe p ∈ K1 tal que f(p) ∈ K1. Considerando
q = sup{x ∈ K1 : f(x) ∈ K1}, tem-se q ∈ K1.
Comece-se por provar que existe r ∈ K2 tal que f(r) ≤ q. Se q = minK, enta˜o,
dado que f(K) = K, existe r tal que f(r) = q, tendo-se r ∈ K2. Caso contra´rio, pela
transitividade de f|K , tomando U = K2 e V = [min(K), q), tem-se que
∃n ∈ N, ∃a ∈ K2 : fn(a) < q.
Considerando n0 ∈ {1, · · · , n − 1} o maior natural tal que fn0(a) ∈ K2, tem-se
fn0+1(a) < · · · < fn(a) < q, pelo que basta tomar r = fn0(a).
Definindo t = inf{x ∈ K2 : f(x) ≤ q} ∈ K2, o pro´ximo passo e´ encontrar u ∈
[q, t] ∩K tal que f(u) ≥ t. Supondo que t = maxK, se f(t) < q, enta˜o existe δ > 0
tal que Bδ(t) ∩ K = {t}, pelo que o conjunto {t} e´ aberto em K, caso contra´rio
f(t) = q = minK e neste caso basta tomar u tal que f(u) = maxK. Com efeito,
dados U = [q, t] ∩K e V = [t,maxK] ∩K tem-se que
∃m ∈ N, ∃b ∈ [q, t] ∩K : fm(a) ≥ t.
Note-se que para x ∈ [q, t] ∩ K, se x ∈ K1, enta˜o f(x) > x ≥ q, caso contra´rio,
atendendo a` definic¸a˜o de t, f(x) > q. Sendo m0 ∈ {1, · · · ,m − 1} o maior natural
verificando fm0(a) < t, basta considerar u = fm0(a), tendo-se claramente u ∈ K1.
Mais, existe v tal que supK1 ≤ v ≤ infK2 e f(v) = v.
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Figura 5.3
Assim, f([q, u]) ⊇ [v, t], f([u, v]) ⊇ [v, t] e f([v, t]) ⊇ [q, v], donde f 2([q, u])∩f 2([u, v]) ⊇
[q, v], pelo que f 2 admite um ponto perio´dico de per´ıodo 3 e portanto, do Teorema 2.1
e da Proposic¸a˜o 1.15, vem h(f) = 1
2
h(f 2) > 0, o que e´ uma contradic¸a˜o. Desta forma
tem-se f(K1) ⊆ K2.
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Utilizando argumentos ana´logos prova-se que f(K2) ⊆ K1. Finalmente as igualda-
des ocorrem porque
K1 ∪K2 = K = f(K) = f(K1 ∪K2) = f(K1) ∪ f(K2) ⊆ K2 ∪K1.
¤
Nota 5.1 Os conjuntos K1 e K2 sa˜o fechados e invariantes pela aplicac¸a˜o f
2 e as
aplicac¸o˜es f 2|K1e f
2
|K2 sa˜o topologicamente transitivas, consequentemente apresentam
as mesmas bisecc¸o˜es perante f 2, donde, para cada n ∈ N, tem-se
K =
2n⋃
j=1
Knj ,
sendo f 2
n
(Knj ) = K
n
j , para todo j ∈ {1, · · · , 2n}.
Proposic¸a˜o 5.11 Existe x ∈ K tal que x e´ recorrente.
Demonstrac¸a˜o: Para n = 1, existe i1 ∈ {1, 2} tal que |[K1i1 ]| ≤ |[K]|2 . Dado n > 1 e
considerando Knin com |[Knin ]| ≤ |K|2n , existe Kn+1in+1 ⊆ Knin verificando |[Kn+1in+1 ]| ≤
|[Knin ]|
2
≤
|[K]|
2n+1
, pelo que definindo K0 =
∞⋂
n=1
Knin existe x ∈ K tal que K0 = {x}.
Sejam ² > 0 e n ∈ N tal que 1
2n−1 < ². Como x ∈ Knin e f 2
n
(Knin) = K
n
in , tem-se
f 2
n
(x) ∈ Knin ⊆ B²(x), donde x ∈ ω(x) e portanto x e´ recorrente. ¤
Sendo Sw uma aplicac¸a˜o afim com patamares, denotar-se-a´ por E0(Sw) o conjunto
formado pelos extremos dos patamares e por E1(Sw) o conjunto constitu´ıdo pelos
extremos de I e pelos pontos de viragem de Sw. Considere-se E(Sw) = E0(Sw) ∪
E1(Sw).
Lema 5.12 Seja Sw uma aplicac¸a˜o afim com patamares. Se P (Sw) = {2i : i ∈ N0},
enta˜o ∆(Sw) ∩ E(Sw) = ∆(Sw) ∩ E0(Sw) 6= ∅.
Demonstrac¸a˜o: Dado que os extremos do intervalo I sa˜o pontos perio´dicos, ou pre´-
perio´dicos e todos os pontos de viragem, caso existam, sa˜o pontos pre´-perio´dicos, pelo
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Lema 5.4, na˜o pertencem a ∆(Sw), donde ∆(Sw) ∩ E1(Sw) = ∅. Como h(Sw) = 0,
tem-se Sw 6= Sd e portanto E0(Sw) 6= ∅.
Admita-se que ∆(Sw) ∩ E(Sw) = ∅. Sejam 0 < ² < d(∆(Sw), E(Sw)) e K o
conjunto definido em 5.1 (de notar que Sw e´ uma aplicac¸a˜o multimodal com P (Sw) =
{2i : i ∈ No}). Como K ⊆ ∆(Sw), tem-se que d(K,E(Sw)) > ². Pela Proposic¸a˜o 5.11,
existe x ∈ K ponto recorrente, donde, atendendo a` Nota 5.1 e a` demonstrac¸a˜o da
Proposic¸a˜o 5.11, existe l = 2k, com k ≥ 1, tal que |Slw(x)− x| < 18². Novamente pela
Nota 5.1 pode-se supor que x < S2lw (x) < S
l
w(x), caso contra´rio substituir-se-ia x por
um elemento da sua o´rbita. Seja V a maior vizinhanc¸a de x na qual Slw e´ mono´tona.
Como (Siw(x)− ², Siw(x) + ²)∩E(Sw) = ∅ para todo i ∈ N, tem-se para j ∈ {1, · · · , l},(
x− ²
dj
, x+
²
dj
)
∩ S−jw (E(Sw)) = ∅,
donde (
x− ²
dl
, x+
²
dl
)
∩ S−jw (E(Sw)) = ∅
e portanto V ⊇ (x− ²
dl
, x+ ²
dl
).
O mo´dulo da derivada de Slw em V e´ d
l. Admita-se inicialmente que Slw e´ mono´tona
crescente em V . Como Slw(x) > x e
Slw
(
x− 7
8
²
dl
)
< Slw(x)−
7
8
² < x+
1
8
²− 7
8
² = x− 3
4
² < x− 7
8
²
dl
,
existe um ponto p ∈ (x− 7
8
²
dl
, x
)
tal que Slw(p) = p, donde
W u(p, Slw) ⊇
(
x− ²
dl
, x+
²
dl
)
e assim, visto que Sw(W
u(p, Slw)) ⊆ W u(p, Slw) e W u(p, Slw) e´ um conjunto conexo,
tem-se W u(p, Slw) ⊇ (x − ²dl , Slw(x) + ²). Designando por W a maior vizinhanc¸a de
Slw(x) na qual S
l
w e´ mono´tona, tem-se W ⊇ (Slw(x)− ²dl , Slw(x)+ ²dl ), mas Slw(Slw(x)) <
Slw(x), portanto x na˜o pertence a W , donde S
l
w(x) − ²dl > x. Mais, um dos pontos
Slw(S
l
w(x)− ²dl ) e Slw(Slw(x) + ²dl ) e´ igual a
Slw(S
l
w(x))− ² < Slw(x)− ² < x+
1
8
²− ² = x− 7
8
² ≤ x− 7
8
²
dl
< p
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e Slw(x) > x > p, donde existe y ∈ (x, Slw(x) + ²dl ) ⊆ W u(p, Slw) tal que y 6= p e
Slw(y) = p, consequentemente, pelo Lema 3.2, Sw admite um ponto homocl´ınico e
portanto, pelo Teorema 3.1, h(Sw) > 0, o que e´ uma contradic¸a˜o.
Se Slw e´ mono´tona decrescente em V , enta˜o existe um ponto fixo de S
l
w no intervalo
(x, x + ²
dl
). A variedade insta´vel de p em Slw, W
u(p, Slw), conte´m (x − ²dl , x + ²dl ) e
portanto tambe´m (Slw(x) − ², Slw(x) + ²). Sendo W a maior vizinhanc¸a de Slw(x) na
qual Slw e´ mono´tona, tem-se W ⊇ (Slw(x)− ²dl , Slw(x) + ²dl ). Se S3lw (x) > Slw(x), enta˜o
S2lw (x) /∈ V , caso contra´rio S3lw (x) < Slw(x) e S4lw (x) < S2lw (x), donde Slw(x) /∈ V . Em
ambos os casos nem x, nem p pertencem a W . Um dos pontos Slw(S
l
w(x) − ²dl ) e
Slw(S
l
w(x)− ²dl ) e´ menor que p e o outro e´ igual a
Slw(S
l
w(x)) + ² > x+ ² > p,
donde existe y ∈ (Slw(x)− ²dl , Slw(x)− ²dl ) tal que Slw(y) = p e portanto Sw admite um
ponto homocl´ınico, o que contradiz h(Sw) = 0.
Assim ∆(Sw) ∩ E(Sw) 6= ∅. ¤
Esta´-se agora em condic¸o˜es de demonstrar o resultado principal deste cap´ıtulo.
Demonstrac¸a˜o do Teorema 5.3 Seja ² > 0. Prolongando os ramos afins na˜o
constantes separados por um patamar do modo como e´ indicado pela Figura 5.4,
obte´m-se uma aplicac¸a˜o afim com patamares Sw′ , onde w
′ ∈ B²(w). De notar que e´
suficiente mover os patamares cujos extremos pertenc¸am a ∆(Sw). Denote-se por A o
conjunto formado pelas o´rbitas perio´dicas em que um dos seus elementos pertence ao
interior de um dos patamares de Sw. Se y ∈ ∆(Sw), enta˜o existe δ > 0 tal que Bδ(y)
na˜o conte´m qualquer elemento do conjunto A. Se assim na˜o fosse o facto de Sw ser
cont´ınua e admitir um nu´mero finito de patamares, implicaria que ∆(Sw) conteria um
ponto perio´dico, o que e´ uma contradic¸a˜o. Ale´m disso, qualquer o´rbita perio´dica que
na˜o pertenc¸a a A e´ ainda uma o´rbita perio´dica de Sw′ , donde K ⊆ ∆(Sw) ⊆ ∆(Sw′).
Como K ∩ E(Sw′) ⊆ ∆(Sw) ∩ E(Sw′) = ∅ e Sw(y) = Sw′(y), para todo y ∈ K, pela
demonstrac¸a˜o do Lema 5.12, Sw′ tem um ponto homocl´ınico e portanto h(Sw′) > 0.
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Figura 5.4
Por um processo inverso, ilustrado na Figura 5.5, obte´m-se Sw′′ verificando w
′′ ∈
B²(w). Admita-se que h(Sw′′) > 0. Assim, pelo Teorema 3.1, Sw′′ admite um ponto
homocl´ınico e portanto, pelo Lema 3.2, para algum n ∈ N, existe um ponto fixo p de
Snw′′ e um ponto z ∈ W u(p, Snw′′) tal que z 6= p e Snw′′(z) = p. De notar que p na˜o
pode pertencer ao interior de algum dos patamares de Snw′′ , donde z e´ ainda um ponto
homocl´ınico de Sw, o que contradiz h(Sw) = 0. Por outro lado, se P (Sw′′) = {2i : i ∈
N0}, enta˜o usando os argumentos utilizados para comparar Sw e Sw′ , conclui-se que
h(Sw) > 0, o que e´ uma contradic¸a˜o. Logo P (Sw′′) e´ um conjunto finito. ¤
Figura 5.5
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Como consequeˆncia directa obte´m-se o seguinte resultado.
Corola´rio 5.13 O Conjunto {w : P (Sw) = {2i : i ∈ N0}} tem interior vazio.
Termina-se este cap´ıtulo apresentando a demonstrac¸a˜o da Proposic¸a˜o 5.8.
Demonstrac¸a˜o da Proposic¸a˜o 5.8:
1. Seja x ∈ K e δ > 0. Assim, existe y ∈ Bδ(x)∩K, pelo que Bδ(x) ∈ Vy e y ∈ K,
donde, pela definic¸a˜o de K, µ(Bδ(x)) > 0. Logo x ∈ K e portanto K e´ um
conjunto fechado.
2. Seja F ⊆ ∆(f) um compacto minimal tal que µ(F ) = 1. Admita-se que existem
x ∈ F e δ > 0 tais que µ(Bδ(x)) = 0. Donde F \ Bδ(x) e´ ainda um conjunto
fechado, F \ Bδ(x) ( F e µ(F \ Bδ(x)) = 1, o que e´ uma contradic¸a˜o. Logo
F ⊆ K e portanto µ(K) = 1.
3. Por 2. K 6= ∅. Utilizando a continuidade de f prova-se que f(K) ⊆ K e
portanto, como K na˜o conte´m o´rbitas perio´dicas, K e´ um conjunto infinito.
4. Para concluir que K = f(K) resta provar que K ⊆ f(K). Por 1. K e´ compacto
e portanto f(K) ⊆ I e´ ainda compacto, em particular e´ um conjunto fechado,
pelo que I \ f(K) e´ aberto. Considerando x ∈ K tal que x ∈ I \ f(K), tem-se
∃δ > 0 : Bδ(x) ⊆ I \ f(K),
pelo que f−1(Bδ(x)) ⊆ I \K, donde
0 < µ(Bδ(x)) = µ(f
−1(Bδ(x))) ≤ µ(I \K) = 0.
Assim K ⊆ f(K) e portanto f(K) = K.
5. Sejam U e V conjuntos com interiores na˜o vazios em K. Pode-se assumir sem
perda de generalidade que U, V ⊆ K, tendo-se µ(U) > 0 e µ(f−1(V )) = µ(V ) >
0 . Admita-se que
∀n ∈ N, fn(U) ∩ V = ∅, (5.2)
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pelo que considerando Y =
⋂
n∈N
f−n(K \ V ), tem-se f−1(Y ) ⊇ Y e portanto
µ(Y ) = 0 ou µ(K \ Y ) = 0. Mas U ⊆ Y , por 5.2, e f−1(V ) ⊆ K \ Y , o que e´
uma contradic¸a˜o, donde f|K e´ topologicamente transitiva.
6. Basta notar que min(K) ∈ K1 e max(K) ∈ K2. ¤
E´ importante salientar que as propriedades 1, 2, 4 e 5 sa˜o ainda va´lidas num
contexto mais geral.
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Cap´ıtulo 6
Pontos recorrentes, entropia e
renormalizac¸a˜o
Neste cap´ıtulo, cuja Tese de Doutoramento de F. J. Moreira ([10]) constitui a princi-
pal refereˆncia bibliogra´fica, procede-se a` apresentac¸a˜o das noc¸o˜es de aplicac¸a˜o renor-
maliza´vel e infinitamente renormaliza´vel, de intervalo errante e de ponto cr´ıtico na˜o
degenerado. Estabelecem-se ainda relac¸o˜es entre entropia, pontos recorrentes e renor-
malizac¸a˜o, nomeadamente, se uma aplicac¸a˜o f ∈ C0(I, I) admite um ponto recorrente
na˜o perio´dico e h(f) = 0, enta˜o f e´ uma aplicac¸a˜o infinitamente renormaliza´vel (Teo-
rema 6.3).
Definic¸a˜o 6.1 Dado f ∈ C0(I, I), diz-se que f e´ renormaliza´vel se existem um in-
tervalo J ( I e p ≥ 2 tais que
1. os intervalos f i(J), i ∈ {0, 1, · · · , p− 1} teˆm interiores disjuntos ;
2. f p(J) = J .
A aplicac¸a˜o f p|J : J → J diz-se uma renormalizac¸a˜o de f , afirmando-se ainda que f e´
p-renormaliza´vel.
Se f p|J e´ renormaliza´vel diz-se que f e´ duas vezes renormaliza´vel, pelo que, natu-
ralmente, surge a definic¸a˜o de aplicac¸a˜o infinitamente renormaliza´vel.
65
Definic¸a˜o 6.2 A aplicac¸a˜o f ∈ C0(I, I) diz-se infinitamente renormaliza´vel quando
existem uma sucessa˜o decrescente (para a inclusa˜o de conjuntos) de intervalos J1 )
J2 ) · · · ) Jn ) · · · e uma sucessa˜o (an)n∈N de inteiros maiores ou iguais a 2, tais
que, para cada n ∈ N,
1. os intervalos Jn, f(Jn), · · · , fa1···an−1(Jn) teˆm interiores disjuntos;
2. fa1···an(Jn) = Jn.
Quando tal for necessa´rio dir-se-a` que a aplicac¸a˜o f e´ (an)n∈N-infinitamente renor-
maliza´vel. Os intervalos f i(Jn), para 0 ≤ i ≤ a1 · · · an − 1, designam-se a´tomos da
gerac¸a˜o n para f .
Esta´-se agora em condic¸o˜es de cumprir o objectivo proposto na introduc¸a˜o do
cap´ıtulo.
Teorema 6.3 Seja f ∈ C0(I, I). Se h(f) = 0 e a aplicac¸a˜o admite um ponto recor-
rente na˜o perio´dico, enta˜o f e´ (2)n∈N-infinitamente renormaliza´vel.
A demonstrac¸a˜o do Teorema 6.3 sera´ feita aplicando indutivamente o lema que se
segue.
Lema 6.4 Seja f ∈ C0(I, I). Se h(f) = 0 e f admite um ponto recorrente na˜o
perio´dico x0, enta˜o f e´ 2-renormaliza´vel e os dois a´tomos de tal renormalizac¸a˜o conteˆm
a o´rbita de x0.
Demonstrac¸a˜o: Definindo a classe A de intervalos fechados J ⊆ I por
J ∈ A ⇔
 f(J) ⊆ Jx0 ∈ J
e considerando
J0 =
⋂
J∈A
J,
tem-se J0 fechado, J0 ∈ A e e´ o menor elemento de A relativamente a` relac¸a˜o inclusa˜o
de conjuntos. Desta forma, como x0 e´ um ponto recorrente, x0 ∈ f(J0) = f(J0), logo
f(J0) ∈ A e consequentemente f(J0) = J0.
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Sendo J0 = [a0, b0], comece-se por provar que a aplicac¸a˜o f admite um ponto fixo
p0 ∈ J0, tal que, para algum n1 ∈ N,
a0 ≤ xn1 < p0 < xn1+1 ≤ b0.
A sucessa˜o (xn)n≥0 na˜o pode ser mono´tona, pois O(x0) ⊆ ω(x0), pelo que existe
n1 ∈ N tal que f(xn1) = xn1+1 > xn1 e f(xn1+1) = xn1+2 < xn1+1 e portanto existe
p0 ∈ (xn1 , xn1+1) verificando f(p0) = p0.
Se f(x) > p0, para todo x ∈ (a0, p0), e f(x) < p0, para todo x ∈ (p0, b0), enta˜o o
lema esta´ provado, caso contra´rio existe q0 ∈ (a0, b0) tal que q0 6= p0 e f(q0) = f(p0) =
p0. Admita-se, sem perda de generalidade, que q0 ∈ (p0, b0). O conjunto
J1 =
⋃
n≥0
fn([p0, q0]),
e´ f -invariante, isto e´, f(J1) ⊆ J1 e, ale´m disso, para cada n ∈ N0, tem-se p0 ∈
fn([p0, q0]), donde J1 e´ um intervalo. Assim, o intervalo fechado J2 = J1∪∂J1 e´ ainda
um conjunto f -invariante, pois a aplicac¸a˜o f e´ cont´ınua.
O pro´ximo passo e´ provar que J2 ⊆ [a0, q0]. Se tal na˜o acontecesse, existiriam
y ∈ (p0, q0) e n > 0 tais que fn(y) > q0, donde fn([p0, y]) ∩ fn([y, q0]) ⊇ [p0, q0] e
portanto fn admitiria um ponto perio´dico de per´ıodo 3, o que contradiz o facto de
h(f) = 0.
Como J2 ⊆ [a0, q0] ( J0 e f(J2) ⊆ J2, pela minimalidade de J0 conclui-se que
x0 /∈ J2, donde, uma vez que J2 e´ fechado e f -invariante, O(x0)∩J2 = ∅. Considerando
a classe B de intervalos definida por
J ∈ B ⇔

J2 ⊆ J ⊆ J0
f(J) ⊆ J
O(x0) ∩ J = ∅
e J3 =
⋃
J∈B
J , tem-se J3 ∈ B e e´ o maior elemento de B no sentido da inclusa˜o de
conjuntos. Como J0 e´ fechado e a aplicac¸a˜o f e´ cont´ınua, segue que
J2 ⊆ J3 ⊆ J0 e f(J3) ⊆ J3.
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Sendo ∂J3 = {p3, q3} (p3 < q3), se f(p3) ∈ (p3, q3) ou f(q3) ∈ (p3, q3), enta˜o existe
um intervalo K ∈ B tal que J3 ( K, o que contradiz a definic¸a˜o de J3. Desta
forma, conclui-se que f(∂J3) ⊆ ∂J3. Mas x0 e´ um ponto na˜o perio´dico, pelo que
O(x0) ∩ ∂J3 = ∅, donde J3 ∈ B e consequentemente J3 = J3.
Note-se que, como xn1 ∈ [a0, p3] ∩ O(x0) e xn1+1 ∈ [q3, b0] ∩ O(x0), enta˜o existem
infinitos elementos da o´rbita de x0 em [a0, p3] e [q3, b0], donde f([a0, p3]) ∩ [q3, b0] 6= ∅
e f([q3, b0]) ∩ [a0, p3] 6= ∅.
De seguida quer-se demonstrar que f(p3) = q3 e f(q3) = p3. Admita-se que
f(q3) = q3. Sendo J3 ma´ximo em B, existe y ∈ [q3, b0] tal que f(y) > q3 (caso
contra´rio existiria ² tal que f([p3, q3 + ²]) ⊆ [p3, q3]). Assim, dado que o intervalo
[q3, b0] na˜o e´ f -invariante, existe q ∈ (q3, b0) tal que f(q) = q3. Como q3 e´ um ponto
fixo, o conjunto
L =
⋃
n≥0
fn([q3, q])
e´ um intervalo e esta´ contido em [a0, q], pois h(f) = 0. Considerando o intervalo
f -invariante L1 = J3 ∪ L, tem-se f(L1) ⊆ L1 e L1 ( J0, donde, pela definic¸a˜o de J0,
x0 /∈ L1 e portanto O(x0) ∩ L1 ⊆ O(x0) ∩ L1 = ∅. Assim L1 ∈ B e J3 ( L1, o que
contradiz a definic¸a˜o de J3, logo f(q3) 6= q3 e portanto f(q3) = p3. Analogamente se
conclui que f(p3) = q3.
Para finalizar a demonstrac¸a˜o resta provar que f([a0, p3]) = [q3, b0] e f([q3, b0]) =
[a0, p3].
Admitindo que f([q3, b0]) * [a0, p3], considere-se y ∈ [q3, b0] tal que f(y) > p3.
Uma vez que f([q3, b0]) * [p3, b0], existe q3 < q < b0 tal que f(q) = p3. Definindo
L3 =
⋃
n≥0
fn([p3, q]),
tem-se L3 e´ um intervalo, porque, para cada n ∈ N0, p3 ∈ fn([p3, q]) e J3 ⊆ L3 ⊆ [a0, q].
Se tal na˜o acontecesse, como f([p3, q3]) ⊆ [p3, q3], existiriam y ∈ [q3, q] e m ∈ N tais
que fm(y) > q, donde fm([q3, y]) ∩ fm([y, q]) ⊇ [q3, q], o que contradizia P (f) ⊆ {2i :
i ∈ N0}. Desta forma L3 e´ um intervalo f -invariante e L3 ( J0, donde, pela definic¸a˜o
de J0, x0 /∈ L3 e portanto L3 ∈ B, o que contradiz o facto de J3 ser ma´ximo. Logo
68
f([q3, b0]) ⊆ [a0, p3]. Analogamente se prova que f([a0, p3]) ⊆ [q3, b0]. A igualdade
acontece porque f(J0) = J0, J0 = J3 ∪ [a0, p3] ∪ [q3, b0] e f(J3) ⊆ J3. ¤
Demonstrac¸a˜o do Teorema 6.3 Pelo Lema 6.4 existem intervalos K1, K2 tais
que f(K1) = K2, f(K2) = K1 e O(x0) ⊆ K1 ∪K2. Denote-se por I0 o intervalo Ki ao
qual x0 pertence e I1 o outro intervalo. Assim, considerando
O0(x0) = {f 2n(x0) : n ≥ 0} e O1(x0) = {f 2n+1(x0) : n ≥ 0},
tem-se O0(x0) ⊆ I0 e O1(x0) ⊆ I1.
Aplicando o Lema 6.4 a f 2|I0 : I0 → I0, obte´m-se intervalos I0,0, I0,1 com interiores
disjuntos tais que f 2(I0,0) = I0,1 e f
2(I0,1) = I0,0. Tomando os intervalos I1,0 =
f(I0,0) e I1,1 = f
3(I0,0), pela demonstrac¸a˜o do Lema 6.4 tem-se que I1,0 e I1,1 teˆm
interiores disjuntos, donde I0,0, I0,1, I1,0, I1,1 sa˜o a´tomos da segunda gerac¸a˜o para uma
renormalizac¸a˜o de f .
Aplicando sucessivamente o Lema 6.4, conclui-se que f e´ (2)n∈N-infinitamente
renormaliza´vel e os a´tomos da gerac¸a˜o k sa˜o os intervalos
Ia1,···,ak ,
onde ai ∈ {0, 1}, para cada i ∈ {1, · · · , k}, tal que
Ia1,···,ak,0 ∪ Ia1,···,ak,1 ⊆ Ia1,···,ak .
Dado k ∈ N e n = b0 + b1 · 2 + · · ·+ bk · 2k, com (b0, b1, · · · , bk) ∈ {0, 1}k+1, tem-se
fn(x) ∈ Ib0,b1,···,bk . ¤
No cap´ıtulo anterior provou-se que uma aplicac¸a˜o multimodal f ∈ C0(I, I), com
P (f) = {2i : i ∈ N0}, admite um ponto recorrente na˜o perio´dico (Proposic¸a˜o 5.11).
Combinando este resultado com o Teorema 6.3, obte´m-se o corola´rio seguinte.
Corola´rio 6.5 Seja f ∈ C0(I, I) uma aplicac¸a˜o multimodal. Se P (f) = {2i : i ∈ N0},
enta˜o f e´ (2)n∈N-infinitamente renormaliza´vel.
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O pro´ximo objectivo e´ o estudo de condic¸o˜es suficientes para que a amplitude dos
a´tomos da gerac¸a˜o n convirga para 0, quando n→ +∞, deste modo as definic¸o˜es que
se seguem estabelecem algumas noc¸o˜es importantes a ter presente.
Definic¸a˜o 6.6 Seja f ∈ C0(I, I). Um intervalo aberto na˜o vazio J ⊆ I diz-se um
intervalo errante se
1. fn(J) ∩ fm(J) = ∅, para qualquer n 6= m, n,m ∈ N ;
2. o ω-limite de J ,
ω(J) = {x ∈ I : ∃ni → +∞ e y ∈ J tal que fni(y)→ x},
na˜o e´ uma o´rbita perio´dica.
Definic¸a˜o 6.7 Seja f : I → I uma aplicac¸a˜o cont´ınua com derivada em c ∈ I. Diz-se
que c e´ um ponto cr´ıtico de f se f ′(c) = 0.
Definic¸a˜o 6.8 Seja f ∈ C1(I, I). Um ponto cr´ıtico c diz-se na˜o degenerado se ex-
istem α ≥ 2, U(c) ∈ Vc e um difeomorfismo φ ∈ C2(U(c), (−1, 1)) tais que φ(c) = 0
e
f(x) = f(c)± |φ(x)|α,∀x ∈ U(c).
Nota 6.1 ([9]) Seja f ∈ C∞(I, I) e c um ponto cr´ıtico de f . Se, para algum n ∈ N,
f (n)(c) 6= 0, enta˜o c e´ um ponto cr´ıtico na˜o degenerado.
Proposic¸a˜o 6.9 Seja f ∈ C0(I, I) uma aplicac¸a˜o infinitamente renormaliza´vel. Se f
na˜o admite intervalos errantes, enta˜o a amplitude dos a´tomos da gerac¸a˜o n convergem
para zero, quando n→ +∞.
Demonstrac¸a˜o: Admita-se que existe uma sucessa˜o decrescente de a´tomos (An)n≥1,
em que An pertence a` gerac¸a˜o n, tal que
A∞ =
⋂
n≥1
An
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na˜o e´ reduzido a um ponto. Assim
◦
A∞ e´ um intervalo errante, o que contradiz a
hipo´tese. ¤
O Teorema que se segue estabelece uma condic¸a˜o suficiente para a na˜o existeˆncia
de intervalos errantes.
Teorema 6.10 Seja f ∈ C2(I, I). Se todos os pontos cr´ıticos sa˜o na˜o degenerados,
enta˜o f na˜o admite intervalos errantes.
Demonstrac¸a˜o: Ver, por exemplo, em [9], p.267-325. ¤
Corola´rio 6.11 Seja f ∈ C2(I, I) uma aplicac¸a˜o infinitamente renormaliza´vel. Se f
na˜o admite pontos cr´ıticos na˜o degenerados, enta˜o a amplitude dos a´tomos da gerac¸a˜o
n convergem para zero, quando n→ +∞.
O corola´rio seguinte, presente em [7], e´ consequeˆncia imediata dos Corola´rios 6.5
e 6.11 e da Nota 6.1.
Corola´rio 6.12 Seja f : I → I uma aplicac¸a˜o polinomial real. Se P (f) = {2i : i ∈
N0}, enta˜o f e´ infinitamente renormaliza´vel e a amplitude dos a´tomos da gerac¸a˜o n
convergem para zero, quando n→ +∞.
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