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The cosmological electroweak phase transition can be strongly first order in extended particle
physics models. To accurately predict the speed and shape of the bubble walls during such a
transition, Boltzmann equations for the CP-even fluid perturbations must be solved. We point
out that the equations usually adopted lead to unphysical behavior of the perturbations, for walls
traveling close to or above the speed of sound in the plasma. This is an artifact that can be
overcome by more carefully truncating the full Boltzmann equation. We present an improved set of
fluid equations, suitable for studying the dynamics of both subsonic and supersonic walls, of interest
for gravitational wave production and electroweak baryogenesis.
I. INTRODUCTION
The electroweak phase transition in the early universe
is known to be a smooth-crossover within the standard
model (SM), given the measured value of the Higgs bo-
son mass [1, 2]. The addition of new particles coupling
to the Higgs can turn it into a strongly first order phase
transition, proceeding by the nucleation of bubbles of
the true, electroweak symmetry breaking vacuum, in the
initially symmetric plasma. This possibility has been
widely studied because of its potential for providing elec-
troweak baryogenesis (EWBG) [3–5], and gravity waves
that might be observable in the upcoming LISA experi-
ment [6, 7].
An important parameter for the efficiency of baryon
or gravitational wave production is the terminal speed
v of the bubble walls, with baryogenesis generally fa-
voring slower walls, while faster walls tend to produce
stronger gravity wave signals. To determine v and other
relevant properties of the bubble wall, within a given par-
ticle physics model, one must self-consistently solve for
the perturbations to the fluid induced by the wall; these
are needed to determine the frictional force acting on the
wall, that brings it to a state of steady expansion.
In previous literature on this subject, quantitative
study of fast-moving walls has been hampered by an ap-
parent singularity of the fluid equations occurring at the
sound speed cs = 1/
√
3, that we will explicitly demon-
strate below. This makes a microscopic calculation of
the friction in such cases problematic, motivating phe-
nomenological estimates for the friction [8–11], or else
leaving aside supersonic walls altogether [12]. Comple-
mentary approaches have been used to study the ultra-
relativistic limit [13–15]; in this work we are primarily
interested in velocities v & cs rather than v ∼= 1. We
argue that the apparent sound barrier is an artifact of a
particular truncation of the Boltzmann equations for the
fluid perturbations, and that sensible solutions exist for
wall speeds up to v = 1 by making a better choice.
A similar observation was recently made in ref. [16] in
the context of the CP-odd fluid perturbations that are
needed to compute the source terms for EWBG, but the
analogous study for the CP-even perturbations, relevant
to determining the bubble wall properties, has not been
done. It requires more work because the perturbation
in the local temperature δτ = δT/T (not needed for the
EWBG source terms) must now be included in the net-
work. The optimal way of doing this turns out to be
somewhat subtle, as we will discuss.
We start by reviewing the standard approach in section
II and the pathology of the perturbations it predicts for
supersonic walls. We derive improved fluid equations in
section III, and in section IV the solutions of the old and
new formalisms are compared for a typical background
wall profile, as a function of the wall velocity v. These
results are used in section V to compute the predictions
for the friction term in the Higgs field equation of mo-
tion, that determines the bubble wall shape and speed.
There we highlight the problems with the old approach
and their absence in the new one. Conclusions are given
in section VI. Formulas for the coefficients of the new
fluid equations are presented in Appendix A, and the
results of refined estimates for the collision terms are ex-
plained in Appendix B.
II. OLD FORMALISM (OF)
We begin by recapitulating the method that has been
used in previous literature for computing the plasma per-
turbations [9, 12, 17–21]. These are the deviations of the
distribution function f for a given particle away from
its equilibrium form, that have been parametrized as
[17, 18, 22]
f =
1
eX ± 1 =
1
eβγ(E−vpz)−δX ± 1 , (1)
δX(z) = µ+ βγ[δτ(E − vpz) + u(pz − vE)]
where β = 1/T , γ = 1/
√
1− v2 and the equilibrium part,
with δX = 0, is expressed in the rest frame of the bub-
ble wall, taken to be planar and moving to the left. µ
is the dimensionless chemical potential (in units of tem-
perature) and u is the velocity perturbation. The wall
frame is convenient for expressing the Boltzmann equa-
tion since the solutions in this frame are stationary,
L[f ] =
(
pz
E
∂z − (m
2)′
2E
∂pz
)
(fv + δf) ∼= −C[f ] (2)
ar
X
iv
:2
00
7.
10
93
5v
1 
 [h
ep
-p
h]
  2
1 J
ul 
20
20
2where δf = −(dfv/dX) δX ≡ −f ′v δX is the perturbation,
(m2)′ = dm2/dz for a particle whose mass depends on
the background Higgs field h(z) (and possibly other fields
like a singlet scalar) in the wall, and fv is the equilibrium
distribution in the wall frame.
To approximately solve eq. (2), three moments are
taken, by integrating over momenta
∫
d 3p with the re-
spective weight factors [23] 1, γ(pz−vE) and γ(E−vpz),
giving three coupled ordinary differential equations for
the perturbations q ≡ (µ, u, δτ)ᵀ, that can be written in
the 3× 3 matrix form
Avq
′ + Γq = S (3)
with a rate matrix Γ from the moments of the collision
term C and a source S ∼ vβ2(m2)′ from the Liouville
operator L in (2) acting on fv.
The Av matrix depends on v in such a way that A
−1
v Γ
becomes singular at v = cs, and has only positive eigen-
values for v > cs. By constructing a Green’s function to
solve eq. (3) [24], one can see that this implies that the
perturbations q must strictly vanish in front of the wall
for v > cs. Ref. [16] has argued that this kind of behavior
is unphysical, since the fluid equations (3) describe par-
ticle diffusion, which is a physically distinct process from
the propagation of sound waves. There is no reason why
diffusion should be suddenly quenched in the vicinity of
a supersonic wall, since some fraction of particles in front
of the wall can still travel fast enough to get ahead of it.
III. IMPROVED FLUID EQUATIONS (NF)
In this section we propose a new formalism (NF) for the
fluid equations, motivated by the recent paper [16]. In
that work, the problem of artificial suppression of diffu-
sion for supersonic walls was overcome, following a long-
established method of dealing with the velocity pertur-
bation u [25–27]. The adoption of a specific form for u is
known to lead to unphysical results, that can be avoided
by instead writing the perturbations in the form
f = fv − f ′v δX¯ + δfu (4)
where now δX¯ omits the velocity perturbation u, which
is instead encoded through δfu in such a way that
u ∝
∫
d 3p
pz
E
δfu and
∫
d 3p δfu = 0 . (5)
To deal with other integrals involving δf , one makes a
factorization ansatz∫
d 3pQ δfu → u
∫
d 3pQ
E
pz
fv (6)
for any quantity Q. This procedure was shown in ref.
[25] to lead to nonsingular diffusion in front of super-
sonic walls, so long as one carefully evaluates the full
v-dependence of Av, rather than linearizing it in v, and
weighting the Boltzmann equation by the moments 1,
pz/E.
However ref. [25] only considered the case of CP-odd
perturbations, where δτ plays no significant role and
hence was omitted. Our purpose in this work is to ex-
tend those results to include δτ , whose value is needed
for the full solutions to the field equations determining
the shape and speed of the bubble walls. To determine
this additional perturbation, a third moment is needed.
We find that by choosing the weighting factor E, in ad-
dition to 1 and pz/E (all defined in the wall frame), the
resulting Av matrix becomes
Av =
 C1,1v γvC−1,00 D0,0vC0,1v γ(C−1,1v − vC0,2v ) D−1,0v
C2,2v γ(C
1,2
v − vC2,3v ) D1,1v
 (7)
where the dimensionless functions Cm,nv and D
m,n
v are
defined as
Cm,nv = T
m−n−3
∫
d3p
(2pi)3
pnz
Em
(−f ′v) , (8)
Dm,nv = T
m−n−3
∫
d3p
(2pi)3
pnz
Em
fv .
With this choice, detAv has no singularity for wall speeds
between v = 0 and 1, and it gives the desired behavior
in which diffusion ahead of the wall only gets suppressed
in the limit v → 1. The source term becomes
S = γv
(m2)′
2T 2
 C1,0vC0,0v
C2,1v
 . (9)
In previous literature, the coefficients corresponding
to Cm,nv and D
m,n
v were usually calculated in the limit
of vanishing mass (as well as only leading order in v),
but we find that the variation of m2(z) for the relevant
particles within the wall can have a significant impact
on the shape of the solutions. We thus retain the full
mass- and v-dependence of those functions. Moreover, it
is possible to analytically determine the v-dependence by
boosting to the plasma frame (see Appendix A).
We have also updated the components of the collision
matrix Γ to account for the new choice of moments. The
calculation of ref. [17] is improved by correcting some er-
rors pointed out in ref. [28] and by using a Monte Carlo
algorithm to compute more accurately the collision inte-
grals. The new values of the collision terms are given in
Appendix B.
IV. SOLUTIONS FOR A STANDARD
MODEL-LIKE PLASMA
Next we apply the improved fluid equations to a SM-
like plasma in the context of a first order electroweak
phase transition. The species that couple most strongly
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Figure 1. First row: solutions for the perturbations of the W and t fluids within the old formalism, for T = 100 GeV,
L = 5γ/T , h0 = 150 GeV and wall velocities v = 0.2, 0.5, 0.7, 0.95, as a function of z/L. Second row: corresponding results
for the improved fluid equations. Third row: comparison of the friction term (19) obtained with both formalisms, with solid
curves for NF and dashed for OF. The symmetric phase in front of the bubble wall is to the left.
to the Higgs boson are the top quark t and the elec-
troweak gauge bosons. The W and Z bosons are approx-
imated as having the same distribution functions, and we
will refer to them collectively as W bosons. The remain-
ing particles form a background fluid which is assumed
to be in thermal equilibrium (µbg = 0) at a z-dependent
temperature T +δτbg(z) [17]. Even if they are not driven
out of chemical equilibrium by the phase transition, these
lighter fields still play an important role in the dynam-
ics of the bubble wall. One might also expect the Higgs
boson distribution to be perturbed, but its small number
of degrees of freedom makes its contribution negligible
compared to that of t or W . It is therefore included in
the background fluid (and similar reasoning could also be
applied to additional fields not present in the SM, e.g., a
singlet scalar).
The complete set of matrix equations for the t, W and
background components is
At(q
′
t + q
′
bg) + Γtqt = St
AW (q
′
W + q
′
bg) + ΓW qW = SW (10)
Abgq
′
bg + Γbg,tqt + Γbg,W qW = 0
where At, AW , St and SW are given in eqs. (7) and (9),
using the appropriate equilibrium distribution functions.
The A matrix for the background fluid is
Abg = NfAt|m=0 +NbAW |m=0, (11)
with Nf and Nb respectively the fermionic and bosonic
number of degrees of freedom included in the background
fluid (Nf = 78 and Nb = 19 in the SM). We evalu-
ate At and AW at m = 0 because all the particles in
the background fluid are approximately massless. En-
ergy and momentum conservation fixes Γbg,t = −12Γt
and Γbg,W = −9ΓW [9], and Γt and ΓW are evaluated in
Appendix B.
To solve the system (10), one can eliminate q′bg us-
ing the third equation; however the fact that µbg = 0
makes one of the three “bg” equations redundant. We
have chosen to keep the first and third “bg” component
equations (corresponding to the weighting factors 1 and
pz/E), since this leaves Abg nonsingular for v ∈ (0, 1).
The result is
q′bg = −A˜−1bg (Γbg,tqt + Γbg,W qW ) (12)
where A˜−1bg is the inverse of the 2×2Abg matrix, projected
onto the 1,3 columns and 2,3 rows of a 3 × 3 matrix. It
can be written in terms of the 3 matrices
P1 =
 0 0 00 1 0
0 0 1
 , P2 =
 1 0 00 0 0
0 0 1
 , P3 =
 0 0 01 0 0
0 0 0

and the 3× 3 Abg matrix defined in (11):
A˜−1bg = (P2AbgP1 + P3)
−1 − P ᵀ3 (13)
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Figure 2. Comparison of the friction F (z) in the old and new formalisms for T = 100 GeV and h0 = 150 GeV. The columns
correspond respectively to v = 0.8, 0.85, 0.9, 0.95 and the rows to LT/γ = 5, 10, 20. NF curves are solid while OF curves are
dashed.
The six remaining equations take the form
Aq′ + Γ q = S (14)
with
A =
(
AW 0
0 At
)
, S =
(
SW
St
)
, q =
(
qW
qt
)
, (15)
Γ =
(
ΓW −AW A˜−1bg Γbg,W AW A˜−1bg Γbg,t
AtA˜
−1
bg Γbg,W Γt −AtA˜−1bg Γbg,t
)
(16)
To compare the new and old formalisms (denoted by
NF and OF in the following) for a generic first order
phase transition, we model the bubble wall using a tanh
ansatz for the background Higgs field,
h(z) =
h0
2
[
1 + tanh(z/L)
]
(17)
where h0 is the VEV of the Higgs in the broken phase and
L is the wall thickness. As an example we solve eqs. (14)
within the OF and NF for T = 100 GeV, h0 = 150 GeV,
L/γ = 5/T [29] and several wall velocities, using the colli-
sion rates given in [17] for the OF and the ones evaluated
in Appendix B for the NF. We include a factor γ in L
in order for the wall to have a constant thickness in the
plasma frame. The solutions are shown in Figure 1, for
a series of increasing wall velocities.
One can notice that within the NF, the perturbations
in front of the wall (z < 0) vanish only in the limit v → 1,
as required by causality. This is not the case in the OF,
whose solutions always vanish in front of the wall for v >
1/
√
3. As argued in ref. [16], this behavior is unphysical,
since there is no reason for particles not to be able to
diffuse in front as long as their vz velocity component is
higher than v.
As a consistency check, we observe that the lineariza-
tion of the Boltzmann equation in δX and u is justified,
since all the perturbations are generally well below unity
in magnitude. We have tested that this condition holds
for most wall parameters; the linearization starts to break
down only in the extreme cases of very fast (v & 0.95)
and thin walls (L . 1/T ).
V. CONSEQUENCES FOR WALL FRICTION
An important application is the calculation of the fric-
tion term F in the Higgs equation of motion multiplied
by h′ = dh/dz [9],
Eh ≡ h′′h′ − ∂Veff
∂z
∣∣∣∣
T
− F = 0, (18)
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Figure 3. Left (a): evolution of the friction with v in the old formalism (OF), showing discontinuous behavior across the sound
barrier. Each F (z) curve is labeled by its value of v. Right (b): the spatial integral of the friction in the OF (blue) and NF
(orange) as a function of v, further illustrating the discontinuous behavior of the OF around the sound speed, and the smooth
behavior of the NF.
where Veff |T is the finite-temperature potential evaluated
at the unperturbed background temperature, and
F (z) =
∑
i
dm2i
dz
Ni
∫
d3p
(2pi)32E
(δfu,i − f ′v,iδX¯i)
=
∑
i
dm2i
dz
NiT
2
2
[
C1,00 µi + C
0,0
0 (δτi + δτbg)
+D0,−1v (ui + ubg)
]
. (19)
Here the sum is over the species t and W , and Ni is the
corresponding number of degrees of freedom. An exact
solution to eq. (18) exists only for a specific wall velocity
and shape, and so the accurate estimation of F is impor-
tant for determining the wall properties. An ansatz such
as (17) can give a rough approximate solution, where v
and L are determined by demanding that two moments
of eq. (18) vanish [9, 12, 17], for example
M1 ≡
∫
dz Eh = 0,
M2 ≡
∫
dz Eh(2h− h0) = 0 (20)
We plot F (z) constructed from the OF and NF solu-
tions in the bottom row of Figure 1. At small v, the
friction predicted by NF is ∼ 50% larger, leading us to
expect the NF to predict a smaller wall velocity than the
OF. This difference is mainly due to our improved calcu-
lation of the collision integrals and the fact that we keep
the full mass dependence of the Cm,nv and D
m,n
v func-
tions. In this very coarse grid on velocity space, v = 0.2,
0.5, 0.7, 0.95, the friction appears to be qualitatively dif-
ferent only for v = 0.95. The negative values of F on the
leading side of the wall in the NF indicate a force that
will tend to make the wall thicker, as one can infer from
eq. (18). But the larger positive contribution means the
net friction is positive, and the wall will not necessarily
run away.
To better understand the differences at large v, we
study F (z) region on a finer velocity grid v = 0.8, 0.85,
0.9, 0.95 in Figure 2, while also varying the wall thickness
as LT/γ = 5 (see note [29]), 10, 20 between successive
rows. The negative contribution to F in the NF first ap-
pears at v = 0.95 for LT/γ = 20, while for narrower walls
it becomes evident at lower speeds. These are also the
points where the NF friction generally starts to become
lower than that predicted by the OF, which could make
runaway solutions [13] more likely.
So far, the differences between the OF and NF predic-
tions seem to be quantitative, but not dramatic. However
in the vicinity of v = cs, the OF has a pathological fea-
ture that foils numerical algorithms for determining the
wall parameters, and casts doubt on its physical validity.
This is illustrated in Figure 3(a), where we show that the
profile for the friction evolves in a discontinuous fashion
as v passes through the sound barrier, and it becomes
negative everywhere at v = 1/
√
3 ∼= 0.58. This is even
more evident in Figure 3(b) that shows M1 =
∫
dz F
versus vw, which is discontinuous at v = cs.
On the other hand, the corresponding solutions in the
NF are smooth, and hardly evolve over the same narrow
range of v. We have argued that the smooth behavior
is the one expected on physical grounds, since diffusion
should not care about the sound speed. Even if the solu-
tions of the OF fluid equations happen to give a reason-
able result away from v = cs, any numerical method for
determining wall parameters by searching for simultane-
ous solutions of the system (20) is likely fail whenever the
trial value of v crosses v = cs. We find that the second
moment M2 also has a similar discontinuity.
6VI. CONCLUSION
In this work we have pointed out a shortcoming at
high wall speeds (v & cs) with the fluid equations that
have been used, since their introduction in ref. [17], to
calculate the friction F on electroweak bubble walls. We
have also proposed a modification to these equations that
solves the problem. It is reassuring that the two ap-
proaches give results that are not too different from each
other at low wall speeds—and there the difference arises
mainly because we have improved estimates of the col-
lision rates, rather than the changes in formalism that
become important at high v. Near the sound barrier and
above, the differences are more significant, with our new
results evolving continuously as a function of v, whereas
the old ones exhibit a discontinuity in F at v = cs. The
new system predicts lower friction at high v > cs com-
pared to the old one, which is likely to lead to faster
walls. At low v the opposite is true. Application of these
methods to a realistic model is underway [30].
The new elements in our treatment are a different
choice of weighting factors for taking moments of the
Boltzmann equation, and a different treatment of the ve-
locity perturbation. The latter has long been recognized
and recently highlighted in the high-v context in ref. [16].
While there are strong theoretical motivations for the
velocity perturbation, the choice of weighting factors is
more arbitrary, and cannot be justified a priori.
Instead we have made a phenomenological determi-
nation, by finding a set of moments that give the ex-
pected behavior for the fluid perturbations as a function
of v. One could characterize it as an educated guess, that
should be validated by finding a more exact solution of
the full Boltzmann equations. There are several ways one
could imagine doing this. Instead of three moments and
three perturbations, one could increase this number to N
and look for convergence of a physical quantity like the
friction with increasing N . Alternatively, one could ap-
proximate the distribution function f by taking N bins
in momentum space and seeking convergence with grow-
ing N . This is an investigation we hope to undertake in
future work.
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Appendix A: v-dependence of the Cm,nv and D
m,n
v
functions
The coefficients appearing in the A matrix generally
depend on the local particle masses m(z)/T and the wall
velocity v. They can be evaluated numerically directly
from their definition (8), but it is also possible to an-
alytically calculate their v-dependence, by making the
substitution E → γ(E + vpz) and pz → γ(pz + vE) to
boost the integration variables to the plasma frame. This
transforms fv to f0, the equilibrium distribution function
evaluated at v = 0, and leaves the combination d3p/E in-
variant.
In this way, the Cm,nv and D
m,n
v functions can be ex-
pressed as a sum (finite or infinite) of Cm,n0 and D
m,n
0 ,
the corresponding functions evaluated at v = 0. One can
show that (henceforth omitting the subscript 0)
C−1,1v = γ
3v [C−2,0 + (2 + v2)C0,2]
C0,0v = γ C
0,0
C0,1v = γ
2v (C−1,0 + C1,2)
C0,2v = γ
3 [v2C−2,0 + (1 + 2v2)C0,2]
C1,0v = C
1,0
C1,1v = γv C
0,0
C1,2v = γ
2(C1,2 + v2C−1,0)
C2,1v = v C
1,0 − 1
γ2
∞∑
n=1
v2n−1C2n+1,2n
C2,2v = γv
2C0,0 +
1
γ3
∞∑
n=1
v2n−2C2n,2n
C2,3v = γ
2v3C−1,0 + γ2v(v4 − 3v2 + 3)C1,2
− 1
γ4
∞∑
n=2
v2n−3C2n−1,2n
D−1,0v = γ
2(D−1,0 + v2D1,2)
D0,0v = γD
0,0
D1,1v = γvD
0,0
With these, it is sufficient to compute the required
Cm,n and Dm,n at only a few values of m/T and use
interpolation to quickly compute them for any m/T .
The infinite series are all well-behaved: they are exact
at v = 0 and v = 1 using only the first term of the
series, and an accuracy of less than 1% for all v ∈ [0, 1]
is achieved using a small number of terms.
Appendix B: Evaluation of the collision rates
We discuss here the calculation of the collision integrals
by a corrected and improved version of the method used
in ref. [17]. The collision term for a given particle species
is
C[fv(p)] =
∑
i
1
2NpEp
∫
d3k d3p′ d3k′
(2pi)52Ek2Ep′2Ek′
|Mi|2
× δ4(p+ k − p′ − k′)P[fv(p)] ; (B1)
P[f(p)] = f(p)f(k)(1± f(p′))(1± f(k′))
− f(p′)f(k′)(1± f(p))(1± f(k)) , (B2)
where the sum is over all the relevant processes listed
in Table I, p is the momentum of the incoming particle
whose distribution is being computed, Np is its number
7Process |M|2
Top quark:
t¯t→ gg − 128
3
g4s
st
(t−m2q)2
tg → tg − 128
3
g4s
su
(u−m2q)2
+ 96g4s
s2+u2
(t−m2g)2
tq → tq 160g4s s2+u2(t−m2g)2
W bosons:
Wq → qg −72g2sg2w st(t−m2q)2
Wg → q¯q −72g2sg2w st(t−m2q)2
WW → f¯f − 27
2
g4wst
[
3
(t−m2q)2
+ 1
(t−m2
l
)2
]
Wf →Wf 360g4w u2(t−m2
W
)2
− 27
2
g4wsu
[
3
(u−m2q)2
+ 1
(u−m2
l
)2
]
Table I. Relevant processes for the top quark and W bosons
and their corresponding scattering amplitude in the leading
log approximation.
of degrees of freedom, k is the momentum of the other in-
coming particle, and p′, k′ are the momenta of the outgo-
ing particles. |Mi|2 is the squared scattering amplitude,
summed over the helicities and colors of all the external
particles. The distribution functions appearing in P are
Fermi-Dirac or Bose-Einstein depending the respective
external particles, and the ± is + for bosons and − for
fermions.
P can be simplified by expanding it to linear order in
the perturbations. Using the definition (1) of the distri-
bution function with δX(p) = µ+βγδτ(Ep−vpz)−δf/f ′v,
one can show that P becomes
P[f ] = f(p)f(k)(1± f(p′))(1± f(k′))
∑
(±δX) (B3)
where the sum is over the external particles not in equilib-
rium and the ± in front of δX is + for incoming particles
and − for outgoing particles.
The quantities needed for the fluid equations are the
moments of C[f ]. These have the general form∑
i
1
2NpEp
∫
d3k d3p′ d3k′
(2pi)52Ek2Ep′2Ek′
|Mi|2
× δ4(p+ k − p′ − k′)P[fv] p
n
z
Emp
(B4)
=
∑
i
1
2NpEp
∫
d3k d3p′ d3k′
(2pi)52Ek2Ep′2Ek′
|Mi|2
× δ4(p+ k − p′ − k′)P[fv] γn−m (pz + vEp)
n
(Ep + vpz)m
where we boosted to the plasma frame to get the sec-
ond line. Using the substitution (6), the perturbations
become in that frame
δX(p) = µ+ βEpδτ −
(
Ep + vpz
pz + vEp
)(
f0
f ′0
)
u (B5)
Following the treatment of ref. [17], the calculation of
the collision rates has been done to leading log accuracy,
where it is justified to neglect the masses of all the ex-
ternal particles, which implies Ep = p. One can also
neglect s-channel contributions and the interference be-
tween diagrams because they are not logarithmic. To
account for thermal effects, we use propagators of the
form 1/(t−m2) or 1/(u−m2), where m is the exchanged
particle’s thermal mass. It is given by m2g = 2g
2
sT
2 for
gluons, m2q = g
2
sT
2/6 for quarks, m2W = 5g
2
wT
2/3 for W
bosons and m2l = 3g
2
wT
2/32 for leptons [31].
The top quark collisions are dominated by their strong
interactions; we include only contributions to |M|2 of
order g4s for t interactions. For the W bosons, we include
terms of order g2sg
2
w and g
4
w. The relevant processes are
shown with their corresponding |M|2 in Table I [32].
To evaluate the integrals in (B4), one can first use the
delta function and the symmetry of the integrand to an-
alytically perform five of the twelve integrals. This can
be done efficiently using the parametrization detailed in
refs. [28, 33, 34]. The remaining seven integrals can be
evaluated analytically using several approximations, jus-
tified to leading log accuracy. However, we have found
that it is more precise to numerically compute these inte-
grals, which can be done with a Monte Carlo algorithm.
One can use a stratified sampling algorithm or VEGAS
to reduce the variance, but this is generally not necessary
since it only takes a few seconds to get an accuracy of
∼ 1% in most cases.
With the linearization of P[f ] made in (B3),
the moments of the collision term can be written
as linear combinations of the three perturbations:
T
(
Γ
(i)
µ µ+ Γ
(i)
τ δτ + Γ
(i)
u u
)
. Then the Γ matrix appear-
ing in eq. (3) takes the form
Γ = T
 Γ
(1)
µ Γ
(1)
τ Γ
(1)
u
Γ
(2)
µ Γ
(2)
τ Γ
(2)
u
Γ
(3)
µ Γ
(3)
τ Γ
(3)
u
 (B6)
where the Γ
(j)
i coefficients are dimensionless. The v-
dependence of the upper-left 2×2 block can be expressed
analytically, giving
Γ
(1)
µ,t = 0.00196, Γ
(1)
µ,W = 0.00239
Γ
(1)
τ,t = 0.00445, Γ
(1)
τ,W = 0.00512
Γ
(2)
µ,t = 0.00445 γ, Γ
(2)
µ,W = 0.00512 γ
Γ
(2)
τ,t = 0.0177 γ, Γ
(2)
τ,W = 0.0174 γ
The remaining components have been fitted to quartic
polynomials:
Γ
(1)
u,t = (5.36v − 4.49v2 + 7.44v3 − 5.90v4)× 10−3
Γ
(1)
u,W = (4.10v − 3.28v2 + 5.51v3 − 4.47v4)× 10−3
Γ
(2)
u,t = γ(1.67v + 1.38v
2 − 5.46v3 + 2.85v4)× 10−2
Γ
(2)
u,W = γ(1.36v + 0.610v
2 − 2.90v3 + 1.36v4)× 10−2
Γ
(3)
u,t = (4.07− 2.14v2 + 4.76v3 − 4.37v4)× 10−3
8Γ
(3)
u,W = (2.42− 1.33v2 + 3.14v3 − 2.43v4)× 10−3
Γ
(3)
µ,t = (0.948v + 2.38v
2 − 4.51v3 + 3.07v4)× 10−3
Γ
(3)
µ,W = (1.18v + 2.79v
2 − 5.31v3 + 3.66v4)× 10−3
Γ
(3)
τ,t = (2.26v + 4.82v
2 − 9.32v3 + 6.54v4)× 10−3
Γ
(3)
τ,W = (2.48v + 6.27v
2 − 11.9v3 + 8.12v4)× 10−3
Our results and differ from those of [17] by factors of
O(1). Even taking account of the errors previously
mentioned, our results are still roughly 2 times smaller.
As discussed in ref. [12], this discrepancy is due to the
various leading log approximations made in [17] in order
to analytically evaluate the collision integrals. Either
procedure is valid to leading accuracy, which gives an
estimate of the theoretical uncertainty associated with
this approximation. It may be worthwhile (though quite
laborious) to include subleading contributions for future
studies relying upon these fluid equations.
[1] K. Kajantie, M. Laine, K. Rummukainen, and M. E.
Shaposhnikov, “The Electroweak phase transition: A
Nonperturbative analysis,” Nucl. Phys. B 466 (1996)
189–258, arXiv:hep-lat/9510020.
[2] K. Kajantie, M. Laine, K. Rummukainen, and M. E.
Shaposhnikov, “Is there a hot electroweak phase
transition at mH ≥ mW ?,” Phys. Rev. Lett. 77 (1996)
2887–2890, arXiv:hep-ph/9605288.
[3] M. Trodden, “Electroweak baryogenesis,” Rev. Mod.
Phys. 71 (1999) 1463–1500, arXiv:hep-ph/9803479.
[4] J. M. Cline, “Baryogenesis,” in Les Houches Summer
School - Session 86: Particle Physics and Cosmology:
The Fabric of Spacetime. 9, 2006.
arXiv:hep-ph/0609145.
[5] D. E. Morrissey and M. J. Ramsey-Musolf,
“Electroweak baryogenesis,” New J. Phys. 14 (2012)
125003, arXiv:1206.2942 [hep-ph].
[6] C. Caprini et al., “Science with the space-based
interferometer eLISA. II: Gravitational waves from
cosmological phase transitions,” JCAP 04 (2016) 001,
arXiv:1512.06239 [astro-ph.CO].
[7] C. Caprini et al., “Detecting gravitational waves from
cosmological phase transitions with LISA: an update,”
JCAP 03 (2020) 024, arXiv:1910.13125
[astro-ph.CO].
[8] J. R. Espinosa, T. Konstandin, J. M. No, and
G. Servant, “Energy Budget of Cosmological First-order
Phase Transitions,” JCAP 06 (2010) 028,
arXiv:1004.4187 [hep-ph].
[9] T. Konstandin, G. Nardini, and I. Rues, “From
Boltzmann equations to steady wall velocities,” JCAP
09 (2014) 028, arXiv:1407.3132 [hep-ph].
[10] S. J. Huber and M. Sopena, “An efficient approach to
electroweak bubble velocities,” arXiv:1302.1044
[hep-ph].
[11] A. Me´gevand and A. D. Sa´nchez, “Velocity of
electroweak bubble walls,” Nuclear Physics B 825
(2010) 151, arXiv:0908.3663 [hep-ph].
[12] J. Kozaczuk, “Bubble Expansion and the Viability of
Singlet-Driven Electroweak Baryogenesis,” JHEP 10
(2015) 135, arXiv:1506.04741 [hep-ph].
[13] D. Bodeker and G. D. Moore, “Can electroweak bubble
walls run away?,” JCAP 05 (2009) 009,
arXiv:0903.4099 [hep-ph].
[14] D. Bodeker and G. D. Moore, “Electroweak Bubble
Wall Speed Limit,” JCAP 05 (2017) 025,
arXiv:1703.08215 [hep-ph].
[15] A. Me´gevand, “Friction forces on phase transition
fronts,” JCAP 07 (2013) 045, arXiv:1303.4233
[astro-ph.CO].
[16] J. M. Cline and K. Kainulainen, “Electroweak
baryogenesis at high bubble wall velocities,” Phys. Rev.
D 101 no. 6, (2020) 063525, arXiv:2001.00568
[hep-ph].
[17] G. D. Moore and T. Prokopec, “How fast can the wall
move? A Study of the electroweak phase transition
dynamics,” Phys. Rev. D 52 (1995) 7182–7204,
arXiv:hep-ph/9506475.
[18] G. D. Moore and T. Prokopec, “Bubble wall velocity in
a first order electroweak phase transition,” Phys. Rev.
Lett. 75 (1995) 777–780, arXiv:hep-ph/9503296.
[19] P. John and M. Schmidt, “Do stops slow down
electroweak bubble walls?,” Nucl. Phys. B 598 (2001)
291–305, arXiv:hep-ph/0002050. [Erratum:
Nucl.Phys.B 648, 449–452 (2003)].
[20] S. J. Huber and M. Sopena, “The bubble wall velocity
in the minimal supersymmetric light stop scenario,”
Phys. Rev. D 85 (2012) 103507, arXiv:1112.1888
[hep-ph].
[21] G. C. Dorsch, S. J. Huber, and T. Konstandin, “Bubble
wall velocities in the Standard Model and beyond,”
JCAP 12 (2018) 034, arXiv:1809.04907 [hep-ph].
[22] M. Joyce, T. Prokopec, and N. Turok, “Nonlocal
electroweak baryogenesis. Part 2: The Classical
regime,” Phys. Rev. D 53 (1996) 2958–2980,
arXiv:hep-ph/9410282.
[23] In the fluid frame these are simply 1, pz and E.
[24] Strictly speaking, this method only works when the
z-dependence of A−1v Γ can be ignored on either side of
the wall, but the same conclusion is borne out by a full
numerical solution.
[25] J. M. Cline, M. Joyce, and K. Kainulainen,
“Supersymmetric electroweak baryogenesis,” JHEP 07
(2000) 018, arXiv:hep-ph/0006119.
[26] L. Fromme, S. J. Huber, and M. Seniuch, “Baryogenesis
in the two-Higgs doublet model,” JHEP 11 (2006) 038,
arXiv:hep-ph/0605242.
[27] L. Fromme and S. J. Huber, “Top transport in
electroweak baryogenesis,” JHEP 03 (2007) 049,
arXiv:hep-ph/0604159.
[28] P. Arnold, G. D. Moore, and L. G. Yaffe, “Transport
coefficients in high temperature gauge theories (I):
leading-log results,” JHEP 0011 (2000) 001,
arXiv:hep-ph/0010177 [hep-ph].
[29] L/γ is the wall thickness as measured in the plasma
frame. Fixing LT/γ rather than LT makes it easier to
see that the diffusion tails in front of the wall disappear
as v → 1.
9[30] B. Laurent, J. Cline, A. Friedlander, D.-M. He,
K. Kainulainen, and D. Tucker-Smith, “Baryogenesis
and gravity waves from a strong electroweak phase
transition,” (In preparation) .
[31] H. Weldon, “Effective Fermion Masses of Order gT in
High Temperature Gauge Theories with Exact Chiral
Invariance,” Phys. Rev. D 26 (1982) 2789.
[32] As pointed out in ref. [28], there were some errors in the
expressions of the scattering amplitudes in [17]. They
failed to include a 1/2 symmetry factor in the
amplitude for t¯t→ gg and made some algebraic errors
in tq → tq and Wf →Wf .
[33] P. Arnold, G. D. Moore, and L. G. Yaffe, “Transport
coefficients in high temperature gauge theories: (ii)
beyond leading log,” Journal of High Energy Physics
0305 (2003) 051, arXiv:hep-ph/0302165 [hep-ph].
[34] G. D. Moore, “Transport coefficients in large nf gauge
theory: testing hard thermal loops,” Journal of High
Energy Physics 0105 (2001) 039,
arXiv:hep-ph/0104121 [hep-ph].
