In this paper we analyse the change of stability of Schrodinger semigroups with indefinite potentials when a coupling parameter varies. Generically, the change of stability takes place at a principal eigenvalue associated with the problem. The uniqueness of the principal eigenvalue is shown for several classes of potentials.
Introduction
We shall be concerned with the stability of the zero solution of the linear parabolic problem lim (p{x) = 0.
|jx|-00
By a principal eigenvalue we mean a X > 0 such that (1.2) has a positive solution cp. The function <p is then called principal eigenfunction.
The main goal of this paper is to obtain theorems of the following type under various assumptions on m. THEOREM 1.1. There exists a unique principal eigenvalue X i > 0 for (1.2) and the zero solution of (1.1) is asymptotically stable for X e [0, X x ) and unstable for X > Aj.
The stability or instability of the zero solution of (1.1) is equivalent to the stability or instability of the semigroup generated by A + Am on the space C 0 (R w )«={«eC(R w ): lim where the derivatives have to be understood in the sense of distributions ( [8] ; for the theory of irreducible semigroups, see [15] ). Throughout this work, we restrict ourselves to considering continuous and bounded weight functions. For these weights the operator A k -A + Xm also generates an irreducible analytic semigroup on C 0 (R N ), with the same domain of definition, £>(A). For analytic semigroups the spectral mapping theorem holds (cf. [15, Corollary A-III. 6 
.7]), i.e. a(e'
A *)\{0} = e'"^ for t > 0. This makes it possible to study the spectrum of
S x -.= e
A > (1.3) to analyse the stability of the semigroup. Such stability is determined by the spectral radius r(A)==sprS A .
The semigroup is exponentially stable if r(X) < 1 and unstable if r(X) > 1. When r(X) = 1, extra information is needed to decide if the semigroup is stable or not. Thus the graph of r(X) gives a great deal of information about the stability of the zero solution, and the nature of this graph is constrained by a theorem of Kato [13] which asserts that r(X) is a log-convex function. The stability of the zero solution and the behaviour of r(X) is well understood for bounded domains (see [3, 10] ). In the bounded domain case, a(A > ) consists only of eigenvalues and if a principal eigenvalue X t exists then 0 must be the greatest eigenvalue of A + X t m and so r(A t ) = 1. In the case of Dirichlet or Robin boundary conditions, there exists a principal eigenvalue Aj > 0; also r(0) < 1 and the graph of r(X) is as shown in We shall investigate the validity of Theorem 1.1 and the nature of the graph of r(X) when m satisfies assumptions of the following types: (i) m is sufficiently small at infinity and N 2: 3; in particular, we shall obtain detailed results in the case where m has compact support.
(ii) m is sufficiently negative at infinity. The existence of principal eigenvalues has been proved under such assumptions in [1, 5, 6] . Results on the uniqueness of such eigenvalues and on the change of stability have been obtained in [9] for some special periodic-parabolic problems. Theorems on change of stability for positive potentials have also been obtained in [19, Section B.5] .
We now consider the general nature of the function r(X). Since <r(A) = (-oo,0], r(0) = 1. Moreover, since m is somewhere positive, it follows that lim A _ QO r(/l) = oo (see [9] ). In order that Theorem 1.1 holds, it is necessary that there exists a principal eigenvalue X 1 such that the stability properties of the zero solution change at X = X 1 and this indicates that we must have r(X^ = 1. Thus the graph of r(X) in Figure 1 .1 (b) is compatible with the validity of Theorem 1.1 and we shall show that when m is sufficiently negative at infinity then the theorem holds and r(X) is as shown in Hence r(X) ^ 1 for all A ^ 0. It was shown in [5] that there exists a principal eigenvalue A x in this case; it follows easily that 0 is an extreme point of cr(A + X x m) and so r{Xi) = 1. Since r(X) is log convex, it follows that r{X) = 1 for 0 < A < A x . Thus the graph of r(A) may be as shown in Figure 1.1 (d) . In order to prove Theorem 1.1 in this case, it is necessary to prove the stability of the zero solution in the range 0 < A < A x where r(X) = 1. Suppose that m is non-negative. Since e'
A is neutrally stable and glA <; £ t (h + km) it is surprising that any such stability result should hold. We shall show that such results for non-negative m are possible when N ^ 3 but not when N = 1, 2. The deeper reason for that different behaviour lies in the recurrence and nonrecurrence properties of the Brownian motion modelling the diffusion process (e. g. [11] ). In fact, the nonrecurrence of the diffusion in dimension N js 3 makes heat disappear at infinity, so that in spite of the existence of a heat source even asymptotic stability is possible.
The plan of the paper is as follows. In Section 2, we consider the case where N ^ 3 and m is radially symmetric and has compact support. We prove that r(X) is as shown in Figure 1 .1 (d) and that Theorem 1.1 holds for such weight functions. In Section 3, we obtain general results about the case where m has compact support and show that in general, whether or not there exists a principal eigenvalue, r'(0) = 0 and that, whenever J RJV m(x) dx < 0, r(X) = 1 for small A. The results obtained for the compact support case are useful tools for studying the case where m is sufficiently negative. In Section 3, we use them to get an easy proof of Theorem 1.1 in the case where m is negative and bounded away from zero at infinity and, in Section 4, to prove Theorem 1.1 for functions m which are sufficiently negative in the sense that e m-xm ) 1S exponentially stable, where m~ ^0 denotes the negative part of m. A characterisation of such functions m~ was obtained recently by Arendt and Batty [2] . In Section 5, we return to the case where m is small at infinity but may not have compact support. We give a new proof of the existence of a principal eigenvalue A x , in this case showing that X t is the limit of the principal eigenvalues for Dirichlet problems on large balls so that X x has the variational characterisation 
The case m is radially symmetric with compact support
Throughout this section, we shall assume that N ^ 3 and that m(x) is continuous and radially symmetric with compact support. First we give some definitions and collect some results on spectral theory which will be used later. Let X be a Banach space and Te <£{X). A A e C is said to belong to the Browder essential spectrum of Using embedding theorems on bounded domains, it is clear that u \-* mu is compact from C^R^) to CQIR^) when m has compact support. The norm of the multiplication operator defined above is HmH^,. Since the continuous functions having compact support are dense in C 0 (R N ) and the ideal of compact operators is closed, it follows that multiplication by any C 0 -function is a compact operator.
(ii) The essential spectrum of the operators e'< A+Am > can be determined from the result above. By 
N-2 '{R)
which gives us the boundary condition to be satisfied by the eigenfunction on the boundary of the ball B R . It is well known that the boundary value problem Proof. We define
where c 2 is a constant to be chosen later and R > 0 is such that supp m<^B R . In B R , the function i// is defined as the unique solution of the boundary value problem
Since X<k u this boundary value problem has a unique radially symmetric solution \j/. If we choose c 2 so that c 2 |x|~
It remains to show that <p is positive. In B R , <p satisfies
has a positive principal eigenvalue n with corresponding positive principal eigenfunction w. Then using this function w as the auxiliary function in the generalized maximum principle (see [16, Proof. Let R > 0 be such that supp maB R and consider the eigenvalue problem
where m + is the positive part of m and fi > 0 will be regarded as a new parameter. Since X < Aj(m), there exists a unique n t > 0 such that (2.5) has a positive eigenfunction <p 0 , which is radially symmetric. Choose c > 0 so that c\x\' It is also possible to prove that X^m) is the unique principal eigenvalue (our construction in Theorem 2.3 shows that X^m) is the only eigenvalue corresponding to a positive radially symmetric eigenfunction, but does not preclude the existence of another eigenvalue corresponding to a positive nonradially symmetric eigenfunc-tion) and that the zero solution is unstable for X > X^m). We defer the proofs of these results to Section 5, where they are given for more general m.
Thus Theorem 1.1 holds in the case where m is continuous and radially symmetric with compact support.
General properties for continuous weights with compact support
Throughout this section, it is assumed that m(x) is a continuous weight function with compact support. Our goal is to obtain some general properties for this class of potentials which are of interest in themselves but which we shall also use later to study the case where m is sufficiently negative to ensure that Theorem 1.1 holds. Some open problems arising in [18, Section 5] will also be partially answered. From standard analytical perturbation results (see [12] ), the function ^( -) is analytic in (0, oo) and X-><p x may be chosen analytic and normalised so that II^AIIL 2 = 1 f°r all A > 0. By differentiating (3.1) with respect to X, we obtain
Multiplying this relation by <p x and integrating over R^, using the fact that q> x e Hi{R N ), it follows that
In a similar way, multiplying (3.1) by <p x and integrating, we obtain
In particular, (<p x ) is bounded in H\, uniformly on bounded intervals of A and hence we can find a sequence, say (q> Xk ) kii _, X k ->0, as fe-» oo, converging to some 9) in L 2 loc . Since /i(A t )->0 as fc->0, it follows from (3.3) that V<p Xk is a Cauchy sequence in L 21oc and so <p Xk is convergent to cp in H\(£l) on any bounded set Q. Letting fc-> 00 in (3.3) shows that J R N || V^ || 2 dx = 0 and so <p is a constant function. Since (^AJ converges to (p in L 2 on any bounded set and || q> Xk ||L 2 = 1 for all k, it follows that <p = 0. Hence (^> t ) converges to the zero function in L 2 on the support of m and so by (3.2) ju'(O) = 0. Thus r'(0) = 0 and the proof is complete.
•
We now use Theorem 3.1 to show that Theorem 1.1 holds for potentials negative and bounded away from zero at infinity. Finally we prove that A x is the unique principal eigenvalue. If A < A 1; then r(X) < 1 and a principal eigenvalue cannot exist. If A > A l5 then according to Remark 2.2(ii) r(X) > 1 is the only eigenvalue having positive eigenfunction so that 1 cannot be a principal eigenvalue of e < -A+Xm \ i.e. A is not a principal eigenvalue of (1.
2.). •
This corollary extends related theorems in [5] and [9] by guaranteeing the uniqueness of the principal eigenvalue obtained in [5] and by supplementing the results in [9] by estimating the slope of r(X) at A = 0; this slope gives information on the rate of convergence to zero of any positive solution of (1.1) if A is small. Therefore, passing to the limit as e->0,
r(X)^l, Xe(0,X NiB (m)).
Finally, as m has compact support, it follows from Remark 2.2 that r(X) ^ 1 for all X ^ 0, which completes the proof.
The following result shows that when N ^ 3 the condition J R N mdx<0 is not necessary to ensure that r(X) = 1 for X > 0 close to zero. 
by the Dirichlet problem on B, and by T k (t) the Schrodinger semigroup e ' iA+Xm) . Then r B (X)-.= spr (T A-J ,(t)) ^ spr (T x (t)) = r(X)
for all X in R.
Proof. Let u o eC o (R") and let u denote the corresponding solution of (1.1). Set Then, an easy comparison argument shows that on B for all t ^ 0 and, hence, for all 13; 0. But from this it follows that and the assertion follows from the formula for the spectral radius.
• It is shown in [5, Lemma 3.1] that X DBR ->0 as R-*• oo. Fix X > 0 arbitrary. To prove that r(X)> 1, we choose a ball B such that X DB <X. Using the results on bounded domains, we see that r B (X) > 1 [ 3 ] . By the above lemma, it is now clear that r(X) > 1, proving the instability.
As the previous results show, the qualitative behaviour of the Schrodinger semigroup is heavily dependent on the spatial dimension when m has compact support. When JV 2; 3 and m is radially symmetric, there is a unique principal eigenvalue X^m) and the Schrodinger equation has a bound state for any X e (0, A x (m)) and the zero solution is L x stable in this X range. On the other hand, if N < 3 then the equation does not admit a radially symmetric principal eigenfunction in C 0 (R JV ) because it is easy to see that any such eigenfunction would have to be identically zero outside the support of m and this is impossible for a classical solution of (1.2). However, if J RN m < 0 and N < 3, there is one value of X > 0 for which the semigroup e HA+Xm) has a bound state, that is, X = v l5 the principal eigenvalue of the Neumann problem in large balls, the bound state consisting of the principal eigenfunction to the Neumann problem on any ball containing the support of m extended to be identically equal to an appropriate constant outside the ball. This bound state, which does not vanish at infinity, can be regarded as the limit of principal eigenfunctions of Neumann boundary value problems. This is in contrast with the case JV ^ 3, where the principal eigenfunction vanishes at infinity and so can be regarded as a solution of a Dirichlet boundary value problem. In fact, when N ^ 3, we shall show in Section 5 that the principal eigenvalue of (1.2) can be obtained as the limit of the principal eigenvalues of the corresponding Dirichlet problems in large balls. The results obtained above have a bearing on some open problems arising in [18, Section 5].
The case m negative at infinity
In this section we prove the exponential stability of the zero solution for a wide class of potentials m which are negative at infinity. A recent result obtained by Arendt and Batty in [2] characterises potentials V such that the Schrodinger semigroup associated with A -V is exponentially stable. We shall use this result to prove Theorem 1.1 for an associated class of potentials m. The following definition from [2] will be useful. DEFINITION 4.1. Given a subset G c R " , it is said that G contains arbitrarily large balls if for any r > 0 there exists x e G such that G contains the ball centred at x with radius r. By ^ we shall denote the class of subsets of R N containing arbitrarily large balls. So, Remark 2.1(iii) guarantees that spr S x is an algebraically simple eigenvalue of S 2 for all X > 0. Therefore, X -*• spr S x is analytic for X > 0 and so spr S x = 1 for all A ^ 0, which is impossible since spr S x > 1 for A large enough. This contradiction shows that r(X) < 1 for X > 0 small. As r(l) is log-convex, there is a unique A t > 0 such that r(X 1 )= 1. The uniqueness and stability assertions of the theorem now follow as in the proof of Corollary 3.2.
• Clearly Corollary 3.2 is a special case of Theorem 4.2; the proof we gave, however, in Section 3 is based on much more elementary considerations than the proof above, which depends among other things on Theorem 3.3 which in our development depends in turn on Corollary 3.2.
It is shown [2, Corollary 1.9 and Theorem 1.10] that there exist potentials vanishing in a finite number of strips and satisfying all the requirements of Theorem 4.2. Some characterisations of the weights m 2 satisfying | G m 2 = oo for all G e^ can also be found in [2, Proposition 1.4].
The case of potentials with fast decay at infinity
In this section, we show the existence and the uniqueness of the principal eigenvalue of ( 1.2) • Given R > 0, consider the following eigenvalue problem:
on dB R . Where R is large enough, there exists x o eB R such that m(x o )>0. Hence (5.7) possesses a unique principal eigenvalue, which will be denoted by 2-i(R). It was shown in [8, Lemma 6.6] , that the mapping R-tk^R) is strictly decreasing and that the limit A oo == lim l^R) R->oo exists and is finite. The question of interest is to characterise whether X x is a principal eigenvalue of (1.2) or not. In fact, this was an open question in [5] and [ 9 ] . The answer is positive as the following theorem shows. 
As (q> k ) is convergent in H and also (A t ) has a finite limit, it follows that (<p k ) is a Cauchy sequence in V. Since V^H, its limit is 9;. In particular, it follows that \im k^oo <p k = <p in H\ Aoc , and that ||^|| K = 1, i.e. ^# 0 . We now prove that <p is a principal eigenfunction of (1.2) associated with A^ by showing that <p is a weak solution of (1. for all fe^ 1. Since § R Nm<p k dx ^c\\(p k \\jj for some appropriate constant c, it follows that \ KN m(pl dx is bounded and so because of (5.9) the sequence (X k ) must be bounded away from zero. Hence X x > 0 and so we have proved the existence of a positive principal eigenvalue.
It is now easy to prove that the zero solution is unstable for all X > X^. If X > k x , we can find a ball B R such that X^R) < X. Instability can now be proved by using exactly the same argument as that used at the end of the proof of Theorem 3.7.
Finally we prove that X^ is the unique principal eigenvalue. In order to do so, we must first prove two technical lemmas. Proof. Let \\i e ^( R " ) be such that 0 ^ ij/ ^ 1 and i/r(x) = 1 if x e B t and i/^(x) = 0 outside B 2 . Define \l/ n (x)-~\j/{x/n) and set It follows easily from the Lebesgue Dominated Convergence Theorem that (p n^> (p in L 2W /(jv-2). Also, applying Holder's inequality, we obtain U , (5.10) where A n -.= {n^\x\^2n} and we denote by ||-|| p the L^R^-norm and by || -|| p ,^n the L p (A n )-norm. Since V<p € L 2 , the Lebesgue Dominated Convergence Theorem guarantees that the first term in (5.10) tends to zero as n goes to infinity. Moreover, since <p e L 2JV/(JV _ 2) , then lim^oo || q> || 2^/ (jv-2),^n = 0. From the definition of \j/ n it follows readily that ||Vty n \\ N = \\Vi/'IU-Smoothing out the functions <p n , the proof is complete.
We can now proceed with our proof of the uniqueness of the principal eigenvalue. Suppose that k is any other principal eigenvalue of (1.2) with corresponding positive eigenfunction ijj. Since k^R) has variational characterisation \V\li\ 2 dx
