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Abstract
Over the past 18 years, capsule endoscopy has been an important tool for examining the human
gastrointestinal (GI) tract. Compared to traditional colonoscopy and gastroscopy examination
technologies, capsule endoscopy requires little clinical procedural time, is non-invasive to the patient and
able to examine the small intestine that is unreachable through the traditional technologies. While the
small size of the commercialized capsule endoscopy makes it easy to swallow, it limits the capabilities of
the imaging device inside the capsule and does not allow for the inclusion of an internal locomotion
device, leading to limitations such as low image resolution, passive capsule movement, and low power
source capacity. In order to enhance the efficiency of capsule endoscopy, the current study has been
undertaken with three main objectives.
Firstly, a new near-lossless compression system with a low complexity circuitry design has been
developed to reduce the amount of data processed, encoded and transmitted inside the capsule
endoscopy. The developed compression system was based on a Simplified Structure Conversion method,
an Optimized Difference Approach and a Golomb-Rice encoder. These methods allowed the
compression system to achieve an average compression ratio 6.1811 when applied to images produced
using capsule endoscopy and 5:1 when applied to endoscopic images. In terms of image quality, the
system scored an average PSNR of 43.89182 dB which was determined to be an optimum level between
the high compression ratio and high image quality for clinical diagnosis. To be deemed suitable for
diagnostic use, the visual quality of the images compressed using a near-lossless approach was assessed
by clinicians via an online evaluation where 82% of the videos and images were found to be acceptable
and the remaining 18% showed no difference to the original image quality. These results provided a
reliable indication of the high performance of the developed compression system that matches the image
quality requirements of capsule endoscopy for real-world medical diagnosis.
Secondly, the capsule endoscopy examination generates a large number of images that have high
similarity and clinicians typically increase the playback speed to reduce the time it takes to review the
examination. Associated with this behaviour is an increased probability of overlooking an image that
may contain an abnormality. An alternative option developed here was the application of abnormality
detection systems to detect angioectasia which is the most difficult lesions to discern due to the high
similarity of this abnormality to certain normal regions. The new angioectasia detection system was
developed using a pre-processing phase, the colour models of CIE-Lab, YIQ and Karhunen-Loeve for a
two-stage colour segmentation phase and statistical measures for a linear classification phase.
Traditional, abnormality detection systems have been proposed using full-colour images. The current
study, however, has instead used Bayer images which have resulted in a superior performance in
abnormality detection when compared to the approaches in the literature. Utilizing Bayer images has the
advantage of prior knowledge of the structure and has access to the original colour intensities of the
Bayer image pixels. This was confirmed in the current study as the proposed systems resulted in higher
accuracy when using Bayer images in preference to the full-colour images. The angioectasia detection
system achieved 100% sensitivity, 93.34% specificity, and 93.35% accuracy using Bayer images and
100% sensitivity, 88.96% specificity, and accuracy of 88.97% using interpolated images.
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Another interesting approach to reduce viewing time is the application of a frame reduction system that
reduces the total number of images by omitting those with a high similarity of information. The
advantage of such a system is that the specialist only needs to review a single image that technically
represents a series of images with high similarity. This reduces the total number of images that a
specialist must review and importantly, images containing any abnormality are not removed from the
review, but simply reduced in number. Thus, the current study developed a frame reduction system using
various colour models applied on Bayer images for colour texture and a modified local binary pattern
(LBP) for structural information. The proposed system achieved a reduction ratio of 93.87%, which was
higher than the existing systems and required less computation due to the utilization of Bayer images.
The reduced images were reviewed by a specialist in gastroenterology and confirmed that the system had
not removed any pathological information present in the original stream.
Thirdly, the current study investigated the feasibility of developing an internal capsule retention release
system (ICRR) to address capsule retention, an acknowledged risk and potential complication of the
examination. The Autodesk Inventor Professional was utilized to model a new capsule body that could
house the proposed locomotion mechanism. The locomotion mechanism was based on a two-phase
stepper motor with a Bluetooth remote controller. Arduino software was utilized to program the
controller and the circuitry design of the Bluetooth was reconfigured to suit the small dimensions of the
capsule via EAGLE software. This system was able to efficiently run the stepper motor in either
direction for 35 minutes using a single 30mAH battery, which is a promising result and would
theoretically enable adequate runtime to release a capsule. The new ICRR system could provide a nonsurgical option for capsule retrieval.
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Chapter 1
1.1

Introduction

Background

Medical imaging technologies have improved dramatically in the last five decades, enhancing
clinician’s capabilities in diagnosing pathology within the human body. Examples of these
technologies include X-ray, MRI, CT scans and endoscopic investigations. Gastroscopy and
colonoscopy are two traditional endoscopic investigations that are performed with push wirebased technologies. Gastroscopy is used to examine the upper part of the human
gastrointestinal (GI) tract and colonoscopy allows the examination of the lower part. These
technologies are commonly used to diagnose medical problems within these specific regions
of the GI tract. They deliver high-quality imaging performance due to the direct wire
connection which enables the capture and transmission of images to an external monitor.
However, neither of these technologies allow for the examination of the small intestine,
which represents 75% [1] of the entire GI tract length. Wireless capsule endoscopy (WCE) is
a more recent technology that enables the examination of the entire GI tract including the
small intestine. The typical design of WCE technology has an illumination source (LEDs), a
camera, two batteries, a microcontroller and a radio frequency (RF) transmitter. A patient
swallows the capsule which is then passively propelled through the GI tract by the
coordinated peristaltic contraction of the smooth muscle within the walls of the gut tube. As
the capsule moves through the GI tract, the camera captures images and the processor codes
these images and transfers them via an RF transmitter to an external recorder with a sensor
array. After the examination is complete, the receiver is returned to a clinician for review and
diagnosis. Many platforms have been developed since the first passive capsule endoscope
was manufactured 18 years ago by Given Imaging. The only platforms that have been
approved by the US Food and Drug Administration (FDA) since the first development are
those that have a small physical dimension which is necessary to enable swallowability. This
has unfortunately stifled technological development for additional systems such as
locomotion, steering and camera control. This also means that as current capsules only move
passively through the GI tract, a large number of redundant images are captured. This can
result in up to 86000 images produced during a single capsule endoscopy examination. The
RF system typically consumes a large portion of the available capsule power to transmit the
images thus limiting the possibility for the inclusion of additional capabilities that could
16

enhance the performance of current capsule endoscopy. The development of artificial
intelligent control systems could enhance the performance of the capsule both during and
after the examination. Examination performance could be enhanced by developing a
compression system that is capable of reducing the amount of data processed, encoded and
transmitted. This could then lead to the development of an internal locomotion system that is
capable of addressing the limitations due to the passive movement of the capsule. Thus,
investigating the development of an internal locomotion system with low power consumption
that is of a swallowable size is also important. After the examination is complete,
performance could be enhanced by developing computer-aided systems that are capable of
reducing the specialists reviewing time via frame reduction or abnormality detection systems.

1.2 Image compression system for capsule endoscopy
Image compression is a technique that reduces the amount of data down to the most
necessary information representing the image. The existing image compression techniques
are classified into two main categories (lossless and lossy) based on the reconstructed
information of the compressed image. Lossless image compression allows the image to be
compressed and decompressed without any loss. However, lossless compression techniques
typically increase the computational complexity and the power consumption. The lossy
technique, on the other hand, offers higher data compression but it is an irreversible technique
by means of using ‘irreversible’ image transformation, or quantisation, to obtain higher
compression ratios. This means that a lossy approach does not allow for the exact recovery of
the original image once compressed. This means that clinicians review an image that is not an
exact replica of the initial camera image, increasing the probability of incorrect or missed
diagnosis. In comparison to these two discussed approaches, a near-lossless (visually
lossless) image compression approach may possibly have lower complexity and could reduce
the amount of data processed inside the capsule. Visually lossless compression is able to
achieve near-lossless image quality and a higher compression ratio than the lossless
compression approach. It eliminates the shortcomings of both the lossy and the lossless
compression approaches, achieving a point where the resulting images are highly compressed
yet of sufficient quality for visual diagnostic examinations. The implementation of a visually
lossless compression system would require a clinician’s assessment of the images to confirm
their utility in a clinical setting.
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1.3 The post-viewing of the WCE images for diagnosis
A specialist clinician in the field of gastroenterology typically performs the capsule
endoscopy investigation and reviews the images to diagnosis pathologies within the human
GI tract. Wireless Capsule Endoscopy generates approximately 80000 images during a single
examination period of eight to ten hours and every single image requires review, which can
take up to four hours to complete. In order to reduce the time it takes to review the high
similarity images, clinicians will increase the playback speed, typically to 15 frames per
second [2]. Associated with this behaviour is an increased probability of overlooking an
image that may contain an abnormality. Alternatives to increasing the playback speed include
the application of computer-aided systems to reduce the number of frames with high
similarity and/or to auto-detect abnormalities such as ulcers, tumours, polyps, and bleeding.
Reducing the viewing time for faster diagnosis has been of particular interest to researchers.
An approach to reduce viewing time is the application of a frame reduction system that
reduces the number of images by omitting those with a high similarity of information. The
advantage of such a system is that the specialist only needs to review a single image that
technically represents a series of images with high similarity. This reduces the total number
of images that a specialist must review and importantly, images containing any abnormality
would not be removed. RAPID software developed by Given Imaging currently only
achieves a small viewing time reduction of one third for an entire recording.
For viewing time reduction based on abnormality detection, research has mainly focused on
detecting ulcers, tumours and polyps due to the relative ease of detection. Based on the
literature review conducted as part of the thesis, the achieved accuracy of the existing
detection systems though is insufficient for clinical application and requires further
development. In particular, research into detecting bleeding-based abnormalities is extremely
lacking. This has historically been due to the difficulty of separating clustered features for
bleeding as variations from the normal gut tissue within the image. The detection of bleeding
is extremely important as it represents approximately 90% of the causative reasons to
undergo a capsule endoscopy examination. While the detection of blood within the gut is
important, the identification of the source of the bleeding is clinically important but
additionally problematic [3, 4]. Angioectasia, a disruption of the blood vessels within the wall
of the small bowel, is a common pathology in older Australians and accounts for more than
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60% of bleeding cases and the early detection of angioectasia enables prompt clinical
intervention [5].

1.4 Intelligent control system for capsule retention release
The small size constraints due to swallowability requirements restrict the insertion of a
locomotion device or extra batteries into the existing capsule structure. However, a
locomotion system that produces controlled intermittent capsule movement or vibration could
address capsule retention in the human small intestine. Capsule retention can be defined as
the indefinite presence of a capsule within the GI tract and in these cases, the capsule is not
retrieved without surgical intervention. Capsule retention is an acknowledged risk in
investigations of patients with conditions such as Crohn's diseases or diabetes.
The existing literature has suggested various external and internal locomotion designs. The
external locomotion designs are based on an electromagnetic field to control the movement of
the capsule. The design of this system is yet to be approved by the food and drug
administration (FDA) because of the high risk of the GI tract tissue being damaged from the
high electromagnetic field. The internal locomotion systems struggle to incorporate the
hardware components into the limited dimensions for swallowability. Developing a capsule
retention release system that overcomes the above-mentioned limitations could lead to a
possible solution for releasing the capsule in cases of retention.

1.5 The Research statement
The current capsule endoscopy design has undergone limited development in the past decade
and now suffers from a number of limitations that detract from its efficiency, all of which can
be attributed in some way to the limitation of the design of the capsule. These limitations can
be classified into three main categories, the complexity (in relation to capsule size
limitations) of the embedded compression system’s circuitry design, the long viewing time
required due to the long recording times, and the lack of a locomotion design that is
functional within the capsule swallowability/size restrictions.
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1.5.1 Limitations ofthecurrentcapsules’compressionsystems
Capsule endoscopy currently utilises a compression system that requires an interpolation
technique to convert the physical output of the capsule camera sensor from mosaic format
into the full-colour format. The interpolation process for the mosaic image (Bayer image) of a
capsule endoscopy CMOS sensor typically works on predicting values for the unknown
pixels values using the values acquired with the camera sensor [6]. Developing a compression
system that is dedicated to working on the physical output of the CMOS sensor may reduce
the unnecessary processing time and power consumed when using the interpolation
technique. The current standard image compression technique requires the image to be in the
full-colour format or in three separate colour channels. A major problem of separating the
Bayer images of CMOS sensor is the quincunx structure of the green colour components
which have double the number of pixels when compared to the red and the blue pixels. It is
proposed that a simplified structure conversion may overcome this problem. Many studies
have considered this important aspect either by dedicating an internal modified colour
transformation or by developing algorithms that merge the green pixels of the quincunx
structure. However, these algorithms resulted in higher power consumption, increased latency
and additional buffering requirements.
1.5.2 Limitationsofthecurrentcapsules’viewingtimereductionsystems.
The interpolation process for the mosaic image (Bayer image) of a capsule endoscopy CMOS
sensor results in an image with blurring, aliasing or colour shifting artifacts that require the
application of image enhancement schemes to retrieve high-quality images [6], [7]. These
drawbacks, in combination with the utilisation of the integer approximation for the traditional
discrete cosine transform (DCT) technique (IDCT) used in the current capsules, may affect
the quality of the images. The resulting IDCT coefficients are an approximation of the
original DCT which does not allow local image or arbitrary region of interest characterisation
[8]. Encoding the interpolated coefficients might also negatively affect the performance of an
external abnormality detection system or a frame reduction system. This might be due to
missing diagnostic information in turn due to the interpolation process inside the capsule
endoscopy. Instead of the full-colour images, Bayer images could potentially return highly
accurate information, enhancing the abnormality detection and helping the physician to focus
on those images that match a specific health problem.
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1.5.3

The current capsule retention problem

Based on the existing literature, capsule retention is the most serious complication of capsule
endoscopy examinations. Capsule retention is when the capsule fails to exit the small bowel
after an extended period and is most often retrieved surgically. This is a particularly high risk
for patients with motility disorders, suspected small bowel ulcers, malignancies or diabetes.
Presently there are published studies focusing on locating the position of the capsule in case
of retention, but these methods did not specifically focus on the release of the capsule using a
locomotion mechanism. The existing literature has investigated the feasibility of developing a
locomotion system to address the passive movement of the capsule by either using an
external or internal locomotion system for the entire examination period. These locomotion
mechanisms were either suffered from large capsule dimensions, which prevent
swallowability or required a high external magnetic field to steer the capsule that is expensive
and can be harmful to the human body. To the author’s knowledge, there are no existing
studies that have investigated a capsule retention release mechanism. Investigating the
feasibility of developing a locomotion mechanism to release the capsule in case of retention
could reduce this serious risk and prevent surgical intervention.

1.6

Aim and objectives

This study aims to develop four systems to enhance and increase the efficiency of a state of
the art wireless capsule endoscopy.


System 1, aims to develop a visually lossless image compression system for
compressing images inside the capsule endoscopy with the objective for the system to
have a low complexity circuit design and the ability to reduce the processing time
inside the capsule. This would save power which could be directed to enhance the
embedded processor, or into a locomotion device to control capsule movement.



System 2, aims to develop a frame reduction system based on the similarity between
successive frames from a capsule examination video with the objective that the
system must not only reduce the viewing time but also retain frames that contain
pathology for an abnormality diagnosis



System 3, aims to develop angioectasia detection system for viewing time reduction
with the objective that the systems must not only reduce the viewing time but also aid
the clinician in identifying frames that show angioectasia.
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System 4, aims to design and implement a locomotion system to release the capsule if
it is retained for an extended period within the GI tract with the objective being that
the system must be swallowable and able to be controlled from outside the human
body.

1.7

Scope and methods

1.7.1 Ethical approval
This study has been undertaken with ethical approval from the Human Research Ethics
Committee (HREC) at the University of Wollongong. The HREC reviewed the research
proposal application HE16/319 for compliance with the National Statement and approved this
project on 23 August 2016. A copy of the ethical approval letter is attached in the first section
of appendix A.
1.7.2 Data collection
Endoscopic and capsule endoscopy videos were utilised in the development of the image
compression and the viewing time reduction systems of this study. Fifteen endoscopic videos
were collected containing 1000 images each from Atlas online database [9]. The images of
these videos are of high quality and contain various abnormalities including bleeding,
tumours and gastric ulcers. In addition, ten videos captured with a PillCam-SB3 capsule
endoscopy were collected and utilised. These de-identified videos were collected from a
gastroenterology centre in Wollongong city, NSW, Australia. Rapid Reader software, which
is available on the Given Imaging site, was used to view the capsule videos. These videos
were then transformed into PNG image format using a MATLAB script written by the author.
1.7.3 Research methodologies
A number of new methods were developed in this thesis, and various software programmes
such as MATLAB, AutoCAD and Arduino were utilised in the design and the assessment of
the methods.
1.7.3.1

Simplified structure conversion and optimised difference methods for low complexity
visually lossless compression system.

The compression system developed in this study is based on a simplified structure conversion
approach (SCA), and an optimised difference approach (ODA) followed by Golomb-Rice
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encoder. While SCA offers direct capsule Bayer image processing, encoding and
transmitting, the ODA offers exact recovery of all the processed colour components of a
Bayer image. The optimisation of the ODA method was carried out through an experimental
analysis of the ODA parameters to achieve an optimum trade-off between the image quality
and compression ratio.
1.7.3.2

Two-stage methods for angioectasia segmentation and modified the local binary
pattern method for structure similarity measures

In the development of the new viewing time reduction, various colour models, statistical and
structural approaches were utilized.


The new angioectasia detection system of this study was based on a two-stage
angioectasia segmentation (TSAS) method. The TSAS method employed the colour
information using CIE-Lab, the Karhunen-loeve (KL), the luminance and the
chrominance YIQ models and the morphological approaches in combination with
thresholding approach.



A frame reduction system was also developed in this study and based on a colour and
structural similarity (CSS) method. This CSS method employed a modified local
binary pattern (Modified-LBP) method, extracting the colour texture from various
colour models.

1.7.3.3

A new capsule model design and implementation for internal capsule retention release
(ICRR) system

Autodesk-AutoCAD Inventor Professional 2016 software [10] was utilised to develop the 3D
model of the experimental capsule. This model was printed using a 3D printer in the
Engineering and the information sciences (EIS) workshop unit, University of Wollongong.
The capsule model created was designed to be swallowed only in cases of capsule retention
so that the locomotion system can function. In the proposed locomotion system, a two-phase
stepper motor was used due to its highly precise movement control, which allows multidirection movement to release the capsule from retention. The Bluetooth control was
programmed using Arduino software. The size of the new capsule model required the
reconfiguration of the complete printable circuit board (PCB) design of the Bluetooth. Thus,
the PCB design of the Bluetooth is constructed using EAGLE-AutoCAD software [11] to be
able to fit inside the new capsule design and to control the motor of the locomotion system. A
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vibrate coin-shape motor is also utilised to investigate the possibility of obtaining
locomotion.
1.7.4 Experimental assessment methods
In order to assess the developed systems, objective measures and clinicians opinions were
used.
1.7.4.1

Objective measures

The quality of the images after processing with the developed system was assessed with
objective measures of peak signal to noise ratio (PSNR), mean of structural index matching
(MSSIM) and compression ratio (CR). To assess the abnormality detection approaches of the
developed viewing time reduction system, videos that contained images with and without
abnormalities were processed by the system using MATLAB. The true positive, true
negative, false positive and false negative were utilised to compute various accuracy
measures such as the accuracy, the sensitivity, the specificity, and the relation between the
precision and recall measures (F1-score). A number of experiments were conducted to assess
the new capsule locomotion design. These include measuring the run time of the proposed
locomotion system.
1.7.4.2

Clinicians assessment

An essential criteria for any systems development is the real world application and validation
in a clinical setting. While clinical validation of the studies within this thesis is beyond its
scope, efforts were made to verify the preliminary suitability through consultation and
surveying of clinicians:


Clinicians conducted a subjective assessment in gauging the appropriateness of the
compressed images for medical use and diagnosis. The assessment by clinicians for
the developed compression system was carried out using an online survey that was
designed and presented using the Survey Monkey website (surveymonkey.com). The
survey consisted of four main questions, three of which assessed the quality of videos
and images processed with the proposed system and one question to survey clinician’s
preference of future capsule research direction. Eighteen clinicians and senior medical
students from the School of Medicine at the University of Wollongong, Australia,
participated in this survey.
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A specialist from the Department of Gastroenterology, The Wollongong Hospital, was
an integral member of the research team and provide patient de-identified videos and
associated reports highlighting the abnormalities such as bleeding and angioectasia.
The specialist reviewed images after processing with the systems developed in the
current study and the outcomes allowed comparison with the original reports to
confirm the validity of the proposed systems.
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Feasibility of developing an internal mechanism for capsule endoscopy retention
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Qasim Al-Shebani, Prashan Premaratne, Peter. James Vial, Darryl McAndrew, and
Brendan Halloran “Co-simulation method for hardware/software evaluation using
Xilinx system generator: a case study on image compression algorithms for capsule
endoscopy”, IEEE proceeding of the 12th International Conference on Signal
Processing and Communication Systems (ICSPCS), (2018), accepted and registered.

1.9 Thesis structure
The current thesis is organized as follows:

Chapter2. Describes the simplified structure conversion and the optimised difference
approach methods to develop the new compression system and includes both the subjective
and the clinical survey assessments and results for assessing the proposed compression
system.

Chapter3. Presents the design and the assessment’s results of a colour structural similarity
(CSS) method to develop a frame reduction system for reducing the examination viewing
time for capsule endoscopy videos.

Chapter4. Presents the design and the assessment’s results for an angioectasia detection
system based on a two-stage angioectasia segmentation (TSAS) method.

Chapter5. Outlines the design, the implementation, and the experimental results of the
internal capsule retention release (ICRR) system developed in this study to release the
capsule during cases of retention.

Chapter6. Discusses the over thesis aims and objectives in light of the results and current
literature and discusses the impact of the hypothesised theories in the current study to achieve
these outcomes.

Chapter7. Concludes the study and makes suggestions for future research directions.
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Chapter 2 A low complexity, visually lossless
Image compression system
This Chapter outlines the development of low complexity, clinically tested, visually lossless
Image compression system for capsule endoscopy. The development of the new system
includes the development of new methods to reduce the complex design of the circuit of the
capsule image compression system. Subjective and objective assessments are then conducted
to assess the developed compression system validity for clinical diagnosis. The subjective
evaluation includes the design and the conductance of an online survey for eighteen clinicians
who were asked to evaluate images and videos processed using the proposed system.

2.1 Introduction
The endoscopic examination has become a very important technology for examining a
patient’s gastrointestinal (GI) tract to identify serious conditions such as ulcer, tumour or
bleeding. The natural variations in the size of the parts of the GI tract and characteristics can
affect the performance of this type of examination. The human gastrointestinal tract (GI)
consists of four main parts as shown in Figure 2.1. The esophagus is the upper part and is
250-300mm in length, and 15-20 mm in diameter [1]. The next part is the stomach, which is a
deflected elastic cavity. The stomach has a thick mucous membrane which secretes proteindigesting enzymes and acids. The dimensions of the stomach are about 15cm×30cm [12]. The
third and longest part of the GI tract is the small intestine that is an elastic lumen with a
length of between 6.5 and 7.5 meters and a width of 25-30 mm. The last portion of the GI
tract is the large intestine with a length of 1.6 meters and a diameter of 76.2 mm. The GI tract
is slippery, viscoelastic with some curving and collapsed areas [13]. Each of the parts of the
GI tract has its specific physiological and anatomical characteristics.
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Figure 2-1 The typical gastrointestinal tract and the typical capsule endoscopy [14]

In order to diagnose a problem in the GI tract, there exist wired push endoscopy technologies
which are used for examining the upper (gastroscopy) and the lower (colonoscopy) parts of
the GI tract. These technologies function by pushing a wire that contains a camera at the front
end which is connected to a computer at the other end to allow the physician to examine the
required areas through image transfer to a monitor. These traditional types of endoscopies,
however, are unable to examine the entire GI tract, especially the small intestine, and can
cause intestinal perforation, cross-contamination, vomiting and pain for patients during the
procedure. Capsule endoscopy, instead, can examine the entire GI tract with less pain and
minor risk. The typical design of the existing capsule technology (Figure 2.1) has an
illumination source (LEDs), a sensor camera, two button batteries, a microcontroller and a
radio frequency system (RF). Patients swallow the capsule which is propelled through the GI
tract in a passive peristaltic movement. As the capsule moves through the GI tract, the camera
takes images and; the processor codes these images and transfers them by a radio frequency
(RF) transceiver into an external recorder via a sensor array. After the examination is
complete, the receiver is returned to a physician for medical monitoring and diagnosing.
Many platforms have been developed since the first passive capsule endoscopy was released
15 years ago by Given Imaging [15]. The main capsule endoscopy platforms are PillCam[16], Olympus America Endo-Capsule [17], OMOM Pill [18], Micro Pill [19] and MC
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capsule endoscopy [20]. However, only capsules that have a swallowable size of 26 mm x 11
mm were approved by the US Food and Drug Administration (FDA). Unfortunately, the
small size limits the power source with a capacity for only two button batteries. The typical
batteries of a capsule endoscopy have been reported to be able to provide the power of only
25 mW for 6-8 hours which limits the resolution of the image to be 256*256 at a frame rate
of 2 frames per second [12]. The small size of the capsule has also limited the possibility of
configuring a locomotion and actuator device which could control capsule movement leading
to more accurate images and therefore more accurate diagnosis. The passive movement of a
capsule endoscopy results in a huge number of redundant images that increases the view
time. The size and power source capacity constraints have prevented the inclusion of an
efficient imaging device that can produce higher resolution images. In order to solve these
problems research has investigated reducing the complexity of the image compression system
to save power that could be used to implement better imaging device or a locomotion system
that can result in better examination.

2.2 Image compression system
In recent years, capsule endoscopy has emerged as a promising medical technology that
allows the small intestine of the human gastrointestinal tract to be imaged, a region formerly
unreachable by traditional endoscopic techniques such as gastroscopy and colonoscopy.
Existing capsules are small enough to be swallowed and then pass through the small intestine
of the patient’s gastrointestinal tract. This size, however, limits the inclusion of an efficient
imaging device to produce high-resolution images. A large number of images, typically
864000 images with dimensions of (512x512) are produced during a single capsule
endoscopy examination [21, 22]. This large number of images are then transmitted from the
capsule to an external recorder via a radio frequency (RF) system [23]. The RF system
typically consumes a large portion of the available capsule power thus limiting the possibility
for the inclusion other additional capabilities to enhance the performance of the current
capsule endoscopy.
An improved image compression system that compresses the images inside the capsule
before the RF transmission reduces the dynamic range of the processed images, therefore,
reducing the power consumption required to process and transfer of these images. The power
reduction could allow for the inclusion of additional capabilities that enhance the
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performance of capsule endoscopy. These could include configuring a sensor with higher
resolution for better image quality and therefore diagnostic value for pathology in the small
bowel, and/or provide power for a locomotion mechanism to better control the capsule that is
currently moving passively in the GI tract.
Image compression helps to reduce the amount of data representing an image by eliminating
the common redundancies in an uncompressed image. Redundancies exist in the intensity
represented by uncompressed images such as colour, spatial, temporal, irrelevant and coding
redundancies [24, 25]. The colour redundancies are caused by high correlations between the
red, green and blue colours (RGB) within each pixel and the spatial redundancy is caused by
the correlations between colours from neighbouring pixels. Irrelevant information
redundancy is based on the fact that the human visual system ignores certain information in
images. The coding redundancy is found in the images because of the fixed length coding
which gives the same bit length for all the image colour components [24, 25]. Many image
compression techniques such as wavelet transform based compression (JPEG, JPEG2000
[26]), prediction based compression (JPEG_LS, DPCM) [27] and dictionary-based
compression (PNG) [24, 25], or the transformation/prediction hydride based approach
(MPEG-4/AVC and HEVC systems) [28, 29] have been developed that eliminate one or more
of these redundancies. These compression techniques are generally classified as either
lossless or lossy image compression techniques based on the reconstruction information of
the compressed image.
Image compression using lossless techniques allows the image to be compressed and
decompressed without losing image quality [30]. The compression approach using lossless is
usually preferable for medical images because compressed medical images must not result in
loss of visual quality in order to sustain relevant diagnostic information [31]. However,
existing lossless compression techniques can only achieve limited compression [23], which
means it still generates an enormous amount of data that must be processed and then
transferred or stored.
The lossy compression technique has high data compression rates that reduce processing time
and provide additional space for more data to be processed, transferred or stored. An original
image compressed with a lossy system cannot be recovered exactly, which is why doctors or
medical specialists generally do not recommend this technique. Important information could
be missed by the utilisation of a lossy compression system, resulting in misdiagnosis and
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potential litigation. Moreover, medical imaging equipment that utilises lossy compression is
contrary to hospital regulations in many countries [32] which require error-free
reconstruction of endoscopy images so that specialists can perform clinical diagnoses [33].
This is why a visually lossless compression technique is being promoted [34, 35] because it
can produce an image quality that is better suited to capsule endoscopy. Visually lossless
compression is a system that can achieve near-lossless image quality and higher than the
lossless compression capabilities. It eliminates the shortcomings of both the lossy and the
lossless compression approaches finding a point where the resulting images are highly
compressed yet of sufficient quality for visually diagnostic examinations.
A visually lossless compression system can be developed using traditional transformation and
coding algorithms such as discrete cosine transform (DCT) or discrete wavelet transform
(DWT) that are widely used in JPEG and JPEG2000 compression systems or their
approximation (IDCT and IDWT) in MPEG-4/AVC and HEVC compression systems.
Unfortunately, these traditional compression techniques require complex hardware design
and more energy than the capsule can provide, along with full-colour images.

2.3 Image compression for capsule endoscopy
The traditional compression algorithms are very powerful in reducing different kinds of
image redundancy and thus reducing the image data for many applications. However, in
addition to the fact that the traditional compression techniques require a complex hardware
design and more energy, both of which make them unsuitable for capsule endoscopy, these
techniques also require full-colour images. Images of capsule endoscopy, on the other hand,
are captured using a complementary metal-oxide-semiconductor CMOS sensor [36].
Capturing different incoming colours in a GI tract is important for observing the image
posterior spatial representation, but it can increase power consumption. Thus, the camera of a
capsule endoscopy uses only one image sensor covered with a mosaic of colour filter array
based on a Bayer pattern [37] to capture all the necessary colours at the same time [38].
Resulting in a mosaic image (or Bayer image) with pixels arranged based on a repeated Bayer
pattern of two green, one blue and one red pixel as shown in Figure 2.2.
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Figure 2-2: Bayer image resulting from a CFA of a CMOS sensor compared to the full coloured image

It consists of two green pixels in each pattern because of the high sensitivity of the human
vision system to this colour [39]. The colour arrangement of the Bayer pattern CFA filter
makes its pixels robust against optical and electrical crosstalk between pixels [38]. The Bayer
patterns, however, prevent the use of standard image compression techniques, which utilise
full-colour images. To convert the Bayer patterns into full-colour images, interpolation
methods have been employed such as de-mosaicking [40]. Because of this, most of the
previous compression techniques used in a capsule endoscopy have relied on compressing the
data from images after interpolating the output of the Bayer filter in order to obtain a fully
coloured image.
2.3.1 Interpolation-based approach
Interpolating or de-mosaicking the mosaic image (Bayer image) of a CFA filter is an integral
step in the signal-sensor-imaging pipeline to obtain a full-colour image [38]. Various
compression techniques for wireless capsule endoscopy have been proposed based on
interpolating the CFA filter image to obtain a full-colour image suitable for the standard
image compression techniques such as JPEG [41] and JPEG2000 [42]. Research in this area
has focussed on converting the interpolated red, green and blue channels into luminance and
chrominance channels to reduce colour redundancy. To simplify the hardware complexity of
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implementing the traditional discrete cosine transform (DCT) that has been widely used in
JPEG and JPEG2000 compression systems, the existing commercial capsules are integrated
with compression algorithms mainly use either integer discrete cosine transform IDCT in
H.264 or lifting scheme of discrete wavelet transform (IDWT). In the coding part of the
compression systems, Huffman coding [43], run-length encoding [44] or Golomb-Rice [45]
coding techniques were then selected to code the integer discrete cosine transform
coefficients. Both IDCT and IDWT algorithms are an approximation of the original DCT and
DWT with high buffering needs. Because of the size limitation of a capsule endoscopy, the
possibility of obtaining higher resolution images using these methods is limited. In order to
reduce the complexity of these image compression systems for capsule endoscopy, many
studies were carried out using interpolated Bayer images. One example of using the JPEG
compression technique after interpolation was proposed in [46] which used a modified JPEG
scheme. This method exploited the interpolation algorithm to convert the Bayer pattern of the
CFA filter into a fully coloured image. The integer discrete cosine transformation, which was
proposed as (H.264) in [47], was applied to perform the required transformation process of
the proposed compression system. The same idea was proposed by Bulat et al. in [48] based
on employing an RGB to YCgCo colour transformation, IDCT transformation technique (4
point butterfly technique), quantisation and Huffman coding. The only differences in this
study were the quantisation step and the zigzag operations. It was stated that a compression
ratio double the one proposed by Daubechies et al. in [49] was obtained. Similar research was
done by Turcza et al. in [50] using the butterfly transformation algorithm (4 and 8 points
IDCT) and entropy Huffman coder. In [50], a comparison was conducted between their
results and those in [51], which were obtained based on a prediction scheme and a Huffman
coder. The results of this comparison concluded that using an 8 point IDCT butterfly can
outperform the 4 points scheme ([51]) in terms of obtaining a better quality reconstructed
image and a higher recognition ratio. Another lossy compression technique was proposed by
Mostafa et al. [52] based on employing RGB to YEF colour transformation, YEF844 subsampling, and integer discrete transformation. The YEF844 sub-sampling worked on
sampling only four columns for each 8×8 block for the E and F channels and kept the Y
channel unchanged. This technique was reported to be able to obtain a compression ratio of
85.37%. All of the above studies were conducted based on integer discrete cosine
transformation (IDCT). The main limitation of using transformation-based algorithms is the
large buffer memory requirement. Because of this, other research has been carried out using
differential pulse code modulation (DPCM) to code the difference between the original pixel
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intensities of an interpolated colour channel and a predicted value. The prediction of such
design was either by the seven predictors known as the JPEG predictors [53]or a modified
DPCM predictor, [54]. In [53], the red, green, and blue (RGB) channels were transformed
into luminance channel Y and chrominance channels U and V in order to reduce the colour
redundancy of the RGB channels. A linear prediction compression technique was then
proposed based on the difference between the original pixel value and its predicted value.
This prediction used three neighbouring pixel values to predict the fourth pixels values. This
prediction method, however, is in high buffering demand. These authors also proposed
another compression system in [54] based on a differential pulse coding modulation (DPCM)
technique. In this study, it was reported that a compression ratio of 78% was achieved by
selecting two different values of the Golomb-Rice parameter (k), k=2 for the differences of
the Y channel and K=0 for the differences of E and F channels. The use of the difference
prediction scheme over three channels YEF can increase the processing time and affect the
frame rate of a capsule endoscopy camera. In all the previous studies, an acceptable
compression ratio was achieved using either IDCT or DPCM compression techniques. This
acceptable compression ratio aligns with what was argued in [50], that the minimum required
a compression ratio of capsule endoscopy is 20%. However, in addition to the drawbacks that
mentioned earlier, the process of interpolation results in data redundancy which affects the
amount of the compressed data and the quality of the reconstructed image [55]. Compressing
images after interpolation results in three-time data amount and processing time compared to
CFA image [56, 57]. Interpolating or De-mosaicking the mosaic image (Bayer image) of a
CFA might result in an image with blurring, aliasing or colour shifting artefacts which
require applying many image enhancement schemes to retrieve high-quality images [6, 7].
Therefore, research has investigated the feasibility of compressing CFA filter Bayer patterns
directly to meet the requirements for more compression and low complexity design in
building an appropriate compression technique for capsule endoscopy as shown next.
2.3.2 Bayer-based approach
Compressing CFA images (Bayer images) before interpolation can avoid the associated data
redundancy allowing more pertinent information to be retained [56-58]. This means that more
relevant information could be obtained by compressing CFA data before interpolation,
allowing a higher compression ratio and better image quality to be achieved. Since the CFA
arrangement is already known, the separation of its Bayer colours is achievable [58].
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However, the structure of a Bayer image has highly interlaced green pixels, and that requires
the utilisation of a structure conversion technique. Early studies to separate the Bayer image
structure were based on the sub-band technique [59] or luminance channel rotation technique
[56]. Unfortunately, these techniques required either a high computational complexity or did
not produce the rectangular structure needed by most image compression techniques [55]. To
simplify the existing methods for structure conversion, the Bayer image must be compressed
without utilising interpolation techniques; which is why developing such a structure
conversion technique will reduce its complexity. More recent studies focused on structure
conversion schemes combined with either the colour separation scheme [57, 60-63] or the
colour transformation modification scheme [64-66].
2.3.2.1

Green pixels merging method (GMM)

The first method was by separating the green from the non-green colour components and
merging the quincunx green pixels. Figure 2.3 shows the conceptual design using this method
that separates the green pixels from the other pixels and then merges the green pixels to form
a rectangular shape.

Figure 2-3 The green/ non green separation and a green pixel merging method

Studies into first approach have developed compression systems based on predictive methods
using either JPEG-LS [57, 58, 60-62] or a context-matching prediction scheme [67]. The
JPEG-LS algorithm works on predicting a pixel's value using a ‘triangle hat angles method’
[45], where each angle of the triangle represents one of the three pixels to the top left angle of
the pixel. Selecting the minimum and maximum pixels at the corners of the triangle to be the
pixel prediction is based on either whether it occurs in a horizontal or vertical edge, or
whether a linear combination of the triangle angles is computed to be the prediction. The
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predicted value of a pixel is then subtracted from the original value. Applying JPEG-LS to
each separate sub-image results in latency, so the green channel must be saved in RAM while
processing the non-green channel. Compressing these channels in the same domain, however,
can cause a spectral redundancy [68]. To reduce this redundancy, the non-green sub-image
can be processed in a domain with different colours and the green sub-image can be
processed in an intensity domain [68]. The spatial correlation of adjacent pixels of Bayer
images is quite low which influences the performance of a prediction-based algorithm (JPEGLS). The development of a casual interpolation that is working on acquiring and encoding
pixels of the same colour can dedicate the Bayer image for a JPEG-LS algorithm [4, 60, 61].
However, this process requires long processing time and high computational complexity.
This is because the green pixels of the quincunx structure are highly interlaced. Compressing
the interlaced green pixels without structural separation can produce high-frequency
components in the vertical and horizontal directions [64] that reduce the visual quality of the
compressed image. By computing the minimum between pixels from the green channel, the
corresponding pixels from the non-green channels and the difference between them can
mitigate the problem of green pixels interlacing [69]. This method needs higher buffering to
store the four channels, and the compression algorithm must be applied twice in order to code
the minimum and the remainder separately. The resulting minimum values are of no value for
compression due to their large bit length requirements. Increasing the efficiency of utilising
JPEG-LS in compressing a Bayer image is achievable by combining a transformation based
coder with a prediction based coder [63]. However, this may increase the complexity of the
circuitry of the compression system and the associated power consumption.
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2.3.2.2

Modified colour transformation method(MCTM)

The second method of compressing the Bayer image without interpolation was carried out by
modifying a colour transformation for the Bayer colours image and using structure
conversion techniques to separate the resulting quincunx luminance components as shown in
Figure 2.4.

Figure 2-4 The modified colour transformation method followed by a luminance margining scheme

Studies into the second approach have utilised either the lossless JPEG [64, 65] or the
transformation-based compression systems [66]. A lossless JPEG compression algorithm can
be applied so that the resulting four channels can be compressed separately [64]. However,
applying the lossless JPEG to the resulting sub-channels separately can lead to an increase in
the latency and buffering requirements [57], and these are unsuitable due to the available
power source and dimensions of the current capsule design.
A structure conversion technique can merge the resulting luminance pixels to generate only
one channel [64]. This method has been used to develop image compression systems for
capsule endoscopy because it provides the rectangular structure required for compression
algorithms. Image compression standards such as MPEG-4 AVC/H.264 and more recently
H.265/HEVC combine transformation and prediction coding techniques that have resulted in
very high video quality and compression ratios [70].
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In HEVC system, each frame in a video sequence is first split into non-overlapping blockshaped regions. Each block is then predicted by using spatial data prediction within the same
picture (intra-prediction) or by using data from previously coded frames through motion
compensation and estimation (inter-prediction). The main goal of both intra-prediction and
inter-prediction is to reduce the amount of data needed to represent each block at the best
quality possible. A quad tree-based coding structure is utilized in H.265/HEVC based on a
block-based prediction. The differences between the original blocks and their prediction is
transformed using a two-dimensional Discrete Cosine Transform (DCT) or a Discrete Sine
Transform (DST). The resulting transform coefficients are then scaled, quantized, entropy
coded and transmitted together with the prediction information using Context-Adaptive
Binary Arithmetic Coding (CABAC) [28].
The HEVC system has been utilized in medical imaging applications as it produces lossless
images with significant improvements in coding efficiency for camera-captured material
compared to earlier video coding standards. The HEVC system is capable of achieving a 50%
bit-rate reduction for equal perceptual quality when compared to AVC standard [29].
While the AVC standard utilizes approximation of DCT for the transformation technique
(IDCT) [70] HEVC standard allows for the an increase in transform block sizes from 4x4 to
32x32 and the partitioning of residual blocks using a residual quad tree-based algorithm [71].
The HEVC system at present is complex in comparison to the AVC [72]. The HEVS system
requires the application of post scaling factors that are adaptively determined in the
transformation technique.
Both the AVC and HEVC systems are complex and require more power than is available
from the battery systems within current capsules. Many researchers have focused on reducing
the complexity of the H.265/HEVC system focusing only on the intra-coding part that
consists of either IDCT or IDST followed by quantization and entropy coding to encode the
three channels resulting from the modified colour transformation approach [73].
The IDCT transformation technique proposed by [74] results in three main sequences. The
first sequence contains the IDCT coefficients (DC coefficient) from the first pixel of each 4x4
sub-image. The second sequence is produced by making a zigzag scan for each 4x4 block and
contains two values: any nonzero (AC coefficients) value and the number of its preceding
zeros. The third sequence contains only the number zero to show that the remaining AC
values are all zeros. While this algorithm results in a very high compression ratio, the process
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of coding the non-zero values in one context and their preceding zeros in another context
with a different value of Golomb parameter (k) can cause a decoding error. This decoding
error may occur in reconstructing the original code symbols which contain the non-zero
values and their preceding zeros. The peak signal to noise ratio (PSNR) is important because
it provides a mathematical measure of the quality of the reconstructed images while the
structure conversion technique that was reported in [74] was considerably low (35.7 dB).
This low quality and high complexity are also found in [50] where the transformation
algorithm changed into IDWT. This low PSNR value has also been obtained after converting
the structure conversion into four separate channels in [66].
The methods of green/non-green separation and the modified colour transformation have
been compared by using an IDCT compression algorithm [75], with low PSNR results for
both methods between 27dB and 32dB (Table 1). These low PSNR values have been raised in
more recent studies by using a method of Bayer colour separation with either JPEG-LS
algorithm [60, 62] or a combination of IDCT and predictive algorithm in intra-HEVC system
[63, 66]. However, these algorithms resulted in high power consumption, increased latency,
and additional buffering requirements; results that encouraged us to develop a new approach.
2.3.3 Clinical assessment vs PSNR
The quality of the medical image has a direct impact on the clinicians’ interpretation and the
ability for diagnosis. Measuring the quality of the medical image currently has two
approaches, the mathematical approach, and the visual interpretation approach [76]. The
mathematical metrics work on calculating the mean squared error (MSE), peak signal to noise
ratio (PSNR), and root mean squared error (RMSE). These mathematical metrics are usually
used to assess the image quality: the higher the PSNR for example, the higher the
reconstructed image quality [77]. These metrics are simple to calculate, have clear physical
meanings and are mathematically convenient in the context of optimisation [77]. However,
they are not very well matched to perceived visual quality assessment methods that take
advantage of known characteristics of the human visual system (HVS) [78, 79]. Relying
solely on PSNR values to determine image quality may, therefore, have a significant impact
on patient care, causing delays or misdiagnoses.
The use of a visual assessment technique has been proposed as an alternative method to
determine image quality [34, 35]. The visual assessment metric attempts to incorporate
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perceptual quality measures [78]. Likert scales are an established and validated research tool
for measuring participant’s attitudes in the medical field [80]. Likert scales are important
metrics as they allow interpretation based human visual acceptance (evaluation based on
approval of the clinicians). The assessor for each image assigns ratings such as excellent,
fine, passable, marginal, inferior or unusable and these ratings are converted to fidelity
ratings with a number from 1 to 6 respectively. The definitions of these ratings are available
in Table 8.2 in [24]. A number of research studies have evaluated the quality of medical
images produced from MRI, CT, and mammogram investigations [34, 81, 82]. The effects of
HEVC compression systems on the perceptual quality of WCE videos has been addressed in
[83] where they recommended a maximum compression level equal to or less than 35 (quality
parameter). The study outcomes were also compared to other relevant literature where they
concluded that the opinions of experts are far more consistent and accurate than the opinions
of non-experts in conducting subjective tests on medical images. Thus in this study, this
recommendation was followed and experts in both parts of the study were involved:- visual
information experts (i.e. senior level academics in electrical engineering) participated in
parameters selection and diagnostic quality experts (i.e. Gastroenterologists) participated in
the evaluation for the processed videos for diagnosis purposes.
2.3.4 Methods for the hardware simulation design
It is important to have verification or testing method that is editable, allowing the elimination
of any on-chip logic error at an early stage of the design. The terminology “Verification” can
be described as the process of testing (or verifying) the design against a given specification
before manufacturing by determining the hardware performance parameters of the system via
software/hardware co-simulation [84]. The efficiency of a test set depends on its length, extra
hardware and data storage requirements and the fault coverage it achieves [85]. In developing
an algorithm, the main testing that provides verification of the hardware implementation of
the algorithm is the algorithmic test generation. This approach is to devise one or more
algorithms that generate the test patterns automatically. The hardware specifications such as
the power consumption, the hardware utilization and memory capacities and the processing
time are dependent on the design requirements. For testing purposes, these specifications are
the main parameters that need to be addressed for the tested system. To perform a comparison
between two different systems, the two systems need to be tested in the same hardware cosimulation device. The size limitation of the final circuit for a specific application such as the
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capsule endoscopy, as a case study, determines the maximum hardware complexity of the
circuit. Due to the size limitation of capsule endoscopy, the power source has been limited to
only two button-cell batteries that power the capture, encoding and transmission of the
images from the capsule [36]. The existing hardware devices that allow the implementation
of the compression algorithms within the limited size dimensions are: an ApplicationSpecific Integrated Circuit (ASIC) design [62, 86], a Micro-Controller Unit (MCU) [87-89]
or a field-programmable gate array (FPGA) device [36, 66, 74, 90].
An ASIC design suitable for a capsule endoscopy compression system was reported to be
achievable by using three stages of clock management, a power-efficient image compression
module and a power management unit [62]. However, it required the complete chip to be
designed to be able to obtain the hardware performance parameters. For example, to assess
the power consumption of the ASIC the current/voltage curves must be measured with a
digital multimeter at different clocks within the system clocks when the ASIC operates in the
active mode. This limits the ASIC design for testing or when comparing a new design at the
early stage of design.
The design using an MCU device is more efficient for applications that do not require fast
speed or large memory [91]. In the application of image compression for capsule endoscopy,
the MCU device consumed lower power when acquiring an image but the analogue data path
image transportation consumed significant power [62]. It also does not allow the testing for a
new design as the MCU is not reprogrammable.
The iCE65 FPGA device has a hardware performance similar to the MCU and ASIC but it
has the ability to be reprogrammed which allows the designer to alter the design more easily
[74]. Implementing an algorithm using an FPGA device is achieved by converting the HDL
code into binary code and then uploading the binary code to the FPGA using a compiler. For
designers who are utilizing MATLAB program in the designing stage due to its flexibility in
programming. They can develop a code for their algorithm using MATLAB and convert the
resulting code easier to HDL code using MATLAB/HDL converter. This approach may,
however, produce logic errors due to the floating to fixed data types conversion [92].
Alternatively, a more efficient co-simulation system can be achieved by the utilization of the
Xilinx system generator that allows a user to program many types of FPGA devices [91].
Using the block set of Xilinx within the MATLAB environment allows the designer to
simulate the circuit that performs the hardware action of the algorithm. It also allows for the
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visualization of the circuit path performance to correct any logical errors. Since the FPGA
devices are reprogrammable, it is cost effective to install such a system on the designer/test
computer to be used every time the testing is required.

2.4

The proposed image compression system

The development of a near-lossless image compression algorithm investigated to overcome
the limitations of the existing algorithms outlined in this chapter based on the development of
two new approaches. The first approach is to simplify the structure conversion of a Bayer
image based on the high local similarity characteristics of the green colour components of
endoscopic Bayer images (Section 2.5). The second approach is to develop an optimised
difference method to obtain the lowest dynamic range for the processed coefficients and to
eliminate the spatial redundancy of the processed endoscopic image (Section 3.6). The
proposed system, therefore, consists of a simplified structure conversion technique followed
by an optimised difference method where the resulting coefficients are coded with the
Golomb-Rice (GR) coding algorithm reported in [45]. Figure 2.5 shows a block diagram of
the coding and decoding parts of the proposed system. Finally, the resulting images were
assessed by clinicians (section 2.8) to validate the proposed algorithms.

Figure 2-5 The block diagram of the coding (a) and the decoding (b) parts of the proposed system.

A simplified structure conversion (SSC) method

The adjacent green pixels in the quincunx structure of a capsule Bayer image are well known
to have a very high correlation [55]. This characteristic has led to the development of a
simplified structure conversion method. Figure 2.6 describes the typical colour allocation of a
42

Bayer image that has a repeated pattern GRBG (Figure 2.6 (a)) and the quincunx structure
that results from this allocation (Figure 2.6 (b)). A one Bayer pattern of such quincunx
structure is extracted in Figure 2.6 (c) to provide a positional representation of the pixels in
the quincunx structure. The relationships between the middle green pixel (pixel at position X)
and the surrounding green pixels (pixels at pistons A, B, C, and D) of single quincunx
structure are described in Figure 2.6 (d). The highly correlated quincunx green pixel structure
shown in Figure 2.6 (b) usually needs a structure conversion algorithm to generate a
rectangular shape. Therefore, in the current study, the local correlation was utilised between
the four adjacent pixels (A, B, C, D) of a quincunx structure and green pixels in the positions
of the pixel X shown in Figure 2.6 (d). This similarity between local green pixels allowed to
downsample (skip) the green pixels at position X to form a rectangular structure and a
compression. These downsampled pixels were then recovered using the local correlation
between the adjacent green pixels which processed by the proposed compression system. The
three other combinations of neighbouring pixels were investigated to recover the skipped
pixels.

Figure 2-6 (a) The Bayer image. (b) The quincunx green pixels structure. (c & d) A selected sample for
the analysis.

The selection of these combinations of adjacent pixels is important for reducing their influence on the
quality of the processed images. In order to find the best combination that recovers the skipped pixels,
the mean similarity matching means of the structural similarity index matching (MSSIM) was
computed between the green pixel at position X and four different combinations of pixels. MSSIM is
an effective metric to test the objective quality of an image after processing [78, 93]. The utilised
combinations were the pixels at the main diagonal Eq.2.1, the four adjacent pixels Eq.2.2, the pixels at
the anti-diagonal Eq.2.3, and the green pixel from position A Eq.2.4 as illustrated in Table 2.1.
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Table 2-1 Three combinations of computing the similarity structure of the green pixels in a Bayer image

Similarity measure

Pixels combination

MSSIM-1=mean(SSIM(F,X))

A D
2

F

MSSIM-2=mean(SSIM(J,X))

J

A B C  D
4

MSSIM-3=mean(SSIM(L,X))

L

BC
2

MSSIM-4=mean(SSIM(A,X))

XA

(2.1)
(2.2)

(2.3)
(2.4)

These four combinations are used to determine which combination can return the highest
mean structure similarity values between the set of pixels described and pixel X. The
combination that yields highest structure similarity then defines the best method for
recovering this green pixel from a quincunx structure at the reconstruction part. Figure 2.7 is
a comparison between the MSSIM resulting from each combination using 15 videos of
various subjects of endoscopic images with an average frame number of 975 frames obtained

Structural similarity matching
(MSSIM)

from an online database of Gastrointestinal videos [9].
1
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Figure 2-7 A comparison between the MSSIM of three combinations of green pixels in a Bayer image.
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The videos were acquired from various patients. Selecting videos from multiple patients
increases the applicability of the developed compression system to a population rather than a
specific patient and their associated conditions. This approach provided real-world
confidence that the new system has utility in the clinical environment. All 15 videos were of
high quality and detail and are the same as that acquired from current PillCam-SB3
technology which is currently used in clinics. Selecting various videos to test the best
combination of the neighbouring pixels of each omitted pixel can increase the confidant to
the utility of the proposed method. The resolution of the obtained images from these videos is
(512x512) with minimum size PNG images of 500kB. The results in Figure 2.7 compare a
measure of SSIM, obtained for four different combinations of the green pixels of a quincunx
structure (Figure 2.7(d)) of a Bayer image. These results indicate that unlike the method
(SSIM (A, X)), the other three combinations correlate with the green pixels much better at
position X. Moreover, while the second combination returns the highest amount of similarity,
there is not much difference between the first and third combinations. This implies that the
local mean of the reconstructed four green pixels can be utilised to recover (reconstruct) the
green pixels that were excluded in the proposed simplified structure conversion of the
quincunx structure. Therefore, a near loss-less image compression system was developed
relied on the second combination for developing. The mean between the four neighbouring
pixels from the reconstructed green pixels A, B, C, and D was computed based on J in Table
1 (X=J). This simplification of the green quincunx structure conversion enables a quarter of
the Bayer image size (Figure 2.8) to be compressed and the common compression algorithms
in the literature such as IDCT or IDWT to be utilised. This proposed structure conversion
method (Figure 2.8) will reduce the complexity of both the green pixels interlacing due to the
existing methods of green/non-green separation and the method of modified colour
transformation because it reduces the power consumption and processing time.

Figure 2-8 The proposed structure conversion of a Bayer image.
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This reduction comes from simplifying the structure conversion and eliminating the colour
transformation required by previous methods. The philosophy behind eliminating colour
transformation is because it is usually used to reduce colour redundancy for the three colour
components of one pixel in a full-colour image. The redundancy between the pixels of a
Bayer image after structure conversion, however, can be eliminated by using transformationbased methods or difference based methods. To obtain images with a quality acceptable for
clinical diagnosis and to reduce the spatial redundancy in the endoscopic images, a reliable
image compression algorithm was developed based on a new difference method, as shown in
the next section.

2.5 An optimised difference approach (ODA) for Bayer image
compression
Optimising the difference between the pixels of a Bayer image enables their intensities to be
transformed into a mode with a lower dynamic range (difference mode) and eliminate spatial
redundancy. This optimisation is possible by scaling the pixels of a Bayer image with
optimised difference system parameters. The optimised difference approach of the current
study is not a colour transformation model but rather a method to eliminate the redundancy
between neighbouring pixels. The ODA is a method that can replace the need for
implementing either a transformation or a prediction method to achieve compression. This
method is a combination of the simple difference approach and the linear pixel to pixel
encoding theory (a special case of DPCM) described in [27]. The ODA parameters K1, K2,
K3, and K4, can decrease the dynamic range of the differences Y1 and Y2 to reduce the bit
length that enhances the performance of the utilised Golomb-Rice encoder. The GolombRice is well known to perform better encoding for numbers lower than certain values, and it
performs poorly for encoding larger numbers. Therefore, a difference-mode system was
developed that its parameters optimised to compute the lowest dynamic range for three
differences Y1, Y2, and E, as shown in Figure 2.9.
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Figure 2-9 The proposed difference method

Figure 2.9 shows the proposed optimised difference approach (ODA) where Y1 (Eq.2.5)
computes the difference between the green pixels and the red pixels and Y2 (Eq.2.6)
calculates the difference between the green pixels and the blue pixels

Y1  K1R  K 2G1

(2.5)

Y 2  K 3B  K 4G1

(2.6)

The mathematical expression to compute the difference between the successive green pixels
based on the pixel-to-pixel encoding theory (E) is shown in Eq.2.7 where N is the total
number of pixels in each row of G1.


G1 n
,
n 1
E
G1 n  G1 n  1 , 2  n  N

(2.7)

The pixel to pixel encoding of the green pixels (G1), allows perfect reconstruction of the G1
pixels that is necessary for fully recovering the red R and the blue B components based on
equations (2.5, 2.6, and 2.7). This approach enables an exact reconstruction of the blue colour
pixels, which increased the quality of the reconstructed image for medical diagnosis. To
convert the resulting differences (Y1, Y2, and E) into integers and to reduce their irrelevant
visual redundancies, a quantisation method based on rounding down to the lower integer
based on Eq.2.8 was used. Note that rounding down to the nearest integer can increase the
complexity of the circuitry hardware because whether the number should be rounded to a
higher or lower integer based on the value of the decimals must be determined.

 1 Input 
Output   
q 
2
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(2.8)

The optimum values of the parameters (K1, K2, K3, and K4) and the quantisation parameter
(q) of the developed difference system are determined based on analytical experimentation by
varying the values of different combinations of these parameters. The boundaries of these
parameters are made larger than zero to prevent losing information and must not exceed the
maximum value of 1 so that the pixel’s actual intensity can be processed. The values of 0.25,
0.5, 0.75, or 1 are used to keep the system as simple as possible for fast computation and for
simple hardware implementation. This process is repeated where values of q vary between 1
and 12. For every possible combination of the system parameters (K1-K4) and q, two quality
assessment metrics were computed.
These metrics are the peak signal to noise ratio (PSNR) based on Eq.2.9 and the mean
structural similarity index matching (MSSIM) [78]. The MSSIM and PSNR and the
compression ratio (CR) were computed between the Bayer images prior (U Image) to
compression and after applying a SSC, ODA and Golomb-Rice encoder (C Image). The
quality assessment metrics were calculated after applying the full compressions systems. The
CR is computed based on Eq.2.10, obtained from [24]. Where "Sb" is the number of bits per
pixel before the coding that is in this instance equal to eight bits per pixel (for Bayer image).
While "Sa" is the bits per pixel after coding, which can be calculated by counting the number
of bits of the code from the new compression system.


PSNR  10 log10 







1
2 
(U Im age  C Im age) 
MN

2552

CR 

Sb
Sa

(2.9)

(2.10)

These three metrics (PSNR, MSSIM, and CR) are computed to test every possible
combination of the parameters of the proposed difference system for optimisation using a
database of approximately 15000 images obtained from 15 endoscopy videos from different
patients. 14 videos were captured using push endoscopy and one video from a WCE. The
resulting MSSIM, PSNR, and CR for these images after processing using 256 different
combinations of the system parameters (K1-K4) and q are shown in Figures 2.10 (a-c).
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Figure 2-10 The MSSIM (a), the PSNR (dB) (b), and the compression ratio (CR) (c) for all the 256
different system parameter combinations using 12 quantisation parameters (q).

The combined system parameters at point 17 returned the maximum compression ratio at
each quantisation parameter value (q), as labelled in Figure 2.10(c). The compression ratio at
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point 17 ranges between 1.95 at q=1 and 4.95 at q=12, whereas the combined parameter at
point 196 returned the lowest compression ratio for all the q values. With regards to the
image quality metrics, point 205 returned the maximum values of PSNR and MSSIM for the
majority of q values, as shown in Figures 2.10 (a)-(b). The minimum quality level of these
two metrics occurs at point 52, whereas the remaining test points were fluctuating between
these maximum and minimum values. The combinations which returned a very good
compression ratio had a lower quality but not for every quantisation parameter. Indeed,
according to the results (Figures 2.10 (a)-(c)), the image quality of PSNR and MSSIM at
point 17 is less than or equal to 40.40043 and 0.892471 where the quantisation parameter
values are higher than or equal to q=6. However, point17 returns a PSNR and an MSSIM of
equal to or higher than 41.24928 and 0.916194 at q=5 or less. However, the values of q that
are less than or equal to 2 returned a very high PSNR and MSSIM, but it reduces the CR.
Thus the parameters that yielded high compound values of PSNR, MSSIM, and the
compression ratio were obtained first in order to have a set of parameters of interests (POI).
Because the main task was to achieve compression, Those parameters that would return a
compression ratio higher than or equal to 3.5 were first extracted, as shown in Figure 3.6 (c);
this represents a compression of at least 70% based on Eq.2.11.
1 

Compression  1 
 100%
 CR 

(2.11)

In the second stage, the parameters that enabled an optimum trade-off between compression
values greater than or equal to 3.5 and the MSSIM and PSNR image quality metrics greater
than or equal to 0.97 and 43 dB respectively were extracted to be the POI (Table 2.2). These
threshold values are from the results in Figures 2.10 (a)-(c). The parameters that have no
optimum trade-off between the image quality (PSNR, MSSIM) and the compression ratio CR
were excluded as shown in Table 2.2. The resulting POIs (Table 2.2) could achieve a very
high MSSIM and PSNR of 0.98639 and 43.94279 dB respectively with a compression ratio
of 3.653579 at the q value of 5 at point 127. The parameters of point 122 could return similar
quality metrics and better compression ratios than those obtained with point 127. The
compression ratio improved to a value of 3.801 at point 17, with a reduction in the MSSIM to
0.97373. Although these steps highlights certain parameters which return interesting
objective metrics, evaluating the compressed images using every possible parameter would
lead to selecting the parameters that satisfied the human visual system.
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Table 2-2 The MSSIM, PSNR and the Compression ratio (CR) for the parameters of interests (POI)

No.

Points of interest (POI)

q

MSSIM

PSNR(dB)

CR

K1

K2

K3

K4

10

0.25

0.25

0.75

0.5

5

0.981978239

43.11255224

3.630641466

15

0.25

0.25

1

0.75

5

0.982970596

43.14462853

3.56160123

17

0.25

0.5

0.25

0.25

3

0.973727993

43.16914939

3.800184387

106

0.5

0.75

0.75

0.5

5

0.974795338

43.75570587

3.562044855

117

0.5

1

0.5

0.25

5

0.982352826

43.60423093

3.555280004

118

0.5

1

0.5

0.5

5

0.978880008

43.37150631

3.664572202

122

0.5

1

0.75

0.5

5

0.985337663

43.89619331

3.726267817

127

0.5

1

1

0.75

5

0.986389882

43.94278892

3.653579232

The human visual system has been utilized in the selection of the system parameters through
a subjective assessment involving images that were compressed using each combination of
the 256 combination of the 256 combinations generated from varying the values of the
system parameters (K1,K2,K3,K4 and quality factor q). Five sets of processed images were
presented to 7 experts for subjective review. Each image contained one of the most common
five abnormalities (ulcer, fundic polyps, bleeding, jejunal polyps and angioectasia) identified
within the small intestine via WCE. Each image sets contained images that were processed
using our compression system with various system parameters (K1-K4). Each value was
changed between 0.25 and 1 and increased by a 0.25 step in each iteration. This resulted in
256 processed images for each abnormality representing 256 iteration of the system
parameters. These steps were repeated for the 12 different quality factors (q) in the linear
quantization method.
The opinions of experts has been identified as far more consistent and accurate than the
opinions of non-experts in conducting subjective tests on the quality of medical images for
diagnosis [83]. This is understandable that clinicians are far better suited to the evaluation of
images when a diagnosis is desired [94]. However, clinicians should not be considered as
experts in determining the optimal parameter to achieve a high visual quality of the images.
Thus experts in both parts of the study were involved, visual information experts (i.e. senior
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level academics in electrical engineering) participated in parameters selection and diagnostic
quality experts (i.e. Gastroenterologists) participated in the evaluation for the processed
videos for diagnosis purposes.

Figure 2-11 The mean of opinion score for quality factors q=1, q=2, q=3, and q=4

Based on the results in Figure 2-11, the quality is low when the parameters K1-K4 at the 0.25
values and increased as the parameters reach a value of one. The parameters from all
combinations were scored high with a low level of quantization factor q (up to q=4). It should
be noted that at the parameters values reach ones (K1=1, K2=1,K3=1,K4=1) the lowest
compression score is achieved as shown in Figure 2-10. The subjective assessment scores
were reported as high visual quality for numerous combinations at low level of quantization
(q less than or equal to 4) the compression ratios and the objective quality metrics were also
considered in the determination of the optimal parameters. An interesting finding was that the
combination of parameters that were identified as appoint of interest in the objective
assessment were also scored as high visual quality within the subjective assessment. Based on
Table 2-2 (POI) using objective analysis, point 17 returns an MSSIM and PSNR of 0.973728
and 43.16915 respectively. Therefore, the following combination of system parameters at
point 17 was chosen, K1=0.25, K2=0.5, K3=0.25 and K4=0.25, and a quantisation parameter
of q=3. These parameters resulted in differences ( Y1, Y2, and E ) with Laplacian distribution
which best matches the parameter constraints of the Golomb-Rice (GR) [45].

52

2.6

Golomb-Rice (GR) encoder

The GR encoder is a simple and efficient way of coding Laplacian distribution integers, so it
was used to code the coefficients from the proposed system. To compute the codes for the
integers between zero and 31 using the traditional Golomb coding, the mapping scheme [95]
of positive and negative numbers into odd and even is employed using Eq.2.12.
2 v  1, v  0
n (v )  
 2v, v  0

(2.12)

Where v is the original value to be mapped and n is the input value to be coded using the
traditional Golomb coding technique. The Golomb code of the integer value

n

is found by

concatenating two subcodes. The first is obtained by calculating the unary code q using
Eq.2.13 and writing q ones followed by a zero (if q  4 the unary code will be 11110). The
second code is determined by calculating the remainder r using Eq.2.14. The cut-off point for
this process can be determined (Eq.2.15), where k is the Golomb coding parameter (Eq.2.16).

n
q 
m

(2.13)

r  n  qm

(2.14)

c  2k  m

(2.15)

k  log 2 (m) 

(2.16)

 r truncated  to  (k  1)bits 0  r  c
r 
r  c truncated  to  (k )bits otherwise

(2.17)

Golomb-Rice coding is a special case form of the traditional Golomb coding when the m=2k,

r  r so that the second code will be the remainder of k bits binary representation
c=0 and ~
(if k  4 and the remainder r  3 , the code will be 0011). The main factor to ensure the
effective use of Golomb-Rice coding is that input integers must be geometrically distributed
and their continuous counterparts exponentially distributed.
To decode the Golomb-Rice codes which can be achieved by counting the number of the
ones starting from the most significant bit until the first value of zero is reached. This counted
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number is the quotient q of the Golomb-Rice code. The value of k can also be calculated
using Eq.2.16 because the value of

m is already known for both coding and decoding parts.

The remainder of the code is achieved by converting the binary code of k bits after the first
value of one into a decimal number. The original number can then be decoded using Eq.2.14.

2.7

The clinical assessment methodology (the survey design)

A clinical assessment is needed to validate any image processing approach for medical
imaging technology. A survey assessment tool was developed to validate whether the new
image compression system would return an acceptable diagnostic image for capsule
endoscopy. An online survey was used to present original and reconstructed images to
clinicians (n=2) and senior/final year medical students (n=16) with a randomised series of
videos and images obtained from [9]. Participants were not informed that the videos were
processed with the proposed system and the videos were not labelled with the medical
diagnostic data. This was done to record an impartial participant rating of the videos.
Participants were asked to rate suitability of each video for clinical diagnosis/decisionmaking. The survey also contained four main questions, three related to image quality and
one to preferences for a future research focus. The first question was to assess individual
video quality; here participants were asked to watch 11 videos of 20-second duration and rate
their suitability for diagnostic purposes by choosing from a five-point Likert scale (Figure
2.12). Each video was created using images compressed and decompressed with the proposed
compression system; MATLAB code was used to write the images after decompression into
AVI video form. The videos were then uploaded to the Survey Monkey website.

Figure 2-12 A five-point Likert scale to rate the videos on their suitability for diagnostic purposes
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To ascertain whether the videos processed with the proposed compression system were
equivalent to the original versions, a series of videos (presented in pairs – one original and
one new compression) were presented to participants who were ignorant to the source of the
images and the videos (original or processed). Each participant received the same set of
videos and images but in a randomised order to remove any order bias. They were then asked
in question two to rate the videos on their suitability for clinical diagnostic purposes and then
choose which one would be best. They could also select ‘no difference’ if both videos were
equally suitable, as shown in Figure 2.13.

Figure 2-13 Comparison of proposed compression video quality to the original

To test the validity of individual images, participants were asked in question three to inspect
six pairs of images selected randomly from the twelve videos. Each pair of images included
one in its original form and another processed by the new image compression technique.
Participants were again ignorant of the source of the image (original or processed).
Participants were to indicate which of the two images would best suit clinical diagnostic
purposes, or choose ‘no difference’ if both were suitable (Figure 2.14).
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Figure 2-14 Comparison of proposed compression image quality to the original

To aid future research, participants were asked to in another question to rank their
preferences from a list of recommended research objectives (Figure 2.15). First to investigate
the ability to capture additional images to cover more areas in the human gastrointestinal (GI)
tract. The second objective was the ability to rapidly progress the capsule through the GI tract
using a locomotion mechanism. The third objective was the ability to increase the resolution
of the images, and the fourth objective was to investigate the ability to reduce the resulting
number of redundant images to reduce practitioner viewing time. This question was included
to provide the authors with an industry preference for future research endeavours.
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Figure 2-15 Future capsule development research preferences

To determine if a compression artefact could causes an incorrect diagnosis, and to confirm
that the selected system’s parameters will not lead to a misdiagnosis. Five videos have been
selected containing five different pathologies (angioectasia, bleeding, ulcer, fundic polyps,
jejunal polyps) diagnosed by a specialist viewing the original SB3-pillcam video. The
diagnosis was recorded by the specialist in the de-identified patient reports. The original
video and diagnosis was considered the ‘Gold Standard’.” Each of the five videos were
processed by the proposed system and the resultant images were reviewed by the specialist
(the specialist was blinded to the original diagnosis as the original videos were provided by
the specialist’s imaging assistant).

2.8 The results of the subjective and objective assessments
This section presents the results of applying the proposed compression system based on the
downsampling structure conversion and the optimised difference method followed by the GR
encoder on endoscopic images obtained from [9]. It then details the outcomes of the medical
assessment survey.
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2.8.1 Objective assessment results
Images from a current PillCam-SB3 were utilised to assess the proposed system in
compressing images of capsule endoscopy. These images were first converted from the full
colour into a Bayer format. Two sets of six examples of these images are shown in Tables
(2.3&2.4), where the original images are in the upper row of each set, and the reconstructed
images are in the lower row of each set.

Table 2-3 A comparisons between images (set A) before and after compression

Measures

Images before (the upper image) and after processing (the lower images)
(a)

(b)

(c)

(d)

(e)

(f)

PSNR (O2R) 43.776268

44.04798

44.27807

43.91371

44.50069

44.15102

PSNR (B2B)

43.492895

43.68541

44.05414

43.56462

44.25862

44.47681

MSSIM

0.9981

0.9965

0.9966

0.9964

0.9972

0.9968

CR

6.038793

6.201656

6.496753

6.100628

6.650025

6.8054
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Table 2-4 A comparisons between images (set B) before and after compression

Measures

Images before (the upper image) and after processing (the lower images)
(g)

(h)

(i)

(j)

(k)

(l)

PSNR (O2R) 43.80524

44.18169

43.04481

44.72154

44.22824

43.05261

PSNR (B2B)

43.43768

43.99130

42.51055

44.50816

44.84334

42.53310

MSSIM

0.9963

0.9977

0.9979

0.9965

0.99794

0.99301

CR

5.990494

6.447221

5.132028

6.826667

6.330452

5.153214

Six standard push endoscopic testing images were used to compare the system to the
performance of the systems from existing studies, which all utilized the same group of
images for fair comparisons. These results show the high visual quality of the proposed
system which obtained an optimisation level between the quality and the compression ratio.
This was confirmed by the resulting MSSIM and PSNR, which were computed from both
Bayer to Bayer (B2B) and Original colour to reconstructed in full colour (O2R) to allow
comparison with standard compression systems. The average of these values for the tested
images was an MSSIM of 0.996746, a PSNR for a B2B of 43.89182 dB and a 43.77972 dB
for O2R. In terms of Compression ratio (CR), Tables (2.3&2.4) shows high values with an
average CR equal to 6.181111. To allow performance comparison with other algorithm’s,
Table 2.5 compares the PSNR values for a testing set of twelve high-quality images from [96]
containing detail. It is apparent from the table that the proposed system performs well in
compression of capsule endoscopy images. The high performance of the proposed system
was also confirmed by testing the proposed system using another set of six typical images
from a wireless capsule endoscopy (WCE) as shown in Table 2.6.
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Table 2-5 Comparison for the PSNR in dB with twelve testing images from [96].

Study

SCM

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

DPCM

YUV

41.61

40.3

40.0

40.

39.

39.

40.6

39.5

41.2

41.10

40.81

41.03

8

4

70

85

16

2

4

9

43.2

43.7

45.

44.

45.

44.7

44.8

46.4

43.44

45.58

44.66

7

8

28

91

70

2

1

4

ODA

SSC

44.72

Table 2-6 A comparison for CR and PSNR using six typical images

Study
DJPEG-LS

IDCT&DPCM
[63]

This Work

Measure

(a)

(b)

(c)

(d)

(e)

(f)

Average

CR

2.5337

2.8388

2.6038

2.6227

2.901

3.1603

2.787

PSNR (dB)

45.368

45.253

45.273

45.485

45.466

45.413

45.376

CR

3.6627

3.7864

4.5773

3.8164

3.5915

4.2275

3.943

PSNR(dB)

46.419

46.418

46.874

46.874

46.492

46.399

46.565

CR

4.74

5.369

5.041

4.519

4.912

5.228

4.969

PSNR(dB)

44.099

44.892

45.025

44.206

44.082

44.854

44.526

To enable a comparison with results from other studies using push endoscopic images, Table
2.6 shows the results obtained from several previous studies along with the proposed method.
In comparison to the results of other studies summarised in Table 2.7, the proposed system
was able to achieve higher compression ratio for all the tested images but with a lower value
of PSNR. These results align with those obtained when the algorithm run on the 15 videos of
push endoscopy during the development of the ODA method in section 2.6. The average of
the running the algorithm on that 15 video was 43.44 dB for the PSNR and 3.938 for the
compression ratio. The algorithm developed in this study, however, achieved higher values
for PSNR and CR on capsule endoscopy images compared to push endoscopic images as
shown in Tables (2.3-2.7).
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Table 2-7 A comparison for CR and PSNR using the push endoscopic testing images

Compression method

Structure Conversion

PSNR(dB)

CR

Method
JPEG-LS(near=2)

Internal-I

45.240

2.243

JPEG-LS[57]

RGB-MS

46.433

3.040

JPEG-LS[62]

Casual-I

46.206

3.691

IDCT&DPCM[63]

RGB-MS

46.827

2.892

IDCT[66]

4-CS

35.70

12.08

IDCT[74]

LPF& LMS

35.7

91(%)

ODA

SSC

42.96

4.774

In another comparison attempt, the algorithms run on the five-standard images. The results
obtained from the proposed system and other existing studies summarised in Table 2.8. It is
apparent again that the new system achieved a higher compression ratio than the existing
studies but with a lower PSNR. The new algorithm, however, obtained a trade-off between
the image quality and the compression ratio. In fact, these results confirm the author’s claim
that the proposed system better suits the compression of capsule endoscopic images than the
other images.
Table 2-8 A comparison with five standard images
Compression
method

JPEG-LS

DPCM[96]

(near2)

JPEG-

JPEG-LS

IDCT&DPC

Curren

LS[61]

&NMM[60]

M[63]

t Work

SC Method

Internal-I

Internal-I

Casual-I

3-CS&GMS

RGM-MS

SSC

Airplane

2.656

2.4353

2.692

2.435312

2.7423

3.78

Baboon

1.195

1.5043

1.72

2.088228

1.7227

4.89

House

2.035

2.0953

2.479

2.095887

2.3458

5.24

Lena

1.634

2.0882

2.347

2.093145

2.432

3.139

Peppers

1.528

2.0931

2.337

1.504325

2.3732

2.448

Average CR

1.809

2.04334

2.315

2.043379

2.3232

3.8994

Average PSNR

45.24

46.433

46.305

46.4332

46.683

41.438
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2.8.2 Clinical assessment results
The survey results for question one (Table 2.9) show that the participants strongly agree
(67%) and agree (33%) that the quality of the videos 1, 2, 4, 5, 6,8, 10 and 11 (72.72% of the
videos) was very suitable for diagnostic purposes. They, however, did not rate the quality of
the videos 3, 7, and 9 (27.27% of the videos) as highly as the other videos.
Table 2-9 The results of the first group of the survey questions which aims to validate video quality is
suitable for clinical diagnostic purposes
Video

Strongly

Disagree

Neutral

number

disagree

1

0

0

2

2

0

0

3

0

4

Agree

Strongly

Rating

Response

agree

Average

Count

12

4

4.11

18

3

9

6

4.17

18

8

9

1

0

2.61

18

0

0

2

10

5

4.18

17

5

0

0

0

13

5

4.28

18

6

0

0

3

11

4

4.06

18

7

1

8

9

0

0

2.44

18

8

0

0

0

10

8

4.44

18

9

0

6

7

4

1

3.00

18

10

0

0

0

10

7

4.41

17

11

0

0

0

13

5

4.28

18

The results of questions two and three show that the participants indicated ‘no difference’
between the pairs of videos and the pair of images when assessed on their suitability for
clinical diagnosis, with an average of 14.6 out of 18 respondents (Tables (2.10-2.11)).
Table 2-10 A comparison between pairs of videos, one in its original form and the other compressed with
the proposed compression system

Videos pair

video A

video B

No difference

Response Count

Pair1

2

2

14

18

Pair2

0

4

14

18

Pair3

0

2

16

18

Pair4

0

1

17

18

Pair5

1

1

16

18

Pair6

2

0

16

18
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Table 2-11 Comparison between images selected randomly from videos

Images’ pair

Image A

Image B

No

Rating

difference

Average

Response Count

Pair1

0

4

14

2.78

18

Pair2

1

1

16

2.83

18

Pair3

1

2

15

2.78

18

Pair4

0

3

15

2.83

18

Pair5

2

2

14

2.67

18

Pair6

0

2

16

2.89

18

The results (Table 2.12) of surveying practitioner preferences for future research shows that 9
out of 18 considered reducing the time needed to view a large number of capsule endoscopy
images as their first choice, while 7 out of 18 set it as their second choice. Developing a
locomotion mechanism to progress the capsule through the GI tract received an inverse
preference scenario of 7 out of 18 as a first choice and 8 out of 18 as their second choice. The
other objectives had very low preferences.
Table 2-12 Theparticipant’simagepreferencetoguidefutureresearchendeavours

Objective Options

1

Objective1: capture additional images.

2

3

4

Rating

Response

Average

Count

0

1

8

9

3.44

18

7

8

2

1

1.83

18

2

2

6

8

3.11

18

Objective4: the ability to reduce the resulting number 9

7

2

0

1.61

18

Objective2: use the recovered power to drive
a locomotor mechanism to progress the capsule

Objective3: the ability to increase the resolution of
the images.

of redundant images to reduce the view time of a
practitioner.
answered question

18
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The subsequent reports from the five videos of the ‘Gold Standard’ were compared to the
original diagnosis and the results are presented in the table below.

Table 2-13 Medical diagnosis comparison between original "Golden Standard" and processed images
"post Processing"

Videos

‘GoldStandard’diagnosis

‘Postprocessing’diagnosis

1

Angioectatic lesion - Jejunum

Angioectatic lesion

2

Fresh blood - Proximal jejunum

Actively bleeding

3

Ulcerated nodule - Distal ileum

Ulcerated nodule

4

Fundic gland polyps - Stomach

Altered blood and small polyps in the
stomach

2.9 Comparison between the hardware simulation for the proposed
methods and the existing modified colour transformation
The Xilinx hardware simulation was designed in this study to allow comparisons between the
simplified structure conversions combined with optimised difference approach (subtraction
scheme (SC)) and the modified colour transformation (MCT) method that combined with a
structure conversion filter [36]. To allow fair comparisons, both simulation designs were
tested using a Sparten3e FPGA development kit. Xilinx system generator and ISE project
navigator tools were utilized to complete the simulations. The input for the simulations was a
capsule endoscope image in a Bayer format with dimensions of 256×256 pixels for fast
processing.
2.9.1 The simulation design for the SSC and ODA methods
The first simulation was undertaken for the subtraction conversion scheme where every two
rows of the input 256×256 image undergo one subsystem labelled in Figure 2.16 as Two
Rows. Each subsystem contains a down sample by two to extract the red pixels from the odd
row and a delay followed with a down sample by two to extract the green pixels from the odd
rows and similar combination to extract the blue pixels from the even rows of the Bayer
image as shown in Figure .2.17 While these steps completed the process of the structure
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conversion method, the subtraction scheme was completed by dividing the extracted pixels
with empirically determined parameters. The division by these parameters was performed in
the hardware simulation by shifting the pixels to the right by a one and two to obtain a
division by a two and a four. This is because of the fact that the division parameters were of
the power of two values. Then the subtraction between the green pixels from the odd rows
and the red and the blue pixels form the odd and the even rows were performed. This was
performed in the hardware simulation using AddSub Xilinx block.

Figure 2-16 the hardware simulation of the subtraction scheme to process image with 256×256 pixels
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Figure 2-17 The simulation design of the subtraction scheme processing two rows

2.9.2 The Xilinx simulation for the modified colour transformation/structure
conversion methods
The second simulation design was for the modified colour transformation (MCT) method that
has been applied on the Bayer pattern to convert the GRBG Bayer pattern from the RGB
model to luminance-chrominance model in a pattern of YulRBYlr [36]. This method
typically followed with a structure conversion using a transformation filter to merge the
luminance components in a single channel. The MCT method reported was employed based
on Eq.2.18 and the structure conversion filter that described in (section 2.3.2.2) was also
utilized to complete the hardware simulation.

1
Yul   2
 Ylr   0
 
 Cb   1
   4
 Cr  
 0

1 
4  Gul 
1
1
1 

2
4
4   Glr 
1
1
 1  B 
4
4
4 

 R 
1
1
0 
2
2 
0

1

4

(2.18)

The hardware simulation of the MCT and SC consists of four subsystems as shown in Figures
(w(2.21-2.18here each subsystem was performed on two rows.
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Figure 2-18 The simulation design of the MCT method processing an image with 256×256 pixels

Figure 2-19 The first subsystem in the hardware simulation of the MCT

67

Figure 2-20 The second subsystem of the hardware simulation of the MCT method

Figure 2-21 The third subsystem of the hardware simulation design of the MCT method

In order to complete the task of applying the IDCT transformation, each of the resulting
vectors must be converted using IDCT based on Eq.2.19, where X represents a 4×4 matrix
(from one of the four vectors (Yul, Ylr, Cb, or Cr). The coefficients of the multiplier ( T ) are
shown in Eq.2.20 and ( T T ) is the transposed version of T .

Y  T XT

1 1 1 1 
 2 1 1 2 

T 
1 1 1 1 


1 2 2 1

(2.19)

(2.20)

The simulation of the IDCT was avoided in the current study due to the complexity of the
simulation Xilinx design for such algorithm, however, the Xilinx resources, time and power
estimation tools were utilised in the assessment for both compared methods using an
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256×256 image. The results of this assessment are summarised in Table 2.13, which shows
that the subtraction scheme (SC) which basically combines the simplified structure method
and a subtraction method proposed in this study (sections 2.5-2.6) has significantly reduced
the hardware utilisation, the power consumption and processing time than the modified
colour transformation method. The power consumption and the processing time for an image
sized 256×256 pixels using Xilinx system generator with MATLAB® simulation were
estimated without and the results were summarized as shown in table 2-14. These values
were estimated for the method of MCT without the application of the IDCT or IDWT
algorithms to be 4.59 mW clocks power, 0.32 mW logic power, 1.06 mW signals power, and
9.097ns processing time. These values for the proposed SSC and ODA which represents the
complete steps prior to the application of the encoder were 1.36 mW clocks power, 0.13 mW
logic power, 0.23 mW signals power, 4.256ns processing time. These values show the
improvements in the hardware design that achieved using the SSC and ODA compared to the
existing MCT and the structure conversion in combination with IDCT or IDWT algorithms.
Table 2-14 A comparison between the hardware utilization and the power and processing time of the
subtraction scheme and the MCT

Logic Utilization and power analysis

MCT/SC

SSC/ODA

Number of Slice Flip Flops

353

103

Number of 4 input LUTs

274

45

Number of occupied Slices

270

70

Number of Slices containing only related logic

270

70

Number of Slices containing unrelated logic

0

0

Total Number of 4 input LUTs

290

45

Number used as logic

134

27

Number used as a route-thru

16

0

Number used as Shift registers

140

18

Number of bonded IOBs

58

42

Average Fanout of Non-Clock Nets

2.26

1.80

Clocks power (mW)

4.59

1.36

Logic power (mW)

0.32

0.13

Signals power (mW)

1.06

0.23

Processing time

9.097ns
processing time
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+IDCT 4.256ns

2.10 Discussion
This chapter set out to assess the importance of methods of simplified structure conversion
(SSC) technique and optimised Difference approach (ODA) in developing a visually lossless
image compression algorithm that was acceptable by clinicians for capsule endoscopy
examination technology. Hence, it could be hypothesised that the high correlation between
the green pixels of a Bayer image can be utilised to develop a simplified structure conversion
method that can reduce the complexity of the circuit design for the compression system inside
the capsule endoscopy. A simplified structure conversion thus can rely on omitting the green
pixels from the even rows and recover them using the processed green pixels outside the
capsule. This study shows that the SSC can recover these omitted pixels and can also
optimise the ODA approach of improving the image quality and the compression ratio than
existing algorithms. This was confirmed by the image quality metrics of an MSSIM of
0.996746 and the PSNR which were computed between image formats of Bayer to Bayer
(B2B) and Original colour to reconstructed in full colour (O2R) to allow comparison with
standard compression systems (Tables( 2.3&2.4)). The average of these values for the tested
capsule endoscopy images was an MSSIM of a PSNR for a B2B of 43.89182 dB and a
43.77972 dB for O2R. The PSNR value of 44.78146 dB also confirmed the high performance
of the proposed system for using twelve images from [96] and 44.52681 dB using the typical
WCE images to allow comparison with other studies (Tables (2.5-2.6)).
However, the values of the PSNR that were obtained by utilising images of a push endoscopy
(Table 2.7) and/or the five standard images (Table 2.8), were lower. Possibly this was
because the images of capsule endoscopy have a higher similarity between the green pixels of
the quincunx structure and that makes the proposed SSC more efficient for capsule images
than the other endoscopic images.
The new method also delivered a total compression ratio of (5:1) in two stages; in the first
stage 4:3 compressions was achieved by using the simplified structure conversion (SSC)
method. In the second stage, a compression ratio of 4:1 was achieved using the optimised
difference approach (ODA) and GR algorithms. This was confirmed by the Compression
ratio (CR) of 6.18 using capsule endoscopy images (Tables (2.3&2.4)). This confirms that the
SSC and ODA methods can be used to compress images inside the capsule endoscopy.
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SSC and ODA algorithms allow the interpolation algorithm to be applied at the
reconstruction part (outside the capsule). This resulted in better compression than the
algorithm reported in [96, 97]. These SSC and ODA methods have eliminated the use of
internal interpolation (Internal-I) algorithm, an algorithm that has been resulted in an increase
of the data of the Bayer image three-fold and required storing the resulting data in three
separate channels (3-CS).
The SSC method overcomes the complexity problem of merging the Bayer colour pixels of
the RGB-MS method ( grouping method) reported in [63] and the interlacing problem of the
green merging scheme method (GSM) reported in [60], which were developed to dedicate the
Bayer image to the utilised IDCT and JPEGLS compression algorithms.
The SSC method has lower complexity than the causal interpolation (Casual-I) reported in
[61, 62]. It reduced the amount of data by one third less than [66, 98] and eliminated the need
for applying a low pass filter (LPF) to reduce the luminance correlation reported in[74].
SSC and ODA methods led to a higher compression ratio and a lower on-chip memory
(buffering) than these studies. This was due to the elimination of the need for utilising both a
modified colour transformation and a low pass filtering with luminance merging scheme
(LMS). The new methods also eliminated the need for separating the Bayer colour
components that have been used to generate four separated channels (4-CS). Compression
steps of SSC and ODA followed by a Golomb-Rice (GR), thus are more efficient than using
the existing colour merging schemes and then applying a four points IDCT algorithm
followed by either entropy or Lempel-Ziv encoders. ODA method achieved higher
compression than using JPEG-LS followed by a context optimiser (CO) [61], gradient
quantisation (GQ) [62] or near mode model (NMM)[60]. Algorithms reported in [63] [60-62]
produced a PSNR of 46 dB that is higher than the new system’s PSNR value of 43dB. The
proposed algorithm, however, offers a compression ratio of 25% higher and simpler design
than that reported in the existing research. The proposed system has outperformed these
systems in term of compression ratio, and complexity design as a nearly lossless image
compression system was developed that satisfied the simplicity of the circuitry design and
better than what has been reported in the above algorithms.
This study also set out to assess whether a clinical survey method could validate if the
proposed system could return images with acceptable quality for real-world medical
diagnosis. The survey showed that the proposed algorithm could produce images with an
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image quality adequate for clinical diagnosis. This was confirmed by the mean score rate of
82% for capsule endoscopy videos processed with the proposed algorithm (Table 2.9).
However, participants did not rate the quality of some videos in (Table 2.9) as highly as
others, possibly because there was a significant amount of blood in the viewing field and/or
because of the original videos were of lower quality.
The proposed system returned videos with an 82% clinician’s acceptance with 18.68%
strongly agree, 41.91% agree and 22.22% naturally agree that videos were acceptable for
clinical diagnosis. The rest of the assessed videos and images were found to show no
difference than before processing. This was confirmed by looking at the results of questions
two and three where the participants indicated ‘no difference’ between all the pairs of videos
(average 14.6 out of 18 respondents) (Table 2.10) and image pairs (Table 2.11). For testing
images, 86% of the images were rated as no different from the before processing image by
the clinicians. This confirmed that the videos’ quality for diagnostic acceptance had not
changed even after being processed with the new compression system.
The results (Table 2.12) of surveying clinician’s preferences for future research shows that
reducing the time needed to view a large number of capsule endoscopy images and
developing a locomotion mechanism to progress the capsule through the GI tract are the most
preferred objectives. Both preferred research outcomes would directly influence a timely
diagnosis of endoscopic capsule investigations, and thus potentially enhance the early
instigation of patient care and improve outcomes. The results (Table13) from the preliminary
subjective assessment of the ‘Diagnostic quality’ show that diagnostic finding derived from
images processed using our system matched those originally reported by the specialist from
the initial investigation. Our system does not appear to affect the diagnostic precision value
of the image.
In terms of hardware resources, the proposed SSC and ODA outperform the existing colour
transformation that combined with a structure conversion approach. The proposed SSC and
ODA has significantly reduced the hardware utilisation, the power consumption and
processing time than the modified colour transformation method. This was confermed by
computing the power consumption and the processing time as shown in table 2.14. It should
be mentioned that the power consumption and the processing time of the SC method
represent the total power consumption and processing time needed before running the
encoder. The power consumption and the processing time of the MCT method, on the other
72

hand, are not for the complete processing prior to the encoding. The resulting coefficients
from the MCT still require the application of IDCT algorithm which requires more hardware
resources and power and processing time as explained above.

2.11 Conclusion
This chapter has discussed the importance of reducing the complexity of existing methods for
compressing the Bayer images of a capsule’s camera sensor. It has shown that compressing
the Bayer images with the proposed methods will return images with a compression ratio that
is higher than the existing methods and with a quality suitable for clinical diagnosis. An
overall compression ratio of 5:1 and a PSNR of 43.89182 dB were achieved using this
proposed system. Eighty-two percent (82%) of the images were deemed by clinicians to be of
diagnostic quality and the rest were deemed to be of no difference than before compression
validating author’s claim. The clinical assessment was also able to identify the direction of
future research to improve the efficiency of capsule endoscopy technology. Future research
should, therefore, focus on a scheme or method to reduce the time required by a physician to
view the images and/or focus on developing a locomotion mechanism to control capsule
movement, potentially allowing for better diagnosis.
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Chapter 3 A frame reduction system for viewing
time reduction
This chapter developed a frame reduction system to reduce the viewing time as recommended
by the clinicians who participated in the survey described in the first chapter. The new frame
reduction system introduces a colour structural similarity method that combines various
colour models and a modified local binary pattern technique to obtain a measure of similarity.
This similarity measure allows the omitting of the successive frames that have high
similarity. The chapter then describes the method of testing the developed system using
videos containing the pathology of bleeding and verified with a specialist to be able to retain
all the frames that contain the pathology after frame reduction.

3.1 Introduction
Capsule endoscopy has aided clinicians in diagnosing serious conditions such as ulcers,
tumours, malignancy or bleeding within the small bowel. Current capsule endoscopy
examination utilizes passive propulsion methods. After it is swallowed, the capsule is
propelled through the GI tract by peristalsis, with a typical transit time of between four to ten
hours. As the capsule moves, the camera takes up to 80000 images and the processor encodes
these images for transfer via a radio frequency (RF) system into an external recorder [21].
There is often a high similarity between the captured images because the movement of the
capsule is entirely dependent on peristalsis and it is often stationary within the GI tract [99].
Based on clinical opinions, only one-third of the total images captured from the small bowel
usually contains a region of interest for diagnostic purposes [100].
Due to a large number of redundant recorded images, the viewing time required by a clinician
looking for an abnormality can sometimes be up to 4 hours. Furthermore, the abnormality
may only be present in a single image. This requires the clinician’s full attention for the
extended period [101] and introduces the potential for missed diagnosis due to the long
viewing time.
Current research has attempted to address this issue by developing viewing time reduction
schemes based on abnormality detection [4, 21, 102-104]. Abnormality detection can assist a
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clinician to focus on those images that match a specific clinical presentation. This, however,
requires the application of a number of abnormality detection systems to the original lengthy
video to provide the clinician with a reduced number of images.
Therefore, it is pertinent to develop a frame reduction system that can speed up the viewing
time by reducing a large number of images based on their similarity. Even without applying
an abnormality detection system, clinicians could review the reduced number of images in a
single stream and make their reporting time more efficient. This could increase the
confidence of clinicians to focus only on the reduced frames without it affecting the diagnosis
of a possible pathology.
A viewing time reduction scheme with a frame reduction system relies on extracting local
and global features from successive frames of the recorded endoscopic video, identifying the
most similar frames for reduction [100, 101, 105-107]. A ring shape selective method has
been investigated to detect the frames that contain bubbles [107]. Although high accuracy
measures in detecting images that contained bubbles were reported, there were no data
provided in regards to the frame reduction ratio. In another study, a frame reduction
percentage of 68% was achieved using a motion estimation model which utilized a Bee
algorithm and SIFT flow [100]. This frame reduction ratio was also achieved by utilizing the
segmentation and graph connectivity methods [99]. More recently a dissimilarity measure has
been investigated to detect bleeding regions [101]. Although this was a promising approach
to reduce the number of images containing bleeding, the research did not report the usability
of the method on reducing the other images within a capsule endoscopy examination.
The limited effectiveness of frame reduction systems that has been previously reported might
be the result of missing diagnostic information due to the interpolation process inside the
capsule endoscopy. The intra coding of H.264 image compression system that is currently
utilized in capsule endoscopy uses an internal interpolation for the Bayer images that are the
physical output of the capsule camera sensor. The interpolation process for the mosaic image
(Bayer image) of a capsule endoscopy CMOS sensor results in an image with blurring,
aliasing or color shifting artifacts that require the application of image enhancement systems
to retrieve high-quality images [6, 7, 108]. Moreover, the H.264 image compression system
works on computing the integer discrete cosine transform (IDCT) for sub-images with either
4×4, 8×8, or 16×16 pixels [83]. The resulting IDCT coefficients are an approximation of the
original DCT [83] which does not allow local image or arbitrary region of interest
characterization [8].
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Thus, the current study proposes a capsule endoscopy frame reduction system based on the
mean of structural similarity (MSSIM) and the peak signal to noise ratio (PSNR) measures
for various colour and structural information applied directly on the Bayer images from
capsule endoscopic camera sensors.

3.2 Bayer images offer better colour texture extraction
Information about changes in the colour texture of different regions of an image is commonly
utilized in the existing literature for feature extraction for images in the full-colour form.
Images from capsule endoscopy are typically captured with a CMOS sensor covered with a
colour filter array (CFA) which allows the registering of only one of the three RGB colour
model components in each pixel. This CFA utilizes the Bayer pattern in allocating these
colour components, resulting in a mosaic image or Bayer image (Figure 3.1).

Figure 3-1 Bayer image from the CFA of the CMOS sensor of a capsule endoscopy

To make this structure compatible with the standard image compression, the Bayer image is
converted into a full-colour image inside the capsule using an interpolation (de-mosaicking)
technique. The interpolation technique generates colour components in the pixels labelled
with the letter “I” (IG, IB, or IG), shown in Figure (3.2).
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Figure 3-2 Interpolating the Bayer image into full-colour image

The values that are generated with the interpolation technique are not necessarily true (due to
prediction) which can affect the performance of an external abnormality detection system.
Thus, utilizing the Bayer images in an external system can return more accurate results than
the interpolated full-colour image. A mosaicking technique can be used to convert the image
from the full colour into a Bayer image. This is achieved by extracting the colour components
in the original pixels and omitting the interpolated pixels. However, the structure of a Bayer
image is not compatible with existing image analysis techniques for colour models
conversion that require the image either in full-colour or in three separate colour channels of
the same size. The problem here is the green pixels structure of the Bayer image has double
the number of pixels than the red and blue structures. This forms a quincunx structure, and
considerable research on converting this structure into a rectangular structure has been
undertaken through the last decade [61, 62, 75]. In chapter 1, the quincunx structure was
discussed in more detail and an SSC method was proposed to convert the quincunx structure
into a rectangular structure. Therefore, in this chapter, the Bayer images were converted into
three colour channels of the same size by computing the average between every two green
pixels from the quincunx structure (Eq.3.1).

G

G1  G 2
2
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(3.1)

G1 and G2 are the green pixels from the odd and the even rows of each Bayer pattern and the
red and blue pixels remained unchanged to form three channels with the same dimension.
The resulting three channels were then concatenated to form a full-colour image. This type of
full-colour image contains the original pixels without interpolation, resulting in an image that
is one-quarter of the number of pixels of the interpolated full-colour image. It is apparent in
the image (Figure 4.3) that the visual quality of the full-colour image using interpolation (a)
and the full-colour image using the new method (b) is the same. The proposed method,
however, has two advantages; it has smaller dimensions making computations simpler, and it
contains the original intensities captured with capsule endoscopy thus overcoming the
unnecessary interpolation influences.

(b)

(a)

Figure 3-3 (a) A full-colour image (interpolated) (b) A full-colour image (Bayer with structure
conversion)

3.3 Colour structural similarity (CSS) method
The proposed frame reduction system uses a colour structural similarity (CSS) method which
is a combination of colour textures and structural features.
3.3.1 Structural descriptors using a modified local binary pattern (LBP) method
Extracting the structural and colour texture information from capsule endoscopy images is
very important when generating robust feature vectors for viewing time reduction. The
structural information may include the edge and shape of particles in the image. Methods like
Sobel and Prewitt or Canny for edge detection are well addressed in the existing literature;
however, a more efficient method that not only detects edges and shapes but also describes
the local variations of regions in the images can be achieved by utilizing the local binary
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pattern (LBP) approach. The advantages of this method are the simplicity and efficiency of
describing the local image structure using the changes between a pixel’s intensity and its
neighbours [109]. While LBP is invariant to the monotonic changes in the grey level, it is
sensitive to illumination changes [109]. This method might not suit the variation in capsule
endoscopy images that occurs due to the passive movement of the capsule through the human
GI tract.
To improve the sensitivity performance of the LBP for capsule image variations, the inverse
of the method of assigning zeros or ones for the neighbouring pixels in the process of
generating the local binary numbers was investigated. An example describing a 3x3 LBP
filter computation is shown in Figure 3.4. A 3x3 filter of the old LBP method assigns a value
of one to the neighbouring pixels when they have a value larger than or equal to the pixel in
the centre of the filter and a zero otherwise (Figure 3.4 (b)). The inverse of this method was
investigated by assigning a zero to the neighbouring pixels that have a value larger than or
equal to the pixel in the centre of the filter (Figure 3.4 (c)).

Figure 3-4 (a) A 3x3 intensities pixels array (b) Old LBP binary assignment and (c) the modified method.

The local binary pattern was then computed by writing the resulting values (zeros and ones)
in one code, called the ‘pattern’, using Eq.3.2 (P1 and P2 to the lower of each method in
Figure 3.4). This code was then converted into the LBP number based on Eq. 3.3.

0 if
p(i)  
1

x(i  c)  x(i  c)
otherwise

(3.2)

7

LBP   p(i)2i
i 0
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(3.3)

This amendment of LBP resulted in a sharper image when compared to images produced by
the original method (Figure 3.5). Image sharpness is a very important metric in determining
the structural information of an image. To quantify the improvement in image sharpness
using the modified LBP, the image sharpness measure from [110] was computed for both the
ordinary LBP method and the modified method. The resulting values for both methods are
shown in Figure 3.6. The results clearly show that the modified LBP outperforms the original
LBP in terms of sharpness, thus providing an improved tool for a frame reduction system.

(a)
Original
Images

(b)
Modified
LBP

(c)
Original
LBP

Figure 3-5 Comparison between (a) the original images, images using (b) the modified method and (c) the
original LBP images
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Figure 3-6 Comparison between the original LBP and the modified LBP in terms of sharpness measure
for successive images from capsule endoscopy stream of images

3.3.2 The similarity measures using colour and structural information
Colour texture extraction using Bayer images and applying various colour models on the
resulting images rather than the red green blue (RGB) model was investigated. It is well
known that the RGB model has a high correlation between the pixels’ intensities across the
image [111, 112]. This makes it ineffective for colour analysis because the chrominance and
luminance in the RGB model are mixed [112]. Existing literature has intensively utilized
transforming the images from the RGB model into various other colour models such as CEILab, HSV, YUV, and YIQ [112, 113]. Each of these models has a different interpretation of
the colour gamut and/or the chrominance-luminance information. Combining these colour
models could potentially ascertain better colour texture for the processed images. In the
proposed system, both the local structure generated with the modified LBP and the colour
texture generated from the transformation of the Bayer images to CEI-Lab, HSV, YUV, and
YIQ models were utilized to assure reliable feature vectors for the proposed frame reduction
system. These features were computed for every two images from a successive scan (images
labelled as Im(i) and Im(i-1) in Figure 3.7).
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Figure 3-7 The flowchart of the proposed viewing time reduction approach

The vectors V1 (Eq.3.4) and V2 (Eq.3.5) represent the twelve color channels obtained from
transforming the images Im(i) and Im(i-1) using four color models which were the CIE-Lab,
the YUV, the YIQ, and the HSV. The vectors V3 (Eq.3.6) and V4 (Eq.3.7) represent the
channels obtained from applying the modified local binary patterns on images Im(i) and Im(i1) respectively.
V1  L, a, b, H,S, V, Y, U, V, Y, I, QIm i 
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(3.4)

The

mean

of

the
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between the two images for the resulting 13 channels was then computed. Thresholding
values were set for the MSSIM and the PSNR that computed between each pair of the same
colour model and LBP channels to determine the similarity level between both processed
images. Channels that returned values of MSSIM and PSSR higher than or equal to a
thresholding value were counted. The thresholding values and the number of channels that
scored such thresholding values were investigated to identify whether the images were of
high similarity or not. In cases where the images were of high similarity, the compared image
(Im(i-1)) was skipped, otherwise, the images were considered to be of low similarity and the
image Im(i-1) was saved to a new stream.
The level of similarity between two successive images was determined by counting the
number of channels that returned a PSNR value of higher than or equal to a threshold value
of T2 and the number of channels that returned a MSSIM value of higher than or equal to a
threshold value of T3. The images were considered of high similarity level if these numbers
were higher than or equal to a threshold value of T1and the PSNR and MSSIM values of
channel 13 were higher or equal to a thresholds of T2 and T3. Conditioning the status of
channel 13 was performed to ensure that the structural information was of high similarity.
This channel represents the modified LBP that was used to compute the structural
information for the tested images. The optimal values of T1, T2, and T3 were determined by
processing a video containing 3000 images using different thresholding values, with the
condition of including the channels that resulted from the modified local binary pattern (the
structural information). Thresholding the PSNR and MSSIM for the structural similarity was
somewhat different than thresholding on the other channels and therefore these thresholds
were identified after testing a range of values for the computed MSSIM and PSNR of the
modified LBP channels. The tested values ranged between 0.1 and 1, and 18dB and 50dB
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respectively. The optimum values for these metrics were an MSSIM of larger than or equal to
0.2 and PSNR of larger than or equal to 20dB. The second step was to identify the optimum
thresholding values for the other channels (other than LBP). This was done by conditioning
the thresholding values of the LBP to be at least 0.2 and 20dB and varying the thresholding
for the other channels using the same range of 0.1 to 1 for MSSIM and 18dB to 50dB for the
PSNR.

(a) Five channels

(b) Six channels

(d) Eight channels

(c) Seven channels

(e) Nine channels

(f) Ten channels

Figure 3-8 Different number of channels (figures (a-f), represent utilizing five to ten channels) selected to
determine the number of images with high similarity achieved by satisfying a combination of MSSIM
values and PSNR values.(POI: refer to point of interest)
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To identify the right number and the type of the channels from the processed colour models
that would result in optimum similarity measures enabling an optimum frame reduction, the
resulting PSNR and MSSIM values computed for the processed pairs of images were
compared to the number of high similarity images. This was undertaken using a number of
images starting from all the 13 colour channels obtained from Lab, HSV, YUV, YIQ, and
LBP models until all the images appear to be of high similarity. It was identified that none of
the processed image’s pairs shows similarity when all the thirteen channels conditioned.
Interestingly, the number of high similarity images started to increase when the channels
decreased less than or equal to ten conditioned to have the values of the MSSIM varied
between 0.75 and 1 and the PSNR values varied between 38 dB and 50 dB (Figure 3.8 (c-f))
until all the images shown to have high similarity when the number of channels was less than
a six (Figure 3.8 (a-b)).
This resulted in a high number of frames with high similarity, as shown in Figure 3.8 (a-b).
However, the risk of the system being able to detect small differences in similarity between
images was high. Therefore, we increased the number of channels (7-10, Figure 3.8 (c-f)) and
focused on the points where the number of images with high similarity was higher than 1000
(representing a frame reduction of approximately 35%) and lower than 2500 (representing a
frame reduction of approximately 85%) out of the total 3000 images. From this range, the
thresholds that enable a high number of frame reductions with high quality measures were
considered points of interest (POI) (labelled in Figure 3.8).
In order to identify which colour channels would be able to identify the similarity measure,
we compared between the mean of the PSNR and MSSIM results for the set of images that
were considered of a low similarity and another set of images with high similarity as shown
in Figures 3.9 (a-b). The channels L&A from the Lab model and the channel V from the HSV
model as well as all of the channels of the colour models of YUV, YIQ and the modified LBP
were able to present significant separation results. These channels, other than the modified
LBP which requires a special thresholds, obtained PSNR values that could be separated using
a single threshold value as shown in Figure 3.9(a). However, the colour channels of b from
the Lab model and channels H and S from the HSV model did not show similar ability. This
was also confirmed when the MSSIM values were compared (Figure 3.9(b)).
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Figure 3-9 Comparison between (a) the mean of PSNR and (b) the mean of MSSIM for the images
identified with high similarity and with low similarity

In order to identify the optimum similarity thresholds from the selected POI that result in a
true similarity measures between the successive images’ pairs, we computed the mean of the
absolute difference of the mean (MADM) and the absolute difference of the standard
deviation (MASD) were computed between the video prior to and after processing with a set
of points of interest (POI labeled in Figure 3.8). The computation of the MADM and MASD
were based on equations (3.8) and (3.9) where the mean was computed across the successive
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frames of each stream and averaged by the number of frames in each stream. The average of
the resulting mean values for each stream (  &  before and  &  after ) was computed over the
three channels and subtracted. The mean of the absolute of the resulting difference was then
taken as the final value of these measures
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These MADM and MASD values were computed across the three channels of the video’s
images (red, green and blue channels) (Figures 3.10 & 3.11).
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Figure 3-10 Measuring the absolute of the difference between the mean of the video before and after
reduction
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Figure 3-11 Measuring the absolute of the difference of the standard deviation between the video before
and after reduction

Based on results (Figures 3.10 & 3.11), the optimum thresholding was highlighted in Poi7
which is a combination of 9 channels T1=9 channels, PSSR of 40 dB (T2=40dB) and MSSIM
values ranged between 0.75 and 0.9 (T3=0.9).

3.4 Experimental results
The proposed viewing time reduction system was tested on a PillCam-SB3 capsule
endoscopy video that contained 30000 images. Prior to testing, the video was reviewed by a
specialist and the presence of bleeding within the images confirmed. This procedure was
performed to satisfy the researchers that the frame reduction system would not remove
images that contain important clinical information. The frame reduction was performed using
MATLAB® coding that first converted the video into PNG format images. The images were
then mosaicked into a Bayer format and the resulting green pixels restructured to obtain the
required rectangular channels. The test was repeated two times, first using the full-colour
images and then using Bayer images. The number of images containing bleeding was counted
(in both Bayer and full colour) to determine if the proposed system had incorrectly removed
them. This result was then compared to the number of bleeding images identified in the initial
specialist’s report (Table 3.1).
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Table 3-1 Examplesoftheimagescontainbleedingfromtheoriginalspecialist’sreport

The measures of the absolute difference of the mean (MADM) and the absolute difference of
the standard deviation (MASD) were also computed to evaluate the difference between the
video before and after processing (Table 3.2). In order to confirm that the reduction system
would not remove any images contain pathology, it was applied to an original image set that
was constructed into both interpolated images (set a) and Bayer images (set b). A specialist
gastroenterologist reviewed both image sets for pathology while blinded to the image format.
The specialist reports for set A and B were compared to the report from the original
examination and it was confirmed that the same pathology was identified and the images
containing pathology in the original examination were present in both set A and set B after
frame reduction. However, due to the frame reduction, the total number of images containing
pathology in the processed sets was fewer than the original set. The frame reduction applied
to Bayer format images produced the smallest number of images containing pathology
without affecting the clinician’s diagnostic process (Table 3.3).
Table 3-2 Comparison between the performance of the system using Bayer and interpolated images

Image type

MADM

MASD

30000 reduced to

Images with bleeding

Interpolated

0.0329

20.9589

2999frames

70

Bayer image

1.9635

22.2501

1839frames

68
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Table 3-3 Reduced images contain pathology using both Bayer images (column one) and interpolated
images (column two)

Table 3.4 provide examples of images that were identified with the proposed algorithm to be
of high similarity. These images were then reduced to a single image for each group in Table
3.5. The first row of Table 3.5 shows the resulting images using the proposed system applied
on interpolated images and the second row shows the images reduced using the proposed
system applied on Bayer images. It is apparent, due to the smaller number of images, that the
proposed system using Bayer images was better able to address the similarity of frames than
when utilizing the full-colour images using traditional interpolation.
Table 3-4 Example of frames that were identified with the proposed algorithm to be of high similarity
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Table 3-5 The reduction results using interpolated and Bayer images for frames from Table 3.4

Frames

reduced

using

Interpolated
Image format
Frames reduced using Bayer
Image format

The proposed frame reduction system reduced the original 30000 frames down to 2999
frames when using full colour and 1839 frames when using the Bayer images. This represents
a total reduction score of 90% using full-colour images and 93.87% using Bayer images.
These results demonstrate that the proposed system is efficient and, when compared to
existing systems, outperforms them in terms of accuracy and reduction ratios (Table 3.6).
Table 3-6 Comparison between the reduction percentage of the proposed system and other studies

Study

Input image

No. of images

Reduced to

Reduction
score

[106]

Interpolated

14400

NA

85%

[105]

Interpolated

50000 ×33

44606 ×33

A maximum
of 10.79%

[100]

Interpolated

100 per clip

NA

68%

[107]

Interpolated

2000

NA

NA

The current work

Interpolated

30000

2999 frames

90%

Bayer

30000

1839 frames

93.87%
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3.5 Discussion
This chapter developed a frame reduction system based on a colour structural similarity
(CSS) method. The CSS method combined various colour models and the local binary pattern
technique was modified to generate more detailed colour and structural information. In the
development of the new system, a Bayer image format was proposed and its performance
compared to that of the traditional interpolated full-colour image utilization. The CSS method
using Bayer images achieved a greater reduction in the number of frames than when using
interpolated images and outperform all existing methods published in the literature (Table
3.6).
The findings of the current chapter are in line with the existing literature which states that the
interpolation process for the Bayer image of a capsule endoscopy CMOS sensor may affect
the quality of the processed images [61-63, 75]. These studies, however, have developed
image compression systems to work directly on the Bayer images.
The resulting streams of images from the proposed frame reduction system using Bayer
image and interpolated formats were found to be highly similar to the stream of the original
images. Comparing the measures of the absolute difference of the mean (MADM) and the
absolute standard deviation (MASD) between each stream and the original stream confirmed
this finding.
When reviewed by a specialist gastroenterologist, both reduction streams were able to retain
image characteristics that enabled accurate and confident identification of pathological tissue
and the identification of bleeding. Furthermore, the proposed frame reduction system using
the CSS method and Bayer image format was able to reduce frames that contained high
similarity in their pathological characteristics down to a single representative image without
grouping any frames that showed the same pathology but with lower similarity. This is an
important key design characteristic of the system that ensures clinicians reviewing the
reduced stream are presented with a new representative image every time the system detects a
loss in the similarity between two successive frames.
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3.6 Conclusion
A maximum reduction ratio of 93.87% was achieved by the proposed frame reduction system
when applied to a PillCam-SB3 capsule endoscopy video using Bayer images. This resulted
in a reduction from 30000 down to 1839 frames. The system was also able to achieve a
reduction of 90% (down to 2999 images) when utilizing full-colour images generated with
the traditional interpolation. The quality of images produced by both methods did not affect
pathology diagnosis and bleeding detection sensitivity when compared to the original images
reviewed by the specialist. It is proposed that the viewing time reduction system using Bayer
images is an optimal approach, achieving significant reduction ratio, reduced computational
time when compared to interpolated images and, importantly, no reduction in pathology or
bleeding detection sensitivity.
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Chapter 4 Angioectasia detection for viewing time
reduction
This chapter outlines the development of angioectasia detection system to reduce the time
required by a clinician to view the lengthy video captured during an endoscopic capsule
examination. Unlike traditional methods of using a full-colour image, the systems developed
in this chapter have focused on utilising the Bayer images to achieve superior results. The
methods in these systems were based on developing segmentation stages to separate the
abnormality regions from the normal regions. A simpler classification was achieved as the
segmentation stages were able to illuminate considerable amounts of unwanted regions.

4.1 Introduction
Abnormality detection is a viable approach to reducing the time spent viewing the large
number of images generated by a capsule endoscopy examination. The main abnormalities
that a diagnostician is looking for when viewing a capsule endoscopy video are polyps, a
tumour or bleeding-based abnormalities such as ulcers and angioectasia (Figure 4.1) [22].
The detection of these abnormalities is considerably difficult due to the high similarity
between the abnormalities and the normal characteristics of a healthy gastrointestinal tract.
The visual detection of abnormalities within the GI tract is now possible via capsule
endoscopic technology which allows the detailed examination of the entirety of the patient’s
GI tract. This includes the small bowel that was formerly unreachable by traditional
gastroscopy and colonoscopy techniques. Capsule endoscopy is supported by software
viewing programs such as Rapid Reader from Given Imaging [15]. Rapid Reader software
allows the user to control the viewing of single, double or multiple images for comparison. It
also allows colour enhancement, zooming and the incremental increase in the video’s
playback speed of up to 25 frames per second. This software, however, was only able to
achieve a viewing time reduction of one-third of the full recorded images [115]. Viewing
time represents a considerable challenge for practitioners as it still takes up to four hours to
complete a viewing and missing an abnormality/pathology due to viewing fatigue is a real
possibility.
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Normal image

Polyps

Tumour

Ulcer

Bleeding

Angioectasia

Figure 4-1 The common abnormalities in the small intestine of the GI tract

Furthermore, this traditional method of viewing is likely to lead to misdetection of the
common sources of bleeding [2]. One adopted solution is to increase the playback speed,
however, specialists were found to perform better in detecting various abnormalities when
viewing a video operating at a speed of 15 frames per second than when viewing videos
operating at speeds of 20, or 25 frames per second [2]. Unfortunately, even at 15 frames per
second, detection rates remain poor with 69%, 38%, 46% and 17% reported by [2] in
detecting angioectasia, ulcers, polyps and bleeding, respectively. An automatic computeraided detection algorithm to aid clinical diagnosis is, therefore, a valuable endeavour. This
drawn-out viewing time has led researchers to focus on developing algorithms to enhance the
performance of the computer software in the detection of several abnormalities. The
achievements of previous research have positively increased the accuracy in detecting
particular abnormalities such as polyps [116-119] and tumour [3, 4]. An assessment of the
use of Rapid Reader software (version 7) as a viewing tool to detected images containing
polyps was undertaken by [115]. In their assessment, the quick view tool was used to select
various levels of significance when analysing 70 videos of patients aged between 23 and 80
years old. The Rapid Reader quick view tool was able to identify 90% of the polyps. The
accuracy of polyp detection using other systems has been reported in one study to be
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increased to 100% [120]. Table 4.1 summarises the methods and the accuracy achievements
for polyp detection from examples in the existing research.
Table 4-1 Existing methods and their accuracy achievements in % to detect a polyp

Methods for Polyps detection

Accuracy

sensitivity

specificity

F1

Assessment for CCE in detecting Polyps
[120]
Geometrical and textural analysis [117]

100

100

98

98.9899

NA

81

90

85.26316

Geometrical analysis [121]

80

NA

NA

NA

90.77

75

95.92

84.17973

Physical to numerical characteristic
conversion system [123]
geometrical and textural [124]

NA

93.75

91.38

92.54983

NA

91

95.2

93.05263

VHOG-PLS and ESM_UP_DW [125]

NA

70.67

70.67

70.67

Fusion model [126]

73.53

88.1

71

78.63105

DSSVM-NQ [127]

NA

98

NA

NA

Global statistical method [122]

The detection of tumours has also received significant attention in the literature, with high
accuracy rates reported by [3, 128, 129], and summarised in Table 4.2.
Table 4-2 Existing methods with their accuracy achievement in % to detect a tumour

Methods for Tumour detection
ANFIS2 [129]
ANFIS1[129]
The multiscale binary pattern on HIS

Accuracy

sensitivity

specificity

F1

94.2

94.16

96.27

95.20331

85

85

95

89.72222

90.5

92.33

88.67

90.463

NA

98.7

96.6

97.6387

NA

99

95

96.9587

96.67

97.33

96.67

96.9988

NA

97.2

97.4

97.29989

[102]
Concurrence Matrix of statistical
features and DWT [130]
Discreet Curvelet transform and
DWT[131]
Wavelet-based Local binary pattern
[132]
Discreet Curvelet transform [128]
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While there has been considerable improvement in polyp and tumour abnormality detection
algorithms, the majority of the existing research into the detection of the bleeding-based
abnormalities has been focused on detecting ulcer [21, 118, 133-136] and intestinal wall
bleeding [3, 4, 22, 137].
The early detection of ulcers in the small intestine is one of the main clinical reason for
undertaking the capsule endoscopy examination [138]. The computer-aided detection of
ulcers in the small intestine has been shown to reduce the viewing time of capsule endoscopy
images [3, 4, 22]. The accuracy of detecting ulcers has considerably improved through
various methods in the existing literature, outlined in Table 4.3.
Table 4-3 Existing methods and their accuracy achievements in % to detect an ulcer

Methods for Ulcer detection

Accuracy

sensitivity

specificity

F1

Colour and texture using multilevel pixel
representation [139]

92.65

94.12

91.18

92.6266

CLBP and SVM [140]

94.07

96.86

91.14

93.9129

CLBP and MLP [140]

93.93

95.5

92.29

93.8675

LBP and SVM and colour [141]

95.61

97.68

94.4

96.012

Yin YIQ histogram and thresholding with
pixel approach [142]

87.49

83.68

91.08

87.2233

Texture feature and neural network [134]

86.50

88.81

84.19

86.4383

Ensemble classifier-KNN MLP-SVM [143]

91.25

82.5

100

90.4109

Log Gabor/SVM [135]

93.43

90.76

95.83

93.2261

Log Gabor/SVM [144]

NA

75

73.3

74.1402

Statistical approach/SVM [21]

97.89

96.22

95.09

95.6516

In relation to the bleeding-based abnormalities, various methods have been proposed for
bleeding detection. The existing computer-aided algorithms reported in [3, 4, 22, 137] were
able to detect bleeding in the GI tract with an accuracy better than that achievable by
clinicians using Rapid Reader [145] (Table 4.4).
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Table 4-4 Existing methods and their accuracy achievements in % to detect bleeding

Methods for bleeding detection

Accuracy

sensitivity

DCNN [146]

NA

99.2

99.9

99.55

Density-based segmentation approach
and MapReduce [147]
Pixel-based approach [148]

NA

96.88

99.23

98.04

92

94

91

92.4756

Statistical and local features analysis

NA

87

90

88.4745

NA

87

90

88.4745

89

NA

NA

NA

MST/SVM [152]

94.10

91.69

94.59

93.1174

DFT/ NGLCM [137]

99.19

99.41

98.95

99.1794

[149]
Statistical and weighted pixels

specificity

F1

approach [150]
Statistical approaches [151]

The presence of blood can be detected by deriving a weighting factor from brightness and
contrast features between bleeding and non-bleeding areas [22]. This method, however,
resulted in a low detection accuracy. Another approach has been to transform images into the
spatial-frequency domain and computing a Normalized Grey Level Co-occurrence Matrix
(NGLCM) to extract local and global texture descriptors [137]. Although considerable
improvement in the detection of bleeding has been reported using this method, the
computational complexity of the process meant that the time for classification of a single
frame was still too long. It is essential to consider the complexity of the computations in the
classification as well as the accuracy in developing a bleeding detection system.
More recently, the Density-based approaches in combination with machines learning-based
algorithms such as neural network or SVM have been investigated [146-148, 153]. Detecting
bleeding for the high number of images (approximately 80000 images per examination) can
result in a large number of features’ vectors. Utilizing the machine learning-based algorithms
for such high dimension features’ vectors can complicate the training function of these
approaches even when the learning functions rely on a limited number of those features
[154].
Although the accurate detection of bleeding is important and attract many researchers [146148, 153], the detection of the bleeding might not always lead to identifying the location of
the source of the bleeding because the bleeding can move through the human GI tract. A
specific bleeding based abnormality that could be misdiagnosis due to the bleeding
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movement is the angioectasia. Limited research, however, has been undertaken to detect
angioectasia, which is one of the main causative factors for bleeding in the small bowel.
Developing a computer-aided detection system to detect angioectasia in the small bowel can
help physicians to more quickly focus on images that indicate this condition [105, 155-157].
Thus this chapter will describe the development of a new angioectasia detection system. The
theory of the new angioectasia detection system could be illustrated from two main
hypothesis. The first is that limited accuracy for angioectasia detection system of the existing
approaches might be due to the fact that current capsule endoscopy technology utilises an
interpolation technique to convert the images from Bayer format into a full-colour format.
This technique generates an image format compatible with the existing image compression
systems. The interpolation process for the mosaic image (Bayer image) of a capsule
endoscopy CMOS sensor may result in an image with blurring, aliasing or colour shifting
artefacts which require the application of image enhancement schemes in order to retrieve
high-quality images [6, 7].
Various studies have proposed compression systems that work directly on the Bayer images
to reduce these artefacts by reconstructing the Bayer pattern using a structure conversion
technique in a rectangular shape compatible with the existing compression systems [60-63].
The full-colour image resulting from a Bayer pattern after using a structure conversion
technique might be more appropriate in detecting bleeding-based abnormalities such as
angioectasia. Thus, section 4.2 aims to develop a more efficient system based on a structure
conversion technique to convert the Bayer images into full-colour images in a Bayer image
analysis.
The second important hypothesis in developing an angioectasia detection system is that the
most important task for detecting this abnormality within an image is to extract the features
that best represent angioectasia. This task is difficult to undertake without first segmenting
the region of interest to reduce the rate of error. Developing a segmentation algorithm
requires strong characteristics in the object. These may include the shape, edges or colour
texture characteristics. Angioectasia detection poses unique difficulties due to the similarity
with normal GI tract tissue, and that colour texture could better distinguish angioectasia. The
changes of the colour texture between different regions of an image may be the only indicator
of angioectasia. Thus, section aims to explore the existing colour texture analysis approach to
determine the best combination of these approaches to form a feature vector representing
bleeding-based abnormalities.
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Detecting the source of bleeding in the small bowel of the human gastrointestinal (GI) tract is
a major challenge and a time-consuming task for a physician. Angioectasia represents the
main cause of more than 60% of obscure gastrointestinal bleeding inside the small bowel of
older Australians and the early detection of angioectasia enables prompt clinical intervention
[5]. Limited research has been undertaken to detect angioectasia, which is one of the main
causative factors for bleeding in the small bowel. Existing research in the field has developed
algorithms based on region growing and thresholding approaches [105, 155] or on the
traditional approaches of statistical feature extraction [156].
Identifying the start point of the region growing or statistical feature extraction approaches is
quite difficult without solid characteristics that can separate the regions with angioectasia
from the normal gut wall regions within the image. As angioectasia are ectatic blood vessels
within the walls in the small bowel [157], they lack defining characteristics such as shape,
edges or other structural or statistical characteristics. In terms of developing an algorithm to
detect angioectasia, the only features that could return specific information are the color
textures which can be obtained by transferring the RGB image into one of the existing color
models such as YCbCr, YIQ, YUV, HSV, CEI-XYZ, or CEI-Lab (see section 2 for more
details on these color models). In this context, a segmentation of angioectasia can be
highlighted using one of the colour models such as CEI-Lab [158]. However, the
transformation of a capsule image into this colour model does not offer clear separate
angioectasia region identification without the existence of other false regions. A combination
of colour models may generate a more effective method in developing a robust angioectasia
detection system.
The current section thus aims to develop a more efficient system based on a structure
conversion technique to convert the Bayer images into full-colour images in a Bayer image
analysis phase. This is then followed by a two-stage colour segmentation phase and a linear
classification phase.

4.2 Bayer pattern analysis
The Bayer images are converted into three-colour channels of the same size to be compatible
with the existing colour transformation techniques. The utilization of the colour filter array of
the CMOS sensor in the capsule camera produces the Bayer image. This Bayer image has a
Bayer pattern of two green pixels, one red pixel and one blue pixel (GRBG) pattern. This
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pattern generates a quincunx structure for the green pixels that makes the green pixels of high
interlacing (Figure 4.2). This interlacing limited the possibility of merging the green pixels to
form a rectangular shape.

Figure 4-2 The structure of a Bayer image

In the current study, the Bayer images were converted into three-colour channels by
computing the average between every two green pixels from the quincunx structure (Eq.4.1).
The other two colours (red and blue colours) were kept unchanged (Eq.4.2 and Eq.4.3).
G _ rec tan gle 

G _ oddrow  G _ evenrow
2

(4.1)

R _ rec tan gle  R _ oddrow

(4.2)

B _ rec tan gle  B _ evenrow

(4.3)

The resulting three channels were then concatenated to form a full-colour image. This type of
full-colour image contains only the original pixels without interpolation resulting in an image
that is one-quarter of the interpolated full-colour image.
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4.3 Existing colour texture models
The most important task for detecting an object within an image is to extract the features that
best represent that object. This task is difficult to undertake without first segmenting the
region of interest to reduce the rate of error. Developing a segmentation algorithm requires
strong characteristics in the object. These may include the shape, edges or colour texture
characteristics. Angioectasia detection poses unique difficulties due to the similarity with
normal GI tract tissue, and that colour texture could better distinguish angioectasia. The
changes of the colour texture between different regions of an image may be an indicator of
angioectasia. Colour texture is a tool that is commonly utilized in the existing literature for
feature extraction in various colour models such as the red green blue model used to capture
the images of capsule endoscopy, as well as in various other medical and non-medical
technologies. The model consists of three-colour intensities of red (R), green (G) and blue
(B). The RGB colour model has a high correlation between the pixels’ intensities across its
three channels [111, 112], which makes it ineffective for colour analysis, particularly because
the chrominance and luminance in the RGB model are mixed [112]. Additionally, there is
inconsistency in the appearance of images using the RGB model as the same image has a
different appearance in different devices (device dependent). It is also not close to the colour
perception of the human visual system (HVS) (perceptually not uniform) [111].
Separating the luminance and the chrominance information of an image could result in higher
performance than the RGB model allowing for the identification of certain colour textures,
especially the skin colour segmentation [112]. Based on this phenomenon, various models
have been established and utilized in colour image analysis [112, 113]. Models such as
YCbCr, YUV, and YIQ have different advantages and disadvantages for specific
applications. These models, however, do not cover the gamut of perceivable colours.
The third group of colour models was established based on the interpretation and perception
of colour in the human brain. Such models include the Commission Internationale de
l’Eclairage intermediate model (CIE-XYZ), the Commission Internationale de l’Eclairage
luminance-chrominance model (CIE-Lab) and the hue, saturation and value (HSV) model.
CIE-XYZ is a colour model that was established by the Commission Internationale de
l’Eclairage, an international committee on colourimetry, to consider human visual perception.
CIE-XYZ is a luminance independent that is more effective than RGB in analysing the colour
of an object [111]. CIE-Lab is another colour model that has been established by the CIE
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where L is luminance: L= 0 (black) and L = 100 (white). The channel a indicates green when
it’s values are less than zero and indicates magenta when greater than zero. The channel b
indicates blue when it’s values are less than zero and yellow when they are greater than zero
[112]. This model has a uniform perceptual colour distribution that is better suited to the
human visual systems perception of colours and it is able to address the colour changes of an
object’s surfaces. These characteristics of CIE-Lab make it more efficient than the RGB
model for identifying and analyzing lesions on the human skin. This may enable it to identify
regions that have a colour texture similar to angioectasia regions and thus make it a suitable
tool for angioectasia detection.
HSV in comparison has a higher classification performance than CIE-Lab and RGB in both
noisy and noise-free conditions for colour texture analysis [145]. However, the HSV model
was more efficient only on images that were saturated in colour such as images that contain
bleeding [159]. Capsule endoscopy images may not have this colour saturation.
Karhunen-loeve (KL) is a transformation technique that is effective in extracting colour
texture and relies on the correlation matrix which typically allows decorrelation for the colour
texture from different images [111]. In the current study, the CIE-Lab model, the YIQ model
and the K-L transformation were investigated in extracting a colour texture from angioectasia
regions.

4.4 The proposed angioectasia detection system
The proposed system consists of a pre-processing phase, segmentation and feature extraction
phase, and a classification phase (Figure 4.3). The pre-processing phase (see section 4.4.1.1)
eliminates the unnecessary image regions that can adversely affect the accuracy of the
detection of angioectasia. The region of interest (ROI) is then segmented using the
segmentation algorithm (see section 4.4.1.2) and finally, the classification and the decisionmaking algorithm determines the existence of angioectasia (see section 4.4.2).
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Figure 4-3 The proposed angioectasia detection system

4.4.1 A two-stage colour texture for angioectasia segmentation
As discussed in section 4.3, each of the existing colour models has distinct advantages and
disadvantages. Thus, the colour texture segmentation using a combination of colour models
was investigated to obtain reliable features that are capable of representing angioectasia. The
proposed system utilises a two-stage colour model to separate the angioectasia region from
the rest of the image and unify the rest of the image as one background for better
discrimination.
4.4.1.1

Stage 1- Unwanted region removal stage

It was identified that the angioectasia regions are much closer in colour to magenta, which is
the distribution of channel "a" of the CEI-Lab colour model, than to the colour red. Thus in
the first stage which illustrated in Figure 4.4, images were transformed from an RGB model
into the CIE-Lab model.

104

Figure 4-4 The first stage of the segmentation algorithm

The utilization of this colour model led to detecting regions contains angioectasia. However,
unwanted regions such as the labelling were also detected. To eliminate these unwanted
regions, the morphological approach of the opening was utilized. The opening morphological
filter is well known to be able to eliminate protrusions and smooth contours. The opening
filter (Eq.4.4) requires unification of objects in one subject called the structural element (A in
Eq.4.4) that is entirely contained in another subject which is the image (B in Eq.4.4). This
operation was performed by eroding the two subjects and then dilating the result with a
structural element of the shape of diamond and size of ten.
A B  ( A  B)  B

(4.4)

The opening morphological operation in the first stage segmentation was able to eliminate
these regions as shown in Figure 4.5.

Figure 4-5 The unwanted regions removed using the opening morphological filter
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After applying the morphological filter of opening, a thresholding value of larger than T1 (R
>T1) was applied to the resulting images. The logical mask resulting from the thresholding
operation was then multiplied by the original image based on Eq.4.5.

Sangoie11,2,3  Im.  R1

(4.5)

The value of the thresholding was determined empirically based on the histograms of images
contained angioectasia. It was noticed from the histograms of the processed images(Table
4.5) that in relation to the images from the first column of Table 4.5, all the histograms of
these images are ranging between zero and twenty-five (the second column). Thresholding
values of 10, 15 and 20 were tested as shown in Table 4.5 (columns 3&4). The best
thresholding value of larger or equal to 15 (T1>=15) was found to be able to eliminate
regions that do not contain angioectasia. Thus this value (T1>=15) for the first stage
segmentation was selected.
Table 4-5 Images processed with the first stage segmentation

Images
opening

after Images histogram

T1>=10
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T1>=15

T1>=20

The first stage of segmentation was able to detect the angioectasia region however it
contained other regions weighted as the same texture as the angioectasia region. The process
of eliminating these unwanted regions was investigated using the second stage of
segmentation.
4.4.1.2

Stage 2- Angioectasia segmentation stage

In the second stage, two other important models were utilized; the Karhunen-loeve (K-L)
transformation technique and the YIQ model in combination with a morphological approach
and thresholding. The reason for selecting the K-L and YIQ models was due to their ability to
eliminate certain unwanted regions that combine with the angioectasia region. The second
stage of the two-stage segmentation algorithm is illustrated in Figure 4.6.

Figure 4-6 The second stage of segmentation

The first step of the second stage was achieved by computing the KL-transformation based on
Eq.4.6.
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 Kr1  0.333 0.333 0.333  Sangoie11 
 Kr 2   0.5
0
0.5   Sangoie12 

 
 Kr 3  0.5
1
0.5   Sangoie13 

(4.6)

Where; Sangoie11 , Sangoie12 , and Sangoie13 , are the three channels resulting from the first
stage of segmentation. A thresholding technique was then applied using the histogram of the
three channels resulting from the K-L transformation (Table 4.6). To visualise the histogram
of the third channel (Kr3), the absolute of the third channel was taken as the resulting
coefficients of this channel were of negative values due to the K-L transformation.
Table 4-6 The histogram of the K-L channels, where the absolute was taken for Histogram of the third
channel K-L (Kr3) for demonstrating the thresholding limits

Images Histogram of the first Images Histogram of the second Images Histogram of the third
channel of K-L (Kr1)
channel of K-L (Kr2)
channel of K-L (Kr3)
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After testing various thresholds on these channels, it was found that applying a threshold of
minus fifteen on the third channel (Kr3<-15) can return the angioectasia regions and reduced
the combined regions as shown in Table 4.7.
Table 4-7 Examples of images in training the second stage segmentation before and after applying the
thresholding on channel three of KL.

First stage output (Sangioe1)

K-L output, S2angioe(Kr3<-15)
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The resulting images contained regions that combined the region of interest with other
regions, therefore, the morphological approach of the opening (Eq.4.4) was applied.
However, applying Eq.4.7 to inspect the result of these steps, it was unable to completely
eliminate the unwanted regions thus the YIQ colour model was utilized in a second step of
the second stage ( Eq.4.8).

S 2angoie1,2,3  S1.  R2

Y  0.299 0.587 0.114   S 2angoie1 
 I   0.596 0.275 0.321  S 2angoie 
2
  

Q  0.212 0.528 0.311   S 2angoie3 

(4.7)

(4.8)

Among the various thresholds that were tested on the resulting three channels of YIQ
transformation, a combination of thresholds on the channels Y and Q was able to eliminate
the rest of the non-angioectasia regions. Thresholding values of Y<85 and Q>3 were applied
on channels Y and Q and the resulting coefficients from these thresholds were then multiplied
with each other (Eq.4.9). The resulting mask was then multiplied with the output of the first
step of the second stage (Eq.4.10).

R3   Y  85 .   Q  3

S 3angoie1,2,3  R3.  S 2angoie1,2,3

(4.9)
(4.10)

Table 4.8 shows images processed using the proposed two-stage segmentation algorithm,
where the images in the first column are the images resulting from the previous thresholding
on the K-L transform. The images in the second column are images after thresholding on the
YIQ transform (the output of the two-stage segmentation algorithm).
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Table 4-8 The images before and after applying the thresholding on channels Y and Q

K-L output,S2angioe(Kr3<-15)

YIQ output, S3angioe(Y<85 and Q>3)
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4.4.2 Classification phase using statistical information
To determine whether the segmented region was due to angioectasia, the classification
algorithm utilized statistical features from the contrast (C), the entropy (H), and the standard
deviation (Sd) of the segmented region of interest. The use of these features was based on
many recommendations reported in previous research [156, 160, 161]. The classifier
identifies the existence of angioectasia based on two factors, the existence of a segmented
region and thresholds of statistical features, which are computed for the segmented region.
The first step of the classification phase was to identify the existence of the angioectasia by
checking the existence of a segmented region. If there was no segmented region, the system
classifies the images as “the image has no angioectasia”. The second step of the classification
phase was to find classification thresholds on the computed statistical features for the existing
segmented regions. The classification thresholds must differentiate between the features of
the angioectasia (class1) and non-angioectasia (class2), thus, the focus was on the most
correlated features from both classes to establish such classification thresholds. Two sets of
500 images without angioectasia (Figure 4.7(b &c)) that consist features of high similarity to
the features of images with angioectasia (Figure 4.7(a)) were utilized to determine the best set
of thresholds that can separate between the two classes (image with/ without angioectasia).
Based on the features shown in Figures 4.7(a-c), a number of thresholds can appoint a nonangioectasia. These are: when the values of the features of contrast are higher than a hundred
(C>100), when the features of the standard deviation were higher than the entropy, or when
the difference between the contrast and the standard deviation was less than the difference
between the contrast and the entropy.
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Figure 4-7 The statistical features of images (a) with angioectasia and (b&c) without

Thus, the system classifies the images as “the image has no angioectasia” if there was no
segmented region or if the thresholds of C>100, H<Sd, Sd>16, and 26<H<5, (C-Sd)<(C-H)
were satisfied. Otherwise, the image was classified as “the image has angioectasia”. These
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thresholds were found empirically to be specific to classifying the extracted regions as
positive or negative for angioectasia. A summary of the steps is shown in Figure 4.8.

Figure 4-8 The feature extraction and the classification phases of the proposed angioectasia detection
system

4.4.3 Experimental results
To assess the angioectasia detection system, two videos each containing 6000 capsule
endoscopy images were analysed. The two videos were provided by a gastroenterology centre
after de-identifying the patient information. The videos contained frames with angioectasia
that were previously identified by a gastroenterologist. The report contained images that were
labelled with the angioectasia and the time that the frames occurred in the video. This
facilitated the training of the new algorithm using one of those videos to generate a set of
thresholds for the generated statistical features. MATLAB® software was used to extract the
specific frames into PNG frames that were then entered into the region of interest
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segmentation and the statistical features of standard deviation, contrast, and entropy were
computed.
The proposed system was applied to both interpolated full-colour images and Bayer images
to compare the performance with the features of contrast, entropy and standard deviation
computed for the 6000 images: interpolated full colour type (Figure 4.9(a &b)) and Bayer
image type (Figure 4.9(c &d)) (angioectasia images are illustrated in (Figure 4.9(a &c)) and
non-angioectasia images in (Figure 4.9(b &d))). The proposed system was able to generate an
efficient separation between the angioectasia and non-angioectasia frames for both image
types. The performance of the proposed system was better with the Bayer images, resulting in
more efficient separations between the angioectasia and non-angioectasia images.

Figure 4-9 The classification results using (a & b) for full-colour images and (c & d) for Bayer images
where (a &c) images classified as angioectasia and (b & d) classified as non-angioectasia

To provide measures on the accuracy score of the proposed system, the accuracy (Eq.4.11),
the sensitivity (Eq.4.12), the specificity (Eq.4.13) and the harmonic mean of the precision and
recall (F1-score (Eq.4.14)) were computed. Detection accuracy is defined as the ability of the
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algorithm to identify the angioectasia testing image as an angioectasia image and a nonangioectasia testing image as non-angioectasia.

Acc 

Tp  Tn
Tp  Tn  Fn  Fp
Senstivity 

(4.11)

Tp
Tp  Fn

(4.12)

Spesificity 

Tn
Tn  Fp

(4.13)

The sensitivity measures the true positive rate, which is the number of angioectasia images
correctly identified as angioectasia to the total number of images with angioectasia. The
specificity measures the true negative rate, which is the number of non-angioectasia images
correctly identified as non-angioectasia to the total number of images without angioectasia.
The harmonic mean of the precision and recall (F1-score (Eq.4.14)) was also computed.

F1  Score 

2
1
1

Senstivity Specificity

(4.14)

The values of measures obtained from the new system are summarised in Table 4.9, which
also allows a comparison between the achievements of the proposed system to those from
published studies. From the results, it is apparent that the new system outperforms the
existing systems in terms of achieving higher accuracy of detecting angioectasia. The new
system was able to achieve a sensitivity, specificity, accuracy and a relation between the
precision and recall score (F1-score) higher than those reported in the current literature [105,
155, 156] (Table 4.9). Other studies such as [145, 158] did not include accuracy measures
which unfortunately prevent comparison. The performance of the proposed angioectasia
system was enhanced by using the Bayer images instead of the interpolated images utilised in
the existing approaches. The detection accuracy measures were higher using Bayer images
than those achieved with full-colour images (Table 4.9).
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Table 4-9 Comparison with the accuracy achievements in % of previous studies

Method

Image type

Sensitivity

Specificity

Accuracy

F1-Score

IHB and Saliency Maps
construction [155]

Interpolated

100

82.5

90.1

90.41

Local binary pattern (LBP)
[105]

Interpolated

NA

NA

93.16

NA

CLAHE on RGB model
and boosted decision tree
[156]

Interpolated

89.51

96.8

NA

93.01

This work

Interpolated

100

88.96

88.97

94.15

Bayer

100

93.34

93.35

96.55

(Two-stage segmentation)
images

Table 4.10 shows images that were correctly identified as having angioectasia (column 1) and
images that contained incorrectly detected angioectasia (column 2 and 3). It was identified
that the incorrectly detected images had a very high similarity to the colour texture of those
that are correctly identified. Although this reduces the accuracy result, it would not impact
the significant fact that the proposed system has a zero rate of false negatives. Essentially, the
proposed system was able to detect all the images that have been identified by a
gastroenterologist to contain angioectasia and also additional images that require another
round of inspection as they contain very similar visual information to the angioectasia
images. This would enhance the probability of a correct clinical diagnosis and reduce the
occurrence of missed frames.

117

Table 4-10 A true positive (left column) and false positive (second and third columns) images

True positive images

False positive Images

4.5 Discussion
This chapter was set out to develop systems to detect angioectasia using Bayer images
acquired with capsule endoscopy. The angioectasia detection system was based on a twostage angioectasia segmentation (TSAS) method. The TSAS method was able to considerably
high segment the angioectasia from the rest regions within images which not only resulted in
a high sensitivity of detecting angioectasia but also increased the specificity which in turn
will reduce the time typically spent by a specialist to review the recorded capsule images. It
was identified that the incorrectly detected images had a very high similarity to the colour
texture of those that are correctly identified. Although this reduces the accuracy result, it
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would not impact the significant fact that the proposed system has a zero rate of false
negatives. Essentially, the proposed system was able to detect all the images that have been
identified by a gastroenterologist to contain angioectasia and also additional images that
require another round of inspection as they contain very similar visual information to the
angioectasia images. This would enhance the probability of a correct clinical diagnosis and
reduce the occurrence of missed frames.

4.6 Conclusion
This chapter proposed an angioectasia and bleeding detection system based on a preprocessing phase, a two-stage colour segmentation phase and statistical features for
classification phase. The angioectasia system was able to achieve higher accuracy measures
than the existing systems in both images types (interpolated and Bayer images). The
utilization of Bayer images instead of interpolated images achieved an increase in the
performance of the proposed system with high measures of sensitivity (100%), specificity
(93.34%), accuracy (93.35%) and a relation between the precision and recall score (F1-score)
of 96.55% recorded. The proposed system is pertinent for real-world application due to the
high accuracy results and the fact that this system requires the practitioner to spend only a
few minutes reviewing the small number of angioectasia-detected images.
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Chapter 5 The feasibility of developing an internal
capsule retention release (ICRR) mechanism
This chapter investigates the feasibility of developing an internal capsule retention release
mechanism to solve the problem of capsule endoscopy retention. This includes the design and
configuration of the new capsule model to mount the proposed locomotion system. Two types
of motors were tested in this chapter; these are a two-phase stepper motor and a coin-type
vibration motor. The design of the printed circuit board (PCB) of the nRF51x822 was
reconfigured to fit within the small dimensions of the new model and the motors operating
time using a single 30mAH battery was recorded.

5.1 Endoscopic capsule retention
Locomotion systems for capsule endoscopy have attracted the attention of researchers in the
field of medical imaging and electrical engineering during the last decade. Existing
commercial endoscopic capsules allow doctors to examine the small intestine of the
gastrointestinal tract which is inaccessible using traditional upper and lower endoscopic
methods. Current capsules move passively via the peristaltic motion of the muscles within
the gut wall. Due to the swallowability size restrictions, it is currently impossible to include a
locomotion device or extra batteries that could enhance the capsule performance. The
potential for capsule retention during the examination is a significant risk due to the passive
movement of the capsule through the GI tract. Capsule retention is the presence of the
capsule within the digestive tract for a period longer than two weeks. In this scenario,
surgical intervention is required to retrieve the capsule. This scenario has a greater probability
in patients with motility disorders and conditions such as diabetes and Crohn's disease. The
development of strictures (Figure 5.1(a)), abscesses (Figure 5.1(b)), or fistulas (Figure 5.1(c))
is often associated with these conditions and lead to an increased risk of retention. The
strictures complication (Figure 5.1(a)) is the intestinal obstruction or narrowing of the
internal intestinal path. In this complication, all the small intestine layers in the area of
strictures show thickening caused by expansion of mesenchymal cell [162]. The second small
intestine IBD complication is the abscess (Figure 5.1(b)). These complications are Bacterial
inflammations caused by Mycobacterium complex in an HIV patient [163]. Small bowel
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Fistulas (Figure 5.1(c) ) are the third IBD complication where an abnormal channel connect
different loops of the intestine to itself or other body organs [164].

Figure 5-1 Common pathology that leads to capsule retention (these figures were drawn using definitions
from [162-164]).

Considerable research has addressed the capsule retention as a drawback of the current
capsule endoscopy with various risk factors from different databases [165-167]. Although
many studies have proposed methods to identify the capsule location [166-169], limited
research has discussed methods to release the capsule from the small intestine without
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surgical intervention [167, 170]. Existing research has been aimed at developing an active
capsule endoscopy that includes a locomotion device allowing direct remote control of the
capsule to examine specific areas in any of the four parts of the GI tract portions. To this end,
both external and internal locomotion systems have been investigated.

5.2 Related work
5.2.1 External locomotion systems
The external locomotion technique works by using an external magnetic field to exert torque
forces to internal magnets embedded in the capsule [171-174]. It also can steer the capsule
remotely by changing the poles of the external field to rotate an internal magnet which covers
the body of the capsule endoscopy.
5.2.1.1

Inductive powering

An inductive power system consists of two main parts, an external magnetic field generator
and an internal field to voltage converter. The external part drives a current through a coil to
generate a magnetic field. The internal part has coils with good coupling to generate the
required voltage. An inductive powering system was first proposed by [173] to feed a capsule
endoscopy with an external power source. The design consisted of one external coil to
generate a magnetic field and three internal coils orthogonal to each other to ensure coupling
in multi-directions during capsule endoscopy motion (Figure 5.2 (a)). An internal power
receiver was designed to contain the three coils, and 1% efficiency was reported to be
achieved in the worst scenario. A similar powering system was proposed by [12] based on an
inductive power receiver consisting of three internal coils. The same study also proposed a
locomotion mechanism using four propellers actuated by four DC motors (Didel MKO$S24). The steering of a capsule endoscopy based on the method proposed in the study was
achieved by turning on and off a different combination of the propellers which are positioned
in the corners of a square at the bottom of the proposed capsule. A urethane acrylate polymer
was used to fabricate the external shell. Transfer of 400 mW was reported to be achieved
based on this powering system which was argued to be enough to steer a capsule endoscopy.
However, the capsule dimensions were 40mm×15mm which is too big to be swallowed. A
multi-coil inductive powering system consisting of two primary side coils outside the human
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body and three secondary coils inside the capsule endoscopy has also been developed [175]
(Figure 5.2 (b)). The Helmholtz topology was adopted for the primary coil to produce a
strong magnetic field. The secondary coils were based on a ferrite core to increase the
received power and reduce the safety risks. The transition of controlling the data was
modulated using an ON-Off Keying (OOK) modulator with a bandwidth of 1 MHz, which
allows transmitting only a few kbps data.

(a)

(b)
Figure 5-2: Locomotion and powering mechanisms of a capsule endoscopy published in (a) [173] and (b)
[12].

Another powering system with a backward communication scheme was proposed by [176]
based on inductive powering and FSK modulation systems. This design was able to achieve
an efficiency of 12.5% for a distance of only 11.6 mm which is insufficient for use in a
capsule endoscopy. An inductive powering system was proposed in [177] based on an
internal power management chip (PMC). The PMC stabilised the received energy inside the
capsule using a commutation and pre-regulation to support the rectification and voltage
reference. The PMC was reported to be able to obtain 191mw for 20cm distance at 40 kHz.
However, the maximum allowable total power (band per pulse) for various positions of a
capsule endoscopy was found to be 21.5 mW, according to researchers who conducted
experimental studies on the influences of a magnetic field on a human body [178].
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5.2.1.2

Capsule steering using external magnetic field

The ability of a magnetic field to rotate a magnet positioned inside this field has been very
attractive for researchers trying to develop a locomotion system for a capsule endoscopy
system. Such a magnet rotates according to the angle between the magnetic field and the
internal magnet. Therefore, researchers have proposed locomotion techniques, based on this
phenomenon, by attaching a magnet to the external body of the capsule endoscopy. The
steering is achieved by changing the angle of the external magnetic field either manually or
automatically.
5.2.1.2.1

Manually controlled

A spiral structure was proposed by [179] to produce more efficient capsule movement if it is
assembled on the outer surface of a capsule endoscopy and magnetic torque was used to
rotate the capsule. The movement was obtained by converting the rotation into a directional
movement, accomplished by interacting the helices with the environment inside the organ.
Based on this topology, an experiment was conducted using an external small intestine filled
with mucus, achieving a propulsion velocity of 2.5-35 mm/s. However, in addition to the
acknowledged unsteady motion that occurs due to the geometrical asymmetry around the
longitudinal axis, the end edges of the spiral could cause damage to the GI tract tissue. A
robotic magnetic navigation system was proposed by [180] who covered a capsule with a
magnetic shell of 13 mm outer diameter and 13 mm in length (Figure 5.3(a)). Such a capsule
was pushed into a number of pigs’ GI tracts that were placed between two magnets. The
magnets were connected to a computer and able to be guided to orient the capsule, but not to
achieve directional control. A magnetically guided capsule endoscopy (MGCE) system has
been proposed by [181]. This system includes a guidance magnet to generate a magnetic field
allowing the capsule to be steered with 5 degrees of freedom (DOF), two for rotational and
three for directional movements (Figure 5.3(b)). A practical test was conducted using such
techniques and ten basic movements of a capsule were obtained. Although it was reported to
be very effective for steering of the capsule inside the stomach, it was observed that this
method struggles to overcome any natural contraction of the stomach and the associated
mucus increment.

124

Figure 5-3(a) A magnet mounted to the outer capsule surface [180]. (b) The external magnetic field device
[181].

5.2.1.2.2

Automatically controlled

The use of the magnetic field has been utilised to rotate the capsule into three motions: tilting,
rotation and 3D translation using a Maxon356846 rotational motor which was controlled via
a joystick (Figure 5.4(a)) [182]. A Helmholtz Coil (HC) was employed for horizontal
alignment of the capsule endoscopy and Uniform Saddle (USC) for the vertical alignments.
The Maxwell Coil (MC) and Gradient Saddle Coil (GSC) were used for propulsion of the
magnetic body. However, as can be seen in (Figure 5.4(b)), such external locomotion
mechanisms were utilising a very high magnetic field generator which may affect the human
GI tract. Applying a magnetic field with a very high strength has been proven by [178] to be
harmful to the human body and such systems require the patient, a qualified radiologist and a
specialist doctor to remain for the entire examination period which could be up to three hours.

(a)

(b)

Figure 5-4: Automated external locomotion mechanisms [182].

125

5.2.2 Internal locomotion systems
Capsule endoscopy movement control (CE Locomotion) and obtaining actuation mechanisms
have been considered to be more effective for examination than a capsule with passive
movement. An internal active capsule endoscopy means that the locomotion system is
embedded inside the endoscopy capsule. The internal locomotion systems mainly use either
the bioinspired mechanisms of integrating an adhesive material that allows for anchoring in
specific locations on the wall of the GI tract or by an electromechanical mechanism. Research
into this has been inspired by locomotion mechanisms similar to animal movements, such as
crawling, walking, paddling, and swimming. Crawling can be achieved by employing
biomaterials which enable self-changes based on environmental effects such as heating or
charging. Walking and paddling mechanisms have been designed to deliver locomotion based
on four, six and twelve legs. The number of legs determines the degree of freedom (DOF) of
the movement. The swimming mechanism involves moving the centre of a sphere outside the
surface contact. Various studies implemented these mechanisms internally in the capsule
endoscopy.
5.2.2.1

Crawling mechanism

The crawling mechanism of animals such as the inchworm or earthworm has inspired
researchers to exploit similar movement in designing a locomotion system. These systems
use bioinspired material attached to the capsule endoscopy and have adhesive characteristics
to anchor at a specific position in the GI tract. The adhesive material must be pushed into the
wall of the intestine by specially designed arms which are opened using a biocompatible
actuator.
5.2.2.1.1

Shape memory alloy (SMA)-based

Shape memory alloy (SMA) materials change their shape under low temperatures and return
to their original shape if they are heated, with this property employed in several studies that
developed a locomotion mechanism. In order to reduce the speed of the capsule endoscopy
when passing the oesophageal portion of the GI tract, a design for a controlled capsule
endoscopy was proposed based on a friction force mechanism [183]. This design consisted of
three legs (made of SMA) in open configuration and controlled by a Namiki SBL04 DC
brushless motor to increase friction with the oesophageal wall (Figure 5.5).
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Figure 5-5: Three SMA crawling mechanism [183]

However, in addition to the risk of the friction damaging the oesophagus, the size of the
design (11mm in diameter and 31 mm in length) made it difficult for a patient to swallow. A
SMA bioinspired locomotion mechanism has been employed by [184] to design a capsule
endoscopy which anchors or crawls for a concise time as required. Three legs were attached
to the capsule body and coated with soft elastomer micro-pillars with adhesion properties.
Locomotion was performed based on the inchworm movement strategy by opening and
closing the three legs and actuating their position sequentially (Figure 5.6). Unfortunately, the
paper’s authors acknowledged that this approach required considerable power to move and
had a capsule body length of 33 mm which was hard to swallow.

Figure 5-6: A SMA crawling locomotion mechanism [184]

Four SMA spring and four clampers (Figure 5.7) were employed to provide locomotion in
capsule design [185]. Although this design was able to increase the locomotion speed
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fourfold, the resulting power consumption and the large capsule size were limitations of the
design.

Figure 5-7: The principles of the SMA crawling locomotion mechanism in [185].

A locomotion system based on the mucus-cilia principle of the human respiratory system has
been designed to move an active robot capsule up and down and to stop for diagnostic
purposes [186]. To achieve locomotion, six ciliated cells and six microcircuit boards were
integrated with a SMA actuator within a hollow bodied robot (Figure 5.8). Again, this system
had large dimensions (15mm×35mm) and the actuator that had been selected had high power
consumption. SMA materials also have a temperature hysteresis property and require three
minutes to reach a heating degree of 12co. This consumes a large amount of power and only
produces a very low pulling force. Ultimately, shape memory alloy materials produce only
small displacements and appear unsuitable in these kinds of applications. As an alternative,
researchers have tried to employ materials that have ionic moveability and are less influenced
by the heating hysteresis.
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Figure 5-8: (a) Prototype of the SMA crawling mechanism [186] (b) The mechanism of the crawling
mechanism [186].

5.2.2.1.2

Polymer actuation-based propulsion

To develop a more reliable actuator, an ionic polymer metal composite (IPMC) actuator was
employed to propel a fish-like swimming robot (Figure 5.9) [187]. This polymer works on
producing similar behaviours to the SMA with various motion statuses depending on the
value of the applied voltage. A pulse wave modulation (PWM) was employed to produce an
electric field that releases an ion to move from the membrane to the electrode. This results in
one side of the electrode becoming dilated and the other shrunk depending on the IPMC
actuator. A TMS320LF240x digital signal processor (DSP) that can produce PWM pulses
was used to control the voltage values. This capsule design required a minimum voltage of
3.3V and the size of the DSP alone was 23 mm by 23 mm and became wider when the
polymer actuator was added.

Figure 5-9: A polymer locomotion mechanism [187].
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5.2.2.1.3

Piezoelectric actuation-based propulsion

A piezo actuator is another alternative design for an actuation mechanism. An actuator of this
type requires a high voltage in its standard form. An actuator has been redesigned to work at
lower voltages through the use of an impact based piezo actuator [188]. Their design
consisted of five main parts: a mobile element, copper, ceramic and a printed circuit board
(PCB), all attached to a shaft. The mobile element was actuated using sawtooth pulses as an
input voltage and the ceramic and the mobile element move forward or backward based on a
specific strategy that allows clamping (Figure 5.10 (a)). However, the long structure
dimensions (31×15 mm) was again a limitation of the design.
An anchoring mechanism based on an elastomer micro-pillar adhesive has been proposed to
obtain a smoother contact between the capsule locomotion legs and the intestine tissue [189].
Three legs were attached to the capsule using cylindrical pulleys and coated with a micropatterned adhesive elastomer. When the capsule was at a region of interest in the intestine,
the motor would rotate the pulley and open the three legs for anchoring, pulling them back in
when the detachment was required (Figure 5.10 (b)).

Figure 5-10: (a) The piezoelectric and earthworm locomotion [188]. (b) The conceptual design of the
micropatterned adhesive elastomer [189].

5.2.2.2

Walking and paddling mechanisms

A brushless mini motor actuator and four superelastic legs have been used to design an
endoscopic capsule locomotion system where the motor rotates a single worm gear mounted
with four helical gears simultaneously (Figure 5.11 (a)) [190]. This design also has large
dimensions (40×12mm) however [191] have proposed a design with six legs and based on
ultra-precision machining of a Meso-scale fabrication to address the size issue common to
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these designs. The body of the robot was fabricated to contain two Namoki DC brushless
motors as well as the locomotion system parts within a dimension of 11.1mm×23.6mm. The
motor pushed the legs open and shut in a way similar to an umbrella to obtain movement
(Figure 5.11(b)). The study focused on fabricating the locomotion legs, the gears and the
body of the robot. Unfortunately, this mechanism appears unsafe for the human GI tract and
the capsule size would increase if the main endoscopic equipment such as CMOS image
sensor, batteries, the RF transceiver and the controlling board were added.
A paddling locomotion system based on a kinematic interaction between a linear actuator and
two cylinders fabricated inside a capsule has been proposed by [192]. The linear actuator was
based on a micro motor and a lead screw which pushed a cylinder forwards and backwards.
The cylinder had grooves and the legs work on rotating an outer cylinder which was
connected to rotating paddling legs to induce capsule movement (Figure 5.11(c)). The system
was tested in in-vivo experiments and reported to be able to obtain a smooth movement.
However, based on the reported specifications of the design, the size of the capsule was again
too large to swallow.

Figure 5-11: (a) A legged walking locomotion design[190] (b) A legged walking based locomotion design
[191]. (c) A paddling locomotion mechanism [192].
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5.2.2.3

Swimming / rolling mechanism

A rotational locomotion mechanism has been proposed based on a spiral outer body structure
actuated with a motor [86]. The spiral surface was designed similar to a screw to obtain a
forward rotating movement and to push the body of the capsule against the intestine wall.
[86] has also proposed a steering head to turn the capsule in intestinal curves with a motor
and a round shape gear shaft designed to control the rotational angle between the head and
the capsule body with an electromagnetic field (Figure 5.12(a)). The size of the proposed
capsule was 70mm×18mm and the authors had an expectation that further development of
their design could reduce the size to 40mm×10mm. This capsule size is still very large and
the fabricated design of such mechanism requires the addition of the main parts of a capsule
endoscopy, which are LEDs, a camera, a controlling board, batteries and an RF transceiver.
To reduce the size of capsule endoscopy using a rotating locomotion mechanism, a screw
shape actuator was proposed [13] to be attached to the capsule as a tail and rotated using a
DC motor. The outer surface of the main capsule body was fabricated with four fins to stop it
from being rotated (Figure 5.12(b)). The fabrication of the proposed capsule was carried out
utilising a poly-oxy-methylene material (POM) in a size of 29mm×12mm. However, POM
has been proven to be nocuous to the human body [193] and the screw had the potential to
damage to the GI tract wall. A rolling mechanism was proposed by [194], inspired by the
locomotion of a mother of pearl moth caterpillar and a stomatopod shrimp. A sprung central
surface, mobile masses and many other rolling mechanisms were also reported and discussed
by the researchers. Another internal locomotion system was proposed by [195] based on a
swimming mechanism (Figure 5.12(c)). Such a method was proposed as efficient for use
specifically in the stomach part of the GI tract. The capsule consisted of four motors to rotate
fans that were covered with a protective open shield, controlling and transmission systems.
Although such a design was able to obtain 30 frames per second with a speed of 15 mm/s, the
large size of the capsule was difficult to swallow.
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Figure 5-12: (a) A rotating locomotion system [86]. (b) A screw rotating-based locomotion design [13]. (c)
A swimming-based locomotion design [195].

5.3 Motivation arising from previous internal and external locomotion
mechanisms
The internal locomotion systems proposed in the existing research often require considerable
power to operate and all have large dimensions which make them impractical for efficient
and effective capsule endoscopy. Thus, it is necessary to secure power from another source
that does not pose a risk to the human body like those of the external electromagnetic field
methods described in section 5.2.1, and the locomotion system must not prevent
swallowability like the internal locomotion systems discussed in section 5.2.2.
Therefore, the feasibility of an internal locomotion system using two mechanisms is
proposed. The first mechanism is a magnetic latching mechanism between two capsules of
original dimensions. This overcomes the swallowability issues and allows the integration of a
locomotion system into the second capsule. The second capsule would only be swallowed to
prevent a surgical intervention in the case of a capsule retention. The second mechanism is an
internal locomotion mechanism using only the main capsule. This involves inserting a tiny
vibration motor that is controlled from the external remote controller in case of capsule
retention. It is proposed that the vibration would provide minor gut wall irritation that would,
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in turn, increase peristaltic motion around the capsule. The following research questions are
discussed:
1) Is it feasible to develop an internal locomotion mechanism using the space provided by the
proposed second capsule and can it be controlled from outside the human body?
2) Is it feasible to position a latching mechanism between the main capsule that carries the
camera and a secondary capsule to push/pull the first capsule in the case of retention?
3) Is it feasible to integrate a vibration motor with a Bluetooth receiver into the capsule to
control the motor from outside the human body?

5.4 The new capsule model design
The model contains three main parts; the rotated end cup that is threaded to allow movement
on the smooth surfaces, the central part to mount the stepper motor and the fixed end cup
which holds a magnet, a Bluetooth model, and three batteries. The assembly design of the
proposed second capsule is illustrated in Figure 5.13.

Figure 5-13 The proposed second capsule that carries the locomotion mechanism
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After the latching mechanism has achieved contact between the two capsules using the
magnets, the system can generate locomotion utilizing a stepper motor that moves the rotated
end cup of the capsule. The rotated end cap cover was designed with a smooth thread shape
on the external surface to help the capsule move within the small intestine. The motor was
operated in two directions using a Bluetooth model to allow control from outside the body.
This mechanism, by rotating clockwise and anticlockwise, could free the capsule to again
utilise passive movement through the gut. AutoCAD Autodesk Inventor Professional 2016
software was used to develop the design.

5.5 Motor configuration and operational control
5.5.1 The stepper motor
Stepper motors are acknowledged to be very efficient in applications that require the
controlling of the rotation angle and speed position, such as fax machines, hard-disk drives
and more importantly in medical equipment. These motors are also superior in producing
torque when compared to the typical DC motors. Stepper motors typically have either bipolar
or unipolar configurations. In bipolar motor configurations, the current flows through the
total number of the winding of each coil at a time, reducing the power consumption to a level
lower than the unipolar motor. In the current study, a stepper motor with a two Phase Bipolar
coil configuration was utilized. Since the angular increments of the stepper motor were the
steps that control the speed and direction, the steps were driven by programming an
ATtinny85 Microcontroller using an Arduino IDE programming kit and an AVR programmer
[196]. These pulses were programmed (Table 5.1) to enable control of the motor direction
movement where the H is for HIGH and L is for LOW, and Pin 2 to Pin 5 are the output pins
of the ATtiny85 (Figure 5.14). The motor and the Attiny85 microcontroller were selected due
to their small size (15mm x 5mm and 8mm x 5mm respectively). These size dimensions best
match the size constraints of the proposed capsule retention and release system.
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Figure 5-14 The Pin configuration of the ATtiny85 Microcontroller and the stepper motor and (b) the
dimensions of the ATtiny85 and the stepper motor.

Table 5-1 The pulses generated by an ATtiny85 microcontroller to drive the utilized motor in on/off and
one or two directions

Onedirectionrotationmotor’pinsexcitation

Two directions rotationmotor’pins
excitation

Pin2

Pin3

Pin4

Pin5

Pin2

Pin3

Pin4

Pin5

H

L

L

L

H

L

L

L

L

H

L

L

L

H

L

L

L

L

H

L

L

L

H

L

L

L

L

H

L

L

L

H

L

L

H

L

L

H

L

L

5.5.2 Coin-type vibration motor
Coin-type vibration motors have been readily used in designs that require small dimensions,
such as mobile phones. These motors typically do not require balanced movement torque as
required by the DC motor or the stepper motor. This makes them very efficient for the
proposed locomotion system. The vibration motor consists of rotor coils energized via
pushes, which generate a magnetic field to interact with a magnetic ring integrated into the
stator. The magnetic field of the rotor coils interacts with the magnet generating force that
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moves the weight, causing vibration. The rotor continues moving due to the constant
reversing polarity achieved by the utilization of commutation points [197]. Although this
motor can run directly using a 3V power supply, controlling the motor run time using a
Bluetooth on/off controller can make the design more reliable due to the low power source
capacity (Figure 5.15).

Bluetooth receiver

Figure 5-15 Coin-version vibration motor

5.5.3 The Bluetooth control system
Controlling the motor from outside the human body via an external control requires
implementing an internal receiver to switch the motor on or off or let it run in either direction
(clockwise or counterclockwise). To remotely control the stepper motor, a micro Bluetooth
circuit was designed and implemented in the proposed locomotion system. In this step, the
Bluetooth circuit of a nRF51x22 was modified as it has a PCB board of 18mm×18mm which
was too large for the dedicated purpose. The components labelled as the optional circuit were
removed and the circuit (Figure 5.16(a)) was modified to be a 10mm diameter double-sided
PCB board (Figure 5.16(b& c)). This modification allowed the inclusion of the Bluetooth
controller into the capsule and enabled external control.
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(a) The original Bluetooth PCB board and the schematic circuit of the nRF51x22
[198]

(b) the front side of the new
Bluetooth PCB board

(c) the rear side of the new
Bluetooth PCB board

Figure 5-16 Board design of the Bluetooth in its original Bluetooth PCB board (a) and the modified
Bluetooth PCB board (b&c)

5.6 Experimental results
The first configuration step was to determine the maximum latching distance between the two
capsules. The mechanism of the proposed system was that the second capsule is swallowed
after the first capsule in situations where retention of the first capsule has occurred. The
required coalescence mechanism was achieved based on the magnets’ coalescence between
the two capsules (Figure 5.17). The first capsule (CE1) would contain the camera,
transmission system, two batteries, and one magnet. The second capsule (CE2) has the same
dimensions as the main capsule (same as current commercially available capsules) and
contains a magnet positioned in different polarity to the CE1 magnet. Magnetic coalescence
was achieved at a distance of 3cm during testing (Figure 5.17).
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CE2

CE1

CE2

CE1

CE2

CE1

Figure 5-17 The coalescence mechanism of the two capsules

The operating time of the motor with the limited available power capacity was determined
when using a nRF51x22 Bluetooth, an ATtiny85 microcontroller and a battery of 30mA/H
capacity. The driving current for the stepper motor was 27mA and the Bluetooth with the
ATtiny85 consumed 26mA, resulting in continuous work for approximately 35 minutes
(Table 5.2). The motor operation time could be extended with the ability of the designed
system to be controlled (on/off, forward and backward).
Table 5-2 The operating performance of the stepper motor design
Power source

ATtiny85&
nRF51x22
Bluetooth

Stepper
motor

Operation time

30mA/H battery

26mA

27mA

35 minutes

The coin-type DC vibration motor was connected to a battery of 30mA/H capacity and the
voltage leakage was recorded. The battery started at 3V and the motor remained working
until the voltage dropped to 0.75V. The relationship between the voltage and the motor
working time is shown in Figure 5.18. The results indicate that the motor could vibrate
continuously for approximately five minutes. This could be increased to 10 minutes if two
batteries were utilized. It was noticed that running the motor in discrete time could increase
the torque of the motor better than operating it continuously. This might prove promising for
the proposed locomotion system with Bluetooth control.
139

Source Voltage ( V)

3.5
3

Motor active time

2.5
2
1.5

Voltage-time

1
0.5
0
0

1

2
3
4
Time in minutes

5

6

Figure 5-18 The relationship between the voltage and the time recorded for a coin-version vibration
motor

5.7 Discussion
This chapter aimed to investigate the feasibility of developing an internal capsule retention
release (ICRR) system that enabled the release of a capsule retained in the small bowel. The
proposed ICRR system addresses the capsule size limitations acknowledged in other
locomotion mechanisms reported in the literature [86, 183, 185-187, 189]. The proposed
ICRR system was designed around the concept of swallowing a retrieval capsule which has
the same dimensions as those currently in use during capsule endoscopic examinations. The
second capsule provides additional battery power and the locomotion mechanism of the
ICRR. The two capsules obtained latching via two magnets of the same size, one fitted inside
each capsule. The coalescence mechanism was achieved at a maximum distance of 3cm. The
ICRR system would be safer to the patient when compared to the external locomotion
mechanisms that utilize a magnetic field with a very high strength [171, 172, 174], as this has
been proven to be harmful to the human body [178]. Furthermore, the second capsule, being
of the same dimensions as the first, achieves swallowability. The ICRR design also
eliminates the requirement for the patient, a qualified radiologist and a specialist doctor to
remain in the procedural room for the entire examination period. The locomotion mechanism
of the ICRR consisted of a stepper motor operated with an ATtiny85 and controlled via a
nRF51x22 Bluetooth. The motor was able to operate for 35 minutes using only a single
30mAH battery. The Bluetooth utilization enables the control of the direction of the motor
rotation as well as the ability to turn the motor on/off. It is prudent to acknowledge that the
mechanism requires testing in a living animal or a biological model that replicates the human
GI tract movement which was out of the scope of the current study. A second mechanism was
designed incorporating a vibration motor into the space of the magnet in the examination
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main capsule to develop an internal locomotion mechanism. The objective behind this
mechanism was to induce a response from the GI tract to the vibration generated by the
motor. It was hypothesised that the GI tract would respond initially with muscle spasm
around the capsule followed by mass peristaltic movements that would result in contraction
and expansion, freeing the retained capsule. The vibration motor was capable of operating for
five continuous minutes when tested using a single 30mAH battery. Real world applications
would be considerably less, providing clinicians with multiple opportunities to free the
capsule. Unfortunately, attempts to incorporate the mechanism into the limited space within
the main capsule were unsuccessful, primarily due to the internal Bluetooth circuit board.
Considering the abovementioned limitations of the internal locomotion mechanism design
within the primary capsule, the ICRR system using the stepper motor in a second capsule
might be the optimum solution to tackle the problem of capsule retention.

5.8 Conclusion
This chapter set out to investigate the feasibility of an internal locomotion mechanism to
address the clinical risks of capsule endoscopy retention. A new capsule model was designed
with a retention and release mechanism and two different types of motors for the locomotion
system (a 2-phase stepper motor and a coin-type vibration motor). Both motors were able to
be controlled by a nRF51x822 Bluetooth, which was reconfigured to fit within the small
dimensions of the retrieval capsule model. The proposed second capsule latching mechanism
was effective at a maximum distance of 3 cm. The stepper motor was able to remain running
for approximately 35 minutes. The coin-type DC vibration motor that was proposed as the
locomotion system within the main capsule was able to operate for approximately 5 minutes.
These results confirm that the proposed capsule retention - release system has merit and that
the latching mechanism requires further assessment within a biological environment.
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Chapter 6

Discussion

This dissertation set out to investigate methods for the development of systems that enhance
the performance of current wireless capsule endoscopy (WCE). The main objectives were to:
reducing the complexity by developing a visually lossless image compression system,
develop a frame reduction system along with a bleeding and angioectasia detection systems
for viewing time reduction and developing an internal locomotion system to release the
capsule in cases of capsule retention.

6.1 Reducing the complexity by developing a visually lossless image
compression system
Chapter 2 of this study outlines the development of a low complexity, visually lossless image
compression system for WCE. The low complexity of the system derives from the new
simplified structure conversion (SSC) method developed in this study. The SSC method
developed to facilitate the compression system in response to the hypothesis that utilising the
high similarity between the green pixels of a Bayer format capsule image to recover the
omitted green pixels would reduce the complexity of the structure conversion technique. The
method of optimized difference approach (ODA) was also developed to facilitate the
compression system, which allowed better optimisation between the image quality and the
compression ratio.
The SSC and ODA overcome the complexity associated with the utilization of the
interpolation technique. The development of the SSC has also addressed the interlacing and
complexity problems associated with the merging schemes that have proposed to merge the
green pixels of the Bayer images thus enabling a rectangular shape as an alternative to
interpolation technique. Systems designed by other studies were unable to significantly
reduce the problem of highly interlaced green pixels without the utilisation of either a greenpixels merging method or modifying a colour transformation [60, 62, 63]. Both methods
required integration inside the capsule as a replacement for the interpolation technique. The
green pixels merging method has been able to create the rectangular shape, a requirement of
the common compression systems. Merging the green pixels of a Bayer image increased the
interlacing between the green pixels or required a complex structure conversion algorithm.
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The complexity circuit design and the interlacing problems of the existing compression
systems have stimulated research to reduce the complexity and to improve the image quality,
which is an essential requirement of this medical examination technology. Although other
studies utilised the method of modified colour transformation to work directly on the Bayer
image, which has been able to overcome the interlacing problem of the first method, the
integration of a modified colour transformation inside the capsule has negatively increased
the processing time, on-chip memory, and power consumption.
The SSC and ODA methods developed in the current study have outperformed the
compression ratios of currently published methods from the literature. A total compression of
5:1 was achieved using the developed system. This was accomplished in two stages; in the
first stage, a compression ratio of 4:3 was achieved by applying the SSC method, in the
second a compression ratio of 4:1 was achieved by applying the ODA method in combination
with the Golomb-Rice encoder. A compression ratio (CR) of 6.18 was achieved by applying
the compression system on the testing images from WCE.
In terms of quality assessment, all of the methods that have been previously proposed for
reducing the complexity of the image compression were relying on the peak signal to noise
ratio (PSNR). The PSNR has been reported in the existing literature to produce a
considerable different performance in comparison to the clinician’s assessment method that
could provide more accurate diagnostic validation [78, 93].
The assessment of the compression system was based on objective and subjective measures.
The objective assessment was completed by computing the PSNR and the mean of the
structural similarity index matching (MSSIM). A PSNR value of 44.52681dB and MSSIM
value of 0.996746 were achieved by applying the developed compression system on the
standard testing images from a wireless capsule endoscopy (WCE).
The subjective assessment was completed by surveying clinician’s responses to 4 specific
questions regarding image quality. Clinicians reviewed and compared videos and images in
their original format with those processed with the new compression system. They were also
asked about their preferences for future research objectives regarding capsule endoscopy. To
increase the validity of this assessment, the participants were blinded to which video or image
was original or processed. Clinicians rated 82% of the images and videos processed with the
new compression to be of high quality for clinical diagnosis. From the 18% of the remaining
images, 86% of those images were rated to be of similar quality (no difference) when
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compared to the original format. The assessment results confirmed the ability of the new
compression system to produce images that are acceptable to clinicians.
Based on the responses to the fourth question of the survey, clinicians recommended that
future work should focus on reducing the viewing time for the practitioner and developing a
computer-aided abnormality detection system. The surveyed clinicians also showed a
preference for a locomotion system that would enhance the capsule performance. Thus, the
rest of this study was focused on developing systems to satisfy clinician’s recommendations.

6.2

Viewing time reduction systems

This section of the thesis aimed to develop systems to reduce the time required by a physician
to identify an abnormality. The underlying hypothesis here was that the use of images in
Bayer format would produce higher quality images when compared to those produced using
full-colour images due to the fact that, the interpolation detracts from image quality as it
produces only predicted, and not necessarily true, values to generate the full-colour image.
The use of the images in their original Bayer format was investigated in the development of a
frame reduction system and bleeding and angioectasia abnormality detection systems.
6.2.1 A frame reduction system for viewing time reduction
Chapter 3 of this thesis developed a frame reduction system to reduce the high number of
collected images based on a similarity approach. The frame reduction system developed in
this study was built on a colour and structural similarity (CSS) method. In the CSS method,
similarity measures acquired using various colour models and structural features generated
from a local binary pattern method were modified to suit the utilisation of the Bayer images.
The quality of the images produced by the CSS method using interpolated or Bayer image
formats did not affect the pathology detection sensitivity when compared to the clinician’s
review. However, the results of the current study show that the use of Bayer images can
positively enhance the frame reduction system performance when compared to using the
interpolated images. This was confirmed by applying the new frame reduction system to
30,000 frames in both image formats (interpolated and Bayer format). These 30,000 frames
were reduced to 2999 frames when using full colour and 1839 frames when using the Bayer
images. This represents a total reduction score of 90% using full-colour images and 93.87%
using Bayer images.
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The frame reduction system using CSS method and Bayer images outperforms existing
systems which rely on extracting local and global features from successive frames in their
interpolated full-colour format to identify the most similar frames for reduction [100, 101,
106, 136, 199].
The new frame reduction system is able to work on the entire recorded images, unlike
previous approaches which focused on reducing a specific portion of the capsule recorded
long videos such as those showing bubbles [199] or those which show bleeding [101].
Significant reduction ratios and reduced computational time were achieved with the new
system when compared to interpolated images and, importantly, no reduction in pathological
detection sensitivity.
The new frame reduction system can accelerate the processing time of an abnormality
detection system which could reduce the clinician’s total viewing time.
6.2.2 Abnormality detection system for viewing time reduction
Chapter 4 set out to develop an angioectasia detection system under the hypothesis that
utilizing Bayer images would produce better feature extraction for a bleeding-based
abnormality detection system. The most important task for detecting an object within an
image is to extract the features that best represent that object. This task is difficult to
undertake without first segmenting the region of interest to reduce the rate of error.
Developing a segmentation algorithm requires strong characteristics in the object. These may
include the shape, edges or colour texture characteristics. Angioectasia detection poses
unique difficulties due to the similarity or the abnormality with normal GI tract tissue. It was
hypothesised that the change of colour texture between different regions of an image would
be valuable in distinguishing angioectasia. The colour information of angioectasia was
identified to be somewhat different than that of intestinal bleeding. Thus, the current study
explored the existing colour texture analysis approaches to determine the best combination to
form a feature vector representing angioectasia, the most common causative reason for
bleeding within the GI tract. A two-stage angioectasia segmentation (TSAS) method was
developed for segmenting the angioectasia from the normal regions of the images. The core
difference between the TSBS described in the previous section and the TSAS methods
described here were the colour models that combined to generate a segmentation method for
each specific abnormality. This was possible due to the difference between the bleeding and
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the angioectasia colour representation. The TSAS was applied to Bayer images as well as the
interpolated images for comparison.
The TSAS was less complex and faster than the methods reported in the literature which have
relied on either developing algorithms based on region growing and thresholding approaches
[105, 155] or based on the traditional approaches of statistical feature extraction [156].
Identifying the start point of the region growing or direct statistical approaches is quite
difficult without robust characteristics that can separate the angioectasia regions from the
other regions in the image. Because angioectasia occurs due to damage to blood vessels
within the in the small bowel and the colon [157], it does not have such defining
characteristics (shape, edges or other structural or statistical characteristics).
The TSAS method is a combination of a CIE-Lab model with an opening morphological
approach and thresholding for the first stage and a combination of the Karhunen-Loeve and
YIQ colour models with morphological approaches and thresholding in the second stage. The
first stage of the TSAS method was capable of highlighting the angioectasia with only small
amounts of unwanted regions while the second stage eliminated a considerable amount of
those unwanted regions. TSAS simplifies the task for classification using linear combinations
between thresholding values for the statistical measures of contrast, entropy, and the standard
deviation.
In assessing the performance of the angioectasia detection system, the TSAS method was
applied to a video with 6000 WCE images containing numerous frames with angioectasia
(previously identified by a specialist gastroenterologist. The angioectasia detection system
was able to achieve high detection sensitivity measures of 100% for both Bayer and fullcolour images. However, higher accuracy measures were achieved when using Bayer images
over full-colour images. Bayer images were able to achieve specificity of 97.18%, accuracy
of 97.18% and F1-score of 98.57%. Another positive outcome of the system was that it
highlighted images that included regions of high similarity to the pathology in addition to all
of the frames that had been identified by the gastroenterologist.
The results provide further support for the hypothesis that the use of the images in their
original Bayer format can enhance the accuracy performance of a computer-aided system
better than the interpolated images which are currently utilised in capsule endoscopy frame
reduction, bleeding and angioectasia abnormality detection systems.
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6.3 Internal locomotion mechanism for capsule retention
In response to the clinicians’ suggestions in the survey questionnaire discussed in chapter
two, chapter 5 was designed to determine the feasibility of developing a locomotion system
to address the issue of capsule retention while meeting the capsule swallowability and safety
constraints. Previous studies have investigated various internal and external methods to
control the capsule movement but not specifically for capsule retention.
Limited research was found that has designed a specific locomotion system to release the
capsule from the retention, addressed in the literature as a drawback of the current capsule
endoscopy technique [165-167]. Although many studies have proposed methods to identify
and allocate the position of the capsule within the GI tract in case of retention[166-169],
limited research has described methods to release the capsule from the small intestine without
a surgical operation [167, 170]. The existing external and internal mechanisms have proposed
to steer or control the movement of the capsule. All of the existing studies were found to face
limitations of swallowability size, power source capacity or safety risks.
A new internal capsule retention release (ICRR) mechanism proposed in the current study
was designed to address the constraints of both existing internal and external locomotion
systems. The new locomotion mechanism utilises a second capsule, designed to
accommodate the required locomotion mechanism within the same physical dimensions as
the current capsules (27mm×11mm). Magnets of the same size were inserted in both capsules
to achieve coalescence between the two capsules. The latching between the two capsules was
effective at a maximum distance of 3 cm.
The ICRR mechanism overcomes the problem of size constraints of the existing internal
locomotion systems which have relied on the bioinspired mechanisms using adhesive
material materials such as shape memory alloy (SMA), polymer or piezoelectric for
performing the process of pushing the adhesive material toward and away from the GI tract
tissue. ICRR outperform the long-time actuation requirements of the SMA and the
swallowability size requirement of the polymer and piezoelectric mechanisms.
The ICRR contains a smooth threaded rotary cap on the opposite end of the second capsule
that can be rotated using a two-phase stepper motor controlled by a Bluetooth system that
was redesigned to fit inside the new capsule. This is a superior controlling mechanism when
compared to the existing external locomotion systems which work on transferring power or
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transferring an electromagnetic field into an internal coil or magnet [171, 172, 174]. These
systems use inductive power systems and face size limitation or generate large magnetic
fields to perform the steering mechanism. This places the human tissue at risk of damaging.
It was also observed that the inductive power systems struggle to overcome the natural
contraction force of the GI tract and the associated mucus increment. The movement of the
capsule within the GI tract is unsteady which make the controlling of the capsule movement
using the inductive power system hard.
Using only one 30mAH battery, the stepper motor of the ICRR mechanism was able to work
continuously for up to 35 minutes. This could be extended with additional batteries and it was
noted that the torque of the motor increased when a discrete operation mechanism was used.
It is proposed that this mechanism might result in interaction with the human peristaltic
movement, causing an expansion in the region which accommodates the capsule. This may
result in the gut wall releasing the capsule. This mechanism, however, requires future
evaluations in a living animal or a biological model replication the human GI tract. This was
outside the scope of the current study.
Getting the human body to interact with the main capsule without utilizing the second capsule
was also investigated. A vibration coin-type motor was incorporated into the main capsule
with a tiny Bluetooth control system. The coin-type motor was able to work for a minimum
of five minutes using one 30mAH battery. This mechanism did not fit within the current
capsule dimensions and the proposed ICRR using the stepper motor appears to be the more
optimal approach to address capsule retention.
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Chapter 7

Conclusion and future works

This dissertation has investigated the importance of developing systems for three main
objectives in order to enhance the performance of the current capsule endoscopy. These
systems included, firstly, the development of a near-lossless compression system that was
acceptable to clinicians for medical diagnosis and to allow a low complexity circuit. This
saved power can then be directed into implementing a more efficient imaging device for
higher image quality. A simplified structure conversion method was developed into this
compression system to investigate the hypothesis of possibly utilising the high similarity
between the green pixels of a Bayer format capsule image to recover the omitted green pixels
to reduce the complexity of the structure conversion technique. The optimised difference
approach was also developed into the compression system which allowed better optimisation
between the image quality and the compression ratio. A total compression of 5:1 was
achieved using the established system. This was accomplished in two stages, in the first stage
a compression ratio of 4:3 was achieved by applying the simplified structure conversion
(SSC) method, developed in this study. In the second stage, a compression ratio of 4:1 was
achieved by applying the optimised difference approach (ODA) which also developed in the
current study in combination with the Golomb-Rice encoder. A compression ratio (CR) of
6.18 was achieved by applying the compression system on the testing images from wireless
capsule endoscopy (WCE). The assessment of the compression system was based on
subjective and objective measures. The objective assessment was done by computing the
peak signal to noise ratio (PSNR) and the mean of the structural similarity index matching
(MSSIM). A PSNR value of 44.52681dB and MSSIM value of 0.996746 were achieved by
applying the developed compression system on the standard testing images from a wireless
capsule endoscopy (WCE). The subjective assessment was done by employing 18 clinicians
to answer a questionnaire that consisted of four questions, three to comparing videos and
images in their original format with those processed with the new compression system and
one question was set out to determine the clinician’s preferences for future research
objectives. To increase the validity of this assessment, the participants were blinded to which
video or image was original or processed. The questions that were set out to assess the quality
of the images and videos processed with the new compression system resulted in 82%
clinician’s acceptance that the images were of high quality for clinical diagnosis, with 86%
rated as no difference from before processing with the developed compression system. These
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assessment results confirmed the ability of the new compression system to produce images
that are acceptable to clinicians. Based on the survey fourth question results it was
recommended that future work should focus mostly on reducing the viewing time of a
practitioner to detect an abnormality by developing a computer-aided system to help them in
this detection. Another objective that scores second highest preference of the surveyed
clinicians was to focus on developing a locomotion system that would enhance the
performance of the capsule endoscopy.
It was shown that the use of the images in their original Bayer format that is hypothesised in
the current study makes several contributions to the current literature. First, the hypothesis
was confirmed by looking at the considerable enhancement in the performance of the
developed computer-aided frame reduction system, which was developed to reduce the time
spent by a practitioner in inspecting the images resulting from the capsule examination. This
system relied on similarity measures acquired using various colour models and structural
features generated using a local binary pattern method modified in the current study to suit
the utilisation of the Bayer images. A maximum reduction ratio of 93.87% was achieved by
the proposed frame reduction system when applied to a PillCam-SB3 capsule endoscopy
video using Bayer images. This resulted in a reduction from 30000 down to 1839 frames. The
system was also able to achieve a reduction of 90% (down to 2999 images) when utilising
full-colour images generated with the traditional interpolation. The quality of images
produced by both methods did not affect bleeding detection sensitivity when compared to the
original images reviewed by the specialist. Taken together, these findings suggest a role for
the Bayer image utilisation in promoting the performance of a system for more robust frame
similarity evaluation for reduction. The frame time reduction system using Bayer images is
an optimal approach, achieving significant reduction ratios, reduced computational time when
compared to interpolated images and, importantly, no reduction in bleeding detection
sensitivity.
The utilization of Bayer images, in combination with the colour segmentation methods
developed in the current study, was able to significantly enhance the performance of the new
systems for angioectasia detection. The angioectasia detection system was developed using a
two-stage segmentation method. The first stage in the two-stage segmentation method was
done by combining the CIE-Lab model with an opening morphological approach, and
thresholding. The second stage utilised the Karhunen-Loeve and YIQ colour models with
morphological approaches and thresholding. These stages were able to eliminate a
150

considerable amount of unwanted regions that simplify the task of classification to be of
linear combinations between thresholding values for the statistical measures of contrast,
entropy and the standard deviation. Two videos of 6000 WCE images containing frames with
angioectasia were utilised in the development and the assessment of the angioectasia
detection system, one video was employed in the training of the developed detection system,
and the other video was utilised in the testing part. The utilization of Bayer images instead of
interpolated images achieved an increase in the performance of the proposed system with
high measures of sensitivity (100%), specificity (93.34%), accuracy (93.35%) and a relation
between the precision and recall score (F1-score) of 96.55% recorded. An interesting result
from the developed angioectasia detection system is that it was not only able to detects all the
frames that have been identified by a gastroenterologist to contain the pathology but also
detect other images that include regions of high similarity to the pathology.
The findings in this study provide a new understanding of the importance of utilizing the
capsule’s images in their Bayer format. Thus, it is recommended that further research should
be undertaken in assessing the proposed hypothesis of utilizing Bayer images instead of
interpolated images in the development of polyps, ulcer, tumour and any necessary computeraided system.
The present study was also designed to determine the feasibility of developing a new internal
capsule retention release (ICRR) mechanism that can solve the problem of capsule retention
while meeting the capsule swallowability and safety constraints. In the development of the
ICRR, a new capsule model was designed and implemented to test the proposed capsule
retention release mechanism using two types of motors. These are a 2-phase stepper motor
and a coin-type vibration motor. These motors were controlled by a nRF51x822 Bluetooth,
which was reconfigured to fit within the small dimensions of the new capsule model. The
proposed second capsule latching mechanism was achieved at the minimum distance of 3 cm.
The stepper motor was able to stay running for about 25 minutes while shorter operating time
was obtained by the utilization of the coin-type vibration motor that was tested to investigate
the possibility of securing locomotion system within the main capsule without the use of a
second capsule. Thus, it can be concluded that the possibility of obtaining such a capsule
retention release system is feasible for limited time operation only. This is because the
proposed locomotion system is meant to be used only in the event of capsule retention, which
perhaps requires shorter time than running the locomotion for the entire capsule examination
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period. Therefore, the small portion of power saved using the image compression system
developed in the current study may be utilised for such a low power capsule release system.
However, several limitations to the pilot capsule retention release mechanism proposed in
this study need to be acknowledged. In the investigation for the feasibility of developing a
locomotion system to solve the capsule retention, the biological environment including the
peristaltic movement was missing. The experiments were carried out
Notwithstanding these limitations of the proposed locomotion system, the study suggests that
future research should focus on obtaining a more reliable environment using perhaps a live
animal to assess the mechanism in the real world. A smaller Bluetooth circuit that can be
fitted inside the main capsule or to increase the power capacity of the proposed locomotion
mechanism should also be investigated.
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Appendix.2

Links containstheclinician’sassessment survey

This survey was developed by author of this thesis using Survey Monkey to measure the validity of
the image compression system developed in chapter two of this thesis.

https://www.surveymonkey.com/r/Preview/?sm=d0qBCuxDmWC_2BDWxOMCRFSn7V_2
Fz94cXJRDqDuIckmJcOKhaqS65aODvZL_2B9ecPnoC
To validate the result and confirm the authenticity of our research, the survey results can be
viewed via the following link:
https://www.surveymonkey.com/results/SM-ZCB82JMFL/
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