The current best efort approach to Quality of Service in the Internet can no longer satis& a diverse variety of customer service requirements, because of which there is a need for alternative strategies. A promising approach for dealing with this problem is a method called Load Distribution Scheme (LOS) which dynamically adjusts traflc load at the network boundary based on feedback from the network. In order to fairly share available resourCes among individual flows, the load distribution scheme relies on a message exchange protocol which in certain cases may cause significant overhead in the system. In this paper, we examine the issues related to the problem of the message overhead in the LDS, propose solutions to the problem, and evaluate these solutions through simulation in OPNET.
Introduction
The current approach to providing Quality of Service in the Internet is no longer adequate because of the increasing emergence of applications with diverse customer service requirements. As people become willing to pay more for services that satisfy their application needs, the one-servicefor-all approach of today's Internet will become obsolete, creating a need for alternative strategies. In order to tackle this problem, a number of service differentiation models have been proposed. Integrated Unfortunately, these schemes often fail to provide proper service differentiation or may not be applicable to current networks. For example, Differentiated Services model may fail to provide fair resource allocation and fair service degradation during periods of congestion [9, 19,21, and 231 because of static resource allocation. Integrated Service approach, on the other hand, guarantees per-flow QoS but does not scale well to large networks due to per-flow information stored in the network core. The proportional service differentiation model does not violate relative guarantees under any network condition. However in this model, the lack of mechanisms for limiting the amount of data injected into the network can reduce the absolute level of QoS below user expectations [6-81.
We believe that one way to deal with this problem is to introduce a load distribution scheme (LDS) [ 11 -131 at the network boundary. The main objectives of the load distribution scheme are to satisfy minimum per-flow QoS guarantees and to fairly distribute excess resources among the flows. In particular, the LDS guarantees that each active flow in the network will receive at least its minimum requested amount of bandwidth.
In this paper, we extend work published in [ll -131
and further study the performance of the LDS under more realistic conditions. In particular, we examine the behavior of the LDS in a network with a large number of small flows.
Since the LDS relies on a message exchange protocol to distribute QoS requirements among individual nodes, it is expected that in a network with a large number of small flows the control message overhead will be proportional to the number of active flows. Subsequently, in such cases the message exchange protocoI of the LDS might cause too much overhead in the system and would raise scalability concerns.
In this paper, we introduce a technique for reducing the total number of control message generated upon activation or termination of a flow. This approach, which we call message aggregation, merges multiple control messages into a single packet. We examine how effectively message aggregation reduces the overhead of the control message exchange and study its influence on the resource allocation by the LDS.
The rest of the paper is organized as follows. Section 2 provides a definition of fairness and an overview of the message exchange protocol of the LDS. In Section 3 we introduce the idea of message aggregation and we present its evaluation through simulations with OPNET in Section 4. Section 5 provides a related work overview and finally we conclude in Section 5.
The LDS Overview and Definition of Fairness
In order to satisfy minimum per-flow guarantees and to provide fair resource allocation the load distribution scheme relies on the network feedback and admission control. When a new flow activates, the boundary node probes the network 0-7803-7893-8/03/$17.00 0 2003 IEEE to determine if the new flow could be admitted into the network without violation of the minimum QoS requirements of the currently active flows. In this paper we will not discuss admission control. However, we imply that a new flow can enter the network only if there are enough resources to satisfy minimal QoS requirements of all the flows in the domain. Figure 1 illustrates the idea of the LDS. As the figure shows, traffic enters the network domain at the boundary router' B1, traverses the network in some fashion, and then exits this network domain at the boundary router B2. When a new flow activates or terminates, the boundary node advertises the change in the QoS requirements on the path. If congestion arises, the core routers distribute the aggregated QoS requirements through the congestion notifications sent to the network boundaries. Based on this feedback, the boundary routers fairly adjust the amount of traffic admitted into the domain. In order to determine a permissible sending rate of a flow, each boundary node maintains a Requested Load Range, RLR = lb,, B, 1, for the flows that enter the network domain through it. Apow's RLR consists of two values: a minimum rate, b , , below which the flow cannot operate normally and the maximum rate, B , , that the flow can utilize. The flow's sending rate, R , , is limited by its IUR and lies within this requested range. Throughout the paper we will often refer to numerous definitions of the RLR aggregates, which we define as follows.
In addition to the flow RLRs, each ingress node keeps track of the path RLRs. The path RLR, [ b; ,; ] , or the RLR of the ingress node i on the path P , is a load range where b,Pcorresponds to the sum of the minimum requested rates of the flows that originate from the ingress node i and traverse the path P , while B, ' is the sum of the corresponding requested maximum rates. Using f +, p to denote that flow f traverses path P , we define the path RLR as follows: The message exchange protocol consists of three distinct phases. During the first phase, called path probing, the ingress node attempts to learn about the current state of a path or to learn the path itself if the route to the flow's destination is unknown. The probe messages collect the current arrival rate of the traffic and the aggregated interface IUR for each traversed link. The probe messages are generated either periodically or when a new flow is activated. Periodic probing is used to determine if the ingress node can increase its sending rate on the path. In the presence of excess bandwidth, the ingress node increases transmission rates of the flows that travel on the corresponding path proportionally to the individual flow's FUR. The path probing initiated due to the flow activation determines if the new flow can be admitted into the network.
Admission of a newly activated flow into the network or a flow termination initiates the second phase called the RLR change phase. The purpose of this phase is to update the interface RLRs along the flow's path. If the admission of the new flow causes congestion anywhere along the path, then the ingress node initiates the third phase, called the Rate Reduction Phase. During the third phase congested interfaces notify ingress nodes to slow down. Upon arrival of the congestion notification message the ingress nodes compute their corresponding fair shares and adjust transmission rates of individual flows accordingly. A special case occurs when the ingress node that transmits data at the rate higher than its fair share due to the presence of the excess bandwidth on the path, receives a congestion notification. In this case, the ingress node might not need to reduce the transmission rate to its fair share. Instead, the ingress node reduces its rate proportionally to the RLR change on the path.
The message exchange protocol uses the following message types. In the first phase, ingress nodes generate PROBE packets and receive results of the path probing via PROBE-REPLY messages. In the second phase, ingress nodes advertise changes using RLR-CNG packets. CN and CN-CORE messages are used during the rate reduction phase to convey information about congested interfaces to the ingress and core nodes respectively.
Message Aggregation
The load distribution scheme relies heavily on the message exchange protocol to distribute the interface and the aggregated interface RLR among the boundary nodes. In a network with a small number of flows, the overhead due to the message exchange protocol of the LDS is negligible as reported in [12 and 131. In such networks, the major cause of the overhead is the periodic path probing. Since the probe messages are infrequent and their sizes are significantly smaller than the average size of the data packet, the total overhead due to the control messages is very small. However, in a network with a large number of small flows that activate and terminate very frequently, the LDS scheme will constantly remain in the RLR change phase of the message exchange protocol. As a result, the ingress nodes would generate the RLR-CNG packets for each flow activation or termination, which may cause a significant overhead. Furthermore, numerous RLR-CNG messages may cause frequent changes of the congestion status in the network, which would subsequently result in additional overhead due to congestion notification messages.
The key to reduction of the message exchange overhead is to limit the number of the RLR-CNG messages. To do that, the boundary nodes should combine frequent updates of the RLR information by carrying the information about the multiple requests for flow activation or termination in a single RLR-CNG message. We will call this technique message aggregation.
It should be noted that if the boundary nodes do not generate an RLR-CNG message upon each flow activation or termination, then the interface and aggregated interface information stored in the network core would not be accurate, which in turn may influence the fairness of the LDS. In fact, the message aggregation technique reduces the overall overhead due to the control messages at the cost of violating strict guarantees of the fair resource distribution of the LDS. Because of that, we conclude that the ingress node's fair share on that path is one of the parameters that determine if the flow's request for activation or termination could be aggregated in subsequent RLR-CNG messages.
Let us consider the situation when the boundary node i receives a request from the flow f to be activated on the path P , with the bottleneck link k . In this case, the boundary node i should compute and compare its fair shares on the path P , for the case when the RLR-CNG message was generated and when the flow's request was aggregated (e.g. RLR-CNG message was not generated):
where, &aiR F S ,~ is the fair share of the ingress node i on the path P in the case when the ingress node advertises E R change on the path and -R FS; is the fair share of the ingress node i on the path P when the flow's request was aggregated. It should be noted that if the request for the flow activation was aggregated then the flows that follow the path P receive the amount of resources slightly below their corresponding fair shares. On the contrary, if the request for the flow termination was aggregated, then the flows that follow the path P receive the amount of resources slightly above their corresponding fair shares. If the deviation from the flow's fair share is within an acceptable range, then the node i should aggregate the flow's request in the subsequent RLR-CNG messages. Otherwise the ingress node i should initiate the RLR change phase. This is an example of the simplest message aggregation policy that relies only on the ingress node's fair shares to determine if the flow's request could be aggregated. However, the boundary nodes are allowed to implement more complex message aggregation policies that would include the network status or other parameters in the decision making process.
terminates at time 250 seconds, and travels to Destination 1. The duration of the simulation was 500 seconds.
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Simulation Setup
To study and evaluate the performance of message aggregation, we performed a simulation study using the OPNET network simulator [17]. The goal of the simulation study was to examine how the message aggregation technique influences the overhead in the system as well as to investigate its effects on the fairness of the LDS. In order to study how the message aggregation influences the fairness of the resource distribution in the network, we introduce a new term called degree of fairness defined as follows.
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Figure 2. Simulation Topology
We will refer to the fair shares of the boundary node i on the path p at the time ;with and without the message aggregation as m~s p (~) and ~s p (~) , respectively. Then, the degree of fairness of the boundary node i on the path p at the t i e z is defined as:
It should be noted that with this definition, a high degree of fairness (e.g. more than 95%) indicates that the resources are shared fairly among the flows, while a low degree of fairness indicates unfair sharing.
To study the performance of the message aggregation we used the topology of Figure 2 that shows the flow's activatiodtermination schedule and the point of destination for each flow. For example, the flow of Source 1 activates at time 185 seconds and travels to node Destination 4, while the flow of source 3 activates at time 160 seconds, All the video traffic in the simulation is bi-directional; however, in order to avoid unnecessary confusion we will not discuss video traffic that travels from the boundary nodes Edge 4, Edge 5, and Edge 6 to their corresponding destinations. 
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Load Distribution Using LDS
Let us examine the bandwidth allocation by the LDS in greater detail. The load distribution among ingress nodes for the scenario defined by Figure 2 and Table 1 is shown in Figures 3 -5. . .
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At time It should be noted that throughout the simulation each active flow receives an amount of bandwidth that is within its requested load range. Furthermore, the per-flow bandwidth allocation in the network satisfies (within small error limits) the fairness criteria defined by equation 5. In the next section we examine the influence of the message aggregation on the fairness of the load distribution by the LDS.
Evaluation Of The Message Aggregation
To evaluate the message aggregation technique and its influence on the fairness of the load distribution, we implemented the following aggregation policies for the scenario of Figure 2 . As mentioned before, the goal of the message aggregation is to reduce the total number of control messages WR-CNG) generated upon the flow activation or termination. The following message aggregation rules specify under what conditions the RLR-CNG message should be generated and when it should be aggregated. We examined the reduction in the total number of RLR-CNG messages and the variation of the degree of fairness at the ingress node Edge 1 by changing the value of the aggregation threshold from 30% to 80%. Each scenario was executed 10 times and the averaged results presented in Figures 6 -9. As expected, the reduction in the total of the RLR-CNG messages increases while the degree of fairness decreases as the aggregation threshold becomes larger. When the aggregation threshold increases, a larger number of flow requests are being aggregated, as a result of which fewer RLR-CNG messages are generated. Subsequently, the core nodes contain and advertise a less accurate value of the aggregated interface RLR, which influences the accuracy of the load distribution and causes the degree of fairness to decrease (implying less fairness).
OOL
Simulation results collected for the simulation topology of Figure 2 showed that the message aggregation significantly reduces the total number of the RLR-CNG messages generated. In the best case, when the aggregation threshold was set to 80%, the message aggregation technique reduced the total number of RLR-CNG messages by almost 80%. At the same time, the average degree of fairness during simulation was only 98.4%, which means the allocation bandwidth values did not deviate much from the optimally fair load distribution.
However, the reduction of the total control load due to message aggregation was significantly lower as shown in Figure 8 . In the best case, when the aggregation threshold was set to 80%, the total load reduction was only 8%.
Nevertheless, as Figure 9 shows, the total load of the control messages consistently decreases as the aggregation threshold is increased. We observed such a small reduction in the amount of the control traffic because the simulation of Figure 2 was configured with a relatively small number of FTP flows. On average, during the simulation there were only 300 flow activation requests by the FTP sources. As a result, the PROBE messages were the dominant contributor to the total control load in the network. Since the goal of the message aggregation is to reduce the total number of RLR-CNG messages, its effects on the reduction of the total control load are very small, only 4% --8%. In the scenario where the total number of the flow activation requests is significantly larger, the RLX-CNG messages would dominate the control load and thus the message aggregation would significantly reduce the control load overhead.
It should also be noted that although the average degree of fairness varied between 99.6% and 98.4%, in certain instances during the simulation its value reached as low as 87%. Figure 10 shows the frequency distribution of the degree of fairness values during the simulation with the aggregation threshold set to 80%. Figure 10 shows that the degree of fairness reaches low values very infrequently and remains in that state for a very short time. For example, value of the degree of fairness is lower than 90% only 0.66% of the time, while it varies between 90% and 95% only 8.47% of the time. As a result, we believe that such behavior of the LDS due to message aggregation is acceptable. we cannot be sure that all the sources will behave as requested. Thus neither of these approaches provides protection against denial-of-service attacks. On the contraq, the load distribution scheme that we have introduced deals with trustworthy boundary nodes that would adjust sending rates regardless of the user behavior and thus mitigates the possibility of misbehaving sources launching a denial-ofservice attack.
The problem of admission control [lo, 15-16] and controlled-load services [24] is somewhat related to the load distribution issues discussed in this paper. However they address a slightly different problem of determining when a new flow could be accepted into the network, while the LDS examines the problem of how to fairly distribute resources among the sources in order to accommodate the new flow's request.
Conclusions
In this paper we examined performance of the LDS in a network that contains a large number of small flows and introduced a message aggregation technique for reducing the control load overhead. The message aggregation reduces the total number of RLR-CNG control messages at the cost of violating the fairness requirements of the resource distribution. Simulation results reported that the LDS provides a fair and efficient resource allocation in the network with a large number of small flows. Furthermore the message aggregation is capable of significantly reducing the total number of IUR-CNG messages at the small cost of less than 2% of average deviation fiom the optimally fair load distribution.
Although the message aggregation showed very promising results, it should not be used in networks where the dominant part of the message exchange overhead comes from the periodic path probing. In this case, the message aggregation technique would be ineffective. Furthermore, simulation results showed that the overhead due to the periodic path probing is very insignificant, less than 0.1 % of the total load. As a result, the message aggregation should be used only in networks where the RLR-CNG messages due to flow activation/ termination dominate control load overhead.
