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Resumen
Este trabajo presenta un sistema de control basado en optimizacio´n semidefinida con el
fin de mejorar la respuesta transitoria del sistema de potencia considerando medicio´n de a´rea
amplia. Se garantiza estabilidad porque se incluyen restricciones basadas en el me´todo de
Lyapunov. El modelamiento matema´tico del sistema esta´ basado en el modelo de 2 orden
de la ma´quina ele´ctrica. Se asume disponibilidad de mediciones de frecuencia y a´ngulo en
tiempo real por medio de unidades de medicio´n sincrofasorial.
Se realizaron pruebas sobre dos sistemas de potencia considerando diferentes escenarios
de carga. Se demostro´ la capacidad de la metodolog´ıa para generar un control robusto.
Finalmente se incluyeron restricciones asociadas al sobrepaso sobre la variable de control
para condiciones iniciales estrictas dentro de un elipsoide permanente.
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Cap´ıtulo 1
Introduccio´n
En la actualidad el operador independiente del mercado colombiano (XM) tiene un modelo
de optimizacio´n uninodal basado en ofertas, el cual permite determinar el despacho de menor
costo, esto es, la potencia generada por cada una de las unidades generadoras del pa´ıs. Dado
que este despacho es ideal, este punto de operacio´n puede que no garantice factibilidad con
respecto a las restricciones del sistema real. Es por esto que XM realiza ajustes al programa
de despacho ideal buscando un punto de operacio´n cercano que garantice el cumplimento de
todas las restricciones del sistema, incluidas las restricciones de estabilidad [CREG 025-1995].
Recientemente se ha demostrado la aplicabilidad de la optimizacio´n convexa, y en espe-
cial de la programacio´n semidefinida, para resolver problemas cla´sicos de sistemas ele´ctricos,
tales como el flujo de carga o´ptimo y el despacho econo´mico. La programacio´n semidefinida
es eficiente en problemas altamente complejos como los afrontados durante la operacio´n de
los sistemas ele´ctricos. Igualmente, es un modelo convexo que permite garantizar el o´ptimo
global. De otro lado, la programacio´n semidefinida es altamente atractiva para incluir res-
tricciones de estabilidad de pequen˜a sen˜al e incluir los eigenvalores del sistema en el modelo
de optimizacio´n.
Por otro lado las redes inteligentes constituyen un cambio de paradigma en la operacio´n
y control de los sistemas ele´ctricos modernos. E´stas surgen como respuesta a la incorpora-
cio´n de nuevas tecnolog´ıas tales como las fuentes de energ´ıa alternativa no convencionales y
los veh´ıculos ele´ctricos entre otras. Debido a la complejidad de estos problemas, se requiere
desarrollar una investigacio´n de largo plazo que permita afrontar los retos asociados a la
operacio´n de estos sistemas.
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Con el fin de dar una solucio´n al problema ya descrito, en esta investigacio´n se desarrolla
un modelo matema´tico y una te´cnica de control basada en optimizacio´n semidefinida que
permite mejorar la estabilidad y garantizar as´ı que el sistema opere correctamente. Con la
ayuda de los medidores sincrofasoriales se puede determinar el estado del sistema en tiempo
real, informacio´n que influye en la ejecucio´n del control de a´rea amplia que se desarrolla en
funcio´n de mantener la estabilidad del complejo sistema de potencia.
1.1. Planteamiento del problema
La estabilidad de un sistema de potencia es la propiedad de mantener en un estado de
equilibrio operacional bajo condiciones normales y de recuperar un estado de equilibrio acep-
table despue´s de haber sido perturbado [1].
Una condicio´n necesaria para que el sistema de potencia sea estable es la de mantener el
sincronismo entre las ma´quinas generadoras. Esto se debe a que los sistemas de potencia
dependen de ma´quinas s´ıncronas para la generacio´n de energ´ıa ele´ctrica.
La frecuencia esta´ relacionada con la potencia activa; un cambio en demanda de potencia
activa en un punto se refleja en el sistema como un cambio en frecuencia. La demanda de po-
tencia presenta un comportamiento variable en el muy corto plazo, a pesar de ser predecible
a mediano plazo, as´ı mismo se desconoce el comportamiento de la frecuencia. La operacio´n
satisfactoria de un sistema de potencia se logra manteniendo la frecuencia casi constante.
Controlando la frecuencia se asegura constancia en la velocidad de los motores s´ıncronos y
de induccio´n.
La regulacio´n de frecuencia ha llevado al desarrollo de gobernadores de velocidad de la
turbina, los cuales permiten control ra´pido de la frecuencia y de la potencia de salida del
generador. Por lo tanto el generador s´ıncrono viene equipado de dos controles automa´ticos
para la regulacio´n del voltaje en terminales de la ma´quina y la frecuencia/potencia en la
turbina, estos son el regulador de voltaje automa´tico (AVR) y el estabilizador de potencia
(PSS) .
El riesgo de perder la estabilidad se puede reducir mediante el uso de elementos adicionales
insertados en el sistema para ayudar a suavizar la respuesta dina´mica del sistema. El estabi-
lizador de potencia (PSS) es el dispositivo que proporciona control adicional complementario
al regulador de voltaje automa´tico del sistema (AVR) y/o el gobernador de velocidad de la
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turbina [2]. En este trabajo se quiere analizar la estabilidad del a´ngulo del rotor, por esta
razo´n se habla sobre la inclusio´n de la sen˜al de un PSS en el sistema gobernador de velocidad
de la turbina con el objetivo de mejorar la amortiguacio´n. Sin embargo, el PSS esta´ disen˜ado
para operar de forma local, por tanto en un sistema multima´quina puede que indirectamente
este´ afectando el sistema en otros puntos, puesto que no se consideran las frecuencias oscila-
torias de otras ma´quinas.
En la bu´squeda de una solucio´n global o´ptima que garantice estabilidad se recurre al
control de a´rea amplia (WAC) que esta´ basado en medidores sincrofasoriales que proveen in-
formacio´n de todo el sistema, en tiempo real. Por lo tanto determinar el estado del sistema se
hace de una manera ma´s o´ptima. As´ı mismo se pueden tomar medidas de control teniendo un
mejor manejo sobre las perturbaciones. Se logra un nuevo enfoque hacia el control de estabili-
dad. Se previene la inestabildiad transitoria y se mejora la proteccio´n del sistema de potencia.
Disen˜ar un control de a´rea amplia es una tarea compleja, por tanto la optimizacio´n ma-
tema´tica podr´ıa ser una herramienta adecuada. Sin embargo surge la pregunta sobre como
adaptar los conceptos de optimizacio´n matema´tica al problema, de tal manera que se logre
un control de lazo cerrado.
1.2. Justificacio´n
El control de la frecuencia en sistemas de potencia se clasifica en tres categor´ıas [3].
Primario, secundario y terciario.
El control primario de la velocidad es de cara´cter local y se refiere al control asociado a
la unidad generadora que permite mantener constante la velocidad de la ma´quina, es decir
el gobernador de velocidad.
En el control secundario la operacio´n de los gobernadores de velocidad no es suficiente,
puesto que el sistema de potencia no es aislado, al contrario, esta´ interconectado con otras
a´reas. En un sistema interconectado el control secundario es denominado control automa´ti-
co de generacio´n (AGC). El sistema se divide en a´reas de control que se encargan de dar
respuesta a los cambios de la demanda propia. Por lo tanto los cambios en la frecuencia los
deben asumir, de forma coordinada, las diferentes centrales del sistema agrupadas en a´reas
de control.
La regulacio´n terciara de frecuencia se conoce como la re-localizacio´n de los recursos en
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forma econo´mica una vez se hayan finalizado las acciones de control automa´tico. E´sta re-
gulacio´n se realiza con el fin de mantener la frecuencia dentro de la banda muerta y estar
en condiciones de reaccionar ante un desequilibrio inesperado y transitorio entre la genera-
cio´n y la demanda. Sin embargo, el haber desarrollado un plan para realizar el control de
la frecuencia, que hasta ahora ha funcionado, no significa que no se pueda hacer de una
mejor manera. Para lograrlo es necesario introducir nuevas tecnolog´ıas que permitan tomar
mediciones sincronizadas. Una de las ma´s utilizadas y precisas es la unidad sincrofasorial de
medicio´n (PMU), que proporciona informacio´n fasorial de voltaje y corriente. La sincroniza-
cio´n de alta precisio´n a un tiempo de referencia comu´n se garantiza por medio del sistema
de posicio´n global (GPS).
Con el uso de las PMUs se obtiene informacio´n de distintos puntos sobre el sistema. As´ı
se adquiere una versio´n muy aproximada sobre el estado del mismo. Esto permite determinar
la estabilidad y as´ı mismo tomar medidas de control para mantener la frecuencia constante.
Se intenta resolver el problema usando control basado en un me´todo de optimizacio´n semi-
definida. Control que al recibir la informacio´n entregada por las PMUs, entregue al sistema
la compensacio´n necesaria para mantener su estabilidad ante una perturbacio´n.
La importancia del uso de PMUs en sistemas de control de a´rea amplia se ha incremen-
tado debido a la necesidad de tomar mediciones que permitan observar el estado dina´mico
del sistema ele´ctrico de potencia en tiempo real. Estos medidores proveen informacio´n vital
para el ana´lisis de estabilidad y una clara visio´n de lo que esta´ pasando a trave´s del sistema
de potencia. Recientemente, el aspecto del problema de inestabilidad tiende a ser ma´s com-
plicado, por lo tanto el ana´lisis de estabilidad usando medidores sincrofasoriales de tiempo
real es importante para mantener estable el complejo sistema de potencia [4].
1.3. Objetivos
1.3.1. Objetivo general
Disen˜ar un sistema de control de a´rea amplia usando optimizacio´n semidefinida y consi-
derando mediciones sincrofasoriales.
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1.3.2. Objetivos espec´ıficos
Estudiar conceptos ba´sicos de estabilidad de los sistemas de potencia, el modelo de la
ma´quina s´ıncrona y el control de a´rea amplia.
Formular el problema de estabilidad como una restriccio´n dentro de un modelo de
optimizacio´n usando el me´todo de Lyapunov.
Aplicar te´cnicas de optimizacio´n semidefinida al control de sistemas de potencia.
Implementar el modelo del sistema de potencia y el sistema de control usando MATLAB
y CVX.
Analizar los resultados obtenidos en sistemas de prueba IEEE.
1.4. Estado del arte
La inclusio´n del sistema de medicio´n de a´rea amplia (WAMS) ha cambiado convenien-
temente el proceso de sincronizacio´n y monitoreo de las variables remotas. Esto hace ma´s
factible la implementacio´n de estrategias de control de a´rea amplia, para mejorar la estabili-
dad, incrementar la capacidad de transmisio´n, o realizar flujos de carga o´ptimos [5].
En [6] se exponen los problemas abordados por el control de a´rea amplia, tales como, el
control de las oscilaciones de amortiguamiento, control de tensio´n, proteccio´n de a´rea amplia,
y localizacio´n de fallas. Esto con el objetivo de impulsar la investigacio´n para lograr beneficios
del control de a´rea amplia en sistemas de potencia.
Con el objetivo de amortiguar las oscilaciones entre a´reas y buscando la manera ma´s
eficiente u o´ptima de hacerlo, se han desarrollado te´cnicas que se basan en el uso de disposi-
tivos FACTS [7] y/o te´cnicas que se buscan mejorar el modo de operacio´n existente (PSS).
Se han propuesto diferentes tipos de control de a´rea amplia para minimizar los efectos de
amortiguamiento [8], [9].
En [10], [11], [12] se ha considerado an˜adir como restriccio´n al modo de operacio´n el re-
tardo en las comunicaciones, analizar co´mo se ve afectado el sistema ele´ctrico de potencia y
que rango de retardo se permite para evitar la inestabilidad [13].
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El me´todo de LMI se ha implementado para desarrollar propuestas de control de a´rea
amplia robusto [14], [15], [16] o considerando restricciones del retardo en las comunicaciones
como en algunas referencias. En [16] se presenta una estrategia para el disen˜o del controlador
robusto de a´rea amplia (WRC), para amortiguar las oscilaciones entre a´reas del sistema de
potencia. Utilizando ambas sen˜ales, local y remota sin retardo, como entradas del controlador.
La matriz de ganancia de realimentacio´n se obtiene al resolver una familia de desigualdades
matriciales lineales (LMI). Tambie´n en [17] desarrollan un control de a´rea amplia sobre la
excitacio´n del sistema, incluyen una red de compensacio´n para el retardo en las comunicacio-
nes. El disen˜o del controlador para amortiguar las oscilaciones esta´ basado en inecuaciones
matriciales lineales ”LMIs” (por sus siglas en ingle´s ”Linear Matrix Inequalities”). Algunos
combinan estrategias tal como en [5], donde consideran el tiempo de retardo inevitable en las
sen˜ales de control de realimentacio´n de a´rea amplia transmitidos por el sistema de medicio´n
de a´rea amplia. Aplican el me´todo de inecuaciones matriciales lineales ”LMI” para disen˜ar
el controlador de amortiguamiento suplementario robusto asociado a la l´ınea de HVDC. Di-
cho controlador logra suprimir eficazmente el efecto negativo del retraso de las sen˜ales en la
oscilacio´n de amortiguacio´n.
1.5. Alcance
Este trabajo trata temas de estabilidad de pequen˜a sen˜al, y control de a´rea amplia usando
optimizacio´n semidefinida. Se busca mejorar la respuesta transitoria del sistema de potencia
y garantizar la estabilidad del sistema ele´ctrico de potencia.
1.6. Principales resultados
Existe una amplia bibliograf´ıa sobre el uso de te´cnicas de optimizacio´n semidefinida apli-
cada al problema de evaluacio´n de la estabilidad y disen˜o de controladores en sistemas linea-
les. Esta te´cnica es denominada usualmente como LMI. Sin embargo, gran parte de la base
matema´tica se suele dar por descontada o se trata el problema como una caja negra. Este
trabajo muestra una conceptualizacio´n detallada de la metodolog´ıa, sobre todo en el cap´ıtulo
3, la cual no se encuentra con este grado de detalle y particularizacio´n en ninguna referencia.
Se obtiene un control de a´rea amplia que garantiza estabilidad, implementado en Matlab
usando CVX y considerando restricciones de tipo LMI, para distintos casos de prueba en
donde se comprueba la efectividad del control de a´rea amplia.
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1.7. Estructura del trabajo de grado
El trabajo de grado esta organizado de la siguiente forma. En el Capitulo 2 se expone el
problema de estabilidad y co´mo el control de a´rea amplia con el uso de las PMUs soluciona
dicho problema. El cap´ıtulo 3 presenta los conceptos de optimizacio´n semidefinida y del
ana´lisis de estabilidad, direccionados hacia el control de a´rea amplia usando restricciones
LMI. Posteriormente en el cap´ıtulo 4 se muestran los resultados obtenidos sobre dos sistemas
de prueba considerando ciertas restricciones, tambie´n se compara la respuesta transitoria
del sistema sin control y luego con control de a´rea amplia. Finalmente se presentan las
conclusiones en el Cap´ıtulo 5.
Cap´ıtulo 2
Estabilidad y control de a´rea amplia
Los sistemas ele´ctricos de potencia esta´n sujetos a cambios permanentemente como la
variabilidad de la carga o los cambios medioambientales, entre otros. La operacio´n satisfac-
toria de los sistemas ele´ctricos de potencia esta´ altamente ligado a la capacidad de proveer
un servicio confiable e ininterrumpido a las cargas.
Con el objetivo de brindar un buen servicio, se quiere que siempre se mantengan unas
condiciones operativas. Idealmente, se debe suministrar un servicio a frecuencia y voltaje
constante, esto incluye magnitudes y a´ngulos de los voltajes nodales. Por tanto estas variables
deben permanecer en un rango de tolerancia para poder garantizar la operacio´n satisfactoria
del sistema de potencia.
En este cap´ıtulo se expone a grandes rasgos el concepto de estabilidad, el ana´lisis de
estabilidad transitoria y de pequen˜a sen˜al. Esto con el fin de introducir a el control de a´rea
amplia, se muestra la problema´tica actual y co´mo se facilita la estimacio´n de estado del
sistema con el uso de medidores sincrofasoriales con el fin de realizar control sobre e´ste.
2.1. Estabilidad
La estabilidad de un sistema de potencia, como se dijo en la seccio´n 1.1, es la propiedad
que permite que el sistema de potencia se mantenga en un estado de equilibrio operacional
bajo condiciones normales y de recuperar un estado de equilibrio aceptable despue´s de haber
sido perturbado. Usualmente esta´ relacionada con tres variables: a´ngulo de tensio´n nodal δ,
frecuencia f y voltaje nodal V .
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Para conocer la forma en que reacciona el sistema ante una perturbacio´n y co´mo se ven
afectadas estas variables, se debe realizar un ana´lisis de estabilidad, que permita determinar
si el sistema es estable o no.
El ana´lisis de estabilidad se clasifica en: i. Estabilidad del a´ngulo de voltaje nodal δ; ii.
Estabilidad de frecuencia f ; y iii. Estabilidad de la magnitud de los voltajes nodales V [2].
As´ı mismo la estabilidad de tensio´n y a´ngulo se clasifica en: i. Estabilidad de pequen˜a sen˜al
y ii. Estabilidad transitoria.
Este trabajo se centra en el ana´lisis de estabilidad del rotor δ, ya que el intere´s es garantizar
que la velocidad de las ma´quinas s´ıncronas permanezca casi constante, es decir mantener
el sincronismo del sistema de potencia teniendo en cuenta que todo el tiempo esta´ siendo
perturbado.
2.1.1. Estabilidad transitoria
El ana´lisis de estabilidad se categoriza segu´n el tipo de perturbacio´n. Si se trata de
una perturbacio´n que dura mucho tiempo o que modifica considerablemente el sistema, por
ejemplo un cortocircuito en una l´ınea de transmisio´n, la pe´rdida de un gran generador o
una carga considerable, entonces debe hacerse un ana´lisis denominado ana´lisis de estabilidad
transitoria. Este tipo de estabilidad es influenciado por caracter´ısticas no lineales del sistema
de potencia. Este tipo de problemas se solucionan mediante te´cnicas anal´ıticas como el me´todo
de a´reas iguales para sistemas sencillos y con me´todos nume´ricos como el me´todo de Euler, de
Rung-Kutta (R-K), entre otros. Los me´todos de energ´ıa y los basados en Lyapunov tambie´n
son ampliamente utilizados.
2.1.2. Estabilidad de pequen˜a sen˜al
Si se trata de una perturbacio´n de corta duracio´n o magnitud, tal como los cambios
constantes en la carga y si las ecuaciones que describen la respuesta del sistema pueden ser
linealizadas para el ana´lisis, entonces se dice que se puede realizar un ana´lisis de estabilidad
de pequen˜a sen˜al. La estabilidad de pequen˜a sen˜al es definida en [1] como la habilidad del
sistema de potencia de mantener el sincronismo cuando es sometido a pequen˜as perturbacio-
nes.
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El ana´lisis de estabilidad de pequen˜a sen˜al usando te´cnicas lineales provee informacio´n
valiosa acerca de las caracter´ısticas dina´micas propias del sistema de potencia [1]. Otro punto
a destacar es que mientras el sistema puede ser operado incluso si e´ste es transitoriamente
inestable, el ana´lisis de estabilidad de pequen˜a sen˜al es necesaria en todo momento [18].
Este es el ana´lisis en el que se va a enfocar esta tesis, por tal razo´n ma´s adelante en la
subseccio´n 3.2.3 se exponen los me´todos de ana´lisis de estabilidad de pequen˜a sen˜al segu´n
Lyapunov.
2.2. Control de a´rea amplia
Las nuevas tecnolog´ıas abren la puerta a la bu´squeda de soluciones ma´s efectivas ante
los problemas de estabilidad. El uso de medidores que proporcionan informacio´n de todo el
sistema en tiempo real, facilita la operacio´n de los sistemas ele´ctricos de potencia, pues ante
una contingencia se espera poder reaccionar con rapidez.
Pensando en un sistema multima´quina en donde constantemente el sistema de potencia
es perturbado y la estabilidad se debe garantizar todo el tiempo, se desarrolla una estrategia
de control que teniendo en cuenta la informacio´n de todo el sistema pueda asegurar la esta-
bilidad del sistema ele´ctrico de potencia.
El control de a´rea amplia (WAC) por sus siglas en ingle´s (Wide Area Control), ofrece una
nueva perspectiva sobre los controles actuales. Esta´ basado en medidores sincrofasoriales que
proveen informacio´n en tiempo real, de puntos estrate´gicos sobre el sistema. De esta manera
se puede determinar el estado aproximado del sistema y verificar la estabilidad. Al detectar
algu´n cambio que evidencie inestabilidad, este control estar´ıa en capacidad de realizar una
realimentacio´n al sistema, que permita que e´ste se estabilice nuevamente.
2.2.1. Medidores sincrofasoriales
Es necesario hablar de los dispositivos que hacen posible la adquisicio´n de datos en tiempo
real, los medidores sincrofasoriales. Ya que e´stos hacen posible la determinacio´n de estado,
el ana´lisis y la ejecucio´n del control sobre el sistema.
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Las unidades medidoras sincrofasoriales PMU por sus siglas en ingle´s (Phasor Measure-
ment Units) son los dispositivos que permiten calcular los a´ngulos en los diferentes puntos
del sistema de potencia. Las PMU muestrean las ondas de voltaje y la corriente y calculan
los valores de secuencia positiva de las tres fases. La caracter´ıstica clave de las medidas es
que el muestreo de datos y los ca´lculos son precisamente sincronizados con el sistema de po-
sicionamiento global (GPS). El GPS es en la actualidad una fuente unidireccional de tiempo
y de frecuencia. Los fasores deben tener la misma referencia de tiempo para sus a´ngulos; por
ende, las mediciones sincronizadas con el GPS permiten la alineacio´n exacta de los datos [19].
El problema de inestabilidad tiende a complicarse cada vez ma´s, ya que el sistema de
potencia con el paso del tiempo va aumentando cada vez ma´s, es decir se hace ma´s dif´ıcil
obtener informacio´n sobre e´ste y analizarlo se convierte en una tarea ma´s compleja. Por lo
tanto el ana´lisis de estabilidad usando medidores sincrofasoriales de tiempo real aporta in-
formacio´n valiosa cuando se quiere mantener estable el complejo sistema de potencia.
En [20] proponen un me´todo de evaluacio´n de estabilidad de medio plazo con la ayuda
de los medidores sincrofasoriales (PMUs) con el propo´sito de captar el feno´meno de pe´rdida
de sincronismo. Usan las PMUs en cada terminal de los generadores para obtener medidas
sincronizadas de voltaje y corriente y con esto estimar los voltajes internos de los generadores.
Verifican el l´ımite de estabilidad asumiendo una ma´quina conectada a un barraje infinito,
calculando el flujo de potencia activa y la diferencia de a´ngulos δ prefalla y posfalla.
La figura 3.1 representa un sistema de potencia donde las PMUs ubicadas en ciertos puntos
sobre el mismo, especialmente donde esta´n los generadores, brindan informacio´n acerca del
sistema de potencia, informacio´n que sera´ enviada al centro de control, donde se realizan las
acciones correctivas que deban tomarse y finalmente hacer la realimentacio´n.
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Figura 2.1: Sisitema de control de a´rea amplia usando PMUs.
2.3. Modelo de la ma´quina s´ıncrona
Un sistema es un conjunto de elementos f´ısicos que actu´an juntos para lograr un objetivo.
En el ana´lisis de sistemas es necesario desarrollar un modelo, el cual se crea usando la es-
tructura del sistema y las leyes f´ısicas fundamentales que gobiernan los elementos del mismo.
En sistemas muy complejos los modelos matema´ticos normalmente no tienen un cara´cter
universal sino que representan algunas caracter´ısticas espec´ıficas que son de intere´s.
Las ma´quinas s´ıncronas son las encargadas de la generacio´n de energ´ıa ele´ctrica. Se hace
necesario modelar matema´ticamente el funcionamiento de esta ma´quina, de tal manera que
los ca´lculos realizados se aproximen a la verdadera operacio´n del generador.
La ma´quina s´ıncrona puede ser descrita teniendo en cuenta muchas consideraciones, en
este trabajo se describe mediante el modelo de segundo orden. En [2] puede encontrarse la
demostracio´n para llegar al siguiente modelo:
M
d
dt2
∆ω2 = PM − PE −D∆ω (2.1)
dδ
dt
= ∆ω (2.2)
Donde:
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M es el coeficiente de inercia.
PM es la potencia meca´nica.
PE es la potencia ele´ctrica.
D es el coeficiente de amortiguamiento.
No´tese que PE es en realidad una funcio´n no lineal de δ
PE = Vi
2Gii +
N∑
j=1;j 6=1
ViVj[Bijsen(δi − δj) + cos(δi − δj)]
Sin embargo es posible establecer una relacio´n linealizada tal y como en el flujo de carga
asumiendo tensiones constantes.
∆PE = H∆δ (2.3)
Reorganizando las ecuaciones 2.1, 2.2 y 2.3 y en forma matricial se tiene:[
∆δ˙
∆ω˙
]
=
[
0 1
−H
M
−D
M
] [
∆δ
∆ω
]
+
[
0
1
M
] [
PM
]
(2.4)
Esta ecuacio´n constituye el modelo linealizado que puede ser aplicado a un sistema mul-
tima´quina. En este caso, las variables de estado son X = [∆δ,∆ω]T , mientras que la variable
de control es la potencia meca´nica PM .
2.3.1. Modelo de la turbina
Las turbinas son usadas casi exclusivamente para proveer la potencia meca´nica de entrada
al generador. En un sistema de potencia, el generador s´ıncrono normalmente es impulsado
por la turbina, ya sea de gas, de vapor o hidroturbina. Cada turbina viene equipada con un
sistema de control de velocidad que provee los medios para que e´sta arranque hasta alcanzar
la velocidad nominal y opere con la potencia de salida requerida [2].
Se presenta el modelo simplificado de la turbina de vapor. La figura 2.2 muestra el diagra-
ma de bloques que describe a la turbina para que pueda ser agregada al modelo del sistema
que ya se tiene. Donde T representa la constante de tiempo del gobernador de velocidad, y
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U es la sen˜al de control.
Figura 2.2: Modelo de la turbina.
De esta manera el sistema completo se puede representar como se observa en la figura 2.3.
Figura 2.3: Modelo del sistema de potencia en control de a´rea amplia.
En donde se muestra un sistema generalizado del cual se toman mediciones sobre los gene-
radores, mediciones adquiridas por las PMUs y que se comparan con una referencia, para que
el error entre estas dos sen˜ales sea el valor que va a entrar en la caja ”WAC”que representa
el control de a´rea amplia que debe ser disen˜ado. Finalmente e´sta u´ltima entregara´ las sen˜ales
de entrada U al gobernador de velocidad de cada uno de los generadores involucrados. De
esta manera se hace control de frecuencia sobre los generadores garantizando la estabilidad
del sistema de potencia.
Matema´ticamente, se tiene:
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u
(
1
TS + 1
)
= Pm
u = PmTS + Pm
1
T
u = P˙m +
1
T
Pm
P˙m = − 1
T
Pm +
1
T
u
Al agregar el modelo de la turbina al de la ma´quina, se obtiene:
∆δ˙
∆ω˙
∆P˙m
 =

0 1 0
−H
M
−D
M
1
M
0 0 −1
T


∆δ
∆ω
∆P˙m
+

0
0
1
T
[∆U] (2.5)
La matriz de estados puede tener modos de operacio´n inestable. Sin embargo, mediante
un control de a´rea amplia se obtiene un sistema multivariado en lazo cerrado de la forma:
∆U = [K][∆x] (2.6)
en donde la matriz [K] debe ser determinada de forma o´ptima.
2.3.2. Control en los generadores
Los generadores s´ıncronos a lo largo de los u´ltimos an˜os han sido equipados con controles
locales para garantizar tensio´n y velocidad constante (frecuencia). El encargado de regular la
tensio´n en terminales de la ma´quina se conoce como AVR por sus siglas en ingle´s (Automatic
Voltage Regulator). As´ı mismo el PSS (Power System Stabilizer) es el encargado de propor-
cionar el amortiguamiento a la ma´quina cuando lo requiera, de esta manera se controla la
velocidad de la ma´quina y por lo tanto la frecuencia, manteniendo el sincronismo. El PSS
proporciona control adicional complementario al (AVR) y/o el gobernador de velocidad de
la turbina, en este trabajo interesa hacer control sobre la potencia meca´nica de las unidades
generadoras, no hacer control sobre la excitacio´n, por esta razo´n se particulariza en la ope-
racio´n del PSS aplicado al gobernador de velocidad.
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Las constantes de tiempo del gobernador de velocidad introducen un cambio de fase entre
las oscilaciones en la velocidad ∆ω y la potencia meca´nica de la turbina. El PSS puede ser
disen˜ado de tal manera que a la frecuencia de las oscilaciones del rotor e´ste compense el
cambio de fase introducido por el gobernador de velocidad y por lo tanto el PSS forzara´
cambios en la potencia meca´nica ∆Pm que esta´n en fase con ∆ω y segu´n la ecuacio´n del par,
provee amortiguamiento [2].
Estos controles de la ma´quina operan de manera local, pues van ligados a cada generador,
y segu´n el tipo de generador estara´n configurados con distintos para´metros para lograr el ob-
jetivo. Por ser controles locales los PSS so´lo controlan la ma´quina al que esta´n conectados, y
en un sistema multima´quina, puede que al controlar la velocidad de la ma´quina correspon-
diente este´n afectando indirectamente en otro punto del sistema a otra ma´quina. Por esta
razo´n se dice que el disen˜o de un PSS para un sistema multima´quina puede ser complejo,
pues no se consideran las frecuencias oscilatorias de otras ma´quinas. Por lo tanto se busca
una alternativa que sea o´ptima para aplicarla sobre el sistema multima´quina.
El control de a´rea amplia es una estrategia de control que opera en funcio´n de la infor-
macio´n que obtiene. Tienen en cuenta las frecuencias oscilatorias de todas las ma´quinas de
un sistema y garantiza estabilidad, dando solucio´n a la problema´tica que presentan los PSS
ante un sistema multima´quina.
Cap´ıtulo 3
Control usando optimizacio´n
semidefinida
La optimizacio´n es un me´todo para determinar los valores de las variables de una funcio´n
objetivo para que el resultado sea el mejor posible. La funcio´n objetivo en algunos casos se ve
afectada por otras funciones que la restringen, entonces las variables a encontrar no pueden
tomar cualquier valor, el a´rea de bu´squeda de los o´ptimos se reduce y las variables deben
pertenecer a esta a´rea para que se logre el objetivo.
3.1. Programacio´n semidefinida SDP (Semidefinite Pro-
gramming)
Es un modelo de optimizacio´n donde la funcio´n objetivo es lineal y las restricciones in-
volucran combinaciones afines de matrices sime´tricas que deben ser semidefinidas positivas.
A pesar de que los programas semidefinidos son mucho ma´s generales que los programas
lineales, e´stos no son dif´ıciles de resolver. La mayor´ıa de me´todos de puntos interiores para
programacio´n lineal han sido generalizados para programas semidefinidos. Como en progra-
macio´n lineal, estos me´todos tienen los peores casos de complejidad polinomial y sin embargo
se desarrollan bien en la pra´ctica.
De forma general la SDP en [21] considera el problema de minimizar una funcio´n lineal
17
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de una variable x ∈ Rm sujeto a una desigualdad matricial.
minimize cTx
subject to F (x) ≥ 0, (3.1)
Donde
F (x) , Fo +
m∑
i=1
xiFi (3.2)
El vector de datos del problema es c ∈ Rm y m + 1 matrices F0, ..., Fm ∈ Rn×n, la sen˜al
de inecuacio´n en F (x) ≥ 0 significa que F (x) es semidefinida positiva.
Un programa semidefinido es un problema de optimizacio´n convexa, el cual a su vez es
un problema de optimizacio´n convexa es uno en el cual el objetivo y las restricciones de
desigualdad sean convexas, lo que significa que satisfacen la desigualdad 3.3. Igualmente las
funciones de igualdad son afines.
fi(αx+ βy) ≤ αfi(x) + βfi(y) (3.3)
Para todo x, y ∈ Rn y todo α, β ∈ R con α+β = 1, α ≥ 0, β ≥ 0. Se aprecia que la conve-
xidad es ma´s general que la linealidad: la desigualdad sustituye a la igualdad ma´s restrictiva,
y la desigualdad so´lo debe ser existente para ciertos valores de α y β. Dado que cualquier
programa lineal, por tanto, es un problema de optimizacio´n convexa, se puede considerar que
la optimizacio´n convexa es una generalizacio´n de la programacio´n lineal [22].
De otro lado, LMI es una te´cnica de control que permite resolver problemas de optimiza-
cio´n convexa. Ofrece formulaciones nume´ricas que permiten resolver problemas que no tienen
solucio´n anal´ıtica. Surge en muchos problemas de teor´ıa de control lineal robusto, control es-
toca´stico, identificacio´n, entre otros, ya que reducir un problema al modelo de LMI puede ser
una solucio´n pra´ctica al problema. Otra razo´n es que muchas restricciones de disen˜o tienen
formulaciones en te´rminos de inecuaciones en lugar de ecuaciones matriciales.
En este trabajo de grado se asume que todas las variables son medibles sobre el sistema
de potencia con la ayuda de los medidores sincrofasoriales que deben estar ubicados sobre
todos los generadores. Algunas de estas variables son calculadas a partir de la informacio´n
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que realmente miden las PMUs, es decir el voltaje y la corriente en forma fasorial como se
dijo en la subseccio´n 2.2.1. Tambie´n se asume que no hay retardo en la sen˜al, lo que facilita
la obtencio´n de los para´metros requeridos para realizar control.
La figura 3.1 muestra el tipo de control que se desarrolla en este trabajo. Hay dos ge-
neradores de los cuales se extrae informacio´n mediante las PMUs, es decir las variables de
estado X ma´s espec´ıficamente: ∆δ, ∆ω y ∆PM , estas medidas son enviadas a la caja K donde
se buscara´ una matriz de realimentacio´n K que garantice estabilidad segu´n las condiciones
dadas, y con e´sta se puede realizar la realimentacio´n a partir de las variables de control u
que son Mn, donde n es el nu´mero de generadores que tenga el sistema. Cabe notar que se
miden varias sen˜ales de entrada y as´ı mismo se obtienen varias sen˜ales de salida, es decir es
un sistema de control MIMO (Multiple input, multiple output).
Figura 3.1: Sistema de control.
3.2. SDP en control
La representacio´n matema´tica de un sistema de potencia es un modelo no lineal y variante
en el tiempo. Por lo tanto hacer control sobre e´ste, se convierte en un problema complejo,
es por esto que se desea, para facilitar los ca´lculos, transformar el problema en uno convexo,
pues encontrar una solucio´n a este tipo de problemas, como ya se menciono´ anteriormente,
es relativamente ma´s sencillo. Se utiliza SDP para encontrar el valor o´ptimo de la matriz
de realimentacio´n del sistema de control, de esta manera se involucra la optimizacio´n en el
control de sistemas de potencia. Igualmente, como se vera´ mas adelante, la SDP permite
incluir restricciones robustas.
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3.2.1. Espacio de estado y Variables de estado
El estado del sistema y las variables de estado son te´rminos importantes al momento de
formular un modelo del mismo. El estado del sistema describe las condiciones de funciona-
miento del sistema. Las variables de estado se definen como el mı´nimo conjunto de variables
u´nicas que definen el estado del sistema [2].
El estado de un sistema representa la mı´nima cantidad de informacio´n acerca del sistema
en cualquier instante de tiempo t0, para que su comportamiento futuro se pueda determinar
sin la referencia de entrada antes de t0.
El comportamiento de un sistema dina´mico tal como un sistema de potencia, se pue-
de describir por un conjunto de n ecuaciones diferenciales de primer orden [1] que siendo
linealizadas son ecuaciones de la forma:
x˙(t) = A · x(t) +B · u(t) (3.4)
y˙(t) = C · x(t) (3.5)
Donde
x(t) es el vector de estado del sistema de dimensio´n n.
y(t) es el vector de salida de dimensio´n m.
u(t) es el vector de entrada de dimensio´n r.
A es el estado o matriz de la planta de taman˜o nxn.
B es el control o matriz de entrada de taman˜o nxr.
C es la matriz de salida de taman˜o mxn.
3.2.2. Eigenvalues (Valores propios)
Los Eigenvalues son un conjunto especial de escalares asociados a un sistema de ecuaciones
lineales que son en algunos casos conocidos como ra´ıces caracter´ısticas, valores caracter´ısticos
o valores propios.
La determinacio´n de los eigenvalues y eigenvectors de un sistema es muy importante en
a´reas de ingenier´ıa y f´ısica, donde es equivalente a la diagonalizacio´n de la matriz y se emplea
en aplicaciones como el ana´lisis de estabilidad o pequen˜as oscilaciones de sistemas vibrantes.
CAPI´TULO 3. CONTROL USANDO OPTIMIZACIO´N SEMIDEFINIDA 21
Un nu´mero λ se dice que es un eigenvalue de la matriz A si hay un vector columna distinto
de cero w que satisface
Aw = wλ (3.6)
cada uno de los vectores w se conoce como right eigenvector (vector propio derecho) asociado
con el eigenvalue λ.
La ecuacio´n 3.6 puede ser reescrita como
(A− λI)w = 0 (3.7)
donde I es la matriz identidad y 0 es un vector de ceros. La equacio´n 3.7 tiene una solucio´n
no trivial w 6= 0 si y so´lo si
det(A− λI) = 0 (3.8)
Los valores de λ los cuales satisfacen la ecuacio´n son conocidos como eigenvalues de la
matriz A, y la ecuacio´n 3.8 se conoce como la ecuacio´n caracter´ıstica de A [1].
3.2.3. Ana´lisis de estabilidad de pequen˜a sen˜al
Se llama desigualdad F (x) ≥ 0 a una desigualdad matricial lineal (LMI ”Linear matrix
inequality”) y el problema 3.1 un programa semidefinido.
En la teor´ıa de Lyapunov [23] se muestra que la ecuacio´n diferencial
d
dt
x(t) = Ax(t) (3.9)
es estable (ej, todas las trayectorias convergen en cero) si y so´lo si existe una matriz definida
positiva P tal que
ATP + PA < 0 (3.10)
El requerimiento P > 0, ATP + PA < 0 es lo que ahora se llama inecuacio´n de Lyapunov
en P, la cual es una forma especial de un LMI. Las LMIs que surgen en la teor´ıa de control
de sistemas de potencia pueden formularse como problemas semidefinidos que son soluciona-
bles mediante un software que permita considerar restricciones semidefinidas y que adema´s
garantice convexidad, por ejemplo la herramienta de software de Matlab, CVX (que es la
usada en este documento) no permite evaluar problemas que no sean convexos, es requisito
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indispensable [22].
En 1892, Lyapunov presento´ dos me´todos para determinar la estabilidad de sistemas no
lineales y/o invariantes en el tiempo.
Primer me´todo de Lyapunov:
La estabilidad de pequen˜a sen˜al de un sistema no lineal es dado por las ra´ıces de la
ecuacio´n caracter´ıstica del sistema, ej. por los eigenvalues de A. El ana´lisis de los eigenvalues
de A proporciona informacio´n valiosa respecto de las caracter´ısticas de estabilidad del sistema.
Cuando los eigenvalues tienen parte real negativa, el sistema original es asimpto´tica-
mente estable.
Cuando al menos uno de los eigenvalues tiene parte real positiva, el sistema original es
inestable.
Cuando los eigenvalues tienen parte real igual a cero, no es posible decir nada en general.
Segundo me´todo de Lyapunov o el me´todo directo:
Se trata de determinar la estabilidad directamente por medio de funciones las cuales son
definidas en el espacio de estado. Al cumplir con ciertos criterios pueden garantizar que un
sistema es estable o asimpto´ticamente estable, a saber:
1. Existe un campo escalar V : Rn → R que debe ser definido positivo, V (x) > 0.
2. En el punto de equilibrio x = 0, el campo escalar V (x) debe ser igual a cero, V (0) = 0.
3. Su derivada total con respecto a x debe ser semidefinida negativa V˙ ≤ 0
La ecuacio´n 3.4 es estable si hay una funcio´n V (x) definida positiva tal que su derivada
total con respecto a la ecuacio´n 3.4 sea semidefinida negativa.
V (x) > 0
V (0) = 0
V˙ (x) =
(
∂V
∂x
)
x˙ ≤ 0
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As´ı mismo, el sistema representado por la ecuacio´n 3.4 es asimpto´ticamente estable si hay
una funcio´n V (x) definida positiva tal que su derivada total con respecto a la ecuacio´n 3.4
sea definida negativa.
V (x) ≥ 0
V (0) = 0
V˙ (x) =
(
∂V
∂x
)
x˙ < 0
A continuacio´n se demuestra que existe una funcio´n escalar V que permite realizar control
garantizando estabilidad del sistema.
3.2.4. Estabilidad cuadra´tica
Una clase de funciones escalares que juegan un papel importante en el ana´lisis de estabi-
lidad basado en el segundo me´todo de Lyapunov es la forma cuadra´tica. Teniendo el sistema
3.4 y adema´s suponiendo que u = Kx donde K ∈ Rnu×n, se produce la realimentacio´n en
lazo cerrado. La matriz K es llamada ganancia de realimentacio´n de estado.
x˙(t) = (A+BK) · x(t) (3.11)
El sistema 3.11 se dice que es cuadra´ticamente estabilizable (por realimentacio´n de variables
de estado) si existe una ganancia K tal que en lazo cerrado el sistema sea cuadra´ticamente
estable [23].
El sistema x˙ = A · x+B · u es cuadra´ticamente estable si y so´lo si existe una funcio´n de
Lyapunov de la forma:
V = XTPX (3.12)
Tal que cumpla con los 3 criterios antes descritos.
Se muestra paso a paso el desarrollo algebraico para llegar a la restriccio´n deseada, as´ı:
V˙ = X˙TP + PX˙ < 0
= XT (A+BK)TP + P (A+BK)X < 0
(A+BK)TP + P (A+BK) < 0
P−1(A+BK)TP + (A+BK) < 0
P−1(A+BK)T + (A+BK)P−1 < 0
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Si P > 0 entonces P−1 > 0, y haciendo un cambio de variable Q = P−1 se obtiene:
Q(A+BK)T + (A+BK)Q < 0
QAT +QKTB + AQ+BKQ < 0
Esta ecuacio´n tiene multiplicacio´n de las variables, por lo tanto es no lineal. Para resolver
esto se define Y = QK entonces Q > 0, y K = Y Q−1.
QAT + Y TB + AQ+BY < 0
Finalmente la restriccio´n es lineal, pues las inco´gnitas no quedan multiplicandose unas
con otras.
AQ+QAT +BY + Y TBT < 0 (3.13)
la cual es un LMI en Q y Y . Adema´s el sistema es cuadra´ticamente estable si y so´lo si
existe Q > 0 y Y tal que la ecuacio´n 3.13 sea va´lida.
El problema de optimizacio´n resultante es:
minimize f
subject to AQ+QAT +BY + Y TBT < 0
Q > 0
la funcio´n objetivo f puede ser arbitraria (siempre que sea convexa), en este caso so´lo nos
interesan las restricciones pues son las que garantizan estabilidad.
3.2.5. Complemento de Schur
El complemento de Schur en la teor´ıa de matrices esta´ definido as´ı: se supone una matriz
M, que esta´ compuesta por submatrices A, B, C y D, donde D es invertible.
M =
(
A B
C D
)
Luego el complemento de Schur del bloque D de la matriz M es:
M/D = A−BD−1C
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La condicio´n del complemento de Schur para que sea definido positivo, o semidefinido positivo
es: M es semidefinida positiva si y so´lo si D y M/D son semidefinidos positivos.
D ≥ 0⇔ M ≥ 0, M/D = A−BD−1C ≥ 0
La aplicacio´n ma´s importante del complemento de Schur se realiza en me´todos de pro-
gramacio´n cuadra´tica para la optimizacio´n con restricciones no lineales, pues se requiere la
solucio´n de una secuencia de subproblemas de programacio´n cuadra´tica estrechamente re-
lacionadas. El me´todo facilita el desarrollo del ca´lculo. Adema´s garantiza, por ejemplo, la
caracterizacio´n de matrices sime´tricas semidefinidas positivas, as´ı como se mostro´ anterior-
mente.
3.2.6. Restricciones sobre la sen˜al de control
Se considera una matriz M dada por:
M =
(
1 XT
X Q
)
entonces su complemento de Schur con respecto a Q sera´: M/Q = 1−XTQ−1X.
Q es definida positiva, y M es semidefinida positiva si y so´lo si su complemento de Schur
con respecto a Q es semidefinido positivo, as´ı:
Si Q > 0, M ≥ 0⇔ M/Q = 1−XTQ−1X ≥ 0
La estabilidad cuadra´tica puede definirse en te´rminos de elipsoides invariantes (”Holdable
ellipsoids”) [23].
Se define el elipsoide
ε =
{
X ∈ Rn|XTQ−1X ≤ 1} , Q−1 ≥ 0 (3.14)
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Figura 3.2: Condiciones iniciales restringidas por el elipsoide ε.
Este elipsoide puede interpretarse como un conjunto en el cual se expresan consideracio-
nes iniciales Xo como se muestra en la figura 3.2
La definicio´n anal´ıtica del elipsoide ε corresponde al complemento de Schur de la matriz:(
1 XT
X Q
)
≥ 0 (3.15)
De otro lado, cuando se conoce la condicio´n inicial, se puede encontrar un l´ımite superior
en la norma de la sen˜al de control u(t) = Kx(t). Se escoge Q > 0 y Y que satisfacen la
restriccio´n 3.13 y adicionalmente 1−X(0)TQ−1X(0) ≥ 0.
Como el sistema es estable con funcio´n de Lyapunov
V (x) = XTQ−1X y V˙ (x) ≤ 0
si Xo ∈ ε entonces x(t) seguira´ en el elipsoide siempre que cumpla la restriccio´n LMI ade-
cuada al teorema de Lyapunov, es decir la ecuacio´n 3.13.
Se quiere limitar la sen˜al de control ‖u‖ ≤ µ. Por lo tanto:
(KX)T (KX) ≤ µ2
(Y Q−1X)T (Y Q−1X) ≤ µ2
XTQ−1Y TY Q−1X ≤ µ2
µ2 −XTQ−1Y TY Q−1X ≥ 0
1−XT (Q
−1Y TY Q−1
µ2
)X ≥ 0 (3.16)
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Se define Z−1 as´ı :
Z−1 =
Q−1Y TY Q−1
µ2
(3.17)
La ecuacio´n 3.17 inclu´ıda en 3.16 queda as´ı:
1−XTZX ≥ 0 (3.18)
No´tese que la ecuacio´n 3.18 se puede representar como:(
1 XT
X Z
)
≥ 0
Lo cual a su vez corresponde al elpisoide:
εz =
{
X ∈ Rn|XTZ−1X ≤ 1}
Este nuevo elipsoide tiene que estar contenido en el elipsoide ε dado por 3.14 ya que se tomo´
como punto inicial un x ∈ ε. Esto se muestra graficamente en la figura 3.3.
Figura 3.3: Elipsoide εz contenido en el elipsoide ε.
De esta observacio´n se puede concluir que:
Q−1 − Z−1 ≥ 0
Q−1 − Q
−1Y TY Q−1
µ2
≥ 0
Q− Y T
(
1
µ2
)
Y ≥ 0 (3.19)
La ecuacio´n 3.19 es el complemento de Schur de:(
Q Y T
Y µ2I
)
≥ 0 (3.20)
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Por lo tanto la restriccio´n ‖u(t)‖ ≤ µ se cumple para todo momento t ≥ 0 si las inecuaciones
matriciales (LMIs) 3.15, 3.20 se cumplen.(
1 x(0)T
x(0) Q
)
≥ 0
(
Q Y T
Y T µ2I
)
≥ 0 (3.21)
Se puede extender al caso donde x(0) esta´ en un elipsoide. Por ejemplo suponiendo que
se necesitara que la ecuacio´n 3.21 se cumpla para todo ‖x(0)‖ ≤ 1.
Para lograr la condicio´n ‖x(0)‖ ≤ 1, el elipsoide εI =
{
X ∈ Rn|XTX ≤ 1} debe estar
contenido en el elipsoide 3.14, as´ı como se observa en la figura 3.4.
Figura 3.4: Elipsoide εI contenido en el elipsoide ε.
Por lo tanto se deben cumplir las restricciones dadas por la ecuacio´n 3.22:
Q ≥ I,
[
Q Y T
Y T µ2I
]
≥ 0 (3.22)
donde Q > 0 y Y satisfacen la condicio´n de estabilidad 3.13.
3.3. Control de a´rea amplia usando SDP
Teniendo en cuenta el modelo de la ma´quina y su linealizacio´n, como se mostro´ en la
seccio´n 2.3, se consideran distintos casos de control de a´rea amplia para mostrar que utilizando
programacio´n semidefinida se puede encontrar solucio´n al problema de ana´lisis de estabilidad.
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3.3.1. Caso 1
En un principio se quiere probar que se puede encontrar una matriz de realimentacio´n K,
que permita realizar control garantizando estabilidad sobre un sistema de prueba. Se garanti-
za estabilidad al cumplir con los tres criterios del segundo me´todo de Lyapunov explicado en
3.2.3, es decir involucrando las restricciones de la estabilidad cuadra´tica como se vio´ en 3.2.4.
Se implementa en matlab la optimizacio´n convexa mediante una herramienta del software
llamada CVX, la cual permite agregar las restricciones ya mencionadas buscando la matriz
de realimentacio´n K que sea o´ptima para la solucio´n del problema. Esta matriz para este
caso puede tomar cualquier valor, lo que interesa por el momento es probar que existe un
control que garantice estabilidad de las variables de estado.
El objetivo de estas restricciones se muestra esquema´ticamente en la figura 3.5.
Figura 3.5: Esquema representativo del objetivo del caso 1.
Las restricciones LMI asociadas a este caso son:
minimize 0
subject to AQ+QAT +BY + Y TBT < 0
Q > 0
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3.3.2. Caso 2
Al igual que en el caso anterior se busca una matriz de realimentacio´n K, sin embargo
ahora se considera que los valores que pueda tomar la matriz este´n restringidos por un l´ımite,
entonces los eigenvalues se mueven a partir de un valor deseado h. As´ı como se puede observar
en la figura 3.6.
Las restricciones LMI asociadas a este caso son:
minimize 0
subject to AQ+QAT +BY + Y TBT + 2hQ < 0
Q > 0
Donde h es el valor al que se quiere desplazar el l´ımite.
El objetivo de este caso se muestra esquema´ticamente en la figura 3.6.
Figura 3.6: Esquema representativo del objetivo del caso 2.
3.3.3. Caso 3
En los casos anteriores se alcanzan valores muy grandes de la matriz de realimentacio´n
de la sen˜al de control, que se mostrara´n ma´s adelante en la seccio´n de los resultados. Lograr
implementar estos valores en un sistema real, f´ısicamente no es posible. Entonces se busca
limitar la sen˜al de control, pues cuando se conoce la condicio´n inicial se puede encontrar un
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l´ımite superior para la norma de la sen˜al de control, y por tanto se logra encontrar una matriz
K que f´ısicamente sea posible.
Se impone la restriccio´n de la realidad, pues los valores encontrados en los casos anterio-
res esta´n fuera de lo posible. Entonces se halla una matriz de realimentacio´n que aunque al
igual que en el caso anterior permite que el sistema sea estable, los eigenvalues se mueven en
pequen˜a escala.
Se quiere limitar la sen˜al de control, de la siguiente manera:
‖u(t)‖ ≤ µ (3.23)
Donde µ sera´ el valor al que se va a limitar la sen˜al de control, es decir Pm, y puede tomar
valores hasta la capacidad de cada planta generadora.
Se agregan las restricciones de la ecuacio´n 3.22 para poder encontrar la matriz de reali-
mentacio´n que cumpla con el l´ımite que se le impone a la sen˜al de control.
minimize 0
subject to
AQ+QAT +BY + Y TBT < 0
Q ≥ I[
Q Y T
Y T µ2I
]
≥ 0
Este objetivo se muestra esquema´ticamente en la figura 3.7. Esto se puede entender con
las explicaciones de la seccio´n 3.2.6. La primera gra´fica muestra un eplipsoide ε donde la
condiciones iniciales estara´n contenidas en e´l, siempre y cuando cumplan la restriccio´n de
estabilidad cuadra´tica. El siguiente elipsoide εI hace referencia a la nueva restriccio´n asociada
a la condicio´n inicial ‖x(0)‖ ≤ 1. Y la u´ltima gra´fica es ba´sicamente el objetivo del caso 3,
se quiere limitar la sen˜al de control para que no tenga un sobrepaso mayor a µ.
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Figura 3.7: Descripcio´n gra´fica de las restricciones del caso 3.
3.3.4. Caso 4: Planeamiento del sistema robusto
Ahora se toman varios escenarios donde la carga var´ıa y para cada uno se toma un por-
centaje de la carga total, as´ı como se muestra en la figura 3.8. Para cada escenario de carga se
encuentra una representacio´n matema´tica que describe el sistema, de la forma x˙ = Ax+Bu,
donde B no cambiara´ en ninguno de los casos. Esta matriz depende u´nicamente de los fac-
tores de turbinamiento, como se mostro´ en la ecuacio´n 2.5. De esta forma se obtienen varias
ecuaciones que representan cada escenario y que se agregan como restricciones al modelo de
optimizacio´n. Esto con el objetivo de encontrar una matriz de realimentacio´n K robusta que
considera distintos escenarios de carga.
Figura 3.8: Curva de carga.
El modelo de optimizacio´n considerando las restricciones asociadas a cada escenario de
carga queda como sigue:
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minimize 0
subject to
A(S1)Q+QA(S1)
T +BY + Y TBT < 0
A(S2)Q+QA(S2)
T +BY + Y TBT < 0
A(S3)Q+QA(S3)
T +BY + Y TBT < 0
...
A(Sn)Q+QA(Sn)
T +BY + Y TBT < 0
Q ≥ I[
Q Y T
Y T µ2I
]
≥ 0
3.4. Resumen de los casos
En la tabla 3.1 se consolidan los casos considerados en este trabajo. De tal forma que se
puede observar que cada uno de los casos buscando un objetivo, agrega ma´s restricciones al
modelo de optimizacio´n.
Tabla 3.1: Resumen de los casos.
Caso Objetivo Restricciones
1 Encontrar una matriz K
AQ+QAT +BY + Y TBT < 0
Q > 0
2
Limitar la matriz K,
dado por un eje vertical.
AQ+QAT +BY + Y TBT + 2hQ < 0
Q > 0
3 Limitar la sen˜al de control.
AQ+QAT +BY + Y TBT < 0
Q ≥ I[
Q Y T
Y T µ2I
]
≥ 0
4
An˜adir escenarios de carga distintos,
encontrar una K robusta
AsQ+QA
T
s +BY + Y
TBT < 0
Q > 0
Cap´ıtulo 4
Resultados
Este cap´ıtulo inicialmente presenta la metodolog´ıa usada para obtener el modelo del
sistema. Luego se exponen los resultados de cada uno de los casos ya descritos, separados
por cada sistema de prueba. Tambie´n se realiza ana´lisis sobre la respuesta en el tiempo, esto
con el fin de comprobar el efecto que tiene el control sobre el sistema de potencia.
4.1. Metodolog´ıa
Se realizan pruebas sobre dos sistemas de prueba, el primer sistema de prueba es el sis-
tema de Anderson [24] de 9 nodos, que se muestra en la figura 4.1 y el segundo sistema de
prueba es el IEEE39, que se usara´ ma´s adelante para verificar la funcionalidad de algunos
casos.
A continuacio´n se mostrara´ el procedimiento realizado para que el modelo de cualquier
sistema de potencia quede de la forma X˙ = AX+Bu, se explica en base al sistema Anderson
de 9 nodos, pues es el primer sistema de prueba y as´ı mismo se debe proceder para lograr el
mismo objetivo en sistemas ma´s grandes como el IEEE39.
34
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Figura 4.1: Sistema Anderson de 9 Nodos.
Inicialmente se realiza el flujo de carga para encontrar los voltajes nodales, principalmen-
te de los nodos donde se encuentran las cargas. Con la informacio´n de e´stas, se procede a
modelarlas como impedancias para incluirlas en la YBUS. As´ı como se muestra en la figura 4.2.
El objetivo de este proceso es obtener un sistema donde el nu´mero de nodos sea el mismo
que el de los generadores, en el caso del sistema Anderson son 3 generadores, es decir un
sistema de 3 nodos. Pues al momento de modelar el sistema se deben incluir las ecuaciones
matema´ticas que describen la conexio´n ele´ctrica entre los nodos, es por esto que al hacer la
eliminacio´n de Kron se asegura que el modelo contenga toda la informacio´n del sistema de
potencia, en una forma reducida que esta´ expresada mediante las ecuaciones que describen
las ma´quinas generadoras. En caso de no hacer la reduccio´n de Kron se an˜aden al modelo
las ecuaciones que describen los nodos diferentes a los generadores, es decir las ecuaciones de
potencia nodal, entonces aparecen otras inco´gnitas como los a´ngulos nodales que se vuelven
variables de estado, y que para los propo´sitos de este trabajo, que es realizar ana´lisis de
estabilidad, estas variables no se requieren y hacen ma´s complejo el estudio.
Para lograr el objetivo ya mencionado, el paso siguiente es calcular los voltajes internos
de los generadores, e incluir la inductancia transitoria de cada generador en la YBUS. Final-
mente se hace eliminacio´n de Kron. Y as´ı el sistema es representado en forma reducida como
se muestra en la figura 4.3, donde el nu´mero de nodos es igual al nu´mero de generadores.
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Figura 4.2: Cargas como impedancias.
Figura 4.3: Sistema Reducido
CAPI´TULO 4. RESULTADOS 37
El modelo matema´tico del sistema depende de los 3 generadores, y matricialmente se
representa as´ı:

∆δ˙1
∆δ˙2
∆ω˙1
∆ω˙2
∆ω˙3
 =

0 0 1 0 −1
0 0 0 1 −1
−PE11
M
−PE12
M
−D1
M
0 0
−PE21
M
−PE22
M
0 −D2
M
0
−PE31
M
−PE32
M
0 0 −D3
M


∆δ1
∆δ2
∆ω1
∆ω2
∆ω3
+

0 0 0
0 0 0
1
M
0 0
0 1
M
0
0 0 1
M

PM1PM2
PM3

(4.1)
Despue´s se agrega al modelo la representacio´n de la turbina en su forma ma´s simple, as´ı
como se describio´ en la subseccio´n 2.3.1.
Figura 4.4: Modelo de la turbina agregada al generador.
Entonces el modelo matema´tico del sistema cambia y queda de la siguiente forma:

∆δ˙1
∆δ˙2
∆ω˙1
∆ω˙2
∆ω˙3
˙PM1
˙PM2
˙PM3

=

0 0 1 0 −1 0 0 0
0 0 0 1 −1 0 0 0
−PE11
M
−PE12
M
−D1
M
0 0 1
M
0 0
−PE21
M
−PE22
M
0 −D2
M
0 0 1
M
0
−PE31
M
−PE32
M
0 0 −D3
M
0 0 1
M
0 0 0 0 0 −1
T1
0 0
0 0 0 0 0 0 −1
T2
0
0 0 0 0 0 0 0 −1
T3


∆δ1
∆δ2
∆ω1
∆ω2
∆ω3
PM1
PM2
PM3

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+

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
1
T1
0 0
0 1
T2
0
0 0 1
T3

U1U2
U3
 (4.2)
Ya con el modelo del sistema establecido, se implementa en matlab el me´todo de opti-
mizacio´n convexa buscando una matriz de realimentacio´n K que garantice la estabilidad del
sistema.
A continuacio´n se presentan los resultados de los casos expuestos en la seccio´n 3.3 y se
presentara´n en el siguiente orden:
Los casos 1 y 2 sera´n probados sobre los dos sistemas de prueba, esto con el fin de
verificar el funcionamiento de la te´cnica de control sobre un sistema ma´s robusto como
el IEEE39.
Los casos siguientes 3, 4 y la seccio´n de respuesta en el tiempo sera´ puesto a prueba en
el sistema Anderson de 9 nodos, es decir el primer sistema de prueba, pues se asume
que los resultados encontrados sera´n similares para ambos casos.
4.2. Caso 1
Para el sistema de prueba Anderson de 9 nodos ya mencionado en la figura 4.1. Se encuen-
tra una matriz de realimentacio´n de variables de estado K que garantiza estabilidad, pues
considera las restricciones de la estabilidad cuadra´tica, es decir la ecuacio´n 3.13. Se observa
en la figura 4.5 que los polos se alejan del eje imaginario mucho ma´s que los que tiene el
sistema en condiciones normales.
Los puntos en (*) son los polos del sistema en condiciones normales y las (o) representan
los nuevos polos con la realimentacio´n de las variables de estado.
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Figura 4.5: Polos del sistema - Caso 1.
Este sistema es naturalmente estable desde el punto de vista lineal pero no se puede decir
nada desde el punto de vista no lineal ya que todos los eigenvalues estan sobre el eje imagi-
nario.
Entonces se busca un escenario de operacio´n en el que el sistema sea inestable. Se aumenta
la carga considerablemente y se logra un punto inestable, estos datos se pueden revisar en la
tabla (A.4) en el ape´ndice. Luego se busca estabilizar el sistema haciendo control sobre e´ste.
Es decir se encuentra una matriz K que lo hace posible. Esto se puede observar en la figura
4.6.
Para un segundo sistema de prueba, el sistema IEEE-39. Al igual que en el sistema de
prueba 1 se encuentra una matriz de realimentacio´n K que hace posible controlar este nuevo
sistema de prueba garantizando estabilidad, esto se comprueba verificando los eigenvalues
del sistema.
En la figura 4.7 se muestran los eigenvalues del sistema de prueba 2. Donde se comprueba
que se puede encontrar una matriz K factible para un sistema ma´s grande, como el sistema
IEEE39 de 10 generadores. Y que igualmente los eigenvalues se posicionan mucho ma´s lejos
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Figura 4.6: Polos del sistema - Controlando inestabilidad - Caso 1 ((*) Sistema original, (o)
sistema con control).
que los que tiene el sistema en condiciones normales.
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Figura 4.7: Polos del sistema IEEE39 - Caso 1 ((*) Sistema original, (o) sistema con control).
La tabla 4.1 muestra la matriz de realimentacio´n K transpuesta del sistema Anderson,
sus dimensiones son (3× 8). La matriz K del sistema IEEE39 es de dimensiones (10× 29) y
se encuentra de la misma forma que la que se muestra en la tabla 4.1, sin embargo es muy
extensa para ser mostrada en este documento.
Tabla 4.1: Matriz K’ del caso 1 en condiciones normales.
137,346794 -83,2462277 -252,309429
-87,6881951 247,881463 -148,811368
-7,51010738 -4,87669574 -3,35537203
0,22345555 -6,32602039 -3,75057167
-1,92122954 -0,19083789 -5,44825038
-39,7225868 -24,256766 -28,7799429
20,8471498 -111,809692 -54,3709325
14,1723992 11,6823396 -210,652119
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4.3. Caso 2
Para el primer sistema de prueba, Anderson de 9 nodos, se encuentra una matriz de
realimentacio´n K que ubica los polos a partir de otro eje imaginario cualquiera, en esta
ocasio´n el valor es −2. Como se puede observar en la figura 4.8.
Figura 4.8: Polos del sistema - Caso 2 ((*) Sistema original, (o) sistema con control).
Se desarrolla el mismo procedimiento para el segundo sistema de prueba, donde se en-
cuentra una matriz de realimentacio´n K que corre los polos a partir de otro eje imaginario,
al igual que en el sistema de prueba 1 el eje imaginario es −2,. De todas maneras el usuario
puede ingresar cualquier valor al que quiera mover el eje, esto depende de las restricciones
que se impongan sobre el sistema. Fue probado igualmente para otros valores de h como 5,
8 y 10 y los resultados fueron similares al mostrado en la figura 4.9.
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Figura 4.9: Polos del sistema IEEE39 - Caso 2 ((*) Sistema original, (o) sistema con control).
La tabla 4.2 muestra la matriz de realimentacio´n K transpuesta, pues sus dimensiones
son (3× 8).
Tabla 4.2: Matriz K’ del caso 2.
153,513398 -127,254073 -218,230469
-59,5572587 167,57194 -174,898949
-44,5088047 3,31384969 2,64717142
2,11473394 -29,9719721 -4,62222402
2,00497169 -0,48380377 -22,8339701
-76,6292664 -10,259297 -11,8490476
6,94902217 -130,043612 -32,6320202
21,933858 -34,9492639 -222,184251
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4.4. Caso 3: (Restricciones sobre la sen˜al de control)
En este caso se busca una matriz K que es limitada por la realidad, pues se restringen los
valores que puede llegar a tomar la sen˜al de control. Y por lo tanto los polos no se mueven
tanto como en los casos anteriores, de todas maneras se sigue garantizando estabilidad.
El valor al que se va a limitar la sen˜al de control, as´ı como se menciono´ en la figura
3.7, dependera´ de los criterios del disen˜ador, y de la capacidad de la planta generadora. Los
resultados que se muestran a continuacio´n son para el caso espec´ıfico donde = 0,5pu.
En las figuras 4.10 y 4.11 se muestran los eigenvalues del sistema de prueba 1 y 2 respec-
tivamente. En ambos casos se limita la sen˜al de control u. Se nota que los polos se desplazan
muy poco. Sin embargo ma´s adelante se mostrara´ que la utilidad de este caso no es solamen-
te mover los polos sino garantizar que el sobrepaso de la sen˜al de control no exceda ciertos
valores.
La tabla 4.3 muestra la matriz de realimentacio´n K del caso 3, que al ser comparada con
los casos 1 y 2 se puede notar que su magnitud es ma´s pequen˜a, lo que demuestra que la
sen˜al de control sera´ limitada, como se desea comprobar en este caso.
CAPI´TULO 4. RESULTADOS 45
Figura 4.10: Polos del sistema - Caso 3.
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Figura 4.11: Polos del sistema IEEE39 - Caso 3.
Tabla 4.3: Matriz K’ del caso 3.
3,81E-05 -1,05E-05 6,87E-07
7,81E-07 4,57E-05 1,22E-05
-0,00155702 0,00018195 0,00025216
-7,88E-05 -0,00110632 8,61E-05
-0,00020568 -0,00020212 -0,00097696
-0,02277632 0,00056661 0,00880415
0,01499035 -0,05200475 0,01405686
0,03218166 0,02110193 -0,03408964
4.5. Caso 4: (Matriz Robusta)
Este caso es evaluado en un solo sistema de prueba, el sistema Anderson de 9 nodos, pues
lo que se quiere es comprobar que se puede encontrar una K que incluya distintos escenarios
de carga. Es decir una K robusta. Se encuentra una K que contiene las restricciones asociadas
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a cada caso (los datos esta´n en el ape´ndice en la parte optimizacio´n convexa - Caso 4).
Para obtener la figura 4.12 se grafican los eigenvalues de cada caso sin control (en el
ape´ndice A1, A2, A3, A4 y A5) y con la matriz de realimentacio´n se encuentra para cada
escenario una matriz A nueva as´ı: AA = An+BK, donde An es la matriz de cada escenario
considerado. Y a cada una de estas nuevas matrices tambie´n se les grafican los eigenvalues,
de tal manera que se obtiene en una sola gra´fica los eigenvalues del sistema sin control que se
indican con (*) y los nuevos eigenvalues que se indican con (o), de cada escenario de carga.
As´ı se puede observar como se van moviendo de escenario a escenario los eigenvalues.
Figura 4.12: Polos del sistema - Caso 4.
Se puede observar que todos los eigenvalues se mueven a la izquierda del plano sin im-
portar el escenario de carga al que esta´n asociados.
En la tabla 4.4 se muestra la matriz K transpuesta, pues sus dimensiones son (3× 8).
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Tabla 4.4: Matriz K’ del caso 4 o del sistema robusto
2,84422364 -7,91808703 -4,63830256
-1,92120157 7,98603014 0,04514508
-0,03072669 0,06103332 0,12157254
0,01872804 -0,06249376 -0,09196996
0,0014159 -0,00150634 -0,03119673
-0,74062633 1,10466778 0,71511757
0,89609187 -3,57759138 -1,41002982
0,51836548 -1,4445726 -2,812918
4.6. Respuesta en el tiempo
Se compara la situacio´n sin control, el sistema Anderson de 9 nodos en su operacio´n nor-
mal, con el caso 1. Se busca demostrar que el WAC mejora la respuesta transitoria. En la
figura 4.13 se detectan dos tipos de sen˜ales, una que su tiempo de respuesta es lento y otra
que se estabiliza en menos de 2 segundos. La primera representa las variables de estado del
sistema en condiciones normales ∆δ, ∆ω y ∆PM , es decir sin control. La segunda muestra que
al ejercer control de a´rea amplia sobre el sistema de potencia, mejora el tiempo de respuesta.
La figura 4.14 al igual que en la figura 4.13 muestra el tiempo de respuesta del sistema.
En la figura 4.14 se comparan los casos 1 y 3, pues en el caso 1 se hace control sin im-
portar los valores que pueda tomar la matriz K como ya se dijo en la subseccio´n 3.3.1. E´sta
es la curva que se estabiliza ra´pidamente (que es la misma de la figura 4.13). En el caso
3 se hace control limitando al mismo tiempo la sen˜al de control u(t), pues se requiere un
control ma´s lo´gico, que f´ısicamente sea posible. E´sta es la sen˜al que tarda ma´s tiempo en
estabilizarse. Sin embargo hay que notar que es menos lenta que la sen˜al sin control de la
figura 4.13. Se sigue demostrando que el control de a´rea amplia mejora el tiempo de respuesta.
La figura 4.15 muestra el comportamiento de la sen˜al de control de los casos 1 y 3. Pues
se quiere demostrar que a pesar de lograr un tiempo de respuesta ma´s ra´pido como en el caso
1, para lograrlo se deben alcanzar valores muy altos de la sen˜al de control, como se puede
ver en las curvas que oscilan y alcanzan valores hasta de 0,5 en pu (curvas de colores: rojo,
verde, azul). Esta es la razo´n por la que se quiere limitar la sen˜al de control. Pues en la 4.15
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se nota que hay una l´ınea que es aproximadamente cero todo el tiempo (curvas que esta´n
superpuestas y la u´nica visible en la figura es de color azul claro). E´sta curva representa la
sen˜al de control cuando se limita su valor con las restricciones mencionadas en la subseccio´n
3.2.6.
Figura 4.13: Respuesta transitoria - Comparacio´n entre el caso sin control y el caso con
control.
Figura 4.14: Respuesta transitoria - Comparacio´n entre el caso con control y el caso con
restricciones sobre la sen˜al de control.
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Figura 4.15: Sen˜al de control.
Cap´ıtulo 5
Conclusiones
En este trabajo de grado se ha desarrollado el modelo matema´tico que describe el sistema
ele´ctrico de potencia, y con e´ste se implementa el control de a´rea amplia que basado en la
informacio´n que recibe de las PMUs opera con una te´cnica de optimizacio´n semidefinida que
permite considerar restricciones de estabilidad. De esta manera se logra hacer control de a´rea
amplia garantizando estabilidad.
Los resultados obtenidos permiten verificar el funcionamiento del control de a´rea am-
plia sobre dos sistemas de prueba. Pues se encuentra una matriz de realimentacio´n para los
distintos casos, que hace posible el control garantizando estabilidad del sistema de poten-
cia.Tambie´n se demuestra que el control de a´rea amplia mejora el tiempo de respuesta en
condiciones f´ısicas reales, pues al limitar la sen˜al de control se encuentra una matriz de re-
alimentacio´n K que garantiza valores f´ısicos posibles.
Adema´s se implementa un caso especial donde se consideran distintos escenarios de carga.
La matriz de realimentacio´n encontrada garantiza un control de a´rea amplia efectivo as´ı la
carga var´ıe para cada caso y sobretodo asegura la estabilidad del sistema de potencia.
5.1. Futuros trabajos de investigacio´n
Los trabajos futuros derivados de este trabajo de grado son:
Implementar una funcio´n objetivo, que por ejemplo, puede considerar los costos de la
operacio´n del sistema ele´ctrico de potencia.
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Considerar el modelo completo de la ma´quina s´ıncrona.
Realizar control de a´rea amplia en l´ınea, pues en este trabajo se hace control fuera de
l´ınea.
Hacer ana´lisis de estabilidad de tensio´n.
Comparar el WAC con la operacio´n de los PSS, verificar la optimalidad del WAC.
Ape´ndice A
Sistemas de prueba
A.1. Datos sistema de prueba 1
Datos lineas
Tabla A.1: Datos Lineas
Nodo env´ıo Nodo recibo R X b/2
1 4 0 0,0576 0
2 7 0 0,0625 0
3 9 0 0,0586 0
4 5 0,01 0,085 0,088
4 6 0,017 0,092 0,079
5 7 0,032 0,161 0,153
6 9 0,039 0,17 0,179
7 8 0,0085 0,072 0,0745
8 9 0,0119 0,1008 0,1045
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Datos generadores
Tabla A.2: Datos Generadores
Nodo P gen Vn xd xd’ xq xq’ H Tdo’ Tqo’ Tc D
1 NaN 1,4 0 0,0608 0 0 23,5 0 0 0 0
2 1,63 1,025 0 0,1198 0 0 6,8 0 0 0 0
3 0,85 1,025 0 0,1813 0 0 3,01 0 0 0 0
Datos cargas
Tabla A.3: Datos cargas
Nodo Pd Qd
5 1,25 0,5
6 0,9 0,3
8 1 0,35
Datos cargas - Modificadas para caso inestable.
Tabla A.4: Datos cargas
Nodo Pd Qd
5 5,25 0,5
6 0,9 0,3
8 1 0,35
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A.2. Datos sistema de prueba IEEE39
Datos Generadores
Tabla A.5: Datos Generadores
N Pg Vn xd xd’ xq xq’ H Tdo’ Tqo’ Tc D
1 NaN 0.982 0.2950 0.0647 0.2820 0.0647 30.3 6.56 1.50 0.01 0.0
2 10.00 1.030 0.0200 0.0060 0.0190 0.0060 500.0 6.00 0.70 0.01 0.0
3 6.50 0.984 0.2495 0.0531 0.2370 0.0531 35.8 5.70 0.50 0.01 0.0
4 5.08 1.012 0.3300 0.0660 0.3100 0.0660 26.0 5.40 0.44 0.01 0.0
5 6.32 0.997 0.2620 0.0436 0.2580 0.0436 28.6 5.69 1.50 0.01 0.0
6 6.50 1.049 0.2540 0.0500 0.2410 0.0500 34.8 7.30 0.40 0.01 0.0
7 5.60 1.064 0.2950 0.0490 0.2920 0.0490 26.4 5.66 1.50 0.01 0.0
8 5.40 1.027 0.2900 0.0570 0.2800 0.0570 24.3 6.70 0.41 0.01 0.0
9 8.30 1.026 0.2106 0.0570 0.2050 0.0570 34.5 4.79 1.96 0.01 0.0
10 2.50 1.047 0.2000 0.0040 0.1900 0.0040 42.0 5.70 0.50 0.01 0.0
Datos lineas
Tabla A.6: Datos lineas
N1 N2 R X b/2
37 27 0.0013 0.0173 0.1608
37 38 0.0007 0.0082 0.0659
36 24 0.0003 0.0059 0.0340
36 21 0.0008 0.0135 0.1274
36 39 0.0016 0.0195 0.1520
36 37 0.0007 0.0089 0.0671
35 36 0.0009 0.0094 0.0855
34 35 0.0018 0.0217 0.1830
33 34 0.0009 0.0101 0.0862
28 29 0.0014 0.0151 0.1245
26 29 0.0057 0.0625 0.5145
26 28 0.0043 0.0474 0.3901
26 27 0.0014 0.0147 0.1198
Sigue en la pa´gina siguiente.
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N1 N2 R X b/2
25 26 0.0032 0.0323 0.2565
23 24 0.0022 0.0350 0.1805
22 23 0.0006 0.0096 0.0923
21 22 0.0008 0.0135 0.1274
20 33 0.0004 0.0043 0.0365
20 31 0.0004 0.0043 0.0365
19 2 0.0010 0.0250 0.6000
18 19 0.0023 0.0363 0.1902
17 18 0.0004 0.0046 0.0390
16 31 0.0007 0.0082 0.0694
16 17 0.0006 0.0092 0.0565
15 18 0.0008 0.0112 0.0738
15 16 0.0002 0.0026 0.0217
14 34 0.0008 0.0129 0.0691
14 15 0.0008 0.0128 0.0671
13 38 0.0011 0.0133 0.1069
13 14 0.0013 0.0213 0.1107
12 25 0.0070 0.0086 0.0730
12 13 0.0013 0.0151 0.1286
11 12 0.0035 0.0411 0.3493
11 2 0.0010 0.0250 0.3750
39 30 0.0007 0.0138 0
39 5 0.0007 0.0142 0
32 33 0.0016 0.0435 0
32 31 0.0016 0.0435 0
30 4 0.0009 0.0180 0
29 9 0.0008 0.0156 0
25 8 0.0006 0.0232 0
23 7 0.0005 0.0272 0
22 6 0 0.0143 0
20 3 0 0.0200 0
16 1 0 0.0250 0
12 10 0 0.0181 0
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Datos cargas
Tabla A.7: Datos cargas
N Pd Qd
1 0.0920 0.0460
2 11.040 25.000
13 32.200 0.0240
14 50.000 18.400
17 23.380 0.8400
18 52.200 17.600
21 27.400 11.500
23 27.450 0.8466
24 30.860 0.9220
25 22.400 0.4720
26 13.900 0.1700
27 28.100 0.7550
28 20.600 0.2760
29 28.350 0.2690
30 62.800 10.300
32 0.0750 0.8800
35 32.000 15.300
36 32.940 0.3230
38 15.800 0.3000
A.3. Co´digos Matlab
Datos Sistema Anderson.
clc
clear all
A0=[ 0 0 1.0000 0 -1.0000 0 0 0
0 0 0 1.0000 -1.0000 0 0 0
-24.1837 13.5322 0 0 0 7.9736 0 0
41.7447 -73.0202 0 0 0 0 27.7199 0
78.3229 73.9174 0 0 0 0 0 62.6231
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0 0 0 0 0 -0.1524 0 0
0 0 0 0 0 0 -0.1667 0
0 0 0 0 0 0 0 -0.1754];
B0=[ 0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0.1524 0 0
0 0.1667 0
0 0 0.1754];
Optimizacio´n convexa - Caso 3
N = 8; % numero de variables de estado.
c = 3; % numero de variables de control.
miu =0.5; %Lı´mite de la se~nal de control.
cvx_begin
variable Y(c,N);
variable Q(N,N) symmetric;
minimize (0);
subject to
A0*Q + Q*A0’ + B0*Y + Y’*B0’== -semidefinite(N);
Q >= eye(N);
[Q Y’;Y miu*eye(c)] == semidefinite(N+c);
Y(1,1) >= 0.001; % evitar la solucion trivial
cvx_end
K = Y/(Q);
A = A0 + B0*K;
lambda_n = eig(A);%nuevo
lambda_o = eig(A0);%original
disp([lambda_n,lambda_o]);
figure
plot(real(lambda_n),imag(lambda_n),’bo’,real(lambda_o),imag(lambda_o),’r*’)
grid on
norm(K)
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Optimizacion convexa Sistema-IEE39 - Caso 3.
N = 29; % numero de variables de estado.
c = 10; % numero de variables de control.
miu =0.6; %Lı´mite de la se~nal de control.
cvx_begin
variable Y(c,N);
variable Q(N,N) symmetric;
minimize (0);
subject to
A00*Q + Q*A00’ + B00*Y + Y’*B00’== -semidefinite(N);
Q >= eye(N);
[Q Y’;Y miu*eye(c)] == semidefinite(N+c);
Y(1,1) >= 0.001; % evitar la solucion trivial
cvx_end
KK = Y/(Q);
AA = A00 + B00*KK;
lambda_nn = eig(AA);%nuevo
lambda_oo = eig(A00);%original
disp([lambda_nn,lambda_oo]);
plot(real(lambda_nn),imag(lambda_nn),’bo’,real(lambda_oo),imag(lambda_oo),’r*’)
grid on
figure
norm(KK)
Datos Sistema Anderson - Caso 4
%100% de la carga.
A1=[0,0,1,0,-1,0,0,0;0,0,0,1,-1,0,0,0;
-24.1836533335651,13.5322198810935,0,0,0,7.97358541520252,0,0;
41.7446818477980,-73.0201902215917,0,0,0,0,27.7199351787335,0;
78.3228971150618,73.9173603436941,0,0,0,0,0,62.6231093738829;
0,0,0,0,0,-0.152439024390244,0,0;0,0,0,0,0,0,-0.166666666666667,0;
0,0,0,0,0,0,0,-0.175438596491228;];
B=[0,0,0;0,0,0;0,0,0;0,0,0;0,0,0;
0.152439024390244,0,0;0,0.166666666666667,0;
0,0,0.175438596491228;];
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%70%de la carga.
A2=[0,0,1,0,-1,0,0,0;0,0,0,1,-1,0,0,0;
-23.5888776416737,13.0930712917480,0,0,0,7.97358541520252,0,0;
40.5019195468291,-72.2840765836101,0,0,0,0,27.7199351787335,0;
76.4980929405551,74.1315790604625,0,0,0,0,0,62.6231093738829;
0,0,0,0,0,-0.152439024390244,0,0;0,0,0,0,0,0,-0.166666666666667,0;
0,0,0,0,0,0,0,-0.175438596491228;];
%50%de la carga.
A3=[0,0,1,0,-1,0,0,0;0,0,0,1,-1,0,0,0;
-22.5382357383350,12.4138823760438,0,0,0,7.97358541520252,0,0;
39.6603888291144,-71.7976711606277,0,0,0,0,27.7199351787335,0;
75.3574672173545,74.2848645712708,0,0,0,0,0,62.6231093738829;
0,0,0,0,0,-0.152439024390244,0,0;0,0,0,0,0,0,-0.166666666666667,0;
0,0,0,0,0,0,0,-0.175438596491228;];
%20%de la carga.
A4=[0,0,1,0,-1,0,0,0;0,0,0,1,-1,0,0,0;
-19.9796200855463,10.8150581386896,0,0,0,7.97358541520252,0,0;
38.3962694728761,-71.0973373355611,0,0,0,0,27.7199351787335,0;
73.8008324089277,74.5190746089732,0,0,0,0,0,62.6231093738829;
0,0,0,0,0,-0.152439024390244,0,0;0,0,0,0,0,0,-0.166666666666667,0;
0,0,0,0,0,0,0,-0.175438596491228;];
%7%de la carga.
A5=[0,0,1,0,-1,0,0,0;0,0,0,1,-1,0,0,0;
-18.4960848721359,9.90181962216550,0,0,0,7.97358541520252,0,0;
37.8515651909685,-70.8103279745918,0,0,0,0,27.7199351787335,0;
73.1948694398494,74.6184373111800,0,0,0,0,0,62.6231093738829;
0,0,0,0,0,-0.152439024390244,0,0;0,0,0,0,0,0,-0.166666666666667,0;
0,0,0,0,0,0,0,-0.175438596491228;];
Optimizacio´n convexa - Caso 4
N = 8; % numero de variables de estado
c = 3; % numero de variables de control
miu =0.5;
cvx_begin
variable Y(c,N);
variable Q(N,N) symmetric;
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minimize (0);
subject to
A1*Q + Q*A1’ + B*Y + Y’*B’== -semidefinite(N);
A2*Q + Q*A2’ + B*Y + Y’*B’== -semidefinite(N);
A3*Q + Q*A3’ + B*Y + Y’*B’== -semidefinite(N);
A4*Q + Q*A4’ + B*Y + Y’*B’== -semidefinite(N);
A5*Q + Q*A5’ + B*Y + Y’*B’== -semidefinite(N);
Q == semidefinite(N);
[Q Y’;Y miu*eye(c)] == semidefinite(N+c);
Y(1,1) >= 0.001; % evitar la solucion trivial
cvx_end
K = Y*inv(Q);AA = A1 + B*K;
lambda_n = eig(AA);%nuevo
lambda_o = eig(A1);%original
disp([lambda_n,lambda_o]);
figure
plot(real(lambda_n),imag(lambda_n),’bo’,real(lambda_o),imag(lambda_o),’r*’)
hold on
AA = A2 + B*K;
lambda_n = eig(AA);%nuevo
lambda_o = eig(A2);%original
disp([lambda_n,lambda_o]);
plot(real(lambda_n),imag(lambda_n),’bo’,real(lambda_o),imag(lambda_o),’r*’)
hold on
AA = A3 + B*K;
lambda_n = eig(AA);%nuevo
lambda_o = eig(A3);%original
disp([lambda_n,lambda_o]);
plot(real(lambda_n),imag(lambda_n),’bo’,real(lambda_o),imag(lambda_o),’r*’)
hold on
AA = A4 + B*K;
lambda_n = eig(AA);%nuevo
lambda_o = eig(A4);%original
disp([lambda_n,lambda_o]);
plot(real(lambda_n),imag(lambda_n),’bo’,real(lambda_o),imag(lambda_o),’r*’)
hold on
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AA = A5 + B*K;
lambda_n = eig(AA);%nuevo
lambda_o = eig(A5);%original
disp([lambda_n,lambda_o]);
plot(real(lambda_n),imag(lambda_n),’bo’,real(lambda_o),imag(lambda_o),’r*’)
grid on
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