Empirical longitudinal studies assessing why community-level violence rates change over time are lacking. Despite a wide-ranging literature, questions remain as to whether changes over time are due to factors occurring in specific periods (period effects) or individuals in successive cohorts (cohort effect). The objective was to assess the relative contribution of age, period, and cohort effects on violence trends. The authors assessed differences in self-reported violence between two cohorts of males (n ¼ 1,009) from the Pittsburgh Youth Study, which tracked delinquency and risk factors from 1987 to 2000. The youngest cohort were aged 7-19 years, and the oldest cohort were aged 13-25 years. Yearly measures of violence were examined through generalized estimating equations. The oldest cohort reported higher levels of violence even after adjustment for age and major individual-level risk factors (odds ratio (OR) ¼ 1.45, 95% confidence interval (CI): 1.17, 1.81) such as gang participation and drug dealing, as well as community-level factors (OR ¼ 2.16, 95% CI: 1.65, 2.82). However, when period effects were included, cohort differences were rendered insignificant (OR ¼ 1.23, 95% CI: 0.78, 1.94). The authors conclude that differences in the rates of violence over time may be attributed to changing social factors (period effects) and not to differences between the individuals (cohort effect) of cohorts. cohort effect; crime; prospective studies; social change; social environment; violence Abbreviations: CI, confidence interval; OR, odds ratio.
Rates of violent crime in the United States have increased over the years, with a series of peaks or ''epidemics'' in different periods. The latest epidemic occurred during the early 1990s when the United States experienced dramatic increases in rates of violence. Although advances have been made in the explanation of age-related changes of an individual's risk of violence (1, 2) , the empirical explanation of why violence rates vary over cohort and time period has lagged behind. A review of the literature demonstrates a staggering variety of theories based on contrasting perspectives (3) . Of importance is the fact that these theories shift between period explanations (crack-cocaine (4, 5) , gangs (6, 7) , subculture of violence (8) , and guns (5, 9) ) and cohort explanations (abortion legalization (10) (11) (12) , cohort size (13) (14) (15) (16) (17) , and lead levels (18, 19) ) with no conclusive explanation. Further, few theories have been rigorously tested, leaving little empirical evidence for prevention programs. Work has been limited in four major ways: 1) concentrating on a single explanatory factor, 2) examining cross-sectional but not longitudinal data, 3) not assessing individual-level data, and 4) ignoring the complexity of the contextual processes (not accounting for contextual relations leaves open the possibility of ecologic (20) or individualistic (21) fallacies). Major questions continue to exist about the relative effects of period and cohort on violence trends despite the attention paid to violence in research, public policy, and the press. The contrasting and broad literature illustrates the need for identification of fundamental factors related to violence trends. Three fundamental factors have emerged: age, time (or period), and cohort. These are said to be elemental for understanding the temporal trends of health in general and of violence trends in particular (22) . Age effects are specific to an age and consist of biologic processes related to aging, such as puberty or social processes, for example, the beginning of schooling. Changes of violence in relation to age have been described by Farrington (23) and others (24, 25) as the agecrime curve. Although specifics regarding the shape of the age-crime curve are not fully understood, this general shape has been shown to be consistent (26) . Period effects pertain to factors transpiring during a specific period that affect all cohorts. An important aspect is that they are temporary. Once the social factor recedes or disappears, the risk also recedes or disappears. An example is the economy. During times of a weak economy, legitimate employment opportunities may decline, increasing the risk that an individual will participate in illegitimate employment opportunities such as drug dealing. This has been reported in detail by Blumstein and Wallman (4) and Blumstein et al. (5) to explain the crackcocaine drug market. Cohort effects refer to phenomena particular to a specific birth cohort that, unlike period effects, remain with the cohort for life. In many respects, these can be considered as changes in the demographic makeup of a cohort. Abortion legalization is an example of a cohort effect. Donohue and Levitt (12) and Levitt and Dubner (27) theorize that legalized abortion leads to fewer ''unwanted'' babies, and unwanted babies are at an increased risk for criminality. Therefore, a cohort born after abortion legalization would have a lower percentage of high-risk individuals, which would lead to lower rates of violence. This decreased risk would persist through the cohort's lifespan, as the demographic makeup of the cohort would not be altered.
The purpose of this analysis was to investigate the fundamental factors (age, period, and cohort) in the variation of violence over time by assessing cohort differences within a longitudinal 14-year multiple-cohort study in Pittsburgh, Pennsylvania. We simultaneously assessed individual-and community-level factors longitudinally. The time of the study (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) occurred when community levels of violence dramatically increased and decreased in the nation and Pittsburgh. Importantly, the oldest cohort reported significantly higher rates of violence than did the youngest cohort at the same age, and the age-crime curve of the cohorts intersected with peak community violence at different ages. The immediate question that we addressed in this analysis is whether the different levels of violence between the cohorts can be explained by changes in community-level risk factors over time (period effect) or by differences between individuals in the cohorts (cohort effect).
MATERIALS AND METHODS

Participants-Pittsburgh Youth Study
Participants were from the Pittsburgh Youth Study, which documented the development and risk factors of antisocial and delinquent behavior from childhood to early adulthood. Boys attending the first, fourth, and seventh grades in the Pittsburgh public school system (referred to as the youngest, middle, and oldest cohorts) were randomly selected. Eightyfive percent of the boys consented to participate in screening. From each cohort, the top 30 percent of boys with the highest rates of antisocial behavior were selected, along with an equal number randomly selected from the remaining 70 percent. (In the Pittsburgh Youth Study, data collection on the middle sample was discontinued after 3 years and is therefore not used here.) The randomization procedure resulted in a total sample of 1,009 boys (503 from the youngest cohort and 506 from the oldest). Each sample was followed up initially every 6 months and later every year for 14 yearly assessments (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) . The youngest and oldest cohort members' median ages were 7-19 and 13-25 years. Although the Pittsburgh Youth Study oversampled high-risk boys, the data presented here were weighted to represent those of the public school system. A more detailed description of the Pittsburgh Youth Study can be found in the book by Loeber et al. (28) .
Measures
The individual-level data came from self-reports from the youth supplemented by reports from parents and teachers. The validity of the measures used has been demonstrated and documented in detail elsewhere (28) . Whether or not the participant reported violence during the year served as the dependent variable. Violence consisted of a positive response to gang fighting, strong-arming, attacking someone with a weapon or an intent to seriously hurt or kill, and rape or forced sex. This classification is based on the General Delinquency Seriousness Classification (28, 29) . Information was acquired from the primary caretaker by use of the Child Behavior Checklist (30) (31) (32) and from the youth by use of the Self-Reported Delinquency Scale and the Youth SelfReport (33) . These forms have been validated and used extensively to measure violence (34) . The cohort effect was examined in the analyses as a dichotomous variable-oldest versus youngest cohort. The cohort could be defined by birth year or by grade in school. We chose to define our cohort by grade for several reasons. First, the samples of the Pittsburgh Youth Study were recruited and defined by grade. We felt that following the original methodology of the Pittsburgh Youth Study was important. Second, we felt that the socialization process of being in the same grade was more important than birth year.
To test for period effects, we grouped time into four categories: 1987-1990, 1991-1993, 1994-1997, and 1998-2000 (coded as 1, 2, 3, and 4, respectively). Our approach for this categorization was based on statistical and theoretical reasoning. Statistically, it was necessary to collapse the period measure of year into fewer groupings than yearly to help deal with the identifiability problem. Theoretically, our groupings were based on our hypothesis-understanding whether the differences reported between the cohorts could be explained by period effects. To accomplish this, we utilized current understanding of what would be a high and a low risk to operationalize our period effect. These cutoffs were chosen to correspond to the rise and fall of national and local violence trends.
Covariates were derived from the Pittsburgh Youth Study, the 1990 and 2000 US censuses, and the Uniform Crime Reports. Variables in the analysis are listed in table 1. These variables include individual-level (Pittsburgh Youth Study) and community-level (census and Uniform Crime Reports) data. The family's socioeconomic status was measured by the Hollingshead index of social status (35) . Because of the shape of the age-crime curve, we included the quadratic form of age in the models. Following the crack-cocaine theory of Blumstein and Rosenfeld (36), we examined yearly measures of gun carrying, hard drug use, drug dealing, and gang participation. Drug dealing (37) (38) (39) (40) and gang membership have been shown to increase the risk of violence (41) . Hard drug use included hallucinogens, cocaine, crack, heroin, phencyclidine (PCP), and the nonmedical use of tranquilizers, barbiturates, codeine, amphetamines, and over-the-counter medications. Drug dealing was defined as 50 or more sales per year. Gang membership was collected by self-report using the Child Behavior Checklist (30) (31) (32) and the Youth Self-Report (33) , beginning at age 15 years for the oldest sample and age 11 years for the youngest. For the youngest ages in which drug dealing and gang membership were not measured, we assumed a no response to minimize missing values. It is unlikely that many were miscoded given the young ages of the participants at this time. For instance, only six participants in the youngest cohort responded that they were dealing drugs the first year this question was asked.
Community-level variables known or thought to be related to violence were included (table 1) (42). We assigned 1990 US Census data to the years 1987-1995 and 2000 US Census data to the years 1996-2000 for each neighborhood. Violent crime from the Uniform Crime Reports (43) was measured yearly for each neighborhood.
Analyses
To account for challenges in repeated measures, we used models computed from generalized estimating equations with the GENMOD procedure in SAS, version 8.01, software (SAS Institute, Inc., Cary, North Carolina) (44) (45) (46) . The repeated subject was the array, each with up to 14 observations (i.e., 14 yearly assessments). The autoregressive working correlation matrix was used, as it was assumed that violence was more strongly correlated in closer follow-ups. (Analyses were also run with the independent working A common problem when trying to separate age, period, and cohort effects is the ''identifiability problem'' where a specific variable can be perfectly predicted by a linear combination of the remaining variables, resulting in no unique set of regression parameters (48) (49) (50) (51) . However, in our analysis, since 1) our cohort was based on school year (not age), 2) the age varied within each cohort, and 3) the grouping period comprised 4-year groupings, the linear dependency among age, period, and the dichotomized cohort effects no longer holds (52) . To demonstrate the absence of the identifiability problem, we estimated eigenvalues for age, period, and cohort to check for linear dependency. All eigenvalues were positive (data not shown), demonstrating that linear dependency is not present (48) . Additionally, a large correlation among any of the three covariates could cause multicollinearity in the model. However, the condition number, the ratio of the largest eigenvalue to the smallest, is not large and suggests that there is no collinearity problem. Further, three problems that occur with collinearity did not occur in our models: 1) large changes in coefficients when a variable is added/deleted; 2) wide confidence intervals, nonsignificant test statistics, unexpected algebraic signs; and 3) instability of the coefficient estimates between samples (42).
RESULTS
Demographic characteristics of subjects
A total of 1,009 cases were in the study: 503 from the youngest cohort and 506 from the oldest. There were 14,126 available observations from all cases across all years with 4,592 missing observations (32.5 percent) in the final reduced model. Therefore, 9,534 observations were used in the analyses. All subjects contributed data for at least several years. Table 2 presents basic demographic information at baseline. Totals of 24 percent and 23 percent of the oldest and youngest cohorts, respectively, were from a family with low socioeconomic status, and 57 percent and 55 percent were Black with the remainder White. These factors were not statistically different across cohorts. A higher percentage of boys in the oldest cohort were held back in school at entry into the study (39 percent vs. 26 percent; p < 0.001). Further analyses are adjusted for this. Large differences in violence existed between cohorts. Figure 1 presents violence rates by cohort by year. The peak for the oldest cohort is 1987 (32 percent), and the peak for the youngest is 1990 (21 percent). (There are no data for earlier years.) Figure 2 presents the prevalence (per 100) of violence for the cohorts. At each age, the prevalence for the oldest cohort is higher than that for the youngest. The following generalized estimating equation regression models were run to attempt to explain these differences through a period or cohort effect. Tables 3, 4 , and 5 present the results of regression analyses. In the cohort-only model ( 1 9 8 7 1 9 8 8 1 9 8 9 1 9 9 0 1 9 9 1 1 9 9 2 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8 1 9 9 9 2 0 0 0
Regression analysis
Year Percent
Youngest cohort Oldest cohort 2-year moving average 2-year moving average percent CI: 0.86, 1.94), suggesting that differences in violence between cohorts may be explained by period effects. Again, the odds ratios for period successively decreased in accordance with the falling rates of violence over those years. The significant community-level factors remained the same (family poverty and residential instability), and the magnitude of the odds ratios did not change.
The final model ( To verify our model, sensitivity analyses were conducted by altering several dimensions of the analysis. First, in two separate analyses, we categorized period into either 2-or 3-year groupings. A second sensitivity analysis eliminated data for the early years in which questions on gang participation and drug dealing were not asked. These sensitivity analyses did not change the results, providing additional evidence of the appropriateness of the model.
DISCUSSION
This study is the first of its kind, as far as the authors are aware, that has simultaneously assessed age, period, and cohort on longitudinal changes of violence in individuals. We have adjusted for important longitudinally measured individual-level factors, as well as being able to capitalize on the timing of the Pittsburgh Youth Study, which occurred during the most recent violence epidemic. We found that the oldest cohort reported higher unadjusted rates of violence at each age. These differences in cohorts could not be explained by age, individual-level, or community-level factors in multivariate models. However, when period was included, differences between the cohorts were no longer significant. This provides evidence that period effects may explain in part the difference in violence between the cohorts in this study. We interpret this to mean that differences between cohorts in the Pittsburgh Youth Study cannot be explained by cohort effects-either inherent differences in the cohorts or different distributions of risk factors (e.g., gang participation). We do not assume causation. However, our sample is representative of Pittsburgh when adjusted for the sampling procedure of the Pittsburgh Youth Study, suggesting that the changing rates of violence in Pittsburgh between 1987 and 2000 were in part due to the changing period effects. In other words, these results provide evidence that changes in violence rates over time are due in part to changing social factors (period effects) and are not due to intrinsic differences between cohorts (cohort effect).
Previous studies have looked at period and cohort effects, but most explanations focus on single explanatory factors and suffer from the limitations described above. For instance, some authors exclusively assess relative cohort size, while others examine only relative cohort size and family structure (13) (14) (15) (53) (54) (55) . The literature examining the effect of abortion on violence suffers from the same limitation (12, 56) . This severely limits conclusions that can be made from the analyses, as no confounders or interactions between factors are accounted for. However, our results do support period-effects theories. Some of the more intriguing work has been on the relation between the crack-cocaine epidemic and violence. As the crack-cocaine epidemic reached its peak, Blumstein and Wallman (4) theorized that drug traffickers were recruiting youth who acquired guns for protection. In an empirical examination, Grogger and Willis (57) examined the introduction of crack-cocaine into 27 US metropolitan areas. Their results suggest that the arrival of crack-cocaine had significant effects on murder and aggravated assault. Cohort effects in trafficking offense rates were also observed; however, when age and period effects were included, the cohort effects were muted or disappeared. Another study found that, when a city experienced growth in crack-cocaine arrests, a similar growth in homicides followed (58). Fryer et al. (59) analyzed the relation between violence rates and a crack-cocaine index at the city and state levels and found a strong link between the index and homicide. The period of risk demonstrated in our data corresponds to several measures of crack-cocaine use. Additionally, we found a strong association between violence with gun carrying, drug dealing, and gang membership, corroborating the importance of these high-risk activities in the changing rates of violence over time. Importantly, however, these major correlates of violence could not explain the difference between cohorts of the Pittsburgh Youth Study. Further, data suggest that the crackcocaine market does not account for all of the changes in violence, particularly the drop starting in the early 1990s (3) . Drug dealing has also been shown to be related to social and environmental factors specific to a period (60) . If cohort effects existed, one might find that differences were due to differences in risk factors at the individual level. For example, if there was a ''moral poverty,'' as has been suggested as a cohort effect (61) , in the older cohort that led to higher levels of risk factors (such as drug use or gang membership) in the older cohort, we would expect to see these factors that were measured in our analysis explain away differences between cohorts. A similar argument has been made regarding abortion legalization and violence trends (12) . We did not observe such a phenomenon. Even after we controlled for hard drug use, gang membership, drug dealing, and other individual-level variables, we found a significant difference between cohorts. These data suggest that the period effect is not explained by these major individuallevel risk factors.
An important consideration in understanding changes in violence over time may be the shifting of the shape of the age-crime curve. In the Freiburg Cohort Study, police and court records of people born in the years 1970, 1973, 1975, and 1978 were examined (62) . A log-linear analysis showed that period effects caused different shapes of the age-crime curves. This change may be due to the age at which a cohort intersects with peaks of high-risk period effects. For example, in our models in a secondary analysis, we found significant interactions between period and age (data not shown). It is possible that individuals at high-risk ages who intersect with high-risk periods begin initiation of violence earlier and/or desist later, extending the age-crime curve. Descriptive results of our analyses also support this (figure 2), as we see that the oldest cohort does not drop to the level of violence of the youngest cohort at age 19 years until 3 years later at the age of 22 years. This issue requires further study.
Our measure of a period effect was crude. The limitations in our analysis prevent the assessment of what these factors may be; consequently, it is imperative that future studies address this important question. It is likely that social and environmental factors (period effects) play a major role in how adolescents choose criminal paths. Our theory is guided by a developmental-ecologic model for understanding risk, which suggests that individual development, hence risk, is influenced by the ongoing structure of the social situations in which the individual lives or interacts (63) . In particular, we hypothesize that violence differences between cohorts can be explained by period effects, and that individuals respond differently to these period effects. Previous work by Loeber (64) has described developmental pathways to problem behavior. If we consider the overt pathway, progression goes from minor aggression to physical fighting to violence. Although this model was developed for individuals, we contend that period effects have a significant impact on the progression from one level to another. We contend that social changes influence decisions made by youth that increase the risk of moving from one level to the next. For instance, gang membership can arise for societal reasons, such as poverty and unemployment (6) . Drug dealing has also been shown to be related to period-specific social and environmental factors (65) . The developmental ordering of these period factors needs to be further understood. Recently, several important papers have been published examining community effects in relation to youth development (66, 67) . They have suggested that a full developmental model, including individual and social risk factors, is needed to explain the course of violent behavior. In light of our results and those of other papers, we underscore the particular importance of this.
The methodological, statistical, and theoretical approach that we have used here does not eliminate all aspects of the age-period-cohort identifiability problem. In fact, it is unlikely that any tools available to researchers at present would. One must consider our findings in light of this. Further, the Pittsburgh Youth Study consists only of males, and no conclusions can be made regarding the possible effects on females. However, given the limits of the current literature, we feel that we provide new and very intriguing evidence of the importance of period effects. We have been able to remove the statistical aspects of this problem and have utilized a data set that provides a unique and valuable opportunity to develop a model for violence trends based on a large amount of individual data from separate cohorts collected over many years.
In summary, our data suggest that the violence epidemic was due in part to specific social factors that affected individuals growing up during the period of the epidemic. These factors may have led to participation by individuals in high-risk activities, such as drug dealing or belonging to a gang, which increased their risk for violent crime. However, these individual-level variables could not explain the cohort differences. Our analyses also suggest that cohort effects do not exist, as they were rendered insignificant by the addition of period factors in each of the models. The next important steps are to assess what specific factors are driving the period effects. This information can then be used for more informed policy development. Knowing these factors can help in prediction of future increases or, if the factors are modifiable, they can be addressed to prevent future increases.
