A low signal to noise ratio (SNR), single source/receiver, broadband, frequency-coherent matchedfield inversion procedure recently has been proposed. It exploits coherently repeated transmissions to improve estimation of the geoacoustic parameters. The long observation time improves the SNR and creates a synthetic aperture due to relative source-receiver motion. To model constant velocity source/receiver horizontal motion, waveguide Doppler theory for normal modes is necessary. However, the inversion performance degrades when source/receiver acceleration exists. Furthermore processing a train of pulses all at once does not take advantage of the natural incremental acquisition of data along with the ability to assess the temporal evolution of parameter uncertainty. Here a recursive Bayesian estimation approach is developed that coherently processes the data pulse by pulse and incrementally updates estimates of parameter uncertainty. It also approximates source/receiver acceleration by assuming piecewise constant but linearly changing source/receiver velocities. When the source/receiver acceleration exists, it is shown that modeling acceleration can reduce further the parameter estimation biases and uncertainties. The method is demonstrated in simulation and in the analysis of low SNR, 100-900 Hz linear frequency modulated (LFM) pulses from the Shallow Water 2006 experiment.
I. INTRODUCTION
Based on the signal measured at a receiver that is some distance away from the source, the general idea of geoacoustic inversion is to optimize the waveguide geoacoustic model parameters by minimizing the difference between the measured and the replica (modeled) acoustic fields. In doing this, seafloor properties are estimated without resorting to costly direct measurements such as coring. Knowing the seafloor acoustic properties is important for various applications such as sonar performance prediction.
Recently, a single-source/receiver, broadband, frequency coherent matched-field inversion procedure was proposed in Ref. 1. It exploits coherently repeated transmissions to improve estimation of the geoacoustic parameters in low signal to noise (SNR) conditions. The long observation time improves the SNR and creates a synthetic aperture due to relative source-receiver horizontal motion. However, due to the temporal extent of the data observation, source/receiver motion has to be taken in account using waveguide Doppler theory where each horizontal wavenumber or mode undergoes a different Doppler shift.
1-3 Though successful, the approach is limited to constant source/receiver radial velocities. Therefore the assumptions are violated in the region near the closest point of approach (CPA) or when the radial velocities change. This paper improves the broadband synthetic aperture geoacoustic inversion approach for cases where the radial velocity of the source/receiver changes. This is done through pulse-by-pulse coherent processing that in turn allows different source/receiver velocities.
Furthermore processing a train of pulses all at once does not take advantage of the natural incremental acquisition of new data along with the ability to assess the temporal evolution of parameter uncertainty. Here an equivalent pulse-bypulse coherent processing approach using Bayesian updating is developed. With the Bayesian formulation, the estimated posterior distribution provides quantitative uncertainty analysis. 4 It also may be used to infer uncertainties in another usage domain (e.g., transmission loss 5 ). This recursive Bayesian approach allows new data to be added incrementally without having to wait for all data to be present before processing can take place. 6 At present, most single source and receiver methods, 1,7-18 except Ref. 19 , do not use the Bayesian approach for uncertainty analysis.
The improved method is well suited for rapid environment assessment using a moving source and/or receiver as depicted in Fig. 1 . The source or receiver may be towed horizontally by a ship or an autonomous underwater vehicle (AUV). Alternatively, a battery powered acoustic source may be dropped onto the ocean bottom to aid AUV-based geoacoustic inversion. 20 AUV-based inversions recently have been gaining research interest due to their operational attractiveness. [21] [22] [23] [24] The theory of waveguide Doppler and modal propagation is reviewed briefly in Sec. II, followed by the formulation of the inversion problem. Simulation results are presented in Sec. III. Section IV presents results from the analysis of low SNR, 100-900 Hz LFM data from the Shallow Water 2006 experiment.
II. THEORY
An overview of the recursive Bayesian approach is illustrated in Fig. 2 . At the lth measurement y l , the likelihood pðy l jmÞ of the lth measurement conditioned on any particular set of model parameters m is computed (Sec. II B). This means computing the difference between the measured field y l and the replica (modeled) field. Taking into the account of source/receiver motion, the replica field is generated using the waveguide Doppler model in Sec. II A.
The recursive Bayesian estimation approach is derived in Sec. II C. The general idea is to propagate the past posterior probability density pðmjy 1:lÀ1 Þ as the prior information to improve the current posterior probability density pðmjy 1:l Þ with the current likelihood pðy l jmÞ via Bayes' rule. The posterior density is represented with a set of samples of m and weights that are updated recursively as new measurements become available. However, as the posterior density evolves with the measurements, the importance density sampling the posterior density needs to adapt correspondingly where samples are added to the high probability regions of the posterior density. Sections II D and II E address the implementation of the recursive Bayesian estimation approach using adaptive importance sampling (AIS) of the time-evolving posterior density.
The assumptions for the forward model and inversion approach are listed in Table I .
A. Waveguide Doppler theory model for acceleration dynamics
In a waveguide, the impact of Doppler is complicated due to multipath. Discussions of waveguide Doppler include Refs. 2, 3, and 25-28. In this paper, waveguide Doppler due to source/receiver motion on a signal propagating in a rangeindependent waveguide is adapted from Schmidt and Kuperman. 2, 3 Each horizontal wavenumber or mode undergoes a different Doppler shift. The scenario considered is depicted in Fig. 1 . Based on constant source and receiver velocities and depth constraints, and a positive-exponent Fourier transform convention, the waveguide Doppler shifted field via a normal mode representation is 1 w r; z r ; x r ð Þ % ie
where
r 0 is the source-receiver separation at t ¼ 0. v s , v r , z s , and z r are the radial source and receiver velocities and depths, respectively. qðz s Þ is the water density. k n and W n are the modal wavenumbers and modal functions evaluated at propagation frequencies x. For numerical efficiency, constructing the field in Eq. (1) is facilitated by some approximations to the propagation modal wavenumbers and functions that FIG. 1. Horizontally stratified ocean with a horizontally moving source and receiver. The source is moving at initial velocity v s1 and bearing u s1 , while the receiver is moving at initial velocity v r1 and bearing u r1 . The range origin is the source position at time zero when the source begins transmitting. 
where k nl is approximated through Taylor's first order expansion Source/receiver acceleration is constant and much smaller than source/receiver speed are computed instead at the receiver frequency x r [see Eqs.
(1) and (3)]. x ðk n Þ s is the mode-dependent source frequency mapping function used to construct the field at x r . u rn ¼ dx r =dk n ðx r Þ is the nth modal group velocity and k rn ¼ k n ðx r Þ is the nth modal wavenumber, both evaluated at x r . Sðx s Þ is the source spectrum of L pulses representing the amplitude and phase of the moving point source. T r is the pulse repetition interval (PRI) and S c ðx s Þ is the spectrum of the common or repeated source transmission.
When the source traverses past the receiver, the radial velocity v s changes even though the source velocity v s is constant (see Fig. 3 ). As shown later in Sec. III, acceleration needs to be modeled to perform a meaningful inversion near the CPA. However, modeling acceleration is non-trivial as it results in time-dependence in the modal wavenumbers and modal functions. 29 As an approximation to a constant acceleration, a practical approach is to assume multiple short duration transmissions, e.g., multiple pulses as in Eq. (4), where the source/receiver radial velocities are assumed piecewise constant for the lth pulse but linearly changing from pulse to pulse. Therefore the field can be generated for each pulse and coherently combined for L pulses to form the received spectrum. Substituting Eqs. (4) and (2) into Eq. (1) and introducing pulse number dependent radial velocities, the replica field may be represented as a sum of L fields w l ðr; z r ; x r Þ such that
and
Each pulse is propagated in the forward model with its corresponding values of v sl and v rl then coherently combined in Eq. (5) . Note that all L pressure fields still are referenced to t ¼ 0. In Eq. (8), the horizontal wavenumber k nl depends on mode n and pulse number l. Hence there also are mode and pulse number dependent frequency mappings when tracing back to x s in order to construct the field at x r , see Eq. (7). As an approximation to a constant acceleration, the source/receiver radial velocities v sl and v rl [Eqs. (9) and (10)] are modeled to be piecewise constant for the lth pulse but linearly changing from pulse to pulse. a s and a r are the source and receiver radial accelerations, respectively.
B. Likelihood functions
The broadband data model for frequency-coherent match-field based geoacoustic inversion can be expressed as L measurement vectors,
where y l ¼ ½y l ðx r1 Þ Á Á Á y l ðx rJ Þ T is the K-point fast Fourier transform (FFT) of the observed time series capturing the lth pulse for J discrete frequencies. Note the lth pulse Fourier transforms are synchronized to the first pulse transmission time (t ¼ 0) so that only one timing error n between the source and receiver clocks needs to be resolved. EðnÞ is a diagonal matrix for correcting the timing error, EðnÞ ¼ diag½e ix r1 n Á Á Á e ix rJ n . m is the subset of forward model parameters that are being estimated (see Fig. 1 ). a is a scale factor representing the unknown source level. To introduce source/receiver motion or waveguide Doppler, the corresponding replica field d l ðmÞ ¼ ½w l ðx r1 ; mÞ Á Á Á w l ðx rJ ; mÞ T is generated using Eq. (6) with vector m. It is assumed the model parameters m, a and n do not change between measurements and thus the joint likelihood function will sharpen as L increases.
The distribution of the error vector g l ¼ ½g l ðx r1 Þ Á Á Á g l ðx rJ Þ T defines the likelihood function. It is assumed that g l for l ¼ 1; …; L are independent and identically distributed (i.i.d.) across L measurements. Error consists of both ambient noise and modeling errors. For low SNR processing, the colored ambient noise will be considered the dominant source of error. The frequency-dependent noise is modeled as a wide sense stationary noise u½n with power spectral density P uu ðx r Þ. P uu ðx r Þ is estimated from noise only data prior to the pulse transmissions.
Taking a K-point FFT of u½n, let the lth error vector g l be the FFT of u½n evaluated at frequencies ½x r1 Á Á Á x rJ with J K. We will define the frequency domain noise g l as complex Gaussian with mean E½g l ¼ 0 for x r 6 ¼ 0 and autocovariance
where c is a scale factor for scaling the noise spectrum in the data inversions. Thus it is assumed that the error
where supervector y 1:L ¼ ½y
To simplify the notation, m is now redefined to also include c, a, and n. For this empirical Bayesian estimation problem, a and c are estimated jointly with the model parameters, 5 instead of incorporating their maximum likelihood estimates (MLE) as in Ref. 1.
C. Recursive Bayesian estimation
In low SNR conditions, long time integration is necessary for acceptable parameter estimation uncertainty. The time-dependent source-receiver range can be recast into a set of initial value and constant parameters. This reformulation includes initial value parameter such as initial source range r 0 at ðt ¼ 0Þ [Eq. (11)], initial velocities v s1 and v r1 and constant accelerations a s and a r [Eqs. (9) and (10)] for use with the waveguide Doppler model [Eqs. (5) and (6)]. Thus the need to track 31, 32 the time-dependent source-receiver range is circumvented, and the measurements accumulate and improve the likelihood/posterior densities. It is assumed that other model parameters, such as the seafloor properties, do not change for the L measurements.
Recursive Bayesian estimation (see Fig. 2 ) is inspired by recursive Bayesian online learning and particle filter theories. 6, [33] [34] [35] [36] With initial prior knowledge of the parameters pðmÞ and Bayes' rule, the joint posterior probability density function (PPD) of the model parameters for l pulse measurements is
Equation (16) shows that the joint posterior density conditioned on l measurements can be updated recursively from the lth likelihood and the joint posterior density of the l À 1 measurements. 
Ideally, the posterior density converges to a Dirac delta function centered at the true parameter value as L approaches infinity. 6 Practically, it is difficult to attain the true parameter value as there will be some model mismatch error or bias in the estimator. In addition, only a limited number of measurements can be processed before time-dependent variations in the model parameters and model mismatch errors become significant.
D. Recursive Monte Carlo integration and importance sampling
The posterior density pðmjy 1 : l Þ is used to compute metrics of interest such as the MAP estimates, posterior means, variances and marginal PPDs of the model parameter m i (Refs. 4 and 37) [see Eqs. (18) and (19)- (22)]. A way of generating these metrics is Monte Carlo integration and importance sampling. [38] [39] [40] [41] Compared to Markov Chain Monte Carlo methods that sequentially sample the posterior density, the primary appeal of importance sampling is the ability to carry out large-scale sampling of the posterior density in parallel. These metrics also can be updated as new data is made available [see Eqs. (27)- (29)],
For a parameter of interest such as the water column sound speed profile (SSP), c w , that is inferred from the inversion and is a function of empirical orthogonal functions (EOFs)
As shown later in Sec. IV A, Eq. (23) 
where the samples fm q ; q ¼ 1; …; Qg are drawn from the distribution pðmjy 1: l Þ. Drawing samples from pðmjy 1: l Þ is difficult as it usually is a non-standard and high dimensional probability density function (PDF). 39, 40 Alternatively, a standard or importance density xðmÞ may be used to generate the samples. This is known as importance sampling. [38] [39] [40] Therefore
wherẽ
are the unnormalized weights, and they correct under-and over-represented samples drawn from xðmÞ instead of pðmjy 1: l Þ. However, Eqs. (25) and (26) are non-recursive.
As new data is made available, the weights may be computed recursively as [33] [34] [35] 
Let normalized weights be w q l ¼w
Equations (27) and (28) 
and it approaches the true PPD as Q ! 1. For comparison, see Eqs. (21) and (22).
E. Adaptive importance sampling
The PPDs, pðmjy 1: l Þ, evolve with each new pulse. Thus the importance density is a function of l and should adapt correspondingly to sample the evolving PPDs effectively. One solution is to employ a Gaussian mixture for the importance density. Let the importance density be given by 45, 46 xðm
where the mixture coefficients b n ¼ Q n =Q, Q n is the number of samples generated from the nth Gaussian density x n ðmÞ and Q ¼ P l n¼0 Q n , and thus P l n¼0 b n ¼ 1. Conventionally, Gaussian mixtures are used in adaptive importance sampling (AIS) to match the arbitrary and nonevolving PPD (in Bayesian applications). 45, 46 The mixture coefficients, means and covariance matrices of x n ðmÞ are adaptively improved based on the previous Monte Carlo draws that sample the same PPD. In addition, the number of densities in the mixture remains constant. However, adapting the mixture coefficients b n , means and variances of x n ðmÞ is computationally demanding for each pulse measurement in the application discussed here. This is because each adaptive iteration requires hundreds or more forward model evaluations, and many iterations are needed for the AIS density to converge to the current posterior density.
A simple alternative use of the Gaussian mixture that directly uses the posterior information is proposed here. The main difference between previous AIS implementations 45, 46 and our proposed AIS is that the importance density here (Figs. 4 and 7) iteratively adapts as the PPD pðmjy 1: l Þ changes with l. The pseudo code for recursive Bayesian estimation using AIS is provided in Table II . There are l þ 1 mixture components for a PPD conditioned on l measurements (see Eq. 30 and Fig. 4) .
The initial density x 0 ðmÞ is used in a preliminary exploration of pðmjy 1 Þ. x 0 ðmÞ is chosen to be a Gaussian density
2 Þ, where s u and s l are upper and lower boundaries of the parameter search space. Using importance samples drawn from x 0 ðmÞ and the first pulse measurement,m ð1Þ MAP and the covariance matrix C 1 of m can be approximated [see Eqs. (18) , (19) , and (31)]. While retaining the old importance samples for a new pulse, an additional set of importance samples is included using the density x 1 ðmÞ ¼ N ðm ð1Þ MAP ; C 1 Þ. Then, using P 1 j¼0 Q j importance samples from x 0 ðmÞ and x 1 ðmÞ,m ðlÞ MAP , and C 1 can be updated. It is important to note that bothm ðlÞ MAP and C l first are approximated from the PPD pðmjy 1: l Þ using the previous P lÀ1 j¼0 Q j importance samples and the current pulse measurement embedded in the updated weights w 
The importance density xðm; lÞ now is dependent on l. The weight corrections [Eq. (26) ] should be applied after the weight recursion but before the weight normalization. Let un-corrected and un-normalized weights be redefined aŝ w ; lÞ is very small. Retaining the older densities in the mixture has the desirable effect of increasing the tails of the overall density while maintaining the main mass of samples in the high PPD region. 39, 40 The overall effect of this cumulative update ofm ðlÞ MAP and C l and accumulation of Gaussian densities is an AIS process. The last Gaussian density added will have a covariance that is an estimate of the covariance of the current PPD.
III. RECURSIVE BAYESIAN SIMULATION
This section will demonstrate the recursive Bayesian estimation approach that coherently processes the data pulse by pulse and incrementally updates estimates of parameter uncertainty. It also approximates source/receiver radial acceleration by assuming piecewise constant but linearly changing source/receiver velocities. When source/receiver radial acceleration exists, it is demonstrated that modeling acceleration [Eqs. (5)- (11)] can further reduce the parameter estimation biases and uncertainties. The ocean model is illustrated in Fig.  1 and model parameters are tabulated in Table III . Based on the theory presented in Sec. II A, this simulation models a constant velocity moving source that is slowing down radially with respect to the static receiver for L ¼ ½1; …; 64 pulses (see Fig. 3 ). The range-independent geoacoustic parameters were based on previous SW06 inversion results.
1, 43, 44, 47, 48 The source emits 100-900 Hz LFM pulses with 1 s pulse width and PRI. Thus v s64 ¼ 1:52 m/s. [see Eq. (9)]. The noise, Eq. (13), was generated to be similar to the measured power spectrum of SW06 ambient noise data. The frequency sampling is 5 Hz starting from 100 to 700 Hz. KRAKEN is used to compute the modes and wavenumbers. 49 The sediment parameters (q sed ; c 1 ; s, and a sed ) are estimated using the recursive Bayesian estimation procedure in Sec. II D, while the rest of the model parameters are assumed known. The parameter search space is kept small so that exhaustive-search based on 24 4 samples (instead of random importance samples) can be used to plot the true PPDs. Source acceleration is modeled in the replica field using Eq. (9) . We first show that the method does indeed reduce the parameter uncertainty as L increases. Using Eqs. (21), (22), (27) , and (28) Recursive Bayesian estimation is repeated with no source acceleration modeled [a s ¼ 0 in Eq. (9)] in the replica field while the measured field contains a s ¼ À0:006 m/s. As the number of pulse measurements increases, the replica-tomeasured field mismatch increases and the MAP and PPD estimation results deteriorate and deviate from the baseline values [see Fig. 6(a) ]. This is due to the replica field not modeling pulse-number (l) dependent radial velocity changes. In addition, the importance sampling utilized in this recursive Bayesian formulation also will have difficulty sampling the high probability regions of parameter space because there is a range of possible radial velocities to match. As a result, the MAP estimates and 1-D marginal PPD plots in Fig. 6(a) were adversely affected and provided little or biased information about the geoacoustic properties.
On the other hand, if source acceleration is modeled in the replica field, the joint PPD of the model parameters will evolve and be more informative (peaky) as the number of pulse measurements increases, Eq. (16). Equivalently, this is observed in Fig. 6(b) in the evolution of the 1-D marginal PPDs with increasing number of pulse measurements. PPDs look similar to the true PPDs, and they gradually will converge to the true PPD as more AIS samples are added. This has demonstrated that AIS is effective in estimating the PPD using 15 times less importance samples than the number used for the exhaustive sampling method. Figure 7 shows how the AIS importance distribution xðm; LÞ adaptively changes with L to follow the evolving PPD.
These simulations have demonstrated the reduction of biases and uncertainty of parameter estimates as L increases. There are two contributions to this improvement. One is the coherent gain from processing multiple pulses. The other is the spatial gain when the source moves toward the receiver. A way to check the incremental contribution due to spatial gain is to carry out a parameter sensitivity analysis comparing static and moving source-receiver configurations for 64 pulses (see Fig. 8 ). As the synthetic aperture created in this simulation is short (109 m), the synthetic aperture/spatial gain is not significant compared to the gain from processing multiple pulses.
IV. EXPERIMENTAL DATA ANALYSIS
The SW06 experiment was carried out near the shelf break on the New Jersey continental shelf from July to The water depths measured at the source and receiver were 78 and 79 m, respectively. Water column SSPs are important and considered sensitive parameters in geoacoustic inversion. In the simulation, the SSP was assumed known to simplify and compute the true PPD. The true PPD confirms empirically that AIS in the inversion adequately samples the PPD (see Fig. 5 ). In the SW06 experimental data, the measured SSP is known to be range dependent and is not a good substitute for an averaged range independent SSP. In addition, due to the lack of conductivity, temperature and depth (CTD) measurements during this period and location, sound speed profile inversion was included using empirical orthogonal functions [42] [43] [44] (EOFs) based on SSPs derived from thermistors along the SHARK array (see Fig. 9 ). 
A. Data preprocessing and inversion results
Pre-processing of the single receiver data for all L pulses includes LFM pulse matched filtering for coarse synchronization (Fig. 11) . The data then are sliced according to the synchronization and FFT'd to obtain the measured field y l for each pulse in the frequency domain. The matched filter output is not used in the inversion itself. Finally, the frequency domain data are phase-adjusted according to the synchronization times such that coherent combination will follow Eq. Table III ) for moving/static sourcereceiver configurations. A, the advantage of the waveguide Doppler model is that the forward model is computed on the receiver frequencies. To construct the replica field for a receiver frequency, the forward model has to trace backward to multiple source frequencies due to mode-dependent Doppler shifts. This is done analytically using the backward frequency mapping in Eq. (7). The forward and backward mapping relationships between the source, propagation and receiver frequencies are provided in Table IV.   1 The lower and upper bounds for the model parameters priors were set for the forward model depicted in Fig. 1 based on the background information at the experiment site, 1, 19, 43, 44, 47, 48 see Table V . Importance samples are drawn from Gaussian mixtures, and uniform priors are assumed. The 18-parameter recursive Bayesian inversion was done for L ¼ ½1; …; 64 using an initial 240 000 importance samples ðL ¼ 1Þ that eventually grows to 840 000 importance samples ðL ¼ 64Þ. Note that a high number of importance samples is necessary for good PPD estimation. 4 On the other hand, MAP estimates require considerably fewer importance samples than required for PPD estimation. 41 Table V tabulates the inversion MAP results using waveguide Doppler without and with acceleration modeled for the 64 LFM pulses. For the inversion results using the acceleration model, the estimated sediment thickness, velocity, and density are consistent with other published results 1, 19, 43, 44, 47, 48 at the VLA1 site. For example, these inversion results range from 1600 to 1670 m/s for the top sediment velocity and 20 to 25 m for the sediment thickness. In addition, the geometric parameters (r 0 ; z s ; z r ; v s1 ; a s ; and z w ) results also agree very well with the measured or best known values. However, the gradient of the sediment velocity remains inconclusive. 19 There have been negative, zero, and positive gradient sediment Comparing Figs. 12 and 14 , the reduction in uncertainties between L ¼ 1 and L ¼ 64 is remarkably good across all parameters. Uncertainty reduction in the water column SSP also is observed (see Figs. 12 and 14) . The largest uncertainty in the water column SSP is between 35 and 45 m depth. This compares well to the SHARK SSP measurements between 1830 and 2229 UTC where the largest sound speed variation is around 40 m depth (see Fig. 14) . Because the SSPs are known to be range dependent in SW06, the SHARK SSP measured at 2040 UTC was not a good substitute for an averaged range independent SSP. The EOFs have enabled the inversion to optimize for the best average SSP and the SSP inverted here is consistent with the SSP inversion results from Ref. 1.
In contrast, the MAP results in Table V for L ¼ 64 without using the acceleration model yield more biased geometric and geophysical (r 0 ; z s ; z r , z w , and q sed ) results when compared to measured or best known values. The biased geometric results are an indication that this inversion is not reliable. For example, the source range r 0 is 50 m short and the water, source and receiver depth, are, respectively, 4.8, 1.2, and 3.6 m too shallow. These differences cannot be explained by the effective parameter calculations for a mildly range dependent environment. 50 This further is supported by the parameter estimation uncertainties or the 95% HPD region results when not using acceleration which are about 100% more than the results when using the acceleration model (compare Figs. 13 and 14) . The inverted water column velocity profile also is different than the results when using the acceleration model. Thus the quality of the inversion results without modeling acceleration is lower than that with acceleration modeled. 
V. CONCLUSIONS
A broadband, frequency coherent matched-field inversion procedure for a moving source and receiver at low SNR using a recursive Bayesian pulse-by-pulse approach has been developed. This enabled a time-evolving uncertainty analysis of the model parameters and an approximation for a horizontally accelerating source and receiver. Through simulation and data analysis from the Shallow Water 2006 experiment, it was demonstrated that: (1) Via online uncertainty analysis, parameter uncertainty reduces with an increasing number of pulses and (2) when source/receiver acceleration exists, modeling acceleration in the inversion can reduce further parameter estimation biases and uncertainties.
