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Abstract
The cohomology groups of line bundles over complex tori (or abelian varieties) are classically studied
invariants of these spaces. In this article, we compute the cohomology groups of line bundles over various
holomorphic, non-commutative deformations of complex tori. Our analysis interpolates between two
extreme cases. The first case is a calculation of the space of (cohomological) theta functions for line
bundles over constant, commutative deformations. The second case is a calculation of the cohomologies
of non-commutative deformations of degree-zero line bundles.
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1 Introduction
Our goal in this article is to complete an analysis of the cohomology groups of line bundles on a non-
commutative deformations of complex tori which began in [BBP07]. In particular, that work studied a
non-commutative, formal deformation of a complex torus X . The sheaf of holomorphic functions on X has a
formal deformation AΠ over the formal disk in the direction of a holomorphic Poisson structureΠ, where the
multiplication law of AΠ takes on the familiar Moyal form. This is a particular example of a deformation
quantization [BFF+77], [BFF+78], [Kon01], [Kon91], [Kon03], [NT01], [Moy49]. In [BBP07], the derived
category of sheaves of AΠ-modules on a complex torus, D
b(AΠ −mod), was shown to be equivalent via a
1
Fourier-Mukai transform [Muk81] to the derived category of sheaves of modules over a formal gerbe on the
dual torus X∨.
The line bundles referred to above are defined to be locally free, rank one AΠ-modules. In this paper,
we study the full subcategory of the C[[~]] linear category Db(AΠ − mod) = D
b(XΠ) consisting of line
bundles. Therefore the goal of this paper is to compute the cohomology groups (which are C[[~]]-modules)
of every line bundle L over AΠ. Our motivation comes from two sources. The first is an extension of
Zharkov’s [Zha04] work on cohomological theta functions (theta forms). We expect this to play a role in
checking the quantum background independence of certain deformations of the B-model. In particular,
we would like to extend Witten’s work [Wit93] on background independence in string theory to the non-
commutative holomorphic setting (a formal deformation of the B model) featured for instance in [Kap04]
[Blo05] and [BBP07]. The second source of motivation is a quest to understand in more detail the categories
implicit in [BBP07]. Specifically, we hope that after passing to algebroid stacks of quantizations, one can
derive analytic descriptions [Pal08], [NT01] of algebraic deformation quantizations [Yek03],[Yek05], [Yek09],
[Kon01], [Van06], [PoSc04], or non-commutative algebraic geometry on abelian varieties [Man01], [Man04].
In the future, we would also like to compare to work on deformed vector bundles in closely related categories
as appear in [Kaj2006], [Kaj2007], [PoSc03], [Polb03], [Pol05], [CaHa], [Blo05], [Blo06] and [BlDa]. In
[KaSc08] appears the first steps in a general study of modules over deformation quantizations on complex
manifolds. Our main result is Theorem 3.20 which expresses the j-th cohomology group of a AΠ line bundle
L on the non-commutative complex torus XΠ = (X,AX,Π) in terms of (1) the (j − 1)-st cohomology group
of L, the classical line bundle given by the reduction modulo ~ of L (2) A natural number t0 determined
(see Definition 3.10) by L and (3) A corresponding element lt0 ∈ V
∨
= H1(X,O) also determined by L .
The description of the series
~l1 + ~
2l2 + ~
3l3 + · · ·
can be found in subsection 2.2.
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Notation and terminology
AS a sheaf of associative flat C[[~]] algebras on a complex manifold S satisfying AS/~ ∼= OS .
C[[~]] the complete local algebra of formal power series in ~.
D the one dimensional formal disk.
V a complex vector space of dimension g.
Λ ⊂ V a free abelian subgroup of rank 2g.
Π a holomorphic Poisson structure of constant rank n on a complex manifold.
X a complex torus of dimension g, X = V/Λ.
VH,0 the complex subspace of V annihilated by H .
g0 the dimension of V0.
XH,0 the complex subtorus of X annihilated by H , XH,0 = VH,0/(Λ ∩ VH,0).
ι the inclusion VH,0 → V .
s a splitting of ι.
2
ρ the quotient map ρ : X → X/XH,0.
p the quotient map p : V → V/Λ = X .
(H,χ) Appell-Humbert data defining a line bundle L, see a book such as [BL99], [Mum70], or [Pola03].
XΠ the Moyal quantization of the Poisson torus (X,Π).
L = L((H,χ);l(~)) a line bundle on XΠ, see equation 2.9.
L a line bundle on X given by the reduction of L modulo ~.
Φ the cocycle defining L , see equation 2.7.
φ the cocycle defining L /~t
0
, see equation 4.6.
ϕ the cocycle defining L.
l an element of V
∨
.
l0 the image of l under the projection to VH,0
∨
.
l(~) an element of V
∨
[[~]] given by
~l1 + ~
2l2 + ~
3l3 + · · · .
l(~)0 an element of VH,0
∨
[[~]] given by
~l01 + ~
2l02 + ~
3l03 + · · · .
t a natural number depending on L , see definition 3.4.
t0 a natural number depending on L , see definition 3.10.
L a line bundle on X/XH,0, see Lemma 3.11.
ϕ the cocycle defining L
k an integer depending on L, see Lemma 3.11.
2 Some Background
First, let us recall the definition of complex tori and the non-commutative sheaf of algebras that we will
be using. For a more detailed discussion of the properties of complex tori the reader may consult [Mum70,
BL99, Pola03]. The description of the non-commutative sheaf of algebras is taken directly from [BBP07].
A complex torus is a compact complex manifold X which is isomorphic to a quotient V/Λ, where V
is a g-dimensional complex vector space and Λ ⊂ V is a free abelian subgroup of rank 2g. Note that by
construction X has a natural structure of an analytic group induced from the addition law on the vector
space V .
Given a holomorphic Poisson structure
Π ∈ H0(X,∧2TX) = ∧
2V,
our non-commutative sheaf of algebras on X is given by OX [[~]] as a sheaf of C[[~]]−modules along with
a Moyal product ⋆ [Moy49, BFF+78] which we now describe. We start by describing the standard Moyal
product on OV [[~]] over the complex vector space V equipped with Π now viewed as a constant Poisson
structure on V .
Π ∈ ∧2V ⊂ H0(V,∧2TV ).
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By the constancy, there are complex coordinates
(q1, . . . , qn, p1, . . . , pn, c1, . . . , cl)
on V so that the Poisson structure is diagonal, that is
Π =
n∑
i=1
∂
∂qi
∧
∂
∂pi
.
With this notation we can now use Π to define the bidifferential operator P by
P =
∑
i
(←−−
∂
∂qi
−−→
∂
∂pi
−
←−−
∂
∂pi
−−→
∂
∂qi
)
(2.1)
Consider the sheaf OV [[~]] on V . For any open set U ⊂ V , and any f, g ∈ O(U)[[~]] we define their Moyal
product by
f ⋆ g =
∑
k
~
k
k!
f · P k · g = f · exp(~P ) · g = fg + ~{f, g}+ · · · .
Since the ⋆-product is defined by holomorphic bidifferential operators it maps holomorphic functions to
holomorphic functions. Moreover, since bidifferential operators are local, the product sheafifies. We denote
the resulting sheaf of C[[~]]-algebras on V by AV,Π. To define the Moyal quantization (X,AX,Π) of a
holomorphic Poisson torus (X,Π) we use the realization of X as a quotient X = V/Λ. Let p : V → X be the
covering projection. Define the sheaf AX,Π of C[[~]]-algebras on X as follows. As a sheaf of CX [[~]]-modules
it will be just OX [[~]]. To put a ⋆-product on this sheaf one only has to use the natural identification
OX [[~]] := (p∗OV [[~]])
Λ and note that the Π-Moyal product on V is translation invariant by construction.
Explicitly the sections of AX,Π over U ⊂ X can be described as the invariant sections
AX,Π(U) = AV,Π(p
−1(U))Λ (2.2)
on the universal cover V . This is well-defined since the Poisson structureΠ is constant and thus the operator
P is translation invariant.
2.1 A Review of Group Cohomology
We now recall some basic definitions from group cohomology. We describe the cohomology groups of various
sheaves on the torus V/Λ in terms of the group cohomology of Λ acting on certain modules. Let G be a
group and M a G-module. Denote the action of G on M by
(g,m) 7→ g ·m.
Recall [Mum70] that the group cohomology differential
δ : Cp(G,M)→ Cp+1(G,M)
is given by
(δf)λ0,...,λp = λ0 · (fλ1,...,λp) + (
p−1∑
i=0
(−1)i+1fλ0,...,λi+λi+1,...,λp) + (−1)
p+1fλ0,...,λp−1 . (2.3)
Given a pairing
∗ :M ×N → P
4
of G-modules the cup product on the level of cocycles is given by the map
Cp(G,M)× Cq(G,N)→ Cp+q(G,P )
(f ∪ g)λ0,...,λp+q−1 = fλ0,...,λp−1 ∗ ((λ0 . . . λp−1)gλp+1,...,λp+q−1). (2.4)
It is compatable with the differential and hence induces a cup product map
Hp(G,M)⊗
Z
Hq(G,N)
∪
→ Hp+q(G,P ).
In the case where M , N , and P are R-modules and the group action commutes with the action of R and
the pairing ∗ is R-bilinear, we actually get a cup product map
Hp(G,M)⊗R H
q(G,N)
∪
→ Hp+q(G,P ).
Remark 2.1 Given a sheaf of groups S on the torus X with the property that Hj(V, p−1S) = 0 for j > 0
we will often use the identification
Hi(X,S) ∼= Hi(Λ, p−1S(V )). (2.5)
This isomorphism comes from the collapse of the Cartan-Leray spectral sequence.
The isomorphisms in (2.5) are natural in S and the cup product we have explained above gives the cup
product in sheaf cohomology. The action of Λ on p−1S(V ) is by translation. In this paper, we work with
C[[~]]−modules for the group Λ such that the action of Λ commutes with the multiplication by elements of
C[[~]]. Therefore the cohomology groups are in a natural way C[[~]]−modules and to compute them it will
often be useful to use the following observation.
Observation 2.2 The structure theorem for finitely generated modules over the principal ideal domain C[[~]]
shows that every finitely generated C[[~]]−module is determined uniquely up to isomorphism by its associated
graded vector space.
2.2 Line Bundles and Their Deformations
Recall from [BBP07] that a line bundle on XΠ is a locally free, rank one left AΠ-module in the classical
topology on X . In [BBP07], a type of Appell-Humbert theorem was proven, whereby all line bundles on
XΠ were classified and constructed. Namely, a correspondence was established between equivalence classes
of line bundles on XΠ and Appell-Humbert data consisting of certain triples ((H,χ); l(~)). Here, H is an
element of the Neron Severi group of X , χ : Λ→ U(1) is a semi-character for H and l(~) ∈ ~(V
∨
[[~]]).
The pair (H,χ) is the classical Appell-Humbert data corresponding to equivalence classes of classical line
bundles L, while l(~) describes L as an iterated extension of L = L /~ by itself. Line bundles L on XΠ,
are classified [BBP07] up to equivalence by triples ((H,χ); l(~)) satisfying the equation
H yΠ xH = 0. (2.6)
In order to explain this condition notice that since we are working over a torus, we can consider H ∈
(V ∨ ⊗ V
∨
) ∩ Alt2(Λ,Z). In other words, H is a Hermetian form on V which satisfies ImH(Λ,Λ) ∈ Z. The
contraction in equation (2.6) can be described as the usual contraction of H ∧H ∈ (∧2V ∨) ⊗ (∧2V
∨
) with
Π.
We now describe how line bundles on XΠ can be constructed from Appell-Humbert data. Equivalence
classes of line bundles on XΠ are in one to one correspondence with elements of the pointed set
H1(X,A ×X,Π)
∼= H1(Λ,A ×V,Π(V )).
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The existence of the above isomorphism follows immediately from Remark 2.1 and the exponential short
exact sequence of sheaves of groups on V :
0→ Z→ OV [[~]]→ A
×
V,Π → 1.
We will denote by Tλ the automorphism of V given by v 7→ v + λ. The set Z
1(Λ,A ×
Π
(V )) consists of maps
Φ : Λ→ A ×V,Π(V ) satisfying
Φλ2 ⋆ (Φλ1 ◦ Tλ2) = Φλ1+λ2 .
For each triple ((H,χ); l(~)) satisfying equation (2.6) we define a line bundle L((H,χ);l(~)). First we construct
an element Φ = Φ((H,χ), l(~)) in Z
1(Λ,A ×
Π
(V )) given by
Φ((H,χ), l(~))(λ)(v) = χ(λ) exp
(
πH(v, λ) +
π
2
H(λ, λ) +
∞∑
m=1
~
jπ〈lm, λ〉
)
. (2.7)
This is a non-commutative deformation of the factor of automorphy ϕ(H,χ) corresponding to the line
bundle L = L(H,χ),
ϕ(H,χ)(λ)(v) = χ(λ) exp
(
πH(v, λ) +
π
2
H(λ, λ)
)
. (2.8)
That is, we have
ϕ = Φ mod ~.
Finally, we define
L = L((H,χ);l(~)) ⊂ p∗OV [[~]], (2.9)
to be the subsheaf of p∗OV [[~]] consisting for small enough U ⊂ X of
{f ∈ OV (p
−1(U))[[~]]|f ◦ tλ = f ⋆ Φλ ∀λ ∈ Λ}.
Here tλ is the automorphism of p
−1(U) given by w 7→ w + λ.
2.3 The Twisted Action
We wish to compute the C[[~]]−module Hj(X,L ). In the Appendix, we use the canonical isomorphism
p−1L ∼= OV [[~]] to conjugate the translation action A of Λ on p
−1L (V ) to obtain an action AΦ of Λ on
O(V )[[~]]. The formula derived in the Appendix is
AΦλ (g) = (Aλ(g)) ⋆ Φ
−1
λ . (2.10)
In other words, the action AΦλ on H
0(V,OV [[~]]) is given by
g(v) 7→ g(v + λ) ⋆ Φλ(v)
−1. (2.11)
We denote the corresponding cohomology groups corresponding to the AΦ action by Hi(Λ,O(V )[[~]],Φ).
By the collapse of the Cartan-Leray spectral sequence 2.5 (which happens becauseHj(V, p−1L ) = Hj(V,OV [[~]]) =
0 for j > 0) we have isomorphisms of C[[~]]−modules
Hi(X,L ) ∼= Hi(Λ, p−1L (V )) ∼= Hi(Λ,O(V )[[~]],Φ). (2.12)
Thus, it remains to compute the cohomology groups Hi(Λ,O(V )[[~]],Φ) .
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3 The Main Computation
3.1 The Spectral Sequence
Consider the filtration on L defined by FnL = ~nL . This filtration induces a filtration on the standard
complex computing group cohomology. Then by applying the Spectral Sequence of a Filtration of section 5.4
of [Wei94] to this filtered complex, we get a spectral sequence
Ep,q1 := H
p+q(Λ, Grp(OV (V )[[~]]), ϕ)⇒ H
p+q(Λ,OV (V )[[~]],Φ) (3.1)
or equivalently
Ep,q1 := H
p+q(X,GrpL )⇒ H
p+q(X,L ),
with differentials
dp,qj : E
p,q
j → E
p+j,q−j+1
j .
In order to do computations, we will use the group cohomology version but in order to simplify notation we
will write the terms with sheaf cohomology. It is important to note that the appearance of ϕ in (3.1) is due
to the fact for each λ ∈ Λ that the p−th graded part of the action of AΦλ is simply the action of A
ϕ
λ .
Notice that
GrpL = F
p
L /F p+1L ∼= L,
where L is a (classical) line bundle on X . Therefore the E1 term looks like
q = 3 ...
...
...
...
...
q = 2 H2(X,L) H3(X,L) H4(X,L) H5(X,L) H6(X,L) · · ·
q = 1 H1(X,L) H2(X,L) H3(X,L) H4(X,L) H5(X,L) · · ·
q = 0 H0(X,L) H1(X,L) H2(X,L) H3(X,L) H4(X,L) · · ·
q = −1 H0(X,L) H1(X,L) H2(X,L) H3(X,L) · · ·
q = −2 H0(X,L) H1(X,L) H2(X,L) · · ·
q = −3 . . .
. . .
. . .
p = 0 p = 1 p = 2 p = 3 p = 4
Definition 3.1 The spectral sequence associated to X and L as above will be denoted (E(X,L ), d(X,L ))
or abbreviated by (E, d) when X and L are clear.
Theorem 3.2 When the spectral sequence (E, d) converges, there exist canonical isomorphisms
Grp(Hq(X,L )) ∼= Ep,p+q∞ ,
for given integers p, q.
7
Proof. This is a Corollary of Theorem 5.5.10 of [Wei94].
✷
Definition 3.3 Let a, b be integers. For any spectral sequence (E, d), we define the shifted spectral sequence
(E, d)[a, b] by
(E[a, b]p,q, d[a, b]p,q) := (Ep−a,q−b, dp−a,q−b).
Definition 3.4 Let L = L((0,1);l(~)) be a line bundle on XΠ such that L /~ is trivial. we define
t = tL := min{s, ls 6= 0},
or ∞ if the minimum is not obtained.
Lemma 3.5 We have
dj(•) = −πlj ∪ • for j ≤ t.
Proof. The proof is via induction on j. The base case of the induction is the case j = 1. Both the base
case and the induction step follow from the following. ✷
Lemma 3.6 If ds = 0 and ls = 0 for all s < j then dj(•) = −πlj ∪ •.
Proof. As ds = 0 for s < j we deduce E
p,q
j = E
p,q
1 = H
p+q(X,GrpL ) = H
p+q(X,L) and so the differential
dj is a map
dj : H
p+q(X,GrpL )→ H
p+q+1(X,Grp+jL ).
Given [ξ] ∈ Ep,qj
∼= Hp+q(Λ,O(V ), ϕ), we compute d
p,q
j (ξ) according to the prescription in Appendix
2, item 4. Let i = p + q. Consider the element ξ of Zi(Λ,O(V ), ϕ). The boundary under the map δΦ
then lies in Ci+1(Λ, ~jA (V ),Φ). Considering this element modulo ~j+1 finally gives the desired class in
Zi+1(Λ, GrjA (V ), ϕ).
Let ξ ∈ Zi(Λ,O(V ), ϕ).
(δΦξ)λ0,...,λi = A
Φ
λ0
(ξλ1,...,λi) + (
∑i−1
c=0(−1)
c+1ξλ0,...,λc+λc+1,...,λi) + (−1)
i+1ξλ0,...,λi−1
= (AΦλ0 −A
ϕ
λ0
)(ξλ1,...,λi) +A
ϕ
λ0
(ξλ1,...,λi) + (
∑i−1
c=0(−1)
c+1ξλ0,...,λc+λc+1,...,λi) + (−1)
i+1ξλ0,...,λi−1
= (ξλ1,...,λi ◦ Tλ0) ⋆ (Φ
−1
λ0
− ϕ−1λ0 ) + (δ
ϕξ)λ0,...,λi
= (ξλ1,...,λi ◦ Tλ0) ⋆ (Φ
−1
λ0
− ϕ−1λ0 ).
(3.2)
Now, we divide the resulting element by ~j . and take the resulting element modulo ~. We have
(Φ−1λ0 − ϕ
−1
λ0
) = ϕ−1λ0
(
exp
(
−
∞∑
m=1
~
mπ〈lm, λ0〉
)
− 1
)
.
Thus, modulo ~ we have
(Φ−1
λ0
−ϕ−1
λ0
)
~j
≡ −ϕ−1λ0 · π〈lj , λ0〉 mod ~.
(3.3)
The resulting element is therefore
−ϕ−1λ0 · π〈lj , λ0〉(ξλ1,...,λi ◦ Tλ0) = −π〈lj , λ0〉A
ϕ
λ0
(ξλ1,...,λi). (3.4)
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By reference to formula (2.4) this element in Zi+1(Λ,O(V ), ϕ) represents the image of the cup product
H1(X,O)⊗Hi(X,L)→ Hi+1(X,L).
evaluated on [λ 7→ −π〈lj , λ〉] and [ξ]. In other words
dt([ξ]) = −πlj ∪ [ξ]
as claimed. ✷
The preceding analysis shows that the spectral sequence (3.1) satisfies Et = E1.
3.2 The Case of a Deformation of the Trivial Line Bundle
Let L be a line bundle on XΠ. We now compute the term Et+1 of the spectral sequence (3.1) in the
case that L /~ = L ∼= O. Note that we have L = L((0,1,);l(~)). Recall that the canonical isomorphisms
Ha(X,O) ∼= ∧aV
∨
fit into a commutative diagram [Mum70]
Ha(X,O)⊗Hb(X,O)

∪
// Ha+b(X,O)

∧aV
∨
⊗ ∧bV
∨
∧
//
∧a+bV
∨
.
This implies that the map dt on Et becomes several copies of a truncated version of the Koszul sequence
(∧•V
∨
, (•) ∧ −πlt) for the wedge product by the element −πlt. These copies look like
(Ep,qt = ∧
p+qV
∨
)→ (Ep+t,q−t+1t = ∧
p+q+1V
∨
)→ (Ep+2t,q−2t+2t = ∧
p+q+2V
∨
)→ · · · → ∧gV
∨
→ 0
where 0 ≤ p < t and −p ≤ q ≤ g − p. The (untruncated) Koszul sequence (∧•V
∨
, (•) ∧ −πlt) is exact.
Therefore, the cohomology of the truncated Koszul sequence is just the kernel of the wedge product with lt.
Therefore
Ep,qt+1 = 0 if p ≥ t
and
Ep,qt+1 = ker(•∧lt : ∧
p+qV
∨
→ ∧p+q+1V
∨
) = im(•∧lt : ∧
p+q−1V
∨
→ ∧p+qV
∨
) = ∧p+qV
∨
/ < lt > if p < t.
It is clear then that dt+1 is identically 0, and therefore the spectral sequence degenerates at Et+1. Therefore
the E∞ term looks as follows:
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q = 3 ...
...
...
...
...
q = 2 ∧2V
∨
/ < lt > ∧
3V
∨
/ < lt > . . . ∧
t+1V
∨
/ < lt > 0 · · ·
q = 1 V
∨
/ < lt > ∧
2V
∨
/ < lt > . . . ∧
tV
∨
/ < lt > 0 · · ·
q = 0 0 V
∨
/ < lt > . . . ∧
t−1V
∨
/ < lt > 0 · · ·
q = −1 0 . . .
... 0
· · ·
...
. . . V
∨
/ < lt > 0 · · ·
q = −t+ 1 0 0 . . .
q = −t 0 . . .
...
. . .
p = 0 p = 1 p = 2 p = t− 1 p = t · · ·
So we have
Ep,q
∞
= ker(• ∪ lt : H
p+q(Λ,O(V ))→ Hp+q+1(Λ,O(V )))
for p < t and 0 otherwise.
As the spectral sequence converges, Theorem 3.2, together with Observation 2.2 implies
Lemma 3.7 Let L = L((0,1,);l(~)) be a line bundle on XΠ such that L /~ ∼= O and l(~) 6= 0. Then there
are isomorphisms of C[[~]]−modules
Hj(Λ,O(V ),Φ) ∼= C[~]/(~t)⊗
C
(lt ∪H
j−1(Λ,O(V )))
or equivalently
Hj(X,L ) ∼= C[~]/(~t)⊗
C
(lt ∪H
j−1(X,O)), (3.5)
where the C[[~]] structure is inherited from the C[~]/(~t) term and the convention is that H−1(Λ,O(V )) = 0.
The term lt ∪H
p−1(Λ,O(V )) is the image under the linear map
Hj−1(Λ,O(V ))→ Hj(Λ,O(V ))
given by taking the cup product with lt.
✷
Therefore
Corollary 3.8 In the situation of Lemma 3.7 above we have
dim
C
Hj(X,L ) = t
(
g − 1
j − 1
)
.
✷
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3.3 The General Case
In order to analyze the differential in the spectral sequence in the general case, we have to carefully combine
the two extreme cases. Let L = L((H,χ);l(~) be a line bundle on XΠ. Let ι : XH,0 ⊂ X be the degeneracy
locus of H . It is a sub torus of X and ρ : X → X/XH,0 is a principal XH,0 bundle. Let g0 be the dimension
of XH,0. Fix, once and for all, a splitting s : V → VH,0 of the inclusion VH,0 → V . We use the same
letter to denote the corresponding splitting ∧jV → ∧jVH,0 and s
∨ to denote its complex conjugated dual
s∨ : ∧jVH,0
∨
→ ∧jV
∨
, which are equivalently thought of as maps
s∨ : Hj(XH,0,O)→ H
j(X,O). (3.6)
We also have ι∗ : Hj(X,O)→ Hj(XH,0,O). We also notice that we have a split short exact sequence
0→ H1(X/XH,0,O)
ρ∗
→ H1(X,O)
ι∗
→ H1(XH,0,O)→ 0, (3.7)
where the splitting is given by s∨.
Definition 3.9 For a ∈ Hj(X,O) we denote by a0 its image under the morphism
Hj(X,O)
ι∗
→ Hj(XH,0,O).
Definition 3.10 Given a line bundle L on XΠ we define
t0 = t0L := min{s, l
0
s 6= 0},
or ∞ if the minimum is not obtained. We also let l(~)0 =
∑
∞
i=1 l
0
i ~
i.
From [BL99] we learn that
Lemma 3.11 There exists a line bundle L on X/XH,0 such that
1. The restriction of L to XH,0 is a degree zero line bundle which can be considered a restriction from X
to XH,0 of a degree zero line bundle P on X.
2. There is an isomorphism L ∼= P ⊗ ρ∗L.
3. There is a unique integer k such that Hk(X/XH,0, L) 6= 0.
4. If P ∼= O, then the only non-zero cohomology groups of L have dimensions, for 0 ≤ i ≤ g0:
hi+k(X,L) = hk(X/XH,0, L)
(
g0
i
)
. (3.8)
Otherwise, hj(X,L) = 0 for all j.
5. If P ∼= O, then the pullback map
ρ∗ : Hk(X/XH,0, L)→ H
k(X,L)
is an isomorphism.
✷
Equation 3.5.1(1) in [BL00] implies
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Lemma 3.12 The cup product map
∪ : Hk(X,L)⊗Hi(X,O)→ Hk+i(X,L)
is surjective.
Lemma 3.13 Let ξ ∈ Hk(X/XH,0, L), a ∈ H
i(X,O). Then
ρ∗(ξ) ∪ a = ρ∗(ξ) ∪ s∨(a0).
Proof. We notice that
a− s∨(a0) ∈ ρ∗(H1(X/XH,0,O)) ∪H
i−1(X,O) ⊂ Hi(X,O).
On the other hand, the cup product map
Hk(X/XH,0, L)⊗H
1(X/XH,0,O)
∪
→ Hk+1(X/XH,0, L)
vanishes by Lemma 3.11.3. This completes the proof. ✷
Definition 3.14 For a line bundle L on X, the integer appearing in Lemma 3.11.3 will be denoted by k = kL
(we omit the subscript L if there is no ambiguity).
Lemma 3.15 [BL99] When L restricts to a non trivial line bundle on XH,0 then H
l(X,L) vanishes for all
l. If the restriction of L to XH,0 is isomorphic to OXH,0 (so P
∼= OX), then ρ
∗L = L (see Lemma 3.11) and
the map
Hk(X/XH,0, L)⊗H
i(XH,0,O)→ H
k+i(X,L) (3.9)
defined by
b⊗ a 7→ ρ∗(b) ∪ s∨(a)
is an isomorphism. Consider a set {br} of elements of Zk(Λ/(VH,0 ∩ Λ),O(V/VH,0), ϕ) whose cohomology
classes are a basis for Hk(X/XH,0, L). Let a
m1 , . . . , ami be a basis for VH,0
∨
. If we define
aI = am1 ∪ · · · ∪ ami
for 1 ≤ m1 < . . .mi ≤ g0 then the following collection(
brρ(λ1),...,ρ(λk) ◦ ρ
)(
s∨aIλk+1,...,λk+i
)
(3.10)
are hk(X,L)
(
g0
i
)
elements in Zk+i(Λ,O(V ), ϕ) whose cohomology classes form a basis for Hk+i(X,L).
Proof. Since the dimensions of both vector spaces are the same (by Lemma 3.11.4), it is enough to show
that the morphism above is surjective. By Lemma 3.11.5, it is enough to show that the morphism
Hk(X,L)⊗Hi(XH,0,O)→ H
k+i(X,L) (3.11)
defined by
b⊗ a 7→ b ∪ s∨(a)
is surjective. But this follows by Lemmas 3.12 and 3.13.
✷
Lemma 3.16 For l ∈ H1(X,O), a ∈ Hi(XH,0,O) and b ∈ H
k(X/XH,0, L), we have
(ρ∗(b) ∪ s∨(a)) ∪ l = ρ∗(b) ∪ s∨(a ∪ l0).
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Proof. Lemma 3.13 implies that
(ρ∗(b) ∪ s∨(a)) ∪ l = ρ∗(b) ∪ s∨(a) ∪ s∨(l0). (3.12)
As
s∨(a ∪ l0) = s∨(a) ∪ s∨(l0), (3.13)
the Lemma follows. ✷
Recall from Definition 3.1 the spectral sequence (E(X,L ), d(X,L )) associated to any line bundle L on
XΠ, together with Definition 3.3 of the shifted spectral sequence in 3.3.
Definition 3.17 Let
E˜(X,L ) = E(XH,0,L((0,1);l(~)0))[0, k]⊗H
k(X/XH,0, L).
and
d˜(X,L ) = d(XH,0,L((0,1);l(~)0))⊗ id.
As the tensor product over C is exact, this is a spectral sequence.
Lemma 3.18 There is an isomorphism of spectral sequences
(E(X,L ), d(X,L )) ∼= (E˜(X,L ), d˜(X,L )).
Proof. The identification 3.11 sets up an isomorphism
E(X,L ) ∼= E˜(X,L ). (3.14)
We now show that d(X,L ) and d˜(X,L ) correspond to one another under this identification. The proof is
done in two steps.
• Step 1: We show that dj corresponds to d˜j under 3.14 for j ≤ t
0.
The proof is via induction on j. The case j = 1 follows by Lemma 3.16. We assume the claim holds
true for J < j and prove the claim for j. For b < t0, Lemma 3.6 implies that d˜b is given by cupping
with −πl0b , and thus vanishes. By the induction hypothesis for J < j, we deduce that dJ = 0. Again
using Lemma 3.6, we deduce that dj(•) = −πlj ∪ (•). Another application of Lemma 3.16 completes
the induction step.
• Step 2: We show that dj corresponds to d˜j under 3.14 for j > t
0.
Since the t0 +1 sheets of both spectral sequences are concentrated in a block of width t0, both dj and
d˜j are 0 for j > t0.
This completes the proof. ✷
Corollary 3.19 The spectral sequence (E˜, d˜) has (p, q) term given by
E˜p,q1 = H
p+q−k(XH,0,O)⊗H
k(X/XH,0, L).
In fact using Lemmas 3.5 and 3.6, we have
d˜1 = d˜1 = · · · = d˜t0−1 = 0
and so
E˜1 = E˜2 = · · · = E˜t0 .
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The differential dt0 is given (see Lemmas 3.5 and 3.6) by
dt0(•) = −πlt0 ∪ •.
Denote by
Ha(XH,0,O)l0
t0
⊂ Ha(XH,0,O)
the kernel in Ha(XH,0,O) of the map
(l0t0 ∪ •) : H
a(XH,0,O)→ H
a+1(XH,0,O).
We notice that
Ha(XH,0,O)l0
t0
= Im
(
(l0t0 ∪ •) : H
a−1(XH,0,O)→ H
a(XH,0,O)
)
. (3.15)
With this notation, the spectral sequence converges and the term E∞ = Et0+1 looks like
q = 3 ...
...
...
...
...
q = 2 H2(X,L)l
t0
H3(X,L)l
t0
. . . H
t+1(X,L)l
t0
0 · · ·
q = 1 H1(X,L)l
t0
H2(X,L)l
t0
. . . H
t(X,L)l
t0
0 · · ·
q = 0 H0(X,L)l
t0
H1(X,L)l
t0
. . . H
t−1(X,L)l
t0
0 · · ·
q = −1 H0(X,L)l
t0
. . . H
t−2(X,L)l
t0
0 · · ·
...
. . .
... 0
· · ·
q = −t0 + 1 H0(X,L)l
t0
0 . . .
q = −t0 0 . . .
...
. . .
p = 0 p = 1 p = 2 p = t0 − 1 p = t0 · · ·
where
Hj(X,L)l
t0
= Hj−k(XH,0,O)l0
t0
⊗Hk(X/XH,0, L) for k ≤ j ≤ g.
Also, observe that the above vector space is zero for j = k and j > g0 + k.
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✷Theorem 3.20 Let L = L((H,χ);l(~) be a line bundle on XΠ. Assume that l(~)
0 6= 0 and χ|XH,0 = 1.
In this case, there is an isomorphism of C[[~]] modules
Hj(X,L ) ∼= C[~]/(~t
0
)⊗
C
(lt0 ∪H
j−1(X,L)).
Proof. As the spectral sequence (E(X,L ), d(X,L ) converges, Theorem 3.2, together with the structure
Theorem 2.2 and Corollary 3.19 implies that
Hj(X,L ) ∼= C[~]/(~t
0
)⊗
C
Hj(X,L)l
t0
.
By equation (3.15), we deduce that
Hj(X,L)l
t0
∼= (l0t0 ∪H
j−k−1(XH,0,O))⊗H
k(X/XH,0, L).
Using equations (3.13,3.12), the map s∨ ⊗ ρ∗ (cf. equation (3.11)) induces an isomorphism
(l0t0 ∪H
j−k−1(XH,0,O)) ⊗H
k(X/XH,0, L) ∼= (lt0 ∪H
j−1(X,L)),
This completes the proof.
✷
Corollary 3.21 For any line bundle L = L((H,χ);l(~)) on XΠ, the following holds:
1. If χ|XH,0 6= 1 then H
j(X,L ) = 0 for all j.
2. If l(~)0 = 0 then Hj(X,L ) ∼= Hj(X,L /~)[[~]] for all j.
3. In all other cases
Hj(X,L ) ∼= C[[~]]/(~t
0
)⊗
C
(lt0 ∪H
j−1(X,L)).
where
lt0 ∪H
j−1(X,L) = Hj−k(XH,0,O)l0
t0
⊗Hk(X/XH,0, L).
and so
dim
C
(Hj(X,L )) = t0
(
g0 − 1
j − k − 1
)
hk(X,L).
✷
Proof.
1. This is a consequence of the existence of the spectral sequence 3.1 which converges to the cohomology
of L and the fact 3.15 that Hj(X,L) = 0 for all j and hence E1 = 0.
2. This follows from the degeneration (3.19) at E1 3.1 and the structure theorem given in Observation
2.2.
3. This is the content of Theorem 3.20.
Although we did not use it, it is interesting to note that the structure of the cohomology of L /~t
0
and of
L are quite different. Indeed we have the following Lemma.
Lemma 3.22 Let L = L((H,χ);l(~)) be a line bundle on XΠ. Assume that l(~)
0 6= 0. Then there is an
isomorphism of C[~]/(~t
0
) modules
Hj(X,L)[~]/(~t
0
) ∼= Hj(X,L /(~t
0
)) (3.16)
Proof. The proof is precisely analogous to part (2) of Corollary 3.21. There is a spectral sequence converging
to the cohomology of L /(~t
0
) as a C[~]/(~t
0
) module. An analogue of Corollary 3.19 shows that all the
differentials are zero (because the analogue of l(~)0 vanishes for L /(~t
0
)) and the term Ep,q1 = H
p+q(X,L),
in the range that Gr(L /(~t
0
)) 6= 0. Finally, an appeal to Observation 2.2 gives us Equation 3.16. ✷
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4 Explicit Cocycle Representatives for Cohomology Classes
In this section, we find explicit cocycle representatives for a basis ofHj(X,L ). In order to make this feasible,
we restrict to the case that t0 = t including the case where they are both infinity. Let us return to the cases
in the Corollary 3.21.
1. χ|XH0 6= 1. Then by Corollary 3.21.1 we have H
j(X,L ) = 0 for all j so there is nothing to do here.
2. l(~)0 = 0 and t0 = t. In this case we of course have that t = t0 = ∞. Therefore L = L[[~]] and
Hj(X,L ) ∼= Hj(X,L)[[~]]. Then by Corollary 3.21.2 together with Lemma 3.11 we have
Hj(X,L ) ∼= Hk(X/XH,0, L)⊗H
j−k(XH,0,O)[[~]]
for all j, where k = kL. Notice that the differential operator P coming from the Poisson structure
vanishes on ρ−1OX/XH,0 ⊗ ρ
−1OX/XH,0 due to equation 2.6. Explicit representatives are powers of ~
times the classes in the discussion of Lemma 3.15 via the map
Zk(Λ/(Λ ∩ VH,0),O(V/VH,0), ϕ)⊗ Z
i(Λ ∩ VH,0,O(VH,0))⊗ C[[~]]→ Z
k+i(Λ,O(V ),Φ).
3. In the remainder of this section we look into the case that χ|XH0 = 1 and l(~)
0 6= 0.
The short exact sequence
0→ L
~
t0
→ L → L /~t
0
→ 0 (4.1)
gives rise to a long exact sequence in cohomology
· · · → Hj−1(X,L /~t
0
)→ Hj(X,L )→ Hj(X,L )→ Hj(X,L /~t
0
)→ · · · . (4.2)
Definition 4.1 Let L be a line bundle on XΠ such that l(~)
0 6= 0. We define αL ∈ Ext
1(X,L /~t
0
,L ) as
the extension class of the short exact sequence 4.1.
An explicit formula for αL will be given in formula 4.8. With this definition in mind, we have
Lemma 4.2 Let L be a line bundle on XΠ such that l(~)
0 6= 0 and χ|XH,0 = 1. Then
Hj(X,L ) = αL ∪H
j−1(X,L /~t
0
).
Proof. Notice that Theorem 3.20 shows that Hj(X,L ) is killed by ~t
0
and hence the connecting map
Hj−1(X,L /~t
0
)→ Hj(X,L )
is surjective. The connecting map is given by the cup product with αL . ✷
We have the following commutative diagram
Ext1
AX
(L /ht
0
,L )×Hj−1
AX
(X,L /ht
0
)

∪ // Hj
AX
(X,L )

Ext1
CX
(L /ht
0
,L )×Hj−1
CX
(X,L /ht
0
)
∪
// Hj
CX
(X,L ).
(4.3)
Here, the maps on cohomology are isomorphisms. We notice that for any sheaves of vector spaces F ,G
over X , we have
Hom
CX
(F ,G ) = H0(Λ, Hom
CV
(p−1F , p−1G )).
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The Grothendieck spectral sequence for the composition of the functors H0(Λ,−) and
Hom
C
(p−1F , p−1−) is the following convergent first quadrant spectral sequence (cf. [Wei94] Theorem 5.8.3)
Ep,q2 := H
p(Λ, Extq
CV
(p−1F , p−1G ))⇒ Extp+q
CV
(F ,G ). (4.4)
This spectral sequence, applied with F = L /~t
0
and G = L gives rise to a left exact sequence (cf.
[Wei94] Theorem 5.8.3)
0 // H1(Λ, Hom
CV
(p−1L /~t
0
, p−1L ))
β
// Ext1
CX
(L /~t
0
,L )
γ
// H0(Λ, Ext1
CV
(p−1L /~t
0
, p−1L )).
(4.5)
We want to compute the cup product of αL with elements in H
j−1(X,L /~t
0
) (cf. Lemma 4.2). To this
end, we let α˜L denote the image of αL under the morphism
Ext1AX (L /~
t0 ,L )→ Ext1
CX
(L /~t
0
,L ).
Because the sequence
0→ p−1L → p−1L → p−1L /~t
0
→ 0
splits as a sequence of sheaves of vector spaces, we have γ(α˜L) = 0. Since 4.5 is exact, we deduce that there
exists an element
aL ∈ H
1(Λ, Hom
CV
(OV [~]/(~
t0),OV [[~]]),Ψ)
such that α˜L = β(aL ). This, together with the commutative diagram 4.3 implies that for ξ ∈ H
j−1(X,L /ht
0
),
we have
αL ∪ ξ = aL ∪ ξ
as elements in Hj(X,L ). We now compute aL in group cohomology
H1(Λ, Hom
CV
(OV [~]/(~
t0),OV [[~]]),Ψ)
where Ψ is the Λ action induced on Hom
CV
(OV [~]/~
t0 ,OV [[~]]) by the translation actions on p
−1L /~t
0
and
p−1L . In order to do this we can consider any
µ ∈ Hom
CV
(OV [~]/(~
t0),OV [[~]])
such that µ is the identity modulo ~t
0
. Then
(aL )λ(f) =
1
~t
0
(δΨµ)λ(f).
In order to calculate this let
φ ∈ Z1(Λ,AΠ(V )
×/~t
0
) (4.6)
be the reduction of Φ modulo ~t
0
. Then for f ∈ O(V ) we have (note that we will use (Aφλ)
−1
(f) = (fφλ)◦T
−1
λ )
(δΨµ)λ(f) = (A
Ψ
λ (µ)− µ)(f) = A
Φ
λ (µ((A
φ
λ)
−1f))− µ(f)
= (µ((Aφλ)
−1
f) ◦ Tλ) ⋆ Φ
−1
λ − µ(f) = µ(fφλ) ⋆ Φ
−1
λ − µ(f)
= µ(fφλ) ⋆ (Φ
−1
λ − φ
−1
λ )
(4.7)
If we chose µ to be the inclusion with no higher powers of ~, then we an element
aL ∈ Z
1(Λ, Hom
CV
(OV ,OV [[~]]),Ψ)
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given by
(aL )λ(f) = (fφλ) ⋆
(Φ−1λ − φ
−1
λ )
~t
0 . (4.8)
Therefore, the product
Ext1AX (L /~
t0 ,L )×Hj−1(X,L /~t
0
)→ Hj(X,L )
evaluated on the pair (αL , ξ) takes on the form
(aL ∪ ξ)λ0,...,λj =
(δΨµ)λ0
~t
0
(Aφλ0(ξλ1,...,λj )) =
(δΨµ)λ0
~t
0
(φλ0
−1(ξλ1,...,λj ◦ Tλ0))
= ((φλ0φ
−1
λ0
)(ξλ1,...,λj ◦ Tλ0)) ⋆
(Φ−1λ0 − φ
−1
λ0
)
~t
0
.
We deduce
(aL ∪ ξ)λ0,...,λj = (ξλ1,...,λj ◦ Tλ0) ⋆
(Φ−1λ0 − φ
−1
λ0
)
~t
0
. (4.9)
Notice one can see independently that αL ∪ ξ ∈ Z
j(Λ,O(V )[[~]],Φ) : By analogy to equation 3.2 we
deduce that
αL ∪ ξ =
δΦ(ξ)
~t
0
.
This implies that
δΦ(αL ∪ ξ) =
(δΦ)2(ξ)
~t
0
= 0.
Observation 4.3 The image of αL under the modulo ~ reduction
Ext1(L /~t
0
,L )→ Ext1(L,L) = H1(X,O)
is equal to −πlt0 .
Observation 4.4 Let L = L((H,χ);l(~)) be a line bundle on XΠ. Assume that l(~)
0 6= 0 , t0 = t, and that
χ|XH,0 = 1. In this case we simply have L /~
t0 = L[~]/~t
0
. One can check using
Π(d(ρ−1OX/XH,0 ), d(ρ
−1OX/XH,0 )) = 0
which follows from Equation (2.6), that the isomorphism in Lemma 3.22 is induced by the map
Zj(Λ,O(V ), ϕ)[~]/(~t
0
)→ Zj(Λ,O(V )[~]/(~t
0
), φ)
given by the identity on Cj(Λ,O(V )[~]/~t
0
). In other words, the above is well defined and gives an iso-
morphism in cohomology because the ⋆-products involved agree with commutative products for functions in
O(V/VH,0) with the action A
ϕ where
ϕλ = ϕρ(λ) ◦ ρ.
Lemma 4.5 Let L = L((H,χ);l(~)) be a line bundle on XΠ. Assume that l(~)
0 6= 0 and that χ|XH,0 = 1.
Then we have an isomorphism of C[[~]] modules given by αL ∪ •
(C[~]/~t
0
)⊗Hk(X/XH,0, L)⊗ (H
j−k−1(XH,0,O)/ < l
0
t0 >)→ H
j(X,L )
where we implicitly used the identification in 3.11 in order to apply αL toH
k(X/XH,0, L)⊗H
j−k−1(XH,0,O).
In particular, the cohomology is non-zero only the range k + 1 ≤ j ≤ k + g0.
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Proof. Since we know from 3.21 that Hk(X,L ) is t0-torsion, we see that Hj−1(X,L /(~t
0
)) surjects onto
Hj(X,L ) via the connecting map (cup product with the extension class),
Hj(X,L ) = αL ∪H
j−1(X,L /(~t
0
)) ∼= αL ∪H
j−1(X,L)⊗ C[~]/(~t
0
)
The calculation of the kernel of the map given by the cup product with αL follows from Observation 4.3.
✷
Corollary 4.6 Let L = L((H,χ);l(~)) be a line bundle on XΠ. Assume that l(~)
0 6= 0 , t0 = t, and that
χ|XH,0 = 1. We take j such that k+1 ≤ j ≤ k+ g0 because this is the only range in which there is non-zero
cohomology. Let a1, . . . , ag0−1 be a basis of a compliment to < l0t0 > in VH,0
∨
. Let {br} be elements of
Zk(Λ/(Λ ∩ VH,0),O(V/VH,0), ϕ) whose cohomology classes are a basis for
Hk(Λ/(Λ ∩ VH,0),O(V/VH,0), ϕ) ∼= H
k(X/XH,0, L)
then if we define
aI = ai1 ∪ · · · ∪ aij−k−1
the following
~
c
(
brρ(λ1),...,ρ(λk) ◦ ρ) ◦ Tλ0
)(
s∨aIλk+1,...,λj−1
)
φ−1λ0
1
~t
0
(
exp
(
−
∞∑
m=t0
~
mπlm(λ0)
)
− 1
)
(4.10)
for 0 ≤ c < t0 , 1 ≤ r ≤ hk(X,L) and 1 ≤ i1 < · · · < ij−k−1 ≤ g0 − 1 are elements in Z
j(Λ,O(V )[[~]],Φ)
whose cohomology classes are a basis for
Hj(Λ,O(V )[[~]],Φ) ∼= Hj(X,L ).
Proof. Notice that we can rewrite
Φ−1λ = ϕ
−1
λ exp
(
−π
∞∑
m=1
~
mlm(λ)
)
=
(
ϕ−1ρ(λ) ◦ ρ
)
exp
(
−π
∞∑
m=1
~
ilm(λ)
)
and similarly
φ−1λ = ϕ
−1
λ exp

−π t
0
−1∑
m=1
~
mlm(λ)

 = (ϕ−1ρ(λ) ◦ ρ) exp

−π t
0
−1∑
m=1
~
mlm(λ)

 .
Since by equation 2.6 the bi-differential operator P vanishes on ρ−1OX/XH,0 ⊗ ρ
−1OX/XH,0 we have(
(biρ(λ1),...,ρ(λk) ◦ Tρ(λ0)) ◦ ρ
)
⋆
(
ϕ−1ρ(λ) ◦ ρ
)
=
(
(biρ(λ1),...,ρ(λk) ◦ Tρ(λ0)) ◦ ρ
)(
ϕ−1ρ(λ) ◦ ρ
)
.
Therefore, the existence of a collection as in 4.10 follows from Corollary 4.5 and Equation 4.9. ✷
Remark 4.7 In the case t < t0 <∞ one can still identify cocycles representing a partial basis of Hj(X,L )
using the cup product with the extension class of
0→ L
~
t
→ L → L /~t → 0.
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5 Appendix 1
In order to do this computation we will use the canonical isomorphism
C : p−1L ∼= OV [[~]]
(to be explained below) to relate the translation action on p−1L (V ) to some action which we compute on
OV (V )[[~]].
We have a canonical trivialization of the pullback of L given by composing the pullback of the inclusion
L ∈ p∗OV [[~]] with the canonical morphism p
−1p∗O[[~]]→ O[[~]].
p−1L ⊂ p−1p∗O[[~]]→ O[[~]].
Let us call the combined isomorphism
C : p−1L → OV [[~]].
In particular, we use the same letter for the map on global sections
C : H0(V, p−1L )→ H0(V,OV [[~]]).
In order to derive a specific formula for C, consider the element F ∈ H0(V, p−1p∗OV [[~]]) defined by
F (v)(w) = Φw−v(v).
We claim in fact that F is a nowhere vanishing global section of p−1L . In order to show this, it suffices to
prove that F locally belongs to p−1L . In other words we want to see that for every λ ∈ Λ that,
F (v)(w) ⋆ Φλ(w) = F (v)(w) ◦ tλ
for p(v) = p(w) lying in U .
The crucial point here, is that T acts on the v variable horizontally and t acts on the w variable vertically.
F (v)(w) ⋆ Φλ(w) = Φw−v(v) ⋆ Φλ(w) = Φw−v(v) ⋆ (Φλ(v) ◦ Tw−v) = Φw−v+λ(v)
and
F (v)(w) ◦ tλ = Φw−v(v) ◦ tλ = Φw−v+λ(v).
The maps Tλ∗p
−1p∗O → p
−1p∗O and Tλ∗p
−1L → p−1L induce the actions on H0(V, p−1p∗O) and
H0(V, p−1L ) given by
f 7→ f ◦ Tλ.
We claim that C−1(g) = g ⋆ F and C(h) = h ⋆ F−1. Indeed, for w = v + λ
C−1(1) = Φλ ◦ t−λ = Φw−v(w − λ) = Φw−v(v) = F (v)(w)
We will use C to transport the translation action (defined by Aλ(f) = f ◦ Tλ)
Aλ : Tλ∗p
−1
L → p−1L
satisfying Aλ1 ◦ (Tλ1∗Aλ2) = Aλ1+λ2 to the action
AΦλ = C ◦Aλ ◦ Tλ∗C
−1 : Tλ∗OV [[~]]→ OV [[~]].
Tλ∗OV
AΦλ

Tλ∗p
−1L
Aλ

Tλ∗C
oo
OV
C−1
// p−1L .
(5.1)
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Let g = g(v) be in H0(V,OV [[~]]). We compute
((g ⋆ F ) ◦ Tλ) ⋆ F
−1 = (g ◦ Tλ) ⋆ (F ◦ Tλ) ⋆ F
−1 = (g ◦ Tλ) ⋆ (Φw−v−λ ◦ Tλ) ⋆ Φ
−1
w−v = (g ◦ Tλ) ⋆ Φ
−1
λ .
Therefore
AΦλ (g) = (g ◦ Tλ) ⋆ Φ
−1
λ . (5.2)
In other words the action AΦλ on H
0(V,OV [[~]]) is given by
g(v) 7→ g(v + λ) ⋆ Φλ(v)
−1. (5.3)
We can check directly that this is indeed an action:
(AΦλ1A
Φ
λ2(g))(v) = g(v + λ2 + λ1) ⋆ Φλ2(v + λ1)
−1 ⋆ Φλ1(v)
−1
= g(v + λ2 + λ1) ⋆Φλ1+λ2(v)
−1 = (AΦλ1+λ2(g))(v).
For a small open set U ⊂ V and g ∈ O(U)[[~]] note that
C−1(g) ∈ p−1L (U) ⊂ O(p−1(p(U)))[[~]]
is determined uniquely by the property C−1(g) ◦ tλ = C
−1(g) ⋆Φλ. In other words, for W ⊂ p
−1(p(U)) such
that W = λU we see that
C−1(g)|W = (g ⋆ Φλ) ◦ t−λ.
and
C(hW ) = (hW ◦ tλ) ⋆ Φ
−1
λ .
Pushing the diagram 5.1 forward and using the identification p∗Tλ∗ = p∗ we get
p∗OV
p∗A
Φ
λ

p∗p
−1L
p∗Aλ

p∗C
oo
p∗OV
p∗C
−1
// p∗p
−1L
This identifies L , the Λ invariants of p∗p
−1L with the translation action on V with the Λ invariants of
p∗OV with the A
Φ action, which in fact agrees with our previous description of L given in equation 2.9.
Remark 5.1 Similarly, if Φs is the reduction of Φ modulo ~
s we denote by AΦs the induced action
AΦsλ (g) = (g ◦ Tλ) ⋆ (Φs)
−1
λ . (5.4)
on O(V )[~]/~s and we can replace Hi(X,L /~s) by
Hi(Λ,O(V )[~]/~s,Φs)
the cohomology groups of Ci(Λ,O(V )[~]/~s) with the differential δΦs . In particular, for s = 1 we have
Φs = ϕ and for s = t
0 we have Φs = φ.
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6 Appendix 2
A (decreasing) filtration F on a chain complex (C, d) is an ordered family of chain subcomplexes
· · · ⊆ Fp+1C ⊆ FpC ⊆ Fp−1 · · ·
of C. For such a filtration there is an associated spectral sequence. This appears in detail in [Wei94] section
5.4. In this appendix we give explicit formulae for Er, dr. This is taken from loc. cit. 5.4.6. We omit the
bookkeeping subscript q, and write ηp for the surjection FpC → FpC/Fp+1C = E
p
0 . Next, Weibel introduces
Arp = {c ∈ FpC : d(c) ∈ Fp+rC},
the elements of FpC that are cycles modulo Fp+rC and their images Z
r
p = ηp(A
r
p) in E
0
p and B
r+1
p+r =
ηp+r(d(Ap
r)) in E0p+r. Using this indexing the Z
r
p and B
r
p = ηp(d(A
r−1
p−r+1)) are subobjects of E
0
p . The
following holds:
1. Arp ∩ Fp+1C = A
r−1
p+1.
2. Zrp
∼= Arp/A
r−1
p+1.
3. Hence
Erp =
Zrp
Brp
∼=
Arp + Fp+1(C)
d(Ar−1p−r+1) + Fp+1(C)
∼=
Arp
d(Ar−1p−r+1) +A
r−1
p+1
.
4. drp : E
r
p → E
r
p+r is induced by the differential d. That is, given ξ ∈ E
r
p
∼=
Arp
d(Ar−1
p+r−1
)+Ar−1
p+1
we first lift
it to any Ξ ∈ Arp whose class in E
r
p is ξ. Next, compute d(Ξ) ∈ Fp+rC. As d
2(Ξ) = 0, it follows that
d(Ξ) in fact belongs to Arp+r . Finally, its image under ηp+r gives d
r
p(ξ) ∈ E
r
p+r .
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