The academic literature on and industrial practice of control of solution crystallization processes have seen major advances in the past 15 years that have been enabled by progress in in-situ real-time sensor technologies and driven primarily by needs in the pharmaceutical industry for improved and more consistent quality of drug crystals. These advances include the accurate measurement of solution concentrations and crystal characteristics as well as the first-principles modeling and robust model-based and model-free feedback control of crystal size and polymorphic identity. Research opportunities are described in model-free controller design, new crystallizer designs with enhanced control of crystal size distribution, strategies for the robust control of crystal shape, and interconnected crystallization systems for multicomponent crystallization. 
being measured, is not directly applicable to crystal slurries because the crystals block the light beam such that no signal reaches the detector. In ATR spectroscopy, solid, liquid, or gas phases can be measured directly using an ATR crystal. A light beam passes through the ATR crystal such that on its way back to the detector, the beam reflects at least once off of the internal surface of the crystal in contact with the medium being measured. An evanescent wave is created that extends into the medium approximately 1-10 micrometers, and the light beam is affected by the medium within this evanescent wave. In the 1990s ATR probes of approximately 1 inch in diameter were available that could be easily inserted into a vessel or pipe of liquid solution to track in situ and in real-time changes in the infrared absorption spectrum, which could be correlated with solution concentrations. These ATR probes had bases that plugged into standard FTIR spectrometers for a relatively low cost. A key innovation was the recognition that an ATR-FTIR probe could be employed to track the liquid solution concentrations in industrial crystallizers (17, 18) because the penetration depth of the evanescent wave was sufficiently small that the proportion of medium within the wave that is crystals in a forced convection would be small owing to steric, hydrodynamic, and other forces (19) .
Although the feasibility of this approach was first demonstrated in the mid-1990s (17) , transfer of the technology into industrial practice took several years because the measurement accuracies obtained in industrial and academic research laboratories were too low for effective application in crystallization process modeling and control. Four changes to the original protocol improved the experimental design and data analysis by more than an order of magnitude, namely (20): 1. The use of absorbances for many wavenumbers instead of a single transmittance ratio in the sensor calibration. Absorbances have the advantage of being approximately linearly related to the solution concentrations, which simplifies the construction of a calibration model, and the use of many wavenumbers allows for averaging of the effects on the solution concentration measurement of noise and the small proportion of crystals within the evanescent field. 2. The application of chemometrics techniques such as partial least squares and principal component regression to construct the calibration model between infrared absorbance spectra and solution concentrations. These techniques can incorporate the effects of peak shifts into the calibration and automatically weigh more strongly the absorbances that are more highly predictive of the solution concentrations. 3. The inclusion of the temperature with the absorbances in the chemometric calibration.
Earlier approaches for temperature compensation (21) had poor accuracy. 4. The use of a pure gas or liquid instead of laboratory air for collection of a background spectrum. Using laboratory air causes uncontrolled variations in the background spectrum, as the humidity of the air around a crystallizer is highly variable, and water strongly absorbs light within a wide range of the mid-infrared region of the spectrum. A stable background spectrum is obtained when using a pure liquid such as the solvent or dry nitrogen gas.
Accuracies as high as 0.00014 g solute/g solvent were reported by early 2002 (22); the achievable accuracy of the solution concentration measurement for a particular experiment varied depending on the infrared spectrometer, the ATR-FTIR probe, the particular solutes and solvents, and whether the above protocols were followed. A huge number of academic and industrial applications of ATR-FTIR spectroscopy quickly followed (23), including the demonstration of high accuracies for a pharmaceutical crystallizer at Merck with four components in solution (24).
Next-Generation Optimal Control Formulations for Crystallizers
As discussed in the introduction, the model-based optimal control formulations applied for decades to continuous crystallization had limitations in terms of optimization objectives and constraints, 
Objective function
Subject to:
• Model equations
• Operational, quality, safety, and productivity constraints
• Properties of CSD
• Shape of CSD (dissolution rate, bioavailability, filtration time, etc.)
• Crystal shape
• Product quality (purity, minimize breakage, solvent inclusion, etc.)
Figure 1
Generic formulation of the model-based crystallization control approach as an optimization problem that indicates the typical optimization objectives, optimization variables, and constraints (31 optimization variables, and methods of dealing with uncertainties. These limitations have been removed in the past 10-15 years, and many extensions have been developed to consider new crystal product quality characteristics and optimization variables (Figure 1) . The optimization is subject to the model equations and various constraints owing to equipment limitations (e.g., maximum and minimum temperature values, maximum and minimum cooling rates, maximum volume, limits on antisolvent addition rate), productivity requirements (to ensure a desired yield at the end of the batch), and quality specifications (e.g., 2, 25-28). Usually the optimization objectives such as the number-average crystal size, coefficient of variation, nucleated-to-seed-mass ratio, and weight-mean size can be computed efficiently using the method of moments (29), but the optimal operating conditions and their robustness may depend strongly on the objective (4, 9-12, 30-32).
A major advance in the application of model-based control approaches is the development of comprehensive uncertainty analysis and robust optimization formulations that are able to account for the effects of realistic uncertainties and disturbances on optimal operating policies. Uncertainties in the model parameters or structure or in the recipe or control implementation should be carefully assessed using robustness analysis techniques (10, 30, 32, 33) , and if the effects of these uncertainties are significant, they should be taken into account in the optimization. Robust optimization approaches include the optimization of the worst-case objective as well as a weighted sum of the mean of the objective and its variance owing to uncertainties. The latter is a multiobjective optimization that allows tailoring of the trade-off between nominal performance and robustness and has been used successfully for robust control of the crystal size distribution (CSD) (11, 12, 15) and the polymorphic form (34) (polymorphic crystals contain the same molecular species but have different packing of molecules within the crystal structure). A distribution shaping control (DSC) allows the precise tailoring of the shape of the CSD, which enables the implementation of a product engineering approach to control the crystallization process to directly achieve the desired final product quality (15, (35) (36) (37) . The optimization objective for DSC can be formulated directly in terms of the CSD or using the quantiles of the cumulative distribution. Increased robust performance can be achieved by repeating the optimization on-line on the basis of real-time measurements and state estimation, which is known in the literature as model predictive control (11, 15, (38) (39) (40) . The supersaturation trajectory can be optimized directly in the crystallization phase diagram and implemented using concentration feedback control (CFC) (also known as supersaturation control) approaches in a hierarchical structure (15) , or can be optimized in the time domain using the actual manipulated variables used to generate the supersaturation (e.g., temperature, antisolvent addition profile, evaporation rate). The advantages of combining the supersaturation generation methods by simultaneously optimizing cooling and antisolvent addition to achieve (41, 42) . Better control over the shape of the final CSD can be obtained by allowing controlled dissolution of the fine particles by including the dissolution mechanisms in the model (43) or/and by the simultaneous optimization of the seeding (4, 5, (44) (45) (46) with the operating curve. Just as is the case for manipulated variable profiles (10) , variations in the seed quality can cause drastic variations in the product quality (6).
Development of Sensors and Models for Crystal Shape
The monitoring and control of crystal shape has received significant attention in recent years. Image analysis is a direct observation method that is used mainly for the classification of crystals on the basis of their size or morphology. Images can be acquired from outside of the crystallizer through an observation window (47, 48) or by using high-resolution in situ video microscopy tools such as the Mettler-Toledo Particle Vision Microscope or similar systems (1, 22, 38, [49] [50] [51] [52] [53] [54] . Methods based on low-resolution cameras (bulk video imaging) have also been used to detect nucleation and polymorphic transformation (55) (56) (57) (58) ; however, these approaches are not suitable for quantitative determination of shape and size distribution. The aforementioned techniques are able to extract 2D shape and size information. Newer methodologies based on digital holography can extract 3D information from specially acquired images (59, 60) . A major limitation of most approaches based on in situ image analysis is the low solid concentration for which the approaches provide quantitative results (typically a maximum of 5-7%). Future research will focus on developing new hardware and software systems that can provide reliable quantitative information at higher solid concentrations in the suspensions.
The dynamic evolution of the crystal shape is modeled using a multidimensional population balance equation, which considers the growth of particles in two or more characteristic dimensions (7, 29, 37, (61) (62) (63) (64) (65) (66) (67) . The model requires the identification of growth kinetics in each characteristic length (68) , which can be determined on the basis of size and shape information obtained from the imaging tools. The evolution of crystal shape considering both growth and dissolution mechanisms has also been modeled; this work together with other experimental investigations indicates that dissolution cycles can provide an additional degree of freedom to control the particle shape and size (69) (70) (71) (72) (73) .
Robust Concentration Feedback Control
The availability of accurate in situ concentration measurement tools based on ATR-FTIR or ATR-UV/Vis spectroscopy coupled with robust chemometrics approaches has enabled the application of CFC approaches to both cooling and antisolvent crystallization systems at laboratory as well as industrial scales. The benefits of CFC (with some variations in the implementation) to achieve improved product properties (larger and more uniform crystals with less agglomeration) have been extensively reported in the literature (14, 16, 22, (74) (75) (76) (77) (78) (79) . The CFC approach is based on the fundamental understanding of the crystallization operation within the phase diagram between the solubility and metastable curves. Often an absolute or relative supersaturation set point is specified so the term "supersaturation control" is often used to describe the method in the literature, but this is actually a misnomer because a solute concentration rather than a supersaturation is directly measured. The approach can be used to specify an arbitrary concentration target profile in the phase diagram; this can be particularly useful for the control of polymorphic crystallization processes in which more complex trajectories may be needed for the selective control of a particular polymorphic or pseudopolymorphic form (80, 81) (pseudopolymorphic crystals have different incorporation of solvent molecules into their crystal structures). For typical batch cooling crystallization processes, the controller calculates the supersaturation using real-time concentration C(t) 
Figure 2
Generic block diagram of the concentration feedback or supersaturation control approach. Abbreviations: C, concentration, C sol , saturation concentration (solubility); j, jacket; S, absolute supersaturation; SP, set point; T, temperature; t, time.
and temperature T (t) measurements, as well as the solubility C sol (T ), and adjusts the temperature to maintain or follow the desired target supersaturation S SP (T ) in the phase diagram ( Figure 2 ). The calculated temperature set point T SP (t) is sent to the lower-level temperature controller [typically a cascade proportional-integral (PI) control system]. This approach has the advantage that, by specifying the operating trajectory in the crystallization phase diagram, a nearly optimal operating curve in the time domain (e.g., temperature profile) is automatically determined, which then can be implemented directly at the production scale using a standard tracking control system (direct design approach) (14) . This approach provides a model-free (direct design) alternative to the programmed cooling approach that determines the optimal temperature trajectory corresponding to a particular constant supersaturation by using a simple mathematical description of the kinetic processes involved in the crystallization (82) . Figure 3a shows an example of supersaturation and the resulting temperature trajectories obtained by the implementation of CFC for the crystallization of paracetamol in isopropanol. The large uniform crystals obtained at the end of the batch are shown in Figure 3b . The set point can be selected by using an automated system that runs multiple experiments and selects the operating conditions for which the crystals meet the product specifications (79) or by applying measurement-based optimization approaches according to a batch-to-batch iterative learning control framework (37, 41, 83-85). The supersaturation can be expressed in absolute or relative values or as a supersaturation ratio, and the approach applies similarly to antisolvent crystallization systems. The approach can be extended to combined cooling and antisolvent crystallization by expressing the solubility and the set point trajectory as functions of both the temperature and the solvent composition.
Sensors, Models, and Robust Control of Polymorphic and Pseudopolymorphic Forms
Polymorphic crystals contain the same molecular species but have different packing of molecules within the crystal structure, whereas pseudopolymorphic crystals have the same primary molecular species but different incorporation of solvent molecules within the crystal structure. Manufacturing the desired crystal form is quite important in the pharmaceutical industry, as different forms can have rather different physical properties, such as solubility, dissolution rate, and shape (e.g., Several sensors for monitoring multiple crystal forms during crystallization have been developed in the last 10-20 years, including Raman spectroscopy (86-88), in situ X-ray diffraction (89), in situ laser backscattering (90, 91), and in situ process video microscopy. Although none of these sensors provides sufficient accuracy for model development for all solute-solvent systems, for most systems at least one of these sensor technologies can be used to monitor the transformation between different crystal forms (92, 93) . In recent years these sensors have been used to construct rather detailed population balance models that describe such transformations (54, (94) (95) (96) (97) (98) (99) and have been used to compare the closed-loop performance of a wide variety of advanced control strategies (34, 83, 84, 100). The generation of large crystals of a desired form, even for highly metastable crystals, has been experimentally demonstrated without use of surfactants or other additives for stabilization (80, 81) by employing the robust CFC strategy described in the Robust Concentration Feedback Control section (Figure 4c,d ).
Development of Microfluidic Crystallization Platforms for Crystallization Modeling and Control
A major advance in crystallization technology over the past decade has been the development of microfluidic crystallization platforms (101) (102) (103) (104) . These enable the high-throughput search for polymorphic and pseudopolymorphic forms and the selection of solvents that maximize molecular purity and yield while enabling the manufacture of the desired form using tiny amounts of material (typically, a protein or pharmaceutical). Most of these technologies employ droplets with volumes in the nano-to microliter range; the nucleation-related measurement is the induction time, which is the time required to nucleate a crystal in a supersaturated solution. A recent advance is the development of methods for using such platforms for the determination of primary nucleation kinetics at supersaturations that are too high to be obtainable in larger-scale crystallizations. Many companies have proposed crystallizer designs that operate at high supersaturation to nucleate seed crystals that are subsequently grown to a desired size (105-108). These kinetics are required in crystallization simulations for use in the evaluation of crystallizer design and control strategies (e.g., References 109, 110, and references therein). The measurement of nucleation kinetics at the microscale is quite different than that in macroscale crystallizers, as the induction time is highly stochastic owing to the small volumes and the inherent stochasticity of molecular events. In particular, the induction time for a particular solute and solvents can vary by as much as a factor of two even when two droplets operate under exactly the same supersaturation trajectory over time. Modeling the relationship between the nucleation kinetics and the measured induction times requires a stochastic model that is most naturally written in the form of a chemical master equation (e.g., 111 ). An analytical solution for this equation for arbitrary supersaturation trajectories was recently derived (112-114) that enables the nucleation kinetics to be estimated in a wide range of droplet and microfluidics-based devices, including levitated droplet systems (115), continuous flow plug-based crystallization (116) , and patterned substrate-based systems (117) . Such applications have been demonstrated for several solute-solvent systems (112).
PROMISING RESEARCH DIRECTIONS Robust Model-Free Control of Crystallizers
Most crystallization control approaches restrict the operation within the metastable zone. Although this approach is effective for most pharmaceutical crystallizations, it can be sensitive Schematic block diagram of the direct nucleation control for batch cooling crystallization processes. Abbreviations: FBRM, focused beam reflectance measurement; j, jacket; SP, set point; T, temperature; t, time.
to accidental seeding, attrition of very brittle crystals, significant variations in seed quality, or large variations in the metastable limit or solubility owing to variations in the contaminant profile of the feed streams. Several model-free approaches have been proposed to robustly control such crystallizations that allow a controlled crossing of the boundaries of the metastable zone and drive the crystallization operations into the undersaturated region (118) . The direct nucleation control (DNC) approach (85) maintains the number of particles at a predetermined value during the crystallization and is based on the idea that the lower the number of crystals is in the system, the larger the size of the product crystals. The number of crystals is measured in situ using focused beam reflectance measurement (FBRM), although other measurement techniques that provide a signal that is a continuous function of the number of crystals (such as turbidity, bulk video imaging, and ultrasonic attenuation) could be employed. Correlations between the number of counts per second provided by the FBRM and the size of the crystals can be obtained off-line, and the DNC approach can be used to indirectly control product properties. The target number of counts per second is controlled by successive supersaturation generation (e.g., by cooling or antisolvent addition) and dissolution phases (e.g., by heating or solvent addition). The cooling/heating or antisolvent/solvent addition rates can be predetermined, or for more accurate control they can be functions of the difference between the measured and target counts per second ( Figure 5) . The benefits of the DNC approach have been demonstrated for the production of crystals with desired mean size (118-119), reduction of solvent inclusion (120), achievement of better polymorphic purity (73) , and improvement of the surface properties of the crystals (72) . A typical time-domain operating profile with the characteristic automatically determined heatingcooling cycles in the case of the unseeded cooling crystallization of paracetamol in isopropanol is shown in Figure 6a . The corresponding crystallization phase diagram with the automatic dissolution loops is shown in Figure 6b . The crystals produced at the end of the DNC experiments are significantly larger, more uniform in size, and less agglomerated compared with the product obtained using linear cooling (Figure 6c,d ) .
The DNC approach is a completely adaptive and quite robust methodology for crystallization scale-up that requires virtually no prior information about the model, kinetics, or metastable zone width of the crystallization process (121, 122) , because both the solubility and nucleation curves are detected automatically during the control. The method automatically adapts the operating conditions when changes are detected in the measured number of crystals; hence, it is highly robust to variations in the seed quality (e.g., initial breeding) or addition point (i.e., partial dissolution or secondary nucleation because of too early or too late addition) as well as to accidental seeding from crust.
To reduce the number of dissolution cycles (and thus the batch time) resulting from the initial implementation of the DNC approach, measurement-based optimization approaches can be applied on the basis of an iterative learning control framework, which uses information from previous batches to improve the operating profile of the subsequent batch in a combined feedforward-feedback control architecture (37, 83, 84). Alternatively, CFC and DNC approaches can be used in combination either simultaneously or sequentially. In the simultaneous approach, CFC and DNC are applied in a hierarchical structure in which the process is controlled mainly within the metastable zone by the supersaturation controller. The direct nucleation controller reacts when changes in the number of crystals are detected by adapting the set point of the supersaturation controller. The sequential approach uses first the DNC approach for in situ seed generation via primary nucleation and controlled dissolution of the excess crystals. When the desired number of counts per second is achieved, the approach switches to CFC, which controls the crystallization process in the phase diagram at a predetermined superaturation level. The DNC approach also can be applied to continuous crystallization systems by creating the dissolution loops spatially by generating alternating supersaturated and
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Nagy · Braatz undersaturated zones (by cooling/heating or multiple injections of antisolvent or solvent) along the reactor.
New Crystallizer Designs
Many new designs for crystallizers have been developed in recent years; in some cases these pose control challenges, and in other cases they open up new opportunities for feedback control. For example, a proposed continuous oscillatory baffled crystallizer employs a piston to agitate the crystal slurry in a long pipe with baffles (123) . Such a crystallizer typically can operate at lower shear rates than a single stirred-tank crystallizer, but it is limited to lower solid densities and effective viscosities and has limited degrees of freedom for feedback control. Several continuous tubular crystallizers have been investigated (e.g., 124), often with static mixers or baffles introduced to better emulate plug flow so as to obtain a narrower CSD, but the baffles or other constructions in the path of the flow applied to achieve the static mixing effect have the potential to cause fouling. Especially interesting from a control point of view is a tubular crystallizer design that introduces antisolvent at multiple points along the crystallizer (125), which provides many more degrees of freedom for feedback control compared with most alternative designs. A tubular crystallizer that is less prone to fouling and ensures plug-flow behavior segments the flow into liquid slugs separated by an immiscible fluid (126) . The fluid in each liquid slug is well mixed as long as the length of the liquid slug is not much larger than the pipe diameter. A variation on this approach is to carry out the crystallization within droplets, which makes fouling nearly impossible and provides a higher surface areato-volume ratio so that uniform control of temperature within each droplet is easy (e.g., 127, 128) . Most of these continuous-flow crystallizers are not specifically designed to provide many degrees of freedom for the control of crystal size, shape, and polymorphic identity in the presence of process disturbances and variations in crystallization kinetics owing to changes in the contaminant profile. A semicontinuous crystallization configuration has been proposed that combines a small crystallizer for continuous seed generation with a downstream large stirred-tank crystallizer operated using the robust CFC method (described in the Robust Concentration Feedback Control section) to minimize nucleation and promote crystal growth (129) . The extra degrees of freedom that come from having independent continuous control of nucleation in one crystallizer and control of growth in a separate crystallizer results in a high degree of CSD controllability. This approach was demonstrated experimentally for a flat-top CSD that cannot be achieved in a standard crystallizer; the measured CSD was quite close to that predicted by theory (130) . Many of these same control principles and controller design methods should be incorporated into other continuous flow crystallizer designs; otherwise, it may become impossible to reliably achieve the desired crystal product at industrial manufacturing scale.
Simultaneous Control of Shape and Crystal Size Distribution by Robust Crystallization Path Design
Simultaneous robust control of several crystal properties (e.g., size, shape, polymorphic form) has become increasingly important with the continuously tightening regulatory constraints on product properties. Several control approaches, both within-batch and batch-to-batch, have been proposed for the simultaneous control of shape and CSD (36, 37, 131) . This simultaneous control can be achieved by formulating a model-based robust distribution shaping control problem that also incorporates constraints on the crystal shape (37),
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subject to the model equations and the constraints,
where f (r i , t f ;θ k ) and f target (r i ) are the simulated (at the end of the batch) and the target numbers of crystals in the discretized size interval i; V [ f (r i , t f ; θ k )] is the variance of the predicted number of crystals in the size interval i owing to parametric uncertainties in the model; C SP,k (u) is the operating curve in the phase diagram C − u in batch k, which is used as the set point for the supersaturation controller; and w ∈ (0, 1) weights the relative importance of nominal product quality and robustness to model uncertainties. The variable u denotes the temperature (u = T ) for cooling crystallization and the solvent concentration in the case of antisolvent crystallization systems. The duration of the batch is t f , and u min , u max , R min , and R max are the minimum and maximum temperatures or antisolvent addition flow and their changing rates, respectively, during the batch. The objective function can be based on the cross-moments, on the 2D CSD directly (7), or on a 1D CSD, as shown in Equation 1, which can be computed using the equivalent spherical diameter (r). In all cases, the process model is expressed by a multidimensional population balance model. The constraints in Equations 1 and 2 ensure that the temperature profile stays within the operating range of the crystallizer. The constraint in Equation 4 ensures that the solute concentration at the end of the batch, C(t f ), is smaller than a certain maximum value, C f, max , set by the minimum yield required by economic considerations. The last constraint restricts the aspect ratio, expressed as the ratio between two characteristic sizes of the crystals (β = L 1 /L 2 ), to be between desired minimum (β min ) and maximum (β max ) values.
The approach can be implemented as the three-level hierarchical control shown in Figure 7  (15, 31) , in which the level-3 model-based control repeatedly optimizes the operating trajectory defined in the crystallization phase diagram, which is used as the set point for a level-2 concentration feedback controller that manipulates the set point of a level-1 temperature controller (simple or cascade PI controller) to follow the desired concentration trajectory in the phase diagram.
The approach that determines operating profiles in the crystallization phase diagram provides a much more intuitive framework for defining the design and control space and allows the use of significantly simpler models in model-based optimization and control. This is especially true in the case of polymorphic systems, in which setting constraints that directly restrict the operating trajectory to be within the region of the phase diagram where a particular polymorph is stable can eliminate the need to model the potential polymorphic transformation, which is required for optimization of the operating trajectory parameterized in the time domain (34, 84, 100). Similarly, nucleation can be avoided simply by directly setting the appropriate bounds on the set point trajectory without necessarily needing to model (and identify) nucleation kinetics, whereas the similar constraint when the optimization is performed in the time domain can be implemented only indirectly.
The control of crystal shape and of the CSD are highly correlated, which can significantly limit the achievable combinations (37). Molecular additives can be introduced into the system in low quantities to provide an additional manipulated input for better crystal shape control (132) . These additives can have strong and selective effects on the nucleation or growth rates of different crystal faces (46, 133, 134) and can be used as an additional manipulated input to decouple the control of CSD and shape. 
PAT: process analytical technology

Interconnected Crystallization Systems for Multicomponent Crystallization
The availability of ATR spectroscopy coupled with robust multivariate statistical approaches has enabled the simultaneous monitoring of multiple components during crystallization (24). This availability allows the control of the trajectories of multiple species in the crystallization phase diagram so that crystallization control approaches can be applied to multicomponent systems. This control can be achieved by interconnected crystallization systems that allow the transfer of the liquid phase only, which can be achieved by circulation of the filtered liquid between vessels or by separation of the crystallization cells using membranes permeable to the liquid only. Each crystallizer/compartment is seeded with one particular component of the mixture, and supersaturation is generated in the entire system by cooling, antisolvent addition, or evaporation. The components will grow preferentially in the compartments with the corresponding seed, but the concentrations of all species decrease simultaneously in all compartments, thus avoiding cross contamination owing to heterogeneous nucleation of the other components. Two coupled crystallization systems have been used for the separation of enantiomers (135) (136) (137) (138) . The concept was also applied successfully to the separation of the positional isomers (ortho, meta, and para) of aminobenzoic acid in a system consisting of three interconnected crystallizers (139) . The approach can be extended to an arbitrarily large number of components, for example, by developing a matrix of crystallization cells separated by membranes permeable to the liquid only. These interconnected systems can be operated in both batch and continuous mode. Certain limitations of the approach may exist for systems with complex phase diagrams (e.g., systems with eutectics) or if the components may form cocrystals.
Composite Sensor Arrays and the Crystallization Process Informatics System
The recent development of in situ sensors with process analytical technologies (PATs) has led to the widespread application of various measurement techniques. These instruments are often used simultaneously to monitor crystallization processes; however, the information that is provided is seldom combined and applied in real time. More recently, the concept of a composite sensor array (CSA) has been introduced, which is based on the idea that all instruments are considered to be components of a single global sensor that provides various signals from the crystallization process. These are then analyzed simultaneously using model-based approaches or by applying chemometrics techniques (e.g., those based on principal component analysis) with a system that automatically determines the most relevant combination of signals for a particular process or control objective. The complementarity and redundancy in the acquired information allow the implementation of robust crystallization control strategies. The various components of the CSA are coordinated by a crystallization process informatics system (CryPRINS) (140) that monitors multiple process and quality properties at the same time and simultaneously uses all signals from all measurement devices for automated decision support and feedback control of the crystallization process (Figure 8) . To become readily applicable in an industrial environment, such a system (e.g., CryPRINS) must provide a generic communication interface based on industrial standard protocols such as OPC [object linking and embedding (OLE) for process control] or modbus that allows the communication between the various PATs provided by different vendors and the distributed control system (DCS) necessary to implement the proposed control actions.
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