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PROFILE DECOMPOSITIONS AND BLOWUP PHENOMENA OF
MASS CRITICAL FRACTIONAL SCHRO¨DINGER EQUATIONS
YONGGEUN CHO, GYEONGHA HWANG, SOONSIK KWON, AND SANGHYUK LEE
Abstract. We study, under the radial symmetry assumption, the solutions
to the fractional Schro¨dinger equations of critical nonlinearity in R1+d, d ≥ 2,
with Le´vy index 2d/(2d − 1) < α < 2. We firstly prove the linear profile
decomposition and then apply it to investigate the properties of the blowup
solutions of the nonlinear equations with mass-critical Hartree type nonlin-
eartity.
1. Introduction
In [21] Laskin introduced the fractional quantum mechanics in which he gener-
alized the Brownian-like quantum mechanical path, in the Feynman path integral
approach to quantum mechanics, to the α-stable Le´vy-like quantum mechanical
path. This gives a rise to the fractional generalization of the Schro¨dinger equation.
Namely, the associated equation for the wave function results in the fractional
Schro¨dingier equations, which contains a nonlocal fractional derivative operator
(−∆)α2 defined by (−∆)α2 = F−1|ξ|αF . In this paper we consider the following
Cauchy problem with mass critical Hartree type nonlinearity:{
iut + (−∆)α2 u = λ(|x|−α ∗ |u|2)u, (t, x) ∈ R1+d, d ≥ 2,
u(0, x) = f(x) ∈ L2,(1.1)
where λ = ±1. Here α is Le´vy stability index with 1 < α ≤ 2. When α = 2,
the fractional Schro¨dinger equation becomes the well-known Schro¨dinger equation.
See [22, 23] and references therein for further discussions related to the factional
quantum mechanics.
The solutions to equation (1.1) have the conservation laws for the mass and the
energy:
M(u) =
∫
|u|2 dx, E(u) = 1
2
∫
u|∇|αu dx− λ
4
∫
u(|x|−α ∗ |u|2)u dx.
We say that (1.1) is focusing if λ = 1, and defocusing if λ = −1. The equa-
tion (1.1) is mass-critical, as M(u) is invariant under scaling symmetry uρ(t, x) =
ρ−d/2u(t/ρα, x/ρ), ρ > 0 which is again a solution to (1.1) with initial datum
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ρ−d/2u(0, x/ρ). The equation (1.1) is locally well-posed in L2 for radial initial data
and globally well-posed for sufficiently small radial data [7]. (See [14] for results
regarding power type nonlinearities.) For the focusing case, the authors [8] used
a virial argument to show the finite time blowup, with radial data, provided that
the energy E(u) is negative. Also see [12] and [13] for results with noncritical
nonlinearity.
In this paper we aim to investigate the blowup phenomena of (1.1) with radial
data when α < 2. Due to the critical nonlinearity the time of existence no longer
depends on the L2 norm of initial data. Instead it relies on the profiles of the data.
Hence the situation become more subtle. When α = 2, a lot of work was devoted
to the study of blowup phenomena, which was based on the usual Strichartz and
its refinements. (See for instance [17, 19, 25].) When it comes to the fractional the
Schro¨dinger equation (1 < α < 2), due to the non-locality of fractional operator,
various useful properties (e.g. Galilean invariance) which hold for the Schro¨dinger
equation are no longer available. The main difficulty comes from absence of proper
linear estimates. In fact, by scaling the condition α/q + d/r = d/2 should be
satisfied by the pair (q, r) if L2-LqtL
r
x estimates were true for the linear propagator
f → eit(−∆)
α
2 f . But such estimate is impossible as the Knapp example shows
that H˙s-LqtL
r
x is only possible for 2/q + d/r ≤ d/2. In order to get around these
difficulties we work with radial assumption on the initial data, which allows us
to use the recent results on the Strichartz estimates for radial functions [14] or
angularly regular functions [9].
Linear profile decomposition. As for linear estimates such as the Strichartz
estimates or Sobolev inequalities, the presence of noncompact symmetries causes
defect of compactness. The profile decomposition with respect to the associated
linear estimates is a measure to make it rigorous that such symmetries are the only
source of non-compactness.
Concerning nonlinear dispersive equations (especially nonlinear wave and Schro¨-
dinger equations), the profile decompositions have been intensively studied and led
to various recent developments in the study of equations with the critical nonlin-
earity ([17]). Profile decompositions for the Schro¨dinger equations with L2 data
were obtained by Merle and Vega [25] when d = 2, Carles and Keraani [5], d = 1,
and Be´gout and Vargas [3], d ≥ 3. ( Also see [1, 4, 28] for results on the wave
equation and [29, 20, 10] on general dispersive equations.) These results are based
on refinements of Schrichartz estimates (see [26, 3]). There is a different approach
based on Sobolev imbedding but such approach is not applicable especially the
equation is L2-critical. Our approach is also based on a refinements of Schrichartz
estimate. Thanks to the extended range of admissible due to the radial assumption
it is relatively simpler to obtain the refinement (see Proposition 2.3 which is used
for the proof of profile decomposition.)
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We now define the linear propagator U(t)f to be the solution to the linear
equation iut + (−∆)α2 u = 0 with initial datum f . Then it is formally given by
U(t)f = eit(−∆)
α
2 f =
1
(2π)d
∫
Rd
ei(x·ξ+t|ξ|
α)f̂(ξ) dξ.(1.2)
Here f̂ denotes the Fourier transform of f such that f̂(ξ) =
∫
Rd
e−ix·ξf(x) dx.
The following is our first result:
Theorem 1.1. Let d ≥ 2, 2d2d−1 < α < 2, and 2 < q, r < ∞ satisfy αq + dr = d2 .
Suppose that (un)n≥1 is a sequence of complex-valued radial functions satisfying
‖un‖L2x ≤ 1. Then up to a subsequence, for any l ≥ 1, there exist a sequence of ra-
dial functions (φj)1≤j≤l ∈ L2, ωln ∈ L2 and a family of parameters (hjn, tjn)1≤j≤l,n≥1
such that
un(x) =
∑
1≤j≤l
U(tjn)[(h
j
n)
−d/2φj(·/hjn)](x) + ωln(x)
and the following properties are satisfied:
lim
l→∞
lim sup
n→∞
‖Uα(·)ωln‖LqtLrx(R×Rd) = 0,
and for j 6= k, (hjn, tjn)n≥1 and (hkn, tkn)n≥1 are asymptotically orthogonal in the
sense that
either lim sup
n→∞
(
hjn
hkn
+
hkn
hjn
)
=∞,
or (hjn) = (h
k
n) and lim sup
n→∞
|tjn − tkn|
(hjn)α
=∞,
and for each l
lim
n→∞
[
‖un‖2L2x − (
∑
1≤j≤l
‖φj‖2L2x + ‖ω
l
n‖2L2)
]
= 0.
In what follows we make use of the linear profile decomposition to get nonlinear
profile decompositions of the solutions to (1.1).
Nonlinear profile decomposition. Let us set
(q◦, r◦) =
(
3,
6d
3d− 2α
)
.
As it can be shown by the usual fixed point argument and the Strichartz estimate
(with α-admissible pairs), in Lemma 2.1 the local well-posedness theory can be
based on the estimate of space-time norm ‖u‖Lq◦t Lr◦x (I×Rd) 1. As a by product, if
the solution fails to persist, then the space-time norm blows up.
Definition 1.2. A solution u ∈ CtL2x((−Tmin, Tmax)×Rd) to (1.1) is said to blow
up if ‖u‖Lq◦t Lr◦x ((−Tmin,Tmax)×Rd) = ∞. Here −Tmin, Tmax ∈ [−∞,∞] denote the
maximal times of existence of the solution.
1In fact, one use choose any α-admissible (q, r) such that 6d/(3d − α) ≤ r ≤ 6d/(3d − 2α) if
2d/(2d− 1) < α < 2 and 6d/(3d−α) < r ≤ 6d/(3d− 2α) if 2d/(2d− 1) = α. For instance see [6].
4 Y. CHO, G. HWANG, S. KWON, AND S. LEE
Since Tmax or Tmin may be ∞, we regard non-scattering global solutions as
blowup solutions at infinite time. We also define the minimal mass of solutions
from which a solution may ignite to blow up.
Definition 1.3. δ0 := sup {A ≥ 0 : If ‖u0‖L2x < A, for all u0 ∈ L2x (1.1) is globally
well-posed forward and backward, and its solution u satisfies ‖u‖Lq◦t Lr◦x ((−∞,∞)×Rd)
<∞}.
By the small data global existence, we have δ0 > 0. Moreover, for any δ > δ0,
there exists a blowup solution u with δ0 ≤ ‖u‖L2 ≤ δ. In Theorem 1.6 below we
show that there exists a blowup solution having the minimal mass δ0. This will
be shown by using the nonlinear profile decomposition, which is derived from the
linear profile decomposition combined with perturbation theory.
For a given sequence of radial data {u0n} ⊂ L2x, from the linear profile decom-
position (Theorem 1.1), we have an asymptotically orthogonal decomposition to a
sequence {φj}1≤j≤l ∈ L2, ωln ∈ L2, (hjn, tjn)1≤j≤l,n≥1. Then by taking subsequence,
if necessary, we may assume that tn ∈ {−∞, 0,∞}. Here we denote tn = limj tjn.
Using the local well-posedness theorem with initial data at t = 0 or t = ±∞
(see Lemma A.1 below), we define the nonlinear profile by the maximal nonlinear
solution for each linear profile.
Definition 1.4. Let {hn, tn} be a family of parameters and {tn} have a limit in
[−∞,∞]. Given a linear profile φ ∈ L2x with {(hn, tn)}, we define the nonlin-
ear profile associated with it to be the maximal solution ψ to (1.1) which is in
CtL
2
x((−Tmin, Tmax) × Rd) satisfying an asymptotic condition: For the sequence
{tn},
lim
n→∞
‖U(tn)φ− ψ(tn)‖L2x = 0.
Then, the linear profile decomposition yields the nonlinear profile decomposition
which is the key tool for proving blowup phenomena in what follows.
Proposition 1.5. Let {u0n} ⊂ L2x be a bounded sequence. Suppose that {φj}1≤j≤l ∈
L2, ωln ∈ L2, (hjn, tjn)1≤j≤l,n≥1 is a linear profile decomposition obtained from The-
orem 1.1. Let un ∈ C(Jn;L2x) be the maximal solution of (1.1) with initial data
un(t0) = u
0
n. For each j ≥ 1, suppose {ψj}1≤j≤l ∈ CtL2x((−T jmin, T jmax)×Rd) is the
maximal nonlinear profile associated with {φj}1≤j≤l, (hjn, tjn)1≤j≤l,n≥1. Let {In} be
a family of nondecreasing time intervals containing 0. Then, the following two are
equivalent;
(1) ‖Γjnψj‖Lq◦t Lr◦x (In×Rd) <∞, j ≥ 1,
(2) ‖un‖Lq◦t Lr◦x (In×Rd) <∞.
MASS CRITICAL FRACTIONAL SCHRO¨DINGER EQUATION 5
Here Γjnψ
j = 1
(hjn)d/2
ψj(
t−tjn
(hjn)α
, x
hjn
). Moreover, if (1) or (2) holds true, we have a
decomposition
un =
l∑
j=1
Γjnψ
j + U(·)ωln + eln
with
lim
l→∞
lim sup
n→∞
(‖(U(·)ωln‖Lq◦t Lr◦x (In×Rd) + ‖eln‖Lq◦t Lr◦x (In×Rd)) = 0.
Blowup phenomena. We now consider the blowup solutions of (1.1) and present
various results which rely on the nonlinear profile decomposition.
We first show the existence of minimal mass blowup solution. Due to lack of
compactness of the Strichartz estimate, we do not expect that a bounded sequence
has a convergent subsequence. However, the extremal sequence has a convergent
subsequence and its limit. This can be viewed as a Palais-Smale type theorem (see
[24]).
Theorem 1.6. There exists a blowup solution u to (1.1) with initial data f ∈ L2 of
‖f‖L2 = δ0. Moreover, {u(t) ∈ L2 : −Tmin < t < Tmax} is compact in L2 modulo
symmetries. That is, for any sequence {u(tn)} with tn ∈ (−Tmin, Tmax), there exist
φ ∈ L2 and a subsequence, still called {tn} and {hn}, such that
hd/2n u(tn, hnx)→ φ in L2.
If the mass is greater than the minimal mass(= δ20) but less than twice of δ
2
0 ,
then the blowup solution does not form more than one blowup profile. Thus, we
still have a weaker form of compactness property of the blowup solutions.
Theorem 1.7. Let u be finite time blowup solution of (1.1) at T ∗ with ‖u(0, ·)‖L2x <√
2δ0 and let tn ր T ∗. Then there exist φ ∈ L2x and {hn}∞n=1 satisfying
(1.3) hd/2n u(tn, hnx) ⇀ φ weakly in L
2
x
and if solution of (1.1) with initial data φ blows up at T ∗∗
(1.4) lim sup
n→∞
hn
(T ∗ − tn)1/α ≤
1
(T ∗∗)1/α
.
Under the same condition, when a blowup occurs, only one profile blows up
by shrinking in scale. As a corollary, we obtain the concentration in L2-norm at
blowup time. For related results when α > 2, see [6]. More precisely, we have
Corollary 1.8. (Mass concentration of finite time blowup solution) Let u be a
finite time blowup solution at T ∗ with ‖u(0, x)‖L2 <
√
2δ0 and let tn ր T ∗. Then
(1.5) lim sup
n→∞
∫
|x|≤λ(tn)
|u(tn, x)|2dx ≥ δ20
for λ(tn) satisfying
(T∗−tn)
1/α
λ(tn)
→ 0.
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The arguments in this paper can be modified to prove the same results (non-
linear profile decomposition and blowup phenomena) for the equations which have
the power-type mass critical nonlinearities as long as we assume that blowup oc-
curs. But the existence of blowup solutions does not seem to be known yet for the
fractional Schro¨dinger equations with power-type nonlinearities.
The rest of the paper is organized as follows: In Section 2, we will show the
refined Strichartz estimate. Section 3 will be devoted to establishing linear profile
decomposition. Then we will show the nonlinear profile decomposition in Section
4. In Section 5 we will study blowup phenomena by making use of the profile
decomposition.
2. Refined Strichartz Estimates
It has been known that the Strichartz estimates for dispersive equations have
wider admissible ranges when the initial data f are radial [14, 9]. Recently, almost
optimal range of admissible pairs was established in [14] and the range was further
extended in [9, 16] to include the remaining endpoint cases. We now recall from [9]
that
(2.1) ‖U(·)P0f‖LqtLrx . ‖f‖2
holds whenever q, r ≥ 2, (q, r) 6= (2, 2(2d−1)2d−3 ), and 1q ≤ 2d−12 (12 − 1r ).
Let Pk, k ∈ Z, denote the Littlewood-Paley projection operator with symbol
χ(ξ/2k) ∈ C∞0 supported in the annulus Ak = {2k−1 < |ξ| ≤ 2k+1} such that∑
k∈Z Pk = id. By (2.1), Littlewood-Paley decomposition and rescaling we get the
following.
Lemma 2.1. Let 2d2d−1 < α < 2, q, r ≥ 2, and r 6= ∞, and let β(α, q, r) =
d/2− d/r − α/q. If (q, r) 6= (2, 2(2d−1)2d−3 ) and 1q ≤ 2d−12 (12 − 1r ), then for radial f ,
‖U(·)f‖LqtLrx .
(∑
k∈Z
22kβ(α,q,r)‖Pkf‖22
)1/2
.
Adapting the argument of [6] together with Lemma 2.1, we get bilinear estimates
for U which give extra smoothing due to interaction of two waves at different
frequency levels.
Lemma 2.2. Let 2d2d−1 < α < 2, q, r > 2, and r 6= ∞. Suppose that f and g are
radial. Then, for 1q <
2d−1
2 (
1
2 − 1r ), then there exists ǫ = ǫ(α, q, r) > 0 such that
‖U(·)Pjf U(·)Pkg‖Lq/2t Lr/2x . 2
(j+k)β(α,q,r)2|j−k|ǫ‖f‖L2‖g‖L2.
Proof. By symmetry we may assume that k ≥ j and we set ℓ = j − k ≤ 0. Then,
by rescaling it suffices to show, for some ǫ > 0,
‖U(·)Pℓf U(·)P0g‖
L
q
2
t L
r
2
x
. 2ℓ(β(α,q,r)+ǫ)‖f‖2‖g‖2.(2.2)
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This estimate (2.2) with ǫ = 0 obviously holds for 1q ≤ 2d−12 (12 − 1r ), which follows
from Lemma 2.1 and Ho¨lder inequality. We can then interpolate this with the
estimate
‖U(·)Pℓf U(·)P0g‖L2t,x . 2ℓ(β(α,4,4)+ǫ)‖f‖2‖g‖2(2.3)
for some ǫ > 0 to get (2.2) for 1q <
2d−1
2 (
1
2 − 1r ). Hence we reduce to showing (2.3).
When 2ℓ ∼ 1 (2.3) is trivial from Lemma 2.1. Thus we assume 2ℓ ≪ 1. By
finite decomposition, rotation and a mild dilation, we also may assume that ĝ is
supported ⊂ B(e1, ǫ). Here e1 = (1, 0, · · · , 0) and B(e1, ǫ) is the ball of radius ǫ
centered at e1. Freezing ξ¯ = (ξ2, . . . , ξd) ∈ B(0, 1), we set
Bξ¯(f, g)(x, t) =
1
(2π)2d
∫
ei(ξ+η)x+it(|ξ|
α+|η|α)P̂ℓf(ξ)P̂0g(η)dξ1dη.
Then it follows that
(2.4) U(t)Pℓf U(t)P0g =
∫
Bξ¯(f, g)(x, t) dξ¯.
We make change of variables (ξ1, η) → ζ = (ξ1 + η1, · · · , ξd + ηd, |ξ|α + |η|α)
for Bξ¯(f, g)(x, t). Then, by noting
∣∣∣ ∂(ζ1,··· ,ζd+1)∂(η1,··· ,ηd,ξ1) ∣∣∣ = α∣∣ ξ1|ξ|α−2 − η1|η|α−2∣∣ ∼ 1,
Plancherel’s theorem, and reversing change of variables ( ζ → (ξ1, η) ), we get
‖Bξ¯(f, g)‖L2t,x ≤ C‖P̂ℓf(ξ)P̂0g(η)‖L2ξ1,η .
Therefore, by (2.4), Minkowski’s inequality, and Ho¨lder’s inequality we get
‖U(·)PℓfU(·)P0g‖L2t,x .
∫
‖P̂ℓf(ξ)P̂0g(η)‖L2ξ1,ηdξ¯
. ‖g‖2
∫
‖P̂ℓf(ξ)‖L2ξ1χ{|ξ¯|<2ℓ+1}dξ¯ . 2
ℓ(d−12 )‖f‖2‖g‖2.
Since α ≥ 0 and d ≥ 2, β(α, 4, 4) < d−12 . Hence, we can take ǫ = d−12 − β(α, 4, 4).
This completes the proof of Lemma 2.2. 
The estimate in Lemma 2.1 can be strengthened to get so-called refinements
of Stirchartz estimate ([3, 26, 27]). It plays crucial role in the proof of profile
decomposition. Thanks to radial symmetry, such refinement is much easier to
obtain. Here we make use of the argument in [6] where high order cases (α > 2)
were treated.
For α < 2, let us call the pair (q, r) α−admissible, provided that αq + dr = d2 for
2 ≤ q, r ≤ ∞.
Proposition 2.3. Let 2d2d−1 < α < 2, q > 2 and r 6=∞. If (q, r) be α−admissible,
then there exist θ, p, θ ∈ (0, 1), 1 ≤ p < 2, such that
‖U(·)f‖LqtLrx .
(
sup
k
2kd(
1
2−
1
p )‖P̂kf‖p
)θ‖f‖1−θ2 .(2.5)
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Proof. We have from Lemma 2.1
‖U(·)f‖LqtLrx .
(∑
k
‖P̂kf‖22
)1/2
(2.6)
for any α-admissible pair (q, r). Then (2.5) follows from interpolation of (2.6) and
the following two estimates: for some p∗, q∗ with p∗ < 2 < q∗,
‖U(·)f‖LqtLrx .
(∑
k
‖P̂kf‖q∗2
)1/q∗
,(2.7)
‖U(·)f‖LqtLrx .
(∑
k
(
2kd(
1
2−
1
p∗ ‖P̂kf‖p∗
)2 )1/2
.(2.8)
In fact, the interpolation among (2.6), (2.7) and (2.8) gives
(2.9) ‖U(·)f‖LqtLrx .
(∑
k
(
2
kd( 12−
1
p0
)‖P̂kf‖p0
)q0)1/q0
for (1/q0, 1/p0) on the triangle with the vertices (1/2, 1/2), (1/p∗, 1/2) and (1/2, 1/q∗).
So, there exist q0, p0, p0 < 2 < q0, for which (2.9) holds. Hence,
‖U(·)f‖LqtLrx ≤
((
sup
k
2kd(
1
2−
1
p0
)‖P̂kf‖p0
)q0−2∑
k
(
2kd(
1
2−
1
p0
)‖P̂kf‖p0
)2)1/q0
≤
(
sup
k
2kd(
1
2−1/p0)‖P̂kf‖p0
)(q0−2)/q0(∑
k
‖P̂kf‖22
)1/q0
≤
(
sup
k
2kd(
1
2−
1
p0
)‖P̂kf‖p0
)(q0−2)/q0‖f‖2/q02 .
For the second inequality we used Ho¨lder’s inequality. We need only to set p = p0
and θ = 1− 2/q0 to get (2.5). Now we need to show (2.7) and (2.8).
We show (2.8) first. Let (q, r), 2 < q < ∞ be α-admissible. Since 2d2d−1 <
α, there exist 2 < q0, r0 < ∞ such that n2 − nr0 − αq0 > 0, 1q0 ≤ 2d−12 (12 − 1r0 ),
and (1q ,
1
r ) = θ(
1
q0
, 1r0 ), 0 < θ < 1. So, by (2.1) we have ‖U(·)P0f‖Lq0t Lr0x .
‖P̂0f‖2. By interpolation of this with the trivial estimate ‖U(·)P0f‖L∞t,x . ‖P̂0f‖1,
we get for some 1 < p∗ < 2, ‖U(·)P0f‖LqtLrx . ‖P̂0f‖p∗ . Then by rescaling, we
have ‖U(·)Pkf‖LqtLrx . 2kd(
1
2−
1
p∗
)‖P̂0f‖p∗ . Now Littlewood-Paley and Minkowski
inequalities give
‖U(·)f‖LqtLrx ≤
(∑
k
‖U(·)Pkf‖2LqtLrx
)1/2
.
(∑
k
(
2kd(
1
2−
1
p∗
)‖P̂kf‖p∗
)2)1/2
.
We now turn to the proof of (2.7). It is sufficient to show an L4t,x estimate
‖U(·)f‖L4t,x .
(∑
k
(2kβ(α,4,4)‖P̂kf‖2)4
) 1
4
.(2.10)
Indeed, as before, the required estimates can be obtained by interpolating (2.10)
with the estimates in Lemma 2.1 for (q, r) 6= (2, 2(2d−1)2d−3 ) which satisfy 1α (12 − 1r ) <
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1
q ≤ 2d−12
(
1
2 − 1r
)
, 2 ≤ q, r ≤ ∞. To show (2.10) we write
U(t)f U(t)f =
∞∑
j=−∞
∑
k
U(t)Pkf U(t)Pj+kf.
For (2.10) it is sufficient to show that for some ǫ > 0
‖
∑
k
U(·)Pkf U(·)Pj+kf‖L2t,x . 2−|j|ǫ
(∑
k
(
2kβ(α,4,4)‖P̂kf‖2
)4)1/4
.(2.11)
We show it by considering the cases |j| ≤ 3 and |j| > 3, separately. Let us first
consider the case |j| ≤ 3. By Cauchy-Schwartz inequality, |∑k U(t)Pkf U(t)Pj+kf |2 ≤∑∞
l=−∞
∑
k |U(t)Pkf U(t)Pk+lf |2. So,
‖
∑
k
U(t)Pkf U(t)Pj+kf‖2L2t,x ≤
∞∑
l=−∞
∑
k
‖U(t)Pkf U(t)Pk+lf‖L2t,x .
From Lemma 2.2 and Cauchy-Schwartz inequality, it follows that
‖
∑
k
U(t)Pkf U(t)Pj+kf‖2L2t,x .
∞∑
l=−∞
∑
k
2−ǫ|l|22kβ(α,4,4)‖Pkf‖22 22(k+l)β(α,4,4)‖Pk+lf‖22
≤
∞∑
l=−∞
2−ǫ|l|
∑
k
(
2kβ(α,4,4)‖Pkf‖42
)4
.
∑
k
(
2kβ(α,4,4)‖Pkf‖42
)4
for |j| ≤ 3. We now consider the case |j| > 3. Let us first observe that the Fourier
supports of U(t)Pkf U(t)Pk+jf are boundedly overlapping. So by Plancherel’s
theorem and Lemma 2.2
‖
∑
k
U(·)Pkf U(·)Pk+jf‖2L2t,x .
∑
k
‖U(·)Pkf U(·)Pk+jf‖2L2t,x .∑
k
2−|j|ǫ2kβ(α,4,4)‖Pkf‖222(k+l)β(α,4,4)‖Pk+lf‖22 . 2−|j|ǫ
∑
k
(2kβ(α,4,4)‖Pkf‖2)4.
This completes the proof. 
3. Linear profile decomposition
In this section we prove Theorem 1.1. We assume that the pair (q, r) is α-
admissible with d2 (
1
2 − 1r ) < 1q < 2n−12 (12 − 1r ), that is, 2d2d−1 < α < 2.
3.1. Preliminary decomposition. By using the refined Strichartz estimate (2.5),
we extract frequencies and scaling parameters to get a preliminary decomposition
as follows.
Proposition 3.1. Let (un)n≥1 be a sequence of complex valued functions with
‖un‖L2 ≤ 1. Then for any δ > 0, there exists N = N(δ), ρjn ∈ (0,∞) and
(f jn)1≤j≤N,n≥1 ⊂ L2 such that
un =
N∑
j=1
f jn + q
N
n
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with the following properties:
1) there exist compact set K = K(N) in an annulus {ξ : R1 < |ξ| < R2}
satisfying that
(ρjn)
d/2|f̂ jn(ρjnξ)| ≤ CδχK(ξ) for every 1 ≤ j ≤ N,
2) lim supn→∞(
ρjn
ρkn
+
ρkn
ρjn
) =∞, if j 6= k,
3) lim supn→∞ ‖U(·)qNn ‖LqtLrx ≤ δ for any N ≥ 1,
4) lim supn→∞(‖un‖22 − (
∑N
j=1 ‖f jn‖22 + ‖qNn ‖22)) = 0.
Proof. Suppose that lim supn→∞ ‖U(·)un‖LqtLrx ≤ δ, then there is nothing to prove.
So we assume that‖U(·)un‖LqtLrx > δ for all n ≥ 1. By refined Strichartz estimates
(Lemma 2.3), there exists A1n = {ξ : ρ1n/2 < |ξ| < ρ1n} such that
c1(ρ
1
n)
d( 1p−
1
2 )δ
1
θ ≤ ‖û1n‖p for some constant c1,
where û1n = ûnχA1n . And for any λ > 0∫
{|û1n|>λ}
|û1n|pdξ =
∫
{|û1n|>λ}
(λ2−p|û1n|p)λp−2dξ ≤ λp−2.
Thus we have ( ∫
{|û1n|>λ}
|û1n|pdξ
) 1
p ≤ λ1− 2p .
Let λ = ( c12 )
p
2−p (ρ1n)
− d2 δ
1
θ ·
p
p−2 . Then
c1
2
(ρ1n)
d( 1p−
1
2 )δ
1
θ ≤
( ∫
{|û1n|<λ}
|û1n|p
) 1
p ≤ (ω 1dd ρ1n)d(
1
p−
1
2 )
(∫
{|û1n|<λ}
|û1n|2
) 1
2
,
where ωd is the measure of unit sphere, which implies that
c′1
2
δ
1
θ ≤
( ∫
{|û1n|<λ}
|û1n|2
) 1
2
(c′1 = c1ω
1/2−1/p
d ).
Now define G1n(ψ)(ξ) by (ρ
1
n)
d/2ψ(ρ1nξ) for measurable function ψ. Then by
letting v̂1n = û
1
n χ{|û1n|<λ}
we get ‖v1n‖2 ≥ 12c′1δ
1
θ and |G1n(v̂1n(ξ))| = (ρ1n)
d
2 v̂1n(ρ
1
nξ) ≤
CδχA1/2,1(ξ), where AR1,R2 is the annulus {ξ : R1 < |ξ| < R2}. We can repeat above
progress with un−v1n replacing un. After N(= N(δ)) steps2, we get (vjn)1≤j≤N and
(ρjn) such that
un =
N∑
j=1
vjn + q
N
n ,
‖un‖22 =
N∑
j=1
‖vin‖22 + ‖qNn ‖22,
‖U(t)qNn ‖Lrt,x ≤ δ.
2At each step, the L2 norm decreases by at least 1
2
c′1δ
1
θ .
MASS CRITICAL FRACTIONAL SCHRO¨DINGER EQUATION 11
The second identity follows from disjointness of 3 Fourier supports of vjn and q
N
n .
The third inequality gives Property 3).
We say ρjn ⊥ ρkn if and only if lim sup(ρ
k
n
ρjn
+
ρjn
ρkn
) =∞. Define f1n to be the sum of
those vjn whose ρ
j
n are not orthogonal to ρ
1
n. Take least j0 ∈ [2, N ] such that ρj0n is
orthogonal to ρ1n and define f
2
n to be the sum of v
j
n whose ρ
j
n are orthogonal to ρ
1
n
but not to ρj0n . After finite step, we have (f
j
n)1≤j≤N satisfying properties 2) and 4)
because the Fourier supports are disjoint.
Now we have only to check Property 1). We only consider f1n. The other cases
can be treated similarly. Since vjn collected in f
1
n has ρ
j
n which is not orthogonal to
ρ1n, we have
lim sup
n→∞
(
ρjn
ρ1n
+
ρ1n
ρkn
)
<∞.(3.1)
And by construction, we also have |Gjn(v̂jn)| ≤ CδχA1/2,1 . HereGjn(ψ)(ξ) = (ρjn)
d
2ψ(ρjnξ).
Since G1n(v̂
j
n) = G1n(G
j
n)
−1Gjn(v̂
j
n) and
G1n(G
j
n)
−1ψ(ξ) =
(
ρ1n
ρjn
) d
2
ψ
(
ρ1n
ρjn
ξ
)
,
from the non-orthogonality (3.1) it follows that there exist R1 and R2 with 0 <
R1 < R2 such that |G1n(v̂jn)| ≤ C˜δχAR1,R2 for all vjn collected in f1n. This completes
the proof of Proposition 3.1. 
The next step is devoted to further decomposition of f jn to get time parameters.
Proposition 3.2. Suppose that {fn} ⊂ L2 satisfies (ρn)d/2|f̂n(ρnξ)| ≤ F̂ (ξ) and
F̂ ∈ L∞(K) for some compact set K ⊂ A = {ξ : 0 < R1 < |ξ| < R2}. Then there
exist a family (sℓn)ℓ≥1 ⊂ R and a sequence (φℓ)ℓ≥1 ⊂ L2 satisfying the following
properties:
1) for ℓ 6= ℓ′
lim sup
n→∞
|sℓn − sℓ
′
n | =∞,
2) for every M ≥ 1, there exists eMn ∈ L2 such that
fn(x) =
M∑
ℓ=1
(ρn)
d/2(U(sℓn)φ
ℓ)(ρnx) + e
M
n (x)
and
lim sup
M→∞
n→∞
‖U(·)eMn ‖LqtLrx = 0,
3) for any M ≥ 1,
lim sup
n→∞
(
‖fn‖2 − (
M∑
ℓ=1
‖φℓ‖22 + ‖eMn ‖22)
)
= 0.
3Actually, we can make them mutually disjoint at each step.
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Proof. Let us denote by F the collection of functions {Fn}n≥1 which are given by
F̂n(ξ) = (ρn)
d/2f̂n(ρnξ), and define
W(F) = {weak-lim U(−s1n)Fn in L2 : s1n ∈ R}
and µ(F) = supφ∈W(F) ‖φ‖L2 . Then µ(F) ≤ lim supn→∞ ‖Fn‖L2 .
We may assume that µ(F) > 0. As a matter of fact, if µ(F) = 0, we are done
because we will show later (3.2) for some θ, 0 < θ < 1.
Let us choose a subsequence {Fn}, s1n and φ1 such that U(−s1n)Fn ⇀ φ1 as
n→∞ and ‖φ1‖ ≥ 12µ(F). Let F 1n = Fn − U(s1n)φ1 and F1 = {F 1n}. Then
lim sup
n→∞
‖F 1n‖22
= lim sup
n→∞
〈Fn − U(s1n)φ1, Fn − U(s1n)φ1〉
= lim sup
n→∞
〈U(−s1n)Fn − φ, U(−s1n)Fn − φ1〉
= lim sup
n→∞
(〈Fn, Fn〉 − 〈U(−s1n)Fn, φ1〉 − 〈φ1, U(−s1n)Fn〉+ 〈φ1, φ1〉)
= lim sup
n→∞
‖Fn‖22 − ‖φ1‖22.
Repeat the process with F 1n to get s
2
n, φ
2, F 2n and so on. By taking a diagonal
sequence we may write
Fn(x) =
M∑
ℓ=1
U(sℓn)φ
ℓ + FMn ,
which satisfies that lim supn→∞ ‖Fn‖22 =
∑M
ℓ=1 ‖φℓ‖22 + lim supn→∞ ‖FMn ‖22. So∑M
ℓ=1 ‖φℓ‖22 is convergent, which implies lim supℓ→∞ ‖φℓ‖2 = 0. Since µ(FM ) ≤
2‖φM+1‖2, we get lim supM→∞ µ(FM ) = 0.
Now let us define eMn by F̂
M
n = ρ
d
2
n êMn . Then the remaining thing is to show
lim sup
n→∞
‖U(·)eMn ‖LqtLrx . µ(FM )θ(3.2)
for some θ with 0 < θ < 1. By construction, we may assume φ̂ℓ1≤ℓ≤M has common
compact supportK. Invoking that the pair (q, r) is α-admissible with 1q <
2d−1
2 (
1
2−
1
r ), we get
‖U(·)eMn ‖LqtLrx = ‖U(·)FMn ‖LqtLrx ≤ ‖U(·)FMn ‖
q˜/q
Lq˜tL
r˜
x
‖U(·)FMn ‖1−q˜/qL∞t,x
for some 2d2d−1 -admissible pair (q˜, r˜) with
q˜
q =
r˜
r . Concerning the first term, from
Lemma 2.1 we have
‖U(·)FMn ‖Lq˜tLr˜x . R
d
2−
2d
q˜(2d−a)
− dr˜
1 ‖FMn ‖L2 . R
d
2−
2d
q˜(2d−a)
− dr˜
1 .
Thus for (3.2) it suffices to show lim supn→∞ ‖U(t)FMn ‖L∞t,x . µ(FM ). For this we
may assume that there exists δ > 0 such that
lim sup
M→∞
n→∞
‖U(t)FMn ‖L∞t,x > δ.
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Let (sMn , y
M
n ) be such that ‖U(t)FMn ‖L∞t,x = |U(sMn )(FMn )(yMn )|. Then we show that
|yMn | is uniformly bounded.
Let us first observe that for any x0, x1 ∈ Rd
|U(t)FMn (x1)− U(t)FMn (x0)| ≤ sup
x
|∇(U(t)FMn (x))||x1 − x0|
≤
∫
|ξ||eit|ξ|α P̂Mn (ξ)|dξ|x1 − x0| . (
∫ R2
0
r2 · rn−1dr) 12 ‖FMn ‖2|x1 − x0|
. R
n+2
2
2 |x1 − x0|.
From this, we deduce that |U(sMn )FMn (y)| > δ2 if |y − yMn | ≤ c δ2 for some small
constant c > 0. Since U(sMn )(F
M
n )(y) is radially symmetric,
|U(sMn )(FMn )(y)| >
δ
2
if |yMn | − c
δ
2
< |y| < |yMn |+ c
δ
2
.
Taking L2 norm on |yMn |−c δ2 < |y| < |yMn |+c δ2 , we have δ2 |yMn |n−1 δ2c ≤ ‖FMn ‖2 ≤ 1,
which implies |yMn | is uniformly bounded. Since |yMn | is uniformly bounded, there
exists yM0 such that y
M
n → yM0 as n→∞ for some subsequence. Then for large n,
|U(sMn )(FMn )(yM0 )| ≥ 12 |U(sMn )(FMn )(yMn )|. Let ψ ∈ C∞0 (Rd) be radially symmetric
and such that ψ = 1 onK. And let ψM be Schwartz function such that ψ̂M = ψδ̂yM0 ,
where δyM0 is Dirac-delta measure. Then
lim sup
n→∞
‖U(t)FMn ‖L∞t,x . lim sup
n→∞
|U(sMn )(FMn )(yM0 )|
= lim sup
n→∞
|
∫
U(sMn )(F
M
n )(y)ψ
M (y)dy|
≤ ‖ψM‖2µ(FM ) . µ(FM ).
This completes the proof of Proposition 3.2. 
We now begin the proof of Theorem 1.1.
3.2. Proof of Theorem 1.1. Let us start with the preliminary decomposition.
From Propositions 3.1 and 3.2 we have
un =
N∑
j=1
Mj∑
ℓ=1
Φℓ,jn + ω
N,M1,··· ,MN
n ,(3.3)
where
Φℓ,jn = U(t
ℓ,j
n )[(h
j
n)
−d/2φℓ,j(·/hjn)],
(hjn, t
ℓ,j
n ) = ((ρ
j
n)
−1, (ρjn)
−αsℓ,jn ), ω
N,M1,··· ,MN
n =
N∑
j=1
ej,Mjn + q
N
n .
Then the decomposition satisfies
(1) by constructions, the family (hjn, t
ℓ,j
n ) is pairwise orthogonal,
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(2) the asymptotic orthogonality is satisfied as follows:
‖un‖22 =
N∑
j=1
Mj∑
ℓ=1
‖φℓ,j‖22 + ‖ωN,M1,··· ,MNn ‖22 + on(1)
and ‖ωN,M1,··· ,MNn ‖22 =
∑N
j=1 ‖ej,Mjn ‖22+ ‖qNn ‖22 due to disjoint Fourier sup-
ports.
We will show that U(t)ωN,M1,··· ,MNn converges to zero in a Strichartz norm, i.e.,
lim sup
n→∞
‖U(t)ωN,M1,··· ,MNn ‖LqtLrx → 0 as min{N,M1, · · · ,MN} → ∞,(3.4)
where (q, r) is an α-admissible pair with 2d2d−1 < α < 2. We enumerate the pair
(j, α) by υ satisfying
υ(j, α) < υ(k, β) if j + α < k + β or j + α = k + β and j < k.
After relabeling,
un =
∑
1≤j≤l
U(tjn)[(h
j
n)
−d/2φj(·/hjn)] + ωln
where ωjn = u
N,M1,··· ,Mn
M with l =
∑N
j=1Mj . Then the proof is completed by (3.4).
Now let us prove (3.4). Given ε > 0, we take a positive number Λ such that for
every N ≥ Λ,
lim sup
n→∞
‖U(t) qNn ‖LqtLrx ≤ ǫ/3
Then for every N ≥ Λ, we can find ΛN such that whenever Mj ≥ ΛN ,
lim sup
n→∞
‖U(t) ej,Mjn ‖LqtLrx ≤ ǫ/3N.
Now we rewrite ωN,M1,··· ,MNn by
ωN,M1,··· ,MNn = q
M
n +
∑
1≤j≤N
ej,Mj∨ΛNn +R
N,M1,··· ,Mn
n ,
where Mj ∨ ΛN denotes max{Mj,ΛN} and
RN,M1,··· ,MNn =
∑
1≤j≤N
(ej,Mjn − ej,ΛNn ) =
∑
1 ≤ j ≤ N
Mj < ΛN
∑
Mj<ℓ<ΛN
Φℓ,jn .
Then we have
lim
n→∞
‖U(t)ωN,M1,··· ,MNn ‖LqtLrx ≤
2ε
3
+ lim
n→∞
‖U(t)RN,M1,··· ,MNn ‖LqtLrx .
In order to handle last term, we need the following lemma which will be proved at
the end of this section.
Lemma 3.3. For every N,M1, · · · ,MN , we have
lim sup
n→∞
‖
N∑
j=1
Mj∑
ℓ=1
U(t)Φℓ,jn ‖2LqtLrx ≤
N∑
j=1
Mj∑
ℓ=1
lim sup
n→∞
∥∥U(t)Φℓ,jn ∥∥2LqtLrx .(3.5)
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From Lemma 3.3 and Strichartz estimates (Lemma 2.1) it follows that
lim sup
n→∞
‖U(t)RN,M1,··· ,MNn ‖2LqtLrx ≤
∑
1 ≤ j ≤ N
Mj < ΛN
∑
Mj<ℓ<ΛN
lim sup
n→∞
‖U(t)Φℓ,jn ‖2LqtLrx
.
∑
1≤j≤N
∑
ℓ>Mj
‖φℓ,j‖22.
Since
∑
j,ℓ ‖φℓ,j‖22 is convergent,
lim sup
n→∞
 N∑
j=1
∑
ℓ>Mj
‖U(t)Φℓ,jn ‖2LqtLrx

1
2
≤ ε
3
,
provided that min(N,M1, · · · ,MN} is large enough. This completes the proof of
Theorem 1.1.
Proof of Lemma 3.3. It suffices to show that for (j, ℓ) 6= (k, ℓ′),
lim sup
n→∞
‖U(t)Φℓ,jn U(t)Φℓ
′,k
n ‖
L
q
2
t L
r
2
x
= 0.(3.6)
When (j, ℓ) 6= (k, ℓ′), there are two possibilities:
(1) lim supn→∞
(
hkn
hjn
+
hjn
hkn
)
=∞,
(2) (hjn) = (h
k
n) and lim supn→∞
|tℓ,jn −t
ℓ′,k
n |
(hjn)α
=∞.
More generally we will prove that if Ψ1,Ψ2 ∈ LqtLrx, then
lim sup
n→∞
∥∥∥ 1
(hjn)
d
2
Ψ1(
t− tℓ,jn
(hjn)α
,
x
hjn
)
1
(hkn)
d
2
Ψ2(
t− tℓ′,kn
(hkn)
α
,
x
hkn
)
∥∥∥
L
q
2
t L
r
2
x
= 0.
By density argument, it suffices to show this for Ψ1,Ψ2 ∈ C∞0 (R × Rd). Using
Ho¨lder’s inequality and scaling on space, we have
An :=
∥∥∥ 1
(hjn)
d
2
Ψ1(
t− tℓ,jn
(hjn)α
,
x
hjn
)
1
(hkn)
d
2
Ψ2(
t− tℓ′,kn
(hkn)
α
,
x
hkn
)
∥∥∥
L
q
2
t L
r
2
x
≤
∥∥∥ 1
(hjn)
d
2−
d
r
∥∥∥Ψ1( t− tℓ,jn
(hjn)α
, x)
∥∥∥
Lrx
1
(hkn)
d
2−
d
r
∥∥∥Ψ2( t− tℓ′,kn
(hkn)
α
, x)
∥∥∥
Lrx
∥∥∥
L
q
2
t
.
Then by time translation and scaling on time, we have
An ≤
∥∥∥(hjn
hkn
)
α
q
∥∥∥Ψ1(t, x)∥∥∥
Lrx
∥∥∥Ψ2((hjn
hkn
)αt− t
ℓ′,k
n − tℓ,jn
(hkn)
α
, x)
∥∥∥
Lrx
∥∥∥
L
q
2
t
.
Since the support in time of ‖Ψ1(t, ·)‖Lrx is compact, from the above conditions (1)
and (2) it readily follows that lim supn→∞An = 0. This completes the proof of
Lemma 3.3. 
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4. Nonlinear profile decomposition
In this section we prove Proposition 1.5 by making use of Theorem 1.1.
For simplicity of notations, we denote Γjnφ
j by φjn and Γ
j
nψ
j by ψjn. First,
we will show the forward implication. Fix I = [a, b] ⊂ In for all n. We set
eln = un −
∑l
j=1 Γ
j
nψ
j − U(·)ωln, and
|||eln|||[I] := ‖eln‖CtL2x(I×Rd) + ‖eln‖Lq◦t Lr◦x (I×Rd).
Since liml lim supn ‖U(·)ωln‖Lq◦t Lr◦x (I×Rd) = 0 and
‖un‖Lq◦t Lr◦x (In×Rd) ≤
l∑
j=1
‖ψjn‖Lq◦t Lr◦x (In×Rd) + 1
for a large l, it suffices to show
(4.1) lim
l→∞
lim sup
n→∞
|||eln|||[In] → 0.
We write the equation for eln in the following:{
i(eln)t + (−∆)
α
2 eln = F (
∑l
j=1 ψ
j
n + U(·)ωln + eln)−
∑l
j=1 F (ψ
j
n),
eln(0, x) =
∑l
j=1 φ
j
n(x) − ψjn(0, x),
where F (v) = (|x|−α ∗ |v|2)v. Then Strichartz estimates give
|||eln|||[I] . ‖eln(a, ·)‖L2x
+ ‖F (
l∑
j=1
ψjn + U(·)ωln + eln)− F (
l∑
j=1
ψjn + U(·)ωln)‖L1tL2x(I×Rd)
+ ‖F (
l∑
j=1
ψjn + U(·)ωln)−
l∑
j=1
F (ψjn)‖L1tL2x(I×Rd).
(4.2)
To estimate each term on the right hand side, we use the orthogonality of nonlinear
profile, in addition to the Hardy-Littlewood-Sobolev inequality. Denote the third
term in (4.2) by
βln := ‖F (
l∑
j=1
ψjn + U(·)ωln)−
l∑
j=1
F (ψjn)‖L1tL2x(I×Rd).
Lemma 4.1. There exist n0, l0 such that for all n ≥ n0, l ≥ l0,
sup
l,n
‖
l∑
j=1
ψjn + U(·)ωln‖Lq◦t Lr◦x (I×Rd) <∞,(4.3)
and
lim
l→∞
lim sup
n→∞
βln → 0.(4.4)
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Proof. First, we show (4.3). Since liml→∞ lim supn→∞ ‖U(·)ωln‖Lq◦t Lr◦x (I×Rd) = 0,
it suffices to show
‖
l∑
j=1
ψjn‖Lq◦t Lr◦x (I×Rd) <∞.
It follows from the small data global well-posedness that
∑∞
j=l0
‖ψjn‖2Lq◦t Lr◦x (I×Rd) ≤∑∞
j=l0
‖φjn‖2L2x < 1. for some large l0. Due to the orthogonality (3.5) and (3.6), for
any l, we have
‖
l∑
j=1
ψjn‖2Lq◦t Lr◦x (I×Rd) ≤
l∑
j=1
‖ψjn‖2Lq◦t Lr◦x (I×Rd) + on(1)
≤
l0∑
j=1
‖ψjn‖2Lq◦t Lr◦x (I×Rd) + 2 .M · l0 + 2,
whereM is a uniform bound of {‖u0n‖2L2}. For (4.4), we expand the cubical expres-
sions (F (
∑
l · )) and estimate
βln ≤
∑
{j1=j2=j3}c
‖(|x|−α ∗ (ψj1n ψj2n ))ψj3n ‖L1tL2x(I×Rd)
+
∑
j1,j2
‖(|x|−α ∗ (ψj1n U(·)ωln)ψj2n ‖L1tL2x(I×Rd)
+
∑
j1,j2
‖(|x|−α ∗ (ψj1n U(·)ωln)ψj2n ‖L1tL2x(I×Rd) + ‖F (U(·)ωln)‖L1tL2x(I×Rd).
Since (q◦, r◦) is α-admissible, we can use the estimate
‖(|x|−α ∗ (v1v2))v3‖L1tL2x(I×Rd) .
∏
1≤i≤3
‖vi‖Lq◦t Lr◦x (I×Rd),
to get
βln .
∑
{j1=j2=j3}c
∏
1≤i≤3
‖ψjin ‖Lq◦t Lr◦x (I×Rd)
+ ‖U(·)ωln‖Lq◦t Lr◦x (I×Rd)
∑
j1,j2
∏
i=1,2
‖ψjin ‖Lq◦t Lr◦x (I×Rd) + ‖U(·)ωln‖2Lq◦t Lr◦x (I×Rd)
 .
Then from the orthogonality of nonlinear profiles (as like the proof of Lemma 3.3),
(4.3) and
lim sup
n→∞
‖U(t)ωln‖Lq◦t Lr◦x = 0, for each l
we conclude (4.4). 
18 Y. CHO, G. HWANG, S. KWON, AND S. LEE
In order to handle the second term of (4.2), we first use Ho¨lder’s and the Hardy-
Littlewood-Sobolev inequality to estimate
‖F (
l∑
j=1
ψjn + U(·)ωln + eln)− F (
l∑
j=1
ψjn + U(·)ωln)‖L1tL2x(I×Rd)
.
2∑
k=1
‖
l∑
j=1
ψjn + U(·)ωln‖3−kLq◦t Lr◦x (I×Rd)‖e
l
n‖kLq◦t Lr◦x (I×Rd).
Substituting this into (4.2) and taking limsup, by Lemma 4.3 and (4.3) we obtain
lim sup
n→∞
|||eln|||[I] . lim sup
n→∞
‖eln(a, ·)‖L2 + lim sup
n→∞
l∑
j=1
‖ψjn‖2Lq◦t Lr◦x (I×Rd)‖e
l
n‖Lq◦t Lr◦x (I×Rd)
+ lim sup
n→∞
‖eln‖2Lq◦t Lr◦x (I×Rd).
To handle remaining terms in the right hand side, we will divide interval In as in
following lemma.
Lemma 4.2. For given ǫ > 0, there exist intervals I1n, . . . , I
ℓ
n such that In = ∪ℓi=1Iin
and
lim sup
n→∞
l∑
j=1
‖ψjn‖Lq◦t Lr◦x (Iin×Rd) ≤ ǫ, 1 ≤ i ≤ ℓ.
Proof. The global well-posedness for small data and orthogonality give
lim sup
n→∞
‖
∑
j≥l˜
ψjn‖2Lq◦t Lr◦x (Iin×Rd) ≤ lim supn→∞
∑
j≥l˜
‖ψjn‖2Lq◦t Lr◦x (Iin×Rd) ≤
ǫ
2
for sufficiently large l˜. Let I1 be maximal existence interval of ψ1. Since
‖ψ1n‖Lq◦t Lr◦x (In×Rd) = ‖ψ1‖Lq◦t Lr◦x ((In+t1n)∗(h1n)α)×Rd),
there exists I˜1 ⊂ I1 such that ‖ψ1‖Lq◦t Lr◦x (I˜1×Rd) < ∞ and (In + t
1
n) ∗ (h1n)α ⊂ I˜1.
Hence we can find ℓ1 and I˜1i such that I˜1 = ∪ℓ1i=1I˜1i and ‖ψ1‖Lq◦t Lr◦x (I˜1i ×Rd) ≤ ǫ/2l˜ .
Thus
‖ψ1n‖Lq◦t Lr◦x (I˜1n,i×Rd) < ǫ/2l˜ ,
where I˜1n,i = I
1
i /(h
1
n)
α − t1n. By repeating this argument we get ℓj and I˜jn,i, for
1 ≤ j ≤ l˜, satisfying
‖ψjn‖Lq◦t Lr◦x (I˜jn,i×Rd) < ǫ/2l˜ .
Then by taking intersection of I˜jn,i and In, we have {Iin}ℓi=1 with ℓ =
∑l˜
i=1 ℓ
i. 
For I = I1n we thus have up to a subsequence
|||eln|||[I1n] . ‖eln(0, ·)‖L2 + βln + ǫ2‖eln‖Lq◦t Lr◦x (I1n×Rd) + |||eln|||2[I1n],
provided n is sufficiently large. By taking small ǫ > 0 we get
|||eln|||[I1n] . ‖eln(0, ·)‖L2 + βln + |||eln|||2[I1n].
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Since liml lim supn ‖eln(0, ·)‖L2 = 0, by continuity argument lim supl,n→∞ |||eln|||[I1n]
= 0. Particularly, this implies that lim supl,n→∞ ‖eln(b1n, ·)‖L2x = 0, where I1n =
[a1n, b
1
n] and a
1
n = 0. Then repeated arguments give limn→∞ |||eln|||[Ijn] → 0 as l→∞
for 1 ≤ j ≤ ℓ.
Now we show the implication (2) → (1). Suppose that the statement is wrong.
Then lim supn→∞ ‖un‖Lq◦t Lr◦x (In×Rd) <∞ and there exists j0 such that
lim sup
n→∞
‖ψj0n ‖Lq◦t Lr◦x (In×Rd) =∞.
By continuity, for given M , we have I˜n ⊂ In satisfying
M < lim sup
n→∞
‖ψj0n ‖Lq◦t Lr◦x (I˜n×Rd),
lim sup
l→∞
lim sup
n→∞
l∑
j=1
‖ψjn‖Lq◦t Lr◦x (I˜n×Rd) <∞.
Then the implication (1)→ (2) gives un =
∑l
j=1 ψ
j
n + U(·)ωln + eln. Squaring this,
we get
|un − U(·)ωln − eln|2 − Re
l∑
j1>j2
ψj1n ψ
j2
n =
l∑
j=1
|ψjn|2.
Then Minkowski’s inequality with q, r ≥ 2 gives
∥∥( l∑
j=1
|ψjn|2
) 1
2
∥∥2
Lq◦t L
r◦
x (I˜n×Rd)
=
∥∥ l∑
j=1
|ψjn|2
∥∥
L
q◦/2
t L
r◦/2
x (I˜n×Rd)
=
∥∥|un − U(·)ωln − eln|2 − Re l∑
j1>j2
ψj1n ψ
j2
n
∥∥
L
q◦/2
t L
r◦/2
x (I˜n×Rd)
. ‖un‖2Lq◦t Lr◦x (I˜n×Rd) + ‖U(·)ω
l
n‖2Lq◦t Lr◦x (I˜n×Rd) + ‖e
l
n‖2Lq◦t Lr◦x (I˜n×Rd)
+
l∑
j1>j2
‖ψj1n ψj2n ‖Lq◦/2t Lr◦/2x (I˜n×Rd).
Due to orthogonality, we obtain
lim sup
l→∞
lim sup
n→∞
∥∥( l∑
j=1
|ψjn|2)
1
2
∥∥
Lq◦t L
r◦
x (I˜n×Rd)
. lim sup
n→∞
‖un‖Lq◦t Lr◦x (I˜n×Rd).
On the other hand, we have∥∥|un − U(·)ωln − eln|2∥∥Lq◦/2t Lr◦/2x (I˜n×Rd)
≤ ∥∥ l∑
j=1
|ψjn|2
∥∥
L
q◦/2
t L
r◦/2
x (I˜n×Rd)
+
∥∥Re l∑
j1>j2
ψj1n ψ
j2
n
∥∥
L
q◦/2
t L
r◦/2
x (I˜n×Rd)
.
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And we also have∥∥|un − U(·)ωln − eln|2∥∥ 12Lq◦/2t Lr◦/2x (I˜n×Rd) = ‖un − U(·)ωln − eln‖Lq◦t Lr◦x (I˜n×Rd)
≥ ‖un‖Lq◦t Lr◦x (I˜n×Rd) − ‖U(·)ω
l
n‖Lq◦t Lr◦x (I˜n×Rd) − ‖e
l
n‖Lq◦t Lr◦x (I˜n×Rd).
Hence we obtain
‖un‖Lq◦t Lr◦x (I˜n×Rd)
≤ (∥∥ l∑
j=1
|ψjn|2
∥∥
L
q◦/2
t L
r◦/2
x (I˜n×Rd)
+
∥∥Re l∑
j1>j2
ψj1n ψ
j2
n
∥∥
L
q◦/2
t L
r◦/2
x (I˜n×Rd)
) 1
2
+ ‖U(·)ωln‖Lq◦t Lr◦x (I˜n×Rd) + ‖e
l
n‖Lq◦t Lr◦x (I˜n×Rd)
and lim sup
n→∞
‖un‖Lq◦t Lr◦x (I˜n×Rd) ≤ lim supl→∞, n→∞
∥∥(∑lj=1 |ψjn|2) 12∥∥Lq◦t Lr◦x (I˜n×Rd) by or-
thogonality. So it follows that
lim sup
n→∞
‖un‖Lq◦t Lr◦x (I˜n×Rd) ≈ lim supl→∞ lim supn→∞ ‖(
l∑
j=1
|ψjn|2)
1
2 ‖Lq◦t Lr◦x (I˜n×Rd).
Therefore, we get
M2 < lim sup
n→∞
‖ψj0n ‖2Lq◦t Lr◦x (I˜n×Rd) ≤ lim supl→∞ lim supn→∞ ‖(
l∑
j=1
|ψjn|2)
1
2 ‖2
Lq◦t L
r◦
x (I˜n×Rd)
. lim sup
n→∞
‖un‖2Lq◦t Lr◦x (I˜n×Rd) ≤ lim supn→∞ ‖un‖
2
Lq◦t L
r◦
x (In×Rd)
,
which gives a contradiction by letting M →∞. This completes the proof.
5. Blowup Phenomena
In this section we provide the proofs of Theorem 1.6, 1.7, and Corollary 1.8
Proof of Theorem 1.6. By definition of δ0, there exist blowup solutions {un}∞n=1
with initial data {u0,n}∞n=1 ⊂ L2x such that ‖u0,n‖ ց δ0 as n →∞. By using time
translation and scaling symmetry, we may assume that
‖un‖Lq◦t Lr◦x ([0,1]×Rd) →∞ as n→∞.
Then we apply Theorem 1.1 to {u0,n} to get linear profiles {φj , hjn, sjn}. From
Proposition 1.5, we obtain nonlinear profiles {ψj} associated with {φj , hjn, sjn}.
Since lim supn→∞ ‖un‖Lq◦t Lr◦x ([0,1]×Rd) = ∞, Proposition 1.5 says that there ex-
ists j0 such that ψ
j0 blows up and so we have ‖φj0‖L2 ≥ δ0. And by Theorem 1.1,
we have
‖φj0‖2L2 ≤
∑
j≥1
‖φj‖2L2 ≤ lim sup
n→∞
‖u0,n‖2L2 = δ20
which implies
‖ψj0(0, ·)‖L2 = ‖φj0‖L2 ≤ δ0.
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Hence, ‖φj0‖L2 should be δ0. For the proof of the second conclusion, we apply the
above argument to the sequence {u(tn)}.
Proof of Theorem 1.7. Let un(t, x) = u(t+ tn, x). Then we have∫
Rd
|un|2dx =
∫
Rd
|u|2dx,
and
lim sup
n→∞
‖un‖Lq◦t Lr◦x ([0,T∗−tn]×Rd) = lim sup
n→∞
‖un‖Lq◦t Lr◦x ([−tn,0]×Rd) =∞.
Let {φj , ψj , hjn, sjn} be family of linear and nonlinear profiles associated with
{un(0, ·)} which are obtained in Theorem 1.1 and Proposition 1.5. We take the
inverse of symmetry group (or we redefine sjn := − s
j
n
(hjn)α
and hjn :=
1
hjn
). Then by
Proposition 1.5 for In = [0, T
∗ − tn], there exists j0 such that
lim sup
n→∞
‖ψj0‖
Lq◦t L
r◦
x (I
j0
n ×Rd)
=∞,
where Ij0n := [s
j0
n , (T
∗ − tn)/(hj0n )α + sj0n ].
Let sj0 := lim supn→∞ s
j0
n . From Lemma A.1, we obtain s
j0 6= ∞. Hence
sj0 = −∞, or sj0 = 0. If sj0 = −∞, then ψj0 blows up at T ∗∗ and lim supn→∞(T ∗−
tn)/(h
j0
n )
α ≥ T ∗∗. Applying the same argument to I˜n = [−tn, 0], we get j˜0 which
satisfies
lim sup
n→∞
‖ψj˜0‖
Lq◦t L
r◦
x (I˜
j˜0
n ×Rd)
=∞,
where I˜ j˜0n := [(−tn)/(hj˜0n )α + sj˜0n , sj˜0n ]. Since ‖u(0, x)‖L2 <
√
2δ0, there cannot be
two blowup profiles. Hence j˜0 should be j0. Therefore, from Lemma A.1, we get
sj0 6= −∞.
Now we have sj0 = 0. Then Theorem 1.1 gives
(Γj0n )
−1un(0, ·) = φj0 +
l∑
j 6=j0
(Γj0n )
−1Γjnφ
j + (Γj0n )
−1ωln.
Due to the orthogonality, (Γj0n )
−1Γjnφ
j ⇀ 0 weakly in L2 as n → ∞. And
since lim supn→∞ ‖ωln‖Lq◦t Lr◦x → 0 as l → ∞, the uniqueness of weak limit gives
(Γj0n )
−1ωln ⇀ 0 weakly in L
2. Hence we have
(Γj0n )
−1u(tn, ·)⇀ φj0 weakly in L2.
Therefore, by taking hn = h
j0
n and φ = φ
j0 , we see (1.3) and (1.4). This completes
the proof of Theorem 1.7.
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Proof of Corollary 1.8. By Theorem 1.7, there exists φ ∈ L2x such that ‖φ‖L2 ≥
δ0, and (1.3) and (1.4) hold. Hence we have for R > 0,
lim sup
n→∞
(hn)
d
∫
|x|≤R
|u(tn, hnx)|2dx ≥
∫
|x|≤R
|φ|2dx.
After dilation, we get
lim sup
n→∞
∫
|x|≤Rhn
|u(tn, x)|2dx ≥
∫
|x|≤R
|φ|2dx.
Since (T
∗−tn)
1/α
λ(tn)
→ 0 as tn → T ∗, we get hnλ(tn) → 0 and
lim sup
n→∞
∫
|x|≤λ(tn)
|u(tn, x)|2dx ≥
∫
|x|≤R
|φ|2dx.
Since
∫ |φ|2dx ≥ δ20 , letting R→∞, we get (1.5).
Appendix A.
The local well-posedness of (1.1) is obtained in [7]. The well-posedness for a
given asymptotic state is similar and fairly standard. We provide its proof for
completeness.
Lemma A.1. Given g ∈ L2(Rd), there exists a positive T and a unique solution u
to (1.1) such that u ∈ CtL2x([T,∞)× Rd) ∩ Lq◦t Lr◦x ([T,∞)× Rd) and
‖u(t)− U(t)g‖L2x → 0 as t→∞.
Proof. We sketch the proof as the argument is rather standard. We define nonlinear
mapping N by
N (v)(t) := iλ
∫ ∞
t
U(t− s)(|x|−α ∗ |U(s)g + v(s)|2)(U(s)g + v(s))ds
for v in Banach space X = XT,ε given by
X := {v ∈CtL2x([T,∞]× Rd) ∩ Lq◦t Lr◦x ([T,∞)× Rd) :
‖v‖CtL2x([T,∞)×Rd) + ‖v‖Lq◦t Lr◦x ([T,∞)×Rd) ≤ ε}.
Using the Strichartz estimate (Lemma 2.1) and Christ-Kiselev lemma, one can get
‖N (v)‖CtL2x([T,∞)×Rd) + ‖N (v)‖Lq◦t Lr◦x ([T,∞)×Rd) . ‖U(s)g + v(s)‖3Lq◦t Lr◦x ([T,∞)×Rd)
. (‖U(s)g‖3Lq◦t Lr◦x ([T,∞)×Rd) + ‖v(s)‖
3
Lq◦t L
r◦
x ([T,∞)×Rd)
).
Since ‖U(s)g‖Lq◦t Lr◦x ([T,∞)×Rd) . ‖g‖L2xby Lemma 2.1, N becomes a self-mapping
on X for sufficiently large T . Similarly one can easily prove that N is a contraction
mapping on X . Lastly the absolute continuity gives ‖v(t)‖L2x → 0 as t→∞.
Now we write u(t) as
u(t) = U(t)g + v(t).
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Then ‖u(t)− U(t)g‖L2x → 0 as t→∞. It remains to show that
u(τ) = U(τ − t)u(t)− iλ
∫ τ
t
U(τ − s)((|x|−α ∗ |u|2)u)(s)ds.(A.1)
In fact, since v(τ) = N (v)(τ), one can show that
v(τ) = U(τ − t)v(t)− iλ
∫ τ
t
U(τ − s)(|x|−α ∗ |u|2)u(s) ds.
Thus
u(τ) = U(τ)g+ v(τ) = U(τ − t)(U(t)g+ v(t))− iλ
∫ τ
t
U(τ − s)(|x|−α ∗ |u|2)u(s) ds,
which yields (A.1). 
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