Abstract. Distributed architectures for network management have been the subject of a large research effort, but distributed algorithms that implement the corresponding functions have been much less investigated. In this paper we describe novel algorithms for model-based distributed fault diagnosis.
Introduction
Distributed self-management is a key objective in operating large scale infrastructures. Fault management is one of the five classical components of management, and is the subject of our work. In this paper, we consider a distributed architecture in which each supervisor is in charge of its own domain, and the different supervisors cooperate at constructing a set of coherent local views for their respective domains. By coherent, we mean that the different views for the different supervisors agree on the interfaces of their respective domains. Of course, to ensure that the approach can properly scale up, the corresponding global view should never be actually computed.
Fault diagnosis has been addressed by different means. Historically, the first approach was by means of rule-based expert systems [10, 11] . Such systems are generally limited to simple correlation rules, with small scope, and hardly capture all the complexity of the network reaction to a failure. Connexionist and related learning techniques from Artificial Intelligence area have been investigated to avoid the burden of providing detailed and explicit knowledge on the supervised domain [5] . But again, such methods are not scalable, and difficult to update when the network evolves. To avoid these drawbacks, the main trend nowadays is in favor of model based approaches [8, 7, 9] . Most of them rely on topological information, both physical and logical (this information is easy to get by scanning Management Information Bases). Using the topology of interactions, successive correlations with an observed symptom can be traced back to their possible alternative causes. The present approach goes further in this direction. First of all in the size and details of the model (see fig. 1 ) : the physical and logical topologies (Network Elements + connections) are modeled as a graph of interconnected Managed Objects (MO), and each MO is itself described as a small dynamic system. In the management plane, MOs are equiped with their own fault management function and are responsible of the production of alarms. Alarms are emitted when a local failure is detected, or in reaction to the failure of a neighboring MO that was necessary to guarantee a correct service. This second phenomenon is at the origin of failure propagations in the network. We refer the reader to [1] for details on the modeling, and for the description of a tool that automatically builds the model. Second key feature of our approach : fault diagnosis is performed in a distributed way. Specifically, we assume alarms are not sent to a global supervisor, but are rather collected by local supervisors, in charge of part of the system. In this scenario, a local supervisor only needs to know the local model of its domain (for example one NE in fig. 1 ), and cooperates asynchronously with supervisors of neighboring domains. We believe this is the key to cross-domain fault management.
For space reasons, we only give a glance at the theory behind distributed diagnosis algorithms, by means of a toy example (see [2, 3, 4] for details).
St Ouen Aubervilliers
Montrouge Gentilly 
A structure to represent runs with concurrency
A central feature in large distributed dynamic systems is that many components run in parallel, so several events can occur at the same time, i.e. "concurrently." It is therefore crucial to represent runs of such systems in a framework that captures this independence, and sequences of events are definitely inappropriate for that. Since the components of our network are finite state machines, this suggests to use safe Petri nets to model components, and to represent runs of the network (i.e. failure propagations) with so-called "true concurrency semantics." We illustrate this on a toy example, given in fig. 2 . On the example, places 1 and 2 represent states ok or down of component 1 (with a possibility of self-repair by transition iii). Component 1 can thus go down in two ways, through ii or i. The second possibility fills place 3 which models a propagation of the failure to component 2 : place 4 corresponds to state ok, place 5 to a temporary failure (self-repair possible by vi), and place 6 to a definitive down state. Notice that, on the leftmost right picture of the model, transitions are labeled by α, β, ρ which corresponds to the alarms produced when they fire.
The mechanism of constructing a run of the Petri net P in the form of a partial order is illustrated in the 2nd and 3rd diagrams. Initialize any run of P with the three conditions labeled by the initial marking (1, 7, 4) . Append to the pair (1, 7) a copy of the transition (1, 7) → i → (2, 3). Append to the new place labeled 2 a copy of the transition (2) → iii → (1). Append, to the pair (3, 4), a copy of the transition (3, 4) → iv → (7, 5) (this is the step shown). We have constructed (the prefix of) a run of P, where concurrency is explicitly displayed : the ordering of events labeled iii and iv is left unspecified, we only know they occur after (or as a consequence of) i. Now, all runs of P can be constructed in this way. Different runs can share some prefix. The rightmost diagram shows a branching process (BP) of P, obtained by superimposing the shared parts of different runs. The gray part is a copy of the run shown in the middle. The alternative run on the extreme left of this diagram (involving successive transitions ii, iii, i) shares only its initial places with the run in gray. On the other hand, replacing, in the gray run, the transition labeled iv by the one labeled v yields another run. We say there is a conflict at place 4 : a choice must be made between firing iv or v. A conflict takes place each time a place is branching in this diagram. Branching processes thus encodes sets of executions of a PN in a compact manner : a run of the PN corresponds to selecting part of the BP which is both conflict free and causaly closed. Observe that by nature a BP has no oriented cycle. The maximal BP of a Petri net P is called its unfolding : U P . Places and transitions of a BP are rather called conditions and events, and are labeled by places and transitions of the original net P. Assume the system modeled by P runs and that labels (alarms) produced by its transitions are collected by a sensor. We represent the collected alarm pattern under the form of a net A (left diagram on fig. 3 ). The (centralized) diagnosis problem can be formalized in the following manner : compute all runs of P that could explain the observed alarm pattern A. Deciding what failure actually occured is then a post-processing on this set of possible runs. Formally, this amounts to computing all runs of the product net A × P, which is P constrained by observations A. Equivalently, we want U A×P = A ∧ U P , where ∧ is a special product on branching processes, designed to avoid oriented cycles. The result is depicted on fig. 3 , and can be built recursively, in an asynchronous manner, just like branching processes of P. Observe that an extra conflict relation is created (dashed line labeled with #) to capture the fact that alarm ρ can be explained either by (2) → iii → (1) or by (5) → iii → (4). Possible explanations to A correspond to maximal runs of A ∧ U P that are labeled by all alarms of A (some runs of A ∧ U P may only explain the first alarms and then stop).
Distributed diagnosis with two supervisors
This is the main novelty of this paper. Assume a local sensor collects alarms produced component i, under the form of a local alarm pattern A i , i = 1, 2. The objective is to build a distributed view of U P ∧ A 1 ∧ A 2 . Alarm patterns are processed by two local supervisors communicating asynchronously. To recover a complete trajectory of P, one has to glue matching trajectories on each side. This corresponds for example to gluing events indicated by arrows on the picture, to obtain the grey trajectory of P. Observe that this distributed representation of the diagnosis is more efficient than the centralized one : to be able to glue two local runs, it is enough that they have maching behaviours only on shared places. So, for a given history of these shared places, m trajectories of component 1, and n trajectories of component 2 actually correspond to m × n trajectories of P. As for the centralized case, the distributed view of the diagnosis can be obtained recursively, but requires communication between supervisors. Each arrow actually corresponds to the communication of a new event to append. However, the cooperation between the two supervisors need only asynchronous communication. Each supervisor can simply "emit and forget." Diagnosis can progress concurrently and asynchronously at each supervisor. For example, supervisor 1 can construct the branch [(1) → β → (2) → ρ 1 → (1) → β → (2)] as soon as the corresponding local alarms are collected, without ever synchronizing with supervisor 2.
