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ON A CONJECTURE OF KONTSEVICH AND SOIBELMAN
LEˆ QUY THUONG
Dedicated to Professor Ha` Huy Vui on the occasion of his sixtieth birthday
Abstract. We consider a conjecture of Kontsevich and Soibelman which is
regarded as a foundation of their theory of motivic Donaldson-Thomas invari-
ants for non-commutative 3d Calabi-Yau varieties. We will show that, in some
certain cases, the answer to this conjecture is positive.
1. Introduction
In [10], Kontsevich and Soibelman introduce and give discussions on the motivic
Donaldson-Thomas invariants which are defined for non-commutative 3d Calabi-
Yau varieties and take values in certain Grothendieck groups of algebraic varieties.
One of the main objectives of [10] is to define the motivic Hall algebra which gener-
ates Toe¨n’s notion of the derived Hall algebra (cf. [12]). For C an ind-constructible
triangulated A∞-category over a field κ, the motivic Hall algebra H(C) is con-
structed to become a graded associative algebra, which admits for each strict sector
V an element AHallV invertible in the completed motivic Hall algebra and satisfy-
ing the Factorization Property. It is believed that, in the case of 3d Calabi-Yau
category, there is a homomorphism Φ of the motivic Hall algebra into the motivic
quantum torus defined in terms of the motivic Milnor fiber of the potential. Then
the motivic Donaldson-Thomas invariants appear as the collection of the images of
AHallV under the homomorphism Φ.
In fact, a central role in the existence of Φ is played by the following conjecture.
Assume that the characteristic of κ is zero. Let F be a formal series on the affine
space Adκ = A
d1
κ ×κ A
d2
κ ×κ A
d3
κ , depending on a constructible way on finitely many
extra parameters, such that F (0, 0, 0) = 0 and F has degree zero with respect to
the diagonal action of the multiplicative group Gm,κ with the weights (1,−1, 0). In
particular, F (x, 0, 0) is the zero function on Ad1κ . We denote by X0(F ) the set of the
zeros of F on Adκ. Consider the natural inclusions i1 : A
d1
κ ×κGm,κ → X0(F )×κGm,κ
and i0 : {0}×κGm,κ → X0(F )×κGm,κ. Consider the motivic Milnor fiber SF of F
in the ring M
Gm,κ
X0(F )×κGm,κ
, the localisation of the relative Grothendieck ring defined
in [6] and [7]. Denote by h the function on Ad3κ defined by h(z) = F (0, 0, z). We
write Sh,0 for the pullback i∗0Sh. We denote by integral
∫
A
d1
κ
the pushforward of
the canonical morphism π : Ad1κ ×κ Gm,κ → Spec(k)×κ Gm,κ.
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Conjecture 1.1 ([10]). With the previous notations and hypotheses, the following
formula holds in M
Gm,κ
Gm,κ
: ∫
A
d1
κ
i∗1SF = L
d1Sh,0.
In this paper, we consider the conjecture in some special (actually quite general)
cases, namely, when F is a composition of a polynomial in two variables and a pair of
two regular functions (Theorem 5.1), or F has the form F (x, y, z) = g(x, y, z)+h(z)ℓ
with ℓ sufficiently large (function of Steenbrink type, Theorem 5.6) under some
additional conditions of nondegeneracy with respect to Newton polyhedron (this
would be the general case for the conjecture if we did not assume ℓ sufficiently large).
For these cases, we use previous results of Guibert, Loeser and Merle ([6], [8]) for
the motivic Milnor fiber of composite functions or functions of Steenbrink type. We
also use in an important way, via Proposition 4.8, the explicit computation of the
motivic Milnor fiber of a regular function via its Newton polyhedron (suggested by
[5]). These lead to the positive answer to the conjecture in the cases considered.
This work was suggested by Franc¸ois Loeser, my advisor, who proposed me to
consider the conjecture firstly in the case of composition f(g1, g2) and encouraged
me in each step of proof. I am deeply grateful to him for these, for his suggestions
of method approaching to the solution and for his help in preparing the manuscript.
I would like to thank the referee for his contributions to the paper which make it
become more readable.
2. Motivic zeta function and Motivic Milnor fiber
Let us recall some basic notations in the theory of motivic integration which will
be used in this paper. For references, we follow [1], [2], [4], [5], [6] and [7].
2.1. Let κ be a field of characteristic zero. For a variety X over κ, we denote by
Lm(X) the space of m-arcs on X , and by L(X) a limit of the projective system
of spaces Lm(X) and (canonical) morphisms Ll(X) → Lm(X) (l ≥ m). In this
paper, we use the notation πm for the canonical morphism L(X) → Lm(X). The
Gm,κ-action on Lm(X) and L(X) is given by a · ϕ(t) = ϕ(at). For the notation
MX , we can find in [6]. As in [7], we denote by M
Gm,κ
X×κGm,κ
the localisation at L
of the relative Grothendieck ring of Gm,κ-equivariant morphisms Y → X ×κ Gm,κ
endowed with a monomial Gm,κ-action, where L is the class of the line bundle
A1X×κGm,κ
.
From now on, the group scheme Gm,κ = Spec(κ[t, t
−1]) will be written simply
as G.
2.2. Motivic zeta function and Motivic Milnor fiber. Let X be a smooth
variety over κ of pure dimension n, and let g : X → A1κ be a function on X and
X0(g) the zero locus of g. For m ≥ 1, we define
Xm(g) := {ϕ ∈ Lm(X) | ordtg(ϕ) = m}.
Note that this variety is invariant by the G-action on Lm(X). Furthermore, g
induces a morphism gm : Xm(g) → G, assigning to a point ϕ in Lm(X) the coeffi-
cient ac(g(ϕ)) of tm in g(ϕ(t)), which we also denote by ac(g)(ϕ). This morphism
is a diagonally monomial of weight m with respect to the G-action on Xm(g) since
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g(s · ϕ) = smgm(ϕ). We thus consider the class [Xm(g)] of Xm(g) in MGX0(g)×κG.
We can now consider the motivic zeta function
Zg(T ) :=
∑
m≥1
[Xm(g)]L
−mnTm
in MG
X0(g)×κG
[[T ]]. Note that Zg = 0 if g = 0 on X .
By using a log-resolution of X0(g), Denef and Loeser proved in [1] and [4] that
Zg(T ) is a rational series in M
G
X0(g)×κG
[[T ]]sr (cf. (2.3)) and they also showed that
one can consider the limit limT→∞ Zg(T ) in M
G
X0(g)×κG
. Then the motivic Milnor
fiber of g is defined as
Sg := − lim
T→∞
Zg(T ).
2.3. Rational series and their limits. Let A be one of the rings Z[L,L−1],
Z[L,L−1, (1/(1 − L−i))i>0], MGS×κG. We denote by A[[T ]]sr the A-submodule of
A[[T ]] generated by 1 and by finite products of terms pe,i(T ) = L
eT i/(1 − LeT i)
with e in Z and i in N>0. There is a unique A-linear morphism
lim
T→∞
: A[[T ]]sr → A
such that
lim
T→∞
(∏
i∈I
pei,ji(T )
)
= (−1)|I|
for every family ((ei, ji))i∈I in Z× N>0 with I finite (possibly empty).
From now on, we will use the following notations
R
I
≥0 := {a = (a1, . . . , an) ∈ R
n
≥0 | ai = 0 for i 6∈ I},
and
R
I
>0 := {a = (a1, . . . , an) ∈ R
n
≥0 | ai = 0 iff i 6∈ I},
for I a subset of {1, . . . , n}. The sets ZI≥0, Z
I
>0 and N
I
>0 are defined similarly.
Let ∆ be a rational polyhedral convex cone in RI>0 and let ∆ denote its closure
in RI≥0 with I a finite set. Let l and l
′ be two integer linear forms on ZI positive
on ∆ \ {0}. Let us consider the series
S∆,l,l′(T ) :=
∑
k∈∆∩NI>0
L
−l′(k)T l(k)
in Z[L,L−1][[T ]]. In this paper, we will use the following lemma.
Lemma 2.1 ([5]). With previous notations and hypotheses, assuming that ∆ is
open in its linear span ∆, the series S∆,l,l′(T ) lies in Z[L,L
−1][[T ]]sr and
lim
T→∞
S∆,l,l′(T ) = (−1)
dim(∆).
3. Newton polyhedron of a regular function
3.1. Newton polyhedron. Let g(x) =
∑
α∈Nn aαx
α be a polynomial in n vari-
ables x = (x1, . . . , xn) such that g(0) = 0. We denote by supp(g) the set of
exponents α in Nn with aα 6= 0. The Newton polyhedron Γ of g is the convex
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hull of supp(g) + Rn≥0. For a compact face γ of Γ, we denote by gγ the following
quasi-homogenous polynomial
gγ(x) =
∑
α∈γ
aαx
α.
We say g is non-degenerate with respect to its Newton polyhedron Γ if, for every
compact face γ of Γ, the face function gγ is smooth on G
n.
To the Newton polyhedron Γ we associate a function lΓ which assigns to a vector
a in Rn≥0 the value infb∈Γ〈a, b〉, with 〈a, b〉 being the standard inner product of a
and b. For a in Rn≥0, we denote by γa the face of Γ on which the restriction of the
function 〈a, .〉 on Γ attains its minimum, i.e., b ∈ Γ is in γa if and only if
〈a, b〉 = lΓ(a) = min
b∈Γ
〈a, b〉.
For a = 0 in Rn≥0, γa = Γ. If a 6= 0, γa is a proper face of Γ. Furthermore, γa
is a compact face of Γ if and only if a is in Rn>0. For any face γ of the Newton
polyhedron Γ, we denote by σ(γ) the cone {a ∈ Rn≥0 | γa = γ}. Then its closure is
given by σ(γ) = {a ∈ Rn≥0 | γa ⊃ γ}.
A fan F is a finite set of rational polyhedral cones such that every face of a cone
of F is also a cone of F, and the intersection of two arbitrary cones of F is the
common face of them. It is easily shown that, when γ runs over the faces of Γ, σ(γ)
form a fan in Rn≥0 partitioning R
n
≥0 into rational polyhedral cones.
3.2. Partition of Rn1≥0×R
n2
>0 with respect to g. Write n = n1+n2 with n1 ≥ 0,
n2 ≥ 0. Let g be a function on Anκ which is non-degenerate with respect to the
Newton polyhedron Γ of g. Let γ be a compact face of Γ. A proper face ǫ of Γ is
said to lean on γ if there exists a subset I of {1, . . . , n} such that
ǫ = γ + RI≥0 = {a+ b | a ∈ γ, b ∈ R
I
≥0}.
Note that dim(ǫ) = dim(γ) + |I|. Clearly, the face ǫ is non-compact when I is
nonempty. The following lemmas are trivial.
Lemma 3.1. If γ+RI≥0 is a face leaning on a compact face γ of Γ, then for every
J subset of I, γ + RJ≥0 is also a face of Γ leaning on γ.
Notice that if I = ∅ the face γ+RI≥0 reduces to the compact face γ. If ǫ = γ+R
I
≥0,
we denote σγ,I := σ(ǫ). It is clear that dim(σγ,I) = n− |I| − dim(γ).
Lemma 3.2. If σγ,I is contained in R
n1
≥0×R
n2
>0, then for every J subset of I, σγ,J
is contained in Rn1≥0 × R
n2
>0. Moreover, σγ,I is a face of σγ,J .
Lemma 3.3. Assume that γ is a compact face and ǫ = γ+RI is a face of Γ. Then
σγ,I is contained in R
n1
≥0 × R
n2
>0 if and only if I is a subset of {1, . . . , n1}.
Fix a compact face γ of Γ. Let M be a maximal element (in the inclusion
relation) of the family of the subsets of {1, . . . , n1} such that γ + RM≥0 is a face of
Γ (thus, by Lemma 3.3, σγ,M is contained in R
n1
≥0×R
n2
>0). Then, for every I subset
of M , γ+RI≥0 is a face of Γ due to Lemma 3.1, and σγ,I is contained in R
n1
≥0×R
n2
>0
by Lemma 3.2. We thus have proved the following result.
Proposition 3.4. There exists a canonical fan in Rn1≥0 × R
n2
>0 with respect to g
partitioning it into the cones σγ,I, where I runs over the subsets of M , M runs
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over the maximal subsets of {1, . . . , n1} such that γ + RM≥0 is a face of Γ, and γ
runs over the compact faces of Γ.
Example 3.5. Consider a function g(x1, . . . , xn) with Γg having a unique vertex P .
Then the k-dimensional faces of Γ leaning on P have the form
P + RI≥0
with I subsets of {1, . . . , n} and |I| = k, for k = 0, . . . , n − 1. We deduce from
Lemma 3.3 that the canonical partition of Rn1≥0×R
n2
>0 with respect to g is given by
the cones σP,I , with I subsets of {1, . . . , n1}.
Remark 3.6. In the case n1 = 0, we reduce to the work by Guibert (cf. [5]). More
clearly, for each compact face γ of Γ, all the maximal subsets M of {1, . . . , n}, of
which γ + RM≥0 is a face of Γ and σγ,M ⊂ R
n
>0, are empty.
4. Computation of i∗1Sg and
∫
A
d1
κ
i∗1Sg
Consider a regular function g on Anκ. We assume that g is non-degenerate with
respect to its Newton polyhedron Γ. Denote by i1 the natural inclusion A
n1
κ →֒ A
n
κ
or An1κ ×κ G →֒ A
n
κ ×κ G.
4.1. The motivic zeta function Zg(T ). We identify the arc space L(A
n
κ) with
the space of formal power series k[[t]]n via the system of coordinates x1, . . . , xn.
For every arc ϕ ∈ L(Anκ) we note ordtx(ϕ) = (ordtx1(ϕ), . . . , ordtxn(ϕ)). For
every m ∈ N>0 and a ∈ Nn we set
Xa,m(g) = Xm(g) ∩ πm(Xa),
where the spaces Xm(g) and Xa are defined as follows
Xm(g) = {ϕ ∈ Lm(A
n
κ) | ordtg(ϕ) = m},
Xa = {ϕ ∈ L(A
n
κ) | ordtx(ϕ) = a}.
It is clear that Xa,m(g) is a variety overX0(g)×κG in which the morphism to X0(g)
is induced by the canonical morphism Lm(A
n
κ) → A
n
κ and the morphism to G is
the morphism ac(g). Note that Xa,m(g) is invariant by the G-action on Lm(A
n
κ).
For every a ∈ Nn and ϕ ∈ Xa, ordtg(ϕ) ≥ lΓ(a) by the definition of lΓ. Further-
more, Xm(g) can be expressed as a disjoint union
⋃
a∈Nn Xa,m(g) of the subspaces
Xa,m(g) for a in N
n. Then the motivic zeta function Zg(T ) of g can be written in
the following form
Zg(T ) =
∑
a∈Nn
∑
m≥lΓ(a)
[Xa,m(g)]L
−nmTm
=
∑
a∈Nn
(
[Xa,lΓ(a)(g)]L
−nlΓ(a)T lΓ(a) +
∑
m≥lΓ(a)+1
[Xa,m(g)]L
−nmTm
)
= : Z0(T ) + Z1(T ).
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There is a canonical partition of Rn≥0 into the rational polyhedral cones σ(γ)
with γ running over the proper faces of Γ, so we deduce that
Z0(T ) =
∑
γ
∑
a∈σ(γ)
[Xa,lΓ(a)(g)]L
−nlΓ(a)T lΓ(a),
Z1(T ) =
∑
γ
∑
a∈σ(γ)
∑
k≥1
[Xa,lΓ(a)+k(g)]L
−n(lΓ(a)+k)T lΓ(a)+k,
where the sum
∑
γ runs over the proper faces γ of Γ.
4.2. Computation of i∗1Zg(T ). Assume that g satisfies the additional condition
that An1κ is naturally included in X0(g) via the morphism i1. To compute i
∗
1Zg(T ),
we consider the canonical fan in Rn1≥0 × R
n2
>0 with respect to g. Denote by Γc the
set of compact faces of Γ, by Mγ the set of maximal subsets M of {1, . . . , n1}
such that γ + RM≥0 is a face of Γ. By Proposition 3.4, we can partition R
n1
≥0 × R
n2
>0
into the cones σγ,I , with I subsets of M , M in Mγ and γ in Γc. Assume that
Mγ = {M1, . . . ,Mp}. We denote by Sγ the family of subsets of one of the sets
M1, . . . ,Mp. Then we have
i∗1Z
0(T ) = i∗1
( ∑
γ∈Γc
∑
I∈Sγ
∑
a∈σγ,I
[Xa,lΓ(a)(g)]L
−nlΓ(a)T lΓ(a)
)
,
i∗1Z
1(T ) = i∗1
( ∑
γ∈Γc
∑
I∈Sγ
∑
a∈σγ,I
∑
k≥1
[Xa,lΓ(a)+k(g)]L
−n(lΓ(a)+k)T lΓ(a)+k
)
.
4.3. Class of Xa,m(g). For a compact face γ of Γ, consider the variety Xγ :=
Gn \ g−1γ (0) endowed with a G-action as follows: if γ = γa, a = (a1, . . . , an) then
we set
s · (ξ1, . . . , ξn) = (s
a1ξ1, . . . , s
anξn).
For each compact γ and I in Sγ , consider the morphism
gγ,I : Xγ = G
n \ g−1γ (0)→ X0(g)×κ G
given by
gγ,I(ξ1, . . . , ξn) =
(
(ξˆ1, . . . , ξˆn), gγ(ξ1, . . . , ξn)
)
,
where ξˆi is defined as follows
ξˆi =
{
ξi if i ∈ I
0 otherwise.
The first projection Xγ → X0(g) is G-equivariant in an obvious manner, and for
γ = γa, the second Xγ → G is diagonally monomial of weight lΓ(a) with respect
to the G-action since gγ(s · (ξ1, . . . , ξn)) = slΓ(a)gγ(ξ1, . . . , ξn) for any s in G. This
defines a class [gγ,I : Xγ → X0(g) ×κ G] in MGX0(g)×κG, which we denote by Φγ,I .
Notice that Φγ,I does not depend on the action thanks to the construction of the
Grothendieck group (cf. [6], [7]).
We denote by Ψγ,I the class in M
G
X0(g)×κG
of the morphism
g−1γ (0)×κ G→ X0(g)×κ G,
which maps
(
(ξ1, . . . , ξn), t
)
to
(
(ξˆ1, . . . , ξˆn), t
lΓ(a)
)
, for γ = γa, with the G-action
on g−1γ,I(0) given by s · (ξ1, . . . , ξn) = (s
a1ξ1, . . . , s
anξn) and the G-action on G given
by the multiplicative translation, and g−1γ (0) ×κ G → X0(g) being G-equivariant,
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g−1γ (0) ×κ G → G being diagonally monomial of weight lΓ(a) with respect to the
G-action.
Lemma 4.1. The following formulas hold in MGX0(g)×κG for every a in σγ,I:
(i) If there is a non-empty subset I of {1, . . . , n} such that ai > m for any
i ∈ I and g|AIcκ = 0, then [Xa,m(g)] = 0.
If ai ≤ lΓ(a) for any i = 1, . . . , n, we have
(ii) [Xa,lΓ(a)(g)] = Φγ,IL
nlΓ(a)−s(a),
(iii) [Xa,lΓ(a)+k(g)] = Ψγ,IL
n(lΓ(a)+k)−s(a) for k ≥ 1.
Here, AI
c
κ := {(x1, . . . , xn) ∈ A
n
κ | xi = 0 ∀i ∈ I}, and s(a) :=
∑n
i=1 ai.
Proof. The item (i) follows from the definition of Xa,m(g) and from the hypothesis
on g. Indeed, every element of πm(Xa) has the form ϕ(t) = (x1(t), . . . , xn(t)), where
xj(t) is a polynomial of degree ≤ m in a variable t for any j = 1, . . . , n, and xi(t)
is the zero polynomial if i in I. Then g(ϕ(t)) = 0 and ordtg(ϕ) =∞, which means
that Xa,m(g) = ∅.
The items (ii) and (iii) may be deduced from proofs of Guibert in [5] (cf. [5],
Lemmas 2.1.1 and 2.1.2) and from the isomorphism Mµˆ
X0(g)
∼= MGX0(g)×G (cf. [6],
Proposition 2.6). In [5], Section 2.1 (in particular, Lemmas 2.1.1 and 2.1.2), Guibert
only considers functions of the form
∑
α∈Nn>0
fαx
α. Observe that his condition
“α ∈ Nn>0” is equivalent to that ai ≤ lΓ(a) for any i = 1, . . . , n. Finally, notice that
the hypothesis of the non-degeneracy with respect to Γ is in fact the main tool for
the proofs.
There is also a way to prove (ii) directly as follows. An element ϕ(t) of Xa,lΓ(a)(g)
has the form ϕ(t) = (x1(t), . . . , xn(t)), where xi(t) =
∑lΓ(a)
m=ai
ci,mt
m with ci,ai 6= 0
for i = 1, . . . , n. Note that the coefficient of tlΓ(a) in g(ϕ(t)) is equal to
1
lΓ(a)!
·
dlΓ(a)g(ϕ(t))
dtlΓ(a)
|t=0 =
1
lΓ(a)!
·
dlΓ(a)gγ(ϕ(t))
dtlΓ(a)
|t=0
= gγ(c1,a1 , . . . , cn,an)
which is non-zero for every a in σγ,I and (c1,a1 , . . . , cn,an) in Xγ . One deduces from
this that Xa,lΓ(a)(g) is isomophic to Xγ ×κ A
nlΓ(a)−s(a)
κ via the map
ϕ(t) 7→
(
(ci,ai)1≤i≤n, (ci,m)1≤i≤n,ai+1≤m≤lΓ(a)
)
.
Here the action of G on A1κ is trivial. For any s in G, the arc ϕ(st) is mapped to(
(saici,ai)1≤i≤n, (ci,m)1≤i≤n,ai+1≤m≤lΓ(a)
)
which is by definition equal to
s ·
(
(ci,ai)1≤i≤n, (ci,m)1≤i≤n,ai+1≤m≤lΓ(a)
)
.
This means that the G-action is compatible with the isomorphism, i.e the isomor-
phism is G-equivariant. Then the item (ii) follows. 
Remark 4.2. We have not known yet how to compute [Xa,lΓ(a)+k(g)], for k ≥ 0,
without the assumptions as in Lemma 4.1.
Remark 4.3. Lemma 4.1 and Remark 4.2 explain the reason why in the rest of
this paper we will always assume that no vertex of the Newton polyhedron Γ of g
lies in a coordinate plane, i.e. ai ≤ lΓ(a) for any i = 1, . . . , n. In this case, lΓ(a)
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is expressed as
∑n
i=1 αiai with αi > 0 for any i = 1, . . . , n. By Lemma 4.1, this
hypothesis guarantees that, for every compact face γ of Γ, I in Sγ , and k ≥ 0,
all the terms of the sum
∑
a∈σγ,I
[Xa,lΓ(a)+k(g)] are non-zero if Φγ,I (resp. Ψγ,I) is
non-zero (i.e. if the sum is non-zero). For the purpose of our work, we would like
to consider such sums which may be reduced to the case of Lemma 2.1.
4.4. An explicit formula for i∗1Sg. Assume that g is a regular function on A
n
κ
non-degenerate with respect to its Newton polyhedron Γ, that no vertex of Γ lies
in a coordinate m-plane (m = 1, . . . , n − 1), and that X0(g) contains An1κ ×κ {0}.
One then deduces from Remark 4.3 and Lemma 4.1 that
i∗1Z
0(T ) =
∑
γ∈Γc
∑
I∈Sγ
∑
a∈σγ,I
i∗1Φγ,IL
−s(a)T lΓ(a),
and
i∗1Z
1(T ) = i∗1
( ∑
γ∈Γc
∑
I∈Sγ
∑
a∈σγ,I
Ψγ,IL
−s(a)T lΓ(a)
∑
k≥1
L
−kT k
)
=
L−1T
1− L−1T
∑
γ∈Γc
∑
I∈Sγ
∑
a∈σγ,I
i∗1Ψγ,IL
−s(a)T lΓ(a).
Proposition 4.4. With the previous notations and hypotheses, the following for-
mula holds in MG
A
n1
κ ×κG
:
i∗1Sg =
∑
γ∈Γc
(−1)n+1−dim(γ)
∑
I∈Sγ
(−1)|I|[An1κ ×X0(g) (Φγ,I −Ψγ,I)].
Proof. The positivity of the sum function s on σγ,I \ {0} is evident, that of the
function lΓ on σγ,I \{0} follows straightforward from Remark 4.3. Applying Lemma
2.1, notice that dim(σγ,I) = n− |I| − dim(γ), we have
lim
T→∞
∑
a∈σγ,I
Φγ,IL
−s(a)T lΓ(a) = Φγ,I lim
T→∞
∑
a∈σγ,I
L
−s(a)T lΓ(a)
= (−1)n−|I|−dim(γ)Φγ,I ,
and
lim
T→∞
∑
a∈σγ,I
Ψγ,IL
−s(a)T lΓ(a) = Ψγ,I lim
T→∞
∑
a∈σγ,I
L
−s(a)T lΓ(a)
= (−1)n−|I|−dim(γ)Ψγ,I .
It follows that
lim
T→∞
i∗1Z
0(T ) =
∑
γ∈Γc
(−1)n−dim(γ)
∑
I∈Sγ
(−1)|I|i∗1Φγ,I ,
and
lim
T→∞
i∗1Z
1(T ) =
∑
γ∈Γc
(−1)n+1−dim(γ)
∑
I∈Sγ
(−1)|I|i∗1Ψγ,I .
Then the proposition is proved. 
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Example 4.5 (cf. Example 3.5). In the case Γg has a unique compact face P , the
classes ΨP,I vanish. If we assume that αi > 0 for every i = 1, . . . , n, we have
i∗1Sg = (−1)
n+1
∑
I⊂{1,...,n1}
(−1)|I|[An1κ ×X0(g) ΦP,I ].
Corollary 4.6 ([5]). Assume that g is given by g(x) =
∑
α∈Nn>0
aαx
α in κ[x] with
g(0) = 0. If g is non-degenerate with respect to Γ, then
Sg,0 = (−1)
n−1
∑
γ∈Γc
(−1)dim(γ)[{0} ×X0(g) (Φγ,I −Ψγ,I)]
holds in MG
G
.
Proof. (See Remark 3.6) Apply Proposition 4.4 to the case n1 = 0. Here the natural
inclusion i1 : A
n1
κ →֒ A
n
κ reduces to the inclusion i0 : {0} →֒ A
n
κ. Moreover, in this
case, by Lemma 3.3, for every compact face γ of Γ, we have Sγ = {∅}. Thus this
corollary follows. Observe that this formula was already obtained by Guibert (cf.
[5], Proposition 2.1.6). 
4.5. Consider the function g(x) =
∑
α∈H∩Nn aαx
α on Anκ, where H is the hyper-
plane in Rn≥0 defined by the following equation
α1 + · · ·+ αn1 = αn1+1 + · · ·+ αp
for some fixed p such that n1 < p ≤ n. Here as well as in Corollary 4.6 we denote
xα for xα11 · · ·x
αn
n with α = (α1, . . . , αn). Because supp(g) lies on the hyperplane
H , the compact faces of Γ are contained in H . Moreover, for the same reason, for
each compact γ, the non-compact faces of Γ leaning on γ exist. Note that, in this
case, An1κ is naturally viewed as a subset of X0(g).
Lemma 4.7. Assume that g(x) =
∑
α∈H∩Nn aαx
α is non-degenerate with respect
to Γ. Then, for every compact face γ of Γ, we have |Mγ | = 1 and the unique
element of Mγ is nonempty.
Proof. Let γ be a compact face of Γ. Assume that γ+RI≥0 is a face of Γ. Then, by
Lemma 3.3, the cone σγ,I is contained in R
n1
≥0×R
n2
>0 if and only if I is contained in
{1, . . . , n1}. Furthermore, we claim that if γ+RI≥0 and γ+R
J
≥0 are faces leaning on
γ such that the corresponding cones σγ,I and σγ,J are both contained in R
n1
≥0×R
n2
>0,
then so is γ +RI∪J≥0 . Indeed, since (α1, . . . , αn) is in H one deduces that if I and J
are contained in {1, . . . , n1}, the intersection of γ + RI∪J≥0 with the interior of Γ is
empty. This together with the fact that γ + RI≥0 and γ + R
J
≥0 are faces of Γ show
that γ+RI∪J≥0 is a face of Γ leaning on γ such that σγ,I∪J is contained in R
n1
≥0×R
n2
>0.
As a consequence of the above claim, for each compact face γ of Γ, there exists
a unique maximal subset M of {1, . . . , n1} such that γ + R
M
≥0 is a face of Γ, which
leans on γ, and σγ,M is contained in R
n1
≥0 × R
n2
>0. The nonemptyness of the set M
follows from the fact that supp(g) lies on the hyperplane H . 
Proposition 4.8. Assume that g(x) =
∑
α∈H∩Nn>0
aαx
α is non-degenerate with
respect to Γ. Then
∫
A
d1
κ
i∗1Sg vanishes in M
G
G
.
Proof. Let γ be a compact face of Γ. By Lemma 4.7, the set Mγ has a unique
element and this element is nonempty. Assume Mγ = {M} with |M | ≥ 1. Note
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that Aγ =
∫
A
d1
κ
i∗1Φγ,I and Bγ =
∫
A
d1
κ
i∗1Ψγ,I depend only on γ, not on I contained
in M . Because of the fact that, if m ≥ 1,
∑m
j=0(−1)
j
(m
j
)
= 0, one deduces that∑
I⊂M
(−1)|I|(Aγ −Bγ) = 0.
A hypothesis on g, namely α ∈ H ∩ Nn>0, means that no vertex of the Newton
polyhedron Γ of g lies in a coordinate plane. By Proposition 4.4, the image
∫
A
d1
κ
i∗1Sg
of Sg vanishes in MGG. 
5. Kontsevich-Soibelman’s conjecture
In this section, we will show that, under certain assumptions, Conjecture 1.1 is
true.
5.1. Composition with a polynomial in two variables. We consider the con-
jecture of Kontsevich and Soibelman (Conjecture 1.1) in the case where F has
the form F (x, y, z) = f(g1(x, y), g2(z)), where f is a polynomial in two variables
with f(0, y) non-zero of positive degree, g1 is a function on A
d1
κ ×κ A
d2
κ such that
g1(tx, t
−1y) = g1(x, y), g1(0, 0) = 0, and g2 is a regular function on A
d3
κ . Denote
g = g1 × g2 and X0(g) = {(x, y, z) | g1(x, y) = g2(z) = 0}. In particular, X0(g)
contains Ad1k ×{0}. We denote by i1 the inclusion of A
d1
κ ×κG into X0(f ◦g)×κG.
Recall that, in this case, h(z) = f(0, g2(z)).
Theorem 5.1. Assume that f is a polynomial in two variables with f(0, y) non-
zero of positive degree. Let g1 be a regular function on A
d1
κ ×κ A
d2
κ non-degenerate
with respect to its Newton polyhedron Γg1 such that g1(0, 0) = 0, no vertex of Γg1
lies in a coordinate plane, and g1(tx, t
−1y) = g1(x, y) for every t in G. Let g2 be a
regular function on Ad3κ . Then, the following formula∫
A
d1
κ
i∗1Sf◦g = L
d1Sh,0
holds in MG
G
. In other words, in this case, Conjecture 1.1 is true.
Proof. In [8], Guibert, Loeser and Merle consider the motivic Milnor fiber of a
composition of the form f(g1, g2) where g1 and g2 have no variable in common and
f is a polynomial in κ[x, y] such that f(0, y) is non-zero of positive degree. To
describe it, they used the generalized convolution operators ΨQ defined in [7] and
the tree of contact τ(f, 0) constructed in terms of Puiseux expansions by Guibert
([5]), here 0 is the origin of Adκ with d = d1 + d2 + d3. To any rupture vertex v
of τ(f, 0) one attaches a weighted homogeneous polynomial Qv in κ[X,Y ]. The
virtual objects Av are defined inductively in terms of the tree of contact τ(f, 0) and
Av0 , where v0 is the first (extended) rupture vertex of the tree and Av0 depends
only on g. Let i be the inclusion of X0(g)×κG into X0(f ◦g)×κG. Let m0 be the
order of 0 as a root of f(0, y). By the main theorem of [8], the following formula
i∗Sf◦g = Sgm0
2
([X0(g1)])−
∑
v
ΨQv (Av)
holds in MG
X0(g)×κG
, where ΨQv denotes the convolution defined in [8] and the sum
runs over the augmented set of rupture vertices of the tree τ(f, 0). The i1 in the
theorem is the inclusion of Ad1κ ×κG into X0(f ◦g)×κG, but by abuse of notation,
we also use i1 for the inclusion A
d1
κ ×κ G →֒ X0(g) ×κ G. Thus i1 and i ◦ i1 are in
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fact the same thing. Take the operator
∫
A
d1
κ
i∗1 for two sides of the previous formula,
we have ∫
A
d1
κ
i∗1Sf◦g =
∫
A
d1
κ
i∗1Sgm0
2
([X0(g1)]) −
∑
v
∫
A
d1
κ
i∗1ΨQv (Av).
We claim that, with previous notations and hypotheses, the formula∫
A
d1
κ
i∗1Sgm0
2
([X0(g1)]) = L
d1Sh,0
holds in MG
G
. Indeed, as in [6], proof of Theorem 5.18, one can check that
i∗Sgm0
2
([X0(g1)]) = [g
−1
1 (0)]⊠ Sgm02 .
By the hypotheses on g1 and the fact that i1(A
d1
κ ) ∩ g
−1
2 (0) = {0}, we have
i∗1[g
−1
1 (0)] = [A
d1
κ ] = L
d1 and i∗1Sgm0
2
= i∗0Sgm0
2
= Sgm0
2
,0. One deduces that
i∗1Sgm0
2
([X0(g1)]) = i
∗
1
(
[g−11 (0)]⊠ Sgm0
2
)
= Ld1Sgm0
2
,0.
By definition of h and m0, Sgm0
2
,0 = Sh,0, the claim then follows. So, in order to
finish the proof of Theorem 5.1, it suffices to prove that
∫
A
d1
κ
i∗1ΨQv(Av) = 0 for
every (extended) rupture vertex v of τ(f, 0).
Let v0 be the first (extended) rupture vertex of the tree of contact τ(f, p). As in
[8], the virtual object Av0 in M
G
X0(g)×κ(A1κ×κG)
is defined by Av0 := S
′
g2
⊠Sg1 , where
S ′g2 is an element in M
G
X0(g2)×κA1κ
which is the “disjoint sum” of Sg2 in M
G
X0(g2)×κG
and X0(g2) in MX0(g2).
Lemma 5.2. Assume that g1 is a regular function on A
d1
κ ×κ A
d2
κ non-degenerate
with respect to its Newton polyhedron Γg1 such that g1(0, 0) = 0, no vertex of Γg1
lies in a coordinate plane, and g1(tx, t
−1y) = g1(x, y) for every t in G. Let g2 be
a regular function on Ad3κ . Then
∫
A
d1
κ
i∗1ΨQ(Av0 ) vanishes in M
G
G
for every quasi-
homogeneous polynomial Q.
Proof. The asumptions on g1 mean that we can write g1 in the form
g1(x, y) =
∑
(α,β)∈H∩N
d1+d2
>0
aαβx
α1
1 · · ·x
αd1
d1
yβ11 · · · y
βd2
d2
,
where H is given by α1+ · · ·+αd1 = β1+ · · ·+ βd2 . By Proposition 4.8,
∫
A
d1
κ
i∗1Sg1
vanishes in MG
G
, hence
∫
A
d1
κ
i∗1Av0 vanishes in M
G
A1κ×κG
. Notice that here the i1 is
once again abused to denote the natural inclusion Ad1κ ×κ A
1
κ ×κ G →֒ X0(g) ×κ
A1κ ×κ G. Because the following diagram
M
G
X0(g)×κA1κ×κG
ΨQ
−−−−→ MGX0(g)×κG
∫
A
d1
κ
i∗1
y ∫Ad1κ i∗1y
M
G
A1κ×κG
ΨQ
−−−−→ MG
G
commutes, the lemma thus follows. 
Let v be an abitrary rupture vertex of the tree of contact τ(f, 0) and a(v) the
predecessor of v in the augmented set of rupture vertices. Then the polynomial Qv
is a factor of Qa(v). Suppose that Qv(X, 1) has mv disjoint zeroes in A
1
κ.
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Lemma 5.3. The equality Av = mvAa(v) holds in M
G
X0(g)×κA1κ×κG
.
Proof. We first notice that Q−1v (0) is a smooth subvariety in G ×κ G, equivariant
under a diagonalG-action and that the second projection pr2 of the product A
1
κ×κG
induces a homogeneous fibration Q−1v (0)→ G. We denote by Bv the restriction of
Aa(v) above Q
−1
v (0). Then, by [8], the element Av in M
G
X0(g)×κA1κ×κG
is defined as
the external product of the class of id : A1κ → A
1
κ by the induced map pr2 : Bv → G,
which is diagonally monomial when restricted to X0(g)×κ G×κ G.
Consider the fibration pr2 : Bv → G defined by the composition of Bv → Q−1v (0)
and pr2 : Q
−1
v (0) → G. Then each fiber of pr2 : Bv → G is a disjoint union of mv
copies of a fiber of Aa(v) → A
1
κ ×κ G over one point (a, b) in A
1
κ ×κ G. It follows
that Av = mvAa(v) in M
G
X0(g)×κ(A1κ×κG)
. 
It follows from Lemma 5.2 and Lemma 5.3 that
∫
A
d1
κ
i∗1ΨQv (Av) = 0 for every
(extended) rupture vertex v of τ(f, 0). This completes the proof of Theorem 5.1. 
Remark 5.4. In the case f(x, y) = x + y, the result can also be obtained directly
from the Motivic Thom-Sebastiani Theorem (cf. [3, 4]).
5.2. In the following proposition, we prove the conjecture of Kontsevich and Soibel-
man under some other conditions on F = g, namely assuming F is non-degenerate
with respect to its Newton polyhedron Γ and no vertex of Γ lies in a coordinate
plane.
Proposition 5.5. Let g be a regular function on Ad1κ ×κ A
d2
κ ×κ A
d3
κ such that
g(0, 0, z) = 0 for every z in Ad3κ , and g(tx, t
−1y, z) = g(x, y, z) for every t in G and
(x, y, z) in Ad1κ ×κ A
d2
κ ×κ A
d3
κ . If g is non-degenerate with respect to its Newton
polyhedron Γ and no vertex of Γ lies in a coordinate plane, then
∫
A
d1
κ
i∗1Sg vanishes
in MG
G
. In other words, Conjecture 1.1 is true in this case.
Proof. Write the function g in the following form
g(x, y, z) =
∑
(a,b,c)∈H∩Nd>0
ga,b,cx
aybzc,
where d = d1+d2+d3 and H is given by the equation a1+ · · ·+ad1 = b1+ · · ·+bd2.
By Proposition 4.8,
∫
A
d1
κ
i∗1Sg vanishes in M
G
G
. Notice that, in this case, h(z) =
F (0, 0, z) = g(0, 0, z) = 0, hence Sh,0 also vanishes in MGG. 
5.3. Functions of Steenbrink type. We consider now the case F (x, y, z) =
g(x, y, z) + h(z)ℓ, where g is as in Proposition 5.5, h(z) is regular on Ad3κ such
that h(0) = 0, and ℓ is a large enough natural number. By composition with the
projection, we will view h as a function on Adκ.
Theorem 5.6. Let F (x, y, z) = g(x, y, z)+h(z)ℓ, where g is as in Proposition 5.5,
h(z) is regular on Ad3κ such that h(0) = 0, ℓ is a natural number. There exists a
positive real number N such that if ℓ > N , the following formula holds in MG
G
:∫
A
d1
κ
i∗1SF = L
d1Shℓ,0.
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Proof. Let us denote by i and j the inclusion of (X0(g)∩X0(h))×κG in X0(g)×κG
and X0(F ) ×κ G, respectively. The existence of N is shown by [6], Theorem 5.7,
and also by this theorem, for ℓ > N , we have
j∗SF − i
∗Sg = Shℓ([X0(g)])−ΨΣ(Shℓ(Sg)),
where ΨΣ is the convolution defined in [6]. Then we get∫
A
d1
κ
i∗1SF −
∫
A
d1
κ
i∗1Sg =
∫
A
d1
κ
i∗1Shℓ([X0(g)])−
∫
A
d1
κ
i∗1ΨΣ(Shℓ(Sg)).
Now, by Proposition 5.5,
∫
A
d1
κ
i∗1Sg = 0. An analogue to the proof of Lemma 5.2
shows that
∫
A
d1
κ
i∗1ΨΣ(Shℓ(Sg)) vanishes. One deduces that∫
A
d1
κ
i∗1SF =
∫
A
d1
κ
i∗1Shℓ([X0(g)]).
Define a function g′ on Ad1κ ×κA
d2
κ by setting g
′(x, y) = g(x, y, 0). Then we have
that g′(0, 0) = 0 and g′(tx, t−1y) = g′(x, y) for any t in G. Furthermore, we have
an identity in MX0(g) as follows
[X0(g)] = [X0(g
′)] + [{(x, y, z) ∈ Ad1+d2κ × (A
d3
κ \ {0}) | g(x, y, z) = 0}].
As in the proof of Theorem 5.1, since hℓ and g′ have no variable in common, we
have
i∗1Shℓ([X0(g
′)]) = Ld1Shℓ,0
in MG
A
d1
κ ×G
. It remains to notice that
i∗1Shℓ([{(x, y, z) ∈ A
d1+d2
κ × (A
d3
κ \ {0}) | g(x, y, z) = 0}]) = 0,
because the intersection
i1(A
d1
κ ) ∩ {(x, y, z) ∈ A
d1+d2
κ × (A
d3
κ \ {0}) | g(x, y, z) = 0}
is empty. Thus, ∫
A
d1
κ
i∗1SF = L
d1Shℓ,0
in MG
G
. The theorem is proved. 
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