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Abstract
This work proposes a novel reduced-order modelling approach in time domain for the
coupled flight dynamics and aeroelastic response of manoeuvring very flexible aircraft. The
starting point is the coupling of a displacement-based, geometrically-nonlinear flexible-
body dynamics formulation with a 3-D unsteady vortex-lattice method. This is followed
by a linearisation of the structural degrees of freedom, which are assumed to be small in
a body-fixed reference frame. The translations and rotations of that reference frame and
their time derivatives, which describe the vehicle flight dynamics, can be arbitrarily large.
As a result, all couplings between the rigid and elastic motions are introduced without
the a priori assumptions of the mean axes approximation, traditionally used to decouple
the equations in flexible-aircraft dynamics. The resulting system can be projected onto
a few vibration modes of the unconstrained aircraft with geometrically-nonlinear static
deflections at a trim condition. Equally, the unsteady aerodynamics are approximated
on a fixed lattice defined by the deformed static geometry. The resulting high-order
aerodynamic system, which defines the mapping between the small number of generalised
coordinates and unsteady aerodynamic loads, is then reduced through balanced truncation.
This unified description of the flexible aircraft dynamics provides a hierarchy of aeroelastic
model fidelities, which will be illustrated on a representative high-altitude, long-endurance
aircraft to identify the importance of geometrically-nonlinear wing deformations on the
vehicle dynamics. Application of the reduced-order modelling approach further shows a
very substantial reduction in model size that leads to model orders (and computational
cost) similar to those in conventional frequency-based methods but with higher modelling
fidelity to compute manoeuvre loads. Closed-loop results for the Goland wing finally
demonstrate the application of this approach in the synthesis of a robust flutter suppression
controller.
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Ω inertial angular velocity at a beam cross section
Subscripts
A body-fixed reference frame
b bound, corresponding to lifting surface
B local reference frame on flexible members
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Nomenclature
f flutter
F aerodynamic
FS aeroelastic, including rigid-body and structural states
gyr gyroscopic
G inertial reference frame
R rigid-body
S structural
w wake
Superscripts
˙(•) derivatives with respect to time, t
(•)′ derivatives with respect to arc-length, s
¯(•) small perturbations around an equilibrium
˜(•) cross-product operator
~(•) vector quantity
(•)∗ conjugate transpose of a matrix
〈•〉 integral over the area contour at a cross section
δ(•) variational operator
Abbreviations
AoA Angle of Attack
CFD Computational Fluid Dynamics
CM Centre of Mass
CRV Cartesian Rotation Vector
DLM Doublet-Lattice Method
DoF Degree of Freedom
EoM Equations of Motion
FoR Frame of Reference
HALE High-Altitude Long-Endurance
LCO Limit-Cycle Oscillation
MPC Model Predictive Control
PID Proportional-Integral-Derivative
POD Proper Orthogonal Decomposition
ROM Reduced-Order Model
SHARP Simulation of High-Aspect-Ratio Planes
UAV Unmanned Aerial Vehicle
UVLM Unsteady Vortex-Lattice Method
VFA Very Flexible Aircraft
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To meet the demands of a growing and increasingly aﬄuent world population, the face
of aviation in the 21st century needs to adjust. Due to urbanisation, more and more
people are expecting to fly but are equally affected by the resulting growth in air travel.
The next generation of aircraft has to demonstrate significant improvements in noise re-
duction and fuel efficiency to tackle the detrimental impact of aviation on our everyday
lives [184]. Apart from the important environmental impact, fuel economy of current and
next-generation aircraft has naturally been a driving force for aircraft manufacturers to re-
spond to uncertainties in the fuel price and the public debate about the impact of aviation
on our climate.
These important social, economic and environmental issues have been addressed by the
European Union with the establishment of an Advisory Council for Aeronautics Research
in Europe (ACARE) and the definition of ambitious targets for 2020 [1] and 2050 [2] to
reduce the detrimental impact of aviation and to promote efficiency improvements. To
achieve these goals, recent efforts in the aviation industry have focused on:
• novel airframe configurations to improve structural performance,
• engine technology for optimised fuel burn and noise reduction,
• low-drag wings to improve aerodynamic efficiency and
• advanced materials for weight reduction.
The motivation to focus on these key technologies is best summarised by the Breguet
range equation which provides a simple expression for the range, R, of typical long-haul
flights, given as [157]
R = ηp
L
D
ln
(
W0
We
)
, (1.1)
with the overall propulsion system efficiency, ηp, the ratio of lift over drag, L/D, and the
ratio of the aircraft initial over final weight, W0/We. Naturally, one of the criteria for
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an aeronautical engineer is to maximise the vehicle range, R, for a given flight condition
by focusing on the key technologies above to maximise L/D (aerodynamic efficiency),
minimise We (weight reduction) and increase ηp (engine technology).
An example of the recent development in these key technologies is the Boeing SUGAR
Volt concept which was developed as part of the NASA Subsonic Fixed Wing Project to
identify solutions for lower noise, lower emissions and higher performance of subsonic air-
craft [25]. The resulting low-speed design, shown in Figure 1.1, features high-aspect-ratio
wings without sweep to reduce drag and hence improve the vehicle aerodynamic perfor-
mance. A fundamental barrier to achieving such performance improvements, however, is
that such slender configurations are susceptible to flexibility resulting in possibly large
wing deformations. Longer wings also have to withstand larger bending moments which
threaten their structural integrity. The strut design of the SUGAR Volt concept, which
is typical for high-wing aircraft to support the structure during flight (lift) and on the
ground (gravity), introduces a drag penalty opposing the aerodynamic benefits of high-
aspect-ratio wing designs. The relatively low stiffness of load-carrying surfaces to achieve
further weight reduction also leads to low natural frequencies which can interact with the
flight dynamic response of the vehicle during piloted manoeuvres or gust disturbances.
The conventional approach to alleviate these effects by adding more material (and weight)
opposes the performance gains of aerodynamically more efficient designs. Hence, the de-
velopment of advanced aircraft requires the integration of key technologies in structures,
aerodynamics, control systems, materials and power management which is likely to cause
a higher level of aeroelastic interaction between these disciplines
Figure 1.1: The Subsonic Ultra Green Aircraft Research (SUGAR) Volt design concept.
Image credit: NASA & The Boeing Company.
Such technological improvements, combined with current breakthroughs in power man-
agement and telecommunication technologies, would also facilitate the development of very
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long endurance (even perpetual) unmanned flight, which promises great potential as a cost
effective substitute for geostationary satellites with possible applications in telecommuni-
cation, navigation and atmospheric research. Apart from the obvious military applications
for surveillance and reconnaissance, high-altitude long-endurance unmanned aerial vehi-
cles (HALE UAVs) provide a platform for humanitarian applications in the detection of
disasters such as forest fires and tsunamis. Commercial applications are currently limited
by the available autonomy of these vehicles, which is crucial for crop control in agriculture
or monitoring and maintenance of vast offshore wind turbine arrays.
The nature of these possible applications highlights the endurance requirement of au-
tonomous HALE UAVs, which has been achieved using photovoltaic arrays or hydrogen
fuel cells as demonstrated by the two HALE UAV concepts shown in Figure 1.2. Because
of their extreme mission requirements – both examples have been designed to remain
airborne for years – modern UAVs have to be highly efficient which results in very flexi-
ble designs that can exhibit large geometry changes during normal flight operation. The
extent of large (geometrically nonlinear) wing deformations is exemplified by the NASA
Helios concept, shown in Figure 1.2(a), which successfully demonstrated the concept of
solar-powered flight at high altitudes. However, its mishap in 2004 following a gust dis-
turbance also highlights the effect of large wing deformations on the vehicle dynamics
and structural integrity. The investigation into the failure [132] concluded that multidisci-
plinary models, that incorporate structural, aerodynamic and control aspects to describe
the vehicle geometrically-nonlinear behaviour, are needed to design the next generation
of HALE UAVs. Such methods, among other technological advances, will provide the
necessary tools for the realisation of increasingly complex concepts that are designed to
operate at extreme atmospheric conditions. An example of this is the Boeing Solar Eagle
in Figure 1.2(b) which consists of a very high-aspect-ratio wing that spans 120 m (150%
the wing span of an Airbus A380).
(a) Wing dihedral of NASA Helios during test flight (b) Boeing Solar Eagle conceptual design
Figure 1.2: Examples of high-altitude, long-endurance unmanned aerial vehicles. Image
credit: NASA & The Boeing Company.
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Active control of structural vibrations and their possible interaction with the vehicle
flight dynamics is key in the development of such highly-efficient UAVs and passenger
aircraft to ensure dynamic stability even at large wing deformations and to reduce dynamic
loads due to exogenous excitations or commanded manoeuvres. Hence, in addition to the
conventional flight control and guidance systems, active load control is a necessary tool in
the design of these vehicles to reduce critical loads and improve ride comfort for passengers
by damping structural or flight-dynamic oscillations. On the other hand, flexibility can
also be exploited taking advantage of the anisotropic behaviour of composites, which are
emerging as advanced materials used for load-carrying subcomponents in weight-optimised
aircraft. This so-called aeroelastic tailoring provides a promising passive control method
to stabilise aeroelastic effects in aerodynamically-optimised, high-aspect-ratio, zero-sweep
wing designs.
In summary, understanding the effect of flexibility on the aircraft dynamics is crucial
in the design of advanced aircraft concepts for unmanned and passenger flight. Classic
approaches which usually separate the aeroelastic response from the vehicle flight dynamic
analysis are insufficient to understand the physics of the interaction between the flight
dynamics and the structural response of modern aircraft. Instead, the problem needs
to be tackled in a multidisciplinary manner whereby the vehicle aerodynamic, structural
and flight dynamic behaviour is integrated in a coupled environment. The required model
fidelity to accurately capture the dynamics of complex vehicle configurations with possibly
large structural deformations also needs to be addressed to arrive at efficient solution
methods. Numerical efficiency of the coupled simulation framework, in addition to the
model fidelity, is crucial to incorporate flexibility effects in the early design stages of next-
generation aircraft to expand the design envelope.
This research therefore aims to develop a framework for modelling the dynamics of
flexible aircraft with a hierarchy of model fidelities to investigate the effect of large wing
deformations on the vehicle response. The understanding of the complex interaction be-
tween the different disciplines (structural, rigid-body and aerodynamics) will provide the
necessary knowledge to identify suitable reduced-order models (ROMs) that can accu-
rately capture the underlying physics of the coupled problem. Despite the steady increase
in computational power, low-order representations of the generally high-fidelity dynamics
are needed for the design of robust control methods to actively control deformations that
are inherent to highly-efficient aircraft designs. Finally, because of the critical importance
of composites in aviation, this work considers anisotropic materials in the description of
the dynamics of flexible vehicle. Note however that the numerical studies in this disserta-
tion are limited to isotropic problems to primarily demonstrate the aeroelastic modelling
approach.
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1.1 Literature Review
Capturing the dynamic behaviour of manoeuvring aircraft with flexible subcomponents is
indeed a multidisciplinary endeavour which relies heavily on the incorporation of estab-
lished theory in the areas of aerodynamics, structural dynamics and multibody dynamics.
This literature review will therefore provide a brief overview of each discipline and high-
light the characteristics of the different models in terms of fidelity, numerical efficiency and
ease of implementation. These aspects are crucial for the efficient modelling and design of
next-generation aircraft.
In the context of aircraft design, the vehicle flight dynamics and aeroelastic response
have traditionally been addressed separately. This was possible because of relatively stiff
designs of conventional aircraft, as highlighted in several review papers and reference books
on aeroelasticity [62, 106] and modern flight dynamics [162]. Depending on the starting
point, either aeroelasticity or flight dynamics, the integration of flexibility effects on the
vehicle flight dynamics has been addressed following two very different paths.
The following literature review will present this development according to the approach
taken in this dissertation, whereby the next subsection will first summarise the extension
of multibody dynamics problems to account for elastic deformations of flexible members.
This provides a description of the coupled flexible-body dynamics of unconstrained config-
urations. Subsection 1.1.2 will then review the extension of flight dynamics formulations
to include the vehicle structural dynamics in the description. This will be followed with a
summary of the integration of geometrically-nonlinear structural models to capture pos-
sibly large deformations of very flexible HALE configurations. The necessary fidelity re-
quired to capture the interaction between the aircraft structural and flight dynamics may
result in large models that require a large computational effort to be suitable for efficient
aircraft design. Hence, Subsection 1.1.3 will conclude the review of previous work with a
summary on model reduction techniques that have been developed to enable high-fidelity
aeroelastic analyses.
1.1.1 Flexible-Body Dynamics
The effect of flexibility on the overall motion of spacecraft, as a result of extreme
lightweight requirement, accelerated the research into flexible multibody dynamics (FMD)
in the second half of the last century. Such systems are unconstrained structures subject
to large translational and rotational motion. This is also relevant in the analysis of flexible
aircraft, as discussed in Subsection 1.1.2, but the following review first summarises the
work on flexible-body dynamic problems without aerodynamics.
The choice of reference frame in the integration of the body structural and rigid-body
dynamics is crucial in the modelling of flexible bodies. Generally, the inertial frame is
used in FMD to describe the overall (rigid-body) motion of the body, which differs from
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the Lagrangian description commonly used in flight mechanics. Several approaches have
been developed to include the effect of flexibility of subcomponents on the dynamics of
flexible multibody systems. Following the review papers by Wasfy and Noor [198] and
Shabana [167], they can be classified according to the type of reference frame used in the
description as floating, co-rotational and inertial frame approaches.
The floating frame approach is a natural extension of existing rigid-body dynamics codes
to account for the effect of flexibility by superposition of the body structural dynamics
on its possibly large overall motion. To enable this superposition the floating frame needs
to follow an averaged rigid-body motion of the structure and the approach is limited to
small elastic deformations.
In the co-rotational frame approach, each finite element in the discretisation of the
unconstrained flexible body has an associated frame which follows the average rigid-body
motion of the element. The resulting Lagrangian description of the flexible-body dynamics
eliminates the large rigid-body motion of each element from the total displacement vector
which leads to a simple approach that can capture large deformations if the element size
is sufficiently small.
Originating from continuum mechanics principles rather than a FMD point of view, the
inertial frame approach directly measures the motion of an element without the necessity
for an intermediate frame to express the local deformations which can have large transla-
tional and rotational components. Even though the governing equations of motion (EoM)
are obtained with respect to a global inertial frame, it is convenient to introduce a body
frame that is attached to (and moves with) a specific point on the flexible body to track
the nodal orientations of each element. The resulting geometrically nonlinear formulations
will be referred to as body-fixed frame approaches in this work.
Following the above classification of the reference frames, the following review of the
development in flexible-body dynamics is divided into linear and geometrically nonlinear
methods in FMD.
Unconstrained Flexible Bodies with Small Deformations
Linear approaches in flexible-body dynamics are a first approximation to include some
flexibility effects in the modelling of weight-optimised spacecraft (and aircraft) with small
elastic deformations. An efficient definition of the floating frame reference systems is re-
quired to enable the superposition of the elastic deformations on top of the rigid-body
motion of the flexible body. Body-attached approaches have been considered in linear
analyses [32, 166], but moving axes formulations were found to be beneficial as they
tend to minimise the extent of (small) elastic deformations with respect to the floating
frame [15, 28, 29]. Such a moving reference system is generally given by the Tisserand
frame, as discussed in Refs. [28, 47, 133], which minimises the relative kinetic energy of
the elastic motion noticed by an observer on the moving reference frame. This definition
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of the floating frame balances the local linear and angular momenta due to the elastic
deformations with respect to the moving frame, which fulfils the mean axes approxima-
tion. The latter was first formulated by Milne [122, 123] and assumes that there exists
an instantaneous reference frame which decouples the structural and rigid-body dynamics
degrees of freedom (DoF), thus providing a much simplified description that superimposes
elastic deformations to the rigid-body dynamics, as demonstrated for the dynamics of rel-
atively flexible spacecraft [4, 28, 33] and aircraft [63, 100, 122, 172, 199]. As a consequence
of the mean axes approximation the resulting moving reference frame is positioned at the
instantaneous centre of mass (CM) of the flexible body which further decouples the overall
translational and rotational motion.
The mean axes approximation is naturally enforced by using the free-free modes of the
unconstrained structure [34, 122], which preserve the position of the body CM following
small amplitude vibrations. Modal projection of the flexible body-dynamics equations
further allows the truncation of high-frequency modes that contribute little to the overall
dynamics of the structure and enables experimental modal identification techniques to be
used in FMD [3, 12]. For linear undamped systems, it is indeed possible to transform
the system equations to a set of decoupled ordinary differential equations due to the
orthogonality property of normal modes. However, if the structure is subject to arbitrary
motion, especially large angular rotations, the classical modal analysis fails to decouple
the system EoM due to the contribution of the Coriolis effect and centrifugal forces which
introduce coupling terms between the rigid-body motion and elastic deformations. This
implies that the mean axes approximation neglects some coupling terms even for small
elastic deformations. This was demonstrated by Meirovitch [118] using a Lagrangian
description of the coupled rigid-body and structural dynamics in terms of quasi-coordinates
with respect to a body-fixed frame of reference attached to a specific point on the flexible
body [115].
Higher-order strain measures are generally needed to capture the axial shortening and
centrifugal stiffening effects due to bending and centrifugal forces, respectively. This has
been extensively studied for rotating beams, e.g. Refs. [7, 41, 84, 96] which showed that
neglecting the centrifugal stiffness terms can result in large errors. However, the incorpo-
ration of shear deformations, Coriolis effect and inertia force usually requires geometrically
nonlinear models as demonstrated by Simo and Vu-Quoc [178] through a consistent lin-
earisation of nonlinear EoM derived in a body-fixed frame of reference. The underlying
geometrically-nonlinear beam formulation will be the focus of the next subsection.
Geometrically Nonlinear Beam Models
Geometrically nonlinear beam theories are key in understanding the global static or dy-
namic response in highly-optimised structures with slender subcomponents. An increase
in flexibility of load carrying structures has been catalysed by the use of composite materi-
als, which required a parallel effort in developing geometrically nonlinear composite beam
27
Chapter 1. Introduction
models. Those are typically based on a two step procedure: first, a process of dimensional
reduction (homogenisation) in which the 3-D composite structure is reduced to averaged
properties along the reference line [37, 50, 99, 135] and, second, the solution of the one-
dimensional dynamic equations of motion on the homogenised structure (the composite
beam) [15, 86, 87]. A comprehensive review of the literature on composite beam modelling
can be found, for instance, in the monograph by Hodges [88].
Geometrically nonlinear beam theories are mostly based on the inertial frame approach,
such that the beam kinematics are described with respect to an inertial reference frame
which incorporates both the rigid-body motion of the beam and the structural defor-
mations into one expression. The description of the kinematics is based on Cosserat’s
model [40] for the nonlinear analysis of space-curved beams, as written by Love [107] and
Reissner [150]. The key aspect in the description of the geometrically exact theory is
the representation of the cross-sectional orientation along the reference line of the beam
which is achieved through parameterisation of rotations. Reissner [150] used classical Eu-
ler angles with their associated singularity to parameterise the orthogonal transformation
and presented a definition for the variation of rotations in the solution of static problems
using variational principles. Simo and Vu-Quoc [174, 176] were the first to generalise
the approach to the fully 3-D dynamic case by introducing quaternions to describe the
rotational degrees of freedom (DoF). The equations are solved using finite elements with
displacement and finite rotation coordinates as the independent variables. Later, Simo and
Vu-Quoc extended the theory to rods undergoing large unconstrained motions in space
including rotations [177, 179]. They used a global body-fixed reference frame attached to
the reference configuration to include the rigid-body motion of the beam. The geometri-
cally exact description of the beam kinematics is based on nonlinear strain measures which
accurately capture extension, shear, torsion and bending deformations.
A similar approach was used by Cardona and Ge´radin [30, 69] using the Cartesian
Rotation Vector (CRV) to describe the sectional orientation. The three parameter repre-
sentation of the rotation tensor using the CRV not only requires less storage compared to
the quaternion parameterisation used in the original work by Simo and Vu-Quoc [179], it
also provides expressions for the linearisation of the rotation tensor in terms of an expo-
nential mapping of the rotational DoF. This is essential in a finite element implementation
based on an updated Lagrangian formulation which removes the singularity of the CRV
for rotations of 2pi. More recent work has been concerned with further improving the
parameterisation of the rotational DoF in the finite element discretisation to extend the
formulation to initially curved beams [91].
Argyris [9] and Hodges [85] give detailed overviews on the matrix formulation of finite
rotations. Following the representation by Hodges [85], Danielson and Hodges [46] ob-
tained a simplified description of the beam strains by separating the rotation of the cross
sections into their global and local components. The global contributions account for the
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large rotations of a global body-fixed reference frame and the small local rotations describe
the cross-sectional deformations.
Typically the nodal displacements and rotations have been chosen as primary vari-
ables [69, 179], but more recent work [35, 169] has focused on strain-based approaches to
solve the geometrically exact beam equations using the decomposition of the beam strains
as presented in Ref. [46]. The resulting nonlinear structural formulation can be cast into
state-space form with a constant stiffness matrix which increases numerical efficiency but
an additional post-processing is needed in coupled environments to extract displacements
and rotations [137]. A hybrid solution procedure, the so-called intrinsic beam formulation,
was developed by Hodges [86] which takes the beam strains and local translational and
angular velocities as DoF in the problem. A comparison of structural (and aerodynamic)
models for the modelling of flexible aircraft dynamics by Palacios et al. [137] confirmed the
numerical benefits of the strain-based and intrinsic formulations, but also identified the
advantage of the displacement-based approach for flexible aircraft applications in terms of
ease of coupling with the aerodynamic model and implementation of boundary conditions
and interconnectivity of the flexible subcomponents. Palacios [134] also derived a nonlin-
ear modal form of the intrinsic beam equations to obtain the nonlinear normal modes in
terms of the primary DoF, i.e. the nodal velocities and strains only. The resulting for-
mulation retains the anisotropic material properties and geometrically exact description
of the beam kinematics.
The intrinsic formulation [86] also guarantees objectivity which is the invariance of
the strain measure with respect to arbitrary rigid-body motions. Crisfield and Jelenic´ [44]
demonstrated that displacement-based beam formulations by nature violate the objectivity
criterion in the interpolation of rotational DoF due to the inertial description of the beam
kinematics. Instead they propose application of the co-rotational beam formulation [95]
which, as defined above, separates the possibly large nodal rotations into rigid-body and
pure elastic components. This is achieved by fixing a local reference frame to each element
such that the local elastic deformations are small with respect to that frame. This allows
the application of simplified strain measures to efficiently capture possibly large beam
deflections [90]. Alternatively, Simpson et al. [181] have recently demonstrated that the
error in the strain field of the interpolated rotations decreases with p- and/or h-refinement
of the mesh ensuring the applicability of displacement-based formulations in the dynamics
of very flexible structures.
Numerical Time Integration
The spatial discretisation of the EoM in FMD in general leads to nonlinear second-order
ordinary differential equations that are numerically stiff due to the large frequency spec-
trum of the response and the presence of the rigid-body DoF. Hence, implicit numerical
algorithms which offer unconditional stability properties are usually favoured for the time
integration of the coupled EoM. Several such dissipative integration methods have been
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developed from the original Newmark algorithm [130] and have been modified for non-
linear problems using implicit Newton-Raphson sub-iterations as proposed by Ge´radin
and Rixen [70]. The implicit Newmark integration scheme has been demonstrated for
geometrically nonlinear problems of unconstrained flexible bodies [90, 91] but it has also
been shown to produce (unstable) high frequency oscillations especially in the presence
of large rotations [69, 175]. This can be circumvented by introducing controlled positive
algorithmic damping to the constant-acceleration Newmark integration scheme [70] which
enables undesirable high frequency oscillations to be filtered easily, but it also degrades
the order of accuracy. Shearer and Cesnik [168] modified the implicit Newmark scheme
further tailored to the time integration of numerically stiff EoM of coupled flexible aircraft
dynamics problems.
Other dissipative methods based on the Newmark scheme have been introduced that
permit high-frequency dissipation without a significant effect on the accuracy of the lower-
frequency response, such as the Hilber-Hughes-Taylor algorithm [83], the Generalised-α
Method [168] and other energy-conserving methods [13, 16, 92, 180]. The latter can be
specifically tailored to geometric problems taking advantage of differential geometry in the
integration of the rotation tensor [92, 180]. The review by Fung [64] provides an in-depth
summary on time marching algorithms using numerical dissipation.
1.1.2 Flight Dynamics of Flexible Aircraft
Following the review on the coupling between the aircraft rigid-body and structural dy-
namics, this section will now focus on the development of integrated models also including
the vehicle aerodynamics for the analysis of manoeuvring flexible aircraft. As presented
by Wright and Cooper [201], flexibility of aircraft subcomponents can have a significant
impact on the vehicle aeroelastic response and dynamic loads due to gust excitations or
pilot inputs. Modelling the flight mechanics of flexible aircraft is further complicated by
the effect of wing deformations on the aircraft trim equilibrium and the resulting change
in stability characteristics. A review by Friedmann [62] highlights the important role of
aeroelasticity in the design of future aircraft concepts.
Linearised methods have traditionally dominated the integration of flexibility effects
in the modelling of relatively stiff commercial aircraft, which was naturally done by ex-
tending existing flight dynamics tools. These methods initially relied on 2-D quasi-steady
aerodynamics but higher-fidelity (linear) 3-D unsteady panel methods soon became the
standard tool in the aerospace industry for aircraft design [201] and have provided great
insight into the unsteady aerodynamic and aeroelastic effects in the exciting development
of previous and current aircraft. The development of linear methods will be presented
in the first part of this subsection, following the insightful overview by Meirovitch and
Tuzcu [116].
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By definition, linear methods are limited to small wing deformations and may fail to
model the dynamics of unconventional aircraft configurations effectively putting a con-
straint on the possible design scope of next-generation aircraft, as presented in the outlook
by Livne and Weisshaar [106]. Modern designs may feature aerodynamically more efficient
high-aspect-ratio wings which tend to exhibit large wing deformations at trim and expe-
rience significant interaction between the vehicle flight dynamics and structural vibration
modes. The incorporation of these complex features in the design of advanced aircraft
concepts requires a higher-fidelity nonlinear modelling approach, which will be presented
in the second part of this subsection.
Linear Methods in Flight Dynamics
A first approximation to account for the effect of small wing deformations on the aircraft
flight dynamics is through elastification of the steady or quasi-steady aerodynamic coef-
ficients commonly used in the flight dynamic analysis of rigid vehicles [165]. However,
this approach neglects the inertia effects due to the structural deformations and requires
a large separation between the vehicle structural and rigid-body frequencies.
The mean axes approximation based on a floating frame description, as introduced
in Subsection 1.1.1 to decouple the structural response from the overall motion of flex-
ible multibody system, has been developed by Milne [122, 123] for the analysis of the
equilibrium and stability of deformable aircraft. The resulting linearised EoM around
a steady-state condition, however, were limited to small elastic perturbations and small
rigid-body motion of the aircraft. The latter is a necessary assumption to ensure that the
mean axes coincide with the principal axes, as clarified in Ref. [123].
Application of the mean axes approximation was then demonstrated by Dusto et
al. [33, 54] leading to the computer programme FLEXSTAB which superimposes the vehi-
cle flight-dynamics with the aeroelastic response. The resulting flexible aircraft dynamics
formulation was used to analyse the dynamic stability characteristics following gust per-
turbations about a reference motion. Correct implementation of the mean axes constraint
however is critical as demonstrated by Rodden and Love [154] (with the later corrections
in Ref. [55]), who found numerically that the inertial decoupling of the EoM without
enforcing the additional constraint condition of the floating reference frame is incorrect.
To overcome this problem Buttrill et al. [27] used the aircraft undamped free vibration
modes that automatically satisfy the first-order mean axes constraints to derive the EoM
of flexible aircraft in manoeuvring flight using Lagrangian mechanics. A lumped mass
model is used and the resulting equations include inertial coupling terms due to elastic
deformations and the resulting local momenta coupled with the angular rigid-body mo-
menta. Using a modal parameter the authors were able to identify inertial coupling terms
in the resulting modal formulation and found that elastic deformations that change the
vehicle mass distribution have a significant effect on the modal mass and frequencies.
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Waszak and Schmidt [199] also derived the EoM for flexible aircraft in terms of the mean
axes system using Lagrange’s equations and the principle of virtual work. They also used
free-free modes to enforce the location of the mean axes system but neglected all remaining
inertial coupling terms assuming small deformations. The generalised aerodynamic forces
are obtained using quasi-steady strip theory leading to closed-form expressions of the
aircraft flight-dynamics and aeroelastic response. Numerical studies illustrate the effect of
flexibility on the dynamic response of a relatively-stiff generic aircraft and the importance
of mode residualisation in the truncation of the generalised coordinates. Schmidt and
Raney [163] later used the same approach to demonstrate the real-time capability of the
aeroelastic model in a flight simulator for a large flexible aircraft. The experiments showed
that the effect of flexibility can significantly harm the handling qualities with decreasing
frequency of the structural modes due to the frequency overlap of the flight dynamic modes
and the lower elastic modes.
The aeroelastic/flight-dynamics approaches by Buttrill, Waszak and Schmidt [27, 163,
199], as summarised in the reference book by Schmidt [162], naturally evolved from the
expansion of existing flight dynamics codes using the mean axes approximation to in-
clude flexibility effects. Following the standard approach in flight dynamics, this was
done using quasi-steady 2-D aerodynamics to demonstrate the approach and to obtain
analytical expressions of the coupled framework. For cases where the elastic response
becomes dominant or even unstable, such as flutter, the quasi-steady assumption reaches
the limit of applicability and the computation of aerodynamic loads needs to account
for the variation with the frequency of the structural excitation. The formulation of the
strip theory can be extended to account for the effect of sudden changes in incidence an-
gle and harmonic motion of lifting surfaces using Wagner’s [194] or Theodorsen’s [190]
functions, respectively, as derived in most textbooks on aeroelasticity, e.g. Refs. [20, 65].
For more complex geometries 3-D unsteady panel methods, such as the doublet lattice
method (DLM) [5, 153, 154], are more suitable to capture the unsteady aerodynamics of
full aircraft configurations including the interaction of multiple lifting surface.
The unsteady aerodynamic loads can then be computed using the DLM for a range of
vibration modes of the unconstrained vehicle including rigid-body modes to obtain aero-
dynamic influence coefficients. These can be used directly in the mean axes approximation
to describe the generalised aerodynamic forces in frequency domain. Alternatively, the un-
steady aerodynamic loads can be approximated in time domain through rational function
approximations, as given by Roger’s classical approach [58] or the minimum-state method
by Karpel [97]. The resulting modelling approach to the dynamics of flexible aircraft based
on 3-D panel methods has become the predominant tool in industry for aircraft design
and certification, as presented in detail in the reference book by Wright and Cooper [201],
and has been used in a number of studies mostly for control synthesis of flexible aircraft,
e.g. Refs. [43, 149, 171, 173].
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Reschke [151] revisits the mean axes description using Lagrange’s equations in terms of
quasi-coordinates and the DLM to arrive at a set of nonlinear EoM to model the dynamics
of large flexible aircraft in time domain. Unlike the approach by Waszak and Schmidt [199],
the resulting formulation includes all inertial coupling terms due to Coriolis forces and
centrifugal loading which allowed them to investigate the effect of inertial decoupling [152].
Numerical studies on a large transport aircraft subject to roll manoeuvres showed the
significant influence of inertial coupling on the vehicle loads especially for flight manoeuvres
leading to high angular velocities or accelerations. The resulting EoM are therefore only
valid for perturbations about steady flight of relatively stiff vehicles.
A more general solution has been proposed using Lagrange’s equations in terms of
quasi-coordinates [115] which directly solve the fully-coupled EoM of the flexible aircraft
in a body-attached reference frame. Using strip theory to obtain the aerodynamic forces,
Meirovitch and Tuzcu [116] have developed a unified framework for the dynamic anal-
ysis of manoeuvring flexible aircraft subject to small elastic deformations of the vehicle
fuselage, wings and empennage components. The resulting EoM have been obtained us-
ing a perturbation approach which separates the problem into the nonlinear description
of the aircraft flight dynamics and an extended aeroelasticity problem [116]. Hence, the
structural deformations are treated as perturbations in the flight dynamics description.
The resulting flexible aircraft dynamics model was demonstrated for control design and
stability analysis of a generic transport aircraft. The problem size of the extended aeroe-
lasticity problem has been reduced with the extension of the formulation in Ref. [117]
using modal projection of the aircraft structural DoF on the free-free modes of the uncon-
strained aircraft at a linear equilibrium. This modal description also served Meirovitch
and Tuzcu [118] to numerically illustrate flaws of the mean axes approximation.
Finally, Haghighat et al. [76] have also developed a unified dynamics framework based
on quasi-coordinates with respect to a body-fixed frame for the synthesis of a gust load
alleviation controller for mildly flexible aircraft using model-predictive control (MPC). In
a second study [77] they also implemented a co-rotational beam formulation coupled with
a 3-D panel code to model large trim deformations. They demonstrated for a flexible wing
that trim deformations can have an adverse effect on the stability and performance of the
closed-loop system.
Modelling of Very Flexible Aircraft
The NASA Helios experiment [132] and other efforts to achieve long endurance [38] or
human-powered [164, 202] flight have demonstrated the significant effect of wing defor-
mations on the flight dynamic response of these vehicle designs. Modelling of such highly
optimised vehicles with possibly large wing deformations requires the incorporation of ge-
ometrically nonlinear structural and flight dynamic models. Another important aspect
is the interaction between the aircraft structural and flight dynamics. As flexibility in-
creases, the frequencies of the structural modes are bound to decrease, which reduces
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the frequency separation between structural and flight dynamic modes and deems floating
frame approaches insufficient. Hence, the recent research into the dynamics of very flexible
aircraft has focused on body-fixed Lagrangian descriptions of the possibly large vehicle
deformations.
The work by Drela [53] was one of the first contributions to develop an integrated sim-
ulation tool, called ASWING, for the preliminary design of highly flexible aircraft. The
possibly large structural deformations of the aircraft were modelled as isotropic nonlin-
ear joined bending/torsion beams coupled with a compressible lifting-line method with
wind-aligned trailing vorticity to capture the unsteady aerodynamic loads. Linearisation
of the integral system equations enabled very efficient time-domain or frequency-based
calculations and stability analyses for preliminary design studies. The simulation toolbox
ASWING was later used by Love et al. [108] to investigate the open-loop and closed-loop
stability characteristics of a swept flying wing SensorCraft concept. The bending mode
of the flexible high-aspect-ratio wing was found to couple with the flight-dynamic short-
period mode leading to body freedom flutter which is typical for flying wing configurations
with low pitch inertia. By varying the wing stiffness, flight altitude and location of the
centre of mass (CM), they identified passive measures to increase flutter speed which high-
lights the importance of a coupled approach to aircraft design. This is especially important
for novel vehicle configurations with possible dynamic interactions.
Patil et al. [141, 142] also developed a multidisciplinary formulation for the modelling
of high-aspect-ratio vehicles. The intrinsic beam formulation by Hodges [86] was im-
plemented to capture large wing deformations and also account for material anisotropy.
The unsteady aerodynamics were modelled using the 2-D finite-state strip theory of Pe-
ters [145] with the ONERA stall model [146] to include stall effects at high angles of
attack due to wing twisting. The resulting framework was exercised on flying wing [140]
and HALE aircraft [142] configurations to investigate the effect of geometric nonlinearity
on the dynamic vehicle behaviour through eigenvalue analysis of the linearised equations
and nonlinear time simulations. Among others, the numerical results indicated a signif-
icant reduction in flutter speed due to an increased wing dihedral at steady state. The
stability tool further highlighted the effect of geometric nonlinearity on the flight dynamic
modes of a very flexible HALE configuration, specifically the short-period and phugoid
modes, by linearising the EoM around different rigid, linear and nonlinear trim equilib-
ria [141]. Further studies also demonstrated the effect of aerodynamic nonlinearities such
as stall leading to limit cycle oscillations [143] or changes in the unsteady aerodynamic
loading due to nonplanar effects of highly-curved lifting surfaces at steady state [139]. The
latter was investigated using a 3-D fixed-wake nonplanar vortex method at steady state
and the DLM to obtain the unsteady perturbations around the geometrically-nonlinear
steady equilibrium [139]. The aeroelastic framework with 2-D finite-state aerodynamics
was later used by Raghavan and Patil [148, 149] for trajectory tracking and gust load
alleviation of a high-aspect-ratio flying wing. To facilitate the control synthesis, they de-
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veloped a reduced-order flight dynamics model of the flexible aircraft using the mean axes
approximation to minimise the coupling between the rigid-body and structural response
of the vehicle. However, by identifying the strong effect of large trim deformations on the
dynamic response of the flying wing [148], the original mean axes approach was extended
to account for large static aeroelastic deformations of the flying in the control design [149].
Cesnik and Brown [23, 35] developed an integrated framework for the analysis of very
flexible aircraft using a strain-based formulation. Coupled with a 2-D finite-state aero-
dynamics model [145], the formulation was applied to investigate the use of anisotropic
piezoelectric materials for active manoeuvring of a joined-wing aircraft through warping of
the flexible composite wings [36]. Su and Cesnik [187] extended the work by also consider-
ing the effect of flexibility of the fuselage and vertical tails on the aeroelastic performance
of the SensorCraft. In a different study they also studied the effect of stall and skin wrin-
kling on the gust response of a highly-flexible flying wing configuration [188]. Shearer and
Cesnik [168] reformulated the time-marching solution methodology to include the flight
dynamics EoM and incorporated a modified implicit Newmark integration method in the
aeroelastic framework developed in Ref. [23] which was originally based on an explicit
scheme. The numerical studies also confirmed the significant effect of geometric nonlin-
earity on the flight dynamic response of a very flexible aircraft configuration [169] and
methods for trajectory control were developed [170].
The resulting Nonlinear Aeroelastic Simulation Toolbox (UM/NAST) was recently used
by Dillsaver et al. [48] for the design of a gust load alleviation system for very flexible
aircraft using linear quadratic Gaussian (LQG) control techniques. The controller was
obtained from a linear reduced-order model, using balancing model reduction techniques,
and exercised on a very flexible HALE configuration subject to continuous turbulence. In
a second study [49] they also explored LQG pitch control of a flexible flying wing subject to
temporally and spatially distributed (DARPA) gusts. In a parallel work, Cook et al. [39]
used UM/NAST to demonstrate the application of linear robust control synthesis for
gust load alleviation in highly-flexible HALE UAVs with geometrically-nonlinear transient
deformations.
The experimental validation of UM/NAST for free-flying configurations subject to large
wing deformations remains an ongoing research effort at the University of Michigan. The
development of a small-scale very flexible UAV, denoted X-HALE, is aimed at addressing
this issue [38]. Other studies have extensively focused on the SensorCraft concept which is
a joined wing configuration aimed to provide enhanced capabilities for the next generation
of intelligence, surveillance and reconnaissance (ISR) operations [105, 109]. These com-
plex geometries are susceptible to buckling of the composite joined-wing structure which
requires a nonlinear modelling approach that accounts for the displacement constraints of
the closed kinematic chains [21, 138]. To experimentally validate a full-scale finite-element
model of a SensorCraft design, Bond et al. [22] tested a joined wing structure subject to
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large deformations due to applied follower loads. Comparison also to linear results high-
lighted the importance of geometrically nonlinear methodologies to capture the follower
force effect inherent to aerodynamic loading.
To identify suitable geometrically-nonlinear structural and aerodynamic models, Pala-
cios et al. [137] firstly re-derived different composite beam formulations (displacement-
based, strain-based and intrinsic) in a common framework. They found that strain-based
and intrinsic formulations demonstrate a small computational advantage in the solution of
the nonlinear EoM but require a post-processing step in the context of full aircraft applica-
tions to consider non-follower gravity loads. Displacement-based methods were also found
to be more suitable for the modelling of joined wing configurations, since the displacement
constraints due to closed kinematic chains can be directly incorporated in the finite element
description. Comparison also of aerodynamic methods, namely 2-D unsteady thin-strip
methods [104, 145] and the 3-D unsteady vortex-lattice method (UVLM) [98], found that
the 2-D approximations, as used in the studies presented in Refs. [142, 169], sufficiently
model the unsteady aerodynamic loads of high-aspect-ratio wings subject to low-frequency
oscillations. Note that steady 3-D results are used to obtain the accurate coefficients in
the 2-D approximations. In general, higher fidelity 3-D models are required to capture the
unsteady effects due to large amplitude and high frequency wing oscillations.
Unlike the linear doublet-lattice method, the UVLM can predict the aerodynamics of
complex kinematics and interference effects which are both relevant in advanced aircraft
design. The latter was shown by Elzebda et al. [56] for an aircraft configuration represen-
tative of the X-29 to demonstrate the effect of wake inteference from the canard on the
forward-swept main wing. They modelled the unsteady aerodynamics using the UVLM
developed by Mook and Nayfeh [124] and Konstadinopoulos et al. [101] which can account
for wake roll-up instead of assuming a flat wake. The effect of wake-tail interference was
also shown by Murua et al. [127] for a representative HALE T-tailed configuration us-
ing the integrated framework for the Simulation of High-Aspect-Ratio Planes (SHARP),
which couples a displacement-based geometrically-exact beam model with the 3-D UVLM.
Linearisation of the flight-dynamic and aeroelastic EoM around a geometrically nonlinear
trim equilibrium leads to a monolithic state-space formulation of the coupled model suit-
able for linear stability analysis and control synthesis. Numerical studies demonstrated
the dramatic effect of large trim deformations on the vehicle dynamic stability charac-
teristics [128] and the coupled nature of the linearised formulation was exploited for the
synthesis of PID controllers for gust load alleviation and trajectory control of a very flexible
aircraft configuration [129].
Wang et al. [196, 197] also coupled a UVLM with the geometrically-nonlinear
intrinsic formulation by Hodges [86] leading to the framework for nonlinear-
aerodynamics/nonlinear-structure interactions (NANSI) [196]. The tightly-coupled model
has been extended in Ref. [197] to include stall effects and gust disturbances which were
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exercised on a flexible flying wing configuration with prescribed motions at high angles of
attack. The instability onset at high gust levels with excessive wing displacements was
found to be delayed if stall was considered. The 3-D UVLM coupled with geometrically-
nonlinear beam models, as demonstrated in Refs. [127, 197], provides a medium-fidelity
tool that can capture important nonlinear aeroelastic phenomena that are relevant in the
design of highly-efficient aircraft. The review by Murua et al. [128] provides a detailed
overview of the development of the UVLM and its application in an aeroelasticity and
flight dynamics context.
To address some limitations of the UVLM, which is restricted to low-speed small-
incidence problems due to the inviscid and incompressible nature of potential flow methods,
higher fidelity computational fluid dynamics (CFD) models have been applied to nonlinear
aeroelastic problems, mostly for static cases [67, 136, 183], but dynamic problems have
also been explored [45, 59, 79]. The major barriers that need to be addressed for these
solution methods to be applicable in aircraft design is the computational cost involved in
unsteady time simulations and the distortion of the mesh to adapt the fluid domain dis-
cretisation to possibly large wing deformations. Computational power alone is not enough
to tackle these issues and a vast number of powerful model reduction techniques have
been developed to enable the use of high fidelity methods for the cost-effective design of
high efficiency devices (not necessarily aircraft). The next subsection will provide a brief
overview of the application of reduced-order modelling techniques to aeroelasticity.
1.1.3 Reduced-Order Modelling in Aeroelasticity and Fluid-Structure
Interaction
Even with the latest advances in computing power, state-of-the-art high-fidelity aeroelastic
tools can require significant time to obtain the solution for a specific aircraft concept.
The resulting solution may be optimal for one problem, however, it may not necessarily
contribute to finding the optimal design for a given problem which requires a large number
of simulations to broaden the design space or iterate within an optimisation framework.
Instead of relying on lower-fidelity methods to explore the design space (and verify it with
high-fidelity analyses), model reduction provides a low-order representation of the high-
fidelity system but retains the relevant physics of the problem. The insightful discussion in
the paper by Spieck [184] highlights the role of reduced-order modelling techniques in the
multidisciplinary design of next-generation greener aircraft. Such a top-down methodology
can also enhance the performance of robust control systems, e.g. for gust load alleviation
or stability augmentation, where the use of high-fidelity low-order models helps to reduce
the level of uncertainty in the control synthesis.
The computation of the unsteady aerodynamics in an integrated aeroelasticity/flight-
dynamics formulation is generally the driving factor that dominates the overall model
order of the system. However, due to the coupled nature of the problem, modal reduction
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also of the structural subsystem improves numerical efficiency and can enhance the sta-
bility of the solution process as it enables the control of high-frequency dynamics. This is
usually done by projecting the structural EoM on a few dominant vibration modes. This
is very much the standard approach in linear aeroelasticity and structural dynamics to
model transient deformations of relatively stiff structures. Model reduction of geometri-
cally nonlinear structural systems has also been addressed by Wang et al. [195] using the
intrinsic beam formulation projected on a few linear normal modes. The same could not
be achieved using the nonlinear strain-based beam equations, as demonstrated by Su and
Cesnik [189], who attempted a modal approach to solve the dynamics of flexible aircraft.
The reduced system matrices were still dependent on the modal amplitudes and the com-
putational advantage of the modal truncation was small. In a separate effort, Harmin and
Cooper [81, 82] combined a modal/finite element analysis technique [114] with a doublet-
lattice method to include the effect of geometric nonlinearities in the dynamic response
of flexible wings. The nonlinear mapping between the static prescribed elastic forces and
resulting displacements in modal space (based on the modal transformation of the under-
lying linear system) was curve-fitted through a regression analysis to obtain the nonlinear
modal stiffness coefficients. They demonstrated the reduced-order modelling approach us-
ing commercial tools for static aeroelastic problems, gust responses and the prediction of
limit cycle oscillations for a clamped high-aspect-ratio wing. Additional work is required
to extend the methodology to free-free problems with nonlinear inertia behaviour.
Inspired by the effective modal projection of large structural dynamics problems,
Hall [78] demonstrated that the governing equations of a time-domain UVLM can also be
formulated as a generalised eigenvalue problem to produce a very compact, reduced-order
aerodynamic model. As in structural problems, the resulting modal form of the unsteady
aerodynamic system needs to be computed only once and can subsequently be used for a
large number of time simulations. This modal reduction approach was demonstrated in
Ref. [78] for a relatively small aerodynamic system (100× 100), but the approach can be
extended for larger systems as demonstrated in the paper by Romanowski and Dowell [156]
for the Euler equations.
Computing eigenvalues for even larger systems, e.g. to resolve transient flow features
around complex geometries using 3-D CFD, becomes impractical. This problem has been
addressed in the fluid dynamics community using the proper orthogonal decomposition
(POD) to produce basis functions of the system based on sample data of the flow [19,
155]. The POD modes are obtained directly from so-called snapshots of the flow through
perturbations of the full-order system, where a smart choice of response functions is critical
to reduce the computational cost of the decomposition. Dowell et al. [51] and Lucia et
al. [110] both provide in-depth reviews of the application of POD to high-order linear and
nonlinear computational fluid dynamic problems.
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The resulting basis functions, obtained through either eigenanalysis or POD, accurately
capture the internal dynamics of the system, but a large number of modes (not only
lightly-damped ones) may be required to effectively represent the particular input/output
mapping in a typical aeroelastic problem. This has been demonstrated by Rule et al. [158]
for the UVLM. They also proposed an alternative model reduction method, adopted from
the controls community, to obtain a reduced-order aerodynamic model that is optimal in
terms of the particular transmission path between the system inputs and outputs. Follow-
ing the balanced truncation method first introduced by Moore [125] and further developed
by Glover [72], the states of the full-order system are internally balanced according to the
system controllability and observability Gramians, i.e. the contribution of the states to the
system input/output mapping. Balanced states that have little contribution to a particular
system mapping can be efficiently discarded [51]. Such balancing methods are especially
useful in unsteady aerodynamics, where a large number of states is used to transmit in-
formation from a comparably small number of inputs (geometry of the structure) to a
small number of outputs (unsteady aerodynamic forces). This has been demonstrated for
aeroelastic systems on a 2D pitch-plunge problem [158] and on a full linear aircraft model
to obtain the flight loads following wake vortex encounters [113].
The computational effort required to find a balanced realisation of the linear system
is similar to a direct eigensolution (O (N3)) and can become badly conditioned and im-
practical for large systems. Safonov and Chiang [160] addressed the numerical stability of
balancing methods using the stabilising Schur decomposition to directly obtain similarity
transformations. To address the computational effort of finding such balancing trans-
formations, Baker et al. [10] proposed an iterative method which directly calculates an
approximation to the reduced-order balanced system without prior transformation. Nu-
merical studies on the UVLM demonstrated the potential of the proposed methodology
which in principle can also be applied to large CFD models. Willcox and Peraire [200] pro-
posed a balanced POD approach which uses the POD modes to directly obtain a balanced
realisation of very large systems. They demonstrated the approach on a 2D high-order
plunging aerofoil problem reducing the number of states substantially by four orders of
magnitude compared to the full CFD model.
The model reduction techniques presented in this summary are restricted to linear and
stable responses. Although the linearisation can be obtained around a nonlinear equi-
librium, the resulting ROM are limited to a specific aeroelastic reference flight condition
with the dynamic pressure as a parameter. Hence, the ROMs usually lack sufficient ro-
bustness to accurately predict the system dynamics at different flight conditions, which is
relevant in the computation of the unsteady aerodynamic loads of manoeuvring aircraft.
Ghoreyshi and Cummings [71] proposed the development of a time-dependent surrogate
model to fit the unsteady aerodynamic loads from indicial step response sample simula-
tions to the instantaneous flight condition of a manoeuvring aircraft. Finally, Amsallem
and Farhat [6] developed a ROM adaptation method to interpolate reduced-order models
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between different parameter values, such as flight speed or altitude, to enlarge the vehicle
flight envelope. They illustrated the adaptation method for CFD-based aeroelastic ROMs
of complete aircraft configurations at different free-stream Mach numbers. However, ap-
plication of these interpolation methods to very flexible manoeuvring HALE UAVs is still
an open question in the literature.
1.2 Research Questions of the Thesis
The main shortcomings in the literature on the modelling of flexible aircraft can be best
summarised by returning to the NASA Helios mishap and the following recommendation
from the investigation into the accident [132]:
[A need to] develop more advanced, multidisciplinary (structures, aeroe-
lastic, aerodynamics, atmospheric, materials, propulsion, controls, etc.) time-
domain analysis methods appropriate to highly flexible, morphing vehicles.
As evident from the literature review, substantial progress has been made to enable the
development of next-generation aircraft with very high-aspect-ratio wings and this work
will further contribute to the effort by seeking answers to the following research questions:
1. When do we need to consider the effects of geometrically-nonlinear wing deformations
on the flight dynamics response of very flexible aircraft? What is the effect of
nonplanar (deformed) lifting surfaces on the 3-D aerodynamic loads at trim and
during transient manoeuvres? What is the effect of steady wing deformations and
complex geometries on the stability characteristics of novel aircraft configurations?
2. What are the dominant coupling effects between the vehicle structural, rigid-body
and aerodynamics? In particular, what is the effect of inertial decoupling, using the
mean axes approximation, on the prediction of the vehicle flight-dynamics response
and the calculation of dynamic loads?
3. In the context of robust control synthesis and real-time simulations, can we devise
a numerical solution which has a similar cost to the mean axes approximation but
provides a higher fidelity for flexible vehicles with large trim deformations?
1.3 Present Approach
This work aims to address these research questions with the development of an
aeroelastic/flight-dynamics framework that can account for possibly large deformations
of the aircraft structural subcomponents (lifting surfaces and fuselage). The starting
point for this formulation will be the geometrically-exact composite beam formulation
by Palacios et al. [137]. This displacement-based beam model will be extended in this
work to also account for arbitrary rigid-body motions of very flexible vehicles modelled as
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multi-beam configurations. An implicit Newmark time integration scheme, as proposed by
Shearer and Cesnik [168], will be used to directly solve the second-order, numerically-stiff
differential equations of the coupled dynamic system.
The unsteady aerodynamic loads in this formulation will be obtained directly in time
domain from the implementation of the 3-D unsteady vortex-lattice method by Murua
et al. [127], which is also geometrically nonlinear in its original form [98]. Coupled
with the geometrically-exact flexible-body dynamics equations, this completes the uni-
fied aeroelastic/flight-dynamics approach to model the dynamics of manoeuvring very
flexible aircraft with large wing deformations due to vehicle instabilities, atmospheric dis-
turbances and/or pilot inputs. Unlike previous work based on 2-D aerodynamics [36, 142],
the resulting formulation can capture the 3-D effects of the low-speed unsteady flow in-
cluding wake interference. This provides the necessary tools to investigate the effect of
large wing deformations on the dynamic response of flexible aircraft, as formulated in the
first research question. To also identify the effect of geometric nonlinearity, however, a
consistent linearisation of the EoM is required.
Under the assumption that the vehicle subcomponents exhibit only small transient de-
formations, the structural DoF will be first linearised using perturbation methods. Next,
linearisation also in the aerodynamic states [128], tightly coupled with the perturbed form
of the flexible-body dynamics equations, will complete the consistent aeroelastic lineari-
sation in the dynamics of manoeuvring flexible aircraft subject to small transient wing
deformations and large rigid-body motions. Comparison with the geometrically nonlinear
solution allows to determine the effect of geometric nonlinearity in the aeroelastic DoF.
As the linearisation is done around a geometrically-nonlinear static equilibrium condition,
it also captures the impact of geometry changes due to large wing deformations on the ve-
hicle stability characteristics. This will also be explored in this work using the monolithic
state-space formulation of the aeroelastic/flight-dynamics system by Murua et al. [128].
Since the linearisation is consistent in this work, it preserves all couplings between the
nonlinear rigid-body dynamics and the linearised structural dynamics. These coupling
terms are neglected in the mean axes approximation typically used in flexible aircraft
flight dynamics [162]. To address the second research question posed in this thesis, the
proposed formulations will be used to study the effect of neglecting the inertial couplings.
This is not only relevant in the flight-dynamic analysis of flexible aircraft but also crucial
for the structural optimisation of highly-efficient manoeuvring vehicles. The linearised
EoM will then be projected onto a small number of vibration modes of the unconstrained
vehicle to obtain a compact description of the vehicle flexible-body dynamics. Although of
similar size to the mean axes approximation, this modal approach provides a higher-fidelity
description of the coupled flexible-aircraft dynamics.
The third research question is motivated by the relatively large system size due to
the increased model fidelity of the 3-D unsteady aerodynamics which may hinder the
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efficient application of the framework in the design of very flexible aircraft concepts (when
compared to the performance of DLM-based aerodynamics). Hence, taking advantage of
the time-domain description of the flexible-aircraft dynamics, this work will seek efficient
model reduction techniques to tackle the system size of the aeroelastic/flight-dynamics
formulation to enable robust control synthesis and real-time simulations. In particular,
balancing methods will be demonstrated on the linearised aeroelastic subsystem in the
transient analysis of manoeuvring flexible aircraft. The standard balanced truncation has
been shown to provide optimal model reduction [158] which will be leveraged in this work
with potential reductions of the aeroelastic system comparable in size to (rigid) flight
dynamics models.
In summary, this work will introduce a low-order, medium-fidelity aeroelastic/flight-
dynamics framework for the complete analysis of very flexible aircraft which accounts for
the 3-D effects of the unsteady flow over the instantaneous geometry of highly flexible
configurations. This higher fidelity, compared to current methods in literature, provides
the numerical tools to investigate the physics of the interaction between vehicle structural
and flight dynamics. The proposed model reduction approach preserves the fidelity of the
solution methodology and further enables the incorporation of flexibility effects in real-time
simulations, dynamic load calculations, multidisciplinary design optimisation, gust load
alleviation, trajectory control and stability augmentation of highly-efficient configurations.
All these applications should be very relevant in the design of advanced aircraft concepts
tailored to the challenges of the 21st century.
1.3.1 Original Contributions of this Work
It is clear that the current work is the result of a collaborative effort and the extension
of previous work to arrive at the multidisciplinary framework for the complete analysis
of very flexible aircraft. The following overview therefore aims to isolate the original
contributions of this thesis:
1. extension of the geometrically-nonlinear, displacement-based composite beam for-
mulation by Palacios et al. [137] to account for the rigid-body motions of flexible
aircraft,
2. consistent structural linearisation around the nonlinear static trim equilibrium of
very flexible aircraft using a perturbation approach and subsequent modal projection
of the unconstrained nonlinear vehicle dynamics subject to large rigid-body motions,
3. analytical and numerical evaluation of neglecting some gyroscopic coupling terms in
the mean axes approximation for vehicles subject to lateral manoeuvres,
4. model reduction of the linearised unsteady aerodynamics by Murua et al. [128] using
balancing methods for the efficient prediction of manoeuvre loads of flexible aircraft,
5. robust H∞ control synthesis of unstable aeroelastic systems.
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1.4 Dissertation Outline
The development and integration of the different building blocks leading to the
aeroelastic/flight-dynamics framework is presented in the first three chapters of this dis-
sertation. The theoretical development is followed by two chapters demonstrating the
application of the framework on flexible multi-beam configurations with and without un-
steady aerodynamics.
Chapter 2 introduces the geometrically-exact, displacement-based composite beam for-
mulation and presents the extension of the differential beam equations to account for
the rigid-body dynamics of the vehicle. This geometrically-nonlinear flexible-body
dynamics formulation then provides the starting point for the consistent linearisa-
tion of the structural DoF only, which is derived in the second part of Chapter 2
using perturbation methods. At last, the Newmark integration scheme is presented.
Chapter 3 presents the integration of the aeroelastic/flight-dynamics framework for the
Simulation of High-Aspect-Ratio Planes (SHARP). The chapter first introduces the
geometrically-nonlinear and linearised implementations of the 3-D unsteady vortex-
lattice methods which is used in this work to obtain the unsteady aerodynamic loads.
Beginning with the mapping between the aerodynamic loads and the elastic defor-
mations, Chapter 3 then presents the integration of the different aerodynamic and
flexible-body dynamic modules which produces a variety of simulation capabilities
in SHARP:
1. geometrically-nonlinear trim equilibrium and time-marching simulations of very
flexible aircraft,
2. linearised approach for manoeuvring flexible aircraft with small transient wing
deformations and
3. fully-linear monolithic state-space formulation for the coupled stability analysis
of free-flying very flexible aircraft with large wing deformations at trim.
Chapter 4 presents the model reduction of the linearised aeroelastic/flight-dynamics mod-
ules in SHARP using balancing methods. The chapter first outlines the numerical
aspects that need to be considered for the robust reduction of numerically-stiff,
discrete-time systems. An efficient model reduction approach – a combination of the
standard balanced truncation method and the coprime factorisation approach – is
subsequently developed to cater for possibly unstable and/or ill-conditioned systems.
Chapter 5 presents numerical studies of unconstrained flexible multi-beam configurations
without aerodynamics to first verify the flexible-body dynamics module and to con-
tribute further results for benchmarking of geometrically-nonlinear solution methods.
The results are also used to verify the consistent linearisation of the structural DoF
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and to evaluate the effect of inertial decoupling due to the mean axes approximations
on the flexible body structural and rigid-body dynamics response.
Chapter 6 presents numerical studies that demonstrate the different simulation capabil-
ities of SHARP on a representative HALE configuration to identify the effect of
flexibility on the aircraft trim solutions, stability characteristics and open-loop time-
marching response due to commanded control surface inputs. The latter also serves
to investigate the effect of geometric nonlinearity on the vehicle response and to
demonstrate the model reduction approach. Further numerical studies on a simpli-
fied clamped problem also demonstrate the application of balancing methods for the
efficient synthesis of a robust flutter suppression system using H∞ control.
Chapter 7 finally summarises the theoretical development and numerical applications in
this work and highlights the key contributions. The chapter concludes with rec-
ommendations for future work to improve the numerical efficiency of the developed
approach and to suggest further application of the aeroelastic framework for the
design of advanced high-aspect-ratio aircraft.
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Chapter 2
Flexible-Body Dynamics Formula-
tion
The starting point for this work will be a geometrically-exact beam formulation to model
the deformations of aircraft subcomponents using a displacement-based approach [69, 176],
where the finite rotations of the beam cross-sections are parameterised with respect to
a body-attached reference frame. The kinematic description is finalised with the rigid-
body EoM of the body-attached frame to capture the large motions of the flexible body.
Under the assumption that such large manoeuvres result in small elastic deformations,
the elastic DoF of the resulting set of nonlinear EoM are linearised using a perturbation
approach. This allows the modal projection of the nonlinear perturbation equations on the
vibration modes of the unconstrained structure to reduce the problem size while keeping
the nonlinearity in the rigid-body dynamics equations. This consistent linearisation of
the structural DoF presented in this chapter also preserves all coupling between the rigid-
body and structural dynamics of the moving body. The significant effect of these coupling
effects will be established in this work by comparison to the mean axes approximation.
The derivation of the nonlinear EoM of the flexible unconstrained structure results
in second-order differential equations which are time-marched using an unconditionally-
stable, implicit integration scheme, as presented in Section 2.4.
2.1 Geometrically-Nonlinear Flexible-Body Dynamics
Equations
A geometrically-exact composite beam model [69, 86] is used to represent the dynam-
ics of very flexible structures subject to large manoeuvres. To facilitate the subsequent
linearisation of the structural DoF, a description based on displacements and rotations
was implemented. Finite rotations due to large deformations are parameterised in this
work using the Cartesian rotation vector (CRV), which can be easily linearised around
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an initially-curved beam geometry. A detailed description of the solution approach for
isotropic materials can be found in Ref. [69] and the derivation presented here expands
the formulation to anisotropic composite beams which can be initially curved and twisted.
This section presents the kinematic assumptions, which are derived in a Lagrangian
approach with respect to a body-fixed reference frame attached to a material point on
the moving body. The parametrisation of finite rotation is crucial for the derivation of
the beam equations and will also be reviewed in this section before presenting the local
velocity and finite strain measures in variational form. Hamilton’s principle finally leads
to the dynamic equations of the unconstrained vehicle which are discretised using a finite
element implementation with displacements and rotations as the primary DoF.
2.1.1 Kinematics of Finite Rotations
As shown in Figure 2.1, the deformation of the structure is described in terms of a mov-
ing, body-fixed reference coordinate system, A, which moves with respect to an inertial
(ground) frame, G, by the inertial translational and angular velocities, vA(t) and ωA(t),
of its origin. Subscripts are used to indicate the coordinate system in which each vector
magnitude is projected. The orientation of the global frame, A, with respect to the inertial
frame, G, is given by the coordinate transformation matrix CGA(ζ) which is parameterised
using quaternions, ζ(t) =
[
ζ>0 ζ>v
]>
, where ζ0 is the scalar and ζv the vector part, respec-
tively [69]. The resulting 4-dimensional column matrix has purely algebraic quantities and
will be used in this work for the efficient description of the large rigid-body motion of the
flexible body.
Inertial FoR
Body-fixed
FoR
→
→→
v,     ω
G
r
RA
B
Local FoR
→
Figure 2.1: Multi-beam configuration with the definition of reference frames.
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Assuming a flat Earth, the attitude propagation equations of the flexible vehicle are
then given as [186] {
ζ˙0
ζ˙v
}
= −1
2
[
0 ω>A
ωA ω˜A
]{
ζ0
ζv
}
, (2.1)
where ω˜A = C
AGC˙GA is the skew-symmetric matrix of ωA at time t and corresponds to the
matrix of angular velocities expressed in the body-fixed reference frame, A. Compared to
other representation methods of finite rotations such as Euler angles, quaternions produce
no singularities in the inversion procedure to obtain the transformation matrix, CGA,
which makes them ideal for tracking the orientation of the flexible structure given at time
t as
CGA =
(
2ζ20 − 1
)
I + 2
(
ζvζ
>
v + ζ0ζ˜v
)
. (2.2)
The above expression demonstrates the algebraic nature of the quaternion parametrisation,
which is summarised in-depth in the work by Ge´radin and Cardona [69]. Finally, the
position of the body-fixed reference frame, A, is defined in the inertial frame as r˙G =
CGAvA.
The local rotation of each beam cross-section is defined by the local coordinate sys-
tem, B, in the current configuration, as shown in Figure 2.1. The relative orientation
between the global body-fixed reference frame, A, and the local deformed frame, B, is
parameterised by the Cartesian rotation vector, Ψ(s, t), where s is the arc length along
the beam reference line. Note that the beam is continuous for the description of the
geometrically-exact kinematics and that the finite element discretisation of the beam, as
depicted in Figure 2.1, will only be applied at the end of this section to solve the set of
partial differential equations.
Using the CRV to parameterise the finite rotations of the beam cross-sections caters for
a Lagrangian formulation of the beam kinematics which allows for arbitrary curvatures
of the reference line at the initial reference configuration. The definition of the rotation
vector, Ψ, is based on Euler’s rotation theorem, which implies that every sequence of
rotations around a point on a rigid body can be compacted to a single rotation φ about a
fixed axis around the unit vector n through that point. From this geometric interpretation,
the CRV is defined as Ψ = φn and the corresponding coordinate transformation matrix,
CBA(s, t) = C(Ψ), from the global body-fixed frame, A, to the local frame, B, at each
position along the reference beam reference line is given as [69]
C(Ψ) = I +
sinφ
φ
Ψ˜ +
1− cosφ
φ2
Ψ˜2 =
∞∑
k=0
1
k!
Ψ˜k, (2.3)
where I is the unit matrix. The latter series expansion of the exponential map repre-
sentation of Ψ˜ with C(Ψ) = exp(Ψ˜) allows the elimination of the singularity for φ = 0.
Note that, despite its name, the CRV is non-additive and hence does not form a vector
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space. This has implications on the interpolation of rotational DoF, which is relevant in
the discretisation of the EoM as discussed in Subsection 2.1.4.
The variational description of the rotation, C(Ψ), is necessary in this work to obtain
expressions for the local strain and velocity measures in terms of spatial and temporal
derivatives of the rotation vector, Ψ. Similar to the matrix of angular velocities of the
body-fixed frame, ω˜A, the matrix of infinitesimal rotation of the local material frame, B,
is obtained as
δΦ˜B = CδC
> = T˜ δΨ, (2.4)
with the definition of the tangential rotation operator T (Ψ) as [179]
T (Ψ) = I +
cosφ− 1
φ2
Ψ˜ +
(
1− sinφ
φ
)
Ψ˜2
φ2
=
∞∑
k=0
(−1)k
(k + 1)!
Ψ˜k. (2.5)
The singularity for φ = 0 is again removed using the series expansion of the tangent
operator, which can also be truncated significantly for small values of Ψ. This descrip-
tion will form the backbone for the following geometrically-exact kinematic and dynamic
formulation.
2.1.2 Geometrically-Exact Beam Kinematics
The following formulation of the beam kinematics is based on the geometrically-exact
description of the deformed reference line by Hodges [86], but with the nodal positions,
RA(s, t), expressed in the body-fixed frame, A, and the cross-sectional orientations, Ψ(s, t),
as the independent set of variables. Following the definitions given in Figure 2.1, the
position vector of an arbitrary point on the local cross section can be expressed in the
inertial frame as
XG = rG + C
GARA + C
GAC>ξB, (2.6)
where ξB are the local cross-sectional coordinates in the local material frame B. The focus
in this work is on flexible bodies with slender substructures and the small-scale motions of
the cross sections will be ignored leading to constant ξB. Note however that the present
formulation accounts for shear strain and can easily be extended to account for the warping
of the cross sections through appropriate cross-sectional reduction methods [50, 135].
The deformation of the reference line going from the undeformed state at t = 0 to the
current state at time t is given by the force and moment strains, which are written in
terms of the CRV as [86]
γ(s, t) = C (Ψ(s, t))R′A(s, t)− C (Ψ(s, 0))R′A(s, 0),
κ(s, t) = T (Ψ(s, t)) Ψ′(s, t)− T (Ψ(s, 0)) Ψ′(s, 0).
(2.7)
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where (•)′ is the derivative with respect to the arc-length s, and T (Ψ) is the tangential
operator defined in Eq. (2.5). The three components of the force strains are obtained
from the spatial variation of the position vector in the local reference and current con-
figurations, respectively, and account for the extensional and shear strains. Likewise, the
three components of the moment strains, κ, describe the torsional and bending strains
which are obtained from the difference of the local curvature KB at each point along the
reference line. Following Eq. (2.4), KB is defined in terms of the spatial variation of the
transformation matrix C as [69]
K˜B = C
(
C>
)′
= ˜T (Ψ) Ψ′. (2.8)
Similarly, the temporal variation of the position and orientation of each point along
the reference line leads to the description of the beam inertial properties and are given in
terms of the translational and angular inertial velocities expressed in each local material
frame at the arc-length s as
VB(s, t) = C (Ψ(s, t)) R˙A(s, t) + C (Ψ(s, t)) [vA(t) + ω˜A(t)RA(s, t)] ,
ΩB(s, t) = T (Ψ(s, t)) Ψ˙(s, t) + C (Ψ(s, t))ωA(t),
(2.9)
where (•˙) is the derivative with respect to time t. The above expression can also be
expressed in compact matrix form as{
VB
ΩB
}
= Λ
{
R˙A
Ψ˙
}
+ARC
{
vA
ωA
}
. (2.10)
Infinitesimal Beam Kinematics
At last, expressions for the infinitesimal changes on the beam force and moment strains
are obtained by taking variations on the beam strains and curvatures given in Eq. (2.7).
This results in the virtual strain-displacement relations, which are written as
δγ = CδR′A(s, t) + R˜
′
AδΦB,
δκ = δΦ′B + K˜BδΦB,
(2.11)
where the local virtual rotation vector, δΦB, and the local curvature, KB, are param-
eterised using the relations in Eqs. (2.4) and (2.8), respectively. In a similar fashion,
variation of the inertial velocities leads to the expressions of infinitesimal beam velocities
as
δVB = C
(
δR˙A + ω˜AδRA − R˜AδωA + δvA
)
+ V˜BδΦB,
δΩB = δΦ˙B + Ω˜BδΦB + CδωA.
(2.12)
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The above variation of the inertial rigid-body velocities, δvA and δωA, respectively, can
be derived as
δvA = δr˙A + ω˜AδrA,
δωA = δϕ˙A + ω˜AδϕA,
(2.13)
with the virtual position vector δrA of the body-fixed frame, A, and the global virtual
rotation vector ϕA defined in a similar fashion to the local counterpart δΦB as δϕ˜A =
CAGδCGA.
This derivation of the beam kinematics highlights the benefits of using the CRV for
the parametrisation of the cross-sectional orientations leading to compact definitions of
the local strain and velocity measures, which will be applied next to develop expressions
for the virtual work and energy densities of the flexible structure. The solution process
of the resulting transient equations requires linearisation of the beam equations, which
will repeatedly involve variations of the rotation operator, C (Ψ), which has been defined
already in Eq. (2.4), and the tangential rotation operator, T (Ψ). The latter is given for
an arbitrary 3× 1 column matrix, h, as [69]
δT (Ψ)h = A1 (Ψ, h) =φ
−2 (1− cosφ) h˜+ φ−1 [sinφ− 2φ−1 (1− cosφ)] h˜nn>+
φ−1
(
2 + cosφ− 3φ−1 sinφ) n˜h˜nn>+
φ−1
(
1− φ−1 sinφ) (h˜n˜− 2n˜h˜) ,
(2.14)
with the Cartesian rotation vector written as before with Ψ = φn.
2.1.3 Dynamic Equations of Motion of Unconstrained Structures
With the established geometrically-exact description of the beam kinematics, it is now
possible to analyse the dynamics of the beam in the (moving) body-attached reference
frame A over a given time interval [t1, t2]. From Hamilton’s principle, it is∫ t2
t1
∫
L
[δT − δU + δW] dsdt = 0, (2.15)
where L refers to the total length of all reference lines of a possible multi-beam configu-
ration. In this expression, T and U are the kinetic and internal energy densities per unit
length, respectively, and δW is the virtual work per unit length of the applied loads.
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Internal and Kinetic Energy Densities
The virtual strain and kinetic energies are written as [86]
δU =
[
δγ> δκ>
]
Scs
[
γ> κ>
]>
=
[
δγ> δκ>
] [
F>B M>B
]>
,
δT =
[
δV >B δΩ
>
B
]
Mcs
[
V >B Ω
>
B
]>
=
[
δV >B δΩ
>
B
] [
P>B H
>
B
]>
,
(2.16)
where we have introduced the internal forces and moments, FB and MB, and the local
translational and angular momenta, PB and HB, respectively. In the above expression the
internal energy in the deformation of the flexible vehicle was defined by the linearised strain
energy, which is valid if the deformations of the flexible body remain in the linear elastic
regime of the material properties. Note however that this does not prevent displacements
and rotations from being large.
The 6 × 6 cross-sectional mass and stiffness matrices, Mcs and Scs, in Eq. (2.16) can
be obtained through an appropriate cross-sectional analysis methodology [50, 135]. Both
matrices can be fully populated to account for lightweight designs made of composite
materials and an offset of the beam cross-sectional centroid. Note that the expressions
of the kinetic energy density in Eq. (2.16) includes the rotational inertia of the beam
cross-sections with the cross-sectional mass matrix, Mcs, given as
Mcs =
[
mI −mξ˜cgB
mξ˜cgB J
]
, (2.17)
with the mass per unit length, m, the cross-sectional inertia, J , and the distance between
the beam reference line and its cross-sectional centroid, ξcgB , expressed in the local material
frame, B.
Virtual Work of External Forces
Consider next the applied volume (or surface) forces µG acting on the beam sections. The
corresponding virtual work per unit length is δW = 〈δX>GµG〉, where δXG is the virtual
position vector in the current configuration at the material points where forces µG are
applied, and 〈•〉 is the integral over the area (or area contour) of the local cross section.
From the definition of the position vector XG in Eq. (2.6), the virtual work per unit length
is
δW =
[
δr>GC
GA + δR>A + δϕ
>
A
(
R˜A + C
>ξ˜BC
)]
C>FB + δΦ>BMB, (2.18)
where the local virtual rotation δΦ˜B = CδC
> was defined in Eq. (2.4) and δϕ˜A =
CAGδCGA is the equivalent global virtual rotation of the body-fixed frame, A. The set of
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resultant forces and moments per unit beam length has been defined as
FB = 〈µB〉,
MB = 〈ξ˜BµB〉.
(2.19)
The distributed forces µB have been projected in the local material frame, B, which
corresponds to follower loads such as the aerodynamic forces and thrust, but gravity
forces can also be expressed using the rotations matrices CGA and C (Ψ(s, t)).
Equations of Motion at an Arbitrary Reference Line
Finally, all virtual magnitudes are expressed in terms of the independent set of variables,
through the kinematic relations introduced in Eqs. (2.11) and (2.12). Substitution of
the contributions of the virtual work and the energy densities in Eqs. (2.18) and (2.16),
respectively, into the expressions of Hamilton’s principle, Eq. (2.15), and integration by
parts in time leads to the weak form of the beam EoM as [137]∫ t2
t1
{∫
L
{
δR>AC
>
(
P˙B + Ω˜BPB − FB
)
+ δR′>AC
>FB
+ δΦ>B
[
H˙B + Ω˜BHB + V˜BPB − K˜BMB − R˜′AFB −MB
]
+ δΦ′>BMB
}
ds
+ δr>GC
GA
[
P˙RA + ω˜AP
R
A − FRA
]
+ δϕ>A
[
H˙RA + ω˜AH
R
A −MRA
]}
dt =
=
∫
L
[
δR>AC
>PB + δΦ>BHB
]t2
t1
ds+
[
δr>GC
GAPRA + δϕ
>
AH
R
A
]t2
t1
(2.20)
The local momenta, PB and HB, and the internal forces, FB and MB, respectively, are
expressed in the local material frame B and have been defined in Eq. (2.16). The total
momenta and external forces can be obtained in the global body-fixed reference frame A
through integration over all reference lines of the multi-beam configuration as
PRA =
∫
L
C>PBds, HRA =
∫
L
(
R˜AC
>PB + C>HB
)
ds,
FRA =
∫
L
C>FBds, MRA =
∫
L
(
R˜AC
>FB + C>MB
)
ds.
(2.21)
2.1.4 Discrete Form of the Equations of Motions
To solve the governing beam EoM, Eq. (2.20), the position vector, RA, and the Cartesian
rotation vector, Ψ, are approximated using a finite-element discretisation in terms of the
54
2.1. Geometrically-Nonlinear Flexible-Body Dynamics Equations
shape functions Ni(s) as [69]
RA(s) ∼=
3∑
i=1
Ni(s)RAi,
Ψ(s) ∼=
3∑
i=1
Ni(s)Ψi,
(2.22)
where RAi and Ψi are the nodal values of the position and rotation parameters. In this
work, 2- and 3-noded elements, corresponding to linear and quadratic interpolation, have
been implemented, but the coupled aeroelastic framework in Chapter 3 is implemented for
linear elements only. There are known issues with objectivity of the interpolation operation
of finite rotations [17, 44], however, good performance of the implementation is observed
for quadratic elements or fine enough discretisation with linear elements [181].
If η is the column vector with all the nodal displacements and rotations and β> =
{v>A ω>A}, the discrete form of the dynamic equation, Eq. (2.20), is written in compact
form as
M (η)
{
η¨
β˙
}
+
{
QSgyr
QRgyr
}
+
{
QSstif
0
}
=
{
QSext
QRext
}
, (2.23)
where structural and rigid-body components (denoted by superscripts S and R) have been
identified in the gyroscopic, stiffness and external forces. The discrete generalised forces
in the above equation are written as
QSstif (η) =
∫
Γ
(
N>Υ>AK +N>Υ′
>
+N ′>Λ>
)
Fˆds,
Qgyr (η, η˙, β) =
∫
Γ
[
ΛN ARC
]> (McsVˆgyr +AV ΩMcsVˆ ) ds,
Qext (η, η˙, β, ζ) =
∫
Γ
[
ΛN ARC
]>
Fˆ ds,
(2.24)
where ζ is the orientation of the body-fixed reference system, as defined in Eq. (2.1). Also,
the following variables for resultant loads, local inertial velocities, and internal forces have
been defined to simplify notation,
Fˆ =
{
FB
MB
}
, Vˆ =
{
VB
ΩB
}
, Fˆ =
{
FB
MB
}
. (2.25)
The gyroscopic velocities Vˆgyr in the definition of the gyroscopic forces, Qgyr in Eq. (2.24),
are given as
Vˆgyr (η, η˙, β) =
{
Vgyr
Ωgyr
}
=
{
Cω˜AR˙A + V˜BT Ψ˙
T˙ Ψ˙ + Ω˜BT Ψ˙
}
, (2.26)
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and the following 6× 6 matrix operators were used in the definition of the discrete gener-
alised forces,
Υ =
[
I 0
0 T
]
, AK =
[
0 0
−R˜′A −K˜B
]
, AV Ω =
[
Ω˜B 0
V˜B Ω˜B
]
. (2.27)
The tangent mass matrices have been defined as a function of the deformed state, η, as
M (η) =
[
MSS MSR
MRS MRR
]
=
∫
Γ
[
ΛN ARC
]>Mcs [ΛN ARC] , (2.28)
where the operators Λ and ARC have been defined in Eq. (2.10) to obtain the compact
form of the inertial velocities. The resulting set of nonlinear second-order differential
EoM, Eq. (2.23), couples the geometrically-nonlinear beam dynamics with the nonlinear
rigid-body motion of the flexible body through the inertial and gyroscopic forcing terms.
For aeroelastic problems, further coupling is introduced through the aerodynamic forces,
which appear in the discrete external forces, Qext, and will be discussed in Chapter 3.
2.2 Consistent Structural Linearisation in Nonlinear
Flexible-Body Dynamics
Under the assumption that the structural DoF remain small, while the rigid-body DoF
are arbitrarily large, the discrete EoM of the unconstrained flexible body will be linearised
in this section using perturbation methods. This linearised structural formulation coupled
with the nonlinear rigid-body dynamics equations will form the basis for the subsequent
modal projection of the flexible-body dynamics EoM in Section 2.3. The second part of this
section will also present the full linearisation of the flexible-body dynamic equations, which
is required to obtain the vibration modes for the modal projection. Linearisation also
provides the incremental form of the EoM which is used for the implicit time integration
method presented in Section 2.4.
2.2.1 Perturbation of Structural Dynamic Equations
Equation (2.23) can be linearised only in the elastic DoF by means of a perturbation
approach. The (large) elastic deformations at the static equilibrium condition will be
given by η, while η¯ will be the small elastic deformations that occur together with the (not-
necessarily small) rigid-body velocities β. Perturbation of the elastic DoF on the nonlinear
EoM, Eq. (2.23), leads to linear inertial and elastic terms, which depend only on the static
equilibrium geometry, η. Hence, the tangent mass matrix M(η), as defined in Eq. (2.28),
is assumed to remain constant for small elastic deformations and the contribution of the
elastic forces to the tangent stiffness matrix is obtained through direct linearisation as
KSstif = ∂QSstif/∂η.
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However, perturbation of the gyroscopic forces, Qgyr, will require particular attention
because of the coupling between rigid-body and elastic states. The gyroscopic damping
and stiffness matrices, due to the partial linearisation of Qgyr, will be derived next starting
from the definition of the structural and rigid-body components of the gyroscopic forces.
However, it is convenient to firstly define the perturbed beam-kinematics which can be
substituted into Eq. (2.24) to obtain an expression for the perturbed gyroscopic forces.
Elastic Perturbations of Beam Kinematics
Perturbations of the elastic DoF partially linearise the local translational and angular
inertial velocities, introduced in Eq. (2.9), which can be expressed as
Vˆ (η, η¯, ˙¯η, β) =
{
V RB
ΩRB
}
+
{
V¯B
Ω¯B
}
+H.O.T., (2.29)
where the rigid-body and elastic contributions to the local velocities are, respectively,{
V RB
ΩRB
}
= ARCβ,
{
V¯B
Ω¯B
}
= Λ ˙¯η − (ARV Ω)> Λη¯. (2.30)
Additionally, the gyroscopic velocities defined in Eq. (2.26) are approximated as
Vˆgyr (η, η¯, β) =
{
V¯gyr
Ω¯gyr
}
= − (ARV Ω)> Λη¯ +H.O.T., (2.31)
with
ARV Ω =
[
Ω˜RB 0
V˜ RB Ω˜
R
B
]
. (2.32)
Elastic Perturbations of Gyroscopic Forces
It is now possible to derive expressions for the contribution of the gyroscopic forces to
damping and stiffness matrices, such that the perturbed gyroscopic forces can be expressed
in the form of
Qgyr(η, η¯, ˙¯η, β) =
[
C¯SS C¯SR
C¯RS C¯RR
]{
˙¯η
β
}
+
[
K¯Sgyr 0
K¯Rgyr 0
]{
η¯
0
}
+H.O.T., (2.33)
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with the components of the gyroscopic damping matrix given as
C¯SS (η, β) =
∫
Γ
N>Λ>
[
AR∂ΩMcs −Mcs
(
ARV Ω
)>]
ΛNds,
C¯SR (η, β) =
∫
Γ
A>RC
[
AR∂ΩMcs −Mcs
(
ARV Ω
)>]
ΛNds,
C¯RS (η, β) =
∫
Γ
N>Λ>ARV ΩMcsARCds,
C¯RR (η, β) =
∫
Γ
A>RCA
R
V ΩMcsARCds,
(2.34)
and the gyroscopic contribution to the stiffness matrix as
K¯Sgyr (η, β) =
∫
Γ
N>
[
Λ¯
(
ARV ΩPˆ
R
)
− Λ>AR∂ΩMcs
(
ARV Ω
)>
Λ
]
Nds,
K¯Rgyr(η, β) =
∫
Γ
A>RCA
R
V ΩMcsBR∂ΩΛNds.
(2.35)
Writing the gyroscopic forces in this matrix form illustrates the coupling between the small
elastic deformations and the arbitrarily-large rigid-body motions.
The following 6× 6 matrix operators were used in the above expressions to obtain the
compact form of the perturbed gyroscopic forces
Λ¯ (η, η˙, β, pˆ) =
[
0 −C>p˜T
0 −A1 (−Ψ, h)
]
, ARPH (η, β) =
[
0 P˜RB
P˜RB H˜
R
B
]
,
AR∂Ω (η, β) = A
R
V Ω −ARPHM−1cs ,
BR∂Ω (η, β) = −
((
ARV Ω
)>
+M−1cs ARPH
)
,
(2.36)
where the total translational and rotational momenta, PRB and H
R
B , respectively, have been
defined in Eq. (2.21) and pˆ =
[
p> h>
]>
, with p and h being arbitrary 3×1 column matrices.
The matrix operator A1 (Ψ, h) is derived from linearisation of the tangential operator,
T (Ψ), and has been defined in Eq. (2.14). From Eq. (2.34), it is clear that the perturbed
gyroscopic damping and stiffness matrices are functions of the initial deformation, η, but
also of the instantaneous rigid-body velocity, β, with linear and quadratic dependencies
in the rigid-body DoF.
Perturbation Equations of Motion
Finally, perturbation of the elastic DoF in Eq. (2.23) around the nonlinear static equilib-
rium, η, leads to an expression of the form
M(η)
{
¨¯η
β˙
}
+ C¯(η, β)
{
˙¯η
β
}
+ K¯(η, β)
{
η¯
0
}
= Qext(η¯, ˙¯η, β, ζ) +H.O.T., (2.37)
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where the expressions of the gyroscopic damping and stiffness matrices in Eqs. (2.34)-(2.35)
are substituted in the definition of the perturbed gyroscopic forces, Eq. (2.33), to obtain
the gyroscopic contribution to C¯ and K¯, respectively. Note that the perturbed stiffness
matrix, K¯, also includes KSstif due to the linearisation of the discrete elastic forces, QSstif .
As discussed above, matrices C¯ and K¯ are functions of the rigid-body velocities with linear
and quadratic dependencies of β, respectively.
It is clear from this formulation that, even for small elastic deformations, the rigid-body
and structural dynamics of free-flying flexible bodies are coupled through the gyroscopic
terms. The six rigid-body EoM, which describe the translational and rotational dynamics
of the structure, will still depend on the large number of elastic DoF. Hence, in Section 2.3,
a reduction of the system size will be achieved by projecting the structural variables onto
a few dominant vibration modes, which are obtained from the fully-linearised form of the
flexible-body dynamic equations presented next.
2.2.2 Fully-Linearised Flexible-Body Dynamics
Linearisation of the dynamic equilibrium equation is necessary for the temporal discreti-
sation of all nonlinear flexible-body systems presented in this work. To obtain the Ja-
cobian of the system equations, linearisation of the full dynamic system will be done
around an equilibrium condition, which in general is obtained by cancelling accelerations
in Eq. (2.23) [69], that is,
Qgyr(η, η˙, β) +Qstif (η) = Qext(η, η˙, β, ζ). (2.38)
This arbitrary point with possibly large elastic deformations and rigid-body motions will
be referred to as (η, η˙, β, ζ), and small changes from this state will again be represented
with over-bars, that is, (η¯, ˙¯η, ¨¯η, β¯, ˙¯β, ζ¯). For the general case, the linearised (incremental)
form of Eq. (2.23) around a given point is
M(η)
{
¨¯η
˙¯β
}
+ C(η, η˙, β)
{
˙¯η
β¯
}
+K(η, η˙, β)
{
η¯
0
}
= Q¯ext
(
η¯, ˙¯η, β¯, ζ¯
)
, (2.39)
where the tangent mass matrix,M, was defined in Eq. (2.28). The constant tangent damp-
ing and stiffness matrices, C and K, respectively, are obtained through direct linearisation
of the discrete elastic and gyroscopic forces in Eq. (2.24), as
C (η, η˙, β) =
[
CSS CSR
CRS CRR
]
=
[(
∂QSgyr/∂η˙
) (
∂QSgyr/∂β
)(
∂QRgyr/∂η˙
) (
∂QRgyr/∂β
)] ,
K (η, η˙) =
[
KSgyr+KSstif 0
KRgyr 0
]
=
[(
∂QSgyr/∂η
)
+
(
∂QSstif/∂η
)
0(
∂QSgyr/∂η
)
0
] (2.40)
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The resulting incremental form of the EoM now forms the basis for the numerical solution
of the nonlinear Eq. (2.23), where the contribution of the derivative with the acceleration
to the tangent stiffness matrix has been neglected to improve numerical efficiency of the
iterative solution processes [69]. The coupled linearised equations, however, are less suited
to compute the dynamic response of manoeuvring flexible aircraft which need to include
the nonlinear effects of the vehicle flight dynamics, as presented in the previous sections.
To obtain the incremental form of the equations for stability analysis and to extract
the vibration modes of the trimmed aircraft configuration, one can also linearise the full
dynamic system around the static equilibrium condition, Qstif (η) = Qext(η, ζ), with pos-
sibly large elastic trim deformations, η, at the reference condition. The unforced form of
Eq. (2.39) around a given point can then be obtained as
M(η)
{
¨¯η
˙¯β
}
+K(η, β)
{
η¯
0
}
= 0, (2.41)
which provides the elastic inputs to the aeroelastic stability analysis presented in Sec-
tion 3.2.4 and will be used in the next section to obtain the vibration modes of the
unconstrained vehicle.
2.3 Modal Projection of the System Equations
To reduce the size of the system, it is now possible to write the system of perturbation
equations, Eq. (2.37), in terms of global shape functions by projecting the dynamics equa-
tions on the natural modes of the unconstrained structure at a reference condition. These
vibration modes are obtained in the body-fixed frame A from the unforced linearised
equation, Eq. (2.41), as {
η¯
ν¯
}
= Φo
{
q
ν¯o
}
=
[
ΦoSS Φ
o
SR
ΦoRS Φ
o
RR
]{
q
ν¯o
}
, (2.42)
where we have introduced the new variable ν¯ with ˙¯ν = β¯, such that the vector of modal
rigid-body displacements and rotations, ν¯o, describes the motion of the body-fixed frame,
A, and the displacements of this frame due to the elastic mode shapes (ΦoRS 6= 0). The
vector of the projected modal coordinates is q and Φo is the matrix of the corresponding
mode shapes, which include the six zero-frequency rigid-body modes [ΦoSR
> ΦoRR
>]>.
Without loss of generality, the origin of the body frame A can be defined to initially
coincide with the CM and its axes to be aligned to the principal axes of the structure. This
simplifies the rigid-body modes, since ΦoSR and Φ
o
RR are then a null and a unit matrix,
respectively. Note that this is the same initial condition as for a mean-axes description,
but A is still a body-fixed frame. The remaining elastic mode shapes, [ΦoSS
> ΦoRS
>]>,
characterise the vibration modes of the unconstrained structure such that ΦoSS are the
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deformations with respect to frame A and ΦoRS 6= 0 accounts for the corresponding rigid-
body motion of the body-fixed frame A.
However, using this modal basis for the projection of the perturbation EoM, Eq. (2.37),
requires a linear transformation at each sub-iteration to obtain the instantaneous rigid-
body velocities needed in the perturbation damping and stiffness matrices. A more con-
venient basis for projection is
Φ =
[
ΦoSS Φ
o
SR
ΦoRS Φ
o
RR
][
Im 0
−ΦoRS I6
]
, (2.43)
where m is the number of elastic modes used for the projection, which relieves the inertial
coupling between the rigid-body motion of the vehicle and the elastic deformations. This
approach is very similar to that followed by Rodden and Love [154] to obtain the rigid-body
accelerations on the structure in a mean axes framework and it enables the separation of
elastic from rigid-body modes in the following projection of the perturbation flexible-body
EoM. Note however that in the present approach the modal basis is computed for the
deformed configuration at trimmed flight, which is the same reference condition used for
linearisation of the elastic DoF.
The structural and rigid-body velocities/accelerations are now expressed in terms of the
modal basis, Φ, such that{
˙¯η
β
}
= Φ
{
q˙
β
}
and
{
¨¯η
β˙
}
= Φ
{
q¨
β˙
}
, (2.44)
which is substituted in Eq. (2.37) to obtain the modal form of the coupled EoM for this
system, as
Φ>M(η)Φ
{
q¨
β˙
}
+ Φ>C¯(η, β)Φ
{
q˙
β
}
+ Φ>K¯(η, β)Φ
{
q
0
}
= Φ>Q¯ext(η¯, ˙¯η, β, ζ). (2.45)
The resulting modal EoM describes the arbitrarily-large rigid-body motion of the flexible
body subject to small elastic deformations which are captured using the modified vibration
modes of the unconstrained structure. Because of the linear mapping of the rigid-body
velocities, Eq. (2.43), the orthogonality property of the resulting vibration modes with
respect to the system mass and stiffness matrices is lost. However, the system is already
coupled due to the contribution of the gyroscopic forces to the modal damping and stiffness
matrices.
The modal damping and stiffness matrices remain functions of the rigid-body DoF, β.
However, it is easy to see that they have, respectively, linear and quadratic dependencies
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with β, and that it is possible to write them in terms of third- and fourth-order tensors,
Φij C¯jkΦkl = cilrβr (t) ,
ΦijK¯jkΦkl = kstifil + kgyrilrsβr (t)βs (t) ,
(2.46)
where we sum over repeated indices and have identified the contributions to the modal
stiffness matrix from elastic and gyroscopic forces. The tensors c and k are constant
in time and their dimensions are i, l = {1, ...,m} and r, s = {1, ..., 6} for m number of
modes used in the expansion. These tensors are typically very sparse, and this approach
generates efficient numerical solutions that keep the nonlinearities in the rigid-body DoF
and all couplings with the linear structure at a low computational cost.
2.4 Time integration of the System Equations
The spatial discretisation of the system EoM leads to nonlinear second-order ordinary dif-
ferential equations, which are given in Eq. (2.23) for the geometrically-nonlinear problem
and in Eq. (2.45) for linearised modal form of the perturbation equations. The result-
ing coupled EoM are generally numerically stiff which is characterised by a large con-
dition number of the system due to the large spread between the singular values of the
high-frequency structural modes and the comparatively small singular values of the zero-
frequency rigid-body modes [31, 168]. The time integration of such stiff systems can lead
to high-frequency errors which makes the application of explicit time marching methods
less suitable, as they require an unnecessarily small time step to achieve numerical sta-
bility [14]. Instead, the implicit Newmark integration scheme, modified as proposed by
Ge´radin and Rixen [70] to include controlled positive algorithmic damping for increased
numerical stability independent of the time step, will be used in this work to integrate the
coupled EoM of the flexible-body dynamics problem.
The following description provides an overview of the algorithm as derived in Ref. [70].
Without loss of generality, the approach is demonstrated next for the geometrically-
nonlinear EoM, Eq. (2.23), which can be recast into the residual form
R (x, x˙, x¨) =M (x) x¨+Qgyr (x, x˙) +QSstif (x)−Qext (x, x˙) = 0, (2.47)
where the new states, x, have been defined such that x˙ =
[
η˙> β> ζ>
]>
with the initial
conditions x(t = 0) and x˙(t = 0). Note that the time integration algorithm simultaneously
solves the second-order structural and first-order rigid-body propagation equations and
provides integral values of β and ζ as part of solution process, but these carry no relevant
physical meaning and are discarded.
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The solution to Eq. (2.47) is predicted at the next time step n + 1 based on the infor-
mation at the current time step n as
xn+1 = xn + ∆t x˙n +
(
1
2
− ϑ2
)
∆t2 x¨n + ϑ2∆t
2 x¨n+1,
x˙n+1 = x˙n + (1− ϑ1) ∆t x¨n + ϑ1∆t x¨n+1,
(2.48)
where ∆t is the constant time step size while ϑ1 and ϑ2 are the constant Newmark pa-
rameters which define the accuracy and stability properties of the integration scheme.
Following Ge´radin and Rixen [70], the scheme is unconditionally stable if the parameters
are chosen as
ϑ1 =
1
2
+ α and ϑ2 =
1
4
(
ϑ1 +
1
2
)2
, (2.49)
where α > 0 modifies the average constant-acceleration scheme to introduce small positive
algorithmic damping.
The predictions for the displacements and velocities, xn+1 and x˙n+1, respectively, can
be substituted into Eq. (2.47) to obtain the residual equation in terms of the future
accelerations only, such that R (x¨n+1) = 0. If the displacements are small enough, the
(linear) state predictions in Eq. (2.48) may provide a reasonable solution to the dynamic
equations, but for the general nonlinear case the predictions will be corrected using a
sub-iteration Newton-Raphson method. For a small correction, ∆x¨k+1n+1 = x¨
k+1
n+1 − x¨kn+1,
the residual equation can be updated through a Taylor expansion at sub-iteration k + 1,
such that
R
(
x¨k+1n+1
)
= R
(
x¨kn+1
)
+ S
(
x¨kn+1
)
∆x¨k+1n+1 +H.O.T.
!
= 0, (2.50)
where S
(
x¨kn+1
)
is the Jacobian matrix computed at the previous sub-iteration k. If the
higher-order terms in Eq. (2.50) are neglected, the updated states are finally obtained
based on the linearisation of the EoM in Eq. (2.39), as
∆x¨k+1n+1 = −
[
S
(
x¨kn+1
)]−1
R
(
x¨kn+1
)
= − [M+ ϑ1∆t C + ϑ2∆t2K]−1R(x¨kn+1) (2.51)
where the tangent mass, damping and stiffness matrices, M, C and K, respectively, are
evaluated at the current sub-iteration k and the updated displacements and velocities have
been defined as [168]
xk+1n+1 = x
k
n+1 + ϑ2∆t
2 ∆x¨k+1n+1,
x˙k+1n+1 = x˙
k
n+1 + ϑ1∆t∆x¨
k+1
n+1.
(2.52)
The Newton-Raphson sub-iteration is repeated until the residual of the equilibrium equa-
tion, Eq. (2.47), converges below a defined threshold relative to the discretised forces
within the system [70].
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Chapter 3
Integrated Aeroelastic and Flight
Dynamics Framework
The modelling of flexible aircraft with significant wing excursions requires incorporation
of the vehicle flexible-body dynamics and aerodynamics in a unified framework. The
unsteady aerodynamic loads of the manoeuvring aircraft are given in this work by the un-
steady vortex lattice method (UVLM) in time domain, which accounts for wing surfaces
subject to large deformations and is introduced in Section 3.1. Unlike quasi-steady ap-
proximations to the unsteady flow, which are often used in aircraft flight dynamics [162],
the UVLM models the wake as part of the solution process and hence accurately captures
the aerodynamic lags over a large range of reduced frequencies at low flight velocities.
The flexible-body and aerodynamic formulations have been implemented independently,
as presented in Chapter 2 and Section 3.1, respectively. Subsequent integration of the
modules in the framework for Simulation of High-Aspect-Ratio Planes (SHARP) enables
the complete study of very flexible aircraft with composite wings, including geometrically
nonlinear static aeroelastic analyses, trim, open-/closed-loop time-marching simulations
and linear stability analyses. Section 3.2 finally presents the different capabilities of the
simulation framework.
3.1 Unsteady Vortex Lattice Method
This section summarises the main characteristics of the unsteady vortex lattice method,
as implemented by Murua [126], to obtain the unsteady aerodynamic loads of the manoeu-
vring flexible aircraft. The formulation is based on potential flow theory, as outlined in
Section 3.1.1, and can accurately resolve the unsteadiness effects of the 3-D low-speed flow
around flexible lifting surfaces. For the purpose of completeness, this section will provide
a brief overview of the UVLM following the description by Murua [126] and the reference
book by Katz and Plotkin [98].
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The solution of the potential flow problem is based on a vortex ring discretisation of the
boundaries of the aerodynamic domain, presented in Section 3.1.2, and is discretised in
time following a time-stepping procedure, summarised in Section 3.1.3. The wake of the
aircraft is also obtained as part of the solution procedure, given in Section 3.1.4, which
finally completes the discretisation of the flow field leading to the computation of the
aerodynamic loads in Section 3.1.5. This solution procedure is repeated for every time
step resulting in the discrete-time formulation of the UVLM, as illustrated in Figure 3.1.
Deﬁntion of 
aerodynamic grid 
Determine 
downwash
Solution of 
the system
Determine 
Aerodynamic 
loads
Update aircraft 
position and 
wake shedding
tn+1 = tn+Δt 
Figure 3.1: Flow chart of the unsteady vortex lattice method solution procedure.
The formulation of the UVLM is also geometrically nonlinear, as the boundary con-
ditions are enforced on the deformed aerodynamic lattice which can capture the large
deformations of very flexible aircraft configurations in a time-marching solution. The size
of the resulting aerodynamic system however can become too large for the practical ap-
plication of the UVLM in aircraft design, including control synthesis, optimisation and
dynamic load calculations. Hence, the linearised version of the UVLM, as derived in Mu-
rua et al. [128], is also introduced in Section 3.1.6 in a state-space manner which is suitable
for the dynamic analysis of flexible aircraft with small (linear) wing deformation but with
possibly large trim deflections.
3.1.1 Governing Equations of the Potential Flow
The unsteady vortex lattice method is a solution to Laplace’s equation,
∇2Φ = 0, (3.1)
for the disturbance velocity potential, Φ, due to the presence of a moving body in a 3-D
flow field. Under the assumptions that the flow is incompressible, inviscid and irrotational,
Laplace’s equation provides a suitable starting point to solve the continuity equation of
the flow around a flexible aerofoil at low Mach numbers. The resulting partial differential
equation is solved by distributing singularity solutions on the problem boundaries where
the velocity potential is determined through a pair of boundary conditions. The first
boundary condition of zero flow normal to the impermeable boundaries of the wing surfaces
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must be satisfied, such that
(∇Φ + ~v) · ~n = 0, (3.2)
where ~v is the velocity of the surface which can include the contribution of the rigid-body
motion and elastic deformations of the body as well as local atmospheric disturbances.
The normal vector of the surface is given by ~n. The second boundary condition requires
that the velocity disturbance due to the moving body has to vanish in the far distance.
This infinity boundary condition can be stated as
lim
|~r|→∞
∇Φ = 0, (3.3)
where ~r is the position vector from a point on the moving body to an arbitrary point in
the fluid domain.
3.1.2 Discretisation with Vortex Ring Elements
The unsteady version of the vortex lattice method is implemented using vortex ring quadri-
lateral elements to discretise the lifting surfaces, as shown in Figure 3.2, such that the wing
is divided into N spanwise and M chordwise panels. Each surface (bound) vortex ring has
an associated circulation strength, Γk, and a collocation point, at which the impermeabil-
ity boundary condition, Eq. (3.2), is satisfied. Note that the leading segment of the vortex
ring is placed on the panel’s quarter-chord line such that the collocation point is located
at the panel’s centre line, where the normal vector of each panel, ~nk, is also defined as
shown in Figure 3.2. The discretisation of the problem is discussed in detail in Katz and
Plotkin [98].
The positioning of the vortex ring elements automatically fulfils the 2-D Kutta-
Joukowski condition, which requires the flow to leave the trailing edge of the lifting surface
smoothly [98]. Hence, for the time-dependent problem, a wake in the form of an infinitely
thin shear layer is generated behind the lifting surfaces following the Kelvin condition,
dΓ
dt
= 0, (3.4)
where Γ represents the total circulation in the domain. This implies that any change of
the circulation strength of the bound vortex rings, Γb, affects the circulation in the wake,
Γw, which forms the basis for the time-stepping procedure of the UVLM [113]. Note that
Γb and Γw are column matrices of the circulation strengths of all bound and wake panels.
As the aircraft follows a trajectory, a row of wake panels is shed at each time step
with equal circulation strength to the trailing edge segment at the previous time step,
which automatically satisfies the Kelvin condition. The new row of wake vertices is placed
at the trailing vortex segment of the trailing edge vortex ring, as shown in Figure 3.2,
and advances in time according to the free stream conditions while its original circulation
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Figure 3.2: Unsteady vortex lattice method with vortex ring discretisation of lifting surface
and wake for free-stream flow in positive x direction.
strength remains unchanged. This wake shedding procedure is repeated for each time step
and produces the aerodynamic vortex lattice.
3.1.3 Time-Stepping Solution of the Aerodynamic Lattice
The solution to the potential flow problem, Eq. (3.1), is obtained in terms of the vorticity
distribution of all vortex ring elements by applying the non-penetration boundary condi-
tion, Eq. (3.2), at each collocation point of the lifting surfaces. This yields the following
equation at time step n+ 1
AbΓ
n+1
b +AwΓ
n+1
w − w n+1 = 0, (3.5)
where Γb and Γw are column matrices of the circulation strengths of all bound (sur-
face) and wake panels. The aerodynamic influence coefficient matrices, Ab
(
χn+1b
)
and
Aw
(
χn+1b , χ
n+1
w
)
, are computed in terms of the column matrices of the bound and wake
grid coordinates, χb and χw, respectively. The column vector of normal components of
the non-vortical velocities at the collocation points, w, can include deployment of control
surfaces, gust-induced velocities, wing deformations and rigid-body motions.
Elements of the aerodynamic influence coefficient matrices are obtained in terms of the
cross-induced normalwash of all vortex rings, where the Biot-Savart law is used to describe
the velocity induced by a vortex ring l at an arbitrary (collocation) point k. It is given
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for unit circulation strength as
~qkl =
∮
d~sl × ~rkl
4pi |~rkl|3
, (3.6)
where d~sl represents the contribution of one vortex segment of the complete ring and ~rkl is
the vector from the relevant vortex ring segment to point k. Hence, for the quadrilateral
vortex rings used to discretise the problem, four evaluations of the Biot-Savart law are
necessary to complete a whole ring. The singularity arising at the centre of the vortex ring
is rectified by introducing a cut-off method for |~rkl| → 0. For points far away from the
vortex ring l the Biot-Savart law automatically satisfies the far-field boundary condition,
Eq. (3.3), of the potential flow problem such that the induced velocity, ~qkl, vanishes for
|~rkl| → ∞. This implies that wake vortices that have propagated far downstream have a
negligible effect on points close to the lifting surfaces and will be neglected in this work
to improve numerical efficiency, whereby the truncation distance is determined for each
problem through convergence studies.
Finally, the influence coefficient, (Ab)kl, is given in terms of the velocity induced by a
bound vortex ring l at the collocation point k as
(Ab)kl = ~qkl · ~nk with k, l = 1, . . . ,M ·N, (3.7)
where ~nk is the normal vector of the quadrilateral panel at the collocation point k and
M ·N is the total number of bound panels. The influence coefficients for the wake vortices,
Aw, can be obtained in the same manner to account for the normal velocity component
over the lifting surface induced by the wake.
The non-penetration boundary condition, Eq. (3.5), is completed with the definition of
the non-vortical normalwash at the collocation point k, given as
w n+1 = Wb ·
(
χ˙n+1b + v
n+1
d
)
, (3.8)
due to atmospheric disturbances, vd, and the velocity of the aerodynamic grid of the lifting
surfaces, χ˙b, to account for elastic deformations and the overall rigid-body motion of the
aircraft at time step n+ 1. The non-circulatory velocities are projected along the normal
direction of the panels through matrix Wb which is a function of the instantaneous geome-
try, χn+1b . As the circulation strengths of the wake panels, Γw, is know from the previous
time step n, this provides all the information needed to solve Eq. (3.5) for the circulation
strengths of the bound vortices, Γb, at each time step. Note that the non-penetration
boundary condition is applied on the aerodynamic lattice of the current configuration,
which implies that the method is also geometrically nonlinear and can account for large
wing deformations.
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3.1.4 Wake Propagation
The wake carries no aerodynamic loads and the propagation of the wake panels depends
on the free stream condition, the atmospheric disturbances, vd, and the cross-induced
velocities from all bound and wake vortices obtained through the Biot-Savart law. A brief
description of the two wake models implemented by Murua [126] is provided next but a
detailed derivation of the wake propagation can be found in Katz and Plotkin [98].
(a) Force free wake
(b) Prescribed wake
Figure 3.3: Different wake models for a rigid plate subject to sinusoidal pitch excitation.
For a fully force-free wake, time integration over the induced local velocities at each
wake vortex ring corner point results in a free wake with roll-up, as demonstrated in
Figure 3.3(a) for a moving plate subject to sinusoidal pitch excitation. The resulting
wake follows the motion of the surface, but each wake ring also moves according to the
local velocity vector which includes the induction from all other vortex rings and the
contribution from exogenous disturbances. The computational effort at each time step
involves (a) updating the aerodynamic influence coefficients, Ab and Aw, in Eq. (3.5), (b)
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computing the induced velocities among all wake elements using the Biot-Savart law and
(c) updating the coordinates of the wake vortex ring corner points according to the local
velocities.
The computational effort can be reduced significantly if the wake is prescribed. In this
case the wake follows the motion of the trailing edge of the lifting surface but each wake
panel remains fixed in space over time, which produces a prescribed wake as demonstrated
in Figure 3.3(b). Hence, the influence of the induced velocities on the wake vortices
is ignored and only the aerodynamic influence coefficients, Ab and Aw, need to be re-
computed at each time step as the wake propagates.
Free wake effects may be important for flapping flight [185] and very flexible aircraft
with excessive wing dihedral [128] where the cross-influence of the wake circulations can
have a significant effect on the wake shape close to the lifting surfaces. For the reduced
frequencies of interest in this work, however, the wake can be prescribed [137], which will
be assumed for all studies presented in this thesis. Note that for small deformations the
wake model can be simplified further leading to the flat-wake assumption, as done in DLM
solutions. However, this assumption is not suitable for the complex aircraft geometries
with possibly large trim deformations which will be the focus of this work.
3.1.5 Unsteady Aerodynamic Loads
Once the unknown circulation of the bound vortices, Γb, has been computed at each time
step using Eq. (3.5), the pressure distribution over the lifting surface can be obtained in
the absence of gravitational forces through the unsteady Bernoulli equation,
p∞ − p
ρ∞
=
(∇Φ)2
2
+
∂Φ
∂t
, (3.9)
where p is the pressure at a point in the fluid domain and subscript (•)∞ represents free-
stream conditions [126]. By applying the unsteady Bernoulli equation to the upper and
lower surface of the camberline, one obtains the pressure difference across the aerofoil
which acts along the normal vector, ~nk, of each panel, k. The contribution of each vortex
ring to the resulting unsteady aerodynamic loads of the incompressible potential flow is
given as
∆~F nk = − (∆p∆S)nk ~nnk , (3.10)
where ∆Sk is the area of each panel which can change in time according to the elastic
deformations of the lifting surface.
The aerodynamic forces are subsequently projected onto the plane defined by the normal
vector of the vortex ring and the instantaneous non-circulatory velocity at the collocation
point to obtain the induced drag and lifting forces, which act parallel and perpendicular,
respectively, to the flight direction of each panel. Note that the non-circulatory velocity
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includes the contributions of rigid-body motions, elastic deformations and incident flow,
but not the influence of the bound and wake circulation.
The unsteady Bernoulli equation yields adequate predictions for the lifting forces but it
tends to overestimate the contribution to induced drag, since the UVLM is based on the
thin-wing approximation and does not account for the leading-edge suction force [126].
Instead, the approximation by Katz and Plotkin [98] is used in this work to compute the
induced drag aligned with the instantaneous non-circulatory velocity, which leads to the
discrete form of the expressions for lift and drag forces, given as [98, 185]
Ln = ρ∞GL
(
ULΓ
n
b + Γ˙
n
b
)
,
Dn = ρ∞
(
UDΓ
n
b +GDΓ˙
n
b
)
,
(3.11)
where L and D are column matrices of lift and drag forces at all bound panels of the
lifting surfaces. The diagonal matrices GL,D = GL,D (χ
n
b , χ˙
n
b ) account for the current
geometry of the bound panels and the local angle of incidence and the matrices UL =
UL (Γ
n
w, χ
n
b , χ
n
w, χ˙
n
b ) and UD = UD (Γ
n
b ,Γ
n
w, χ
n
b , χ
n
w) are obtained from the induced velocities
of the bound and wake panels using the Biot-Savart law.
3.1.6 Linearised Formulation in State Space
In this section the linearised formulation of the UVLM is introduced which provides an
efficient state-space representation of the vehicle aerodynamics for small transient defor-
mations. Note however that the linearisation is done around a geometrically nonlinear
equilibrium condition which corresponds to the trimmed aircraft configuration at forward
flight with possibly large wing deformations.
The following description provides a brief overview of the linearisation of the unsteady
aerodynamics [128]. The linearised formulation is obtained in time domain based on the
following assumptions:
Assumption 1. The elastic displacements and rotations of the lifting surfaces in the tran-
sient response are assumed to be small around the overall possibly large deforma-
tions. This linearises the non-penetration boundary condition, Eq. (3.5), such that
the governing equations become independent of the instantaneous geometry of the
aerodynamic grid, χb. The non-vortical normalwash, w, in Eq. (3.8) depends how-
ever on the local angle of incidence, which changes with the deformation of the bound
panels.
Assumption 2. For small wing deflections, the computation of the aerodynamic forces in
Eq. (3.11) becomes independent of the geometry of the aerodynamic grid, χb and
χw, respectively, but the derivative of the aerodynamic loads with the grid velocities,
χ˙b, is included in the linearisation to account for the change of local angle of attack.
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Assumption 3. The wake is frozen around the deformed aerodynamic lattice and the pos-
sibly force-free wake at the geometrically nonlinear equilibrium condition. This im-
portant assumption freezes the coordinates of the wake vortex ring corner points, χw,
which results in a constant wake aerodynamic influence coefficient, Aw, in Eq. (3.5).
The wake however does not need to be flat and the linearised UVLM can capture
the aerodynamics of unconventional aircraft configurations with flexible members.
Following these assumptions the independent variables of the linearised aerodynamic
problem reduce to the distribution of the circulation strengths and the time derivative of
the bound circulation strength leading to the state vector, Γ, given as
Γ =
[
Γ>b Γ
>
w Γ˙
>
b
]>
. (3.12)
The change in circulation strengths of the vortex rings around this steady-state solution
is then given in discrete time as
∆Γn+1 = AF∆Γ
n +BF∆u
n
F , (3.13)
where superscripts n and n+1 refer to the current and next time steps and the subscript F
refers to the linear time-invariant (LTI) aerodynamics. The inputs to the problem, given
as
uF =
[
χ>b χ˙
>
b
]>
, (3.14)
arise from the linearisation of the non-vortical normalwash, w, in Eq. (3.8) and can account
for small elastic deformations of the lifting surfaces as well as the rigid-body velocities and
orientation of the vehicle. The time derivative of the aerodynamic grid, χ˙b, is also included
in Eq. (3.12) to account for deployment of control surfaces and gust-induced velocities, as
discussed in Assumption 1.
Finally, linearisation of the unsteady aerodynamic loads which result from the vorticity
distribution at each time step and are written in general as ∆yF , leads to the linearised
output equations written in symbolic form as
∆ynF = CF∆Γ
n +DF∆u
n
F . (3.15)
where the system feedthrough, following Assumption 2, accounts for small changes of
local angle of attack. All matrices of the non-strictly proper linear aerodynamic system
{AF , BF , CF , DF } have been derived in detail in Ref. [126].
The resulting aerodynamic state-space system can be tightly coupled with the flexible-
body dynamics model, which leads to a very compact form of the aeroelastic and flight-
dynamic EoM and provides an ideal environment for further model reduction, as described
in Chapter 4.
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3.2 Coupled Aeroelastic and Flight Dynamics
This section presents the coupled framework for the Simulation of High-Aspect-Ratio
Planes (SHARP) to study flexible aircraft, including static aeroelastic analyses, trim,
linear stability analyses, and fully nonlinear time-marching simulations. This coupled
methodology is based on the description of the vehicle flexible-body dynamics in Chapter 2
and the formulation of the unsteady vortex lattice method in Section 3.1.
The crucial aspect of interfacing the structural and fluid problems is addressed first
in Subsection 3.2.1, which provides the foundation for the subsequent assembly of the
two models. Starting with the geometrically nonlinear description of the flexible-aircraft
dynamics presented in Subsection 3.2.2, it is possible to capture the effect of flexibility and
especially large wing deformations which can significantly alter the dynamic behaviour of
manoeuvring flexible aircraft configurations.
However, there are cases in which linearised approaches can sufficiently predict the ve-
hicle response providing a suitable tool for the preliminary design of very efficient aircraft
including control synthesis and/or optimisation. Hence, Subsection 3.2.3 presents the
EoM of manoeuvring flexible aircraft subject to small wing deformations. The resulting
linearised approach allows the projection of the flexible-body dynamics equations on the
vehicle free-free modes but, unlike the mean-axes approximation, it captures the inertial
coupling between the possibly large vehicle flight dynamics and the small aeroelastic re-
sponse. The aerodynamic loads are obtained in time domain from the state-space UVLM,
presented in Subsection 3.1.6, which is tailored to the model reduction techniques described
in Chapter 4, leading to a very compact but accurate description of the flexible-aircraft
dynamics.
At last, linearisation also in the rigid-body DoF leads to the monolithic framework
presented in Subsection 3.2.4, which can capture the integrate dynamics of flexible aircraft
including flight dynamics and provides a powerful tool for fast open-/closed-loop transient
simulations (with small angular velocities), linear stability analysis, the synthesis of robust
load alleviation controllers and optimisation of vehicle configurations. In this work, the
stability tool will be relevant to explore the coupling effects between the aerodynamic,
aeroelastic and flight-dynamic modes of flexible aircraft.
The integration of the framework in MATLAB R© is based on the implementation by Mu-
rua [126], especially the mapping procedure between the aerodynamic and flexible-body
dynamics models (Subsection 3.2.1) and the monolithic framework for linear stability anal-
ysis (Subsection 3.2.4). This work will expand the framework with the linearised formula-
tion for the simulation of manoeuvring flexible aircraft subject to small wing deformations
in Subsection 3.2.3.
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3.2.1 Mapping between Aerodynamic and Flexible-Body Degrees of
Freedom
The integration of the flexible-body and aerodynamic equations of motion, described in-
dependently in the following sections, relies on the interfacing between the displacements
of the flexible aircraft and the resulting aerodynamic loads. This is done through a linear
mapping procedure between the 1-D beam representation as deformable curves in the 3-
D space and the aerodynamic lattice distributed over the lifting surfaces. The mapping
of the fluid-structure interaction (FSI) is shown in Figure 3.4 for the dynamic case, but
the time-dependent variables can be neglected to also account for the static aeroelastic
problems.
(η,η,β). Qext
UVLM
Flexible-body
dynamics
Interface
UVLM to Beam
Interface
Beam to UVLM
(χb,χb)
. (L,D)
Figure 3.4: Fluid-structure interface between the UVLM and the beam formulation.
The implementation of the mapping procedure for the geometrically nonlinear formula-
tion is based on the following assumptions [126]:
Assumption 1. The wing cross-sections remain rigid under elastic deformations. This
assumption is used to simplify the mapping of the beam rotations to the aerodynamic
lattice and likewise to compute the moments at the beam nodes generated by the
aerodynamic forces. As aircraft wings are inherently slender structures, large-scale
motion of the wing dominate over the small-scale motions of the cross sections, but
the warping of the cross sections could be incorporated through appropriate cross-
sectional reduction methods [50, 135].
Assumption 2. The spanwise discretisation of the aerodynamic lattice coincides with the
beam mesh and beam elements are assumed to be linear. This assumption firstly
simplifies the projection of the cross-sectional coordinates onto the aerodynamic
lattice; and secondly, the contribution of the aerodynamic forces to each beam node is
defined explicitly. As the discretisation of the aerodynamic and structural problems
is prioritised differently – more aerodynamic panels are required at the wing tips and
a finer beam mesh at the root – a coincident mesh results in an unnecessarily fine
discretisation, but that did not pose a major problem. Alternatively, non-coincident
75
Chapter 3. Integrated Aeroelastic and Flight Dynamics Framework
meshes with higher-order beam elements can be implemented based on the shape
functions of the finite-element discretisation of the beam problem [60, 181], which is
suggested for future work.
Assumption 3. The distributed aerodynamic loads are approximated as point forces ap-
plied at the leading edge of each vortex ring. This assumptions simplifies the lumping
of the aerodynamic forces to the forces and moments at the beam nodes, but requires
an adequate discretisation of the aerodynamic lattice in the chordwise direction to
accurately capture the resultant moments.
Interface from Flexible-Body Model to Aerodynamic Inputs
Starting from the flexible-body dynamics module, the structural and rigid-body DoF, η
and β, respectively, are used to update the aerodynamic grid of the bound vortex rings,
χb, and the time derivative of the lattice, χ˙b. Under the assumption of rigid beam cross-
sections, the mapping from the beam reference line coordinates to the grid points of the
aerodynamic lattice is introduced following the description of the beam kinematics in
Section 2.1.2. The transformation for each grid point can be obtained with respect to the
body-fixed frame, A, as
(χb)A = RA + C
>ξB,
(χ˙b)A = vA + R˙A + ω˜ARA + C
>Ω˜BξB,
(3.16)
where ξB is the distance of a vortex-ring corner-point to the corresponding node on the
beam reference line, which remains constant in the local frame of reference, B. Further-
more, even though the cross sections are assumed to be rigid, the lifting surfaces are
allowed to twist and bend, which is captured through the change of orientation of each
local frame in terms of the transformation matrix C (Ψ) and the column matrix of local
velocities ΩB, as defined in Eqs. (2.3) and (2.9), respectively. The location of the colloca-
tion point of each vortex ring, where the non-penetration boundary condition, Eq. (3.5),
is applied, is obtained through interpolation of the corner point coordinates of the corre-
sponding panel. This completes the mapping of the displacements and rotations of the
beam nodes to the aerodynamic lattice for the geometrically-nonlinear formulation of the
UVLM.
For small changes in the flexible-body DoF, (∆η,∆η˙,∆β), around a static equilibrium
condition at trimmed flight, Eq. (3.16) can also be written in the incremental form as
(∆χb)A = ∆RA − C>ξ˜BT∆Ψ,
(∆χ˙b)A = ∆R˙A − C>ξ˜BT∆Ψ˙ + ∆vA −
(
R˜A + C˜>ξB
)
∆ωA,
(3.17)
76
3.2. Coupled Aeroelastic and Flight Dynamics
with the incremental elastic displacements ∆η = (∆RA,∆Ψ) and rigid-body velocities
∆β = (∆vA,∆ωA). The resulting linear transformation maps the flexible-body DoF to the
aerodynamic lattice which populates the matrices, BF and DF , of the linear aerodynamic
system defined in Eq. (3.13). Note that linearisation of the aerodynamics can also be done
around around a dynamic equilibrium, in which case Eq. 3.17 includes Coriolis terms due
to the angular velocities at the reference condition.
Interface from Aerodynamic to Flexible-Body Forces
The unsteady aerodynamic loads are obtained from the pressure distribution at each panel
using the unsteady Bernoulli equation, as discussed in Section 3.1.5. The resulting lift and
induced drag are obtained as point forces applied at the centre of the leading segment of
each vortex ring expressed in the reference frame of each lifting surface. The location of
the applied aerodynamic forces has been determined by Murua [126] by a convergence
study with respect to analytical solutions of 2-D flow.
Following the description in Section 3.1.5, the aerodynamic forces are computed in a local
reference frame defined by the instantaneous non-circulatory velocity at each collocation
point to obtain the induced drag and lifting forces, which act parallel and perpendicular,
respectively, to the flight direction of each panel. The description of the flexible-body
dynamics is however implemented in the global body-fixed frame, A, and the mapping
procedure first projects the aerodynamic loads at each panel into the A frame.
Based on the assumptions that the wing cross-sections remain rigid and that the beam
mesh coincides with the spanwise discretisation of the aerodynamic lattice, the aerody-
namic point forces that act at the centre of the leading edge of each panel are lumped to
the neighbouring beam nodes by splitting the contribution to each side. The resulting pro-
jection of the three aerodynamic load components to the six components of the external
forces and moments, QSext, in the flexible-body dynamics formulation, Eq. (2.23), depends
on the instantaneous geometry of the aerodynamic grid (following the displacements and
rotation of the beam reference line) and is geometrically nonlinear.
In the linear case, the matrix that lumps the aerodynamic point forces to the beam
nodes is assumed to remain constant, but the projection from the local aerodynamic
frames to the body-fixed frame, A, depends on the aerodynamic grid velocities which
needs to be accounted for in the linear mapping of the aerodynamic loads to the flexible-
body dynamics formulation. These operations can be written in compact matrix form
leading to the output equation of the linear aerodynamic system, as defined in Eq. (3.15).
3.2.2 Nonlinear Equations of Motion of Very Flexible Aircraft
Following the derivation of the flexible-body and unsteady aerodynamics formulations
in Sections 2.1 and 3.1, respectively, it is now possible to model the dynamics of very
flexible aircraft in an integrated fashion based on the mapping procedure outlined in
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Subsection 3.2.1. The geometrically nonlinear time-marching solution, as illustrated in
Figure 3.5, can account for the large elastic deformations of the manoeuvring aircraft
coupled with the 3-D unsteady aerodynamics.
The dynamic simulation has been implemented following a partitioned time-marching
scheme [59] to separate the solution of the nonlinear flexible-body dynamics from the
computation of the aerodynamic loads at each time step. The resulting loosely-coupled
approach is computationally more efficient, as the aerodynamic loads are frozen during
the Newmark time-integration step of the structural response, but it requires a very small
time step for the solution to converge. The solution method can be adjusted to follow a
tightly-coupled approach [181], but this was not explored in this thesis.
Qext
UVLM
Update 
aerodynamic grid
(χb,χb)
.
(η,η,β,ζ).
(L,D)
tn+1 = tn+Δt 
Interface
UVLM to Beam
(η,β,ζ)
QUVLM
Initialise 
aircraft properties 
Flexible-body
dynamics Load assembly
Newmark time-integration
Atmospheric
disturbances 
(η,β,ζ)t=0 vd
Figure 3.5: Flow diagram of the nonlinear time-marching routine.
Following the flow diagram in Figure 3.5, starting point for the nonlinear time-marching
solution is the initialisation of the aircraft properties which will be given in this work by
the vehicle steady (trim) condition with a developed wake. The unsteady aerodynamic
loads are computed for the deformed wing geometry and instantaneous velocities following
the solution procedure of the UVLM, as outlined in Section 3.1. Note that the inputs to
the aerodynamic module, (χ, χ˙), also account for the instantaneous deployment of control
surfaces, but the induced velocities due to atmospheric disturbances are included in the
input vd, as given in the definition of the non-vortical normalwash in Eq. (3.8).
Once the aerodynamic loads have been updated, they are mapped to the flexible-body
dynamics problem to compute the resulting elastic and rigid-body displacements of the
aircraft. The geometrically nonlinear EoM of the flexible aircraft have been defined in
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Eq. (2.23) as
M (η)
{
η¨
β˙
}
+
{
QSgyr
QRgyr
}
+
{
QSstif
0
}
=
{
QSext
QRext
}
.
The resulting attitude and position propagation equations of the manoeuvring vehicle have
been defined previously in terms of the body-fixed reference frame as
ζ˙ = −1
2
[
0 ω>A
ωA ω˜A
]
ζ,
r˙G = C
GAvA.
The output of the aerodynamic model, QUV LM , is accounted for in the external forc-
ing term, QS,Rext , computed for each time step in the load assembly routine depicted in
Figure 3.5 which also includes thrust and gravity loads. The nonlinear EoM are solved
in an iterative manner following the Newmark time-integration scheme, as presented in
Section 2.4. Note that the aerodynamic forces, QUV LM , are based on the structural in-
formation of the previous time step, but gravity and thrust are updated according to the
instantaneous vehicle geometry, η, and orientation, ζ, during the Newmark sub-iterations
until convergence is reached.
The dynamic simulations studied in this work are obtained around the static aeroelastic
equilibrium condition which is computed from the static subset of the coupled dynamic
system with prescribed (constant) rigid-body velocities. The trim solution of flexible con-
figurations at steady-level flight with given free-stream velocity is computed using three
trim inputs: the vehicle angle of attack, thrust per propeller and the elevator deflection
at the tail. A standard Newton-Raphson method is used to minimise the vehicle net lift,
thrust and pitch moment resulting from the contribution of the (steady) aerodynamic,
thrust and gravity loads. More details on the computation of the aeroelastic trim equilib-
rium is given in Ref. [126].
3.2.3 Perturbation Equations for the Dynamics of Manoeuvring
Flexible Aircraft
Under the assumption of small elastic deformations of the lifting surfaces during the tran-
sient dynamics, the coupled aerodynamics can be assumed to be linear, as presented in
Subsection 3.1.6, while the corresponding elastic and rigid-body displacements are given
by the perturbation EoM of the flexible body derived in Section 2.2.
Unlike aeroelastic approaches based on frequency-domain aerodynamics, the flexible-
aircraft dynamics model in this work is developed directly in time domain by tightly
coupling the modal form of the flexible-body equations, Eq. (2.45), with the linear un-
steady vortex lattice model, Eq. (3.13). This leads to a time-domain formulation that can
accurately predict the nonlinear dynamics of moderately flexible aircraft subject to large
79
Chapter 3. Integrated Aeroelastic and Flight Dynamics Framework
manoeuvres, e.g. due to gusts or control surface inputs. Projection of the flexible-body
dynamics DoF onto the vibration modes of the unconstrained flexible body, Φ, allows to
reduce (a) the size of the flexible-body dynamics problem and (b) the number of inputs
and outputs of the aerodynamic system, Eq. (3.13).
To enable the projection of the linear aerodynamic system onto these modes, the system
inputs have been divided to account firstly for the contribution of the elastic deformations,
given in terms of the generalised coordinates, q, and velocities, q˙, of the flexible-body
equations, i.e. uΦ =
[
q> q˙> β>
]>
. Secondly, the aerodynamic inputs, uF , still account for
gust induced velocities and the deployment of control surfaces. The resulting generalised
unsteady aerodynamics can then be obtained as
∆Γn+1 = A∆Γn +BSΦ∆u
n
Φ +BF∆u
n
F
∆ynF = Φ
>C∆Γn + Φ>DSΦ∆unΦ + Φ
>DF∆unF ,
(3.18)
where the structural contribution to the system input and feedthrough matrices, BS and
DS , respectively, are obtained from a subset of the original linear aerodynamic system
matrices as defined in Subsection 3.1.6. The output vector yF contains the discrete-time
unsteady aerodynamic loads due to the excitation of a certain vibration mode. Together
with the instantaneous thrust and gravity loads, the resulting generalised aerodynamic
forces are included in the assembly of the external generalised forces, Φ>Q¯ext, which are
the inputs to the perturbation equations of the linearised flexible-body dynamics problem
defined in Eq. (2.45).
uΦ
(q,q,β,ζ).
yF
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Figure 3.6: Linearised time-marching solution for manoeuvring flexible aircraft.
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The integration of the linearised flexible-body and aerodynamic response is done in a
tightly-coupled manner, as illustrated in Figure 3.6. Even though the elastic deformations
are assumed to be small, the modal equations remain nonlinear in the rigid-body DoF to
account for aircraft manoeuvres and the coupled problem is solved iteratively using the
Newmark time-integration scheme. Convergence of the nonlinear system is reached at each
time step, n, if the generalised external forces balance the generalised inertial, gyroscopic
and elastic forces, i.e. when the residual R of the modal EoM, Eq. (2.45), reaches the
tolerance ε. Note that the linear interfaces between the aerodynamic and flexible-body
dynamic modules have been included in the system matrices of the linear aerodynamic
system.
Note that this approach does not require transformation to frequency domain to obtain
the generalised forces, but the linearisation of the unsteady aerodynamics is limited to a
specific aeroelastic reference condition with the dynamic pressure as a parameter. This
requires interpolation of the aerodynamic model between different parameter values, such
as flight speed or altitude, to enlarge the flight envelope of very flexible aircraft configu-
rations [6]. However, if the linearisation is done around the undeformed reference, as in
DLM solutions, it is possible to show by dimensional analysis that the aerodynamic loads
in the resulting linear system, Eq. (3.18), are proportional to the forward-flight dynamic
pressure. This would generate aerodynamic models which are independent of the vehicle
flight conditions, but this also constraints the admissible wing kinematics and will not be
further investigated in this work.
3.2.4 Monolithic Framework for Linear Stability Analysis of Very
Flexible Aircraft
Murua [126] demonstrated that the linearised formulation of the unsteady vortex lattice
method, Eq. (3.13), enables rigid-body motions and elastic deformations (both small) to
be incorporated in a unified monolithic framework. This provides a powerful formulation
to determine the aircraft dynamic stability and it can be very useful for efficient control
design provided the vehicle manoeuvres remain small.
Linearisation of the aerodynamic and flexible-body dynamic states, as presented in Sub-
sections 3.1.6 and 2.2.2, respectively, is obtained around the geometrically nonlinear static
equilibrium, which can account for possibly large wing deformations of the trimmed aircraft
configuration. However, as the linear UVLM is written in discrete time, temporal discreti-
sation of the flexible-body system, Eq. (2.41), is also required before the fluid/structure
coupling. A standard Newmark-β discretisation, as discussed in Subsection 2.4, is used to
discretise the linear system, which can also include algorithmic damping in the structural
dynamics response.
Based on the linear interface between the aerodynamic and flexible-body models in
Subsection 3.2.1 and after introducing the modal transformation of Eq. (2.42) for the
81
Chapter 3. Integrated Aeroelastic and Flight Dynamics Framework
elastic DoF, the aeroelastic state-space system is given in discrete time as
∆xn+1 = AFS∆x
n +BFS∆u
n
FS
∆ynFS = CFS∆x
n,
(3.19)
where superscripts n and n + 1 refer to the current and next time and the subscript FS
is introduced here to separate the aeroelastic system variables from the linear equations
of the UVLM in Eqs. (3.13) or (3.18). The state vector that completely determines the
linear system is
x =
[
xTF | xTS
]T
=
[
ΓTb Γ
T
w Γ˙
T
b | qT q˙T βT ΘT
]T
, (3.20)
where the orientation of the aircraft is now given in terms of Euler angles, Θ, which have
been traditionally used in linear flight dynamics. Although quaternions, as introduced in
Subsection 2.1.1, provide a computationally more efficient parameterisation of the aircraft
orientation for vehicles subject to large rigid-body motion [69], the resulting (nonlinear)
attitude EoM, Eq. (2.1), are less suitable for linearisation due to the algebraic nonlinear
constraints of quaternions [39].
The (aerodynamic) inputs, uFS , to the monolithic system in Eq. (3.19) account for
gusts and control inputs in a (closed-loop) time-marching solution. Depending on the
nature of the problem, the system output vector yFS can include aerodynamic loads,
elastic deformations, aircraft position, attitude, etc. If the rigid-body states are neglected,
Eq. (3.19) can also be used to describe the (linear) aeroelastic response of the clamped
aircraft.
From the homogeneous form of Eq. (3.19) one finally obtains a discrete-time generalised
eigenvalue problem to determine the dynamic stability of the vehicle which includes aeroe-
lastic and flight dynamic modes. This provides a very efficient tool to predict the dynamic
characteristics of flexible aircraft and to demonstrate the coupling effects between the
vehicle aerodynamic, aeroelastic and flight-dynamic modes. Because the linearisation is
done around a geometrically nonlinear equilibrium condition, the stability tool can predict
flutter speed of very flexible aircraft with large trim deformations of the lifting surfaces,
as demonstrated in detail by Murua [128].
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Reduced-Order Models for Cou-
pled Aeroelasticity and Flight Dy-
namics
The geometrically-nonlinear aeroelastic framework presented in Chapter 3 provides a pow-
erful simulation environment for direct time simulations of the integrated dynamics of
flexible manoeuvring aircraft. However, the capability of capturing the nonlinear features
of the aircraft geometry and flow comes with an increased numerical burden: (1) the com-
putational cost to solve the unsteady aerodynamic loads for the instantaneous geometry
and flight condition of the flexible aircraft and (2) the size of the 3-D aerodynamic sys-
tem. Even though large trim deformations can be dominant, in many cases the dynamics
of flexible aircraft remains small and can be efficiently modelled using linearised methods.
This has been tackled through linearisation of the aeroelastic degrees of freedom leading
to a compact description of the flexible aircraft dynamics, as presented in Subsection 3.2.3,
which captures the interaction between (small) structural deformations and the large flight
dynamics of the manoeuvring vehicle with possibly large trim deformations. Even though
the governing EoM of the manoeuvring flexible aircraft remain algebraically nonlinear,
it is possible to isolate a linear subsystem to describe the unsteady aerodynamics of the
flexible vehicle. The size of this linear system, however, is dominated by the number
of vortex panels used in the aerodynamic discretisation of the lifting surfaces and wake
of the aircraft and can become too large to be effective in the design of highly-efficient
configurations.
To explore a sufficiently large design envelope, a large number of closed- and open-loop
time simulations is required for dynamic load calculations of aircraft manoeuvres and gust
responses. As outlined in the Chapter 3, the aeroelastic framework for manoeuvring air-
craft presented in Subsection 3.2.3 provides a suitable platform for this task, but the size
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of the high-order linear aerodynamic system can make this linearised approach ineffec-
tive. Hence, in this chapter model reduction techniques will be applied to the high-order
linear aerodynamic system to develop a reduced-order representation that can capture
the dominant dynamics of the original system. Likewise, the large size of the monolithic
aeroelastic system will also be tackled in this work to facilitate the application of this
integrated framework for effective aeroservoelasticity and optimisation.
A direct approach to reduce the size of the linear systems in time domain is modal
projection (and truncation) of the system states on a few generalised coordinates [78].
However, as discussed in Chapter 1, this approach may require many states in the reduced-
order model to capture the internal dynamics of the flow [158, 200]. Instead, this work will
focus on balancing methods to obtain a more efficient basis function which can be found by
balancing the system such that the input-output mapping drives the reduction process [72,
125, 158]. Such balancing-based model reduction techniques, originally developed in the
control theory community, achieve optimal reductions for stable systems in continuous time
which has been demonstrated for fluid-dynamics problems [200]. The full-order linear
systems in this work however are obtained in discrete time, due to the nature of the
state-space description of the UVLM, and transformation of the discrete-time systems as
presented in Subsection 4.1.1 is required.
The linear aerodynamic subsystem in the simulation of manoeuvring flexible aircraft is
naturally stable, but application of balanced truncation to the integrated aeroelastic sys-
tem, Eq. (3.19), requires a different approach to handle unstable poles. Such instabilities
are not only due to the physics of the problem (e.g. flutter), but also due to the numerical
inaccuracy at very high frequencies which are stabilised using the methods proposed in
Subsection 4.1.2. This leads to a more robust approach, which will be discussed in Sec-
tion 4.3, to reduce the possibly unstable aeroelastic system and it also produces a very
compact reduced-order representation of the dynamics of manoeuvring flexible aircraft.
4.1 Numerical Issues in Reduced-Order Modelling of
Aeroelastic Systems
A number of numerical issues need to be addressed before balancing methods can be ap-
plied efficiently to the large-scale aeroelastic systems that have been introduced in the
previous chapter. The first problem arises from the definition of the unsteady aerodynam-
ics in discrete time. This section will first introduce the transformation of the discrete-time
UVLM into a continuous-time system. This not only simplifies the use of standard bal-
ancing methods, as outlined in Section 4.2, but also facilitates a better interpretation of
the system stability characteristics.
The second issue addressed in this section will focus on the numerical stability of the
aeroelastic systems. Whereas the unsteady aerodynamics are highly damped due to their
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physical nature, coupling of the linearised UVLM with the system structural dynamics can
lead to an ill-conditioned representation of the aircraft aeroelastic response. The second
subsection will explore numerical techniques to overcome this problem prior to any model
reduction.
Both issues will be illustrated on the Goland wing problem, which serves as a simple
starting point for the discussion. The Goland wing is a numerical benchmark problem
that has been studied extensively in literature [73, 127, 141, 197] to compare predictions
of flutter speed and frequency. It is a stiff cantilever for which Table 4.1 summarises the
relevant properties [127]. The problem is solved using the monolithic aeroelastic approach,
Eq. (3.19), to obtain the eigenvalue solution at a free-stream velocity of V = 180 m/s.
This flight condition corresponds to 7 percent above flutter speed of the Goland wing, as
will be demonstrated in further verification studies in Chapter 6.
Table 4.1: Goland wing properties.
Chord, c 1.8288 m Mass per unit length 35.71 kg/m
Semi-span 6.096 m Moment of inertia 8.64 kg·m
Elastic axis (from l.e.) 0.33 · c Torsional stiffness 0.99×106 N·m2
Centre of gravity (from l.e.) 0.43 · c Bending stiffness 9.77×106 N·m2
4.1.1 Transformation of the UVLM to Continuous Time
Even though most model reduction techniques have been formulated also for discrete-time
linear systems [68], this work will take advantage of the vast amount of development in
reduced-order modelling techniques for continuous-time systems. Hence, this subsection
will briefly introduce the bilinear transformation which is applied to the discrete-time
aerodynamic and aeroelastic systems to obtain an equivalent continuous-time representa-
tion.
The benefits of continuous-time systems are illustrated in Figure 4.1, which presents
the root locus of the (clamped) Goland wing problem at V = 180 m/s. Figure 4.1(a)
shows the eigenvalues of the discrete-time aeroelastic system given by Eq. (3.19) which
tightly couples the aerodynamic and structural response. For the converged solution the
aerodynamic domain was discretised using 16 chordwise and 24 spanwise bound panels
which results in 4550 aeroelastic states. The resulting system matrix in discrete-time,
A(z), produces as many eigenvalues λi (A(z)) as there are aeroelastic states in the problem.
The dynamic system is stable if all its eigenvalues lie within the unit disc of the complex
z-plane, i.e. |λi (A(z)) | < 1,∀i. The meridian and latitudinal lines plotted in Figure 4.1(a)
represent constant natural frequencies and system damping, respectively.
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Figure 4.1: Root locus of the aeroelastic system for the Goland wing at 180 m/s.
Alternatively, the discrete-time eigenvalues can be transformed to continuous time
through the transformation [68],
λi (A(s)) = log(λi (A(z)))/∆t, (4.1)
where ∆t is the time step size of the discrete-time problem and s denotes the familiar
Laplace domain. The continuous-time eigenvalues for the same Goland wing problem
are plotted in Figure 4.1(b), whereby the real axis denotes the system damping and the
imaginary axis the natural frequencies. This presentation of the system stability is the
familiar way in the flight dynamics community and it clearly identifies stable poles on
the left half of the complex plane, i.e. < (λi (A(s))) < 0, ∀i. All stability analyses in this
dissertation will present the continuous-time eigenvalues of the top complex plane only, as
indicated by the zoom in Figure 4.1(b).
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The continuous-time representation of the discrete-time linear system {A,B,C,D} will
be obtained in this work using the bilinear transformation, given in terms of the system
transfer function as [8]
Hc(s) = Hd
(
s+ 1
s− 1
)
, (4.2)
where Hd(z) = D + C (zI −A)−1B is the z-plane transfer function of the discrete-
time system. Hence, the system matrices of the resulting continuous-time representation
Hc(s) = D˜ + C˜
(
sI − A˜
)−1
B˜ can be directly computed as [72]
A˜ = (A+ I)−1 (A− I) ,
B˜ =
√
2 (A+ I)−1B,
C˜ =
√
2C (A+ I)−1 ,
D˜ = D − (A+ I)−1B.
(4.3)
The bilinear transformation preserves the stability properties of the original system and
the frequency response is captured well for frequencies below the Nyquist frequency [8].
Matching the frequency response of the continuous-time filter at even higher frequencies
is not a concern in this work, since for converged solutions the Nyquist frequency is
usually above the frequency range for which the potential-flow UVLM provides a good
approximation. As it neglects viscous effects, potential-flow theory is limited to problems
with a reduced frequency around k = ωc/(2V ) < 0.6 [128], where c is the chord length of
the aerofoil and V the free-stream velocity.
4.1.2 Stability and Conditioning of Aeroelastic Systems
Due to the large range of eigenvalues, aeroelastic systems such as the monolithic system
in Eq. (3.19) are typically numerically ill-conditioned [52, 159], which can produce very
inefficient reduced-order representations. Hence, this section will introduce two different
approaches to improve the numerical stability of the system which will be illustrated again
on the Goland wing problem.
To identify the problems that cause possible stability issues, Figure 4.2 firstly demon-
strates the effect of coupling the highly-damped aerodynamic modes with the undamped
structural response. The effect of aerodynamic damping decreases with increasing vibra-
tion frequency which can lead to lightly-damped poles at the high frequency range of
the coupled aeroelastic system. The assembly of the integrated model can even produce
unstable high-frequency modes which can hamper the model reduction of the high-order
system and will be tackled next.
The first approach exploits the algorithmic damping introduced in the discretisation
of the structural dynamics problem using the implicit Newmark-β integration scheme, as
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Figure 4.2: Coupling effects on root locus of the Goland wing at free-stream velocity V =
180 m/s with structural (Eq. (2.42)), aerodynamic (Eq. (3.13)) and the coupled
aeroelastic (Eq. (3.19)) modes.
presented in Section 2.4. Even though the aeroelastic system is transformed to continu-
ous time, discretisation of the structural model is a necessary step in the tight coupling
procedure. The algorithmic damping parameter, α, as introduced in Eq. (2.49), shifts the
undesired high-frequency modes away from the stability boundary, as shown in Figure 4.3.
For the case of α = 0.005, which will be applied throughout this work unless otherwise
stated, the applied damping preserves the dominant modes to relatively large reduced
frequencies of k = 5, which again is above the limit of validity of the UVLM (k ∼ 0.6).
Note that for the remainder of this dissertation the imaginary part of all root loci will
be normalised with ωc/(2V ) to present the aircraft stability characteristics in terms of
reduced frequencies.
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Figure 4.3: Effect of numerical damping, α, on aeroelastic modes of the Goland wing at
free-stream velocity V = 180 m/s.
As a second approach, modal decomposition was explored to directly remove high-
frequency or highly-damped modes. However, a conventional modal truncation ap-
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proach [42] was found to perform poorly, as the modal basis for projection of the large
aeroelastic system often becomes rank deficient at working precision. Transforming the
system matrix to its Schur form, on the contrary, has stabilizing numerical properties [160].
Hence, Schur decomposition can be applied to the full-order system to remove certain un-
desirable modes, whereby the Nyquist frequency provides a suitable threshold frequency
for truncation of high-frequency zero or unstable poles.
Modal Truncation via Schur Decomposition
Schur decomposition of the (discrete-time) system transforms the system matrix A to an
upper-triangular Schur matrix, S, such that the system eigenvalues, λi(z), are distributed
along the diagonal of the Schur matrix. Schur decomposition is based on a unitary matrix
U with U∗U = I, such that [74]
U∗AU = S =

λ1 S12 · · · S1n
0 λ2 · · · S2n
...
...
. . .
...
0 0 · · · λn

, (4.4)
where the operator (·)∗ denotes the conjugate transpose of a matrix. The unitary ma-
trix U can be found efficiently through a number of QR iterations as demonstrated in
Algorithm 1.
Algorithm 1: Schur decomposition of the system matrix A.
Input: k = 1, Sk = U
∗
0AU0,
Output: Sk in Schur form
while (Sk not upper triangular & U
∗
kUk 6= I) do
k = k + 1;
UkRk = Sk−1; % QR factorisation of Sk−1
Sk = RkUk;
end
The core of this algorithm is the QR factorisation at each iteration k using the Givens
QR method, which substitutes Sk with the matrix product UkRk where Uk is orthogonal
and Rk upper triangular. See the work by Golub and Van Loan [74] for details on suitable
initial similarity transformations, U0, and the Givens QR method. The converged Schur
matrix is obtained as,
S = (U0U1 · · · Uk)∗A (U0U1 · · · Uk) = U∗AU, (4.5)
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which leads to the transformation of the linear aeroelastic system, Eq. (3.19), such that
∆xn+1s = S∆x
n
s + U
∗BFS∆unFS
∆ynFS = CFSU∆x
n
s ,
(4.6)
with x = Uxs. As the eigenvalues of matrix AFS are preserved on the diagonal entries of
the resulting Schur matrix S, the Schur decomposition provides a computationally-efficient
way to truncate high-frequency (or highly damped) modes. This numerically-stable modal
truncation is implemented in the MATLAB R© built-in function modsep [112], which has
been explored in this work to filter undesired modes.
4.2 Overview of Balancing Approximations
Next, we introduce the model reduction techniques that will be used in the next section
to tackle the large order of the linearised aerodynamic and aeroelastic systems. Because
of the different numerical issues linked to each system, as outlined in Section 4.1, two
different balancing approximations have been explored in this work to address these issues
appropriately. Model reduction by balanced truncation will be introduced first, which is
the standard approach in control theory and provides optimal reductions for stable sys-
tems. The aeroelastic system presented in Subsection 3.2.4, however, may have dominant
unstable modes which will be addressed with another balancing method based on the
system normalised coprime factors.
Balancing methods are based on the concept of controllability and observability, which
provides a measure on how easily (or whether) a state is reached or observed, i.e. for given
inputs and outputs how much effort is required to reach/observe a specific state of the
linear system. Based on these measures a system can be reduced by truncating states that
contribute little to the input-output mapping. Most states of the system, however, are
observed differently than they can be reached. Hence, the underlying concept of balancing
methods focuses on the projection of the linear system to balance the system states, such
that they are equally controllable and observable.
Before the derivation of such balancing transformations in the next subsection, it is
necessary to define a metric which indicates how close the reduced model represents the
mapping of the original system. A common metric used to define the similarity between
two systems is the error norm, which provides a measure of the “distance”between two
systems. It will be shown in the next subsection that a balanced realisation provides a
priori error bounds for the truncation. A more general quantity is the ν-gap metric [193],
which provides a scalar measure of similarity between two systems based on the dot prod-
ucts of the corresponding coprime factors of both systems. The systems are identical for
a zero ν-gap metric and completely dissimilar for unity.
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4.2.1 Balanced Realisation and Truncation
Model reduction by balanced truncation was first discussed by Moore [125] and a detailed
description is provided by Glover [72]. The concept of balancing is based on information
about the past input and future output energy, which is expressed in terms of the system
controllability and observability Gramians, Wc and Wo, respectively. These Gramians
are used to identify a linear balancing transformation T that balances the stable system
{A,B,C,D}, such that each balanced state is equally controllable and observable. The
balanced system can then be written in terms of the transformed state coordinates xˆ =
T−1x as
∆xˆn+1 = T−1AT∆xˆn + T−1B∆un
∆yn = CT∆xˆn +D∆un.
(4.7)
To obtain an expression for the balancing transformation, T , this work will follow the
standard implementation of balanced truncation in continuous time [11], even though
expressions for the discrete-time counter-part exist [68]. Hence, the system will be trans-
formed to continuous time through a bilinear transformation, as outlined in Subsec-
tion 4.1.1, prior to any model reduction. Note that this bilinear transformation preserves
the system controllability and observability Gramians, which are given for stable LTI
systems in continuous time by the algebraic Lyapunov equations [8],
AWc −WcA> +BB> = 0,
A>Wo −WoA+ C>C = 0.
(4.8)
where the controllability Gramian, Wc, is correlated inversely to the input energy required
by an actuator to reach a certain state and the observability Gramian, Wo, on the contrary,
is related directly to the energy required by a sensor to observe an initial state [18].
The square root of the eigenvalues of the Gramian product,
√
λi (WcWo), are the Hankel
singular values (HSV) of the system denoted as [182]
σ1 ≥ σ2 ≥ · · · ≥ σn > 0. (4.9)
Because the balancing transformation preserves the eigenvalues of the original system, it
is a similarity transformation such that the HSV remain invariant to the transformation
T . This can be seen from the definition of the balanced Gramians and their product, given
as
Wˆc = T
−1WcT−>, Wˆo = T>WoT and WˆcWˆo = T−1WcWoT. (4.10)
The aim of balancing methods is to find a transformation T that diagonalises the Gramians
such that they are equal and their diagonal entries are the HSV of the system, i.e.
Wˆc = Wˆo = Σ = diag (σ1, ..., σn) . (4.11)
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Hence, the states with the largest HSV are the ones most involved in the mapping be-
tween the system inputs and outputs and the least controllable/observable states can be
truncated.
Algorithm 2 introduces the procedure to obtain such balancing transformation, T , which
follows closely the Square Root Method presented by Laub et al. [103]. The Choleski factors
P and Q of the Gramians in the first step are computed directly from the state-space
representation of the stable system, {A,B,C,D}, using the method of Hammarling [80],
without the need to evaluate Wc and Wo which is costly and ill-conditioned for large-scale
systems.
Algorithm 2: Computation of the balancing transformation T .
Input: Linear system {A,B,C,D}
Output: Balancing transformation T
1. Compute Choleski factors P and Q of Gramians Wc = PP
> and
Wo = Q
>Q.
2. Compute singular value decomposition of matrix product QP =
UΣV >, where Σ are the system HSV.
3. Determine balancing transformation T = PV Σ−1/2 and its inverse
T−1 = Σ−1/2U>Q.
The Square Root Method however can be numerically ill-conditioned for large-scale system
with rapidly decaying HSV [8]. The problem of robustness can be tackled using the Schur
Method [160], which is based on the Schur decomposition of the Gramian product WcWo
to obtain orthonormal bases for the left and right eigenspaces of WcWo. Singular value
decomposition of these orthonormal basis vectors provides the system HSV which can be
used to obtain the balancing transformation T , as defined in step 3 of Algorithm 2.
Reduction of the balanced system, obtained from Eq. (4.7), can be achieved finally
by truncating the corresponding rows and columns of the matrix T . The elimination of
balanced states can be based on the HSV of each state, σi, which also provides an upper
bound of the error between the reduced- and full-order models. The (additive) H∞-norm
of the difference between the two systems is defined in terms of the HSV of the truncated
states as [8]
‖G(s)−Gr(s)‖∞ ≤ 2 (σk+1 + · · ·+ σn) , (4.12)
where G(s) and Gr(s) are the transfer function of the full- and reduced-order systems of
order n and k, respectively.
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The built-in MATLAB R© functions balreal and modred were used in this work to obtain
the balanced realisation of the full-order system and to truncate the balanced states,
respectively.
4.2.2 Balancing of Unstable Systems by Normalised Coprime
Factorisation
The balanced truncation method is limited to stable systems. This is because stability is
a necessary assumption in the definition of the controllability and observability Gramians
using the Lyapunov equations, Eq. (4.8). To tackle this issue, Enns [57] has proposed a
solution whereby the unstable system {A,B,C,D} is divided into a stable and an unstable
part and only the stable part is reduced through balanced truncation. Since this approach
retains all unstable poles without reduction, it can yield unnecessarily-large reduced-order
systems.
Alternatively, Meyer [120] has presented a balancing method for unstable strictly proper
systems based on coprime factorisation. The idea is to represent the minimal realisation
of the full system G(s) = C(sI − A)−1B in terms of its stable normalised right coprime
factors (NRCF), Nr(s) and Mr(s), such that [191]
G(s) = Nr(s)M
−1
r (s). (4.13)
To ensure uniqueness of the solution, the coprime factors are normalised as
N>r (−s)Nr(s) +M>r (−s)Mr(s) = I, (4.14)
over the whole range of frequencies, s. Note that the approach is again presented in
continuous time to obtain the system NRCF, which requires a bilinear transformation of
the discrete-time systems, as introduced in Subsection 4.1.1. Alternative approaches in
discrete time have been addressed in the literature [121], but this work will follow the
standard implementation of the method, as done in the MATLAB R© function ncfmr.
Following the approach by Meyer and Franklin [119], state feedback can be introduced
to stabilise the system. This results in a modified system, A¯ = A + BK, from which we
can now obtain the state-space realisations of the (stable) NRCF as
N¯r(s) = C
(
sI − A¯)−1B,
M¯r(s) = I +K
(
sI − A¯)−1B, (4.15)
where the state feedback gain, K, can be computed using a linear-quadratic regulator,
such that K = −B>P with P being the solution of the algebraic continuous-time Riccati
equation [121]
PA+A>P − PBB>P + C>C = 0. (4.16)
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The state-space realisation of the resulting pair of stable transfer functions(
N¯>r (s), M¯>r (s)
)>
is given as A¯, B,
C
K
 ,
0
I
 , (4.17)
which can be balanced and truncated following the procedure outlined in Section 4.2.1
to obtain the stable reduced-order model
{
A¯11, B1,
(
C1
K1
)
,
(
0
I
)}
. Reversal of the state
feedback and output augmentation finally leads to the reduced-order unstable model
{A11, B1, C1} of the plant G(s) [120]. Following Vidyasagar [192], the normalised co-
prime factorisation method can also be extended to balance non-strictly proper systems.
This is relevant for the application of the introduced model reduction techniques to the
non-strictly proper aerodynamics system, which will be addressed in the next section.
4.3 Balanced Approximation for Flexible Aircraft Dynamics
The introduced balancing-based model reduction techniques enable higher-order multi-
disciplinary tools to be effective in the design and optimisation of highly-efficient aircraft.
This section will demonstrate the application of these reduction techniques to the aeroe-
lastic models, where it is important to address the different numerical requirements of
(a) the nonlinear flexible-aircraft dynamics model for manoeuvring vehicles and (b) the
monolithic aeroelastic system in state-space form.
4.3.1 Balanced Truncation of the Linearised State-Space Aeroelastic
System
The model order of the aeroelastic state-space system given by Eq. (3.19) will be tackled
next to facilitate the application of this framework for effective aeroservoelasticity and
optimisation. Since the aeroelastic system is ill-conditioned, as shown in 4.1.2, model
reduction of the tightly-coupled framework requires a more robust approach that sta-
bilises the system prior to any balanced truncation. This ensures that high-frequency
disturbances are ignored without affecting the lower frequency spectrum which may be
important to capture possibly unstable dynamics of the coupled aeroelastic system, such
as flutter. The proposed reduction method is outlined in Figure 4.4 and will be described
next.
In a first step, the ill-conditioned aeroelastic system is filtered to either stabilise or re-
move high-frequency or highly-damped modes which have negligible contribution to the
system dynamics. This step enables a more efficient balanced truncation of the system
without detrimental effects on accuracy. As described in Subsection 4.1.2, two methods
have been explored in this work. The modification of the Newmark integration scheme in
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Figure 4.4: Model reduction of the aeroelastic system with model orders shown as an
indication for typical problem sizes.
the discretisation of the flexible-body dynamics EoM to include positive algorithmic damp-
ing provides a very effective way to stabilise high-frequency aeroelastic modes without any
significant effect on the dominant flight dynamic modes. As a second approach, Schur de-
composition can also be applied to the full-order system to remove high-frequency or
highly-damped modes, but it requires an additional operation which increases the compu-
tational effort of the solution process. Hence, algorithmic damping will be used throughout
this work to stabilise the high-frequency modes of the aeroelastic system.
Subsequent balanced truncation significantly reduces the system size using the a priori
error bound, Eq. (4.12), as an indication for the truncation order. Even further reduction
with comparable system mismatch is achieved through subsequent truncation of the system
normalised coprime factors. As introduced in Section 4.2, this approach was originally
developed for unstable plants but it was found to be more effective in the reduction
of the aeroelastic system with poles close to the stability boundary than the standard
balanced truncation technique. The coprime factorisation approach, however, is much
more computationally expensive and a combination of initial balanced truncation to the
order O (102) followed by coprime factorisation of the truncated system, as indicated in
Figure 4.4, was found to be a better compromise for aeroelastic applications.
4.3.2 Reduced-Order Modelling of Manoeuvring Flexible Aircraft
The dynamics of manoeuvring flexible aircraft will be modelled in this work using a top-
down approach which enables higher-fidelity features, such as large deformations at trim
and possible interference effects between the vehicle lifting surfaces, to be incorporated.
The solution method of the coupled framework is formulated directly in time domain, as
outlined in Figure 4.5, where the aerodynamic loads in the transient response are obtained
from the linearised state-space description of the UVLM. Even though the possibly large
manoeuvres of the flexible vehicle are captured with the nonlinear perturbation EoM of the
aircraft flexible-body dynamics, (2.45), it is possible to separate the linear aerodynamic
subsystem. The size of this linear system is dominated by the number of vortex panels
used in the discretisation of lifting surfaces and the wake of the aircraft. Wake panels are
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needed to capture the unsteady effects, but they are also an excellent target for model
reduction which provides the justification for the top-down approach.
(nonlinear) time-marching solution
Figure 4.5: Model reduction approach for the time-marching solution of manoeuvring flex-
ible aircraft based on the vehicle free-free vibration modes.
Unlike the aeroelastic system tackled in the previous subsection, the aerodynamic sub-
system, given by Eq. (3.18), excludes the structural states and is therefore numerically
well-conditioned and naturally highly-damped. Hence, the standard balanced truncation
method can be applied directly to the full-order linear system of the UVLM to achieve
significant model reductions without the initial stabilisation of the system.
As described in the previous chapter and shown in Figure 4.5, the inputs to the aero-
dynamic system account for atmospheric disturbances and pilot inputs, uF , whereas the
structural and rigid-body vehicle response given in terms of the generalised coordinates
are included through uΦ, i.e. the projection of the flexible-body DoF on the modes of the
unconstrained structure. Hence, the truncation of (higher-frequency) structural modes
provides additional model reduction, which (a) reduces the order of the flexible-body dy-
namics EoM, Eq. (2.45), and (b) significantly reduces the number of inputs and outputs of
the aerodynamic system. Since balancing approximations provide optimal reductions for
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a specific transmission map between the system inputs and outputs, the latter has a direct
impact on the reduction potential of balanced truncation of the aerodynamic subsystem.
The resulting reduced-order aerodynamic system can capture unsteadiness effects from
the (small) variations of circulation strength in the wake due to the system inputs, e.g.
gusts, control surface deployment and structural deformations. Hence, the reduced-order
modelling approaches presented in this section result in low-order representations of the
dynamics of flexible aircraft which provide a very powerful tool for the design of highly-
efficient configurations. This will be explored in the numerical studies in Chapter 6.
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Chapter 5
Numerical Studies of Flexible Un-
constrained Structures
The numerical studies presented in this chapter will focus on the flexible-body dynamics
module in SHARP, as derived in Chapter 2. As high-aspect-ratio aircraft are likely to
exhibit large deformations during normal flight operation, it is necessary to verify the
coupled structural and rigid-body formulation before progressing to aeroelastic analyses
of flexible-aircraft dynamics problems in the next chapter. The underlying geometrically
nonlinear beam model has been validated extensively in Ref. [137] for clamped beam
configurations subject to (a) static loading leading to large out-of-plane deformations and
(b) dynamic excitations of the base. To verify the coupling of the structural EoM with the
rigid-body dynamics equations, Section 5.1 will present studies of unconstrained multi-
beam configurations subject to simultaneous geometrically nonlinear elastic deformations
and large rigid-body motions comparing them to SAMCEF Mecano.
The geometrically nonlinear implementation of the flexible-body dynamics formulation
will subsequently serve as a reference solution to explore the performance of the linearised
flexible-body dynamics formulation in Section 5.2 on similar unconstrained multi-beam
configurations with varying flexibility. The comparison also provides valuable insight
into the effect of geometric nonlinearity on the overall motion of flexible bodies. Finally,
modes are included into the problem to explore how the size of the linearised system can
be reduced. Those results will also serve to evaluate the validity of the mean axes approx-
imation, a common assumption in aeroelasticity to decouple the vehicle flight dynamics
from the structural deformations. Note that there are no gravitational or aerodynamic
forces acting on the structures in this chapter.
The L2 relative error norm defined at time t as
ε(t) = ||Xcom(t)−Xref (t)||/||Xref (t)||, (5.1)
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will be used throughout this chapter to compare the different solution approaches, where
Xcom and Xref are the computed approximate and reference solutions respectively.
5.1 Verification of the Flexible-Body Dynamics Module
As there are few results available in the literature for very flexible free-free beams, this
work will first collate the existing results and will then contribute with additional relevant
reference test cases. The motivation for these verification studies is to gain confidence
in the geometrically nonlinear flexible-body dynamics formulation which will provide the
starting point for the linearisation of the structural (and aerodynamic) DoF. Hence, the
beam configuration are subjected to excessive loading leading to extreme out-of-plane
elastic deformations which couple with the rigid-body motion of the bodies.
5.1.1 Flying Flexible Beam (FFB) with Large Deformations
In this section the dynamics of a flexible free-free beam undergoing large overall motion is
analysed. The problem at hand was first introduced by Simo and Vu-Quoc for the planar
case [177], later expanded to 3-D in Ref. [179], and has been used subsequently to validate
various geometrically nonlinear flexible-body dynamics formulations [66, 89, 90, 94]. The
unconstrained, inclined beam, shown in Figure 5.1, is subjected to a set of dead forces
and moments acting at the origin of the body-fixed reference frame with the load history
also indicated in Figure 5.1 for the planar and 3-D case. Following Refs. [177, 179], the
beam is discretised using 10 2-noded elements and the simulation properties of the FFB
problem are kept unitless.
The motion of the FFB for the planar case is shown in Figure 5.2 for two different time
steps, where ∆t = 0.1 corresponds to the original simulation properties used in Ref. [177].
However, a smaller time step of ∆t = 0.01 is necessary to obtain a converged solution.
Results show very good comparison with Simo and Vu-Quoc [177] for matching time steps
of ∆t = 0.1, but differences can be observed for the converged solution, shown as solid
lines in Figure 5.2. Frequency domain analysis of the response suggests that the smaller
time step of ∆t = 0.01 is indeed needed to capture frequencies up to the fourth bending
mode which are excited by the impulsive excitation.
In the 3-D case, the FFB is subjected to an additional dead moment M2(t) acting along
the z axis, indicated in Figure 5.1, to cause out-of-plane motion. Figure 5.3 shows the
resulting motion for 20 2-noded elements and a time step of ∆t = 0.01 for the converged
solution. Comparison with the original results published by Simo and Vu-Quoc [179] shows
large discrepancies (not shown here), and the FFB in Ref. [179] appears to be much stiffer
than in the results presented in Figure 5.3. (A good match with Ref. [179] was achieved
for an increased stiffness of EIα = GJ = 10
3). Instead, for the given material properties
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Figure 5.1: FFB geometry, material properties and load histories [177, 179].
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Figure 5.2: Snapshots of deformed shapes for the 2-D FFB problem in increments of 0.5
for different time steps ∆t. [10 2-noded elements]
in Figure 5.1 very good comparison was found with the solution by Hsiao et al. [90] who
also reported differences to Ref. [179]. Reference [90] used a co-rotational finite-element
formulation with 10 beam elements. The comparison is shown in Figure 5.3.
Finally, since the FFB is subject to spatially-fixed forces and moments, the motion of
the beam centre of mass (CM) becomes a rigid-body dynamics problem which can be
solved analytically. A convergence study on the L2 relative error norm of CM positions,
demonstrated that a time step of ∆t = 0.01 gives an error below 1% up to t = 50. The
motion of the FFB for that time step is shown in Figure 5.4 which indicates a CM moving
along the x direction only.
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Figure 5.3: Snapshots of deformed shapes for the 3-D FFB problem with different number
of elements. [∆t = 0.01]
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Figure 5.4: Snapshots of 3-D FFB problem in increments of 0.4 in x-z plane (solid lines)
with positions of both tips (dashed lines) and centre of mass (stars). [∆t = 0.01
and 20 2-noded elements]
5.1.2 Dynamic Response of a Flexible Multi-Beam (FMB)
Configuration
The dynamic response of an unsupported frame is analysed next to verify the geometri-
cally nonlinear flexible-body dynamics formulation on a multi-beam configuration. This
problem will also be used in Section 5.2 to exemplify the consistent structural linearisation
and to study the application of the mean axes approximation. The geometry and material
properties of the FMB are presented in Figure 5.5 with different load cases defined in Ta-
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ble 5.1. The chosen configuration results in a multi-beam problem with shared nodes and
large initial rotations. To obtain an acceptable interpolation of the rotation vector, 120
2-noded elements were used. Alternatively, quadratic elements can be used for improved
convergence, as shown in Ref. [181]. All simulations in this section are for a time step of
∆t = 0.01 s. The Newmark integration scheme was modified as described in Section 2.4
to include a numerical damping of 0.01 that filters high-frequency oscillations.
M1 = L1F(t)/10
F(
t) 
[N
]
t [s]
Load history for 3D problem:Material properties:
F1
F2
M1
y,F3
z
xA
F1
M1
C-S = 0.1 m x 0.05 m solid,
ρ  = 2700 kg/m3
F2
F1 = F(t),F2 = F(t)/10,
F3 = F(t)/8
Non-follower:
Follower:
P
L1 = 20 m
L 2
 =
 5
 m
E0 = 70 GPa, ν  = 0.3,
Figure 5.5: Definition of the FMB problem.
Table 5.1: Load cases for the FMB problem.
Load case F1 F2 F3 M1
1 x x x x
2 x x
SAMCEF Mecano is also used for comparison of results in this numerical study. It is
a finite-element solver for nonlinear flexible multi-body dynamics problems based on the
formulation by Ge´radin and Cardona [69]. A variety of forces and moments, load case 1
in Table 5.1, is applied here to verify the results in terms of 3-D geometrically nonlinear
deformations with nonlinear rigid-body motions subject to Coriolis and centrifugal effects
which augment the coupling between structural and rigid-body dynamics.
The response of the FMB is shown in Figures 5.6 and 5.7 for a time step of ∆t = 0.01 s.
First, the sequence of motion in Figure 5.6 clearly shows that the structure is subject
to large deformations. The simultaneous rigid-body translations and rotations increase
the effect of gyroscopic forces on structural and rigid-body dynamics. Comparison of tip
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Figure 5.6: Snapshots of deformed shapes for the FMB, load case 1, obtained with SHARP
at consecutive steps from t = 0 s (grey) to t = 20 s (black) in increments of
0.5 s.
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Figure 5.7: Comparison of FMB, load case 1, in SHARP (curves) with SAMCEF Mecano
(markers).
104
5.2. Structural Linearisation in the Flexible-Body Dynamics of the FMB Configuration
positions and rigid-body velocities in Figure 5.7 show very good agreement with results
obtained in SAMCEF. All properties in Figure 5.7 are expressed in terms of an inertial
frame, G, which is initially aligned with frame A in Figure 5.5.
The verification studies presented in this section assure the correct implementation of
the flexible-body dynamics module to capture the coupling between the possibly large
structural and rigid-body response. This geometrically nonlinear formulation will now be
the starting point to further explore the consistent linearisation of the elastic DoF for the
FMB problem.
5.2 Structural Linearisation in the Flexible-Body Dynamics
of the FMB Configuration
Test case FMB is now subjected to load case 2 in Table 5.1, which results in predomi-
nantly rotational 3-D rigid-body motion to exercise the linearised formulation derived in
Section 2.2. A stiffness parameter, σ, is introduced to vary the elastic modulus of the ma-
terial, such that E = σE0 with E0 as defined in Figure 5.5. The translational and angular
velocities of the body fixed frame, A, is presented in Figure 5.8 for σ = 10. Figure 5.9(a)
shows the time history of the vertical tip deformation of point P , normalised with the arm
length L2, both defined in Figure 5.5, for varying stiffness. The maximum value of the
strain measure, ∆RAz/L2, is used to quantify the degree of flexibility and Figure 5.9(b)
shows the maximum values for the range of 3 ≤ σ ≤ 103.
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Figure 5.8: Rigid-body velocities of the FMB for load case 2. [σ = 10].
Figure 5.10 presents the maximum relative error norm of rigid-body velocities and tip
deflection comparing the linearised and fully-nonlinear solutions for a range of σ values.
The solid curves show that for very flexible cases with σ < 10 and relative maximum tip
displacements of 10− 25% the dynamic response is nonlinear and cannot be captured by
the linearised formulation with relative errors above 10%. However, the error decreases
exponentially with increasing values of σ ≥ 10. The effect of nonlinearity on the elastic
deformations for this problem will be presented in detail in Section 5.2.2. The relative
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Figure 5.9: Tip deformations of FMB, load case 2, for varying stiffness parameter σ.
error of the rigid-body velocities, presented in Figure 5.10(b), shows that the relative error
norm of the translational rigid-body velocities remains an order of magnitude higher than
for the angular velocities. As the linearised solution assumes constant CM position with
respect to frame A, the error in the angular velocities is compounded.
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Figure 5.10: Linearisation of elastic DoF for FMB with load case 2. Maximum relative
error norm of linearised formulation (solid) and simplified nonlinear solution
with constant mass matrix M =M (η0) (dashed) for different σ.
It is often assumed in dynamics that the mass matrix of the governing EoM is constant
for small deformations [199]. Based on the fully-nonlinear formulation it is possible to anal-
yse the different effects of geometric nonlinearities by ”freezing” the mass matrixM (η0) in
Eq. (2.23) but keeping all other terms in the equation time-dependent. Figure 5.10 shows,
superimposed with dashed curves, the relative error norm of this simplified-nonlinear for-
mulation with respect to the fully-nonlinear solution. It suggests that for the analysed
FMB problem within the linear-flexible regime (σ ≥ 10), the error in the rigid-body re-
sponse is predominantly affected by assuming constant mass matrixM. Only for very large
deformations (σ < 10), it is possible to distinguish between the linearised and simplified-
nonlinear error norms in Figure 5.10(b). This is clearly not the case when predicting the
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tip deflection, ∆RA, shown in Figure 5.10(a), where linearisation of the elastic forces in
addition to inertial forces has a detrimental effect.
In summary, this section demonstrated the applicability of the implemented linearised
formulation to stiff multi-beam configurations subject to small deformations and large
rigid-body motions. Different sources of nonlinearity were identified to have an effect on
the dynamics of flexible bodies, where it was shown that changes in the global inertia
tensor can have a strong effect on the rigid-body response of the structure.
5.2.1 Modal Reduction of the FMB Configuration
Next, projection of the flexible-body dynamics equations with linearised elastic DoF on
modes is explored. This is the application of the theory presented in Section 2.3, which
forms the basis for the subsequent evaluation of the mean axes approximation. The prob-
lem at hand is the FMB with load case 2 and stiffness parameter σ = 10 resulting in
maximum relative tip deflections of 8%, as shown in Figure 5.9. For this case the linearised
solution proved to adequately predict angular rigid-body velocities and tip displacements
with maximum relative errors of 2.4% and 9.0%, respectively, as shown in Figure 5.10.
Table 5.2: First elastic modes for the FMB problem. [σ = 10]
Mode ω [rad/s] Description
1 6.92 1st symmetric in-plane bending
2 15.32 1st torsion
3 16.37 1st antisymmetric in-plane bending
4 21.58 1st symmetric out-of-plane bending
5 23.13 2nd symmetric in-plane bending
6 40.23 2nd antisymmetric in-plane bending
7 61.46 2nd torsion
8 67.91 3rd symmetric in-plane bending
Vibration modes are obtained for the unconstrained structure at the initial configuration
by solving the eigenvalue problem posed by the unforced fully-linearised EoM, Eq. (2.41).
This results in n elastic free-free modes and 6 rigid-body modes, where n is the number
of elastic DoF of the problem (here: n = 6 · 120). Table 5.2 presents the first eight
elastic modes characterised by their symmetry properties and the mode shapes shown in
Figure 5.11. It is important to note that the CM position of these vibration modes remains
constant.
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Figure 5.11: First elastic mode shapes for the FMB problem. [σ = 10]
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Figure 5.12: Response of the first eight elastic modes for FMB, load case 2. [σ = 10]
The dynamic problem is subsequently solved by projecting the linearised dynamics,
Eq. (2.37), to modal coordinates. From the modal response of the FMB problem subject
to load case 2 shown in Figure 5.12, it is clear that the dominant modes in the response
are the first symmetric in-plane bending mode (Mode 1) and the first out-of-plane modes
in torsion (Mode 2) and bending (Mode 4). This can also be seen in Figure 5.13, which
compares the rigid-body response and elastic deformations of the projected solution with
linearised results for varying number of elastic modes. The results demonstrate that we
can reduce the system size from 366 DoF to 16 modes (10 elastic modes and the six rigid-
body modes) with a relative error below 1%. The system size can be further reduced by
only including modes in the projection that are dominant in the prediction of the response.
However, since the loading is not know in general, it is better to truncate the system on
the basis of frequency. Figure 5.13 also shows the effect of flexibility on the rigid-body
response of the structure for zero elastic modes resulting in maximum relative errors above
10%.
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Figure 5.13: Modal projection of linearised EoM for the FMB, load case 2. Maximum
relative error norm of rigid-body velocities and right tip displacement against
number of elastic modes. [σ = 10]
Because of the linear and quadratic dependencies of the modal damping and stiffness
matrices, Φij C¯jkΦkl and ΦijK¯jkΦkl in Eq. (2.45), with the rigid-body velocities, β, the
system matrices are written in terms of the constant third and fourth-order tensors, cilr
and kilrs, defined in Eq. (2.46). Computing these tensors only once increases computational
efficiency because of their sparse structure. This is illustrated in Table 5.3 for the third-
order damping tensor, cilr, which explores the coupling terms of cilr for the FMB problem,
isolating the effect of elastic and rigid-body velocities on the elastic state, cSSr and c
SR
r ,
respectively, and the effect on the rigid-body gyroscopic forces due to elastic excitations,
cRSr . The remaining terms, c
RR
r , originate from the gyroscopic terms of the standard
nonlinear rigid-body dynamics part of the structure and are not of interest here. Table 5.3
shows the coupling terms of cilr for the first 9 modes (3 elastic and 6 rigid-body) with
cSSr = {cilr|(i = 7..9) ∧ (l = 7..9)},
cSRr = {cilr|(i = 7..9) ∧ (l = 1..6)},
cRSr = {cilr|(i = 1..6) ∧ (l = 7..9)},
where modes 1-6 are rigid-body modes and 7-9 the remaining elastic modes, which are
ordered such that the lower frequencies occur first (e.g. first bending mode for i, l = 7).
Non-zero entries are shaded in Table 5.3 to (a) highlight the sparse structure of the tensor
and (b) demonstrate the contribution of the coupling terms between elastic modes and
rigid-body motion on the gyroscopic forces. The latter is mostly affected by rigid-body
rotary motion (r = {4, 5, 6}) as expected from the physical origin of the gyroscopic terms.
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Table 5.3: Perturbed modal damping matrix in tensor form, cilr, for the FMB problem
using the first three elastic modes in addition to the six rigid-body modes.
Entries have been rounded to full integers. [σ = 10].
r cSSr c
SR
r
(
cRSr
)>
1
0. 0. 1. 0. 0. 0. -1. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
2
0. 0. 0. 0. 0. 0. 0. 0. 0. -1. 0. 0. 0. 0. 0.
0. 0. 3. 0. 0. 0. -1. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
3
0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. -1. 0. 1 -1. -1. 0. 0. 1. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
4
0. 0. 0. 0. 0. 0. 0. 0. 0. 2. 0. 0. 0. 0. 0.
0. 0. -5. 0. 0. 0. 2. 0. 0. 0. 0. 0. 2. 0. 0.
0. 1. 0. 0. 0. 0. 0. 0. 0. -3. 2. 2. 0. 0. -3.
5
0. 0. -2. 0 0. 0. 1. 4. 0. 0. 0. 0. -1. 2. 0.
0. 0. 0. -5 -1. 3. 0. 0. 1. 5. -1. 4. 0. 0. -1.
3. 0. 0. 0. -1. 0. 0. 0. 0. 0. -1. 0. 0. 0. 0.
6
0. -3. 0. -1. 1. 1. 0. 0. 0. 1. -1. -1. 0. 0. 2.
-8. 0. 0. 0. 5. 3. 0. 0. 0. 0. 0 0. 0. 0. 0.
0. 0. 0. 0. 1. 1. 0. 0. -1. 7. -2. 6. 0. 0. -1.
5.2.2 Assessment of the Mean-Axes Approximation on the FMB
Configuration
The previous sections demonstrated a procedure for the consistent linearisation of the
elastic DoF and subsequent projection onto modes from a reference condition. This was
done under the assumption of small deformations but with large (nonlinear) rigid-body
motion. However, due to the contribution of the gyroscopic forces to tangent damping
and stiffness matrices in Eq. (2.34), the projected EoM still have coupling terms between
the rigid-body and structural dynamics of the body. These coupling terms are often
neglected for small elastic deformations by writing the EoM at the CM in terms of the
mean axes system, which is defined such that translational and angular momenta due to
elastic deformations have zero contribution to the kinetic energy [122].
The mean axes approximation is naturally enforced by projecting the linear EoM onto
free-free modes [162]. Here, we obtain the free-free modes in the inertial frame by solving
the eigenvalue problem given by the unconstrained, undamped elastic EoM as, MSS η¨f +
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KSstifηf = 0, where ηf is the vector of elastic DoF without enforcing a constrained node
at the origin of frame A. The corresponding stiffness matrix, KSstif , is obtained through
linearisation of the elastic forces, QSstif . The relative displacements of the flexible body
can then be described in terms of mode shapes, Φf , and generalised displacements, pf ,
such that ηf =
∑
i Φ
f
i p
f
i . Due to orthogonality of the free-free modes and if we neglect the
contribution of elastic deformations to the gyroscopic forces in Eq. (2.23), it is possible to
solve the mean-axes EoM,
p¨fi + ω
2
i p
f
i =
(
Φfi
)>
Qfext (η¯, β, ζ) , (5.2)
separately from the nonlinear rigid-body dynamics EoM, extracted from Eq. (2.23), as
MRR (η) β˙ +QRgyr (η, β) = QRext (η¯, β, ζ) , (5.3)
where ωi is the vibration frequency of the i
th mode andMRR the mass matrix of the rigid
body at the CM and principal axes. Neglecting some gyroscopic terms in the damping
matrix is a necessary assumption to diagonalise all modal system matrices. Note that the
resulting set of EoM can still be coupled if the external forces, Qext, such as aerodynamic
loads, not only depend on rigid-body velocities, β, and orientation, ζ, of the aircraft, but
also on the instantaneous geometry due to deformation of the lifting surfaces, η¯.
The effect of inertial decoupling between the elastic and rigid-body motion is analysed in
this section first for the FMB problem with load case 2 for the range of stiffness parameters
10 ≤ σ ≤ 103, as defined in Figure 5.5 and Table 5.1. For this range of parameters the
linearised solution provides adequate solutions, as shown in Figure 5.10. In the second
study the mean axes approximation is investigated on a more complex problem, where
the FMB enters a spiral motion to investigate the effect of simultaneous translational
and angular rigid-body motion. For both problems, the decoupled mean axes solution is
compared to the linearised and fully-nonlinear solutions, to isolate the effect of neglecting
the gyroscopic coupling terms on the vehicle elastic and rigid-body response. Note that
sufficient modes were included in the mean axes solutions to reach convergence.
FMB in Rotation (load case 2)
For the FMB with load case 2, Figure 5.14 shows the relative error norm of the mean
axes approximation in predicting the rigid-body response and tip deflection at point P
for a range of σ values. To be able to compare to the mean axes solution, the rigid-body
motion is computed in this problem at the CM of the initially undeformed geometry.
Hence, only angular velocities are included in Figure 5.14. The results indicate that for
small deformations (σ > 30 and relative tip deflections below 2%), the mean axes model
predicts the rigid-body response of this problem with relative errors below 5%. However,
it is obvious from the figure that neglecting the coupling terms results in a constant error
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of about 17% for the elastic displacements over the same range of stiffness parameters.
Note that root bending moments are proportional to these.
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Figure 5.14: Maximum relative error norm of rigid-body angular velocities and right tip
displacement of mean axes solution for the FMB, load case 2, compared to
linearised for different values of σ. [∆t = 0.01 s and 120 2-noded elements]
To understand this effect, Figure 5.15 shows the normalised right tip deflections for a
range of stiffness values to compare the fully-nonlinear (Eq. (2.23)), linearised (Eq. (2.37))
and mean axes solutions (Eq. (5.2)). Note that the elastic deformations are normalised as
before with the arm length of the frame, L2, to obtain a relative measure. The linearised
formulation cannot capture the hardening effect due to large deformations which results
in over-predicting the elastic response for the flexible configurations (σ ≤ 10). However,
it is clear that application of the mean axes approximation results in smaller deflections
independent of the material stiffness, which happens to match the nonlinear solution closer
for the very flexible case (σ = 5).
Under the mean axes approximation, the gyroscopic terms in the structural dynamics
EoM, defined in Eqs. (2.33)-(2.34), are neglected. For large values of σ, the rigid-body
dynamics of the structure do not change with increasing stiffness, which implies that the
gyroscopic damping and stiffness matrices, C¯SS , C¯SR and K¯Sgyr, are independent of σ as
σ → ∞. Whereas the phase difference in the elastic response between the mean-axes
and nonlinear solutions is evident for small values of σ, for stiff problems (σ ≥ 30) the
maximum relative error norm occurs at the t = 9.35 s, which explains why the relative
contribution of the gyroscopic forces to the structural dynamics remains constant with σ,
as previously identified in Figure 5.14.
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Figure 5.15: Comparison of fully-nonlinear, linearised and mean-axes approaches in pre-
dicting the vertical tip displacement of point P in Figure 5.5 for the FMB
problem with load case 2 and different σ values.
FMB in Spiral Motion
In the final study of this section, the FMB is loaded to enter a spiral motion to investi-
gate the effect of geometric nonlinearity and inertial decoupling in the presence of large
gyroscopic forces. The geometry and material properties of the FMB remain as defined
in Figure 5.5, and a set of follower forces and moments is now acting at the CM of the
initially undeformed geometry, which is rigidly-linked to the frame at point PG as shown in
Figure 5.16. Note that x-z is a plane of symmetry for the model. This implies that, under
deformations of the structure, the point of application of the load may not remain at the
CM. The follower loading is applied as a ramp with time t such that the FMB follows a
circular trajectory with radius RS . The parameter pR is introduced in this study to vary
the radius of the trajectory which is prescribed by the tangential and centripetal forces,
FT and FC , respectively, and the moment MC . The total mass of the frame is m and Jz
is the (constant) moment of inertia around the z axis at the reference configuration. An
additional dead load is applied at an offset at point PG, shown in Figure 5.16, to stabilise
the structure, as the FMB tends to diverge from the spiral path under deformation. The
stiffness parameter σ is used again in this problem to vary the stiffness of the structure. A
mesh size of 60 2-noded elements and a time step of ∆t = 0.1 s was found to be sufficient
to capture the main dynamics of the problem, which was simulated for 80 s.
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Figure 5.16: Load history of the FMB spiral problem.
The first part of the study will analyse the effect of inertial decoupling for a fixed radius
of RS = 80 m, i.e. pR = 1, and varying stiffness. In the second part the radius will be
varied for a single stiff configuration to isolate the effect of varying gyroscopic forces on
the mean axes approximation. Starting with pR = 1, the overall motion of the CM is
shown in Figure 5.17 for a range of stiffness parameters σ with the corresponding vertical
tip deflections presented in Figure 5.18. The effect of large deformations on the rigid-
body motion is captured in Figure 5.17(a), which shows large discrepancies between the
linearised and fully-nonlinear solution for the very flexible case (σ = 4). With increasing
values of σ both solutions converge, such that for σ ≥ 10 the linearised formulation
can accurately capture the very large and nonlinear rigid-body motion of the structure
accurately with relative errors below 3.2%. However, the overall motion is still affected
by the (small) elastic deformations. This is shown by including the trajectory of the rigid
structure in Figure 5.17 to identify possible values of σ where the mean axes approximation
can be applied. It can be seen that the spiral motion of the FMB converges to the rigid
case for σ ≥ 50 with relative errors below 1%.
Figure 5.18 shows the elastic deformations of the FMB comparing the fully-nonlinear
solution with the linearised formulation and the mean-axes approximation. As expected,
the linearised formulation tends to over-predict the structural deformations in the very
flexible case with σ = 4, where geometric nonlinearity effects are dominant. However, the
elastic response is becoming linear with increasing stiffness of the structure. Neglecting
the nonlinear gyroscopic forcing terms in the mean-axes approximation counteracts this
over-prediction and again happens to match the nonlinear solution more accurately for
the flexible range (σ < 10), even though the rigid-body response is still largely affected by
the elastic deformations in this range, as shown in Figure 5.17(a).
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Figure 5.17: Trajectory of the FMB spiral problem for the different formulations.
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and different σ values.
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The same can be observed in Figure 5.19, which shows the relative error norm of lin-
earised and mean-axes approximations compared to the fully-nonlinear solution in pre-
dicting the maximum tip displacement, max (∆RA), at point Ptip for a range of σ values.
The mean-axes approximation neglects the couplings and under-predicts elastic deforma-
tions, which results in smaller errors compared to the linearised solution for very flexible
cases (σ < 8). However, this result is problem-specific and for stiff cases (σ > 20), the
relative error norm of the mean-axes assumption converges to a constant value of about
12%. As before, when σ → ∞, the relative contribution of the elastic gyroscopic forces
to the structural dynamics is independent of σ resulting in constant relative errors in the
displacements.
To complete the analysis, the last part of this section will investigate the effect of the
vehicle kinematics (characterised by radius parameter pR) on the error given by the mean-
axes approximation. This will be done for the very stiff configuration with σ = 50 which
exhibited maximum tip displacements below 1% for pR = 1 but resulted in 12% error using
the mean-axes approximations (compare Figure 5.18). The trajectory of the CM is shown
in Figure 5.20 for four different load cases. For this very stiff problem the prescribed forces
result in zero angular velocity components around x and y axes and the maximum ωGz
component at t = 80 s is inversely proportional to pR.
The centrifugal forces result in predominantly antisymmetric in-plane bending of the
frame, where the comparison between the different solution methods in Figure 5.18(c)
demonstrated that the elastic response remains linear for this very stiff problem and that
application of the mean-axes approximation results in smaller deflections for pr = 1. As
expected, for larger radii the mean-axes solution converges to the nonlinear response and
hence smaller angular velocities, as shown in Figure 5.21 for pR = 5. This behaviour is
demonstrated in detail in Figure 5.22 which shows the correlation between the maximum
relative error norm of the right tip deflection and its components with the radius parameter
pR. The error in in-plane bending (RAy and RAz) contributes the most to the overall
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problem with σ = 50.
relative error norm. It is evident that there is a direct correlation between the angular
velocity ωGz, which is inversely proportional to the radius parameter pR, and the relative
error of the mean-axes approximation in predicting the elastic response. The contribution
of the gyroscopic forces to damping and stiffness matrices are neglected under the mean-
axes approximation in order to decouple the modal system equations. The error of this
approximation is dominated by the angular velocity ωGz, as the norm of the translational
velocity, vG, is constant for all radii.
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The studies in this section have demonstrated that the gyroscopic forces can have a
noticeable impact on the vehicle structural dynamics. This is particularly relevant for
flexible aircraft subject to large manoeuvres, where the mean-axes approximation can lead
large errors in dynamic load calculations. This will be explored in the next chapter, which
will also exercise the proposed consistent linearisation on a full aircraft configuration.
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Chapter 6
Application of the Aeroelastic Sim-
ulation Framework to the Analysis
of Flexible Aircraft
This chapter will present different numerical studies that demonstrate the multidisciplinary
environment for the Simulation of High-Aspect-Ratio Planes (SHARP) introduced in this
work. The integrated aeroelastic and flight dynamics framework enables the complete
analysis of flexible aircraft configurations including static aeroelastic analyses, trim, linear
stability analyses and dynamic open- and closed-loop time simulations. The emphasis lies
heavily on the coupling between the possibly large static and/or dynamic wing deforma-
tions and the vehicle flight dynamics.
SHARP is a complex simulation environment which couples three modules – structural,
rigid-body and aerodynamics – in a unified framework. To gain a significant level of
confidence in the numerical implementation, the individual modules and coupled solvers
have been verified in previous work. These included verification studies of (a) the structural
solver in Ref. [137] for static and dynamics problems with large elastic displacements,
(b) the geometrically-nonlinear aeroelastic simulation environment in Ref. [127] for static
problems with large wing displacements and dynamic time-domain solutions and (c) the
state-space aeroelastic framework for flutter predictions in Ref. [128]. This work has
contributed to the verification of the flexible-body dynamics module for flexible-body
configurations without aerodynamics, as presented in the previous chapter. In this chapter
further studies will verify the linearisation of the UVLM for prescribed rigid-body motions
of flexible aerofoils.
The chapter will also demonstrate the reduced-order modelling capability in SHARP
on two aeroelastic problems of increasing complexity, following the model reduction ap-
proaches presented in Chapter 4. The Goland wing problem will first serve to highlight the
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reduced-order modelling approach on an unstable linear aeroelastic system, given by the
monolithic framework presented in Subsection 3.2.4 (neglecting the rigid-body DoF), with
the aim to synthesise a robust flutter suppression controller. Robust control methods, such
as the proposed H∞ controller, can provide sufficient control performance when applied
to the full-order response, even in the presence of significant model mismatch between
the reduced- and full-order systems. The use of higher-fidelity (reduced-order) aeroelastic
tools in the control synthesis, however, can also guarantee a significant level of robust-
ness if the controller is applied to real-world problems. This simple clamped aeroelastic
problem will also contribute further verification studies to test the full-order state-space
aeroelastic formulation.
The second section in this chapter will also include rigid-body DoF with the aim to
exercise the linearised frameworks on a representative flexible HALE aircraft subject to
large manoeuvres. This extensive study will firstly illustrate the effect of large wing
deformation at trimmed flight on the dynamic stability behaviour of the aircraft which
will also be explored in open-loop time-marching simulations. The latter will contribute
significant insight into the effect of consistent linearisation of the structural DoF on the
prediction of the flexible-aircraft dynamics response with emphasis on the interaction
between the vehicle structural and rigid-body dynamics. This information will be used
to evaluate the limits of applicability of the mean axes approximation for dynamic load
calculations of a full aircraft configuration.
The last part of this chapter will then focus on model reduction of the manoeuvring
HALE configuration subject to control surface inputs, as outlined in Subsection 4.3.2.
Starting point for the reduced-order modelling approach is the consistent linearisation of
the structural and aerodynamic DoF, but the vehicle rigid-body dynamics are allowed
to remain large to capture the arbitrary manoeuvres of the flexible aircraft. Numerical
studies in Subsection 6.2.4 will demonstrate the application of balancing methods to the
resulting linearised aeroelastic framework. This will be seen to provide a very low-order
alternative to standard aeroelastic tools.
6.1 The Clamped Goland Wing Problem
The Goland wing problem has been introduced in Section 4.1 to illustrate the numerical
issues associated with reduced-order modelling of the aeroelastic response. In this sec-
tion we will return to this simple benchmark problem to firstly verify the implementation
of the aeroelastic framework, Eq. (3.19), and secondly to explore the proposed balanced
truncation method for the linear system. The Goland wing is a stiff cantilever for which
the relevant properties have been summarised previously in Table 4.1. Figure 6.1 illus-
trates the low-aspect-ratio wing geometry showing the different representations of the
aerodynamic lattice and the beam discretisation. The aileron input also highlighted in
the figure will be used next to verify the full-order aeroelastic system which will provide
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a suitable starting point for reduced-order modelling of the problem in Subsection 6.1.3.
These model reduction techniques will then be illustrated on a full HALE configuration
in the subsequent Section 6.2.
A
x
y
z Aileron input
Measured tipdeflection
1.83 m
6.10 m
Figure 6.1: Undeformed Goland wing geometry with definition of system in- and outputs.
Material properties have been defined in Table 4.1.
6.1.1 Verification of the Aeroelastic Module
The homogeneous form of Eq. (3.19) defines the discrete-time generalised eigenvalue prob-
lem for each free-stream velocity. Comparison of the system eigenvalues over a range
of velocities provides the aeroelastic flutter boundary of the Goland wing which will be
benchmarked against published results [73, 128, 141, 197]. Note that Murua et al. [128]
have presented a detailed flutter analysis of the Goland wing also using the framework
SHARP but with a relatively coarse discretisation.
Table 6.1: Flutter speed, Vf , and frequency, ωf , of the Goland wing for M chordwise and
N spanwise bound vortex panels.
Source Discretisation (M ×N) States Vf , m/s ωf , rad/s
Present 8× 26 2444 165 73
Present 12× 26 3484 168 71
Present 16× 26 4550 169 70
Goland [73] - - 137.2 70.7
Wang et al. [197] - - 174.3 -
Murua et al. [128] 4× 10 - 166 72
In this work, a convergence study is conducted first to determine an appropriate spatial
discretisation in the coupled full-order model, which is dominated by the UVLM discreti-
sation. To ensure mesh consistency, varying the number of chordwise bound panels also
affects the time step of the discrete-time problem and, hence, the number of panels used to
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discretise the wake. A wake length of 15 chord lengths was kept in this study as determine
by another convergence study. Table 6.1 shows that M = 16 chordwise and N = 26 span-
wise bound panels, resulting in over 4500 aeroelastic states, are required to solve the flutter
problem accurately with a tolerance of±0.5 m/s. With this discretisation, the flutter speed
is Vf = 169 m/s, and frequency, ωf = 70 rad/s, which is in excellent agreement with the
values reported in the literature based on 3-D potential-flow aerodynamics [127, 197]. The
flutter boundary for this wing, however, is sensitive to small variations in speed and a
smaller number of panels may be needed at lower, stable free-stream velocities.
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Figure 6.2: Open-loop response of the Goland wing subject to sinusoidal aileron input with
1 deg amplitude at different free-stream velocities, V .
The converged state-space aeroelastic system with 16×26 bound panels (4550 aeroelastic
states) is then verified against the nonlinear time-marching solution at two different free-
stream velocities of V = 140 m/s (0.83Vf ) and V = 180 m/s (1.07Vf ), respectively.
The reference solution is obtained using the geometrically nonlinear aeroelastic solver in
SHARP with the nonlinear implementation of the UVLM, as defined in Subsection 3.2.2.
As defined in Figure 6.1, the single input to the linear system operates an aileron of 25%
chord length fixed to the last quarter of the wing and the system output is the vertical tip
deflection. The open-loop response to a sinusoidal input of 1 deg amplitude in Figure 6.2(a)
shows good comparison between the two solution methods below flutter speed over a range
of excitation frequencies, ω. The (unforced) flutter response, as shown in Figure 6.2(b) for
V = 180 m/s (1.07Vf ), is obtained following an initial sinusoidal excitation of the aileron
for one period with ω = 70 rad/s and again 1 deg amplitude. Both solutions predict the
exponential growth of the wing tip deflection at small amplitudes. Hence, if the size of
the state-space aeroelastic model is reduced significantly, such a system can be used for
robust flutter suppression using H∞ control [203] and will provide the motivation here for
model reduction of the aeroelastic system as outlined in the next subsection.
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6.1.2 Model Reduction of the Unstable Aeroelastic System
Model reduction of the state-space aeroelastic system, as outlined in Subsection 4.3.1,
will be explored next to reduce the unstable aeroelastic system of the Goland wing above
flutter speed (1.07Vf ). This simple single-input/single-output (SISO) system, which maps
the aileron input to the resulting wing tip deflection output, will be used first to demon-
strate the reduction process before applying the techniques to the full HALE configuration
with multiple inputs and outputs. However, before balancing methods can be applied, the
numerical issues introduced in Section 4.1 for the Goland wing problem need to be ad-
dressed. In this work, the ill-conditioned aeroelastic system will be stabilised using small
algorithmic damping of α = 5×10−3 in the modified Newmark integration scheme to shift
undesired high-frequency modes away from the stability boundary.
Following the reduction approach outlined in Figure 4.4, the full-order aeroelastic sys-
tem is firstly reduced through balanced truncation of the unstable plant whereby an initial
truncation to 500 states, chosen based on the system Hankel singular values, was found
to dramatically improves numerical efficiency of the subsequent reduction using the nor-
malised coprime factorisation method. The potential of the resulting model reduction is
shown in Figure 6.3 in terms of the scalar ν-gap metric which is zero if the reduced-order
system captures the input-output mapping exactly and one if model reduction leads to a
completely dissimilar representation [193]. For completeness, the ν-gap metric of a simple
balanced realisation without coprime factorisation is also included, which shows that the
proposed balanced coprime method can achieve marginally better reduced-order model
fidelities of the unstable system.
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Figure 6.3: ν-gap metric between full- and reduced-order models using balanced truncation
and balanced coprime factorisation. Superimposed are the Hankel singular
values of the balanced system.
At last, the Hankel singular values of the balanced system are also superimposed in
Figure 6.3. Note that the first two states have infinite HSV corresponding to the unstable
complex conjugate pair of the flutter mode. Following the description of the balanced
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truncation method in Subsection 4.2.1, the HSV indicate the contribution of each bal-
anced state to the system input-output mapping and provide an error bound of the model
reduction before the truncation. This is also evident from correlation of the HSV with the
ν-gap metric of the reduced-order models, as demonstrated in Figure 6.3.
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Figure 6.4: Comparison of different reduced-order balanced system responses against the
full-order model for a range of reduced frequencies, k = ωc/(2V ), at free-stream
velocity V = 180 m/s (1.07Vf ).
Based on the HSV of the balanced system, four different reduced-order models with
model orders of 2, 4, 8, and 12 states, as highlighted in Figure 6.3, are investigated in
this study. The first two states correspond to the unstable flutter mode. Figure 6.4
compares the Bode response of the selected reduced-order systems with the full-order
model in the mapping of the aileron input to the wing tip displacements over a range of
reduced frequencies, k = ωc/(2V ). It is clear from the results that only two balanced
states are needed to capture the coupling of the complex 3D unsteady flow characteristics
and the structural response of the Goland wing around the flutter point. More states
are required to also capture the higher-frequency response, but as little as 12 states are
sufficient to predict the response of the full-order system with 4550 states even at high
reduced frequencies of k = 3. These results show the potential of reduced-order modelling
using balancing methods, even for relatively large, unstable aeroelastic systems, leading
to substantial reductions of three to four orders of magnitude. This top-down approach
enables the use of higher-fidelity models for robust control synthesis, as illustrated in the
next subsection.
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6.1.3 Robust Control Synthesis for Flutter Suppression
Robust control techniques such asH∞ control methods have been demonstrated to provide
substantial alleviation of gust loads [39, 131] and, if included in aeroelastic design, can
provide significant vehicle weight reductions. The robustness property of H∞ methods
provides consistent controller performance even in the presence of uncertainties, e.g. due
to disturbances or model mismatch if controller is applied to the real plant [203]. The
latter can be tackled using high-fidelity aeroelastic models in the control synthesis, but
the large size and complexity of such models can make the design of robust controllers a
very difficult endeavour.
Hence, in this section the reduced-order aeroelastic system will be used to compute
a H∞ controller for alleviation of vibrations, as demonstrated in Cook et al. [39] for
gust alleviation of very flexible aircraft. In this work, however, the controller will be
demonstrated for flutter suppression of the Goland wing at a free-stream velocity of V =
180 m/s (1.07Vf ). Even though pole placement could be a natural choice to directly
stabilise the flutter mode on a SISO system, the flutter suppression problem provides a
simple environment to demonstrate the H∞ control synthesis based on a reduced-order
model, which can be applied to gust alleviation in future work. Due to its robustness
characteristics, H∞ control synthesis of very low-order reduced systems is expected to
maintain sufficient controller performance even if the controller is applied to the full-order
(nonlinear) aeroelastic system.
Following Ng et al. [131], the aeroelastic system in Eq. (3.19) is expanded to account
for a disturbance of the aileron, w. The resulting linear system can be written as [182]
∆xn+1 = A∆xn +B∆un +G∆wn
∆zn = C1∆x
n
∆yn = C2∆x
n,
(6.1)
where u is the control variable given by a second control surface and y is the measured
variable. The objective of the H∞ controller is to minimise the vertical wing tip deflection,
z, which is also the observed state of the controller, y, i.e. C1 = C2. Both ailerons used
to respectively disturb and control the system are assumed to be coincident which, even
though it is non-physical, simplifies the system input to B = G. The block diagram shown
in Figure 6.5 illustrates the feedback system, where the transfer function of the dynamic
controller, K(s), is given as
∆un = K(s)∆yn. (6.2)
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The transfer function of the aeroelastic system, G(s), in Eq. (6.1) can also be written as∆z
∆y
 = G(s)
∆w
∆u
 =
G11(s) G12(s)
G21(s) G22(s)
∆w
∆u
 , (6.3)
By coupling Eqs. (6.2) and (6.3), the closed-loop transfer function S(G,K) from w to z is
finally given by linear fractional transformation as [182]
S(G,K) = G11 +G12K(I −G22K)−1G21. (6.4)
The MATLAB R© Robust Control Toolbox [11] is used in this exercise to compute the H∞
controller, which is obtained through minimisation of the H∞ norm of S(G,K). The
controller was tuned with the weights W1 = 2 and W2 = 3 applied to the system outputs,
y, and inputs, u, respectively, to achieve maximum output performance for maximum
aileron deflections of 10 deg, whereby no measurement noise was assumed in this exercise.
G(s)
K(s)
z(s)w(s)
y(s)u(s)
Figure 6.5: Block diagram of a closed-loop system.
To demonstrate the application of the proposed model reduction, the controller is syn-
thesised based on the reduced-order system with nK states and is then applied to the
full-order system to stabilise the response. Figure 6.6(a) compares the state-space open-
loop and closed-loop responses, which suggests that two controller states are sufficient to
suppress flutter and that using more states in the control synthesis can deteriorate the
controller performance. This is also reflected in the root locus of the closed-loop system
shown in Figure 6.6(b) for the controller states nK = 2 and 40, which correspond to the
extreme cases considered in this study. The controller effectiveness varies with increasing
number of controller states, nK , but it can be seen from Figure 6.6(b) that the poles of
the closed-loop systems are always moved away from the flutter boundary.
Hence, this simple example based on the Goland wing problem demonstrates that a
very low-order, reduced system is sufficient to capture most features of the unsteady flow
and the resulting structural vibrations. It has been shown that this top-down approach
can be used for very efficient synthesis of a robust flutter suppression controller. This
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Figure 6.6: Demonstration of flutter suppression for the Goland wing at free-stream ve-
locity V = 180 m/s (1.07Vf ) for varying number of H∞ controller states, nK .
The imaginary part has been normalised with c/(2V ).
useful insight into the aeroelastic modelling of flexible aerofoils will be applied in the next
section on a full HALE configuration.
6.2 Flight Dynamics of a Flexible Aircraft Configuration
This section will at last demonstrate the consistent aeroelastic linearisation and reduced-
order modelling on a manoeuvring HALE configuration. The representative aircraft,
shown in Figure 6.7, consists of large-aspect-ratio flexible wings, a rigid fuselage and a
rigid empennage. It is similar to those of Patil et al. [142] and Murua et al. [128], but it
includes winglets in the main wing for lateral stability and the point mass of 50 kg was
moved to the centre of the main wing to guarantee static pitch stability [128]. The dihe-
dral members are rigidly-linked to the main wing at both ends at an angle of 20 deg. The
length fraction of each dihedral member over the semi-span of the main wing is defined as
λ, which will be used in this work as a parameter to study the impact of wing dihedral on
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the vehicle dynamics. The horizontal stabiliser and the vertical fin are modelled as lifting
surfaces without camber or pretwist, and the former includes an elevator modelled as a
quarter-chord-length control surface. The empennage is raised by 1.25 m with respect to
the main wing to avoid wake-tail collisions and it is rigidly linked to the main wing by a
non-lifting fuselage.
Payload, 50 kg
1 m
5 mElevator, 0.25 m
10 m
1 m
Aileron, 4 m x 0.25 m Aileron, 4 m x 0.25 m
1.25 m 3.75 m
20 deg
2 m
x
y
z
y (1‒λ)·16 m λ·16 m
Figure 6.7: Undeformed HALE aircraft geometry with front and top view (not to scale).
Table 6.2: HALE aircraft properties.
Main wing Tail plane Fuselage
Chord, c 1 m 0.5 m N/A
Semi-span for λ = 0, B 16 m 2.5 m N/A
Elastic axis (from l.e.) 0.5 m 0.25 m N/A
Centre of gravity (from l.e.) 0.5 m 0.25 m N/A
Mass per unit length 0.75 kg/m 0.08 kg/m 0.08 kg/m
Moment of inertia 0.1 kg·m 0.01 kg·m 0.01 kg·m
Torsional stiffness 1σ×104 N·m2 ∞ ∞
Bending stiffness 2σ×104 N·m2 ∞ ∞
In-plane bending stiffness 4σ×106 N·m2 ∞ ∞
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This basic aircraft configuration also includes two massless propellers, which are mod-
elled as point forces rigidly linked to the main wing. The mass per unit length of the
fuselage is the same as that of the horizontal and vertical tail planes, and thus the total
mass of this aircraft, including payload and structural mass, is 75.4 kg. The flight condi-
tions are V∞ = 30 m/s at an altitude of 20 km (air density 0.0889 kg/m3). The relevant
properties of the members are listed in Table 6.2. The stiffness parameter σ will be used
in the following studies to vary the stiffness properties of the main wing (decreasing σ
results in a more flexible main wing), whereas fuselage and T-tail are assumed to be rigid.
The following subsections will demonstrate the capabilities of the framework for Simu-
lation of High-Aspect-Ratio Planes (SHARP) on the HALE configuration, starting with
the geometrically-nonlinear trim solutions for the different geometry and material param-
eters, λ and σ. The effect of possibly large trim deformations on the aircraft dynamic
behaviour and the coupling between the vehicle flight-dynamic and aeroelastic character-
istics will then be explored through linear stability analyses and open-loop time marching
solutions. The latter will also demonstrate the modal approach for manoeuvring flexible
aircraft which will be used to evaluate the mean axes approximation for a full aircraft
configuration including aerodynamics. At last, this section will demonstrate a low-order
higher-fidelity alternative applying the reduced-order modelling approach to the manoeu-
vring flexible HALE configuration.
6.2.1 Nonlinear Trim for Steady Flight
As a first step, the vehicle is trimmed for steady level flight through three inputs, namely
angle of attack, elevator deflection, δtrime , and thrust per propeller. The trim characteristics
of the HALE aircraft are presented in Figure 6.8 for dihedral member ratio, 0 ≤ λ ≤ 1/2,
and stiffness parameter of the main wing, 1.1 ≤ σ ≤ 1000. The tip deflection of the main
wing, non-dimensionalised with the overall semi-span of the main wing, B, is also included
in Figure 6.8. Parameter σ = 1 corresponds to the original stiffness properties from Patil
et al. [142], but it gives tip deflections over 40% at current flight conditions of 30 m/s
(compared to original 25 m/s) which were deemed unrealistic.
It can be seen that the angle of attack initially drops with increasing flexibility due
to favourable twisting of the wing. However, this is opposed by wing bending for very
flexible configurations (σ ≥ 2) resulting in loss of vertical forces because of the additional
wing dihedral and illustrates the importance of geometrically nonlinear effects on the
aircraft trim characteristics. Similarly, the increasing span ratio of the dihedral members,
λ, is also compensated by a larger angle of attack and elevator deflection. The wing tip
deflection decreases for increasing values of λ due to the decrease in bending moment from
the dihedral members, as the lift vector is pointing inwards. The nonlinear variation of
the tip deflection with σ also demonstrates the effect of geometric nonlinearity on the
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Figure 6.8: Trim angle of attack, elevator deflection, thrust per propeller, and vertical tip
deflection of the main wing, ∆RAz/B, as a function of wing flexibility, σ, and
dihedral member ratio, λ.
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Figure 6.9: Trim deformation of HALE aircraft with λ = 1/2 and different stiffness pa-
rameters σ. (Figure shows actual deformations.)
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wing deformations for very flexible configurations (σ ≤ 5). This is also highlighted in
Figure 6.9 which shows the large effective wing dihedral for very flexible trimmed HALE
configurations with λ = 1/2 and different stiffness values σ.
6.2.2 Linear Stability Analysis
The dynamic stability of this HALE configuration is studied next to investigate the effect
of dihedral member ratio, λ, and flexibility, σ, on the vehicle flight dynamics. For each
trim solution, the dynamic stability characteristics of the deformed HALE configuration
are directly obtained from the eigensolution of the homogeneous form of Eq. (3.19) which
integrates the aircraft aeroelastic and flight dynamic response in a monolithic framework,
as presented in Subsection 3.2.4. Mesh convergence in the discretisation of the aerody-
namic domain was achieved for 8 bound panels per chordwise meter and 2 panels per
spanwise meter of lifting surfaces which results in a finer aerodynamic lattice than the one
shown in Figure 6.9. A convergence study indicated that a wake length of 15 m and a time
step of 0.02 s are sufficient to accurately capture the flexible aircraft dynamics. The beam
elements coincide with the aerodynamic panels in the spanwise direction. The resulting
total system size is 6171 states, which includes 5094 aerodynamic states, 1068 structural
states, and 9 rigid-body states.
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Figure 6.10: Root loci of the eigenvalue analysis with the stiffness of the main wing, σ, as
parameter: flight dynamic, aeroelastic, and aerodynamic modes highlighted
with solid, dashed, and dotted curves. The imaginary part has been nor-
malised with c/(2V ).
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Figure 6.10 presents the root locus of the linear flexible-aircraft dynamics system as a
function of the wing stiffness, σ, for a dihedral ratio of λ = 1/4. As the aeroelastic system is
derived in discrete time, we have converted the discrete-time eigenvalues to continuous time
for an easier interpretation and the imaginary part of the eigenvalues has been normalised
again with c/(2V ) to present the modes in terms of reduced frequency. Figure 6.10(a) only
shows the roots near the origin and the highly-damped aerodynamic modes as well as the
lightly-damped aeroelastic and flight dynamic modes have been identified by their mode
shapes. The stiffness values have been unevenly spaced, as defined in Figure 6.10(a), where
the two extreme cases are representative of a very flexible (σ = 1) and a stiff (σ = 1000)
wing.
The zoom in Figure 6.10(b) shows the frequency and damping overlap between the
aerodynamic, aeroelastic and flight dynamic modes, where the variation with σ has been
traced with dotted, dashed and solid curves, respectively. The first few coupled modes of
the flexible vehicle have been identified and are designated by the names of their rigid-
aircraft counterparts, e.g., phugoid, short period, etc., although they also include vehicle
deformations. The aeroelastic modes are labelled with Arabic numerals where Modes 1,
3, and 5 have been identified as symmetric bending/torsion modes and Modes 2, 4, and
6 correspond to the anti-symmetric modes. The two aerodynamic modes labelled with
Roman numerals will also be investigated in this stability analysis.
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Figure 6.11: Zooms of the root loci of Figure 6.10(b) showing the flight dynamic modes
close to the origin. The imaginary part has been normalised with c/(2V ).
From Figure 6.10(b) it is clear that, as the stiffness of the main wing is increased,
the higher-frequency aeroelastic modes become less stable while the low-frequency flight
dynamic modes show the opposite trend. The non-oscillatory spiral divergence on the
other hand, becomes less stable with increasing stiffness. This can be observed in detail in
Figure 6.11(a) which highlights two flight-dynamic lateral modes: Dutch roll and spiral
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divergence. As flexibility increases, the less stable Dutch roll illustrates the detrimental
impact flexibility might have on the handling qualities of the vehicle. In contrast, the
spiral mode stability margin substantially increases with flexibility due to the larger static
deformations of the main wing at trim conditions.
Figure 6.11(b) zooms further in the root loci in order to visualise the phugoid mode.
For a rigid aircraft it is a lightly damped mode. As flexibility is increased, this mode
demonstrates the complex interaction between the elastic and rigid-body DoF: as the
aircraft pitches up and climbs first, the wings undergo a downward flapping-like motion.
As the vehicle pitches down and descends, the wing bends upwards, reaching the maximum
tip deflections before the cycle is finished. Whereas rigid and stiff aircraft present stable
phugoid modes, damping drops with increasing wing flexibility resulting in an instability
for 1.2 ≤ σ ≤ 1.7. However, for highly flexible cases (σ < 1.2) this trend is reversed which
results in stable configurations. To investigate this reversal in stability behaviour, we have
included the extremely flexible case of σ = 1 in Figure 6.11 and will examine the effect of
the outboard dihedral in the following.
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Figure 6.12: Root loci of the eigenvalue analysis for σ = 1.1 (in blue) and σ = 1000
(in black) with the dihedral ratio λ as parameter: (a) dominant roots, and
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To complete this discussion, Figure 6.12 shows the root loci for a very stiff (σ = 1000)
and a very flexible (σ = 1.1) aircraft for varying dihedral ratio, λ. Here, we only focus
on the dominant flight dynamic modes: Dutch roll, spiral divergence, and phugoid. Fig-
ure 6.12(a) shows that an increase of the dihedral member ratio leads to a less stable
Dutch roll, while it increases the resistance against spiral divergence, as already seen in
Figure 6.10(a) for increasing flexibility. That is, static deformations and dihedral ratio
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have the same effect on the lateral modes. As the dihedral ratio is varied, these trends are
consistent for both the rigid and flexible vehicles. As expected, wings with very small or
no dihedral lead to unstable spiral modes.
Figure 6.12(b) focuses on the region closer to the origin in order to expose the char-
acteristics of the phugoid mode. Interestingly, the trends are opposite for the rigid and
flexible vehicles: the increase of dihedral ratio leads to a more stable phugoid in the flex-
ible aircraft (except for λ = 0), but the damping of the rigid phugoid decreases with λ.
From the trends of the phugoid mode in Figures 6.11 and 6.12, it is clear that static and
dynamic aeroelastic effects have opposing contributions, such that an increase of effective
wing dihedral due to wing bending (static effect) decreases phugoid stability, as deduced
from Figure 6.12, which explains the trend for 1.2 ≤ σ ≤ 1.7 in Figure 6.11. For more
flexible configurations the dynamic properties result in increased damping which dominate
over the static effects and tend to stabilise the aircraft.
The eigenvalue analysis of the monolithic system also captures the aerodynamic part of
the eigenvectors which will be investigated in the last part of this stability analysis for the
six modes highlighted with red squares in Figure 6.10(b). These modes correspond to the
most flexible configuration with λ = 1/4 and σ = 1 (42% tip deflection). The symmetric
phugoid and short period modes have been selected to observe the effect of unsteadiness
on two classical flight-dynamic modes of this very flexible aircraft configuration. Two
aeroelastic modes have also been highlighted, which exhibit symmetric (Mode 1) and
antisymmetric (Mode 2) bending/torsion couplings, and finally the symmetric (Mode I)
and antisymmetric (Mode II) unsteady aerodynamic modes.
Figure 6.13 shows the amplitude of the bound and wake circulation strengths, Γb and
Γw, of these mode shapes for the trimmed vehicle with σ = 1. As one would expect,
unsteady effects are negligible for the phugoid mode and no variation of circulation in the
chordwise direction of the wake is observed. With increasing frequency, however, quasi-
steady models may fail to predict the flight-dynamic response accurately, as shown for
the short-period mode in Figure 6.13(b). The higher-frequency aeroelastic modes (Modes
1 and 2) show distinct variations in the wake, which demonstrates the effect of elastic
deformations on the unsteady aerodynamic loads. On the other hand, Modes I and II
represent unsteady aerodynamic modes which couple with the structural and rigid-body
dynamics of the aircraft and are excited in the similar frequency range as their aeroelastic
and flight-dynamic counterparts (albeit highly damped).
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(a) Phugoid (b) Short period
(c) Mode 1 (d) Mode 2
(e) Mode I (f) Mode II
Figure 6.13: Aerodynamic component of the mode shapes for a very flexible aircraft, σ =
1, showing the circulation strengths of the vortex rings for the six modes
highlighted in Figure 6.10(b).
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A suitable reduced-order model should then preserve the relevant information of the
unsteady flow to predict the actual dynamic response of the aircraft. This shows that,
depending on the frequency content of the excitation, a large number of aerodynamic
states in addition to the dominant flight-dynamic and aeroelastic modes may be required
to capture the prevalent physics of the problem. The next subsections will explore the
dynamics of the full aircraft configuration through the consistent linearisation of, first,
the structural DoF and, subsequently, also the aircraft aerodynamics. This insight will
finally be used in Subsection 6.2.4 to produce very efficient reduced-order models for the
manoeuvring HALE aircraft.
6.2.3 Inertial Coupling Effects on the Aircraft Open-Loop Response
This section will investigate the effect of consistent linearisation of the structural DoF on
the dynamic response of the vehicle defined in Figure 6.7 and Table 6.2. The aircraft is
subject to various excitations in the form of commanded inputs on ailerons and elevator
and the open-loop response is computed using the linearised and mean axes solutions, as
well as the full nonlinear solver. To isolate the effect of linearisation of the structural
DoF only, the aerodynamics are first computed using the geometrically-nonlinear time-
marching description of the UVLM, as derived in Section 3.1, for all results presented in
this subsection. The linearised state-space form of the UVLM will however be exercised
in the next subsection. The stiffness parameter σ is also used in this study to explore the
effect of flexibility on the nonlinear flight dynamic response.
All further investigations in this section will be limited to the HALE configuration with
dihedral member ratio λ = 1/4, which was shown to be stable for the whole range of
stiffness values with lightly-damped spiral and phugoid modes (see Figures 6.10-6.12).
For the dynamic analysis, the control surface inputs of ailerons and elevator (denoted by
subscripts a and e, respectively) are prescribed such that δa = ±δ∗a and δe = δtrime + δ∗e
with the time histories of δ∗a,e shown in Figure 6.14. The elevator inputs are prescribed
around the trim inputs, δtrime , while the ailerons, as defined in Figure 6.7, are not used
for trimming the aircraft but are deployed anti-symmetrically with ±δ∗a. The open-loop
response of the aircraft is computed for 50 s using a time step of 0.02 s.
Figure 6.15(a) shows the angular velocity components of the rigid vehicle expressed in
the body-fixed frame A, which is orientated as shown in Figure 6.7, such that rotations
around the x, y and z axes respectively correspond to roll, pitch and yaw of the aircraft.
The time history of the angular velocity norm, |ωA|, indicates that the aircraft response
remains only lightly damped even long after the command (t ≥ 20 s). This finding is
in agreement with the above stability analysis in Figure 6.10, which suggests that the
rigid aircraft is only marginally stable. It was also shown, however, that the spiral mode
becomes more stable with increasing flexibility due to wing dihedral. To demonstrate this
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Figure 6.15: Rigid-body angular velocity components of the HALE aircraft in response to
Figure 6.14: (a) time history of the rigid vehicle and (b) maximum norm of
ωA and its individual components for varying stiffness computed using the
geometrically nonlinear model.
behaviour Figure 6.15(b) compares the maximum norm of the angular velocity ωA and
its components for different values of the flexibility parameter, σ. The yaw rate, ωAz, is
damped much faster for flexible platforms (σ < 5) and the response is dominated by the
less stable phugoid mode in this flexibility range.
In addition to the stability characteristics, flexibility impacts the controllability of the
aircraft. Figure 6.16(a) shows its trajectory in the x-y plane (top view) for different
stiffness values σ and demonstrates control reversal with increasing flexibility of the main
wing. For the flexible configuration with σ = 2, wing twisting results in minimal control
authority of the ailerons. Controllability can be further explored on the linear system by
evaluating the controllability Gramians, Wc, as defined in Section 4.2, but this will not
be investigated further in this work. Figure 6.16(b) shows the effect of flexibility on the
altitude response of the HALE aircraft. The frequency of the resulting oscillatory motion
matches closely the phugoid mode presented for this configuration in Figure 6.10. The
reduction in frequency with increasing flexibility is also captured in this response.
137
Chapter 6. Application of the Aeroelastic Simulation Framework to the Analysis of
Flexible Aircraft
−1500 −1000 −500 0 500
−1000
−500
0
500
 
 
r G
y 
[m
]
rGx [m]
nonlinear
linearised
mean−axes
σ=1000
σ=10
σ=5
σ=2
σ=1
σ=1.5 σ=1.1
(a) x-y plane using different models
0 5 10 15 20 25 30 35 40 45 50
−100
−80
−60
−40
−20
0
20
40
 
 
r G
z 
[m
]
time [s]
σ=1000
σ=10
σ=5
σ=2
σ=1.5
σ=1.1
σ=1
(b) Time history of altitude, z, using the geometrically nonlinear model
Figure 6.16: Trajectory of the HALE aircraft in response to Figure 6.14 for λ = 1/4 with
stiffness of the main wing, σ, as parameter.
To compare the effect of linearisation of the elastic DoF, Figure 6.16(a) also presents
the dynamic behaviour obtained using the consistently linearised flexible-body dynamics
formulation, Eq. (2.37), which suggests that geometrically nonlinear deformations have a
negligible effect on the aircraft motion in the x-y plane. The effect of geometric nonlinearity
is very different in the altitude response of the aircraft. This is demonstrated in Figure 6.17,
which shows the maximum error of the linearised formulation to compute the vertical
position for varying flexibility of the main wing. The maximum norm of the HALE aircraft
altitude was used to normalise the error for each σ. The linearised solution accurately
captures the rigid-body response for mildly-flexible vehicles (σ ≥ 5 corresponding to 7%
wing tip deflections), but the geometrically nonlinear deformations dominate for more
flexible configurations.
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Figure 6.17: Maximum relative error norm of aircraft altitude using linearised and mean
axes approximations compared to the nonlinear solution for λ = 1/4 and
varying stiffness σ.
The open-loop response of the HALE aircraft has also been computed using the mean
axes approximation, as introduced in Subsection 5.2.2 for the flexible multi-beam configu-
ration. In the problem studied now, aerodynamics are also included but they are computed
on the actual instantaneous geometry. For small deformations this converges to the classi-
cal mean axes approximation, as it is commonly found in flight dynamic simulations [162],
and allows to isolate the effect of inertial decoupling of the flexible-body dynamics equa-
tions. The mean axes solution to the rigid-body response of the HALE aircraft is included
in Figures 6.16 and 6.17 and compared with the fully-coupled, nonlinear reference solution.
The error norm in Figure 6.17 gives an insight into the effect of neglecting the gyroscopic
forces due to elastic deformations. One would expect the error to increase with flexibility,
as is the case for σ < 2, but a local maximum occurs at σ = 10 which represents a rather
stiff configuration with 5% maximum wing deformations. We saw from Figure 6.15(b)
that the angular velocity of the aircraft, and hence the contribution of the gyroscopic
forces, reduces with increasing flexibility. This competition between the opposing effects
of gyroscopic forces and flexibility results in the peak at around σ = 10.
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Figure 6.18: Vertical tip deflection of the right main wing normalised with the semi-span
of B = 16 m for dihedral ratio of λ = 1/4.
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The right wing tip deflection is presented in Figure 6.18 for a stiff (σ = 10) and a
very flexible (σ = 1.1) aircraft. Whereas the flexible case exhibits static equilibrium
deformations of 37% of the semi-span, the maximum amplitude in the transient around
this equilibrium is below 10% of the semi-span. As a result, the linearised formulation is
able to capture the amplitudes of the large deformations well even for the very flexible
problem, which is presented in Figure 6.18(b). However, as the mass matrix is assumed
constant in the linearised approach, the change in geometry due to the deformations and
the resulting change in stability behaviour of the aircraft cannot be captured which results
in a frequency shift. Figure 6.19 shows the maximum error norm of the vertical wing tip
displacement which were normalised with the maximum wing deformations for each σ.
The linearised approach predicts the displacements well even for very flexible aircraft
with σ = 2 and wing deformations of up to 26% of the semi-span. For more flexible
configurations the resulting phase shift due to geometric nonlinearity effects dominate.
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Figure 6.19: Maximum relative error norm of vertical wing tip deflections for λ = 1/4 and
varying σ.
At last, it is shown that the mean axes approximation tends to overpredict the elastic
deformations in the open-loop dynamics. Figure 6.18(a) indicates that even for relatively
stiff problems (σ = 10), corresponding to maximum deflections below 5% of the semi-span,
the mean axes approximations results in errors around 9% compared to the nonlinear
reference solution. Similar to the FMB problem, Figure 6.19 shows that even for near-
rigid vehicles (σ ≥ 100) the relative error remains constant around 1% for the commanded
manoeuvre.
Whereas it was shown in Figure 6.17 that the mean axes approximation can give a good
estimate of the open-loop flight dynamic response for very stiff structures, we see that it
results in unreliable predictions of the elastic deformations even for very stiff aircraft. This
makes it less suitable for the prediction of dynamic manoeuvre and gust loads. Instead,
the proposed consistent linearisation of the structural DoF includes all gyroscopic cou-
plings and accounts for large wing deformations at the trim equilibrium. The linearised
flexible-body dynamics equations can also be projected on a few vibration modes of the
unconstrained vehicle which will be demonstrated next as a starting point for further
model reduction of the aeroelastic framework.
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6.2.4 Reduced-Order Modelling of the Manoeuvring Flexible Aircraft
This section will demonstrate the application of balancing methods, as outlined in Sub-
section 4.3.2, to obtain the unsteady aerodynamic loads of the flexible HALE aircraft
subject to commanded antisymmetric aileron inputs. The open-loop response of the ma-
noeuvring vehicle will be modelled using the coupled aeroelastic framework presented in
Subsection 3.2.3 which is based on the consistent linearisation of the vehicle aeroelastic
DoF. Hence, under the assumption of small displacements and slow manoeuvres, the gen-
eralised unsteady aerodynamic loads are computed in time domain using the linearised
UVLM. The inputs to the linear aerodynamic system are defined in Eq. (3.18) as the gen-
eralised coordinates, uΦ, and the aerodynamic inputs, uF , to account for control surface
deflections and atmospheric disturbances.
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Figure 6.20: Aerodynamic coefficients for the flexible HALE wing (σ = 5, no dihedral,
and 5 deg AoA) subject to forced harmonic rigid-body motions of the A
frame with ω = 2pi rad/s: comparison between the geometrically-nonlinear
time-marching and the linearised full-order state-space solutions.
Before the reduced-order modelling approach will be applied to flexible aircraft prob-
lems, the linearisation of the UVLM is verified for a subproblem of the HALE configura-
tion. The flexible main wing with σ = 5 and zero-degree dihedral angle of the winglets
is subjected to prescribed harmonic motions of the origin of the A frame (fixed to the
wing root). Sinusoidal plunge, pitch, and roll perturbations with an excitation frequency
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of ω = 2pi rad/s (reduced frequency of k ≈ 0.1) are prescribed with respect to the inertial
frame around a geometrically-nonlinear equilibrium condition at 5 deg angle of attack and
V∞ = 30 m/s. This problem allows the verification of the aerodynamic load calculation of
the aeroelastic framework in Eq. (3.18), where plunging and rolling motions of the flexible
wing are prescribed manoeuvres through the input uΦ and the pitching motion is in-
putted through uA to verify a full-chord, full-span control surface deflection. Comparison
of the dominant aerodynamic coefficients with the geometrically nonlinear time-marching
solution in Figure 6.20, demonstrates the validity of the linearised full-order state-space
approach to predict the 3D unsteady aerodynamic loads. Note that, following the fa-
miliar definition of the lift and pitching moment coefficients, the aerodynamic forces and
moments have been normalised with the dynamic pressure, (0.5ρV∞), and the total wing
area of 32 m2. The resultant moments have been further normalised with the wing chord
to obtain aerodynamic moment coefficients.
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Figure 6.21: Comparison of reduced-order models in terms of frequency response of flexible
HALE wing (σ = 5) with aerodynamic loads due to the harmonic plunging,
pitching and rolling motions for different reduced frequencies, k = ωc/(2V∞).
It is now convenient to first demonstrate the proposed reduced-order modelling ap-
proach for manoeuvring aircraft, introduced in Subsection 4.3.2, on the simplified HALE
wing subject to prescribed harmonic motions. For the converged solution, the size of the
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full-order aerodynamic system reaches 4864 states due to the fine discretisation of the
wake for a time step of 0.02 s (and the same wing and wake discretisation as in Sec-
tion 6.2.2). However, wake panels that have converged far downstream may have only
a small contribution on the unsteady aerodynamic loads which provides the motivation
for model reduction. Figure 6.21 demonstrates the potential of balanced truncation on
the large multi-input/multi-output aerodynamic system, which maps the 774 structural
and rigid-body inputs to 390 aerodynamic load outputs. Note that the system inputs
have been converted to a state-space representation which corresponds to 2×6×64 nodal
displacements and velocities and 6 rigid-body velocities. Figure 6.21 shows the frequency
response of different reduced-order aerodynamic systems for the above harmonic plung-
ing, pitching and rolling motions and the corresponding dominant unsteady aerodynamic
loads as outputs over a range of reduced frequencies, k = ωc/(2V∞). The number of
retained balanced states were chosen according to the HSV of the balanced system (not
shown here). The results in Figure 6.21 suggest that as little as 6 aerodynamic states
(from the original 4864 states) are sufficient to compute the unsteady loads of the flexible
wing subject to rigid-body motions and control surface deflections even at high reduced
frequencies.
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Figure 6.22: Open-loop response of HALE aircraft subject to antisymmetric aileron inputs
for the full-order state-space system for varying stiffness, σ. Tip deflections
are normalised with B · σ−1.
At last, modal reduction of the nonlinear flexible-body dynamics EoM, as outlined in
Section 2.3, will be demonstrated on the open-loop response of the full HALE configura-
tion subject to antisymmetric, sinusoidal aileron inputs. With a frequency of 1.29 rad/s
and amplitude of 5 deg, the aileron excitation is comparable to the Dutch roll mode of
the flexible configuration with σ = 5, as shown in the previous stability analysis in Sub-
section 6.2.2. The resulting full-order open-loop response is presented in Figure 6.22 in
terms of the correlation between the rigid-body response (roll angle of the aircraft) and
the structural dynamics behaviour (deflection of the right wing tip normalised with the
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semi-span B and the stiffness parameter, σ). The transient response is shown for three
cases of σ, where σ = 1000 corresponds to the near-rigid configuration. Even though
the aileron excitation results in small structural deformations below 1%, in addition to
the (large) trim deformations, the effect on the rigid-body response is significant. While
the near-rigid configuration always returns to its initial roll attitude, the flexible aircraft
configurations overshoot instead and thus amplify the gyroscopic coupling between the
(stable) structural and flight dynamics.
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Figure 6.23: Effect of model order of aerodynamic system on open-loop response of HALE
for σ = 2 and all flexible-body dynamics modes.
The reduced-order modelling approach for the time-marching solution of manoeuvring
flexible aircraft, as presented in Figure 4.5, enables a twofold reduction of the aerodynamic
subsystem and the modal form of the flexible-body dynamics module through separate bal-
anced and modal truncations, respectively. Balanced truncation of the large aerodynamic
system will be explored first. Comparison of the aircraft roll response and the resulting
elastic deformations for different reduced-order models in Figure 6.23 illustrates that only
one (balanced) aerodynamic state is sufficient to represent the main flow features of the
full-order aerodynamic model which originally had over 3000 states. More states would
be required to resolve the unsteady effects of the control surface deployment.
This is also reflected in Figure 6.24, which shows the time history of the wake of the
manoeuvring aircraft for the first period of the antisymmetric aileron input, 0 ≤ t ≤ 4.9
s. Note that in the actual simulation the wake is truncated at 15 chord-lengths and
Figure 6.24 instead presents the evolution of circulation strength of the trailing edge
vortex panels as they are shed into the wake at each time step. The results of the reduced-
order system have been retrieved through reverse transformation of the truncated balanced
state vector. Comparison with the full-order model shows that variations in the flow due
to the aircraft motion are captured accurately despite the tremendous reduction of the
aerodynamic model.
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Figure 6.24: History of the wake for the manoeuvring flexible aircraft with σ = 2 subject
to aileron inputs, showing circulation strengths of the wake vortex rings, Γw.
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Figure 6.25: Effect of number of flexible-body dynamics modes (ascending order of fre-
quency) on open-loop response of HALE for σ = 2 and full-order aerodynamic
system.
These results have been obtained using the full finite-element model and further model
reduction also of the flexible-body dynamics model can be achieved through modal trunca-
tion of the structural states, as shown in Figure 6.25. This also reduces the large number of
inputs and outputs of the (reduced-order) aerodynamic system. Note that the modal trun-
cation includes all modes in ascending order of the vibration frequency, even though it is
clear from the antisymmetric nature of the excitation that antisymmetric bending/torsion
modes predominantly contribute to the elastic response of the aircraft. The first anti-
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symmetric bending mode (mode 8), in addition to the six rigid-body modes, is sufficient
to capture the bending response of the aircraft, as shown in Figure 6.25(a). The vehicle
roll response in Figure 6.25(b), however, is strongly affected by the twisting of the main
wing due to the aileron excitation. Hence, the first antisymmetric torsion mode (mode
11) is also required to fully capture the dominant lateral dynamics of the HALE aircraft.
Both structural modes of the unconstrained aircraft have been depicted in Figure 6.26 for
illustration.
(a) 12.97 rad/s (b) 24.78 rad/s
Figure 6.26: First antisymmetric (a) bending and (b) torsion structural modes of the flex-
ible HALE configuration (σ = 2) around trimmed flight condition (trim ge-
ometry superimposed in gray).
As a result of the model reduction, only eight flexible-body modes (two structural and
six rigid-body modes) and a single aerodynamic state are required to model the lateral
dynamics of the manoeuvring aircraft with maximum relative errors below 10%, but natu-
rally the elastic response is captured more accurately if additional higher-frequency modes
are included in the projection of the flexible-body dynamics EoM. This can be seen from
Figure 6.27, which shows the L∞ error of the elastic (tip deflection) and rigid-body (roll
angle) response for the three HALE configurations presented in Figure 6.22, where the
maximum of both error norms is shown. The relative error, which is normalised with the
maximum wing deflection and roll angle for each σ, respectively, shows the contribution of
the elastic modes and balanced aerodynamic states on the accuracy of the reduced-order
system response. For the most flexible configuration in Figure 6.27(a), the antisymmetric
bending and torsion modes (8,11,12,15,18) clearly dominate the response but, as expected,
the number of required elastic modes reduces significantly for the stiffer aircraft in Fig-
ures 6.27(b)-(c).
Increasing the number of free-free modes in the projection of the flexible-body dynamics
EoM may increase accuracy of the higher frequency response, but it can also deteriorate
the effectiveness of balanced truncation of the aerodynamic system. This is evident in
Figure 6.27(a), where the inclusion of unnecessary symmetric elastic modes, e.g. modes
13-14 and 16-17, harms the accuracy of the reduced-order models for a given number
of aerodynamic states. The symmetric modes contribute little to the system response,
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Figure 6.27: Relative L∞ error of the HALE aircraft reduced-order open-loop response for
varying number of aerodynamic states and free-free modes (including the six
rigid-body modes) and three values of the stiffness parameter, σ.
but increase the number of inputs and outputs of the aerodynamic system and more
aerodynamic states are required to restore accuracy. This is an important aspect, if
the proposed aeroelastic reduced-order modelling approach were to be used for control
synthesis and/or optimisation.
In summary, the model reduction approach produces very low-order aeroelastic models
which can still accurately predict the dynamic response of flexible manoeuvring aircraft.
This is done for very flexible configurations with geometrically nonlinear wing deformations
at trimmed flight. The results in Figure 6.27 show that the full-order aerodynamic system
can be reduced dramatically (by three orders of magnitude) and still captures the inherent
3D features of the unsteady flow which are tightly coupled with the flexible-body dynamic
response of the aircraft. Modal projection of the flexible-body dynamics formulation
furthermore allows to control the number of inputs and outputs of the aerodynamic system,
which results in closed-form expressions of the EoM that accurately capture the gyroscopic
couplings between the rigid-body and the structural dynamics.
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Conclusions
This chapter will highlight the main outcomes of the multidisciplinary effort addressed in
this work. The first section will focus on the most important numerical challenges that
had to be solved in the integration of very diverse theories. The key contributions of the
resulting modelling approach will be presented in Section 7.2. Any accomplishments of
this work should nourish the ground for new questions. Section 7.3 will therefore finish this
dissertation by identifying pending issues and interesting applications that the presented
work can encourage.
7.1 Overall Conclusions
A reduced-order coupled aeroelastic and flight dynamics modelling approach for flexible
aircraft with a consistent linearisation of the structural dynamics around a nonlinear static
trim equilibrium was presented. This tightly coupled framework efficiently captures the
complex interactions between the elastic and flight dynamics response of manoeuvring
flexible aircraft.
This work is relevant for the development of next-generation aircraft with very high-
aspect-ratio wing configurations. This increases efficiency of long-endurance vehicles, but
it can also result in large wing excursions that current design methodologies fail to in-
corporate. Hence, the design of such aircraft should account for aeroelastic effects such
as gust and manoeuvre loads, flutter and control reversal. However, numerical efficiency
of the simulation environment is also a requirement for a fast turnaround in the design
process and the development of autonomous navigation systems for HALE UAVs.
7.1.1 Theoretical Development
The dynamics of manoeuvring flexible aircraft has commonly been computed using the
mean axes approximation to separate the vehicle flight dynamics from the structural re-
sponse. This crucial assumption enables the use of frequency-based unsteady aerodynam-
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ics, such as the doublet-lattice method over a range of reduced frequencies [5]. In this
work, we have shown that the resulting aeroelastic predictions are limited to relatively
stiff vehicles and may no longer be valid in high-load situations or for very flexible con-
figurations. Although geometrically-nonlinear approaches have recently provided great
insight into the effect of large wing deformations on the flight dynamics of flexible air-
craft [142, 169, 187, 197], they are computationally too expensive to be effective in aircraft
design.
Hence, a major motivation for this work was to develop an efficient low-order repre-
sentation of the coupled dynamics of very flexible aircraft. To achieve this, we firstly
focused on the flexible-body dynamics formulation, which was obtained by extending a
geometrically-nonlinear displacement-based beam formulation to account for large rigid-
body motions. We have shown that a numerically-efficient implementation can be built
using linear elements by parameterising the large rotations of the subcomponent cross-
sections using the Cartesian rotation vector. This parameterisation of the local rotations
also provides expressions for the linearisation of the rotational degrees of freedom, which
was used in the consistent linearisation in only the elastic degrees of freedom using per-
turbation methods. Hence, under the assumption that the structural subcomponents are
subject to small transient deformations, this linearised formulation results in flexible-body
dynamics equations written in matrix form, with coefficients that vary only with the vehi-
cle rigid-body velocities. In a time-marching solution, this implies that the damping and
stiffness coefficients have to be computed as the body-velocity changes, but the equations
are still linear in the structural degrees of freedom. A very large reduction in problem size
can then be obtained if the FEM discretisation is approximated by a small number of low
frequency vibration modes of the unconstrained structure. Unlike to the mean axes ap-
proximation, the linearisation of the structural degrees of freedom in this work is consistent
and captures all couplings between the nonlinear rigid-body dynamics and the linearised
structural dynamics due to gyroscopic effects. This provides a higher-fidelity approach
compared to the mean axes approximation, which naturally neglects these coupling terms,
but at a similar computational cost.
The unsteady aerodynamic flow around the instantaneous aircraft geometry was cap-
tured in this work using a 3-D geometrically-nonlinear implementation of the unsteady
vortex lattice method. The resulting aerodynamic loads of the manoeuvring aircraft are
obtained directly in time domain which greatly simplified the integration of the unsteady
aerodynamics with the flexible-body dynamics response of the aircraft. The perturbed
form of the flexible-body dynamics equations for small transient wing deformations has
also been coupled directly with the linearised version of the UVLM, which is computed
around a nonlinear aeroelastic trim equilibrium – including a deformed aerodynamic lat-
tice and force-free wakes in the steady state. The size of the resulting aeroelastic and
flight-dynamics system is thus comparable to that in the mean axes approximation, but it
includes the inertial coupling between the possibly large vehicle flight-dynamics and the
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small aeroelastic response. Moreover, it is also not necessary to pre-compute frequency-
domain aerodynamics, as it is done in solutions based on the doublet lattice method.
The last part of this thesis demonstrated model reduction of the linearised aeroelas-
tic subsystem in the transient analysis of manoeuvring flexible aircraft. The linearised
state-space form of the UVLM is suited for the application of balancing methods which
provide optimal model reduction of the aerodynamic subsystem. Completed with the
modal form of the (nonlinear) flexible-body dynamics module, which reduces the number
of generalised structural coordinates and aerodynamic loads, the proposed reduced-order
modelling approach results in a very compact but accurate time-domain description of
the flexible-aircraft dynamics. This provides a top-down solution methodology for robust
control synthesis, dynamic load calculations, optimisation and real-time simulations based
on a higher-fidelity but low-order aeroelastic model. Some of these applications have been
demonstrated in this work, as outlined next.
7.1.2 Numerical Simulations
The multi-fidelity descriptions of the flexible-body and aerodynamic modules have been
integrated in the framework for Simulation of High-Aspect-Ratio Planes (SHARP) which
enables the complete study of very flexible aircraft configurations. The numerical results
presented in this dissertation contribute further verification studies of the different modules
in SHARP and, secondly, demonstrate the proposed reduced-order methodology on a
number of unconstrained problems without and with aerodynamics.
First, the flexible-body dynamics module was exercised on free-flying flexible multi-beam
configurations subject to complex time-variant load cases to verify the implementation of
the geometrically nonlinear formulation. As opposed to other geometrically nonlinear
approaches, i.e. the intrinsic or strain-based formulations, the implemented displacement-
based method provides direct physical insight into the coupled problem, which was used
to ensure the correct coupling between the structural and rigid-body dynamics response of
the flexible body. The nonlinear formulation then provided the reference solution to inves-
tigate the effect of geometric nonlinearity on the transient response of the unconstrained
structure (without aerodynamics). Further studies finally exercised the modal approach
of the flexible-body dynamics module written in tensor form which identified important
gyroscopic coupling terms between different elastic modes and the rigid-body motion.
The flexible-body dynamics results in Section 5.2 also served to assess the mean axes
approximation. Whereas the rigid-body response always converged to the rigid case for
very stiff problems, the mean axes approximation failed to predict the elastic deformations
accurately for problems of rotational nature. This result was shown, both analytically and
numerically, to be independent of the level of deformation. More importantly, it was shown
that the error in the mean axes approximation correlates directly to the angular velocity
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of the flexible body. Neglecting the gyroscopic couplings may therefore have an important
effect in the aircraft dynamic manoeuvre loads.
To test that, the proposed linearised framework was also exercised in Chapter 6 on a T-
tailed aircraft representative of a HALE UAV. Starting from the geometrically-nonlinear
trim equilibrium, an eigenvalue analysis of the monolithic aeroelastic and flight-dynamic
system revealed the stability characteristics of the flexible aircraft. In particular, it was
shown that large wing dihedral, due to either large wing deformations at trim or designed
features such as winglets, had a dramatic effect on the (flexible) flight-dynamic modes; the
lateral modes were stabilised with detrimental effects on longitudinal modes increasing the
likelihood of unstable phugoid modes. Stability analyses also demonstrated the frequency
overlap between the aerodynamic, aeroelastic and flight-dynamic modes for very flexible
HALE configurations. It further provided an insight into the effect of flow unsteadiness
on the aircraft response, thus questioning the validity of quasi-steady models to capture
the aerodynamics of manoeuvring aircraft even for relatively stiff vehicles.
The open-loop transient response of flexible configurations subject to commanded lateral
control inputs confirmed the dramatic effect of geometrically-nonlinear trim deformations
on the (nonlinear) vehicle dynamics and illustrated the coupling between the aircraft
structural and flight-dynamics response. Both were shown to be adequately captured
even for rather flexible configurations using the linearised formulation which assumes small
wing deformations but allows the vehicle flight dynamics to be arbitrarily large due to, for
example, aircraft manoeuvres or gusts.
The linearised formulation was then applied to assess the mean axes approximation. It
was shown that inertial decoupling of the flexible-aircraft dynamics leads to wrong pre-
dictions of the elastic response even for stiff vehicles. The flight dynamics response on the
contrary, was found to be adequately predicted using the mean axes approximation which
enables the application of decoupled approaches for trajectory control of novel aircraft
designs. However, for dynamic load calculations and certification of novel aircraft con-
cepts, the proposed consistent linearisation of the aeroelastic degrees of freedom provides
a higher-fidelity alternative to frequency-based aeroelastic tools.
To achieve comparable model order to frequency-based approaches, balanced trunca-
tion of the linear aerodynamic system was demonstrated on the open-loop response of the
vehicle. This highlighted the potential of balancing methods for optimal model reduction
which suggested that as little as one aerodynamic state was enough to capture the unsteady
3-D flow features of manoeuvring flexible aircraft. Similar to the studies without aero-
dynamics, projection of the flexible-body degrees of freedom onto a few vibration modes
provided further model reduction of the nonlinear flexible-body dynamics equations. It
also reduced the number of generalised structural coordinates and aerodynamic loads –
the inputs and outputs of the aerodynamic system – which has been shown to improve
the effectiveness of balanced model reduction of the linear aerodynamic subsystem.
152
7.2. Key Contributions of this Thesis
Hence, the proposed balanced model reduction approach of the aeroelastic framework
provides a powerful tool for the simulation of highly-efficient flexible aircraft at a similar
computational cost compared to linear frequency approaches based on the doublet lattice
method. The proposed method however removes kinematic restrictions and obtains the
aerodynamic loads directly in time domain, which makes it also ideal for control synthesis
and optimization. The former has been demonstrated for the synthesis of a robust flutter
suppression system using H∞ control, which was exercised on the Goland wing problem at
7% above the flutter velocity. A controller based on a reduced-order model with only two
balanced states performed best to stabilise the aeroelastic response. Other applications
of the proposed reduced-order modelling approach will be suggested for future work in
Section 7.3.
7.2 Key Contributions of this Thesis
This thesis has contributed significantly to the development of a reduced-order modelling
approach for the coupled flight dynamics and aeroelastic response of manoeuvring flexible
aircraft with large (geometrically-nonlinear) static trim deformations. To arrive at this
novel methodology, several key developments were needed:
• A geometrically-nonlinear, displacement-based composite beam formulation was ex-
tended to account for the rigid-body motions of flexible aircraft. Coupled with a
3-D unsteady vortex-lattice method the resulting unified framework was applied to
a HALE configuration to demonstrate the effect of wing flexibility on the flight
dynamics of high-aspect-ratio vehicles.
• A consistent linearisation in the aeroelastic variables and subsequent modal projec-
tion around the nonlinear static trim equilibrium of very flexible aircraft has been
derived and was used to demonstrate the effect of geometric nonlinearity on the
flight dynamic response of flexible aircraft.
• The proposed linearisation preserves all gyroscopic coupling terms which was shown
to be critical for the accurate prediction of manoeuvre loads. Comparison to the
mean axes approximation analytically and numerically demonstrated that standard
frequency approaches based on the doublet-lattice method fail to accurately predict
the aeroelastic response for lateral aircraft manoeuvres.
• Model reduction of the unsteady aerodynamics using balancing methods resulted
in a low-order description of the integrated flexible-aircraft dynamics around
geometrically-nonlinear trim equilibria which was demonstrated for manoeuvring
HALE aircraft and the synthesis of a robust H∞ controller for flutter suppression.
• Synthesis of a robust H∞ controller for flutter suppression demonstrated the top-
down approach for unstable systems.
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7.3 Recommendations for Future Work
The implementation of the framework for Simulation of High-Aspect-Ratio Planes
(SHARP) in collaboration with Dr Joseba Murua has produced a very comprehensive
simulation tool to model the static and dynamic characteristics of very flexible configura-
tions. This dissertation has presented a number of testcases to demonstrate many of the
capabilities of the code, but the proposed low-order description of the vehicle dynamics
certainly leaves more scope for application in aircraft aeroelastic design. To conclude, we
present a critical overview on how the modelling approach can be improved further to
cater for these futures applications.
7.3.1 Application of the Simulation Framework
The numerical studies in Chapter 6 demonstrated the stability and open-loop character-
istics of a representative HALE configuration for different geometries (varying the size of
winglets) and flexibility (decreasing weight). Further studies can be done to leverage the
benefits of the time-domain representation of the aeroelastic system in MATLAB R©, as
will be outlined next.
Optimisation of composite wing structures and aeroelastic tailoring can be explored to
take advantage of the directionality property of anisotropic materials, which has been
demonstrated for weight reduction [75], passive flutter suppression [111] and gust allevia-
tion [147]. The derivation of the beam equations in Chapter 2 accounts for fully-populated
cross-sectional mass and stiffness matrices which can capture the bending coupling in
anisotropic materials. However, incorporation of a suitable homogenisation procedure in
SHARP is required to obtain the (composite) material properties in the 1-D beam repre-
sentation [50]. Interfacing the stability tool in SHARP with the MATLAB R© Optimisation
Toolbox would then provide an ideal starting point to explore aeroelastic tailoring on a full
aircraft configuration including 3-D unsteady aerodynamics and large trim deformations.
Robust control for gust load alleviation should be explored to demonstrate the proposed
reduced-order modelling approach for a range of excitation frequencies. Application of bal-
ancing methods to manoeuvring flexible aircraft demonstrated significant model reduction
by several orders of magnitude. It is necessary to investigate if this reduction potential
also holds over a range of frequencies for very flexible aircraft subject to continuous tur-
bulence. Further discrete gust responses of the HALE configuration could also serve to
identify the limits of the consistent linearisation of the aeroelastic degrees of freedom which
assumes small transient wing deformations (around geometrically-nonlinear trim equilib-
ria). Critical gust lengths may result in large wing excursions which may not be captured
adequately with the linearised approach and hence exceed the robustness properties of a
H∞ controller synthesised from the reduced-order linearised model [39].
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Autonomous navigation and active flutter suppression of full HALE configurations
should be explored further to demonstrate the application of the proposed top-down aeroe-
lastic modelling approach. Active flutter suppression systems in addition to aeroelastic
tailoring have a huge potential for substantial weight reduction [144]. The H∞ control
synthesis presented in Chapter 6 could be easily extended to a free-flying aircraft config-
uration to minimise flutter vibrations. The second aspect is concerned with autonomous
guidance and navigation of highly-efficient UAVs. This challenge has been addressed in
the robotics community using model predictive control (MPC) for motion planning and
navigation of autonomous unmanned vehicles around a predefined map. This has been
demonstrated, for example in Refs. [26, 61], only for rigid platforms. For autonomous
navigation of high-aspect-ratio HALE vehicles, the controller would need to know some
information about the flexibility effects which can significantly alter the vehicle response,
as shown in Chapter 6. This could be addressed by exploring MPC methods using the
(nonlinear) reduced-order modelling framework in SHARP that captures the dynamics of
manoeuvring flexible aircraft.
Real-time flight simulations of very flexible aircraft can provide useful information about
the robustness of the designed gust alleviation and flutter suppression controllers due to
pilot inputs and atmospheric turbulence. The dramatic model reductions achieved in this
work could enable real-time simulations of modern flexible aircraft configurations based
on the medium-fidelity aeroelastic framework in SHARP for manoeuvring vehicles.
Experimental demonstration of the aeroservoelastic modelling approach on a small-scale
UAV with high-aspect-ratio wings should be considered. Each module in the developed
framework has been validated individually against experimental results, but validation
of the coupled geometrically-nonlinear response requires real flight data of very flexible
configurations. As an alternative to the development of the very flexible X-HALE [38],
modification of an off-the-shelf model sailplane, as proposed by Iscold et al. [93], could
provide a low cost platform for validation of the geometrically-nonlinear aeroelastic and
flight-dynamics framework in SHARP. Application of the controllers would also demon-
strate robustness of the autonomous navigation, gust alleviation and flutter suppression
systems and highlight the benefits of using higher-fidelity aeroelastic tools in the control
synthesis.
7.3.2 Improvements to the Current Methodology
Some of the applications proposed for future work may challenge and/or exceed the ap-
plicability of the analysis methods behind SHARP. This subsection will therefore propose
some modifications to either improve efficiency of the current implementation or extend
the theory.
Numerical efficiency of the aeroelastic framework can be improved significantly by im-
plementing the aerodynamic and flexible-body dynamic modules in compiled program-
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ming languages, such as C or Fortran. Application of the reduced-order framework for
control synthesis heavily relies on built-in MATLAB R©, but alternative approaches exist.
As shown by Simpson et al. [181], the low-level routines in SHARP can be efficiently coded
in compiled languages and interfaced using the Python environment, which also provides
libraries incorporating all standard methods in system and control theory. The authors
also demonstrated the numerical benefits of the parallelisation of the time-domain solution
to the UVLM to significantly reduce the simulation run-time.
The issue of objectivity in the FE discretisation of the geometrically-exact beam for-
mulation in Chapter 2 remains an open problem in this work which has been tackled in
the numerical studies using a very fine mesh with linear interpolation. Computational
efficiency could be improved, however, by either using 3-noded elements in the discretisa-
tion of the beam equations or implementing an objective interpolation of the rotational
degrees of freedom [44]. The former has also been shown by Simpson et al. [181] to provide
sufficient convergence.
The interfacing between the aerodynamic and flexible-body dynamic subproblems can
also be improved using the (quadratic) shape functions in the interpolation of the beam
variables. The mapping procedure proposed by Brown [24] enables the interpolation of
the aerodynamic loads and structural motion at non-matching discrete interfaces. This
would overcome the limitation of coincident meshes of the aerodynamic and structural
subdomains, as assumed in Chapter 3, and therefore enable individual mesh refinement to
improve mesh convergence and computational efficiency of each module in the aeroelastic
framework.
Balanced truncation of nonlinear systems [102, 161] can extend the proposed reduced-
order aeroelastic framework to geometrically nonlinear problems to overcome the limita-
tion of small wing deformations in the transient. This is relevant for nonlinear trajectory
control and load alleviation of UAVs subject to long gusts which can lead to large wing
excursions; a situation that is likely to occur in the autonomous navigation of high-aspect-
ratio aircraft operating at high altitudes. A nonlinear reduced-order aeroelastic model
that accounts for geometrically-nonlinear wing deformations would therefore provide an
ideal starting point to investigate the application of nonlinear control methods to very
flexible aircraft problems.
The modular integration of the aircraft aerodynamics and flexible-body dynamics in a
unified framework, as presented in Chapter 3, enables higher-fidelity aerodynamic solution
methods to be used in the framework to obtain the unsteady aerodynamic loads. In fact, a
hybrid CFD/UVLM solution that can capture viscous effect, stall, thickness of wings and
the aerodynamics of non-lifting surfaces or propellers for manoeuvring flexible aircraft,
may provide the ideal balance between model fidelity and computational cost. Balancing
methods combined with other model reduction methods for large-scale systems, such as
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POD, can be applied to the resulting aerodynamic system to further reduce the model
order [8, 200].
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