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ABSTRACT
Recent studies have derived quasar luminosity functions (QLFs) at various redshifts. However, the
faint side of the QLF at high redshifts is still too uncertain. An accurate estimate of the survey
completeness is essential to derive an accurate QLF for use in studying the luminosity-dependent
density evolution of the quasar population. Here we investigate how the luminosity dependence of
quasar spectra (the Baldwin effect) and the attenuation model for the inter-galactic medium (IGM)
affect the completeness estimates. For this purpose, we revisit the completeness of quasar surveys
specifically at z ∼ 4 − 5, using the COSMOS images observed with Subaru/Suprime-Cam. As the
result, we find that the completeness estimates are sensitive to the luminosity dependence of the quasar
spectrum and difference in the IGM attenuation models. At z ∼ 4, the number density of quasars
when we adopt the latest IGM model and take the luminosity dependence of spectra into account are
(3.49 ± 1.62) × 10−7 Mpc−3 mag−1 for −24.09 < M1450 < −23.09 and (5.24 ± 2.13) × 10
−7 Mpc−3
mag−1 for −23.09 < M1450 < −22.09, respectively, which are ∼24% lower than that estimated by the
conventional method. On the other hand, at z ∼ 5, a 1σ confidence upper limit of the number density
at −24.5 < M1450 < −22.5 in our new estimates is ∼43% higher than that estimated previously.
The results suggest that the luminosity dependence of the quasar spectrum and the IGM model are
important for deriving accurate number density of high-z quasars. Even taking these effects into
account, the inferred luminosity-dependent density evolution of quasars is consistent with the AGN
down-sizing evolutionary picture.
Subject headings: galaxies: active — galaxies: luminosity function, mass function — quasars: emission
lines — quasars: general
1. INTRODUCTION
It is now widely recognized that the huge radiative en-
ergy released from active galactic nuclei (AGNs) is pow-
ered by the gravitational energy of supermassive black
holes (SMBHs) at the center of AGNs (e.g., Rees 1984).
The mass of SMBHs (MBH) in quasars, that belong to the
most luminous class of AGNs, reaches up to ∼ 109M⊙
or even more (e.g., Willott et al. 2010; Shen & Kelly
2012). Interestingly, such massive SMBHs are seen even
at very high redshifts, z ∼ 6 − 7 (e.g., Kurk et al.
2007; Mortlock et al. 2011; Venemans et al. 2013, 2015;
Wu et al. 2015). However, it is totally unclear when and
how those SMBHs have formed and evolved. On the
other hand, it has been observationally reported that
there is a tight correlation between the mass of the host
bulges (Mbulge) and MBH (e.g., Marconi & Hunt 2003;
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Ha¨ring & Rix 2004; Gu¨ltekin et al. 2009). This correla-
tion suggests that the SMBHs and their host galaxies
have evolved with the close interplay, that is now rec-
ognized as the galaxy-SMBH coevolution. Therefore the
observational study on the redshift evolution of SMBHs
is important also for understanding the total picture of
the galaxy evolution, not only for understanding the evo-
lution of SMBHs themselves.
For exploring the cosmological evolution of SMBHs ob-
servationally, one important class of AGNs is the quasar.
This is because (i) quasars are in the phase where SMBHs
are acquiring their mass via the gas accretion very ac-
tively and (ii) the huge luminosity of quasars enables
us to measure MBH through spectroscopic observations,
even in the very distant Universe. Even without spectra,
a very rough guess ofMBH can be obtained through their
luminosity by assuming a certain Eddington ratio. In
this sense, it is very interesting to investigate the number
density evolution of quasars as a function of the redshift
and luminosity; i.e., the redshift evolution of the quasar
luminosity function (QLF). In other words, the accurate
measurement of the QLF at a wide redshift range is a
promising approach to study the cosmological evolution
of SMBHs.
The QLF at z . 3 has been extensively
measured over a wide luminosity range (e.g.,
Siana et al. 2008; Croom et al. 2009; Ross et al. 2013;
Palanque-Delabrouille et al. 2013), and accordingly it
is recognized that the QLF is expressed by the broken
power-law formula. Though the brighter part of the
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QLF at z & 4 has been also measured (Richards et al.
2006; Shen & Kelly 2012), the faint side of the QLF
is still controversial (e.g., Glikman et al. 2010, 2011;
Ikeda et al. 2011, 2012; Masters et al. 2012). Once
focusing on high-luminosity quasars, previous obser-
vations suggest that the number density of luminous
quasars increased from the early Universe to z ∼ 2
and then decreased to the current Universe (e.g.,
Richards et al. 2006; Croom et al. 2009). It is more
interesting to study possible luminosity dependences
of the quasar number-density evolution (luminosity-
dependent density evolution; LDDE). Recent optical
surveys of high-redshift quasars have reported that
lower-luminosity quasars show the peak of the number
density at lower redshifts than higher-luminosity quasars
(e.g., Croom et al. 2009; Ikeda et al. 2011, 2012). Since
the quasar luminosity at a given Eddington ratio
corresponds to MBH, the reported LDDE trend is that
is sometimes called the down-sizing evolution. Such a
down-sizing trend has been reported also by some X-ray
surveys (e.g., Ueda et al. 2003, 2014; Hasinger et al.
2005; Miyaji et al. 2015; see also Enoki et al. 2014 and
references therein for theoretical works on the AGN
down-sizing evolution). Note that the down-sizing
evolution has been originally discussed for explaining
the redshift evolution of the galaxy number density and
mass function (e.g., Cowie et al. 1996; Neistein et al.
2006; Fontanot et al. 2009). Therefore the observational
study on the AGN down-sizing evolution is exciting also
for exploring the galaxy-SMBH co-evolution.
One caveat in the previous study on the AGN down-
sizing evolution is that the number density of low-
luminosity quasars at high redshifts is quite uncertain,
that prevents us from understanding the total picture
of the quasar LDDE. Ueda et al. (2014) mentioned that
the number ratio of low-luminosity quasars to high-
luminosity quasars is possibly higher at z > 3 (“up-
down sizing”; see also Glikman et al. 2010, 2011), but
such detailed studies on the quasar LDDE at high red-
shifts required more statistically reliable QLFs with a
wide luminosity range. Here we point out two issues
that may introduce large systematic errors in the pre-
vious QLF studies. One is the effect of the luminos-
ity dependence of quasar spectra on the completeness in
quasar surveys. The survey completeness is usually esti-
mated by adopting a typical template of the quasar spec-
trum, constructed empirically (e.g., Vanden Berk et al.
2001) or based on simple models (e.g., Ikeda et al. 2011,
2012). However the equivalent width (EW ) of broad
emission lines in the quasar spectrum strongly depends
on the quasar luminosity, in the sense that lower-
luminosity quasars show emission lines with a larger EW
(the Baldwin effect; Baldwin 1977; Kinney et al. 1990;
Baskin & Laor 2004; see also Nagao et al. 2006 and refer-
ences therein for the luminosity dependence of flux ratios
of quasar broad lines). If the quasar luminosity investi-
gated in a survey is much lower than that used for the
template in the completeness, the quasar colors calcu-
lated from the template may be systematically different
from the actual quasar colors due to the unexpected con-
tribution of emission-line fluxes into broad-band magni-
tudes. Therefore it is essential to know how the Bald-
win effect affects the completeness in quasar surveys and
the resultant QLFs. Another possible source of system-
atic errors in the QLF study is the inter-galactic medium
(IGM) attenuation by neutral hydrogen, that is also im-
portant in the completeness estimate because the color of
high-redshift quasars is sensitive to the IGM absorption.
Recently Inoue et al. (2014) pointed out that the previ-
ous models of the IGM attenuation (such as the model
by Madau 1995) tend to overestimate the optical depth
of the IGM. Thus it is important to examine how the de-
rived QLF is different from the previous estimate when
we adopt the recent IGM model by Inoue et al. (2014)
that is more consistent with recent observational data of
quasar absorption-line systems.
In this paper, we investigate how the Baldwin effect
and the IGM models affect the quasar colors, complete-
ness estimates, and the resultant QLFs, specifically fo-
cusing on quasars at z ∼ 4 − 5. Based on the obtained
results, we revisit the redshift evolution of the quasar
space density in a wide luminosity range to examine the
quasar LDDE. This paper is organized as follow. In Sec-
tion 2, we describe how the quasar color is affected by the
Baldwin effect and the adopted IGM model. In Section 3
and Section 4, we show the resultant survey completeness
and the QLF for z ∼ 4 and 5. Finally we present the sum-
mary of this paper in Section 5. Throughout this paper,
we adopt a ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7,
and the Hubble constant of H0 = 70 km s
−1 Mpc−1.
2. DATA
2.1. BOSS Quasars
For examining how the Baldwin effect affects the
quasar colors, the EW of emission lines should be known
as a function of the quasar luminosity. To measure
the EW , we focus on the archival data of the Baryon
Oscillation Spectroscopic Survey (BOSS; Dawson et al.
2013) and investigate the spectra of quasars in the BOSS
quasar catalog (Paˆris et al. 2012) in the Data Release 9
(DR9; Ahn et al. 2012) of the Sloan Digital Sky Sur-
vey (SDSS; York et al. 2000). In the BOSS observa-
tions, two double-armed spectrographs, which are up-
graded and cover a wider spectral range than those used
by the former SDSS observations, are used (Smee et al.
2013). Furthermore the BOSS targeted quasars with ∼ 2
magnitudes fainter than the original SDSS spectroscopic
targets, i.e., g∗ < 22 or i∗ < 21 (Paˆris et al. 2012). This
wide magnitude range of the quasar sample is useful for
our analysis of the Baldwin effect. The spectral reso-
lution varies from R ∼ 1,300 at 3600 A˚ to ∼ 2,500 at
10000 A˚ (Smee et al. 2013). This resolution is enough
for our analysis, since the broad emission lines in quasars
have a large velocity width typically (> 1,000 km s−1).
The total area covered by the DR9 is 3,275 deg2,
in which 87,822 spectroscopically confirmed quasars are
identified (Paˆris et al. 2012). In order to cover most
strong rest-frame UV emission lines such as Lyα and
C iv, we specifically focus on the redshift range of 2 ≤
z < 5 where 65,419 quasars are listed in the catalog of
Paˆris et al. (2012). Among them, quasars showing broad
abosrption-line (BAL) features in their spectra (6,449 ob-
jects, that are identified through the BAL FLAG parameter
in the catalog of Paˆris et al. 2012) are removed because
we cannot measure the EW correctly in those cases.
Then we select objects whose redshift is accurately mea-
sured, by adopting the criteria of ZWARNING flag = 0 and
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ERR ZPIPE ≤ 0.001 (52,290 objects). An additional cri-
terion is also adopted for avoiding the mis-identification
of emission lines (and consequently the wrong redshift),
by comparing the redshift measured through the SDSS
pipeline (Z PIPE) and that measured through the vi-
sual inspection (Z VI). In this step, 161 objects satis-
fying |Z VI – Z PIPE| > 0.05 are removed. For select-
ing quasars with a spectrum which has a high signal-to-
noise ratio, we adopt another criterion of SNR SPEC > 1
(43,962 objects). Then we selected 43,956 objects whose
luminosity is in the range of −31 ≤ Mi[z = 2] < −23,
where Mi[z = 2] is the K-corrected i-band magnitude
at z = 2 (see Richards et al. 2006; Ross et al. 2013), be-
cause in this luminosity range there are enough number
of quasars for each luminosity. Finally, we remove three
quasars whose FITS header has a problem. The number
of finally selected BOSS quasars in our analysis is 43,953.
2.2. Composite Spectra of BOSS Quasars
To investigate the relation between the quasar lumi-
nosity and EW of broad emission lines in the quasar
spectrum statistically, we analyze composite spectra of
BOSS quasars for each luminosity. This stacking analysis
is a powerful method for studying the luminosity depen-
dence of quasar spectral features, since it minimizes the
dispersion of spectral features in quasar spectra in each
luminosity bin. Another advantage of the stacking anal-
ysis is measuring the spectral features of low-luminosity
quasars whose individual spectra show very faint spectral
features with very low signal-to-noise ratios (see, e.g.,
Vanden Berk et al. 2001; Nagao et al. 2006).
First, we confirm that EWrest(C iv) of BOSS quasars
does not depend on redshift, that is consistent with ear-
lier works (e.g., Dietrich et al. 2002; Croom et al. 2002,
see Appendix). Therefore we combine the spectra of
quasars in the whole redshift range of 2 ≤ z < 5 to
make the composite spectra as a function of the abso-
lute magnitude. This enables us to examine the lumi-
nosity dependence in a wide luminosity range, because
quasars at higher redshift and those at lower redshift
trace the higher luminosity and lower luminosity ranges,
respectively. We divide the absolute magnitude range of
−31 ≤ Mi[z = 2] < −23 into 8 magnitude bins with the
bin width of ∆Mi[z = 2] = 1 (see Table 1), through the
following analysis.
We then convert each spectrum from the observed
frame to the rest frame, and then normalize the each
converted spectrum by averaging the flux at 1445 A˚ <
λrest < 1485 A˚, which contains few emission-lines contri-
butions (see, e.g., Vanden Berk et al. 2001; Nagao et al.
2006). Then we make the composite spectra for each ab-
solute magnitude bin by using the IRAF scombine task
in the noao.onedspec package. The number of quasars
used to make the composite spectrum for each absolute
magnitude is given in Table 1. In this stacking process,
we adopt the 3σ clipping for removing the outlier pixels
and then calculate the average flux at each wavelength in
the logarithmic scale. Figure 1 shows the obtained com-
posite spectra for each absolute magnitude in the rest
frame.
Figure 1 clearly shows a systematic trend that lower-
luminosity quasars tend to show emission lines with
a larger EW . This is consistent with previous works
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Fig. 1.— The composite spectra of BOSS quasars for each ab-
solute magnitude. The difference of the line color denotes the dif-
ference of the luminosity. For clarifying the difference of each com-
posite spectrum in the figure, we shift each composite spectrum
toward the vertical direction.
TABLE 1
The measured EWrest(C iv) of composite spectra of
BOSS quasars
Mi[z = 2] EWrest(C iv) σ (EWrest(C iv)) N
a
[mag] [A˚] [A˚]
−31 ≤ Mi < −30 17.7 6.67 5
−30 ≤ Mi < −29 21.2 10.8 84
−29 ≤ Mi < −28 23.8 11.1 1,047
−28 ≤ Mi < −27 27.6 13.6 5,479
−27 ≤ Mi < −26 33.5 18.0 14,424
−26 ≤ Mi < −25 42.3 23.2 17,719
−25 ≤ Mi < −24 49.3 24.5 5,131
−24 ≤ Mi < −23 59.5 34.8 64
a Number of quasars in each magnitude bin.
of the stacking analysis of high-redshift quasars (e.g.,
Nagao et al. 2006; Matsuoka et al. 2011). To investi-
gate this trend quantitatively, we measure EW (C iv)
for each composite spectrum by adopting the method of
Vanden Berk et al. (2001). For subtracting the contin-
uum flux, we define the local continuum around the C iv
emission. This local continuum is defined by the median
flux densities in the two wavelength regions, 1460 A˚ <
λrest < 1475 A˚ and 1600 A˚ < λrest < 1630 A˚. Then we
measure the flux of the C iv emission and the underlying
continuum emission, that is converted to EWrest(C iv).
We also derive the standard deviation of EWrest(C iv)
for each absolute magnitude bin, by calculating the dis-
tribution of EWrest(C iv) in the individual (i.e., pre-
stacking) spectrum of the BOSS quasars. The measure-
ment results are given in Table 1. We show the mea-
sured EWrest(C iv) as a function of the absolute magni-
tude of quasars in Figure 2. A clear correlation between
the EWrest(C iv) and the absolute magnitude is seen,
that is consistent with the Baldwin effect. We apply the
weighted least-squares fit to the EWrest(C iv), adopting
the following linear function:
log[EWrest(C IV)] = A×Mi[z = 2] + B, (1)
where A and B are fitting parameters. The fitting results
tell us A = 0.074+0.003
−0.002 and B = 3.503
+0.067
−0.096. The fitting
result is shown with the dashed line in Figure 2.
4 Niida et al.
 10
 100
E
W
re
st
(C
 I
V
) 
[Å
]
 20
 80
 60
 40
-31 -30 -29 -28 -27 -26 -25 -24 -23
M
i
 [z = 2]
Fig. 2.— The correlation between EWrest(C iv) measured from
composite spectra of BOSS quasars and their absolute magnitude.
The 1σ error bars show the standard deviation of EWrest(C iv) of
quasars in each magnitude bin. The dashed line shows the fit to
the EWrest(C iv) with the linear function.
2.3. Colors of Quasars
To examine how the color of quasars is affected by
the Baldwin effect inferred in Section 2.2, we make sim-
ple model spectra for each quasar luminosity follow-
ing previous works (e.g., Fan 1999; Hunt et al. 2004;
Richards et al. 2006; Siana et al. 2008; Ikeda et al. 2011,
2012). Here we assume that the continuum spec-
tral energy distribution (SED) of quasars does not
depend on the redshift (see, e.g., Kuhn et al. 2001;
Telfer et al. 2002; Yip et al. 2004; Jiang et al. 2006). Be-
cause Telfer et al. (2002) show that the continuum SED
of radio-quiet quasars is independent of the luminos-
ity, we also assume that the continuum SED of quasars
does not depend on the luminosity. We adopt the dou-
ble power-law continuum (fν ∝ ν
−αν ), showing a spec-
tral break at λrest = 1100 A˚. The spectral slope at
the shorter wavelength side is αν = 1.76 (Telfer et al.
2002) while that at longer wavelength side is αν = 0.46
(Vanden Berk et al. 2001). On this continuum emission,
strong emission lines are added by adopting the measured
EWrest(C iv) given in Table 2 and the typical emission-
line flux ratios given in Table 2 of Vanden Berk et al.
(2001). Here we include only emission lines whose flux
is larger than 0.5% of the Lyα flux. We also include
the Balmer continuum and the Fe ii multiplet emission
features by adopting the template give by Kawara et al.
(1996). The relative strength of the emission lines to the
continuum emission is determined by EWrest(C iv) mea-
sured in Section 2.2, depending on the quasar absolute
magnitude (Table 1). The effects of the intergalactic ab-
sorption by the neutral hydrogen are corrected by adopt-
ing some extinction models. As for the extinction model,
a widely used one is the model of Madau (1995). How-
ever, Inoue et al. (2014) recently pointed out that the
model of Madau (1995) overestimates the IGM attenua-
tion for z ∼ 4 − 5. Therefore we also use the extinction
model proposed recently by Inoue et al. (2014) in addi-
tion to the model of Madau (1995) for investigating how
the adopted model for the intergalactic absorption affects
the quasar colors.
Based on the prepared spectral model, we calculated
the g′−r′, r′− i′, and i′−z′ colors of model quasars with
different absolute magnitudes (showing different EW of
emission lines) at redshifts from 2 to 6. Here we use the
filter response function of Suprime-Cam (Miyazaki et al.
2002) boarded on the Subaru telescope, because we will
compare our results with previous observations using
Suprime-Cam in the later sections. The simulated col-
ors of the model quasars for each absolute magnitude
are shown in the r′ − i′ versus g′ − r′ diagram (Fig-
ure 3) and the i′ − z′ versus r′ − i′ diagram (Figure 4).
To examine the effect of the adopted IGM absorption
model, we show the colors of the model quasar spectra
adopting the model of Madau (1995) and those adopt-
ing the model of Inoue et al. (2014) separately in those
figures. For investigating the effect of adopting differ-
ent IGM absorption models more evidently, the color
tracks for quasars with a specific absolute magnitude
(−27 ≤ Mi[z = 2] < −26) but adopting two different
IGM absorption models are shown in the 2 two-color di-
agrams (Figure 5). The quasar selection criteria in these
two-color diagrams adopted by Ikeda et al. (2011) and
Ikeda et al. (2012) are also shown in Figures 3–5. Specif-
ically, the criteria for selecting quasars at z ∼ 4 are
r′ − i′ < 0.42(g′ − r′)− 0.22, (2)
g′ − r′ > 1.0, (3)
and the criteria at z ∼ 5 are
i′ − z′ < 0.45(r′ − i′)− 0.24, (4)
r′ − i′ > 1.0. (5)
Figures 3 and 4 clearly show that quasars with a lower
luminosity satisfy more easily the selection criteria than
quasars with a higher luminosity, both at z ∼ 4 and
z ∼ 5. This is mainly because the redshifted Lyα emis-
sion (whose EW is larger in lower-luminosity quasars)
locates at the wavelength within the r′-band coverage
at z ∼ 4 and within the i′-band coverage at z ∼ 5.
This result suggests that previous optical photometric
surveys for high-redshift low-luminosity quasars overes-
timated the quasar number density if a spectral template
made from bright quasars (such as the composite spec-
trum given by Vanden Berk et al. 2001) is used, due to
the under estimation of the survey completeness. As for
the effect of the adopted IGM absorption model, it is
clearly shown in Figures 3–5 (especially in Figure 5) that
the separation between the color tracks and the selec-
tion boundary in the two-color diagrams is smaller when
we adopt the model of Inoue et al. (2014) than the case
when we adopt the model of Madau (1995). This sug-
gests that previous high-redshift quasar surveys adopting
the IGM absorption model by Madau (1995) underesti-
mate the quasar number density due to the over estima-
tion of the survey completeness. Accordingly, it is inter-
esting to assess how the previous quasar surveys actually
overestimated or underestimated the number density of
high-redshift quasars quantitatively. Therefore, in the
next section, we investigate the effects of the luminosity
dependence of the quasar spectral features and also the
adopted IGM absorption model on the estimates of the
survey completeness.
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Fig. 3.— Two-color diagram of r′ − i′ versus g′ − r′. The color
tracks of the model quasar adopting the IGM absorption model of
Madau (1995) are shown in the upper panel, while those adopt-
ing the model of Inoue et al. (2014) are shown in the lower panel.
Different colors denote the different absolute magnitude for each
model of the quasar spectrum, as explained in the upper panel.
The photometric criteria adopted for selecting photometric quasar
candidates at z ∼ 4 (Ikeda et al. 2011) are shown by the black solid
lines.
3. RESULTS
3.1. The COSMOS Data
Here we study how the luminosity dependence of the
quasar spectrum and the selection of the IGM absorp-
tion model affect the estimate of the survey complete-
ness. For this purpose, we specifically focus on a pre-
vious survey for low-luminosity quasars at z ∼ 4 and
z ∼ 5 (Ikeda et al. 2011, 2012). This survey was con-
ducted by using the dataset obtained in the Cosmic
Evolution Survey (COSMOS) field. The COSMOS is a
treasury program of the Hubble Space Telescope (HST)
(Scoville et al. 2007). The COSMOS field covers an
area of 1◦.4 × 1◦.4 which corresponds to ∼2 deg2, cen-
tered at R.A. (J2000) = 10:00:28.6 and Dec. (J2000) =
+02:12:21.0.
For examining the completeness of high-redshift quasar
surveys, we use the optical broad-band photometric
data in the COSMOS field obtained with Suprime-Cam
boarded on the Subaru telescope. In this study we fo-
cus on quasars at z ∼ 4 and z ∼ 5, that are selected
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Fig. 4.— Two-color diagram of i′ − z′ versus r′ − i′. The color
tracks of the model quasar adopting the IGM absorption model of
Madau (1995) are shown in the upper panel, while those adopt-
ing the model of Inoue et al. (2014) are shown in the lower panel.
Colored lines are the same as in Figure 3. The photometric crite-
ria adopted for selecting photometric quasar candidates at z ∼ 5
(Ikeda et al. 2012) are shown by the black solid lines.
through g′-band dropout and r′-band dropout technique.
Therefore we use the Suprime-Cam images obtained with
the g′, r′, i′, and z′-band filters (Taniguchi et al. 2007).
The 5σ depth in 3′′aperture magnitudes are g′ = 26.5,
r′ = 26.6, i′ = 26.1, and z′ = 25.1 (Capak et al. 2007).
3.2. Completeness for Quasar Selection
The completeness in quasar surveys is generally de-
fined as the number ratio of the photometrically se-
lected quasars to the existing quasars, as functions of
the apparent magnitude and the redshift. We can derive
this completeness by simulating the observation through
a Monte Carlo approach; i.e., preparing artificially-
prepared quasars based on the spectral modeling, putting
the simulated quasar into the observational image with
photometric errors, detecting them in the same man-
ner as usual object detections, measuring the colors of
the detected objects through the forced photometry, ap-
plying the quasar selection criteria, and then obtain the
completeness by calculating the number ratio of the se-
lected model quasars to the prepared model quasars. In
this work, we first estimate the completeness by adopt-
ing quasar spectral templates with different emission-line
EW s (that corresponds to different absolute magnitudes
as given in Table 1) as a function of redshift, and then
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Fig. 5.— Two-color diagrams of r′ − i′ versus g′ − r′ (upper
panel) and i′ − z′ versus r′ − i′ (lower panel). The solid and
dotted lines denote the color tracks of the model quasar with
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respectively.
we derive the completeness as a function of the apparent
i-band magnitude and redshift.
We generate the model quasar spectra in a similar way
as described in Section 2.3. Here we also take into ac-
count the intrinsic variation in the continuum slope and
EW s of the emission lines. We assume Gaussian dis-
tributions of the power-law slope αν (fν ∝ ν
−αν ) and
C iv EW s. The mean of the slope is 1.76 at the bluer
wavelength than the spectral break at 1100 A˚ in the rest
frame, and 0.46 at the redder wavelength than the break
(the same as those in Section 2.3). The standard de-
viation of the slope is 0.30 at all wavelengths (Fransis
1996; Hunt et al. 2004; Telfer et al. 2002; Ikeda et al.
2011, 2012). We then add emission-line features includ-
ing the Balmer continuum and Fe ii multiplet emission in
the same way as described in Section 2.3, taking account
of the luminosity dependence of the emission-line EW
(Table 1). Here we also take the intrinsic variation in
the emission-line strength into account, whose standard
deviation depends on the quasar luminosity as given in
Table 1. In this way we create 1,000 quasar spectra for
each composite spectrum at each ∆z = 0.01 in the red-
shift range of 3.4 ≤ z ≤ 6.0. The effects of the intergalac-
tic absorption are corrected by adopting the extinction
model of Inoue et al. (2014).
By utilizing the realized spectrum of each model
quasar, we calculate g′, r′, and z′-band apparent mag-
nitudes of the model quasar based on i′-band apparent
magnitude (22 ≤ i′ ≤ 24, ∆i′ = 0.5). And we derive the
colors of each model quasars (g′−r′, r′−i′, and i′−z′) in
the observed frame. To estimate the photometric com-
pleteness, we put the 1000 model quasars for each param-
eter set (the apparent magnitude with ∆i′ = 0.5, red-
shift with ∆z = 0.01, and the absolute magnitude of the
adopted template with ∆Mi[z = 2] = 1.0) into the COS-
MOS FITS images taken with Suprime-Cam as point
sources. For this process, we use the IRAF mkobjects
task in the artdata package. Then we try to detect them
in the i′-band image with SExtractor (Bertin & Arnouts
1996), and measure their colors with the double-image
mode. During the process of the source photometry, we
correct the photometric offset of each image by refering
to Capak et al. (2007).
The measured apparent magnitudes and colors of the
simulated quasars are generally different from those be-
fore inserted into the Suprime-Cam images, due to the
effects of photometric errors and neighboring foreground
(or background) objects. Accordingly, some model
quasars are not selected as photometric candidates of
quasars with the adopted criteria (see Section 2.3), that
causes the degrade of the survey completeness. The sur-
vey completeness is derived by calculating the fraction
of model quasars that are selected as photometric can-
didates in the above process. Figure 6 shows the de-
rived photometric completeness for quasars with i′ = 23
for z ∼ 4 − 5, by adopting different spectral templates
with different emission-line EW s characterized by the
i-band absolute magnitude, Mi[z = 2]. Note that the
absolute magnitude defining the spectral template is in-
consistent to the combination of the redshift and the as-
sumed apparent magnitude (i′ = 23); this is because
we intend to investigate how the completeness is sensi-
tive to the adopted quasar template (emission-line EW s)
first. The derived completeness highly depends on the
adopted spectral template in the sense that the complete-
ness is lower when the spectral template made of higher-
luminosity quasars (i.e., with smaller emission-line EW )
is adopted, even though the same i′-band apparent mag-
nitude (i′ = 23 for Figure 6) is assumed. This is consis-
tent to Figures 3 and 4, where it is inferred that lower-
luminosity quasars satisfy the photometric selection cri-
teria more easily. Note that a small dip in the complete-
ness curve is seen at z ∼ 3.9 − 4.2 and z ∼ 5.2 − 5.3 in
Figure 6, that is due to the flux contribution of the C iv
emission that makes the r′ − i′ and i′ − z′ colors redder
at each redshift range respectively.
We then derive the completeness as a function of the
i-band apparent magnitude and redshift, by utilizing the
results shown in Figure 6. Since the combination of the
apparent magnitude and redshift tells us which spectral
template (characterized by the i-band absolute magni-
tude) should be used for the estimate of the completeness
in terms of the absolute magnitude. For this purpose, we
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convert the i′-band apparent magnitude to the absolute
AB magnitude at 1450 A˚, M1450, (e.g., Richards et al.
2006; Croom et al. 2009; Glikman et al. 2010) through
the following relation:
M1450 =mi′ + 5− 5logdL(z) + 2.5(1− αν)log(1 + z)
+ 2.5αν log(
λi′
1450 A˚
), (6)
where dL(z), αν , and λi′ are the luminosity distance,
spectral index of the quasar continuum (fν ∝ ν
−αν ),
and the effective wavelength of the Suprime-Cam i′-band
(λi′ = 7684 A˚), respectively. We assume αν = 0.46
in Equation (6). Also we convert Mi[z = 2] to M1450,
(Richards et al. 2006; Ross et al. 2013) through the fol-
lowing relation:
Mi[z = 2] =M1450+2.5αν log(
1450 A˚
λi∗
)
− 2.5(1− αν)log(1 + 2), (7)
where αν and λi∗ are the spectral index of the quasar con-
tinuum (0.46) and the effective wavelength of the SDSS
i∗-band (λi∗ = 7471 A˚), respectively. Then we derived
the completeness for each combination of the redshift
and the apparent i′-band magnitude using an appropri-
ate spectral template characterized by Mi[z = 2].
Figure 7 shows the photometric completeness as a func-
tion of the redshift and the apparent i′-band magnitude.
Although the derived completeness is generally higher for
brighter i′-band magnitudes as expected, an invert ten-
dency is seen at z & 5.2. This is due to the luminosity de-
pendence of quasar spectrum, that makes the complete-
ness higher for lower-luminosity quasars (see Section 2.3).
The estimated completeness at z ∼ 4 is generally higher
than that estimated by Ikeda et al. (2011), which is also
due to the luminosity dependence of quasar spectra since
Ikeda et al. (2011) used a composite spectrum of bright
SDSS-selected quasars (Vanden Berk et al. 2001) for the
completeness estimate. However at z ∼ 5, the estimated
completeness in this work is lower than that estimated
by Ikeda et al. (2012). This is because the new extinc-
tion model (Inoue et al. 2014) makes the completeness
lower especially at z ∼ 5, whose effect gives stronger im-
pact on the completeness estimate than the effect of the
luminosity dependence of the quasar spectrum.
4. DISCUSSION
4.1. The QLF at z ∼ 4
Based on the revised completeness for the previous
quasar survey through the optical color selection at the
COSMOS field (Ikeda et al. 2011, 2012), we revisit the
QLF at z ∼ 4−5. First we compute the effective comov-
ing volume of the COSMOS quasar survey as
Veff(mi′) = dΩ
∫ z=∞
z=0
C(mi′ , z)
dV
dz
dz, (8)
where dΩ (1.64 deg2) is the solid angle of the survey and
C(mi′ , z) is the photometric completeness studied in Sec-
tion 3.2. In Ikeda et al. (2011), eight spectroscopically-
confirmed quasars in the COSMOS field are used to de-
rive the QLF at z ∼ 4. Taking into account of the possi-
bility that some of quasar photometric candidates with-
out spectra could also be quasars (that is estimated based
on the success rate of the spectroscopic run), we sta-
tistically adopt the number of quasars in the COSMOS
survey at z ∼ 4 as follows; 4.67 for −24.09 < M1450 <
−23.09 and 6.06 for −23.09 < M1450 < −22.09, respec-
tively (Ikeda et al. 2011). By using these corrected num-
bers of quasars and the effective comoving volume, we
calculate the space density of quasar and their standard
deviation as
Φ(mi′ , z) =
∑
j
1
V
j
eff∆mi′
=
Ncor
Veff
, (9)
σ(Φ) =
∑
j
[(
1
V
j
eff∆mi′
)2]1/2 = [Ncor(
1
Veff
)2]1/2, (10)
where ∆mi′ = 1, Ncor is the corrected number of quasars.
The calculated space density of quasar and their stan-
dard deviation are (3.49 ± 1.62) × 10−7 Mpc−3 mag−1
for −24.09 < M1450 < −23.09 and (5.24 ± 2.13) × 10
−7
Mpc−3 mag−1 for −23.09 < M1450 < −22.09, respec-
tively.
The corrected number and calculated space density of
z ∼ 4 quasars in COSMOS are showed in Table 2, and
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Fig. 7.— The photometric completeness for COSMOS quasars at z ∼ 4 (left) and at z ∼ 5 (right). Red, green, blue, purple, and cyan
lines denote the estimated completeness for quasars with i′ = 22.0, 22.5, 23.0, 23.5, and 24.0, respectively.
the obtained QLF is plotted in Figure 8 with the results
of Ikeda et al. (2011) and SDSS (Richards et al. 2006).
Although the redshift range of SDSS data (4.0 ≤ z ≤ 4.5;
Richards et al. 2006) is slightly different from our study
(3.7 ≤ z ≤ 4.7), we apply the weighted least-squares fit
to the space density of quasars at z ∼ 4 inferred by both
our study and SDSS. Here the following double power-
law function is adopted:
Φ(M1450, z) =
Φ(M∗1450)
10
0.4(α+1)(M1450−M
∗
1450
)
+ 10
0.4(β+1)(M1450−M
∗
1450
)
,
(11)
where α, β, Φ(M∗1450), and M
∗
1450 are the bright-end
slope, the faint-end slope, the normalization of the lu-
minosity function, and the characteristic absolute mag-
nitude, respectively (Boyle et al. 2000). Among the four
parameters, the bright-end slope is fixed to be α = −2.58
based on the SDSS result at z ∼ 4 (Richards et al. 2006).
Since the characteristic absolute magnitude becomes too
bright when the parameter is treated as a free param-
eter in the fit, the characteristic magnitude is fixed to
be M∗1450 = −24.4 based on the result of the COS-
MOS QLF at z ∼ 4 (Ikeda et al. 2011). The best-fit
values and 1σ standard deviations of Φ(M∗1450) and β
are Φ(M∗1450) = (3.03± 0.24)× 10
−7 Mpc−3 mag−1 and
β = −1.46+0.23
−0.19, respectively. These best-fit results are
showed in Table 3, and the fitting results are shown in
Figure 8. Comparing with the results by Ikeda et al.
(2011), we find that our results taking account of the
Baldwin effect and the IGM model show ∼24% lower
number density at z ∼ 4. This is attributed by the
revision of the completeness estimate and the adopted
latest IGM absorption model from the previous work
(Ikeda et al. 2011). Note that the revised number den-
sity of low-luminosity quasars at z ∼ 4 is consistent with
the number density inferred by recent X-ray observations
(Marchesi et al. 2016).
4.2. The QLF at z ∼ 5
The low-luminosity quasar survey in the COSMOS
field found no spectroscopically-confirmed quasars at
z ∼ 5 in the magnitude range of 22 < i′ < 24, and con-
sequently the upper limit on the quasar number density
was obtained (Ikeda et al. 2012). Here we investigate
how the inferred upper limit is revised when our new
TABLE 2
The quasar space density at z ∼ 4 and their standard
deviation
This Work Ikeda et al. (2011)
M1450 Ncor
a Φ Φ
[mag] [10−7 Mpc−3 mag−1] [10−7 Mpc−3 mag−1]
-23.59 4.67 3.49 ±1.62 4.35 ±2.01
-22.59 6.06 5.24 ±2.13 7.32 ±2.97
a Ncor is the corrected number of the quasars (Ikeda et al. 2011).
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Fig. 8.— The QLF at z ∼ 4 derived from the COSMOS data.
The red and blue squares are the quasar number density calcu-
lated in this work and in Ikeda et al. (2011), respectively. The
red squares are slightly shifted to the left direction to avoid the
overlap with the blue squares. Green squares are the SDSS results
(Richards et al. 2006). The red line shows the fit to our results
and the SDSS data, while the blue line shows the fit to the result
of Ikeda et al. (2011) and of the SDSS.
completeness estimates are used. We calculate the re-
vised effective comoving volume of the COSMOS quasar
survey with Equation (8), based on the new estimates
of the survey completeness given in Section 3.2. By
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TABLE 3
Best-fit QLF parameters for quasars at z ∼ 4
β Φ(M∗1450) M
∗
1450
[10−7 Mpc−3 mag−1] [mag]
This Work −1.46+0.23
−0.19
3.03 ± 0.24 −24.4 (fixed)
Ikeda et al. (2011) −1.67+0.11
−0.17
3.20 ± 0.24 −24.4± 0.06
Note. — The bright-end slope (α) is fixed to be −2.58 in both fits.
TABLE 4
The quasar space density at z ∼ 5
This Work Ikeda et al. (2012)
M1450 Φ Φ
[mag] [10−7 Mpc−3 mag−1] [10−7 Mpc−3 mag−1]
-24.02 < 2.00 < 1.33
-23.02 < 3.89 < 2.88
adopting the newly derived effective comoving volume
and the statistics of Gehrels (1986), the derived 1σ con-
fidence upper limits on the space density of quasars are
Φ < 2.00 × 10−7 Mpc−3 mag−1 for −24.52 < M1450 <
−23.52 and Φ < 3.89×10−7 Mpc−3 mag−1 for −23.52 <
M1450 < −22.52 (Table 4). Although no low-luminosity
quasar was clearly identified in the FOCAS spectroscopic
observation by Ikeda et al. (2012), here we take into ac-
count for possibilities that an object whose FOCAS spec-
tra looks a type-2 AGN at z = 5.07 (but with a low sig-
nificance) and an object without FOCAS spectrum could
be quasars at z ∼ 5 (see Ikeda et al. 2012 for more de-
tails). These results are plotted in Figure 9 with the
previous estimates by Ikeda et al. (2012) and also the
SDSS results Richards et al. (2006). The new results at
z ∼ 5, taking into account of the Baldwin effect and the
IGM model, show ∼43% higher number densities than
the number density reported by Ikeda et al. (2012), due
to the smaller revised completeness at z ∼ 5 (Section 3.2)
than the completeness given in Ikeda et al. (2012).
4.3. The Redshift Evolution of Quasar Space Density
Here we discuss how the redshift evolution of the
quasar number density depends on the quasar luminos-
ity (i.e., the LDDE), based on the revisited completeness
and consequent QLF at z ∼ 4 and 5. As described in
Section 1, the number density of low-luminosity quasars
at high redshifts is the key to interpret the LDDE of
quasars and to discuss the cosmological evolution of
SMBHs for different masses. Figure 10 shows the quasar
space density at the different absolute magnitude as a
function of redshift. At z < 4, the quasar space den-
sity reported by the 2dFSDSS LRG and Quasar Survey
(2SLAQ; Croom et al. 2009), the Spitzer Wide-area In-
frared Extragalactic Legacy Survey (SWIRE; Siana et al.
2008), and SDSS (Richards et al. 2006) are plotted. The
data at z < 4 is totally consistent with the AGN down-
sizing evolutionary picture, as pointed out in some ear-
lier works (Croom et al. 2009). On the other hand, var-
ious results of the low-luminosity quasar space density
are suggested at z > 3. The result of our study and
Ikeda et al. (2011, 2012) which used the COSMOS field
suggest that the low-luminosity quasar space density de-
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Fig. 9.— Same as Figure 8 but for z ∼ 5. Here the number
densities of COSMOS quasars are given as 1σ upper limits. The
red and blue squares are the upper limits of the quasar number
density calculated in this work and in Ikeda et al. (2012), respec-
tively. Green squares are the SDSS results (Richards et al. 2006).
The blue squares are slightly shifted to the left direction for clarity.
crease from z ∼ 2 to z ∼ 5. This trend is suggested also
by recent X-ray surveys of high-z low-luminosity quasars
(Marchesi et al. 2016), not only by previous X-ray sur-
veys of relatively bright quasars (e.g., Ueda et al. 2003;
Hasinger et al. 2005). However the result of the NOAO
Deep Wide-Field Survey (NDWFS) and the Deep Lens
Survey (DLS) by Glikman et al. (2011) suggest constant
or higher number densities of low-luminosity quasars at
z ∼ 4 than that at z ∼ 2 − 3. At z ∼ 6, recent stud-
ies (e.g., Willott et al. 2010; Kashikawa et al. 2015) sug-
gested lower number density of quasar than our upper
limits of them at z ∼ 5. Our result shows that the
evolution of low-luminosity quasar number density at
z ∼ 4 − 5 is consistent with the AGN downsizing, even
if we take into account of the Baldwin effect and the
latest extinction model of Inoue et al. (2014) for inter-
galactic absorption in the estimation of the photometric
completeness. However, the suggested number density
of low-luminosity quasars at z ∼ 4 differs between the
COSMOS field and the DLS/NDWFS fields. One pos-
sible reason for this discrepancy is the criterion of the
point-source selection, that is not discussed in our work.
Specifically, the DLS/NDWFS survey defines the point
source based on ground-based R-band images (see Fig-
ure 4 in Glikman et al. 2010), while the COSMOS sur-
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vey defines the point source based on the HST images
(Ikeda et al. 2011). Another possible reason for the dis-
crepancy in the number density of high-z low-luminosity
quasars in previous surveys is the small sample size of
their spectroscopically-confirmed quasars. To clarify the
reason for this difference and understand the evolution
of the quasar number density more accurately, further
observations of low-luminosity quasars in a wider survey
area are crucial.
As shown in Sections 4.1 and 4.2, the inferred number
density of high-redshift low-luminosity quasars was over-
estimated or underestimated by a factor of ∼ 20 − 50%
compared with the result of Ikeda et al. (2011, 2012), de-
pending on their redshift and luminosity. This suggests
that there was a systematic error caused by the adopted
IGM extinction model and the luminosity dependence
of quasar spectral template (i.e., the Baldwin effect) in
the quasar number density reported in the previous sur-
veys. Note that this systematic error is not seriously
large if it is compared with the statistical error in the
COSMOS works (Ikeda et al. 2011, 2012), because of the
small number of photometric and spectroscopic sample
of high-z low-luminosity quasars. However, near-future
surveys of high-z low-luminosity quasars such as Sub-
aru/Hyper Suprime-Cam (Miyazaki et al. 2012 , see also
Matsuoka et al. 2016) and Subaru/Prime Focus Spectro-
graph (Takada et al. 2014) will observe a numerous num-
ber of high-z low-luminosity quasars. In those surveys,
systematic errors with a factor of ∼ 20− 50% is not neg-
ligible at all given their small statistical error. There-
fore, understanding the proper method to infer the sur-
vey completeness and effective volume as investigated in
this work is crucial.
5. SUMMARY
In order to derive the high-z low-luminosity QLF ac-
curately, we quantify the influence of the Baldwin ef-
fect and the IGM absorption model on the quasar color.
We then revaluate the photometric completeness of low-
luminosity quasar surveys with COSMOS images. The
main results of this study are as follows.
1. At z ∼ 4 − 5, lower-luminosity quasars are
more easily selected by color selection criteria than
higher-luminosity quasars when the effects of the
Baldwin effect are properly considered.
2. By comparing the quasar model spectra adopting
the extinction model by Inoue et al. (2014) with
the other model by Madau (1995), we find that the
former (latest) model predicts a smaller Lyman-
break feature at z ∼ 4 − 5, that makes the color
selection of quasars more challenging.
3. The revised completeness is larger at z ∼ 4
but smaller at z ∼ 5 than our previous works
(Ikeda et al. 2011, 2012), due to the effects of the
Baldwin effect and IGM model.
4. The revaluated quasar space densities at z ∼ 4 are
(3.49 ± 1.62) × 10−7 Mpc−3 mag−1 for −24.09 <
M1450 < −23.09 and (5.24 ± 2.13) × 10
−7 Mpc−3
mag−1 for −23.09 < M1450 < −22.09, respec-
tively. These densities are lower than the results
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Fig. 10.— Redshift evolution of the quasar space den-
sity. Red, green, blue, magenta, light blue, orange, black, and
purple lines are the space density of quasars with M1450 =
−20,−21,−22,−23,−24,−25,−26, and − 27, respectively. Filled
squares and open squares show the results of this study and those of
Ikeda et al. (2011, 2012), respectively, in the COSMOS field. Open
circles, filled circle, and open triangles denote the results obtained
in the 2dFSDSS LRG and Quasar Survey (2SLAQ; Croom et al.
2009), SDSS (Richards et al. 2006), the Spitzer Wide-area Infrared
Extragalactic Legacy Survey (SWIRE; Siana et al. 2008), and the
NOAO Deep Wide-Field Survey (NDWFS) and the Deep Lens
Survey (DLS) by Glikman et al. (2011), respectively. The filled
squares at z ∼ 4 and 5 are slightly shifted to the right direction to
avoid the overlap with other symbols.
without considering the Baldwin effect (Ikeda et al.
2011). Therefore the revaluated faint-end slope of
our QLF, β = −1.46+0.23
−0.19, is flatter than that of
Ikeda et al. (2011).
5. The upper limits of the quasar space density at
z ∼ 5 are Φ < 2.00 × 10−7 Mpc−3 mag−1 for
−24.52 < M1450 < −23.52 and Φ < 3.89 × 10
−7
Mpc−3 mag−1 for −23.52 < M1450 < −22.52.
These densities are higher than the results with-
out considering the Baldwin effect.
6. Even by taking account of the revisions in
the completeness estimate, the inferred luminosity-
dependent density evolution of quasars is consistent
with the AGN down-sizing evolutionary picture.
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TABLE 5
The number of quasar spectra for making composite spectra
2.00 ≤ z < 2.25 2.25 ≤ z < 2.50 2.50 ≤ z < 2.75 2.75 ≤ z < 3.00 3.00 ≤ z < 3.25 3.25 ≤ z < 3.50
−31 ≤ Mi
a < −30 0 0 0 4 1 0
−30 ≤ Mi < −29 7 7 6 13 7 10
−29 ≤ Mi < −28 94 154 132 124 129 115
−28 ≤ Mi < −27 438 1181 978 727 738 526
−27 ≤ Mi < −26 1655 4421 3060 1895 1713 833
−26 ≤ Mi < −25 3344 7230 3964 1852 1003 266
−25 ≤ Mi < −24 1651 2534 746 174 25 1
−24 ≤ Mi < −23 44 16 1 1 0 1
3.50 ≤ z < 3.75 3.75 ≤ z < 4.00 4.00 ≤ z < 4.25 4.25 ≤ z < 4.50 4.50 ≤ z < 4.75 4.75 ≤ z < 5.00
−31 ≤ Mi < −30 0 0 0 0 0 0
−30 ≤ Mi < −29 5 9 9 8 2 1
−29 ≤ Mi < −28 91 81 57 34 23 13
−28 ≤ Mi < −27 350 296 132 57 34 22
−27 ≤ Mi < −26 466 282 75 18 4 2
−26 ≤ Mi < −25 46 13 1 0 0 0
−25 ≤ Mi < −24 0 0 0 0 0 0
−24 ≤ Mi < −23 1 0 0 0 0 0
a Mi denotes Mi[z = 2].
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APPENDIX
DEPENDENCE OF EW (C IV) ON THE QUASAR LUMINOSITY AND REDSHIFT
In Section 2.2, we described that EW (C iv) of the quasar spectrum does not depend on redshift. To clarify this
statement, we make composite spectra for each luminosity and redshift bin. We first divide the 43, 953 quasar spectra
selected from the BOSS quasar catalog for each ∆Mi[z = 2] = 1 and ∆z = 0.25 bin. The number of quasars in each
bin is showed in Table 5. We make composite spectra for each bin and measure EW (C iv) of them in the rest frame.
The measured EW (C iv) is summarized in Table 6. In Figure 11, we show the measured EW (C iv) as a function
of redshift (left panel) and luminosity (right panel), respectively. This figure suggests that EW (C iv) of the quasar
spectrum correlates significantly with the luminosity but does not correlate with the redshift.
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TABLE 6
The EW (C iv) [A˚] of composite spectra at rest frame
2.00 ≤ z < 2.25 2.25 ≤ z < 2.50 2.50 ≤ z < 2.75 2.75 ≤ z < 3.00 3.00 ≤ z < 3.25 3.25 ≤ z < 3.50
−31 ≤ Mi
a < −30 · · · · · · · · · 13.3 29.8 · · ·
−30 ≤ Mi < −29 23.4 19.5 14.3 23.2 18.9 23.8
−29 ≤ Mi < −28 24.6 23.5 23.5 22.8 24.1 24.6
−28 ≤ Mi < −27 27.2 25.5 27.4 28.3 27.9 27.7
−27 ≤ Mi < −26 31.3 32.0 33.3 36.5 34.0 34.3
−26 ≤ Mi < −25 40.7 41.2 43.2 46.0 42.9 44.3
−25 ≤ Mi < −24 50.5 48.1 50.0 50.4 57.1 56.6
−24 ≤ Mi < −23 62.8 57.5 48.6 21.1 · · · 29.1
3.50 ≤ z < 3.75 3.75 ≤ z < 4.00 4.00 ≤ z < 4.25 4.25 ≤ z < 4.50 4.50 ≤ z < 4.75 4.75 ≤ z < 5.00
−31 ≤ Mi < −30 · · · · · · · · · · · · · · · · · ·
−30 ≤ Mi < −29 20.9 29.2 21.8 20.2 19.9 24.3
−29 ≤ Mi < −28 23.4 23.9 21.8 26.8 20.3 21.2
−28 ≤ Mi < −27 29.0 29.3 29.2 26.0 30.6 26.0
−27 ≤ Mi < −26 34.0 35.4 42.4 36.2 15.4 50.3
−26 ≤ Mi < −25 38.0 26.9 82.0 · · · · · · · · ·
−25 ≤ Mi < −24 · · · · · · · · · · · · · · · · · ·
−24 ≤ Mi < −23 17.3 · · · · · · · · · · · · · · ·
Note. — For the case if a bin contains only one quasar, the EW (C iv) measured in the individual spectrum of the corresponding quasar
is given.
a Mi denotes Mi[z = 2].
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Fig. 11.— The relation between the rest-frame EW (C iv) of composite spectra and redshift (left panel) and luminosity (right panel).
Only the data made with > 20 quasars are plotted. The line color corresponds to the difference of luminosity (left panel) and difference of
redshift (right panel), respectively.
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