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A Recursive Recomputation Approach for Smoothing
in Nonlinear State–Space Modeling: An Attempt
for Reducing Space Complexity
Kazuyuki Nakamura and Takashi Tsuchiya
Abstract—In this paper, we develop a new generic imple-
mentation scheme for numerical smoothing in nonlinear and
Bayesian state–space modeling. Our new generic implementation
scheme, which we call recursive recomputation scheme, reduces
the space complexity from ( ) to ( log ), at the
cost of (log ) times computation of ﬁltering distributions in
time complexity. This reduction is accomplished by employing
carefully designed recursive recomputation. The Japanese stock
market price time-series data with = 956 is taken up as an
instance to demonstrate advantage of the proposed scheme. The
path-sampling particle smoother is implemented with the scheme
to smooth the whole interval estimating the change of volatility.
The number of particles is 3000000, and the whole interval is
smoothed with 5.3-GB storage, accomplishing saving of storage by
a factorof1/20. Thecomputedsmoothingdistribution iscompared
with the ones computed with the existing two other well-known
smoothers, the forward–backward smoother and the smoother
based on two-ﬁlter formula. It turns out that, among the three,
ours is the only method which succeeded in computing a reliable
and plausible smoothing distribution in the situation.
Index Terms—Hidden Markov model, particle ﬁlter, smoothing,
space complexity, state–space model.
I. INTRODUCTION
I
N this paper, we deal with a computational issue about
smoothing in the state–space model. Given a series of
multivariate data , a generic state–space
model assumes that the data is generated from the following
recursive system:
Here, is a vector variable called state and is a vector vari-
able called observation. We assume that and are indepen-
dent identically distributed (i.i.d.) probabilistic variables (with
respect to ), and and are functions of and and and
, respectively. We regard that is a realization of .
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This framework has diverse applications in many areas in-
cluding image processing, pattern recognition, bioinformatics,
etc., beyond the traditional time-series analysis and signal
processing. In these applications, one is interested in the fol-
lowing three conditional distributions of the state at each time
point: 1) predictive distribution—the distribution of given
, 2) ﬁltering distribution—the distribution
of given , and 3) smoothing distribution—the
distribution of given (the whole data).
Computation of predictive, ﬁltering, and smoothing distribu-
tions are referred to as prediction, ﬁltering, and smoothing,
respectively.
Recent drastic advances in computing both in terms of speed
andmemorystimulateddevelopmentofstrongandpowerfulnu-
merical methods for prediction, ﬁltering, and smoothing where
the state distribution is represented numerically rather than ana-
lytically, for instance, with histograms [19], with Gaussian sum
densities [21],and with theset of particles [2], [3], [5],[6], [13],
[22]–[24]. While these new approaches have a great advantage
of ﬂexibility in modeling, there are still several computational
issuestoberesolved.Amongthem,exhaustiveusageofmemory
in smoothing is a serious problem in its practical use because
memory required in these methods is typically , where
is the space required to store the ﬁltering distribution at each
time point and is the length of the time series. Often needs
to be quite large for reasonable approximation of the state dis-
tribution. Thisis an unfortunate drawback whichcould limitap-
plicability of the new approaches in many situations.
In this paper, we develop a new generic implementation of
numerical smoothing which reduces the space complexity to
from byemploying carefullydesignedre-
cursive recomputation. The new scheme is referred to as the re-
cursive recomputation scheme. The expense of the new scheme
in time complexity is times computation of ﬁltering
distributions. The proposed scheme is generic and systemati-
cally applied to general numerical smoothing algorithms.
There are at least two major advantages of this technique.
First, it provides a generic method to increase the length of the
sequencestowhichanumericalsmoothercanbeapplied.Thisis
important because the innovation of measurement instruments
makes it possible to perform measurements in shorter inter-
vals. For example, if the sampling interval is changed from 1 to
0.1 s in observing a physical phenomenon, then we need to pro-
vide a smoother which can handle a ten times longer sequence.
Second, the saved storage can be used to implement more ac-
curate approximation of state distributions in the smoother. We
1053-587X/$25.00 © 2007 IEEE5168 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 11, NOVEMBER 2007
may increase the number of particles in the particle ﬁlter and
may use a ﬁner grid in the histogram approximation.
The original idea of recomputation to save storage comes
from a ﬁeld of numerical computation called automatic differ-
entiation [1], [9]–[11], [16], [17], [25], [27], [28]. Automatic
differentiation is a method to compute exact derivatives of a
function by automatically generating a code for computing the
derivatives from the original code for computing the function.
In particular, the idea of recursive recomputation adopted in our
paper was introduced by Griewank [9]. After the submission of
the ﬁrst draft of this paper, we also noticed that a similar tech-
nique is developed in the context of dynamic programming and
hidden Markov model [8], [26].
We take the Japanese stock price time-series data as an in-
stance to demonstrate advantage of the recursive recomputation
scheme. The length of the time series is 956. The particle
ﬁlterandthepath-samplingsmoothingalgorithm[22]isapplied
to smooth the whole interval estimating the change of volatility.
The number of particles is 1000000and 3000000, and the new
implementation succeeded to smooth the whole interval with
1.8 and 5.3-GB storage, respectively, accomplishing saving of
storage by a factor of 1/20 compared with the ordinary imple-
mentation. An ordinary implementation of the same algorithm
withthesamenumberofparticleswouldrequire36and106-GB
storage, and it would not be possible to run it even with a super-
computer due to memory limitation.
In order to demonstrate the advantage of the new approach,
the computed smoothing distribution is compared with the one
computed with an ordinary implementation with 150000 par-
ticles, and furthermore, with the smoothing distributions based
on the two other well-known smoothers, the forward–backward
smoother and the smoother based on the two-ﬁlter formula. It
is shown that the path-sampling algorithm with the recursive
recomputation scheme is the only method which succeeded in
computing a reliable and plausible smoothing distribution. We
also discusshowtherecursiverecomputationschemecanbe ex-
tended to ﬁxed-lag smoothing speciﬁcally in the case of path-
sampling smoother.
This paper is organized as follows. In Section II, we describe
the generic scheme of numerical ﬁltering and smoothing and
introduce the prototype idea of recomputation. Then, the re-
cursive recomputation technique is explained in Section III. In
Section IV, we demonstrate performance of the recursive re-
computationschemebyapplyingittotheJapanesestockmarket
time-series data. In Section V, we discuss how our method can
beincorporatedwithﬁxed-lagsmoothing.SectionVIisthecon-
cluding discussion.
II. GENERIC FILTERING/SMOOTHING SCHEME AND PROTOTYPE
IDEA OF RECOMPUTATION
A. Generic Scheme of Filtering and Smoothing
We assume that the length of the time series is . We also
assume that time starts from 0. We denote observations with
, . The ﬁltering distribution is the condi-
tional distribution of the state at given , while
the smoothing distributionis deﬁnedas the conditional distribu-
tion of the state given the whole sequence .
We denote by and the approximation of the ﬁltering
distributionandthesmoothingdistribution,respectively.Weuse
the notation to denote the set of approximate ﬁltering
distributions between the two time points
and . is deﬁned analogously.
Generally, is computed from and
based on a model. We denote by the computational cost
(time complexity) for this task. is computed from
and . We denote by the computational cost for
this task. and depend on the model and the ﬁltering
and smoothing algorithm. Generic numerical ﬁltering and
smoothing methods go as follows. First, we compute ﬁltering
distributions in chronological order based
on the model, the initial state , and the observations
. This step is referred to as a forward sweep
in the following. Then, we compute smoothing distributions
. Since “ is computed from and
” in the smoothing procedure, we compute smoothing
distributions in the reverse chronological
order based on . The smoothing process is
referred to as a reverse sweep. Because of this nature of recur-
sion procedure of smoothing, in principle, ﬁltering distribution
at every time point needs to be stored for smoothing. This is
why most numerical smoothing methods require exhaustive
storage proportional to . From the previous explanation, it
would be easy to see that the time complexity of the ordinary
implementation of the smoothing algorithm is
and the space complexity is , where is the storage to
store each ﬁltering distribution (a more detailed deﬁnition
of is given in the following).
B. Prototype Recomputation Procedure
The prototype idea of saving storage by recomputation is as
follows. We reproduce by recomputation as it is needed
ratherthanstoringalloftheminrunningasmoothingalgorithm.
For this purpose, we specify in advance several time points at
which we store all variables necessary to reproduce successive
computational processes exactly. These time points are referred
to as checkpoints. The set of variables stored at the checkpoint
is referred to as a snapshot at . Typically, the snapshot at
consists of and the state vector of the random number
generator, etc. Since the storage for storing ﬁltering distribu-
tion dominates other parts in the snapshot, we abuse con-
vention of identifying and the snapshot at if it does not
cause a confusion. The storage necessary to store the snapshot
at each time point is assumed to be constant and denoted by
, abusing the notation for storing a ﬁltering distribution in-
troduced in Section II-A. We take as the unit for estimating
required storage.
Now, we are ready to describe the prototype recomputation
scheme. The following procedure is analogous to the one pro-
posed by Volin and Ostrovski˘ i [27], [28] in automatic differen-
tiation. A similar idea is also suggested in [18] in the context of
spatial smoothing using the Kalman ﬁlter.
The procedure goes as follows. In the forward sweep, we
store at every “ step,”
instead of storing at every time . The set of
snapshotsfromacheckpoint ,say,tothenextsnapshotatNAKAMURA AND TSUCHIYA: RECURSIVE RECOMPUTATION APPROACH FOR SMOOTHING IN STATE–SPACE MODELING 5169
,i.e., ,isreferredtoasasegment.
In the reverse sweep for smoothing, we recompute ﬁltering dis-
tributions segmentwise as needed, starting recomputation from
the closest checkpoint. For example, suppose that we have al-
ready computed the smoothing distributions (note
that ). In order to compute ,
we need the segment . This segment is
recovered by recomputation from the snapshot at the check-
point , namely, we recompute ,
starting from the snapshot at .
Based on the recomputed ﬁltering distributions, we compute
.
With this idea, we can reduce space complexity of smoothing
from to , where the ﬁrst term is to
store the snapshots and the second one is to store the ﬁltering
distributions for each segment, at the expense of computing the
ﬁltering distributions “twice” along the whole interval. If we
take , the space complexity becomes approximately
, and the time complexity becomes .
III. RECURSIVE RECOMPUTATION SCHEME
In the following, we apply the idea of recomputation in
Section II recursively and we will show that we can reduce the
space complexity further down to at the expense
of times recomputation of ﬁltering distributions in
time complexity. The original idea of recursive recomputation
was developed by Griewank [9] in automatic differentiation.
We also recommend [25] and [10, Ch. 12] for reading as a
reference in which the core idea of recursive recomputation is
explained clearly.
A. Illustration of the Main Idea With an Example
Weexplainourmethodwithanexample.Forsimplicity,letus
consider the case where the length of the time series
. We divide the whole time interval into three intervals
, and and then further divide the divided
intervals again into three intervals
These intervals are naturally associated with a two-level triplet
tree as in Fig. 1. (We do not draw the edges of the triplet tree
so that the ﬁgure does not become tedious. The nine nodes at
the bottom of the ﬁgure are not counted as nodes of the triplet
tree.)Thenumbersattachedtothenodes(insidecircles)aretime
points and will be taken as checkpoints in the following proce-
dure. Not all of them are simultaneously taken as checkpoints
but only a part of them is assigned to checkpoints dynamically
as the procedure proceeds. [There are three time points in the
ﬁgure which appear in several nodes in Fig. 1, i.e., (three
times), and (two times). No matter how many
times nodes with the same time point appear in the ﬁgure, we
interpret them as a unique checkpoint, that is, a checkpoint is
determined uniquely from time point.] A segment is deﬁned as
Fig. 1. Scheme of recursive recomputation.
the set of consecutive snapshots between the closest two check-
points. For example, the snapshots from (time) 0 to 8, from 9
to 17, are segments. The size of a segment is nine (units) in this
example.
In order to smooth the time-series with the length 81, we pro-
vide ﬁve units , , , , and for snapshots at check-
points and eight units to store a segment which we refer to ,
namely, 13 units in total. We will show that smoothing is done
with three forward sweeps.
WeillustratetheprocedurewithFig.1.Roughly,computation
is executed in the alphabetical order from A to R, as attached
to the nodes and edges of the graph. First, a forward sweep of
computing goes along the dotted arrow
storing snapshots at (A E in Fig. 1;
in the following, we indicate the corresponding places in the
ﬁgure in the similar manner). They are stored at , re-
spectively. We continue computing the ﬁltering distributions at
and store all of them in (F
in Fig. 1). Then, we compute smoothing distributions
based on stored in and stored as (F). To
compute smoothing distributions , we recompute the
ﬁltering distributions starting with the snapshot
andstoretheminthesegment (G).Then,wecompute
smoothing distributions for based on stored
in and stored as (G). In the similar manner, we
compute smoothing distributions for
by recomputing the ﬁltering distributions based on
and storing them as the segment (H). This ﬁn-
ishes computation of the smoothing distributions .
Next,weexplainhowtocomputethesmoothingdistributions
. Recall that we stored the snapshot at the checkpoint
(B) as . We recompute ﬁltering distributions
for based on , but do not store all
of them and store the ones just at the checkpoints and
as and , respectively (I and J). Then, we compute
ﬁltering distributions based on and store
all of them in the segment (K). Based on stored
in and stored in , we compute smoothing distri-
butions for (K). Smoothing distributions for
and are computed exactly in the same manner (L and
M). It is important that we “reuse” and here.5170 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 11, NOVEMBER 2007
Finally, we compute smoothing distributions exactly
in the same manner as in the previous paragraph. Instead of
using the snapshot at , we use the one at (N to R).
As was explained previously, we reuse the storage for com-
puting the smoothing distributions in the interval when
computing and . For this reason, we only need
and . This is why we can save memory in the
new scheme. As to time complexity, we need recomputations
of all ﬁltering distributions for each level of tree after all (ﬁrst
level: A, B, C; second level: D, E, I, J, N, O; third level: F, G,
H, K, L, M, P, Q, R). Therefore, we need three times of forward
sweep. Later, we will analyze complexity in general setting in
Section III-B.
B. General Cases and Complexity Analysis
In this section, we describe the recursive recomputation
scheme in a more formal manner. The set of checkpoints and
snapshots are changed dynamically in the scheme as explained
in the previous section. In the following, we denote by
as the set of checkpoints at the time point and denote by
snapshot the set of the snapshots corresponding to the
checkpoints in . Then, the generic recomputation scheme is
written as follows.
1) Generic (Dynamic) Recomputation Scheme to Compute
:
1) Provide two areas CHECKPOINT and SNAPSHOTS to
store checkpoints and snapshots.
2) Compute the set of checkpoints and let CHECK-
POINTS . Then, execute the (whole) forward
sweep once storing the snapshots for at SNAP-
SHOTS. Let .
3) While , do the steps 4–8. (In the loop below,
and are computed. In the beginning of this
loop, we have CHECKPOINTS and SNAPSHOTS
snapshot .)
4) Computetheset ofcheckpointsassociatedwith .
5) Let be the checkpoint in closest to and .
6) Execute a partial forward sweep from to to compute
, constructing snapshot . More precisely,
we ﬁrst remove snapshot from SNAP-
SHOTS, and then, execute a partial forward sweep from
to to compute from , adding snap-
shot to SNAPSHOTS.
7) Let CHECKPOINTS and compute from
.
8) .
2) Simple Construction of for Recursive Recomputation
Scheme: Now, we describe a simple construction of for the
recursive recomputation scheme. In the example of ex-
plained so far, we divided an interval into three intervals at each
level, and took the length of the segment (the minimum length
of the divided interval) as nine. In general, we may consider di-
viding an interval into intervals at each level and taking the
length of the segment to be . In the following, we regard a seg-
ment as the set of the snapshots of “consecutive checkpoints.”
For a compact description of for the recursive recomputa-
tion scheme, we introduce the following special representation
of integers which is deﬁned by and . For an integer , we di-
vide it by and let be the quotient and be the reminder, i.e.,
. In order to represent , we represent by the
number system with base and use it as the leading digits, and
attach as the last digit. In this system, all digits except for the
last one take the value , and the last digit takes the
value .Inthefollowing,by ,
we mean a number represented within this system, i.e.,
In our example, we have , , and . The pre-
vious integer representation yields that three digits is enough
to represent any . This corresponds to the heights
of the tree being two. For instance, the integer 50 is repre-
sented as , because
.
Now,wearereadytodescribe fortherecursiverecomputa-
tion scheme. Let be the time point under consideration and let
. The number of digits to represent
is .Then,wechoosethefollowing
time points as the set of checkpoints, where each of them is of
digits:
integer
" means zeros
integer
" means zeros
integer
" means zeros
. . .
integer
For example, at , consists of the
following ele-
ments: , , ,
, , ,
, , and .I ti s
easy to verify from the explanation in Section III-A that indeed
this set of checkpoints is exactly the same as the set of check-
points at which should be used to further recompute
(see Fig. 1).
This completes the description of the recursive recomputa-
tion procedure. The implementation becomes simpliﬁed further
if we take and , which exactly correspond to the
binary number representation. This binary scheme would be a
promising way to implement the recursive recomputation pro-
cedure in practice. Finally, we observe that we do not need to
know in advance. Our construction of affords updating
andstoringassociatedsnapshotsasweperform(partial)forward
sweeps.
3) Analysis of Space and Time Complexity: We analyze
the space and time complexity of the recursive recomputation
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the tree is bounded by , regardless of . From
the previous construction of the checkpoints, the number of
the checkpoints is bounded by
[ in the example]. Therefore, the total
storage is bounded by , where
is the unit of the storage necessary for each time point.
The number of forward sweeps is (see the discussion at
the end of Secttion III-A). Therefore, the time complexity is
bounded by
Thus, compared with the ordinary implementation, the space
complexity is reduced from to and the
time complexity is moderately increased from
to , as is claimed in the introduction.
IV. APPLICATION
We implemented the path-sampling smoothing algorithm
[22] of the particle ﬁlter based on the recursive recomputation
scheme, and compared it with an ordinary implementation. We
also compared the computed smoothing distribution with the
ones computed with the forward–backward smoother and the
two-ﬁlter formulas smoother. We picked the Japanese stock
price (Nikkei 225) [22] data as the benchmark data.
A. Path-Sampling Smoothing Algorithm
In the particle ﬁlter [5], [7], [20], [22], [23], is repre-
sentedasasetof particles inthestatespaceand
eachparticle isassociatedwithitsprobability
. This means that is expressed as
where is the Dirac delta function. Each particle at is gen-
erated from a particle of in a certain procedure and the number
of particles at each time point is kept constant . Therefore,
the whole particles constitute a set of trees according to this
parent–children relation, where each particle at any time point
is a descendant of a certain particle at , which
is a root of a tree.
The procedure of smoothing by path-sampling goes as fol-
lows. We consider the smoothing distribution at . The
smoothing distribution is represented as
where is the weight of the particle of the smoothing dis-
tribution. The weight is computed as follows. We deﬁne, for
, as the set of particles at which are descen-
dants of .I f has no descendant at , we set .
Then, is determined as
thesummationoftheprobabilityofdescendantparticlesof at
. Note that since every particle at
is exactly associated with one particle at .
Before explaining an efﬁcient computation procedure for
, we make a few preliminary observations. Given two time
points and such that , we consider one dimensional
array of size , and let be the index of
the particle at a point in time , which is the ancestor of the
th particle at . Therefore, the ancestor particle of at
is written as . Let child be the
pointers indicating the children of . Note
that the storage necessary to store child is
, since the number of particles in one generation is always
. Let parent be the pointers indicating the
parent of . Then, parent is computed in
operations from child .
Given and the pointers child
, is computed in basic oper-
ations [by computing parent ]. If is available,
is computed efﬁciently as follows in
basic operations.
1. for all .
2. For to do ;
end.
From these observations, it is now easy to see that
over the interval is computed in
reverse chronological order with basic operations for
each by updating with child
and by executing the previous 1 and 2. Thus, we have
in the path-sampling smoothing algorithm.
Note that storage is necessary in this
procedure for storing child over
and the recursive recomputation scheme can be applied to save
storage here.
At this point, we should note that the number of particles rep-
resentingthesmoothingdistributionreducesas approachesthe
initial time point in this procedure. Therefore, the resulting rep-
resentation of the smoothing distribution becomes coarse
as gets further away from . This is a known drawback of the
path-samplingsmoothingprocedure[22].Wewillshowthatthis
drawbackis considerably remedied byincreasing thenumber of
particles with the recursive recomputation scheme. On the other
hand, one of the advantages of the path-sampling smoothing
scheme particularly suitable in our context is that the time com-
plexity is of the order per step. This makes it much easier
to deal with an increase in the number of particles compared
with two other known smoothing schemes of the particle ﬁl-
ters, the standard forward–backward smoothing [4], [15] and
the smoothing scheme based on the two-ﬁlter formula [3], [22],
which generally require arithmetic operations per step.
Later, we will compare performance of our method and these
schemes.
B. Data and Model
We take up the daily series of the Japanese stock price in Yen
(Nikkei 225) data as the example. This is the data which was5172 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 11, NOVEMBER 2007
Fig. 2. Original data.
also analyzed in [22]. The data is from January 1987 to August
1990, and the length of the series is 956. The original data is
shown in Fig. 2.
We apply our method to smooth the data with a model
where is the trend and is a white noise sequence with
unknown time-varying variance . The following
two smoothness prior models:
are assumed, where . and are white-noise
sequences obeying Cauchy and , respectively,
with and . When formulated as a
state–space model, the dimension of state is four. See [22]
for more detailed formulation. (The previous parameters are
chosen manually by observing behavior of the model. There-
fore, there might be possible room for improvement in their
estimation. But we think that this parameter setup is sufﬁcient
for our purposes, since our main interest here is not analyzing
data but development of an efﬁcient implementation scheme.)
Theparticleﬁlterswith3000000particlesand1000000par-
ticles are implemented with the new scheme, and the path-sam-
pling smoothing algorithm explained previously was applied to
smooth the entire interval. We set and [approxi-
mately ].Theheight ofthetree(seeFig.1)is3.
The total number of units is about . This
means that we will use 41 units to smooth the whole interval.
Since we will need 956 units with the ordinary implementation,
the saving in storage is by a factor of about 1/20. The method
is implemented in C. The computational experiment is con-
ducted onSGIAltix3700 SuperCluster[256CPU(Intel Itanium
2 1.3 GHz), 1331.2GFLOPS, 1920-GB main memory], a su-
percomputer at the Institute of Statistical Mathematics, Tokyo,
Japan. We just used one central processing unit (CPU) among
256 CPUs of the cluster which is slower than Intel Pentium
IV 3 GHz. The storage required for the two cases is 5.3 GB
(3000000 particles) and 1.8 GB (1000000 particles), respec-
tively. As was mentioned earlier, we accomplished saving of
storage by a factor of 1/20. This means that the storage we
Fig. 3. Estimated trend and residual. (a) Smoothed trend (median), 3000000
particles, the recursive recomputation scheme (5.3 GB). (b) Residual sequence,
3000000 particles, the recursive recomputation scheme (5.3 GB).
need with the ordinary implementation is 106 GB and/or 36
GB and that the instance is hardly tractable within an ordinary
computing environment or even with a supercomputer due to
memory limitation. We make this point clear here.
C. Results and Observation
First, we show the smoothed trend and the residual in
Fig. 3(a) and (b). It can be seen that the residual gets larger
around 220, 830 and 940. Our main interest in this model
liesinestimationofvolatilityratherthantrend.Inthefollowing,
we focus on volatility and demonstrate advantages of the new
scheme.
1) Comparison between Recursive Recomputation Scheme
and Ordinary Implementation: The median of the ﬁltering dis-
tribution is shown in Fig. 4. In order to compare with the re-
cursive recomputation scheme, we conducted smoothing and
ﬁxed-lag smoothing with the ordinary implementation using 5
6-GB storage. The results are shown in Fig. 5. Fig. 5(a) is the
result of smoothing the whole interval with 150000 particles,
the largest number of particles implementable within 5 6 GB.
Fig. 5(b) is the median curve of Fig. 5(a). Fig. 5(c) is the result
of the ﬁxed-lag smoother with the particles 3000000 and the
lag 50, the largest lag implementable with about 5 GB.NAKAMURA AND TSUCHIYA: RECURSIVE RECOMPUTATION APPROACH FOR SMOOTHING IN STATE–SPACE MODELING 5173
Fig. 4. Median of the ﬁltering distributions of volatility, 3000000 particles.
It is seen that the median of the ﬁltering distributions in
Fig. 4 is quite shaky. The median curve of smoothing the
whole interval with 150000 particles shown as the solid line
in Fig. 5(a) and (b) is much smoother than the ﬁltering, but the
broken/dotted/chain curves in Fig. 5(a) showing 2.3%, 15.9%,
84.1%, and 97.7% points of the smoothing distributions still
behave quite irregularly and it would be difﬁcult to conduct re-
liable inference based on the obtained smoothing distributions.
On the other hand, the curves obtained by the ﬁxed-lag
smoother in Fig. 5(c) seem to change quite smoothly in accor-
dancewitheachother. Therefore,one maythinkthatreasonable
estimates of smoothing distributions are obtained here. How-
ever, we should not simply trust this result, since the lag may
not be long enough. In such a case, it is hard to judge which
result of the two should be used. Ideally, it would be the best
if we were able to smooth the whole interval with 3000000
particles, but this requires more than 100 GB of storage and
hence would be hard with an ordinary implementation.
Now,weshowinFig.6(a)and(b)theresultsofsmoothingthe
whole interval with 1000000 particles and 3000000 particles
based on the recursive recomputation scheme. It required 1.8
GB for 1000000 particles smoother and 5.3 GB for 3000000
particlessmoother,asmuchaswasneededintheresultsdemon-
strated in the previous paragraph. The curves of the median
2.3%, 15.9%, 84.1%, and 97.7% points change smoothly and
in a stable manner in accordance with each other for a long pe-
riod of .
The change of the number of particles representing the
smoothing distributions in the three smoothing cases are shown
in Fig. 7(a) and (b), where the vertical axis of the graphs are
truncated at 9000 and 200, respectively. The number of the
particles for the truncated parts are shown in Table I.
It is seen that the number of particles reduces exponentially
as decreases. As is seen from the two ﬁgures and the table,
the smoothing distributions with 150000 particles deteriorate
very quickly, and the number of particles reduces to 50 already
at and the smoothing distributions are represented
by just 14 particles for . This means that it is quite
difﬁcult to rely on the smoothing results with 150000 parti-
cles. On the other hand, both in the case of 1000000 particles
Fig. 5. Smoothed volatility, the ordinary implementation (the solid line is the
median of the distribution. Thick broken, thin broken, dotted, and chain lines
represent 2.3%, 15.9%, 84.1%, and 97.7% points, respectively). (a) Smoothing
the whole interval, 150000 particles, the ordinary implementation (5.7 GB).
(b) Smoothing the whole interval, 150000 particles (median), the ordinary im-
plementation (5.7 GB). (c) Fixed-lag smoothing (lag = 50), 3000000 parti-
cles, the ordinary implementation (4.9 GB)
and 3000000 particles, more than 50 particles remain even at
, using the same storage or even less, compared with
the ordinary implementation. It is clear that the smoothed dis-
tributions are much more reliable in thelatter two cases with the
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Fig. 6. Smoothed volatility, the recursive recomputation scheme (the solid
line is the median of the distribution; thick broken, thin broken, dot, and chain
lines represent 2.3%, 15.9%, 84.1%, and 97.7% points, respectively). (a) The
1000000 particles, the recursive recomputation scheme (1.8 GB). (b) The
3000000 particles, the recursive recomputation scheme (5.3 GB).
Interestingly, the ﬁxed-lag smoothing distributions in
Fig. 5(c) are very similar to the smoothing distributions shown
in Fig. 6 in the interval . Now, we can conclude with
conﬁdence that the lag 50 is enough for analyzing the data
with the model, expecting that the ﬁxed-lag smoother provides
reasonable smoothing distributions for the interval
where the whole interval smoothing does not work well. The
fact that the lag 50 is sufﬁcient might suggest that the current
volatility does not contribute to events far ahead in the future
but does account for relatively short periods, i.e., 50 days.
2) Analysis of Timing Data: In Table II, the timing data is
shown together with required storage for the methods imple-
mented. Smoothing with 150000 particle is relatively fast and
ﬁnishes in 493 s. It is about 60 times faster than smoothing
with 3000000 particles by the recursive recomputation scheme
which took 30582 s. We think that this is reasonably explained
as follows. Assume for the being that the forward sweep dom-
inates and the reverse sweep is negligible in computation time
(later,wewillshowthisisthecase).Weusearesamplingroutine
whose complexity is [rather than ]. Since
the number of particles differs by a factor of 20, if we have
Fig.7. Changeofthenumberofparticlesinsmoothingthewholeinterval[solid
line: 3000000 particles, thick broken line: 1000000 particles, thin broken line:
150000 particles; (a) and (b) draw the same data in different scaling].
TABLE I
CHANGE OF THE NUMBER OF PARTICLES AT THE BEGINNING
OF SMOOTHING PROCEDURE
TABLE II
TIMING DATA AND REQUIRED STORAGE (RRS: RECURSIVE
RECOMPUTATION SCHEME)
“sufﬁciently large” storage, a smoother with 3000000 particles
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height of the tree , the routine is expected to execute for-
wardsweepsroughly3 4timesintheory,and indeedthecom-
putational time observed indicates that times
forward sweeps are executed. Thus, the timing data in Table II
is plausible.
Now, we conﬁrm that the computation time for forward
sweeps dominates the reverse sweeps in the case of 1000000
particles and 3000000 particles. The measured time for one
forward sweep for the case of 1000000 particles and 3000000
particles were 2727 and 8259 s, respectively. As was mentioned
previously, we execute roughly 3 4 times forward sweeps
in the recursive recomputation scheme. Since we have 8411
and 25489 s for the 1000000 particles case and the 3000000
particles case, respectively, we conclude that most of the com-
putation time is spent in forward sweeps rather than in (one)
reverse sweep.
From these observations, we conclude that fast computation
of ﬁltering distribution is important in the recursive recomputa-
tion scheme. From the viewpoint of parallel computation, this
could be an advantage of the scheme, since computation of ﬁl-
tering distribution is easily and efﬁciently parallelized.
3) Comparison with Other Smoothing Schemes: As was
mentioned before, thereare twowell-known smoothers,
namely, the forward–backward smoother [4], [15] and the
smoother based on the two-ﬁlter formula [3], [22]. These two
smoothers were implemented and were compared with our ap-
proach. The number of the particles is 5000, and computation
time is 23871 s (6 h, 37 min, 51 s) for the forward–backward
smoother and 25364 s (7 h, 2 min, 44 s) for the smoother based
on the two-ﬁlter formula. We think that is the limit
of the number of particles in view of the computation time. The
results are shown in Fig. 8(a) and (b).
It can be seen that the resulting smoothing distributions are
quite irregular in both cases. In such a case, it is difﬁcult to
distinguish which approach among the three (path-sampling
smoother [Fig. 6(a) and (b)], forward–backward smoother
[Fig. 8(a)], and two-ﬁlter smoother [Fig. 8(b)]) obtains the
best (approximate) smoothing distribution. Here, we con-
clude that the smoothing distribution with the path-sampling
smoother is the most plausible one among the three for the
following two reasons. First, in both two smoothers,
we observed that the smoothing distribution is not seen to be
convergent yet at , when we increase the number
of particles (we compared them with the cases of
and ; ﬁgures are not shown here). Plausibility of
the smoothing distribution by the path-sampling smoother is
conﬁrmed more clearly through comparison of the behavior
of the smoothing distributions at around to the end
of the sequence as follows. In the interval, the path-sampling
smoother does not suffer from degeneracy much, because still
nearly 8000 particles survive at (60000 particles at
), as seen from Table I. Therefore, we may assume
that the smoothing distribution obtained by the path-sampling
smoother with 3000000 particles are reliable in the interval,
say, . However, the smoothing distributions computed
with the forward–backward smoother and the smoother based
on the two-ﬁlter formula do not agree at all with the distribution
by the path-sampling smoother even in that interval. We also
Fig. 8. Smoothed volatility computed with O(N ) smoothers (the solid line is
themedianofthedistribution;twochainlinesrepresent2.3%,and97.7%points,
respectively).(a)The5000particles,forward–backwardsmoother.(b)The5000
particles, two-ﬁlter smoother.
argue that the smoothness of the estimated volatility is also sup-
ported in view of the nature of the model, since the parameter
, which determines smoothness of volatility in the
log space, is fairly small. Therefore, we expect smooth changes
of volatility. From these considerations, we conclude that the
smoothing distribution by the path-sampling smoother is a
much better approximation to the real one than the other two.
4) Finding from the Smoothing Distributions: Last, we
make a small comment from data analysis perspective. In
Fig. 6(a) and (b) [and Fig. 5(c)], we observe a periodic change
of the estimated volatility after the two peaks around 220
and 270. The ﬁrst peak corresponds to the Black Monday.
Whether or not this periodicity is an aftereffect of the Black
Monday might deserve further study. Since our main purpose
here is not analyzing the data, we defer a judgement on this
matter.
V. FIXED-LAG SMOOTHING
In this section, we discuss how the proposed new scheme can
be adapted to ﬁxed-lag smoothing.5176 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 11, NOVEMBER 2007
A. General Cases
Let be the length of a lag and let denote the ap-
proximate smoothing distribution at by a ﬁxed-lag smoother.
We assume that is much larger than . Usually, the ﬁxed-lag
smoother is run simultaneously with a ﬁltering algorithm. The
overall time complexity of running the ﬁxed-lag smoothing al-
gorithm is and the space complexity is in
general.
If we apply the recursive recomputation scheme to ﬁxed-lag
smoothing, we compute one by one by smoothing
the sequence in the interval . Therefore, we need
basic operations for every . The
overall time complexity and the space complexity will be
and , respectively.
Due to the factor in the term , the recur-
sive recomputation scheme has less advantage over the ordi-
nary scheme compared with the case of smoothing the whole
sequence, though it still has the advantage of saving storage.
This increase in time complexity is due to the fact that we do
not store consecutively . It is an inter-
esting problem to develop a variation of the recursive recompu-
tation scheme to the ﬁxed-lag smoother whose time complexity
is .
In the path-sampling smoothing algorithm, we can develop
suchaprocedure.Inthenextsections,wewillpresentaﬁxed-lag
smootherwithrecursiverecomputationschemewhichrunswith
the time complexity of and the space
complexity of .
B. Fixed-Lag Path-Sampling Smoothing Algorithm:
Preliminary Observation
First, we develop an implementation of the ﬁxed-lag
path-sampling smoothing with the time complexity of
, which is reduced from
of general cases. The space complexity is . Based on
this algorithm, in Section V-C, we will develop a ﬁxed-lag
path-sampling smoothing algorithm with the time complexity
andthespacecomplexity .
The procedure developed in this section is following. We di-
vide into intervals , , ,
etc., and the smoothing is done in the order
, taking these intervals as a unit.
We will show the procedure by taking up the case of
computing . The other cases are similar. To
compute , we compute and store .
Then, we compute in a reverse chronological order as
.
We use the same notation as Section IV-A. We have
(1)
where is the weight of the th particle of , the
ﬁltering distribution. The major part in computing is cal-
culation of the weight .
Now, we explain the procedure. The ﬁrst step is to perform
a forward sweep to compute . In the fol-
lowing, we assume that the following variables are stored in the
forward sweep, for .
— : the probability of each par-
ticle and the array ;
— : each particle and the pointers
indicating the child of ;
for .
Here, we note that in is computed recursively
from in additional basic operations com-
pared to the ordinary ﬁltering process. It is easy to see that
the storage required to store and is , where
.
Recall that our main task is to compute the weights of the
smoothing distribution. To this end, let us observe that in (1)
can be computed alternatively in two stages as
(2)
(3)
This formula is justiﬁed as follows. Consider the subtree in the
family tree structure of particles whose root is and leaves are
, , where weight of the ﬁltering distri-
bution is attached to each leaf . The target weight is
computed by taking summation of all the weights of the leaves
[see (1)]. If we notice this fact, it is easy to see that the summa-
tion may be computed in two stages as follows: We ﬁrst take the
partial sums from the leaves up to the level of the time point ,
and then, further sum up the partial sums to obtain . This is
the meaning of (2) and (3), and we will utilize this formulation.
Now,wearereadytoexplainthewholeprocedure.Inthepro-
cedurebelow,steps3and4correspondto(2),andsteps5,6,and
7 correspond to (3). The weight computed
in step 7 represents the smoothing distribution (together
with the particles).
Fixed-Lag Path-Sampling Algorithm
1) Compute the ﬁltering distributions storing
information and , and let .
2) While , repeat the steps 3, 4, 5, and 6.
3) for all .
4) For to do ;
end.
5) Compute from and
.
6) for all .
7) For to do ; end.
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Note that in step 5 is computed recursively from
and . The initial condition
is for all . This update is done in basic
operations as was observed in Section IV-A. Computing as
in steps 3 and 4, and as in steps 6 and 7, is justiﬁed exactly
for the same reason presented in Section IV-A.
Thus, steps 3–7 compute in basic operations for
each and hence is . Therefore, the procedure com-
putes in operations. In exactly the
same manner, we can compute , ,
and so on. Consequently, the overall complexity for computing
is .
C. Fixed-Lag Path-Sampling Smoothing Algorithm With
Recursive Recomputation Scheme
The previous procedure above carries over rather directly to
the recursive recomputation scheme. We provide two systems
of recursive recomputation and run them in parallel. As before,
we illustrate the method by showing how the procedure works
for the interval , and explain what should be
modiﬁed in the method from Section V-B.
In the procedure developed in Section V-B, we needed
and in executing steps 3, 4, 5, and 6 and we stored them
in advance. But now we consider recomputing them with the
recursive recomputation procedure. We provide two recursive
recomputation routines ROUTINE(1) and ROUTINE(2). ROU-
TINE(1) is run in the interval and recovers
and ROUTINE(2) is run in the interval and recovers
.
At ﬁrst, ROUTINE(2) and ROUTINE(1) execute forward
sweeps for and , re-
spectively. Then, for each in steps 3–6 of the procedure in
Section V-B, we recompute by executing ROUTINE(1)
one step and recompute by executing ROUTINE(2) one
step.
Since and appear in the reverse chronological
order, we need to run ROUTINE(1) and ROUTINE(2) only
once for the intervals and , respectively,
throughout execution of the whole algorithm. Thus, the time
complexity of smoothing the interval with this pro-
cedure is and the space complexity is
. Once is computed, we con-
tinue with the procedure to compute ,
and so on.
From the previous construction, it is obvious that, when this
ﬁxed-lagsmoothingprocedurewiththerecursiverecomputation
scheme is applied to the whole interval , it runs with
the time complexity of and the space
complexity of .
VI. CONCLUDING DISCUSSION
In this paper, we proposed to apply the recursive recompu-
tation scheme to the nonlinear and Bayesian smoothing in the
state–space model. In the context of particle ﬁlters, the new
scheme enables us to increase the number of particles by
the factor of at the cost of times re-
computation of ﬁltering. Though the new scheme is generic
and applied to most of the numerical smoothing algorithms,
the merit is different among them depending on the time com-
plexity of algorithms. If we work with the smoother,
we cannot increase the number of particles too much. On the
other hand, the path-sampling smoother can take full advantage
of the new scheme, since it requires only operations per
time step. We demonstrated that the path-sampling smoother
works much better than those smoothers, although the
path-sampling smoother may suffer from degeneracy. It seems
that, at least for some problems, using numerous particles to
provide good support is important and crucial to obtain good
smoothing results.
One advantage of smoothers is that they may suffer
less from degeneracy. Therefore, it would be interesting to
combine the recursive recomputation scheme and an
smoother. One possibility would be to develop a particle
smoothing scheme based on an smoother with some
sampling techniques to reduce the computational burden. In
[24], the authors developed an interesting approach to reducing
time complexity of a smoother from to per
time point by borrowing some techniques from computational
physics. A combination of this technique with the recursive
recomputation scheme would be promising in some situation.
Very recently, a scheme for computing the smoothing dis-
tribution applicable in certain situations not needing a reverse
sweep has been developed in [12]. It would also be interesting
to study the relation between our method and theirs. Their ap-
proach seems to have some application to data assimilation. On
the other hand, automatic differentiation, which provided the
key idea for this paper, is used as an important tool in data as-
similation. There may be some hidden interesting links among
these topics.
Finally, we mention development of a suitable version of
the recursive recomputation scheme for ﬁxed-lag smoothing as
another important topic for further research. In this paper, we
showed how this is possible for the path-sampling smoother,
but it would be beneﬁcial if one could develop a generic scheme
for ﬁxed-lag smoothing.
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