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Abstract
Recent years have witnessed increasing interest to phase-amplitude reduction of limit-cycle dy-
namics. Adding an amplitude coordinate to the phase coordinate allows to take into account the
dynamics transversal to the limit cycle and thereby overcomes the main limitations of classic phase
reduction (strong convergence to the limit cycle and weak inputs). While previous studies mostly
focus on local quantities such as infinitesimal responses, a major and limiting challenge of phase-
amplitude reduction is to compute amplitude coordinates globally, in the basin of attraction of the
limit cycle.
In this paper, we propose a method to compute the full set of phase-amplitude coordinates
in the large. Our method is based on the so-called Koopman (composition) operator and aims
at computing the eigenfunctions of the operator through Laplace averages (in combination with
the harmonic balance method). This yields a forward integration method that is not limited to
two-dimensional systems. We illustrate the method by computing the so-called isostables of limit
cycles in two, three, and four-dimensional state spaces, as well as their responses to strong external
inputs.
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Oscillatory behaviors in biology, physics, and engineering are often related
to high-dimensional limit-cycles dynamics. These possibly complex, high-
dimensional dynamics can be reduced to simple, low-dimensional dynamics
through phase reduction. While classic phase reduction only captures the effect
of small perturbations to the system, recent developments have introduced a
more general phase-amplitude reduction, which is well-suited to large perturba-
tions. This reduction is related to phase-amplitude coordinates associated with
specific families of sets in the state space: the isochrons and the isostables. As a
main limitation of phase-amplitude reduction, the computation of isostables is
intricate and typically limited to local quantities such as infinitesimal responses.
This paper presents a numerical method to compute the isostables in the whole
basin of attraction of the limit cycle. This method relies on the framework of
the Koopman operator, which allows to interpret the isostables as level sets of
specific eigenfunctions.
I. INTRODUCTION
High-dimensional limit cycle dynamics can be reduced to simple one-dimensional dynam-
ics through phase reduction [10, 14, 29]. In this framework, the phase variable evolving on
the circle describes the state of the system and the phase response indicates the effect of
external inputs. This powerful reduction has proved to be an accurate and efficient tool
to describe the response of complex oscillatory dynamics, in particular in the context of
neuroscience, where it is also convenient from an experimental point of view and useful to
study collective behaviors (see e.g. [1, 6, 8]).
However, phase reduction is not valid when the convergence rate toward the limit cycle
is too slow or when external inputs are too strong. This is due to the fact that the phase
response does not capture the full system dynamics, but only the dynamics in the neigh-
borhood of the limit cycle. For this reason, the past years have witnessed increasing effort
to overcome this limitation. Higher order approximations of phase responses were proposed
in [24, 25] and specific phase responses taking into account the effect of a train of several
pulses were considered in [9, 22], among others. Alternatively, an elegant approach consists
in augmenting the phase space with an amplitude coordinate which takes into account the
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dynamics transversal to the limit cycle [3, 7, 12, 27]. In this case, one obtains a simple,
reduced action-angle representation of the limit cycle dynamics. We focus on this approach
in the present paper.
Phase-amplitude reduction is strongly connected to spectral properties of the so-called
Koopman operator [2, 18]. It was shown in [15] that a specific eigenfunction of the Koopman
operator can be used to define the phase coordinate, or equivalently that the level sets of
this eigenfunction are the isochrons of the limit cycle [30]. In the case of systems with a
stable equilibrium, the spectral properties of the Koopman operator were used to define
an amplitude coordinate through a family of sets called isostables, which complements the
family of isochrons [17]. The approach based on isochrons and isostables was extended
in a straightforward way to limit cycles [28] and used recently in the context of optimal
control [11]. This extension is in fact equivalent to phase-amplitude reduction proposed in
[3, 7], since both induce a constant rate of convergence toward the limit cycle in the reduced
coordinates.
Since the goal of phase-amplitude reduction is to take into account large perturbations
that drive the state away from the limit cycle, it is natural to compute amplitude coor-
dinates, or equivalently isostables, in the large. This not only allows to fully characterize
the sensitivity to large perturbations, but also provides a global picture of the limit cycle
dynamics. However, the global computation of amplitude coordinates is delicate and, to the
authors knowledge, previous contributions mainly focused on local quantities such as the
infinitesimal isostable (or phase) response (see [4, 23] in the large and [28] along the limit
cycle).
In this paper, we go a step further by computing the full set of phase-amplitude coor-
dinates in the large. To do so, we exploit the Koopman operator framework and compute
so-called Fourier and Laplace averages yielding the eigenfunctions of the operator. This
method can be seen as an extension of the results of [17] to limit cycles, although numerical
computations are more involved in this case and based on a Fourier expansion of the limit
cycle (e.g. through the harmonic balance technique [26]). Our numerical method relies on
forward integration and is efficient in high-dimensional systems. As shown in this paper, it
can be used to compute the global isostables of a (four-dimensional) limit cycle. In addition
to phase-amplitude coordinates, this forward-integration method can provide the (infinites-
imal) phase and isostable responses, thereby complementing previous approaches based on
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the adjoint method and backward integration [4, 23].
The rest of the paper is organized as follows. In Section II, we introduce phase-amplitude
reduction within the framework of the Koopman operator, showing that the reduced co-
ordinates are directly related to the eigenfunctions of the Koopman operator. In Section
III, a method to compute the eigenfunctions of the Koopman operator (and their gradi-
ent) is presented, based on Fourier and Laplace averages estimated along the trajectories
of the system. Section IV provides a few guidelines for numerical computation and Section
V illustrates the method with examples in two, three, and four dimensional state spaces.
Phase-amplitude coordinates are also used to study the effect of an external input on the
system. Finally, concluding remarks are given in Section VI.
II. FROM KOOPMAN OPERATOR TO PHASE-AMPLITUDE REDUCTION
A. Koopman operator
Consider a dynamical system
x˙ = F(x) x ∈ Rn (1)
which is equivalently described by the flow ϕ : R+ × Rn → Rn, i.e. ϕ(t,x0) = ϕt(x0) is a
solution to (1) with the initial condition x0. We assume that F is Lipschitz, so that this
solution exists and is unique.
The group of Koopman operators associated with (1) is given by
U t : F → F , U tf = f ◦ ϕt,
for all t ≥ 0 and all functions f ∈ F , where F is a well-defined linear vector space that
contains constant functions. A function φλ ∈ F is an eigenfunction of the Koopman operator
if it satisfies
U tφλ = eλtφλ ∀t ≥ 0
for some λ ∈ C. The value λ is the corresponding eigenvalue and belongs to the point
spectrum of the operator. It is easy to see that the constant function is an eigenfunction
of the operator associated with the eigenvalue λ = 0. Other eigenfunctions and eigenvalues
capture the dynamics of the underlying system.
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Assume now that the system (1) admits a limit cycle Γ (of frequency ω), with a basin of
attraction B(Γ) ⊆ Rn. If the limit cycle is stable and normally hyperbolic, i.e. its Floquet
exponents Λj satisfy
Λ0 = 0, <{Λj} < 0 ∀j = 1, . . . , n− 1,
then the spectrum of the Koopman operator is completely characterized [20]. It includes the
Floquet exponents and also captures the limit cycle frequency: the principal eigenvalues of
the Koopman operator [21] are given by
λ1 = iω, λj = Λj−1 j = 2, . . . , n
and there exist associated eigenfunctions
φλ1 = φiω, φλj = φΛj−1 j = 2, . . . , n. (2)
that have support on B(Γ) and are continuously differentiable in the interior of B(Γ) [16].
B. Phase-amplitude reduction of limit-cycle dynamics
The eigenfunctions of the Koopman operator can be used to derive an appropriate set
of linearizing coordinates. Consider the eigenfunction φλ and the new variable z(t) =
φλ(ϕt(x)). Then , we have
z˙(t) = d
dt
[
φλ(ϕt(x))
]
= d
dt
[
U tφλ(x)
]
= d
dt
[
eλtφλ(x)
]
= λ
[
eλtφλ(x)
]
= λz(t).
Moreover, if the operator admits n eigenfunctions φλj , j = 1, . . . , n, such that
h : X → Cn, x 7→ h(x) = (φλ1(x), . . . , φλn(x)) (3)
is a diffeomorphism on a set X, then the dynamics (1) on X are given by
z˙ =

λ1 0 · · · 0
0 λ2 · · · 0
... ... . . . ...
0 0 · · · λn

z (4)
in the new coordinates z = h(x). In the case of normally hyperbolic limit cycles, it is
shown in [13] that the transformation of coordinates (3) with the eigenfunctions (2) is a
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diffeomorphism from X = B(Γ) to Cn. It follows that the limit-cycle dynamics can be
described by (4). Moreover, if λj ∈ R, we define rj = zj = φλj and (4) yields r˙j = σj rj
with σj , <{λj} = <{Λj−1}. If λj /∈ R, we define rj = |zj| = |φλj |, θj = ∠zj = ∠φλj and
(4) yields r˙j = σj rj, θ˙j = ωj with σj , <{λj} = <{Λj−1} and ωj , ={λj} = ={Λj−1}.
Eliminating redundant variables (due to complex conjugate eigenvalues and eigenfunctions)
and reordering the indices, we obtain
θ˙1 = ω
θ˙2 = ω2
...
θ˙m+1 = ωm+1
r˙2 = σ2 r2
...
r˙n−m−1 = σ2 rn−m−1
where m is the number of pairs of complex conjugate Floquet exponents. This corresponds
to the phase-amplitude dynamics considered for instance in [3, 7]. The phase θ1 captures the
periodic dynamics along the limit cycle, while other phases θj and amplitudes rj (with j > 1)
capture the transient dynamics toward the limit cycle. Note that the additional phases θj
(j > 1) are related to the dynamics of trajectories swirling in the transverse direction to the
limit cycle. The limit cycle is associated with amplitude coordinates rj = 0 for all j.
The eigenfunctions φiω and φΛ1 , with <{Λ1} ≥ <{Λj} for all j, capture the dominant
asymptotic dynamics. We can consider only the related coordinates θ = ∠φiω and r = φΛ1
(r = |φΛ1| if Λ1 /∈ R), assuming that the other amplitude coordinates associated with faster
dynamics are zero, i.e. rj = 0 for all j 6= 1. Denoting σ , <{Λ1}, we obtain the reduced
phase-amplitude dynamics
θ˙ = ω. (5)
r˙ = σ r. (6)
The phase variable θ is related to the asymptotic periodic dynamics in the longitudinal
direction with respect to the limit cycle, while the amplitude variable r is related to the
convergent dynamics in the transverse direction. Moreover, the level sets of θ = ∠φiω
are the so-called isochrons of the limit cycle [15] and the level sets of |r| = |φΛ1| are the
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isostables of the limit cycle [17, 23]. We note that, in the case of planar systems, this is
an exact (non-reduced) representation of the system in the basin of attraction of the limit
cycle. For higher-dimensional systems, the phase-amplitude reduction is accurate provided
that the rate of convergence of the amplitude coordinates rj (for j > 1) is strong enough
with respect to the convergence of r1.
C. Phase-amplitude response
We now consider the forced limit-cycle dynamics
x˙ = F(x) +G(x, t) x ∈ Rn (7)
where G : Rn×R+ → Rn is the input function. The reduced phase-amplitude dynamics are
given by
θ˙ = ∇xθ · (F(x) +G(x, t)) = ω +∇xθ ·G(x, t)
r˙ = ∇xr · (F(x) +G(x, t)) = σ r +∇xr ·G(x, t)
where · denotes the inner product and ∇x denotes the gradient with respect to the state x.
The phase-amplitude dynamics are given in [23], where G is interpreted as a perturbation
of the vector field F. The gradient of θ is the phase response function (PRF) Zθ(θ, r) and
the gradient of r is the isostable response function Zr(θ, r) (IRF). See also the definition
of amplitude and phase response functions in [4]. These two functions can be expressed in
terms of eigenfunctions of the Koopman operator:
Zθ(θ, r) , ∇xθ = ∇x∠φiω(x(θ, r)) = ∇xφiω(x(θ, r))
i φiω(x(θ, r))
Zr(θ, r) , ∇xr = ∇xφΛ1(x(θ, r))
(8)
with x(θ, r) such that ∠φiω(x(θ, r)) = θ, φΛ1(x(θ, r)) = r, and φΛj(x(θ, r)) = 0 for all j 6= 1.
Note that φΛ1(x) should be replaced by |φΛ1(x)| if Λ1 /∈ R. We finally obtain the reduced
dynamics
θ˙ = ω + Zθ(θ, r) ·G(x(θ, r), t).
r˙ = σ r + Zr(θ, r) ·G(x(θ, r), t).
(9)
For planar systems, (9) is not an approximation of (7), but an exact and equivalent repre-
sentation of the dynamics.
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Remark 1. For planar systems, the state x considered in the definition (8) of the PRF
and IRF is uniquely determined by the phase-amplitude coordinates (θ, r). For higher di-
mensional systems, it is clear that there is an infinity of state values x associated with the
pair (θ, r) and additional conditions φΛj(x) = 0 for all j 6= 1 must therefore be consid-
ered. However, computing all these eigenfunctions φΛj is not easy. Instead, if the system is
characterized by slow-fast dynamics, one can consider the state x which lies on (an approx-
imation of) the slow manifold of the limit cycle (where the conditions φΛj(x) ≈ 0, j 6= 1,
are satisfied).
If the computation of the PRF and IRF is restricted to the limit cycle, one can further
simplify the dynamics and obtain
θ˙ = ω + Zθ(θ, 0)G(x(θ, 0), t) (10)
r˙ = σ r + Zr(θ, 0)G(x(θ, 0), t) (11)
where Zθ(θ, 0) is the well-known phase response curve (PRC) [5, 8] and Zθ(θ, 0) is the so-
called isostable response curve (IRC) defined in [28]. Note that (10) corresponds to classic
phase reduction [1]. Since the above phase-amplitude dynamics rely on phase and isostable
response curves computed in the vicinity of the limit cycle, they are valid only locally. This
is in contrast to the phase-amplitude dynamics (9), which takes into account the global
behavior of the system.
III. COMPUTATION OF THE EIGENFUNCTIONS
Phase-amplitude reduction of limit cycle dynamics is strongly connected to the spectral
properties of the Koopman operator. In particular, obtaining the phase-amplitude dynamics
is equivalent to computing the eigenfunctions of the Koopman operator. Our main result is
to propose an efficient method to compute the dominant eigenfunctions and their gradient,
and equivalently to obtain the reduced phase-amplitude dynamics (9).
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A. Time-averaging
An eigenfunction φλ can be obtained by computing the following time average of a func-
tion f along the trajectories of the system [18, 19]:
f ∗λ(x) = lim
T→∞
1
T
∫ T
0
f ◦ ϕτ (x) e−λτdτ. (12)
If λ ∈ iR, the time average is called Fourier average. Otherwise, it is called Laplace average.
We observe that
U tf ∗λ(x) = lim
T→∞
1
T
∫ T
0
f ◦ ϕt+τ (x) e−λτdt = lim
T→∞
1
T
∫ T
0
f ◦ ϕτ (x) e−λ(τ−t)dt = eλtf ∗λ(x)
and it follows that f ∗λ(x) is an eigenfunction φλ (associated with the eigenvalue λ) provided
that the average is not equal to zero everywhere and is a well-defined function. These
conditions might be satisfied only for specific functions f that we describe below.
a. Fourier averages. In the case of a limit-cycle dynamics, the eigenfunction φiω can
be obtained with the Fourier average f ∗iω for almost all choice of f : the Fourier average is
always well-defined and is different from zero for generic observables f such that∫ 2pi
0
f ◦ ϕt(x) eiωt dt 6= 0
for x ∈ Γ. We refer to [15] for more details.
b. Laplace averages. The computation of φΛ1 is much more involved. According to
the aforementioned results, this eigenfunction should be obtained with the Laplace average
f ∗Λ1 . This average is non zero provided that, for all x ∈ Γ, the gradient ∇xf(x) is not
orthogonal to the left eigenvector of the monodromy matrix associated with the Floquet
exponent Λ1 (see Section IV(a)). This condition is obviously satisfied for generic functions
f . However, selecting a function f such that the average is well-defined is more delicate.
Since <{Λ1} < 0, the integral (12) converges as T →∞ only if f ◦ ϕτ (x) tends to zero, i.e.
provided that
f(x) = 0 ∀x ∈ Γ. (13)
Since there is generally no closed-form expression of the limit cycle, finding such a function
is not a trivial task.
To solve this issue, we assume that we know a parametrization of the limit cycle through
its Fourier expansion
xγ : S→ Γ, θ 7→ xγ(θ) =
∑
k∈Z
ckeikθ (14)
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with the phase θ = ωt. This expansion can be obtained by using a standard harmonic
balance method [26]. More details are provided in Appendix A. (Note that, alternatively,
one could compute the Fourier expansion of the limit cycle obtained by numerical integration
of the dynamics.) Then, we suggest to choose a two-dimensional plane Σ ⊆ Rn (e.g. defined
by all states equal to zero, but two) and use the following change of coordinates on that
plane:
g : S× R+ → Σ, (ϑ, ρ) 7→ P
c0 + ρ ∑
k∈Z∗
ckeikϑ
 = P (c0) + ρ ∑
k∈Z∗
P (ck)eikϑ (15)
where P : Rn → Σ is the orthogonal projection on Σ (Figure 1). The map g is injective only
if the interior of the curve P (Γ) is a star set with respect to the point P (c0). We will assume
that this condition is satisfied for a well-chosen plane Σ. If it is not satisfied (e.g. in the case
of possibly high-dimensional, complex limit cycles), a more sophisticated parametrization of
Σ should be considered. We leave this for future work.
Using the polar-type coordinates (ϑ, ρ) defined in (15), we consider the function
f(x) = ρ− 1 = ‖P (x)− P (c0)‖‖P (xγ(ϑ))− P (c0)‖ − 1 , (16)
where P (xγ(ϑ)) = g(ϑ, 1), and with ϑ such that P (x) = g(ϑ, ρ). Since ρ = 1 for all x ∈ Γ,
the condition (13) holds and this function can be used to evaluate the Laplace average f ∗Λ1 .
B. Gradient
To obtain the response functions (8) and the reduced phase-amplitude dynamics (9), we
have to compute the gradient of the eigenfunctions of the Koopman operator, i.e. ∇xφiω
and ∇xφΛ1 . This can be done through finite differences methods applied to values of the
eigenfunctions, provided that these values are computed on a fine grid. Alternatively, the
gradient of the eigenfunctions can also be obtained directly from time averages. Taking the
gradient of (12), we obtain
∇xf ∗λ(x)·δx = lim
T→∞
1
T
∫ T
0
∇x(f◦ϕτ (x))·δx e−λτdτ = lim
T→∞
1
T
∫ T
0
∇xf(ϕτ (x))·(M(τ)δx) e−λτdτ
where (x, δx) 7→ (ϕt(x),M(t)δx) is the flow of the prolonged system
x˙ = F(x) , (17)
˙δx = ∂F
∂x (x) δx . (18)
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Figure 1: We define polar-type coordinates (ϑ, ρ) in the plane Σ and use them to design a function
f(x) = ρ− 1 such that P (x) is assigned the coordinates (ϑ, ρ). The vector ξ perpendicular to the
tangent to the projected limit cycle P (Γ) is used to compute the gradient of the eigenfunction.
Note that M(t) is the fundamental matrix solution to M˙ = ∂F
∂x (x(t))M, with M(0) = I. It
follows that, if the time average f ∗λ of f yields an eigenfunction φλ, then the time average
f˜ ∗λ of
f˜(x, δx) = ∇xf(x) · δx, (19)
computed along the trajectories of the prolonged system, yields the directional derivative of
the eigenfunction ∇xφλ · δx.
Remark 2. We can define the variational (or prolonged) Koopman operator U˜ t associated
with the prolonged system (17)-(18), which is given by U˜ tf(x, δx) = f(ϕt(x),M(t)δx). The
function φ˜λ(x, δx) , ∇xφλ · δx is an eigenfunction of U˜ t. Indeed, we have
U˜ tφ˜λ(x, δx) = U˜ t∇xφλ(ϕt(x))·(M(t)δx) = ∇x(φλ◦ϕt(x))·δx = eλt∇xφλ(x)·δx = eλtφ˜λ(x, δx).
According to (8), the jth component of the PRF is obtained through the Fourier average
∇xf ∗iω(x) · ej = lim
T→∞
1
T
∫ T
0
∇xf(ϕτ (x)) · (M(τ)ej) e−iωτdτ
for almost all f , where ej is the jth unit vector. For the computation of the gradient of
φΛ1 , the function (19) must correspond to the gradient of a function f that is zero on the
limit cycle. Here, we will not use the function (16) directly. Considering a function f that
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depends on the orthogonal projection P (x) (see above), we see that the gradient ∇xf can
be defined through its values on the plane Σ. Moreover, on the projected limit cycle P (Γ), it
must be perpendicular to the tangent to P (Γ). We denote this direction by the unit vector
ξ : P (Γ) → Σ (Figure 1). Using the coordinates (15), we can obtain a valid candidate
gradient ∇xf(x) = ξ(P (xγ(ϑ))) with ϑ such that P (x) = g(ϑ, ρ) for some ρ. Equivalently,
we define the radial projection pi : Σ → P (Γ) such that pi(P (x)) = P (xγ(ϑ)) and, using
(19), we finally obtain the function
f˜(x, δx) = ξ(P (xγ(ϑ))) · δx = ξ(pi(P (x))) · δx.
According to (8), the jth component of the IRF is then obtained through the Laplace average
∇xf ∗Λ1(x) · ej = limT→∞
1
T
∫ T
0
ξ(pi(P (ϕτ (x)))) · (M(τ)ej) e−Λ1τdτ.
IV. NUMERICAL COMPUTATION
The computation of time averages (and in particular Laplace averages in the case of limit
cycle dynamics) is delicate and requires some care. We provide here the following guidelines.
a. Eigenvalues. The eigenvalues of the Koopman operator used with the time averages
must be computed accurately. For the eigenvalue iω, the limit cycle frequency is obtained
by the harmonic balance method (or is computed numerically by integrating the system
dynamics if the harmonic balance method is not used). For the eigenvalue Λ1, the Floquet
exponent is given by Λ1 = log(µ1)ω/(2pi), where µ1 is the dominant eigenvalue (different
from 1) of the monodromy matrix M(2pi/ω), with M(t) the fundamental solution to the
prolonged dynamics (17)-(18). For planar systems, Λ1 is also a by-product of the harmonic
balance method (see Remark 4).
b. Fourier averages. Fourier averages are computed with (12), but the integral is eval-
uated over a finite time horizon T :
f ∗iω(x) ≈
1
T
∫ T
0
f ◦ ϕτ (x) e−λτdτ T  1. (20)
c. Laplace averages. Laplace averages are computed over a finite time horizon T , which
has to be finely tuned. The time horizon should be large enough for a good convergence to
the limit, but also not too large so that the integrand does not blow up. In practice, we
recommend to depict the value of the Laplace average (for an arbitrary initial condition) as
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a function of different time horizons T and to select the value T where the average reaches
a constant value (before it blows up).
When the eigenvalue Λ1 is real (e.g. case of planar systems), the Laplace average f ∗Λ1 can
be obtained without computing the integral in (12), by taking the limit
f ∗Λ1(x) = limT→∞ f(ϕ
t(x)) e−Λ1T ≈ f(ϕT (x)) e−Λ1T (21)
(see [17]). Moreover, averaging the values obtained for different values of the finite time
horizon T k, k = 1 . . . , K, can provide more accurate results:
f ∗Λ1(x) ≈
1
K
K∑
k=1
1
T k
f(ϕTk(x)) e−Λ1Tk . (22)
If Λ1 is not real, (12) computed over a finite time horizon yields
f ∗Λ1(x) ≈
1
K
K∑
k=1
1
T k
∫ Tk
0
f ◦ ϕτ (x) e−Λ1τdτ.
d. Geometric phase and bisection method. Computing the Laplace average requires to
evaluate the values of the function (16) along the trajectories, so that it is necessary to invert
x = g(ϑ, ρ) and in particular obtain the value ϑ (the value ϑ is also needed to compute the
gradient). To do so, we can use the geometric phase Θ(x) of x, which we define as the signed
angle [31] between the vector v =
−−−−−−−→
P (c0)P (x) and a reference vector v0 =
−−−−−−−−−−→
P (c0)P (xγ(0)). If
x1 = g(ϑ, ρ1) and x2 = g(ϑ, ρ2), it is clear that Θ(x1) = Θ(x2). In particular, if x = g(ϑ, ρ),
we have the equality Θ(x) = Θ(xγ(ϑ)) that we can use to find the value ϑ through a bisection
method, exploiting the fact that Θ(xγ(ϑ)) is a monotone (increasing or decreasing) function
of ϑ.
e. Interpolation. Values of Laplace and Fourier averages are computed over a uniform
grid and, if needed, other values are interpolated. More details can be found in [15]. Phase
and amplitude response functions are also computed over a uniform grid for specific state
values. They are expressed in phase-amplitude coordinates through interpolation.
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V. NUMERICAL EXAMPLES
Example 1: Van der Pol system
We consider the Van der Pol system
x˙1 = x2 .
x˙2 = x2(1− x21)− x1 .
The periodic orbit and the limit cycle frequency (ω = 0.9430) are computed with the har-
monic balance method developed in Appendix A, with a Fourier series truncated to N = 40.
According to Remark 4, we can also obtain the Floquet exponent Λ1 = −1.059.
a. Phase-amplitude reduction. We compute the eigenfunctions of the Koopman oper-
ator φiω and φΛ1 with the time averages evaluated on a uniform grid 100× 100. The Fourier
averages (20) are computed over a finite-time horizon T = 200 with f(x) = x1. The Laplace
averages (21) are computed over a finite-time horizon T = 20, with the time step specifically
set to 0.1.
Figure 2(a) shows the Koopman eigenfunction φΛ1 . The level sets of φiω and φΛ1 (i.e.
the isochrons and the isostables of the limit cycle) are depicted in 2(b). They are the
phase-amplitude coordinates of the system.
b. Phase-amplitude response. We compute the phase and isostable response functions
using Laplace averages. The first component (along x1) is shown in Figure 3 (computations
are performed with the same parameters as in the previous section).
We can use the phase-amplitude dynamics (9) to compute the system response to an
external input. In Figure 4, we compare the results obtained with the phase-amplitude dy-
namics and with the original state dynamics, for an input u(t) = 0.8 sin(1.5t) applied to the
first state and with the initial condition x = [0, 1]. Only very small differences are observed,
which are mainly due to interpolation errors and approximations in the computation of the
response functions. We also observe that classic phase reduction (obtained with the phase
response curve Zθ(θ, 0)) does not provide an accurate evolution of the phase (Figure 4(b)),
since the input amplitude is not small.
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Figure 2: (a) For the Van der Pol system, the eigenfunction φΛ1 is computed through Laplace
averages. The values associated with states on the limit cycle are in red. (b) The level sets of the
Koopman operator provide exact phase amplitude-coordinates. Red: Isochrons, i.e. level sets of
the eigenfunction φiω. Black: Isostables, i.e. level sets of the Koopman eigenfunction φΛ1 (equally
spaced on a logarithmic scale). The blue curve is the limit cycle.
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Figure 3: (a) First component of the phase response function (PRF) for the Van der Pol system.
(b) First component of the isostable response function (IRF) for the Van der Pol system. For the
sake of clarity, the response functions are depicted with respect to the state variables. The values
associated with states on the limit cycle are in red.
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Figure 4: (a) The trajectory obtained with the phase-amplitude dynamics (red) coincides with the
trajectory obtained with the original state dynamics (blue). (b) The time evolution of the phase
θ and the amplitude r obtained with phase-amplitude matches the evolution obtained with the
state dynamics. However, classic phase reduction does not provide an accurate estimation of the
evolution of the phase (green).
Example 2: Three-dimensional system
We consider a 3-dimensional system based on the Van der Pol model:
x˙1 = x2 − bx3 (23)
x˙2 = x2(1− x21)− x1 (24)
x˙3 = a(x1 − x3) (25)
with the parameters a = 2 and b = 0.2. The periodic orbit and its frequency (ω = 1.1087) are
computed with the harmonic balance method, with a Fourier series truncated to N = 20.
The non zero Floquet exponents are Λ1 = −0.778 and Λ2 = −1.843. We note that the
second Floquet exponent is related to a stronger rate of convergence, which validates the
phase-amplitude reduction.
a. Phase-amplitude reduction. We compute the eigenfunctions of the Koopman opera-
tor φiω and φΛ1 with the time averages evaluated on a uniform grid 80×80×80. The Fourier
averages (20) are computed over a finite-time horizon T = 200 with f(x) = x1. The Laplace
averages (21) are computed over several finite-time horizons T k ∈ {24, 24.1, 24.2, . . . , 25}
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(with the time step specifically set to 0.1) and by taking the average of the obtained values.
We use the coordinates (15) where Σ is the plane x3 = 0. The isochrons and isostables (level
sets of ∠φiω and φΛ1 respectively) are shown in Figure 5.
(a) (b)
Figure 5: Isochrons and isostables of the 3-dimensional system (23)-(25). (a) Isochrons related to
phases equally spaced by increment of pi/4. (b) Isostables related to positive amplitude coordinates,
equally spaced by increment of 0.1. Inset: Isostables “inside” the limit cycle, related to negative
values equally spaced by increment of 2. The red curve is the limit cycle.
b. Phase-amplitude response. We consider a setting that is slightly different from the
case of Example 1. We suppose here that the system is forced by a train of pulses u(t) =

∑
n δ(t−n∆t) acting on the first state. Between two pulses, the phase-amplitude dynamics
is governed by (5)-(6). When the system receives a pulse, the first state is instantaneously
increased by , which corresponds to updated phase-amplitude coordinates
θ → θ + ∆θ(θ, r, ) r → r + ∆r(θ, r, )
with
∆θ(θ, r, ) = ∠φiω(x(θ, r) +  e1)− ∠φiω(x(θ, r)).
∆r(θ, r, ) = φΛ1(x(θ, r) +  e1)− φΛ1(x(θ, r)).
The functions ∆θ and ∆r can be seen as finite versions of the (infinitesimal) PRF and IRF,
respectively, and we have
lim
→0
1

∆θ(θ, r, )) = Zθ(θ, r) · e1 lim
→0
1

∆r(θ, r, )) = Zr(θ, r) · e1.
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In our case, the state x(θ, r) is not fully determined by the phase-amplitude coordinates,
since the system is not planar (see Remark 1). We consider the additional condition that
the state belongs to the plane 4x − 2y − 5z = 0, whose approximate distance to the limit
cycle is minimal (least squares minimization).
In Figure 6, we compare the results obtained with the original state dynamics and with
the two-dimensional phase-amplitude map
θ[n+ 1] = θ[n] + ω∆t+ ∆θ
(
θ[n] + ω∆t, r[n]e−Λ1 ∆t, 
)
r[n+ 1] = r[n]e−Λ1 ∆t + ∆r
(
θ[n] + ω∆t, r[n]e−Λ1 ∆t, 
)
where θ[n] and r[n] are the phase and amplitude values after the nth pulse. We consider
the parameters  = 1 and ∆t = 4. Note that this map is reminiscent of the two-dimensional
map considered in [4]. However, the former relies on finite phase-amplitude responses ∆θ
and ∆r, while the latter is based on linear approximations of those responses (i.e. the
infinitesimal PRF and IRF, see above). The phase-amplitude dynamics are accurate enough
to provide a good approximation of the system trajectory. Main errors are observed in the
amplitude coordinate and are mainly due to the fact that the phase-amplitude dynamics
is a two-dimensional reduction that approximates the three-dimensional full dynamics. We
verify that the one-dimensional map
θ[n+ 1] = θ[n] + ω∆t+ Zθ(θ[n] + ω∆t, 0) · e1
obtained from classic phase reduction does not provide an accurate evolution of the phase.
We have verified that it provides accurate results when the pulse amplitude  is small.
We also note that, in general, the two-dimensional phase-amplitude may not be valid for
periods ∆t smaller than the timescale −1/Λ2, in which case it might be required to use a
higher-dimensional map including other amplitude coordinate(s).
Example 3: Four-dimensional system
We briefly show that the method is well-suited to compute the amplitude coordinates
of higher-dimensional systems. We consider the 4-dimensional Hodgkin-Huxley model (see
Appendix B) which admits a limit cycle with frequency ω = 0.429 and a dominant Floquet
exponent Λ1 = −0.178 (Λ2,3 = −1.858± 0.095i). The limit cycle is computed by numerical
integration of the dynamics and its Fourier expansion is truncated to N = 150.
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Figure 6: The three-dimensional Van der Pol system is forced by a train of pulses. The phase
variable (upper panel) and amplitude variables (lower panel), shown after each pulse, are correctly
approximated by the phase-amplitude dynamics. However, classic phase reduction does not provide
an accurate estimation of the phase dynamics (green).
We compute the eigenfunction φΛ1 in the subspace h+n = 0.8, which is known to contain
the limit cycle in good approximation. The Laplace averages (21) are evaluated on a uniform
grid 30 × 30 × 30 over several finite-time horizons T k ∈ {70, 71, 72, . . . , 80} (with the time
step specifically set to 1) and by taking the average of the obtained values. We use the
coordinates (15) where Σ is the plane (V, h) = (0, 0). The isostables (level sets of φΛ1) are
shown in Figure 7. Note that the computation of the isochrons (level sets of φiω) can be
found in [15].
VI. CONCLUSION
In this paper, we provide an efficient method to compute phase-amplitude coordinates
and responses of limit cycle dynamics, in the whole basin of attraction. In particular, we have
computed the so-called isostables of limit cycle dynamics in two and three-dimensional state
spaces. Our method is framed in the context of the Koopman operator, and based on the fact
that phase-amplitude coordinates can be obtained by computing specific eigenfunctions of
the operator. Building on previous works, we compute these eigenfunctions through Laplace
averages evaluated along the system trajectories, a technique which is combined with the
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Figure 7: Isostables of the 4-dimensional Hodgkin-Huxley model. The figure shows the intersection
of several isostables with the subspace h + n = 0.8. The isostables are related to amplitude
coordinates equally spaced by increment of 0.02. The red orbit is the projection of the limit cycle
on the subspace.
harmonic balance method. Our proposed method also complements previous works since it
can also be used to estimate the (infinitesimal) phase and isostable response of the system.
Moreover, it relies on forward integration and is therefore well-suited to compute phase and
amplitude coordinates in high-dimensional spaces.
Future work could develop a method based on a coordinate representation that is more
general than the proposed polar-type coordinate representation, and therefore well-suited to
(high-dimensional) systems with complex limit cycles (e.g. bursting neuron models). The
method could also be extended to more general systems and used to compute the isostables
and thus the response to non-local perturbations in the case of quasi-periodic tori or strange
attractors, for instance. Finally, phase-amplitude coordinates could be considered to design
controllers of limit cycle dynamics working with large inputs.
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Appendix A: Approximating the limit cycle with Fourier series
We consider the dynamical system (1) and suppose that the vector field is analytic, so
that we can write
F(x) =
∑
(k1,...,kn)∈Nn
Fk1,...,kn xk11 · · ·xknn . (A1)
Assuming that the system admits a periodic orbit, we aim at expressing the limit cycle as
a Fourier series
xγ(θ) =
∑
k∈Z
ckeikθ. (A2)
To obtain the Fourier coefficients ck, we inject (A2) with θ = ωt in the dynamics (1), which
yields
iω
∑
k∈Z
k ckeikωt = F
∑
k∈Z
ckeikωt
 .
Using (A1), we obtain
iω
∑
k∈Z
k ckeikωt =F0,...,0 +
∑
(k1,...,kn)∈Nn
k1+···+kn>0
Fk1,...,kn
 ∑
j1∈Z
c
(1)
j1 · · ·
∑
jk1∈Z
c
(1)
jk1︸ ︷︷ ︸
k1 times
 · · ·
 ∑
jk1+···+kn−1+1∈Z
c
(n)
jk1+···+kn−1+1
· · · ∑
jk1+···+kn∈Z
c
(n)
jk1+···+kn︸ ︷︷ ︸
kn times
 ei(j1+···+jk1+···+kn )ωt
with the vectors ck = (c(1)k · · · c(n)k ). With the function
v(k1, . . . , kn; l) =

1 if l ≤ k1
r ∈ {2, . . . , n} if l > k1 + · · ·+ kr−1 and l ≤ k1 + · · ·+ kr
we can rewrite the above expression in a more compact form:
iω
∑
k∈Z
k ckeikωt
= F0,...,0 +
∑
(k1,...,kn)∈Nn
k1+···+kn>0
Fk1,...,kn
∑
(j1,...,jk1+···+kn )
∈Zk1+···+kn
k1+···+kn∏
l=1
c
v(k1,...,kn;l)
jl
ei(j1+···+jk1+···+kn )ωt.
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Finally, we obtain the set of equalities
iωkck = F0,...,0 +
∑
(k1,...,kn)∈Nn
k1+···+kn>0
Fk1,...,kn
∑
(j1,...,jk1+···+kn )∈Zk1+···+kn
j1+···+jk1+···+kn=k
k1+···+kn∏
l=1
c
v(k1,...,kn;l)
jl
. (A3)
There are as many equations as unknown Fourier coefficients ((n(2N + 1) scalar equations
if we consider the Fourier coefficients up to k = N). However, the frequency ω is also
unknown, so that the system of equations is underdetermined. This corresponds to the fact
that there are an infinity of solutions, which are all equal up to some phase lag. We can
impose this phase lag, for instance by adding the constraint
∠c(1)1 = C
for some fixed C ∈ [0, 2pi).
Remark 3 (Fixed points). A fixed point of the system yields a solution to (A3) that satisfies
ck = 0 for k 6= 0. Injecting this solution in (A3), we verify that there is only one non trivial
equality (for k = 0)
0 = F0,...,0 +
∑
(k1,...,kn)∈Nn
k1+···+kn>0
Fk1,...,kn(c
(1)
0 )k1 · · · (c(n)0 )kn = F(c0) ,
which holds if c0 is a fixed point of the system. This particular solution should be disre-
garded.
Remark 4 (Floquet exponent). In the case of planar systems, we can express the Floquet
exponent in terms of the Fourier coefficients in the expansion (14). The Floquet exponent
is given by
λ = 1
T
∫ T
0
divF(xγ(t)) dt =
1
T
∫ T
0
∑
(k1,k2)∈N∗×N
k1 F
(1)
k1,k2x
k1−1
1 x
k2
2 +
∑
(k1,k2)∈N×N∗
k2 F
(2)
k1,k2x
k1
1 x
k2−1
2 dt ,
where div F denotes the divergence of F and Fk1,k2 = (F
(1)
k1,k2 , F
(2)
k1,k2). Using (14) and
1
T
∫ T
0
eikwtdt =

1 if k = 0
0 if k 6= 0
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we obtain
λ =F (1)1,0 +
∑
(k1,k2)∈N2
k1+k2>0
k1 F
(1)
k1,k2
∑
(j1,...,jk1+k2−1)∈Zk1+k2−1
j1+···+jk1+k2−1=0
k1+k2−1∏
l=1
c
v(k1−1,k2;l)
jl
+ F (2)0,1 +
∑
(k1,k2)∈N2
k1+k2>0
k2 F
(2)
k1,k2
∑
(j1,...,jk1+k2−1)∈Zk1+k2−1
j1+···+jk1+k2−1=0
k1+k2−1∏
l=1
c
v(k1,k2−1;l)
jl
.
Numerical implementation
We provide a few remarks and guidelines on the numerical resolution of (A3).
• For numerical computations, the Fourier series are truncated, i.e. we consider that
ck = 0 in (A3) if |k| > N for some chosen N .
• We express (A3) in terms of the real and imaginary parts of ck and solve the obtained
equations to find the (real) unknowns <{ck} and ={ck}. Note that we can disregard
the equations related to k < 0, replacing them by the relationships
<{ck} = <{c−k} ={ck} = −={c−k}
since xγ is real.
• Solving (A3) is a nonlinear, nonconvex problem, so that the numerical solution is
likely to be inaccurate if the initial guess is too far from the true solution. To tackle
this issue, we use an iterative procedure. We solve (A3) for a small value N0. Then
the obtained solution is used as an initial guess to solve (A3) with a (slightly) larger
N1 > N0 (for the initial guess, we assume ck = 0 for k ∈ [N0 + 1, N1]). We proceed
iteratively until the error is smaller than a given threshold.
Numerical experiments suggest that, in most cases, this scheme converges and yields
very accurate results. However, it might not converge when the system is high-
dimensional, in particular if the limit cycle exhibits a complex geometry. In this
case, another resolution scheme should be considered.
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Appendix B: Hodgkin-Huxley model
The Hodgkin-Huxley system is described by four states (voltage V and gating variables
m, h, n for the (de-)activation of the ions channels Na+ and K+). Their dynamics are given
by
V˙ = 1/C
(
−g¯Na(V − VNa)m3h− g¯K(V − VK)n4 − gL(V − VL) + Ib
)
m˙ = αm(V )(1−m)− βm(V )m
h˙ = αh(V )(1− h)− βh(V )h
n˙ = αn(V )(1− n)− βn(V )n
with
αm(V ) = (0.1V − 2.5)/[1− exp(2.5− 0.1V )]
βm(V ) = 4 exp(−V/18)
αh(V ) = 0.07 exp(−V/20)
βh(V ) = 1/[1 + exp(3− 0.1V )]
αn(V ) = (0.01V − 0.1)/[1− exp(1− 0.1V )]
βn(V ) = 0.125 exp(−V/80)
We consider the usual parameters
VNa = 115mV, VK = −12mV, VL = 10.6mV, g¯Na = 120 mS/cm2, g¯K = 36 mS/cm2,
g¯L = 0.3 mS/cm2, C = 1µF/cm2, Ib = 10mA.
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