ABSTRACT
INTRODUCTION
The process of constructing models from experimental data is called system identification. System identification involves building a mathematical model of a dynamic system based on set of measured stimulus and response samples. It is a process of acquiring, formatting, processing and identifying mathematical models based on raw data from the real-world system. Once the mathematical model is chosen, it can be characterized in terms of suitable descriptions such as transfer function, impulse response or power series expansions and that can be used for controller design. Tri Chandra S.Wibowo.et.al [1] have done System Identification of an Interacting Series Process for Real-Time Model Predictive Control. This paper aims at identifying a linear timeinvariant (LTI) with lumped parameters state space model of the gaseous pilot plant which has a typical structure of interacting series process and the model has been developed around an operating point. Edward P. Gatzke.et.al [2] have done work on Model based control of a fourtank system. In this paper, the authors used sub space process modeling and hence applicable to particular operating point.Nithya.et.al [3] have done work on model based controller design for a spherical tank process in real time. They have proposed tangent and point of inflection methods for estimating FOPTD model parameters. The major disadvantage of all these methods is the difficulty in locating the point of inflection in practice and may not be accurate. Gatzke et al [2] perform the parametric identification process of a quadruple tank using subspace system identification method. Such a system has series structure with recycles and the input signals used are the pseudo-random binary sequence (PRBS)..The identification process is carried out without taking into account the prior knowledge of process, and no assumption are made about the state relationships or number of process states. Weyer [5] presents the empirical modeling of water level in an irrigation channel using system identification technique with taking into account the prior physical information of the system. The identified process is a kind of interacting series process, however, the model only has a single output variable.
In the present work, The system identification of Interacting and Non-interacting tank systems are found using genetic algorithm which is working out for full region and the results are compared with Process Reaction curve method, ARX model, and Statistical model of Identification.
PROCESS DESCRIPTION
In the present work, the real time interacting and non-interacting fabricated system was used for collecting the input, output data. The setup consists of supply tank, pump for water circulation, rotameter for flow measurement, transparent tanks with graduated scales, which can be connected, in interacting and non-interacting mode. The components are assembled on frame to form tabletop mounting. The set up is designed to study dynamic response of single and multi capacity processes when connected in interacting and non-interacting mode. It is combined to study Single capacity process, Non-interacting process and Interacting process. The experimental set up is shown in Figure 1 . The specifications are tabulated in Table 1 . The schematic diagrams of Interacting and Non-interacting systems are shown in the Figure 2 The dynamic response for the interacting system is given by y1=kp*(20-exp(-t/t1*t2(exp-(t/(t1+t2+AR))
(1) Table. 2 & 3 show the steady state and dynamic data generated from the interacting process. Table. 3.Dynamic data for Interacting system for F in =20 lph
The dynamic response for the non-interacting process is given by (2) Table.4&5 show the steady state and dynamic data collected form the non-interacting process. Table. 4.Steady state data for Non-interacting system Table. 5.Dynamic data for Non-interacting System forF in = 30lph
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PROCESS REACTION CURVE METHOD
In this section, the transfer function model using process reaction curve method is discussed for which the input and output data are generated from the real time interacting and non-interacting system. This method is kept as the base model for comparing other methods of system identification.
Transfer function model for interacting system
The steady state and dynamic data obtained for Interacting process are tabulated in the Tables  2&3 from which Using the above parameters, the transfer function for the interacting system obtained is 
Transfer function model for Non-interacting system
The steady state and dynamic data obtained for Interacting are tabulated in the Tables 4&5 from which the steady state graph and process reaction curve are plotted. 
Thus the transfer functions are obtained with process reaction curve methods. But the major disadvantage of this method is difficulty in locating the point of inflection in practice and may not be accurate. Gatzke et al [4] . Hence the other methods are suggested here and the Statistical model identification method is discussed in the next section.
STATISTICAL MODEL OF SYSTEM IDENTIFICATION
Statistical model identification methods provide more flexible approaches to identification that relax the limits to model structure experimental design. In addition, the statistical method uses all data and not just a few points from the response, which provide better parameter estimates from noisy process data. The input and output data are taken from the process for every sampling instance. Using these data, the Z matrix and U matrix are formed which is the basis for calculating the parameters of the system.
Formation of Z Matrix
Z matrix is formed using the output data. Each data is subtracted from the first output data. The first non-zero values from the difference output are considered as the Z matrix.
Formation of U Matrix
U matrix consists of four columns which involves both the input and output data. The first and second column is just one shift from the Z matrix. The third and fourth column is formed using the input data each data is subtracted from the first input data. The first non-zero values from the difference input are considered as the second column of the U matrix.
Calculation of System Parameters of Second order System Identification by Least Squares Regression
The second order model structure is
Where a 1 , a 2 , b 1 , b 2 are model parameters If the system is tested with the input signal u(k),k €{1,2,…..N} and the measured corresponding output is y(k),k €{1,2,….N} and define ={a 1 a 2 a 3 a 4 },then Then, the model structure in matrix notation to be Y= By using the vector least square regression, calculated using the equation defined below, while the estimated parameter vector of (7)
Using the above method, the parameters obtained for the interacting system are, a 1 = -0.8215 a 2 =1 .814
Using these parameters, the transfer function obtained is, G(z)
Using the above method, the parameters obtained for the Non-nteracting system are, a 1 = -0.7973 a 2 = 1.7817
On these, the transfer function obtained is, Thus the transfer functions are found by using the SMI method. In the next section the ARX model of system identification is discussed.
ARX MODEL OF SYSTEM IDENTIFICATION FOR INTERACTING AND NON-INTERACTING PROCESS
ARX means "Auto regressive eXternal input". It is considered as black box system which can be viewed in terms of input, output and transfer characteristics without the knowledge of its internal working. To assess the data and the degree of difficulty in identifying a model, first estimate the simplest, discrete-time model to get a relationship between u(t) and y(t) ,the ARX model which is discussed here.
The ARX model is a linear difference equation that relates the input u(t) to the output y(t) as follows:
y (t) + a 1 y (t -1) +…+ a na y (t -n a ) = b 1 u (t -1 ) + … + b nb u(t -n k -n b ) + e(t)
Since the white-noise term e(t) here enters as a direct error in the difference equation, the above equation is often called as an equation error model (structure). The adjustable parameters are in this case, 
Model for Interacting Process
Thus the transfer functions are developed using ARX model. In the next section, the Genetic Algorithm for identification of the considered process is developed.
GENETIC ALGORITHM FOR INTERACTING AND NON-INTERACTING PROCESS
A genetic algorithm (GA) is a method for solving both constrained and unconstrained optimization problems based on a natural selection process that mimics biological evolution. The algorithm repeatedly modifies a population of individual solutions. At each step, the genetic algorithm randomly selects individuals from the current population and uses them as parents to produce the children for the next generation. Over successive generations, the population "evolves" toward an optimal solution.
In this work, GA tool is used for finding the parameters by comparing with realtime input, output data. The steps for designing GA process are given below.
Steps for designing GA for Interacting and Non-interacting Process System Identification
1. Open the GA tool 2. Call the objective function a. In the objective function, define the parameters to be found as function arguments. b. Write the dynamic response expression for the interacting and Non-interacting systems in terms of the parameters to be found. c. Call the input, output data generated. d. Running GA will randomly substitute the parameters value and the output is found from the dynamic response expression. e. Compare and generate error between this output from the expression and the dataset. f. Square and sum up this error till the time, until the steady state value . g. GA will continuously run until this sum square error is zero. h. Once, the sum square error is zero, the values obtained will be optimum. 3. Initialize and enter the range for the parameters, so that it is easy for the tool to check within the range and take minimum time to find the optimum parameters.. 4. Enter the number of population 5. Enter the stopping criteria parameters. 6. Select all the plot functions, so that the error, sum square error and iterations all are visualized easily. Table 6 shows the parameters set in GA tool. Running GA tool will end towards optimum solutions. The parameters given by the GA tool is validated with real-time dataset. 
RESULTS AND CONCLUSIONS
The parameters obtained by various methods for interacting and non-interacting process are tabulated in the Table 7 The results obtained from the process reaction curve identification method are compared with statistical method, ARX model and genetic algorithm method and System identification using GA is found to be one of the simple methods for system identification without need for much of calculations. 
