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Abstract: In this paper we study a boundary state of multiple D0-branes with spacetime
dependent scalar fields in the α′ expansion. We calculate a formulas for non-Abelian
boundary state defined by using a Wilson loop factor and path ordering. The boundary
state contains divergences which vanish when the scalar fields on D0-branes satisfy the
equation of motion. Hence the boundary state is well-defined if the configuration of D0-
branes in on-shell. We can show the constructed boundary state is BRST invariant. From
the constructed boundary state we extract couplings of the scalar fields to closed string
fields. Our results reproduce the correct formulas for supergravity current distribution
obtained from the disk amplitudes, Matrix theory potential, non-Abelian DBI action. Our
calculations are performed up to order α′2 both in the bosonic string and the IIA superstring
theory. Furthermore we confirm that our boundary state is identical to the correct one
in the case of a single boosted D0-brane and a noncommutative D2-brane. These results
support the correctness of the formulas for non-Abelian boundary states.
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1. Introduction
In this paper we consider a boundary state of multiple D0-branes of an arbitrary spacetime
dependent configuration in the α′ expansion. We calculate a formula for non-Abelian
boundary states defined by using a Wilson loop factor and path ordering [1, 2, 3]. The
boundary state is BRST invariant and includes no singularity when the scalar fields on D0-
branes satisfy the equation of motion as in the case of Abelian boundary state [4, 5]. Hence
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the boundary state is well-defined if the configuration of D0-branes is on-shell. From the
constructed boundary state we can extract the correct formulas for supergravity current
distribution derived from the disk amplitude [6], Matrix theory potentail [7, 8, 9], and non-
Abelian DBI action [10]. Furthermore we confirm that our boundary state coincides with
the correct one in the cases of a single boosted D0-brane [11] and a noncommutative D2-
branes [12]. These results support the correctness of the formula for non-Abelian boundary
states with the Wilson loop factor and the path ordering prescription.
In the case that there exist multiple D-branes, we cannot define definite positions of D-
branes in general. This can be seen from that gauge and scalar fields on multiple D-branes
are non-Abelian and hence not necessarily commutative. Such a noncommutivity causes an
interesting phenomenon, formulation of higher dimensional D-branes. However, we face the
ordering problem dealing with multiple D-branes. It is known that symmetrized trace for a
non-Abelian DBI action is correct only up to order α′4 [13, 14, 15]. Less is known about a
non-Abelian boundary state. It is discussed in [3] that a contribution of non-Abelian open
string fields is incorporated into a boundary state by including the Wilson loop factor and
taking trace with path ordering.
A boundary state is a closed string description of D-branes, and includes information
about closed strings emitted from D-branes [1, 2, 3, 16] (see also [17, 18] and references
therein). From a boundary state we can extract couplings of opens strings on D-branes to
closed strings, a potential between D-branes, and long distance behavior of closed string
fields [19]. We can take account of an effect of open strings on closed string emission
from a D-brane. In other words, we can incorporate the open string background fields
into a boundary states of a D-brane. In the case that there exist multiple D-branes, we
cannot determine definite positions of D-branes because non-Abelian fields on them are
noncommutative in general. Such fuzziness of D-brane worldvolume makes unclear what a
boundary condition is imposed on open strings, or the boundary state in terms of closed
strings. Furthermore shape of worldsheets representing closed string emission becomes
complicated due to the existence of off-diagonal components in opens string fields, or open
strings stretched between D-branes. Therefore it is not easy to investigate a non-Abelian
boundary state. It is discussed in [3] that a closed string state, which is given by including
a Wilson loop factor into the boundary state of a single D-brane and taking trace with
path ordering, reproduces the correct disk amplitudes with an arbitrary closed string vertex
and the D-brane boundary. This formula for non-Abelian boundary states represents that
effects of non-Abelian fields on closed string emission from D-branes are accounted for
by including the Wilson loop factor and using path ordering prescription as explained in
appendix D.
In this paper we investigate a boundary state of multiple D0-branes in the α′ expan-
sion by using the formula presented in [3] to confirm its correctness. We focus on multiple
D0-branes with an arbitrary time-dependent configuration of scalar fields. Our boundary
state is BRST invariant for an arbitrary configuration of D0-branes formally. However, it
contains divergences which vanish when the configuration of D0-branes is on-shell. Hence
the boundary state is well-defined when the scalar field on D0-branes satisfied the equation
of motion. In other words we can derive the correct equation of motion from the boundary
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state by requiring its finiteness. We derive couplings to closed strings from the constructed
boundary state. Our results in the DKPS limit [20, 21] reproduce the correct non-Abelian
DBI action and the correct formulas for supergravity charge density [7, 8, 9, 6, 10]. The
constructed boundary state is identical to the already known one in the cases of a single
boosted D0-brane and a noncommutative D2-brane. These results show the correctness of
path ordering in non-Abelian boundary states. We perform calculations up to order α′2
both in the bosonic string and the type IIA superstring theory. In the case of IIA super-
string theory we need to introduce a worldsheet fermion. Further calculations enable us to
derive higher α′ corrections to non-Abelian DBI action. We focus on multiple D0-branes in
this paper, since characteristic behavior caused by noncommutivity of open string fields is
incorporated. Extension to higher dimensional D-branes can be done straightforwardly by
introducing a non-Abelian gauge field. The study in this paper is non-Abelian extension of
[4, 5]. We note that backreaction from emitted closed strings to D-branes, or gs corrections
are ignored in this paper. In other words, we regard D-branes as infinitely massive objects.
We investigate a non-Abelian boundary state in the operator formalism, or equivalently
in terms of creation and annihilation operators of closed strings in this paper. This enable
to us to calculate the general boundary state in α′ expansion. In the case that multiple
D-branes formulate a single higher dimensional flat D-brane with a constant magnetic flux,
we can use the path integral formalism [22]. However, in presence of nontrivial excitation of
open strings, it is difficult to calculate the boundary state in such a formalism. Furthermore
it is difficult to take use of such an approach in the general D-brane system. A method to
construct D0-brane matrices from higher dimensional D-brane in a constant background
B-field is studies in [23].
The outline of this paper is as follows. In section 2, we briefly review boundary states
and couplings to closed strings. In section 3 we calculate the boundary state of multiple
D0-branes and show our results of couplings to closed strings. The results of closed string
couplings extracted the boundary state is shown in (3.27), (3.28) for the bosonic string
theory, and in (3.33) for the type IIA superstring theory. In section 4, we consider two
nontrivial cases: a single boosted D0-brane, and a noncommutative D2-brane. In section 5
we summarize our study on non-Abelian boundary states in this paper and discuss future
directions. In appendix A, the results of calculations of creation operators operating on a
D0-brane boundary state which are used to calculate the boundary state with scalar fields
are shown. In appendix B, detailed calculations in the proof of BRST invariance of the
boundary state are shown. In appendix C, we show the couplings of multiple D0-branes to
massless closed strings derived from disk amplitudes [6], Matrix theory potential [7, 8, 9],
and non-Abelian DBI action [10]. In appendix D the reasons why we think a non-Abelian
boundary state is given by using a Wilson-loop factor and path ordering.
2. Review of boundary state and closed string coupling
In this section we review basics of a boundary state of a single D-brane and couplings to
closed strings in subsection 2.1, and explain how to extract couplings to closed strings from
a boundary state in 2.2.
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2.1 Boundary state of a single Dp-brane
Firstly a bosonic boundary state is reviewed [1, 2, 3, 17, 18]. We expand a string embedding
function in terms of creation and annihilation operators as
Xˆ(z, z¯) = xˆµ − iα
′
2
pˆµ log |z|2 + i
√
α′
2
∑
n 6=0
1
n
(
αµn
zn
+
α˜µn
z¯n
)
.
We also expand ghost fields in mode operators as
b(z) =
∑
n
bn
zn+2
, b˜(z¯) =
∑
n
b˜n
z¯n+2
c(z) =
∑
n
cn
zn−1
, c˜(z¯)=
∑
n
c˜n
z¯n−1
.
The mode operators satisfy (anti)commutation relations
[αµm, α
ν
n] = [α˜
µ
m, α˜
ν
n] = mg
µνδm+n,0
{bm, cn} = {b˜m, c˜n} = δm+n,0.
It is convenient to introduce b±0 , c
±
0
b+0 = b0 + b˜0 b
−
0 =
1
2
(b0 − b˜0)
c+0 =
1
2
(c0 + c˜0) c
−
0 = c0 − c˜0
which satisfy
{b±0 , c±0 } = 1.
SL(2,C)-vacuum |0〉 is defined by
pˆ|0〉 = 0
αµn|0〉 = α˜µn|0〉 = 0 n ≥ 1
bn|0〉 = b˜n|0〉 = 0 n ≥ −1
cn|0〉 = c˜n|0〉 = 0 n ≥ 2.
We also denote |0〉 = |p = 0〉 in some cases. Eigenstates of xˆ, pˆ are related by the Fourier
transformation each other, explicitly
|x〉 =
∫
dDp
(2π)D
eipx|p〉 , |p〉 =
∫
dDx e−ipx|x〉
where D is the critical dimension. |x〉, |p〉 can be represented by
|x〉 = eipˆx |x = 0〉 = δ(xˆ− x)|p = 0〉
|p〉 = e−ipxˆ|p = 0〉 =(2π)Dδ(pˆ − p)|x = 0〉.
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We use the normalization such that
〈x′|x〉 = δD(x′ − x)
〈p′|p〉 = (2π)DδD(p′ − p)
and
〈p′|c˜−1c−1c−0 c+0 c1c˜1|p〉 = (2π)DδD(p′ − p).
A boundary state of a single Dp-brane is given by
|Dp〉 = |Dp〉α|B〉gh
|Dp〉α = Tp
2
δD(xˆi − ξi) exp
{
−
∑
n>0
1
n
αµ−nSµνα˜
ν
−n
}
|0〉
|B〉gh = exp
{
−
∑
n>0
(b˜−nc−n + b−nc˜−n)
}
c+0 c1c˜1|0〉
where Sµν = g(ηab,−δij), and Tp is tension of a Dp-brane. a = 0, 1, · · · , p represents
Neumann directions and i = p + 1, · · · ,D − 1 indicates Dirichlet directions. As is easily
seen from the equation above, a boundary state of a D-brane takes the form of a coherent
state of closed strings. The boundary state satisfies boundary conditions below.
pˆa|Dp〉 = 0, xˆi|Dp〉 = ξi
(αan + α˜
a
−n)|Dp〉 = 0, (αin − α˜in)|Dp〉 = 0 n 6= 0
(bn − b˜−n)|Dp〉 = 0
(cn + c˜−n)|Dp〉 = 0.
Secondly, we explain boundary states in superstring theories. We focus on the NS
sector, because we are interested in couplings to NS-NS fields in this paper. A worldsheet
fermion can be expanded as
ψµ(z) =
∑
r∈Z+ 1
2
ψµr
zr+1/2
ψ˜µ(z¯) =
∑
r∈Z+ 1
2
ψ˜µr
z¯r+1/2
.
In addition we write down superghost fields in mode expansion as
β(z) =
∑
r∈Z+ 1
2
βr
zr+3/2
, β˜(z¯) =
∑
r∈Z+ 1
2
β˜r
z¯r+3/2
γ(τ, σ) =
∑
r∈Z+ 1
2
γr
zr−1/2
, γ˜(z¯)=
∑
r∈Z+ 1
2
γ˜r
z¯r−1/2
.
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Mode operators satisfy (anti)commutation relations
{ψµr , ψνs } = {ψ˜µr , ψ˜νs } = gµνδr+s,0
[βr, γs] = [β˜r, γ˜s] = δr+s,0.
The boundary state of a Dp-brane takes the form of
|Dp〉 = |Dp〉α|B〉gh|B〉NS
where |Dp〉α, |B〉gh is same as that of the bosonic boundary state. |Dp〉ψ, |B〉sgh can be
expressed as
|B〉NS = 1
2
(|Dp,+〉ψ|B,+〉sgh − |Dp,−〉ψ|B,−〉sgh)
|Dp, η〉ψ = −i exp


∞∑
r=1/2
iηψµ−rSµν ψ˜
ν
−r

 |0〉
|B, η〉sgh = exp


∞∑
r=1/2
iη(γ−rβ˜−r − β−rγ˜−r)

 e−φ(0)e−φ˜(0)|0〉
where η = ±1 and φ(z) is related to the superghosts by bosonization
β(z) = e−φ(z)∂ξ(z), β˜(z¯)= e−φ˜(z¯)∂¯ξ˜(z¯)
γ(z) = eφ(z)η(z), γ˜(z¯) = eφ˜(z¯)η˜(z¯).
The boundary conditions can be written in terms of mode operators as
(ψµr − iηSµν ψ˜νr )|Dp, η〉ψ = 0
(βr + iηβ˜−r)|B, η〉sgh = 0
(γr + iηγ˜−r)|B, η〉sgh = 0.
SL(2,C)-vacuum is defined by
ψµr |0〉 = ψ˜µr |0〉 = 0 r ≥ 1/2
βr|0〉 = β˜r|0〉 = 0 r ≥ −1/2
γr|0〉 = γ˜r|0〉 = 0 r ≥ 3/2.
2.2 Coupling to closed string
A boundary state |B〉 couples to the closed string field
|Φ〉 =
∫
dDk
(2π)D
{
T (k) +
1
2
(hµν(k) + bµν(k))α
µ
−1α˜
ν
−1
+
(
−φ(k) + 1
4
gµνhµν(k)
)
(c˜−1b−1 + c−1b˜−1) + · · ·
}
c1c˜1|k〉
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through a source term
〈Φ|c−0 |B〉.
In this way a boundary state acts as a source for the closed strings [24]. T (k), hµν(k) =
hνµ(k), bµν = −bνµ(k) and φ(k) are the Fourier transform of closed string tachyon, graviton,
antisymmetric tensor, and dilaton fields. Note that we use the convention for the Fourier
transformation such that
f(x) =
∫
dDk
(2π)D
f(k)eikx, f(k) =
∫
dDx f(x)e−ikx.
Then we can write
f(xˆ)|k = 0〉 =
∫
dDxf(x)|x〉
=
∫
dDk
(2π)D
f(k)|k〉 = f(kˆ)|x = 0〉.
Suppose that a boundary state takes the form of
|B〉 =
∫
dp+1x
∫
dD−p−1k
(2π)D−p−1
{
F (xa, ki) +
(
Aµν(x
a, ki) + Cµν(x
a, ki)
)
αµ−1α˜
ν
−1
+B(xa, ki)(b−1c˜−1 + b˜−1c−1) + · · ·
}
c+0 c1c˜1|xa, ki〉.
(2.1)
where Aµν(k) = Aνµ(k), Bµν(k) = −Bνµ(k). In the presence of a Dp-brane, we need to add
a source term
Ssource = 〈Φ|c−0 |B〉 =∫
dp+1x
∫
dD−p−1k
(2π)D−p−1
{
T (xa,−ki)F (xa, ki) + 1
2
hµν(x
a,−ki) (Aµν(xa, ki) +B(xa, ki)gµν)
+
1
2
bµν(x
a,−ki)Cµν(xa, ki)− 2φ(xa,−ki)B(xa, ki) + · · ·
}
.
(2.2)
We can extract from this an energy momentum tensor as follows.
T µν(xa, ki) =
(
Aµν(xa, ki) +B(xa, ki)gµν
)
.
3. Boundary state of multiple D0-branes
A boundary state of a single D-brane with an arbitrary time-dependent configuration of
gauge and scalar fields on it has been investigated [4, 5]. In contrast, boundary states of
multiple D-branes are not well understood1. In this section we construct a boundary state
of multiple D0-branes of an arbitrary time-dependent configuration by using path ordering
in the α′ expansion. We derive linear couplings to closed string fields up to O(α′2). Our
1An equation of motion of Abelian gauge field is derived in [25] using an another definition of boundary
state.
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PSfrag replacements
Aa,Xi
φ, hµν , bµν
Figure 1: Emission of closed string from D-brane
results reproduce the linear part in closed string fields of the non-Abelian DBI action
which are derived from scattering amplitudes of string theories. In addition the extracted
linear coupling is same as the one derived from disk amplitude [6], long distance Matrix
theory potential [7, 8, 9], and non-Abelian DBI action [10]. The constructed boundary
state is BRST invariant for arbitrary configurations formally, however, includes divergences
which remain after the zeta function regularization. These singularities vanish when the
scalar fields on D0-branes satisfy the equation of motion. Hence the boundary states
is well-defined and BRST invariant when the configuration of D0-branes is on-shell. We
consider the bosonic string theory first, and then the type IIA superstring theory by. In this
chapter we focus on multiple D0-branes, since the essential behavior of noncommutivity is
incorporated. By introducing a non-Abelian gauge filed, extension to higher dimensional
D-branes is done straightforwardly.
3.1 Construction of boundary state
A boundary state of Dp-brane with gauge and scalar fields Aa(Xˆa),Xi(Xˆa) is of the form
|Dp[Aa,Xi]〉 = trP exp
[
i
∫ 2pi
0
dσ
(
∂σXˆ
a(σ)Aa(Xˆ
a(σ)) +Xi(Xˆa(σ))Πˆi(σ)
)]
|Dp〉. (3.1)
according to and [3] and (D.49) in appendix D. Here (a, i) is Neumann and Dirichlet direc-
tions respectively. P means path ordering of open string fields Aa(Xˆa(σ)),Xi(Xˆa(σ)) with
respect to σ. Πˆi(σ) is the conjugate momentum to the embedding function Xˆi(τ, σ) at the
boundary τ = 0 along the Dirichlet directions, and Xˆa(σ) is the embedding function at the
boundary τ = 0 along the Neumann directions. In general, open string fields on D-branes
are functions of string embedding at the boundary τ = 0 along Neumann directions. We do
not need to take care of ordering of closed string operators because Xˆa(σ), ∂σXˆ
a(σ), Πˆi(σ)
are commutative each other. Even if open string fields are independent of Xˆa(σ), we keep
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to assigning σ to Aa,Xi implicitly to determine the ordering. In this section we denote
operators on closed string state by hatted symbols like Xˆµ, Πˆµ, and matrix-valued scalar
fields on D0-branes by boldface symbols like Aa,Xi. More strictly, a matrix configuration
of D0-brane Xi is related to the a transverse scalar field Φi through a relation
Xi = 2πα′Φi.
Take care that matrices Xi and operators Xˆmu(τ, σ) are different quantities. In remaining
all we will not use Xµ(τ, σ) without explicit attention to avoid confusing.
It is worthwhile to see a boundary state as superposition of closed string states. A
boundary state of a D-brane without open string excitation satisfied
Πˆa(σ)|Dp〉 = 0, Xˆi(σ)|Dp〉 = 0.
Thus |Dp〉 can be rewritten as
|Dp〉 = |Πa(σ) = 0,Xi(σ) = 0〉 =
∫
DXa(σ)|Xa(σ),Xi(σ) = 0〉.
This represents that a boundary state of a D-brane is superposition of closed strings of
various shapes on the D-brane. Here |Xa(σ)〉 and |Πi(σ)〉is the eigenstate of the embedding
function Xˆa(σ) and the conjugate momentum Πˆi(σ) respectively:
Xˆa(σ)|Xa(σ)〉 = Xa(σ)|Xa(σ)〉, Πˆi(σ)|Πi(σ)〉 = Πi(σ)|Πi(σ)〉.
In presence of nontrivial excitation of opens strings on a D-brane, the boundary state is
given by (3.2). Therefore we can say that the Wilson loop factor
W [Xˆµ(σ)] = trP exp
[
i
∫ 2pi
0
dσ
(
∂σXˆ
a(σ)Aa(Xˆ
a(σ)) +Xi(Xˆa(σ))Πˆi(σ)
)]
gives a weight function for closed string states to incorporate the effects of Aa,Xi into the
boundary state. In other words, an open string background modifies closed string emission
from D-branes.
In this section we consider the boundary state
|B〉 = trP exp
[
i
∫ 2pi
0
dσXi(Xˆ0(σ))Πˆi(σ)
]
|D0〉 (i = 1, · · · ,D − 1). (3.2)
Xˆµ(τ, σ) and Πˆµ(τ, σ) can be written by using creation and annihilation operators as
Xˆµ(σ, τ) = xˆµ + gµνα′pˆντ + i
√
α′
2
∑
n 6=0
(
αµn
n
e−in(τ−σ) +
α˜µn
n
e−in(τ+σ)
)
Πˆµ(σ, τ) =
1
2π
pˆµ +
gµν
2π
√
2α′
∑
n 6=0
(
ανne
−in(τ−σ) + α˜νne
−in(τ+σ)
)
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where gµν = gηµν and g
µν = 1gη
µν . Especially at the boundary τ = 0 we have
Xˆµ(σ) = xˆµ + i
√
α′
2
∑
n 6=0
1
n
(
αµn − α˜µ−n
)
einσ
Πˆµ(σ) =
1
2π
pˆµ +
gµν
2π
√
2α′
∑
n 6=0
(ανn + α˜
ν
−n)e
inσ.
(3.3)
|D0〉 can be written as
|D0〉 = T0
2
δd−1(xˆ) exp
[∑
n>0
g
n
(α0−nα˜
0
−n + α
i
−nα˜
i
−n)
]
|0〉.
where g is defined by gµν = gηµν . For diagonal matrices X
i = diag(ξi1, · · · , ξiN ), the
boundary state (3.2) gives a summation of boundary states of D0-branes located at xi =
ξia (a = 1, · · · , N), where the matrix sizeN represents the number of D0-branes. In presence
of off-diagonal components in Xi, however, these matrices becomes noncommutative in
general and cannot be interpreted as positions of D0-branes. It is important to clarify a
correct ordering prescription of Xi.
Our strategy
In this section we investigate boundary states in the operator formalism. This enable to
us to expand the general boundary state in powers of α′. Our strategy to calculate the
boundary state is as follows. First we represent Xˆ0(σ), Πˆi(σ) in terms of creation and
annihilation operators as shown in (3.3). Then we expand the operator ei
R
dσXΠˆ in α′ ex-
pansion taking the DKPS limit (3.7). Move all annihilation operators to right using the
commutation relation of creation and annihilation operators. By utilizing the boundary
conditions (3.8) on |D0〉, we replace all annihilation operators by creation operators. We
perform the integral which causes in path ordering prescription if possible. After all the
resulting boundary state consists of creation operators and Xi(t), X˙i, · · · . The results are
presented in subsection 3.2. Readers who are interested only in the results can skip to the
subsection 3.2.
We begin to calculate (3.2) in the operator formalism. The scalar field Xi depends on
the worldsheet field Xˆ0(σ) at the boundary. In order to calculate the boundary state in
terms of oscillators, we divide Xˆ0(σ) into the zero mode part and the oscillator part:
Xˆ0(σ) = t+ X˜0(σ)
X˜0(σ) = i
√
α′
2
∑
n 6=0
1
n
(α0n − α˜0−n)einσ .
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where t = xˆ0. The scalar field Xi(Xˆ0(σ)) can be expanded in the oscillator part X˜0(σ) as
Xi(Xˆ0(σ)) =
∞∑
k=0
dXi(t)
dtn
(
X˜0(σ)
)k
= Xi(t) + X˙i(t)i
√
α′
2
∑
n 6=0
1
n
(α0n − α˜0−n)einσ + · · · .
(3.4)
By substituting (3.3) and (3.3), U = i
∫ 2pi
0 dσX
i(Xˆ0(σ))Πˆi(σ) can be written in terms of
creation and annihilation operators as
U =i
∫ 1
0
dσ

pˆi + gδij√
2α′
∑
n 6=0
(αjn + α˜
j
−n)e
2piinσ



Xi(t) + X˙i(t) i√α′
2
∑
m6=0
1
m
(α0m1 − α˜0−m1)e2piimσ
+
1
2!
X¨i(t)
(
i
√
α′
2
)2 ∑
m1,m2 6=0
1
m1m2
(α0m1 − α˜0−m1)(α0m2 − α˜0−m2)e2pii(m1σ+m2σ)
+ · · ·
)
.
Here we have changed variables as σ → 2πσ. This can be rewritten as
U =
∫ 1
0
dσ
(
ipˆX(t)
+
ig√
2α′
Xi(t)
∑
n 6=0
(αin + α˜
i
−n)e
2piinσ
+ i
√
α′
2
ipˆX˙(t)
∑
m6=0
1
m
(α0m1 − α˜0−m1)e2piimσ
+
ig√
2α′
i
√
α′
2
X˙i(t)
∑
n 6=0
(αin + α˜
i
−n)e
2piinσ
∑
m6=0
1
m
(α0m1 − α˜0−m1)e2piimσ
+
(
i
√
α′
2
)2
1
2!
ipˆX¨(t)
∑
m1,m2 6=0
1
m1m2
(α0m1 − α˜0−m1)(α0m2 − α˜0−m2)e2pii(m1σ+m2σ)
+ · · ·
)
.
(3.5)
In preparation to expand the boundary state in α′, we consider Pe
R 1
0 dσ(Aσ+B(σ)). Here
P means path ordering with respect to σ. Suppose that [Aσ , B(σ)] 6= 0, and Aσ does
not depend on σ as function. Nevertheless the subscript σ in Aσ is needed in order to
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determined the ordering. Then Pe
R 1
0 dσ(Aσ+B(σ)) can be expanded in powers of B(σ) as
Pe
R 1
0 dσ(A+B(σ)) = eA +
∫ 1
0
dσ1 e
(1−σ1)AB(σ1)eσ1A
+
∫ 1
0
dσ1
∫ σ1
0
dσ2 e
(1−σ1)AB(σ1)e(σ1−σ2)AB(σ2)eσ2A + · · · .
(3.6)
In our case we can identify A = ipˆiX
i(t), B = (the other terms).
Using (3.5) and (3.6), the boundary state (3.2) can be expanded as
|B〉 =
{
tr
[
eipˆiX
i
]
+
ig√
2α′
∑
n1 6=0
∫ 1
0
dσ1 tr
[
Xi1eipˆX
]
(αi1n1 + α˜
i1−n1)e
2piin1σ1
+ i
√
α′
2
∑
n1 6=0
∫ 1
0
dσ1 tr
[
ipˆX˙eipˆX
]
(α0n1 + α˜
0
−n1)e
2piin1σ1
+
(
ig√
2α′
)2 ∑
n1,n2 6=0
∫ 1
0
dσ1
∫ σ1
0
dσ2 tr
[
ei(1−σ12)pˆXXi1eiσ12 pˆXXi2
]
(αin1 + α˜
i1−n1)(α
i
n2 + α˜
i2−n2)e
2pii(n1σ1+n2σ2)
+ · · · } |D0〉
where we define σpq = σp − σq, and take use cyclicity of trace.
We take the DKPS limit [20, 21]:
pˆi ∼ O(1/α′), Xi ∼ O(α′). (3.7)
In this limit we have
ipˆX ∼ O(1)
i
√
α′
2
ipˆX˙ ∼ O(α′1/2) ig√
2α′
Xi ∼ O(α′1/2)
1
2!
(
i
√
α′
2
)2
ipˆX¨ ∼ O(α′) ig√
2α′
i
√
α′
2
X˙i ∼ O(α′)
1
3!
(
i
√
α′
2
)3
ipˆX(3) ∼ O(α′3/2) 1
2!
ig√
2α′
(
i
√
α′
2
)2√
α′X¨i ∼ O(α′3/2)
1
4!
(
i
√
α′
2
)4
ipˆX(4) ∼ O(α′2) 1
3!
ig√
2α′
(
i
√
α′
2
)3√
α′Xi(3) ∼ O(α′2)
...
....
In this way we can expand the boundary state in α′. Table 1 represents all terms which
appear at each order in α′, where we ignore a factor eipˆX and ordering. If plural i’s appear
in a single term, they are actually different indexes (i1, i2, · · · ). We denote them all by
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the same symbol i for simplicity. For example X¨iXi in the table represents that a term
trP′[X¨i1Xi2 ] appears in the boundary state. P′[· · · ] is an appropriately ordered product
which is defined in (3.11) on page 16.
Before calculating the boundary state in detail, we define and calculate some in prepa-
ration. A boundary state of D0-brane |D0〉 satisfies boundary conditions
xˆi|D0〉 = 0 , (αin − α˜i−n)|D0〉 = 0
pˆ0|D0〉 = 0 , (α0n + α˜0−n)|D0〉 = 0 n 6= 0. (3.8)
By utilizing these conditions, we can convert annihilation operators which operates directly
on |D0〉 into creation operators:
αin → α˜i−n , α˜in → αi−n
α0n → −α˜0−n , α˜0n → −α0−n n > 0.
For a given closed string state which is constructed by operating αµn, α˜
µ
n(n ∈ Z) on |D0〉,
move all annihilation operators to the right side by using commutation relation [αµn, ανm] =
gµνδn+m,0, [α˜
µ
n, α˜νm] = g
µνδn+m,0, convert them into creation operators, and then we get a
state of the form |D0〉 only with creation operators on it. In such a manner the boundary
state can be reduced to the form easy to interpret. Following this procedure, we need to
consider
A
µ1···µp
p (σ1, · · · , σp) =
p∏
q=1
aµq (σp)
aµ(σ) =

i
√
α′
2
∑
n 6=0
1
n(α
a
n − α˜a−n)e2piinσ Neumann
ig√
2α′
∑
n 6=0(α
i
n + α˜
i−n)e2piinσ Dirichlet
.
In the remaining of this section, we always think that A
µ1···µp
p (σ1, · · · , σp) operates on
|Dp〉, and omit |Dp〉 in calculations for simplicity. We need to pay attention to Ap+q 6=
O(α′0) 1
O(α′1/2) ipˆX˙ , Xi
O(α′1) (ipˆX˙)2 , ipˆX˙Xi , (Xi)2 , ipˆX¨ , X˙i
O(α′3/2) (ipˆX˙)
3 , (ipˆX˙)2Xi , ipˆX˙(Xi)2 , (Xi)3 , ipˆX¨ipˆX˙ , ipˆX¨Xi , X˙iipˆX˙ ,
X˙iXi , ipˆXi(3) , X¨i
O(α′2)
(ipˆX˙)4 , (ipˆX˙)3(Xi)1 , (ipˆX˙)2(Xi)2 , ipˆX˙(Xi)3 , (Xi)4 ,
ipˆX¨(ipˆX˙)2 , ipˆX¨ipˆX˙Xi , ipˆX¨(Xi)2 , X˙i(ipˆX˙)2 , X˙iipˆX˙Xi , X˙i(Xi) ,
ipˆX(3)ipˆX˙ , ipˆX(3)Xi , X¨iipˆX˙ , X¨iXi , (ipˆX¨)2 , ipˆX¨X˙i , (X˙i)2 ,
ipˆX(4) , Xi(3)
Table 1: All terms which appear in the boundary state up to order α′
2
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ApAq in general. Because creation and annihilation operators along different directions are
commutative, A can be divided into a product of Neumann and Dirichlet parts as
A
a1···api1···iq
p+q (σ1, · · · , σp, σ′1, · · · , σ′q) = Aa1···app (σ1, · · · , σp)Ai1···iqq (σ′1, · · · , σ′q).
a and i mean Neumann and Dirichlet directions respectively. In our case a = 0, i =
1, · · · , d− 1. Aµ1···µpp (σ1, · · · , σp) has a property
A
µ1···µp
p (σ1, · · · , σp) = Aµτ(1)···µτ(p)p (στ(1), · · · , στ(p)) τ : permutation. (3.9)
It is convenient for simplicity of equations to abbreviate so that(
i
√
α′
2
)p
A
a1···ap
p → Aa1···app(
ig√
2α′
)p
A
i1···ip
p → Ai1···ipp
1
n!
dn
dtn
X→ d
n
dtn
X.
(3.10)
In the final results, we should recover this abbreviation. For example A002 (σ1, σ2) and
Ai1i22 (σ1, σ2) are
A002 (σ1, σ2) =
∑
n1,n2 6=0
1
n1n2
(α0n1 − α˜0−n1)(α0n2 − α˜0−n2)e2pii(n1σ1+n2σ2)
Ai1i22 (σ1, σ2) =
∑
n1,n2 6=0
(αi1n1 + α˜
i1−n1)(α
i2
n2 + α˜
i2−n2)e
2pii(n1σ1+n2σ2).
The number of creation operators αµ−n, α˜
µ
−n(n > 0) in each term of A
µ1···µp
p after eliminating
all annihilation operators αµn, α˜
µ
n(n > 0) is at most p. By construction it contains p creation
and annihilation operators at first. Each time when we move a annihilation operator to
the right side over a creation operator, the number of creation and annihilation operators
does not change or decreases by 2. Conversion of an annihilation operator to a creation
operator does not change the total number of creation and operation operators in each
term. After all A
µ1···µp
p can be divided into a sum of the form
A
µ1···µp
p = A
µ1···µp
p,p +A
µ1···µp
p,p−2 + · · ·+Aµ1···µpp,1 or 0
where A
µ1···µp
p,q represents terms which includes q creation operators and no annihilation
operator arises from A
µ1···µp
p . For example, operating A002 (σ1, σ2), A
i1i2
2 (σ1, σ2) on |D0〉 and
utilizing the commutation relation and the boundary conditions, we have
A002 (σ1, σ2) =
∑
n1,n2>0
4
n1n2
(
α˜0−n1α˜
0
−n2e
2pii(n1σ1+n2σ2) + α0−n1α˜
0
−n2e
2pii(−n1σ1+n2σ2)
+ α˜0−n1α
0
−n2e
2pii(n1σ1−n2σ2) + α0−n1α
0
−n2e
2pii(−n1σ1−n2σ2)
)
+
∑
n>0
4
ng
cos 2πnσ12,
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O(α′0) 1
O(α′1/2) ipˆX˙(α0) , Xi(αi)
O(α′1) (ipˆX˙)
2(α0α0 + 1) , ipˆX˙Xi(α0αi) , (Xi)2(αiαi + 1) , ipˆX¨(α0α0 + 1) ,
X˙i(α0αi)
O(α′3/2)
(ipˆX˙)3(α0α0α0+α0) , (ipˆX˙)2Xi(α0α0αi+αi) , ipˆX˙(Xi)2(α0αiαi+α0) ,
(Xi)3(αiαiαi + αi) , ipˆX¨ipˆX˙(α0α0α0 + α0) , ipˆX¨Xi(α0α0αi + αi) ,
X˙iipˆX˙(α0α0αi + αi) , X˙iXi(α0αiαi) , ipˆXi(3)(α0α0α0 + α0) ,
X¨i(α0α0αi + αi)
O(α′2)
(ipˆX˙)4(α0α0α0α0 + α0α0 + 1) , (ipˆX˙)3(Xi)1(α0α0α0αi + α0αi) ,
(ipˆX˙)2(Xi)2(α0α0αiαi+α0α0+αiαi+1) , ipˆX˙(Xi)3(α0αiαiαi+α0αi) ,
(Xi)4(αiαiαiαi + αiαi + 1) , ipˆX¨(ipˆX˙)2(α0α0α0α0 + α0α0 + 1) ,
ipˆX¨ipˆX˙Xi(α0α0α0αi+α0αi) , ipˆX¨(Xi)2(α0α0αiαi+α0α0+αiαi+1) ,
X˙i(ipˆX˙)2(α0α0α0αi + α0αi) ,
X˙iipˆX˙Xi(α0α0αiαi + α0α0 + αiαi + 1) ,
X˙i(Xi)2(α0αiαiαi + α0αi) , ipˆX(3)ipˆX˙(α0α0α0α0 + α0α0 + 1) ,
ipˆX(3)Xi(α0α0α0α1 + α0α1) , X¨iipˆX˙(α0α0α0αi + α0αi) ,
X¨iXi(α0α0αiαi + α0α0 + αiαi + 1) , (ipˆX¨)2(α0α0α0α0 + α0α0 + 1) ,
ipˆX¨X˙i(α0α0α0αi + α0αi) , (X˙i)2(α0α0αiαi + α0α0 + αiαi + 1) ,
ipˆX(4)(α0α0α0α0 + α0α0 + 1) , Xi(3)(α0α0α0αi + α0αi).
Table 2: All terms which appear in the boundary state up to order α′
2
and
Ai1i22 (σ1, σ2) =
∑
n1,n2>0
4
(
α˜i1−n1α˜
i2−n2e
2pii(n1σ1+n2σ2) + αi1−n1α˜
i2−n2e
2pii(−n1σ1+n2σ2)
+ α˜i1−n1α
i2−n2e
2pii(n1σ1−n2σ2) + αi1−n1α
i2−n2e
2pii(−n1σ1−n2σ2)
)
+
∑
n>0
4n
g
δi1i2 cos 2πnσ12.
Results of A
µ1···µp
p which is used in this section are shown in appendix A.
In this way, we can list up all terms in the boundary state up to order α′2 as shown
in table 2 Here Xi(n) = d
n
dtnX
i. Every index of Xi and its derivatives should be contracted
with that of αi. We abbreviate creation operators (αi−n, α˜i−n) as αi, and (α0−n, α˜0−n) as α0.
In a similar way every time derivative should make a pair with α0−n, α˜0−n. Again we neglect
a factor eipˆX and ordering.
In what follows, we explain how to derive strict form of a given term in the table 1, or
equivalently, the table 2. Each term in the table is a product of
{ipˆX˙,Xi, ipˆX¨, X˙i, X¨i, · · · }.
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We assign indexes {a1, i1, a1a1, a1i1, i1i2, · · · } to them. Note that a time derivatives has an
index a = 0. Then we can denote any given term in the table as a product of
Y
µp1···µpm(Yp)
p ∈ {ipˆX˙,Xi, ipˆX¨, X˙i, X¨i, · · · } (µ = 0, 1, · · · , d− 1)
where m(Yp) is the number of indexes of Yp. Suppose that p 6= q ⇒ Yp 6= Yq. What we
need to consider is
O =
N∏
q=1
Z
µq1···µqm(Zq)
q =
M∏
p=1
(
Y
µp1 ···µpm(Yp)
p
)n(Yp)
.
Here n(Yp) is multiplicity of Yp, M is the number of different kinds of Yp, and N =∑M
p=1 n(Yp) is the total number of {ipˆX˙,Xi, ipˆX¨, X˙i, X¨i, · · · }. O is represented as
O = Z1 · · ·ZN
= Y1 · · ·Y1︸ ︷︷ ︸
n(Y1)
Y2 · · ·Y2︸ ︷︷ ︸
n(Y2)
YM · · ·YM︸ ︷︷ ︸
n(YM )
.
We define P′ by
trP′[Z1 · · ·ZN ] =
∑
τ∈Σ
{∫
1>σN>···>σ1>0
dσ tr
[
eipˆX
N∏
q=1
(
e−iσq ˆpXZ
µ
τ(q)
1 ···µτ(q)n(Zq)
τ(q) e
iσq pˆX
)
A
µ
τ(1)
1 ···µτ(1)n(Zτ(1))···µ
τ(N)
1 ···µτ(N)n(Zτ(N))
L (σ1, · · · , σ1︸ ︷︷ ︸
m(Zτ(1))
, · · · , σN , · · · , σN︸ ︷︷ ︸
m(Zτ(N))
)
]}
. (3.11)
Here Σ is a set of all possible permutation of {Yp}. Thus τ runs N !n(Y1)!···n(YM )! different
permutations. Any given term O in 1 represents P ′[O]. In table 2, the creation operator
part of each term are explicitly shown.
After the variable change σq → στ(q) (3.11) can be rewritten as
∑
τ∈Σ
{∫
1>στ(N)>···>στ(1)>0
dσ tr
[
eipˆX
N∏
q=1
(
e−iσq ˆpXZ
µ
τ(q)
1 ···µτ(q)n(Zq)
τ(q) e
iσq pˆX
)
A
µ11···µ1n(Z1)···µ
N
1 ···µNn(ZN )
L (σ1, · · · , σ1︸ ︷︷ ︸
n(Z1)
, · · · , σN , · · · , σN︸ ︷︷ ︸
n(ZN )
)
]}
.
Using this equation we define P′′ by
trP′′[Z1,σ1 · · ·ZN,σN ei
R 1
0 dσpˆXAL(σ1, · · · , σN )]
=
∑
τ∈Σ
{∫
1>στ(N)>···>στ(1)>0
dσ tr
[
eipˆX
N∏
q=1
(
e−iσq ˆpXZ
µ
τ(q)
1 ···µ
τ(q)
n(Zq)
τ(q) e
iσq pˆX
)
A
µ11···µ1n(Z1)···µ
N
1 ···µNn(ZN )
L (σ1, · · · , σ1︸ ︷︷ ︸
n(Z1)
, · · · , σN , · · · , σN︸ ︷︷ ︸
n(ZN )
)
]}
. (3.12)
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Here σq is assigned to Zq in order to determine the ordering, although they are not depend
on σ’s. For example we examine X˙iXi. This term in the table means there exist following
terms at α
′
in the boundary state:
(what X˙iXi means)
= trP′[X˙i1Xi2 ]
=
∫ 1
0
dσ1
∫ σ1
0
dσ2 tr[e
i(1−σ12) ˆpXX˙i1eiσ12pˆXXi2 ]A0i1i23 (σ1, σ1, σ2)
+
∫ 1
0
dσ1
∫ σ1
0
dσ2 tr[e
i(1−σ12) ˆpXXi2eiσ12pˆXX˙i1 ]Ai20i13 (σ1, σ2, σ2)
= trP′′[X˙i1σ1X
i2
σ2e
i
R 1
0 dσpˆXAi10i23 (σ1, σ1, σ2)]
=
∫ 1
0
dσ1
∫ σ1
0
dσ2 tr[e
i(1−σ12) ˆpXX˙i1eiσ12pˆXXi2 ]A0i1i23 (σ1, σ1, σ2)
+
∫ 1
0
dσ2
∫ σ2
0
dσ1 tr[e
i(1−σ21) ˆpXXi2eiσ21pˆXX˙i1 ]Ai20i13 (σ2, σ1, σ1).
We note that because the boundary state satisfies the level matching condition, we
can eliminate those terms which do not satisfy this condition without explicit calculations.
Such disappearance happens due to an integration like
∫ 1
0 dσe
2piinσ = 0. In the methods
shown above in this section, we can explicitly write down the boundary state at any given
order in α′.
In what follows, we calculate the boundary state at each order in α′ in detail.
order α′0
At zeroth order the boundary state gives simply
|B〉α′0 = treipˆX|D0〉. (3.13)
order α′1/2
All terms at this order vanish.
ig√
2α′
∑
n1 6=0
∫ 1
0
dσ1 tr
[
Xi1eipˆX
]
(αi1n1 + α˜
i1−n1)e
2piin1σ1 = 0
i
√
α′
2
∑
n1 6=0
∫ 1
0
dσ1 tr
[
ipˆXeipˆX
] 1
n1
(α0n1 − α˜0−n1)e2piin1σ1 = 0.
These can be seen easily by that
∫ 1
0 dσe
2piinσ = 0(n 6= 0). Hence we have
|B〉α′1/2 = 0.
order α′1
The boundary state at this order includes information about the energy-momentum tensor.
There is singularities which remain after the zeta function regularization. These divergences
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vanish if an equation of motion is satisfied as shown in subsection 3.4. At order α′1 there
exist terms listed below:
•
∫ 1
0
dσ
∫ σ1
0
dσ2 tr[e
i(1−σ12)pˆX(ipˆX˙)eiσ12ipˆX(ipˆX˙)]A002 (σ1, σ2) (3.14a)
•
∫ 1
0
dσ
∫ σ1
0
dσ2 tr[e
i(1−σ12)pˆX(ipˆX˙)eiσ12 pˆXXi]A0i2 (σ1, σ2)
+
∫ 1
0
dσ
∫ σ1
0
dσ2 tr[e
i(1−σ12)pˆXXieiσ12 pˆX(ipˆX˙)]Ai02 (σ1, σ2)
(3.14b)
•
∫ 1
0
dσ
∫ σ1
0
dσ2 tr[e
i(1−σ12)pˆXXi1eiσ12 pˆXXi2 ]Ai1i22 (σ1, σ2) (3.14c)
•
∫ 1
0
dσ tr[(ipˆX¨)eipˆX]A002 (σ, σ) (3.14d)
•
∫ 1
0
dσ tr[X˙ieipˆX]A0i2 (σ, σ) (3.14e)
Aµ1µ2(σ1, σ2) is (see appendix A)
A002 (σ1, σ2) =
∑
n1,n2>0
4
n1n2
(
α˜0−n1α˜
0
−n2e
2pii(n1σ1+n2σ2) + α0−n1α˜
0
−n2e
2pii(−n1σ1+n2σ2)
+ α˜0−n1α
0
−n2e
2pii(n1σ1−n2σ2) + α0−n1α
0
−n2e
2pii(−n1σ1−n2σ2)
)
+
∑
n>0
4
ng
cos 2πnσ12,
A0i2 (σ1, σ2) =
∑
n1,n2>0
−4
n1
(
α˜0−n1α˜
i
−n2e
2pii(n1σ1+n2σ2) + α0−n1α˜
i
−n2e
2pii(−n1σ1+n2σ2)
+ α˜0−n1α
i
−n2e
2pii(n1σ1−n2σ2) + α0−n1α
i
−n2e
2pii(−n1σ1−n2σ2)
)
,
Ai02 (σ1, σ2) =
∑
n1,n2>0
−4
n2
(
α˜i−n1α˜
0
−n2e
2pii(n1σ1+n2σ2) + αi−n1α˜
0
−n2e
2pii(−n1σ1+n2σ2)
+ α˜i−n1α
0
−n2e
2pii(n1σ1−n2σ2) + αi−n1α
0
−n2e
2pii(−n1σ1−n2σ2)
)
,
Ai1i22 (σ1, σ2) =
∑
n1,n2>0
4
(
α˜i1−n1α˜
i2−n2e
2pii(n1σ1+n2σ2) + αi1−n1α˜
i2−n2e
2pii(−n1σ1+n2σ2)
+ α˜i1−n1α
i2−n2e
2pii(n1σ1−n2σ2) + αi1−n1α
i2−n2e
2pii(−n1σ1−n2σ2)
)
+
∑
n>0
4n
g
δi1i2 cos 2πnσ12.
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First we consider (3.14a), (3.14b),and (3.14c). Changing variables as (i) σ1 = σ
′
2 + 1, σ2 =
σ′1, (σ12 = 1− σ′12). Under this transformation∫ 1
0
dσ1
∫ σ1
0
dσ2 tr[e
i(1−σ12)pˆX(ipˆX˙)eiσ12 pˆX(ipˆX˙)]A002 (σ1, σ2)
→
∫ 1
0
dσ1
∫ 0
−1+σ1
dσ2 tr[e
i(1−σ12)pˆX(ipˆX˙)eiσ12 pˆX(ipˆX˙)]A002 (σ1, σ2),
∫ 1
0
dσ1
∫ σ1
0
dσ2 tr[e
i(1−σ12)pˆX(ipˆX˙)eiσ12 pˆXXi]A0i2 (σ1, σ2)
→
∫ 1
0
dσ
∫ 0
−1+σ1
dσ2 tr[e
i(1−σ12)pˆXXieiσ12pˆX(ipˆX˙)]Ai02 (σ1, σ2),
∫ 1
0
dσ1
∫ σ1
0
dσ2 tr[e
i(1−σ12)pˆXXieiσ12 pˆX(ipˆX˙)]Ai02 (σ1, σ2)
→
∫ 1
0
dσ1
∫ 0
−1+σ1
dσ2 tr[e
i(1−σ12)pˆX(ipˆX˙)eiσ12 pˆXXi]A0i2 (σ1, σ2), (3.15a)
∫ 1
0
dσ1
∫ σ1
0
dσ2 tr[e
i(1−σ12)pˆXXi1eiσ12 pˆXXi2 ]Ai1i22 (σ1, σ2)
→
∫ 1
0
dσ1
∫ 0
−1+σ1
dσ2 tr[e
i(1−σ12)pˆXXi2eiσ12 pˆXXi1 ]Ai1i22 (σ1, σ2) (3.15b)
by using cyclicity of trace and the property (3.9). We combine two domains of integration
as
1
2
∫ 1
0
dσ1
{∫ σ1
0
+
∫ 0
−1+σ1
}
dσ2f(σ1, σ2). =
1
2
∫ 1
0
dσ12
∫ 1
0
dσ1f(σ1, σ2)
We note that change of variables (ii) σ′1 = 1 + σ2, σ
′
2 = σ1 leads the same results. In this
case, we have
1
2
∫ 1
0
dσ2
{∫ 1
σ2
+
∫ 1+σ2
1
}
dσ1f(σ1, σ2) =
1
2
∫ 1
0
dσ12
∫ 1
0
dσ2f(σ1, σ2).
The integration domains are shown in figure 2.
Then it is possible to integrate over σ1 to get∫ 1
0
dσ1 A
00
2 (σ1, σ2)
∣∣∣
σ12 fixed
=
∑
n>0
4
n2
(
α0−nα˜
0
−ne
−2piinσ12 + α˜0−nα
0
−ne
2piinσ12
)
+
∑
n>0
4
ng
cos 2πnσ12,
∫ 1
0
dσ1 A
0i
2 (σ1, σ2)
∣∣∣
σ12 fixed
=
∑
n>0
−4
n
(
α0−nα˜
i
−ne
−2piinσ12 + α˜0−nα
i
−ne
2piinσ12
)
,
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∫ 1
0
dσ1 A
i0
2 (σ1, σ2)
∣∣∣
σ12 fixed
=
∑
n>0
−4
n
(
αi−nα˜
0
−ne
−2piinσ12 + α˜i−nα
0
−ne
2piinσ12
)
,
∫ 1
0
dσ1 A
i1i2
2 (σ1, σ2)
∣∣∣
σ12 fixed
=
∑
n>0
4
(
αi1−nα˜
i2−ne
−2piinσ12 + α˜i1−nα
i2−ne
2piinσ12
)
+
∑
n>0
4n
g
δi1i2 cos 2πnσ12.
Here we have used
∫ 1
0
dσ1 e
2pii(n1σ1+n2σ2)
∣∣
σ12 fixed
=
∫ 1
0
dσ e2pii(−n2σ12+(n1+n2)σ) = 0∫ 1
0
dσ1 e
2pii(−n1σ1+n2σ2)∣∣
σ12 fixed
=
∫ 1
0
dσ e−2pii(n2σ12−(n1−n2)σ) = e−2piin2σ12δn1,n2∫ 1
0
dσ1 e
2pii(n1σ1−n2σ2)∣∣
σ12 fixed
=
∫ 1
0
dσ e2pii(n2σ12+(n1−n2)σ) = e2piin2σ12δn1,n2∫ 1
0
dσ1 e
−2pii(n1σ1+n2σ2)∣∣
σ12 fixed
=
∫ 1
0
dσ e2pii(n2σ12−(n1+n2)σ) = 0
(n1, n2 > 0).
PSfrag replacements
Aa,Xi
φ, hµν , bµν
σ1
σ2
σ3
1
1
−1
−1
(i)
(ii)
(iii)
Figure 2: Change of variables σ1, σ2
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After all (3.14a), (3.14b), (3.14c) become(
i
√
α′
2
)2
1
2
∫ 1
0
dσ tr
[
ei(1−σ)pˆX(ipˆX˙)eiσpˆX(ipˆX˙)
]
{∑
n>0
4
n2
(
α0−nα˜
0
−ne
−2piinσ + α˜0−nα
0
−ne
2piinσ
)
+
∑
n>0
4
ng
cos 2πnσ
}
,
(3.16a)
ig√
2α′
i
√
α′
2
∫ 1
0
dσ tr
[
ei(1−σ)pˆX(ipˆX˙)eiσpˆXXi
]∑
n>0
−4
n
(
α0−nα˜
i
−ne
−2piinσ + α˜0−nα
i
−ne
2piinσ
)
,
(3.16b)(
ig√
2α′
)2 1
2
∫ 1
0
dσ tr
[
ei(1−σ)pˆXXi1eiσpˆXXi2
]
{∑
n>0
4
(
αi1−nα˜
i2−ne
−2piinσ + α˜i1−nα
i2−ne
2piinσ
)
+
∑
n>0
4n
g
δi1i2 cos 2πnσ
}
(3.16c)
where we restore the abbreviation (3.10).
Similarly (3.14d), (3.14e) become(
i
√
α′
2
)2
1
2!
tr
[
(ipˆX¨)eipˆX
]{∑
n>0
8
n2
(α0−nα˜
0
−n) +
∑
n>0
4
ng
}
, (3.16d)
ig√
2α′
i
√
α′
2
tr
[
X˙ieipˆX
]{∑
n>0
−4
n
(α0−nα˜
i
−n + α˜
0
−nα
i
−n)
}
. (3.16e)
The numerical factor 1/2! in (3.16d) arises because we restore the abbreviation (3.10). We
note that the last term in (3.16a) at σ = 0 and the last term in (3.16d) diverse. These
singularities vanish when the equation of motions for Xi is satisfied as shown in subsection
3.4.
α′3/2 order
In this subsection we focus on (α)0, (α)2 parts, and ignore (α)p (p ≥ 4) parts of the
boundary state. The (α)1 part does not satisfy the level matching condition, and thus
should vanish. Under this restriction, there is no term which contributes to the boundary
state at α′3/2 order. We consider (Xi)3 as an example. (Xi)3 in the table represents∫ 1
0
dσ1
∫ 1
0
dσ2
∫ 1
0
dσ3 trP
[
ei(1−σ13)pˆXXi1eiσ12pˆXXi2eiσ23 pˆXXi3
] ∑
n,m>0
8m
g{
δi2i3 cos 2πmσ23(α˜
i1−ne
2piinσ1 + αi1−ne
−2piinσ1)
+ δi1i3 cos 2πmσ13(α˜
i2−ne
2piinσ2 + αi2−ne
−2piinσ2)
+ δi1i2 cos 2πmσ12(α˜
i3−ne
2piinσ3 + αi3−ne
−2piinσ3)
}
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PSfrag replacements
Aa,Xi
φ, hµν , bµν
σ1
σ2
σ3
1
−1
(i)
(ii)
(iii)
Figure 3: Change of integral variables σ1, σ2, σ3
where we ignore (α)3 terms. Change variables in the second line change as (ii) σ1 =
σ′2+1.σ2 = σ
′
3+1, σ3 = σ
′
1, and in the third line as (iii) σ1 = σ
′
3+1.σ2 = σ
′
1, σ3 = σ
′
2, then
we have∫ 1
0
dσ1
∫ 1
0
dσ12
∫ 1−σ12
0
dσ23 trP
[
ei(1−σ13)pˆXXi1eiσ12 pˆXXi2eiσ23pˆXXi3
] ∑
n,m>0
8m
g{
δi2i3 cos 2πmσ23(α˜
i1−ne
2piinσ1 + αi1−ne
−2piinσ1)
}
= 0.
The integration domains are shown in figure 3, where (i) represents the original domain of
integration, (ii) and (iii) displays domains of integration after the variable changes (ii) and
(iii) respectively.
We can see the other terms vanish by similar calculations.
order α′2
At order α′2 we can see from table 2 that the (αα˜)0 part includes 11 terms, and the α−nα˜−n
part contains 25 terms. In a way similar to the case at order α′1/2, those terms which break
the level matching condition become zero after integration. We show all possible terms of
the boundary state at order α′2 below.
(α)2 term
• trP′′[(ipˆX˙)σ1(ipˆX˙)σ2(ipˆX˙)σ3(ipˆX˙)σ4ei
R 1
0 dσpˆXA00004,2 (σ1, σ2, σ3, σ4)]
• trP′′[(ipˆX˙)σ1(ipˆX˙)σ2(ipˆX˙)σ3Xi1σ4ei
R 1
0 dσpˆXA0003,1 (σ1, σ2, σ3)A
i1
1,1(σ4)]
• trP′′[(ipˆX˙)σ1(ipˆX˙)σ2Xi1σ3Xi2σ4ei
R 1
0
dσpˆXA002,0(σ1, σ2)A
i1i2
2,2 (σ3, σ4)]
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• trP′′[(ipˆX˙)σ1(ipˆX˙)σ2Xi1σ3Xi2σ4ei
R 1
0 dσpˆXA002,2(σ1, σ2)A
i1i2
2,0 (σ3, σ4)]
• trP′′[(ipˆX˙)σ1Xi1σ2Xi2σ3Xi3σ4ei
R 1
0 dσpˆXA01,1(σ1)A
i1i2i3
3,1 (σ2, σ3, σ4)]
• trP′′[Xi1σ1Xi2σ2Xi3σ3Xi4σ4ei
R 1
0
dσpˆXAi1i2i3i44,2 (σ1, σ2, σ3, σ4)]
• trP′′[(ipˆX¨)σ1(ipˆX˙)σ2(ipˆX˙)σ3ei
R 1
0
dσpˆXA00004,2 (σ1, σ1, σ2, σ3)]
• trP′′[(ipˆX¨)σ1(ipˆX˙)σ2Xi1σ3ei
R 1
0
dσpˆXA0003,1 (σ1, σ1, σ2)A
i1
1,1(σ3)]
• trP′′[(ipˆX¨)σ1Xi1σ2Xi2σ3ei
R 1
0
dσpˆXA002,2(σ1, σ1)A
i1i2
2,0 (σ2, σ3)]
• trP′′[(ipˆX¨)σ1Xi1σ2Xi2σ3ei
R 1
0 dσpˆXA002,0(σ1, σ1)A
i1i2
2,2 (σ2, σ3)]
• trP′′[X˙i1σ1(ipˆX˙)σ2(ipˆX˙)σ3ei
R 1
0 dσpˆXA003,1(σ1, σ2, σ3)A
i1
1,1(σ1)]
• trP′′[X˙i1σ1(ipˆX˙)σ2Xi2σ3ei
R 1
0
dσpˆXA002,2(σ1, σ2)A
i1i2
2,0 (σ1, σ3)]
• trP′′[X˙i1σ1(ipˆX˙)σ2Xi2σ3ei
R 1
0
dσpˆXA002,0(σ1, σ2)A
i1i2
2,2 (σ1, σ3)]
• trP′′[X˙i1σ1Xi2σ2Xi3σ3ei
R 1
0
dσpˆXA01,1(σ1)A
i1i2i3
3,1 (σ1, σ2, σ3)]
• trP′′[(ipˆX(3))σ1(ipˆX˙)σ2ei
R 1
0 dσpˆXA00004,2 (σ1, σ1, σ1, σ2)]
• trP′′[(ipˆX(3))σ1Xi1σ2ei
R 1
0 dσpˆXA0003,1 (σ1, σ1, σ1)A
i1
1 (σ2)]
• trP′′[X¨i1σ1(ipˆX˙)σ2ei
R 1
0
dσpˆXA0003,1 (σ1, σ1, σ2)A
i1
1 (σ1)]
• trP′′[X¨i1σ1Xi2σ2ei
R 1
0
dσpˆXA002,2(σ1, σ1)A
i1i2
2,0 (σ1, σ2)]
• trP′′[X¨i1σ1Xi2σ2ei
R 1
0
dσpˆXA002,0(σ1, σ1)A
i1i2
2,2 (σ1, σ2)]
• trP′′[(ipˆX¨)σ1(ipˆX¨)σ2ei
R 1
0 dσpˆXA00004,2 (σ1, σ1, σ2, σ2)]
• trP′′[(ipˆX¨)σ1X˙i1σ2ei
R 1
0 dσpˆXA0003,1 (σ1, σ1, σ2)A
i1
1 (σ2)]
• trP′′[X˙i1σ1X˙i2σ2ei
R 1
0
dσpˆXA002,2(σ1, σ2)A
i1i2
2,0 (σ1, σ2)]
• trP′′[X˙i1σ1X˙i2σ2ei
R 1
0 dσpˆXA002,0(σ1, σ2)A
i1i2
2,2 (σ1, σ2)]
• trP′′[(ipˆX(4))σ1ei
R 1
0 dσpˆXA00004,2 (σ1, σ1, σ1, σ1)]
• trP′′[Xi(3)σ1 ei
R 1
0 dσpˆXA0003,1 (σ1, σ1, σ1)A
i1
1 (σ1)]
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(α)0 term
• trP′′[(ipˆX˙)σ1(ipˆX˙)σ2(ipˆX˙)σ3(ipˆX˙)σ4ei
R 1
0
dσpˆXA00004,0 (σ1, σ2, σ3, σ4)]
• trP′′[(ipˆX˙)σ1(ipˆX˙)σ2Xi1σ3Xi2σ4ei
R 1
0 dσpˆXA002,0(σ1, σ2)A
i1i2
2,0 (σ3, σ4)]
• trP′′[Xi1σ1Xi2σ2Xi3σ3Xi4σ4ei
R 1
0 dσpˆXAi1i2i3i44,0 (σ1, σ2, σ3, σ4)]
• trP′′[(ipˆX¨)σ1(ipˆX˙)σ2(ipˆX˙)σ3ei
R 1
0
dσpˆXA00004,0 (σ1, σ1, σ2, σ3)]
• trP′′[(ipˆX¨)σ1Xi1σ2Xi2σ3ei
R 1
0 dσpˆXA002,0(σ1, σ1)A
i1i2
2,0 (σ2, σ3)]
• trP′′[X˙i1σ1(ipˆX˙)σ2Xi2σ3ei
R 1
0 dσpˆXA002,0(σ1, σ2)A
i1i2
2,0 (σ1, σ3)]
• trP′′[(ipˆX(3))σ1(ipˆX˙)σ2ei
R 1
0 dσpˆXA00004,0 (σ1, σ1, σ1, σ2)]
• trP′′[X¨i1σ1X˙i2σ2ei
R 1
0
dσpˆXA002,0(σ1, σ1)A
i1i2
2,0 (σ1, σ2)]
• trP′′[(ipˆX¨)σ1(ipˆX¨)σ2ei
R 1
0 dσpˆXA00004,0 (σ1, σ1, σ2, σ2)]
• trP′′[X˙σ1X˙i2σ2ei
R 1
0 dσpˆXA002,0(σ1, σ2)A
i1i2
2,0 (σ1, σ2)]
• trP′′[(ipˆX)(4)σ1 ei
R 1
0
dσpˆXA00004,0 (σ1, σ1, σ1, σ1)]
In what follows we calculate the boundary state estimated at pˆ = 0, namely 〈p = 0|B〉.
This gives coupling to closed string fields which are constant in Dirichlet directions, and
total charges integrated over the Dirichlet directions as seen from (3.29). and (3.30) re-
spectively. At pˆ = 0 we have the following terms.
(α)2 term at pˆ = 0
tr[Xi1Xi2Xi3Xi4 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3
∫ σ3
0
dσ4 A
i1i2i3i4
4,2 (σ1, σ2, σ3, σ4) ,
tr[X˙i1Xi2Xi3 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3 A
0
1,1(σ1)A
i1i2i3
3,1 (σ1, σ2, σ3)
+ tr[Xi3X˙i1Xi2 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3 A
0
1,1(σ2)A
i1i2i3
3,1 (σ2, σ3, σ1)
+ tr[Xi2Xi3X˙i1 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3 A
0
1,1(σ3)A
i1i2i3
3,1 (σ3, σ1, σ2) ,
tr[X¨i1Xi2 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2
(
A002,2(σ1, σ1)A
i1i2
2,0 (σ1, σ2) +A
00
2,0(σ1, σ1)A
i1i2
2,2 (σ1, σ2)
)
+ tr[Xi2X¨i1 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2
(
A002,2(σ2, σ2)A
i1i2
2,0 (σ2, σ1) +A
00
2,0(σ2, σ2)A
i1i2
2,2 (σ2, σ1)
)
,
tr[X˙i1X˙i2 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2
(
A002,2(σ1, σ2)A
i1i2
2,0 (σ1, σ2) +A
00
2,0(σ1, σ2)A
i1i2
2,2 (σ1, σ2)
)
,
tr[Xi(3)]
∫ 1
0
dσ1 A
000
3,1 (σ1, σ1, σ1)A
i1
1 (σ1).
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(α)0 term at pˆ = 0
tr[Xi1Xi2Xi3Xi4 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3
∫ σ3
0
dσ4 A
i1i2i3i4
4,0 (σ1, σ2, σ3, σ4) ,
tr[X¨i1Xi2 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2 A
00
2,0(σ1, σ1)A
i1i2
2,0 (σ1, σ2)
+ tr[Xi2X¨i1 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2 A
00
2,0(σ2, σ2)A
i1i2
2,0 (σ2, σ1) ,
tr[X˙i1X˙i2 ]
∫ 1
0
dσ1
∫ σ1
0
dσ2 A
00
2,0(σ1, σ2)A
i1i2
2,0 (σ1, σ2).
Because we need not to take care of eipˆX in ordering at pˆ = 0, all σ’s disappear from matrix
parts. Therefore it is sufficient to integrate oscillation operator parts over σ’s. For (α)0
terms we need integrations:∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3
∫ σ3
0
dσ4 cos 2πnσ12 cos 2πmσ34 = 0∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3
∫ σ3
0
dσ4 cos 2πnσ13 cos 2πmσ24 =
1
16n2π2
δn,m∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3
∫ σ3
0
dσ4 cos 2πnσ14 cos 2πmσ23 = − 1
16n2π2
δn,m
∫ 1
0
dσ cos 2πnσ cos 2πmσ =
1
2
δn,m.
We omit to write down integrations which are needed in calculations of (α)2 terms. After
calculations the results at order α′2 at pˆ = 0 are(
ig√
2α′
)4
tr[Xi,Xk][Xj ,Xk]
∑
n>0
1
gnπ2
(α˜i−nα
j
−n + α
i
−nα˜
j
−n) (3.17a)
i
√
α′
2
(
ig√
2α′
)3
tr
[
[Xi,Xj ]X˙j
]∑
n>0
4i
gnπ
(α˜0−nα
i
−n − α0−nα˜i−n) (3.17b)
(
i
√
α′
2
)2(
ig√
2α′
)2
tr[X˙i1X˙i2 ]
∑
n>0
4
gn
(2δi1i2α˜0−nα
0
−n + α˜
i1−nα
i2−n + α
i1−nα˜
i2−n) (3.17c)
1
3!
(
i
√
α′
2
)3
ig√
2α′
tr[Xi(3)]ζ(1)
∑
n>0
−48
gn
(α˜0−nα
i
−n + α
0
−nα˜
i
−n) (3.17d)
(
ig√
2α′
)4
tr
[
Xi,Xj
]2
ζ(0)
1
2g2π2
(3.17e)
(
i
√
α′
2
)2(
ig√
2α′
)2
tr[X˙iX˙i]
4
g2
ζ(0) (3.17f)
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where we restore the abbreviation (3.10). ζ(p) is the Riemann zeta function
ζ(p) =
∞∑
n=1
1
np
.
ζ(p) is finite except at p = 1. For example ζ(0) = −12 , ζ(−1) = − 112 .
Remark
We calculate the boundary state up to order α′2 in this paper. It is possible to derive
higher order terms by further computations straightforwardly. Higher order terms in the
boundary state include information about α′ corrections to an action, and an energy-
momentum tensor of multiple D0-branes.
3.2 Result of calculation of boundary state
In subsection 3.1 we have calculated the boundary state (3.2) of multiple D0-branes with
an arbitrary configuration of the scalar field defined by using the Wilson loop factor. In
this subsection we summarize the results obtained in subsection 3.1. Readers who are
interested only in our results of coupling to closed string can skip to section 4 where our
main results of the closed string couplings are presented.
The resulting boundary state has the form of
|B〉 =
{
f(t, pˆ) + (aµν(t, pˆ) + cµν(t, pˆ))α
µ
−1α˜
ν
−1 + · · ·
}
|D0〉 (3.18)
where aµν = aµν , cµν = −cµν . Explicit formulas for f(t, k), aµν(t, k) and cµν(t, k) are shown
below. At order α′0 we have
f(t, k)α′0 = tr[1]
aµν(t, k)α′0 = 0
cµν(t, k)α′0 = 0.
(3.19)
This can be seen from (3.13). At order α′ we find
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f(t, k)α′ =− α
′
g
∫ 1
0
dσ tr
[
ei(1−σ)pˆX(ipˆX˙)eiσpˆX(ipˆX˙)
]∑
n>0
cos 2πnσ
n
− g
(2π)2α′
∫ 1
0
dσ tr
[
ei(1−σ)pˆX[Xi, ipˆX]eiσpˆX[Xi, ipˆX]
]∑
n>0
cos 2πnσ
n
a00(t, k)α′ =− 2α′
∫ 1
0
dσ tr[ei(1−σ)pˆX(ipˆX˙)eiσpˆX(ipˆX˙)] cos 2πσ
− 2α′tr
[
(ipˆX¨)eipˆX
]
a0i(t, k)α′ = g
∫ 1
0
dσ tr
[
ei(1−σ)pˆX(ipˆX˙)eiσpˆXXi
]
cos 2πσ
+ 2g tr
[
X˙ieipˆX
]
aij(t, k)α′ =− 2g
2
α′
∫ 1
0
dσ tr
[
ei(1−σ)pˆXXieiσpˆXXj
]
cos 2πσ
c0i(t, k)α′ =− ig
∫ 1
0
dσ tr
[
ei(1−σ)pˆX(ipˆX˙)eiσpˆXXi
]
sin 2πσ
cij(t, k)α′ =
2ig2
α′
∫ 1
0
dσ tr
[
ei(1−σ)pˆXXieiσpˆXXj
]
sin 2πσ.
(3.20)
This can be seen from (3.16a), (3.16b), (3.16c), (3.16d) and (3.16e). Here we have elimi-
nated the singular terms which are considered in subsection 3.4. In particular we can see
that the second term in f(t, k)α′ arises from (3.24).
At pˆ = 0 we find
f(t, k = 0) = tr[1]− 1
2
tr
[
X˙iX˙i
]
− 1
4
( g
2πα′
)2
tr
[
Xi,Xj
]2
a00(t, k = 0) = 2gtr[X˙
iX˙i]
a0i(t, k = 0) = 2gtr
[
X˙i
]
aij(t, k = 0) = 2g
( g
2πα′
)2
tr[Xi,Xk][Xj ,Xk] + 2gtr[X˙iX˙j]
c0i(t, k = 0) =
ig2
πα′
tr[[Xi,Xj ]X˙j]
cij(t, k = 0) =
ig2
πα′
tr[Xi,Xj ]
(3.21)
up to order α′2. This can be seen from (3.17a), (3.17b), (3.17c), (3.17d), (3.17e) and (3.17f).
cij(t, k) arises only in the case that the number of D0-branes is infinite. In such a case we
cannot use cyclicity of trace, and thus (3.15a) and (3.15b) do not hold. After calculations
without utilizing the cyclicity of trace, we find cij ≃ tr[XiXj]. Except in the case the size
of Xi is infinite, this term vanishes.
3.3 BRST invariance
In this subsection, we confirm that the boundary state (3.2) is BRST invariant. The
boundary state is BRST invariant for an arbitrary configuration of the non-Abelian scalar
– 27 –
field Xi. However, in this proof the existence of singularities in the boundary state is not
accounted for. As shown in subsection 3.4, the boundary state is well-defined when Xi
is on-shell. From another viewpoint, the divergences can be absorbed by a field redefini-
tion (3.25). This redefinition makes the boundary state finite, while it breaks the BRST
invariance when Xi is off-shell.
We denote that
bˆ(σ) = b+0 +
∑
n 6=0
(bn + b˜−n)einσ
cˆ(σ) = c−0 +
∑
n 6=0
(cn − c˜−n)einσ .
The BRST charge can be written as
QB = −
∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ)− 1
2
∫ 2pi
0
dσ πˆb(σ)
(
ΠˆµΠˆµ(σ) + ∂σXˆ
µ∂σXˆµ(σ)
)
+QghostB
where QghostB consists only of ghost fields. Because the ghost part of |B〉 is same as that of
|D0〉, we can see πˆb(σ)|B〉 = 0, and QghostB |B〉 = 0. Considering that the boundary state
of D-brane without excitation is BRST invariant, what we have to prove is
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ),Pei
R
dσ′ΠˆΦ(Xˆ0)(σ′)
]
= 0.
This leads to the BRST invariance of the boundary state
QB |B〉 = 0.
We note that we need not to take trace to prove the BRST invariance because the BRST
operator does not include open string fields. To avoid confusing, we denote transverse
scalars on D0-branes by Φi in this subsection. Note that Xˆµ(σ) is the string embedding
function. First we prove the following theorem by induction on power of ΠˆΦ:
Theorem 3.1 The equation (3.22) holds for n ∈ N, where f(σn) is an arbitrary function
which may not commute with cˆΠˆi∂Xˆ
i(σ).
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ),
∫ 2pi
0
dσ1 iΠˆΦ(Xˆ
0)(σ1) · · ·
∫ σn−1
0
dσn iΠˆΦ(Xˆ
0)(σn)f(σn)
]
=−
∫ 2pi
0
dσ1 iΠˆΦ(Xˆ
0)(σ1) · · ·
∫ σn−1
0
dσn cˆΠˆΦ(Xˆ
0)(σn)∂σnf(σn)
+
∫ 2pi
0
dσ1 iΠˆΨ(Xˆ
0)(σ1) · · ·
∫ σn−1
0
dσn iΠˆΨ(Xˆ
0)(σn)
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ), f(σn)
]
.
(3.22)
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Here we abbreviate iΠˆi(σ)Ψ
i(Xˆ0(σ)) as iΠˆΨ(σ), and cˆ(σ)Πˆi(σ)Ψ
i(Xˆ0(σ)) by cˆΠˆΨ(σ). In
preparation to prove the theorem we see that[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ),
∫ σn−1
0
dσn iΠˆiΦ
i(σn)f(σn)
]
= cˆΠˆΨ(σn−1)f(σn−1)
−
∫ σn−1
0
dσn cˆΠˆΨ(σn)∂σnf(σn)
−
∫ σn−1
0
dσn cˆ(2π)Πˆi(2π)δ(σn − 2π)Ψ(Xˆ0(σn))f(σn)
+
∫ σn−1
0
dσn iΠˆΨ(σn)
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ, f(σn)
]
.
(3.23)
Detailed calculations are shown in appendix B. Then we shall prove theorem 3.1.
Suppose that (3.22) holds for a particular value of n(≥ 2). We choose
f(σn) =
∫ σn
0
dσn+1 iΠˆΨ(σn+1)g(σn+1)
where g(σn+1) is an arbitrary function. Then the supposed equation leads[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ),
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn
0
dσn+1 iΠˆΦ(σn+1)g(σn+1)
]
=−
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn−1
0
dσn cˆΠˆΦ(σn)
∂σn
(∫ σn
0
dσn+1 iΠˆΦ(σn+1)g(σn+1)
)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn−1
0
dσn iΠˆΦ(σn)[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ),
∫ σn
0
dσn+1 iΠˆΦ(σn+1)(σn+1)
]
=−
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn−1
0
dσn cˆΠˆΦ(σn) iΠˆΦ(σn) g(σn)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn−1
0
dσn iΠˆΦ(σn) cˆΠˆΦ(σn) g(σn)
−
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn
0
dσn+1 cˆΠˆΦ(σn+1)∂σn+1g(σn+1)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn
0
dσn+1 cˆ(2π)Πˆi(2π)δ(σn+1 − 2π)Φ(Xˆ0(σn+1))∂σn+1g(σn+1)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn
0
dσn+1 iΠˆΦ(σn+1)∂
[∫ 2pi
0
dσ cˆΠˆ∂Xˆ(σ), g(σn+1)
]
=−
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn
0
dσn+1 cˆΠˆΦ(σn+1)∂σn+1g(σn+1)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1) · · ·
∫ σn
0
dσn+1 iΠˆΦ(σn+1)
[∫ 2pi
0
dσ cˆΠˆ∂Xˆ(σ), g(σn+1)
]
.
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This is precisely (3.22) for n+ 1.∫ σn
0
dσn+1 cˆ(2π)Πˆi(2π)δ(2πσn+1)Φ
i(σn+1)g(σn+1)
vanishes because the integrand has non-zero value only at the point σ1 = · · · = σn+1 = 2π.
What remains in order to prove the theorem is to confirm that (3.22) is satisfied for
n = 1, 2. These confirmations are shown in B. Put these all together, the theorem 3.1 has
been proven. Finally we set f(σ) = 1 for each value of n ∈ N, and then we get[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ),Pei
R
dσΠˆ(σ)X(Xˆ0(σ))
]
= 0.
Hence the boundary state (3.2) is BRST invariant.
3.4 Divergence and equation of motion
The boundary state includes singularities which remain after the zeta function regulariza-
tion. Such divergences vanish if an equation of motion is satisfied. In other words, we can
derive an equation of motion by requiring finiteness of the boundary state.
We rewrite the second term in (3.16c) and (3.16d) as(
ig√
2α′
)2 1
2
∫ 1
0
dσ tr
[
ei(1−σ)pˆXXieiσpˆXXi
]∑
n>0
4n
g
cos 2πnσ
+
(
i
√
α′
2
)2
1
2!
tr
[
(ipˆX¨)eipˆX
]∑
n>0
4
ng
.
Integrate by part the first term twice to have
−
∫ 1
0
dσ tr
[
ei(1−σ)pˆXXieiσpˆXXi
]∑
n>0
4
(2π)2ng
d2
dσ2
(cos 2πnσ)
=
∫ 1
0
dσ tr
[
ei(1−σ)pˆX[Xi, ipˆX]eiσpˆXXi
]∑
n>0
4
(2π)2ng
d
dσ
(cos 2πnσ)
= tr
[
eipˆX[[Xi, ipˆX],Xi]
]∑
n>0
4
(2π)2ng
+
∫ 1
0
dσ tr
[
ei(1−σ)pˆX[Xi, ipˆX]eiσpˆX[Xi, ipˆX]
]∑
n>0
4
(2π)2ng
cos 2πnσ .
(3.24)
Here we have used an identity
d
dσ
tr
[
ei(1−σ)pˆXAeiσpˆXB
]
= tr
[
ei(1−σ)pˆX[A, ipˆX]eiσpˆXB
]
.
The boundary state includes the following singularity after the zeta function regular-
ization at α′ order:
−ipˆjtr
[
eipˆX
(
g
(2π)2α′
[[Xi,Xj ],Xi] +
α′
g
X¨j
)]
ζ(1)|D0〉
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where
ζ(1) =
∞∑
n=1
1
n
.
This singularity is proportional to an equation of motion
X¨j =
g2
(2πα′)2
[[Xi,Xj , ]Xi] .
Hence if the equation of motion is satisfied, the boundary state is constructed out of creation
operators on the vacuum with finite coefficients. We can say that our boundary state of
multiple D0-branes is well-defined when the scalar field on D0-branes is on-shell.
From another point of view, the divergences in the boundary state can be absorbed by
a field redefinition
Xi → Xi + ζ(1)
(
g
(2π)α′
[[Xj ,Xi],Xj ] +
α′
g
X¨i
)
+O(α′2). (3.25)
The boundary state contains no singularity after the field definition. However, this re-
definition breaks the BRST invariance when Xi is off-shell. As easily seen, (3.25) is the
identity when Xi satisfied the equation of motion.
It is not sure that all divergences appearing at higher orders in α′ can be absorbed by
a field redefinition. We can see that a singularity which arises at order α′2 can be absorbed
by the field redefinition at least in the case that pˆ = 0. At order α′2 the only term which
includes divergence is (3.17d)
−2α′tr[Xi(3)]ζ(1)
∑
n>0
1
n
(α˜0−nα
i
−n + α
0
−nα˜
i
−n).
This is canceled out by the term which appears when we redefine Xi according to (3.25)
from the term (3.16e)
2g
[
X˙ieipˆX
]∑
n>0
1
n
(α˜0−nα
i
−n + α
0
−nα˜
i
−n).
Note that the term ddttr[X
j , [Xi,Xj ]]ζ(1) becomes zero due to the cyclicity of trace. Hence
any other divergence does not happen at order α′2 in the case that pˆ = 0. After all the
boundary state is regular up to order α′2 at pˆ = 0. We omit to determine the formula
for the field redefinition at higher orders than α′2. This can be obtained by requiring
cancellation of divergence at higher orders in the case that pˆ 6= 0.
In this paper we follow [4, 5] concerning the definition of non-Abelian boundary state.
[25] takes an another approach: the boundary state is normalized by construction, however,
is not BRST invariant for an arbitrary excitation of open string fields. By requiring BRST
invariance an equation of motion for the gauge field at the leading order in α′ is derived.
The divergences in our boundary state vanish after a field redefinition. However, this
redefinition breaks the BRST invariance when a configuration of D-branes is off-shell. It
seems that our boundary state is essentially same to that in [25] after the field redefinition.
To summarize this subsection, our boundary state of multiple D0-branes contains no
singularity and BRST invariant when Xi is on-shell.
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3.5 Coupling to closed string
We have constructed the boundary state in subsection 3.1. We extract couplings to closed
strings from the constructed boundary state. Our results of coupling to massless closed
string fields are identical to that presented in section 2. Although open and closed string
fields and closed string couplings are functions of xˆ0 = t, we suppress the argument t of
them in this subsection.
As shown in (3.18), the boundary state can be written as
|B〉 =
{
f(pˆ) + (aµν(pˆ) + cµν(pˆ))α
µ
−1α˜
ν
−1 + · · ·
}
|D0〉
where aµν = aµν , cµν = −cµν . |D0〉 is
|D0〉 = T0
2
exp
{
−
∑
n>0
1
n
Sµνα
µ
−nα˜
ν
−n −
∑
n>0
(b˜−nc−n + b−nc˜−n)
}
c+0 c1c˜1δ
25(xˆi)|0〉.
Then the boundary state can be rewritten as
T0
2
∫
d25k
(2π)25
{
f(k) + (aµν(k) + cµν(k)− Sµνf(k))αµ−1α˜ν−1
− f(k)(b˜−1c−1 + b−1c˜−1) + · · ·
}
c+0 c1c˜1|k〉.
We can identify F,A,B and C in (2.1) as follows:
F (k) =
T0
2
f(k)
Aµν(k) =
T0
2
(aµν(k) − f(k)Sµν)
B(k) = −T0
2
f(k)
Cµν(k) =
T0
2
cµν(k).
Thus the source term (2.2) becomes
Ssource =
∫
dt
∫
d25k
(2π)25
T0
2
{
T (−k)f(k) + 1
2
hµν(−k) (aµν(k)− f(k)(Sµν + gµν))
+
1
2
bµν(−k)cµν(k) + 2φ(−k)f(k) + · · ·
}
.
(3.26)
Considering Sµν = g(η00,−δij), we can see Sµν + gµν = −2g δµ0δν0. Explicit formulas
for f(k), aµν(k), cµν(k) are shown in (3.19), (3.20) and (3.21). aµν(k), cµν(k) in (3.20) are
identical (up to the the overall normalization) to the energy-momentum tensor of bosonic
strings derived from the disk amplitudes shown in (C.2):
T 00(k) = −2α
′
g
∫ 1
0
dσ tr[ei(1−σ)pˆX(ipˆX˙)eiσpˆX(ipˆX˙)] cos 2πσ − 2α
′
g
tr
[
(ipˆX¨)eipˆX
]
T 0i(k) =
∫ 1
0
dσ tr
[
ei(1−σ)pˆX(ipˆX˙)eiσpˆXXi
]
e2piiσ + 2 tr
[
X˙ieipˆX
]
T ij(k) = −2g
α′
∫ 1
0
dσ tr
[
ei(1−σ)kXXieiσkXXj
]
e2piiσ.
(3.27)
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In what follows we consider the case T (x), hµν(x), bµν(x), φ(x) are independent of the
coordinates along Dirichlet directions xi. We denote the closed string fields as
T (k) = (2π)25δ25(k)T
hµν(k) = (2π)25δ25(k)hµν
bµν(k) = (2π)25δ25(k)bµν
φµν(k) = (2π)25δ25(k)φ.
Take care that T, hµν , bµν , φ depends on the coordinates along Neumann directions xˆa. In
case of D0-branes, the closed string fields depends only on x0 = t.In this case we find the
couplings to closed strings (2.2) become
Ssource =
∫
dt
{
φT0
(
tr[1]− 1
2
tr
[
X˙iX˙i
]
− 1
4
( g
2πα′
)2
tr
[
Xi,Xj
]2)
+
1
2g
h00T0
(
tr[1] +
1
2
tr
[
X˙iX˙i
]
− 1
4
( g
2πα′
)2
tr
[
Xi,Xj
]2)
+
1
2g
(h0i + hi0)T0
(
tr[X˙i]
)
+
1
2g
(b0i − bi0)T0
(
ig
2πα′
tr[[Xi,Xj ]X˙j]
)
+
1
2g
hijT0
(
tr
[
X˙iX˙j
]
+
( g
2πα′
)2
tr[Xi,Xk][Xj ,Xk]
)
+
1
2g
bijT0
(
ig
2πα′
tr[Xi,Xj ]
)}
.
From this source terms, we can extract the couplings to massless closed string fields as
follows.
I00h = T0g
(
tr[1] +
1
2
tr
[
X˙iX˙i
]
− 1
4
( g
2πα′
)2
tr
[
Xi,Xj
]2)
I0ih = T0g
(
tr[X˙i]
)
Iijh = T0g
(
tr
[
X˙iX˙j
]
+
( g
2πα′
)2
tr
[
Xi,Xk
] [
Xj ,Xk
])
.
Iφ = T0
(
tr[1]− 1
2
tr
[
X˙iX˙i
]
− 1
4
( g
2πα′
)2
tr
[
Xi,Xj
]2)
.
I0ib = T0g
(
ig
2πα′
tr
[
[Xi,Xj ]X˙j
])
Iijb = T0g
(
ig
2πα′
tr
[
Xi,Xj
])
.
(3.28)
These results are identical to the closed string coupling derived from Matrix theory poten-
tial, and non-Abelian DBI action of multiple D0-branes (C.1) estimated at k = 0. We can
say our boundary state reproduces the non-Abelian DBI action linear in massless closed
string fields correctly.
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We note that the n-th derivatives of closed string fields hµν(x), bµν(x), φ(x) with respect
to xi couple to the n-th derivatives of the corresponding couplings Iµν(k), Ibµν(k), φ(k) with
respect to ki. The source term (2.2) takes the form of
Ssource
∣∣∣
h,b,φ
= T0
∫
dt
{
φ(t, 0)Iφ(t) +
1
2
hµν(t, 0)I
µν
h (t) +
1
2
bµν(t, 0)I
µν
b (t, 0)
+
∞∑
n=1
1
n!
(∂i1 · · · ∂inφ)(t, 0)Ii1 ···inφ (t)
+
∞∑
n=1
1
n!
(∂i1 · · · ∂inhµν)(t, 0)Iµν(i1 ···in)h (t)
+
∞∑
n=1
1
n!
(∂i1 · · · ∂inbµν)(t, 0)Iµν(i1 ···in)n (t)
}
(3.29)
where
hij(i1···in)(t) =(∂xi1 · · · ∂xin )h
ij(t, x)
∣∣∣
xi=0
bij(i1···in)(t) =(∂xi1 · · · ∂xin )b
ij(t, x)
∣∣∣
xi=0
φ(i1···in)(t) =(∂xi1 · · · ∂xin )φ(t, x)
∣∣∣
xi=0
I
(i1···in)
ij (t) =(∂ki1 · · · ∂kin )Iij(t, k)
∣∣∣
kˆi=0
.
This corresponds to the non-Abelian Taylor expansion of closed string fields in powers of
scalar fields Φ(xa) in a non-Abelian DBI action [10]:
hij(xa,Φi(xa)) =
∞∑
n=0
1
n!
Φi1(xa) · · ·Φin(xa)(∂xi1 · · · ∂xin )hij(xa, xi)
∣∣∣
xi=0
bij(xa,Φi(xa)) =
∞∑
n=0
1
n!
Φi1(xa) · · ·Φin(xa)(∂xi1 · · · ∂xin )bij(xa, xi)
∣∣∣
xi=0
φ(xa,Φi(xa)) =
∞∑
n=0
1
n!
Φi1(xa) · · ·Φin(xa)(∂xi1 · · · ∂xin )φ(xa, xi)
∣∣∣
xi=0
.
From this point of view, I(k = 0) in (3.27) represents the total charge integrated over the
Dirichlet directions. This can be seen as follows.
I(ki = 0) =
∫
dxi eikix
i
I(xi)
∣∣
ki=0
=
∫
dxi I(xi). (3.30)
In a similar way, we can see that derivatives of I(ki) with respect to ki contains information
about the charge distribution.
To summarize this subsection, we have extracted the closed string couplings (3.27), (3.28)
from the constructed boundary state up to O(α′2). Our results are identical to those de-
rived from a Matrix theory potential [7, 8, 9], disk one-point amplitudes with a D-brane
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boundary [6] which are presented in (C.2), (C.1). In addition we have confirmed up to
O(α′2) that our results realize the linear part in closed string fields of the non-Abelian
DBI action [10] presented in (C.2), (C.1). This represents that the formulas for boundary
state (D.49), or equivalently (3.2), satisfies the requirement (D.47) that the boundary state
should reproduce the correct disk amplitude at least for massless closed strings.
3.6 Extension to type IIA superstring
We have investigated boundary states in the bosonic string theory. Extension to the type
IIA superstring theory is given in this subsection. In addition to a worldsheet boson, we
need to take account of a worldsheet fermion.
A worldsheet fermion can be expanded as
ψµ(τ, σ) = i−1/2
∑
r∈Z+ 1
2
ψµr e
−ir(τ−σ)
ψ˜µ(τ, σ) = i1/2
∑
r∈Z+ 1
2
ψ˜µr e
−ir(τ+σ).
ψµs , ψ˜νt satisfy anticommutation relations
{ψµs , ψνt } = {ψ˜µs , ψ˜νt } = gµνδr+s,0.
It is convenient to define
Ψˆa(σ) =
1
2
(ψa(σ) + ψ˜a(σ)) =
1
2i1/2
∑
r
(ψar + iψ˜
a
−r)e
irσ
Ψˆi(σ) =
1
2
(ψi(σ) − ψ˜i(σ)) = 1
2i1/2
∑
r
(ψir − iψ˜i−r)eirσ.
Then the GSO projected boundary state |B〉 can be written as
|B〉 = GSO|B,+〉
where
|B,+〉 = trP exp
[∫ 2pi
0
dσ
(
iXi(Xˆ0)Πˆi(σ)
− 1
π
X˙i(Xˆ0)Ψˆ0Ψˆi(σ)− i
(2π)2α′
[Xi(Xˆ0),Xj(Xˆ0)]ΨˆiΨˆj(σ)
)]
|D0,+〉
|D0,+〉 = |D0〉α|B〉gh|D0,+〉ψ|B,+〉sgh.
Note that we define ψ, ψ˜ to be dimensionless, while they have dimension of α′ in [6]. After
the Wick rotation τ = it and exchange τ ↔ σ, the boundary action under consideration is
same as that given in [6].
In a manner similar to the case of A
µ1···µp
p (σ1, · · · , σp) in the bosonic case, we define
B
µ1···µp
p (σ1, · · · , σp) =
p∏
q=1
bµq (σp)
bµ(σ) =
{ √
2pi
2i1/2
∑
r(ψ
a
r − ψ˜a−r)e2piirσ Neumann√
2pi
2i1/2
∑
r(ψ
i
n + ψ˜
i−r)e2piirσ Dirichlet
.
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In the remaining of this subsection, we always think that B
µ1···µp
p (σ1, · · · , σp) operates on
|Dp〉,+ and omit |Dp〉,+ as in the case of the bosonic string. Bµ1···µpp (σ1, · · · , σp) has a
property
B
µ1···µp
p (σ1, · · · , σp) = sgn(σ)Bµτ(1)···µτ(p)p (στ(1), · · · , στ(p)) τ : permutation. (3.31)
Here we have an additional numerical factor sgn(σ) because ψµ−r, ψ˜
µ
−r are anticommutative
rather than commutative. It is convenient to abbreviate so that(√
2π
2i1/2
)p
B
µ1···µp
p → Bµ1···µpp
1
n!
dn
dtn
X→ d
n
dtn
X.
(3.32)
What is different from the bosonic case is that Ψˆ always appears in the form of Ψˆ0(σ)Ψˆi(σ)
or Ψˆi(σ)Ψˆj(σ). Thus B should be a product of an arbitrary power of b0(σ)bi(σ) and
bi(σ)bj(σ) before operation on |D0〉. Results of calculating B are shown in appendix A. In
calculations of the boundary state we find a factor
∞∑
n=0
sin 2π
(
n+
1
2
)
σ.
which diverges naively. We regularize this by restoration of the worldsheet time t = iτ 6= 0
in summation, and take the limit of t→ 0 finally. By this regularization at the worldsheet
boundary we can calculate this factor as
lim
t→0
∞∑
n=0
1
2i
{
e2pii(n+1/2)(σ+it) − e−2pii(n+1/2)(σ−it)
}
= lim
t→0
1
2i
{
epii(σ+it)
1− e2pii(σ+it) −
e−pii(σ−it)
1− e−2pii(σ−it)
}
=
1
2 sinπσ
.
In computation of the boundary state we need to deal with singularities by the zeta function
regularization: [3]
∞∑
r=
1
2 ,
1
3 , · · ·
1 = lim
s→0
∞∑
n=0
(
n+ 12
)−s
= ζ(0, 12 ) = 0
where ζ(s, a) =
∑∞
n=0(n+ a)
−s is the Hurwitz zeta function.
In the type IIA superstring theory, calculations of boundary state and closed string
coupling can be done in a way similar to the bosonic case. Although we omit details of
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such calculations, the result of closed string coupling to massless closed strings become
Iφ(t, k) = T0 Str
[(
1− 1
2
X˙iX˙i − 1
4(2πα′)2
[Xi,Xj ][Xi,Xj ]
)
eikX
]
I00h (t, k) = T0 Str
[(
1 +
1
2
X˙iX˙i − 1
4(2πα′)2
[Xi,Xj ][Xi,Xj ]
)
eikX
]
I0ih (t, k) = T0 Str
[(
X˙i
)
eikX
]
Iijh (t, k) = T0 Str
[(
X˙iX˙i − 1
4
[Xi,Xj ][Xi,Xj ]
)
eikX
]
I0ib (t, k) = T0 Str
[(
i
2πα′
[Xi,Xj ]X˙j
)
eikX
]
Iijb (t, k) = T0 Str
[( −i
2πα′
[Xi,Xj ]
)
eikX
]
.
(3.33)
These are identical the couplings to massless closed strings derived from the disk ampli-
tude, Matrix theory potentail, and non-Abelian DBI action shown in (C.1). It is worthwhile
to note that these couplings take the form of symmetrized trace in the superstring theory
(3.33), but not in the bosonic theory (3.27). The same behavior can be seen in the result
obtained from disk amplitudes as shown in (C.1) and (C.2).
4. Coincidence of boundary state in nontrivial case
We confirm that our boundary state realizes the correct one in two nontrivial cases in this
section. The first case is a single boosted D0-brane, and the second case is a noncommu-
tative D2-brane. In both cases our boundary state is exactly identical to the previously
known one.
4.1 Single boosted D0-brane
We consider a single boosted D0-brane with velocity v along a direction x1. In this sub-
section we focus on a matter part of directions x0, x1 in the boundary state.
It is known that a boundary state of the D0-brane takes the form of [11]
|D0〉boost = T0
2
√
1− v2 exp
{
−
∑
n>0
1
n
αµ−nMµν(v)α˜
ν
−n
}
δ(xˆi − vt)|0〉
Mµν(v) =
(
−1−v2
1+v2
− 2v
1−v2
− 2v
1−v2 −1−v
2
1+v2
)
µ, ν = 0, 1 i = 1.
(4.1)
We expand Mµν in powers of v to have
Mµν(v) = Sµν − g
(
2v2 2v
2v 2v2
)
+O(v3).
In calculations of our boundary state (3.2) for a single boosted D0-brane, we need not
to take account of ordering because Xi = vt is not a matrix but just a number. Then all
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terms in the boundary state are reduced to the form of
tr[(X˙)neipˆX]|x = 0〉 = vnδ(xˆi − vt)|0〉,
All computations in order to determine numerical factors of these terms are same as that
of the general boundary state at pˆ = 0. Then we find from (3.21)
|B〉 = T0
2
{
f +
∑
n>0
1
n
aµνα
µ
−1α˜
ν
−1 + C +O(v3)
}
eipˆX|D0〉 µ, ν = 0, 1 (4.2)
|D0〉 = T0
2
exp
{
−
∑
n>0
1
n
αµ−nSµνα˜
ν
−n
}
|0〉
where f, aµν and c are
f = 1− 1
2
v2
aµν = g
(
2v2 2v
2v 2v2
)
,
C = 2g2v2
∑
n,m>0
1
nm
(α0−nα
0
−mα˜
1
−nα˜
1
−m
+ 2α0−nα
1
−mα˜
0
−mα˜
1
−m
+ α1−nα
1
−mα˜
0
−nα˜
0
−m).
We can see (4.1) and (4.2) are identical. Hence our boundary state (3.2) is identical to the
already known one (4.1) at least up to O(v2).
4.2 Noncommutative D2-brane
In this subsection we calculate the boundary state (3.2) for a noncommutative D2-brane.
we focus on a matter part of directions x1, x2 in the boundary state. We start from two
matrices Xi (i = 1, 2) describing a two-dimensional noncommutative plane which satisfies
[X1,X2] = iθ. (4.3)
Here θ is a noncommutivity identified as
θ =
2πα′
gb
,
where b is strength of magnetic flux on the D2-brane. A boundary state to be considered
in this subsection is represented by
|B〉 = trP exp
[
i
∫ 2pi
0
dσ XiΠˆi(σ)
]
|D0〉. (4.4)
For diagonal matrices Xi = diag(ξi1, · · · , ξiN ), the boundary state (4.4) gives a summation
of D0-brane boundary states located at xi = ξia (a = 1, · · · , N), where matrix size N
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corresponds to the number of D0-branes. In presence of off-diagonal components in Xi,
they are noncommutative in general and cannot be interpreted as positions of D0-branes.
Therefore what the boundary state (4.4) represents is a nontrivial problem for the general
Xi.
The boundary state (4.4) can be computed by using a path integral, and the result is
identical to the boundary state of a D2-brane with a constant field strength up to overall
normalization [22]. It is difficult, however, to adopt such a method to the general case.
In this subsection we calculate the boundary state in the operator formalism in powers of
gθ
2piα′ . This expansion is essentially the α
′ expansion in the Seiberg-Witten limit [26]:
α′ → ǫ1/2, g → ǫ, θ : fixed.
In the remaining of this subsection we calculate the boundary state (4.4) of infinitely
many D0-branes of the configuration (4.3). We consider order by order in powers of X i
other than a factor eipˆX.
zeroth order
First, we consider the zeroth order term. The following identity holds:
treiX
ipˆi =
2π
θ
δ2(pˆ).
The numerical factor can be confirmed by using a coherent state. Thus at zeroth order the
boundary state becomes
2π
θ
δ2(pˆ)δ2(xˆ)|pi = 0〉 = 1
θ
δ2(pˆ)|xi = 0〉 = 1
2πθ
|pi = 0〉.
first order
Second, we confirm the first order terms vanish. By using cyclicity of trace, a trace part
of the first order terms becomes
tr
[
ei(1−σ1)X·pˆXi1eiσ1X·pˆ
]
= tr
[
eiX·pˆXi1
]
.
Xipˆi (i = 1, 2) is abbreviated as X · pˆ. We can see the trace part is independent of σ1.
Integrate a oscillation operator part over σ, then the first oder terms vanish as follows.
ig√
2α′
tr
[
eiX·pˆXi1
] ∑
n1 6=0
(αi1n1 + α˜
i1−n1)
∫ 1
0
dσ1e
2piin1σ1 = 0.
This result is consistent to the level matching condition for closed string states.
second order
At second order what we have to consider is∫ 1
0
dσ1
∫ σ1
0
dσ2
(
ig√
2α′
)2
tr
[
ei(1−σ12)X·pˆXi1eiσ12X·pˆXi2
]
∑
n1,n2 6=0
(αi1n1 + α˜
i1
n1)(α
i2
n2 + α˜
i2
n2)e
2pii(n1σ1+n2σ2).
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Here we have used cyclicity of trace, and σ12 = σ1 − σ2. We divide our calculations into
three steps. First we calculate the trace part. Next we compute the string oscillation part.
Finally we perform the integrals.
In order to calculate the trace part, we consider the matrices Xi as representation
matrices of operators Xi acting on a Hilbert space. We introduce operators Xi and a
Hilbert space2 H = {|n〉〉 | n = 0, 1, 2, · · · } such that
〈〈n|Xi|m〉〉 = (Xi)nm.
Such operators can be constructed by considering a harmonic oscillator. The operators Xi
should satisfy an identity
[X1,X2] = iθ.
This is identically the commutator relation of position and momentum operators in the
one-dimensional quantum mechanics. On the basis of this observation, we define creation
and annihilation operators by
a† =
1√
2θ
(X1 − iX2) a = 1√
2θ
(X1 + iX2).
Then we identify |n〉〉 as a number state, or explicitly
a|0〉〉 = 0, |n〉〉 = (a
†)n√
n!
|0〉〉.
In addition, it is convenient to introduce a coherent state |µ〉〉 = e− |µ|
2
2 eµa
† |0〉〉 where µ is
a complex number. A coherent state has properties
a|µ〉〉 = µ|µ〉〉 〈〈m|µ〉〉 = e− |µ|
2
2
µm√
m!
1 =
1
π
∫
d2µ |µ〉〉〈〈µ|
where d2µ is an integral over real and imaginary parts of µ. Note that coherent states are
not orthonormal, but satisfy
〈〈µ′|µ〉〉 = e− |µ
′|2
2
− |µ|2
2
+µ
′∗µ.
In what follows, we calculate a trace part of the second order terms by using coherent
states. Note that the trace over matrix indices is equivalent to the one over the Hilbert
space. The trace part is written as
F i1i22nd = tr
[
ei(1−σ12)X·pˆXi1eiσ12X·pˆXi2
]
= F2nd
(
(1− σ12)pˆ, σ12pˆ ; δi1i, δi2i
)
,
where
F2nd(k1, k3 ; k2, k4) = tr
[
eik1Xk2Xe
ik3Xk4X
]
.
2We denote a state in the Hilbert space by double angle-brackets |·〉〉 to distinguish from a closed string
state denoted by a single angle-bracket |·〉.
– 40 –
Note that we denote indexes of space i = 1, 2 by superscripts ki, while different variables
are distinguished by subscripts km . In other words k
i
m represents the i-th space component
of a variable km. Then we calculate F2nd(k1, k3; k2, k4). An relation
eikaX = eiλ
∗
aaeiλaa
†
e
|λa|
2
2
holds from the Baker-Campbell-Hausdorff formula where λa =
√
θ
2(k
1
a + ik
2
a). By using
this relation we have
F2nd(k1, k3; k2, k4)
=
1
π3
e
|λ1|
2
2
+
|λ3|
2
2
∑
n
∫∫∫
d2µ1d
3µ3d
2µ5〈〈n|eiλ∗1a|µ1〉〉〈〈µ1|eiλ1a†(λ2a† + λ∗2a)eiλ
∗
3a|µ3〉〉
〈〈µ3|eiλ3a†(λ4a† + λ∗4a)|µ5〉〉〈〈µ5|n〉〉
=
1
π3
e
|λ1|
2
2
+
|λ3|
2
2
∫∫∫
d2µ1d
2µ3d
2µ5 (λ2µ
∗
1 + λ2µ3)(λ4µ
∗
3 + λ
∗
4µ5)
e−|µ1|
2−|µ3|2−|µ5|2+µ∗5µ1+µ∗1µ3+µ∗3µ5+iλ∗1µ1+iλ1µ∗1+iλ∗3µ3+iλ3µ∗3
=
1
π
e
|λ1|
2
2
− |λ3|
2
2
∫
d2µ1
(
(λ2λ
∗
4 + λ
∗
2λ4)|µ1|2 + λ∗2λ∗4(µ1)2 + λ2λ4(µ∗1)2
+ i(λ∗2λ3λ
∗
4 + λ
∗
2λ
∗
3λ4)µ1 + i(λ2λ
∗
3λ4 + λ
∗
2λ3λ4)µ
∗
1
+ λ∗2λ4(1− |λ3|2)
)
ei(λ
∗
1+λ
∗
3)µ1+i(λ1+λ3)µ
∗
1 .
Substituting k1 = (1− σ12)pˆ, k3 = σ12pˆ into this, we have
(2π)2
π
e
1
4
(1−2σ12)θ|p|2
{
(λ2λ
∗
4 + λ
∗
2λ4)
1
(i
√
2θ)2
(
∂2
∂p1p1
+
∂2
∂p2p2
)
+ λ∗2λ
∗
4
1
(i
√
2θ)2
(
∂2
∂p1p1
+ 2i
∂2
∂p1p2
− ∂
2
∂p2p2
)
+ λ2λ4
1
(i
√
2θ)2
(
∂2
∂p1p1
− 2i ∂
2
∂p1p2
− ∂
2
∂p2p2
)
+ i
√
θ
2
(λ∗2(p1 + ip2)λ
∗
4 + λ
∗
2(p1 − ip2)λ4)
1
i
√
2θ
(
∂
∂p1
+ i
∂
∂p2
)
+ i
√
θ
2
(λ2(p1 − ip2)λ4 + λ∗2(p1 + ip2)λ4)
1
i
√
2θ
(
∂
∂p1
− i ∂
∂p2
)
+ λ∗2λ4(1− |λ3|2)
}
δ2(
√
2θp).
Integrating by part, this equation becomes
π
θ
(λ∗2λ4 − λ2λ∗4)(1− 2σ12)δ2(pˆ).
Into this we substitute λ2 =
√
θ
2(δ
i11 + iδi12), λ4 =
√
θ
2(δ
i21 + iδi22), then the trace part
becomes
F i1i22nd = iπ(δ
i11δi22 − δi12δi21)(1− 2σ12)δ2(pˆ) = iπ(1− 2σ12)δ2(pˆ)ǫi1i2 .
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Here we set ǫ12 = 1.
The string oscillation part becomes Ai1i22 (σ1, σ2) given in appendix A. Finally we
integrate a product of the trace and oscillation parts over σ1 and σ2. After integration
non-vanishing terms are∫ 1
0
dσ1
∫ σ1
0
dσ2 A
i1i2
2,2 (σ1, σ2)iπ(1 − 2σ1 + 2σ2)ǫi1i2 =
∑
n>0
4
n
αi1−n1α˜
i2−n2ǫ
i1i2 .
After all the boundary state at second order becomes(
ig√
2α′
)2∑
n>0
4
n
αi1−n1α˜
i2−n2ǫ
i1i2δ2(pˆ) =
2π
θ
δ2(pˆ)
(
− 2gθ
2πα′
)∑
n>0
1
n
gαi1−n1 α˜
i2−n2ǫ
i1i2
where we restore the abbreviation of Ai1i22 (σ1, σ2).
third order
We can see that the third order terms vanish in a similar way. We omit detailed calcula-
tions. Note that disappearance of the third order terms is consistent to the level matching
condition for closed string states.
fourth order
At fourth order we should calculate
∫ 1
0
dσ1
∫ σ1
0
dσ2
∫ σ2
0
dσ3
∫ σ3
0
dσ4
(
ig√
2α′
)4
tr
[
ei(1−σ14)X·pˆXi1eiσ12X·pˆXi2eiσ23X·pˆXi3eiσ34X·pˆXi4
]
∑
n1,n2,n3,n4 6=0
(αi1n1 + α˜
i1
n1)(α
i2
n2 + α˜
i2
n2)(α
i3
n3 + α˜
i3
n3)(α
i4
n4 + α˜
i4
n4)e
2pii(n1σ1+n2σ2+n3σ3+n4σ4).
In a way similar to the case at second order, we divide calculations into three steps:
calculations of the trace part, the string oscillation part, and the integrations over σ’s.
The trace part at fourth order can be calculated in a manner similar to the case at
second oder, and the result is
F4th(k1, k2, k3, k4)
=tr
[
ei(1−σ14)X·pˆk1Xeiσ12X·pˆk2Xeiσ23X·pˆk3Xeiσ34k4X·pˆk4X
]
=
θ
π
[
(λ2rλ4rλ6iλ8i + λ2iλ4iλ6rλ8r)
(−4 + 8(σ1 + σ2 − σ3 − σ4) + 8(σ1 + σ2)(σ3 + σ4)− 16(σ1σ2 + σ3σ4))
+ (λ2rλ4iλ6rλ8i + λ2iλ4rλ6iλ8r)
(−8(σ2 − σ3) + 8(σ1 + σ3)(σ2 + σ4)− 16(σ1σ3 + σ2σ4))
+ (λ2rλ4iλ6iλ8r + λ2iλ4rλ6rλ8i)
(4− 8(σ1 − σ4) + 8(σ1 + σ4)(σ2 + σ3)− 16(σ1σ4 + σ2σ3))
]
,
– 42 –
where λ2 =
√
θ
2 (k
1
1 + ik
2
1), λ4 =
√
θ
2(k
1
2 + ik
2
2), λ6 =
√
θ
2(k
1
3 + ik
2
3), λ8 =
√
θ
2(k
1
4 + ik
2
4). The
subscripts r and i represent real and imaginary parts. Substitute ki1 = δ
i1i, ki2 = δ
i2i, ki3 =
δi3i, ki4 = δ
i4i into F4th, and then we get the trace part F
i1i2i3i4
4th .
The string oscillator part is Ai1i2i3i44 (σ1, σ2, σ3 σ4) given in appendix A. Finally we
integrate a product of the trace and string oscillation parts. Although we omit details of
the integrations, the boundary state at fourth order becomes
(
ig√
2α′
)4
δ2(pˆ)
(
− 2θ
g2π
ζ(0)− 4θ
gπ
∑
n>0
1
n
αi−nα˜
i
−n
)
=
2π
θ
δ2(pˆ)
(
−
(
gθ
2πα′
)2
ζ(0)− 2
(
gθ
2πα′
)2∑
n>0
1
n
gαi1−nα˜
i2−nδ
i1i2)
)
where we restore the abbreviation of Ai1i2i3i44 (σ1, σ2, σ3 σ4).
Equivalence between boundary states of D2-brane and multiple D0-branes
Note that we focus on a matter part of directions x1, x2 in the boundary state. We have
calculated the boundary state (4.4) up to second order of 1b =
gθ
2piα′ , and the results is
|B〉 =T0
2
2π
θ
δ2(pˆ)δ2(xˆ)
(
1− ζ(0)
b2
−
(
2
b
ǫi1i2 +
2
b2
δi1i2
)∑
n>0
1
n
gαi1−nα˜
i2−n +O(b−3)
)
exp
{∑
n>0
1
n
gαi−nα˜
i
−n
}
|0〉
=
T0
4πθ

1− ζ(0)
b2
+
∑
n>0
1
n
gαi1−nα˜
i2−n
(
− 2
b2
−2b
2
b − 2b2
)i1i2
+O(b−3)

 ePn>0 1ngαi−nα˜i−n |0〉.
(4.5)
Therefore, it is sufficient to consider only pˆ1 = pˆ2 = 0 terms because the boundary state
is proportional to δ(pˆ1)δ(pˆ2). By using this result, we can easily confirm that our result
(3.21) of the general boundary state at pˆ = 0 realizes the boundary state derived in this
subsection (4.5).
It is known that a boundary state of a D2-brane with a background B-field Bij = Bǫij
is written as [12]
|D2〉B = T2
2
(det(g +B))−ζ(0) exp
[
−
∑
n>0
1
n
αi−nα˜
j
−nMij
]
|0〉
Mij = (g −B)ik(g +B)−1 klglj = g
g2 +B2
(
g2 −B2 2gB
−2gB g2 −B2
)
ij
.
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We expand this boundary state in 1B to have
|D2〉B = T2
2
B−2ζ(0)

1− ζ(0)g2
B2
+
∑
n>0
1
n
gαi1−nα˜
i2−n
(
−2g2
B2
−2gB
2g
B −2g
2
B2
)i1i2
+O((B/g)−3


exp
{∑
n>0
1
n
gαj1−nα˜
j2
−nδ
j1j2
}
|0〉.
(4.6)
With the identification
b =
B
g
,
(4.5) and (4.6) are identical. Thus we can say two boundary states |B〉 and |D2〉B , the
former is constructed from D0-brane matrices and the latter is the D2-brane boundary
state, are equivalent at least up to O(b−3). We can see that overall normalization is
identical:
T2
2
B−2ζ(0) =
T0
4πθ
where T2 =
T0
4pi2α′
, and ζ(0) = −12 . Although we have omitted (α−n)4 terms, they become∑
n,m>0
g2
2
b2
(−2α1−nα2−mα˜1−nα˜2−m + α1−nα1−mα˜2−nα˜2−m + α2−nα2−mα˜1−nα˜1−m))
both from |B〉 and |D2〉B .
To summarize this subsection, we have confirmed that the boundary state (4.4) con-
structed from the matrices (4.3) reproduces the boundary state of a D2-brane with a
constant background B-field.
5. Conclusion and discussion
We have studied the boundary state of multiple D0-branes with an arbitrary configuration
of the scalar field in α′ expansion both in bosonic string and superstring theories. The
boundary state is BRST invariant for an arbitrary configuration formally. However, the
boundary state includes singularities when the scalar field is off-shell. Hence our boundary
state is well-defined only when the scalar filed satisfies the equation of motion. In other
words the on-shell boundary state contains no singularity and BRST invariant. In this way
we have extracted the correct equation of motions of multiple D0-branes from the boundary
state by requiring finiteness of the boundary state. Furthermore we have investigated
couplings of massless open string fields to NS-NS massless closed string fields. Our results
(3.27), (3.28), (3.33) realize the correct formulas for supergravity current distribution and
a linear part of the non-Abelian DBI action in closed string fields at least up to order
α′2 . In addition, we have confirmed our boundary state is identical to the previously
known one in the cases of a single boosted D0-brane and a noncommutative D2-brane. To
summarize, our results support the formula for non-Abelian boundary states defined by
using the Wilson loop factor is the correct one.
– 44 –
At the end of this paper, we discuss future directions and related topics. We have
focused on couplings of massless open string fields to massless NS-NS closed fields. We can
derive couplings to massless R-R closed string fields to extract D-charge density, couplings
to massive closed string fields, and couplings of fermionic and massive open string fields.
It is interesting problem to reveal an role of massive open strings in noncommutative and
fuzzy D-brane systems.
We can calculate the boundary state and closed string coupling at higher orders in α′.
If our boundary state is the correct one, higher α′ corrections to non-Abelian DBI action
can be derived by developing our study in this paper. In a similar way we can calculate α′
corrections to closed string couplings such as energy-momentum tensor, F-charge density
and D-charge density. Note that the non-Abelian DBI action with symmetrized trace [10]
is valid only up to order α′4 [14, 15].
One of important problems is to find a way to know boundary conditions a non-
Abelian boundary state satisfies, and how open string excitations influence to them. Such
a method will give us a geometrical interpretation of the general non-Abelian D-brane
system. A boundary state for a D-brane satisfying the Dirichlet boundary condition on a
curved submanifold embedded in the flat space is studied in [27].
Another unsolved problem is to find a way to include gs correction. A boundary
state represents only closed string state emitted from D-branes, and effects of them on the
D-branes are ignored. We can also say that D-branes are regarded as infinitely massive
objects. In other words we cannot deal with a worldsheet which has many separated
boundaries on D-branes by a boundary state. gs corrections in a closed string field theory
with a dynamical D-brane are considered in [28]. Scattering of quantized two D0-branes is
studies in [29]. It may be useful to introduce a concept like a solitonic operator to D-brane
systems [30].
It is also interesting to consider the idempotency relation [31] of non-Abelian boundary
states with an arbitrary open string excitation.
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A. Creation operators on D0-brane boundary state
In this appendix results of A
µ1···µp
p,q (σ1, · · · , σp), Bµ1···µpp,q (σ1, · · · , σp) are shown. They are
abbreviated according to (3.10) in this appendix for simplicity. In the final results, restore
these factors all.
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Worldsheet boson
A01(σ1) =
∑
n>0
−2
n
(α˜0−ne
2piin1σ1 + α0−ne
−2piin1σ1)
Ai11 (σ1) =
∑
n>0
2(α˜i1−ne
2piin1σ1 + αi1−ne
−2piin1σ1)
A002 (σ1, σ2) =
∑
n1,n2>0
4
n1n2
(
α˜0−n1α˜
0
−n2e
2pii(n1σ1+n2σ2) + α0−n1α˜
0
−n2e
2pii(−n1σ1+n2σ2)
+ α˜0−n1α
0
−n2e
2pii(n1σ1−n2σ2) + α0−n1α
0
−n2e
2pii(−n1σ1−n2σ2)
)
+
∑
n>0
4
ng
cos 2πnσ12
Ai1i22 (σ1, σ2) =
∑
n1,n2>0
4
(
α˜i1−n1α˜
i2−n2e
2pii(n1σ1+n2σ2) + αi1−n1α˜
i2−n2e
2pii(−n1σ1+n2σ2)
+ α˜i1−n1α
i2−n2e
2pii(n1σ1−n2σ2) + αi1−n1α
i2−n2e
2pii(−n1σ1−n2σ2)
)
+
∑
n>0
4n
g
δi1i2 cos 2πnσ12
A0003,3 (σ1, σ2, σ3) =
∑
n1,n2,n3>0
−8
n1n2n3{
α˜0−n1α˜
0
−n2α˜
0
−n3e
2pii(+n1σ1+n2σ2+n3σ3) + α˜0−n1α˜
0
−n2α
0
−n3e
2pii(+n1σ1+n2σ2−n3σ3)
+ α˜0−n1α
0
−n2α˜
0
−n3e
2pii(+n1σ1−n2σ2+n3σ3) + α0−n1α˜
0
−n2α
0
−n3e
2pii(−n1σ1+n2σ2−n3σ3)
+ α˜0−n1α
0
−n2α
0
−n3e
2pii(+n1σ1−n2σ2+n3σ3) + α0−n1α˜
0
−n2α
0
−n3e
2pii(−n1σ1+n2σ2−n3σ3)
+α0−n1α
0
−n2α˜
0
−n3e
2pii(−n1σ1−n2σ2+n3σ3) + α0−n1α
0
−n2α
0
−n3e
2pii(−n1σ1−n2σ2−n3σ3)
}
A0003,1 (σ1, σ2, σ3) =
∑
n,m>0
−8
gnm
{
cos 2πmσ23(α˜
0
−ne
2piinσ1 + α0−ne
−2piinσ1)
+ cos 2πmσ13(α˜
0
−ne
2piinσ2 + α0−ne
−2piinσ2) + cos 2πmσ12(α˜0−ne
2piinσ3 + α0−ne
−2piinσ3)
}
Ai1i2i33,3 (σ1, σ2, σ3) =
∑
n1,n2,n3>0
8
{
α˜i1−n1α˜
i2−n2α˜
i3−n3e
2pii(+n1σ1+n2σ2+n3σ3) + α˜i1−n1α˜
i2−n2α
i3−n3e
2pii(+n1σ1+n2σ2−n3σ3)
+ α˜i1−n1α
i2−n2α˜
i3−n3e
2pii(+n1σ1−n2σ2+n3σ3) + αi1−n1α˜
i2−n2α
i3−n3e
2pii(−n1σ1+n2σ2−n3σ3)
+ α˜i1−n1α
i2−n2α
i3−n3e
2pii(+n1σ1−n2σ2+n3σ3) + αi1−n1α˜
i2−n2α
i3−n3e
2pii(−n1σ1+n2σ2−n3σ3)
+αi1−n1α
i2−n2α˜
i3−n3e
2pii(−n1σ1−n2σ2+n3σ3) + αi1−n1α
i2−n2α
i3−n3e
2pii(−n1σ1−n2σ2−n3σ3)
}
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Ai1i2i33,1 (σ1, σ2, σ3) =
∑
n,m>0
8m
g
{
δi2i3 cos 2πmσ23(α˜
i1−ne
2piinσ1 + αi1−ne
−2piinσ1)
+ δi1i3 cos 2πmσ13(α˜
i2−ne
2piinσ2 + αi2−ne
−2piinσ2)
+δi1i2 cos 2πmσ12(α˜
i3−ne
2piinσ3 + αi3−ne
−2piinσ3)
}
A00004,4 (σ1, σ2, σ3, σ4) =
∑
n1,n2,n3,n4>0
16
n1n2n3n4{
α˜0−n1α˜
0
−n2α˜
0
−n3α˜
0
−n4e
2pii(+n1σ1+n2σ2+n3σ3+n4σ4)
+ α0−n1α˜
0
−n2α˜
0
−n3α˜
0
−n4e
2pii(−n1σ1+n2σ2+n3σ3+n4σ4)
+ α˜0−n1α
0
−n2α˜
0
−n3α˜
0
−n4e
2pii(+n1σ1−n2σ2+n3σ3+n4σ4)
+ α˜0−n1α˜
0
−n2α
0
−n3α˜
0
−n4e
2pii(+n1σ1+n2σ2−n3σ3+n4σ4)
+ α˜0−n1α˜
0
−n2α˜
0
−n3α
0
−n4e
2pii(+n1σ1+n2σ2+n3σ3−n4σ4)
+ α0−n1α
0
−n2α˜
0
−n3α˜
0
−n4e
2pii(−n1σ1−n2σ2+n3σ3+n4σ4)
+ α0−n1α˜
0
−n2α
0
−n3α˜
0
−n4e
2pii(−n1σ1+n2σ2−n3σ3+n4σ4)
+ α0−n1α˜
0
−n2α˜
0
−n3α
0
−n4e
2pii(−n1σ1+n2σ2+n3σ3−n4σ4)
+ α˜0−n1α
0
−n2α
0
−n3α˜
0
−n4e
2pii(+n1σ1−n2σ2−n3σ3+n4σ4)
+ α˜0−n1α
0
−n2α˜
0
−n3α
0
−n4e
2pii(+n1σ1−n2σ2+n3σ3−n4σ4)
+ α˜0−n1α˜
0
−n2α
0
−n3α
0
−n4e
2pii(+n1σ1+n2σ2−n3σ3−n4σ4)
+ α0−n1α
0
−n2α
0
−n3α˜
0
−n4e
2pii(−n1σ1−n2σ2−n3σ3+n4σ4)
+ α0−n1α
0
−n2α˜
0
−n3α
0
−n4e
2pii(−n1σ1−n2σ2+n3σ3−n4σ4)
+ α0−n1α˜
0
−n2α
0
−n3α
0
−n4e
2pii(−n1σ1+n2σ2−n3σ3−n4σ4)
+ α˜0−n1α
0
−n2α
0
−n3α
0
−n4e
2pii(+n1σ1−n2σ2−n3σ3−n4σ4)
+α0−n1α
0
−n2α
0
−n3α
0
−n4e
2pii(−n1σ1−n2σ2−n3σ3−n4σ4)
}
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A00004,2 (σ1, σ2, σ3, σ4) =
∑
n,m,l>0
16
gnml{
cos 2πlσ34
(
α˜0−nα˜
0
−me
2pii(+nσ1+mσ2) + α˜0−nα
0
−me
2pii(+nσ1−mσ2)
+α0−nα˜
0
−me
2pii(−nσ1+mσ2) + α0−nα
0
−me
2pii(−nσ1−mσ2)
)
+ cos 2πlσ24
(
α˜0−nα˜
0
−me
2pii(+nσ1+mσ3) + α˜0−nα
0
−me
2pii(+nσ1−mσ3)
+α0−nα˜
0
−me
2pii(−nσ1+mσ3) + α0−nα
0
−me
2pii(−nσ1−mσ2)
)
+ cos 2πlσ23
(
α˜0−nα˜
0
−me
2pii(+nσ1+mσ4) + α˜0−nα
0
−me
2pii(+nσ1−mσ4)
+α0−nα˜
0
−me
2pii(−nσ1+mσ4) + α0−nα
0
−me
2pii(−nσ1−mσ4)
)
+ cos 2πlσ14
(
α˜0−nα˜
0
−me
2pii(+nσ2+mσ3) + α˜0−nα
0
−me
2pii(+nσ2−mσ3)
+α0−nα˜
0
−me
2pii(−nσ2+mσ3) + α0−nα
0
−me
2pii(−nσ2−mσ3)
)
+ cos 2πlσ24
(
α˜0−nα˜
0
−me
2pii(+nσ1+mσ3) + α˜0−nα
0
−me
2pii(+nσ1−mσ3)
+α0−nα˜
0
−me
2pii(−nσ1+mσ3) + α0−nα
0
−me
2pii(−nσ1−mσ3)
)
+ cos 2πlσ12
(
α˜0−nα˜
0
−me
2pii(+nσ3+mσ4) + α˜0−nα
0
−me
2pii(+nσ3−mσ4)
+α0−nα˜
0
−me
2pii(−nσ3+mσ4) + α0−nα
0
−me
2pii(−nσ3−mσ4)
)}
A00004,0 (σ1, σ2, σ3, σ4) =
∑
n,m>0
16
g2nm
{
cos 2πnσ12 cos 2πmσ34
+ cos 2πnσ13 cos 2πmσ24 + cos 2πnσ14 cos 2πmσ23
}
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Ai1i2i3i44,4 (σ1, σ2, σ3, σ4) =
∑
n1,n2,n3,n4>0
16
{
α˜i1−n1α˜
i2−n2α˜
i3−n3α˜
i4−n4e
2pii(+n1σ1+n2σ2+n3σ3+n4σ4)
+ αi1−n1α˜
i2−n2α˜
i3−n3α˜
i4−n4e
2pii(−n1σ1+n2σ2+n3σ3+n4σ4)
+ α˜i1−n1α
i2−n2α˜
i3−n3α˜
i4−n4e
2pii(+n1σ1−n2σ2+n3σ3+n4σ4)
+ α˜i1−n1α˜
i2−n2α
i3−n3α˜
i4−n4e
2pii(+n1σ1+n2σ2−n3σ3+n4σ4)
+ α˜i1−n1α˜
i2−n2α˜
i3−n3α
i4−n4e
2pii(+n1σ1+n2σ2+n3σ3−n4σ4)
+ αi1−n1α
i2−n2α˜
i3−n3α˜
i4−n4e
2pii(−n1σ1−n2σ2+n3σ3+n4σ4)
+ αi1−n1α˜
i2−n2α
i3−n3α˜
i4−n4e
2pii(−n1σ1+n2σ2−n3σ3+n4σ4)
+ αi1−n1α˜
i2−n2α˜
i3−n3α
i4−n4e
2pii(−n1σ1+n2σ2+n3σ3−n4σ4)
+ α˜i1−n1α
i2−n2α
i3−n3α˜
i4−n4e
2pii(+n1σ1−n2σ2−n3σ3+n4σ4)
+ α˜i1−n1α
i2−n2α˜
i3−n3α
i4−n4e
2pii(+n1σ1−n2σ2+n3σ3−n4σ4)
+ α˜i1−n1α˜
i2−n2α
i3−n3α
i4−n4e
2pii(+n1σ1+n2σ2−n3σ3−n4σ4)
+ αi1−n1α
i2−n2α
i3−n3α˜
i4−n4e
2pii(−n1σ1−n2σ2−n3σ3+n4σ4)
+ αi1−n1α
i2−n2α˜
i3−n3α
i4−n4e
2pii(−n1σ1−n2σ2+n3σ3−n4σ4)
+ αi1−n1α˜
i2−n2α
i3−n3α
i4−n4e
2pii(−n1σ1+n2σ2−n3σ3−n4σ4)
+ α˜i1−n1α
i2−n2α
i3−n3α
i4−n4e
2pii(+n1σ1−n2σ2−n3σ3−n4σ4)
+αi1−n1α
i2−n2α
i3−n3α
i4−n4e
2pii(−n1σ1−n2σ2−n3σ3−n4σ4)
}
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Ai1i2i3i44,2 (σ1, σ2, σ3, σ4) =
∑
n,m,l>0
16l
g{
δi3i4 cos 2πlσ34
(
α˜i1−nα˜
i2−me
2pii(+nσ1+mσ2) + α˜i1−nα
i2−me
2pii(+nσ1−mσ2)
+αi1−nα˜
i2−me
2pii(−nσ1+mσ2) + αi1−nα
i2−me
2pii(−nσ1−mσ2)
)
+ δi2i4 cos 2πlσ24
(
α˜i1−nα˜
i3−me
2pii(+nσ1+mσ3) + α˜i1−nα
i3−me
2pii(+nσ1−mσ3)
+αi1−nα˜
i3−me
2pii(−nσ1+mσ3) + αi1−nα
i3−me
2pii(−nσ1−mσ2)
)
+ δi2i3 cos 2πlσ23
(
α˜i1−nα˜
i4−me
2pii(+nσ1+mσ4) + α˜i1−nα
i4−me
2pii(+nσ1−mσ4)
+αi1−nα˜
i4−me
2pii(−nσ1+mσ4) + αi1−nα
i4−me
2pii(−nσ1−mσ4)
)
+ δi1i4 cos 2πlσ14
(
α˜i2−nα˜
i3−me
2pii(+nσ2+mσ3) + α˜i2−nα
i3−me
2pii(+nσ2−mσ3)
+αi2−nα˜
i3−me
2pii(−nσ2+mσ3) + αi2−nα
i3−me
2pii(−nσ2−mσ3)
)
+ δi2i4 cos 2πlσ24
(
α˜i1−nα˜
i3−me
2pii(+nσ1+mσ3) + α˜i1−nα
i3−me
2pii(+nσ1−mσ3)
+αi1−nα˜
i3−me
2pii(−nσ1+mσ3) + αi1−nα
i3−me
2pii(−nσ1−mσ3)
)
+ δi1i2 cos 2πlσ12
(
α˜i3−nα˜
i4−me
2pii(+nσ3+mσ4) + α˜i3−nα
i4−me
2pii(+nσ3−mσ4)
+αi3−nα˜
i4−me
2pii(−nσ3+mσ4) + αi3−nα
i4−me
2pii(−nσ3−mσ4)
)}
Ai1i2i3i44,0 (σ1, σ2, σ3, σ4) =
∑
n,m>0
16nm
g2
{
δi1i2δi3i4 cos 2πnσ12 cos 2πmσ34
+ δi1i3δi2i4 cos 2πnσ13 cos 2πmσ24 + δ
i1i4δi2i3 cos 2πnσ14 cos 2πmσ23
}
Worldsheet fermion
B0i2 (σ, σ) = 4
∑
r1,r2>0
(
ψ˜0−r1ψ˜
i
−r2e
2pii(r1+r2)σ + iψ0−r1ψ˜
i
−r2e
2pii(−r1+r2)σ
− iψ˜0−r1ψi−r2e2pii(r1−r2)σ + ψ0−r1ψi−r2e2pii(−r1−r2)σ
)
Bi1i22 (σ, σ) = (−4)
∑
r1,r2>0
(
ψ˜i1−r1ψ˜
i2−r2e
2pii(r1+r2)σ + iψi1−r1ψ˜
i2−r2e
2pii(−r1+r2)σ
+ iψ˜i1−r1ψ
i2−r2e
2pii(r1−r2)σ − ψi1−r1ψi2−r2e2pii(−r1−r2)σ
)
– 50 –
B0i0j4,4 (σ1 σ1, σ2, σ2) =
∑
r1,r2,r3,r4>0
16
{
ψ˜0−r1ψ˜
i
−r2ψ˜
0
−r3ψ˜
j
−r4e
2pii{(+r1+r2)σ1+(+r3+r4)σ2}
+ iψ˜0−r1ψ˜
i
−r2ψ˜
0
−r3ψ
j
−r4e
2pii{(+r1+r2)σ1+(+r3−r4)σ2}
− iψ˜0−r1ψ˜i−r2ψ0−r3ψ˜j−r4e2pii{(+r1+r2)σ1+(−r3+r4)σ2}
+ iψ˜0−r1ψ
i
−r2ψ˜
0
−r3ψ˜
j
−r4e
2pii{(+r1−r2)σ1+(+r3+r4)σ2}
− iψ0−r1ψ˜i−r2ψ˜0−r3ψ˜j−r4e2pii{(−r1+r2)σ1+(+r3+r4)σ2}
+ ψ˜0−r1ψ˜
i
−r2ψ
0
−r3ψ
j
−r4e
2pii{(+r1+r2)σ1+(−r3−r4)σ2}
− ψ˜0−r1ψi−r2ψ˜0−r3ψj−r4e2pii{(+r1−r2)σ1+(+r3−r4)σ2}
+ ψ0−r1ψ˜
i
−r2ψ˜
0
−r3ψ
j
−r4e
2pii{(−r1+r2)σ1+(+r3−r4)σ2}
+ ψ˜0−r1ψ
i
−r2ψ
0
−r3ψ˜
j
−r4e
2pii{(+r1−r2)σ1+(−r3+r4)σ2}
− ψ0−r1ψ˜i−r2ψ0−r3ψ˜j−r4e2pii{(−r1+r2)σ1+(−r3+r4)σ2}
+ ψ0−r1ψ
i
−r2ψ˜
0
−r3ψ˜
j
−r4e
2pii{(−r1−r2)σ1+(+r3+r4)σ2}
+ iψ˜0−r1ψ
i
−r2ψ
0
−r3ψ
j
−r4e
2pii{(+r1−r2)σ1+(−r3−r4)σ2}
− iψ0−r1ψ˜i−r2ψ0−r3ψj−r4e2pii{(−r1+r2)σ1+(−r3−r4)σ2}
+ iψ0−r1ψ
i
−r2ψ˜
0
−r3ψ
j
−r4e
2pii{(−r1−r2)σ1+(+r3−r4)σ2}
− iψ0−r1ψi−r2ψ0−r3ψ˜j−r4e2pii{(−r1−r2)σ1+(−r3+r4)σ2}
+ ψ0−r1ψ
i
−r2ψ
0
−r3ψ
j
−r4e
2pii{(−r1−r2)σ1+(−r3−r4)σ2}
}
B0i0j4,2 (σ1 σ1, σ2, σ2) =
∑
r,s,t>0
16i
g
sin 2πtσ12
{
δij
(
ψ˜0−rψ˜
0
−se
2pii(rσ1+sσ2) − iψ˜0−rψ0−se2pii(rσ1−sσ2)
−iψ0−rψ˜0−se2pii(−rσ1+sσ2) − ψ0−rψ0−se2pii(−rσ1−sσ2)
)
−
(
ψ˜i−rψ˜
j
−se
2pii(rσ1+sσ2) + iψ˜i−rψ
j
−se
2pii(rσ1−sσ2)
+iψi−rψ˜
j
−se
2pii(−rσ1+sσ2) − ψi−rψj−se2pii(−rσ1−sσ2)
)}
B0i0j4,0 (σ1, σ1, σ2, σ2) =
∑
r,s>0
16
g2
δij sin 2πrσ12 sin 2πsσ12
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B0ijk4,4 (σ1, σ1, σ2, σ2) =
∑
r1,r2,r3,r4>0
16
{
ψ˜0−r1ψ˜
i
−r2ψ˜
j
−r3ψ˜
k
−r4e
2pii{(+r1+r2)σ1+(+r3+r4)σ2)}
+ iψ˜0−r1ψ˜
i
−r2ψ˜
j
−r3ψ
k
−r4e
2pii{(+r1+r2)σ1+(+r3−r4)σ2)}
+ iψ˜0−r1ψ˜
i
−r2ψ
j
−r3ψ˜
k
−r4e
2pii{(+r1+r2)σ1+(−r3+r4)σ2)}
+ iψ˜0−r1ψ
i
−r2ψ˜
j
−r3ψ˜
k
−r4e
2pii{(+r1−r2)σ1+(+r3+r4)σ2)}
− iψ0−r1ψ˜i−r2ψ˜j−r3ψ˜k−r4e2pii{(−r1+r2)σ1+(+r3+r4)σ2)}
− ψ˜0−r1ψ˜i−r2ψj−r3ψk−r4e2pii{(+r1+r2)σ1+(−r3−r4)σ2)}
− ψ˜0−r1ψi−r2ψ˜j−r3ψk−r4e2pii{(+r1−r2)σ1+(+r3−r4)σ2)}
+ ψ0−r1ψ˜
i
−r2ψ˜
j
−r3ψ
k
−r4e
2pii{(−r1+r2)σ1+(+r3−r4)σ2)}
− ψ˜0−r1ψi−r2ψj−r3ψ˜k−r4e2pii{(+r1−r2)σ1+(−r3+r4)σ2)}
+ ψ0−r1ψ˜
i
−r2ψ
j
−r3ψ˜
k
−r4e
2pii{(−r1+r2)σ1+(−r3+r4)σ2)}
+ ψ0−r1ψ
i
−r2ψ˜
j
−r3ψ˜
k
−r4e
2pii{(−r1−r2)σ1+(+r3+r4)σ2)}
− iψ˜0−r1ψi−r2ψj−r3ψk−r4e2pii{(+r1−r2)σ1+(−r3−r4)σ2)}
+ iψ0−r1ψ˜
i
−r2ψ
j
−r3ψ
k
−r4e
2pii{(−r1+r2)σ1+(−r3−r4)σ2)}
+ iψ0−r1ψ
i
−r2ψ˜
j
−r3ψ
k
−r4e
2pii{(−r1−r2)σ1+(+r3−r4)σ2)}
+ iψ0−r1ψ
i
−r2ψ
j
−r3ψ˜
k
−r4e
2pii{(−r1−r2)σ1+(−r3+r4)σ2)}
+ ψ0−r1ψ
i
−r2ψ
j
−r3ψ
k
−r4e
2pii{(−r1−r2)σ1+(−r3−r4)σ2)}
}
B0ijk4,2 (σ1, σ1, σ2, σ2) =
∑
r,s,t>0
16i
g
sin 2πtσ12
{
δij
(
ψ˜0−rψ˜
k
−se
2pii(rσ1+sσ2) + iψ˜0−rψ
k
−se
2pii(rσ1−sσ2)
−iψ0−rψ˜k−se2pii(−rσ1+sσ2) + ψ0rψkr e2pii(−rσ1−sσ2)
)
− δik
(
ψ˜0−rψ˜
j
−se
2pii(rσ1+sσ2) + iψ˜0−rψ
j
−se
2pii(rσ1−sσ2)
−iψ0−rψ˜j−se2pii(−rσ1+sσ2) + ψ0rψjre2pii(−rσ1−sσ2)
)}
B0ijk4,0 (σ1, σ1, σ2, σ2) = 0
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Bi1i2i3i44,4 (σ1, σ1, σ2, σ2) =
∑
r1,r2,r3,r4>0
16
{
ψ˜i1−r1ψ˜
i2−r2ψ˜
i3−r3ψ˜
i4−r4e
2pii{(+r1+r2)σ1+(+r3+r4)σ2)}
+ iψ˜i1−r1ψ˜
i2−r2ψ˜
i3−r3ψ
i4−r4e
2pii{(+r1+r2)σ1+(+r3−r4)σ2)}
+ iψ˜i1−r1ψ˜
i2−r2ψ
i3−r3ψ˜
i4−r4e
2pii{(+r1+r2)σ1+(−r3+r4)σ2)}
+ iψ˜i1−r1ψ
i2−r2ψ˜
i3−r3ψ˜
i4−r4e
2pii{(+r1−r2)σ1+(+r3+r4)σ2)}
+ iψi1−r1ψ˜
i2−r2ψ˜
i3−r3ψ˜
i4−r4e
2pii{(−r1+r2)σ1+(+r3+r4)σ2)}
− ψ˜i1−r1ψ˜i2−r2ψi3−r3ψi4−r4e2pii{(+r1+r2)σ1+(−r3−r4)σ2)}
− ψ˜i1−r1ψi2−r2ψ˜i3−r3ψi4−r4e2pii{(+r1−r2)σ1+(+r3−r4)σ2)}
− ψi1−r1ψ˜i2−r2ψ˜i3−r3ψi4−r4e2pii{(−r1+r2)σ1+(+r3−r4)σ2)}
− ψ˜i1−r1ψi2−r2ψi3−r3ψ˜i4−r4e2pii{(+r1−r2)σ1+(−r3+r4)σ2)}
− ψi1−r1ψ˜i2−r2ψi3−r3ψ˜i4−r4e2pii{(−r1+r2)σ1+(−r3+r4)σ2)}
− ψi1−r1ψi2−r2ψ˜i3−r3ψ˜i4−r4e2pii{(−r1−r2)σ1+(+r3+r4)σ2)}
− iψ˜i1−r1ψi2−r2ψi3−r3ψi4−r4e2pii{(+r1−r2)σ1+(−r3−r4)σ2)}
− iψi1−r1ψ˜i2−r2ψi3−r3ψi4−r4e2pii{(−r1+r2)σ1+(−r3−r4)σ2)}
− iψi1−r1ψi2−r2ψ˜i3−r3ψi4−r4e2pii{(−r1−r2)σ1+(+r3−r4)σ2)}
− iψi1−r1ψi2−r2ψi3−r3ψ˜i4−r4e2pii{(−r1−r2)σ1+(−r3+r4)σ2)}
+ ψi1−r1ψ
i2−r2ψ
i3−r3ψ
i4−r4e
2pii{(−r1−r2)σ1+(−r3−r4)σ2)}
}
Bi1i2i3i44,2 (σ1, σ1, σ2, σ2) =
∑
r,s,t>0
16i
g
sin 2πtσ12
{
δi1i3
(
ψ˜i2−rψ˜
i4−se
2pii(rσ1+sσ2) + iψ˜i2−rψ
i4−se
2pii(rσ1−sσ2)
+iψi2−rψ˜
i4−se
2pii(−rσ1+sσ2) − ψi2r ψi4r e2pii(−rσ1−sσ2)
)
+ δi2i4
(
ψ˜i1−rψ˜
i3−se
2pii(rσ1+sσ2) + iψ˜i1−rψ
i3−se
2pii(rσ1−sσ2)
+iψi1−rψ˜
i3−se
2pii(−rσ1+sσ2) − ψi1r ψi3r e2pii(−rσ1−sσ2)
)
− δi1i4
(
ψ˜i2−rψ˜
i3−se
2pii(rσ1+sσ2) + iψ˜i2−rψ
i3−se
2pii(rσ1−sσ2)
+iψi2−rψ˜
i3−se
2pii(−rσ1+sσ2) − ψi2r ψi3r e2pii(−rσ1−sσ2)
)
− δi2i3
(
ψ˜i1−rψ˜
i4−se
2pii(rσ1+sσ2) + iψ˜i1−rψ
i4−se
2pii(rσ1−sσ2)
+iψi1−rψ˜
i4−se
2pii(−rσ1+sσ2) − ψi1r ψi4r e2pii(−rσ1−sσ2)
)}
Bi1i2i3i44,0 (σ1, σ1, σ2, σ2) =
∑
r,s>0
16
g2
(δi1i4δi2i3 − δi1i3δi2i4) sin 2πrσ12 sin 2πsσ12
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B. Details of proof of BRST invariance
Detailed calculations omitted in the proof of BRST invariance of the boundary state are
shown in this appendix. First we show detailed computations of (3.23).[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ),
∫ σn−1
0
dσn iΠˆiΦ
i(Xˆ0)(σn)f(σn)
]
=−
∫ 2pi
0
dσ
∫ σn−1
0
dσn cˆ(σ)Πˆi(σn)[Πˆ0(σ),Φ(Xˆ
0(σn))]∂σXˆ
0f(σn)
+
∫ 2pi
0
dσ
∫ σn−1
0
dσn cˆ(σ)Πˆ(σ)[∂σXˆ
i(σ), iΠˆj(σn)]Φ(Xˆ
0(σn))f(σn)
+
∫ σn−1
0
dσniΠˆiΦ
i(Xˆ0(σn))
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ), f(σn)
]
By using the commutation relation [Xˆµ(σ), Πˆν(σ′)] = iδ(σ − σ′)ηµν this can be rewritten
as
− i(−i)η00
∫ 2pi
0
dσ
∫ σn−1
0
dσn cˆ(σ)Πˆi(σn)δ(σ − σn)Φ˙(Xˆ0(σn))∂σXˆ0(σ)f(σn)
+ i2
∫ 2pi
0
dσ
∫ σn−1
0
dσn cˆ(σ)Πˆi(σ)∂σδ(σ − σn)Φ(Xˆ0(σn))f(σn)
+
∫ σn−1
0
dσniΠˆiΦ
i(Xˆ0(σn))
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ), f(σn)
]
Integrating over σ in the first and the second line∫ σn−1
0
dσn cˆΠˆiΦ
i(Xˆ0)∂Xˆ0(σn)f(σn)
+
∫ σn−1
0
dσn ∂
(
cˆΠˆ
)
Φ(Xˆ0)(σn)f(σn)
−
∫ σn−1
0
dσn cˆ(2π)Πˆi(2π)δ(2π − σn)Φ(Xˆ0(σn))f(σn)
+
∫ σn−1
0
dσn cˆ(0)Πˆi(0)δ(σn)Φ(Xˆ
0(σn))f(σn)
+
∫ σn−1
0
dσn iΠˆiΦ
i(Xˆ0(σn))
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ), f(σn)
]
We can collect the first and second line by using ∂
(
cˆΠˆΦ
)
(σn). Taking account that the
region of integration
∫ σn−1
0 dσn in the fourth line includes a point σn = 0, however, not
necessarily σn = 2π, we have∫ σn−1
0
dσn ∂
(
cˆΠˆΦ
)
(σn)f(σn)
−
∫ σn−1
0
dσn cˆ(2π)Πˆi(2π)δ(σn − 2π)Φ(Xˆ0(σn))f(σn)
+ cˆΠˆΦ(Xˆ0)(0)f(0)
+
∫ σn−1
0
dσniΠˆiΦ
i(Xˆ0(σn))
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ), f(σn)
]
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Integrate by part in the first line to have
= cˆΠˆΦ(σn−1)f(σn−1)− cˆΠˆΦ(0)f(0)
−
∫ σn−1
0
dσn cˆΠˆΦ(σn)∂σnf(σn)
−
∫ σn−1
0
dσn cˆ(2π)Πˆi(2π)δ(σn − 2π)Φ(Xˆ0(σn))f(σn)
+ cˆΠˆΦ(Xˆ0)(0)f(0)
+
∫ σn−1
0
dσn iΠˆiΦ
i(Xˆ0(σn))
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ), f(σn)
]
(B.1)
The second term in the first line and the fourth line cancel out each other. Finally we get
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ(σ),
∫ σn−1
0
dσn iΠˆiΦ
i(Xˆ0)(σn)f(σn)
]
= cˆΠˆΨ(σn−1)f(σn−1)
−
∫ σn−1
0
dσn cˆΠˆΨ(σn)∂σnf(σn)
−
∫ σn−1
0
dσn cˆ(2π)Πˆi(2π)δ(σn − 2π)Ψ(Xˆ0(σn))f(σn)
+
∫ σn−1
0
dσn iΠˆΨ(σn)
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ, f(σn)
]
.
Next we confirm that (3.22) is satisfied for n = 1 and n = 2 to complete the inductive
method.
n = 1
From (3.23) we have
[∫ 2pi
0
dσ cˆΠˆµ∂σXˆ
µ,
∫ 2pi
0
dσ1 iΠˆiΦ
i(σ1)f(σ1)
]
= cˆΠˆΦ(2π)∂f(2π)
−
∫ 2pi
0
dσ1 cˆΠˆΦ(σ1)∂f(σ1)
− cˆΠˆΦ(Xˆ)(2π)f(2π)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1)
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ, f(σ1)
]
=−
∫ 2pi
0
dσ1 cˆΠˆΦ(σ1)∂f(σ1)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1)
[∫ 2pi
0
dσ cˆΠˆµ∂Xˆ
µ, f(σ1)
]
.
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n = 2
We set f(σ1) =
∫ σ1
0 dσ1iΠˆΦ(σ2)g(σ2) in (3.23) to have[∫ 2pi
0
dσ cˆΠˆµ∂σXˆ
µ,
∫ 2pi
0
dσ1 iΠˆiΦ
i(σ1)
∫ σ1
0
dσ2 iΠˆiΦ
i(σ2)g(σ2)
]
=−
∫ 2pi
0
dσ1 cˆΠˆΦ(σ1) iΠˆΦ(σ1) g(σn)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1) cˆΠˆΦ(σ1) g(σn)
−
∫ 2pi
0
dσ1 iΠˆΦ(σ1)
∫ σ1
0
dσ2 cˆΠˆΦ(σ2)∂σ2g(σ2)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1)
∫ σ1
0
dσ2 cˆ(2π)Πˆi(2π)δ(σ2 − 2π)Φ(Xˆ0(σ2))∂σ2g(σ2)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1)
∫ σ1
0
dσ2 iΠˆΦ(σ2)∂
[∫ 2pi
0
dσ cˆΠˆ∂Xˆ(σ), g(σn+1)
]
=−
∫ 2pi
0
dσ1 iΠˆΦ(σ1)
∫ σ1
0
dσ2 cˆΠˆΦ(σ2)∂σ2g(σ2)
+
∫ 2pi
0
dσ1 iΠˆΦ(σ1)
∫ σ1
0
dσ2 iΠˆΦ(σ2)
[∫ 2pi
0
dσ cˆΠˆ∂Xˆ(σ), g(σn+1)
]
.
Here we have used∫ 2pi
0
dσ1 iΠˆΦ(σ1)
∫ σ1
0
dσ2 cˆ(2π)Πˆi(2π)δ(σ2 − 2π)Φ(Xˆ0(σ2))∂σ2g(σ2)
=
∫ 2pi
0
dσ1 iΠˆΦ(σ1)θ(σ1 − 2π)cˆΠˆΦ(2π)∂g(2π) = 0.
C. Closed string coupling of multiple D0-branes
The results of calculations of couplings of multiple D0-branes to massless closed strings
derived from disk amplitudes [6], Matrix theory potential [7, 8, 9], and non-Abelian DBI
action [10] are coincides:
Iφ(t, k) = T0 Str
[(
1− 1
2
X˙iX˙i − 1
4(2πα′)2
[Xi,Xj ][Xi,Xj]
)ikX]
I00h (t, k) = T0 Str
[(
1 +
1
2
X˙iX˙i − 1
4(2πα′)2
[Xi,Xj ][Xi,Xj ]
)
eikX
]
I0ih (t, k) = T0 Str
[(
X˙i
)
eikX
]
Iijh (t, k) = T0 Str
[(
X˙iX˙i − 1
4
[Xi,Xj ][Xi,Xj ]
)
eikX
]
I0ib (t, k) = T0 Str
[(
i
2πα′
[Xi,Xj ]X˙j
)
eikX
]
Iijb (t, k) = T0 Str
[( −i
2πα′
[Xi,Xj ]
)
eikX
]
(C.1)
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up to order α′2. In the case of bosonic string, the results obtained from the disk amplitudes
[6] are
T 00(t, ki) = −2α
′2
g2
∫ 1
0
dσ tr
[
ei(1−σ)kXikX˙eiσkXikX˙
]
cos 2πσ − 2α
′2
g2
tr
[
ikX¨eikX
]
T 0i(t, ki) =
α′
g
∫ 1
0
dσ tr
[
ei(1−σ)kXikX˙eiσkXXj
]
e−2piiσ +
2g
α′
tr
[
XieikX
]
T ij(t, ki) = −2
∫ 1
0
dσ tr
[
ei(1−σ)kXXieiσkXXj
]
e−2piiσ.
(C.2)
D. Non-Abelian extension of boundary state
In this appendix we review a boundary state of a single D-brane and consider their extension
to multiple D-branes in order to see the reason why we think the formulas (3.1) for non-
Abelian boundary state presented in [3] is correct. A boundary state of a D-brane is defined
by a state which reproduces the correct disk amplitude with one closed string. An effect
of open string fields on a D-brane is accounted for by introducing the Wilson loop factor.
The boundary state including the effect of open string background fields describes closed
string emission via open strings on the D-brane. In the basis of these studies, we consider
non-Abelian extension of boundary states.
In section D.1 we review a boundary state of a single D-brane. In section D.2 effects
of gauge and scalar fields on a single D-brane is incorporated into the boundary state by
using the Wilson loop factor. In section D.3 the non-Abelian extension is considered.
D.1 Boundary state of single D-brane
A Dp-brane is a hypersurface on which open strings have their endpoints. An open string
with the endpoints at σ = 0 on Dp-brane satisfies the Neumann boundary conditions
∂σX
a(τ, σ = 0) = 0 a = 0, 1, · · · , p (D.1a)
along the longitudinal directions to the brane, and Dirichlet boundary conditions
Xi(τ, σ = 0) = ξi i = p+ 1, · · · ,D − 1. (D.1b)
along the transverse directions to the brane. Here Xµ(µ = 0, · · · ,D − 1) is a string
coordinate, (τ, σ) is a worldsheet coordinate, ξi is the position of D-brane along the Dirichlet
directions, and D is the dimension of the spacetime, namely D = 26 in case of bosonic
string and D = 10 in case of superstring. A cylindrical worldsheet of which boundary
attaches to a D-brane can be seen as the one-loop diagram of open strings. By exchanging
the worldsheet coordinate τ and σ, such a worldsheet can be considered as the tree diagram
of a closed string created by the D-brane as illustrated in figure 4. Therefore we can say
D-branes act as a source of closed strings. These two descriptions are equivalent due to
the conformal invariance of string theory.
Consider a conformal transformation
ζ = σ + iτ → −iζ = τ − iσ.
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Figure 4: Open channel and closed channel
After a conversion σ → −σ, the transformation becomes exchange of the worldsheet coor-
dinates:
σ ↔ τ. (D.2)
This transformation leads us from the open string channel to the closed string channel. In
terms of closed strings, the boundary conditions (D.1a) and (D.1b) can be expressed by
∂τ Xˆ
a(σ, τ = 0)|Dp〉 = 0
Xˆi(σ, τ = 0)|Dp〉 = ξi (D.3)
where |Dp〉, a boundary state, is a closed string state into which the effect of boundary is
incorporated [2]. We can say that |Dp〉 is the eigenstate of Πa(σ) and Xˆi(σ) defined by
Πˆa(σ) =
1
2πα′
∂τ Xˆ(σ, τ = 0)
Xˆi(σ) = Xˆi(σ, τ = 0)
In other words
|Dp〉 = |Πa(σ) = 0,Xi(σ) = ξi〉.
where |Πa(σ),Xi(σ)〉 is defined by the eigenstates of Πˆa(σ), Xˆi(σ)
Πˆa(σ)|Πa(σ)〉 = Π(σ)a|Πa(σ)〉
Xˆi(σ)|Xi(σ)〉 = Xi(σ)|Xi(σ)〉. (D.4)
Therefore we can express the boundary state by using a functional integral
|Dp〉 =
∫
DXa(σ)|Xa(σ),Xi(σ) = ξi〉. (D.5)
This represents that |Dp〉 is superposition of closed strings with various shape of the loop
on the D-brane. Recall that he string embedding function Xi(σ) represents spacetime
coordinate of a closed string at the boundary τ = 0.
The worldsheet bosonic field Xˆµ(σ, τ) can be expanded in oscillators as
Xˆµ(σ, τ) = xˆµ + α′pˆµτ + i
√
α′
2
∑
n 6=0
(
αµn
n
e−in(τ−σ) +
α˜µn
n
e−in(τ+σ)
)
.
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Substituting this expansion, (D.3) becomes
(αan + α˜
a
−n)|Dp〉 = 0
(αin − α˜i−n)|Dp〉 = 0
(D.6)
pˆa|Dp〉 = 0
xˆi|Dp〉 = ξi. (D.7)
The solution to these conditions can be found by utilizing coherent states for the harmonic
oscillator. The mode operators satisfy the following commutation relations:
[αµn, α
ν
m] = [α˜
µ
n, α˜
ν
m] = mδm+n,0η
µν
[xˆµ, pˆµ] = iηµν
(others) = 0
We define
a(µ,n,+) =
√
nανnηµν a
†
(µ,n,+) =
√
nαµ−n
a(µ,n,−) =
√
nα˜µn a
†
(µ,n,−) =
√
nα˜µ−n n > 0
The operators defined in this way satisfy[
a(µ,n,η), a
†
(µ′,n′,η′)
]
= δµµ′δnn′δηη′ , a(µ,n,η)|0〉 = 0.
where η, η′ = ±. Therefore we have a series of creation and annihilation operators of
the harmonic oscillator labeled by (µ,m, η). By using these operators we can rewrite the
conditions (D.6) as
a(n,a,+)|Dp〉 = −a†(n,a,−)|Dp〉
a(n,i,+)|Dp〉 = a†(n,i,−)|Dp〉
a(n,a,−)|Dp〉 = −a†(n,a,+)|Dp〉
a(n,i,−)|Dp〉 = a†(n,i,+)|Dp〉 n > 0.
(D.8)
The coherent state of harmonic oscillator is defined by
|z〉 = eza† |0〉.
We introduce a operation which shift a by z:
a(z) = e−za
†
aeza
†
= a+ z.
By using this equation, we can see the coherent state is an eigenstate of the annihilation
operator a. In fact
a|z〉 = eza†e−za†aeza† |0〉 = eza†(a+ z)|0〉 = z|z〉.
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Hence the solution to (D.3), or equivalently (D.7) and (D.8), is
|Dp〉 = fp(xˆ, pˆ) exp

−
p∑
a=0
∞∑
n=1
a†(a,n,+)a
†
(a,n,−) +
D−1∑
i=p+1
∞∑
n=1
a†(i,n,+)a
†
(i,n,−)

 |0〉
= fp(xˆ, pˆ) exp
{
−
∑
n>0
1
n
αa−nηabα˜
b
−n +
∑
n>0
1
n
αi−nδijα˜
j
−n
}
.
The boundary condition (D.7) determines the function N(xˆ) so that
fp(xˆ, pˆ) = Npδ(xˆ
i)
where Np is a normalization constant which will be determined later (see equation (D.29)).
After all |Dp〉 is given by
|Dp〉 = Np exp
{
−
∑
n>0
1
n
αµ−nSµνα˜
ν
−n
}
δ(xˆi)|0〉
Sµν = (η
ab,−δij)
(D.9)
We extract an operator which creates the boundary state out of the vacuum:
V = Np exp
{
−
∑
n>0
1
n
αµ−nSµν α˜
ν
−n
}
δ(xˆi)
This is the same operator as that deduced by factorization of open string loop amplitudes
[32, 33, 34]. The generalization to the Dirichlet boundary conditions is studied in [16].
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Figure 5: Disk with a closed string vertex Figure 6: Emission (absorption) of a closed
string from (into) a D-brane
The boundary state gives a disk amplitude with a closed string vertex (see figure 5),
or equivalently tree amplitude of a closed string which appears out of (annihilates into)
the D-brane (see figure 6). In what follows, we will find the boundary state |B〉which
reproduces the disk amplitude with a single closed string vertex VΨ for an arbitrary state
Ψ [1]:
〈VΨ〉disk = 〈Ψ|B〉. (D.10)
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First we consider a harmonic oscillator with frequency ω and unite mass. The action of
this oscillator is
S =
∫ T
0
dt
(
1
2
φ˙(t)2 +
1
2
ω2φ(t)2
)
.
The normalized eigenfunction with an occupation number n in position space is given by
un(x) =
(ω
π
)1/4
2−n/2(n!)1/2Hn(ω1/2x)e−ωx
2/2 n = 0, 1, · · ·
where Hn(x) is the Hermite polynomial. We look for an operator V (a
†, S0) which satisfy∫
dx un(x)e
−S0[x] =
1√
n!
〈0|anV (a†, S0)|0〉. (D.11)
Here S0[φ(0) = q] is a boundary action at t = 0 which serve to impose the Neumann
boundary condition
φ˙(0) = 0.
We operate
∑∞
n=0
1√
n!
zn on both sides of (D.11). Using the generating function of Hermite
polynomial, the left hand side gives
∞∑
n=0
1√
n!
un(q)z
n =
(ω
π
)1/4
exp
{
−1
2
ωq2 + (2ω)1/2qz − 1
2
z2
}
.
The right hand side becomes
∞∑
n=0
1
n!
〈0|anV (a†, S0)|0〉 = 〈0|azaV (a†, S0)|0〉
= V (z, S0)
This can be seen by utilizing a relation
ezaa†e−za = a† + z.
Therefore the operation of
∑∞
n=0
1√
n!
zn on (D.11) gives
V (z, S0) =
(ω
π
)1/4 ∫
dq exp
{
−S[q]− 1
2
ωq2 + (2ω)1/2qz − 1
2
z2
}
.
After all we find the operator V is given by
V (a†, S0) =
(ω
π
)1/4 ∫
dq exp
{
−S[q]− 1
4
ωq2 + (2ω)1/2a†q − 1
2
(a†)2
}
. (D.12)
We change the variable so that q = (2ω)−1/2x, then (D.12) becomes
V (a†, S0) = (4πω)−1/4
∫
dx exp
{
−S[x]− 1
4
x2 + a†x− 1
2
(a†)2
}
.
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It can be shown that the eigenstate of a† + a = φ(0) with the eigenvalue x is given by
|x〉 = (2π)−1/4 exp
{
−1
4
x2 + xa† − 1
2
(a†)2
}
|0〉.
In fact the following relation holds:
(a+ a†)|x〉 = x|x〉.
Using |x〉 defined in this way, (D.12) operating on the vacuum can be rewritten as
|B〉 = V (a†, S0)|0〉 = (2ω)−1/4
∫
dx e−S0[x]|x〉.
By utilizing this operator we rewrite a functional integral
I =
∫
Dφ(t) exp
{
−1
2
∫ T
0
dt
(
φ˙(t)2 + ω2φ(t)2
)
− S0[φ(0)] − ST [φ(T )]
}
.
With insertion of ∫
dx δ(φ(0) − x)
∫
dy δ(φ(T ) − y)
we can rewrite I by using standard methods for the path integral:
I =
∞∑
n=0
e−(n+
1
2
)ωt
∫
dx e−S0[x]un(x)
∫
dy e−ST [y]un(y)
= 〈0|V (a, ST )e−ωt(a†a+
1
2
)V (a†, S0)|0〉.
(D.13)
This indicates the factorization of two boundaries.
We will extend these formulas to the bosonic string theory. We consider a scalar field
Xˆµ(τ, σ) on a worldsheet with the coordinate region
0 ≤ σ ≤ 2π, 0 ≤ t ≤ T = − log ǫ.
This region is considered with Euclidean signature by taking t = iτ . On the complex plane
of z = e−(t−iσ), this region corresponds
ǫ ≤ |z| ≤ 1.
The worldsheet field Xˆµ(τ, σ) is expanded as
Xˆµ(τ, σ) = qˆµ + α′pˆµτ + i
√
α′
2
∑
n 6=0
(
αµn
n
e−in(τ−σ) +
α˜µn
n
e−in(τ+σ)
)
= ξˆµ(τ) +
∑
n>0
√
α′
(
ψˆµn(τ)e
−inσ + ˆ˜ψµn(τ)e
inσ
)
.
(D.14)
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Figure 7: Map between disk and rectangle
Here ψµn(τ), ψ˜
µ
n(τ) and ξµ(τ) relate to xˆµ, pˆµ, α
µ
n and α˜
µ
n through
ξˆµ(τ) = qˆµ + α′pˆµτ
ψˆµn(τ) =
i
n
√
2
(
α˜µne
−inτ − αµ−neinτ
)
ˆ˜
ψµn(τ) =
i
n
√
2
(
αµne
−inτ − α˜µ−neinτ
)
.
It is convenient to introduce aµn, a
µ
−n, a˜
µ
n and a˜
µ
−n such that
αµn = −i
√
naµn ↔ aµn =
i√
n
αµn
αµ−n = i
√
naµ−n ↔ aµ−n = −
i√
n
αµ−n
α˜µn = −i
√
na˜µn ↔ a˜µn =
i√
n
α˜µn
α˜µ−n = i
√
na˜µ−n ↔ a˜µ−n = −
i√
n
α˜µ−n n > 0.
(D.15)
These creation and annihilation operators introduced in this way satisfy
[aµn, a
ν
m] = η
µνδn+m,0, (a
µ
n)
† = aµ−n
[a˜µn, a˜
ν
m] = η
µνδn+m,0, (a˜
µ
n)
† = a˜µ−n
By using these operators, ψˆµn(τ) and
ˆ˜
ψµn can be rewritten as
ψˆµn(τ) =
1√
2n
(
a˜µne
−inτ + aµ−ne
inτ
)
ˆ˜ψµn(τ) =
1√
2n
(
aµne
−inτ + a˜µ−ne
inτ
)
.
(D.16)
Substituting (D.14), the action becomes
S =
1
4πα′
∫ 2pi
0
dσ
∫ T
0
dt
(
∂tXˆ
µ∂tXˆ
µ + ∂σXˆ
µ∂σXˆ
µ
)
=
∫ T
0
dt

 12α′ ∂tξˆµ∂tξˆµ +
∞∑
n=1
D−1∑
µ=0
(
d ˆ˜ψµn
dt
dψˆµn
dt
+ n2
ˆ˜
ψµnψˆ
µ
n
)
 .
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where D is the dimension of spacetime, and t = iτ . The first term gives pˆ2, hence does
not affect the operator V . We can see that there are 2D real oscillators for each frequency
ω = n = 1, 2, · · · . Decompose ψµn(τ) and ψ˜µn(τ) into real and imaginary parts:
ψˆµn(τ) =
√
1
2
(
φˆµn(τ) + iχˆ
µ
n(τ)
)
ˆ˜
ψµn(τ) =
√
1
2
(
φˆµn(τ)− iχˆµn(τ)
)
where φˆµn(τ) and χˆ
µ
n(tau) are real fields expressed as
φˆµn(τ) =
1√
2n
(
a˜µn + a
µ
n√
2
e−inτ +
aµ−n + a˜
µ
−n√
2
einτ
)
χˆµn(τ) =
1√
2n
(
a˜µn − aµn√
2i
e−inτ +
aµ−n − a˜µ−n√
2i
einτ
)
.
Now we calculate the corresponding terms of (D.12) in the string theory:
−1
2
ωq2 → −1
2
∞∑
n=1
D−1∑
µ=0
n
[
(φµn)
2 + (χµn)
2
]
= −
∞∑
n=1
D−1∑
µ=0
nψµnψ˜
µ
n
−(2ω)1/2qa† → −
∞∑
n=1
D−1∑
µ=0
(2n)1/2
[
φµn
aµ−n + a˜
µ
−n√
2
+ χµn
aµ−n − a˜µ−n√
2i
]
= −
∞∑
n=1
D−1∑
µ=0
(2n)1/2
(
aµ−nψ
µ
n + a˜
µ
−nψ˜
µ
n
)
−1
2
(a†)2 → −1
2
∞∑
n=1
D−1∑
µ=0
[(
aµ−n + a˜
µ
−n√
2
)2
+
(
aµ−n − a˜µ−n√
2i
)2]
= −
∞∑
n=1
D−1∑
µ=0
aµ−na˜
µ
−n
(ω
π
)1/4
→
∞∏
n=1
(n
π
)D/2
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We change the variables so that ψµn = (2n)−1/2xµn, ψ˜µn = (2n)−1/2x˜µn. After this variable
change, the operator (D.12) becomes
V (aµ−n, a˜
µ
−n, qˆ
µ, S0) =
[ ∞∏
n=1
(4πn)−D/2
∫
dxµn
∫
dx˜µn
]
exp
{
− S0 [xµn, x˜µn, qˆµ]
+
∞∑
n=1
D−1∑
µ=0
(−xµnx˜µn + aµ−nxµn + a˜µ−nx˜µn − aµ−na˜µ−n)
}
(D.17)
We can rewrite this formula in a simple form by introducing notations
(y|x) =
∞∑
n=1
D−1∑
µ=0
yµnx
µ
n
|x, x˜〉 = exp
{
−1
2
(x|x˜) + (a†|x) + (a˜†|x˜)− (a†|a˜†)
}
|0〉∫
DxDx˜ =
∞∏
n=1
∫
dxµn
∫
x˜µn.
Using these notations, the boundary state created by operating (D.17) on the vacuum is
expressed as
|B[S]〉 =
∫
DxDx˜ exp {−S [x, x˜, qˆ]} |x, x˜〉. (D.18)
Here we have neglected the overall factor. It can be shown [3] that |x, x˜〉 is the eigenstate
of xˆµn = (2n)−1/2ψˆµn(0) and ˆ˜xµn = (2n)−1/2
ˆ˜
ψµn(0) and pˆµ:
xˆµm|x, x˜〉 = (a˜µn + aµ−n)|x, x˜〉 = xµn|x, x˜〉
ˆ˜xµm|x, x˜〉 = (aµn + a˜µ−n)|x, x˜〉 = x˜µn|x, x˜〉
pˆµ|x, x˜〉 = 0
In order to show the first equal in each line, we have used (D.16). By utilizing an relation
|0〉 =
∫
Dξ|ξ〉, qˆµ|ξ〉 = ξµ|ξ〉.
we can express the eigenstate |x, x˜〉 by
|x, x˜〉 =
∫
Dξ|x, x˜, ξ〉.
Hence the boundary state (D.18) becomes
|B[S]〉 =
∫
DxDx˜Dξ exp {−S [x, x˜, ξ]} |x, x˜, ξ〉
= exp
{
−S
[
xˆ, ˆ˜x, qˆ
]} ∫
DxDx˜Dξ|x, x˜, ξ〉
= exp
{
−S
[
xˆ, ˆ˜x, qˆ
]}
|B[S = 0]〉.
(D.19)
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In terms of xˆµn and ˆ˜x
µ
n, the worldsheet field (D.14) at the boundary becomes
Xˆµ(σ) = Xˆµ(τ = 0, σ) = qˆµ +
∑
n>0
√
α′
2n
(
xˆµne
−inσ + ˆ˜xµne
inσ
)
. (D.20)
Therefore we can see that |x, x˜, ξ〉 is the eigenstate of Xˆµ(σ):
Xˆµ(σ)|x, x˜, ξ〉 =Xµ(σ)|x, x˜, ξ〉
Xµ(σ) =ξµ +
∑
n>0
√
α′
(
xµne
−inσ + x˜µne
inσ
)
.
This means that |x, x˜, ξ is identical to |Xµ(σ)〉 which defined by the eigenstate of Xˆµ(σ)
in (D.4). Considering this fact, we introduce the following notations:
|Xµ(σ)〉 = |x, x˜, ξ〉∫
DXµ(σ) =
∫
DxDx˜Dξ
These satisfy a relation
|Πµ(σ) = 0〉 =
∫
DXµ(σ)|Xµ(σ)〉.
By using Xˆµ(σ) and Πˆµ(σ), the boundary state (D.19) becomes
|B[S]〉 =
∫
DXµ(σ)e−S[Xµ(σ)]|Xµ(σ)〉
= e−S[Xˆ
µ(σ)]|Dp〉.
(D.21)
where
|Dp〉 = |B[S = 0]〉 =
∫
DXµ(σ)|Xµ(σ)〉 = |Πµ(σ) = 0〉.
Note that the boundary condition
Πˆµ(σ)|Dp〉 = 1
2πα′
∂τ Xˆ
µ(τ = 0, σ)|Dp〉 = 0
represents the Neumann boundary conditions (D.3).
In the case of a single D-brane without open string background fields, the boundary
action is
S0 = 0.
In this case, (D.17) can be calculated by using the Gaussian integral. We evaluate
∏
n n
−D/2
in the overall factor by zeta-function regularization:
log
( ∞∏
n=1
xn−D/2
)
= lim
s→0
d
ds
( ∞∑
n=1
(xn−D/2)s
)
= ζ(0) log x+
1
2
Dζ ′(0)
= −1
2
log x− 1
4
D log 2π
∴
∞∏
n=1
n−D/2 = (2π)−D/4.
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In this way the overall factor can be regularize. Here we do not determine the overall
normalization, which will be given later in (D.29). We do the Gaussian integral, and then
we have
V = Np exp
{∑
n>0
aµ−na˜
µ
−n
}
.
By substituting (D.15) into this, we find that the boundary state is given by [1]
|B〉 = V |0〉
= exp
{
−
∑
n>0
1
n
αµ−nα˜
µ
−n
}
|0〉. (D.22)
This result is identical to (D.9) for the Neumann directions. The extension to the Dirichlet
directions was considered in [16, 35].
By using the operator V , we can express the functional integral I, which represents the
cylinder amplitude as illustrated in figure 8. In (D.13), the corresponding term to ωa†a+ 12
in the string theory is
ωa†a+
1
2
→
∞∑
n=1
D−1∑
µ=0
n
(
aµ−na
µ
n + a˜
µ
−na˜
µ
n
)− 2a
=
∞∑
n=1
D−1∑
µ=0
(
αµ−nα
µ
n + α˜
µ
−nα˜
µ
n
)− 2
a = 1 comes from the vacuum energy. L0 and L˜0 are the Virasoro generators given by
L0 =
α′
4
pˆ2 +
∞∑
n=1
αµ−nα
µ
n
L˜0 =
α′
4
pˆ2 +
∞∑
n=1
α˜µ−nα˜
µ
n
Note that pˆ|B〉 = 0 for Neumann directions. Thus the functional integral (D.13) becomes
I = 〈B|e−(L0+L˜0−2)T |B〉.
This result factorizes into two boundaries with appropriate weight (M2Ψ)
−1:
I ∼
∑
Ψ
〈B|Ψ〉(M2Ψ)−1〈Ψ|B〉.
where Ψ represents a closed string state [1].
The normalization constant Np is determined by comparing the cylinder amplitude of
closed channel with that of open channel. The amplitude of a cylinder stretched between
two parallel Dp-branes is
Aclosed = 〈Dp|∆|Dp〉 (D.23)
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Figure 8: Cylinder stretched between two D-branes
where |Dp〉 is given by (D.9):
|Dp〉 = Np exp
{
− 1
n
∑
n>0
αµ−nSµνα˜
ν
−n
}
|δ(xˆi)0〉.
We place the second D-bane at xˆi = ξi. Hence 〈Dp| is given by
〈Dp| = Np〈0|δ(xˆi − ξi) exp
{
− 1
n
∑
n>0
αµnSµν α˜
ν
n
}
.
∆ is the closed string propagator which is given by
∆ =
α′
2
∫ 1
0
dρ ρL0+L˜0−3.
Take care that we should integrate over the modulus l = − log ρ of the cylinder. A phys-
ical state is annihilated by L0 − L˜0. Therefore we can modify the propagator so that it
propagates only physical states:
∆ =
α′
2
∫ 1
0
dρ
∫ 2pi
0
dφ
2π
ρL0+L˜0−3eiφ(L0−L˜0).
After the change of variable z = ρeiφ, the closed string propagator is
∆ =
α′
4π
∫
|z|≤1
dzdz¯
|z|2 z
L0−1z¯L˜0−1.
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We define d⊥ = D − p− 1. The zero mode part in (D.23) becomes
(Np)
2 α
′
4π
∫
|z|≤1
d2z
|z|4 〈p
µ = 0|δ(xˆi − ξi)|z|α
′
2
pˆ2δ(xˆi)|pµ = 0〉
= (Np)
2 α
′
4π
∫
|z|≤1
d2z
|z|4
∫
dki
(2π)d⊥
∫
dk′i
(2π)d⊥
〈pµ = 0|(eik′i(xˆi−ξi)|z|α
′
2
pˆ2eikixˆ
i
)|pµ = 0〉
= (Np)
2 α
′
4π
∫
|z|≤1
d2z
|z|4
∫
dki
(2π)d⊥
∫
dk′i
(2π)d⊥
〈pa = 0, pi = −k′i|(e−ik′iξi |z|α
′
2
pˆ2)|pa = 0, pi = ki〉
= Vp+1(Np)
2 α
′
4π
∫
|z|≤1
d2z
|z|4
∫
dki
(2π)p+1
eikiξ
i |z|α
′
2
k2i .
where we have used
〈ki|k′i〉 = (2π)p+1δp+1(ki − k′i), Vp+1(2π)p+1δp+1(0).
Performing the Gaussian integral, the zero mode part gives
(Np)
2 α
′
4π
Vp+1e
− ξ2
2piα′t (2π2tα′)−d⊥/2, |z| = e−pit. (D.24)
The oscillator part in (D.23) gives∫
|z|≤1
d2z
|z|4 〈0|e
−Pn>0 1nαnSα˜nzN z¯N˜e−
P
n>0
1
n
α−nSα˜−n |0〉. (D.25)
Here we have introduced
N =
∑
n>0
α−nαn N˜ =
∑
n>0
α˜−nα˜n.
These operators satisfy the following relations:
zNeα−nz−N = eα−nz
n
z¯Neα−n z¯−N = eα−n z¯
n
zN˜eα˜−nz−N˜ = eα˜−nz
n
z¯N˜eα˜−n z¯−N˜ = eα˜−n z¯
n
n 6= 0.
By using these relations, (D.25) becomes∫
|z|≤1
d2z
|z|4 〈0|e
−Pn>0 1nαnSα˜ne−
P
n>0
1
n
α−nSα˜−n|z|2n |0〉.
Contracting oscillators in this equation, we have
∞∏
n=1
(
1
1− |z|2n
)D−2
(D.26)
The extra power (−2) comes from contributions of the ghost fields [17]. However, we omit
detailed calculations of the contractions.
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We change integral variables so that
|z| = e−pit d2z = −πe−2pitdtdϕ.
Multiplying the zero mode part (D.24) and the oscillator part (D.26), the cylinder ampli-
tude Aclosed in (D.23) gives
Aclosed = (Np)
2Vp+1
α′π
2
(2π2α′)−d⊥/2
∫ ∞
0
dt t−d⊥/2e−
ξ2i
2piα′t
(
f1(e
−pit)−24
)
f1(q) = q
1
12
∞∏
n=1
(1− q2n).
In order to compare this amplitude with that obtained in open channel, we perform change
of modulus t = 1τ . After this change, Aclosed becomes
Aclosed = (Np)
2Vp+1
α′π
2
(2π2α′)−d⊥/2
∫ ∞
0
dτ
τ
τ12−
p+1
2 e−
ξ2i τ
2piα′
(
f1(e
−pi
τ )−24
)
. (D.27)
On the other hand, the same amplitude is obtained from the viewpoint of open string
one-loop calculations:
Aopen = Vp+1(8πα
′)−
p+1
2
∫ ∞
0
dτ
τ
τ12−
p+1
2 e−
ξ2i τ
2piα′
(
f1(e
−pi
τ )−24
)
. (D.28)
These two results (D.27) and (D.28) are identical with the choice of Np such that
Np =
Tp
2
, Tp =
√
π
2
D−10
2
(2π
√
α′)
D
2
−2−p. (D.29)
Therefore we can see that the boundary state |Dp〉 reproduces the cylinder amplitude A
correctly. Here Tp represents the tension of Dp-brane.
To summarize this subsection, we have seen that the boundary state Dp〉 satisfies the
boundary condition
∂τ Xˆ
a(σ, τ = 0)|Dp〉 = 0 a = 0, 1, · · · , p
Xˆi(σ, τ = 0)|Dp〉 = ξi i = p+ 1, . . . ,D − 1 (D.3)
and reproduces the correct disk and cylinder amplitudes:
〈VΨ(k)〉disk = 〈Ψ(k)|Dp〉 (D.10)
Aclosed = 〈Dp|∆|Dp〉. (D.23)
The boundary state can be considered as superposition of emitted closed strings of various
shape
|Dp〉 =
∫
DXa(σ)|Xa(σ),Xi(σ) = ξi〉. (D.5)
The BRST invariant formulation and the ghost sector of the boundary state in superstring
theory was studies in [2, 3]. We note that the boundary state |Dp〉 is BRST invariant
considering the contribution of matter and ghost sectors. This represents the boundary
state is physical state of closed strings.
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D.2 Boundary state of single D-brane with Abelian field
In the previous subsection, we have ignored open strings attached to D-branes. In this
subsection we will consider a boundary state which includes excitation of massless opens
strings. In presence of open string excitation on a D-brane, the system is altered as a
source of closed strings from the D-brane with no excitation. In other words closed strings
emitted by the D-brane is affected by open string background fields. Therefore we consider
to construct a boundary state in which the contribution of open string background fields
is incorporated. A boundary state with an Abelian gauge field was studied by adding a
Wilson loop factor in [1, 3]. In case of constant field strength, the boundary state can be
calculated explicitly [1, 3, 12]. A boundary state with the general gauge field was studied
in [4, 5]. An another approach to construct a boundary state with the general open string
background fields was adopted in [36, 25]. Less in known about non-Abelian extension,
which is one of the main theme of this paper.
An open string couples to a gauge field on a D-brane through the point-like charge at
its endpoints. In presence of a background Abelian gauge field Aa(Xˆi(τ)), we should add
the boundary action at σ = 0
Sboundary = − i
2πα′
∫
dt Aa(Xˆ(t))∂τ Xˆ
a(t).
Note that the argument of the gauge field Aµ is the spacetime coordinates Xˆa(t) of open
string along the Neumann directions. This boundary action leads to the boundary condition
(∂σXˆa − Fab(Xˆ)∂τ Xˆb)
∣∣
σ=0
= 0 a = 0, 1, · · · , p
Xˆi
∣∣
σ=0
= ξi i = p+ 1, . . . ,D − 1
where Fab = ∂aAb − ∂bAa is the field strength, and τ = it. We translate these conditions
in closed channel, as (D.2) in the previous subsection. In this way we have the boundary
conditions for a Dp-brane with background gauge field:
(∂τ Xˆa − Fab(Xˆ)∂σXˆb)
∣∣
τ=0
|Dp[A]〉 = 0
Xˆi
∣∣
τ=0
|Dp[A]〉 = ξi. (D.30)
Here |Dp[A]〉 is a boundary state of Dp-brane with a gauge field Aa(Xˆ(σ)). The condition
along the Neumann directions is modified, and becomes nonlinear in Xˆ . Therefore it is
difficult to solve this condition in general. In case of constant field strength, namely
Fab(Xˆ) = Fab Aa(Xˆ) = −1
2
FabXˆ
b, (D.31)
these boundary conditions can be easily solved [17]. Substituting the mode expansion
(D.14), (D.30) becomes
((1 + F )abα
b
n + (1− F )abα˜b−n)|Dp[A]〉 = 0
(αin − α˜i−n)|Dp[A]〉 = 0
pˆa|Dp[A]〉 = 0
xˆi|Dp[A]〉 = ξi.
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These are satisfied by the following boundary state:
|Dp[A]〉 = Tp
2
√
− det(η + F ) exp
{
−
∑
n>0
1
n
αµ−nMµν α˜
ν
−n
}
δ(xˆi − ξi)|0〉
Mµν =
((
1− F
1 + F
)
ab
,−δij
)
.
(D.32)
We can see that the boundary state of Dp-brane with a gauge field Aa reduces to that
without a gauge field when Aa = 0. Explicitly we can show
|Dp[A = 0]〉 = |Dp〉.
The normalization constant can be determined by comparing couplings to closed massless
closed strings with the DBI action [17]. We will show the extra factor
√− det(η + F )
appears later in (D.38).
In the previous subsection, we have seen that a boundary which includes a boundary
action S is given by
|B[S]〉 =
∫
DXµ(σ)eiS[Xµ(σ)]|Xµ(σ)〉
= eiS[Xˆ
µ(σ)]|Dp〉.
(D.33)
which is obtained from (D.21) with the Wick rotation iσ → σ. This formula represents that
the contribution of the boundary action S is accounted for by including a factor eiS[X
µ(σ)]
in the functional integral (D.5). In other words, eiS[X
µ(σ)] gives a weight function in the
functional integral for Xµ(σ). In addition, we can say that the boundary state which
incorporates the boundary action S is obtained by operating eiS[Xˆ
µ(σ)] on the boundary
state |Dp〉 of Dp-brane.
We suppose that contribution of open string fields on a D-brane to the boundary state
is accounted for by choosing the action S[Xˆ(σ)] so that
S[Xˆµ(σ)] = Sboundary[Xˆ
µ(σ)].
Here Sboundary is the boundary term in the open string action as functional, while the
argument is replaced by the worldsheet field of closed strings at the boundary Xˆ(σ). This
is natural from the viewpoint of the modular transformation between open and closed
channels. In what follows, we concentrate on the gauge field. S in the boundary state
(D.33) is
S[Xˆµ(σ)] =
∫ 2pi
0
dσ Aa(Xˆ(σ))∂σXˆ
a(σ). (D.34)
Here we have rescaled the gauge so that 12piα′Aa → Aa. The exponential of this action gives
the Wilson loop operator
eiS[Xˆ
µ(σ)] = exp
{
i
∫ 2pi
0
dσ Aa(Xˆ(σ))∂σXˆ
a(σ)
}
. (D.35)
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Note that Xˆµ(τ) is periodic with respect to σ, namely Xˆµ(σ + 2π) = Xˆµ(σ). We define a
vertex operator of the gauge field A by
UA(k) = Aa(k)∂σXˆ
a(σ)eikXˆ(σ)
UA(Xˆ(σ)) = Aa(Xˆ(σ))∂σXˆ
a(σ) =
∫
dp+1k
(2π)p+1
Aa(k)∂σXˆ
aeikXˆ(σ)
.
By using this operator, (D.35) can be expressed by
eiS[Xˆ
µ(σ)] =
∞∑
n=1
(
i
∫
dσ UA(Xˆ(σ))
)n
.
Take the product of n vertex operators UA[Xˆ(σi)](i = 1, · · · , n), integrate over the position
σi of each vertex on the D-brane, sum up over the the number of vertices n, then we get
this factor e−S[Xˆµ(σ)]. It is worthwhile to note that the boundary state defined in this way,
namely
|Dp[A]〉 = exp
{
i
∫
dσAa(Xˆ(σ))∂σXˆ
a(σ)
}
|Dp〉, (D.36)
satisfies the required boundary conditions [4]:
(∂τ Xˆa − Fab(Xˆ)∂σXˆb)
∣∣
τ=0
|Dp[A]〉 = 0
Xˆi
∣∣
τ=0
|Dp[A]〉 = ξi. (D.30)
This follows from a property [4]
ei
R
dσA∂σXˆ(σ)∂τ Xˆa(σ)e
−i RdσA∂σXˆ(σ) = ∂τ Xˆa(σ)− Fab(Xˆ(σ))∂σXˆb(σ).
and the boundary condition (D.3) for |Dp〉.
We consider what amplitude a boundary state containing the boundary action repro-
duces. The disk amplitude which should be reproduced by the boundary states is
〈VΨ(k)e−Sboundary〉disk. (D.37)
VΨ(k) is a closed string vertex of state Ψ with momentum k, and Sboundary[A] is the
boundary action in the string action
Sboundary[A] =
∫
dτ Aa(Xˆ(τ))∂τ Xˆ
a(τ).
We denote the vertex operator of the gauge field A by
VA(k) = Aa(k)∂τ Xˆ
a(τ)eikXˆ(τ)
VA(Xˆ(τ)) = Aa(Xˆ(τ))∂τ Xˆ
a(τ) =
∫
dp+1k
(2π)p+1
Aa(k)∂τ Xˆ
aeikXˆ(τ)
.
By using this vertex, the exponential of the boundary action action in (D.37) becomes
eiSboundary[A] =
∞∑
n=1
(
i
∫
dσ VA(Xˆ(σ))
)n
.
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Take the product of n vertex operators VA[Xˆ(τi)](i = 1, · · · , n), integrate over the position
τi of each vertex at the boundary, sum up over the the number of vertices n, then we get
this factor eiSboundary[A]. In figure 9 we illustrate the disk amplitude (D.37) with a closed
string vertex of hµν , bµν , φ and two open string vertices of A
a,Xi.
We illustrate what insertion of UA and VA indicates. Figure 9 shows the disk amplitude
with one closed string vertex on the disk and two open string vertices at the boundary.
Because a boundary of worldsheet should attach to a D-brane, this amplitude corresponds
to figure 10. Open string vertices at the boundary means strips, and a closed string vertex
represents a cylinder. Therefore figure 11 is equivalent to figure 11 from the viewpoint
of worldsheet. Figure 11 illustrates a process in which one incoming open string splits
into outgoing one closed string and one open string, or two incoming open strings create
one closed string. ei
R
dτUA and ei
R
dσVA indicates that we should sum up the number of
open string vertices, and integrating the position of those vertices at the boundary. Such
a Wilson loop factor obtained in this way represents the effect of open string background
fields on closed string emission. The formula (D.33) indicates that open string fields can
be incorporated into the boundary state by including the Wilson loop factor.
In the case of constant field strength (D.31), we can calculate the boundary state
explicitly [1, 3]. The boundary action is
S[Xˆµ(σ)] =
i
4πα′
∫ 2pi
0
dσ FµνXˆ
ν(σ)∂σXˆ
µ(σ)
=
1
2
∞∑
n=1
D−1∑
µ,ν=0
xˆµnFµν ˆ˜x
ν
n
=
1
2
(xˆ|F |˜ˆx)
Here we have substituted (D.20), and defined (y|f |x) =∑n,m,µ,ν yµnfµνδmnxνn for fµν . From
(D.17), the boundary state becomes
|B[Aµ = FµνXµ]〉 =∫
DxDx˜ exp
{
−1
2
(x|F |x˜)− 1
2
(x|x˜) + (a˜†|x˜) + (a†|x)− (a†|a˜†)
}
|0〉.
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Figure 9: Disk with one closed and two open string vertices
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open strings
The functional integral is Gaussian, and can be performed to give
|B[Aµ = FµνXµ]〉 = Tp
2
∞∏
n=1
[det(1 + F )]−1 exp
{
−
∑
n>0
1
n
α−nµMµν α˜ν−n
}
|0〉
Mµν =
(
1− F
1 + F
)
µν
.
We use the zeta function regularization to evaluate the determinant:
∞∑
n=1
1 = ζ(0) = −1
2
.
Thus we get
|B[Aµ = FµνXµ]〉 = Tp
2
√
det(1 + F ) exp
{
−
∑
n>0
1
n
αµ−nMµν α˜
ν
−n
}
|0〉. (D.38)
This is identical to (D.32) obtained by requiring the boundary conditions. The overall
normalization is determined so that the boundary state reduces Dp〉 when F = 0, or van-
ishing gauge field. Therefore we can say the formula (D.33) reproduces the boundary state
(D.32) which determined by the boundary conditions in case of constant field strength.
We note that the boundary state (D.32), or equivalently (D.32), of Dp-brane with constant
magnetic field Fab is transformed by a T-dual transformation along X
a or Xb to that of a
D(p−1) brane rotated in (a, b) plane [18]. Therefore the presence of constant field strength
does not break the BRST invariance of the boundary state |Dp〉 of Dp-brane.
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The boundary state with non-constant field strength was studied in [4, 5, 36, 25]. It is
difficult to perform the functional integral in (D.33) in general. However, we can calculate
the formula (D.33) in terms of oscillators in α′ expansion for the general configuration
of open string fields. In [4, 5] the following properties were shown in such a way. The
boundary state (D.36) satisfies the nonlinear boundary condition(
∂τ Xˆa(σ)− Fab(Xˆ)Xˆb(σ)
)
|Dp[A]〉 = 0. (D.30)
where Fab(Xˆ(σ)) = ∂aAb(Xˆ(σ))−∂bAa(Xˆ(σ)). Formally |Dp[A]〉 is BRST invariant for an
arbitrary configuration of the gauge field Aa on the D-brane. However, it contains diver-
gences which cannot be regularized by the zeta function regularization. Such singularities
vanish when the gauge field satisfies the equation of motions. Therefore the boundary
state |Dp[A]〉 is well-defined when the gauge field Aa in on-shell. The couplings to massless
closed string, namely
〈hµν |Dp[A]〉, 〈bµν |Dp[A]〉, 〈φ|Dp[A]〉,
gives a part of DBI action linear in hµν , bµν , φ at the leading order in α
′. We follow this
study in order to develop a non-Abelian extension of boundary states in section 3.
[36, 25] takes an another approach. The boundary state is defined with prescription to
remove singularities. Thus the constructed boundary state includes no singularity. How-
ever, the boundary state is BRST invariant only when the equation of motion for the open
string field is satisfied. This approach is essentially same as that shown above except the
difference of prescription for divergences.
Incorporation of scalar fields φi on a D-brane was studied in [5]. The boundary state
(D.36) is modified to
|Dp[A,φ]〉 = exp
{
i
∫
dσ
(
Aa(Xˆ(σ))∂σXˆ
a(σ) + φi(Xˆ(σ))∂τ Xˆ
i(σ)
)}
|Dp〉
= exp
{
i
∫
dσ
(
Aa(Xˆ(σ))∂σXˆ
a(σ) + Ξi(Xˆ(σ))Πˆ
i(σ)
)}
|Dp〉.
(D.39)
Here we have defined
Ξi = 2πα′φi, Πˆi =
1
2πα′
∂τ Xˆ
i(σ).
This boundary state satisfies the following boundary conditions identical to those imposed
by the boundary action:
(∂τ Xˆa + ∂τ Xˆi∂aΞ
i(X)− Fab(Xˆ)∂σXˆb)
∣∣
τ=0
|Dp[A]〉 = 0
(Xˆi − Ξi(Xˆ))
∣∣
τ=0
|Dp[A]〉 = 0. (D.40)
We note that in case of a constant scalar field Ξi(Xˆ(σ)) = ξi, the zero mode part of the
boundary state becomes
ei
R
dσξiΠˆ
i(σ)δ(xˆi)|0〉 = eiξipˆi |xi = 0〉 = |xi = ξi〉. (D.41)
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This indicates that the scalar field φ = 2πα′ξ shifts the position of the Dp-brane. There-
fore we can say that a scalar field on a D-brane represents deformation of shape in the
transverse directions. Inclusion of the scalar field can be understood through the T-duality
[5].
We summarize this subsection, in particular what (D.37) and (D.39) indicate. We
define a boundary state |Dp[A,φ]〉 of a Dp-brane with gauge and scalar fields Aa, φi so
that
〈Ψ(k)|Dp[A,φ]〉 = 〈VΨ(k)eiSboundary[A,φ]〉disk (D.42)
where the boundary action Sboundary is
Sboundary =
∫
dτ
(
Aa(Xˆ)∂τ Xˆ
a(τ) + φi(Xˆ)∂σXˆ
i(τ)
)
. (D.43)
It is supported from the considerations above that |Dp[A,φ]〉 is given by
|B[S]〉 =
∫
DXµ(σ)eiS[Xµ(σ)]|Xµ(σ)〉
= eiS[Xˆ
µ(σ)]|Dp〉
(D.44)
where the boundary action S is
S[Xˆµ(σ)] =
∫
dσ
(
Aa(Xˆ)∂σXˆ
a(σ) + φi(Xˆ)∂τ Xˆ
i(σ)
)
. (D.45)
The open and closed string descriptions relate through the modular transformation (D.2),
namely σ ↔ τ .
D.3 Boundary state of multiple D-branes with non-Abelian field
In this subsection, we consider how to extend the boundary state of a single D-brane to
that of multiple D-branes. In case of multiple D-branes, open strings stretched between
different D-branes cause difficulty. A worldsheet which represents closed string emission
via such open string have many separated boundaries on different D-branes in general.
These worldsheet does not allow a simple relation between open and closed string channels.
Therefore it becomes difficult to reveal how effects of open strings are encoded into a
boundary state. However, the result in the previous subsection that the Wilson loop
factor incorporates the contribution of open strings into a boundary state suggest a naive
extension by using the non-Abelian Wilson loop factor. In this subsection we consider
what this way of extension implicates. In section 3, we will show that a formula for the
boundary state of multiple D-branes obtained in this way gives the couplings to massless
closed strings reviewed in section 2.
In N D-brane system, an open string fields has a Chan-Paton factor representing
D-branes on which the open string end. In other words, open string fields are N × N
matrices. Therefore open string fields on multiple D-branes are non-Abelian. In the low
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energy limit, (p+1)-dimensional U(N) supersymmetric Yang-Mills theory is realized on N
Dp-branes. Recall that a scalar field on a D-brane means displacement of position in the
transverse directions. An open string vertex operator also has a Chang-Patron factor, hence
is matrix-valued. A diagonal component means an open string with both endpoints on the
same D-brane. A off-diagonal component represents an open string stretched between two
different D-branes. The presence of off-diagonal components, or open strings stretched
between different D-branes, causes several difficulties. One of the difficulties is concerning
noncommutivity and fuzziness. In the case of multiple D-branes, matrix-valued scalar fields
Xi are noncommutative in presence of the off-diagonal component. This indicates that we
cannot determine definite positions of each D-brane. In other words, the shape of D-branes
become fuzzy. Therefore it is difficult to determine boundary conditions that a boundary
state of multiple D-branes with the general configuration of open string fields satisfies.
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Figure 12: Superposition of closed string emitted from each D-brane
The other difficulty caused by open strings stretched between different D-branes con-
cerns shape of worldsheets. We consider a worldsheet which indicates a process in which
an closed string is created via open strings. In absence of open strings stretched between
different D-branes, closed string emission from multiple D-branes is superposition of that
from each D-brane as illustrated in figure 12. Therefore a boundary state |B〉diaonal of N
D-branes is the sum of each D-brane:
|B〉diagonal =
N∑
m=1
|Dp〉m
where |Dp〉m is the boundary state of i-th D-brane. Consider N D-branes located at
xi = ξim(m = 1, · · · , N) without excitation of open strings. In this case, the sum boundary
states of each D-brane is given by
|B〉diagonal =
N∑
m=1
|Dp[ξim]〉
|Dp[ξim]〉 =
Tp
2
{
− 1
n
∑
n>0
αµ−mSµνα˜
ν
−n
}
δ(xˆi − ξim)|0〉, Sµν = (ηab,−δij).
– 78 –
By using the operator epˆiξ
i
m which moves the position of D-brane to xi = ξim operating on
the boundary state |Dp〉 of a Dp-brane at xi = 0 as shown in (D.41), this boundary state
can be rewritten as
|B〉diagonal =
N∑
m=1
eipˆiξ
i
m |Dp〉 =
N∑
m=1
ei
R
dσΠˆi(σ)ξ
i |Dp〉 = trei
R
dσΠˆi(σ)X
i |Dp〉
Xi = diag(ξi1, · · · , ξiN ).
(D.46)
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In presence of open strings stretched between different D-branes, the situation becomes
complex. We consider two coincident D-branes. The scalar field Xi in this system is 2× 2
matrix. The vertex operator of Xi is also 2 × 2 matrix. For example (Xi)12 corresponds
to an open string with one endpoint on the first D-brane and the other endpoint on the
second D-brane. A worldsheet which represents closed string emission via open strings
stretched between two D-branes is illustrated in figure 13 and 14. Although in these two
figures D-branes are illustrated as they are distant each other for simplicity of figures, we
consider they are coincident. The boundaries of these worldsheets do not draw a circle
on a single D-brane. Therefore it is not clear whether there is a simple relation between
open and closed channel as the modular transformation (D.2) for a cylindrical worldsheet
in case of a single D-brane. This indicates that the studies in subsection D.1 and [1, 2, 3]
are not applicable strictly in case of multiple D-branes with open string fields.
A cylinder is replaced by a closed string vertex, and an open string between D-branes is
replaced by an off-diagonal component of an open string vertex. Therefore the worldsheets
in figure 13 and figure 14 correspond to that in figure 15. Furthermore this worldsheet
corresponds to figure 16 on the disk. In the disk amplitude shown in figure 16, we need to
take trace on Chan-Paton factors, because the boundary of worldsheet cannot jump the
D-brane on which they exists except at the open string vertices. In addition, we need to
determine the ordering of open string fields because they are noncommutative. By requiring
the invariance under the gauge transformation for the open string fields, we can see it is
natural to adopt the path ordering prescription. From these considerations, we define the
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boundary state of multiple D-branes |B[A,Xi]〉by a closed string state which satisfies
〈Ψ|B[Aa,Xi]〉 = 〈VΨtrPeiSboundary[Aa(Xˆ(τ)),Xi(Xˆ(τ))]〉disk (D.47)
for an arbitrary closed string state |Ψ〉, where P is the path ordering with respect to τ ,
and tr is trace on Chan-Paton factors. The Sboundary is given by
Sboundary[A
a(Xˆ(τ)),Xi(Xˆ(τ))] =
∫
dτ
(
Aa(Xˆ)∂τ Xˆ
a(τ) +Xi(Xˆ(τ))Πˆ
i(τ)
)
. (D.48)
which are non-Abelian extension of (D.43). Note that Sboundary is matrix-valued, and
becomes a boundary action after we take trace with a prescription for ordering. This
amplitude was calculated in [6] for multiple D0-branes. The results coincide with that
obtained from Matrix theory potential [7, 8, 9] and non-Abelian DBI action [10] as shown
in section 2.
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Recall that in case of a single D-brane, the effect of open string fields on the boundary
state is accounted for by including the Wilson loop factor in subsection D.2. This implies
the boundary state of multiple D-branes with open string fields is obtained simply simply
by the non-Abelian extension of the Wilson loop factor as discussed in [3]. The form of
the boundary state |B〉diagonal in (D.46) also suggests that the same form is valid even in
presence of off-diagonal components of matrix-valued open string fields with a prescription
for ordering. In order to impose the gauge invariance on the boundary state, we choose the
path ordering prescription. Considering them all, we suppose the non-Abelian boundary
state which satisfies the condition (D.47) is given by
|B[Aa,Xi]〉 = trP exp
{
iS[Aa(Xˆ(σ)),Xi(Xˆ(σ))]
}
|Dp〉 (D.49)
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where the path ordering P with respect to σ is required by invariance under gauge trans-
formation of open string fields. S is given by
S[Aa(Xˆ(σ)),Xi(Xˆ(σ))] =
∫
dσ
(
Aa(Xˆ)∂σXˆ
a(σ) +Xi(Xˆ(σ))Πˆ
i(σ)
)
. (D.50)
In section 3, we show that the boundary state (D.49) satisfied the condition (D.47) at least
for couplings to massless closed strings Ψ = hµν , bµν , φ up to order α
′2.
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