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Abstract
We obtain estimates for certain oscillatory integrals with polynomial (degree n) phase, p(t). These
estimates are stated in terms of differences between the roots, real or complex, of p(n−3)(t) and
p(n−2)(t) or between p(n−2)(t) and p(n−1)(t). The sharpness of these results is also explored. This
result is a partial generalization of the results found in [J. Math. Anal. Appl. 280 (2003) 424].
 2004 Elsevier Inc. All rights reserved.
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1. Introduction




where p(t) is a polynomial with real coefficients and of degree n 4 for Theorem 1.1 and
degree n  3 for Theorem 1.2. In the series of papers [2,3] Oberlin obtains estimates for
such integrals in order to study convolution operators supported on curves. His estimates,
which are functions of the coefficients of p, are expressed in terms of resultants of various
E-mail address: felkelbh@appstate.edu.0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.04.025
B.H. Felkel / J. Math. Anal. Appl. 296 (2004) 326–339 327derivatives of p, and hence may be thought of as depending on the differences between
the roots of those derivatives. Motivated in part by Oberlin’s results, Wainger (oral com-
munication) posed the general problem of finding estimates for the integrals (1.1) which
are phrased in terms of the roots of various derivatives of p and give the optimal rate of
decay as λ → ∞. In [1] Felkel provides a partial solution to this problem by requiring that
some derivative of the phase polynomial have all real roots. In this paper we provide a
partial generalization to this problem by allowing p(n−3)(t) and p(n−2)(t) to have complex
conjugate roots.
Theorem 1.1. Let p be a real, monic polynomial of degree n. If
p(n−3)(t) = C(t − x1)
(
t − (x2 + iy2)
)(
t − (x3 + iy3)
)
and





















(xs−1 − uk)2 + y2s−1 + v2k .
(Note: An empty product is defined to be 1, x0 = x1, y0 = 0, x2 = x3, and y2 = −y3.
Assume x1  x2 and u1  u2.)
Theorem 1.2. Let p be a real, monic polynomial of degree n. If
p(n−2)(t) = C(t − (x1 + iy1))(t − (x2 + iy2))
and





















(xs−1 − uk)2 + y2s−1.
(Note: An empty product is defined to be 1, x0 = x1 = x2 = u1, and y1 = −y2.)
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[2, Theorem 3′]. Also if n = 4, Theorem 1.1 of this paper and [1, Theorem 1.1] yield the
same conclusion as [4, Theorem 2]. Throughout this paper p(t) will denote a polynomial
with real coefficients and n will denote its degree. We will say A is equivalent to B and will
write A ∼ B if there exists a constant C, depending only on n, such that A/C  B  CA.
The proofs of Theorems 1.1 and 1.2 are contained in Section 2. The proof of Theorem 1.1
requires seven lemmas which are proved in Section 3. Section 4 explores the sharpness of
Theorem 1.1.
2. Proofs of theorems


















∣∣∣∣x1 + u12 − u1 − iv1
∣∣∣∣
∣∣∣∣x1 + u12 − u2 + iv2
∣∣∣∣
=
∣∣∣∣x1 − u12 − iv1
∣∣∣∣
∣∣∣∣x1 + u12 − u2 + iv2
∣∣∣∣.
If v1 > 0, then u1 = u2, v1 = −v2 and∣∣∣∣x1 − u12 − iv1
∣∣∣∣








∣∣∣∣∼ |x1 − u1|2 + v21
= K(1).
If v1 = 0, then∣∣∣∣x1 − u12 − iv1
∣∣∣∣




∣∣∣∣x1 + u12 − u2
∣∣∣∣,
which by applying Lemma 3.2 is equivalent to






Applying Van der Corput’s lemma again, we see that∣∣∣∣∣
∞∫
eiλp(t) dt
∣∣∣∣∣ C|λ|−1/(n−2)∣∣p(n−2)(x3 + y2)∣∣−1/(n−2).
x3+y2
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If v1 = 0, then∣∣p(n−2)(x3 + y2)∣∣∼ ∣∣(x3 − u1) + y2∣∣∣∣(x3 − u2) + y2∣∣,
which by Lemma 3.3 is equivalent to√
(x3 − u1)2 + y22
√
(x3 − u2)2 + y22 = K(3).
If v1 > 0, then∣∣p(n−2)(x3 + y2)∣∣∼ ∣∣(x3 − u1 + y2)2 + v21∣∣,
which by applying Corollary 3.4 is equivalent to
(x3 − u1)2 + y22 + v21 = K(3).
Case I. Let y2 < 1√3 |x1 − x2|.
Case Ia. y2 < (x2 − u1)/2.
















Note that∣∣p(n−2)(x2 − y2)∣∣∼ |x2 − y2 − u1||x2 − y2 − u2|
= ∣∣(x2 − u1) − y2∣∣∣∣(x2 − u2) − y2∣∣.
According to Lemma 3.5, |(x2 − u1) − y2| ∼ |(x2 − u1) + y2|. Also Lemma 3.6 yields






∣∣∣∣x2 + u12 − u1
∣∣∣∣
∣∣∣∣x2 + u12 − u2
∣∣∣∣∼ |x2 − u1|
∣∣∣∣x2 + u12 − u2
∣∣∣∣.
Note that
x2 − u1  (x2 − u1) + y2  3 (x2 − u1).2
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√
(x2 − u1)2 + y22 .
Also ∣∣∣∣x2 + u12 − u2
∣∣∣∣=
(
u2 − x2 + u12
)
= (u2 − (x2 − y2))+ (x2 − y2) − x2 + u12 .
By Lemma 3.6 this last expression is equivalent to
y2 + (x2 − y2) − x2 + u12 =
x2 − u1
2
∼ |x2 − u1|.
An application of the logarithmic derivative at u1 (i.e. (p(n−2)/p(n−3))(u1)) shows that











Since the result is immediate if y2  (|λ|K(3))−1/(n−2), we assume the reverse inequality.
Now note that∣∣p(n−3)(u2)∣∣∼ |x1 − u2|∣∣(x2 − u2) + iy2∣∣∣∣(x2 − u2) − iy2∣∣
= |x1 − u2|
√
(x2 − u2)2 + y22
√
(x2 − u2)2 + y22 .
Because y2 
√
(x2 − u2)2 + y22 
√
2y2, we have that
√
(x2 − u2)2 + y22 ∼ y2. Therefore∣∣p(n−3)(u2)∣∣∼ |x1 − u2|√(x2 − u2)2 + y22 y2.
Recalling Lemma 3.3, the fact that |x2 − u1| ∼ |x1 − u2| ∼ |x1 − x2|, and since we are in
Case I,
|x1 − u2| ∼ |x2 − u1| + y2 ∼
√
(x2 − u1)2 + y22 .
Therefore∣∣p(n−3)(u2)∣∣∼ K(3)y2.
Assuming the reverse inequality stated above,





∣∣∣∣∣ C|λ|−1/(n−3)∣∣p(n−3)(u2)∣∣−1/(n−3)  Cn|λ|−1/(n−2)K(3)−1/(n−2).
x2−y2






















− x1 + u1
2
= x2 − x1
2
max
{[|λ| K(1)]−1/(n−2), [|λ| K(2)]−1/(n−2)}




























x2 − x1 + u12
)2
+ y22
∼ |x1 − u1|
√(




x2 − x1 + u12
)2
+ y22 .
Because |x2 − u1| ∼ |x1 − x2| and since we are in Case Ia, (x2 − (x1 + u1)/2) + y2 ∼




)∣∣∣∣∼ |x1 − u1||x1 − x2||x1 − x2| ∼ |x1 − u1||x1 − u2||x1 − x2|
= K(1)|x1 − x2|.
























Hence the desired result holds over this interval.
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(x2 + y2) − x1 + u12 max
{[|λ| K(1)]−1/(n−2), [|λ|K(3)]−1/(n−2)},
the result is immediate. Hence, we assume the reverse of this inequality. We proved above,
without assuming part a of Case I, that∣∣p(n−3)(u2)∣∣∼ K(3)y2.
In Case Ib, (x2 − u1)/2 y2 and thus y2 ∼ |x1 − x2|. Also
(x2 + y2) − x1 + u12 =
(
x2 − x1 + u12
)
+ y2 ∼ |x1 − x2|.
Using these equivalences and the reverse inequality just stated, we see that∣∣p(n−3)(u2)∣∣ CnK(3)|λ|−1/(n−2)K(3)−1/(n−2) = Cn|λ|−1/(n−2)K(3)(n−3)/(n−2).






)∣∣∣∣∼ |x1 − u1||x1 − x2||x1 − x2| ∼ K(1)|x1 − x2|.
In our current case










Case II. Assume that y2 > 1√3 |x1 − x2|.















− x1 + u1
2








)∣∣∣∣∼ |x1 − u1|
√(




x2 − x1 + u12
)2
+ y22 .












x2 − x1 + u12
)2
+ y22 .
Applying Lemma 3.7, we get that√(
































∣∣∣∣x2 + u12 − u1 + iv1
∣∣∣∣
∣∣∣∣x2 + u12 − u1 − iv1
∣∣∣∣
=
∣∣∣∣x2 − u12 + iv1
∣∣∣∣














(x2 − u1)2 + v21
√
(x2 − u1)2 + v21 ∼
√
(x1 − u1)2 + v21
√
(x1 − u1)2 + v21
= K(1).
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In this case v1 = v2 = 0 and u1 = u2 = 2x2/3 + x1/3. Also |x1 − u1| ∼ |x2 − u1| ∼













(x2 + y2) − x1 + u12 
[|λ|K(1)]−1/(n−2)





























Note that |(x1 + u1)/2 − x2| ∼ |x1 − x2| ∼ y2.




)∣∣∣∣∼ |x1 − u1||x1 − u2||x1 − x2| = K(1)|x1 − x2|.






Cases I–III prove the result provided that x1 = x2.






We then see that∣∣p(n−2)(x1)∣∣∼ |y2|2 ∼ K(1).
Because the intervals above partition R, in order to obtain the desired result, one need
only intersect [a, b] with the appropriate intervals above and integrate over the intersec-
tions. 
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rately over [a, b] intersected with the intervals (−∞, x1 − y1), (x1 − y1, x1 + y1), and





∣∣∣∣∣ Cn|λ|−1/(n−1)∣∣p(n−1)(x1 − y1)∣∣−1/(n−1).





∣∣∣∣∣ Cn|λ|−1/(n−1)∣∣p(n−1)(x1 + y1)∣∣−1/(n−1)
and ∣∣p(n−1)(x1 + y1)∣∣∼ y1 ∼ K(2).
Finally, if
2|y1| |λ|−1/(n−1)K(1)−1/(n−1),













∣∣p(n−2)(x1)∣∣∼ |y1||y1| > CK(1)|λ|−1/(n−1)K(1)−1/(n−1)
= C|λ|−1/(n−1)K(1)(n−2)/(n−1).
Therefore∣∣p(n−2)(x1)∣∣−1/(n−2)  Cn|λ|1/((n−2)(n−1))K(1)−1/(n−1)
and the result follows. 
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This section addresses the lemmas cited in Section 2. We consider a polynomial of the
form p(t) = A(t − x1)(t − (x2 ± iy2)). The roots of p′ are
4x2 + 2x1 ±
√
(4x2 + 2x1)2 − 12(x22 + 2x1x2 + y22)
6
.
Lemma 3.1. Let p(t) be a polynomial of degree 3 such that, p(t) = A(t − x1)(t −
(x2 ± iy2)) where y2 > 0, then, y2  1√3 |x1 − x2| iff p′(t) = C(t − u1)(t − u2) with
u1, u2 ∈ .
Proof. The proof follows from the quadratic formula. 
Lemma 3.2. Let p(t) = A(t − x1)(t − (x2 ± iy2)) where x1 < x2 and p′ has real roots
u1 < u2, then∣∣∣∣x1 + u12 − u2
∣∣∣∣∼ |x1 − u2|.
Proof. Note that x1 < u1 < u2 < x2. Thus∣∣∣∣x1 + u12 − u2
∣∣∣∣= u2 − x1 + u12 = (u2 − u1) +
(
u1 − x1 + u12
)
= (u2 − u1) + u1 − x12 ∼ (u2 − u1) + (u1 − x1) = |x1 − u2|. 
Lemma 3.3. (a + b) ∼ (a2 + b2)1/2 with a, b > 0.
Proof. For b > 0 and x ∈ [0,∞) consider f (x) = 4(x + b) − (x2 + b2)1/2. Note that
f ′(x) = 4 − x/√x2 + b2 so f has no critical points and f (0), f ′(0) > 0. Thus(
a2 + b2)1/2  4(a + b).





15) > 0. Hence
1
4
(a + b) (a2 + b2)1/2. 
Corollary 3.4. (a + b)2 ∼ (a2 + b2) with a, b > 0.





then ∣∣(x2 − u1) − y2∣∣∼ ∣∣(x2 − u1) + y2∣∣.
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(x2 − x1)2 − 3y22 ∼ |x2 − x1|.
This result, along with the assumption on y2, yields the fact that∣∣(x2 − u1) + y2∣∣∼ |x2 − x1|.




∣∣(x2 − u1) − y2∣∣ 2(x2 − u1).
So
|x2 − x1| ∼ |x2 − u1| ∼
∣∣(x2 − u1) − y2∣∣. 
Lemma 3.6. Under the assumptions of Lemma 3.5,∣∣(x2 − u2) − y2∣∣∼ ∣∣(x2 − u2) + y2∣∣∼ |y2|.
Proof. It must be the case that y2 > (x2 − u2). In fact x2 − u2  y2/
√
3. Thus






y2  (x2 − u2) + y2  2y2.
Thus ∣∣(x2 − u2) − y2∣∣∼ y2 ∼ ∣∣(x2 − u2) + y2∣∣. 
Lemma 3.7. Let p be a third degree polynomial with one real and two complex conjugate
roots, say x1 and x2 ± iy2 with x1 < x2, such that p′ also has complex conjugate roots, say







(x1 − u1)2 + v21 .
Proof. From the remarks at the beginning of Section 3 we see that u1 = (4x2 + 2x1)/6
and v1 =
√
3y22 − (x2 − x1)2/3. Because p has complex roots, it must be that y2 >
1√
3
(x2 − x1). A simple calculation shows that
(x1 − u1)2 + v21 =
y22
3




The formulas above for u1 also show that
|x1 − u1| ∼ |x2 − u1| ∼ |x1 − x2| ∼
∣∣∣∣x1 + u1 − x2
∣∣∣∣.2





+ y22 ∼ (x2 − u1)2 + y22 ∼ y22 . 
4. Sharpness
Consider a polynomial p(t) defined as follows:
p(n−3)(t) = Ct((t − δx2)2 + δ2y22),
where x2 > 0 and y2 > 0 are fixed and
p(n−j)(0) = 0 for 4 j  n.
Note that C is chosen so that p is monic.
It should also be noted that as δ → 0, we have that p(t) approaches the function





then for any fixed δ, it is easy to see that
lim sup
λ→∞
|λ|1/(n−2)∣∣I (λ)∣∣= C(δ) < ∞.
It is a consequence of [5, Proposition 3, p. 334] and a partition of unity argument that





dt = Cλ−1/n + O(λ−2/n) as λ → ∞.
So a decay rate of λ−1/n, as λ → ∞, is the best possible decay rate for the phase P(t) = tn.
This means that C(δ) above must increase to ∞ as δ → 0. As one measure of the sharpness
of Theorem 1.1, we show that it gives the optimal C(δ) in this situation.




















Using a partition of unity argument and [5, Proposition 3], one may check that there is
an a such that, as λ → ∞,∣∣I (λ)∣∣= a0|λ|−1/(n−2) + O(|λ|−2/(n−2)).
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References
[1] B. Felkel, Decay estimates for oscillatory integrals with polynomial phase, J. Math. Anal. Appl. 280 (2003)
424–440, doi:10.1016/S0022-247X(03)00129-X.
[2] D. Oberlin, A convolution estimate for a measure on a curve in R4, Proc. Amer. Math. Soc. 125 (1997)
1355–1361.
[3] D. Oberlin, An application of the resultant to oscillatory integrals with polynomial phase, Math. Res. Lett. 5
(1997) 773–776.
[4] D. Oberlin, Estimates for oscillatory integrals with polynomial phase, preprint.
[5] E.M. Stein, Harmonic Analysis, Princeton Univ. Press, Princeton, NJ, 1993.
