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Abstract
This paper proves a multiplicity result for the minimal periodic solutions of Hamiltonian system
x˙(t) = J∇H(x(t)) under a superquadratic hypothesis on H weaker than the Ambrosetti–Rabinowitz-type
condition. We also define a class of homogeneous functions, that are more general than the classical ones,
and prove the Rabinowitz’s conjecture in the case of H satisfying such new homogeneity.
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1. Introduction
This paper is concerned with the minimal periodic solutions of the following autonomous
Hamiltonian system:
x˙(t) = J∇H (x(t)), (1.1)
where J = ( 0 −In
In 0
)
is the standard symplectic matrix on R2n. If H is superquadratic, Rabi-
nowitz [16] proved the existence of T -periodic solution for every T > 0. He also proposed
a conjecture that (1.1) has a nonconstant periodic solution having any prescribed minimal pe-
riod. Since then, there have been many remarkable results to Rabinowitz’s conjecture under
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therein. M. Girardi and M. Matzeu [12,13] obtained some interesting results for H without any
convexity hypotheses. In their works, the following Ambrosetti–Rabinowitz-type condition is
necessary:
(AR) 0 < μH(x)
〈∇H(x), x〉, μ > 2, x ∈ R2n \ {0}.
Here and after, we denote by 〈·,·〉 and | · | the inner product and norm of R2n, respectively.
In this paper we consider the minimal periodic solutions of (1.1) when the conditions (AR) is
not necessarily satisfied. We also define a class of homogeneous function, which are more general
than the classical ones, and prove the Rabinowitz’s conjecture for H satisfying such generalized
homogeneity. Our results cover the related theorems of [12,13].
It is well known that the condition (AR) appears extensively in the literatures related to var-
ious superlinear differential equations. In [6,9,10,15], some new conditions were introduced to
improve (AR). The idea of this paper is different from all of these works, it is related to [4] of
the author which discussed the periodic solutions of (1.1) with prescribed period.
Definition 1.1. [1–4] A vector field V defined on R2n is called positive if 〈V x,x〉 > 0 for
x ∈ R2n \ {0}. We call V a normalized positive vector field if V is positive, linear and satisfies
the following two conditions:
(V1) JV = V J ,
(V2) 〈V x,x〉 = 〈x, x〉 for x ∈ R2n.
For a normalized positive vector field V , denote its flow by {ϕs}. Then condition (V1) implies
Jϕsx = ϕsJx. Meanwhile, by condition (V2) (see [1,2])
〈ϕsx,ϕsy〉 = e2s〈x, y〉 ∀x, y ∈ R2n. (1.2)
Especially,
|ϕsx| = es |x|. (1.3)
Definition 1.2. Let V be a normalized positive vector field on R2n with flow {ϕs}, μ > 0 be
a constant and h ∈ C(R2n,R1). We call h a positive homogeneous function of degree μ with
respect to V if h(x) > 0 for x ∈ R2n \ {0} and
h(ϕsx) = esμh(x) ∀x ∈ R2n, ∀t ∈ R1. (1.4)
If V x = x, then ϕsx = esx. In this case the above concept is just the classical positive homo-
geneous function of degree μ.
Lemma 1.3. Suppose h ∈ C1(R2n,R1) is a positive homogeneous function of degree μ with
respect to a normalized positive vector field V , then for any x ∈ R2n,
(h1) ∇h(ϕsx) = e(μ−2)sϕs∇h(x),
(h2) 〈∇h(x),V x〉 = μh(x),
(h3) h(x) a1|x|μ,
(h4) |∇h(x)| a2|x|μ−1,
where a1 and a2 are positive constants.
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to x in any direction y, by (1.2),〈∇h(ϕsx),ϕsy〉= eμs 〈∇h(x), y〉= e(μ−2)se2s 〈∇h(x), y〉= 〈e(μ−2)sϕs∇h(x),ϕsy〉.
So (h1) holds.
Differentiate (1.4) with respect to s, ∀x ∈ R2n, ∀s ∈ R1,
d
ds
h(ϕsx) =
〈∇h(ϕsx),V (ϕsx)〉= μesμh(x) = μh(ϕsx). (1.5)
Let s = 0, we obtain (h2).
Denote by S2n−1 the unit sphere in R2n. For any x ∈ R2n \ {0}, there exist unique s ∈ R1 and
ξ ∈ S2n−1 such that x = ϕsξ (see [1,4] for details). By (1.5),
d
ds
h(ϕsξ) = μh(ϕsξ).
Integrating this equality from 0 to s,
s∫
0
d
ds
h(ϕsξ)
h(ϕsξ)
ds = μs.
Thus,
lnh(ϕsξ) = μs + lnh(ξ).
Note that lnh(ξ) is bounded for ξ ∈ S2n−1 and {ϕs} satisfies |x| = |ϕsξ | = es , then there exists
a constant a1 > 0 such that
h(x) = h(ϕsξ) a1esμ = a1|x|μ.
This proves (h3).
By (h1) and (1.3), |∇h(ϕsx)| = e(μ−1)s |∇h(x)|. Hence,
d
ds
∣∣∇h(ϕsx)∣∣= (μ − 1)e(μ−1)s∣∣∇h(x)∣∣= (μ − 1)∣∣∇h(ϕsx)∣∣. (1.6)
Integrating (1.6) from 0 to s, by the same fashion in proving (h3), we obtain (h4). 
We state the main results of this paper.
Theorem 1.4. Let H ∈ C1(R2n,R1). Suppose there exist constants μ > 2, a1 > 0 and a2 > 0
such that the following conditions hold for all x ∈ R2n:
(H1) H(x) a1|x|μ,
(H2) there exists a normalized positive vector field V such that
μH(x)
〈∇H(x),V x〉, (1.7)
(H3) |∇H(x)| a2|x|μ−1,
(H4) a2/a1 
√
2μ.
Then for any T > 0, (1.1) has at least n distinct nonconstant periodic solutions with minimal
period T .
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with respect to a normalized positive vector field V , then for any T > 0, (1.1) has a nonconstant
periodic solution with minimal period T . That is, the Rabinowitz’s conjecture holds in this case.
Remark. (i) If V x = x, the condition (H2) is the Ambrosetti–Rabinowitz-type condition (AR). In
this case, Theorems 1.4 and 1.5 conclude Theorem 1 of [13] and Theorem 3 of [12], respectively.
(ii) The homogeneous Hamiltonian systems in the plane have some peculiar properties, which
have been discussed by C. Fabry and A. Fonda [8,11]. These works can be extended to the
situation for H with new homogeneity in the sense of Definition 1.2. We will consider this
problem elsewhere.
(iii) As in [13], Theorem 1.4 can be used to consider the fixed energy problem of (1.1). Since
we cannot give new contributions other than [1,2], the details are omitted.
In the rest part of this section, we present two examples. The first one, Example 1.6, shows
that a function H satisfying the assumption of Theorem 1.5 does not necessarily satisfy the
condition (H4) of Theorem 1.4. Then Theorem 1.5 is not a corollary of Theorem 1.4. The second
one illuminates the fact that our results are more general than that of [12,13] essentially.
Example 1.6. Define a function H ∈ C1(R2,R1) as follows
H(x) = ξ41 + 3ξ42 ∀x = (ξ1, ξ2) ∈ R2.
Then H is a positive homogeneous function of degree 4 with respect to the normalized positive
vector field V x = x. H also satisfies the conditions (H1)–(H3) of Theorem 1.4 with any positive
numbers a1  1, μ 4 and a2  12. Meanwhile, it is clear that (H4) does not hold.
Example 1.7. Let θ(x) be the argument of x = (ξ1, ξ2) ∈ R2 \ {0} defined by
θ(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
arctan(ξ2/ξ1) if ξ1 > 0, ξ2  0,
π
2 if ξ1 = 0, ξ2 > 0,
arctan(ξ2/ξ1) + π if ξ1 < 0,
3π
2 if ξ1 = 0, ξ2 < 0,
arctan(ξ2/ξ1) + 2π if ξ1 > 0, ξ2 < 0.
For any μ > 2, define a function H ∈ C1(R2,R1) and a normalized positive vector field V as
follows
H(x) =
{ |x|μ/eμ sin 4(ln |x|+θ(x)) if x = 0,
0 if x = 0, V x =
(
1 1
−1 1
)
x.
In [4] it is proved that H satisfies (H2) but does not satisfy the Ambrosetti–Rabinowitz-type
condition (AR) essentially. We further prove that H is a homogeneous function of degree μ with
respect to V .
The flow {ϕs} of V is
ϕs = es
(
cos s sin s
− sin s cos s
)
.
The direct computation shows that for x = 0,
|ϕsx| = es |x|, θ(ϕsx) = θ(x) − s.
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|ϕsx|μ = eμs |x|μ, eμ sin 4(ln |ϕsx|+θ(ϕsx)) = eμ sin 4(ln |x|+θ(x)).
Consequently,
H(ϕsx) = eμsH(x) ∀x ∈ R2, ∀s ∈ R1.
It is also clear that H is not a homogeneous function in the classical sense. That is, H does not
satisfy the following condition for any μ > 0:
H(tx) = tμH(x) ∀x ∈ R2, ∀t > 0.
2. Proofs of the main results
Let ST = R1/(T Z). Denote by E = W1/2,2(ST ,R2n) the Sobolev space consists of all x(t) in
L2(ST ,R2n) whose Fourier series
x(t) =
+∞∑
k=−∞
exp
(
2kπtJ
T
)
ak, ak ∈ R2n,
satisfies
‖x‖2E ≡ T |a0|2 + T
∞∑
k=−∞
|k| · |ak|2 < +∞.
The inner product on E is defined by
〈x1, x2〉E = T
〈
a10, a
2
0
〉+ T +∞∑
k=−∞
|k|〈a1k , a2k 〉,
where xi =∑+∞k=−∞ exp( 2kπtJT )aik , i = 1,2.
For compact Lie group G = ST , the G-action on E is defined by
T = {Tθ | Tθ x(t) = x(t + θ), θ ∈ ST }.
Let Σ be the family of closed and Tθ -invariant subsets of E and
F = {x ∈ E | Tθ x = x, ∀θ ∈ ST }.
Denote by i and i∗2 the index theory and the pseudoindex theory with d-dimension property
defined in [5]. We state an abstract critical point theorem of V. Benci:
Theorem 2.1. [5, Theorem 4.2] Suppose f ∈ C1(E,R1) satisfies the following assumptions:
(f1) f (x) = 12 〈Ax,x〉E + φ(x), where A is bounded selfadjoint and φ′ is compact.(f2) f is Tθ -invariant and satisfies (PS) condition in [c0, c∞], where c0 < c∞ are constants.
(f3) There exist two invariant subspaces E1,E2 ∈ Σ and a constant ρ > 0 such that:
(i) F ∩ E1 = {0}; F ⊂ E2, A(E2) = E2,
(ii) f (x) > c0 ∀x ∈ E1 ∩ Sρ , where Sρ = {x ∈ E | ‖x‖E = ρ},
(iii) f (x) < c∞ ∀x ∈ E2,
(iv) the integer k¯ = 1
d
(dim(E1 ∩ E2) − codim(E1 + E2)) is well defined and positive.
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ck = inf
i∗2 (B)k
sup
x∈B
f (x) (2.1)
are critical values of f and c0  c1  · · ·  ck¯  c∞. Moreover, if c = ck = · · · = ck+r , then
i(Kc) r + 1.
To apply Theorem 2.1, we give the functional setting. Define the linear bounded selfadjoint
operator A on E by extending the bilinear form
〈Ax,y〉E =
T∫
0
(−J x˙, y) dt. (2.2)
Let Ek = {exp( 2kπtJ
T
)ak | ak ∈ R2n} for any integer k and
E+ =
⊕
k>0
Ek, E− =
⊕
k<0
Ek.
Denote by P± the projections of E to E±, respectively. Then
A = 2π
T
P+ − 2π
T
P−. (2.3)
Let V be the normalized positive vector field of Theorem 1.4 with ‖V ‖ = b. Define the vector
field V˜ on E as follows
(V˜ x)(t) = V (x(t)). (2.4)
The flow of V˜ , denoted by {ϕ˜s}, satisfies (ϕ˜sx)(t) = ϕsx(t).
Lemma 2.2. [1] V˜ is equivariant and the following equalities hold ∀x, y ∈ E:
〈Ax, V˜ x〉E = 〈Ax,x〉E, (2.5)
‖x‖E  ‖V˜ x‖E  b‖x‖E, (2.6)
〈Aϕ˜sx, ϕ˜sy〉E = e2s〈Ax,y〉E. (2.7)
Hereafter we always suppose H ∈ C1(R2n,R1) satisfies the conditions (H1)–(H3) of Theo-
rem 1.4. Define φ : E → R1 by
φ(x) =
T∫
0
H
(
x(t)
)
dt.
Proposition B.37 of [17], φ ∈ C1(E,R1), φ′(x) is compact. The T -periodic solutions of (1.1) are
corresponding to the critical points of the following functional f ∈ C1(E,R1):
f (x) = 1
2
〈Ax,x〉E − φ(x) ∀x ∈ E. (2.8)
Lemma 2.3. f satisfies the (PS) condition, i.e., if {xm} ⊂ E, with f ′(xm) → 0 and |f (xm)|M
for some constant M > 0, then {xm} has a convergent subsequence.
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For m large enough, by (2.6), (H1) and (H2),
M + b‖xm‖E M + ‖V˜ xm‖E  f (xm) − 12f
′(xm)(V˜ xm)
= 1
2
T∫
0
〈∇H(xm),V xm〉dt −
T∫
0
H(xm)dt

(
μ
2
− 1
) T∫
0
H(xm)dt M1‖xm‖μLμ,
which implies
‖xm‖Lμ M2‖xm‖1/μE + M3. (2.9)
Decompose xm as xm = x+m + x−m + x0m ∈ E+ ⊕ E− ⊕ E0, then
M + b‖xm‖E M1‖xm‖μLμ M4‖xm‖μL2 M5
∥∥x0m∥∥μE.
Hence,∥∥x0m∥∥M6(1 + ‖xm‖1/μE ). (2.10)
On the other hand, for m large enough,
2π
T
‖x+m‖2E = 〈Axm,x+m〉E = f ′(xm)x+m +
T∫
0
〈∇H(xm), x+m 〉dt
 ‖x+m‖E +
∣∣∣∣∣
T∫
0
〈∇H(xm), x+m 〉dt
∣∣∣∣∣
 ‖x+m‖E +
( T∫
0
∣∣∇H(xm)∣∣ μμ−1 dt
)μ−1
μ
( T∫
0
∣∣xm(t)∣∣μ dt
)1/μ
 ‖x+m‖E + M7
(‖xm‖μ−1Lμ + 1)‖x+m‖Lμ
M8
(‖xm‖μ−1Lμ + 1)‖x+m‖E.
Thus, by (2.9),
‖x+m‖E M9
(‖xm‖μ−1Lμ + 1)M10(‖xm‖μ−1μE + 1). (2.11)
In the same fashion,
‖x−m‖E M10
(‖xm‖μ−1μE + 1). (2.12)
The inequalities (2.10)–(2.12) imply
‖xm‖E  ‖x+m‖E + ‖x−m‖E +
∥∥x0m∥∥ M11(1 + ‖xm‖μ−1μ + ‖xm‖1/μ).E E E
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f ′(xm) = 2π
T
x+m −
2π
T
x−m − φ′(xm).
Since f ′(xm) → 0 and φ′ is compact, {xm} has a convergent subsequence. 
Lemma 2.4. Let Γ = (μ2 − 1)a1( 2πa1μT a22 )
μ
μ−2 T . If x is a critical point of f with positive critical
value, then f (x) Γ .
Proof. Let x be a critical point of f , H(x(t)) ≡ h. By (1.7) and (2.5),
f (x) = 1
2
T∫
0
〈−J x˙(t), x(t)〉dt −
T∫
0
H
(
x(t)
)
dt = 1
2
T∫
0
〈−J x˙(t),V (x(t))〉dt − hT
= 1
2
T∫
0
〈∇H (x(t)),V (x(t))〉dt − hT  μ
2
T∫
0
H
(
x(t)
)
dt − hT =
(
μ
2
− 1
)
hT .
Denote by x¯ = 1
T
∫ T
0 x(t) dt , x˜(t) = x(t) − x¯. One has,
μ
T∫
0
H
(
x(t)
)
dt 
T∫
0
〈∇H (x(t)),V (x(t))〉dt
=
T∫
0
〈−J x˙(t),V (x(t))〉dt =
T∫
0
〈−J x˙(t), x(t)〉dt
=
T∫
0
〈−J ˙˜x(t), x˜(t)〉dt  ‖ ˙˜x‖L2‖x˜‖L2  T2π ‖ ˙˜x‖2L2
= T
2π
‖−J x˙‖2
L2 =
T
2π
∥∥∇H(x)∥∥2
L2 
T a22
2π
T∫
0
∣∣x(t)∣∣2μ−2 dt

T a22
2π
M
T∫
0
∣∣x(t)∣∣μ dt  T a22
2πa1
M
T∫
0
H
(
x(t)
)
dt,
where M = supt∈[0,T ] |x(t)|μ−2. Then
M  2πa1μ
T a22
.
By (H1),
∣∣x(t)∣∣μ−2  (H(x(t)))
μ−2
μ =
(
h
)μ−2
μ
,
a1 a1
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h a1M
μ
μ−2  a1
(
2πa1μ
T a22
) μ
μ−2
.
Thus,
f (x)
(
μ
2
− 1
)
hT 
(
μ
2
− 1
)
a1
(
2πa1μ
T a22
) μ
μ−2
T = Γ. (2.13)
The proof is complete. 
Lemma 2.5. If x is a critical point of f with critical value f (x) < m μμ−2 Γ for some integer
m 2, then x has minimal period T
m−1 .
Proof. Suppose x has minimal period T/j for some integer j m. Regard x as a critical point
of the following functional:
fT/j (x) = 12
T/j∫
0
〈−J x˙, y〉dt −
T/j∫
0
H(x)dt
on W1/2,2(ST/j ,R2n). According to (2.13), with T replaced by T/j , one has
fT/j (x)
(
μ
2
− 1
)
a1
(
2πa1μ
a22
) μ
μ−2( 1
T/j
) 2
μ−2
.
Thus,
f (x) = jfT/j (v) j
(
μ
2
− 1
)
a1
(
2πa1μ
a22
) μ
μ−2( j
T
) 2
μ−2 = j μμ−2 Γ m μμ−2 Γ,
which is a contradiction. 
Now we prove a result for the existence of critical values of f which will play an important
role in proving Theorems 1.4 and 1.5.
Lemma 2.6. Under conditions (H1)–(H3), f has n critical values c1, . . . , cn satisfying
0 < c1  · · · cn Λ, (2.14)
where Λ = π μμ−2 ( 2
μa1T
)
2
μ−2 (1 − 2
μ
).
Proof. We verify the conditions of Theorem 2.1. It is known that f satisfies (f1) and (f2). We
need only to verify (f3). Let E1 = E+, E2 = E− ⊕ E0 ⊕ E1, then (i) and (iv) of (f3) hold with
k¯ = dim E1 = n.
By (H2) and (H3),
H(x) 1
μ
∣∣∇H(x)∣∣ · |V x| a2b
μ
|x|μ ∀x ∈ R2n.
Then for any x ∈ E1, by inequality ‖x‖Lμ  αμ‖x‖E (see [17]), one has
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2
· 2π
T
‖x‖2E −
T∫
0
H(x)dt  π
T
‖x‖2E − M‖x‖μLμ 
π
T
‖x‖2E − Mαμ‖x‖μE
for some constant M > 0. Choose ρ small enough, there exists a constant c0 > 0 such that
f (x) c0 > 0 ∀x ∈ E1 ∩ Sρ.
This verifies (ii) of (f3).
For x = x− + x0 + x1 ∈ E− ⊕ E0 ⊕ E1 = E2,
1
2
〈Ax,x〉E  12 〈Ax1, x1〉E =
1
2
T∫
0
〈−J x˙1, x1〉dt = 12 ·
2π
T
T∫
0
|x1|2 dt  π
T
T∫
0
|x|2 dt
 π
T
· T μ−2μ
( T∫
0
|x|μ dt
)2/μ
= π
(
1
T
)2/μ( T∫
0
|x|μ dt
)2/μ
.
Hence,
f (x) = 1
2
〈Ax,x〉E −
T∫
0
H(x)dt  π
(
1
T
)2/μ( T∫
0
|x|μ dt
)2/μ
− a1
T∫
0
|x|μ dt
= π
(
1
T
)2/μ
‖x‖2Lμ − a1‖x‖μLμ.
The maximum value of real function g(y) = π( 1
T
)2/μy2 − a1yμ on [0,+∞), which attained at
y = ( 2π
μT 2/μ
)
1
μ−2 , is just Λ. Therefore,
f (x)Λ < Λ + ,
where  > 0 is chosen arbitrarily. This proves (iii) of (f3) with c∞ = Λ + .
By Theorem 2.1, f has a critical values c1, . . . , cn satisfying
0 < c0  c1  · · · cn  c∞ = Λ + . (2.15)
Note that c1, . . . , cn are independent of , then (2.14) holds. 
Proof of Theorem 1.4. By Lemma 2.6, f has n critical values c1, . . . , cn satisfying (2.14). Let
xk be the critical point corresponding to ck , k = 1, . . . , n. Then by (H4),
f (xk) π
μ
μ−2
(
2
μa1T
) 2
μ−2(
1 − 2
μ
)
=
(
a2
a1μ
) 2μ
μ−2(μ
2
− 1
)
a1
(
2πa1μ
T a22
) μ
μ−2
T
=
(
a2
a1μ
) 2μ
μ−2
Γ < 2
μ
μ−2 Γ.
Hence, Lemma 2.5 implies that xk has minimal period T .
Thus, if all ck of (2.14) are mutually distinct, (1.1) has n periodic solutions with minimal pe-
riod T . Otherwise, if cj = ck for some 1 j, k  n, then i(Kcj ) 2 and consequently, (1.1) has
infinite such periodic solutions. 
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Lemma 1.3 ensures that H satisfies conditions (H1)–(H3), then by Lemma 2.6 f has positive
critical values. Define
cmin = inf
{
f (x) | f ′(x) = 0, f (x) > 0}. (2.16)
Since f satisfies the (PS) condition, cmin is the minimal positive critical value of f (x). By
Lemma 2.4, cmin  Γ . Let x ∈ E be the critical point corresponding to cmin, we prove that x
has minimal period T . By contradiction, suppose the minimal period of x is T/m for some
integer m 2. Define
z(t) = ϕsx
(
t
m
)
, (2.17)
where s = − lnm
μ−2 . Then z(t) is T -periodic and
1
m
= e(μ−2)s . By (h1) of Lemma 1.3,
z˙(t) = 1
m
ϕsx˙
(
t
m
)
= e(μ−2)sϕsJ∇H
(
x
(
t
m
))
= J∇H
(
ϕsx
(
t
m
))
= J∇Hα
(
z(t)
)
.
Thus z is a critical of f in E and therefore, f (z) cmin.
On the other hand, by (1.4) with h replaced by H and (2.7),
f (z) = 1
2
T∫
0
〈
−J d
dt
ϕsx
(
t
m
)
, ϕsx
(
t
m
)〉
dt −
T∫
0
H
(
ϕsx
(
t
m
))
dt
= e
2s
2m
T∫
0
〈
−J x˙
(
t
m
)
, x
(
t
m
)〉
dt − esμ
T∫
0
H
(
x
(
t
m
))
dt
= e
2s
2m
T∫
0
〈
−J x˙
(
t
m
)
, x
(
t
m
)〉
dt −
(
1
m
) μ
μ−2
T∫
0
H
(
x
(
t
m
))
dt
=
(
1
m
) μ
μ−2
(
1
2
T∫
0
〈
−J x˙
(
t
m
)
, x
(
t
m
)〉
dt −
T∫
0
H
(
x
(
t
m
))
dt
)
.
Since m 2,
∫ T
0 〈−J x˙( tm), x( tm)〉dt > 0 and H(x(t)) is constant, one has
f (z) <
(
1
2
T∫
0
〈−J x˙(t), x(t)〉dt −
T∫
0
H
(
x(t)
)
dt
)
= cmin,
which is a contradiction. 
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