We introduce Sieve-SDP, a simple algorithm to preprocess semidefinite programs (SDPs). Sieve-SDP belongs to the class of facial reduction algorithms. It inspects the constraints of the problem, deletes redundant rows and columns, and reduces the size of the variable matrix. It often detects infeasibility. It does not rely on any optimization solver: the only subroutine it needs is Cholesky factorization, hence it can be implemented in a few lines of code in machine precision. We present extensive computational results on several problem collections from the literature.
Introduction and the preprocessing algorithm
where the A i and C are n × n symmetric matrices, the b i scalars, X 0 means that X is in S n + , the set of symmetric, positive semidefinite (psd) matrices, and the • inner product of symmetric matrices is the trace of their regular product.
SDPs are some of the most versatile, useful, and widespread optimization problems of the last three decades. They find applications in control theory, integer programming and combinatorial optimization, to name just a few areas. Several good solvers are available to solve SDPs: see for example [35, 31, 17, 16, 40, 19, 6, 7, 1] , the last one, Mosek, is commercially available.
SDPs -as all optimization problems -often have redundant variables and/or constraints. The redundancy we focus on is lack of strict feasibility, i.e., when there is no feasible positive definite X in (P). When (P) is not strictly feasible, the optimal value of (P) and of its dual may differ, and the latter may not be attained 1 . On such instances SDP solvers often struggle, or fail.
It is, of course, useful to detect lack of strict feasibility in a preprocessing stage. This paper provides a very simple preprocessing algorithm for SDPs, called Sieve-SDP, which belongs to the class of facial reduction algorithms [4, 38, 25, 34, 26, 20, 12, 13, 28] 2 . Sieve-SDP can detect lack of strict feasibility, reduce the size of the problem, and can be implemented in a few lines of code in machine precision.
To motivate our algorithm, let us consider an example: is infeasible. Indeed, suppose X = (x ij ) 3 i,j=1 is feasible in (1.1). Then x 11 = 0, hence the first row and column of X are zero by positive semidefiniteness, so the second constraint implies x 22 = −1, which is a contradiction.
Note that if we replace −1 in the second constraint of (1.1) by a positive number, then (1.1) can be restated over the set of psd matrices with first row and column equal to zero. Thus, even if we do not detect infeasibility, such preprocessing is still useful.
Our algorithm Sieve-SDP repeats the Basic Step shown on Figure 1 . Here we write D 0 to denote that a symmetric matrix D is positive definite.
Basic Step
(1) Find if there is i ∈ {1, . . . , m} such that the ith constraint, after permuting rows and columns, and possibly multiplying both sides by −1, is of the form
where We emphasize that to find a constraint of the form (1.2), we may only permute rows and columns in a constraint and possibly multiply both sides of a constraint by −1. We do not take linear combinations of the constraints.
Example 1 continued When we first execute the Basic
Step on this example, we find the first constraint, delete it, and also delete the first row and column from the second constraint matrix. Next, we find the constraint 1 0 0 0
and declare that (1.1) is infeasible.
We call the algorithm Sieve-SDP, since shading the deleted rows and columns in the variable matrix X (and the A i ) we obtain a sieve like structure: see Figure 2 . Clearly, Sieve-SDP is easy to implement: it only needs an incomplete Cholesky factorization subroutine to check whether D i 0 holds in the Basic Step. We can, of course, replace Cholesky factorization by any other routine that can check positive definiteness.
A simple calculation shows that Sieve-SDP can be implemented using O(min{m, n}n 3 m) arithmetic operations.
Sieve-SDP is heuristic in nature: it does not always detect infeasibility, or lack of strict feasibility. For example, it will not work on the instance of Example 1, if we apply a rotation T T ()T to all A i , where T is a random invertible matrix. However, Sieve-SDP still works well in practice.
Related work Our algorithm belongs to the family of facial reduction algorithms, which we now describe. When (P) is not strictly feasible, one can replace the constraint X ∈ S n + by
where F is a proper face of S n + .
3 Since any such face can be written as (see e.g. [24] )
3 That is, F = S n + , F is convex, and X, Y ∈ S n + , 1 2 (X + Y ) ∈ F implies that X and Y are in F.
where r < n, V is an n × r matrix, the reduced problem can be restated over a smaller semidefinite cone. Facial reduction algorithms -for more general conic programs -originated in the papers [4, 3] . Later simplified, more easily implementable variants were given in [25, 38, 26] , and in [34] for the SDP case. A recent, very concise version with a short proof of convergence is in [21] .
Facial reduction algorithms, when applied to (P), find the face F by solving a sequence of SDP subproblems, which may be as hard to solve as (P). Thus one is led to seek simpler alternatives.
The idea of reducing SDPs by simply inspecting constraints appears in several papers. For example, [15] notes that if A • X = 0 is a constraint in (P) with A 0, then we can restrict X to belong to a face of the form (1.3) (where V spans the nullspace of A). A similar idea is used in [20] to reduce Euclidean Distance Matrix completion problems. For a rigorous derivation of the algorithm in [20] see [12] ; the latter paper uses an intermediate step of analyzing the semidefinite completion problem (whether a partially defined matrix can be completed to be positive semidefinite). For followup work, see [13] on the noisy version of the same problem; and [32] for a more theoretical study.
A quite different approach to simplify facial reduction is described in [28] . The algorithms in [28] solve linear programs instead of SDPs to reduce the feasible set. Thus they do not find all reductions, but still simplify the SDPs in many cases. They are available as public domain codes, and we will compare them with Sieve-SDP in Section 2.
We finally mention two very accurate approaches to solve SDPs. The first is SDPA-GMP [16] , which is based on the GMP package, and it computes solutions of (P) and of its dual using several hundred digits of accuracy. The second is the algorithm in [18] , which computes a feasible solution of (P) (if there is one) in exact arithmetic. Although these methods cannot handle large SDPs, they can solve small ones very accurately.
Sieve-SDP differs in several aspects from the facial reduction algorithms put forth in the above papers:
• It needs only Cholesky factorization as a subroutine 4 , and it does not rely on an optimization solver, like the algorithms in [28] .
• It detects very simple redundancies, which are easy to explain even to a user not trained in optimization, and can help him/her to better formulate other problems.
• As soon as Sieve-SDP finds a reducing constraint, it deletes it, and it also deletes the corresponding rows and columns from the constraint matrices. Hence errors do not accumulate. Thus Sieve-SDP is as accurate as incomplete Cholesky factorization, which works in machine precision [33, Theorem 23.2] .
• Sieve-SDP can also detect infeasibility.
• It is easy to run in a safe mode (explained in the next section) to even better safeguard against numerical errors.
• Finally, we present extensive computational results on general SDPs, which, to the best of our knowledge, are not yet available for such a simple algorithm.
The rest of the paper is organized as follows. In Section 2 we describe how we implemented Sieve-SDP, the computational setup, and the criteria for comparison with competing codes. 4 Of course, it can use any routine to check positive definiteness of a matrix
In this section we also give a small SDP with a positive duality gap (in Example 2), and show how to construct a pair of primal-dual solutions with arbitrarily small constraint violation and arbitrarily small duality gap. This example shows that a solution with a smaller DIMACS error (see [23] ) may be actually less accurate. We also show that such a less accurate solution is actually computed by Mosek, one of the leading SDP solvers.
The SDP of Example 2 is similar in spirit to the SDPs given in [39] , which have known optimal solutions, but SDP solvers, other than the very accurate SDPA-GMP, fail on them. However, our SDP has a positive duality gap and it is smaller, thus our analysis is different and shorter than the analysis in [39] . Our SDP, as well as the instances in [39] , show that some of the SDPs in the literature that are considered "solved" may actually have been solved very inaccurately.
In Section 3 we comment on the preprocessing results on some of the problems, mainly on those whose mathematically correct solution is known. We examine whether preprocessing helps to find the correct solution.
In Section 4 we summarize the preprocessing results, and conclude the paper.
We have three appendices. In Appendix A we give very detailed computational results on all the problems. In Appendix B we give the core Matlab code of Sieve-SDP, containing only about 60 lines. In Appendix C we provide the definition of the DIMACS errors for completeness.
2 Implementation, setup for computational testing, and the issue of positive duality gaps
Implementation We implemented our algorithm in Matlab, using the standard incomplete Cholesky factorization to check positive definiteness. Our implementation takes into account the block structure of the variable matrices in several SDPs in our problem collections.
Safe mode To safeguard against numerical errors we use a safe mode. We set := 2 −52 ≈ 2.2204 · 10 −16 = the machine precision in Matlab.
In the Basic
Step, if we find a constraint of type (1.2), then, instead of checking b i < 0 we check whether
If this test fails, then instead of checking b i = 0 we check whether
Internal format and input format Internally we store the A i and C matrices as a cell array of sparse Matlab matrices. This internal format is fairly close to the input format of the leading SDP solvers Mosek, SDPT3, and SDPA, but less similar to the format used by Sedumi, which stores the A i and C stretched out as vectors.
We store our datasets in the widely used Mosekopt format.
The comparison We compare our preprocessing algorithm with the algorithms proposed by Permenter and Parrilo in [28] . Their algorithms solve linear programming subproblems to reduce the size of an SDP. They can work either on the problem (P), which we call the primal; or on its dual:
They can use either diagonal, or diagonally dominant reductions (for details, see [28] ).
Thus, there are four algorithms from [28] that we tested: pd1, pd2, dd1 and dd2. Here pd1 stands for primal diagonal; pd2 for primal diagonally dominant; dd1 for dual diagonal; and dd2 for dual diagonally dominant.
The datasets We tested Sieve-SDP and competing methods on 21 datasets:
• Twelve datasets from [28] , with 68 problems in total. The original sources are [37, 10, 2, 14, 27, 11, 30, 29, 5, 39, 8, 36] .
These datasets contain problems which are notoriously difficult for SDP solvers, and some are known to be not strictly feasible. Hence we added two more datasets to make our testing more comprehensive:
• A problem set kindly provided to us by Didier Henrion and Kim Chuan Toh, which we call the Henrion-Toh dataset. This dataset contains 98 problems.
• Eight datasets in the "moreSDPs" collection available from http://plato.asu.edu/ftp/sdp/. These contain 31 problems overall.
From the datasets of [28] we excluded only three problems. The first two are copos 5 and cprank 3 , since they were too large to be solved by Mosek on our computer. The last one is the Example5 problem (originally from [10] ), whose objective value is listed as unknown.
It is interesting that even in the Henrion-Toh and the moreSDPs datasets many SDPs can be reduced by some method. In the Henrion-Toh dataset, pd1, pd2, and Sieve-SDP all reduced 18 problems; dd1 and dd2 reduced none. In the "moreSDPs" collection, pd1, pd2, and Sieve-SDP reduced 8 problems; dd1 and dd2 reduced none.
The computational setup Both for Sieve-SDP and for the algorithms of [28] we use
• the Mosekopt input format;
• Mosek 8.0 (from now on, simply "Mosek") as an SDP solver: we solve the SDPs with Mosek before and after preprocessing.
We also use Mosek as an LP solver (to solve the LP subproblems) in the algorithms of [28] .
We consider Mosek to be the best choice, since it is a reliable commercial SDP solver, and it is being actively developed.
We implemented Sieve-SDP in Matlab R2015a, and ran all codes on a MacBook Air with processor Intel Core i5 running at 2.7GHz, and 8GB of RAM.
By default the algorithms in [28] use Sedumi format as input format, Mosek as LP solver, and Sedumi as SDP solver. With our settings (using Mosek both as LP and as SDP solver) the algorithms of [28] work faster: though we must convert the data from Mosekopt format to Sedumi format, the required time is negligible. To be fair, in the detailed comparison tables of Appendix 3 we list separately the time spent on preprocessing, and the time spent on conversion.
Criteria for comparison We compare the preprocessing methods based on several criteria, and we capture information in help codes. In general, a positive help code means that a preprocessing method helps, and a negative code means that it hurts.
Our top comparison criteria are:
• Does the preprocessing reduce a problem? If yes, by how much?
• Does the preprocessing help detect infeasibility? To capture this information, -we set the help code as 1, if * Sieve-SDP detects infeasibility, or * Mosek does not detect infeasibility before preprocessing, but it does detect infeasibility after preprocessing,
-we set the help code as −1, if * Mosek detects infeasibility before preprocessing, but does not detect infeasibilty after preprocessing.
• Does the preprocessing help recover a known optimal solution? Precisely, suppose the optimal solution value of a problem is known mathematically, but Mosek reports an incorrect solution before preprocessing. Does Mosek find the optimal solution after preprocessing?
Note that when Sieve-SDP received a 1 help code, this means that it detected infeasibility by itself. In contrast, when a code from [28] received a 1 help code, this means that Mosek detected the infeasibility.
The following criteria are also useful, but they must be taken with a grain of salt, as we illustrate in Example 2.
• Does the preprocessing improve numerical accuracy measured by the six DIMACS errors [23] 5 ? To make our tables concise, we report the maximum of the absolute values of the DIMACS errors before and after preprocessing. We write DIMACS before and DIMACS after for the largest DIMACS error before and after preprocessing, respectively, and -we set the help code as 2, if * help codes ±1 do not apply, and DIMACS before > 10 −6 and DIMACS after DIMACS before < 1 10 .
-we set the help code as −2 if * help codes ±1 do not apply, and DIMACS before > 10 −6 and DIMACS after DIMACS before > 10,
• Does the preprocessing shift the objective function value? We write obj before and obj after for the average of the primal and dual objective values before and after preprocessing and -we set the help code as 3, if 5 The description of the DIMACS errors is given in Appendix C. * if help codes ±1 and −2 do not apply, and
While the DIMACS errors are very natural (they measure constraint violation and duality gap) and are widely used, the following example shows that they do not always measure accurately how good a solution is. In fact, a larger DIMACS error may correspond to a better solution! Example 2. Consider the SDP inf x 11 + x 22 s.t.
x 11 = 0
with its dual We claim that the duality gap between them is 1. Indeed, let X be a feasible solution in (2.4). Since x 11 = 0, the first row and column of X must be zero, hence
is an optimal solution. In turn, in (2.5) we have y 2 = 0 for all feasible y.
Next, let > 0 and define M > 0 so that
is positive semidefinite. Then X is an approximate solution of (2.4) which violates only the first constraint (by ) and has objective value 2 .
Do such "fake" solutions arise in practice? At first look it seems that they do not. If we feed the pair (2.4)-(2.5) to Mosek, it returns a solution with DIMACS errors Since the first and third errors are large, a user is unlikely to conclude that the problem has been "solved".
However, suppose we apply a rotation T T ()T to all matrices in (2.5) with
Then the resulting primal-dual pair still has a duality gap of 1. However, Mosek returns a solution with DIMACS errors
which may seem "essentially all zero" to a user.
It would be interesting to see whether "fake" solutions arise in any SDP with positive duality gap. We note that [9] show that in such SDPs an arbitrarily small perturbation of the data can change the duality gap by at least half.
We note that [10] also presented computational results on SDPs with positive duality gaps, and noted that Sedumi often gave an incorrect solution on such problems. However, [10] did not report the DIMACS errors, and did not give an -theoretical analysis.
Detailed comments on some problems
In this section we give detailed comments on the "Compact" dataset from [37] ; on the "unBounded" dataset from [39] ; on the "Example" and "RandGen" datasets from [10] ; and on the "finance" dataset from [5] .
In the first three datasets the exact optimal solution values of the problems are known, and we examine whether these values can be recovered by the preprocessing methods. We consider the solution value (primal or dual) "recovered" if 1) either help code 1 applies (see Section 2); or 2) after preprocessing Mosek computes an optimal solution with value within 10 −6 of the exact value, and largest DIMACS error at most 10 −6 .
We should really expect only the primal objective values to be the same before and after preprocessing by Sieve-SDP. Indeed, suppose that Sieve-SDP does not detect infeasibility. Then it only removes variables which are always zero anyway, i.e., it makes it explicit that all feasible solutions of (P) are in
for some 0 < r < n.
However, this means removing constraints from the dual (D), i.e., after preprocessing we only require the upper left r × r submatrix of C − m i=1 y i A i to be positive semidefinite. In other words we require
where F * is the dual cone of F. Thus the optimal value of (D) may change after preprocessing by Sieve-SDP.
Let us use the operator val() to denote the optimal value of an optimization problem, and write (P pre ) and (D pre ) for the primal and dual problems after preprocessing. Then by the previous argument 6) and all inequalities may be strict. For example, in the primal-dual pair (2.4) and (2.5) the corresponding optimal values are 0 < 1 = 1 = 1, respectively.
Algorithms pd1 and pd2 in [28] also reduce the primal problem. Thus we should expect inequality (3.6) to hold as well, if the subscript "pre" now refers to the problems obtained by preprocessing by pd1 and pd2. Algorithms dd1 and dd2 in [28] reduce the dual problem (D), thus we can expect the inequality
to hold.
The problems in the "finance" dataset from [5] are interesting, since these are the largest.
In all tables we use the following convention: among the reported objective values the first is the primal and the second is the dual.
3.1 "Compact" problems -10 problems from [37] These instances are weakly infeasible, i.e., the affine subspace
Weakly infeasible SDPs are particularly challenging to SDP solvers. However, we refer to a recent algorithm in [18] which can detect (in)feasibility of small SDPs in exact arithmetic; and to [22] for an algorithm that is tailored to detect weak infeasibility.
On these problems pd1 and pd2 gave the same reduction results, while dd1 and dd2 did not reduce any of the problems. Pd1 and pd2 combined with Mosek correctly detected infeasibility in 9 out of the 10 problems, while Sieve-SDP correctly found infeasibility of all 10. (Since it found the primal infeasible, we did not compute a dual solution).
The results are in Table 1 Note that [21] provided a set of infeasible, and weakly infeasible SDPs, some of them classified "clean" and some of them classified "messy." In the "clean" instances the structure that proves infeasibility is apparent, so Sieve-SDP easily detects their infeasibility. In the "messy" instances the structure that proves infeasibility is hidden.
Indeed, in our testing Sieve-SDP, pd1 and pd2 detected infeasibility of all clean instances (Sieve-SDP does this without using an SDP solver). None of the codes reduced the messy instances. We did not include these instances in our test set, since we felt that it would not be fair to the other codes.
"Example" problems -8 problems from [10]
The mathematically correct objective values are reported in [10] in table 12.1. (Note that in [10] our primal is considered a dual, and vice versa, so that table must be read accordingly.) Table 2 shows the objective values before and after preprocessing. A "*" symbol in the row of Example4 means that Mosek computed an optimal value within 10 −6 of the correct value, but the corresponding solution had largest DIMACS error above 10 −6 .
We excluded Example5 from this Note that the comparison in Table 2 is somewhat unfair to Sieve-SDP: if it found a problem infeasible, it did not compute a dual solution.
3.3 RandGen -10 problems from [10] These are instances taken from Table 12 .1 in [10] . (Recall that that [10] considers our primal as the dual, and vice versa. ) Among all problems in this dataset, only RandGen6, 7, 8 are reduced by pd2, dd2 or Sieve-SDP. Although all of these methods approximately recover the dual objective value on RandGen7 and RandGen8 (the DIMACS error is larger than 10 −6 on RandGen6), none of them recover the primal objective value reported in [10] . Table 3 shows the details on these three problems. 3.4 unBounded -10 problems from [39] In this dataset the mathematically correct values are 0 for both the primal and dual problems. Mosek returns wrong objective values for 6 out of 10 problems before preprocessing. Although Mosek finds an almost correct optimal solution value on problems 2,3 and 4, these solutions are inaccurate, as the DIMACS errors are of the order 10 −1 .
In summary, 9 out of 10 problems in this dataset need preprocessing to obtain a reasonable solution.
Methods Sieve-SDP, pd1 and pd2 correct all objective values, as Table 4 shows.
It is interesting that [39] used SDPA-GMP [16] , a very high precision SDP solver with 900 significant digits, to calculate the correct solutions of these instances.
problem correct obj obj before (P,D) after pd1/pd2 after dd1/dd2 after Sieve-SDP unboundDim1R1 0, 0 1.33e-09, -7.05e-10 1.33e-09, -7.05e-10 1.33e-09, -7.05e-10 0, 0 unboundDim1R2 0, 0 -9.26e-12*, -8.65e-12* 0, 0 -9.26e-12*, -8.65e-12* 0, 0 unboundDim1R3 0, 0 -4.85e-09*, -4.71e-09* 0, 0 -4.85e-09*, -4.71e-09* 0, 0 unboundDim1R4 0, 0 -2.58e-08*, -2.55e-08* 0, 0 -2.58e-08*, -2.55e-08* 0, 0 unboundDim1R5 0, 0
10%, 10% 100%, 100% 10%, 10% 100%, 100% Table 4 : Results on the "unBoundDim" dataset 3.5 finance -4 problems from [5] There are four problems in this dataset: "leverage limit", "long only", "sector neutral" and "unconstrained". We report on these problems in detail, since these are the largest. They are also outliers: all methods, except for pd1, reduce all problems, but they do not reduce the solution time. Table 5 shows the reduction achieved by the five methods: here n sdp is the total size of the semidefinite constrained blocks; n nonneg is the total number of noonnegative variables; n free is the total number of free variables; and m is the total number of constraints.
While dd1 and dd2 significantly reduced the size of the SDP blocks, they added many free variables. Sieve-SDP reduced the size of SDP blocks without adding free variables, and it eliminated the most constraints.
before after pd1 after pd2 after dd1 after dd2 after Sieve-SDP  n sdp  60400  60400  60280  36400  36400  56766  n nonneg  51100  51100  51100  51100  51100  50673  n free  0  0  0  2286000  2286000  0  m  251777  251777  249797  251777  251777  215210  help  -, -, -, -3, 3, 3, 3  3, 3, 3, -2  3, 3, 3, -2 3, 3, 3, 3 Table 6 : Time results on the "finance" problems
It is easy to reduce the time spent by Sieve-SDP by setting a limit on the maximum number of iterations it is allowed to perform. We do not report on experiments with such a setting, since there are only four problems on which Sieve-SDP increases the solution time, so we do not want to "overtune" our code.
Henrion-Toh dataset (98 problems)
This dataset was kindly provided to us by Didier Henrion and Kim Chuan Toh. The problems come mostly from polynomial optimization. Among these problems 18 are reduced by pd1, pd2, or Sieve-SDP, and 9 are helped or hurt (see Section 2 for the help codes). None are reduced by dd1 or dd2. Table 7 shows the details on these 9 problems. problem pd1/pd2 Sieve-SDP sedumi-fp23 3 Table 7 : Help codes on 9 problems in the Henrion-Toh dataset
In Figure 3 we illustrate how Sieve-SDP works on the instance "sedumi-fp32.mat": we show the sparsity structure of the constraints of the original problem (on the left), and after we applied Sieve-SDP (on the right). Each row corresponds to an A i matrix stretched out as a vector. A blue dot corresponds to a positive entry, a red dot corresponds to a negative entry, and white areas correspond to zero entries. On problem "sedumi-fp33" Sieve-SDP hurts the DIMACS error (help code is −2). Since this is the only such instance, we looked at it in more detail. The worst DIMACS error (of a solution computed by Mosek) before Sieve-SDP is 3.36 · 10 −7 , which is acceptable. After Sieve-SDP the worst error is about 0.0928, which is unacceptable.
We also solved this instance using the high accuracy SDP solver SDPA-GMP [16] after Sieve-SDP.
Given the high accuracy of SDPA-GMP, it is safe to say that this problem cannot be accurately solved by current fast SDP solvers, and the worse DIMACS error after Sieve-SDP alerts the user to this fact: this problem may actually have a positive duality gap (cf. Example 2).
It is easy to see that by slightly perturbing this instance we get a primal-dual pair with zero duality gap. Hence it is natural to ask whether there are SDPs with a "hard" duality gap, i.e., SDPs with a duality gap, whose correct formulation has all integers.
Summary
We now give an overall comparison of all codes in Tables 8 and 9 . The second column shows how many problems were reduced. The third through sixth columns show "by how much" the problems were reduced. To explain these columns, let us fix an SDP in the primal form (P) with potentially several semidefinite block variables (some of which may be of order 1, i.e., nonnegative variables).
Let n before and n after be the total size of the semidefinite blocks before and after reduction. We define the reduction rate on n as n before − n before n before , where the summation is taken over all 197 problems.
Similarly, let m before and m after be the number of constraints in a problem before and after reduction. We define the reduction rate on m as
where the summation is taken over all 197 problems.
Codes dd1 and dd2 add free variables, and the fifth column in table 8 shows how many.
The sixth column "nnz" shows the total number of nonzeros in the constraint matrices.
The last column "MM" shows how many times a code ran out of memory (or crashed): this happened with pd2 6 times and with dd2 4 times. To make sure that we report the results in a fair manner, we reran these codes on a machine with 24 GB RAM, and the results were the same. Table 9 : Preprocessing times Given these tables we can summarize the findings of the paper. In all aspects Sieve-SDP is competitive with the other codes. In detail:
• It is second best considering the number of problems reduced.
• It is competitive considering "reduction on n"; methods dd1 and dd2 won, but those methods added a large number of free variables.
• It is competitive timewise: considering the time spent on preprocessing, we have dd1 < pd1 < Sieve-SDP pd2 dd2.
Notice, however, that dd1 reduced the smallest number of problems. Also note that Sieve-SDP spent 817.90s (91% of our total preprocessing time) on 4 big problems from the "finance" dataset, and only spent 78.13s on the remaining 193 problems.
In fact, Sieve-SDP spent less than a second on 178 problems out of the 197; and it spent more than a minute only on 4 problems, the large finance problems.
It spent less than one percent of the time on preprocessing, than it took for Mosek to solve the problems.
• It is competitive in recovering known optimal solutions; see Tables 1, 2 , and 3.
In several aspects Sieve-SDP seems to be the best:
• It is best considering "reduction on m" and in reducing the number of nonzeros.
• It needs very little additional memory, precisely O(nm). For details, and the Matlab code, see Appendix B.
• It is best in detecting infeasibility (this is indicated by help code 1). It is important that Sieve-SDP detects infeasibility without using any optimization solver, whereas the other methods rely on Mosek.
• It is very accurate and stable: it is as accurate as Cholesky factorization, which works in machine precision. Sieve-SDP is also easily implemented in a safe mode.
• It is the simplest: the core Matlab code consists of only 60 lines. Thus it seems easy to parallelize it, in particular, it is also likely to work very well using a machine with a GPU.
https://github.com/quoctd/SieveSDP
A Detailed results
In this section we give very detailed computational results on all problems.
The tuple f ; l; s; describes the size of variables of the problem, where
• the number f stands for the number of free variables;
• the number l stands for the number of linear nonnegative variables;
• the number s stands for the size of the semidefinite variable block, possibly with multiplicity.
For example, 3; 5; 6 means that a problem has 3 free variables; 5 linear nonnegative variables; and a semidefinite matrix variable of order 6. The tuple 3; 5; 6, 5 3 means that a problem has 3 free variables; 5 linear nonnegative variables; and four semidefinite matrix variable blocks which are of order 6, 5, 5, 5, respectively. The number m stands for the number of constraints.
In the column "red" we have 1 if the problem was reduced; 0 if it was not reduced; and "Infeas" if Sieve-SDP found it infeasible. The number t prep is the time spent on preprocessing; the number t conv is the time spent on converting from Mosek format to Sedumi format (for the codes pd1, pd2, dd1, dd2).
In the column "Infeas" we have a 1 if Mosek detects infeasibility after preprocessing, and 0 if it does not. The column obj(P, D) stands for the objective values (primal and dual, respectively). The column DIMACS contains the absolute value of the DIMACS error, whose absolute value is largest.
As before, MM means that a code ran out of memory, or crashed.
A.1 Detailed results on the "Permenter-Parrilo" problems
Note that this problem collection has 68 problems. From these 59 problems were reduced by at least one of the five methods. 
B Core Matlab code
In this section we provide our core Matlab code with some comments. In our code we physically delete rows and columns of the A i and of C only at the very end. During the exceution of the algorithm we only mark such rows, columns and constraints as deleted.
We use two arrays to keep track of what has been marked deleted:
(1) The m-vector undeleted, whose ith entry is 1 if constraint i has not been deleted, and 0 if it has been deleted.
(2) The sparse array I ∈ {0, 1} n×(m+1) with entries defined as follows. 
C The DIMACS errors
For the sake of completeness in this section we describe the DIMACS errors, which are commonly used to measure the accuracy of an approximate solution X of (P) and of y of (D). Suppose we are given an approximate solution X of (P) and an approximate solution y of (D). For brevity, define Z = C − A * (y).
Then the DIMACS error measures are defined as follows: We also write λ min (M ) for the smallest eigenvalue of M.
