Abstract. We study some boundedness properties of radial solutions to the Cauchy problem associated to the wave equation (∂ 2 t − x )u(t, x) = 0 and meanwhile we give a new proof of the solution formula.
In this paper we want to prove some norm estimates for radial solutions to the wave equation and, in order to do this, we start by recalling the explicit form of these solutions.
Let us consider the Cauchy problem for the wave equation in (t, 
Ψ(s)ds,
gives the solution when the space dimension is one, while the Poisson formula,
gives the solution in dimension three. The form of solutions in an arbitrary dimension is due to Tedone (see [10] ). When the dimension is odd, D = 2N + These formulas require approximately D/2 derivatives of the initial conditions, hence they are not immediately applicable to non-smooth data. However, it is known that when these data are radial then there exists a solution formula with no derivatives involved. When the initial data are radial, writing |x| = r, Φ(x) = φ(r), Ψ(x) = ψ(r), with φ(r) and ψ(r) even functions on R, and expressing the Laplacian in polar coordinates, one is led to the Cauchy problem Observe that since sψ(s) is an odd function, the above integration can be reduced to the interval |r − t| < s < r + t. This formula does not contain derivatives of the initial data, at least if r = 0, but taking the limit as r → 0+ a derivative appears,
u(t, 0) = t ∂ ∂t φ (t) + φ(t) + tψ(t).
For an arbitrary dimension the formula of solutions is more complicated. It involves terms of the form r where P N−1 (z) is the Legendre polynomial of degree N − 1 and
is its derivative. Since P −1 (z) = P 0 (z) = 1, these formulas are consistent with d'Alembert's formulas of radial solutions to the wave equation in dimensions one and three.
As we have said, a solution formula for ( * * ) was already known. Indeed, introducing the characteristic variables ξ = r + t, η = r − t, the wave equation reduces to the Euler-Poisson-Darboux equation,
and a solution can be found by Riemann's method. See, for example, [3, V. 5] or [11] . Anyhow, we shall present a different derivation which is based on Fourier analysis, also because this will give us the opportunity to get familiar with some special functions and to study the singularities of the kernels that give the solutions. Indeed the main issue of the paper is on some norm estimates for radial solutions to the wave equation, and we shall accomplish this task via the explicit formula of solutions.
Since
are in some sense the main terms of radial solutions to ( * ), it is easily seen that for a fixed time t the inequality
holds only when p = 2 (see also [6] ). However, one can obtain positive results by averaging in time. In particular in [7] it is proved that if 2 ≤ p < 2D D − 1 , then spherically symmetric solutions to ( * ) with initial velocity ∂ ∂t u (0, x) = 0 satisfy the estimate We shall also consider solutions to ( * ) with non-vanishing initial velocity. In [9] it is proved that when
, for solutions with u (0, x) = 0 one has the maximal inequality
It also follows from [1] that at the critical index p = 2D D + 1 one has a restricted weak-type result. The above estimate holds for all solutions, not necessarily radial, and as a consequence one obtains the almost everywhere convergence as t → 0+ of
Here we shall prove that if u(0, x) = 0 and if ∂ ∂t u(0, x) is the characteristic function of a spherically symmetric set, then one has the inequality
This not only implies the restricted weak-type result at p = 2D D + 1 , but also a weak-type inequality for functions with bounded support disjoint from the origin. Finally, we shall show that for radial solutions to ( * ) with u(0, x) = 0, the almost everywhere convergence of u(t, x) t to ∂ ∂t u(0, x) holds as soon as this initial value is locally integrable.
We mentioned before that when the space dimension is odd, then both statements and proofs of the results became simpler. This is perhaps related to the Huygens phenomenon. However, since the method of descent does not preserve spherical symmetry, it is not clear how to deduce the even case from the odd one. Indeed to consider only odd dimensions would have reduced the size of the paper by more than a half.
Radial solutions to the wave equation
In this section we give the explicit solution of the Cauchy problem ( * * ), where we write 2α + 2 for the space dimension D. Since it is not necessary to assume in what follows that this number is an integer, we work in this more general context. 
is given by
The two kernels K(t, x, y) and ∂ ∂t K(t, x, y) are expressed in terms of hypergeometric functions.
When the space dimension 2α + 2 is not an odd integer, at y = t − x the kernel K(t, x, y) has a logarithmic singularity, K(t, x, y) ≈ log |t − x − y|, and under mild assumptions on the function ψ(y) the integral
, and the integral against this kernel has to be defined in the principal value sense,
When the space dimension is an odd integer greater than one, 2α 
Observe that
with A(t, x, y) and B(t, x, y) polynomials in (t, x, y), odd and of degree 2N − 3 and 2N − 1 in the y variable. A repeated integration by parts then gives the following:
See also [4] for a result related to this last corollary. As we said, a proof of the theorem based on Riemann's method can be found in [3] or [11], moreover in [2] there is a different proof for odd dimensions. Let us now give our proof.
Proof. The approach is straightforward: we write the solution to the wave equation using Fourier integrals and then explicitly compute these integrals. 
Proof. For α ≥ −1/2 and suitable test functions on R + one has the FourierBessel-Hankel transform and the inversion formula
Since the functions x −→ (xz) −α J α (xz) are eigenfunctions of the radial Laplacian,
by taking the Fourier-Bessel-Hankel transform with respect to the space variable one reduces the partial differential equation to an ordinary differential equation in the time variable,
with the solution
The inversion formula then gives the desired result.
Interchanging the order of integration in the previous lemma, we formally obtain
Since J α (z) ≈ √ 2/πz cos(z − απ/2 − π/4), the integral that defines H(t, x, y) is divergent. Indeed we will see that the associated operator is singular and gives rise to the terms
However, formally we have
and it turns out that the kernel K(t, x, y) is an integrable function which can be computed explicitly in terms of Legendre functions.
Lemma 1.5. Assuming t, x, y > 0, we have
where Observe that K(t, x, y) = 0 if |y − x| > t, or if y + x < t and the space dimension 2α + 2 is an odd integer. This is also a consequence of the Paley-Wiener
is an even entire function of exponential type w.
When n is a non-negative integer, then P n (z) is the Legendre polynomial and,
Moreover, since P n (1) = 1 and
φ(y)dy we obtain the formula in the first corollary. The proof of the theorem is a bit more complicated. If ν is not an integer, then P ν (z) is regular in the complex plane cut along [−∞, −1]; one has P ν (1) = 1, but there is a logarithmic singularity in z = −1.
Indeed it is possible to write the Legendre functions in terms of hypergeometric functions,
See [5, (7. 3)]. Hence, if |x − t| < y < x + t we have
Similarly, by applying a quadratic transformation to the hypergeometric function, see [5, (9.6 .17)], if 0 < y < t − x we obtain
As it will be seen in a moment, the kernel K(t, x, y) is locally integrable and
plus some terms related to the singularities of the kernel at the points y = ±x ± t.
To evaluate
Finally, we need to understand the behavior of the kernel K(t, x, y) in a neighborhood of the singular points y = x + t, y = x − t, y = t − x. In order to do this, we recall that if a, b = 0, −1, −2, . . . and z → 1−, then the hypergeometric function has the asymptotic expansion
where Γ(z) is the gamma function and Ψ(z) is its logarithmic derivative (see [5, (9.7) ].
and, if y → (x + t)−,
,
= 1, and since P ν (1) = 1, i) follows.
When
= −1, and P ν (z) has a logarithmic
we have
In particular, when y passes from (t − x) − to (t − x) +, the function
When differentiated with respect to t, the term log |(t − x) − y| gives the singular kernel (t − x − y) −1 , while the jump produces the term
Similarly, when differentiated, the jumps at y = x ± t produce the terms
The proof of the theorem is then completed.
Remark 1.
The Legendre functions satisfy the three terms recurrence relations
and the same for Q ν (z). See [5, (7.8)] . From this it follows that solutions to the wave equation in dimension 2α + 2 can be expressed in terms of solutions in dimensions 2α and 2α − 2. 
Weak-type estimates
As an application of the above theorem, in this section we prove a weak-type estimate for spherically symmetric solutions to the wave equation with zero initial velocity. See [8] for the definition and some properties of operators of strong-type, weak-type, restricted weak-type, and for the relation between these definitions and Lorentz spaces.
Theorem 2.1. Let α > −1/2. Then there exists a constant c such that for every λ > 0 and every test function φ(x), the solution of the Cauchy problem
satisfies the weak-type inequality
{0<t<T,0<x<+∞,|u(t,x)|>λ}
Proof. In order to prove the theorem we first estimate the kernel ∂ ∂t K(t, x, y) and when 2α + 2 = 2N + 1 is an odd integer this is easy. Indeed if |x − t| < y <
2xy < 1 and
is not an integer the estimates are more delicate.
Lemma 2.2. i) Let 0 < t < x and x
− t < y < x + t. Then ∂ ∂t K(t, x, y) ≤ ctx −α−3/2 y α−1/2 .
When α + 1/2 is an integer this estimate also holds in the range
iii) Let 0 < x < t and 0 < 4xy
Proof. We recall that the hypergeometric functions are singular only at one and infinity, in particular these functions are bounded on the intervals [0, 1 − ε].
This proves i) and the proofs of ii) and iii) are similar. In order to prove iv) we recall that 
See [5, (9.5), (9.7)]. When 0 < x < t and t−x < y < t+x, then if y → (t−x)+ we have
In this computation we have substituted t − x to y and a careful checking shows that the error is of the order of t − x − y. This proves iv).
Similarly, when 0 < y < t − x and y → (t − x)− we have
Again, we have substituted t − x to y, with an error of the order of t − x − y. This proves v).
By the explicit formula of solutions, u (t, x) is sum of terms of the form
By the previous lemma, when 0 < t < x, then
Similarly, when 0 < x < t and 0
When 0 < x < t and 0 < 4xy
Finally, when 0 < x < t and 1
In order to prove the theorem it suffices to prove that these operators satisfy weak-type estimates, but observe that if 2α +2 is an odd integer one has to consider only the first two operators. The rescaling v(t, x) = u(Tt, Tx) shows that we can assume T = 1 and we can also assume ε positive but small.
Lemma 2.3. Let
{0<t<1,0<x<+∞,Aφ(t,x)>λ}
. It suffices to consider the contributions of ζ(x) and θ(x) separately. Since θ(x) = 0 when |x| ≤ 3, if 0 < t < 1 we have
and, for every p, {0<t<1,0<x<+∞,Aθ(t,x)>λ}
Now consider the contribution of ζ(x).
Since ζ(x) = 0 when |x| > 3, we have
{0<t<1,0<x<+∞,Bφ(t,x)>λ}
Proof. We split the domain of integration into {x < t/2}, {t/2 ≤ x ≤ 2t}, and {2t < x}. If x > 2t, then
Hence for every p, by Minkowski's inequality, {0<t<1,2t<x<+∞,Bφ(t,x)>λ}
If t/2 ≤ x ≤ 2t, then, by Hölder's inequality,
{0<t<1,t/2<x<2t,Bφ(t,x)>λ}
Finally, if x < t/2 and if ω > 0, then
where
and M denotes the Hardy-Littlewood maximal operator which is applied to the function y ω φ(y) and evaluated at the point t. Now let ω be such that
and we get {0<t<1,0<x<t/2,Bφ(t,x)>λ}
As we said, if 2α + 2 is an odd integer it suffices to estimate the two operators A and B, and the proof of the theorem stops here. The general case is more involved, since one has to consider also the operators C, D, E, F.
Lemma 2.5. Let
{0<t<1,0<x<t,Cφ(t,x)>λ}
Proof. When 0 < x < t ≤ 8x and 0 < 4xy
where M is the Hardy-Littlewood maximal operator on 0 < y < +∞ with measure y 2α+1 dy,
Similarly, when 0 < 8x ≤ t, we have
We have used the fact that the integral of |φ(y)| against a positive kernel κ(y) decreasing around t − x is bounded by the Hardy-Littlewood maximal function Mφ(t − x) times the integral κ(y)y 2α+1 dy. Hence, with the notation of Lemma 2.3 we have Cφ(t, x) ≤ cAMφ(x, t) and, by that lemma and the boundedness of the Hardy-Littlewood maximal operator,
Lemma 2.6. Let
{0<t<1,0<x<t,Dφ(t,x)>λ}
where, as in the previous lemma, M is the Hardy-Littlewood maximal operator on 0 < y < +∞ with measure y 2α+1 dy.
Hence we have Dφ(t,
{0<t<1,0<x<t,Eφ(t,x)>λ}
Proof. The proof of this lemma is analogous to the previous one.
Lemma 2.8. Let S be a sublinear operator on test functions on 0 < x < +∞ and assume that there exist constants 0 < ε < δ such that the value Sφ(x) depends only on the values of φ(y) in the interval εx < y < δx. Also, let 0 < p < +∞ and
| and by the assumptions on the supports of these functions we have
0<t<1,0<x<t,Fφ(t,x)>λ
Proof. Let us consider the integral 1−ε< t 2 −(x−y) 2 4xy
is not symmetric around y = t − x. The integration over the symmetric part is a truncated Hilbert transform, while the integration over the remaining part can be controlled by the Hardy-Littlewood maximal operator. Given 0 < η < 1, let
be the truncated maximal Hilbert transform and the truncated maximal HardyLittlewood operator respectively. These operators are bounded on
3), (6.1)]. Hence, by the above lemma, they are also bounded on L p (R + , x 2α+1 dx). Given a small ε > 0, there exists 0 < η < 1 such that
where A is the operator defined in Lemma 2.3. Hence,
{0<t<1,0<x<t,Fφ(t,x)>λ}
{0<t<1,0<x<+∞,cA(Hηφ+Mηφ)(t,x)>λ}
The proof of the theorem is then complete.
Restricted weak-type estimates
In this section we prove a restricted weak-type estimate for spherically symmetric solutions to the wave equation with non-zero initial velocity. 
Then the maximal function sup 0<t<+∞ |u(t, x)| t satisfies the weak-type inequality
Proof. Observe that when α = −1/2 then, by d'Alembert's formula, u(t, x) t = start by estimating the kernel K(t, x, y) and, as before, when 2α + 2 = 2N + 1 is an odd integer, the estimates are immediate. Indeed if |x − t| < y < x + t, then
not an integer the estimates are more delicate.
Lemma 3.2. i) Let 0 < t < x and x
When α + 1/2 is an integer this estimate also holds in the range |x − t| < y < x + t.
ii) Let 0 < x < t and t − x < y < t + x. Then
iii) Let 0 < x < t and 0 < y < t − x. Then
, the kernel K(t, x, y) in a neighborhood of y = t − x has a logarithmic singularity and the lemma follows.
We split the maximal function into sup .
Similarly, if x < t and ε is small, then 1 < 4xy t 2 − (x − y) 2 < 1 + ε is contained in {t − x < y < min{t, 2(t − x)}} and 
