The multi-objective evolutionary algorithm based on decomposition (MOEA/D) has been recognized as a promising method for solving multi-objective optimization problems (MOPs), receiving a lot of attention from researchers in recent years. However, its performance in handling MOPs with complicated Pareto fronts (PFs) is still limited, especially for real-world applications whose PFs are often complex featuring, e.g., a long tail or a sharp peak. To deal with this problem, an improved MOEA/D (named iMOEA/D) that mainly focuses on biobjective optimization problems (BOPs) is therefore proposed in this paper. To demonstrate the capabilities of iMOEA/D, it is applied to design optimization problems of truss structures.
Introduction
In many real-world engineering applications, for example, structural optimization (Cai & Aref, 2015; Vo-Duy et al., 2017) aircraft trajectory optimization (Hartjes & Visser, 2016; Hartjes, Visser, & Hebly, 2010; Visser & Hartjes, 2014) , optimal design problems often have multiple conflicting objectives, and are known as multi-objective optimization problems (MPOs) (Kalyanmoy Deb, 2001) . By solving these problems, a set of trade-off solutions between objectives can be found. From this set, decision makers can select the most suitable solutions, which may help them save much time and/or money. Solving real-world MOPs, however, is usually a challenging task for the decision makers because of the complexities of MOPs such as high nonlinearity, non-convexity and discontinuity (Grandhi, 1993) . Therefore, the development of efficient optimization methods for coping with these problems becomes more important and attracts much attention from researchers (Trivedi et al., 2016) .
Among different approaches, multi-objective evolutionary algorithms (MOEAs) have been recognized as well-suited methods for solving such MOPs since they are capable of approximating multiple non-dominated solutions in a single run (Kalyanmoy Deb, 2001 ; K. Li et al., 2015) . One of the recent effective methods is the multi-objective evolutionary algorithm based on decomposition (MOEA/D) (Zhang & Li, 2007) . In MOEA/D, an MOP is decomposed into a set of scalar optimization sub-problems, and these sub-problems are solved simultaneously in a collaborative manner. Owing to the diversity maintenance of subproblems and the information sharing between individuals dwelling in a neighborhood, MOEA/D may acquire well-distributed solutions over a Pareto front (PF). In a comparative study with the non-dominated sorting genetic algorithm (NSGA-II) (H. ), the obtained results showed that MOEA/D outperforms NSGA-II in terms of both the quality of solutions and convergence rate. In addition, the efficiency of MOEA/D is also proven through real-world applications such as wireless sensor networks (Konstantinidis & Yang, 2012) , route planning (Waldock & Corne, 2011) , and economic emission dispatch (Zhu, Wang, & Qu, 2014) . Nevertheless, recent research in Qi et al., 2013; Wang et al., 2017; indicated that MOEA/D often only effectively handles MOPs with simple PFs, while it is not good at solving MOPs with complex PFs exhibiting features such as a long tail or a sharp peak.
To enhance the capability of MOEA/D in solving MOPs with complicated PFs, some different approaches have been proposed in recent literature. Qi et al., 2013 proposed an improved MOEA/D with an adaptive weight adjustment. In this version, a new weight vector initialization method is introduced for generating the set of initial weight vectors, and an adaptive weight vector adjustment strategy is developed to detect the overcrowded solutions on a PF and create new candidates to replace them. Yang et al., 2016 investigated the impact of penalty factors in the penalty boundary intersection (PBI) on the spread of a PF, and then proposed a new variant of MOEA/D with two different penalty schemes. developed an improved MOEA/D with a new search strategy, namely MOEA/D-TPN, where the optimization procedure is divided into two phases. The solving process of an MOP is started with the first phase, and after this phase terminates, the crowded information of obtained solutions is evaluated to decide whether or not the second phase is continued. Wang et al., 2017 examined, for the first time, the influence of the ideal point and the nadir point in the Tchebycheff function on the distribution of optimal solutions over a PF and then developed a new improved MOEA/D, in which both these points are integrated into the Tchebycheff function to decompose an MOP into a number of scalar optimization subproblems. Through the evaluations on benchmark test functions in Qi et al., 2013; Wang et al., 2017; Yang et al., 2016) , it was shown that most of these developed methods outperform MOEA/D and some other available methods. They, however, often require more computational procedures or have more control parameters than MOEA/D, which may lead to certain limitations for engineering designers in applying them to real-world applications. For example, the method in (Qi et al., 2013) has an extra algorithm for detecting and replacing overcrowded sub-problems during the optimization process, while the method in ) requires a pre-defined reasonable number of evaluations for the distribution of computational resources for both Phases.
From the review of the above methods and motivated by the desire to solve complex realworld problems, e.g. structural optimization problems, an improved MOEA/D (iMOEA/D) which only focuses on bi-objective optimization problems (BOPs) is proposed in this paper.
The iMOEA/D algorithm is developed based on the studies in Wang et al., 2017) , where the advantages of using the ideal point and the nadir point, and the benefits of solving an MOP based on two phases are exploited. In iMOEA/D, the solving process of a bi-objective optimization problem (BOP) is separated into two parts, and for each part the general framework of MOEA/D is applied. Firstly, the set of weight vectors of MOEA/D is numbered and divided into two subsets: one set with odd-weight vectors and the other with even-weight vectors. Then, a simple two-phase search strategy is developed to optimize the corresponding populations of each set. In the proposed search strategy, the optimization process of the two phases is almost the same except for the use of the Tchebycheff function type (Miettinen, 1999) in which either the ideal point or the nadir point is utilized. The search of iMOEA/D is started at the first phase with the set of odd-weight vectors. In this phase, the Tchebycheff function with the ideal point is utilized. After that, the second phase is continued with the set of even-weight vectors, and the Tchebycheff function with the nadir point z nad is used.
Furthermore, to enhance the overall performance of the algorithm, some recent developments related to MOEA/D consisting of an adaptive replacement strategy (Wang et al., 2016) and a stopping criterion (Abdul Kadhar & Baskar, 2016) are also integrated into iMOEA/D. To estimate the performance of the proposed algorithm, seven existing benchmark test functions with complicated PFs are tested first, and then three structural optimization problems of truss structures are solved. The efficiency and reliability of iMOEA/D are also compared with those of MOEA/D, MOEA/D-TPN and NSGA-II.
The rest of the paper is structured as follows. Section 2 provides some basic backgrounds of an MOP and the Tchebycheff decomposition method. Section 3 presents a general framework of the MOEA/D algorithm, in which some recent developments are also included.
The iMOEA/D algorithm is described in Section 4. Experimental studies are presented in Section 5, and some conclusions are drawn in Section 6.
Backgrounds

Basic definitions
A multi-objective optimization problem (MOP) can be stated as follows:
where T 1 ( ,..., ) n n xx  xR is the vector of design variables,  is the feasible search domain, () j f x is the jth objective function, and m is the number of objective functions.
In multi-objective optimization, some basic definitions in the context of minimization problems are given as follows:
• Let x 1 , x 2   be two solutions of an MOP, x 1 is said to dominate 
Tchebycheff decomposition approach
Over the past decades, many approaches have been proposed for decomposing an MOP into a set of scalar optimization sub-problems, and can be found in Refs. (Das & Dennis, 1998; Messac, Ismail-Yahaya, & Mattson, 2003) . Among these approaches, the weighted Tchebycheff approach is the most widely utilized because of its capability of handling multiobjective optimization problems with non-convex Pareto fronts (Zhang & Li, 2007 
MOEA/D algorithm
The multi-objective evolutionary algorithm based on decomposition (MOEA/D), was firstly developed by Zhang & Li, 2007 , and has been recognized as one of the most popular multi-objective evolutionary algorithms to date (Trivedi et al., 2016) . In MOEA/D, MOPs are decomposed into a number of scalar optimization sub-problems by applying decomposition approaches, and these sub-problems are optimized concurrently by mean of using • : the probability that mating parents are selected from the neighborhood;
• MaxIter: maximum iteration;
• FEs = 0: the number of function evaluations;
Step 
where rand is a uniformly distributed random number in [0,1]; 2.2. Reproduction: randomly select three parent individuals r 1 , r 2 , r 3 ( 1 2 3 r r r i    ) from B m and generate a solution y by applying "DE/rand/1" operator, and then perform a mutation operator on y to create a new solution y; 2.3. Repair: if any element of y is out of , its value will be randomly regenerated inside ; 
where F and CR are two control parameters. The polynomial mutation operator used to create the new solution y is defined as follows:
where rand is the uniformly distributed random number from [0, 1]. The distribution index  and the mutation rate p m are two control parameters, and x lb and x ub are the lower and upper bounds of the kth design variable, respectively.
In
Step 3, the stopping criterion named maximum Tchebycheff objective error (MTOE) (Abdul Kadhar & Baskar, 2016) is utilized. The method uses the information of the Tchebycheff objectives of all sub-problems to set a stopping condition for the algorithm.
Firstly, the maximum value of Tchebycheff objective error (TOE) is computed based on the absolute difference between the current and previous generation's Tchebycheff objectives.
Then, the maximum value in the set of TOE (MTOE) at the current generation is determined.
Finally, a 2 test  is applied for statistical evaluation of the variations in the MTOE values during previous g generations (Sharma & Rangaiah, 2013; Wagner & Trautmann, 2010) . If the variation of MTOE is smaller than a pre-defined tolerance value (), then the search process of the algorithm is terminated.
where 1 ,..., MTOE MTOE  are the MTOE values of the previous g generations,  is the expected tolerance value for the standard deviation of MTOE, Chi(MTOE) is the test statistic, and p(MTOE) is the probability of which the 2 test  supports the hypothesis that the variance of MTOE is lower than the pre-defined tolerance . If the probability p is equal to or larger than 99%, the algorithm terminates its search process. The probability p is defined by referring to the lookup table of 2  distribution for (g  1) degrees of freedom, where g is the number of generations. For instance, if the number of generation g is set to be 10, to get a probability p of 99%, then Chi(MTOE) must be smaller than or equal to 2.088.
iMOEA/D algorithm
As pointed out by Wang et al., 2017 , the use of the ideal point z * and the nadir point z nad in the Tchebycheff function has a significant influence on the distribution of optimal solutions over a PF. Particularly, in the case of using z * as the reference point, the optimal solutions of sub-problems for a convex PF and a concave PF are shown in Fig. 1a and b, respectively.
From the figures, it is clear that the optimal solution density in the central part of the convex PF is much larger than those of the concave PF, while it is opposite on the boundaries of the PFs. In contrast with the use of z * , the distribution of optimal solutions on these PFs is in a contrary direction if z nad is used as the reference point, which is depicted as in Fig. 1c and d, respectively.
The distribution of optimal solutions on Pareto fronts by using z * point and z nad point.
From the obtained results of the investigation in (Wang et al., 2017) , it is evident that the idea of combining both the ideal point z * and the nadir point z nad in the Tchebycheff function can be an efficient way to handle MOPs with complicated PFs. To take this advantage, Jiang & Yang, 2016 have also developed a search strategy with two phases for MOEA/D, in which the Tchebycheff function with z * is used in the first phase, and the Tchebycheff function with z nad is employed in the second phase. The search of the algorithm is started with the first phase; and after this phase, the crowded information of obtained solutions is estimated. If the crowded information shows that there is a significant difference between the solutions at the boundary/extreme and the intermediate of the PF, the second phase will be continued which aims to supplement more solutions on the boundary/extreme regions of the PF; otherwise, the second phase is not applied, and the search of the algorithm is completed. Through benchmark test functions with complex PFs, the method has been demonstrated to be able to deal effectively with MOPs with complicated PFs. The method, however, also has two limitations which may be described as follows: 1) the algorithm uses a pre-defined number of evaluations to switch from Phase 1 to Phase 2. It is very difficult to set this in advance without any knowledge about a problem, while it has a significant influence on the performance of the algorithm ; and 2) the computational cost of solving an MOP will increase significantly compared with available versions of MOEA/D if Phase 2 of the algorithm is executed.
Motivated by solving complex real-world problems and in an effort to overcome the limitations of the algorithm in , this paper attempts to develop a newly improved MOEA/D (iMOEA/D) and applies it to solving bi-objective optimization problems (BOPs) of truss structures. In iMOEA/D, firstly, in order to surmount the first limitation in , the stopping criterion recently proposed in (Abdul Kadhar & Baskar, 2016 ) is applied. This method will help automatically stop the algorithm if there is no considerable improvement on the optimal solutions instead of using the number of evaluations. The details of this approach have been presented in Section 3. Secondly, to improve the distribution of optimum solutions over a complex PF while the computational cost of the algorithm does not increase, a new two-phase search strategy is proposed. The idea behind this approach is depicted in Fig. 2 , and it includes the following steps. First, the set of the weight vectors of MOEA/D is numbered and split into two subsets: one set with oddweight vectors and the other with even-weight vectors. Then, the optimization process is started with the set of odd-weight vectors in the first phase. In this phase, the general framework of MOEA/D as shown in Algorithm 1 is applied, in which the Tchebycheff function with the ideal point z * as Eq. (2) is utilized. After this phase has been completed, the nadir point z nad is determined from the obtained set of solutions, and the Tchebycheff function as Eq. (4) is employed for the second phase with the set of even-weight vectors. Simple PF Complex PF Algorithm 2. Pseudo-code of iMOEA/D algorithm Input:
• A multi-objective optimization problem Eq. (1); • A stopping criterion;
• N: number of sub-problems;
: a set of odd-weight vectors;
: a set of even-weight vectors; • T m : size of mating neighborhood; • T rmax : maximum size of replacement neighborhood;
• : the probability that mating parents are selected from the neighborhood;
• MaxIter: maximum iteration; In Algorithm 2, it should be noted that the set of odd-weight vectors in the first phase should include the weight vectors of (1,0) T and (0,1) T . This setting aims to ensure that a nadir point z nad , which is obtained after finishing Phase 1, can fully cover the range of a Pareto front.
With the new two-phase search strategy and the integration of some recent developments, iMOEA/D possesses some advantages as follows:
1) It is able to handle BOPs with complicated Pareto fronts;
2) It does not require extra computational procedures; and the algorithm structure is almost the same with MOEA/D except for using it for both phases, which is not too difficult for engineering designers to implement.
3) The computational cost for solving BOPs can be reduced significantly, which is quite crucial for solving real engineering applications.
These benefits are verified and evaluated in Section 5 through seven benchmark test functions and three practical applications of the optimal design of truss structures.
Experimental study
This section is divided into two parts. The first part is to examine the performance of the proposed method through benchmark test functions with complicated Pareto fronts. The second part is to evaluate the applicability of iMOEA/D for solving structural optimization problems. The performance of iMOEA/D is compared with MOEA/D in Algorithm 1, MOEA/D-TPN , and NSGA-II (K Deb et al., 2002) . To make a fair comparison regarding the computational cost of NSGA-II, a stopping criterion which is proposed for NSGA-II in (Roudenko & Schoenauer, 2004) is also utilized. All algorithms are implemented in Matlab 2016b on a Core i7, 8GB ram laptop.
Benchmark test functions
In order to evaluate the performance of iMOEA/D, a set of seven test instances as shown in Table 1 is used. In Table 1 , F1-F3, F4-F6, and F7 are taken from (Wang et al., 2017) , , and , respectively. As mentioned in Wang et al., 2017; Yang et al., 2016) , the Pareto fronts of these problems are very complicated which are very difficult for MOEA/D to obtain a proper distribution of optimal solutions over the Pareto fronts.
Performance metrics
The performance of the algorithms is assessed by two widely-used performance metrics including the Hypervolume indicator (HV) (E. Zitzler & Thiele, 1999) 
where volume(.) is the Lebesgue measure. In this study, z * is set to (2.0, 2.0) for all test instances . It is noted that the method with a larger HV metric is the better. 
where d(v, P * ) is the Euclidean distance between the member v of P and the nearest member of P * . In this paper, 500 representative points created from the true PF are used for all the benchmark test problems. It is noted that the method with a lower IGD metric is the better.
Parameter settings
For all test instances, the parameter settings are the same. The parameters of NSGA-II are set according to (Song, 2011) . For MOEA/D, MOEA/D-TPN, and iMOEA/D, their parameters are set as follows:
• Population size N: N = 100.
• Reproduction operators: CR and F = [0.4, 0.6], δ = 0.9, and p m =1/n (n is the number of decision variables); It should be noted that the above parameters are set either based on the literature or on the experience obtained by running simulations with different settings. More specifically, N,  and g are derived from , and (Abdul Kadhar & Baskar, 2016) respectively, while the others are based on empirical results. (1 )( 0.05sin (6 )) (1 )(1 0.05sin (6 )) 2sin(0.5 )( 1 ( cos(2 ))) where sin(0.5 ) (1 )(1 ) 0.5(1 )( cos (4 )) 2sin(0.5 )( 1 ( cos (2 ))) where sin(0.5 ) Pareto Front : 0.5(1 1 cos (4 (1 ))) 
Evaluation of the new improvements
In order to demonstrate the ability of iMOEA/D to solve BOPs with the two-phase search strategy and to establish its advantages compared to the method (denoted as MOEA/D-TPN)
in , the benchmark tests F5 and F6 are used for investigation.
The performance of iMOEA/D in solving BOPs with complex PFs is evaluated by F5 and illustrated in Fig. 3 . As shown in Fig. 3 , the optimal solutions are densely populated in the central part of the PF and sparsely near the boundary of the PF in Phase 1 (Fig. 3a) , and vice versa in Phase 2 (Fig. 3b) . By combining the obtained results in both phases, the distribution of the solutions on the final PF has significantly improved as shown in Fig. 3c . As mentioned in Section 4, iMOEA/D is developed based on MOEA/D-TP , where the two improvements are integrated: 1) the incorporation of two recently developed features (i.e. an adaptive replacement strategy and a stopping criterion), and 2) the division of the initial weight vectors into two subsets. For the first improvement, it is easy to recognize that the computational cost of MOEA/D-TPN will be significantly larger than that of iMOEA/D if this improvement is not integrated into MOEA/D-TPN. This is because MOEA/D-TPN uses a conventional replacement scheme which has been demonstrated to be more costly than the adaptive replacement strategy (Wang et al., 2016) , and a maximum number of iterations which do not allow to stop the algorithm until this number is reached.
Therefore, the remaining comparison between iMOEA/D and MOEA/D-TPN will focus on the second improvement. For this comparison, the first improvement is also incorporated into MOEA/D-TPN. In this version, however, the niche scheme introduced in ( is because the crowded information of obtained results in Phase 1 is unsatisfied, and Phase 2 of MOEA/D-TPN is not executed. This explains why its HV-metric values of F6 is much worse than those of iMOEA/D. This is also reflected in Fig. 4a . Moreover, the diversity of weight vectors with N = 50 is often less than that with N = 100, which can lead to the reduction of the quality of solutions obtained by MOEA/D-TPN.
In contrast to MOEA/D-TPN with N = 50, for the test F5, the HV-metric values obtained by MOEA/D-TPN with N = 100 are much better than those of iMOEA/D, which is as an obvious result of the increased number of Pareto solutions. Nevertheless, the computational cost is mostly doubled because of the double growth of the population when both phases are executed. Like the case of N = 50, for the test F6, MOEA/D-TPN with N = 100 also terminates at Phase 1. Thus, its HV-metric values are still worse than those of iMOEA/D. In addition, the computational cost in this case is still higher compared to those of iMOEA/D.
Also, for the test F6, although the diversity of weight vectors is the same, the quality of IGD-metric values of MOEA/D-TPN is still bigger than those of iMOEA/D. This may be due to the efficiency of using the nadir point z nad in the second phase of iMOEA/D. From the above evaluation results, it can be concluded that the incorporation of the two recent features (i.e. an adaptive replacement strategy and a stopping criterion), and the idea of using two different subsets of weight vectors are helpful and meaningful compared to MOEA/D-TPN. To further evaluate the performance of iMOEA/D, MOEA/D-TPN is also used to solve the remaining test instances together with NSGA-II and MOEA/D, and for a consistent comparison, the initial populations (N) of all the methods are set to be the same.
Experimental results
In this part, iMOEA/D is tested on all the remaining functions, and the obtained statistical results are presented in Table 3 in comparison with those gained by NSGA-II, MOEA/D and MOEA/D-TPN. By taking a close look at the HV-metric values in Table 3 , it can be seen that MOEA/D-TPN is the best method, except for the F6 metrics. However, it should be noted that Based on the obtained statistical results, it can be concluded that iMOEA/D is more effective than NSGA-II and MOEA/D in terms of the distribution of optimal solutions over the PFs and the computational cost. Compared with MOEA/D-TPN, iMOEA/D performs worse with respect to HV-metric values, but significantly better in terms of the computational cost and slightly better concerning IGD-metric values. From the results, it can also be recognized that iMOEA/D is a proper method that can balance effectively between the quality of solutions and the computational cost. Corresponding to the results given in Table 3 , the PFs acquired by the methods are plotted in Fig. 5 . From the figures, it can be seen that NSGA-II, MOEA/D-TPN and iMOEA/D have the ability to give a better distribution of solutions on complicated PFs compared to MOEA/D. However, when taking a closer look at the figures, it can be observed that the quality of the solutions on the PFs obtained by MOEA/D, MOEA/D-TPN and iMOEA/D is much better than those obtained by NSGA-II. Here, it is also recognized that MOEA/D-TPN has more optimal solutions on the PFs at F1-F5 and F7, while those of F6 are almost the same with those of MOEA/D. These illustrations again reflect the HV-and IGD-metric values provided in Table 3 . 
Structural optimization problems
In this section, iMOEA/D is applied to deal with three optimal design problems of truss structures. Since the computational cost of MOEA/D-TPN has been demonstrated to be huge in the previous section, which is a large restriction for real-word engineering applications, only MOEA/D and NSGA-II are applied to solve these problems for comparison purposes.
The problems include a 15-bar planar truss (Tang, Tong, & Gu, 2005) , a 72-bar space truss (Wu & Chow, 1995) , and a 160-bar space truss (Groenwold & Stander, 1997) as shown in Fig. 6, Fig. 7, and Fig. 8 , respectively. These are structural optimization problems which are widely used to measure the applicability of single-objective optimization methods in the literature. x y (8)
(5)
(1)
(4) In this study, the above problems are reformulated as multi-objective design optimization problems. For all of the problem-cases considered, the aim of the objective functions is to minimize the overall weight of the structures and the maximum displacement at the truss nodes. The design variables and the constraints for each problem are described as follows:
• The 15-bar planar truss: The design problem has 8 continuous design variables of node coordinates and 15 discrete design variables of cross-section areas. All members are subjected to the stress limitation of ±25 (ksi). The details of the input data for this problem can be found in (Ho-Huu et al., 2015; Rahami et al., 2008) .
• The 72-bar space truss: The structure has 72 members that are divided into 16 groups corresponding to 16 design variables. The design variables are discrete values and selected from an available set. This structure was designed for two separate loading conditions and subjected to design constraints which consist of the stress limitations of ±25000 psi and a restriction for all nodal displacements of ±0.25 in. The input data for the problem is available in (Ho-Huu et al., 2016; Kaveh & Mahdavi, 2014) .
• The 160-bar space truss: The 160 bars of the truss are connected to 38 independent discrete design variables. The structure is designed for the eight independent load cases, and the design constraints are considered for compression members. The details for these input data are given in (Groenwold & Stander, 1997; Ho-Huu et al., 2016) .
In order to handle constraints and discrete design variables for the problems in this section, a constraint-handling technique recently proposed in (Jan & Khanum, 2013) , and a rounding technique in (Kaveh & Mahdavi, 2014) are utilized, respectively. All three problems are run 20 independent times with a population size of 80. Due to the exact solutions for these problems not being available, a set of all non-dominate solutions obtained by three methods after 20 independent runs is used as an approximate PF for evaluating the IGD metric. To validate the reliability of the used methods, some obtained solutions on PFs are also compared to those acquired by single-objective optimization methods in the literature. Table 4 provides the statistical results obtained by the methods. At first glance, it can be seen that the acquired results show the same trend for all the problems. Specifically, in a comparison of the HV-metric values, it is observed that iMOEA/D is the best method in all statistical indices including the worst, best and standard deviation (Std.) values, and NSGA-II is the second one. This implies that iMOEA/D shows a considerable improvement on the distribution of solutions over a PF compared with MOEA/D and NSGA-II. Nevertheless, this order is slightly changed in terms of the IGD-metric values, where the order rank is MOEA/D, iMOEA/D and NSGA-II for all the statistical indexes. This means that the quality of solutions gained by MOEA/D is often better than those of iMOEA/D and NSGA-II. However, the difference of IGD-metric values between MOEA/D and iMOEA/D is small, while it is quite large when comparing with those of NSGA-II.
In terms of computational cost, again iMOEA/D is the best method with the lowest values of time and FEs, while MOEA/D is better than NSGA-II. The FEs of iMOEA/D is around half to three-quarters of those of NSGA-II, and around three-quarters of those of MOEA/D. The PFs obtained by the methods for all considered problems are illustrated in Fig. 9, Fig.   10 , and Fig. 11 The comparison of the obtained solutions with those of single-objective optimization approaches in the literature is presented in Table 5 , where the results of iMOEA/D, MOEA/D, and NSGA-II are extracted from the end of the second objective, i.e. maximum displacement as shown in Fig. 9, Fig. 10, and Fig. 11 
Conclusion
In this work, a newly improved version of MOEA/D named iMOEA/D is developed for solving BOPs with complicated PFs. In iMOEA/D, the set of the weight vectors of MOEA/D is numbered and partitioned into two subsets: one set with odd-weight vectors and the other with even ones. Then, a two-phase search strategy based on the MOEA/D framework is developed to optimize their corresponding populations. In the first phase, the population of the set of odd-weight vectors is optimized by using the Tchebycheff function with the ideal point z * . After that, from the set of obtained solutions, the nadir point z nad is determined, and the Tchebycheff function with this point is applied for the set of even-weight vectors in the second phase. Moreover, the performance of the iMOEA/D is also further improved by the integration of two recent developments consisting of an adaptive replacement strategy and a stopping criterion.
The reliability, efficiency and the applicability of iMOEA/D are evaluated through the seven existing benchmark test functions with complicated PFs and three optimal design problems of truss structures. The obtained results from the benchmark test functions indicate that iMOEA/D is more competitive than MOEA/D, MOEA/D-TPN and NSGA-II. Although MOEA/D-TPN and NSGA-II provide PFs with better spread compared with iMOEA/D and MOEA/D, the computational cost of MOEA/D-TPN is significantly larger than that of iMOEA/D and MOEA/D, while the quality of optimal solutions of NSGA-II is not as good as that of iMOEA/D and MOEA/D. The obtained results from the practical applications show that iMOEA/D outperforms MOEA/D and NSGA-II, and is a good candidate for solving these kinds of problems.
Although iMOEA/D has shown a considerable improvement in the performance of the algorithm, it is currently still limited to bi-objective optimization problems. For future work, therefore, the idea of the division of weight vectors into two subsets (i.e. even and odd set)
should be investigated and extended for optimization problems with more than two objectives.
However, to implement this, it should be noted that the distribution of the divided sets should be equal over the weight space, which calls for considerable research efforts in the future.
Moreover, although iMOEA/D obtains significant achievements in terms of computational cost compared to the compared methods, its total number of function evaluations is still high.
This will be a major restriction when it is extended and applied to different large problems in civil engineering like frames, composite beams and plates, and for various applications in aerospace engineering, such as the optimal design of departure/arrival routes of aircraft and runway allocations, where the computational cost for each function evaluation is quite large.
Thus, in the future, approximate models like artificial neural network (ANN), adaptive neuro fuzzy inference system (ANFIS) (Ramasamy & Rajasekaran, 1996; Rodger, 2014a Rodger, , 2014b can also be developed and applied for approximating objective functions to assist iMOEA/D in solving large scale optimization problems in reality.
Furthermore, although the multi-objective optimization problems of truss structures have been solved, suitable criteria for selecting a good candidate from PFs are still an open question. Therefore, studies which aim to help engineering designers to pick a reasonable solution from PFs will also be a potential research direction for researchers in the future.
