Abstract. A non-interior point algorithm based on projection for second-order cone programming problems is proposed and analyzed. The main idea of the algorithm is that we cast the complementary equation in the primal-dual optimality conditions as a projection equation. By using this reformulation, we only need to solve a system of linear equations with the same coefficient matrix and compute two simple projections at each iteration, without performing any line search. This algorithm can start from an arbitrary point, and does not require the row vectors of A to be linearly independent. We prove that our algorithm is globally convergent under weak conditions. Preliminary numerical results demonstrate the effectiveness of our algorithm.
Introduction
A second-order cone programming (SOCP) is to minimize a linear function over the intersection of an affine space with the Cartesian product of a finite number of second-order cones. The SOCPs have wide range of applications in many fields, such as engineering, control, finance, robust optimization and combinatorial optimization (see [1] Throughout this paper, we consider the SOCP problem with a single second-order cone
where A ∈ Ê m×n , c ∈ Ê n , b ∈ Ê m are given data, ·, · is the Euclidean inner product, and Q is a second-order cone (SOC) with dimension n which is defined by
where x 0 is the first element of x,x is the vector containing the remaining elements of x, · refers to the standard Euclidean norm. For simplicity, we use "," to join vectors and matrices in a row and ";" to join them in a column. Thus, for instance, for vectors x, y, and z we use (x; y; z) to represent (
It is well known that SOC Q ⊆ Ê n is a closed, pointed (i.e., Q ∩ (−Q) = {0}) and convex cone. Hence, SOCP problems are convex optimization problems and the SOC Q is self-dual, that is,
Thus the dual problem of (P) is
where y ∈ Ê m and s ∈ Q is slack variable. The symbol (Ê n , •) stands for a Euclidean
Jordan algebra, where "•" is a bilinear mapping named the Jordan product and defined by
for any x = (x 0 ;x) and s = (s 0 ;s) ∈ Ê × Ê n−1 . The vector e n = (
is the identity element of (Ê n , •). Each vector is indexed from 0. We use lower case letters such as x, s for column vectors, and upper case letters A, B for matrices, 0 n denotes the square matrix whose dimension is n and elements are all zeros, and 0 denotes the vector of all zeros with suitable dimension. Subscripted vectors such as x i represent the ith element of x. We use I for the identity matrices; in all cases the dimensions of vectors and matrices can be discerned from the context.
x ∈ K, y ∈ L} is the Cartesian product of K and L. Let bdQ = {x ∈ Q : x 0 = x and x = 0} denote the boundary of Q, while the interior of Q is denoted by int Q = {x ∈ Q : x 0 > x }. For A ∈ Ê n×n , A 0
