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Der Freie–Elektronen–Laser (FEL) in Hamburg (FLASH) stellt mit seinen herausragenden
Eigenschaften bezu¨glich Photonenpulsintensita¨t (bis zu 100 µJ pro Puls), erreichbaren Pho-
tonenenergiebereichs (30 eV bis 1500 eV), seiner transversalen Koha¨renz sowie kurzer Puls-
dauern (einige zehn Femtosekunden) eine sehr interessante Lichtquelle fu¨r die Photoelek-
tronenspektroskopie (PES) dar. Insbesondere Element–spezifische sowie zeitaufgelo¨ste PES
tiefer liegender Rumpfniveaus ist nun mit den hohen Photonenenergien bei akzeptabler
Pulsintensita¨t mo¨glich.
In dieser Arbeit wurden unterschiedliche experimentelle Setups aufgebaut, um winkelauf-
gelo¨ste PES (ARPES), Rumpfniveau–Spektroskopie (XPS) sowie zeitaufgelo¨ste PES (TR-
PES) Experimente an der Monochromator–Beamline PG2 am FLASH zu realisieren. Diese
werden in dieser Arbeit dargestellt und deren Funktion gezeigt. Existierende sowie neu–
entwickelte Systeme fu¨r das Online–Aufzeichnen der FEL–Pulseintensita¨ten und das Gener-
ieren eines ra¨umlichen und zeitlichen U¨berlapps der FEL–Strahlung mit einem optischen
Laser fu¨r zeitaufgelo¨ste Experimente sind erfolgreich in die PES–Experimente integriert
worden.
Weiterhin wurden in dieser Arbeit fu¨r das Versta¨ndnis von auftretenden Raumladungsef-
fekten (SCE) in der PES bei der Verwendung von gepulsten Photonenquellen mit hohen
Pulsintensita¨ten, die sich in energetischen Verbreiterungen und Verschiebungen im Photoe-
missionsspektrum widerspiegeln, mit Hilfe einer molekular–dynamischen N–Teilchen Sim-
ulation auf der Basis eines modifizierten ”Treecode”–Algorithmus durchgefu¨hrt. Mit Hilfe
dieses Algorithmus konnten die Simulationen ausreichend schnell und genau durchgefu¨hrt
werden. Es stellte sich heraus, dass der einflussreichste Parameter fu¨r die Raumladungsef-
fekte die ”lineare Elektronendichte” – das Verha¨ltnis von Anzahl der Photoelektronen zum
Spotdurchmesser auf der Probe – ist. Desweiteren konnten die Simulationen die Beobach-
tungen aus in der Literatur beschrieben Experimenten gut wiedergeben, und ein paar Dau-
menregeln fu¨r zuku¨nftige ARPES– und XPS–Experimente wurden abgeleitet.
Experimentell wurden in dieser Arbeit Raumladungseffekte bei ARPES sowie bei XPS
als Funktion der FEL–Pulsintensita¨t untersucht. Es stellte sich heraus, dass ARPES im
Prinzip am FLASH mo¨glich ist. Steigende Photoelektronendichten fu¨hrten zu zunehmenden
energetischen Verschiebungen und Verbreiterungen im Spektrum bis in den Bereich einiger
Elektronenvolt. Intensita¨tsabha¨ngige XPS an 1T–TaS2 konnte mit Hilfe von Simulationen
mit dem Treecode–Algorithmus sehr gut reproduziert werden und ein linearer Zusammen-
hang der energetischen Verschiebungen und Verbreiterungen in Abha¨ngigkeit zur Elek-
tronenzahl gefunden werden. Dreieckig–strukturierte Strahlenscha¨den (entsprechend der
krystallinen Struktur) wurden in den 1T–TiTe2–Proben nur unter Verwendung ho¨chster
Pulsintensita¨ten beobachtet.
Schließlich werden die ersten zeitaufgelo¨sten Messungen der Ta4f –Rumpfniveaus von 1T–
TaS2 in der isolierneden Ladungsdichtewellenphase pra¨sentiert bei einer – fu¨r ho¨here har-
monische Quellen – relativ hohen Photonenenergie von ≈ 175 eV. Eine zeitaufgelo¨ste
Entwicklung der niederenergetischen Ta4f –Kante konnte beobachtet werden. Dieser Ef-
fekt wurde mit großer Sicherheit Raumladungseffekten – hervorgerufen durch schwank-
ende FEL–Intensita¨ten – zugeordnet. Nichtsdestotrotz konnte mit dem gleichen Aufbau
von unserer Arbeitsgruppe bei Wiederholung des Experimentes bei signifikant besserer
Zeitauflo¨sung direkt die Ladungsordnungsdynamiken in dem komplexen Material 1T–TaS2
beobachtet werden.
Abstract
The free–electron laser (FEL) in Hamburg (FLASH) is a very interesting light source with
which to perform photoelectron spectroscopy (PES) experiments. Its special characteristics
include highly intense photon pulses (up to 100 J/pulse), a photon energy range of 30
eV to 1500 eV, transverse coherence as well as pulse durations of some ten femtoseconds.
Especially in terms of time–resolved PES (TRPES), the deeper lying core levels can be
reached with photon energies up to 1500 eV with acceptable intensity now and, therefore,
element–specific, time–resolved core–level PES (XPS) is feasible at FLASH.
During the work of this thesis various experimental setups were constructed in order to re-
alize angle–resolved (ARPES), core–level (XPS) as well as time–resolved PES experiments
at the plane grating monochromator beamline PG2 at FLASH. Existing as well as newly
developed systems for online monitoring of FEL pulse intensities and generating spatial
and temporal overlap of FEL and optical laser pulses for time–resolved experiments are
successfully integrated into the experimental setup for PES.
In order to understand space–charge effects (SCEs) in PES and, therefore, being able to
handle those effects in future experiments using highly intense and pulsed photon sources,
the origin of energetic broadenings and shifts in photoelectron spectra are studied by
means of a molecular dynamic N–body simulation using a modified Treecode Algorithm
for sufficiently fast and accurate calculations. It turned out that the most influencing
parameter is the ”linear electron density” – the ratio of the number of photoelectrons to
the diameter of the illuminated spot on the sample. Furthermore, the simulations could
reproduce the observations described in the literature fairly well. Some rules of thumb for
XPS and ARPES measurements could be deduced from the simulations.
Experimentally, SCEs are investigated by means of ARPES as well as XPS measurements
as a function of FEL pulse intensities using the transition metal dichalcogenides 1T–TiTe2
and 1T–TaS2 as reference systems. ARPES at FLASH is in principle feasible below
the SCE limit and triangular structured radiation damages (in accordance with the
crystal structure) occured only at highest FEL pulse intensities not usable for PES. With
increasing photoelectron densities, increasing energetic shifts and broadenings in the range
of several eV were observed. Intensity dependent XPS measurements on 1T–TaS2 could
be reproduced by the simulations with the Treecode Algorithm and a linear behavior of
the energetic shift and broadening as a function of the electron number was found.
Finally, the results of first time–resolved XPS measurements on the Ta4f core levels of
1T–TaS2 in the CDW–insulating phase using a – in comparison with HHG sources – high
photon energy of ≈ 175 eV are presented for the first time. A time–dependent evolution of
the low binding energy edge of the Ta4f core levels was observed. This effect could almost
certainly be attributed to varying FEL intensities indicating that induced SCEs interfere
with possible physical effects. However, with the same setup, our research group repeated
the experiment with significantly better temporal resolution and succeeded in measuring
directly the charge order dynamics in the complex material 1T–TaS2 with a temporal
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1 Introduction
Angle–resolved-photoelectron spectroscopy (ARPES) is the most powerful method in order
to investigate the occupied and momentum–resolved electronic structure of solids [1].
Here, monochromatic light in the UV to X–ray regime is illuminated onto the sample
under investigation. With a distinct probability an incident photon is absorbed and an
electron, the so–called photoelectron, is emitted from the sample surface. This electron
is typically analyzed via a special electron analyzer with respect to its kinetic energy and
emission angle. During the PES experiment the photocurrent is measured as a function
of emission angle and kinetic energy imaging the occupied valence band structure E(~k),
including the Fermi surface E(~k) = EF and characteristical signs for electron correlation
effects such as band gaps due to phase transitions to superconductivity or the generation
of charge–density waves. Furthermore, lineshape analysis of photoelectron spectra can
deliver insight into many–body effects in the solid.
Especially, in combination with modern synchrotron radiation sources, delivering highly
brilliant and narrow–band photon pulses with continuously tunable photon energies from
the VUV to X–ray regime, ARPES allows to measure the electronic structure with very
high precision.
Ultra fast processes such as chemical reactions at surfaces, induced phase transitions in
correlated materials, catalytical processes and spin dynamics [2–5] can not be studied via
conventional PES measuring the electronic structure in quasi–equilibrium. These processes
typically take place on a femtosecond to picosecond time scale and, thus, one needs
pulsed photon sources with pulse durations shorter than the dynamical process under
investigation in order to measure these. Therefore, modern synchrotron radiation sources
of the third generation, delivering photon pulses with pulse lengths of some 10 picoseconds
are not able to measure those processes. In the 1980s, the development of Ti:Sapphire
laser systems with pulse durations of some femtoseconds opened the field of time–resolved
experiments and the investigation of ultrashort processes in the femtosecond regime. With
the generation of higher harmonics [6–9] of the fundamental Ti:Sapphire wavelength,
photon energies of several 10 eV with acceptable intensities can be reached and, thus,
time–resolved PES (TRPES) of valence bands and partly of core levels with lowest binding
energies is possible using a pump–probe technique. Within this pump–probe TRPES
experiment, two photon pulses are used. One pulse excites the electronic system of the
sample (pump pulse), while with the second pulse (probe pulse) the electronic system is
probed as a function of temporal delay.
With the installation of the free–electron laser (FEL) in Hamburg (FLASH) [10–12], both,
the advantage of modern synchrotron radiation sources with its continuously tunable
photon energy in the VUV to X–ray regime as well as the advantages of a pulsed laser
system with its ultra–short and coherent photon pulses, are combined in one photon
source. Delivering highly intense (10–100 µJ/pulse), ultra short (10–70 fs) photon pulses
(hν = 30 to 300 eV of the fundamental mode) with nearly total transverse coherence,
FLASH opens the path for studying physics, which were not possible with conventional
radiation sources since then. Beside time–resolved experiments, the short wavelength, high
intensities and coherence of the photon pulses make it possible to image tiny structures
via diffraction experiments with one single shot [13, 14]. Furthermore, matter can be
studied under extreme conditions due to the creation of high pressures and temperatures
at surfaces, clusters, molecules or even atoms [15–18].
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In terms of TRPES, the deeper lying core levels can be reached with photon energies up
to 1500 eV (fifth harmonic) with acceptable intensity and, therefore, element–specific,
time–resolved core–level PES (XPS) is feasible at FLASH. Furthermore, taking advantage
of the outstanding peak brilliance and, thus, highly intense photon pulses, in combination
with their transverse coherence, focusing the radiation down to the nano–scale by using
diffraction optics like Fresnel zone plates [19] or photon sieves [20,21] delivers the possibility
to perform spatially and angle–resolved PES. This will be essential in order to investigate
surfaces with non periodical nano–structures interesting for micro/nano electronics. In a
final stage, one can imagine an experiment were temporal resolution and spatially resolved
ARPES are connected.
Though, the pulse characteristics of FLASH seem to be ideal for those PES experiments,
several challenges have to be met first. These challenges have their origin on the one
hand in FEL machine specific parameters, i.e., intensity (several orders of magnitude) as
well as photon energy (1 % of the fundamental photon energy) and temporal (≈ 500 fs)
fluctuations from pulse to pulse, and on the other hand in the high photon pulse intensities
resulting in the emission of a huge amount of photoelectrons influencing each other due to
mutual Coulomb interactions. These interactions induce spectral shifts and broadening in
the measured photoemission spectra and are known and often reported in the literature as
space–charge effects (SCEs) [22–25].
The goal of this thesis was to establish PES at FLASH and being able to control
its parameter. For this, different experimental setups have been built up in order
to monitor and, therefore, control the mentioned parameters and to realize ARPES,
core–level PES (XPS) as well as core–level TRPES (TRXPS). For photon pulse intensity
measurements, two existing online monitoring systems, the gas–monitor detector (GMD)
and the multi–channel plate (MCP) detector, were integrated into a typical PES setup. In
addition to this, an own device for intensity measurements, the intensity tube (I–tube),
was developed promising to be more precisely and universally applicable then the others.
Furthermore, an equipment for TRXPS was developed and built up in close collaboration
with the research group from Wurth et al. from the University in Hamburg. The Wurth
group delivered the main experimental PES chamber and a so–called ”timing–tool” being
able to measure the temporal as well as spatial overlap of FEL and pump laser pulse on the
sample surface. A system for the collinear injection of the laser pulses into the trajectory
of the FEL beam is one focus of this thesis.
Due to the importance of understanding SCEs in PES experiments using highly intense
and short pulsed photon sources such as FLASH or even laser sources in the laboratory, an
other focus of this thesis was to investigate their influence on the measured photoelectron
spectra in order to give the researcher an orientation at which pulse parameters the spectral
changes might exceed the experimental energy or angular resolution. To achieve this, a
self–consistent N–body simulation based on the Barnes & Hut Treecode Algorithm [26],
originally developed for gravitational N–body problems (stellar motions), was modified
and tested. With this simulation program, the influence of all PES relevant parameters
(number of emitted electrons, photon pulse length, spotsize, electron energy distribution,
etc.) was investigated on a broad range, three chosen examples from the literature dealing
with observed SCEs in PES using FLASH, an femtosecond–laboratory laser system and
a modern synchrotron radiation source are compared to our simulations and, finally, our
simulations are used to test two analytical models describing SCEs.
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The experimental aspect of this thesis consists of two parts. In the first part, the
fundamental question was investigated if PES at FLASH is generally feasible. For this, the
transition metal dichalcogenide (TMDC) 1T–TiTe2 was exposed to different maximum
pulse energies and analyzed with regard to sample destructions afterwards. An approxi-
mation of a suddenly increasing surface temperature as a function of photon pulse energy
is given and the heat dissipation in the crystal is followed in order to explain observed
sample destruction at highest intensities. Furthermore, first ARPES measurements on
the valence band structure of 1T–TiTe2 as well as core–level PES on the Ta4f levels of
1T–TaS2 as a function of pulse intensity are performed. The core–level measurements are
compared with simulations with the modified Treecode Algorithm in order to further test
the applicability of the simulations to PES experiments at FLASH and to give a possibility
to deal with occurring SCEs in PES. In the second part, the setup for TRPES was tested
on the system 1T–TaS2 in the charge–density wave (CDW) insulating phase. It was the
first time that TRXPS was performed with such high photon energy (hν ≈ 175 eV),
typically not reachable with higher harmonic laser systems with regard to sufficient pulse
intensities.
The outline of this thesis is as follows. In chapter 2 the basics of PES and TRPES
are briefly described, followed by an introduction of TMDCs 1T–TiTe2 and 1T–TaS2 in
chapter 3. The working principle of FELs and, particularly, the layout and parameters
of FLASH, the plane grating monochromator beamline PG2, where the PES experiments
were carried out, and the laser system for time–resolved pump–probe experiments is
presented in chapter 4. An overview of existing and self–developed instrumentation for
intensity dependent or time–resolved PES experiments is given in chapter 5 as well as
their integration into three different experimental setups for ARPES, XPS and TRPES at
FLASH. In chapter 6 the modified Treecode Algorithm for simulating SCEs is introduced,
the influence of the different relevant parameters on the photoelectron spectra is analyzed
and a comparison with examples from the literature as well as analytical models is
presented. The question of sample destruction due to intense photon pulses is followed in
chapter 7. Furthermore, the first ARPES test measurements at varying pulse intensities
are presented, SCEs in XPS are studied and compared with own SCE simulations with the
introduced simulation algorithm. Finally, in chapter 8 the first results of TRXPS with the
newly developed setup is shown.
All experiments presented in this thesis were performed at beamline PG2 of FLASH at the
Deutsche Elektronen–Synchrotron (DESY) in Hamburg (Germany).
4 1 Introduction
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Figure 2.1: Illustration of the photoemission experiment (from [27]): a photoelectron with
the kinetic energy Ekin is created by absorption of an incident photon with the excitation
energy hν. φ and ϑ denote the azimuthal and the polar angle of the emitting electron in
the sample geometry, respectively.
2 Photoelectron Spectroscopy
Photoelectron spectroscopy (PES) plays an important role in the examination of the elec-
tronic structure of solids [1]. By measuring the electron binding energies in the solid with
PES, one gets insight into the chemical composition of surfaces (ESCA: Electron Spec-
troscopy for Chemical Analysis) and the structural orientation of adsorbates. Furthermore,
angle–resolved PES (ARPES) serves for the determination of the occupied electronic band
structure E(~k), including the Fermi surface E(~k)=EF by measuring the emission angle in
addition to the binding energy.
The discovery of the outer photoelectric effect and its photon energy dependence by Hertz
and Hallwachs can be seen as the historical beginning of PES [28,29]. Twenty years later,
Einstein gave an explanation for the photoelectric effect and established the concept of
photons [30]. Planck explained that the photon energy linearly depends on the frequency
of the light. And Einstein showed that the energy of a photon must be at least as large
as the work function of a solid in order to emit an electron. The kinetic energy of this
photoemitted electron can be determined by
Ekin = hν − EB − ΦW . (2.1)
Here, h stands for the Planck’s constant, ν for the frequency of the photon, EB for the
binding energy of the electron and ΦW for the work function of the solid.
Using equation 2.1 the binding energy of an electron can be determined. Characteristical
peaks in the photoemission spectrum provide, e.g., information about the chemical com-
position of the material. However, if the electronic structure such as, e.g., the electronic
band structure is of major interest, additionally the momentum of the electron has to be
taken into account. This can be measured with ARPES, the two electron emission angles ϕ
(azimuthal angle) and ϑ (polar angle with respect to the surface normal) are measured as
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well as the kinetic energy of the photoelectrons. The measured photo current I of emitted
photoelectrons is given by:
I = I(Ekin, hν, φ, ϑ) . (2.2)
2.1 Theoretical aspects of ARPES
For the better understanding of a photoemission experiment, it is necessary to follow the
process from excitation to emission of an electron in more detail:
Modern theories are describing the direct photoemission process by means of many–body
theories and take the whole N–electron system under specific assumptions and boundary
conditions into account [31]. In these considerations, a focus lies on the transition of an
N–electron system into an (N-1)–electron system during the photoemission process. This
transition, including the absorption of a photon and the emission of an electron, is treated
as one single event and, therefore, is generally called the ”one–step–model”.
























Figure 2.2: Illustration of the photoemission process within the ”three–step–model” (after
[1]): In the first step, incident photons excite electrons in the solid. In the second step, the
electrons travel to the surface and are inelastically scattered producing secondary electrons.
In the third step, the electrons penetrate the surface and escape into the vacuum.
”three–step–model” [32,33]. In contrast to the one–step–model, the photoemission process
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consists of three independent sub processes (see Fig. 2.2):
• (i) the excitation of the electron by one photon,
• (ii) the propagation of the excited electron towards the surface of the solid,
• (iii) the transition of the excited electron from the solid surface into the vacuum.
(i) In the ”excitation step”, the photoemission process can be quantum mechanically de-
scribed in the following way:
One electron with the mass me and momentum operator ~p is bound to the periodic poten-
tial of the solid V . The electron is not interacting with other electrons in the solid. The




+ V . (2.3)
An incident electromagnetic wave is characterized by its energy hν and its vector potential
~A. The electromagnetic wave interacts with the electron in the solid. This interaction is
considered by the transition of the momentum ~p to the generalized momentum ~P :
~P = ~p− e
c
~A . (2.4)
Here, e and c denote the charge of an electron and the velocity of light, respectively.
Applying this generalization with a gauge of the scalar potential Φ = 0, the Hamiltonian






~A)2 + V . (2.5)
Within the dipole approximation (~∇ · ~A = 0), the electromagnetic field is approximated as
invariant to translations, because the electromagnetic wave is large against the dimension
of the unit cell. In general, two–photon processes can be neglected ( ~A · ~A ≈ 0). Finally,
the Hamiltonian operator in this approximation can be described by:
H = H0 +Hi = H0 − e
mec
~A · ~p , (2.6)
with the interaction term Hi.
The transition probability ωif per unit time of an electron from the initial state ψi to





· |〈ψf |Hi|ψi〉|2 · δ(Ef (~kf )− Ei(~ki)− hν) . (2.7)
Here, the delta function guarantees the energy conservation Ef = Ei + hν, where Ef and
Ei are the final and initial state energies and ~kf and ~ki are the corresponding final and
initial state wave vectors. Finally, the photo current in the photoemission experiment is
proportional to the sum over all transition probabilities.
In addition, the conservation of momentum is obtained by
~kf = ~ki + ~G+ ~kph ≈ ~ki + ~G . (2.8)
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~G represents any reciprocal lattice vector and considers possible momentum transfer to
the crystal lattice. The momentum of the photon ~kph can usually be neglected in ARPES
experiments using photon energies in the VUV–range (vacuum ultra violet: hν = 10..40 eV
corresponding to ~kph = 0.05..0.2 A˚
−1) compared to the dimension of the Brillouin zone (in
the order of 1 A˚−1). In this case, only direct transitions between electronic bands are possi-
ble. This means, that the momentum is kept constant or is changed by an integral multiple
of the reciprocal lattice vector. In ARPES experiments using higher photon energies, the
change of the momentum has to be considered.
(ii) The second step of the ”three-step–model” deals with the movement of the electron
through the solid towards the solid surface. The electron is scattered due to electron–
electron, electron–phonon or electron–hole interactions. These scatting processes, for in-
stance, contribute to the secondary–electron background in the measured spectrum. Fur-
thermore, the resulting life–time shortening leads to broadened peaks in the photoemission
spectrum for the corresponding transition. The inelastic mean free path of the electrons in
the solid is typically limited to a few monolayers using photon energies in the VUV to XUV
range (see Fig. 2.3) [34]. This makes the (AR)PES a very surface sensitive experimental













Figure 2.3: The electron inelastic mean free path as a function of the kinetic energy
(from [34]): The mean free path is given in units of one monolayer. The data points are
gained from PES measurements of different materials. This characteristic curve fits very
well to every element and is, therefore, also known as the ”universal curve” for the electron
inelastic mean free path.
(iii) The third step describes the penetration of the electron through the surface into
the vacuum. Here, the parallel component ~kf‖ of the electron wave vector is conserved
while perpendicular component is changed the electron is diffracted because of the missing
translation symmetry perpendicular to the surface. Furthermore, the kinetic energy of the
2.1 Theoretical aspects of ARPES 9






where ~K is the momentum of the electron in the vacuum. For the parallel components of

















where ϑ and ϕ are the electron emission angles in the sample geometry (see Fig. 2.1). In
the ARPES experiment the parameters Ekin, ϑ, and ϕ are measured and the corresponding












Figure 2.4: Illustration of the diffraction process of the electrons while penetrating the
surface into the vacuum.
However, the determination of the perpendicular component of the wave vector ~k⊥
is more complicated due to the broken symmetry in this direction. If a free–electron like
dispersion in the final state can be assumed, the dispersion relation is shifted approximately
by |eV0|, where V0 is the so called inner potential. With this, the corresponding relation for





2me(Ekin · cos2 ϑ+ |V0|) . (2.11)
The inner potential V0 is not directly experimentally accessible. It can be determined
by, e.g., taking advantage of the symmetry in the ~k⊥ direction or comparing a measured
ARPES series with a theoretically determined band structure.
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2.2 Time–resolved pump–probe PES
Conventional PES as well as ARPES are techniques to measure the electronic structure
of solids in the equilibrium state. With the development of ultra–short pulsed photon
sources, the interest in measuring dynamical processes within the solid via spectroscopic
methods strongly increased. Dynamic processes are, for example, externally induced
phase transitions, structural changes of the surface or changes in the magnetic properties,
which subsequently relax into the original equilibrium state [2–5]. In order to study
these relaxation processes as well as the associated mechanisms leading to the relaxation,
the electronic structure has to be measured as a function of time after an external
excitation. This can be done by time–resolved photoelectron spectroscopy (TRPES). For
this, excitation sources with pulse lengths in the femtosecond regime have to be used to be
able to image fast processes like electron–electron (≤ 100 fs) as well as electron–phonon
(≤ 10 ps) coupling, which are the fastest channels for the dissipation of energy after
excitation.
In the last years, the development of pulsed radiation sources with pulse lengths down
to the attosecond (laser systems) and femtosecond regime (free–electron lasers) enabled
a strong increase in the number of time–resolved experiments. In the majority of cases,
the experiments are performed as the so–called ”pump–probe experiments”. Here, two
laser pulses with a defined and tunable delay are used. The first laser serves to excite the
system, the second one samples the current state of the system after the excitation at a
defined temporal delay.








Figure 2.5: Scheme of a time–resolved pump–probe photoemission experiment (from Ref.
[35]). In contrast to conventional PES or ARPES experiments, TRPES needs at least
two short–pulsed photon sources. Here, an excitation pulse, the ”pump pulse”, deposites
energy into the electronic system of the sample. With the second pulse, the ”probe pulse”
– exceeding the work function of the sample in order to generate photoelectrons – the
excited electronic system is measured after a defined temporal delay. The temporal delay
is subsequently varied within an interesting temporal interval and the relaxation process of
the electronic system after excitation is monitored.
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system. Here the photon energy lies below the ionization threshold and, therefore, no
photoelectrons are emitted. A second pulse – with a photon energy exceeding the work
function of the sample – is used to measure a photoelectron spectrum in order to monitor
the non–equilibrium state at a defined point in time after the excitation. Finally, the delay
between pump and probe pulse is varied in the interesting temporal regime. The changes
in the photoelectron spectra as a function of the pump–probe delay monitor the evolution
of the electronic structure of the solid during its equilibration process.
The temporal resolution of time–resolved experiments are especially limited by the pulse
length of the used radiation sources. Proper radiation sources are, on the one hand,
conventional ultra–short fs–laser sources, where the second or higher harmonic of the
fundamental laser mode can be created by upconversion in a non–linear process. Depending
on the generated photon energy the method is called second harmonic generation (SHG)
or higher harmonic generation (HHG) [6–9].
On the other hand, the FEL as a fourth generation synchrotron radiation source generates
photon pulses with pulse durations of some ten fs and is, therefore, suitable for time–
resolved experiments as well. The experimental work in this thesis aimed to establish
TRPES experiments at the FEL in Hamburg in close collaboration with the group of
Wurth et al. from the University in Hamburg (Germany).
2.3 Modern photoelectron spectrometers
In order to measure photoelectron spectra, a variety of different kinds of photoelectron
analyzers are used in this research field. In detail, these are plane or cylindrical mirror
analyzers, time–of–flight analyzers and in a majority of cases hemisperical deflection ana-
lyzers. While first electron analyzers were only able to measure the photocurrent for one
defined set of parameters (Ekin, ϑ, ϕ) at a time, nowadays, modern photoelectron analyzer
are able to detect – dependent on the measurement mode and the requested energy and
angular resolution – a specific kinetic energy interval as well as a defined angle or spatial
interval in parallel. This significantly reduces the measurement time.
In this thesis, hemispherical analyzers equipped with such a parallel detection system were
used for the PES experiments. On the left hand side of Fig. 2.6, an illustration of a
hemispherical deflection analyzer and its working principle is shown. This analyzer mainly
consists of three parts: (i) an electro–statical lense system, (ii) a hemispherical capacitor
and (iii) an electron detection system in the exit plane of the hemispherical capacitor. The
theoretically reachable energy resolution ∆E of such an analyzer system can be calculated










where Epass is the so called pass energy, s1 and s2 are the widths of the entrance and exit
aperture. r0 and α denote the mean radius within the hemispherical capacitor and the
maximum acceptance angle of the photoelectrons entering the capacitor.
• The electro–statical lense system consists of a row of single electro–statical lenses,
whose potentials can be varied seperately from each other. Within this lense system,
incoming photoelectrons with a defined kinetic energy are retarded or accelerated via




































Figure 2.6: (Left) Illustration of a modern hemispherical deflection analyzer and its work-
ing principle (from Ref. [36]). The photoelectrons are imaged angularly resolved onto the
entrance aperture s1 of the hemisphirical capacitor. In the hemispherical capacitor the
electrons are sorted with respect to their kinetic energy and in the exit plane a 2D–CCD
detector is measureing the photoelectron intensity as a function of emission angle and ki-
netic energy in parallel. (Right) A typical photoemission intensity map of (PbS)1.13TaS2
measured with a hemispherical deflection analyzer (from Ref. [27]) and a 2D–CCD detector.
an applied voltage at the entrance plane of the hemispherical capacitor to the pass en-
ergy Epass. This kinetic energy partly determines the energy resolution of the analyzer
after equation 2.12. The smaller Epass is, the better is the theoretically achievable
energy resolution. Furthermore, the electrons are imaged by the lense system onto the
entrance plane and, thus, onto the entrance aperture in a special way. Dependent on
the measurement mode and, therefore, the combination of the applied lense voltages
an angular or spatial dispersive distribution is achieved at the entrance aperture. (A
lense mode with a high transmission of the photoelectrons but no further specified
distribution is also possible.) In the angular dispersive case for example, the pho-
toelectrons entering the lense system with an angle of 0◦ to the symmetry axis are
imaged onto the center of the entrance aperture, while electrons with non–zero but
equal entering angles are imaged on the same circle around this center point. This
angular dispersion mode is apparently the most efficient lense mode for ARPES ex-
periments. The entrance aperture into the hemispherical capacitor consist of one long
and one short side. The long side is the angular dispersive direction of the analyzer,
while the short side is the energy dispersive direction. The width of the entrance
aperture s1 as well as the maximum acceptance angle of the photoelectrons entering
the hemispherical capacitor α account for the energy resolution of the experiment
according to equation 2.12.
• While the electro–statical lense system is responsible for the angular dispersion in
the analyzer, the subsequent hemispherical capacitor sorts the photoelectrons ac-
cording to their kinetic energy. This is done by a virtual charge in the center of the
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hemisphere defined by the applied voltages on the two hemispherical capacitor plates.
This central charge keeps the electrons entering the capacitor with the pass energy
Epass on the so called mean radius r0. Therefore, electrons with higher (lower) ki-
netic energy are imaged further outwards (inwards) onto the exit plane than r0. The
beforehand generated angular dispersion is conserved even though slightly distorted
during this imaging process.
• In the exit plane, the photoelectrons are detected via an 2D–detection system, in
order to measure an angular and kinetic energy interval as wide as possible in parallel
and, thus, saving valuable measurement time. In most of the cases, this 2D–detection
systems consist of a multi–channel plate, amplifying the incident electrons by a factor
of ≈ 106 while the local information is preserved. The generated charge cloud is
accelerated onto a phosphor screen. Finally, the induced phosphorescence is acquired
by a CCD camera. Due to the fact, that such a moderne photoelectron analyzer with
parallel detection has no exit aperture, the pixel size of the 2D–detector system in
energy dispersive direction is taken as the exit aperture width s2 (typically ≈ 10 µm)
for the calculation of the theoretical energy resolution achieved by the analyzer.
On the right hand side of Fig. 2.6, a typical angle– and energy–resolved detector image
is shown. Clearly visible are the photoelectron intensities as a function of emission angle
ϑ and kinetic energy Ekin (respectively binding energy E-EF ) belonging to the conduction
bands of the transition metal dichalcogenide misfit compund (PbS)1.13TaS2 [27] as well as
the location of the Fermi level EF . By means of those measured photoelectron intensity
maps, conclusions can be drawn with regard to the occupied, momentum–resolved band
structure E(~k) of the solid surface including its Fermi surface E(~k) = EF .
Today, using modern hemispherical deflection analyzers energy resolutions down to sub
meV and angular resolution < 0.05 ◦ are reached [37,38].
One more analyzer technique should be mentioned in the context of modern photoelec-
tron analyzers, the time–of–flight (ToF) technique (see Fig. 2.7). Currently, this technique
is strongly forced in term of ARPES experiments due to the development of special 2D–
electron detectors, the so called delay–line detectors. Those ToF analyzers in principle
consist of a lense system comparable with the one from a hemispherical deflection analyzer.
In the electro–statical lense system of an ToF analyzer the photoelectrons are likewise re-
tarded and imaged onto the detection plane (cooresponding to the entrance plane in the
hemispherical analyzer) with an angular or spatial dispersive distribution dependent on the
lense mode. (Again a high transmission mode is possible.) Sorting of the photoelectron
with respect to their kinetic energy is achieved by the measurement of the time of flight
from the excitation at the sample surface via an ultra short photon pulse and the incidence
on the detector plane. Therefore, a 2D–CCD detecter can not be used with this technique,
because it does not measure the time of incidence but is integrating the signal over a defined
time interval. Due to this delay-line detectors are used consisting of a multi–channel plate
for electron amplification with conserved local information followed by a ”wire–detector”
measuring the induced charge spatially and temporally resolved.
The energy resolution achieved by an ToF analyzer is determined by the following param-
eters:
1. The pulse duration of the photon source – here, photon sources such as SHG or HHG
laser systems with fs pulses as well as free–electron lasers with some ten fs pulses are
good candidates.





































Figure 2.7: (Left) Illustration of a time–of–flight analyzer [39]. (Right) Calculated trajec-
tories for 2 eV electrons with lens voltages optimized for a 0.1 eV energy window around
2 eV, and with angular window ± 15 ◦ using a ToF analyzer SCIENTA ArtOf 10k (from
Ref. [40]).
2. The temporal resolution of the electronics used for measureing the temporal incidence
of the electrons at the delay–line detector.
3. The kinetic energy of the electrons in the ToF spectrometer: The smaller the kinetic
energy is, the larger is the temporal distance between two electrons with a defined
kinetic energy difference at the detector and, thus, smaller kinetic energy difference
can be measured with the temporal resolution of the electronics.
Therefore, ToF electron analyzers are only used at short–pulsed photon sources and
are ideal for TRPES experiments. One advantage of a ToF analyzer compared to a
hemispherical deflection analyzer lies in the parallel detection of the emission angle of the
photoelectrons in two directions and not only in one direction due to the absence of an
entrance aperture making this spectrometer especially ideal for mapping e.g. Fermi maps.
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Figure 3.1: (a) Schematical side view of a transition metal dichalcogenide with unit cells of
the 1T– and 2H–type. (b) Corresponding Brillouin zone of the 1T–type with high symmetry
points (from Ref. [58]).
3 Transition metal dichalcogenides
The transition metal dichalcogenides (TMDC’s) belong to the group of layered crystals.
Due to their quasi–two–dimensional character, large anisotropies in the mechanical, optical
and electronic properties are found [41]. Particularly interesting are temperature dependent
electronic and structural phase transitions in form of charge–density waves (CDW’s) and,
thereby, potentially resulting periodic lattice distortions (PLD’s) due to strong electron–
phonon interactions [42–53]. Furthermore, the influence of other manipulating parameters
on those phase transitions is intensively studied, e.g., the growth of Rubidium nanowires
on the surface, the intercalation of adatoms into the van–der–Waals gap of TMDC’s or
excitation of the electronic structure via pulsed lasers [54–57]. In this chapter, the geometric
as well as electronic structure of TMDC’s are briefly introduced. A focus is laid on the
TMDC’s 1T–TiTe2 and 1T–TaS2, which are used for the PES experiments at the free–
electron laser reported in chapter 7 and 8.
3.1 Geometric structure
TMDC’s can be described by the general chemical formula TX2. Here, the T indicates a
transition metal atom of the groups IVb (Ti, Zr, Hf), Vb (V, Nb, Ta) and VIb (Cr, Mo,
W), whereas X indicates a chalcogen atom of the main group VIa (S, Se, Te). As shown in
figure 3.1 each layer of this compound consists of one hexagonally ordered transition metal
layer sandwiched between two hexagonally ordered chalcogen layers. In this structure, each
transition metal atom is coordinated by six chalcogen atoms, leading to two essentially
different types of TMDC layers. In the trigonal prismatic 2H–type structure the atoms of
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both chalcogen layers are lying directly upon each other, whereas in the nearly octahedral
1T–type structure, the layers are rotated by 180◦ against each other(see figure 3.1).
TMDC’s show strong covalent bonds within the layers with an ionic part of 10 to 30 %.
In contrast to that, these layers are bound among each other only by weak van der Waals
forces, leading to a quasi–two–dimensional character. The resulting strong anisotropy is
observable in the mechanical, optical as well as electric properties of the TMDC’s, e.g., the
electrical resistivity perpendicular to the layers can be one order of magnitude higher (and
even more) than parallel to the layers. Due to the weak inter layer bonding the crystal
can be easily cleaved. The crystal typically cleaves along the weak van der Waals bonding,
leaving a clean, flat and very inert surface.
Finally, the Brillouin zone (BZ) of the quasi–two–dimensional TMDC’s has to be intro-
duced. Because of the hexagonal symmetry of the unit cell in real space, the Brillouin
zone in reciprocal space is again hexagonal, but rotated by 30◦. In figure 3.1(b) the
BZ of a 1T–type TMDC is shown together with the high symmetry points. Due to its
threefold symmetry the high symmetry directions ΓM and ΓM ′ as well as AL and AL′
are not equivalent. The ΓM ′– and the AL′–direction are defined as the directions where a
chalcogen atom is situated above a metal atom.
3.2 Electronic structure
TMDC’s show a large variety of electric properties, e.g., from semi–conducting, over half–
metallic and metallic up to super–conducting properties. Except for superconductivity,
this can be in first approximation explained via the general band theory with regard to
the participating transition metal atoms. A scheme of the electronic density of states of
the TMDC’s is given by Wilson and Yoffe [41] (see Fig. 3.2(a)).
The s– and p–orbitals of the chalcogen atoms split into the bonding valence band states
(σ) and the antibonding conduction band states (σ∗) resulting in a bonding–antibonding–
gap of typically several eV depending on the compound. In between, the d–bands of the
transition metal are located. These bands further split into the doubly degenerate level
eg containing the dxz and dyz orbitals, and the threefold degenerate level t2g with the dz2 ,
dx2−y2 and dxy orbitals. The degeneracy is further lifted in case of a mismatch of the unit
cell from the ideal octahedral environment (in case of 1T–compounds) or the hybridization
between the dz2 , dx2−y2 and dxy subbands (in case of 2H–compounds). The resulting
lowest dz2 band is mainly responsible for the electronic properties of TMDC crystals. In a
simplified model the Fermi level can be located on three different positions in the density
of states (see Fig. 3.2 (a)).
In the first case, the transition metal atoms are from the group IVb from the periodic sys-
tem and the dz2 band is completely empty (d
0) and the Fermi level is located between this
lowest d–band and the highest p–band of the chalcogen atoms. Depending on the overlap
of these bands a semiconducting (see Fig. 3.2(a)) or semimetallic (see Fig. 3.2(b)) behavior
is induced. In the second case, TMDC’s containing transition metal atoms from the group
Vb have a half–filled dz2 band. Thus, the Fermi level cuts this band directly in the middle
resulting in a metallic behavior. A completely filled dz2 band and semiconducting proper-
ties can be found in the third case. Here, transition metals from the group VIb are involved.
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Figure 3.2: Scheme of the electronic density of states of TMDCs (from [59] after [41]): (a)
The involved orbitals of the transition metal (dxz, dyz, dz2 , dx2−y2 , dxy) and the chalcogen
atoms (s,p) as well as the symmetries of the states (eg, t2g) are indicated. Furthermore, the
Fermi level position for different d–configurations are shown. The d0– and d2–configuration
result in insulating or semiconducting properties due to the Fermi level lying within a band
gap. However, the TMDC with d1–configuration is metallic. (b) In case of overlapping pz
and dz2 bands, the d
0–configuration can also lead to a metallic behavior.
3.3 Fermi–liquid reference system 1T–TiTe2
TiTe2 has an experimentally and theoretically well described electronic and geometric struc-
ture [59–66]. Furthermore, its geometric structure is constant due to the absence of any
temperature dependent phase transitions. This makes TiTe2 an ideal reference system for
the commissioning of new experimental setups for PES. This is the main reason for using
this reference system at the free–electron laser for the first ARPES measurements with
high–intense photon pulses in chapter 7.
The crystal strucure of TiTe2 is the 1T–structure. The unit cell contains one Titanium and
two Tellurium atoms and forms the typical octahedral coordination. Its lattice constants
(see Fig. 3.1) are a = 3.78 A˚ and c = 6.50 A˚ (c/a = 1.72) [60]. The ideal value for c/a in an
ideally octahedrally coordinated transition metal atom is 1.633. In the case of TiTe2, the
coordination is triclinically mismatched. This has a direct influence to the band structure
as will be seen in the following.
The TMDC TiTe2 has the hexagonal Brillouin zone of the 1T–structure. The character-
istic distances between the high–symmetry points (see Fig. 3.1) of the Brillouin zone are
ΓM = ΓM ′ = 0.960 A˚−1, ΓK = 1.109 A˚−1 and ΓA = 0.485 A˚−1.
In order to introduce the electronic band structure of TiTe2, the band structure calculation
in Fig. 3.3 is used. Though, Titanium is a group IVb transition metal and, therefore, TiTe2
belongs to d0–configurated TMDC’s with predicted semiconducting properties, a metallic
character is experimentally observed. This is due to the above mentioned slightly higher
value for c/a and the trigonal mismatch of the ideally octahedral coordination of the Ti
atoms. The larger the mismatch is, the smaller becomes the band gap between the p de-
rived bands and the dz2–band. Finally, both bands overlap and the Fermi level is not longer
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located within a gap, resulting in metallic sample properties. This is the case in TiTe2,
where the Ti 3d z2 and the Te 5p bands overlap. Consequently, the Fermi level crosses both
kinds of bands (see Fig. 3.3). With regard to the Ti–compounds, this effect is especially
pronouncing in TiTe2. The metallic character increases in the row of TiS2, TiSe2, TiTe2 as
a consequence of increasing c/a value.
Furthermore, the Ti 3d z2 band plays a very special role in PES experiments due to strong
photoemission intensities coming from this band near the M(L)–point of the Brillouin zone.
This emission is approximately free from inelastically scattered electrons. In combination
with its metallic character, this makes the TMDC TiTe2 a reference system for the descrip-



























Figure 3.3: Calculated band structure of TiTe2 including spin–orbit splitting from Ref.
[65]. The electronic band structure is calculated along the high–symmetry directions of the
Brillouin zone. The Te 5p–derived bands are indicated as red, blue and green lines, the
Ti 3d z2 band is indicated as a violet line. The Te 5p bands (red) as well as the Ti 3d band
are crossing the Fermi level determining the metallic character of TiTe2.
3.4 Charge–density wave system 1T-TaS2
The TMDC 1T–TaS2 is a very complex material compared to 1T–TiTe2 and contains
interesting physics restricted to the hexagonal Ta layers. Due to an interesting phase
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diagram with a metal–insulator transition at low temperatures – by reason of strong
electron–electron as well as electron–phonon couplings – 1T–TaS2 is an intensively
studied model system [42, 50, 67]. In the following, the different phases of TaS2 will be
introduced with a focus on the insulating phase and the metal–insulator phase transition.
Above a temperature of 570 K, an irreversible phase transition from 1T–TaS2 to the
trigonal–prismatic 2H –structure takes place and will not be further discussed here. An
other transition into a superconducting phase takes place at 1.5 K and an applied pressure
of more than 2.5 GPa [67] and will not be further discussed here as well.
Though a modulation of the electron density in the Ta layers – also known as ”charge–
density wave” (CDW) – already exists in 1T–TaS2 at room temperature, the most
interesting phase is the insulating phase, the so called Mott–insulating phase [49,51], below
a temperature of 190 K. In this phase, a low–temperature commensurate CDW (CCDW)
phase coexists with a Mott–insulating phase [44, 47]. Due to strong electron–phonon
coupling, the CDW leads to a distortion of the periodic structure of the Ta layers. The Ta
atoms regroup into a
√
13 × √13–structure, the so–called ”Star of David”–structure [52]
(see Fig. 3.4). The inner ring of Ta atoms is stronger shifted towards the central atom
than the outer ones, up to 7% compared to the undisturbed lattice positions [45]. This
shift is connected with a modulation of the electron density towards the central Ta atom,
where approximately 0.44 electrons per atom are transferred from the outer to inner Ta
atoms [48].
This distortion also influences the binding energy of the Ta core electrons due to the
different chemical environment of the three ”types” of Ta atoms (”CDW–splitting”). This
is shown in Fig. 3.4(c). The Ta 4f levels are not only spin–orbit–splitted into Ta 4f 7/2 and
4f 5/2. Each of them is further splitted into three sublevels with the intensity ratio 1:6:6
according to the different kinds of Ta atoms within the star of David. The peak from the
central Ta atom is very weak and not resolved here [68].
The phase transition into the commensurate phase and, therefore, in the insulating phase
can be followed in Fig. 3.4(a). Here the resistivity of 1T–TaS2 is plotted as a function of
the temperature. Cooling the sample below 190 K leads to a the phase transition and an
increase of the resistivity of more than one order of magnitude. This phase transition can
also be observed in the behavior of the charge–density wave splitting ∆CDW of the Ta 4f
core levels [67,69]. This is explained by the increase of the CDW amplitude and, therefore,
a larger dislocation of the Ta atoms from their undisturbed position in the 1T–structure.
Thus, the splitting of the Ta 4f levels is a direct indicator for the CDW amplitude [43].
Heating up the crystal in the CCDW phase results in a phase transition from insulating to
a metallic nearly commensurate CDW (NCCDW) phase at temperatures of ≈ 220 K (note
the hysteresis). The generation of a domain structure and a loss of phase coherence can
be observed. The domains still form a commensurate CDW, but the domains with each
other break the periodicity of the crystal structure and the domain walls form a metallic
network suppressing the Mott–insulating phase [67]. Again this can be followed in the
decreasing resistivity as well CDW splitting curve in Fig. 3.4(a).
Further increasing the temperature leads to a shrinking of the domains, finally ending
in a phase transition into an incommensurate CDW (ICCDW) phase. At even higher
temperatures between 543 K and 570 K, the CDW vanishes and a high–temperature
metallic phase exist with a crystal structure in its clean octahedral coordination.
An other possibility to induce an insulator–to–metal like phase transition in 1T -TaS2
can be achieved by the deposition of energy within a short timescale. This has been done











Figure 3.4: Charge–density wave phases of 1T–TaS2 (from Ref. [4]). (a) Phase diagram
with the normal undistorted phase (N) as well as incommensurate (IC), nearly commen-
surate (NC), and commensurate (C) charge–density wave (CDW) phases. Temperature
dependencies of the electrical resistivity (black line, Ref. [67]) and of the CDW–induced Ta
4f core level splitting ∆CDW (red line, Ref. [43]). (b) Sketch of the CCDW showing star of
David reconstruction with inequivalent a, b, and c Ta atom sites. The arrows indicate the
displacement of the Ta atoms from their original positions. The electron density increases
towards the center of the star. (c) Ta 4f photoemission spectrum measured with a photon
energy of 156 eV. Each Ta 4f level is split into two peaks associated with sites b and c,
separated by ∆CDW .
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by Perfetti et al. via pumping the crystal with an intense, short–pulsed infrared laser
source [55,56]. They investigated the relaxation dynamics at the Fermi edge of the induced
transition with time–resolved pump–probe PES.





























Figure 3.5: Time–resolved PES of the Fermi edge of Mott–insulating TaS2 at a tempera-
ture of 30 K [55]. (a) Clearly visible oscillation of the CDW as a function of the temporal
delay between pump (hν=1.5 eV, 50 fs, 200 µJ/cm−2) and probe (hν=6 eV, 80 fs) pulse.
(b) Two EDC, representing the maximum and minimum energetic position of the oscillating
Fermi level.
of 1.5 eV and a energy density on the sample of 200 µJcm−2. The photon energy was
not sufficient for emitting photoelectrons. As a probe, the infrared laser was frequency
multiplied up to a photon energy of 6 eV. The final pulse duration of the probe pulse was
80 fs. The temporal delay between pump and probe laser was controlled via a delay stage,
and for different delays the energy distribution curves (EDCs) near the Fermi edge were
measured.
The deposition of energy results in a heating of the electronic system up to 1100 K within
a few fs. The relaxation dynamics of the electronic system was studied on the one hand
on metallic TaS2 at room temperature (≈300 K) and on the other hand on TaS2 in the
Mott–insulating phase (≈30 K). At the different temperatures, the time–resolved PES
results look quite similar as depicted in Fig. 3.5 for the Mott–insulating phase. Hence, the
time constants of the relaxation dynamics are significantly different and in the case of the
Mott–insulator–to–metal transition an additional damped modulation in the Fermi edge
position was observed.
In the case of TaS2 at room temperature, the strong increase via the optical excitation was
observed in form of a broadening of the Fermi edge as well as spectral intensity above the
Fermi level coming from hot electrons. Afterwards, the relaxation process took place due
to electron–phonon interactions with a time constant of 150 fs.
In the Mott–insulating phase, the deposited energy leads to a transition from the Mott–
insulating to a metallic intermediate phase due to the strong increase of the electronic
temperature. Here, with a time constant of 680 fs the system returned into the Mott–
insulating phase. As already mentioned in addition to this a periodic modulation of the PE
spectra was observed (see Fig. 3.5). This periodic modulation was explained by Perfetti
et al. with the excitation of coherent phonons, which were already observed by Demsar
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et al. in reflectivity measurements [70]. These coherent phonons are also known in the
literature as ”breathing star of David” modes, and are explained as follows: The excitation
energy generates hot electrons. The energy transfer between the electronic system and the
lattice via a strong electron–phonon coupling induces periodic growing and shrinking of
the ”star of David” structure existing in the Mott–insulating phase. Two slightly different
modes were found: νB = 2.45 THz and νS = 2.51 THz indicating the modes generated
from the bulk and surface of the TaS2 crystal, respectively. The bulk mode νB = 2.45 THz
corresponds with the breathing mode found in the reflectivity measurements [70, 71].
The breathing modes relaxated with a time constant of 9.5 ps. This was mainly due to
incoherent phonons like electron–phonon or phonon-phonon couplings. The relaxation
times are strongly dependent on the temperature and, thus, on the existence of incoherent
phonons. The results of this time–resolved PES experiment could be successfully explained
using the two–temperature–model [72]. Here, the dynamical relaxation process was studied
by the observation of the EDC’s near the Fermi energy. This was due to the limitation of
a the probe energy of 6 eV.
Increasing the photon energy of a time–resolved ARPES experiment, in addition to the
valence band at the Γ–point the full Brillouin zone as well as the core levels, and, thus,
physical phenomena with chemical contrast are possible. At FLASH with its photon
energies in the VUV to EUV regime, e.g., time–resolved pump–probe core–level PES
experiments on TaS2 and, therefore, the evolution of the CDW–splitting of Ta 4f levels
after excitation will be feasible.
4 The free–electron laser in Hamburg (FLASH) 23
4 The free–electron laser in Hamburg (FLASH)
In material science, different kinds of light sources are essential in order to study the nature
of matter. In photoelectron spectroscopy, light sources delivering photons with energies
from the vacuum ultra violet up to the hard X–ray regime are used, i.e., gas discharge
lamps, laser sources and X–ray tubes in the laboratory as well as synchrotron radiation
sources at research facilities like DESY1 in Hamburg, BESSY2 in Berlin, etc.. In order to
describe a radiation source, the physical parameter ”brilliance” is defined as the number
of delivered photons per area, solid angle, time and 0.1% bandwidth. For pulsed radiation
sources, the ”peak brilliance” is more meaningful, describing the brilliance of single photon
pulses. Figure 4.1 exemplarily depicts the peak brilliance of todays modern synchrotron
radiation sources as a function of photon energy.
Free–electron lasers (FEL) are fourth generation synchrotron radiation sources delivering
highly intense, short pulsed (some ten fs) and coherent light, tunable in its photon energy.
Especially the FEL in Hamburg (FLASH) is regarded as the most brilliant synchrotron
light source in the VUV and XUV range (4.12 to 30 nm), while the LCLS (Linac Coherent
Light Source) in Stanford, USA is covering a higher photon energy range up to 0.15 nm.
The outstanding characteristics of the produced pulses opens the path for studying physics,
previously not possible with conventional radiation sources.
There are experiments investigating samples under extreme conditions on a fs–time scale
benefiting from the high photon intensities focused on a some ten µm spot size [16]. An
optical ps–laser served as a probe laser. By changing the delay between the FEL pulse
and the optical probe pulse and by measuring the reflected optical laser beam via a CCD
camera, the dynamics of sample destruction could be studied. Other groups were able to
study multi ionization processes at molecules, atoms and clusters [15–18]. Here, molecules
have been ionized multiple times [16–18], while multi ionization of clusters has lead to a
destruction by a so–called coulomb explosion [15]. Finally, Chapman et al. performed
diffraction experiments and were able to produce a coherent diffraction pattern from a
non–periodically structured object by using one single shot [13, 14]. This diffraction pat-
tern could be reconstructed to the original image. The sample itself was destroyed after
this single shot experiment. In general, FLASH can be used to probe ultra fast (some
10 fs), physical, chemical and biochemical processes at a spatial resolution according to the
delivered wavelength (at least in diffraction experiments).
In contrast to the above mentioned experiments, in PES experiments the FEL radiation
should not destroy the samples under investigation. However, the highly intense FEL ra-
diation may give the possibility to study the effects of high fields on the electronic band
structure. Concerning this the question rises, if this will be realizable or if other effects
disturb the measurements at the necessary intensities, such as space–charge effects due to
a huge amount of electrons emitted from the sample surface within a short time. Further-
more, the vision of time, space and angle resolved PES can be followed. First, a good
time–resolution is given by the shortness of the FEL pulses combined with an optical fs–
laser as a pump source. Second, spatial resolution can be achieved by focusing the FEL
radiation via reflective zone plates [19] or photon sieves [20, 21] to a sub micrometer spot.
For this the total transverse coherence of the FEL radiation is used as well as the high inten-
sities, resulting in enough pulse intensities at the sample position. Third, angle resolution
1Deutsches Elektronen–Synchrotron
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will be achieved by using a conventional hemispherical analyzer being able to measure a
specific angle and energy interval in parallel. And with the photon energy up to the X–ray
regime, one is able to map the momentum resolved valence band structure of the complete
first as well as higher Brillouin zone.
In the following, the working principle of a SASE–FEL will be described. Furthermore,
the FEL in Hamburg, the monochromator beamline PG2 and the optical laser system will
be introduced briefly, which were used for the photoemission experiments as a function of










































Figure 4.1: Peak brilliance of different free–electron lasers (FLASH, European XFEL,
LCLS) compared to modern 3rd generation synchrotron radiation sources (BESSY, PETRA
III, ESRF, SLS, APS, SPring-8) [11].
4.1 Working principle of a SASE–FEL
In the beginning of synchrotron radiation, it was a by–product at the facilities of nuclear
physics, where charged particles were accelerated to relativistic energies on circular paths
to let them collide. Since then, this by–product gained more interest and was used to
perform spectroscopic, imaging as well as X–ray–diffraction experiments taking advantage
of monochromators to choose one specific wavelength from the generated spectrum. New
technologies for generating synchrotron radiation were developed, increasing the brilliance
of these sources by orders of magnitude.
Today, the synchrotron radiation facilities originally used in high energy physics are indi-
cated as the 1st generation of synchrotron radiation sources. The bending magnets of the
synchrotron radiation sources are used to keep the charged particles on their circular path,
while they are accelerated to relativistic velocities. The resulting acceleration of the rela-
tivistic electrons or positrons leads to a loss of energy via emitting electro–magnetic rays
perpendicular to the acceleration direction. Due to relativistic velocities of the charged
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particles, the electro–magnetic waves are focused in the direction of propagation. The par-
ticles emit a characteristic continuous and broad spectrum with a strong divergence of the
photon beam and a maximal photon energy dependent on their kinetic energy.
In the 2nd generation of synchrotron radiation sources the synchrotron is exchanged by a so
called ”storage ring”. Here, the charged particles, typically electrons or positrons, are again
traveling on a circular path, but with a constant kinetic energy. The magnet structures are
typically superbends or wigglers. Superbends are bending magnets with higher magnetic
fields, leading to a stronger acceleration of the particles and, therefore, to a higher average
photon energy of the emitted spectrum. A wiggler consists of periodically arranged mag-
net structures, which keep the electron bunch on a slalom course (similar to the magnet
structure of an undulator in Fig. 4.2). One can compare the wiggler with a row of bend-
ing magnets with changing orientation, so the resulting spectrum is similar to the one of a
bending magnet, but more intense. The variation of the gap between the magnet structures
changes the magnetic field and, thus, influences the emitted radiation spectrum. Higher
magnetic fields result in higher average photon energies of the emitted spectrum.
With the implementation of undulators, the 3rd generation of synchrotron radiation sources
were born. The magnet structure of an undulator is similar to the one of a wiggler, but the
magnetic field is weaker leading to a narrower slalom course and, therefore, to a smaller
divergence of the emitted radiation. The emitted radiation of every undulator period is
thereby interfering constructively with each other resulting in a nearly discrete spectrum
consisting of the fundamental and higher harmonics. The emitted wavelength λ can be
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The generated radiation is typically a million times shorter than the period of the undulator
magnets λu. This is due to the shortening of the wavelength by 1/γ and 1/2γ due to
length contraction and a blue shift because of relativistic Doppler effect. Therefore, the
radiation is able to reach the X–ray regime, though the undulator period is in the order
of some ten millimeter. Bu is the magnetic flux density of the undulator magnets and
can be varied, comparable with the wiggler, via changing the undulator gap. Undulators
deliver highly brilliant (see Fig. brilliance at BESSY, PETRA III, ESRF, SLS, APS and
SPring-8 in Fig. 4.1), partly coherent and almost monochromatic synchrotron radiation.
The average photon energies reached by undulators are typically smaller than achievable
with a wiggler because of the weaker magnetic field.
The radiation power in all the above mentioned synchrotron radiation sources is increasing
linearly with the number of charged particles in the particle bunch. Furthermore, a pulse
duration of some ten ps can be reached. In free–electron lasers (FELs), regarded as the 4th
generation of synchrotron radiation sources, the pulse duration can be further decreased
to a few fs, and the radiation power is proportional to the square of the charged particles.
The main component for generating FEL radiation is no other than an undulator, so that
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the undulator equation 4.1 is also valid for an FEL. The main difference is the length of
the undulator. An FEL–undulator is far longer, so that the bunched relativistic electron
beam, crossing this undulator, has the time to interact with its own spontaneously emitted
electro–magnetic field.
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Figure 4.2: Illustration of the SASE (Self Amplified Spontaneous Emission) process and
associated microbunching of a highly compressed electron bunch in an FEL–undulator [27]:
The electron bunch (yellow ellipse) passes the undulator on a slalom path, and the electrons
spontaneously emit photons (blue sine waves) in the first undulator section (top and bottom,
left). In the following, the electron bunch interacts with the strong electromagnetic field
leading to a density modulation (”microbunching”) of the electron bunch with a lateral
distance equally to the emitted wavelength (bottom, right). These generated slices oscillates
in phase resulting in a radiation intensity proportional to the square of the number of
electrons in the bunch.
illustrated in Fig. 4.2. An electron bunch is traveling on an almost sinusoidal path through
the periodic magnetic field of the FEL–undulator. In the first part of the undulator, the
electrons are spontaneously emitting radiation according to the ”undulator equation” 4.1.
Afterwards, the electrons are interacting with this radiation. Electrons which are in phase
with the electric field are stimulated and are transferring kinetic energy to the radiation
field, electrons out of phase are gaining kinetic energy. Furthermore, the electron bunch is
obviously traveling slower through the undulator than the electro–magnetic wave. When
the electron bunch is traveling half of an undulator period while the light wave is slipping
by one half of an optical wavelength in forward direction, always the same electrons are
interacting with the same part of the electromagnetic wave, and, accordingly, are loosing
or gaining kinetic energy. This process leads to a density modulation of the electron bunch
in the direction of propagation and is called ”microbunching” (see Fig. 4.2). The distance
between the slices is similar to the emitted wavelength. The resulting electron slices of one
bunch are oscillating in phase. The amplitudes of the electro–magnetic waves emitted by
each electron can be summed up, leading to a radiation power proportional to the square
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of the numbers of electrons in the electron bunch. Furthermore, the radiation power of
the electron bunch is increasing exponentially as a function of the covered distance in
the undulator as long as the microbunching is proceeding. Saturation is reached when
no further microbunching is possible due to repulsive forces between the electrons within
the micro bunches. The whole process leading to FEL–radiation is called ”Self Amplified
Spontaneous Emission (SASE)”.
FELs typically deliver synchrotron radiation with pulse durations of some ten femtosec-
onds, with high intensities and almost perfect transversal coherence. In terms of peak
brilliance, these photon sources exceed conventional 3rd generation synchrotrons by several
orders of magnitude (see Fig. 4.1). However, there are still a few disadvantages. These
are photon energy fluctuations in the range of 1% of the used photon energy as well as
intensity variations of up to 20% from pulse–to–pulse. This is mainly due to the statistical
nature of the SASE process and the varying starting point of the amplification process from
noise. Furthermore, the electron bunch entering the FEL–undulator has a non–zero kinetic
energy bandwidth. Since the generation of undulator radiation is dependent on the kinetic
energy of the electrons, more than one wavelength can potentially be amplified. This
photon energy fluctuation becomes more relevant in terms of huge intensity fluctuations,
when a monochromator is used to select one specific wavelength.
Those problems with photon energy and intensity fluctuations can be solved via using a
”seeded” FEL [74–77]. This means that the amplification of spontaneuous emitted light
within an energy bandwidth of the electron bunch is prevented by injecting highly–intense
radiation with the fundamental wavelength into the undulator. Microbunching starts using
this fundamental wavelength. Therefore, only this wavelength is amplified until saturation
and no further amplification of wavelengths differing from the undulator wavelength takes
place. This results in an increase of brilliance by up to two orders of magnitude due
to decreased bandwidth compared to a non–seeded FEL. Furthermore, the FEL pulse
duration and radiation intensity is stabilized significantly. The seeding of a FEL in the
VUV to X–ray regime can be done in two ways: On the one hand, monochromatized
undulator radiation can be used. The advantage of this setup is, that the wavelength
can be varied steplessly, especially advantageous for photoemission experiments. On the
other hand – and this option is preferred at FLASH – the VUV light delivered by higher
harmonic generation of a pulsed laser source can be used as the injected fundamental. At
FLASH, this seeding technique is planned for fundamental wavelength between 13 nm and
30 nm.
4.2 Layout and parameters of FLASH
In Fig. 4.3 the layout of FLASH is illustrated. FLASH is a single–pass FEL delivering light
pulses from the VUV to the X–ray regime (30 eV to ≈ 1500 eV with fifth harmonic [12]).
Single–pass means that no resonator mirrors (as in infrared–FELs) are used and that the
FEL radiation is produced by the SASE–process (see subsection 4.1).
In the beginning, a UV–laser hits a Cs2Te sample and electrons are emitted and acceler-
ated. After first bunch compression in a radiofrequency gun (RF gun) an electron bunch
with a temporal width of ≈ 4 ps is further accelerated to relativistic kinetic energies (up
to 1.25 GeV [12]) by seven superconducting, linear accelerator modules (LINACs). On two
locations in between additional bunch compression is performed via special magnetic struc-
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tures. Here, the faster electrons are guided on a longer, curved path than the slower ones.
Subsequently, a highly dense electron bunch with a current of several 1000 A, a diameter of
less than 100 µm and a small energy bandwidth is passing a collimator unit and is entering
the FEL undulator along the undulator axis. The FEL–undulator of FLASH consists of
six separate undulators with a length of 4.5 m each. In the first undulator section, the
electrons within the bunch are emitting spontaneously synchrotron radiation according to
the undulator equation 4.1. SASE starts and the electron bunch is density modulated to
slices with distances of the emitted wavelength. The gain length is defined as the length
within the FEL–undulator where the radiation power grows by a factor of e ≈ 2.718 and
is specified for FLASH with 1 m. The wavelength of the emitted FEL radiation is changed
by the variation of the kinetic energy of the electrons. The undulator gap size is fixed at
12 mm and the magnetic flux density is Bu=0.747 T leading to a maximum deflection of
the electron bunch from its center position of 10 µm. At the end of the FEL–undulator,
the electron bunch is deflected into the beam dump, and the FEL pulse is guided to the
different beamlines in the experimental hall.
315 m


















Figure 4.3: Layout of the free–electron laser in Hamburg [12]: This illustration shows the
main components necessary for the production of FEL–radiation, starting with the creation
of electrons with an UV–laser and a RF gun, the subsequent acceleration and compression
of the electron bunch, the generation of SASE radiation in the FEL–undulator, and, finally,
the deflection of the electrons into the beam dump.
At FLASH, the user can choose between two different running modes. The first one
is the ”single–pulse mode”. In this mode every 200 ms (currently the repetition rate at
FLASH is 5 Hz) one single ”micro pulse” with a pulse duration of 10–70 fs is delivered. In
the second mode, the ”multi–pulse mode”, with the same repetition rate of 5 Hz a whole
bunch of micro pulses (”pulse train”) is generated with a micro pulse separation of a few
µs (this is adjustable).
In both modes the characteristic pulse–to–pulse intensity and photon energy fluctuations
are observed (see section 4.1). Furthermore, an effect called ”temporal jitter” is very
pronounced in the multi–pulse mode. The temporal jitter describes the phenomenon that
the temporal pulse position varies due to different entering times of the electron bunch
into the FEL undulator. In the multi–pulse mode, the electron bunches are automatically
readjusted by the machine during the first 10–15 micro pulses leading to temporal mismatch
of at least 100 fs. All these fluctuating pulse parameters are problematic and sometimes
inacceptable for some experiments. This is for example the case in PES experiments using a
hemispherical electron analyzer with a two–dimensional CCD detector. The CCD detector
is too slow to temporally resolve the micro pulses with their temporal distances of a few
µs.
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Further parameters of FLASH are listed in table 4.2. FLASH was opened for users operation
in the year 2005 and, since then, was gradually upgraded. Due to this the parameters have
slightly be changed since the ARPES experiments in 2005 (see chapter 7) to the time–
resolved PES experiments in 2008 (see chapter 8).
The fundamental wave length produced by FLASH ranges between 4.12 nm (300 eV) to
42 nm (30 eV) [12]. Furthermore, the odd harmonics of the fundamental wave length are
available as well, expanding the useable photon energy range considerably. Though, the
pulse intensity decreases to 1% when going from one odd higher harmonic to the next. This
makes FLASH also interesting for experiments that need wavelengths in the water window
(2.3–4.4 nm), and, therefore, very attractive for, e.g., the science on biological materials.
FLASH parameter Nov. 2005 Nov. 2007 to Aug. 2009 [12]
number of photons per single pulse ≈ 1012 ≈ 1013
photon energy regime (fundamental) ≈ 38.5 eV 26 to 190 eV [12]
single pulse duration 10–70 fs 10–70 fs
(before monochromatization)
repetition rate 2 Hz 5 Hz
number of single pulses per pulse train n≤ 20 n≤ 500
average energy per single pulse 1–10 µJ 10–100 µJ
Table 4.1: User operation parameters available at FLASH during the measurement pe-
riods, when the PES experiments presented in this thesis took place. The investigation
of sample destructions and the ARPES measurements on TiTe2 were performed in 2005
(see chapter 7.3 and 7.4, respectively). The core–level PES experiments on the Ta 4f –
level of TaS2 as a function of pulse intensity (see chapter 7.5) and the time–resolved PES
measurements (see chapter 8) took place within the second user period from 2007 to 2009.
4.3 Monochromator beamline PG2
Figure 4.4 shows a photograph of the experimental hall at FLASH. There are five beamlines
for user experiments. One of these beamlines is the monochromator beamline PG2. Here,
the experiments for ARPES, core–level PES and time–resolved PES presented in this
thesis were performed.
The main part of the PG2 beamline is the plane grating monochromator SX700.
This monochromator significantly increases the energy resolution of the radiation from
E/∆E ≈ 100 − 200 delivered by the SASE–FEL up to E/∆E ≈ 10000 − 50000. Fur-
thermore, higher harmonics can be separated from the fundamental and a wave length of
1.6 nm can be reached in the fifth harmonic. The monochromator contains two different
gratings, the high transmissivity grating with 200 lines/mm and the grating for high energy
resolution experiments with 1200 lines/mm. Different photon energies can be used without
changing the focal point in the experimental chamber due to a combined movement of the
monochromator grating together with a mirror. The incident as well as the exit angle of
the FEL–radiation on the grating differ as a function of the photon energy. The change
of the incident angle leads to a change in the illuminated number of lines on the grating
Nlines contributing to the monochromatization. In turn this change results into a changed







Figure 4.4: Photograph of the FLASH experimental hall with five beamlines (BL1–3,
PG1 and PG2) for user operation. The laser hut contains two optional IR–laser systems
delivering photon pulses with a wavelength of 800 nm and 120–150 fs duration for pump–
probe experiments. The blue and red lines indicate the possible trajectories of the FEL
and the IR–laser pulses, respectively.
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temporal length of the FEL pulse due to ∆t ∝ Nlines [78]. The temporal resolution can
decrease from originally 50 fs before the monochromator to more than 1 ps behind the
monochromator. A combination of mirrors focus the FEL radiation to a nominal spot size
of 50 µm and a divergence of ≈ 1 mrad. By now, the best reported spot size was 270 ×
400 µm2 (FWHM) [79].
Due to the immanent intensity fluctuations from pulse–to–pulse, an intensity monitoring
device is positioned between the monochromator and the experimental chamber. This was
realized by a multi–channel–plate detector (see section 5.1.2).
In order to effectively decrease the total intensity of the monochromatized FEL pulses,
different filter foils (silicon, zirconium) of different thicknesses can be transferred directly
into the beam. This will especially be advantageous for the time–resolved photoemission
experiments, below the limitations due to space charge effects presented in chapter 8.
4.4 Infrared–laser systems for time–resolved pump–probe exper-
iments
In order to perform time–resolved pump–probe experiments at FLASH, a second pulsed
photon source is provided in the FLASH hall and installed in the laser hutch indicated in
Fig. 4.4. The two different infrared–laser (IR–laser) systems as well as the streak camera
and the ”electro–optical sampling” (EOS) device for determining the relative temporal
distance between the FEL and IR–laser pulses are briefly introduced in the following.
At FLASH, there are two available laser systems, both producing photon pulses with
800 nm wavelength and pulse durations of 120–150 fs. One system consists of a Ti–
Sapphire laser for single pulse operation. The repetition rate is 5 Hz corresponding with
the FEL–operation rate, and the maximum pulse energy is 25 mJ per pulse. The second
system is a burst mode laser being able to mimic the temporal behavior of the FEL
radiation in the multi pulse mode. It delivers up to 800 pulses per pulse train with variable
temporal distance in the µs regime. The maximum pulse energy is limited to ≈ 50 µJ per
pulse.
The FEL and the IR–laser systems are separate and independently running systems,
therefore, the relative temporal distance between both must be measured as exactly
as possible with special timing tools. Furthermore, for time–resolved measurements of
dynamic processes the temporal distance between both must be varied. The variation of
the temporal distance is achieved via a delay stage in the laser hutch. The delay stage
mainly contains mirrors with adjustable distance to each other. This results in a variable
traveling path and, hence, in a controllable delay between FEL and IR–laser pulses. The
delay can be changed with a resolution of some femtoseconds over a temporal interval of
several hundred picoseconds.
In order to measure the relative temporal distance between both pulses, a streak camera
and an electro–optical sampling (EOS) tool are available at FLASH. Both system
should briefly be described here:
• Within the streak camera, decoupled parts of the IR–laser and the FEL hit a
cathode and both eject photoelectrons. These generated electron pulses cross two
capacitor plates. Here, they are deflected by an electric field perpendicular to the
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propagation direction. The electric field is varied as a function of time. So, both
electron pulses are deflected differently according to the current electric field strength
between the plates while passing them. Finally, a two dimensional detector detects
the electron pulses, and the distance between both measured peaks directly contains
the information about the relative temporal distance between both pulses. The
temporal resolution of the streak camera is quantified to be ≈ 1 ps.
• A better temporal resolution can be achieved with the electro–optical sampling
device (EOS) [80]. An illustration of the functional principle of this device is shown
in Fig. 4.5. A decoupled part of the IR–laser is guided through an electro–optical
crystal. This electro–optical crystal is located in the FEL tunnel, next to the
trajectory of the electron bunch. An electron bunch passing this crystal induces an
electrical field and suddenly changes its birefringent properties. Only a part of the
IR–laser pulse is crossing the crystal during this time and is, therefore, interacting
with its changed birefringent properties resulting in a change of the polarization of
the electro–magnetic wave. After passing the crystal, a polarizer absorbs the part of
the laser pulse with the original polarization. Only the influenced part (with changed
polarization) hits the CCD detector, and the spatial displacement from the middle
position of the CCD detector contains the information about the temporal delay. Fig.
4.5 illustrates, what happens when the IR–laser pulse is crossing the electro–optical
crystal at three different times, before, exactly when and after the electron bunch
is passing. The temporal resolution is determined to be ≈100 fs. This is especially
important in order to perform time–resolved experiments beyond the jitter limitations.
However, both systems, the streak camera as well as the EOS tool, are installed quite
far away from the experiment and, therefore, are measuring the temporal distance
between FEL and IR–laser pulse only relatively. For time–resolved experiments after the
monochromator, it is essential to determine the temporal overlap directly at the sample
position. In order to do this, a special timing–tool is installed (see subsection 5.2.2).
Using the monochromator beamline PG2, the IR burst–mode laser and the streak camera
for determining the temporal delay between IR and FEL laser pulses, it was the first time
possible to perform pump–probe PES experiments with ultra short photon pulses and
adequate pulse intensities at high photon energies, as it will be demonstrated with our
time–resolved PES experiments on the TMDC 1T–TaS2 in chapter 8.
To conclude, PES experiments using synchrotron radiation sources up to the third
generation significantly differ from experiments performed at the FEL due to the differing
radiation characteristics described in this chapter. Synchrotron radiation sources typically
deliver photon pulses with quasi–constant pulse energy and pulse durations in the order of
some ten ps. These sources are ideal in order to perform conventional PES experiments,
but are disadventageous with regard to TRPES. In contrast to that, the photon pulses
generated by the FEL are significantly shorter, allowing TRPES with fs resolution, and
especially time–resolved core–level PES due to reachable photon energies (up to 1500 eV
at FLASH). Furthermore, the highly intense FEL radiation allow to study space–charge
effects in PES as well as possible high–field effects.
Nonetheless, PES at FLASH is ambitious and a few challenges have to be solved in
























Figure 4.5: Illustration of the electro–optical sampling device for determining the relative
temporal distance between the FEL pulse and the IR–laser pulse (from [35] after [80]):
The IR–laser pulse is crossing the electro–optical crystal while its bifringent properties are
changed due to the induced electric field from the passing electron bunch. The polarization
of the IR–pulse is partly changed, dependent on the delay between electron bunch and
the laser pulse. Depicted are three different situations: (1) the IR pulse arrives after the
electron bunch, (2) both pulses arrive coincidently and (3) the IR pulse arrives before the
electron bunch. The part with changed polarization is filtered from the original IR–pulse
polarization, and the temporal displacement between laser pulse and FEL electron bunch
can be derived by the lateral position on a CCD detector. A temporal resolution of 100 fs
can be reached with the EOS.
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order to realize the mentioned PES experiments at FLASH. These are, on the one hand,
the intrinsically fluctuating FEL pulse intensities and, on the other hand, the temporal
inaccuracy of the pulses within a few hundred femtoseconds (temporal jitter). In order
to control the pulse intensity in our experiment, existing intensity monitoring systems
were integrated into a typical PES experimental setup and one monitoring system was
developed during this thesis. For TRPES, a system for collinear injection of an optical
laser into the FEL beam was developed and set up, and a timing tool was integrated into
the PES chamber in collaboration with the research group from Wurth et al. for measuring
the delay between optical laser and FEL pulses. The set up of the existing instruments as
well as the newly developed tools will be described in the following chapter 5.
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5 Experimental aspects for PES at FLASH
Free–electron lasers using SASE delivering light pulses in the VUV to X–ray regime became
interesting for a great variety of research topics [13–18, 81–84] due to their outstanding
characteristics, i.e., ultra–short pulses as well as peak intensities exceeding conventional
radiation sources by several orders of magnitude. With regard to PES, these properties can
be used for time–resolved pump–probe experiments to investigate dynamical processes in
the electronic properties of solids. Especially the available photon energies up to 1500 eV
reveal the possibility to study nonequilibrium dynamics of condensed matter systems with
full elemental, chemical and atomic site selectivity with the technique of time–resolved
XPS.
This chapter describes the instrumental aspects to realize intensity–dependent as well
as time–resolved photoemission experiments at FLASH. These are, on the one hand,
pulse–intensity monitors determining the intensity of every incident single pulse. On the
other hand, timing tools are needed measuring the delay between excitation (pump) pulse
and FEL pulse as accurate as possible to ensure high temporal resolution only limited
by pulse durations. One further aspect to be mentioned here is the realization of the
data acquisition at FLASH differing from experiments at conventional light sources due
to the uniqueness of each photon pulse. The development of those tools and the setup of
complete experiments leading to the experimental results discussed in the chapters 7 and
8 have been a major part in this work.
5.1 Tools for FEL pulse intensity measurements
Even though the properties of FEL radiation are very promising in order to study new
physics, there are still a few limitations to handle during the experiments. The SASE
process itself is of stochastic nature and, therefore, subject to fluctuations. This leads
to significant intensity fluctuations from pulse train to pulse train, and even between
single pulses within one pulse train. Since a lot of physical effects under investigation
are dependent on intensity, the measurement of single pulse intensities as accurate as
possible is mandatory for research projects at FEL sources. Furthermore, the monitoring
tools have to operate in parallel to the experiments and, therefore, in a non–destructive
way. At FLASH two different systems for pulse intensity monitoring are implemented: a
gas–monitor detector (GMD) and a micro–channel–plate (MCP) detector. Both systems
will be briefly introduced in the following. The MCP tool has been calibrated for a photon
energy of 38.5 eV, hence, a conversion equation for the usage of differing photon energies
will be deduced. Finally, a home built intensity–monitoring system will be presented, the
so called ”I–tube”, whose development is part of this thesis. This system enables to acquire
absolute single pulse intensities more accurately and universally during the experiment (at
any photon energy and intensity).
5.1.1 Gas–monitor detector
The gas–monitor detector is a device for online photon diagnostics and is described in
detail in references [85–87]. A scheme of a GMD currently used at FLASH is shown in






Figure 5.1: Left hand side: Illustration of the functional principle of the Gas–Monitor–
Detector (GMD) at FLASH (from Ref. [85]). The splitted electrodes on the left side analyze
the beam position, while the electrodes on the right side determine the photon pulse inten-
sity. Right hand side: GMD diagnostic panel in the FLASH control system during an FEL
run with 30 single pulses in one bunch train.
figure 5.1. The functional principle is based on the photoionization of a gas.
The ions and electrons are generated in the gas chamber. They are separated by an almost
homogeneous electric field and are detected at signal electrodes. At constant gas pressure,
the amount of detected ions is proportional to the number of photons in the single pulse.








where Iion is the signal current at the electrode, Φ the radiation power, QEion the quantum
efficiency of the detector and q(~ω) the mean charge generated by one absorbed photon at a
specific photon energy ~ω. In contrast to classical ionization chambers, the GMD operates
at significantly lower pressures (≈ 10−3 Pa). This prevents the generation of secondary
ionization processes.
The integrated ion signal 〈Iion〉 (over 20 s) in the ”current mode” serves as a calibration




where sel is the spectral responsivity for the electrons in the pulsed mode and 〈Qel〉 the
average charge detected per FEL pulse. ν is the number of FEL pulses per time. Finally,
the measurement uncertainty of pulse energies is less than 10%. Due to the fast electrons
a temporal resolution of better than 100 ns can be reached. This temporal resolution is
sufficient regarding a pulse separation of single pulses in a pulse train of 1 µs.
Additionally, the GMDs at FLASH can be used to determine the photon beam position.
For this purpose two splitted electrodes are implemented in the ionization chamber (see
Figure 5.1). The generated charges are again separated and accelerated by a homogeneous
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electric field. The trace of incident charges on the electrodes corresponds to a projection of
the photon beam in this direction. Therefore, one is able to determine the beam position
via the measured signal ratio I1/I2, which corresponds to the ratio of the lengths of the
projection on the splitted electrodes z1/z2 (see Fig. 5.1). For the determination of the
photon beam position in the remaining direction, a second, perpendicularly oriented GMD
is positioned behind the first one at FLASH. With this pair of GMDs, the photon beam
position can be measured with an accuracy better than 20 µm. A second pair of GMDs is
located 15 m away from the first pair, hence the photon beam direction can be determined
with an uncertainty in the microradiant regime.
Figure 5.1 (right hand side) demonstrates the GMD diagnostic panel in the FLASH control
system during an FEL run with 30 single pulses in one bunch train. The upper graph of
the diagrams on the right hand side shows the long–term behavior of the mean ion signal,
while the lower bar diagram depicts the pulse intensity distribution within the bunch train
on a shot–to–shot basis.
In conclusion, the GMD setup at FLASH is able to measure online the single pulse energies
sufficiently accurately without disturbing the beam characteristics with regard to the
experimental setup at the beamline. Due to the location of the two pairs of GMDs in front
of the monochromator of beamline PG2, only zero order and, therefore, maximum photon
pulse energies (including a broad energetic spectrum of up to 1% of the used photon
energy as well as higher harmonics) are known for experiments with high photon energy
resolution. This makes the absolute pulse intensity monitoring with the GMDs at FLASH
unfavorable with regard to PES experiments, where monochromatized radiation and a
good energy resolution is essential. Nevertheless, the GMDs can be used for the calibration
of other intensity monitoring systems installed behind the monochromator. This has been
done, e.g., for the ”MCP detector” described in the following.
5.1.2 Multi–channel plate detector
The multi–channel plate (MCP) based detector was developed to determine single pulse
intensities within a wavelength range from 6 nm to 200 nm [88]. The MCP detector
at the monochromator beamline PG2 at FLASH was built up by the research group
of Wurth et al. from the University of Hamburg, Germany [89]. It is situated behind
the monochromator and in front of the experimental station. Therefore, it is directly
monitoring the pulse intensities used for the experiment contrary to the GMD, described
in the previous section.
An illustration of the principle of the operation is shown in figure 5.2. The FEL radiation
is crossing a gold mesh (transparency of 66%) with a grazing angle of 45◦. The radiation is
partially reflected in the direction of a multi–channel–plate directly positioned above the
mesh. The primarily photoemitted electrons are amplified due to the applied high voltage
by several orders of magnitude and the resulting current pulse can be measured. Careful
calibration of the MCP with a flash lamp leads to the following gain function [90]:
MCPout
MCPin
= 10g(HV ) . (5.3)
MCPout andMCPin are the amplified and non–amplified signals in Vs at the MCP, respec-
tively. The gain factor g(HV ) as a function of applied high voltage HV can be calculated







Figure 5.2: Scheme of the MCP detector at FLASH: The FEL radiation is partially
reflected by a high transmissive gold mesh into a multi–channel plate. The amplified photo
electron signal is measured and can be directly correlated with the photon pulse intensity.
by [90]
















With the MCP detector at PG2, absolute photon pulse energies can only be measured for
photon energies of 38.5 eV. It was calibrated using the GMD in front of the monochromator,
a monochromator exit slit of 2 mm and the first harmonic FEL radiation [89]. A beamline
transmission of BT = 0.38± 0.18 was taken into account [79]. Plotting the absolute pulse
energies delivered by the GMD against the measured MCP signal lead to a linear depen-
dency. Linear regression resulted in the determination of absolute photon pulse energies
Eph for 38.5 eV radiation [89,90]:
Eph [J ] = BT · (a− b ·MCPin [V s]) · 10−6 , (5.5)
with the coefficients a=3.2570±0.0023 and b=(-103.675±0.019)Vs−1. The coefficients a and
b were delivered by a calibration procedure using relatively high photon pulse intensities.
Therefore, in the case of relatively low photon pulse energies the coefficient a must be
neglected, only the proportionality factor b is relevant then. Otherwise one would get a
non–vanishing pulse energy, when there is no incident light on the MCP. Furthermore, a
refit of the measured calibration data to a linear function crossing the zero–point does not
generate a significantly different slope.
In order to use different photon energies, e.g., the third harmonic of the FEL radiation,
relation 5.5 has to be transferred with regard to photon energy dependent parameters. Es-
sentially, there is a change in the reflectivity of the gold mesh r(hν) = R(38.5 eV )
R(hν)
as well as
a change due to the energy dependent conversion efficiency of the MCP S(hν) = σ(38.5 eV )
σ(hν)
.
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From reference [91] the change in reflectivity is calculated. Here, the relevant parameter are
the s–polarization of the FEL light, the incident angle of 45◦ as well as a surface roughness
of the scattering surface of 1.8 to 2 nm. The resulting correction factor due to the change
in reflectivity as a function of photon energy can be seen in figure 5.3(a). The second
correction factor due to the photon energy dependent conversion efficiency of the MCP is
depicted in 5.3(b). The basis for this graph lies in reference [92], where the efficiency of
a bare MCP is presented as a function of the incident photon energy. Finally, a universal
function for the number of photons per pulse Nph(hν)/MCPin (see Fig. 5.3(c)) and the
relative accuracy ∆Nph/Nph(hν) (see Fig. 5.3(d)) is derived and can be calculated by using
table 5.1.2.
The following disadvantages occur when using the MCP detector. The MCP detector is
calibrated for photon energies of 38.5 eV. An imprecise conversion is needed that is pre-
sented here (see Fig. 5.3 (d) and table 5.1.2). Even while using 38.5 eV FEL radiation, the
relative error exceeds 50 % due to the inaccuracy in the beamline transmission BT [79].
The theoretical conversion presented here is practicable up to 120 eV mainly due to the
underlying assumptions with regard to the reflectivity of the gold mesh and the conversion
efficiency of the MCP as a function of photon energy.
The advantages of using the MCP detector at beamline PG2 for intensity dependent ex-
periments at high photon flux are obvious. The detector covers the complete dynamic
range of the radiation intensity at FLASH and does online intensity monitoring behind the
monochromator. Especially for our studies of space charge effects in PES, it is essential to
know the pulse intensities directly at the sample as accurately as possible.
Fitting parameters: f(hν) =
∑5
i=0 Ki · (hν)i
f(hν) = Nph/MCPin(hν) f(hν) = ∆Nph/Nph (hν)
K0 −7.77 · 1014 4.77 · 10−1
K1(eV
−1) 6.38 · 1013 8.19 · 10−3
K2(eV
−2) −2.05 · 1012 −2.64 · 10−4
K3(eV
−3) 3.24 · 1010 3.69 · 10−6
K4(eV
−4) −2.54 · 108 −2.14 · 10−8
K5(eV
−5) 7.99 · 105 4.75 · 10−11
Table 5.1: The number of photons per single pulse Nph(hν)/MCPin as well as the relative
accuracy ∆Nph/Nph(hν) as a function of the used photon energy can be calculated by the
polynomial fit f(hν). See also the graphs (c) and (d) in Fig. 5.3.
5.1.3 Intensity tube for FEL pulse intensity monitoring
In order to monitor absolute photon pulse intensities, an additional system, the so called
”Intensity tube” (I–tube), was developed in our research group as part of this thesis and
two associated diploma theses [35, 93]. The I–tube is a 200 mm long, UHV–tube which is
situated directly in front of the experimental chamber.
Figure 5.4 shows the principle setup of the I-tube. It consists of three units being able
to measure the incident FEL radiation: a fine gold mesh (transmissivity of 47.5%, mesh
aperture of 11 µm) and two ultra–fast photo diodes. One of the photo diodes (a) is
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Figure 5.3: Determination of the number of photons per single pulse as a function of
photon energy using the MCP detector at PG2, which was calibrated for hν = 38.5 eV.
For this, the change in the reflectivity of the gold mesh r(hν) = R(38.5 eV )
R(hν)
(see graph (a))
from [91] as well as the change in the conversion efficiency of the MCP S(hν) = σ(38.5 eV )
σ(hν)
(see graph (b)) from [92] was used. The resulting relation for calculating the number of
photons Nph(hν)/MCPin normalized to the non–amplified MCP signal MCPin (see graph
(c)) and the corresponding relative accuracy ∆Nph/Nph(hν) (see graph (d)) is given by the
polynomial fit presented in table 5.1.2.
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attached beside the main axis of the FEL beam, the other photo diode (b) as well as the
gold mesh can be positioned directly in the beam via linear feedthroughs.
To determine absolute pulse intensities and, therefore, the number of photons in one single
pulse, photo diodes of the model SXUV20HS1 (International Radiation Detectors Inc.) are
used. These photo diodes are characterized by a short rising time of 2 ns and an extreme
radiation hardness preventing damage to the diode due to the intense FEL radiation.
Moreover, the SXUV diodes are calibrated for a wide photon energy range from 6 eV
to 12 keV. This makes the photo diode (b) an ideal system to measure absolute photon
numbers of the FEL pulses even if the radiation directly hits the diode. This option serves
to calibrate the other two remaining units for online monitoring, the gold mesh and the
photo diode (a).
For online monitoring of pulse intensities, the gold mesh is positioned directly in the
photon beam. On the one hand, the incident photons are generating photoelectrons
leaving the mesh as well as photoholes, which are almost instantaneously neutralized. This
photocurrent serves as a measure of relative pulse intensities. On the other hand, the
photons are partially reflected from the mesh surface in the direction of the photo diode
(a), again resulting in a signal proportional to the pulse intensity. On all three units a bias
voltage can be applied to prevent saturation effects. Screening of the electric field from the
experimental chamber can be assured by linearly moveable, electrically connected copper
edges. Furthermore, these copper edges serve as an option to determine the beam position
at the entrance to the experimental chamber.
During the online monitoring, the gold mesh photocurrent is preamplified by a high–speed
amplifying system DHPCA–100 from Femto Inc. It additionally serves as a current–to–
voltage converter, and the resulting voltage signal of a whole pulse train is measured
and stored by a digital storage oscilloscope LeCroy WaveRunner 6030A. In combination
with the measured data a 24–bit–timestamp unique for each pulse train is stored. This
timestamp is delivered by the FEL machine and is read out by the oscilloscope via an USB
Digital I/O Device (NI USB 6501). Then, every stored intensity data set can be assigned
to other experiment relevant data, e.g., PES spectra, delays in pump–probe–experiments,
GMD or MCP detector intensities.
In general the use of the I–tube can be described as follows: Prior to the experiment, the
gold mesh and the photo diode (b) are moved into the beam and intensities are measured
on all three units. The gold mesh and the attached photo diode (a) are calibrated for the
used photon energy with regard to the absolute measurement of incoming photons at the
diode (b). Then the photo diode (b) is moved out of the beam and the experiment can
start with a calibrated intensity monitoring system.
The development of the I–tube and first tests during FEL beamtimes are described in
references [35, 93] in more detail. In [35] it was found that the gold mesh photocurrent
behaves non–linearly as a function of pulse intensities at high photon flux in the first
harmonic of FLASH. This intensity regime is anyway not interesting for PES experiments
due to a resulting spectral broadening and shifts in a regime of several eV because of
Coulomb interactions between a huge amount of generated photoelectrons. For lower
intensities a linear behavior was found.
In future PES experiments at FLASH the I–tube will be favored over the MCP–tool,
because a fast calibration to the used photon energy will be possible and no imprecise
conversion relation (see table 5.1.2) will be necessary. Furthermore, the I–tube works for
the whole photon energy regime delivered by FLASH.










Figure 5.4: Illustration of the I–tube: The FEL radiation is crossing from right to left. A
gold mesh and an attached photo diode (a) are measuring the photon pulse intensity online
and in a non–destructive way. In order to calibrate those, a second photodiode (b) can be
transferred directly into the beam. Four copper edges at the end of the tube prevent the
electric fields of the I–tube (due to biasing of the gold mesh or photodiodes) from entering
the experimental chamber and measure the beam position.
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5.2 Tools for generating spatial and temporal overlap of IR–laser
and FEL radiation
In order to perform time–resolved pump–probe experiments on solid state surfaces, two
major requirements must be fulfilled. These are the spatial and the temporal overlap of
the pump and the probe pulse on the sample surface. For this purpose two experimental
setups have been developed.
5.2.1 Collinear injection of an optical laser into the FEL radiation path
The parallel injection of an additional pulsed optical laser (λ = 800 nm) into the path of
the FEL beam was realized in collaboration with the research group of Wurth et al. from
the University of Hamburg, Germany. Figure 5.5 illustrates its principle setup. The entire
system is attached to a granite block to prevent disturbing oscillations.
At monochromator beamline PG2 the optical laser is provided about 1 m to the left
and 1 m below the FEL beam line. Two vertically arranged optical breadboards are
assembled with a set of lenses and optical elements for focusing the optical laser onto
the sample surface. Between the first two lenses on the horizontal breadboard, an option
for the generation of second harmonic radiation (λ = 400 nm) via a non–linear crystal is
provided. Behind those, the laser beam is reflected by a partially transmitting mirror in
perpendicular direction towards the ”mirror chamber”. Behind the partially transmitting
mirror, a photo diode is installed for reference intensity measurements. With two more
lenses on the vertical breadboard the focal distance with regard to the sample position can
be adjusted. An optical filter wheel can be used in order to vary the laser pulse intensity
by several orders of magnitude.
The converging laser beam is entering the mirror chamber through a silica glass window,
where it is subsequently injected collinearly into the FEL beam (inset of figure 5.5).
Two mirrors – one mirror for 800 nm and the other for 400 nm laser radiation – can be
transferred into the laser beam via a linear transfer system in x–direction. An aperture
between both mirrors serves for experiments without an additional optical laser. Both
mirrors contain a 2 mm hole in the center in order to let the FEL radiation pass through.
Three more degrees of freedom of the whole mirror chamber are implemented. These are
two rotational degrees of freedom around the x– and z–axis, performed by two goniometers
(Huber-Goniometer), and one linear translation in z–direction. Finally, the adjustment
of the spatial overlap of FEL and optical laser is done by using a GaAs sample in the
measurement position. Both, the FEL radiation and the optical laser are visualized on
the GaAs surface due to photo luminescence. These spots are filmed with two high–speed
cameras for three–dimensional orientation and can be adjusted on the same spot by using
the two rotational and two translational degrees of freedom of the mirror chamber.
In the meantime, this system was used during different beamtimes at FLASH for time–
resolved experiments [4,94], and the horizontal breadboard was additionally equipped with
a delay stage providing a total delay time of 650 ps with an accuracy of 3 fs.

























Figure 5.5: Setup for collinear injection of an optical laser pulse into the FEL radiation
path: The first two lenses (a) and (b) on the horizontal optical bread board widen the
optical laser with a wavelength of 800 nm (red). In the focus between both lenses an option
for frequency doubling via a non–linear crystal is provided. A partially transmissive mirror
reflects the laser radiation towards the vertical bread board, where two more lenses and
one optical filter wheel are focusing the radiation onto the sample position and attenuate
it up to several orders of magnitude, respectively. The laser radiation is finally reflected
by a special mirror (c) with a 2 mm hole (for passing of the FEL beam) parallel to the
FEL radiation. The inset shows the mirror chamber in more detail with several degrees of
motional freedom in order to realize spatial overlap of both radiation beams on the surface.
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Figure 5.6: Illustration of the Timing–tool used for determination of the temporal overlap
of optical pump and FEL probe pulse in time–resolved PES experiments (from [95]): The
blank inner core of a coaxial cable is used in order to get a rough estimate of the temporal
overlap by measuring the generated photo current. Then, the GaAs–crystal and its fast
dynamics in the reflectivity (see [96], and Fig. 5.7) is used for a finer adjustment with an
accuracy of a few femtoseconds.
In order to produce temporal overlap of the FEL pulses and the optical laser pulses,
Wurth et al. developed a femtosecond X–ray/optical cross–correlator, the so called timing–
tool, for time–resolved experiments at FLASH. In this device, the change in the reflectivity
of a GaAs surface as a result of excitation with an intense EUV–pulse is utilized [96].
Figure 5.6 shows the main part of the timing–tool which can be moved into the sample
position. To get a rough estimate of the temporal overlap, the spatially overlapping beams
are at first focused onto the blank inner core of a coaxial cable. The cable is biased in order
to guarantee the emission of photoelectrons due to the optical laser pulse (hν ≈ 1.5 eV).
The photocurrents of both pulsed beams are monitored with an oscilloscope, and by varying
the delay a temporal overlap with an accuracy of some ten picoseconds can be achieved. In
the next step, a GaAs sample is moved into the focus of the two beams. The fast dynamics
in the optical reflectivity of a GaAs surface as a function of the delay between EUV–pump
pulse and infrared–probe pulse can be used to achieve a considerably finer adjustment of
the temporal overlap.
The intensity of the optical probe pulse is measured with photo diodes at two positions.
The reference intensity is measured behind the partially transparent mirror of the collinear
injection setup. The detection of the reflected optical laser pulse takes place behind a win-
dow of the UHV main chamber. During the procedure of finding the temporal overlap, the
optical laser is operated with twice the repetition rate of the FEL (normally with 500 kHz).
Thus, in the case of overlapping pulses one unaffected and one influenced reflectivity signal
is subsequently measured, assuming that the excitation of the FEL pulse is already decayed
within 2 µs.
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Figure 5.7: Reflectivity change of a GaAs–crystal in the timing–tool: The incident soft
X–ray pulse of the FEL (50 eV, 120 fs) is changing the reflectivity of the crystal. The
reflectivity of the crystal is measured by a photo diode as a function of delay between FEL
and optical laser pulse (∆t = tFEL − tlaser) measured with a streak camera [35].
measuring the reflected signal, respectively. Analog, the relative change in reflectivity for
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Via successive variation of the delay, the temporal overlap of optical laser pulse and
FEL pulse can be determined with an accuracy of a few femtoseconds [96]. Figure 5.7
exemplarily shows the identification of the temporal overlap of an FEL–pulse (50 eV,
150 fs) and an optical laser pulse (1.55 eV, 120 fs) using the described procedure [35].
5.3 Experimental setups for intensity dependent PES at FLASH
The presented measurements of photoelectron spectra as a function FEL pulse intensity
presented in chapter 7 were carried out during two beamtimes in the years 2005 and 2007
using two different experimental setups. These two experimental setups as well as the data
acquisition will be presented in the following.
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5.3.1 Setup for valence–band PES on TiTe2
In 2005, first PES experiments at FLASH were carried out using an ultra–high vacuum
(UHV) experimental chamber with a base pressure of ≈ 10−10 mbar. Cleaved TMDC
samples in the UHV remained free from contaminants for several hours. The sample
movement was realized with a standard manipulator with three translational and one
rotational (around the perpendicular axis) degrees of freedom. Cooling of the sample was
not possible. The adjustment of the UHV chamber with respect to the FEL beam was
done by using a phosphorous screen with a cross hair in the direction of the beam.
The sample was electrically insulated to the grounded manipulator but contacted with an
sample current









































Figure 5.8: Experimental setup for first pulse–intensity dependent valence–band PES
measurements at FLASH beamline PG2. The spectra and pulse intensities were measured
via a SPECS Phoibos 150 photoelectron analyzer and the amplified (Femto DHCPA–100)
sample current, respectively (from [97])
.
electrical feedthrough, where the generated sample current could be measured. The sample
current signal was amplified with a Femto DHPCA–100 ultrafast current–to–voltage
converter and stored as a direct measure for the FEL pulse intensity. This was necessary
due to the absence of a calibrated intensity monitoring system behind the monochromator
at beamline PG2 at this time.
The angle and energy resolved PES data were measured with a hemispherical photoelectron
analyzer (SPECS Phoibos 150) with a CCD–detector in the exit plane. At best, this
analyzer can achieve an angular resolution of 0.05◦ and an energy resolution of ≈ 1 meV.
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A wide–angle detection of ±13◦ in parallel is possible. The detector images were recorded
with a Basler A102f 2D–CCD camera triggered by a TTL–signal delivered from the FEL
machine.
The valence band photoemission data of the transition metal dichalcogenide TiTe2 pre-
sented in chapter 7 were measured with an energy resolution of < 700 meV (Epass = 200 eV,
sana = 1 mm) using the wide–angle lense–mode. The FEL delivered VUV–radiation with
a photon energy of 38.32 eV in the first harmonic with a repetition rate of 2 Hz. To
get decent statistics in the resulting spectra, the FEL was run in the multi–pulse mode
with 20 single pulses in one pulse train separated by 1 µs accepting the consequence of
fluctuating intensity. In order to perform angle–resolved photoemission as a function of
pulse intensity, the incident pulse–energy was tuned by varying the monochromator exit
slit. The measured sample current and the taken CCD–images as well as every other
relevant FEL–machine parameter were stored via the provided machine–control system
DOOCS3.
5.3.2 Setup for pulse intensity dependent core–level PES on 1T–TaS2
The experimental setup for the core–level measurements presented in chapter 7 is summa-
rized in figure 5.9. Again, a SPECS Phoibos 150 electron analyzer with a CCD–detector
was used. The detector images were recorded with a PCO Sensicam qe CCD camera. Due
to a cooled CCD–chip, this camera had a better signal–to–noise ratio than the previously
used Basler camera.
A completely new experimental chamber was used with a base pressure of ≤ 10−10 mbar.
The TMDC samples were adjusted to the measurement position via a new manipulator
cryostat, a VG Cryoax 6. With this, all six motional degrees of freedom were possible
to access within a limited extent. The samples could be cooled down to a minimum
temperature of 30 K. Here, the pulse intensity measurements were done with the MCP–
detector and the first version of the home built I–tube, monitoring the photo current
generated in a high–transparent gold–plated copper mesh (T = 88 %, nominal aperture
of 200 µm, Goodfellow GmbH). This was amplified with a Femto DHPCA–100 ultrafast
current–to–voltage converter and measured by a digital storage oscilloscope LeCroy
WaveRunner 6030A.
In contrast to the experimental setup in 2005, here, the main chamber was extended by
an additional peripheral equipment connected to the main chamber by a transfer system
under UHV conditions. With this, one was able to perform further sample characterization
with an additional LEED system (low energy electron diffraction) for sample orientation.
A He–gas discharge lamp (SPECS UVS–300) with a toroidal–mirror monochromator
(SPECS TMM 302) was connected to the main chamber and delivered VUV–radiation
with a photon energy of 21.22 eV. The incident angle of the VUV–radiation was the same
as of the FEL radiation with respect to the analyzer. A special capillary (SPECS Surface
Nano Analysis GmbH) focused this radiation to a nominal spot size of a few 100 µm at the
measurement position. The photoemission measurements with the He–gas discharge lamp
3DOOCS is the abbreviation for distributed object control system [98]. It has been developed as a
control system for the FEL as well as the planned XFEL in Hamburg, Germany. Furthermore, this control
system is specialized in the acquisition and storage of the huge amount of generated data. These as well
as several automatically collected operating parameters are stored in so–called root–files4.


























Figure 5.9: Experimental setup for photoelectron spectroscopy at FLASH beamline PG2
with main components: photoelectron analyzer with 2D–CCD detector, Cryostat, LEED,
home built pulse–intensity measurement tool with preamplifier. Photon pulse intensities
were measured by gold mesh current in the I–tube (see subsection 5.1.3) as well as with an
MCP based tool (see subsection 5.1.2).
served as a reference representing PE measurements with a constantly strong electron
signal and below the regime of SCEs.
Data acquisition was done in two parts. On the one hand, all relevant FEL parameters
as well as the pulse intensity monitoring with the MCP detector were stored via DOOCS.
The data were, again, stored in root–files, where each pulse train was marked with a
unique 24–bit–timestamp. The first twenty bits stand for the current time in seconds,
while the last four bits are used for a specific bunch number due to the fact that the FEL
can be run with maximum repetition rate of 10 Hz. On the other hand, we built up a
stand–alone–system were the measured sample gold mesh current as well as the images
from the CCD–camera are recorded with the own measurement PC. Again, these data
were stored with the reference 24–bit–timestamp delivered by the FEL machine. For this
purpose the measurement PC was equipped with a PCI–card (NI PCI–6503) containing 24
digital I/O channels.
The measurement with the stand–alone–system was done as follows: The exposure of the
CCD–camera as well as the acquisition of the oscilloscope were triggered by the FEL with
the repetition rate of 5 Hz. The resulting CCD–image was transferred from the camera
to the measurement PC. After the transfer of the image, the timestamp was read out and
inquired by the oscilloscope. The measured gold mesh current and the CCD–image were
stored on the measurement PC with this characteristic timestamp. Further details of the
data acquisition software can be found in reference [93].
The following parameters were used for the core–level PES measurement as a function
of the average pulse intensity presented in chapter 7. The FEL delivered VUV–radiation
with a photon energy of 38.5 eV in the first harmonic and a repetition rate of 5 Hz.
50 5 Experimental aspects for PES at FLASH
Each pulse train consisted of 20 single pulses separated by 1 µs. For the measurement
of the Ta 4f core levels the third harmonic was used with a photon energy of 115.5 eV
and significantly lower pulse intensities. Further variation of the pulse intensity was done
by varying the monochromator exit slit and using the gas absorber system behind the
FEL undulator. The pulse duration was approximately 700 fs [100] limited by the plane
grating monochromator. The photoelectron analyzer was run in the wide–angle lens mode
and an energy resolution of better than 140 meV (Epass =200 eV, sana = 0.2 mm) was
achieved. The TaS2 sample was cooled down to 140 K and has, therefore, reached the
Mott–insulating phase.
5.3.3 Setup for time–resolved PES on 1T–TaS2
In 2008, we carried out first time–resolved PES experiments on the TMDC TaS2. For
those, the HIXXS experimental chamber from the research group of Wurth et al. from the
University in Hamburg was used. The principle setup is illustrated in figure 5.10. The UHV
system consists of two main chambers. The first chamber next to the beamline is equipped
with a SCIENTA SES 2002 photoelectron analyzer with a CCD detector in the exit plane
and a Basler camera A102f taking images of the phosphorous screen with the repetition rate
of the FEL. Furthermore, an X–ray spectrometer was part of this experimental chamber
allowing for RIXS (resonant inelastic X–ray scattering) measurements. The timing–tool
(see section 5.2.2) for finding the temporal overlap between pump and probe pulse was
attached to an extra long manipulator for positioning into the sample position. Due to this
extra long travers path the timing tool could be decoupled from the main chamber via an
UHV valve. The whole chamber with all devices was rotatable around the sample position.
The second chamber served as a load lock as well as for locking in and manipulation of the
samples. The TaS2 samples could be transferred into the measurement position within the
first chamber via a long manipulator cryostat. With this, sample cooling down to 30 K
with liquid Helium was achievable.
The system for collinear injection of the pulsed optical laser (λ =800 nm) (see section 5.2.1)
and adjustment of the spatial overlap between pump and probe pulse was installed between
the first experimental chamber and the beamline. The delay between both was set by a
delay stage and measured with a streak camera installed in the FEL laser hutch. The delay
was remote controlled via the FLASH control system. All relevant data were stored as
root–files via DOOCS.
The following parameters were used during the first TRPES–measurements in 2008: The
FEL delivered pulse trains containing 100 single pulses temporally separated by 2 µs and
a repetition rate of 5 Hz. The fundamental wavelength was set to 7 nm and the single
pulse duration in the first order of the monochromator was approximately 1.2 ps. The
average pulse energy of ≈ 20µJ/pulse was attenuated with filter foils by about four orders
of magnitude in order to prevent SCE induced spectral changes in the photoemission data.
The energy resolution of the photoelectron analyzer was set to ≈ 100 meV (Epass =50 eV,
sana = 1.2 mm) and the ”transmission mode” (no parallel detection of the emission angle)
for high PES contrast was used. The optical laser was run in the ”burst mode” delivering
pulse trains containing 200 single pulses separated by 1 µs and with maximal single pulse
energies of 14µJ/pulse (without considering losses within the optical path). The optical
laser was focused to a spot size on the sample of 1.5 mm × 1.5 mm resulting in an incident
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Figure 5.10: Experimental chamber for time–resolved core–level photoelectron spec-
troscopy at FLASH beamline PG2: The HIXXS experimental chamber from the research
group of Wurth et al. from the University in Hamburg was used, additionally equipped
with the timing–tool from section 5.2.2 and the setup for collinear injection of the optical
laser from section 5.2.1 placed in front of the chamber.
energy density of ≈ 600µJ/cm2 within a pulse duration of 150 fs. This, approximately,
corresponded to the limit of 200µJ/cm2 within a 50 fs–pulse, leading to a irreversible phase
transition of the TaS2 surface [56].
With the pulse duration of the FEL (1.2 ps), the temporal resolution of the streak camera
(1 ps) and the temporal jitter of the single pulses within one pulse train (500 fs) a total
temporal resolution of the experiment was determined to be ≈ 1.6 ps.
In order to reach the Mott–insulating phase, the TaS2 samples were cooled with liquid
Nitrogen via the cryostat.
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6 Vacuum space–charge effect in solid–state photoe-
mission
6.1 Introduction
For probing electronic states in atoms, molecules or solids, modern photoemission
techniques are very efficient. One powerful example is angle–resolved photoelectron
spectroscopy (ARPES). This method serves typically for determining the electronic
structure and, in particular, the Fermi surface of solids, e. g., searching for indications of
many–body effects identifiable in opening gaps or kinks in the band dispersion. Beyond
that, the development of pulsed photon sources with ultrashort pulse lengths attracts
the attention towards measuring dynamical non–equilibrium processes in the electronic
structure via time–resolved photoemission spectroscopy (TRPES). Furthermore, the
possibility of focusing brilliant light sources in the soft X–ray regime to the submicrometer
range enables photoemission spectromicroscopy for spatially resolved investigations of solid
surfaces.
To further promote these photoemission methods, improvements on the instrumentation
side is essential. On the one hand this was achieved by the development of very efficient
photoelectron analyzers (now able to simultaneously measure a distinct energy and angle
range in parallel) delivering an energy and angular resolution of < 1 meV and < 0.05 ◦,
respectively. On the other hand and for this chapter of major interest are the enhancements
of the photon source. Modern third–generation synchrotron–radiation sources generate
short (some 10 ps) photon pulses with high spectral brightness in the extreme ultraviolet
(EUV) and soft X–ray regime by using undulators. Photon pulses with even shorter
pulse lengths (a few fs) in the UV to EUV regime can be achieved in the laboratory
with ultrafast laser systems employing high–harmonic generation (HHG). Using such
short–pulsed photon sources in photoemission experiments can lead (at todays achievable
energy resolution) to spectral shifts and broadenings in the photoemission spectrum, the
so–called vacuum space–charge effect (SCE). Here, photoelectrons are emitted from the
solid within a relatively short timescale producing an electron cloud with a high electron
density in front of the surface. According to the intensity of the photon pulse and, thus,
the number of emitted electrons in the cloud, those are mutually influencing each other
by repulsive Coulomb forces on their way to the detector. Finally, this process leads to
a broadening and shift of the initially emitted electron–energy and angular distribution
worsening the effective experimental energy and angular resolution. Vacuum space–charge
effects, resulting in an energy broadening and shift of an initial spectral feature in
the order of ≈ 10 meV have already been studied at a conventional third–generation
synchrotron–radiation source delivering ≈ 104 photons within pulse lengths of ≈ 50 ps [22].
This is a clear signal, that in future experiments at even more intense photon sources, the
instrumentally achievable resolution will not be the only limiting factor any more.
In terms of UV and X–ray sources, the development is still going on towards higher
peak brilliance (see chapter 4) causing SCEs in photoemission to be even more relevant.
Particularly, the enhancements in upconversion techniques like HHG and the construction
of free–electron lasers (FELs) (also declared as fourth–generation synchrotron–radiation
source) pave the way for time–resolved core level PES in the fs–regime; but with photon
densities of > 107 within a short pulse, SCEs will lead to energetic broadening and shift in
the eV regime, making the interpretation of the measured spectra very difficult.
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Therefore, performing photoemission experiments at such brilliant light sources make a
precise understanding or, at least, a sufficiently accurate description of SCEs influencing
the photoemission spectrum very important and the question arises: Where are the SCE–
inflicted limits in PES with regard to photon source parameters? There is an extensive
literature dealing with this topic for years, e.g., in thermal electron emission, ultrafast
electron diffraction [101–105], photoemission microscopy [106], as well as several works
on (TR)PES using photon pulse in the ps and fs range [22–24, 107–111]. SCEs are very
sensitive with regard to the initial electron distribution in momentum and real space and,
therefore, in PES mainly on the parameters of the photon source, such as intensity, spot
size, pulse duration and photon energy. In addition to those, material specific parameters
will contribute to the initial electron distribution. At least, parameters like intensity, spot
size, pulse duration and photon energy can vary by orders of magnitude, depending on
the used photon source, and consequently, the extremely differing starting parameters
are causing a strong variation in the observed SCEs. In the recent past, different groups
have described the influence of space–charges on the initial electron–energy distribution by
simple numerical simulations or simple analytical models with quite some success. Though,
these have mainly been successful within their experiment specific parameters, but are
not universally applicable. Thus, in some cases the spectral broadening is found to be
proportional to the square root of the number of photoemitted electrons per pulse [23,105],
while other groups have reported a linear functional dependence [22, 24]. Therefore, a
variety of questions concerning SCEs are still not satisfyingly solved, i.e. beside the
dependence of the spectral broadening and shift as a function of photoelectrons, the
possible influence of mirror charge (at least for metallic surfaces), as well as the question
of the influence of SCEs on the angular resolution. A clear restriction on a valid parameter
range for the used simulations or models is still missing as well as an easy rule of thumb
providing assistance in future PES experiments, where SCEs may occur. This will be given
in the following as well as in [25].
In the following, the influence of SCEs on the photoemission spectrum as a function of
the source parameters will systematically be examined in a more universal manner and
as realistic as possible. For this purpose a molecular–dynamical model for numerical
simulations of N–body problems is introduced. Here, the propagation dynamics of the
electrons on their way from the surface to the detector is followed, and the influences of
several parameters on the initial electron–energy distribution are studied in detail with
relatively short simulation times. The parameters are chosen to reproduce the ones of
typical pulsed photon sources used for photoemission experiments. To get an idea of
the applicability of this numerical approach, the simulations are tested for three chosen
experimental parameters from the literature, where SCEs are studied under extremely
different source parameters, and the results are compared with the experimental ones.
Furthermore, the simulations are done for a wide range of the most relevant parameters
to find a functional dependency of the space–charge induced energetic broadening and
shift of the photoemission spectra as well as the influence on the angular resolution. Two
simple analytic models are compared with the gained results and the area of validity of
those models is proven. Finally, the delivered insight into SCEs in PES will be discussed
in terms of future photoemission experiments at modern pulsed light sources.
6.2 Computational model 55
6.2 Computational model
The solid–state photoemission process using a pulsed photon source is schematically illus-
trated in figure 6.1. The incident photon pulse is absorbed by the electrons in the sample.
Electrons will leave the sample in case of having enough energy at the surface to overcome
the vacuum level. An electron cloud is successively created in front of the sample surface
within the pulse duration. The photoelectrons in this cloud have specific distributions in the
six–dimensional phase space (three–dimensional distributions in the real and momentum
space), that are dependent on several parameters. These are (on the instrumentation side)
the number of photons per pulse, the pulse duration, the spot size on the sample surface
and the photon energy as well as some material dependent aspects influencing the pho-
toemission process like the quantum efficiency and the kinetic–energy and emission–angle
distribution. The electrons in the cloud are interacting with each other due to their electric
charge after the Coulomb’s law. Here, the total force ~Fi on the i








where NC is the number of electrons in the cloud, e0 the unit charge, ǫ0 the vacuum
permittivity and ~ri(t) the time–dependent position vector of the i
th electron. Therefore,
the electrostatic forces on the electrons will be stronger the more electrons contribute to
the cloud, in turn resulting in more pronounced SCEs in the photoemission experiment.
In our numerical simulations of SCEs the electron cloud is built up gradually in dis-
crete time steps ∆t during the interaction time of the photon pulse with the sample sur-
face. The electrons are emitted from random position and random time defined by the
two–dimensional spot profile and temporal pulse profile, respectively. The random kinetic
energies and the emission angles of the photoelectrons are generated by using specific distri-
butions somehow determined experimentally or considered theoretically. For the temporal
as well as the lateral pulse profiles, Gaussian distributions with widths of τ0 and d0 (full
width at half maximum (FWHM)) are assumed, respectively. Furthermore, in the numer-
ical simulations presented in this chapter, the number of electron NC are varied ranging
from 4 to 5 × 106 per pulse.
To calculate the mutual Coulomb interactions of the propagating cloud electrons, we per-
formed self–consistent N–body numerical simulations using the so–called ”Barnes & Hut
Treecode Algorithm”. This algorithm was originally developed to simulate planetary mo-
tions or collisions of galaxies. Here, in each time step the current position and velocity
of the electrons as well as the effective Coulomb forces are calculated. For the numerical
integration of the differential equations of motion the leapfrog method [112] is used. The
leapfrog integration is a second order method and, therefore, more accurate than the first
order Euler integration. Furthermore, it is time–invariant and consequently assures energy
conservation. The basic principle and efficiency of the Treecode Algorithm lies in the way
to calculate the Coulomb forces on each single electron. Here, the space occupied by the
cloud electrons is iteratively divided into a hierarchical tree structure and center–of–mass
approximations are performed. Figure 6.2 will help to understand this principle in more
detail. In figure 6.2(a) the propagation of the photoelectrons (blue dots) from the sample
to the detector at a specific time is illustrated. In the first step of creating the hierarchical
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Figure 6.1: Schematic of a solid–state employing a pulsed photon source. A light pulse
with energy ~ω0 and duration τ0 impinges on the surface area of characteristic width d0
and creates photoelectrons. In the numerical simulations, the photoelectrons are divided
into cloud electrons (gray dots) and test electrons (black dots), both having specified ini-
tial kinetic energy (Ekin) and emission angle (ϑc, ϑt) distributions depending on the source
parameters and sample properties. For the test electrons, a sharp Gaussian energy distribu-
tion (mean position Ei and width ∆Ei) is typically selected. The gray energy areas in the
energy spectrum depict simple energy distributions for the cloud electrons. Positive mirror
charges in the bulk of the sample (white dots) are generally included in the simulation.
The propagation of the electrons toward the detector is influenced by mutual Coulomb
interaction. After about 1 ns, when the total Coulomb energy has become negligible, the
final energy spectrum of the test electrons is obtained. In general, it will be shifted and
broadened with respect to the original spectrum (Ef 6= Ei,∆Ef > ∆Ei). (from Ref. [25])
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tree structure, the ”root cell” (violet cube), framing the whole relevant space, is divided
into eight subcells. Each of the subcells is related to a center of mass determined by the
containing electrons. If these subcells contain more than one electron the subdivision is
continued until each generated cell is filled by one electron at most. For a better visu-
alization, in figure 6.2(a) only the root cell and the subcells containing one electron (the
”leafs” of the tree structure) are plotted. Figures 6.2(b) and (c) illustrate the efficient force
calculation of the Treecode Algorithm by means of a simplified two–dimensional electron
cloud. In this case, all subcells of the hierarchical tree structure are plotted in figure 6.2(b)
as well as 17 electrons (blue dots). The total force on the red marked electron (cf. figure
6.2(c)) is to be calculated in this example. For this, a technical parameter called ”opening
angle θ” is introduced acting as an accuracy parameter. Considering the ratio of the width
of one subcell s and the distance l between the relevant electron (red dot) and a center of
mass of a subcell, the force calculation is carried out as follows, beginning with the subcells
of the root cell:
1. If s
l
< θ: The partial force on the electron is calculated by approximating a point




≥ θ and more than one electron in the subcell: No partial force is calculated.
The eight subcells of the next level have to be taken into account for the calculation
of the partial force and again condition 1 has to be checked for them.
3. If s
l
≥ θ and one electron in the subcell: The partial force is calculated by the exact
electron–electron interaction.
After calculating the partial forces these are summed up to the total acting force on the
electron. In figure 6.2(c), θ = 1 is used for the force calculation. Therefore, three center–of–
mass approximations containing 10 electrons are applied as well as 6 exact force calculations
for the residual electrons.
The runtime for exact numerical N–body simulations is proportional to O(N2), and for
very large numbers of particles it is not feasible any longer. Using the Treecode Algorithm
for SCE simulations deliver results with reasonable accuracy and requires only O(NlogN)
operations. Mean–field models, approximating the charge distributions to a field configu-
ration and calculating the forces on each electron due to this field, even need less compu-
tational time (O(N)), but are only suitable for simple configurations and, therefore, not
universally applicable. Ref. [113] serves for more detailed information about the Treecode
Algorithm concerning error and runtime analysis.
A typical simulation run ends, when the major part of the initial Coulomb energy in the
electron cloud is transferred into the kinetic energy of the electrons. Usually, this is the case
after a few ns, mainly dependent on initial electron density as well as the initial momentum
distribution of the electrons. In the end, the final kinetic–energy and momentum distribu-
tion are determined. With simulation time steps of ∆t = 20 ps and an accuracy parameter
of θ ≈ 1 an energy conservation of better than 99.9 % is achieved in our simulations.
The numerical simulation of the propagating and space–charge influenced electrons is re-
peated several times to avoid falsified results due to initially inappropriate randomly gener-
ated starting conditions. To additionally increase the statistics, so–called test electrons are
introduced in our simulations (typically ≈ 104). These ”virtual” electrons are generated in
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Figure 6.2: Illustration of the propagation of photoelectrons (light blue) from the sample
surface to the photoelectron analyzer at a specific time (a), as well as visualization of
the calculation of the total force on one single electron using the hierarchical Treecode
Algorithm [26]. (a) The three–dimensional space occupied by the electrons is iteratively
divided into subcells until each generated cell contains one electron at the most. For
simplification only the root cell (magenta) and the subcells containing one electron are
depicted. (b) Illustrates the hierarchical Treecode structure in two dimensions, and (c)
exemplarily shows the calculation of the total force on the red marked electron due to the
surrounding with the Treecode Algorithm. Here, direct electron–electron interactions (light
blue) contribute to the total force as well as center–of–mass approximations (dark blue) in
the case of a given opening angles θ > s
l
.
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the same way as the other ”real” cloud electrons, but generally with a narrower kinetic–
energy and emission–angle distribution. The test electrons feel no mutual Coulomb forces
and do not contribute to the force calculation of the cloud electrons, but they are influenced
by the cloud electrons. Hence, the cloud electrons and their distributions in the phase space
represent the whole amount of electrons generated in the photoemission experiment (incl.
secondary electrons). However, the test electron distribution act as a specific part of the
whole distribution (typically with a narrow Gaussian kinetic–energy distribution) propa-
gating towards the detector (with a narrow emission–angle distribution). Finally, mainly
the influence of the cloud electrons on the test electrons is analyzed and the spectral broad-
enings and shifts are quantified using the resulting test electron spectra.
For our general analysis of SCEs on photoemission spectra in sections 6.3 and 6.5 we used
Gaussian shaped kinetic–energy distributions for the test electrons. In most cases the sim-
ulated final test electron spectra could be fitted by Gaussian profiles as well. Finally, the
space–charge induced spectral shift ∆Eshift and broadening ∆Ebroad are determined in the
following way:
∆Eshift = Ef − Ei (6.2)
∆Ebroad =
√
(∆Ef )2 − (∆Ei)2 , (6.3)
where Ef and Ei are the final and initial mean energies and ∆Ef and ∆Ei the final
and the initial FWHM width of the test electron energy spectrum. In the case, that a
strongly distorted kinetic–energy distribution can not be fitted by a Gaussian profile any
longer, the mean and the variance are used for the calculation of the energetic shift and
broadening, respectively. Such distorted spectra will be presented in section 6.3. In some
cases, the kinetic–energy gain of a few electrons exceed a multiple of the width of the final
energetic spectrum caused by short–range interactions of the electrons in the cloud. The
percentage of the whole amount of electrons normally does not exceed 0.1 % and can, thus,
be neglected in the determination of ∆Eshift and ∆Ebroad. The error of calculating Ef and
∆Ef using the Treecode Algorithm for the simulations of SCEs, we specify to be ≈ 10 %.
Finally, the influence of a metallic surface (at z = 0, where z indicates the direction
perpendicular to the surface) can be considered in our numerical simulation of the propa-
gation dynamics as well. On the one hand, back scattered electrons hitting the surface are
immediately absorbed and do not contribute to the space charge any longer. On the other
hand, a perfectly metallic surface has to be treated as an equipotential surface. This fact
is considered in electrodynamic calculations by introducing virtual mirror charges. Here,
each electron in front of the metallic surface with ~ri = (x,y,z) creates a positive mirror
charge inside the solid with ~r′i = (x,y,-z). Mirror charges can be taken into account in
our simulations. They are typically affecting the cloud and test electrons by attractive
Coulomb forces and are, therefore, influencing the space–charge induced spectral shifts and
broadenings. The influence of stationary created photoholes in nonconducting samples is
not examined here.














Figure 6.3: Influence of various simulation parameters on a Gaussian test electron spec-
trum with mean position Ei = 30 eV and ∆Ei = 50 meV FWHM [spectrum (a)]. The
basic parameters of the numerical simulation, leading to spectrum (b), are number of cloud
electrons per pulse Nc = 10
4, spot size diameter d0 = 200 µm, pulse duration τ0 = 50 fs,
homogeneous energy and isotropic emission–angle distribution of the cloud electrons (Ec
= 0–30 eV, ϑc = 0
◦–90◦), normal test electron emission (ϑt = 0◦), mutual Coulomb inter-
actions between cloud electrons, and interactions with mirror charges included. Changing
individual parameters results in the following spectra: (c) Ei = 15 eV; (d) τ0 = 200 ps, and
Nc = 2×104; (e) τ0 = 50 ps; (f) ϑt = 45◦; (g) no Coulomb interaction between cloud elec-
trons; (h)–(j) Gaussian cloud electron spectra with 50 meV FWHM and mean energies of
1, 30, and 900 eV; (k) no mirror charges; (l) ϑc = 0
◦–45◦; and (m) d0 = 50µm and Gaussian
cloud electron spectrum with 50 meV FWHM and mean energy 30 eV (from Ref. [25]).
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6.3 Relevant parameters
The results of our SCE simulations are dependent on several parameters. These are on the
one hand technical parameters such as the opening angle θ, the simulation stepsize ∆t and
the simulation duration, and on the other hand the physical parameters with regard to the
photoemission process. The technical parameters will not be discussed here, but they are
treated in reference [114] in more detail. Typically, a timestep ∆t < 20 ps and an opening
angle θ = 1 is chosen. Instead of the technical parameters, we present the influence of the
initial phase–space distribution (directly dependent on the photon source and material
parameters) of the cloud electrons on the photoemission spectrum in this section. For
this, we start with an example, that may be representative for a photoemission experiment
using a short–pulsed photon source delivering monochromatic VUV light. The illuminated
area on the surface is circular shaped with a FWHM width of d0 = 200 µm. The pulse
duration is τ = 50 fs and NC = 10
4 cloud electrons are emitted from the sample within
this time. The test electrons are emitted in normal direction (ϑt = 0
◦) with a Gaussian
kinetic–energy distribution with a mean energy of Ei = 30 eV and a FWHM width of
∆Ei = 50 meV. The cloud electrons on the other hand leave the sample isotropically
(ϑC = 0
◦...90◦) and with a rectangular kinetic–energy distribution in the interval from
0 – 30 eV. Mirror charges are considered due to the metallic nature of the surface. The
initial test electron spectrum as well as the simulated, space–charge influenced one are
shown in figure 6.3 (a) and (b), respectively. A distinct broadening and shift towards
higher kinetic energies is observable. In the following, the successively variation of single
parameters will qualitative demonstrate the influence of the different relevant parameters
on the initial test–electron energy–distribution.
6.3.1 Number of electrons per pulse
The number of cloud electrons NC is one of the most relevant parameters contributing
to SCEs. Apparently, the effects are getting stronger the more electrons are emitted
from the surface per pulse. Also striking is the fact, that even with quite moderate
electron numbers of ≈104 per pulse SCEs have been observed at 3rd generation syn-
chrotron radiation sources [22]. Until now, the exact functional dependency of the
space–charge induced broadening ∆Ebroad is not clear. While Zhou et al. found a linear
behavior of ∆Eshift and ∆Ebroad as a function of NC using EUV pulses of some ten
ps duration [22], Passlack et al. report on a
√
NC–dependency of ∆Ebroad performing
photoemission experiments with fs–short pulses in the UV regime [23]. In section 6.5 a sys-
tematic and more quantitative analysis of functional NC–dependence of SCEs will be given.
6.3.2 Pulse duration and spot size
Two more important parameters for the SCE simulations directly result from the charac-
teristics of the incident photon pulse, namely the pulse duration τ0 and the width of the
spot size d0 at the sample surface. These parameters determine the volume of the electron
cloud in front of the surface immediately after leaving the sample and, therefore, directly
contribute to the initial electron density. Here, the length scale perpendicular to the surface
is dependent on the pulse duration as well as the velocity v0 of the fastest electrons in this
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direction, while the lateral dimension is defined by the spot size. Taking into account these
parameters, we are able to distinguish between two extreme cases:
1. The short–pulse limit (if τ0 << d0/v0): In this limit, the electron cloud can be
treated like a quasi–two–dimensional disc. The average distance between the electrons
in this disc is proportional to d0/
√
NC . Hence, SCEs are independent on the pulse
duration but strongly dependent on the spot size. In our first example (cf. figure
6.3 (b)), the maximum kinetic energy of the electrons is 30 eV (conforming with a
velocity of v0= 3.2 mm/ns) and they are emitted from a spot with d0 = 200 µm.
The pulse duration of τ0 = 50 fs is a lot shorter than d0/v0= 62 ps and, therefore,
this example lies in the short pulse limit. Comparing figure 6.3(b) with an example
at the boarder of the short pulse limit 6.3(e) (τ0 = 50 ps), one identifies the weak
dependency on the pulse duration compared to the change of the pulse duration of
three orders of magnitude. In contrast, figure 6.3(i) (d0 = 200 µm) and (m) (d0 =
50 µm) serve to illustrate the strong influence of the spot size on the space–charge
induced broadening.
2. The long–pulse limit (if τ0 >> d0/v0): In this limit, the average distance between
the cloud electrons is proportional to τ0/NC . Accordingly, the broadening effects are
no longer dependent on the spot size, but strongly dependent on the duration of the
photon pulse.
While ultrafast laser sources usually fall in the category of the short–pulse limit, one would
classify quasicontineous light sources as to be in the long–pulse limit. 3rd generation syn-
chrotron radiation sources (τ0 = some 10 ps) are situated somehow in between these cases
as long as the spot size is not too small. Though, we will not further discuss the long–
pulse limit case in this chapter, figure 6.3(d) serves as an example using a quite long pulse
duration of τ0 = 200 ps.
6.3.3 Kinetic–energy distribution
The influence of space–charges on the test electrons is strongly dependent on the
kinetic–energy distribution of the cloud electrons. The more both electron distributions
resemble each other and the narrower they are, the more pronounced are ∆Ebroad and
∆Eshift. In other words, the higher the spectral density is in the interesting and simulated
spectral range, the stronger will be the SCEs. In the first instance, this is caused due
to the increased interaction time of the electrons on their way to the detector having a
narrow–band energy distribution. The comparison of figure 6.3(b) (wide distribution) and
(i) (narrow distribution) underlines this statement.
Using a wide kinetic–energy distribution for the cloud electrons, the SCEs on the initial
test electron spectrum are different depending on whether the initial mean energy Ei
lies somewhere in between the cloud electron distribution or near the boundary of the
energy interval. The space–charge induced broadening and shift is more pronounced for a
mean energy near the maximum kinetic energy of the cloud electrons (cf. figure 6.3(b),
Ei = 30 eV) than for an energy in the middle of the interval (cf. figure 6.3(c), Ei = 15 eV).
This is due to the reorganization of the electrons on their way to the detector due to the
differing kinetic energies. For example, the fastest electrons are propagating in front of
the electron cloud most of the time. Therefore, they are additionally accelerated by the
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precursory ones nearly the whole time.
Finally, we present the influence of the average kinetic energy of the electrons on the
SCEs. For this, the mean kinetic energy of the Gaussian test– and cloud– electron–energy
distributions is varied over three orders of magnitude. The results are shown in figure
6.3(h) (Ei = 1 eV), (i) (Ei = 30 eV) and (j) (Ei = 900 eV) and the influence seems not to
be very significant in comparison of the strong mean energy variation.
6.3.4 Emission–angle distribution
Two further parameters, playing an important role in the numerical simulations of SCEs,
are the emission–angle distribution of the test electrons ϑt as well as the one of the cloud
electrons ϑc. However, it is very difficult to experimentally determine the emission–angle
distribution of the photoelectrons, because this requires a reference photoemission mea-
surement over the whole hemisphere. The effect of using different distributions is clarified
in figure 6.3(f) and (l). On the one hand, a distinct forward–focusing of the cloud electrons
(cf. 6.3(l), ϑc = 0
◦ – 45◦) results in an enhancement of SCEs on the test electron spectrum.
On the other hand, isotropically emitted cloud electrons as well as the emission of the test
electrons in off–normal direction leads to a considerably weaker effect (cf. 6.3(f), ϑt = 45
◦).
Because of the difficulties in the determination of the real emission–angle distribution of
the photoelectrons, one has to assume a distribution for the SCE simulations. For this, a
cosine–distribution generally works very well considering the electron mean free path in
the solid but neglecting any matrix–element effect.
6.3.5 Mirror charges
Zhou et al. already reported that mirror charges may play an important role in the
description of SCEs in photoemission of metallic samples [22]. Apparently, mirror charges
always reduce the final kinetic energy of the test electrons. This can be illustrated using
the following two extremal examples. In the case of an electron located behind the cloud
and, therefore, in between the mirror charges and the rest of the cloud electrons, both
are contributing to a deceleration of this electron. An electron propagating in front of
the electron cloud is indeed additionally accelerated, but the positive mirror charges
again have an decelerating effect that is absent when neglecting these attractive charges.
Figure 6.3(k) shows the simulated spectrum in the case of not included mirror charges.
The spectral test electron distributions is strongly shifted and broadened and has got an
asymmetric character in comparison to the spectrum where mirror charges are included (cf.
figure 6.3(b)). This demonstrates that mirror charges can partly compensate induced SCEs.
6.3.6 Coulomb interaction between cloud electrons
In the simple numerical simulations in reference [22], the cloud electrons are propagating
on straight trajectories because of neglected mutual Coulomb interactions of the cloud
electrons. This approximation can be justified by our simulated examples using a moderate
number of electrons per pulse (Nc = 10
4). Figure 6.3(b) (mutual Coulomb interactions
considered) and (g) (mutual Coulomb interactions switched off) show no distinct change
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in the influenced test electron spectrum. However, in the case of significantly higher
electron densities accordingly with higher Nc or when ∆Ebroad ≈ Ei the mutual Coulomb
interactions have to be taken into account.
In conclusion, in this section we have learned with the help of qualitative examinations,
that one has to consider a lot of different parameters in the numerical simulation of vacuum
space–charge effects in solid–state photoemission, because those are all influencing the
final kinetic–energy distribution in a characteristical way. Consequently, to quantitatively
understand the appearance of SCEs in a specific photoemission experiment one has to
know these parameters as accurate as usual and one does not get around performing
microscopic simulations as realistic as feasible.
6.4 Comparison with experiments
Lately, the ongoing improvements of experimentally achievable energy (sub–meV) and
angular resolution (below 0.1 ◦) on the spectrometer side [37, 38] and peak brilliance
on the photon source side have led to the necessity to address more attention to SCEs
in photoemission experiments. To validate our numerical approach using the Treecode
Algorithm for simulating space–charge induced spectral changes, we have compared
simulation results for three different parameter sets with the experimental results of pho-
toemission measurements possessing SCEs reported in three recent publications [22–24].
The experiments are performed employing three different light sources: a 3rd generation
synchrotron radiation source, an ultrafast laser system and a free–electron laser. Therefore,
the experimental parameters as well as the observed SCEs vary over several orders of
magnitude and can consequently serve to reveal the universal applicability of our numerical
simulations of SCEs in photoemission.
6.4.1 Synchrotron radiation source with 60 ps EUV pulses
Zhou et al. extensively studied the influence of vacuum space–charge as well as mirror–
charge effects employing a 3rd generation synchrotron radiation source (the ALS in
Berkeley) delivering EUV light (hν = 34 eV) with a pulse duration of 60 ps FWHM [22].
They showed that even at such relatively moderate numbers of photoelectrons of up to
Nc ≈ 2000 per pulse, the resulting spectral distortions (≈ 10 meV) can be the limiting
factor of the achievable experimental energy resolution in high–resolution ARPES. The
measurements were performed using a polycrystalline gold sample cooled down to a
temperature of 20 K to obtain an intrinsic photoemission spectrum (cf. figure 6.4(a) with a
sharp Fermi edge at Ei = 29.38 eV). The spot size on the sample was about 0.43 × 0.3 mm2
and the emitted photoelectrons were detected at an angle of ϑ = 45◦. Zhou et al. [22] found
a linear dependence of the energy broadening and shift on the number of photoelectrons.
First simple Monte–Carlo simulations agree with the observed linear behavior as well as
with the importance of considering mirror–charge effects in metallic samples.
For our numerical simulations we used the parameters of the publication and assumed a
cosine emission–angle distribution for the cloud electrons considering the electron inelastic
mean free path in the solid. The initial kinetic–energy distribution of the test electrons was
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Figure 6.4: Space–charge effects on the photoemission spectrum of a polycrystalline gold
sample under irradiation with τ0 = 60 ps, ~ω0 = 34 eV photon pulses. (a) Typical energy dis-
tribution curve with the Fermi cutoff at 29.38 eV (taken from [22]). (b) Comparison between
simulated and measured [22] Fermi edge shifts and broadenings in the range of (0–2000)e−
per pulse. Note the different scales of the vertical axes. Power–law fits to the simulated
energy shift and broadening serve as guides for the eyes (∆Eshift ∝ N1.11c ,∆Ebroad ∝ N0.83c ).
The spot size is 0.43 × 0.3 mm2 and the test electrons are emitted with an angle of 45◦.
In the simulation, a cosine distribution of the cloud electron emission angles is used (from
Ref. [25]).
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Gaussian with a mean energy of Ei = 29.38 eV and ∆Ei = 18 meV FWHM accordingly to
the Fermi edge in the experiments. The energy broadening and shift of the test electron
spectrum were calculated as a function of Nc and can be compared with the experimentally
determined one from Zhou et al. [22] in figure 6.4(b). A nearly linear dependence of
∆Eshift and ∆Ebroad can be observed in both, the experiment and our simulations.
Furthermore, the tendency of ∆Eshift being smaller than ∆Ebroad is reproduced as well.
For normal emission (ϑt = 0
◦) this tendency would have been reversed, indicating that
the space–charge induced energetic shift is affected stronger by an increasing off-normal
emission than the broadening. The difference by a factor of 2 between the simulated and
the experimental results (cf. the different scales on the vertical axes in figure 6.4(b)) does
not necessarily mean, that our simulations do not describe the experiment sufficiently
well. A slightly reduced experimental spot size or a more forward directed emission of the
electrons lead to a nearly perfect description of the space–charge induced effects, showing
the importance of knowing the experimental parameters for a quantitative analysis as good
as possible.
6.4.2 Ultra violet laser source with 40 fs pulses
Passlack et al. [23] performed two–photon photoemission experiments on the sharp Shockley
surface state of Cu(111) using a low repetition, high intensity femtosecond Ti:sapphire laser
(τ0 = 40 fs, hν = 3.1 eV). They investigated the occurring space–charge broadening effects
for up to 80000 electrons emitted in normal direction and with very low kinetic energies
(Ei = 0.912 eV). A typical energy distribution curve at low pulse intensity is shown in
figure 6.5(a) (solid curve). The experimental spot size on the sample was 1.15 × 0.9 mm2
FWHM. Unlike Zhou et al. [22], Passlack et al. did not find a linear behavior for the energy
broadening, rather a square root dependence on the number of photoelectrons.
Beside the considerably lower kinetic energies of the photoelectrons, the photoemission
experiment of Passlack et al. differs from the one of Zhou et al. significantly due to
the dispersion of the surface state as a function of the emission angle. As in [23], only
the intrinsic kinetic–electron distribution in normal direction is presented, we have had to
do additional assumptions for our SCE simulations, therefore being the major source of
uncertainty in our investigations. These are the following ones:
1. The secondary electrons are emitted isotropically over the hemisphere with an
emission–angle independent kinetic–energy distribution similar to the one in figure
6.5(a) (dark grey). The best results were delivered using a ratio of the number of
electrons coming from the surface state Nsurf to the number of secondary electrons
Nsec of Nsurf/Nsec = 0.5. This value critically affects the simulated SCEs.
2. For the kinetic–energy distribution of the photoelectrons the dispersion relation of the
Shockley surface state of Cu(111) is taken from reference [115]. The binding energy
EB of the surface state as a function of the parallel momentum ~k|| can be described
by:






where E0 = -0.39 eV is the binding energy at the Γ–point and m
∗ = 0.41me the
effective electron mass [115] (which is related to the curvature of the parabolic shaped





















Figure 6.5: Space–charge effect on the two–photon–photoemission spectrum of a Cu(111)
surface under irradiation with intense τ0 = 40 fs, ~ω0 = 3.1 eV photon pulses. (a) Typical
energy distribution curves of the Shockley surface state for emission angles of ϑt = 0
◦ (solid
curve) and ϑt = 15
◦ (dotted curve), respectively (taken from Ref. [23]). In the case of normal
emission, the surface–state photoemission peak (light gray) is located at a kinetic energy
of 0.912 eV and is followed by a characteristic secondary electron background (dark gray).
(b) Comparison between our simulated and the measured [23] energy broadenings of the
surface–state peak in the range of (0–80000)e− per pulse. The simulated broadening shows a
power–law behavior ∆Ebroad ∝ N0.5c (solid line). The spot size is 1.15× 0.9 mm2 and the test
electrons are emitted in the normal direction. In the simulation, an angular distribution of
the cloud electrons is assumed that accounts for the parabolic energy–momentum dispersion
relation. The inset illustrates the distribution of surface–state (light gray) and secondary
electrons (dark gray) in momentum space (from Ref. [25]). The diagrams on the right
hand side compare the intrinsic angle resolved photoemission spectrum of the surface state
(Nc = 1000, (c), with parameters from [115]) with the one, influenced by SCEs (Nc = 80000,
(d)), both calculated with the our simulation algorithm.
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electronic state). Finally, the transformation of (6.4) leads to the kinetic–energy
distributions as a function of the emission angle ϑt:
Ekin(ϑt) =





With the absorbed energy within the two–photon–photoemission process of
2hν = 6.2 eV and the work function of Cu(111) of φ0 = 4.9 eV the position of the
Fermi energy can be calculated to be EF = 1.3 eV. The electrons in our numerical
simulations are consequently isotropically emitted according to relation (6.5) within
ϑt = ±20.8◦. Here, the surface state crosses the Fermi energy. Figure 6.5(a) shows
the spectrum at ϑt = ±15◦ (dotted line) additionally to the one in normal emission.
3. Further intensity dependent variations due to matrix–element effects in the photoe-
mission process are neglected in our simulations.
The inset in figure 6.5(b) illustrates the distributions of the surface–state electrons (light
grey) as well as of the secondary electrons (dark grey), in momentum space clearly
separated from each other.
Using the experimental parameters from reference [23] for our numerical simulations and
the additional assumptions mentioned above the results are in an excellent agreement
with the experimentally found space–charge broadening in the range of 0 – 80000 cloud
electrons per pulse (cf. figure 6.5(b)). Only small deviations are observable for the lowest
and highest numbers of electrons. Consequently, fitting the simulated spectral broadening
with a power law ∆Ebroad ∝ leads to a
√
Nc–dependence. Such a square–root behavior is
characteristic for very low kinetic energies (≤ 1 eV) and can not be extrapolated for higher
energies. In section 6.5 this will be discussed further.
Finally, we have also investigated the space–charge induced shifting of the energy
spectra dependent on the emission angle as a function of Nc. While Passlack et al.
reported of a negligible shift up to 40000 electrons per pulse in normal direction [23],
our simulation results rather show an increased shift to lower kinetic energies (≈-1.5 µeV
per cloud electron). With increasing emission angle this negative shift is contineously
compensated and switches to a shift towards higher kinetic energies at the border of
the parabolic dispersion relation. The parabolic surface state is effectively stretched
due to the SCEs (cf. figure 6.5(c) and (d)). This can be explained by an additional
decelerating of the slower electrons emitted from the valley of the parabola by the faster
ones and the analogously accelerating influence on the faster surface state electrons at
higher polar angles. The space–charge induced shift ∆Eshift especially depends on the
chosen electron energy distributions in the whole momentum space as well as on the
ratio of Nsurf to Nsec. The discrepancy of our findings to the experimental results of
Passlack et al. can therefore be overcome by a better knowledge of these critical parameters.
6.4.3 Free–electron laser with 40 fs pulses
Free–electron lasers, like the one opened for users access in Hamburg in 2005, deliver
ultrafast photon pulses in the UV to X–ray regime and have the potential to make time–
resolved core–level PES by default feasible. Pietzsch el al. were the first who reported on
studies of SCEs at core–level photoemission using a 40 fs short EUV free–electron laser
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Figure 6.6: Space–charge effects on a W 4f core–level spectrum under irradiation with
τ0 = 40 fs, ~ω0 = 118.5 eV photon pulses. (a) Typical energy distribution curve with
photoemission peaks at kinetic energies of ∼ 87 eV and ∼ 89 eV (taken from Ref. [24]).
(b) Comparison between simulated and measured [24] peak shifts and broadenings in
the range of (0–200000)e− per pulse. Note the different scales of the axes for the simu-
lated (bottom axis) and measured (top axis) SC–induced energetic shifts and broadenings.
Power–law fits to the simulated energy shift and broadening serve as guides for the eyes
(∆Eshift ∝ N0.98c ,∆Ebroad ∝ N0.73c ). The spot size is 0.27 × 0.4 mm2. In the simulation,
a cosine distribution of the cloud electron emission angles is used and the test electron
acceptance angle is set to 13◦ (from Ref. [25]).
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(FLASH in Hamburg) [24]. They performed a photoemission experiment on the W 4f core
levels at a photon energy of hν = 118.5 eV and a spot size on the sample of approximately
0.27 × 0.4 mm2. An example of the spin–orbit splitted W 4f lines measured with PES at
low pulse intensities is shown in figure 6.6(a).
We adopted the experimental parameters from the publication and additionally assumed
a cosine emission–angle distribution of the cloud electrons as well as emission angles of
the test electrons in the range of ϑt ≤ 13◦ in accordance with the acceptance angle of
the electron analyzer. In figure 6.6(b) the results of our numerical simulations and the
experimental ones from Pietzsch et al. [24] are compared, showing a plot of ∆Eshift and
∆Ebroad averaged over the two W 4f peaks as a function of Nc. The linear dependence
of ∆Eshift as well as the nearly linear behavior of ∆Ebroad observed in the experiment
are again very well reproduced by our numerical approach, though a huge discrepancy
by a factor of approximately 3 in the number of cloud electrons leading to comparable
space–charge induced effects is obvious (note the different scales of the horizontal axes
in figure 6.6(b)). However, in the experiments the number of emitted electrons per pulse
was determined very indirectly by measuring the number of photons per pulse Nph with
a microchannel–plate–based tool (MCP–tool) and calculating the theoretically emitted
photoelectrons using values for the photoionization cross section and the electron mean
free path from the literature. Furthermore, the MCP–tool was calibrated for a photon
energy of 38.5 eV and the conversion to hν = 118.5 eV again was done by using tabulated
values [89]. So, we have to assume a quite large error in the experimentally determined
number of electrons Nc, and our quantitative results become more reasonable.
The following major conclusions can be drawn from this section. Our numerical
simulations show very good qualitative agreements of ∆Eshift and ∆Ebroad as a function
of Nc with the performed photoemission experiments for all three strongly varying
parameter sets. For experiments using relatively high photon energies in the EUV or
X–ray regime and consequently measuring electrons with kinetic energies larger than
some eV this functional dependency seem to be quite linear, while for Ekin < 1 eV
a square–root like behavior is found. Quantitatively, our numerical results are conform
with the corresponding experiment within a factor of three. This can mainly be deduced
to uncertainties of experimental parameters. Especially the emission–angle distribution
as well as the number of electrons per pulse critically contribute to the observed SCEs
but are, on the other hand, hard to be measured accurately. To conclude, our numerical
simulations using the Treecode Algorithm describe the experimentally observed SCEs
quite realistic, making this approach a universally applicable tool for understanding effects
on the photoemission spectra using modern and highly intense photon sources.
6.5 General limits
The successful reproduction of the space–charge induced spectral changes in three consider-
ably differing photoemission experiments makes it reasonable to investigate this effect more
quantitatively and for a wider parameter range, even in between the parameter sets of the
three examples of section 6.4. The goal of this section will be to deliver the experimenter
a rule of thumb for the resolution limits of their specific photoemission experiments due
to SCEs. To achieve this, we introduce two simple analytic models from the literature,
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both trying to describe the energetic broadening due to Coulomb interactions within
propagating, high dense electron clouds. Thereupon, we address the issue of SCEs in
photoemission for a wide parameter range in two experimental situations, both differing
with regard to the kinetic–energy distribution of the electrons on the one hand and the
interesting energy scale on the other hand. In core–level spectroscopy most of the emitted
electrons are energetically located within a narrow energy interval and the relevant energy
scale lies roughly within a few 100 meV. In the second case, the valence–band spectroscopy,
the electrons are emitted from an energetical regime of very narrow bandwidth (e. g. the
Fermi–energy) propagating in front of a wide (some eV) electron background. Here, the
energy scale is typically smaller than 10 meV. Furthermore, the effects on the momen-
tum resolution are indeed from great interest for angle–resolved valence–band spectroscopy.
6.5.1 Simple models for the space–charge induced spectral broadening
In the literature, the following two analytical approaches [105, 111] are adopted to model
the propagation dynamics of electron packets in photoemission experiments using pulsed
photon sources as well as to estimate the onset of space–charge induced spectral broadening
∆Ebroad. In both models ∆Ebroad is described as a function of the three main parameters:
the number of electrons per pulse Nc, the spot diameter d0 and the initial kinetic energy Ei.





































































































Figure 6.7: Schematic of the analytical model developed by Long et al. (from [111]).
The inner shell with the diameter d0 represents the illuminated area on the sample. The
outer shell with the diameter dA corresponds with the position of the grounded electron
analyzer. The narrow spherical shell with the diameter dm containing all photoelectrons
Nce0 propagates from the inner to the outer one. It is assumed that the pulse duration is
very small compared to the transit time to the detector.
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In the model of Long et al. the sample is approximated by a sphere with a diameter
d0 (cf. figure 6.7). The photoelectrons propagate within an expanding spherical shell of
negligible thickness. This assumption is legitimated, when the pulse duration τ0 is very
short compared to the transit time to the detector. The energetic broadening is determined
by the difference between the energy gain of the precursory electrons and the energy loss







where ∆Ebroad is given in eV and the diameter d0 in mm. This relation is independent
on the main kinetic energy Ei and the pulse duration τ0, in agreement with the short
pulse limit, introduced earlier in section 6.3. Relation (6.6) also correspond with the
Coulomb energy of an electron located on a homogeneously charged disk or on the surface
of a charged sphere each with the diameter d0 and total charge of Nce0. Therefore,
an easier approach to obtain relation (6.6) for the energy broadening would have been
the consideration of simple electrostatic models for the electron cloud as well as energy
conservation as has been done in [116].
Model of Siwick et al.
Originally, this ”mean–field–model” quantifying the energy broadening as a function of
Nc, d0 and Ei was developed by Siwick et al. [105] to describe the propagation dynamics of
electron bunches of fs duration in terms of ultrafast electron diffraction experiments. Later,
Passlack et al. transfer this model to their observed SCEs in two–photon–photoemission
experiments using an ultrafast and high intense laser system [23] (see section 6.4.2). The
model assumes a pancake shaped electron distribution whose lateral dimension (given by
the spot diameter d0) exceeds the one in the direction perpendicular to the surface by at
least one order of magnitude. The space–charge induced kinetic–energy bandwidth for such
an electron distribution is assumed to be proportional to the group velocity of the electron
bunch v0 as well as to the elongation rate of the electron bunch in the propagation direction
∆v = dl/dt. This leads to the approximation for ∆Ebroad of [105]:
∆Ebroad ≈ mv0∆v = mv0 dl
dt
. (6.7)
Finally, considering energy conservation and consequently a transfer of the initial po-
tential Coulomb energy into kinetic energy (which is directly related to the elongation







Here, d0 has to be inserted in mm and the prefactor C ranges between 0.002 and
0.005 [23, 105, 114] depending on how the potential Coulomb energy in the quasi–two
dimensional disc is approximated.
In contrast to the model of Long et al., this mean–field–model predicts a square–
root dependency on the number of emitted electrons Nc and the inverse spot diameter
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1/d0, but also a proportionality to the square root of the mean kinetic energy Ei, while in
relation (6.6) no Ei–dependence is suggested.
In what follows, these simple analytical models are compared with our numerical simula-
tions for a wide parameter range and the range of reliability and applicability in terms of
typical core–level and valence–band photoemission experiments is tested.
6.5.2 Core–level spectroscopy
Here, we present the investigations on SCEs in core–level spectroscopy (also known as
X–ray photoelectron spectroscopy or electron spectroscopy for chemical analysis) by sim-
ulating a simplified but representative electron distribution. As already mentioned, in
core–level spectroscopy most of the photoelectrons are emitted within a very narrow energy
interval. Therefore, for the numerical simulations the kinetic–energy distribution of the
cloud electrons as well as of the test electrons is chosen to be Gaussian with a width of
∆Ei =100 meV FWHM (corresponding with the preferred energy resolution in core–level
spectroscopy) and a main energy of Ei. The cloud electrons are emitted isotropically over
the hemisphere while the test electron emission angle is set to ϑt = 0
◦. A couple of parame-
ters are varied over a considerable range to obtain results as general as possible. Beside the
most important simulation parameter – the number of cloud electrons Nc, which is varied
between 100 and 500000 e− per pulse – these are the spot diameter d0 (0.1 mm, 0.4 mm,
1 mm), the pulse duration τ0 (20 fs, 1 ps, 50 ps) and the initial mean kinetic energy Ei
(1 eV, 10 eV, 100 eV, 1000 eV). Even though considering a kinetic energy of 1 eV is quite
unrealistic in core–level spectroscopy due to dominating secondary electrons in this regime,
this mean energy was included in the simulations due to possible similarities to valence–
band spectra measured by using very low photon energies as discussed in section 6.4.2.
Figure 6.8 shows the simulation results using the Treecode Algorithm. The energetic
broadening ∆Ebroad and shift ∆Eshift are plotted as functions of the linear electron density
Nc/d0. The error bars represent the standard deviation of the result from the multipely
repeated simulations with varying parameters d0, τ0 and Ei. One has to note, that the
simulation results for τ = 50 ps shows a significantly lesser shift of the initial spectrum as
well as a substructure in the spectral shape (cf. figure 6.3(d)) also observed in the recent
experiments by Reed et al. [103]. The solid lines in figure 6.8 represent fits of a power law
to the numerically determined space–charge induced broadening and shift. The following
proportionalities are found:
∆Ebroad ∝ (Nc/d0)0.98 and ∆Eshift ∝ (Nc/d0)0.98,
and, therefore, a linear dependency of the observed vacuum space–charge effects on the
linear electron density, at least for high electron densities. In this regime the energy
broadening calculated by the simple model of Long et al. [111] (see relation (6.6)) deviates
from the simulations by a factor of 3, but describes the linear behavior very well. Again,
the reason for this behavior can be found in the conversion of Coulomb energy into kinetic
energy. In pulsed photoemission experiments a pancake–like electron bunch is emitted
from the sample. In such an electron distribution the potential energy for one electron is
proportional to Nc/d0. Therefore, the initial potential–energy spread of the electron cloud
is proportional to Nc/d0 as well. Finally this leads to a ∆Ebroad ∝ (Nc/d0), as predicted
by Long et al. [111]. For lower electron densities (Nc/d0 < 10
4 e−/mm) ∆Ebroad strongly
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Figure 6.8: Simulated energy shift (gray data points) and energy broadening (black data
points) as functions of the cloud electron density Nc / d0 for a situation similar to core–level
photoemission spectroscopy. The error bars result from a systematic variation of the light
spot diameter d0 (0.1, 0.4, and 1 mm), mean energy Ei (1, 10, 100, and 1000 eV), and
pulse duration τ0 (20 fs, 1 ps, and 50 ps). In the simulation, identical initial Gaussian
energy distributions for cloud and test electrons with 100 meV FWHM are used. The
cloud electrons are emitted isotropically over the hemisphere; the test electrons are emitted
in the normal direction. The solid lines represent power–law fits to the simulated data
[∆Eshift ∝ N0.98c ,∆Ebroad ∝ N0.98c ]. The dashed line corresponds to relation (6.6) [111]; the
dotted lines plotted over the area highlighted in gray are calculated from relation (6.7) for
the different mean energies Ei [24, 105]). The inset illustrates the space–charge effects on
an energy spectrum (from Ref. [25]).
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deviates from the linear relation and tends to an absolute value of approx. 10 meV. This is
due to the calculation of the space–charge induced broadening by the deconvolution of two
Gaussian profiles. Assuming an initial peak width of 100 meV FWHM, the simulations are
not sufficiently accurate to follow the trend of space–charge broadening arbitrarily down
to lower electron densities.
While relation (6.6) describes the situation of space–charge induced energy broadening
in core–level spectroscopy quite well, the situation predicted by Siwick et al. [105] (see
relation (6.8) and dotted line in figure 6.8) overestimates the energy broadening by far.
Here, ∆Ebroad is strongly dependent on the initial main kinetic energy as well as on the
square root of the linear electron density. So, the model of Siwick et al. [105] can not be
applied in describing SCEs in core–level spectroscopy.
The following rule of thumb can be drawn from this section and directly from figure
6.8: For core–level spectroscopy one usually needs relatively moderate experimental
energy resolution. Therefore, the linear electron density in the experiment may not
exceed 10000 e−/(pulse mm) to keep the space–charge induced energy broadening below
∼50 meV. Within a factor of 2 this value agrees well with experimentally determined
onsets for the broadening effects reported in [111, 117, 118] as well as with the example
discussed in section 6.4.2 [23].
6.5.3 Valence band spectroscopy
In high–resolution angle–resolved photoelectron spectroscopy the situation is significantly
different from the one in core–level spectroscopy. Here, great interest lies on fine details of
the electronic structure near the Fermi energy. For this, a photoemitted cloud of electrons
– secondary electrons as well as valence band electrons – with kinetic energies of 0 to EF
is studied with high energy and angular resolution. To represent this situation within the
simulations, a test electron energy spectrum with a mean energy at Ei and 5 meV FWHM
is used. The kinetic–energy distribution of the cloud electrons is rectangularly reaching
from 0 eV to Ei, and they are emitted isotropically. As done for the simulations for core–
level spectra in the previous section, the test electrons are followed only in the forward
direction. To gain results as general as possible, different simulation parameters are varied
over several orders of magnitude; these are the number of cloud electron Nc (4 to 40000),
the spot diameter d0 (0.04, 0.1, 0.4 mm), the mean energy of the test electrons Ei (1, 10,
100 eV) and the pulse duration τ0 (10 fs, 10 ps).
Figure 6.9(a) shows the general trend of the space–charge induced shift ∆Eshift and broad-
ening ∆Ebroad obtained by the numerical simulation with the Treecode Algorithm as a func-
tion of the linear electron density. The error bars are received by the variation of the mean
energy as well as the pulse duration and result in an accuracy of a factor of two. Though,
a nearly proportional behavior (solid lines in figure 6.9(a)) for the shift (∆Eshift ∝ Ncd0
1.02
)
and broadening (∆Ebroad ∝ Ncd0
0.98
) is found for Nc
d0
> 1000 e−/mm. Once more, for lower
electron densities the saturation of the broadening at a finite value below the initial width
of 5 meV comes due to the determination by deconvolution. In addition to the simulation
results, the model of Long et al. [111] is displayed as a dotted line in figure 6.9(a). Again,
the linear behavior agrees very well with our calculations, but the model overestimates our
numerical simulation by a factor of three. The main reason for this lies in the different
energy distributions. While the distribution used in the model of Long et al. is nearly
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Figure 6.9: (a) Simulated energy shift (gray data points) and energy broadening (black
data points) as functions of the cloud electron densityNc/d0 for a situation corresponding to
angle–resolved valence–band spectroscopy. The error bars result from a systematic variation
of the light spot diameter d0 (0.04, 0.1, and 0.4 mm), mean energy Ei (1, 10, and 100
eV), and pulse duration τ0 (10 fs and 10 ps). In the simulation, an initial Gaussian test
electron energy spectrum with mean energy Ei and 5 meV FWHM is used together with a
rectangular distribution of the cloud electron energies in the interval 0..Ei (see inset). The
cloud electrons are emitted isotropically over the hemisphere; the test electrons are emitted





]. The dashed line corresponds to relation (6.6) [111].
(b) Simulated momentum broadening as a function of Nc/(d0
√
Ei). The same parameter
sets as in (a) are used, except that the mean energies Ei are now 1, 25, and 100 eV. The
inset illustrates the space–charge–induced divergence of the electron distribution in real
space (from Ref. [25]).
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mono–energetic, in the simulations for valence band spectroscopy a broad and constant
distribution between 0 eV and Ei is used and, therefore, the electron density in phase space
is less. As expected, the model of Siwick et al. [105] overestimates our simulation results
by far and is thereby not included in the diagram.
From the presented findings concerning space–charge induced worsening of the experimental
energy resolution in valence band spectroscopy the following rule of thumb can be drawn:
A tolerable energy resolution of ≤ 5 meV can be achieved by delivering a one dimensional
electron density Nc
d0
of 3000 e−/mm. This corresponds quite well with the report of Zhou
et al. [22], where 600 electrons emitted from a spot with a diameter of 0.37 mm lead to a
broadening of the Fermi edge of roughly 5 meV.
Beside the need of an extremely good energy resolution in ARPES experiments, a suffi-
ciently well momentum resolution is essential. A lot of interesting effects in solid state
physics, e.g. phase transitions in highly correlated materials, can be followed in distinct
changes of the dispersion relation EB(k‖) of the valence bands. The wave vector k‖ is con-






Ekin · sin(ϑ) . (6.9)
From this directly follows a worsening of the momentum resolution ∆k‖ by a loss of ex-
perimental angular resolution ∆ϑ, e.g. due to the Coulomb forces in the electron cloud
and the resulting lateral expansion of the electron distribution. From 6.9 and considering
only electrons emitted perpendicular to the surface the linear relation between momentum





Ekin ·∆ϑ ∝ ∆ϑ . (6.10)
To study the space–charge effect induced momentum broadening and especially the influ-
ence of the kinetic energy of the electrons in the numerical simulations with the Treecode
Algorithm the same parameter variation is executed as for the energy resolution, but for
three different mean energies Ei (1 eV, 25 eV, 100 eV). Then, the resulting loss of angular
resolution ∆ϑ is determined from the lateral expansion of the test–electron cloud – for-
mally emitted in normal direction – as illustrated in the inset of figure 6.9(b). Here, the
SC–induced momentum broadening ∆k‖ is plotted against Nc(d0
√
Ei)
and a linear function is
fitted to the data (solid line).
This linear behavior can be explained as follows: The angular spread can obviously be ap-
proximated by ∆ϑ ≈ ∆v‖/v0, where ∆v‖ is the velovity gain of the electrons parallel to the
surface due to Coulomb forces and v0 the group velocity of the test electrons corresponding
to the mean energy Ei. Together with the reasonable assumption v0∆v‖ ∝ ∆Ebroad ∝ Nc,
the SC–induced angular broadening becomes ∆ϑ ∝ Nc
Ei
and finally, via formula 6.9, the




With the simulations concerning momentum broadening, we can give an estimate for the
upper limitation for the electron density before SCEs become relevant for the momentum
resolution. In modern ARPES experiments total experimental energy resolution of better
78 6 Vacuum space–charge effect in solid–state photoemission
than 0.01 A˚−1 is achieved and also requested. So, one is limited to an electron density of
approximately 10000 e−/(mm eV
1
2 ). This means for experimental conditions as described
by Zhou et al. (d0 ≈ 0.4 mm, Ei = 30 eV): As long as the number of photoelectron per
pulse does not exceed 22000, one can neglect space–charge induced momentum broadening
effects. Furthermore, energy broadening effects occur much earlier than momentum
broadening, and thus will normally be the limiting factor in ARPES.
6.6 Summary and conclusion
In photoelectron spectroscopy the influence of SCEs on the experimental energy resolution
will become more and more relevant, especially in connection with modern, highly brilliant
photon sources such as free–electron lasers. In this chapter the magnitude of SCEs is studied
as a function of various parameters (number of electrons, spot size, pulse duration, kinetic
energy and emission angle distribution) using a molecular–dynamics simulation. Herein, a
special interest lies in high electron densities and the resulting interaction–induced changes
in phase space. Our choice for realizing the investigations is a full N–electron simulation
using a modified Treecode Algorithm for sufficiently fast and accurate calculations.
This simulation algorithm was tested on three recent experimental cases, all differing in
the basic experimental conditions. The experiments are reproduced by the simulations well
and the appearing discrepancies could be attributed to uncertainties in the underlying ex-
perimental parameters. Therefore, our approach will serve for a better understanding of
experimental situations, where SCEs occur and allows a discussion of more general aspects
of SCEs in PES.
These general aspects are discussed in detail for the two distinct PES experiments, the
core–level spectroscopy and the valence–band spectroscopy (e. g. ARPES). Within a wide
parameter range the focus was laid on the most crucial parameters, the spot diameter and
the number of electrons, in other words: the linear electron density. The pulse duration
(as long as smaller than 100 ps) as well as the kinetic energy is of much less importance for
SCEs. Predominantly, in the simulations an isotropically emitted electron cloud is assumed.
More forward directed emission angle distributions lead to larger effects in energy shift and
broadening. Especially, a cosine distribution would cause an increase of SCEs of 20 % –
30 %. The influence of mirror charges in the SC simulations is a more compensating one.
The neglection of mirror charges would increase the effect by about 50 %.
Two models from the literature trying to explain the found SCEs in recent PES experiment
are compared with our simulation results. The model of Long et al. works reasonably accu-
rate for the energy broadening and reflects the linear dependency from the linear electron
density very well, though deduced from quite simple assumptions. The mean–field model
from Siwick et al. turns out to be valid only for very low kinetic energies (≤ 1 eV) and for
fs–pulses, but seems not to be sufficiently correct and adaptive for higher kinetic energies.
Finally, a number of rules of thumb are given for the experimentator to work with:
1. For XPS and required energy resolutions of ≤ 50 meV the linear electron density
should always be less than 10000 e−/mm.
2. In case of high resolution ARPES experiments with energy resolution of smaller than
5 meV the limit to relevant SCEs lies at ≈ 3000 e−/mm.
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3. The momentum broadening effect in ARPES experiments due to Coulomb forces is
less critical and can additionally be prevented by using higher kinetic energies due to
the inverse proportionality of the effect to the square root of Ekin. For a momentum




In conclusion, Coulomb interactions between electrons can be the limiting factor in PES
with regard to the energy resolution and (to a lesser degree) to the momentum resolution.
The ongoing development of photon sources towards higher intensities and sharper foci
makes these effects even more relevant and problematic for the experiment. Flux variations
common for 3rd generation synchrotron sources without top–off mode and FELs with
SASE make PES experiments additionally complicated due to intensity dependent and
thus varying measured spectra. To prevent these problems the following approach seems
to be obvious for PES experiments free from SCEs: One has to combine high–repetition,
low–pulse–intensity laser sources with high–resolution spectrometers. To further improve
the detection efficiency – and thereby compensating the loss due to the lower pulse
intensities – the detection of a wide energy range and solid angle in parallel is beneficial.
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7 First photoemission experiments at FLASH
7.1 Introduction
In the last decades, the experimental method of photoelectron spectroscopy (PES) evolved
into one of the most powerful tools to study the electronic structure of atoms, molecules
and solids [1]. Especially the ongoing developments in the area of photon sources, electron
spectrometers and techniques for sample preparation as well as variations to the origi-
nally used PES technique, only measuring the kinetic energies of the emitted electrons over
the whole hemisphere, helped to understand a variety of mechanisms in solid–state physics.
These are for example angle–resolved photoemission (ARPES) [115,119–122], time–resolved
pump/probe [123, 124] or spatially–resolved experiments [125, 126]. Today, on the spec-
trometer side energy resolutions down to sub meV and angular resolution < 0.05 ◦ are
reached [37, 38]. Conventional 3rd generation synchrotron radiation sources deliver polar-
ized, partly coherent photon pulses with pulse lengths of several 10 ps and repetition rates
in the sub GHz regime. To perform time–resolved photoemission, modern laser systems
exceed the parameters of synchrotron radiation sources concerning pulse length (fs regime),
coherence and peak intensity, but are limited in the photon energy. Photon energies in the
EUV range can be achieved by using the generation of higher harmonics in a nonlinear
medium at the cost of intensity and energy resolution [6–9].
Free–electron lasers (FELs) – such as FLASH (Free Electron–Laser in Hamburg) or the
LCLS (Linac Coherent Light Source) in Stanford, USA – are sources connecting the advan-
tageous characteristics of synchrotron radiation sources and modern laser systems within
one facility. Currently, FLASH is regarded as the most brilliant (peak brilliance: 1029–1030
photons/(s mrad2 mm2 0.1 % bandwidth) synchrotron radiation source in the vacuum ultra
violet range (wavelength range of the fundamental: 4.12 – 30 nm) [11, 127]. The machine
produces very intense (≈ 1013 photons per pulse) and ultra short (some ten fs) light pulses
of nearly total transverse coherence using the principle of Self Amplified Spontaneous Emis-
sion (see subsection 4.1) [10,128–130].
These outstanding pulse characteristics of FEL pulses are well usable for the following
photoemission experiments:
• Time–resolved pump/probe experiments: The photon energies up to the X–
ray regime (950 eV with the fifth harmonic) provide the opportunity to do ultra-
fast pump/probe core–level spectroscopy. By now, ultrafast pump/probe core–level
spectroscopy was only possible by using higher–order harmonic generation (HHG)
of ultrafast and intense laser radiation delivering discrete photon energies < 100 eV
[110,131–135] (and with significant loss of intensity up to 280 eV [8]) . Furthermore,
for ARPES higher photon energies and, thus, higher kinetic energies of the electrons
mean that a larger area in the reciprocal space is reachable for temporal studies.
• Nano–ARPES: Focusing the coherent and intense free-electron laser radiation down
to the nano–scale by using diffraction optics like Fresnel zone plates [19] or photon
sieves [20, 21] delivers the possibility to perform spatially– and angle–resolved pho-
toemission spectroscopy in order to study the electronic structure of heterogeneous
surfaces.
• Time–resolved nano–ARPES: Also a combination of the two above mentioned
techniques is thinkable. At the moment, it is not practicable because the number
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of pulses delivered by the machine are too few (< 4000 per second), making time–
resolved experiments with sufficiently high temporal resolution too time consuming.
• Photoemission at high fields: A further interesting research field is to study the
influence of high photon intensities on the momentum resolved electronic structure as
well as on the photoemission process itself. Furthermore, it has to be considered that
Fermi’s Golden Rule might not be valid any longer, because for this approximation
the assumed perturbation has to be small.
To realize the photoemission experiments mentioned above, one has to deal with one
major problem. The huge amount of photons at FLASH are emitting as many electrons
from the solid surface that their interaction can not be neglected any longer. The resulting
space–charge effects (SCEs) are influencing the spectra in an observable way [22–24].
Specific spectral features are broadened and are typically shifted to higher kinetic energies.
Dependent on the material properties, one also has to take into account mirror charges or
a possible positive charging of the sample for metals and insulators, respectively.
The phenomenon of space–charge effects are intensively observed and studied in the field
of developing electron guns for time–resolved electron diffraction experiments [101–105].
In photoelectron spectroscopy, space–charge effects have also been studied for more
than a decade [22–24, 108–111]. The observed effects ranged from ≈ 10 meV at 3rd
generation synchrotron radiation sources [22], over ≈ 100 meV with femtosecond intense
laser systems [23] up to ≈ 1 eV in first reported photoemission experiments on solid
surfaces at FLASH [24]. Several approaches of describing the measured energetic shifts and
broadenings of spectral features have been made in the literature, going from a mean–field
model, assuming a homogeneously charged disc as the electron distribution [23,105], over a
simple Monte–Carlo based simulation [22], to N–body simulation, e. g. using the Astra (A
Space Charge Tracking Algorithm) code [24], originally developed for tracking relativistic
electron bunches travelling through a synchrotron radiation beamline [136]. All these
approaches conform with the experimental data quite satisfactory, but they are either too
time–consuming (like the N–body simulation), or do not model the experimental situation
in a physical realistic way (like the electron disc, only valid for electron guns). Thus, they
are not universally applicable.
In [25], we have demonstrated a practicable solution, on the one hand, to investigate general
limits for specific photoemission experiments for avoiding vacuum space–charge effects,
and on the other hand, to describe SCE distorted spectra sufficiently well and within
acceptable computational time. This is done by using a modified self-consistent N-body
simulation based on the Barnes & Hut Treecode Algorithm [26], originally developed for
gravitational N–body problems (stellar motions), where the computational time needed
for a simulation grows as ∝ N log N and not with N2.
In the following, selected results of our first photoemission experiments at FLASH will
be presented. First of all, we will answer the question if our used samples will suffer any
damages caused by the high pulse intensities of FLASH during our photoemission measure-
ments. Furthermore, we will demonstrate that, in general, angle–resolved photoemission
at FLASH is possible up to an intensity limit, determined by the occurring SCEs and the
spectral features, one wants to resolve. Finally, we will show by means of core–level spectra,
measured as a function of photon density, that our modified Treecode Algorithm [25]
describes the SCE–influenced data very well; and hence, with these numerical simulations
applied to valence band measurements spectral changes due to physical processes inside the
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solid can be separated from the changes caused by the Coulomb repulsion outside the solid.
Therefore, future time–resolved pump/probe experiments at FLASH could be performed
in a regime, where SCEs start to be pronounced. Furthermore, applying this method
opens the door to study the influence of high excitation intensities in angle–resolved
photoemission, where SCEs will definitely be present.
7.2 Experimental setup
Our photoemission experiments were performed at the plane grating monochromator PG2
at FLASH [78, 79, 137] delivering highly intense monochromatic VUV–pulses (see Fig.
5.8). FLASH was operated in the multi pulse mode, generating pulse trains containing
20 micro pulses of 7–50 fs duration (before monochromatizing) separated by 1 µs and
with pulse energies up to 100 µJ. The fundamental photon energy was set to 38.5 eV
with a bandwidth of 0.5 % to 1 %. After monochromatizing, the delivered photon energy
resolution was better than the energy resolution of the used electron spectrometer mode
and due to a pulse stretching within the monochromatizing process in the plane grating
monochromator the pulse length was increased to about 700 fs [78, 100]. For our valence
band and core–level measurements, we have used photon energies of 38.32 eV and 115.5 eV
(3rd harmonic of FLASH), respectively.
One experimental challenge for performing PES at FLASH lies in the principle of the
generation of FEL radiation by SASE itself: Every single FEL pulse is different due to
the start up of the amplification from noise, i.e., one has to deal with pulse intensity
fluctuations as well as with varying photon energies within the bandwidth of 1 %. Due
to that, monitoring of FEL pulse intensities for every single shot is essential. This was
done for the core–level measurements either by monitoring the photocurrent generated
in a gold mesh positioned in front of the experimental chamber, or by the MCP detector
described in subsection 5.1.2. Here, the latter was used to approximate the number of
photons within every micro pulse with an accuracy of ± 79 % (cp. subsection 5.1.2). The
large error is due to systematic uncertainties in the calibration procedure as well as the
fact that the MCP–tool was calibrated for a different photon energy of 38.5 eV [89].
The photoemission spectra were taken with a SPECS PHOIBOS 150 electron analyzer
equipped with a 2D–CCD detector for parallel detection of electron energy and emission
angle. The CCD camera (Basler A102f for ARPES, PCO Sensicam qe for core–level
PES) was synchronized with the FEL repetition rate and took pictures of the phosphor
screen for every pulse train. This means, that every CCD image actually is a sum of 20
spectra belonging to different single pulse intensities. Thus, it was only possible to sort
the images according to their average pulse intensity within one pulse train. We have also
performed PES in the single pulse mode, i.e., one pulse train consisted of one single photon
pulse. But because of the intrinsically low repetition rate of the FEL (5 Hz), one hardly
got acceptable statistics for selected intensity intervals. The total energy resolution was
limited to the resolution of the electron analyzer. In order to get a sufficient counting rate
on the CCD detector, the energy resolution was set to < 700 meV (Epass = 200 eV, sAna
= 1 mm) and < 140 meV (Epass = 200 eV, sAna = 0.2 mm) for ARPES measurements and
core–level spectroscopy, respectively. The photoemission spectra as well as the intensity
information are saved via the FEL data acquisition system DOOCS (distributed object
oriented control system) with a so–called ”timestamp”, that is unique for every pulse
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train. Afterwards the spectra had to be sorted according to the photon intensity and were
summed to obtain acceptable statistics.
As samples, we used the layered transition metal dichalcogenides (TMDCs) 1T–TiTe2 at
room temperature (semi–metal) and 1T–TaS2 cooled down to ≈ 140 K using a manipulator
cryostat (VG Cryoax 6) for cooling with liquid helium. Both TMDCs crystallize in the
1T–CdI2 structure (space group D
3
3d). A clean sample surface is delivered by cleaving
the crystals under ultra high vacuum condition with a base pressure of < 10−9 mbar.
1T–TiTe2 has an extensively studied valence band structure [60–66], so comparisons with
the results from angle–resolved photoemission at the FEL might be easy. 1T–TaS2 is a
very interesting charge–density wave (CDW) system, showing a metal–to–insulator phase
transition by cooling below 180 K [46, 55, 56, 138] or by adsorption of alkali metals [54].
Recently, interesting time-resolved pump/probe PES experiments have been performed on
insulating 1T–TaS2, inducing a transient transition into a metallic phase by pumping the
sample with 800 nm fs–laser laser light [55,56]. The induced dynamics (CDW–oscillations)
were predominantly studied by valence band photoemission spectroscopy with frequency
doubled fs–lasers as well as by reflectivity measurements [70, 71]. Now FLASH, reaching
photon energies in the VUV regime with pulse widths of some 100 fs, delivers the possibility
to perform core–level photoemission on Ta 4f core–levels, giving further insights into the
mechanism of the observed CDW–oscillation and its influence on the Ta atom position.
7.3 Radiation damage
In order to exclude, that the samples suffered any severe radiation damage during the pho-
toemission measurements with the highly intense FEL radiation, we took images of each
sample with an optical microscope afterwards. The samples without indications of radia-
tion damage were treated very carefully with moderate intensities in the monochromatized
first order light of 38.5 eV or at even lower intensities in the third harmonic of the FEL
radiation. In figure 7.1(a) the microscopic image of a 1T–TiTe2 sample, illuminated by zero
order FEL light (1 – 10 µ J pulse energy) for several hours, is presented showing indications
of radiation damage. The observed triangular structures have had typical edge dimensions
of about 10 µm and have been found only on samples, which were exposed to zero order
light and high pulse energies. Additionally, Laue diffraction measurements revealed that
the triangular structures are aligned with the high symmetry directions representing the
threefold symmetry of these crystals. Furthermore, the microscopic image shows an ag-
glomeration of the triangles at step edges or cracks of the crystal. Thus, structural defects
seem to be the preferred site for the formation of these triangular structures.
The nucleation and growth of submicron complex structures on TMDCs have been ob-
served and discussed in a variety of publications, all using the technique of scanning tun-
neling microscopy (STM) [140–144] or atomic force microscopy (AFM) [139]. In case of
NbSe2 [140] and WSe2 [139, 142–144] subsequent growth of triangular holes have been
found under normal scanning conditions of typically 0.6 – 1.5 V negative tip bias and 0.1
– 5 nA tunneling current in ambient air. The nucleation seemed to prefer defects, already
present on the surface or being induced by short voltage pulses of 5 – 7 V negative tip bias
and pulse widths ranging from 10 ns to 10 µs. In figure 7.1(b), the evolution of triangles
on WSe2 of monolayer depth (approximately 6.5 A˚) is shown by AFM with an applied bias
voltage of 1.2 V [139].
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Figure 7.1: (a) 1T–TiTe2 after 10 h exposure to zero order FEL radiation (pulse charac-
teristics: Epulse = 1 – 10 µJ, some fs pulse duration, hν = 38.5 eV, 40 pulses per second).
(b) AFM image of a triangular defect structure on WSe2 induced by scanning with an
applied bias voltage (image sizes: 500×500 nm2) (from [139]). The triangles were growing
during the scanning procedure.
Parkinson et al. specified four reasonable mechanisms for explaining the growth of holes as
an etching process on 2Ha–NbSe2. A fifth possible mechanism was added and intensified
by several publications about WSe2 [139,143,144]:
1. Radicals are generated from organic impurities on the surface due to the electric field
and current flow. The favorable reaction site of these radicals are defects and step
edges.
2. The etching is related to the heat or power dissipation in the tip region. Calculations
for more extreme tunneling conditions (2V and 10 µA) have shown a distinct increase
in the surface temperature of up to a few 100 K [145].
3. The electronic bonds are strongly influenced by the electric field leading to field as-
sisted evaporation of atoms or molecules. This process is exploited in ion microscopy
using field strengths of several V/A˚ [146–148]. In STM, one would estimate a value
of some tens of V/A˚. However, evaporation of atoms from ionic NaCl crystals have
been observed even with electric fields of < 3×10−5 V/A˚ supported by heating the
sample to approximately 800 K [149]. Therefore, the temperature has an effect on
the evaporation rate constant k according to the Arrhenius formula [150]:
k = A · e−EA/kBT (7.1)
where A is a prefactor, EA is the activation energy, kB the Boltzmann constant and
T the temperature in Kelvin.
4. Direct contact between the tip and the sample abrases the surface.
5. Boneberg et al. [143] ascribe the subsequent growth of triangular holes on WSe2 to a
corrosion process due to water molecules on the surface as well as holes (h+) created
by the positive sample bias leading to the following reaction formula:
WSe2 + 9H2O + 14h
+ → WO3 + 2SeO2−3 + 18H+
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This corrosion reaction prefers non van–der–Waals surfaces, which is given for example
by defects or step edges. Further studies of Enss et al. [144] and Bo¨hnisch et al. [139]
affirmed this etching mechanism.
Though, the experimental conditions for the above mentioned STM / AFM measure-
ments are quite different from the conditions in our experimental chamber, they can help
to understand the processes leading to similar observed triangular structures, even if these
are two orders of magnitude larger at the FEL. Mechanism (4) can obviously be excluded
due to the absence of a tip in our experiment. Because of cleaving the samples in ultra
high vacuum and, thereby, getting surfaces nearly free from contaminations, mechanisms
(1) and (5) are not very probable as well. In the following, we will check the influence
of sample heating (mechanism (2)), field assisted evaporation (mechanism (3)) or other
possible mechanisms leading to the observed triangular structures on TiTe2. To this end,
we will generally follow the processes in the solid from excitation with a highly intense and
some ten femtosecond long FEL radiation pulse to relaxation within 1 µs until the next
micro pulse arrives during the multi pulse mode.
The TiTe2 sample shown in figure 7.1(a) was illuminated by zero order FEL radiation for
several hours. The pulse energy Epulse of the micro pulses could reach up to 1 – 10 µJ.
With an assumed Gaussian spot size of 395 µm × 274 µm [79] and a temporal pulse width
of 10 – 100 fs, an energy flux of 1010 – 1012 W/cm2 was possible at PG2. Accordingly to




where ǫ0 is the electric constant, c is the speed of light, and E0 is the maximum of the electric
field in the propagating electromagnetic wave, a maximum amplitude of the electric field
of 27.5 –275 mV/A˚ during the excitation could be delivered. This value is comparable
to the values approximated in [140] for STM induced hole growth on NbSe2. During the
STM measurements, the electric field was constantly present and the growth process took
place in terms of minutes and hours. Due to the pulsed character of FEL radiation, the
electric field was only present at the surface for at most 10−11 of that time in the multi
pulse mode (40 photon pulses with 100 fs duration). So, it is quite improbable, that field
assisted evaporation is the only mechanism for hole growth on our TiTe2 surfaces. Another
mechanism must assist the development of holes up to µm–size with such ultra short pulses.
One possible answer to this question can be found in the deposited pulse energy within a
small region at the surface. The incident photons are typically absorbed by the electronic
system. Calculating with an average photo ionization cross section of ≈ 2.088 Mb for TiTe2
at 38.5 eV [151] and an atomic density of ≈ 3.75×1028 m−3 [152], one gets a penetration
depth of the radiation of approximately 127 nm. Photoelectrons with enough energy are able
to leave the sample with a certain probability determined by the electron inelastic mean free
path [153]. The remaining majority of excited carriers are gradually redistributing their
energy via different processes like carrier–carrier and carrier–phonon scattering. Finally,
phonon thermalization results in an increased lattice temperature within the first 10 ps
after excitation with the FEL pulse [2, 154,155].
In figure 7.2(a) the calculated heating ∆T of the sample per µJ incident pulse energy is
shown in a cut through the x–z–plain (z depicts the direction of the surface). For this, a
Gaussian spot size of 400 µm × 300 µm, a penetration depth of 128 nm and a classical
heat capacity of 3·R is assumed, where R is the ideal gas constant. Moreover, the total




































Figure 7.2: Simulated heating of a TiTe2 sample per incident pulse energy ∆T / Epulse
(cut through the x–z–plane) assuming a penetration depth of the photons of 128 nm,
a two–dimensional Gaussian spot of 400 µm × 300 µm FWHM, a heat capacity of
3·R = 25 J/(mol·K) and a complete relaxation of the deposited energy into thermal energy.
incident energy is assumed to dissipate into heat by the above mentioned processes. Carrier
diffusion in the solid, occurring on longer time scales (up to a few 10 ps), can be neglected.
Loss of energy due to photoelectrons leaving the solid can be neglected as well. This would
affect the first few layers because of their short inelastic mean free path and thus, would
only smoothen the temperature distribution at the surface. The calculations delivered that
at the given spot size and a pulse energy of 1 µJ one can reach an increase of temperature
of about 100 K near the surface in the center region of the spot. Thus, the TiTe2 sample
could be heated up to 1000 ◦C taking into account the maximum pulse energy of 10 µJ. The
melting point of TiTe2 is estimated to be 1200
◦C [152] though, evaporation of Te atoms was
observed at even lower temperatures (≈ 800 ◦C). Obviously, melting and recrystalization of
the solid can not be achieved by only one single pulse. Non–thermal evaporation of atoms,
molecules or clusters from the surface, also referred to as ablation [156,157], seems not to be
the mechanism for triangular hole growth either, because ablation typically leaves a crater
at the surface with the shape of the lateral spot profil.
Finally, the use of several pulses in one pulse train separated by 1 µs has to be taken into
account in terms of successive sample heating. For this, one has to follow the temporal
evolution of the induced temperature distribution by thermal diffusion. The diffusion of
heat from regions of high temperature to regions of low temperature can be described by
the following differential equation:
∂
∂t
T (x, y, z, t) = ∇(DT∇T (x, y, z, t)) (7.2)
where T (x, y, z, t) is the time and spatial dependent temperature distribution and DT is





using the thermal conductivity λ, the specific heat cp and the mass density ρ. As can
be seen in figure 7.2, the temperature gradient and, consequently, the thermal diffusion is

























































Figure 7.3: (a) Simulated temporal evolution of the initially FEL pulse induced heating
distribution (from figure 7.2) in z–direction of the TiTe2 sample using the differential equa-
tion (7.2) with the thermal diffusion constant of 0.35 × 10−6 m2 / s and a slightly varying
initial Lorentzian depth profil. (b) Temporal evolution of the sample–surface heating in the
center of the FEL spot ∆T (0, 0, 0, t)/Epulse as a function of delay time.
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stronger perpendicular to the surface. For simplification, we will limit our considerations
to this dominant direction. Due to the metallic behavior of TiTe2, one can approximate
the thermal diffusion constant perpendicular to the surface to ≈ 0.35 × 10−6 m2 / s, taking
into account an electrical resistivity parallel to the surface of 10.4·10−5 Ωcm(from [60]) and
the Wiedemann–Frantz law, as well as an anisotropic relation between the electrical resis-
tivities parallel and perpendicular to the surface of approximately 40 [66]. In figure 7.3(a),
the evolution of the pulse induced heating distribution in z–direction is shown as a function
of time, while in figure 7.3(b) the evolution of ∆T (0, 0, 0, t)/Epulse can be followed. Here, a
Lorentzian start–temperature distribution was chosen, matching the exponential decay into
the solid best, but smoothened at the surface. The result of the calculation is an obvious
diffusion of heat into the depth of the solid, continuing up to more than 1 µs. At t = 1 µs,
still more than 10 % of the initial heating is left at the center of the impact spot; i. e., for
the operation with 20 micro pulses, a successive heating of the sample up to several 100 ◦C
and even higher than the melting point of TiT2 is thinkable (e.g. 20 micro pulses with
10 µJ pulse energy each). This would increase the evaporation rate due the strong fields of
the later pulses in the pulse train by several orders of magnitude considering the Arrhenius
formula (7.1). Furthermore, melting and recrystalization seems to be possible as well. For
both mechanisms, structural defects like step edges would be expected as preferred reaction
sites, as observed in the microscope image in figure 7.1(a) as well.
To conclude, two mechanisms are possible candidates for the growth of triangular structures
on the surface of TiT2 due to irradiation with highly intense FEL radiation: On the one
hand, field assisted evaporation additionally supported by a successive heating of the solid
surface, and on the other hand, superheating followed by transient melting and recrystal-
lization. As a consequence for our PES measurements, we can say, whatever causes the
triangular structures, it can be prevented by using moderate and monochromatized FEL
radiation, anyway essential for solid–state photoemission.
7.4 Space–charge effects in angle–resolved photoemission
We have performed intensity dependent ARPES measurements on TiTe2 in the single pulse
mode as well as in the multi pulse mode at FLASH [27]. Here, only the angle-resolved
data from the measurements in the multi pulse mode will be presented due to the better
statistics. The light intensity was in first approximation controlled via the monochromator
exit slit width d; nonetheless, because of intensity fluctuations within one pulse train, the
resulting spectra consist of a mixture of differently space–charge influenced single spectra.
The monochromator exit slit width was changed between 32 µm and 72 µm with steps of
5 µm.
The results of our first valence–band PES are shown in figure 7.4. At lowest intensity
(d = 32 µm), three bands are visible in normal emission (0 eV, 2 eV, 4 eV) as well as a
weak electron signal from the Fermi level (dashed circle in the angle integrated spectrum).
These bands agree very well with the Te 5p derived bands around the high–symmetry
point A of the Brillouin zone gained from band structure calculations [65]. As a guide
to the eye, the corresponding bands are plotted in the first and the last angle–resolved
spectra in figure 7.4. With increasing average pulse intensities, respectively larger exit slit
width, a strong broadening of the spectral features and a continuing shift towards lower
binding energies, corresponding with higher kinetic energies, can be observed. At d = 57
µm, the bands are no longer separable and the spectrum is shifted by more than 1 eV.
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Figure 7.4: Angle–resolved valence band spectra (hν = 38.32 eV) of 1T–TiTe2 measured
with 20 micro pulses per FEL bunch, sorted by different monochromator exit slit widths d
(from Ref. [27]). Illustration by gray scale image (black indicates high intensity). Beside
each angle–resolved spectra the angle–integrated spectra (solid red lines) are shown. Addi-
tional lines in the first (d = 32 µm) and the last (d = 72 µm) gray scale image indicate the
Ti 3dz2– and two Te 5p–derived bands (solid red, dashed blue, and green lines, respectively).
The gray circle in the first image indicates the position of the Fermi edge.
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Further increase of intensity leads to totally blurred and shifted spectra with no more
useful information about the original band structure. The reason for the observed effects
on the photoemission spectra are Coulomb interactions between the emitted electrons.
The amount of photoelectrons, produced by the intense FLASH pulse, is so huge, so
that space–charge as well as mirror–charge effects can not be neglected any longer. The
observed energetic shifts and broadenings of the spectral features of up to several eV is
comparable to core–level PES measurements on tungsten at FLASH, reported by Pietzsch
et al. [24]. Further quantification of space–charge effects on the valence band photoemission
spectra of TiTe2 seems not to be reasonable, because no accurate intensity information of
the radiation pulses behind the monochromator were available at that time (first beamtime
period at FLASH).
The presented valence band PES measurements show, that ARPES at FLASH is feasible.
However, this is particularly true if the intensity monitoring, developed during this thesis,
is used to sort single spectra according to the photon pulse intensities delivered by FLASH.
For meaningful interpretations of the spectra in future experiments, a practicable handling
and a good understanding of vacuum space–charge effects is essential. Then, the neces-
sary requirements for performing time–resolved pump/probe photoemission experiments
at FLASH and studying the influence of high fields on the valence band structure are given.
7.5 Space–charge effects in core level photoemission
In addition to our valence band photoemission measurements on TiTe2 presented in the
previous section, using the newly developed intensity monitoring tools (see chapter 5.1)
we have also performed core–level spectroscopy at FLASH on TaS2 to study the influence
of high photoelectron densities on the measured spectra more quantitatively. In contrast
to valence bands, core–levels are ideal candidates for testing the general feasibility of
simulations presented in [25] because of their non–dispersive and, thus, more simple
character. The final goal is, to develop a method for the recursive reconstruction of the
initial photoelectron spectrum from the one distorted by SCEs.
7.5.1 Experimental data
The measurements were performed on TaS2 and the Ta 4f core–levels were analyzed, while
the sample was cooled by liquid helium to a temperature of about 140 K. Below ≈ 180 K,
1T–TaS2 is in the insulating, commensurate charge–density wave phase, resulting in a
clearly separable four–peak structure of the Ta 4f core–levels. In addition to the common
spin–orbit splitting into Ta 4f5/2 and Ta 4f7/2 of about 1.93 eV at room temperature in
the metallic phase [46], in the insulating CDW phase two more peaks with the same
splitting are present in the core–level spectrum shifted by about 700 meV to higher
binding energies [46, 138]. This is due to the periodic lattice distortion of the Ta atoms in
this phase, and, therefore, emerging different chemical environments. This characteristic
CDW–splitting can be seen in fig. 7.5(a) in the spectrum with lowest intensity.
In Fig. 7.5 the results of our core–level measurements are presented. Due to the differing
character (mainly due to pulse–to–pulse intensity fluctuations) of every FEL pulse train,
it was essential to record two types of data. On the one hand, we took photoemission data
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of TaS2 for every single FEL shot, i.e., we took 5 CCD images per second because of the
bunch repetition rate of 5 Hz. On the other hand, we had to measure the intensitiy of every
single pulse in the corresponding pulse train with the MCP–tool, to have a criterion for
sorting the CCD images dependent on the average pulse intensity afterwards. The angle of
incidence of the photons was set to 45◦ (p–polarized) and the total number of photons per
micro pulse determined by the MCP–tool ranged between 7 × 105 and 7 × 107 (±79%).
The intensity sorted core level measurements show the similar trend as the valence
band spectra discussed before (see fig. 7.5(a)). From the spectrum with lowest intensity
(bottom spectrum) up to the spectrum with highest intensity (top spectrum), a contineous
shift of the spectral features to lower binding energies as well as an increased blurring is
observable with increasing amount of photoelectrons. The average number of electrons,
displayed on the ordinate, was added after fitting the simulated data to the experimental
ones (see below). The primarily sorting into different intensity intervals was done by the
raw MCP–data, which are approximately proportional to the number of photons in each
pulse.
A quantitative analysis of the energetic shift and broadening by fitting every single peak
by Gaussian profils as done by Pietzsch et al. [24] for W 4f core–levels, seems not to be
the method of choice, here: First of all, the Ta 4f core–levels show a distinct asymmetry.
Therefore, an asymmetric lineshape has to be used. Even more critical is the fact that
every summed spectrum consists of a mixture of single pulses with different intensities
(though sorted by comparable average intensities). This has to be taken into account in
the quantitative analysis of the space–charge influenced spectra.
The mixture of different single intensities can be followed in the 2D–histogram shown in
figure 7.5(b). Here, the relative amount of single intensities contributing to the according
spectra plotted in 7.5(a) are shown, as well as the average number of electrons in the
experiment (gray squares) together with the associated standard deviation (gray error
bars). The latter is increasing with increasing average pulse intensity, reflecting the strong
intensity variations within every single pulse train. The 1D–histogram on the right side of
figure 7.5(b) delivers insight into the required measurement time to get decent statistics.
This will be especially interesting for performing time–resolved pump–probe photoemission
experiments at pulse intensities, where SCEs can be neglected. The effective measurement
time for each intensity channel was less than 15 minutes (except for the first intensity
channel) for good statistics in the low intensity regime, taking into account the number of
summed micro pulses and the usage of 100 micro pulses per second. Further development
of the FEL machine will result in more stable pulse intensities (by seeding [74–77] or by
running in saturation) as well as some thousand pulses per second. This will significantly
reduce the measurement time, making FLASH a prominent light source for time–resolved
PES in the future.
7.5.2 Simulations
The understanding of space–charge induced spectral broadenings and shifts in PES at high
photon fluxes is of essential interest, e.g., in the investigation of high–field effects, or the
usage of focused radiation to sub micrometer regime in order to study spatially dependent
phenomena at the sample surface. In [25], we presented a numerical method to the simu-
late the propagation dynamics of photoelectrons to the detector. The comparison of these
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Figure 7.5: Vacuum space–charge effects on a Ta 4f core–level spectrum of 1T–TaS2 in
the commensurate insulating charge–density wave phase (T = 140 K), measured with 20
micro pulses per FEL bunch (hν = 115.5 eV, 3rd harmonic of FEL). (a) Measurements
are sorted by the average number of photoelectrons 〈NC〉 (determined by the simulations
afterwards) per micro pulse going from low (bottom) to high (top) pulse intensities (white
indicates high spectral intensity). Additionally, some representative spectra are plotted in
red (〈NC〉 = 3.5k, 53k, 107k, 161k, 213k). (b) 2D–histogram of micro pulse intensities
(false color image) and total number of micro pulses (bar diagram in the right graph)
contributing to the spectra in each intensity channel. The average number of electrons
per micro pulse as well as the standard deviation are plotted in the 2D–histogram (gray
squares with error bars). The dashed white line indicates the maximum number of electrons,
simulated with the modified Treecode Algorithm from [25].
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simulations were very satisfactory with regard to accuracy as well as universal applicability.
In the following, the computational model will be introduced briefly, before the simulation
results for the Ta 4f core–levels are presented. Finally, the quality of the simulation results
will be identified by comparing those with the experimental data taking into account the
mixing of spectra with different pulse intensities regarding the 2D-intensity histogram in
fig. 7.5(b).
In a typical solid-state photoemission experiment, the photon pulse is absorbed in a certain
volume near the surface of the sample. Photoelectrons are emitted from the surface into
the vacuum, and successively a cloud of electrons is created in front of the sample. The
phase-space distribution of the emitted electrons is determined by the parameters of the
light pulse, these are the number of photons, the pulse duration, the pulse profil and the
photon energy. Together with material specific aspects of the photoemission process the
result is an initial kinetic–energy and angular distribution of the electrons in the cloud
starting their propagation to the detector.
In our simulations of space–charge effects we have to handle a huge amount of photoelec-
trons (up to some 105). The Barnes & Hut Treecode Algorithm [26] (originally developed
for gravitational N–body problems) enables us to reduce the computational time as much
as possible while simultaneously delivering quite accurate results. This self-consistent N–
body algorithm computes the interaction between particles and the resulting propagation
dynamics using leap–frog integration. The computational time needed for simulation grows
as ∝ N log N and not with N2. This is due to the partitioning of space into a hierarchical
tree structure and calculating the mutual Coulomb forces by center–of–mass approxima-
tion. (More details concerning the computational model are given in [25].) In [25] we have
reported of the implemented modifications to use this algorithm for simulating vacuum
space–charge effects in photoemission and showed the applicability to already performed
space–charge influenced photoemission experiments as well as general limitations to PES
due to SCEs.
In the simulations of space–charge effects, a cloud of a specific number of electrons (”cloud
electrons”) is created within the pulse duration τhν . The electrons are generated at random
times during τhν , from random position in the spot size on the surface and with random
kinetic–energy and angular distribution. The temporal and spatial spot profils are mostly
assumed to be Gaussian with width of τhν and d0x (and d0y, if the spot profil is ellipti-
cal) [full width at half maximum (FWHM)], respectively. The kinetic–energy (Ekin,cloud)
and angular (ϑcloud) distribution of the starting cloud electrons are chosen as realistic as
possible. This is mainly dependent on experimental parameters and their influence on the
photoemission process itself, e.g., the photon energy, polarization, incident angle of the
light wave, and of course the electronic band structure of the sample. For this, it might be
useful to measure a complete set of angle–resolved PE data as a reference and use these for
the simulations.
To increase the simulation efficiency and, thereby, to get better statistics for one specific
space–charge influenced part of the spectrum, we introduced ”test electrons” in addition to
the cloud electrons. The number of these ”virtual” electrons is typically about 104 per sim-
ulation run. They are generated in the same way as the cloud electrons, but with differing
kinetic energy Ekin,test, dependent on the region of interest in the spectrum) and angular
((ϑtest), typically in forward direction to the detector) distributions. Furthermore, the test
electrons have no contribution to the space charge, i.e., they neither influence the cloud
electrons nor themselves by Coulomb forces, but they are influenced by the cloud electrons.
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Table 7.1: Parameters for the simulations (with the modified Treecode Algorithm from
[25]) of space–charge influenced Ta 4f core–levels as a function of the number of photoemit-
ted electrons per pulse. The simulation results are shown in figure 7.6.
Simulation parameters:
spot size d0x × d0y 270 × 400 µm2 (FWHM) a
pulse duration τ0 700 fs (FWHM)
b
(Ekin,cloud)–distribution TaS2 spectrum measured at MAXLAB
with hν = 120 eV, T = 300 K, ϑ = 47.5◦;
spectrum shifted -4.5 eV and secondary
electrons estimated as shown in 7.5(b).
(ϑcloud)–distribution cosine function by simple estimations con-
sidering the electron inelastic mean–free path.
(Ekin,test)–distribution spectrum with lowest average intensity
in fig. 7.5(a)
(ϑtest)–distribution detection angle of the spectrometer : ± 13◦
photon energy hν 115.5 eV




As found out by Zhou et al. [22], mirror charges seem to contribute to the spectral distor-
tion as well, at least for metallic surfaces. These mirror–charge effects can optionally be
regarded in the numerical simulations.
The simulation run is stopped, when the total Coulomb energy in the electron cloud be-
comes negligible. Then the final kinetic–energy and momentum distributions are achieved.
Finally, the simulation procedure is repeated several times to avoid errors due to acciden-
tally unfavorable starting conditions.
To simulate the photoemission measurements of the Ta 4f core levels at FLASH, we have
chosen simulation parameters as realistic as possible, though we have not had the possibility
to experimentally check the real spot size, pulse duration and energy– and momentum dis-
tribution of the photoelectrons over the complete hemisphere. Nevertheless, we have shown
in [25] that the space–charge induced spectral broadening and shift can be assumed to be
proportional to the number of photoelectrons per pulse NC , while the other parameters are
kept constant. Thus, the resulting numbers of electrons in our photoemission experiment
in fig. 7.5(a), determined by the simulations in the following, may differ from the real
one. This will not downgrade the principle applicability of our numerical simulations to
the experimental dataset. The real number of photoelectrons during the experiment may
solely differ by a constant factor.
The used simulation parameters are summarized in table 7.1. The spot size on the sample is
assumed to be 270× 400 µm2 (FWHM) [79] while the pulse duration for the used monochro-
mator settings was calculated to be 700 fs (FWHM) [100]. For the kinetic–energy distri-
bution (Ekin,cloud), a photoemission spectrum was chosen measured with a photon energy
of 120 eV and a detection angle of 47.5◦ at room temperature. The spectrum was shifted
by 4.5 eV towards lower kinetic energies before using it in the simulations (photon energy
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in our experiment: 115.5 eV) and a slightly increasing secondary–electron background was
assumed. The cloud–electron energy distribution is shown in figure 7.6(b) and was emitted
over the whole hemisphere. Matrix–element effects and the dispersion of valence bands
are neglected here, but the energy–distribution was weighted by a (ϑcloud)–distribution pro-
portional to the cosine of the polar angle ϑcloud, obtained by simple estimations from the
inelastic mean–free path of the electrons in the sample. For the test electrons, we used
the experimental spectrum with lowest average intensity from figure 7.5(a) as the starting
kinetic–energy distribution (Ekin,test) and we are only interested in the electrons propagat-
ing to the detector in a cone of ϑtest = ± 13◦. As we are measuring the Ta 4f core–levels of
TaS2 in the insulating phase, we turned off mirror charges in the simulations. Finally, the
simulations are performed with 1000 – 300000 cloud electrons per pulse in steps of 1000.
The results of our simulations with the Treecode Algorithm are shown in figure 7.6(a).
Again, starting with small numbers of electrons per pulse (bottom), with increasing NC the
characteristic shift and broadening of the Ta 4f core–levels are observed. The additionally
displayed spectra in the false color image clearly show the tendency from the still resolved
four–peak structure at low intensities, over a blurred and shifted two–peak structure at
medium intensities, finally ending in one broad peak shifting with increasing NC at highest
intensities.
Now, further quantitative investigations of the simulated space–charge effect are possible,
because every simulated spectrum results from a specific number of mutual influencing elec-
trons and no longer from a mixing of strongly varying intensities. The position and width
of every single peak are still not easy to determine, neither by fitting simple Gaussian
lineshapes as done by Pietzsch et al. [24] nor by more complex asymmetrical lineshapes,
especially for the spectra with higher electron intensities. Furthermore, every single Ta 4f
peak is probably shifted in a slightly different way, because a spatial sorting of the elec-
trons gradually takes place along the way to the detector due to their different kinetic
energies and generation at different times during the excitation pulse. Electrons coming
from the core–level with lowest/highest binding energy, respectively highest/lowest kinetic
energy, will be shifted more/less than the electrons coming from Ta 4f core–levels with
higher/lower binding energy, because they are additionally accelerated/decelerated by the
following/precursory. On the other hand, the electrons from the central core–levels spend
the longest time in the interaction region and thus, are expected to become slightly more
broadened than the others. Due to these points, we decided to follow the development of the
whole 4–peak structure. Integrating each spectrum results in a steplike distribution con-
taining minor structures caused by the single peaks. The energetic ”width” ∆Ef (FWHM)
and ”position” Ef of each 4–peak structure is determined by fitting a Sigmoid function to
these steplike distributions. Finally, the space–charge–induced energetic broadening and
shift are calculated via ∆Ebroad =
√
(∆Ef )2 − (∆Ei)2 and ∆Eshift = Ef − Ei, where ∆Ei
and Ei are the energetic width and position of the initial test–electron spectrum, respec-
tively.
The dependence of the spectral broadening and the energetic shift on the number of emitted
electrons using this procedure is shown in figure 7.6(c). The best fits to the resulting data
are given by the linear functions:
∆Ebroad = (9.81± 0.11) µeV ·NC (7.4)
∆Eshift = (12.57± 0.02) µeV ·NC , (7.5)


































































Figure 7.6: (a) Simulated vacuum space–charge effects on a Ta 4f core–level spec-
trum of 1T–TaS2 as a function of the number of cloud electrons NC , illustrated in a
false color image (white indicates high spectral intensity). The simulation parameters
are listed in table 7.1. Additionally, some representative spectra are plotted in red
(NC = 3.5k, 53k, 107k, 161k, 213k, 259k). (b) The energy distribution plotted in (b) was
used for the cloud electrons. (c) The space–charge induced energy broadening and shift of
the initial spectrum show linear behavior: ∆Ebroad = (9.81 ± 0.11) µeV · NC , ∆Eshift =
(12.57 ± 0.02) µeV · NC .
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consistent with the calculations in [22, 25]. This also confirms earlier results which
found a linear behavior of the space–charge–induced broadening and shift as a function of
the number of photoelectrons in this kinetic–energy regime.
The main question to answer is now: Do these numerical simulations fit with our experimen-
tal data measured at FLASH? For this, we have had to mix the simulated spectra according
to their relative amount contributing to the averaged spectrum (see figure 7.5(b)) and com-
pare the result with the appropriate experimental spectrum.
Figure 7.7 serves to establish a better understanding of this procedure. For simplification,
four Gaussian–shaped peaks are used instead of the simulated space–charge influenced spec-
tra from figure 7.6(a), approximating the real Ta 4f core–level spectrum best. To simulate
the space–charge–induced broadening for each number of photoelectrons these peaks are
convolved with the space–charge broadening ∆Ebroad from (7.4) as well as shifted by ∆Eshift
from (7.5). In figure 7.7 a representative set of photoemission spectra aNC (E−EF ) for differ-
ent numbers of electrons (NC = 1, 50000, 100000, 150000, 200000) is depicted. Furthermore,
a frequency distribution of these spectra H〈f0·NC〉 (blue curve in the middle) belonging to a
virtual mixed spectrum of an average number of electrons per pulse (〈NC〉 = 80000) (red
curve on the right) is plotted. In the experiment, the frequency distributions for every
different intensity channel were originally determined by measuring the number of pho-
tons per pulse NPh with the MCP–tool. Assuming a photoemission process, where the




(〈NC〉 = 1f0 · 〈NPh〉), where 1f0 can be seen as the conversion efficiency (number of emitted
photoelectrons per incident photon) for TaS2 at the given experimental parameters and will
serve as the most important fit parameter in the following. In addition to the weighting
of the different spectra aNC (E − EF ) by the frequency distribution H〈NPh〉 = H〈f0·NC〉, one
has to take into account that at higher pulse intensities more electrons will hit the detector
and, therefore, contribute to the measured spectrum. This is considered by additionally
multiplying each summand by the appropriate number of electrons per pulse (see fig. 7.7,
left column). Finally, the averaged spectrum A〈NPh〉(E − EF ) is obtained by the following
relation:





NC ·H〈f0·NC〉(f0 ·NC) · aNC (E − EF + f1 + f2 ·NC)
)
(7.6)
The sum is running over each number of electrons per pulse NC , for which a simulated
spectrum aNC exists. Here, two more fit parameters, f1 and f2, are introduced for
correcting an over– or underestimation of the energetic shift in the numerical simulations.
This over– or underestimation is expected to be linear, because of the linearity of the
space–charge effect as a function of the number of electrons [25].
In the simplified example in figure 7.7 one can clearly observe the influence of the mixing
of spectra of different pulse intensities. If one compares the profil shape of the mixed
spectrum A〈f0·NC〉 with 〈NC〉 = 80000 on the right hand side with the set of simulated
spectra on the left side, one would estimate the number of photoelectrons per pulse to
be between 100000 and 150000. This is likely to be the major reason for the discrepancy
by about a factor of 3 between the experimental results for the space–charge broadening
of W 4f core–levels at FLASH in [24] and the comparisons of these results with our
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due to mixing of spectra 
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Figure 7.7: Illustration of the procedure of fitting the simulated space–charge influenced
spectra (from figure 7.6) to one single experimental one (from figure 7.5), described by
relation (7.6). This is necessary due to the mixture of spectra with different intensities using
the FEL with strongly fluctuating pulse intensities within one pulse train. The spectrum
for an average number of photoelectrons per micro pulse A〈f0·NC〉 is determined by summing
the simulated spectra aNC weighted by their relative frequency H〈f0·NC〉 (measured with the
MCP–tool) and their intensity (given by the number of simulated cloud electrons). The fit
parameter stands for the proportion of the FEL pulse intensity NPh to the number of cloud
electrons NC and serves as the main fit parameter.
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simulations in [25].
Now, the ambition was to find constant fit parameters reproducing the experimental
spectra sufficiently well. In figure 7.8 the results of fitting the simulated spectra (fig.
7.6(a)) to the experimental data (fig. 7.5(a)) by varying the fit parameters f0, f1 and f2
are shown. Here, the value for f1 and f2 were kept constant at zero and for the conversion
efficiency a value of 1
f0
= (0.387±0.376) % was determined. The huge inaccuracy again is a
consequence due to the pulse–intensity measurement with the MCP–tool. Nevertheless, the
mean value of 0.387 % is in good agreement with a conversion efficiency of (0.511± 0.1) %
obtained by estimations from the atomic subshell photoemission cross sections [151] and
the inelastic electron mean free path [153] calculated for TaS2. Finally, figure 7.8(b) shows
the excellent agreement of the fitted simulations and the experimental spectra. With these
results, the scales for the number of photoelectrons were added in the graphs in Fig. 7.5.
To conclude, the presented approach of reproducing measured core–level spectra influenced
by SCE with simulations with the modified Treecode algorithm will in particular work for
metallic surfaces due to the almost immediate neutralization of the photoholes between to
subsequent photon pulses. Therefore, PES near the space charge limit or even beyond will
be possible in order to detect and study possibly occurring high–field effects in the mea-
sured spectra. For ARPES in this intensity regime, the conditions are more complicated
due to momentum–dependent band dispersions of the valence and conduction bands and,
thus, non–constant electron energy levels. To realize the reproduction of space–charge
influenced ARPES spectra by the presented approach, knowing of the experiment specific
parameters as well as the generated photoelectron distribution under ”normal conditions”
(without SCEs) as accurate as possible is essential.
7.6 Summary and conclusion
The microscopic analysis of TMDC crystals after illumination with high–intense and
ultra–short FEL radiation shows that, in principle, photoemission experiments at FLASH
are feasible using monochromatized and, therefore, moderate pulse intensities without
suffering radiation damage. Employing non–monochromatized pulse trains containing 20
pulses with energies of 1 – 10 µJ and pulse durations of some ten fs lead to triangular hole
growth at the crystals surface. This is presumably due to successive heating of the surface
during a pulse train and field–assisted evaporation.
The valance–band photoemission data of TiTe2 in the multi pulse mode reveal the general
feasibility of measuring the band structure near the Fermi energy with ultra–short FEL
pulses in an intensity regime free from space charges. For the interpretation of the PE
data at higher intensities the description of SCEs by numerical simulations as practicable
and realistic as possible is essential. For this, the used Treecode Algorithm can be an ideal
tool. Future measurements with the here developed intensity monitoring tools allow to
sort the spectra more precisely with regard to the photon pulse intensities and will help to
better understand SCEs in PES.
Until now, only metals have been experimentally and numerically investigated with regard
to the influence of space–charges to the spectra, discovering the importance of the mirror–
charges contributing to the SCE. For these experiments our simulations have worked very
well [25]. Our core–level measurements and the corresponding simulations for the Ta 4f
core–level spectra of 1T–TaS2 in the Mott–insulating CDW phase, presented here, affirm
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Figure 7.8: Comparison of the simulated space–charge effected spectra from figure 7.6
with the experimentally gained spectra from figure 7.5 by fitting the simulations to the
experiment according to formula (7.6). (a) Result of the fit with a fixed ration between the
number of photoelectrons in the simulations and the micro pulse intensity (1/f0 = 0.387)
given by the MCP–tool. The 2D–intensity histogram from figure 7.5 (b) is used and no
additional energy shift per number of photoelectrons has been taken into account (f1 =
f2 = 0). (b) Direct comparison of the fit (solid line) with the experimental spectra (red
squares) for some chosen average numbers of electrons 〈NC〉.
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the validity of our simulations with the Treecode Algorithm even for non–metallic samples
without mirror charges.
Altogether, our first experiments at FLASH demonstrate the potential of this light
source for core–level as well as valence–band PES. Further taking advantage of the short
pulse durations and the nearly total transverse coherence will allow for time–resolved,
angle–resolved and/or space–resolved PES in a wide photon energy regime. The adequate
description of SCEs by numerical simulations, as done by the modified Treecode Algorithm,
and the possibility to deconvolute these contributions in the spectra, may lead to the
possibility of even identifying high–field effects in PES in a photon pulse intensity regime,
where SCEs are unavoidable, in the near future.
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8.1 Introduction
Angle–resolved as well as core–level PES are powerful methods in order to measure the
electronic structure of solids and their surfaces. With the development of laser sources
delivering ultra short photon pulses down to the sub–femtosecond regime the investigation
of dynamical processes in solids got into the focus of research. Time–resolved pump–probe
PES experiments can resolve relaxation processes after photoexcitation of crystals,
delivering insight into correlations between the electronic and the phononic system in
order to understand physical effects like superconductivity, the formation of CDWs, etc.
The main channels for energy relaxations are electron–electron, electron–phonon and
phonon–phonon interactions taking place on a femtosecond (1 fs to 100 fs), a picosecond
(100 fs to 1 ps) and some ten picosecond timescales (1 ps to 100 ps), respectively.
Typically in the laboratory, time–resolved PES experiments are performed using ultra–
short pulsed (some fs) IR laser (hν =1.5 eV) sources and generating high harmonic
femtosecond EUV pulses from its fundamental wavelength afterwards, e.g., in an argon–
filled waveguide. With this setup, photon energies of up to 100 eV are reached, however
at the cost of intensity and energy resolution [6–9]. Rohwer et al. for example studied
the photoexcited, ultrafast breakdown of long–range charge order in the CDW system
1T -TiSe2 at 125 K using time– and angle–resolved PES and high harmonic femtosecond
XUV pulses with a photon energy of 43 eV [5]. However, the limitation of high harmonic
radiation sources to photon energies below 100 eV with adequate pulse intensities, discrete
multiples of the fundamental photon energy and low intensities can not be overcome at
the moment for laboratory sources. In terms of ARPES, high k–values in order to map
higher Brillouin zones are not reachable, and in terms of core level PES, only few levels
can be reached. Furthermore, to achieve good energy resolution the pulses have to be
further monochromatized. This lowers the already low pulse intensity, and makes many
experiments impossible to perform.
The FEL in Hamburg is now able to resolve those restrictions in time–resolved ARPES
and XPS. FLASH produces very intense (≈ 1013 photons per pulse), ultra short (some ten
fs) photon pulses in the VUV to EUV regime (wavelength range of the fundamental: 6.5
– 47 nm) with nearly total transverse coherence. The wavelength is continuously tunable,
and with the fifth harmonics photon energies of up to 1000 eV are usable for spectroscopy.
These parameters make FLASH an ideal candidate for time–resolved PES experiments
overcoming the general limitations of laboratory laser sources.
During this thesis, a setup was developed realizing time–resolved PES experiments at
FLASH (see chapter 5). The capability of this experimental setup will be shown in terms of
time–resolved core level spectroscopy on a first physical example. As introduced in chapter
3.4, 1T–TaS2 in the Mott–insulating phase shows interesting dynamics of the electronic
system after excitation with an intense optical fs–laser [55, 56, 70, 71] (see section 3.4). By
now, these dynamics were only studied by time–resolved reflectivity measurements [70, 71]
as well as time–resolved PES of the Fermi edge [55, 56]. In the latter, Perfetti et al.
delivered 6 eV radiation from a higher–harmonic laser source. Taking advantage of
the pulse parameters at FLASH and, especially, the higher photon energies, we studied
the relaxation dynamics via time–resolved PES of the Ta 4f core levels. Pumping the
Mott–insulating phase of 1T–TaS2 with a high intense laser pulse a phase transition into
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an intermediate metallic phase can be induced. Due to the fact that the CDW–splitting
of the Ta 4f core levels are directly connected with the CDW amplitude [43] (see chapter
3.4), the dynamics supposed to be found here as well. On the one hand, one would suppose
a similar shift of the peaks in the spectrum towards higher kinetic energies. On the other
hand, a periodic modulation of the CDW–splitting of the Ta 4f levels (∆CDW ) due to
coherent phonons (”breathing mode of the star of David” [70, 71]) and the concomitant
oscillation of the Ta atoms might be observed.
The results of the first experiment with this new setup will be presented in the following.
The general functionality will be shown, occurring problems will be revealed, and solutions
for upcoming beamtimes will be given.
8.2 Experimental aspects and strategy of time–resolved PES at
FLASH
In order to perform time–resolved core level PES experiments on 1T–TaS2 the experi-
mental setup as described in chapter 5.3.3 was used at beamline PG2 at FLASH. The
IR burstmode laser served as pump source delivering 200 single pulses within one pulse
train. The single pulses were separated by 1 µs, and photons with a wavelength of 800 nm
(≈ 1.5 eV), a pulse length of 150 fs and a maximum pulse energy of 14 µJ per pulse hit
the sample on an area with a diameter of 1.5 mm. This approximately corresponded to
the experimental pump parameters in [55, 56]. The FEL produced pulse trains containing
100 pulses separated by 2 µs with a repetition rate of 5 Hz. The fundamental FEL wave-
length was set to 7 nm. Monochromatized FEL radiation resulted in a photon energy of
174.4 eV and a pulse elongation to 1.2 ps [100] (first order of the monochromator, cff value
of 1.6, 1200 lines/mm high resolution grating). The overall energy resolution of the PES
experiment was ≈ 100 meV and the temporal resolution was 1.6 ps due to the FEL pulse
elongation, temporal jitter of the FEL, and the temporal resolution of the streak camera.
The 1T–TaS2 sample was cooled down via a manipulator cryostat and liquid Nitrogen in
order to reach the Mott–insulating phase below 190 K.
The strategy for performing time–resolved PES at FLASH with the introduced setup
contains four main steps including the data analysis afterwards:
• In the first step, the high pulse intensities of the FEL radiation (≈ 20 µJ per
pulse) are strongly attenuated in order to suppress SCEs in the PE spectra. An
attenuation of four orders of magnitude was realized via metal filter foils located
between monochromator and experimental chamber until no SCEs were visible any
longer in the core level spectrum. Fig. 8.1 depicts the Ta 4f spectra measured at
two different beamtimes, the basic core level spectrum after attenuation (red curve)
and the result from the intensity dependent experiments (from chapter 7.5, Fig. 7.5)
with lowest pulse intensities (blue curve). The direct comparison of both graphs
shows two main points. The SCEs seems to be successfully suppressed in both of
them because the low binding energy edges are comparably sharp (≈ 500 meV).
Though, the CDW–splitting of the Ta 4f levels in our time–resolved experiment is
significantly smaller. This is an indication of an insufficient cooling of the sample
and, thus, lower CDW amplitude.
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Figure 8.1: Comparison of Ta 4f spectra measured at two different beamtimes, the basic
core level spectrum after final attenuation for the time–resolved PES experiments (red
curve), and the result from the intensity dependent experiments (from chapter 7.5 Fig.
7.5) with lowest pulse intensities (blue curve). In both spectra the SCE’s are successfully
suppressed. Though, the CDW–splitting of the red curve is significantly smaller.
• The second preparatory step for time–resolved PES experiments lies in the adjustment
of the spatial as well as temporal overlap of the FEL and IR laser pulses
at the sample position. For this, the collinear laser injection and the timing tool as
described in chapters 5.2.1 and 5.2.2 were used.
Fig. 8.2 depicts the result of the reflectivity measurement of the GaAs crystal attached
to the timing tool. Here, negative delay means, that the IR probe laser pulse arrived
before the FEL pump pulse. The offset of ≈ 0.13 % was mainly due to photo diodes
with different rising times and can be neglected. The change in the reflectivity of
the GaAs crystal was in the 0.1 % regime, other than in [96], where the reflectivity
changes were in the 1 % regime. Furthermore, no drop but an increase in reflectivity
was measured contrary to the expectations of [96]. This could be explained by the
significantly different photon energy of 174.4 eV against 39.5 eV in [96] used in this
setup and, thus, different excitation dynamics. The temporal overlap between IR
and FEL laser pulse was defined as the maximum of the second derivation of the
Sigmoid function fitted to the data in Fig. 8.2. With the timing tool, the temporal
overlap between pump and probe pulses could be determined with an accuracy of
approximately 1 ps (see grey box in Fig. 8.2).
• After attenuation of the FEL intensity and identification of the temporal and spatial
overlap, the pump–probe experiment of probing the Ta 4f core level as a
function of delay between pump and probe pulse was performed. For this the delay
was varied in the interval from -10 ps to 20 ps around the temporal overlap in steps
of 200 fs.
• The relevant data, consisting of PE spectra, laser intensities and delay as well
machine parameters were stored with the related timestamp via DOOCS. The data
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Figure 8.2: Determination of the temporal overlap between pump and probe pulses (from
[114]): The graph shows the relative change of the reflectivity of the GaAs crystal as a
function of the delay between IR laser and FEL pulses. The black curve depicts a fit with
a Sigmoid function to reflectivity data points. The temporal overlap was defined as the
maximum of the second derivation of the Sigmoid function. The temporal accuracy of
≈ 1 ps is indicated by the bar around zero delay.
analysis was performed afterwards. For this, a special software was programmed for
sorting the data with respect to the FEL pulse intensity (corresponding with events
on the CCD image), IR pump laser intensity, and delay measured by the streak
camera.
8.3 Results of time–resolved PES of Ta 4f core levels of 1T–TaS2
The time–resolved PES of the Ta 4f core levels was performed in the interval of -10 ps
and 20 ps around the temporal overlap in steps of 200 fs. Negative delays indicate that
the FEL pulse arrived before the exciting IR laser pulse at the sample surface. The results
are summarized in Fig. 8.3. The gray–scale image in Fig. 8.3(a) shows the measured PE
intensities as a function of binding energy E-EF and the temporal delay in steps of 500 fs.
Due to insufficient statistics in the single delay channels, further binning was necessary.
Thus, each spectrum is averaged over a 5 ps interval, drastically reducing the temporal
resolution.
No change in the CDW–splitting of the Ta 4f as a function of the delay was found. This
can be mainly explained by the intrinsically low splitting due to insufficient cooling of
the sample via the cryostat. However, in order to find a possible shift of the spectrum
due to the excitation of the electronic system and the proposed phase transition from the
Mott insulating into the intermediate metallic state, a Sigmoid function was fit to the low
energy edge of the Ta 4f core levels (blue box in Fig. 8.3(a)). Its position is plotted as
a function of the delay together with the standard deviation in Fig. 8.3(b). In total, a





































































Figure 8.3: Results of the first time–resolved PES experiment of Ta 4f core levels on
TaS2 as a function of delay between IR excitation pulse (hν=1.5 eV, 150 fs pulse duration,
14 µJ pulse energy) and FEL probe pulse (hν=174.4 eV, 1.2 ps pulse duration). Negative
delays mean that the FEL pulse arrived before the IR laser pulse. (a) Gray–scale image
of the Ta 4f core levels as a function of delay. The blue box indicates the low energy
edge of the Ta 4f core levels. Its position is plotted as a function of delay in (b) (fitted
with a sigmoid function). (c) Average number of events on the CCD detector per photon
pulse train contributing to the PE spectra in (a). In order to get better statistics, the time
channels were binned up to 5 ps.
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maximum variation of the edge position was found to be ≈ 20 meV. At negative delays,
the edge position kept almost constant, while at the position of overlapping pump and
probe pulse a change of the edge position of about 20 meV towards higher binding energies
was observed. In the regime, where the IR pump pulse arrived before the FEL pulse, the
coherent phonons observed in [55, 56] was not resolved due to the insufficient temporal
resolution. However, a relaxation of the edge position towards the original position was
found.
Now, the question is whether this observed effect (the edge shift towards higher binding
energies and subsequent relaxation towards initial energetic position in Fig. 8.3(b)) is
directly connected with the excitation of the TaS2 surface, or whether it has a different
reason. The graph in Fig. 8.3(c) shows the average number of events on the CCD image
per pulse train as a function of the delay between the FEL and IR pulse. This is a rough
estimate for the average pulse intensities of the FEL. With such an intensity–fluctuating
photon source as the FEL, it can not be excluded that the observed shift is caused by
SCEs. And indeed, the curve in Fig. 8.3 (c) shows a similar - though not identical - trend
like the edge position of the Ta 4f peak in Fig. 8.3 (b). Thus the observed, apparently
time–dependent SCE–induced spectral shift seems to interfere with the possibly existent
physical effects.
However, the same time–resolved core level PES experiment was carried out by our group
using the same experimental setup during a later beamtime [4]. With the experience from
the presented first beamtime, improvements were done in terms of temporal resolution
(≈ 700 fs) and attenuation of the FEL intensities (no more SCEs due to FEL). This
time, a drop in the CDW–splitting of the Ta 4f could be observed from an original value
of 0.62 eV to 0.47 eV and a recovery to a quasi–equilibrium value (dependent on the
excitation energy of the pump laser) with a time constant of ≈ 900 fs.
Again, the optical pump laser was used with a photon energy of 1.55 eV. Two different
excitation fluences were used: F1 = 1.8 mJ/cm
2 and F2 = 2.5 mJ/cm
2 corresponding
to absorbed energy density of approximately 120 meV per Ta atom and 165 meV per
Ta atom, respectively. Both energies are larger than the required energy to heat the the
sample above the CCDW–NCCDW temperature of ≈ 110 meV. Figure 8.4 summarizes the
results of this beamtime. In Fig. 8.4(a) the measured time–resolved ta 4f photoemission
spectra are shown in the false–color immage. The experimental temporal resolution was
determined to be ≈ 700 fs via analyzing the photoemission intensity in the regime were
side bands of the c peak of the Ta 4f 1/2 were expected, generated by the absorption of
optical laser photons during the ionization process. In Figure 8.4(c) the behavior of the
CDW splitting ∆CDW of the Ta 4f core levels is plotted as a function of pump–probe
delay. This time, a strong influence of the optical pump laser on ∆CDW is found: As
expected, ∆CDW decreases on a subpicosecond time scale, followed by a partial recovery
with a time constant of ≈ 900 fs and relaxation into a quasiequilibrium state with time
scale of more than 10 ps. Fig. 8.4(d) shows the development of the electron temperature
during the excitation process calculated by a two temperature model [4]. The electron
temperature strongly exceeded the equilibrium CCDW–NCDW transition temperature
on a subpicosecond time scale leading the nearly immediate drop in ∆CDW , followed by
a drop to the transition temperature due to electron–phonon coupling and the energy
transfer to the lattice. This anticorralation between the electron temperature and ∆CDW
indicates that the charge–order parameter in the CDW system 1T–TaS2 is mainly bound
on the electron temperature.
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To conclude, in this experiment the direct measurement of charge–order dynamics in a
complex material with femtosecond resolution and atomic–site sensitivity was realized for
the first time. This encourages to further improve the available setup in order to get novel
insights into the noneqilibrium behavior of strongly correlated materials or even into the
dynamics of chemical reactions on solid surfaces.
8.4 Conclusion and outlook
Our first experiments with this new setup for time–resolved PES showed its general
functionality. Furthermore, with the presented setup, in [4] the direct measurement of
charge–order dynamics in the complex material 1T–TaS2 with femtosecond resolution
and atomic–site sensitivity was realized for the first time. Even though the temporal
resolution was not high enough to resolve the coherent phonons described in the litera-
ture [55, 56, 70, 71], this encourages to further improve the available setup in order to get
novel insights into the noneqilibrium behavior of strongly correlated materials.
However, a few challenges have to be met and some problems have to be solved before
time–resolved PES at FLASH will be competitive to experiments with fs–laser sources,
especially in terms of temporal resolution as well as constant pulse intensities.
A nominal temporal resolution of 1.6 ps due to pulse elongation within the monochromator,
temporal jitter of the FEL, and temporal resolution of the streak camera is far too bad in
order to resolve the proposed dynamics of the Ta 4f core levels. This temporal resolution
was further decreased by binning of time channels to a total length of 5 ps due to
insufficient statistics within the original 200 fs delay intervals. In future experiments, the
nominal temporal resolution can be significantly increased by using the EOS instead of
the streak camera for determining the delay between pump and probe with a temporal
resolution of ≈ 100 fs. Together with the usage of the 200 lines/mm–grating of the PG2
beamline (resulting in a reduced pulse elongation at the expense of energy resolution) a
total nominal temporal resolution of better than 300 fs is likely to be achieved.
The pulse–to–pulse intensity fluctuations at FLASH may play a role in the observed
energetic shift of the edge position in Fig. 8.3(b). The histogram in Fig. 8.5 makes this
even more obvious. Here, for each time channel the relative amount of different pulse train
intensities (represented by the number of events in the CCD image) is shown (gray–scale
image), as well as the associated average pulse train intensities (red crosses). Additionally,
as described in section 7.5, every CCD image in the multi pulse mode contains of mixture
of PE spectra generated by single photon pulses with varying pulse intensities.
There are two possible methods to overcome this problem with pulse fluctuations:
On the one hand, ”seeding” of the FEL (see section 4.1) with a fundamental wavelength
will deliver maximum amplification of only this mode. Therefore, photon energy fluctua-
tions in front of the monochromator are excluded as well as the resulting pulse intensity
fluctuations. This technique is planned at FLASH for wavelengths from 13 – 30 nm. Hence,
this will not be the method of choice for our time–resolved core level PES experiments
because of the restricted photon energy.
On the other hand, modern time–of–flight (ToF) photoelectron spectrometers are able to
resolve the PE signals of each single pulse within one pulse train. This ToF spectrometer
consists of a flight tube with integrated electron optics imaging the photoelectrons on a
two–dimensional delay–line detector in the exit plane. The temporal resolution of this






Figure 8.4: Charge–order dynamics in 1T–TaS2 (from Ref. [4]): (a) False–color image
illustrates the measured time–resolved Ta 4f photoemission spectra of 1T–TaS2 as a func-
tion of the dely between optical pump (hν =1.55 eV, F = 1.8 mJ/cm2) and FEL probe
(hν =156 eV) pulse. Within the dashed box first–order sideband intensity of the c peak of
the Ta 4f 7/2 level (see Fig. 3.4(c)) is measured. (b) Integrated photoemission intensity over
the energy interval marked in (a). The red curve shows the cross correlation between pump
and probe pulse generated by the laser–assisted photoelectric effect. These data are fit by a
Gaussian in order to determine the temporal resolution of the experiment. (c) The induced
change of the CDW splitting ∆CDW of the Ta 4f core levels as a function of pump–probe
delay obtained by line shape fitting. The black curve represents an exponential fit to the
red curve starting at zero delay convoluted with a Gaussian due to the effective tempo-
ral resolution. (d) Electron temperature calculated from a two–temperature model as a
function of temporal delay (solid curve). The dashed curve depicts the convolution with
the Gaussian determined by the temporal resolution in (b). The dotted line indicates the
transition temperature between CCDW and NCCDW phase.














Number of events per CCD image
Figure 8.5: Gray–scale image of the relative amount of different pulse train intensities
(represented by the number of events in the CCD image), as well as the associated average
pulse train intensities (red crosses) as a function of the delay between pump and probe
laser. The intensity fluctuations of the FEL are clearly visible.
system is good enough to separate the electron signals from every single pulse. With this
system, the intensity fluctuations of the FEL are not suppressed, but together with an
accurate photon pulse intensity measurement of every single pulse (see subsection 5.1.2 and
5.1.3) a more efficient sorting of the PE data will be possible and the PE spectra for every
delay channel in our time–resolved PES experiments will be comparable. Furthermore, ToF
photoelectron spectrometers are able to measure the electron emission angle in parallel,
making this spectrometer type an ideal instrument for time–resolved ARPES at FLASH.
Our group intensively follows this possibility and will integrate a ToF spectrometer in the
experimental setup for future PE measurements at FLASH.
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The free–electron laser (FEL) in Hamburg (FLASH) [10–12] with its outstanding charac-
teristics in terms of photon pulse intensities (up to 100 µJ/pulse), reachable photon energy
range (30 eV to 1500 eV), transverse coherence as well as pulse durations (some ten fem-
toseconds) is a very interesting light source to perform photoelectron spectroscopy (PES)
experiments with. However, before this photon source could be used for different PES
experiments, i.e. angle–resolved (ARPES), core–level (XPS) and time–resolved (TRPES)
photoelectron spectroscopy, the FEL parameters considerably differing from other photon
sources have to be controlled via a new experimental setup. In this thesis, different exper-
imental setups were built up in order to realize ARPES, XPS and TRPES experiments at
the plane grating monochromator beamline PG2 at the FEL in Hamburg (FLASH) and the
”proof of principle” of these experiments at FLASH is presented. Existing as well as newly
developed systems for online monitoring of FEL pulse intensities and generating spatial
and temporal overlap of FEL and optical laser pulses for time–resolved experiments are
successfully integrated into the experimental setups for PES. The main parts of this thesis
were the following:
• The existing MCP detector for online intensity monitoring is originally calibrated for
photon energies of 38.5 eV. A conversion relation in order to calculate the number of
photons per pulse for the photon energy range from 38.5 to 120 eV is determined in
this thesis. So, this monitoring system can be used for a wider energy range, though,
the relative error exceeds 50 % even at the calibrated photon energy of 38.5 eV mainly
due to the inaccuracy in the beamline transmission of PG2.
• For the investigation and particularly the understanding of space–charge effects
(SCEs) in PES, the knowledge of exact photon pulse intensity is essential. There-
fore, an own intensity monitoring system was developed, built and tested during this
thesis, the I–tube. With this a more precise intensity calibration for the currently
used photon energy directly before performing the experiment is possible in future
experiments, no inaccurate conversion relation is needed, and it is applicable for a
wider photon energy range.
• A system for collinear injection of an optical and pulsed laser into the FEL beam was
developed and built up for time–resolved experiments. Together with the ”timing
tool” developed by the research group of Wurth et al., this setup was successfully
operated in time–resolved experiments at FLASH.
In order to understand SCEs in PES and, therefore, being able to handle those effects in
future experiments with highly intense and pulsed photon sources, the origin of energetic
broadenings and shifts in photoelectron spectra are studied by means of a molecular dy-
namic N–body simulation using a modified Treecode Algorithm [26] for sufficiently fast and
accurate calculations:
• The variation of various PES relevant parameters such as the number of emitted
electrons, photon pulse duration, spotsize, kinetic energy distribution, etc. showed
that the magnitude of SCEs is mainly dependent on the electron density in phase
space. Here, the most influencing parameter is the linear electron density, defined as
the ratio between the electron number and the spot diameter. Less influencing are the
pulse duration – as long as shorter than 100 ps – and the kinetic energy distribution.
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• The parameters of three chosen PES experiments from the literature using completely
different photon sources (modern synchrotron radiation source, ultra fast higher har-
monic laser source and FEL) and studying space–charge induced energetic broad-
enings and shifts of pronounced features in the PE spectra as a function of emitted
electrons were taken for simulations with the modified Treecode Algorithm. The simu-
lation results reproduced the experimental results fairly well. Appearing discrepancies
could be attributed to uncertainties in the underlying experimental parameters.
• In a more general analysis, the focus was laid on simulating the influence of the linear
electron density on spectral features in typical core–level as well as valence band
spectroscopy experiments. The results are compared with two analytical models from
the literature. The model of Long et al. proposing a linear dependence of spectral
broadening effects as a function of the electron number proved to be accurate, while
the mean–field model of Siwick et al. resulting in a square root dependency from the
linear electron density could only match the simulations for low kinetic energies below
1 eV.
• Finally, some rules of thumb for XPS and ARPES measurements are deduced from
the simulations:
1. For XPS experiments and a desired energy resolution of better than 50 meV,
the linear electron density generated at the sample surfaces may not exceed
10000 electrons/mm.
2. To achieve a better energy resolution of 5 meV in ARPES experiments, the limit
of linear electron density lies at approximately 3000 electrons/mm.
3. The space charge induced momentum broadening is less critical and can be com-
pensated by using higher photon energies due to a
√
Ekin–dependency. How-
ever, to achieve a momentum resolution of better than 0.01 A˚−1, less than
10000 electrons/
√
Ekin have to be emitted.
Experimentally, SCEs are investigated by means of ARPES as well as XPS measurements
as a function of FEL pulse intensities and the question of radiation damages to the solid
surface is answered in this thesis:
• Exposed to highly intense photon pulses (zero order FEL radiation with up to 10 µJ
pulse energy) and using pulse trains containing 20 single pulses separated by 1 µs, the
surface of the transition metal dichalcogenide 1T–TiTe2 showed triangular structures
oriented with regard to the crystal structure. For the generation of these triangular
structures, two possible mechanisms are discussed. On the one hand, field–assisted
evaporation supported by successive heating of the surface during the pulse trains,
and on the other hand, superheating by single, very intense photon pulses followed
by transient melting and recrystallization are candidates for this mechanism. How-
ever, monochromatized and strongly attenuated FEL intensities, anyway necessary
for a good energy resolution and to significantly suppress SCEs, result in unmodified
surfaces.
• Intensity dependent ARPES measurements with ultra short (∆ ≈ 100 fs) photon
pulses were performed and showed that ARPES at FLASH is in principle feasible
9 Conclusions and perspectives 115
below the SCE limit. With increasing photoelectron densities, increasing energetic
shifts and broadenings in the range of several eV have been observed. For performing
ARPES near or even above the SCE limit a better description and understanding of
those effects is essential.
• The XPS measurements on the Ta4f core levels of 1T–TaS2 in the CDW–insulating
phase were performed as a function of photon pulse intensity with pulse trains con-
taining 20 single pulses. Pulse–to–pulse intensity fluctuations were dominant – even
within each pulse train – and the resulting spectra sorted with respect to average pulse
energies consisted of a mixture of single spectra with different intensities. Though, a
specially developed fit routine could reproduce those mixed spectra quite accurately
out of SCE simulations with the newly developed simulation algorithm. This excellent
description of the experimental results may lead to the possibility of performing PES
even beyond the SCE limit and, therefore, identifying occurring high–field effects in
PES experiments using highly intense radiation sources in the near future.
• The space–charge induced energy broadening and shift of the initial spectrum showed
a linear behavior as a function of the electron number NC : ∆Ebroad = (9.81 ± 0.11)
µeV · NC , ∆Eshift = (12.57 ± 0.02) µeV · NC .
In this thesis, the results of first time–resolved XPS measurements on the Ta4f core levels
of 1T–TaS2 in the CDW–insulating phase using a – in comparison with HHG sources –
high photon energy of ≈ 175 eV are presented:
• The first test of the experimental setup for time–resolved XPS showed its general
functionality. Though, the temporal resolution of 1.6 ps was not competitive with
HHG sources.
• A time–dependent evolution of the low binding energy edge of the Ta4f core levels was
observed. This effect could almost certainly be attributed to varying FEL intensities
and, therefore, induced SCEs interfere with possibly existing physical effects.
However, with the same setup, our research group repeated the experiment with signifi-
cantly better temporal resolution and could directly measure the charge order dynamics
in the complex material 1T–TaS2 with a temporal resolution of 700 fs and atomic–site
sensitivity for the first time [4].
To conclude, the results of this thesis strongly encourage to further improve the
possibility to perform PES experiments at FLASH. Further improvements of the FEL with
regard to stable photon pulse intensities as well as an increase in the number of pulses per
second will help to establish ARPES and XPS experiments and, particularly, time–resolved
PES experiment below the SCE limit. The integration of modern time–of–flight analyzers
will further increases the temporal resolution due to the detection of every single pulse
and accurate determination of the delay between optical pump and FEL probe pulse via
the electro–optical sampling system with a temporal resolution of 100 fs.
The occurring SCEs effects are well described by the developed SCE simulation algorithm.
Therefore, PES experiments even beyond the SCE limit will be possible in order to detect
and study possibly occurring high–field effects in the measured spectra. For this, the
experimental parameters have to be known as accurate as possible. This can be achieved
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by performing reference measurements at conventional synchrotron radiation sources,
predicting SCE in the spectra using FEL parameters and the newly developed simulation
algorithm and compare the measured SC influenced spectra with the simulated ones.
Finally, the highly intense and coherent FEL radiation can be used for focusing the
radiation via diffraction optics such as reflective photon sieve [20, 21] or Fresnel zone
plates [19] to a nanometer scale in order to combine good spatial (10 nm), momentum
(0.01 A˚−1), energy (1 meV) and temporal (100 fs) resolution in one experiment.
With the usage of FEL radiation – and later with the X–ray FEL in Hamburg delivering
photon pulses with wavelengths down to 0.1 nm – ultra–fast (some ten fs) dynamical
processes on the atomic length scale will be able to be investigated element specifically.
These are for example dynamics of chemical reactions on surfaces such as cathalytical
processes, charge order dynamics in correlated materials, spin dynamics in magnetic
materials or systems interesting for spin–electronics, and a lot more.
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CFS constant f inal state spectroscopy
CIS constant initial state spectroscopy
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DOOCS distributed object control system




FLASH free–electron laser in Hamburg
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GMD gas–monitor detector
ICCDW incommensurate charge–density wave
IR infrared
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LEED low energy electron diffraction
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