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Abstract
Controlling small size trapping sets and short cycles can result in LDPC codes with large minimum
distance dmin. We prove that short cycles with a chord are the root of several trapping sets and
eliminating these cycles increases dmin. We show that the lower bounds on dmin of an LDPC code
with chordless short cycles, girths 6 (and 8), and column weights γ (and 3), respectively, are 2γ (and
10), which is a significant improvement compared to the existing bounds γ + 1 (and 6). Necessary
and sufficient conditions for exponent matrices of protograph-based LDPC codes with chordless short
cycles are proposed for any type of protographs, single-edge and multiple-edge, regular and irregular.
The application of our method to girth-6 QC-LDPC codes shows that the removal of those cycles
improves previous results in the literature.
Index Terms
LDPC codes, girth, Tanner graph, elementary trapping set, chordless cycles, compact code.
I. INTRODUCTION
AProtograph (Ptg) is a small size bipartite graph whose adjacency matrix is taken as abase matrix of protograph-based LDPC codes. These codes which are associated with a
base matrix and an exponent matrix have attracted attention. It is known that the length of the
shortest cycles of the Tanner graph (TG), girth, influences code performance. Graphical structures
including detrimental trapping sets (TS) are known to be key factors of error floor behavior of
LDPC codes. An (a, b) TS is a set of a variable-nodes, v-nodes, in the TG which induce a
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2subgraph of the TG with b check-nodes, c-nodes, of odd degrees and an arbitrary number of
even degree c-nodes. An (a, b) TS is elementary (ETS) if all c-nodes are of degree 1 or 2.
Removing TSs up to a certain size which are subgraphs of (a, 0) TSs, yields a code with
improved minimum distance dmin. In [1], it is shown that controlling specific cycles contributes
to the removal of harmful trapping sets. In [2] is given, using an edge-coloring technique, a
sufficient condition for an exponent matrix to give a (3, n)-regular algebraic-based QC-LDPC
code with girth g = 6, column weight γ = 3, row weight n and free of (a, b) ETSs, 4 ≤ a ≤ 5
and b ≤ 2. Most methods in the literature to remove harmful TSs are applied to fully-connected
regular Ptgs; there are not many results regarding irregular and multiple-edge Ptgs. Moreover,
they focus on removing a specific TS whereas, numerical results in [3] show that for g = 6 and
γ = 3 the removal of ETSs of large size yields a minimum lifting degree which is larger than
the minimum lifting degree of a girth-8 code with the same degree distribution.
In this paper, we show that short cycles with a chord, cycle-wc, are the root of several
trapping sets and eliminating these cycles increases dmin. We provide a new method to control
short cycles-wc which is applicable to any exponent matrix, does not cause a lifting degree
larger than the minimum lifting degree of an LDPC code with the same degree distribution but a
higher girth, and improves the lower bound on dmin. We prove that our approach can be applied to
single-edge (SE) and multiple-edge (ME) Ptgs, and it is not limited to regular codes. We provide
numerical and analytical results to show the applicability of our method to irregular codes such
as Raptor-Like codes [4] and LDPC codes from Sidon sequences [5]. Our main contributions
are as follows: (1) For g = 6 and minimum column weight γ we show that avoiding 8-cycles-wc
results in an LDPC code in which the lower bounds on the size of smallest (a, b) ETSs, b < a,
are equal to the minimum sizes of ETSs in a girth-8 LDPC code, and the lower bound on dmin
is increased from γ + 1 to 2γ. (2) For g = 8, γ = 3 we prove that avoiding 12-cycles-wc yields
an LDPC code with dmin ≥ 10 and the lower bound on the size of the smallest (a, b) ETSs,
b < a, is equal to the lower bound on the size of ETSs of a girth-10 LDPC code. (3) We obtain
a necessary and sufficient condition to construct girth-6 LDPC codes free of 8-cycles-wc.
We give the structure of the paper. Section II presents some basic definitions. Section III
investigates cycle-wc of short lengths. Section IV presents a necessary and sufficient condition
to remove 8-cycles-wc for both SE and ME Ptg-based LDPC codes along with their numerical
results. In Section V, we summarize our results.
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3II. PRELIMINARIES
A QC-LDPC code with a lifting degree N can be associated to an exponent matrix B = [ ~Bij]
and a base matrix W = [Wij] of the same size c×d, where for 0 ≤ i ≤ c−1 and 0 ≤ j ≤ d−1,
| ~Bij| = Wij , ~Bij = (b1ij, b2ij, . . . , blij), brij ∈ {0, 1, . . . , N − 1} and brij 6= br′ij for 1 ≤ r < r′ ≤
l, l ∈ N. If Wij = 0, then Bij = (∞). If Ptg is SE, then all elements of W are 0,1. If Ptg is ME,
then W contains entries bigger than 1. Substituting vectors of B by Hij = Ib
1
ij +Ib
2
ij + · · ·+Iblij ,
where Ib
r
ij is a circulant permutation matrix (CPM) of dimension N × N , and ∞ elements by
a zero matrix of size N ×N yields a parity-check matrix whose null space gives a QC-LDPC
code. The top row of Ib
r
ij contains 1 in the brij-th position and other entries of that row are
zero. The s-th row of CPM is formed by s right cyclic shifts of the first row. A necessary and
sufficient condition for the existence of 2k-cycles in the TG of QC-LDPC codes provided in [6]
is
k−1∑
i=0
(
b
ri
mini − b
r′i
mini+1
)
≡ 0 (mod N), (1)
where brimini is the ri-th entry of ~Bmini , ~Bmini is the (mini)-th entry of B, nk = n0, ri 6= r′i if
ni = ni+1, and r′i 6= ri+1 if mi = mi+1.
Definition 1: For a bipartite graph G corresponding to an ETS, a variable node (VN) graph is
constructed by removing all degree-1 c-nodes, defining v-nodes of G as its vertices and degree-2
c-nodes connecting the v-nodes in G becoming edges.
Definition 2: A cycle is a chordless cycle, denoted by cl-cycle, if outside the cycle there is
no connection between two v-nodes of it, or between a v-node and a c-node of that cycle.
Otherwise, it is defined as a cycle with a chord which is denoted by cycle-wc.
III. CHORDLESS SHORT CYCLES
In this section, we consider cycles in terms of their chords. We prove that in a girth-6 LDPC
code all 6-cycles, and in a girth-8 LDPC code all 8-cycles and 10-cycles, are free of a chord.
We show that without increasing girth we can improve significant features of a code such as
dmin and TSs which influence the performance of a code in the error floor region.
Theorem 1: In a girth-6 TG, 6-cycles are chordless; an 8-cycle has a chord if only if two
v-nodes of the cycle are connected to only a common c-node outside the cycle. In a girth-8 TG,
8-cycles and 10-cycles are chordless; 12-cycles have a chord if only if two v-nodes of the cycle
are connected to a common c-node outside the cycle.
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4Proof : We consider only the 8-cycle in a girth-6 TG case; the other proofs are similar. Suppose
v1c1v2c2v3c3v4c4v1 is an 8-cycle, C. The existence of one of the edges v1c3, v1c2, v2c3, v2c4,
v3c1, v3c4, v4c1 or v4c2 outside C causes a 4-cycle. Hence, connecting a c-node and v-node
outside C is impossible and chords in an 8-cycle occur when two v-nodes are connected to a
common c-node outside the cycle. Now, if those v-nodes have also a common connection in
the cycle, then a 4-cycle is obtained. Thus, the existence of a c-node between v1, v3 or between
v2, v4 is necessary and sufficient to have an 8-cycle-wc. 
Theorem 2: Let a 4-cycle free TG with column weight γ be given. Then, in an (a, b) ETS
with cl-8-cycles
• the number of edges of a VN graph is |E| ≤ a3
4a−3 ;
• the parameters a, b, γ satisfy the inequality b ≥ aγ − 2a3
4a−3 , and if b < a, then a ≥ 2γ − 2.
Proof : Let Kn be the complete graph on n vertices. A K4-free graph on n vertices has at most
n2
3
edges [7]. The VN graph of a cl-8-cycle (a, b) ETS is K4-free, so its maximum number of
edges is a
2
3
. Moreover, a triangle-free graph on n vertices has at most n
2
4
edges [7]. If we include
the number of edges of all K3-free VN graphs of (a, b) ETSs in a set R and put the number of
edges of all VN graphs of ETSs free of 8-cycles-wc in a set Y , then R ⊂ Y . Thus, the maximum
integer in Y is bigger than or equal to the maximum integer in R, which is a
2
4
. Hence, for a VN
graph of an (a, b) ETS free of 8-cycles-wc and with maximum edges |E|, we have |E| ≥ a2
4
.
Thus, the VN graph of a cl-8-cycle (a, b) ETS with the maximum number of edges satisfies
a2
4
≤ |E| ≤ a2
3
in which the number of triangles is at least a
9
(4|E| − a2); see [7]. Since the
VN graph is free of the graphs in Fig. 1 (a) and (b), no two triangles in the VN graph have an
edge in common. Thus, the maximum number of triangles is |E|
3
. Hence, |E|
3
≥ a
9
(4|E| − a2)
that yields |E| ≤ a3
4a−3 .
In an LDPC code with column weight γ, an (a, b) ETS whose VN graph contains |E| edges
satisfies the equality b = aγ − 2|E| and since the TG is 4-cycle free, a ≥ γ + 1 ; see [8]. Since
all 8-cycles in the ETS are chordless, |E| ≤ a3
4a−3 . Hence, b ≥ aγ − 2a
3
4a−3 . Now, if b < a, then
we have 1 > b
a
> γ − 2a2
4a−3 implying 4a− 4aγ + 2a2 > 3− 3γ. A case analysis shows that the
last inequality does not hold for γ ≥ 3 and γ + 1 ≤ a ≤ 2γ − 3. For γ = 1, 2, we have a ≥ 1
and a ≥ 3, respectively. Hence, for each γ we have a ≥ 2γ − 2. 
Example 1: Let γ = 3. For different bs, we find the smallest size of an ETS containing
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5Fig. 1. Figures (a), (b) are the VN graphs of (4, 0) and (4, 2) ETSs (also VN graphs of an 8-cycle-wc). Figures (c), (d) and
(e) are the VN graphs of (6, 0), (7, 1), (5, 3) ETSs with γ = 3. Figures (f) and (g) are the VN graphs of (8, 4) and (9, 0) ETSs
with g = 6, γ = 4.
at least one 6-cycle and free of an 8-cycle-wc. Suppose b = 0, then the smallest a satisfying
b ≥ aγ − 2a3
4a−3 is a = 6 whose VN graph with maximum number of edges is in Fig. 1 (c).
Although for b ≥ 1 the smallest a satisfying 1 ≥ 3a− 2a3
4a−3 is a = 5, the minimum a obtained
for b = 1, 2 is 7, 6, respectively. The VN graph with maximum number of edges of (7, 1) ETS
with g = 6 and free of an 8-cycle-wc is in Fig. 1 (d). Removing an edge from Fig. 1 (c) results
in a VN graph of a (6, 2) ETS. Fig. 1 (e) is the VN graph of a (5, 3) ETS.
According to Theorem 1, in a girth-8 TG all 8-cycles are chordless. Hence, if for specific λs
and bs the smallest a for a 6-cycle free ETS is less than the one of an ETS containing 6-cycles
but free of an 8-cycle-wc, then we consider the former as the smallest a in a TG with cl-8-cycles.
Example 2: Let γ = 4. If b = 0, then in a girth-8 LDPC code we have a ≥ 8; see [8]. Now,
we prove that if an ETS with cl-8-cycles contains a 6-cycle, then the smallest size is more than
8. Since b = 0, all v-nodes of the VN graph have degree 4. Suppose v0 is a v-node connected
to four c-nodes c1, c2, c3, c4. Since all c-nodes have degree 2, each c-node is connected to other
v-node. Let vi be connected to ci. Without loss of generality, suppose v0, v1, v2 are the v-nodes
of a 6-cycle. If a c-node connects v1 or v2 to one of the v-nodes v3, v4, then an 8-cycle-wc is
obtained which is impossible. Thus, there must be v-nodes v5 and v6 for two different c-nodes
connected to v1. If there is a c-node between v2 and v5 or between v2 and v6, then we have an
8-cycle-wc with v-nodes v0, v1, v5, v2 or v0, v1, v6, v2, respectively. Therefore, there is no c-node
between v2 and any of the v-nodes v3, v4, v5, v6. Hence, there must be two v-nodes v7, v8 for
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6two different c-nodes connected to v2. This process guarantees the non-existence of an (8, 0)
ETS containing 6-cycles and cl-8-cycles.
In general, in an LDPC code with g = 6, γ = 4 all (a, b) ETSs, 5 ≤ a ≤ 8, b ≤ 2, and
(6, 4), (7, 4) ETSs which contain 6-cycles have at least one 8-cycle-wc. Fig. 1 (f) and (g) show
that there are (8, 4) and (9, 0) ETSs including 6-cycles and cl-8-cycles. Since an LDPC code
with g = 8, γ = 4 is free of all (a, b) ETSs, 5 ≤ a < 8, b ≤ 2, and (6, 4) ETSs but contains
(8, 0), (8, 2), (7, 4) ETSs, the minimum size of an ETS with cl-8-cycles for b = 0, 2, 4 is a =
8, 8, 7, respectively. Similar to Examples 1, 2 we use Theorem 2 to present the lower bound on
the size of an ETS in Table I for an LDPC code with 3 ≤ γ ≤ 6. The results of Theorem 1 can
be also extended to irregular LDPC codes.
Theorem 3: Let an irregular LDPC code with column weights {d1, . . . , d`} and free of 8-
cycles-wc be given where the minimum v-node degree is d1 = γ. The lower bound on the
smallest size of an (a, b) ETS, b < a, is 2γ − 2.
Proof : We consider an (a, b) ETS, b < a, free of 8-cycles-wc and remove di − γ degree-1
c-nodes from i-th v-node with di > γ. The resulting structure is an (a, b′) ETS with b′ < b < a
which belongs to an LDPC code with column weight γ and free of 8-cycles-wc. According to
Theorem 2, for the (a, b′) ETS with b′ < a we have a ≥ 2γ − 2. 
TABLE I
THE LOWER BOUNDS OBTAINED ON THE SIZE OF (a, b) ETSS OF VARIABLE-REGULAR LDPC CODES WITH 3 ≤ γ ≤ 6,
g = 6 AND CL-8-CYCLES.
γ = 3 3 3 3 4 4 4 4 4 5 5 5 5 5 5 6 6 6 6 6 6 6
b = 0 1 2 3 0 1 2 3 4 0 1 2 3 4 5 0 1 2 3 4 5 6
a ≥ 6 7 6 5 8− 8− 7 10 11 10 11 10 9 12− 12− 12− 11
Theorem 4: For an LDPC code with column weight γ ≥ 3, free of 4-cycles and 8-cycles-wc
we have dmin ≥ 2γ.
Proof : It is known that a code C has minimum distance dmin if and only if the TG contains
no (a, 0) TS for a < dmin and there exists at least one (dmin, 0) TS. Since the TG is free of
an 8-cycle-wc, according to Theorem 2, a ≥ 2γ − 2, b ≥ aγ − 2a3
4a−3 which does not hold for
b = 0, γ ≥ 3 if a = 2γ − 2 or a = 2γ − 1. Thus, that has a hanging 2γ − 1. Therefore, there is
no (a, 0) ETS for a < 2γ. Now, we prove the non-existence of (a, 0) non-elementary TSs for
a < 2γ. These TSs contain 2`-degree c-nodes, ` > 1. We consider a structure starting from a
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7Fig. 2. Figure (a) shows an 8-cycle-wc, (b) is an (8,0) non-elementary TS with γ = 3, (c) is a (10,0) non-elementary TS with
γ = 4.
c-node. Suppose TS contains a 4-degree c-node c in the starting level. Then, c is connected to 4
v-nodes v1, v2, v3, v4 in the second level. Since every v-node has degree γ, each v-node connected
to c is connected to γ− 1 other c-nodes. If two of these v-nodes such as v1, v2 are connected to
a common c-node c′, then a 4-cycle cv1c′v2c appears which is impossible. Therefore, there are
4(γ−1) distinct c-nodes in the third level. Similarly, if two c-nodes c1, c2 in the third level, which
are connected to a common v-node v of the second level, are connected to another v-node v′,
then a 4-cycle vc1v′c2v appears which is impossible. Hence, in the fourth level there are at least
γ− 1 distinct v-nodes. If a v-node v in the fourth level is connected to two c-nodes c′, c′′ in the
third level such that c′, c′′ are connected to two different v-nodes like v1, v2 of the second level
then TS has a 6-cycle vc′v1cv2c′′v. Thus, if the TG is free of 6-cycles, then we have 4(γ − 1)
v-nodes in the fourth level and the size of TS is more than or equal to 4(γ − 1) + 4 = 4γ. Let
the TS have a 6-cycle. As mentioned above, in the fourth level there are γ − 1 distinct v-nodes
for γ− 1 c-nodes connected to v1. If two of these v-nodes are connected to c-nodes in the third
level connected to v2, then we have an 8-cycle-wc, see Fig. 2 (a). Considering this restriction,
in Fig. 2 (b), (c) we show that the smallest sizes of a TS for γ = 3, 4 are 8 and 10, respectively.
For γ ≥ 5 we can use the TS in Fig. 2 (c) and add (γ−4) c-nodes to each v-node of the second
level. Considering the mentioned restriction, v-nodes in the fourth level cannot be connected to
a new c-node in the third level. Each of these new c-nodes must be connected to a new v-node
in the fourth level. Up to now, the smallest size of a TS is at least 10+4(γ− 4) = 4γ− 6 > 2γ
for γ ≥ 5. Thus, we need at least 2γ v-nodes to construct a TS containing a 4-degree c-node.
Hence, dmin is lower bounded by 2γ. 
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8It should be noticed that avoiding chords is not the only way to improve dmin. In fact, the
graphical results in [9] showed that array-based codes with γ = 3 contain 8-cycles-wc and
indicated that it is possible for LDPC codes with γ = 3 and 8-cycles-wc to have dmin = 6.
Lemma 1: The minimum sizes of an (a, b) ETS, b < a, in an LDPC code with g = 8, γ = 3
and cl-cycles of lengths up to 12 for b = 0, 1, 2, 3 are a = 10, 9, 8, 5, respectively.
Proof : The smallest sizes of an (a, b) ETS with b < a in an LDPC code with g = 8, γ = 3 for
b = 0, 1, 2, 3 are a = 6, 5, 4, 3; see [8]. According to Theorem 1, if g = 8, then the shortest cycles-
wc are of length 12. Avoiding 12-cycles-wc causes the removal of all (6, 0), (6, 2), (7, 1), (8, 0)
ETSs. Consequently, if b < a the smallest ETSs for different bs are (10, 0), (9, 1), (8, 2), (5, 3)
ETSs. 
Theorem 5: The dmin of an LDPC code with g = 8, γ = 3 and cl-cycles of lengths up to 12
is lower bounded by 10.
Proof : According to Lemma 1, the minimum size of (a, 0) ETSs is 10. By the proof of Theorem
4, if g = 8, then for (a, 0) non-elementary TSs we have a ≥ 4γ and for γ = 3 we have a ≥ 12
. Thus, dmin ≥ 10. 
IV. NECESSARY AND SUFFICIENT CONDITION TO REMOVE 8-CYCLES WITH A CHORD
The VN graph of an 8-cycle-wc consists of two triangles which have one edge in common,
Fig. 1 (b). Each triangle in the VN graph corresponds to a 6-cycle in the TG. Thus, a necessary
and sufficient condition to remove an 8-cycle-wc is to avoid the occurrence of two 6-cycles with
one common c-node. The constraints to avoid these 6-cycles are given in Subsections IV-A and
IV-B. We propose this condition for the exponent matrix to provide an explicit technique to
avoid these 8-cycles-wc.
A. Submatrices of B of single-edge protographs
When checking 6-cycles by Equation (1), if two equations with zero in their right-hand side
(equivalent to two 6-cycles) have one equal term like brimini − br
′
i
mini+1 , then these 6-cycles cause
an 8-cycle-wc in the TG. To avoid the occurrence of two 6-cycles with one common c-node
regarding SE-Ptgs (where |Wij| ≤ 1 and Bij = (bij) for |Wij| = 1) all 3×3 and 3×4 submatrices
of B are checked.
First, we present all six equations regarding Equation (1) to check 6-cycles in a 3×3 submatrix
of B:
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91) (bi1j1 − bi1j2) + (bi2j2 − bi2j3) + (bi3j3 − bi3j1) = e1,
2) (bi1j1 − bi1j3) + (bi2j3 − bi2j2) + (bi3j2 − bi3j1) = e2,
3) (bi1j2 − bi1j3) + (bi2j3 − bi2j1) + (bi3j1 − bi3j2) = e3,
4) (bi1j3 − bi1j2) + (bi2j2 − bi2j1) + (bi3j1 − bi3j3) = e4,
5) (bi1j3 − bi1j1) + (bi2j1 − bi2j2) + (bi3j2 − bi3j3) = e5,
6) (bi1j2 − bi1j1) + (bi2j1 − bi2j3) + (bi3j3 − bi3j2) = e6.
Then, for each 3× 3 submatrix of B, we consider a 6-entry vector e = [e1, e2, . . . , e6].
Theorem 6: A necessary and sufficient condition to avoid an 8-cycle-wc in each 3 × 3
submatrix of B is that its equivalent 6-entry vector e does not satisfy the following equalities:
(1) e1 = e6 = 0, (2) e1 = e2 = 0, (3) e1 = e4 = 0,
(4) e2 = e5 = 0, (5) e2 = e3 = 0, (6) e3 = e4 = 0,
(7) e3 = e6 = 0, (8) e4 = e5 = 0, (9) e5 = e6 = 0.
Proof : To avoid an 8-cycle-wc we only check those 6-entry vectors which contain at least
two zeros. Now, if e1 = e2 = 0, then, since the first two equations contain a term (bi2j2 − bi2j3)
or −(bi2j2 − bi2j3), these two 6-cycles belong to an 8-cycle-wc. Similarly, if one of equalities
(1) to (9) occurs, then the TG contains an 8-cycle-wc. 
Definition 3: Let ~0 be an all-zero column vector of size γ, ~B1 = [0, 1, b21, . . . , b(γ−1)1] be
a γ-entry column vector, where bi1 ∈ {2, . . . , N − 1}, γj ⊗ ~B1 be the j-th column vector,
where γj ∈ {2, . . . , N − 1}, γj < γj+1 and ⊗ denote the multiplication modulo N . These
n column vectors form the following γ × n exponent matrix of a compact QC-LDPC code
B = [~0| ~B1|γ2 ⊗ ~B1| · · · |γn−1 ⊗ ~B1] with lifting degree N .
Applying Theorem 6 to an exponent matrix of a compact QC-LDPC code yields the following
result.
Corollary 1: Let an exponent matrix B of a compact QC-LDPC with a vector of coefficients
[0, 1, γ2, . . . , γn−1] and the vector ~B1 be given. If for each three elements p, q, r ∈ ~B1 and
0 ≤ i, j ≤ n−1 three phrases (p+q−2r)(γi−γj), (p+r−2q)(γi−γj) and (q+r−2p)(γi−γj)
are nonzero modulo N , then no 3× 3 submatrix of B causes an 8-cycle-wc.
In order to check 6-cycles in a 3×4 submatrix of B, for every zero element of a 6-entry vector
we allocate a column-index vector containing three pairs of column indices of B which appear
in Equation (1). For a c × d exponent matrix, the column-index vector has c elements. Since
for each vector there are three pairs of column indices, we take the empty set for the positions
corresponding to the row indices of B which are not among the three rows appearing in Equation
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(1). For example, if Equation (1) is checked for the first three rows of a 4× d exponent matrix
and three columns with indices j1, j2, j3, then we assign e1 = 0 to [(j1, j2), (j2, j3), (j1, j3), ∅].
Theorem 7: A necessary and sufficient condition to remove an 8-cycle-wc from each 3 × 4
submatrix of B is that no two 6-entry vectors of it yield two column-index vectors containing
a common pair in the same position.
Proof : A 3× 4 submatrix of B contains four 3× 3 submatrices. Among the 3× 4 submatrices
we consider those containing at least two 3× 3 submatrices whose 6-entry vectors have a zero
element. Suppose U is a 3× 4 submatrix of B, and V and W are two 3× 3 submatrices of U
with the above property. If the column-index vector assigned to one zero from the 6-entry vector
of V and the column-index vector allocated to one zero from the 6-entry vector of W have a
common pair in the same position, their corresponding 6-cycles belong to an 8-cycle-wc. 
Avoiding 8-cycles-wc from occurrence in the TG of a girth-6 LDPC code causes the removal
of small size ETSs as well as increasing dmin. For example, the elimination of 8-cycles-wc results
in the removal of (a, b) ETSs with a ≤ 5, b ≤ 2 and dmin ≥ 6 for γ = 3 and the removal of
(a, b) ETSs with a ≤ 8, b ≤ 2, (6, 4), (7, 4) ETSs and dmin ≥ 8 for γ = 4. Thus, a necessary
and sufficient condition to construct a (γ, n)-regular QC-LDPC code with g = 6 and dmin ≥ 2γ
whose TG is free of small size (a, b) ETSs, b < a, is to apply Theorems 6 and 7 to the exponent
matrix.
Applying the necessary and sufficient conditions proposed in Theorems 6 and 7 to a 3 × 5
exponent matrix gives a (3, 5)-regular QC-LDPC code with N = 10, g = 6, and free of (a, b)
ETSs, a ≤ 5, b ≤ 2. In this case, if we consider the compact method in Definition 3, we obtain
N = 11. Since the compact method has less complexity and accelerates the process of finding an
exponent matrix within a certain size, we prefer to use this method. In Tables II, III, we provide
an exponent matrix B for a compact QC-LDPC code with g = 6, different γs and ns. We take
the lifting degree achieved for each n as an upper bound on N of a (γ, n)-regular QC-LDPC
code with g = 6 and free of 8-cycles-wc. In each case we only present the second row of B as
well as ~B1. Using the compact technique, Corollary 1, Theorem 7, it takes the search algorithm
less than 10 seconds to find most of Bs.
As can be seen in Table II, for γ = 3 and n = 5, 7, 8, 9, removing 8-cycles-wc results in girth-6
codes whose dmins are equal to the maximum dmins reported in [11] for girth-8 QC-LDPC codes
with the same degree distribution. Moreover, for γ = 4, n = 6, 7, dmin of girth-6 codes free of
small size ETSs are larger than those with g = 8. Another merit of removing 8-cycles-wc, and
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TABLE II
AN EXPONENT MATRIX B OF A (γ, n)-REGULAR COMPACT QC-LDPC CODE FREE OF 8-CYCLES-WC, WITH g = 6 AND
MINIMUM N WHOSE dmin IS COMPARED WITH THE HIGHEST dmin OF THE CODE WITH g = 8 IN [11].
γ, nSecond row of B ~B1 N dmin RuntimeN, dmin, g = 8
3,5 [0, 1, 2, 4, 7] [0, 1, 3] 11 10 0.03 13, 10
3,6 [0, 1, 2, 3, 5, 8] [0, 1, 4] 13 8 0.141 18, 10
3,7 [0, 1, 2, 4, 7, 15, 16] [0, 1, 8] 19 10 5.312 21, 10
3,8 [0, 1, 2, 3, 5, 7, 12, 13] [0, 1, 4] 19 8 0.766 25, 8
3,9 [0, 1, 2, 3, 5, 7, 12, 13, 16] [0, 1, 4] 19 8 0.75 30, 8
4,5 [0, 1, 2, 4, 7] [0, 1, 3, 9] 13 14 0.5 23, 24
4,6 [0, 1, 2, 3, 6, 11] [0, 1, 4, 5] 17 18 3.437 24, 8
4,7 [0, 1, 2, 3, 5, 7, 14] [0, 1, 4, 5] 19 16 7.625 30, 12
4,8 [0, 1, 2, 3, 5, 7, 12, 13] [0, 1, 4, 5] 19 10 7.375 39, 12
4,9 [0, 1, 2, 3, 5, 7, 12, 13, 16] [0, 1, 4, 5] 19 10 7.156 48, 12
consequently the elimination of small size ETSs, is shown in the performance curves of two
(3, 6)-regular QC-LDPC codes C1, C2 with dmin = 8, N = 13 and two (3, 11)-regular QC-LDPC
codes C3, C4 with dmin = 8, N = 31, such that, C1, C3 are free of the small ETSs and C2, C4
contain those ETSs. As we expect C1, C3 outperform their counterparts C2, C4, respectively; see
Fig. 3. The codes simulated are so short that they do not show an error floor. Instead, because
of the removal of 8-cycles-wc, we see a small improvement in waterfall. Fig. 3 also shows the
performance curve of a (4, 12)-regular QC-LDPC code, C5, free of 8-cycles-wc and N = 52.
Performances of these codes were decoded using the sum-product algorithm with 50 iterations.
B. Submatrices of B of multiple-edge protographs
According to [5], to consider 6-cycles in the exponent matrix of an ME-Ptg, Equation (1) has
to be checked for all submatrices of sizes 1×1, 1×2, 2×1, 1×3, 3×1, 2×2, 2×3, 3×2 and
3× 3. In this case, if the TG is free of 8-cycles-wc, then there are no pairs like
(
b
ri
mini , b
r′i
mini+1
)
which occur in two 6-cycle equations.
Example 3: The base matrix of a Ptg-based Raptor-like (PBRL) code with an ME-Ptg consists
of two submatrices WHRC and WIRC which yield W =
[
WHRC 0
WIRC I
]
, where 0 and I refer to
all-zeros and identity matrix of appropriate size. Applying the above mentioned restriction to
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TABLE III
AN EXPONENT MATRIX B OF A (γ, n)-REGULAR COMPACT QC-LDPC CODE FREE OF 8-CYCLES-WC, WITH g = 6, n ≥ 10
AND MINIMUM N WHICH IS COMPARED WITH THE MINIMUM N OF A QC-LDPC CODE WITH g = 8.
γ, n Second row of B ~B1 N N , g = 8
3,10 [0, 1, 2, 3, 4, 6, 8, 11, 12, 16] [0, 1, 5] 21 35
3,11 [0, 1, 2, 3, 4, 5, 7, 9, 12, 13, 17] [0, 1, 6] 31 41
3,12 [0, 1, 2, 4, 9, 10, 12, 15, 19, 21, 31, 32] [0, 1, 3] 35 45
3,13
[
0, 1, 2, 4, 7, 8, 9, 11, 14, 22, 25, 31, 40
]
[0, 1, 3] 43 50
3,14
[
0, 1, 2, 4, 7, 8, 9, 11, 14, 15, 26, 31, 35, 36
]
[0, 1, 3] 47 57
3,15
[
0, 1, 2, 4, 7, 8, 9, 11, 14, 16, 18, 22, 35, 39, 41
]
[0, 1, 3] 53 63
3,16
[
0, 1, 2, 4, 7, 8, 9, 11, 14, 15, 16, 18, 39, 41, 43, 47
]
[0, 1, 3] 59 71
3,17
[
0, 1, 2, 4, 7, 8, 9, 11, 14, 15, 16, 18, 35, 38, 41, 43, 47
]
[0, 1, 3] 61 79
3,18
[
0, 1, 2, 4, 7, 8, 9, 11, 15, 18, 20, 23, 32, 41, 47, 49, 51, 62
]
[0, 1, 3] 67 88
4,10 [0, 1, 2, 4, 7, 8, 9, 13, 17, 23] [0, 1, 3, 4] 37 57
4,11 [0, 1, 2, 4, 7, 8, 9, 13, 22, 25, 28] [0, 1, 3, 4] 47 67
4,12 [0, 1, 2, 15, 16, 17, 21, 24, 25, 33, 36, 48] [0, 1, 3, 50] 52 80
a PBRL-LDPC code in [4] with WHRC =
[
1 1 2 1 2 1
2 2 1 2 1 2
]
and WIRC =

1 1 1 1 1 1
1 1 1 0 1 0
0 1 0 0 1 1
1 0 0 1 0 1
0 0 1 0 1 0
0 1 0 1 0 1
1 0 1 0 1 0

results in an exponent matrix with N = 78 and the following
[
BHRC
BIRC
]
. The TG of this PBRL-
LDPC code, C6, has girth 6 and is free of 8-cycles-wc whose performance curve is shown in
Fig. 3: 
(0) (0) (0, 27) (0) (0, 37) (0)
(0, 4) (21, 61) (3) (29, 52) (76) (18, 46)
(3) (44) (11) (31) (73) (50)
(36) (60) (54) (∞) (18) (∞)
(∞) (72) (∞) (∞) (6) (18)
63 (∞) (∞) 1 (∞) 62
(∞) (∞) 33 (∞) 63 (∞)
(∞) 36 (∞) 75 (∞) 48
36 (∞) 28 (∞) 44 (∞)

.
Example 4: A sequence S = {s0, s1, . . . , sl} over Zm with
(
l+1
2
)
distinct sums (si + sj)
mod m (i ≤ j) is a Sidon sequence [5]. For example, S1 = {0, 6, 9, 10, 21, 23, 28} over Z48 is
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a Sidon sequence. We consider an exponent matrix whose integer entries are chosen from S.
For instance, E = [E(0), E(1), E(2)], where E(k) =
 (a
(k)
0 , b
(k)
0 ) (∞) (0)
(0) (a
(k)
1 , b
(k)
1 ) (∞)
(∞) (0) (a(k)2 , b(k)2 )
 and all
a
(k)
i s and b
(k)
i s are in S, results in a (3, 9)-regular ME-QC-LDPC code from Sidon sequences
with N = m [5]. From S1 over Z48 and avoiding 4-cycles and 8-cycles-wc, the pairs in the
diagonal of this E(k) are (0, 6), (0, 9), (0, 10) for k = 0, (9, 10), (6, 23), (6, 21) for k = 1 and
(23, 28), (21, 28), (9, 23) for k = 2.
V. CONCLUSION
We define a cycle with a chord in the TG of an LDPC code and propose the impact of
removing short cycles with a chord on the lower bound of the size of small TSs and dmin of
a code. We prove that without increasing the girth we can improve the important factors of an
LDPC code which significantly influence the performance curve of a code. For any protograph,
single-edge or multiple-edge, regular or irregular, we provide conditions to remove these cycles
from the TG of a girth-6 QC-LDPC code.
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Fig. 3. Bit and/or frame error rates of QC-LDPC codes, C1, · · · , C6.
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