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ABSTRACT 
In spite of the most up-to-date investigation of the relevant techniques to analyze the 
traffic characteristics and traffic operations at a toll plaza, there has not been any note 
worthy explorations evaluating delay from toll transaction data and using Artificial 
Neural Networks (ANN) at a toll plaza.  This thesis lays an emphasis on the application 
of ANN techniques to estimate the total vehicular delay according to the lane type at a 
toll plaza.  This is done to avoid the laborious task of extracting data from the video 
recordings at a toll plaza. 
 
Based on the lane type a general methodology was developed to estimate the total 
vehicular delay at a toll plaza using ANN.  Since there is zero delay in an Electronic Toll 
Collection (ETC) lane, ANN models were developed for estimating the total vehicular 
delay in a manual lane and automatic coin machine lane.  Therefore, there are two ANN 
models developed in this thesis.  These two ANN models were trained with three hours of 
data and validated with one hour of data from AM and PM peak data. 
 
The two ANN models were built with the dependent and independent variables.  The 
dependent variables in the two models were the total vehicular delay for both the manual 
and automatic coin machine lane.  The independent variables are those, which influence 
delay.  A correlation analysis was performed to see if there exists any strong relationship 
between the dependent (outputs) and independent variables (inputs).  These inputs and 
outputs are fed into the ANN models.  The MATLAB
TB
 code was written to run the two 
 ii
ANN models.  ANN predictions were good at estimating delay in manual lane, and delay 
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1. INTRODUCTION 
The performance of a toll plaza can be estimated in terms of delay for a given toll plaza 
configuration.  Current methods of estimating delay of a toll plaza require detailed 
observations of all the individual toll customer vehicles’ arrivals and departures on all 
lanes of a toll plaza.  To obtain these observations both upstream and downstream traffic 
is recorded during the selected analysis periods using video cameras.  Then, these videos 
are played and data that is collected at the toll plaza is extracted from the tapes to enter 
into a spreadsheet.  Analysis of the collected data is performed to determine delay and 
service time in detail on a vehicle-by-vehicle basis.  This conventional method for 
determining the performance of a toll plaza is elaborate, time-consuming, and expensive. 
 
This thesis develops a methodology, which employs a machine learning technique.  
Machine learning techniques are a subfield of Artificial Intelligence that concerns the 
designs of systems that improve (or at least change) as they acquire knowledge or 
experience.  This technique consists of two stages (which are repeated many times).  
First, the system is presented with the input data (independent variables) and obtains the 
necessary output (dependent variable).  Second, the system is adjusted to make output 
closer to what it should be.  The first stage is referred to as feed forward and the second 
stage is referred to back propagation.  A programming code is written in this machine 
learning technique to estimate delay and service time of a toll plaza using ANN.  The 
methodology employed in this thesis makes use of readily available toll plaza data that is 
obtained from the Orlando Orange County Expressway Authority (OOCEA) for the 
purpose of delay estimation. 
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1.1. Toll Roads 
Toll roads offer alternate routes for commuters to travel faster.  These roads offer a 
choice to the road user to avoid the heavily congested freeways, arterials and city streets 
and by paying toll and enjoying a smooth travel.  Modern electronics now allow tolls to 
be collected at highway speed, which is cheaper, faster, safer, cleaner and more 
convenient than stopping at a conventional toll plaza.  Toll roads are classified into two 
types based on toll collection systems: 
• Open toll system: In this system tolls are levied at certain points on the 
expressway, either on the main carriageway or at interchanges.  These tolls do not 
necessarily reflect a consistent rate per mile since they may relate to different trip 
lengths (rate distortions are inherent to most open systems).  This system 
therefore only requires toll plazas where users are identified by their category and 
pay a fixed toll per category.  Thus, toll plazas are generally located at regular 
intervals. 
• Closed toll system: In this system the user enters the toll road and cannot leave it 
without paying a toll.  This toll is based on the distance traveled and the vehicle 
category.  This system requires toll plazas to identify the points of entry and exit 
of the user and the distance traveled, the vehicle category, and to collect the toll.  
Thus, toll plazas are located at the extremities of the network and at every 
interchange. 
1. 2. History of Tolls 
Tolls go back to the beginnings of civilization and commerce.  Ancient texts such as the 
Arthasastra in India dated to the 4th century BC mention tolls [1].  London Bridge had 
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tolls as far back as 1286.  Tolls became common in Britain and other European countries 
as the feudal order gave way to a greater freedom.  In England from 1706 a series of laws 
were passed to allow the formation of toll road companies; named 'turnpikes' after the 
pike or spear-like bars that were turned on a central pole to allow passage after customers 
had paid their toll.  By the 1820s, Britain had 40,000km of toll roads covering virtually 
all main routes and many secondary roads run by over a thousand companies.  Figure 1 is 
a pictorial presentation of a conventional toll collection system. 
 
 
Figure 1: Conventional Toll Collection Systems 
Source: http://www.maineturnpike.com/html/tolls/electronic_collection.html [2] 
 
The first recorded toll bridge in America was in 1656 at Newbury, MA.  The first 
turnpike was Virginia's Little River Turnpike that ran for over 100km from Alexandria to 
the Blue Ridge Mountains, formed in 1785.  The Lancaster, PA Turnpike of 1793 
allowed the development of the fertile lands west of Philadelphia.  It is described as the 
first American road to be built to detailed engineering specifications using the 
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"macadam" method of cut and interlocked stone [1].  By the 1830s, there were nearly 300 
turnpikes in New York State totaling 7,000km and in Pennsylvania 80 turnpikes adding 
up to 4,000km.  Toll roads and bridges now exist in a majority of states in USA.  Figure 2 




Figure 2: Difference in Congestion Levels on Toll portions of SR 91 
Source: http://www.uctc.net/mainstream/papers/compendium/Compendium%204.pdf [3] 
1. 3. Toll Collection Types 
Tolls were paid either in the form of receipts or coins before the introduction of 
Electronic Toll Collection (ETC).  Based on the payment method the five types of toll 
plaza lanes are: 
• Manual payment lane: This is the most conventional payment of toll by the 
customer.  This payment type requires the customer to stop and pay the toll in the 
form of cash payment to the toll collector.  The average manual lane capacity is 
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350veh/hr [4].  Since the tolls are collected manually, the efficiency of the toll 
attendant plays a major role in diffusing the queues. 
• Automatic Coin Machine (ACM) lane: In this lane the toll payment is in the form 
of coins i.e., throwing exact change into the baskets provided.  The change (coins) 
that is thrown into the baskets can be in the form of nickels, dimes, or quarters.  
There is no human toll collector in this type of toll collection.  This transaction is 
governed by equipment, which reads the change and registers payment of the toll.  
The toll plaza authorities should check frequently that the equipment reads the 
change thrown in to the baskets correctly without any error.  The average ACM 
lane capacity is 500veh/hr [4]. 
• Mixed Conventional Cash lanes: The mixed conventional cash lanes provide 
electronic toll collection along with manual or automatic coin service to provide 
the ETC users with additional optional lanes.  The average capacity of these lanes 
is 700veh/hr [4].  In such toll payment lanes there is every possibility that a 
vehicle with ETC tag to get delayed when passing through these lanes.  This 
occurs when there are vehicles already in queue waiting to pay their tolls in the 
form of receipts or change. 
• Electronic Toll Collection lane (ETC): ETC is a technology that allows for 
electronic payment of tolls at highway speeds.  Figure 3 is a clear illustration of 
ETC.  ETC equipment takes the place of a human toll collector who manually 
collects tolls at toll plazas.  It allows such transactions to be performed while 
vehicles equipped with radio frequency identification transponders or “tags” 
travel at near highway cruising speed.  In addition, ETC is fast becoming a 
 5
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globally accepted method of toll collection, a trend greatly aided by the growth of 




Figure 3: Electronic Toll Collection 
Source: http://www.oki.com/jp/SSC/ITS/eng/etc.html [5] 
 
Express ETC: These lanes allow vehicles to drive at free flow speeds (55mph or more), 
which are physically separated, from other types of lanes.  There will be noticeable 
increase in the speed of the vehicles traversing Express lanes and this improves the 
throughput of a toll plaza considerably.  The average express lane capacity is 2200-
2400veh/hr [4].  The dedicated E-Pass lanes shown in Figure 4 and Figure 5 provide 
carpools, i.e. a lane dedicated to moving people more quickly with fewer vehicles. 
 
 
Figure 4: Express Lanes on Interstate Highway-15 in the Northern San Diego 
County 





Figure 5: Carpool Lanes on Interstate Highway-15 in San Diego County 
Source: http://www.uctc.net/mainstream/papers/compendium/Compendium%204.pdf [7] 
 
1. 4. Toll Plaza Performance Parameters 
Delay and service time are the two common evaluation measures of a toll plaza.  An 
estimation of these two measures helps in evaluating operational performance of a plaza.  
Delay is a good measure of a driver’s perception of the quality of service at the toll plaza.  
It truly represents a driver’s level of inconvenience.  It captures more of the operational 
characteristics at the toll plaza than the other variables.  The queuing delay is the delay 
experienced by the driver when he enters the queue to pay the toll at the toll collection 
lane.  Thus queuing delay is a part of waiting time of a vehicle at the plaza in paying the 
toll.  Headway is the time it takes for a following vehicle to pull up for service at a 
tollbooth.  The total “waiting time” at the plaza includes any queuing delay, the vehicle 
service time and headway.  It should be noted here that there is no delay recorded for the 
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dedicated E-Pass lanes.  The higher the E-Pass percentage in mixed conventional lanes, 
lower the delay experienced in these lanes.  Some delay MOEs are discussed below: 
 
Average Delay: The average delay for each non-dedicated E-Pass lane is calculated from 
the individual vehicular delays for each lane of each peak hour. 
 
Maximum Delay: Maximum delay is the highest recorded delay of any one individual 
vehicle during the peak hour. 
 
Total Delay: Total delay is the summation of all individual vehicular delays for one lane 
during one peak hour in one direction.  The larger the number of ETC users in a lane, the 
lesser would be the total delay in that lane during the peak hour.   
 
Other common evaluation measures are also used to analyze toll plaza operations.  They 
are discussed below: 
 
Inter-vehicle time: Inter-vehicle time is the time difference between the departures of two 
consecutive vehicles at a toll plaza.  The individual recorded times for each lane were 
averaged to obtain an overall inter-vehicle average per lane.  During periods of lower 
volumes, the inter-vehicle times should be higher due to the length of time between 
vehicle arrivals at the toll lanes.  Typically, lower volumes should produce higher 
average inter-vehicle times. 
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Service time: Service time is the length of time in seconds that a vehicle spends paying a 
toll at a tollbooth.  The dedicated E-Pass lanes have a recorded service time of zero.  On 
the cash lanes during queuing conditions the service time is the same as the inter-vehicle 
time minus the headway.  The typical average headway was determined to be 2 seconds.  
Service time is influenced by many factors such as availability of cash with the customer, 
reaction time of the customer, efficiency of the toll attendant, configuration of the plaza 
and the number of lanes open for service.  Significant difference is seen in the efficiency 
and traffic operations of a toll plaza based on the configuration of the plaza [3].  The 
efficiency of toll attendant also plays a major role in diffusing the queues. 
 
Arrivals: A vehicular arrival is when the vehicle enters a queue at the plaza or pulls up to 
a tollbooth for service. 
 
Departures: The departure time is recorded immediately after the vehicle is serviced and 
begins moving (accelerating) away from the plaza. 
 
Arrival Rate: Arrival rate is the number of vehicle arrivals in each time interval recorded 
in each lane.  In the dedicated E-PASS lane, the number of arrivals is equal to the 
departures.  This is concluded from the fact that vehicles are not required to stop for toll 
payment in these dedicated lanes. 
 
Queue Length: The queue length is calculated for the entire 60 minutes of each peak 
hour.  This was completed for all the non-dedicated E-PASS lanes.  The queue lengths 
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are computed from the difference between the arrival and departure rates and it includes 
any remaining vehicles from the previous minute interval. 
1. 5. Improving Toll Plaza Performance 
Introducing ETC lanes at a conventional toll plaza can improve the performance of an 
existing toll plaza.  By introducing the ETC in non-dedicated E-Pass lanes, the toll 
customers are provided with more number of lanes to commute.  For example, non-stop 
toll collection could increase the capacity of a conventional toll lane from 600 vehicles 
per lane-hr to approximately 1800 vehicles per lane-hr.  Also non-stop toll collection can 
decrease construction, maintenance and operating costs of tollbooths and motorists will 
see benefits in fuel, time, and convenience.  In addition, noise and air pollution could be 
reduced. 
 
Benefits of electronic toll collection have been documented in numerous publications [4].  
For instance, service times, vehicle arrival times, departure times, and vehicle counts 
were collected before and after installation of a dedicated E-PASS lane at the Holland 
East Plaza, which are the largest of all plazas in the OOCEA network.  A model called 
the Toll Plaza Model was used to estimate and predict the operational performance of the 
Holland East Plaza [3].  This simulation model can be used to determine the opening and 
implementing E-Pass lanes at a toll plaza. 
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2. LITERATURE REVIEW 
2. 1. Electronic Toll Collection 
ETC systems are an improvement over conventional toll collection techniques.  They 
have the potential to reduce queues at a toll plaza, mobile emissions, waiting time and 
fuel consumption by the vehicles.  There have been a lot of studies on the improvements 
of toll plaza and electronic toll collection systems.  These studies are discussed below: 
In 1997, Al-Deek et al. found that there are improvements in traffic operations at the 
electronic toll collection plazas of the OOCEA [8].  Their findings indicate that, for the 
dedicated E-PASS lane, the measured capacity has tripled, the service time has decreased 
by 5 seconds per vehicle, the average queuing delay has decreased by one minute per 
vehicle, the maximum queuing delay has decreased by 2.5-3 minutes per vehicle, and the 
total queuing delay has decreased by 8.5-9.5 vehicle-hours per morning peak hour for 
that lane.  Also capacity, headway, and service times of the mixed (manual/E-PASS or 
automatic/E-PASS) lanes did not change significantly and arrivals have shifted to the 
dedicated E-PASS lanes, thus reducing delays at the mixed lanes and improving traffic 
operations for the entire toll plaza. 
Burris and Apparaju have come with a conclusion in 1998 that there is need for reversible 
lanes at the existing toll plazas in Florida once the SunPass, Florida Department of 
Transportation’s ETC system is operational [9].  They tried to categorize the toll plazas 
into two categories: plazas that will continue to need reversible lanes; and the plazas that 
will not require reversible lanes, after the implementation of SunPass.  This has been 
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accomplished by simulating the peak directional traffic conditions with two scenarios.  
The first scenario is the "base model" corresponding to current field conditions, the 
second scenario is a "future case" that includes SunPass proposed plaza lane 
configurations, but in which reversible lanes are removed.  The results of the two models 
are compared to determine the extent queuing increased or decreased, and the extent that 
waiting times might increase if reversible lanes are no longer used at the toll plazas. 
 
Worrall in 1999 came up with a conclusion that ETC has lessened the aggravation of 
paying tolls and even reduced the sensation of paying a toll [10].  His study shows that in 
Florida, more than 150,000 vehicles use the electronic toll collection (ETC) system 
known as E-PASS, which has helped to reduce vehicle emissions, improve traffic flow, 
and increase communication with customers.  The results of implementing ETC have 
reduced operational costs balanced by new costs, a significant deferral of infrastructure 
costs, and more revenue than might have been generated without ETC. 
 
In 1999, Al-Deek et al. developed two flexible new techniques for the OOCEA to assess 
the operational characteristics of the Holland East-West Expressway (11).  Their first 
tool, FREQ simulation, provided with a thorough investigation of the freeway segment of 
S.R. 408 from the Holland East toll plaza to the I-4 exit ramp during the morning peak 
period.  They calibrated simulation of the existing conditions was formulated to identify 
existed bottleneck locations.  Also their simulation was calibrated and verified with real 
life data from S.R. 408.  Additionally, the operational impacts of an open road-tolling 
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environment were simulated to represent the upper limit on E-Pass during the peak 
period. 
 
Al-Deek et al. developed a discrete-event stochastic object-oriented microscopic 
simulation model in 2000 that was specifically developed to evaluate the operational 
performance of toll plazas called Toll Plaza Simulation Model (TPSIM) [12].  Modified 
versions of car-following and lane-changing algorithms and a new toll-lane selection 
algorithm are integrated into this new model to simulate traffic operation at toll plazas.  
This model output includes Measures of Effectiveness (MOEs) that can be used to 
evaluate the performance of existing and future individual toll lanes and the entire toll 
plaza system.  Statistical tests indicate that there is no significant difference at the 95% 
confidence level between MOEs obtained from the model and those collected in the real 
world.  Sensitivity analysis of market penetration of the ETC system indicates that an 
increase in ETC subscription rate improves the efficiency of toll plaza operation.  The 
benefits of ETC depend on the specific plaza configuration.  One of the most interesting 
results of this study is that for all plaza configurations simulated with manual payment 
lanes operating over capacity, total plaza delay can be reduced by half if only 10% of the 
users switch from manual payment lanes to ETC lanes. 
 
Perry and Gupta (2001) carried out experiments using a simulation model of a typical toll 
plaza with varying mixes of vehicle types [13].  This provided data for four output 
measures: vehicle volume, average queue length, average waiting time, and toll booth 
utilization.  They tried to fit Multiple Linear Regression to response surfaces for each 
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measure.  The surface responses provided the optimum tollbooth allocation for a given 
mix of vehicles.  They came up with two decision rules based on the ability to specify 
near-optimum tollbooth allocations for varying mixes of vehicle types using vehicle 
volume as the output measure. 
 
A similar evaluation using TPSIM was presented in July 2001 by Klodzinski and Al-
Deek in which the transferability of the simulation model was tested on the Dean 
Mainline Toll Plaza [14].  Three separate days of data were collected and used to validate 
the model.  Input parameters were identified and the model was calibrated using a 
specific experimental design.  Although the calibration parameters that were developed 
for the Dean Plaza are not directly applicable to any other toll plaza, the calibration 
results could be used as initial calibration values for a plaza with similar characteristics.  
Measures of effectiveness were also tested at a 95% confidence level for the model 
results and results measured in the field.  This analysis proved that the TPSIM computer 
model could be used to model other toll plazas. 
 
Hu et al. proposed a systematic cost and benefit evaluation approach based on Benefit 
and Cost Ratio mechanism in 2002 [15].  Numerical evaluation was conducted based on a 
local ETC test project.  Their preliminary test results show that the implementation of an 
ETC system is generally positive.  It does not only reduce costs for both highway users 
and operators, but also decreases air pollution and fuel consumption.  Therefore, they 
concluded that a systematic scheme for the evaluation of cost and benefit on ETC is one 
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of the crucial issues to continue further research.  More importantly, it is helpful and 
beneficial in preserving a livable and sustainable environment for next generations 
 
Klodzinski and Al-Deek have concluded in 2002 that delay is recommended to be the 
most credible measures of effectiveness for evaluating the level of service at a toll plaza 
[16].  Specifically, the 85th percentile of the cumulative individual vehicular delays 
captured the delay with better precision.  Their study came up with a conclusion that 
service time was examined to determine the level a driver begins to feel discomfort and 
inconvenience at a toll plaza.  There were 37,175 individual vehicle records used from 
actual field data (extracted from playing black traffic video tapes) and simulation runs 
from the Toll Plaza Simulation Model.  A level of service hierarchy was established 
based on conclusions of this analysis, feedback from professionals, and reference to the 
U.S. Highway Capacity Manual. 
2. 2. Application of Neural Networks in Transportation 
Artificial Neural Networks (ANN) is good at predicting real world problems.  Significant 
research was done establishing links between transportation and neural networks.  Also, 
neural networks prove to be more promising in estimating the required results and this 
fact is re-established in the following literature review. 
 
Ishak and Al-Deek in 1998 in their study re-established the fact that ANNs continue to 
offer potential solutions to many of the existing problems associated with freeway 
incident detection algorithms [17].  Their study focused on the application of Fuzzy ART 
neural networks to incident detection on freeways.  In their research, Fuzzy ART is 
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trained with traffic patterns that are represented by 30-sec loop detector data of 
occupancy, speed, or a combination of both.  Detection rate and false alarm rate are used 
to measure the performance of the Fuzzy ART algorithm.  An interesting finding of their 
study is that the speed patterns produced better results than did the occupancy patterns.  
The conclusion drawn out of this study is that when combined, occupancy-speed patterns 
produced the best results. 
 
Harlow et al. in 2001 developed a system for automatically detecting and reporting traffic 
accidents at intersections [18].  Their system involves developing methods for processing 
acoustic signals and recognizing accident events from the background traffic events.  A 
complete system would automatically detect and record traffic conditions associated with 
accidents such as time of the accident, video of the accident, and the traffic light signal 
controller parameters.  A database consisting of sounds from vehicle crashes, car-braking 
sounds, construction sounds, and traffic sounds was created.  A neural network was used 
to classify these features into categories of crash and non-crash events and the 
classification testing results achieved 99 percent accuracy. 
 
Abdelwahab and Abdel Aty et al. (2002) investigated a modeling technique to analyze 
and predict driver injury severity in traffic accidents [19].  They developed a modified 
version of fuzzy adaptive resonance theory MAP (fuzzy ARTMAP) neural networks in 
which the training patterns are ordered using the K-means algorithm before presented to 
the neural network.  Results showed that the ordered fuzzy ARTMAP proved to reduce 
the network size and improved the performance.  Results of the fuzzy ARTMAP neural 
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network showed that female drivers experience higher severity levels than male drivers.  
Also they concluded from the results that drivers in passenger cars are more likely to 
experience a higher injury severity level than those in vans or pickup trucks.  Other 
factors that influence the injury severity level include seat belt use, driver age, vehicle 
speed, drunk driving, point of impact, and area type. 
 
Chien et al. (2002) came up with an ANNs algorithm that predicts bus arrival time [20].  
To obtain this algorithm they considered two ANNs, trained by link-based and stop-based 
data that are applied to predict transit arrival times.  To improve prediction accuracy, both 
are integrated with an adaptive algorithm to adapt to the prediction error in real time.  
They assessed the predicted bus arrival times with the microscopic simulation model 
CORSIM, which has been calibrated and validated with real world data collected from 
route number 39 of the New Jersey Transit Corporation.  Results show that the enhanced 
ANNs outperform the ones without integration of the adaptive algorithm.  Thus wait time 
can be reduced providing passengers with more accurate vehicle arrival information 
through advanced traveler information systems. 
2. 3. Queuing Theory 
As we know, that queues are day-to-day experience by the drivers.  Queues form because 
the resources are limited.  In fact, it makes economic sense to have queues.  Queuing 
theory deals with problems, which involve queuing, or waiting.  Queue formation is a 
common feature at a toll plaza.  Since queues are formed because of the delay at the toll 
plaza, queuing theory is reviewed in the literature review.  Considerable research was 
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done in the queuing theory and its related models.  The following is a sample of literature 
search in this aspect. 
• Public transport - waiting for bus or train 
• Failure situations - waiting for a failure to occur e.g. in a piece of machinery 
• Toll plaza – waiting for service 
 
Heidemann and Wegmann (1997) described and analyzed a general queuing theory 
model for traffic flow at un-signalized intersections [21].  Also a general capacity 
formula was developed.  Thus, a consistent approach is presented for obtaining these 
models from a general viewpoint.  Included are green-red models, which are based on an 
analogy to traffic signals.  Critical gaps and merging times or move-up times are allowed 
to be stochastically dependent.  Inconsistent and consistent driver behavior is considered 
in their study.  The results focus on the distributions of queue lengths and delays and, in 
particular, on capacities. 
 
Benekohal and Al-Omari developed a new methodology in 1997 to estimate delay at 
uncongested stop-controlled intersections [22].  Empirical models are developed to 
estimate the average service time and the variance of the service time as a function of the 
traffic volumes.  Then, the estimated values are used as inputs to the theoretical queuing 
equations for average wait time to estimate the average queue delays.  This idea is the 
key connection between the empirically estimated service time as well as the variance of 
service time with the theoretically estimated queue time.  The service delay models and 
the queue delay models are combined to get the total delay models.  The proposed models 
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are built based on 46 hours of field data.  The models are validated using independent 
field data, and are compared to the HCM.  The proposed models are very practical 
because they use only two input variables: the approach arrival rate and conflicting traffic 
volumes. 
 
Yang and Meng (1998) developed a model, which is significantly advanced over the 
previous simple bottleneck models of peak period congestion [23].  The approach 
employed in this study is a combined application of the Space-Time Expanded Network 
(STEN) representation of time-varying traffic flow and the conventional network 
equilibrium modeling techniques.  Given the elastic demand function for trips between 
each origin-destination pair and the schedule delay cost associated with each destination, 
the departure time and route choice of commuters and the optimal variable tolls of 
bottlenecks will be determined jointly by solving a system optimization problem over the 
STEN.  Thus the STEN approach can deal with general queuing network with elastic 
demand, and allow for treatment of commuter heterogeneity in their work start time and 
schedule delay cost. 
2. 4. Traffic Delay 
Traffic delays are caused by reduced number of lanes for traffic and lower vehicle speed.  
Traffic delays result in congested traffic conditions.  Delays are commonly experienced 
at a toll plaza.  Thus, studies on traffic delays are reviewed in the literature review.  A 
significant research is done in the field of traffic delay, which is discussed below. 
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In 2002, Qiao et al. proposed a fuzzy logic-based traffic delay estimation system [24].  
The conventional method of delay study involved solving static engineering equations in 
which only technical factors are considered and the effect of non-technical factors cannot 
be analyzed, as they do not follow a predefined process.  Fuzzy logic-based delay 
estimation combines the complex technical and non-technical factors and is adaptive to 
the changing driving environment.  The rule base of the delay estimation system is 
constructed either following a mathematical model or from real-time traffic operational 
data.  Simulation and field-testing of the fuzzy system show that fuzzy logic-based 
modeling is a promising approach to improving intersection delay estimation. 
 
In 2003 Al-Madani compared dynamic delay for police-controlled roundabouts and pre-
timed traffic signals [25].  His study developed a criterion based on vehicular delays as 
the motorists join the queues and cross the stop-line.  This method avoids 
oversimplification of reality and prevented unrealistic assumptions.  The results, for a 
given set of geometric and traffic characteristics, indicated that both a police-controlled 
roundabout and a traffic signal act in a similar manner in terms of vehicular delay at a 
certain critical value.  This critical value is considered to be the point of intersection 
between the curves representing traffic signal and roundabout on a delay-space diagram 
for the vehicles as they join the tail end of the queue until they cross the stop-line.  Before 
the critical value, the delays at traffic signals are quite high compared to roundabouts.  
Beyond the critical value, the effect of delays and buildup of queues at roundabouts will 
be high compared to traffic signals.  These results can assist in the operation of existing 
roundabouts as well as in the planning of new intersections. 
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Mousa (2003) developed a microscopic stochastic simulation model to emulate the traffic 
movement at signalized intersections and estimate vehicular delays including the 
acceleration/deceleration delay [26].  The simulation model was applied to 48 
experimental cases and evaluated the impact of the cycle length, approach speed, and 
degree of saturation on vehicular delays.  The ratio of total to stopped delays was also 
estimated and found to vary from 1.5-3.0.  The relationship between simulated and the 
Highway Capacity Manual (HCM) 2000 model delays was analyzed for the 48 cases and 
represented by a linear regression model with R
2
 of 94.6%.  This relationship indicated 
that simulated delay is higher than the HCM delay by about 6%, and may be attributed to 
the different methods applied in both models for calculating delay due to acceleration and 
deceleration at the signalized intersection. 
2.5. Conclusions from Literature Review 
From the literature review, it can be concluded that the use of ETC systems has reduced 
the sensation of paying tolls in cash and thereby improving the traffic operations at ETC 
plazas.  Neural Networks has an extensive application in the field of transportation.  Also 
Neural Networks is good at solving real world and practical problems.  Studies reveal 
that delays estimated using queuing theory did not give good and accurate results. 
 
Literature review reveals that more data collection is necessary in most of the 
methodologies that were discussed above.  There was no method, which neither reduced 
data collection effort nor dealt with less amounts of data.  This thesis implements a 
machine learning technique i.e., ANN technique that estimates delay and service time of 
a toll plaza.  Thus, implementation of this technique eliminates the need for huge amount 
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of conventional data collection and analysis efforts.  Conventionally detailed 
observations of all the vehicles (entering and leaving the plaza vehicle by vehicle) are 
conducted on a toll plaza.  In order to collect necessary data and at the required level of 
detail for a comprehensive analysis, traffic during the selected analysis periods is 
recorded using video cameras.  These videotapes are watched to extract the data and to 
carry on the data analysis.  In fact the delay estimation using neural networks eliminates 
the laborious process of data collection in the projects in which huge amounts of data are 
needed to do the analysis. 
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3. RESEARCH OBJECTIVES 
The goal of this thesis is to establish general methodologies for estimating total vehicular 
delay, which can be used in evaluating a toll plaza’s performance, are: 
1. Develop a methodology to predict total vehicular delay at a toll plaza using ANN 
from the available University Mainline toll plaza data. 
2. Evaluate the validity of the methodology by building and testing two separate 
models (one for manual cash payment and another one for ACM payment). 
3. Test for the transferability of the delay models developed for the manual lane and 
ACM lane for a different plaza configuration. 
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4. INTRODUCTION TO NEURAL NETWORKS 
Artificial Neural Networks (ANN) is networks of many simple processors (units, nodes, 
and neurons), each one of which has a small amount of local memory.  These processors 
are connected by unidirectional communication channels (connections) that carry 
numerical data.  A neural network resembles the brain in two respects: 
• Knowledge is acquired by the network through a learning process 
• Interneuron connection strengths known as synaptic weights are used to store 
the knowledge 
ANN is like a black box that accepts certain inputs and produces certain outputs.  The 
functionality of the black box depends on the neural networks structure and the model of 
every neuron in this structure.  The interest in neural networks stems from the capability 
of the human brain to organize neurons to perform certain computations, such as pattern 
recognition, perceptron, many times faster than the fastest digital computer in existence 
today.  The neural networks derive its computing power through its massively parallel-
distributed structure and its ability to learn and generalize.  Generalization refers to the 
ability of the neural networks to provide satisfactory responses to inputs that it has not 
seen during its training (learning) process.  ANNs models possess certain advantageous 
characteristics.  These characteristics are listed as follows: 
• Nonlinearity: A neuron is basically a nonlinear device.  Consequently, an NN, 
made up of an interconnection of neurons, is itself nonlinear.  Nonlinearity is a 
very important property, especially if the system that an NN tries to model is 
inherently nonlinear. 
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• Adaptivity: NN have a built-in capability to adapt their synaptic weights to 
changes in the environment where they operate.  It will adapt its interconnection 
weights to respond to the new modified requirements. 
• VLSI implementability: The massively parallel nature of an NN makes it 
potentially fast for the computation of certain tasks.  This same feature makes an 
NN ideally suited for implementation using very large-scale integrated (VLSI) 
technology.  The particular virtue of VLSI is that it provides a means of capturing 
truly possible to use an NN as a tool for real-time applications involving pattern 
recognition, signal processing, and control. 
• Neurobiological analogy: The design of NNs is motivated by analogy with the 
brain, which is a living proof that fault-tolerant parallel processing is not only 
physically possible but fast and powerful.  Engineers using NN technology in 
their applications look upon neurobiologists to come up with new and improved 
NN models and neurobiologists look upon engineers to verify the improved 
power of the new NN models by applying them to a variety of engineering 
problems. 
4.1. Back Propagation Neural Networks 
Back Propagation Neural Network (BPN) is the most common type of neural network 
architecture.  It employs one of the most popular neural network learning algorithms, the 
Back Propagation (BP) algorithm.  It has been used successfully for wide variety of 
applications, such as speech or voice recognition, image pattern recognition, medical 
diagnosis, and automatic controls.  It is also the most suitable learning method for 
multilayer networks.  This type of network consists of input layer, hidden layers and 
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output layer.  The input and output layers can have one or more inputs/outputs.  The 
model can have one or more hidden layers and in each hidden layer, network can have 
one or more hidden nodes.  These layers are connected using links, which store the 
weights.  Weights are the parameters that store the intelligence or the learning rules of the 
algorithm. 
 
The back propagation algorithm trains a given feed-forward multilayer neural network 
for a given set of input patterns with known classifications.  When each set of the sample 
is presented to the network, the network examines its output response to the sample input 
pattern.  The output response is then compared to the known and desired output and the 
error value is calculated.  Based on the error, the connection weights are adjusted.  The 
error between the desired output and the actual output is calculated and back propagated 
through the network, adjusting the weights as they pass through the layers.  The back 
propagation algorithm is based on Widrow-Hoff delta learning rule in which the weight 
adjustment is done through mean square error of the output response to the sample input 
[27].  The set of these sample patterns are repeatedly presented to the network until the 






















4.2. Multi-Layer Perceptron 
The most common neural network model is the Multi-Layer Perceptron (MLP).  This 
type of neural network is known as a supervised network because it requires a desired 
output in order to learn.  The goal of this type of network is to create a model that 
correctly maps the input to the output using historical data so that the model can then be 
used to produce the output when the desired output is unknown.  Most neural network 
applications involve MLPs.  An MLP is a network of simple neurons called perceptrons.  
Rosenblatt introduced the basic concept of a single perceptron in 1958.  The perceptron 
computes a single output from multiple real-valued inputs by forming a linear 
combination according to its input weights and then possibly putting the output through 
some nonlinear activation function.  A single perceptron is not very useful because of its 
limited mapping ability.  No matter what activation function is used, the perceptron is 
only able to represent an oriented ridge-like function.  The perceptrons can, however, be 
used as building blocks of a larger, much more practical structure.  A typical multilayer 
perceptron network consists of a set of source nodes forming the input layer, one or more 
hidden layers of computation nodes, and an output layer of nodes.  The input signal 
propagates through the network layer-by-layer and gives the output.  Figure 7, shows 










Figure 7: Multilayer Neural Networks 
 
The inputs are fed into the input layer and get multiplied by interconnection weights as 
they are passed from the input layer to the first hidden layer.  Within the first hidden 
layer, they get summed then processed by a nonlinear function (usually the hyperbolic 
tangent).  As the processed data leaves the first hidden layer, again it gets multiplied by 
interconnection weights, then summed and processed by the second hidden layer.  
Finally, the data is multiplied by interconnection weights then processed one last time 
within the output layer to produce the neural network output. 
 
Multilayer perceptrons are feed forward neural networks trained with the standard back 
propagation algorithm.  They are supervised networks so they require a desired response 
 30
to be trained.  They learn how to transform input data into a desired response, so they are 
widely used for pattern classification.  With one or two hidden layers, they can 
approximate virtually any input-output map. 
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5. STUDY AREA AND DATA ANALYSIS 
5.1. Data Collection 
To develop ANN models for estimating the delay, transaction data available at University 
Mainline Toll Plaza was utilized.  Conventionally detailed observations of all the vehicles 
(entering and leaving the plaza) are conducted on all the lanes in the peak direction of a 
toll plaza.  In order to collect necessary data and at the required level of detail for a 
comprehensive analysis, traffic during the selected analysis periods is recorded using 
video cameras.  Both upstream and downstream traffic is captured.  The upstream traffic 
is recorded at a vantage point from the toll plaza canopy.  The downstream traffic is 
recorded from the downstream shoulder of the plaza.  It is necessary to record from the 
ground in order to capture individual inter-vehicle arrival times in seconds.  This 
subsequently also provides the actual departure of each vehicle immediately after being 
serviced (when the vehicle begins to move forward just after service). 
 
Transaction data was also obtained from the concerned toll plaza authorities.  This data 
was received in the form of detailed audits (DAs) from OOCEA electronically.  This 
electronic data was filtered for the desired data.  The extracted data from the DAs 
included E-Pass lane throughput and speed data, vehicle classification by axel count 
(sometimes used to match vehicles between video and DAs), and E-Pass percent use in 
the mixed transaction type lanes.  The data collection also involved safety requirements 
(proper attire and gear), equipment operation, and selection of the best locations for video 
camera placement without impacting the traffic at the toll plaza. 
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Observations were also made to identify any possible problems with data collection or 
traffic operations at and around the plaza.  These observations assisted in identifying any 
surroundings, which may influence the traffic operations such as approaching traffic 
merging from the University Blvd. on ramp southbound and the northbound highway 
lane constraints upstream of the plaza.  Vehicle speed data was also collected upstream of 
the toll plaza for both directions.  Portable vehicle classifiers were placed at two locations 
upstream of the plaza for each direction.  No classifiers were placed downstream of the 
plaza.  The speed data was of particular interest on the approach to the plaza to 
investigate when traffic volumes may have increased and impacted the vehicles’ speeds 
approaching the plaza.  For the southbound direction, one classifier was installed on the 
University Blvd. Bridge; the second was located just past the on-ramp from University 
Blvd. eastbound.  For the northbound direction, one classifier was installed just past the 
SR 50 (Colonial Dr.) on-ramp and the second just before the Econlockhatchee Tr. Bridge.  
This data was collected to obtain individual vehicular speed records to provide highway 
speed profiles upstream of the plaza during the peak hours corresponding to the video 
data collection.  Figure 8 shows the University Plaza Southbound layout in the PM peak. 
 
 
Figure 8: University Plaza Southbound PM peak (Before study) 
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5.2. Video Data Analysis 
The initial video data analysis is usually completed by manually viewing both the 
upstream and downstream video recordings during the peak hour (7:00-8:00 AM or 5:00-
6:00 PM).  This includes both upstream and downstream video analyses.  The upstream 
videos provide the arrival time of each non-E-Pass lane vehicle.  The downstream videos 
are used to determine non-E-Pass lane vehicle service and departure times.  Selected 
vehicle types (i.e., Red truck, Green van) are identified and recorded to ensure accurate 
vehicle matches between the recorded arrivals and departures.  The times are recorded at 
a level of detail to the second.  No data was collected or analyzed for the AM Peak 
Northbound direction.  The traffic was not high enough to warrant data collection and 
analysis.  Also, field observations during the AM Peak Southbound data collection 
confirmed the northbound direction was not congested.  Peak hours from selected days 
are based on field observations made during data collection so that the traffic data is not 
biased from any atypical events such as a traffic crash.  Other selection criteria included 
no lane closures during the hour, no special events in the area that may generate 
additional traffic (i.e. major UCF sporting event), and no inclimate weather conditions 
such as rain or heavy fog.  Other criteria considered were a matching AM and PM peak 
hours for one day, a comprehensive peak hour (both directions collected), and a peak 







Researchers who were trying to mimic the neuro-physiology of the human brain 
originally developed Artificial Neural Networks (ANN) approach.  In the recent years, 
many statistical and numerical analyses were incorporated into the neural networks.  
Though there is a considerable controversy over whether ANN is really intelligent, there 
is no doubt that they have developed into very useful statistical models.  By detecting 
complex nonlinear relationships in data, neural networks can help to make predictions 
about real world problems.  Also neural networks prove to be more promising in 
predicting the required results. 
 
ANN is relatively new technique applied to estimate total vehicular delay at a toll plaza.  
The programming language code for the model was written in MATLAB
TM
, which is a 
high performance language for technical computing.  The application’s specific 
solutions’ called toolboxes in MATLAB
TM 
allow learning and applying specialized 
technology.  Neural network is a toolbox in MATLAB
TM. 
 
A general methodology using neural networks is developed for estimating vehicular 
delay in a manual lane and an ACM lane making use of University Mainline toll plaza 
data.  The neural network models for estimating delay in a manual lane and an ACM lane 
are specifically developed for University Mainline toll plaza.  The neural network model 
is trained to estimate delay by inputting a list of dependent (desired output parameters) 
and independent (input parameters) variables into the developed MATLAB
TM 
code.  The 
algorithm with the least Mean Square Error (MSE) is chosen.  The records with 
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independent and dependent variables in the data are fed into the models and they are 
referred to as one Epoch.  The neural network model does not give the same MSE for a 
fixed value of epochs. 
 
In each run the best result may be obtained for a different value of epochs.  Hidden layers 
are present in the model.  These hidden layers provide additional ability to compute 
internal calculations and weight adjustments.  Weights are basically adjustment 
coefficients used for each of the independent variables.  This results in an internal model 
equation to produce the desired output.  ANN requires multiple trials to produce good 
results.  Multiple trials are required because each problem is unique in its own way and 
the best combination of settings for any problem cannot be known without a trial and 
error method.  Once the code learns to estimate the delay, the model is statistically tested 
for its performance. 
6.1. Building ANN Models to Estimate Vehicular Delay for a Conventional Toll 
Plaza Lane 
The outline for developing a methodology using neural networks to estimate total 
vehicular delay in a manual lane and an ACM lane is as follows: 
1. The independent variables that would be inputted into the neural network model 
are the arrivals, departures and inter-vehicle time for the entire plaza per minute at 
the plaza.  These independent variables are the ones, which are easily available 
from the transaction data except inter-vehicle time. 
2. Preliminary application of neural networks for estimating delay in a manual lane 
and an ACM lane: The neural network model is trained with the independent and 
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dependent variables.  Since the number of independent variables was high to input 
into the neural network model, the delay estimation by neural network model is 
not satisfactory. 
3. Application of ITSM software to the data:  The ITSM software was employed to 
the data to check if time series analysis is a potential technique for estimating 
delay. 
4. Correlation and Linear Regression analysis of the dependent parameters and 
independent parameters: The main objective behind this analysis is to see if there 
exists any strong correlation between independent and dependent variables.  In the 
correlation analysis if the p-value of an independent variable is below 0.05, then it 
can be concluded that a good correlation exists between the independent variable 
and dependent variable.  This analysis is done to confirm that the selection of 
independent variables is good.  Linear Regression analysis was carried out to see 
if there exists any linear relationship between the dependent and independent 
variables.  If the variables have their R-values and Adjusted R-values below 0.05, 
then it can be concluded that there is a linear relationship between the dependent 
and independent variables. 
5. Build and train an ANN model to estimate plaza delay for a selected lane type 
(manual or ACM): Neural network model is developed based on the input 
variables from the correlation analysis.  A neural network model is built with the 
independent variables and it is then run to estimate the delay in the selected lane. 
6. Validation of the results: The t-tests were conducted on the validation data to 
check if the neural network results are statistically significant and satisfactory. 
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6.2. Development of Model I 
The neural network model for plaza delay estimation is developed based on the 
University Mainline Toll plaza configuration.  The University Mainline Toll Plaza is 
located on SR 417 (Greenway) northeast of downtown Orlando, Florida.  This toll plaza 
has eight toll lanes including two reversible lanes in the center of the plaza.  The 
University Plaza operated with all eight lanes open during the peak periods.  During the 
peak periods, the directions with the highest hourly traffic volumes (southbound for AM, 
northbound for PM) included two dedicated E-PASS lanes, one mixed ACM lane, and 
two mixed manual lanes to service the higher volumes.  The opposite directions during 
the peak periods (northbound for AM, southbound for PM) provided only one dedicated 
E-PASS lane and two mixed manual lanes for toll service.  Figure 9 is a map of OOCEA 
network in Central Florida and highlights the location of University Mainline toll plaza.  






Figure 9: OOCEA Toll Road Network for Central Florida 
Source: Orlando-Orange County Expressway Authority 
 
 




The list of days whose data is employed in the neural network model to train and validate 
the data is shown in Table 1.  The Feb 6
th
 2002 and Feb 19
th
 data are used to train the data 
and Feb 20
th
 to validate the data.  The data that is employed in the ANN models are from 
the Southbound AM peak direction. 
 
Table 1: List of the dates whose data was used in the neural network model 
Date Year AM/PM 
Feb 6th 2002 AM 
Feb 
19th 2002 AM 
Feb 
20th 2002 AM 
 
The independent variables employed in this neural network model are 
1. Arrivals in Manual lane 1 
2. Arrivals in Manual lane 2 
3. Arrivals in ACM lane 
4. Arrivals in ETC lane 1 
5. Arrivals in ETC lane 2 
6. Departures in Manual lane 1 
7. Departures in Manual lane 2 
8. Departures in ACM lane 
9. Departures in ETC lane 1 
10. Departures in ETC lane 2 
11. Inter-Vehicle time in Manual lane 1 
12. Inter-Vehicle time in Manual lane 2 
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13. Inter-Vehicle time in ACM lane 
14. Inter-Vehicle time in ETC lane 1 
15. Inter-Vehicle time in ETC lane 2 
The 15 independent variables listed above are the ones for which data is easily obtained 
and that, which can be inputted into the neural network models directly.  The independent 
variables from 1 to 5 listed above are the total number of arrivals counted per minute on 
the upstream of the plaza.  The arrivals count is obtained from classifiers installed on the 
upstream of the plaza i.e. University Mainline toll plaza.  Therefore, the total number of 
arrivals in each minute is easily obtained from the classifiers.  The independent variables 
from 6 to 10 listed above are the total number of departures per minute from the plaza.  
This data is obtained from the readily available toll plaza (University Mainline toll plaza) 
transaction data.  The independent variables from 11 to 15 are the inter-vehicle times in 
all the five lanes per minute.  This data can be obtained from the departures by 
performing a simple calculation, which hardly consumes time for its computation. 
 
It is not a good idea to train the neural network model with 15 independent variables to 
estimate only one dependent variable i.e. to estimate the entire plaza delay, which is only 
one dependent variable.  Hence, the 15 independent variables are reduced to 7 
independent variables that are listed below: 
1. Total arrivals: This variable is obtained by adding arrivals in all the 5 lanes i.e. 2 
manual lanes, 1 ACM lane and 2 ETC lanes. 
2. Departures in Manual lanes: Departures in manual lane 1 and manual lane 2 are 
grouped into this one variable. 
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3. Departures in ACM lane: Since there is only one ACM lane, the departures in this 
lane remain the same. 
4. Departures in ETC lane: This variable is obtained by adding departures in ETC 
lane 1 and ETC lane 2. 
5. Manual Inter-vehicle time: Inter-vehicle time in manual lane 1 and manual lane 2 
are grouped into “Manual Inter-vehicle time”. 
6. ACM Inter-vehicle time: As only one ACM lane is present, the inter-vehicle time 
in this lane remains the same. 
7. ETC Inter-vehicle time: This variable is obtained by grouping the inter-vehicle 
time in ETC lane 1 and ETC lane 2. 
 
These 7 independent variables are inputted into the neural network model to estimate the 
total vehicular delay at the plaza.  One full hour of data collected at the University 
Mainline toll plaza was used.  One hour of data contains 60 individual records (one 
record per minute) in it. These 60 records are calculated from hundreds of individual 
vehicle records.  In this neural network model three full hours of data is used.  Thus there 
are 180 individual records in the model developed.  Out of 180 records, 120 records of 
data are used for training the model and 60 records for validating the data.  The 
dependent and independent variables are inputted into the model and it was trained to 
obtain the required output i.e. total vehicular delay at the plaza.  The Model-1 training 
results that are obtained are shown in Figure 11.  This model results’ graph is plotted with 
“Time” on X-axis and “Delay” on Y-axis.  It can be seen from Figure 11 that the field 
delay (in dark color) and the estimated delay (in light color) do not follow similar trend.  
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This indicates that the model could not train the data according to the field delay and 
failed to estimate the delay required.  Table 1 in Appendix A shows the input data that 
was inputted in to the neural network model. 
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Figure 11: Neural Networks Model-I Training Results-1 
 
 
Table 2 below shows the output data obtained from Results 1 and Results 2 from the 
neural network delay Model I.  The data that is obtained by manually viewing the 















17 19.2109 14.8833 
17 13.6115 20.9637 
14 15.2053 20.5931 
16 9.0013 18.2161 
11 19.2109 17.2021 
15 15.2053 18.0474 
12 19.2109 14.4748 
10 13.6115 17.1841 
13 19.2079 18.1396 
10 19.2109 15.9023 
18 15.2053 17.5039 
8 15.2053 15.9933 
15 10.0029 13.0961 
12 19.2109 12.6928 
16 15.2053 15.7726 
20 19.2109 24.5856 
20 19.2109 14.1412 
13 19.2109 13.9228 
15 13.6115 12.2983 
13 19.2109 14.7266 
31 19.2109 13.4083 
12 19.2109 17.3242 
29 13.6115 18.29 
38 13.6115 16.5532 
17 19.2109 14.4453 
14 19.2086 17.2377 
9 19.2109 13.2751 
15 19.2109 13.7543 
24 19.2109 23.3273 
15 19.2109 12.5899 
14 15.2053 16.0889 
15 19.2109 18.6566 
11 15.3677 18.9846 
23 13.6115 22.16 
31 19.1326 12.3593 
35 13.6115 16.3993 
30 13.8107 14.3184 
21 19.2109 18.4215 
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24 15.2053 16.6237 
33 19.2109 15.9452 
42 9.9992 20.408 
33 13.6115 13.6724 
26 19.2109 15.7726 
12 13.6115 9.8173 
18 19.2109 14.5097 
33 19.2109 16.3307 
20 19.2109 16.1913 
23 13.6115 17.2021 
14 15.2053 12.6668 
13 15.2053 12.6999 
15 13.6115 16.0889 
21 19.2109 14.5529 
18 19.2107 13.9228 
33 19.0896 14.1336 
29 13.6123 19.1382 
12 19.2109 13.8849 
21 15.2694 18.5462 
25 15.2053 12.3392 
23 13.6115 20.4655 
12 19.2109 18.6501 
9 15.2053 20.2877 
14 15.2053 14.4875 
9 19.1726 17.1841 
7 13.6115 19.6184 
11 15.3562 17.0213 
13 19.0523 15.6052 
13 15.2053 14.1004 
10 19.2109 15.9692 
14 13.6115 18.2616 
21 13.6115 10.9019 
15 19.2109 13.2615 
17 15.2053 17.1841 
10 19.2109 18.5922 
8 13.6115 23.8192 
9 19.2109 20.7197 
12 13.6115 14.3406 
16 19.2109 15.8722 
9 19.2109 13.1455 
9 15.6755 15.8457 
13 19.2109 16.6237 
24 18.9151 15.181 
12 15.2053 15.9692 
14 13.6115 14.1207 
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9 19.2109 13.1745 
9 19.2109 15.3796 
8 15.2053 10.8638 
21 13.6873 14.3769 
24 15.2053 12.3063 
12 15.2068 15.3525 
8 15.2053 12.5255 
11 19.2109 17.2259 
20 13.6115 16.6558 
12 13.6115 20.4454 
19 15.2053 21.1062 
28 15.2053 16.3077 
23 13.6115 16.9466 
11 19.2109 14.9377 
9 19.1726 16.5532 
16 14.0616 18.6521 
17 19.2108 20.2729 
15 15.2053 12.9276 
9 13.6115 13.8474 
15 13.6115 9.9315 
10 19.2109 20.556 
20 19.2109 16.7516 
24 19.21 18.2449 
23 15.2061 16.7934 
11 18.9313 18.2449 
11 19.2109 12.9136 
10 13.6115 12.5111 
8 18.9379 20.742 
13 19.1893 13.8474 
9 19.21 17.5644 
8 19.2109 15.2987 
10 19.2109 16.9964 
18 19.2109 12.8755 
23 19.2109 17.5402 
12 15.2067 14.5174 
17 15.2053 15.6052 
17 19.2109 24.5973 
10 13.6115 12.2306 
33 13.6115 13.4862 
16 19.2109 18.5196 
16 15.2053 19.5689 
17 13.6237 12.6383 
16 13.6115 12.467 
14 15.2053 16.4481 
9 13.6115 12.467 
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10 19.2109 12.362 
23 13.6115 12.3464 
23 13.6115 20.3587 
16 16.0689 15.3813 
14 13.6115 12.8244 
17 13.6115 23.5918 
12 19.2109 18.1131 
25 19.2109 16.6237 
12 15.2053 13.5321 
17 15.2057 15.2232 
11 15.2053 19.4415 
11 19.2109 20.2628 
10 15.2053 18.993 
23 19.2109 17.9644 
20 19.0403 13.7723 
14 19.2109 13.481 
10 15.2057 18.7154 
9 15.6755 16.5066 
13 19.2109 20.5375 
22 13.6115 20.6122 
6 15.4475 24.3195 
19 15.4475 17.9206 
19 19.2107 16.4644 
14 18.7246 14.4013 
12 13.6115 15.3551 
10 13.6115 16.3782 
20 19.12 13.5178 
15 13.6115 12.5903 
17 18.3806 15.6052 
19 18.9835 18.2738 
17 18.9835 19.4828 
14 15.2053 17.0982 
14 13.6115 16.2769 
18 19.2109 15.0111 
18 15.2365 14.8437 
16 13.6115 19.8319 
9 13.6115 13.2751 
13 15.2053 12.3577 
11 13.6517 15.8214 
11 13.6115 17.4251 
24 16.2722 20.6235 
19 19.2109 21.6906 
17 13.6923 24.2215 
23 19.2109 17.0731 
17 13.6136 18.5158 
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13 19.2106 22.3076 
17 19.2109 12.3464 
11 15.2053 15.3796 
24 19.2107 19.1963 
15 19.1952 13.4967 
14 13.6115 17.0005 
15 15.2053 13.1704 
 
The neural network model was run for the second time to train the model in a better way 
for more accuracy.  The Model-2 training results can be seen in Figure 12.  This model 
training results show the data was trained very well when compared to the field delay to 
estimate the delay at the entire plaza.  The field delay (in dark) and the estimated delay 
(in light) show similar trend i.e. neural networks could train the data and could estimate 
the delay similar to the data that was fed to it.  Though the field delay and the estimated 
delay trends are similar, it could not follow the similar trend at the peaks that occurred in 
the real field data. 
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Field Delay Estimated Delay
 
Figure 12: Neural Networks Model-I Training Results-2 
 
Since the above results are not promising in estimating the total plaza delay, other 
methodologies are applied to the data to see if neural networks perform better.  The 
following section deals with exploring different techniques in an effort to develop a good 
Neural Network model. 
6.3. Data Analysis Using ITSM 
To develop a good neural network model it was decided to estimate the vehicular delay 
according to the lane type instead of estimating the delay occurring at the entire plaza per 
minute for one hour.  Since it is measured, delay as one-minute discrete intervals, Time 
Series can be one of the techniques that can be employed to estimate delay.  Interactive 
Time Series Modeling (ITSM) package is one such software employed to the data in this 
direction. 
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6.3.1. ITSM Overview 
ITSM package is Windows based time series computer package and it is designed to run 
under Microsoft Windows 3.1 or later.  The latest version of ITSM that is used in this 
analysis is ITSM2000.  Distinctive features of the package include an easy to use menu 
system and accessibility to those with little or no previous experience in time series or 
computing.  The software runs on IBM-PCs and compatible machines containing at least 
540K of available RAM, and a CGA, EGA, VGA or Hercules card.  This software deals 
with the effect of time on input and output data for any model.  Data collected at the 
University Mainline toll plaza for one complete hour was used in this application.  The 
ITSM software is applied to the data to check if a selected interval of time has any effect 
on the delay occurring at the plaza per one-minute intervals.  Table 3 below shows a 
sample of data with time and the respective delay experienced in that one minute.  The 
Table 2 in Appendix A shows one complete hour of data (60 records of data) with the 
corresponding delay in seconds.  The field delay is obtained from the data collected from 









Table 3: Sample data showing time and corresponding total plaza Delay 












The reason behind performing this investigation is to make sure that delay experienced in 
the lanes does not depend on any particular interval of the hour.  The two dependent 
variables employed in this software are delay in manual lane and delay in ACM lane and 
the analysis was used for one-minute interval.  The two test statistics that are stated for 
example in the following table are Ljung-Box statistic and McLeod-Li statistic. The two 
dependent variables, delay in manual lane and delay in ACM lane are tested for 
randomness in the data.  The results that are achieved using ITSM software for the above 
stated dependent variables and are as follows: 
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• Delay in Manual lane  
============================================ 
ITSM: (Tests of randomness on residuals) 
============================================ 
Ljung - Box statistic = 27.709 Chi-Square (20), p-value = .11646 
McLeod - Li statistic = 27.392 Chi-Square (20), p-value = .12460 
• Delay in ACM Lane 
============================================ 
ITSM: (Tests of randomness on residuals) 
============================================ 
Ljung - Box statistic = 21.282 Chi-Square (20), p-value = .38072 
McLeod - Li statistic = 22.689 Chi-Square (20), p-value = .30434 
 
From the above results it can be seen that these two dependent variables have their “p-
value” greater than 0.05.  This means that the data is Independent and Identically 
Distributed (IID) or the dependent variables are independent of the effect of time and 
each record is identically distributed.  Since the data is IID, it can be concluded that the 
total vehicular delay is independent of the time of the day. 
6.4. Exploratory Analysis of the Data 
Correlation analysis is performed on the input and output data to see if there exists any 
strong relationship between the selected dependent and independent variables.  It is 
important to identify significant variables that affect delay in developing a good neural 
network model.  Thus, the resulting variables from the correlation analysis will be 
inputted into the neural network models.  The Linear Regression Analysis is performed 
on the data to check for linear relationship between the dependent and independent 
variables.  The variables “newvar” and “proportion” were created in the process of 
development of the neural network model to capture the smallest intricacies too in the 
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data, apart from the independent variables that will be concluded from the correlation 
analysis conducted below.  They are defined in the following manner: 
newvar: This variable is obtained by subtracting the departures of all five lanes from the 
total number of arrivals per one minute to the plaza.  The resulting value gives an idea of 
all those vehicles that were not served in that one minute and thus contributing to delay in 
the next one minute. 
proportion: The value that is obtained when the total number of departures in the two 
ETC lanes is divided by the total number of departures in all the lanes.  In other words 
the proportion of ETC vehicles in all the five lanes has to be known because the larger 
the number of ETC vehicles, lesser is the delay that is experienced, on average in all the 
lanes [28]. 
manual lane 2: The manual lane that is under analysis i.e. the lane in which delay has to 
be estimated. 
manual lane 1: The manual lane adjacent to the one under analysis. 
mdepartures1: Departures in the manual lane 1 
mintvehtime1: Inter-vehicle time in manual lane 1 
acm_departures: Departures in ACM lane 
acm_intvehtime: Inter-vehicle time in ACM lane 
delay_in_acm_lane: Delay experienced in ACM lane 
delay_in_manual_lane1: Delay experienced in manual lane 1 
6.4.1. Correlation Analysis 
In section 6.1, the independent variables that were inputted into the neural network model 
were more generally selected.  All those selected variables that were easily available from 
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the toll plaza data were inputted into the model, which produced unsatisfactory results.  
To obtain good results, only those variables have to be inputted which affect the delay.  
Thus, Correlation analysis is performed to fix the variables, which have an impact on the 
delay.  A Correlation analysis of the dependent and independent variables was performed 
using Statistical Analysis Software (SAS).  The SAS is very useful in analyzing the data 
statistically and testing for the correlation between the variables.  The positive correlation 
between two variables means that if the value of first variable increases, the value of the 
second variable also increases.  From Table 4, the correlation coefficient for 
“mdepartures1” is “0.20605” which is, positive.  This implies that more the number of 
departures in the manual lane 1, higher are the delays in the manual lane, which is true.  
The negative correlation between two variables is that if the value of first variable 
increases, the value of the second variable decreases and vice-versa.  From Table 4, the 
correlation coefficient for “proportion” is “-0.20424”, this explains the negative symbol 
in its value.  This implies that more the number of ETC vehicles in a lane, lesser is the 
delays experienced, that is the reason, the correlation coefficient is negative.  In the 
Correlation analysis, if the “p-value” is less than 0.05 for the independent variable when 
it is correlated with the dependent variable then, it is an indication that there exists a 
strong correlation between those independent and dependent variables.  For example it 
can be seen from Table 4 that the p-value is 0.0013 for “mdepartures1” and 
“delay_in_manual_lanes”, which is less than 0.05.  Hence, it can be stated that 




Table 4: Correlation of Delay in a Manual lane with the Independent variables 
Independent Variables Correlation of 
delay_in_manual_lane 
p-value 
mdepartures1 0.20605 0.0013 
mintvehtime1 -0.1946 0.0025 
acm_departures 0.1768 0.006 
acm_intvehtime -0.1238 0.0555 
delay_in_ACM_lane 0.15151 0.0188 
delay_in_manual_lane1 0.27226 <0.0001 
newvar -0.196 0.0023 































Table 5: Correlation of Delay in ACM lane with the Independent variables 
Independent Variables Correlation of 
delay_in_ACM_lane 
p-value 
mdepartures1 0.24142 0.0002 
mdepartures2 0.28411 <0.0001 
mintvehtime1 -0.2059 0.0013 
mintvehtime2 -0.2215 0.0005 
acm_departures 0.19111 0.003 
acm_intvehtime -0.131 0.0426 
etc_departures2 -0.2195 0.0006 
etc_intvehtime_2 0.14897 0.021 
delay_in_manual_lanes 0.14245 0.0273 
service_time_in_ACM_lane 0.12639 0.0405 
delay_in_manual_lane2 0.15151 0.0188 
newvar -0.1396 0.0306 
proportion -0.3516 <0.0001 
 
Note that most of the correlation coefficients with their plus or minus sign (i.e. + or -) 
may be attributed to the traffic dynamics at the toll plaza.  This statement is justified by 
giving an example.  It can be seen in Table 5 that the correlation between acm_intvehtime 
and delay_in_ACM_lane is 0.0426, which is less than 0.05, which implies that higher the 
inter-vehicle time in an ACM lane, greater is the delay experienced in that lane. 
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6.4.2. Regression Analysis 
Followed by the correlation analysis, a linear regression model is fit to the delay data to 
see if there exists any linear relationship between the dependent and independent 
variables obtained from the correlation analysis.  From the regression analysis, the R-
Square and Adjusted R-Square values for the two dependent variables are shown in the 
table 6: 
 
Table 6: Dependent variables with their R-Square and Adjusted R-Square values in 
Regression Analysis 
 Dependent variables R-Square 
Adjusted R-
Square 
Delay in Manual lane  0.0857 0.054 
Delay in ACM lane 0.2071 0.1602 
 
 
From Table 6 it can be seen that the R-Square and Adjusted R-Square values below 0.05 
from the regression analysis are not significant.  Thus, it can be concluded from the 
above linear regression analysis, that there is no linear relationship between the 
dependent and independent variables.  Hence to detect the non-linear relationship an 
enhanced technique should be employed.  This is when the neural networks play an 
important role in identifying a non-linear relationship between the dependent and 
independent variables. 
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6.5. Development of Neural Network Model for a Selected Lane Type 
Continuation of development of a good neural network model to estimate delay in  
a manual lane and ACM lane is attempted in this section.  The independent variables 
concluded from the previous section are used as input variables in the model.  One neural 
network model to estimate plaza delay for each lane type (manual and ACM lane) is now 
developed.  Two neural networks models are developed independently for the two 
dependent variables i.e. delay in manual lane and delay in ACM lane.  A common 
methodology is developed and employed to both the neural networks’ models.  This 
methodology is now explained in a generalized manner.  A list of independent (input 
variables) and dependent variables (desired output variables) are fed into the neural 
network.  A MATLAB
TM
 code is written to run the neural network model.  Hidden layers 
are also present in the model.  This is what makes the model a Multi-Layer Perceptron 
Network (MLPN), i.e., a network with multiple nodes.  These hidden nodes provide 
additional ability to perform internal calculations and weight adjustments.  Weights are 
basically adjustment coefficients used for each of the independent variables.  This results 
in an internal model equation to produce the desired output.  There are 15 hidden nodes 
in these two neural networks models.  The learning rate in these two models varies from 
0.005 to 0.05 with an incremental interval of 0.005.  When all the records with the 
independent variables with their respective dependent variables are fed into the model, it 
is referred to as one Epoch.  Each model utilizes 240 data records i.e. four days of data 
are employed into the neural network models.  Out of 240 data records (refer to the days’ 
table), 180 records (3 days data) are used for training the data and 60 records (1 days’ 
data) is used for validating the data.  The data is now trained to estimate the total 
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vehicular delay in manual lane and ACM lane.  The MATLAB
TM
 code is run for 5000 
epochs for the two dependent variables.  Once the MATLAB
TM 
code learns to estimate 
the delay and produces the output, the model is statistically tested for its performance.  
The algorithm that produces the least Mean Square Error (MSE) is chosen.  The neural 
network model does not give the same MSE for a fixed value of epochs.  In each run, the 
best result may be for a different value of epochs.  That is the reason; the final least MSE 
value is an average of 20 runs for each dependent variable.  An average of 20 runs was 
taken because the results proved to be good.  While training the network, the testing data 
was also presented to the model in every cycle so that the testing error can be monitored 
along with the training error.  The two neural network models that are developed are 
explained in detail in the following sections.  Table 7 shows the list of days whose data is 
employed in the two neural network models. 
 
Table 7: List of dates of which data was used in the neural network model 
Date Year AM/PM 
Feb 6th 2002 7-8 AM 
Feb 12
th
 2002 5-6 PM 
Feb 19
th
 2002 7-8 AM 
Feb 20
th
 2002 7-8 AM 
 
6.5.1. Neural Network Model for Delay in Manual lane 
The independent variables, which were determined to affect the delay in manual lane 
from the correlation analysis, are  
• Departures in Manual lane1 (mdepartures1) 
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• Inter-Vehicle time in Manual lane1 (mintvehtime1) 
• Departures in ACM lane (acm departures) 
• Inter-Vehicle time in ACM lane (acm intvehtime) 
• Number of vehicles in the queue (newvar) 
• % Of Vehicle equipped with ETC (proportion) 
The table below gives an idea about the actual input data that was fed into the neural 
network model to train the model.  These independent variables and dependent variables 
are fed into the neural network model to train and to validate the data.  The figure shown 
below gives an idea of the neural network model for delay in manual lane with six input 
nodes, nine hidden nodes and one output node.  The number of epochs in this model is 
5000.  It has been proven in the literature by Cybenko [29] in 1989 that an MLP structure 
with one hidden layer and non-linear activation functions for the hidden nodes can 
implement any function of practical interest.  Hence, it is sensible to focus on MLPN 
structure with one hidden layer and not to complicate the structure unnecessarily.  The 
methodology to decide the number of hidden nodes in the hidden layer has also been well 
documented by Neural ware [30] in 1993.  This neural network model was run from 1 to 
15 numbers of hidden nodes. The Neural Networks achieved its best possible Least Mean 
Square Error at 9 hidden nodes at a learning rate that is 0.005.  This learning rate of 0.005 
can be attributed to the impact of the independent variables on the output.  In Appendix 
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Figure 13: Neural Network Model for Delay in Manual Lane 
 
MSE’s of the least learning rate attained at the optimal number of hidden nodes are 
graphed below with “MSE’s” on the Y-axis and “Number of hidden nodes” on X-axis.  It 
may be observed in the graph that the minimum peak occurred at 9 hidden nodes.  The 
Sum of Squares Error (SSE) of the neural network model achieved is 1626.835, its MSE 
is 27.11392 and its RMSE is 5.207, which is good.  Lower the MSE value better is the 
result.  The MATLAB
TM 
code for the neural network model for delay estimation in 
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Figure 14: Plot for MSE of Delay in Manual Lane and Number of Hidden Nodes 
 
The neural networks estimated delay in manual lane well.  The results are acceptable with 
its RMSE value of 5.207.  These results are put to a further analysis to confirm upon the 
consistency using “t-test” in the following sections.  The output obtained from the neural 
network model runs is shown in the Table 8.  The Table 8 shows the field delay and the 
sample of estimated delays obtained from the neural network model. 
 
 













11 11.2808 11.6166 10.5758 10.625 10.0307 
14 10.5708 11.3231 10.6056 10.6451 11.4885 
20 12.0121 12.1022 10.9924 11.3888 14.453 
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15 11.9293 12.0464 10.8826 11.4568 11.9446 
20 13.2952 13.1294 12.7514 13.1831 12.2609 
18 13.5703 13.4773 13.189 13.3341 13.7692 
17 15.9864 13.2761 17.8851 18.102 20.7377 
6 12.7419 12.0051 12.6815 12.7491 12.6383 
10 12.4596 12.0032 13.0863 12.6842 12.0269 
29 13.8568 13.7482 15.2248 14.3594 14.6522 
28 14.1205 13.8909 15.578 14.826 14.1262 
21 15.4645 12.0398 18.03 14.9118 21.2311 
11 12.3412 12.0178 11.6802 11.9072 11.5571 
15 13.8987 12.4492 15.7806 14.3303 15.1341 
12 12.8774 11.8999 14.0389 12.7771 13.7685 
23 12.4696 12.2641 13.3316 12.3225 12.2774 
9 12.3623 12.2028 12.128 11.4871 12.1957 
11 15.0793 14.8014 13.024 14.2507 12.9081 
6 15.8148 15.0904 15.9047 14.4687 13.4427 
11 11.5182 11.6773 11.4126 10.918 11.8122 
11 14.0419 14.0248 14.8305 14.3735 14.707 
7 13.9436 14.0188 15.6913 14.5883 14.5492 
6 11.6532 11.8875 11.587 11.0762 12.0982 
9 14.4532 12.7907 15.4677 12.5224 14.9561 
8 12.1373 12.8531 11.5492 12.056 12.1935 
6 14.84 14.989 15.3513 15.0272 13.4747 
9 11.8356 11.8241 12.5866 11.2084 11.9742 
17 13.5584 14.0017 13.3272 14.5984 13.9422 
10 12.8662 14.4915 12.0164 13.1694 9.5937 
19 14.5981 15.2946 15.3379 14.7191 14.9152 
19 13.882 13.9866 13.8146 14.1097 13.2184 
13 14.1806 14.9748 14.3055 14.4255 14.2563 
8 16.1412 15.6857 15.4906 15.4914 13.9945 
7 14.1551 13.9281 14.2882 14.62 15.115 
10 12.1161 12.0581 12.8619 11.686 12.1502 
11 12.4206 12.7049 12.0251 12.2664 12.5091 
11 13.976 13.7748 12.6425 13.5483 13.3485 
20 15.2748 15.5829 14.0249 15.1065 12.0716 
19 13.8594 14.3642 14.1314 14.0672 13.7377 
11 16.7789 15.5526 16.1022 17.3639 16.3352 
13 13.0353 12.6663 13.9314 13.4678 13.8183 
13 11.9938 12.2953 11.8765 11.6783 12.2496 
10 11.7486 12.3165 11.5032 10.9915 12.7466 
14 16.031 16.0184 12.8188 14.6545 12.3071 
8 12.3863 12.8278 11.9856 11.6958 12.5316 
12 15.1112 15.909 13.5695 14.6812 11.4317 
11 17.4425 14.4451 18.678 19.6389 22.0656 
6 12.7924 12.0639 14.4497 12.5427 14.9711 
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8 11.7548 12.0481 10.8752 10.9703 12.4946 
8 12.9044 12.6833 12.1018 11.7318 12.5828 
10 13.2919 13.3148 12.2671 13.1191 12.6469 
12 14.4248 14.1439 12.9457 14.2336 13.8163 
13 15.8924 13.7715 17.7853 15.856 17.4654 
7 11.0329 11.6818 9.3682 10.049 12.9132 
8 14.9374 14.2462 14.6519 15.0458 15.3456 
8 12.9763 14.0098 13.5011 13.8631 12.9182 
12 14.3897 13.4913 16.1648 15.1545 14.3656 
10 13.6452 13.2076 13.4203 13.7635 14.5499 
17 13.7405 13.3644 13.266 13.7014 14.2444 
10 13.5723 14.1432 14.7279 14.1323 13.5956 
 
6.5.2. Validation of the manual lane output data 
The following is the Table 9 that provides an estimate of the total delay per vehicle in the 
manual lane in each minute (both field delay and estimated delay for one complete hour).  
The results can be used to calculate delay per vehicle in a toll plaza lane as shown in 
Table 9. 
 

















7:01:00 3 11 3.67 11.2808 3.76 
7:02:00 4 14 3.5 10.5708 2.64 
7:03:00 5 20 4 12.0121 2.4 
7:04:00 7 15 2.14 11.9293 1.7 
7:05:00 5 20 4 13.2952 2.66 
7:06:00 4 18 4.5 13.5703 3.39 
7:07:00 5 17 3.4 15.9864 3.2 
7:08:00 4 6 1.5 12.7419 3.19 
7:09:00 6 10 1.67 12.4596 2.08 
7:10:00 3 29 9.67 13.8568 4.62 
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7:11:00 7 28 4 14.1205 2.02 
7:12:00 4 21 5.25 15.4645 3.87 
7:13:00 5 11 2.2 12.3412 2.47 
7:14:00 7 15 2.14 13.8987 1.99 
7:15:00 7 12 1.71 12.8774 1.84 
7:16:00 7 23 3.29 12.4696 1.78 
7:17:00 7 9 1.29 12.3623 1.77 
7:18:00 4 11 2.75 15.0793 3.77 
7:19:00 5 6 1.2 15.8148 3.16 
7:20:00 5 11 2.2 11.5182 2.3 
7:21:00 5 11 2.2 14.0419 2.81 
7:22:00 7 7 1 13.9436 1.99 
7:23:00 7 6 0.86 11.6532 1.66 
7:24:00 7 9 1.29 14.4532 2.06 
7:25:00 8 8 1 12.1373 1.52 
7:26:00 4 6 1.5 14.84 3.71 
7:27:00 6 9 1.5 11.8356 1.97 
7:28:00 7 17 2.43 13.5584 1.94 
7:29:00 9 10 1.11 12.8662 1.43 
7:30:00 8 19 2.38 14.5981 1.82 
7:31:00 7 19 2.71 13.882 1.98 
7:32:00 6 13 2.17 14.1806 2.36 
7:33:00 5 8 1.6 16.1412 3.23 
7:34:00 5 7 1.4 14.1551 2.83 
7:35:00 8 10 1.25 12.1161 1.51 
7:36:00 9 11 1.22 12.4206 1.38 
7:37:00 8 11 1.38 13.976 1.75 
7:38:00 5 20 4 15.2748 3.05 
7:39:00 5 19 3.8 13.8594 2.77 
7:40:00 6 11 1.83 16.7789 2.8 
7:41:00 7 13 1.86 13.0353 1.86 
7:42:00 7 13 1.86 11.9938 1.71 
7:43:00 7 10 1.43 11.7486 1.68 
7:44:00 5 14 2.8 16.031 3.21 
7:45:00 8 8 1 12.3863 1.55 
7:46:00 6 12 2 15.1112 2.52 
7:47:00 6 11 1.83 17.4425 2.91 
7:48:00 5 6 1.2 12.7924 2.56 
7:49:00 7 8 1.14 11.7548 1.68 
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7:50:00 8 8 1 12.9044 1.61 
7:51:00 6 10 1.67 13.2919 2.22 
7:52:00 3 12 4 14.4248 4.81 
7:53:00 8 13 1.63 15.8924 1.99 
7:54:00 6 7 1.17 11.0329 1.84 
7:55:00 8 8 1 14.9374 1.87 
7:56:00 5 8 1.6 12.9763 2.6 
7:57:00 8 12 1.5 14.3897 1.8 
7:58:00 5 10 2 13.6452 2.73 
7:59:00 7 17 2.43 13.7405 1.96 
8:00:00 6 10 1.67 13.5723 2.26 
 
 
Thus, it can be concluded that neural networks are successful in estimating the vehicular 
delay experienced in a manual lane.  But it can be confirmed confidently that the delay 
model is successful only after it passes the statistical t-test.  The delay model for the 
manual lane is tested for its significance in the up-coming section. 
6.5.3. Neural Network model for Delay in ACM lane 
The independent variables obtained from the correlation analysis, which have an affect 
on the dependent variable i.e. delay in ACM lane, are: 
• Departures in Manual lane1 (mdepartures1) 
• Departures in Manual lane2 (mdepartures2) 
• Inter-Vehicle time in Manual lane1 (mintvehtime1) 
• Inter-Vehicle time in Manual lane2 (mintvehtime2) 
• Departures in ACM lane (acm departures) 
• Inter-Vehicle time in ACM lane (acm intvehtime) 
• Departures in ETC lane2 (etc departures2) 
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• Inter-Vehicle time in ETC lane2 (etc intvehtime2) 
• Number of vehicles in the queue (newvar) 
• % of Vehicle equipped with ETC (proportion) 
The table with all the input variables that are inputted into the neural network model is 
shown in the Table 2 of Appendix A.  The neural network was modeled with the above 
variables with hidden nodes from 1 to 15 at the learning rate from 0.005 to 0.05 with an 
incremental interval 0.005.  An optimum number of hidden nodes were observed to be 7 
at 0.035 learning rate.  The Neural Network model with optimum number of hidden 
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Figure 15: Neural Network Model for Delay in ACM Lane 
 
The graph is plotted with the MSE’s of the best-achieved hidden nodes, with “MSE’s” on 
vertical axis and “Number of hidden nodes” on horizontal axis.  It can be seen clearly 
from Figure 16 that the best model occurs at 7 hidden nodes.  The SSE value is 808.5496, 
MSE is 13.47583 and the resulting RMSE is 3.67094. 
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Figure 16: Plot for MSE of Delay in ACM lane and Number of Hidden Nodes 
 
The Neural Networks predictions for the dependent variable- “Delay in ACM lane” are 
very good with its RMSE value being 3.67094.  These estimations are exceptionally good 
but they need to be tested with the “t-test” to ensure its excellence in the following 
sections.  The MATLAB code for the neural network model for delay estimation in 
ACM lane is in Appendix B.  The neural network output table for the delay in ACM lane 
is shown Table 10.  The Table 10 shows the field delay and the sample of estimated 



















5 6.5868 11.6838 7.5223 7.4754 11.2512 
4 6.1621 16.454 7.0537 6.865 7.7388 
6 6.9981 10.1293 9.0248 6.2467 10.2886 
7 5.8752 6.1014 7.0834 6.2352 7.6734 
6 7.5118 12.2466 7.7488 6.9968 9.5899 
7 8.4701 11.8248 10.4104 9.2777 10.0884 
11 9.4243 12.3381 12.9601 7.8902 11.6769 
5 8.6053 11.8958 8.5134 8.6985 11.371 
5 6.8286 10.8716 7.4667 7.0654 8.5166 
11 7.1513 9.5187 8.4803 7.1131 9.1053 
6 7.582 9.2097 7.2388 7.3682 8.1821 
7 8.966 12.2631 15.3349 8.2465 9.6953 
9 7.468 11.6302 7.3415 7.38 9.5233 
6 9.1768 12.3028 10.9871 7.7543 11.6583 
6 7.3954 9.2939 8.6436 7.3302 9.3958 
7 7.3603 9.4285 7.4244 6.8803 8.8626 
7 7.6951 9.9455 7.3146 7.2338 8.8258 
15 10.7861 11.7303 13.86 13.9608 12.3493 
4 8.9322 10.4498 15.056 8.3648 14.2073 
8 6.7742 10.6058 7.1866 6.5624 9.0598 
10 8.8415 11.8036 10.1114 9.3151 10.9772 
6 6.2297 5.8722 6.058 7.5612 6.0534 
12 6.9467 14.1165 7.2051 6.6351 9.9877 
11 9.4606 11.4103 16.8781 7.7361 16.0183 
12 6.9176 7.9263 7.2254 6.8566 7.0694 
11 7.0593 9.1802 10.4204 6.9096 9.7998 
10 6.1 10.5469 7.0015 6.6011 7.1671 
25 8.5276 8.4655 8.9103 9.437 8.1422 
7 6.8027 8.1992 7.9034 6.9078 8.4607 
10 6.5921 9.2792 7.5183 6.3607 8.768 
9 8.9842 9.8352 10.6963 8.8405 10.0286 
10 6.2989 8.7664 7.6121 6.2173 8.407 
7 8.5969 10.502 11.8056 8.2785 11.0981 
5 7.72 8.8741 10.414 8.0514 8.9173 
5 7.5232 10.8064 7.501 6.9428 10.2567 
9 8.6865 10.3125 8.3023 8.3242 10.2721 
18 9.2656 11.1854 11.2245 8.4811 9.9468 
17 8.6018 10.691 12.2345 10.8543 9.7139 
8 6.8597 9.9667 8.005 6.616 8.3463 
6 10.6592 12.0799 15.669 12.8685 11.4525 
6 6.7175 6.7399 7.1145 6.8192 8.2075 
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8 5.9237 6.7356 7.098 6.1079 5.6388 
5 6.657 9.623 7.3159 6.3767 7.7799 
4 7.5384 9.0521 13.1107 8.934 8.1952 
8 7.0585 9.8165 7.5083 6.857 8.1972 
9 6.4955 7.9215 8.5152 6.3635 8.684 
13 11.2621 12.1867 14.9531 9.9575 9.5753 
4 10.1273 11.9394 12.987 10.089 14.5935 
8 6.0152 7.2188 6.9617 6.7745 5.4394 
7 8.5156 12.7281 9.5176 7.5246 12.4048 
7 7.6298 9.1508 9.0017 7.5749 8.8131 
13 7.874 10.7435 11.7783 7.8292 10.631 
8 8.1344 9.0011 11.9416 8.1255 14.9804 
9 5.8859 8.429 7.327 5.9959 5.4707 
8 10.7505 11.295 12.6485 9.875 11.3089 
10 6.3047 6.9499 7.4036 6.2504 6.4045 
8 7.1067 10.3318 7.7808 7.033 8.6869 
7 9.2409 11.4123 9.6104 9.005 11.1485 
6 8.168 11.3716 10.3258 8.0475 10.5852 
9 6.6688 7.5025 7.2334 6.5957 7.6156 
 
6.5.4. Validation of the ACM lane output data 
The delay caused per each vehicle in the ACM lane is shown in the Table 11 for field 
delay and estimated delay too. 
 
















7:01:00 7 5 0.71 6.5868 0.94 
7:02:00 4 4 1 6.1621 1.54 
7:03:00 9 6 0.67 6.9981 0.78 
7:04:00 5 7 1.4 5.8752 1.18 
7:05:00 7 6 0.86 7.5118 1.07 
7:06:00 14 7 0.5 8.4701 0.61 
7:07:00 10 11 1.1 9.4243 0.94 
7:08:00 11 5 0.45 8.6053 0.78 
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7:09:00 10 5 0.5 6.8286 0.68 
7:10:00 12 11 0.92 7.1513 0.6 
7:11:00 10 6 0.6 7.582 0.76 
7:12:00 12 7 0.58 8.966 0.75 
7:13:00 9 9 1 7.468 0.83 
7:14:00 12 6 0.5 9.1768 0.76 
7:15:00 13 6 0.46 7.3954 0.57 
7:16:00 11 7 0.64 7.3603 0.67 
7:17:00 13 7 0.54 7.6951 0.59 
7:18:00 15 15 1 10.7861 0.72 
7:19:00 14 4 0.29 8.9322 0.64 
7:20:00 10 8 0.8 6.7742 0.68 
7:21:00 13 10 0.77 8.8415 0.68 
7:22:00 13 6 0.46 6.2297 0.48 
7:23:00 9 12 1.33 6.9467 0.77 
7:24:00 17 11 0.65 9.4606 0.56 
7:25:00 11 12 1.09 6.9176 0.63 
7:26:00 14 11 0.79 7.0593 0.5 
7:27:00 11 10 0.91 6.1 0.55 
7:28:00 15 25 1.67 8.5276 0.57 
7:29:00 12 7 0.58 6.8027 0.57 
7:30:00 9 10 1.11 6.5921 0.73 
7:31:00 16 9 0.56 8.9842 0.56 
7:32:00 11 10 0.91 6.2989 0.57 
7:33:00 15 7 0.47 8.5969 0.57 
7:34:00 16 5 0.31 7.72 0.48 
7:35:00 13 5 0.38 7.5232 0.58 
7:36:00 14 9 0.64 8.6865 0.62 
7:37:00 15 18 1.2 9.2656 0.62 
7:38:00 13 17 1.31 8.6018 0.66 
7:39:00 11 8 0.73 6.8597 0.62 
7:40:00 16 6 0.38 10.6592 0.67 
7:41:00 10 6 0.6 6.7175 0.67 
7:42:00 9 8 0.89 5.9237 0.66 
7:43:00 11 5 0.45 6.657 0.61 
7:44:00 16 4 0.25 7.5384 0.47 
7:45:00 13 8 0.62 7.0585 0.54 
7:46:00 14 9 0.64 6.4955 0.46 
7:47:00 15 13 0.87 11.2621 0.75 
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7:48:00 14 4 0.29 10.1273 0.72 
7:49:00 7 8 1.14 6.0152 0.86 
7:50:00 11 7 0.64 8.5156 0.77 
7:51:00 15 7 0.47 7.6298 0.51 
7:52:00 14 13 0.93 7.874 0.56 
7:53:00 13 8 0.62 8.1344 0.63 
7:54:00 8 9 1.13 5.8859 0.74 
7:55:00 15 8 0.53 10.7505 0.72 
7:56:00 11 10 0.91 6.3047 0.57 
7:57:00 12 8 0.67 7.1067 0.59 
7:58:00 13 7 0.54 9.2409 0.71 
7:59:00 13 6 0.46 8.168 0.63 
8:00:00 11 9 0.82 6.6688 0.61 
 
6.6. Statistical “t-test” on the Data 
After obtaining the delay estimations according to the lane type from the neural network 
models, the validation data is tested statistically for its significance.  Thus, the validation 
data is put to “paired t-test”.  The Table 12 shows the results from the t-test on validation 
data. 
 











p-value 0.837759 0.637909 0.291573 
 
It can be seen from the above table that t-test value for “Delay in ACM lane” is 0.837759, 
for “Delay in Manual lane 1” is 0.637909 and for “Delay in Manual lane 2” is 0.291573.  
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The t-test “p-values” for all these variables are greater than 0.05, this implies that there is 
no significant difference between the field delay and estimated delay.  Hence, the 
performance of the two models is good. 
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7. TRANSFERABILITY OF THE NEURAL NETWORK MODELS 
DEVELOPED 
The neural network models that were developed to estimate the delay in the manual lane 
and ACM lane in the previous section are tested for their transferability for the new 
University Mainline toll plaza configuration.  The improvements made at the University 
Mainline toll plaza included renovation of the plaza structure to include additional 
conventional toll lanes for each direction, express E-Pass lanes in each direction, and an 
additional approach lane for each direction.  In summer 2003, after construction was 
completed, the University Mainline toll plaza had twelve available toll lanes with no 
reversible lanes.  In the after study, the plaza configuration provided six toll lanes 
available for servicing customers in each direction.  These included two cash lanes, two 
ACM lanes and two dedicated express E-Pass lanes.  All lanes accepted E-Pass payment. 
The manual lane delay model and ACM lane delay model are tested for June 26
th
, 2003 
data i.e. data from after study at the University Mainline toll plaza.  So the manual lane 
delay model is tested for the two manual lanes and the ACM lane delay model is tested 
for the two ACM lanes available.  The delay models that were developed are based on the 
before study data at the University Mainline toll plaza and are now tested with the after 
study data of the same plaza.  The two lane type models that were developed are tested on 
four lanes (i.e. 2 manual lanes and 2 ACM lanes).  Thus the four lanes’ models (tested on 
the after study data at the University Mainline Toll Plaza) which will be discussed 
individually is as below:- 
• Transferability of Manual lane delay model on Manual lane 1 
• Transferability of Manual lane delay model on Manual lane 2 
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• Transferability of ACM lane delay model on ACM lane 1 
• Transferability of ACM lane delay model on ACM lane 2 
7.1. Transferability of Manual lane delay model on Manual lane 1 
The data at the University Mainline toll plaza with new plaza configuration was collected 
as a part of research study at the University of Central Florida.  The new data will be used 
to validate the manual delay model that is developed.  The Table 13 shows the delay 
caused per each vehicle in the manual lane 1 for field delay and estimated delay too. 
 
















5:01:00 6 11 1.83 13 2.21 
5:02:00 5 14 2.8 11 2.13 
5:03:00 4 18 4.5 15 3.72 
5:04:00 5 15 3 12 2.42 
5:05:00 7 16 2.29 13 1.82 
5:06:00 4 18 4.5 15 3.64 
5:07:00 2 17 8.5 15 7.56 
5:08:00 7 13 1.86 14 2.05 
5:09:00 6 10 1.67 13 2.22 
5:10:00 8 12 1.5 14 1.69 
5:11:00 7 15 2.14 13 1.92 
5:12:00 7 18 2.57 15 2.2 
5:13:00 6 11 1.83 12 1.93 
5:14:00 6 15 2.5 13 2.19 
5:15:00 6 12 2 13 2.16 
5:16:00 5 14 2.8 12 2.39 
5:17:00 5 9 1.8 12 2.31 
5:18:00 6 11 1.83 14 2.41 
5:19:00 5 14 2.8 16 3.18 
5:20:00 7 12 1.71 11 1.6 
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5:21:00 6 12 2 13 2.17 
5:22:00 8 11 1.38 12 1.56 
5:23:00 7 10 1.43 11 1.59 
5:24:00 7 16 2.29 15 2.15 
5:25:00 7 12 1.71 11 1.63 
5:26:00 6 15 2.5 14 2.31 
5:27:00 9 9 1 11 1.22 
5:28:00 8 15 1.88 12 1.53 
5:29:00 8 10 1.25 12 1.52 
5:30:00 8 14 1.75 12 1.51 
5:31:00 5 15 3 14 2.72 
5:32:00 4 13 3.25 12 3.08 
5:33:00 2 13 6.5 14 7.02 
5:34:00 8 11 1.38 13 1.65 
5:35:00 6 10 1.67 12 1.96 
5:36:00 6 11 1.83 12 1.99 
5:37:00 6 11 1.83 13 2.11 
5:38:00 8 16 2 15 1.81 
5:39:00 4 15 3.75 13 3.17 
5:40:00 6 13 2.17 15 2.57 
5:41:00 8 13 1.63 12 1.56 
5:42:00 7 13 1.86 11 1.6 
5:43:00 7 10 1.43 11 1.56 
5:44:00 8 16 2 15 1.88 
5:45:00 7 12 1.71 11 1.63 
5:46:00 3 11 3.67 15 4.86 
5:47:00 6 14 2.33 16 2.72 
5:48:00 6 15 2.5 13 2.25 
5:49:00 7 11 1.57 11 1.55 
5:50:00 8 10 1.25 12 1.53 
5:51:00 6 10 1.67 13 2.1 
5:52:00 5 12 2.4 14 2.78 
5:53:00 6 15 2.5 16 2.73 
5:54:00 8 9 1.13 11 1.32 
5:55:00 5 12 2.4 14 2.79 
5:56:00 5 10 2 13 2.51 
5:57:00 6 12 2 13 2.13 
5:58:00 4 10 2.5 13 3.3 
5:59:00 8 17 2.13 13 1.62 
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6:00:00 6 10 1.67 13 2.08 
 
 
The manual lane delay model is tested with the after study data at the University 
Mainline toll plaza.  The results show that the SSE of the data is 610.6576, MSE is 
30.53288 and RMSE is 5.525657.  These results are very good to conclude that the 
manual lane delay model that is developed based on the before study data, works well for 
the after study data too.  Thus the transferability of the manual lane delay model to 
different toll plaza configuration establishes the fact that the manual lane delay model 
that is developed is really a good model.  Figure 17 re-establishes the fact that neural 
networks are good in estimating delay for after study data also i.e. the field delay trend 






























Figure 17: Plot between Field Delay and Estimated Delay in Manual Lane 1 against 
Time 
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The validation data is tested for its statistical significance too which is discussed in the 
forth-coming sections. 
7.2. Transferability of Manual lane delay model on Manual lane 2 
 
The manual lane delay model is validated with new plaza configuration to test the 
transferability of the model.  The Table 14 shows the delay caused per each vehicle in the 
manual lane 2 for field delay and estimated delay too. 
 
















5:01:00 6 10 1.67 13.6 2.27 
5:02:00 5 13 2.6 10.02 2 
5:03:00 4 16 4 14.86 3.72 
5:04:00 5 11 2.2 12.1 2.42 
5:05:00 7 13 1.86 12.75 1.82 
5:06:00 4 15 3.75 14.58 3.64 
5:07:00 2 18 9 15.12 7.56 
5:08:00 7 16 2.29 14.36 2.05 
5:09:00 6 11 1.83 13.34 2.22 
5:10:00 8 14 1.75 13.52 1.69 
5:11:00 7 15 2.14 13.46 1.92 
5:12:00 7 18 2.57 15.43 2.2 
5:13:00 6 11 1.83 11.61 1.93 
5:14:00 6 15 2.5 13.13 2.19 
5:15:00 6 12 2 12.96 2.16 
5:16:00 5 13 2.6 11.96 2.39 
5:17:00 5 9 1.8 11.53 2.31 
5:18:00 6 11 1.83 14.48 2.41 
5:19:00 5 16 3.2 15.92 3.18 
5:20:00 7 11 1.57 11.21 1.6 
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5:21:00 6 11 1.83 13.03 2.17 
5:22:00 8 13 1.63 12.48 1.56 
5:23:00 7 10 1.43 11.1 1.59 
5:24:00 7 16 2.29 15.02 2.15 
5:25:00 7 10 1.43 11.41 1.63 
5:26:00 6 12 2 13.86 2.31 
5:27:00 9 9 1 10.94 1.22 
5:28:00 8 14 1.75 12.2 1.53 
5:29:00 8 10 1.25 12.17 1.52 
5:30:00 8 14 1.75 12.11 1.51 
5:31:00 5 16 3.2 13.59 2.72 
5:32:00 4 13 3.25 12.34 3.08 
5:33:00 2 15 7.5 14.04 7.02 
5:34:00 8 12 1.5 13.2 1.65 
5:35:00 6 10 1.67 11.78 1.96 
5:36:00 6 11 1.83 11.91 1.99 
5:37:00 6 11 1.83 12.65 2.11 
5:38:00 8 15 1.88 14.51 1.81 
5:39:00 4 14 3.5 12.68 3.17 
5:40:00 6 14 2.33 15.42 2.57 
5:41:00 8 13 1.63 12.49 1.56 
5:42:00 8 13 1.63 11.22 1.4 
5:43:00 6 10 1.67 10.94 1.82 
5:44:00 8 14 1.75 15 1.88 
5:45:00 7 10 1.43 11.38 1.63 
5:46:00 3 12 4 14.59 4.86 
5:47:00 6 15 2.5 16.32 2.72 
5:48:00 6 12 2 13.48 2.25 
5:49:00 7 12 1.71 10.87 1.55 
5:50:00 8 10 1.25 12.26 1.53 
5:51:00 6 11 1.83 12.62 2.1 
5:52:00 5 10 2 13.89 2.78 
5:53:00 7 15 2.14 16.38 2.34 
5:54:00 7 11 1.57 10.6 1.51 
5:55:00 5 10 2 13.94 2.79 
5:56:00 5 13 2.6 12.53 2.51 
5:57:00 6 14 2.33 12.8 2.13 
5:58:00 4 12 3 13.03 3.26 
5:59:00 8 15 1.88 12.45 1.56 
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6:00:00 6 11 1.83 12.52 2.09 
 
The SSE from the output is 584.1253, its MSE is 29.20627 and its RMSE is 5.40428.  
The RMSE value is good enough to say that the manual lane delay model is transferable 
to the manual lane 2 in the after study at the University Mainline toll plaza.  The trend 
followed by the estimated delay according to the field delay is very similar, i.e. the results 










































7.3. Transferability of the ACM lane delay model on ACM lane 1 
 
The ACM lane model that is developed for the plaza with the before study data is tested 
for its transferability in the after study with the data collected at University Mainline toll 
plaza with new configuration.  The Table 15 shows the delay caused per each vehicle in 
the ACM lane 1 for field delay and estimated delay too. 
 
















5:01:00 7 5 0.71 7.83 1.12 
5:02:00 2 4 2 6.94 3.47 
5:03:00 6 6 1 6.73 1.12 
5:04:00 7 7 1 6.02 0.86 
5:05:00 6 6 1 8.56 1.43 
5:06:00 6 7 1.17 6.65 1.11 
5:07:00 5 11 2.2 6.72 1.34 
5:08:00 7 5 0.71 9.9 1.41 
5:09:00 7 5 0.71 7.01 1 
5:10:00 6 11 1.83 6.81 1.13 
5:11:00 7 6 0.86 7.65 1.09 
5:12:00 8 7 0.88 8.55 1.07 
5:13:00 6 9 1.5 8.52 1.42 
5:14:00 7 6 0.86 8.05 1.15 
5:15:00 7 6 0.86 7.26 1.04 
5:16:00 6 7 1.17 6.61 1.1 
5:17:00 7 7 1 6.93 0.99 
5:18:00 10 13 1.3 11.18 1.12 
5:19:00 7 4 0.57 7.53 1.08 
5:20:00 7 8 1.14 8.19 1.17 
5:21:00 6 10 1.67 8.79 1.47 
5:22:00 8 6 0.75 6.43 0.8 
5:23:00 8 12 1.5 10.84 1.35 
5:24:00 10 11 1.1 9.24 0.92 
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5:25:00 9 12 1.33 8.13 0.9 
5:26:00 4 11 2.75 6.36 1.59 
5:27:00 9 10 1.11 6.49 0.72 
5:28:00 4 11 2.75 8.97 2.24 
5:29:00 10 7 0.7 7.36 0.74 
5:30:00 9 10 1.11 8.08 0.9 
5:31:00 4 9 2.25 6.76 1.69 
5:32:00 10 10 1 6.11 0.61 
5:33:00 7 7 1 6.28 0.9 
5:34:00 6 5 0.83 8.23 1.37 
5:35:00 7 5 0.71 7.5 1.07 
5:36:00 7 9 1.29 8.29 1.18 
5:37:00 7 12 1.71 7.3 1.04 
5:38:00 6 13 2.17 10.68 1.78 
5:39:00 8 8 1 6.28 0.78 
5:40:00 5 6 1.2 7.15 1.43 
5:41:00 4 6 1.5 7.65 1.91 
5:42:00 8 8 1 6.54 0.82 
5:43:00 7 5 0.71 6.52 0.93 
5:44:00 6 4 0.67 8.03 1.34 
5:45:00 7 8 1.14 7.33 1.05 
5:46:00 10 9 0.9 5.98 0.6 
5:47:00 6 13 2.17 7.13 1.19 
5:48:00 6 4 0.67 10.78 1.8 
5:49:00 7 8 1.14 6.79 0.97 
5:50:00 7 7 1 13.99 2 
5:51:00 8 7 0.88 6.86 0.86 
5:52:00 7 10 1.43 6.77 0.97 
5:53:00 6 8 1.33 8.07 1.35 
5:54:00 8 9 1.13 7.19 0.9 
5:55:00 4 8 2 7.6 1.9 
5:56:00 8 10 1.25 6.76 0.84 
5:57:00 7 8 1.14 6.46 0.92 
5:58:00 7 7 1 7.86 1.12 
5:59:00 8 6 0.75 9.75 1.22 
6:00:00 9 9 1 7.34 0.82 
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The model results are exceptionally good.  This is because the SSE obtained from the 
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Figure 19: Plot between Field Delay and Estimated Delay in ACM Lane 1 against 
Time 
 
Thus it can be concluded that the ACM lane delay model that was developed using the 
before study data is efficient enough in estimating delay for the manual lane 2 in the after 
study plaza configuration. 
7.4. Transferability of the ACM lane delay model on ACM lane 2 
 
The ACM model developed based on the before study data is tested for its transferability 
for the ACM lane 2 in the after study.  The Table 16 shows the delay caused per each 




















5:01:00 5 6 1.2 6.83 1.37 
5:02:00 3 5 1.67 5.04 1.68 
5:03:00 5 5 1 6.73 1.35 
5:04:00 6 6 1 5.92 0.99 
5:05:00 6 5 0.83 8.56 1.43 
5:06:00 5 6 1.2 6.65 1.33 
5:07:00 7 10 1.43 6.72 0.96 
5:08:00 7 7 1 9.9 1.41 
5:09:00 6 6 1 7.01 1.17 
5:10:00 5 9 1.8 6.81 1.36 
5:11:00 7 6 0.86 7.65 1.09 
5:12:00 8 8 1 8.55 1.07 
5:13:00 7 9 1.29 8.52 1.22 
5:14:00 4 7 1.75 8.05 2.01 
5:15:00 6 6 1 7.26 1.21 
5:16:00 4 7 1.75 6.61 1.65 
5:17:00 7 8 1.14 6.93 0.99 
5:18:00 6 10 1.67 11.18 1.86 
5:19:00 5 6 1.2 7.53 1.51 
5:20:00 8 8 1 8.19 1.02 
5:21:00 8 10 1.25 8.79 1.1 
5:22:00 7 6 0.86 6.43 0.92 
5:23:00 10 11 1.1 10.84 1.08 
5:24:00 8 10 1.25 9.24 1.16 
5:25:00 7 11 1.57 8.13 1.16 
5:26:00 6 9 1.5 6.36 1.06 
5:27:00 6 11 1.83 6.49 1.08 
5:28:00 3 11 3.67 8.97 2.99 
5:29:00 4 7 1.75 7.36 1.84 
5:30:00 10 10 1 8.08 0.81 
5:31:00 6 9 1.5 6.76 1.13 
5:32:00 9 10 1.11 6.11 0.68 
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5:33:00 10 7 6.28 0.7 0.63 
5:34:00 9 5 8.23 0.56 0.91 
5:35:00 7 5 7.5 0.71 1.07 
5:36:00 6 9 1.5 8.29 1.38 
5:37:00 5 12 2.4 7.3 1.46 
5:38:00 6 13 2.17 10.68 1.78 
5:39:00 8 8 1 6.28 0.78 
5:40:00 6 1.2 7.15 1.43 
5:41:00 6 6 1 7.65 1.28 
5:42:00 8 8 1 6.54 0.82 
5:43:00 4 5 1.25 6.52 1.63 
5:44:00 8 4 0.5 8.03 1 
5:45:00 8 8 1 7.33 0.92 
5:46:00 11 9 0.82 5.98 0.54 
5:47:00 6 11 1.83 7.13 1.19 
5:48:00 7 4 0.57 10.78 1.54 
5:49:00 6 8 1.33 6.79 1.13 
5:50:00 9 11 1.22 13.99 1.55 
5:51:00 5 7 1.4 6.86 1.37 
5:52:00 4 11 2.75 6.77 1.69 
5:53:00 8 8 1 8.07 1.01 
5:54:00 8 9 1.13 7.19 0.9 
5:55:00 5 6 1.2 7.6 1.52 
5:56:00 9 9 1 6.76 0.75 
5:57:00 7 8 1.14 6.46 0.92 
5:58:00 5 8 1.6 7.86 1.57 
5:59:00 7 7 1 9.57 1.37 
6:00:00 10 10 1 8.35 0.83 
5 
 
The output results show that the SSE for the data is 397.8952, MSE is 19.89476 and 
RMSE: 4.460.  The results from the transferability of this model to ACM lane 2 in the 
after study are good with their RMSE being 4.460.  The Figure 20 establishes the fact the 






























Figure 20: Plot between Field Delay and Estimated Delay in ACM Lane 2 against 
Time 
Thus it can be concluded that the ACM lane model that was developed for the before 
study is applicable for delay estimation for the after study ACM lane. 
7.5. Statistical “t-test” on Transferability of the Models 
In the above discussed models, it was concluded that the manual lane delay model that 
was developed was good for the two manual lane delay estimations and similarly, the 
ACM lane delay model that was developed was good for the two ACM lanes too.  
Though the models were successful in transferability of the models developed, the 
validation data is tested for statistical significance.  In this direction, t-test is employed to 


















t-test 0.658174 0.535257 0.526877 0.514862 
 
 
The t-test values for the Manual lane 1 are 0.658174, for Manual lane 2 it is 0.535257, for 
ACM lane 1 it is 0.526877 and for ACM lane 2 it is 0.514862.  All these t-test values are 
greater than 0.05, this implies the models provide accurate estimates of the plaza delay 
for one minute intervals. 
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8. CONCLUSIONS  
The methodology to estimate plaza delay for a selected lane type was developed based on 
the University Mainline toll plaza data.  These neural network models were developed 
successfully to be applied to the before study plaza configuration at the University 
Mainline plaza.  Also the neural network models were tested for their transferability for 
the new plaza configuration at the University Mainline plaza to confirm the performance 
of the developed methodology. 
 
In the preliminary analysis of testing data to estimate delay using neural networks, the 
models could not train and estimate the delay according to the field data.  This was 
because there were too many input variables into the neural network model.  So, the data 
was explored in a more detailed manner employing different techniques. 
 
ITSM software was employed to the data to check the effect of time on the input 
variables, delay in manual lane and automatic coin machine lane too.  The test results 
show that the two dependent variables had their p-values greater than 0.05, which 
indicates these two variables are independent and identically distributed i.e. the 
dependent variables are independent of the effect of time and each record is identically 
distributed.  Hence it can be concluded that analysis of the data as Time Series was not 
proved to be efficient.   
 
The main objective behind the analysis is to see if there exists any strong correlation 
between independent and dependent variables.  In the correlation analysis if the p-value 
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of an independent variable is below 0.05, then it can be concluded that a good correlation 
exists between the independent variable and dependent variable.  The list of independent 
variables was obtained from the correlation analysis to be input into the neural network 
model.  A linear regression analysis was also performed to check if there exists any linear 
relationship between the dependent and independent variables.  From this analysis 
results, it can be concluded that there is no linear relationship between the dependent and 
independent variables.  Thus a neural network is used to determine the non-linear 
relationship between the dependent and independent variables. 
 
The neural network model for delay in manual lane was developed with the independent 
variables obtained from the correlation analysis.  It is then run to estimate the delay in 
manual lane.  The RMSE value from the neural network model results is 5.207, which are 
good enough to conclude that neural networks estimation of delay in the manual lane is 
satisfactory. 
 
The neural network model was developed to estimate the delay in automatic coin 
machine lane.  This model is built from the independent variables obtained from the 
correlation analysis.  It is then run to estimate delay in ACM lane.  The RMSE value 
obtained from the neural network model runs is 3.67094.  These results prove that neural 
networks are successful in estimating delay in ACM lane. 
 
The delay per vehicle calculation for the manual lane delay model and ACM lane delay 
model was performed on the validation data to check for the neural networks’ estimation 
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point.  The average delay in the estimated delay is 2.41.  The maximum delay in the 
estimated delay is 4.81. 
 
Statistical t-test is performed on the neural networks results obtained from the delay 
models for manual lane and ACM lane.  The t-tests were conducted on the validation data 
to check if the results are statistically satisfactory.  The t-test results for ACM lane, 
manual lane 1 and manual lane 2 are 0.837759, 0.637909, and 0.291573 respectively.  
These models’ results that were achieved are positive with their p-values greater than 
0.05.  Thus, it can be concluded that the models for delay in manual lane and ACM lane 
are statistically good. 
 
The delay models for manual lane and ACM lane are tested for their transferability with 
the after study data collected at the University Mainline toll plaza.  The validation results 
for all the four lanes i.e., two manual lanes and two ACM lanes are good.  The RMSE 
value obtained for manual lane 1 is 5.525657, for manual lane 2, it is 5.40428, for ACM 
lane 1 it is 4.156121 and for ACM lane 2 it is 4.460. 
 
The delay models that were tested for their transferability are tested for their statistical 
significance too.  The t-test values for manual lane 1, manual lane 2, ACM lane 1 and 
ACM lane 2 are 0.658174, 0535257, 0.526877 and 0.514862 respectively.  All the t-test 
values for the four transferability models are greater than 0.05, which indicate that the 
models are statistically significant too. 
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The results from the models developed herein are useful as they totally eliminate the 
tedious effort of watching videotapes and also for calculating the delay per vehicle.  
Results can be applied in the software simulation packages like TPSIM and Paramics.  
Paramics has the ability to add a toll plaza link on a highway.  The estimated delay data 
from the neural network models developed can be used to affect the parameters in 
Paramics.  The methodology that was developed to estimate delay in a selected lane type 
could be extended to estimate service time at a toll plaza.  Also the neural network 
models that were built can be tested for application to other toll plaza configurations. 
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The “etcintvehtime” is the inter-vehicle time of all the vehicles in the dedicated ETC 
lane. 



















53 3 4 30 21 13 7 17 
60 4 7 35 11 9 4 17 
53 5 5 27 16 13 5 14 
65 3 6 33 18 10 6 16 
55 4 6 26 12 10 4 11 
42 4 6 23 19 8 6 15 
61 6 7 31 10 11 6 12 
57 3 7 33 20 8 4 10 
69 5 7 36 11 9 4 13 
44 3 6 22 17 8 10 10 
73 5 7 36 13 11 4 18 
59 3 10 25 16 6 7 8 
60 5 7 28 12 8 5 15 
79 7 8 35 10 8 5 12 
53 3 11 24 11 5 4 16 
72 9 9 30 9 8 7 20 
53 6 6 28 8 8 3 20 
79 7 8 39 11 9 3 13 
69 7 10 29 8 6 3 15 
78 6 10 36 11 6 3 13 
57 5 9 29 11 7 2 31 
69 6 10 26 10 6 3 12 
65 7 11 22 8 6 3 29 
64 5 9 29 14 6 2 38 
79 7 8 35 7 8 4 17 
62 6 7 30 11 8 2 14 
77 5 10 38 12 5 3 9 
74 7 10 32 9 6 3 15 
75 6 12 34 10 6 3 24 
73 8 9 29 7 6 2 15 
58 5 10 25 11 6 3 14 
64 6 6 32 11 10 3 15 
64 2 7 33 31 8 3 11 
87 8 11 36 6 6 2 23 
64 4 8 27 18 7 3 31 
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75 5 8 33 11 6 3 35 
70 4 8 33 13 9 3 30 
58 4 9 31 18 7 3 21 
73 3 6 31 19 8 3 24 
69 4 10 28 12 7 2 33 
79 5 11 36 15 6 3 42 
64 2 9 28 23 6 3 33 
68 8 11 26 9 6 3 26 
64 5 9 33 10 7 3 12 
84 5 11 33 14 5 2 18 
64 7 11 27 8 6 3 33 
55 7 8 28 8 7 3 20 
69 6 7 34 11 8 2 23 
62 5 9 29 12 7 2 14 
72 8 9 33 8 7 3 13 
59 5 7 26 10 9 3 15 
65 6 8 31 9 7 3 21 
75 5 8 32 12 8 3 18 
71 5 9 31 11 6 2 33 
69 8 9 33 9 7 4 29 
56 5 4 25 11 14 3 12 
48 6 11 17 11 6 3 21 
71 8 5 29 7 11 3 25 
53 7 6 24 7 10 2 23 
56 6 5 26 11 13 4 12 
2 6 22 10 10 8 9 
44 7 8 17 12 7 6 14 
45 3 5 21 17 10 10 9 
53 3 5 26 16 14 4 7 
46 4 8 23 15 7 8 11 
69 6 9 33 12 7 3 13 
63 9 11 24 7 5 16 13 
61 1 4 32 43 8 7 10 
66 9 13 25 8 7 8 14 
60 3 7 28 17 9 9 21 
60 9 11 4 19 8 5 15 
70 6 8 32 9 8 5 17 
5 10 35 13 6 4 10 
61 6 7 31 10 9 3 8 
66 5 5 26 11 10 3 9 
65 8 10 26 9 6 6 12 
5 11 27 8 6 5 16 
44 7 5 19 9 9 4 9 
69 1 9 36 13 8 4 9 





69 6 11 30 10 5 4 24 
70 7 8 31 8 7 5 12 
69 7 9 29 9 7 5 14 
67 4 7 34 15 8 4 9 
71 6 12 33 7 6 6 9 
80 6 7 34 12 7 3 8 
71 7 9 30 9 7 3 21 
69 7 8 30 8 7 2 24 
68 8 12 26 7 6 4 12 
71 5 7 31 11 6 4 8 
73 5 6 32 13 12 3 11 
56 8 10 24 8 6 4 20 
78 6 8 37 10 7 3 12 
72 7 10 29 8 7 3 19 
85 6 11 35 10 5 3 28 
68 3 9 36 20 7 2 23 
73 5 7 32 12 7 4 11 
67 7 9 27 9 8 2 9 
74 6 10 29 11 7 3 16 
66 5 5 30 12 10 4 17 
71 8 10 31 7 6 3 15 
54 9 10 20 6 5 2 9 
83 7 12 33 9 5 2 15 
69 6 9 31 7 6 3 10 
7 6 28 12 12 4 20 
65 10 9 29 6 6 3 24 
76 7 9 36 8 6 3 23 
65 5 9 29 12 8 4 11 
75 6 9 33 9 7 4 11 
71 7 7 37 8 7 4 10 
62 4 8 29 14 8 3 8 
75 8 10 29 9 6 3 13 
66 3 7 33 15 7 2 9 
56 5 8 23 13 10 4 8 
65 5 9 28 13 5 4 10 
73 6 9 27 9 7 3 18 
68 9 10 34 8 6 2 23 
56 6 6 23 10 11 4 12 






The delay (in seconds) experienced for one complete hour of every minute is shown in 
the Table 2 in Appendix A.  A sample of this data is shown in section 6.3. 
Table 2: The 60 minute intervals with their corresponding delay in seconds 































































The Table 3 in Appendix A shows all the input variables into the model developed to 
estimate delay in manual lane using neural networks. 










3 19 4 13 1 0.807692 18 
4 11 7 9 1 0.745763 18 
5 14 5 13 -4 0.736842 14 
7 9 6 10 3 0.741935 11 
5 11 6 10 1 0.722222 12 
4 16 6 8 -1 0.674419 14 
5 14 7 11 -1 0.709677 15 
4 14 7 8 0 0.754386 8 
6 11 7 9 -1 0.742857 9 
3 16 6 8 0 0.727273 8 
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7 9 7 11 1 0.736111 6 
4 15 10 6 1 0.706897 7 
5 13 7 8 0 0.716667 19 
7 8 8 8 3 0.710526 14 
11 5 -2 0.618182 18 
7 9 9 8 1 0.647887 25 
7 8 6 8 -4 0.666667 29 
4 16 8 9 6 0.739726 11 
5 11 10 6 -1 0.685714 13 
5 11 10 6 4 0.716216 14 
5 14 9 7 -4 0.688525 42 
7 8 10 6 6 0.634921 15 
7 9 11 6 -4 0.637681 37 
7 8 9 6 -5 0.695652 31 
8 8 8 8 1 0.705128 13 
4 15 7 8 -2 0.734375 12 
6 11 10 5 1 0.723684 7 
7 8 10 6 5 0.652174 15 
9 6 12 6 -3 0.653846 22 
8 9 9 6 0 0.657534 12 
7 8 10 6 -2 0.633333 9 
6 10 6 10 -3 0.731343 8 
5 13 7 8 5 0.762712 6 
5 12 11 6 3 0.714286 33 
8 7 8 7 2 0.677419 24 
9 7 8 6 -1 0.710526 15 
8 7 8 9 -2 0.722222 28 
5 10 9 7 -6 0.71875 11 
5 17 6 8 5 0.794118 23 
6 9 10 7 3 0.69697 30 
7 8 11 6 -1 0.7125 37 
7 8 9 6 -1 0.723077 34 
7 9 11 6 -3 0.633803 21 
5 9 9 7 -2 0.712121 17 
8 8 11 5 6 0.692308 11 
6 12 11 6 -2 0.636364 25 
6 10 8 7 -3 0.637931 28 
5 11 7 8 1 0.735294 25 
7 10 9 7 3 0.644068 18 
8 7 9 7 -3 0.666667 10 
6 11 7 9 -2 0.704918 20 
3 18 8 7 1 0.734375 28 
8 7 8 8 5 0.7 11 
6 10 9 6 0 0.71831 24 
8 8 9 7 -3 0.652778 19 
7 9 
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5 11 4 14 3 0.735849 16 
8 9 11 6 -3 0.509804 16 
5 10 5 11 3 0.735294 35 
7 8 6 10 -6 0.661017 30 
6 11 5 13 -2 0.706897 11 
5 11 6 10 4 0.745098 8 
5 11 8 7 -3 0.574468 8 
3 19 5 10 -1 0.76087 11 
4 16 5 14 4 0.755102 5 
5 12 8 7 -2 0.645833 6 
5 12 9 7 2 0.701493 9 
7 9 11 5 -3 0.590909 14 
2 29 4 8 1 0.883333 4 
10 13 7 3 0.555556 16 
7 9 7 9 0 0.716667 26 
7 8 11 5 2 0.534483 17 
7 9 8 8 1 0.695652 17 
5 12 10 6 -8 0.71831 9 
5 12 7 9 0 0.704918 5 
7 9 5 10 6 0.716667 11 
7 8 10 6 1 0.609375 14 
8 8 11 6 -4 0.675676 19 
3 20 5 9 2 0.642857 8 
8 7 9 8 2 0.731343 8 
8 7 11 5 0 0.641975 11 
10 7 11 5 -2 0.619718 22 
5 11 8 7 -1 0.71831 10 
7 7 9 7 -1 0.671429 15 
5 13 7 8 0 0.761194 9 
7 8 12 6 -2 0.657534 10 
6 11 7 7 6 0.743243 11 
9 7 9 7 1 0.642857 17 
7 8 8 7 -2 0.690141 24 
7 10 12 6 -3 0.619718 11 
5 10 7 6 2 0.753623 7 
7 10 6 12 3 0.742857 12 
7 9 10 6 -4 0.583333 13 
4 14 8 7 3 0.76 15 
7 9 10 7 2 0.657143 17 
8 7 11 5 -3 0.715909 16 
10 7 9 7 -6 0.702703 15 
4 15 7 7 4 0.768116 12 
5 10 9 8 -1 0.691176 11 
6 10 10 7 2 0.694444 16 
6 
5 13 5 10 1 0.769231 26 
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2 8 10 6 4 0.701493 14 
6 17 10 5 -7 0.590164 7 
8 7 12 5 2 0.666667 16 
4 8 9 6 -4 0.739726 8 
5 18 6 12 9 0.71875 23 
6 8 9 6 -4 0.637681 33 
8 8 9 6 -4 0.7 34 
7 9 9 8 1 0.671875 10 
5 13 9 7 2 0.726027 11 
6 7 7 7 -1 0.722222 10 
4 15 8 8 -1 0.746032 8 
7 11 10 6 -1 0.671053 14 
3 18 7 7 0 0.80303 7 
6 11 8 10 0 0.660714 7 
7 9 9 5 2 0.666667 9 
5 10 9 7 9 0.6875 15 
7 7 10 6 -12 0.675 26 
3 24 6 11 8 0.6875 17 
7 8 12 5 -4 0.566667 18 
8 7 9 7 1 0.714286 25 
6 11 10 6 1 0.610169 22 
6 11 8 7 -2 0.627119 10 
7 8 8 8 3 0.553571 16 
6 9 8 6 -1 0.631579 17 
5 11 6 11 -1 0.685185 15 
10 7 10 3 0.619048 8 
8 7 8 8 0 0.518519 13 
3 17 8 6 1 0.625 30 
6 12 10 7 -2 0.581395 10 
6 6 6 10 -4 0.648148 24 
4 18 5 13 3 0.697674 24 
3 30 8 7 3 0.642857 5 
6 10 9 7 -5 0.530612 46 
4 14 6 9 8 0.698113 16 
4 15 10 6 -5 0.58 38 
9 7 9 5 0 0.606061 24 
7 9 9 9 8 0.676923 25 
10 6 10 6 -6 0.548387 33 
7 8 11 5 -2 0.615385 21 
8 7 7 9 -1 0.640625 25 
9 6 9 7 0 0.578947 15 
6 12 8 7 -1 0.625 15 
3 17 10 6 -2 0.660714 14 
8 8 9 7 3 0.719512 16 
7 9 9 7 4 0.59322 18 
7 
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7 6 10 6 1 0.59322 14 
9 9 9 7 -5 0.652778 26 
8 8 9 6 0 0.633333 9 
6 10 7 7 -2 0.653846 20 
6 10 8 8 2 0.692308 22 
5 12 9 7 6 0.614035 19 
8 8 7 8 -4 0.647059 33 
3 11 9 7 0 0.617021 30 
6 14 10 7 2 0.666667 31 
5 11 10 5 -4 0.678571 35 
7 10 8 8 -3 0.612903 18 
5 11 7 9 5 0.641509 9 
8 8 9 7 -2 0.625 27 
8 8 4 14 -1 0.677966 13 
9 7 9 6 3 0.571429 11 
8 7 8 8 -5 0.650794 10 
5 12 6 10 0 0.703704 8 
8 8 7 8 6 0.672131 9 
5 11 11 6 -4 0.614286 38 
8 8 7 9 -1 0.68254 15 
5 10 9 7 0 0.672131 16 
8 9 6 10 0 0.688525 8 
2 11 8 8 5 0.714286 9 
9 11 9 6 7 0.661538 29 
12 5 13 5 -12 0.521127 19 
11 5 7 8 2 0.638889 9 
6 9 5 14 6 0.714286 9 
8 6 9 5 1 0.603175 8 
12 7 10 7 -2 0.553846 13 
10 6 10 6 -7 0.616438 10 
3 19 6 9 1 0.716981 17 
8 8 8 8 -1 0.637681 11 
6 9 7 8 4 0.666667 12 
11 6 9 7 2 0.557143 15 











































3 3 21 19 4 13 12 4 1 0.8077 
4 4 11 11 7 9 9 5 1 0.7458 
5 5 16 14 5 13 15 5 -4 0.7368 
3 7 18 9 6 10 13 5 3 0.7419 
4 5 12 11 6 10 13 5 1 0.7222 
4 4 19 16 6 8 6 6 -1 0.6744 
6 5 10 14 7 11 13 6 -1 0.7097 
3 4 20 14 7 8 10 6 0 0.7544 
5 6 11 11 7 9 16 3 -1 0.7429 
3 3 17 16 6 8 10 7 0 0.7273 
5 7 13 9 7 11 17 3 1 0.7361 
3 4 16 15 10 6 16 4 1 0.7069 
5 5 12 13 7 8 15 4 0 0.7167 
7 7 10 8 8 8 19 4 3 0.7105 
3 7 11 9 11 5 10 5 -2 0.6182 
9 7 9 9 9 8 16 4 1 0.6479 
6 7 8 8 6 8 10 6 -4 0.6667 
7 4 11 16 8 9 15 4 6 0.7397 
7 5 8 11 10 6 19 3 -1 0.6857 
6 5 11 11 10 6 17 3 4 0.7162 
5 5 11 14 9 7 13 5 -4 0.6885 
6 7 10 8 10 6 14 4 6 0.6349 
7 7 8 9 11 6 22 3 -4 0.6377 
5 7 14 8 9 6 19 3 -5 0.6957 
7 8 7 8 8 8 20 4 1 0.7051 
6 4 11 15 7 8 17 3 -2 0.7344 
5 6 12 11 10 5 17 4 1 0.7237 
7 7 9 8 10 6 13 4 5 0.6522 
6 9 10 6 12 6 17 4 -3 0.6538 
8 8 7 9 9 6 19 3 0 0.6575 
5 7 11 8 10 6 13 5 -2 0.6333 
6 11 10 6 10 17 4 -3 0.7313 
2 5 31 13 7 8 12 4 5 0.7627 
8 5 6 12 11 6 24 3 3 0.7143 
4 8 18 7 8 7 15 4 2 0.6774 
5 9 11 7 8 6 21 3 -1 0.7105 
4 8 0.7222 13 7 8 9 19 3 -2 
4 5 18 10 9 7 15 4 -6 0.7188 
3 5 19 17 6 8 23 3 5 0.7941 
6 
 103
4 6 12 9 10 7 18 3 3 0.697 
5 7 15 8 11 6 21 3 -1 0.7125 
2 7 23 8 9 6 19 3 -1 0.7231 
8 7 9 9 11 6 19 3 -3 0.6338 
5 5 10 9 9 7 14 4 -2 0.7121 
5 8 14 8 11 5 21 3 6 0.6923 
7 6 8 12 11 6 15 4 -2 0.6364 
7 6 8 10 8 7 9 7 -3 0.6379 
6 5 11 11 7 8 16 3 1 0.7353 
5 7 12 10 9 7 9 6 3 0.6441 
8 8 8 7 9 7 17 3 -3 0.6667 
5 6 10 11 7 9 17 4 -2 0.7049 
6 3 9 18 8 7 16 4 1 0.7344 
5 8 12 7 8 8 17 4 5 0.7 
5 6 11 10 9 6 20 3 0 0.7183 
8 8 9 8 9 7 14 4 -3 0.6528 
5 5 11 11 4 14 14 5 3 0.7358 
6 8 11 9 11 6 9 7 -3 0.5098 
8 5 7 10 5 11 21 3 3 0.7353 
7 7 7 8 6 10 15 5 -6 0.661 
6 6 11 11 5 13 15 4 -2 0.7069 
2 5 10 11 6 10 16 4 4 0.7451 
7 5 12 11 8 7 10 6 -3 0.5745 
3 3 17 19 5 10 14 4 -1 0.7609 
3 4 16 16 5 14 11 6 4 0.7551 
4 5 15 12 8 7 8 8 -2 0.6458 
6 5 12 12 9 7 14 4 2 0.7015 
9 7 7 9 11 5 15 4 -3 0.5909 
2 43 29 4 8 21 3 1 0.8833 
9 6 8 10 13 7 10 6 3 0.5556 
3 7 17 9 7 9 15 4 0 0.7167 
9 7 8 8 11 5 12 5 2 0.5345 
6 7 9 9 8 8 16 4 1 0.6957 
5 5 13 12 10 6 16 3 -8 0.7183 
6 5 10 12 7 9 12 5 0 0.7049 
5 7 11 9 5 10 17 4 6 0.7167 
8 7 9 8 10 6 13 5 1 0.6094 
5 8 8 8 11 6 23 2 -4 0.6757 
7 3 9 20 5 9 8 7 2 0.6429 
1 8 13 7 9 8 13 5 2 0.7313 
10 8 11 7 11 5 22 3 0 0.642 
6 10 10 7 11 5 14 4 -2 0.6197 
7 5 8 11 8 7 20 3 -1 0.7183 
7 7 9 7 9 7 18 3 -1 0.6714 
4 5 15 13 7 8 17 4 0 0.7612 
1 
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6 7 7 8 12 6 15 4 -2 0.6575 
6 6 12 11 7 7 21 3 6 0.7432 
7 9 9 7 9 7 15 4 1 0.6429 
7 7 8 8 8 7 19 3 -2 0.6901 
8 7 7 10 12 6 18 3 -3 0.6197 
5 5 11 10 7 6 21 3 2 0.7536 
5 7 13 10 6 12 20 3 3 0.7429 
7 8 9 10 6 11 -4 0.5833 
6 4 10 14 8 7 20 3 3 0.76 
7 7 8 9 10 7 17 4 2 0.6571 
6 8 10 7 11 5 28 2 -3 0.7159 
3 10 20 7 9 7 16 4 -6 0.7027 
5 4 12 15 7 7 21 3 4 0.7681 
7 5 9 10 9 8 20 3 -1 0.6912 
6 11 10 10 7 21 3 2 0.6944 
5 5 12 13 5 10 20 3 1 0.7692 
8 2 7 8 10 6 16 4 4 0.7015 
9 6 6 17 10 5 16 4 -7 0.5902 
7 8 9 7 12 5 21 3 2 0.6667 
6 4 7 8 9 6 23 3 -4 0.7397 
7 5 12 18 6 12 18 3 9 0.7188 
6 6 8 9 6 15 4 -4 0.6377 
7 8 8 8 9 6 20 3 -4 0.7 
5 7 12 9 9 8 14 4 1 0.6719 
6 5 9 13 9 7 20 3 2 0.726 
7 6 8 7 7 7 15 4 -1 0.7222 
4 4 14 15 8 8 18 4 -1 0.746 
8 7 9 11 10 6 22 3 -1 0.6711 
3 3 15 18 7 7 20 3 0 0.803 
5 6 13 11 8 10 14 4 0 0.6607 
5 7 13 9 9 5 14 4 2 0.6667 
6 5 9 10 9 7 17 3 9 0.6875 
9 7 8 7 10 6 20 3 -12 0.675 
6 3 10 24 6 11 10 6 8 0.6875 
7 7 8 8 12 5 11 5 -4 0.5667 
5 8 12 7 9 7 24 2 1 0.7143 
7 6 8 11 10 6 10 5 1 0.6102 
8 6 7 11 8 7 11 6 -2 0.6271 
10 7 6 8 8 8 10 6 3 0.5536 
7 6 7 9 8 6 7 8 -1 0.6316 
6 5 11 11 6 11 9 6 -1 0.6852 
2 7 8 10 7 10 6 6 3 0.619 
10 8 11 7 8 8 10 8 0 0.5185 
7 3 8 17 8 6 6 11 1 0.625 





7 6 13 6 6 10 9 7 -4 0.6481 
4 4 14 18 5 13 7 8 3 0.6977 
9 3 7 30 8 7 7 8 3 0.6429 
8 6 7 10 9 7 7 10 -5 0.5306 
6 4 10 14 6 9 9 6 8 0.6981 
7 4 9 15 10 6 7 9 -5 0.58 
8 9 8 7 9 5 11 6 0 0.6061 
5 7 12 9 9 9 14 5 8 0.6769 
8 10 8 6 10 6 6 9 -6 0.5484 
7 7 8 8 11 5 11 5 -2 0.6154 
8 8 8 7 7 9 15 4 -1 0.6406 
6 9 9 6 9 7 7 9 0 0.5789 
10 6 6 12 8 7 13 4 -1 0.625 
6 3 10 17 10 6 10 8 -2 0.6607 
6 8 11 8 9 7 22 3 3 0.7195 
8 7 8 9 9 7 11 6 4 0.5932 
7 7 8 6 10 6 13 5 1 0.5932 
7 9 7 9 9 7 14 4 -5 0.6528 
5 8 15 8 9 6 8 7 0 0.6333 
5 6 11 10 7 7 10 6 -2 0.6538 
6 6 10 10 8 8 10 6 2 0.6923 
8 5 7 12 9 7 9 8 6 0.614 
9 8 7 8 7 8 14 4 -4 0.6471 
6 3 8 11 9 7 10 6 0 0.617 
6 6 12 14 10 7 11 5 2 0.6667 
3 5 19 11 10 5 10 6 -4 0.6786 
9 7 7 10 8 8 14 5 -3 0.6129 
7 5 9 11 7 9 7 8 5 0.6415 
7 8 9 8 9 7 11 6 -2 0.625 
7 8 9 8 4 14 11 5 -1 0.678 
9 9 7 9 6 4 12 3 0.5714 
6 8 8 7 8 8 12 6 -5 0.6508 
5 5 16 12 6 10 9 6 0 0.7037 
5 8 10 8 7 8 9 8 6 0.6721 
11 5 6 11 11 6 16 4 -4 0.6143 
5 8 11 8 7 9 12 5 -1 0.6825 
6 5 11 10 9 7 11 5 0 0.6721 










6 2 11 11 8 10 6 5 0.7143 
4 9 11 9 6 8 8 7 0.6615 
9 12 7 5 13 5 9 -12 0.5211 
8 11 7 5 8 14 4 2 0.6389 
5 12 9 5 14 10 5 6 
8 8 8 6 9 5 6 1 0.6032 








10 6 6 10 6 13 5 0.6164 
6 3 12 19 6 14 4 1 0.717 
9 8 8 8 8 10 6 -1 0.6377 
7 6 9 9 7 8 12 4 0.6667 
11 11 6 6 7 10 6 2 0.5571 
8 7 7 10 6 8 7 -10 
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NEURAL NETWORK CODE FOR DELAY IN A MANUAL LANE  
load 'C:\Documents and Settings\amuppidi\My Documents\Aparna\Thesis\Thesis data 
sets\delay_in_manual_lane\ptrain2.txt'; 
load 'C:\Documents and Settings\amuppidi\My Documents\Aparna\Thesis\Thesis data 
sets\delay_in_manual_lane\ptest2.txt'; 
load 'C:\Documents and Settings\amuppidi\My Documents\Aparna\Thesis\Thesis data 
sets\delay_in_manual_lane\ttrain2.txt'; 
load 'C:\Documents and Settings\amuppidi\My Documents\Aparna\Thesis\Thesis data 
sets\delay_in_manual_lane\ttest2.txt'; 
p = ptrain2; 
t = ttrain2; 
tT = ttest2; 
p = p'; 
t = t'; 
pT = pT';  
tT = tT'; 
[pn,minp,maxp,tn,mint,maxt] = premnmx(p,t); 
[pTn,minpT,maxpT,tTn,mintT,maxtT] = premnmx(pT,tT); 
for eta = 0.05:-0.005:0.005 
h_max = 15; 
h_min = 1; 
for h = h_min : h_max 
NUMBER_of_HIDDEN_NODES = h    
rand('state', 0); 
  for epoch = 1:1 
net = newff(minmax(pn),[h 1],{'tansig' 'tansig'}, 'traingd'); 
net.trainParam.show = 5000;  
net.trainParam.epochs = 5000;  
net.trainParam.goal = 0.01; 
net.trainParam.min_grad = 1e-20; 
net.trainParam.lr = eta;  
[net,tr] =train (net,pn,tn); 
yTn = sim (net,pTn); 
yT = postmnmx (yTn, mintT, maxtT); 
a=yT'; 





pT = ptest2;  
allVector = tT'; 





NEURAL NETWORK CODE FOR DELAY IN ACM LANE 
 
load 'C:\Documents and Settings\amuppidi\My Documents\Aparna\Thesis\Thesis data 
sets\delay_in_ACM_lane\ptrain3.txt'; 
load 'C:\Documents and Settings\amuppidi\My Documents\Aparna\Thesis\Thesis data 
sets\delay_in_ACM_lane\ptest3.txt'; 
load 'C:\Documents and Settings\amuppidi\My Documents\Aparna\Thesis\Thesis data 
sets\delay_in_ACM_lane\ttrain3.txt'; 
load 'C:\Documents and Settings\amuppidi\My Documents\Aparna\Thesis\Thesis data 
sets\delay_in_ACM_lane\ttest3.txt'; 
p = ptrain3; 
t = ttrain3; 
pT = ptest3;  
tT = ttest3; 
p = p'; 
t = t'; 
pT = pT';  
tT = tT'; 
[pn,minp,maxp,tn,mint,maxt] = premnmx(p,t); 
[pTn,minpT,maxpT,tTn,mintT,maxtT] = premnmx(pT,tT); 
allVector = tT'; 
for eta = 0.05:-0.005:0.005 
h_max = 15;  
h_min = 1; 
for h = h_min : h_max 
NUMBER_of_HIDDEN_NODES = h 
rand('state', 0); 
for epoch = 1:1 
initial_set_of_weights_no = eta 
net = newff(minmax(pn),[h 1],{'tansig' 'tansig'}, 'traingd'); 
net.trainParam.show = 5000;  
net.trainParam.epochs = 5000;  
net.trainParam.goal = 0.01; 
net.trainParam.min_grad = 1e-20; 
net.trainParam.lr = eta;  
[net,tr] =train (net,pn,tn); 
yTn = sim (net,pTn); 
yT = postmnmx (yTn, mintT, maxtT); 
a=yT'; 
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