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1. Introduction
In this paper, we consider interior partial regularity for the weak solutions to nonlinear elliptic systems of second order
in divergence form of the following type:
−div A(x,u, Du) = B(x,u, Du) in Ω. (1.1)
Here Ω is a bounded domain in Rn(n  2), A(x, ξ, p) and B(x, ξ, p) are measurable functions deﬁned on Ω × Rn × RnN ,
N is an integer with N > 1, u and B taking values in RN .
In general, one cannot expect that weak solutions to (1.1) will be classical, i.e. C2-solutions even under reasonable
assumptions on A and B of (1.1). This problem has a long history, the story starts with the paper of Giaquinta and Modica
[17]. They treated the problem in the interior in quadratic case m = 2 by utilizing the direct method, see also Ivert [23]. The
blow-up technique was earlier applied in the setting of elliptic systems by Giusti and Miranda [20]. Duzaar and Grotowski
generalized in [11] the A-harmonic approximation technique in [26] and simpliﬁed proof of partial regularity of weak
solutions to systems with quadratic growth conditions, avoiding the using of Lp − L2-estimates for the derivative Du of u.
The super-quadratic case was later on dealt by Hamburger [22], and the sub-quadratic case goes back to Beck [2] and Chen
and Tan in [5]. All these papers treat the case of coeﬃcients a being Hölder continuous with respect to (x;u). Duzaar and
Gastel [9] weaken the assumptions on A with Dini continuity i.e.(
1+ |p|)−1∣∣A(x, ξ, p) − A(x, ξ , p)∣∣ K (|ξ |)μ(|x− x| + |ξ − ξ |),
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the results in [9] to the case of 1 < m < 2, different from other related papers above mentioned and Qiu and Tan [25],
we assume for the continuity of A with respect to the variables (x, ξ) that(
1+ |p|)− 2m ∣∣A(x, ξ, p) − A(x, ξ , p)∣∣ K (|ξ |)μ(|x− x|m + |ξ − ξ |m) (1.2)
or the following condition (H3′). To deﬁne weak solutions to (1.1), one needs to impose certain structural and regularity
conditions on A, as well as to restrict u to a particular class of functions as follows:
(H1) A(x, ξ, p) is differential in p with bounded and continuous derivatives∣∣∣∣∂ A∂p (x, ξ, p)
∣∣∣∣ L(1+ |p|2)m−22 , for all (x, ξ, p) ∈ Ω ×Rn ×RnN .
(H2) A(x, ξ, p) is uniformly strongly elliptic, i.e. for some λ > 0 we have(
∂ A
∂p
(x, ξ, p)ν
)
ν  λ
(
1+ |p|2)m−22 |ν|2, for all x ∈ Ω, ξ ∈ RN , p, ν ∈ RnN .
(H3) There exists a modulus of continuity μ : (0,∞) → [0,∞), and a nondecreasing function K : [0,∞) → [1,∞), such
that ∣∣A(x, ξ, p) − A( x˜, ξ˜ , p)∣∣ K (|ξ |)μ(|x− x˜|m + |ξ − ξ˜ |m)(1+ |p|)m2
or
(H3′) ∣∣A(x, ξ, p) − A( x˜, ξ˜ , p)∣∣ K (|ξ |)min{1,μ((|x− x˜|m + |ξ − ξ˜ |m) βm )}(1+ |p|)m2 ,
for all x, x ∈ Ω , ξ, ξ ∈ RN , and p ∈ RnN . Without loss of generality we can assume K (t) 1 and that:
(μ1) μ is nondecreasing and concave with μ(0+) = 0, μ(1) = 1, implying μ(t) t , for t ∈ [0,1];
(μ2) in the proof of the regularity theorem we have to require that r → r−αμ(r) is non-increasing for some exponent
α ∈ (0,1).
We also require the following condition:
(μ3) F (r) := ∫ r0 √μ(ρ)ρ dρ < ∞ for some r > 0.
A condition like (μ3) is called Dini condition in the literature [8], it seems to be natural in elliptic regularity theory with
continuous coeﬃcients. It had some signiﬁcance for the theory of linear elliptic partial differential equations in the ﬁrst half
of the century, cf. [21].
Deﬁnition 1.1. By a weak solutions to (1.1) under the growth conditions (H1)–(H3) (or (H1)–(H3′)), we mean a vector valued
function u ∈ W 1,m(Ω,RN ) such that∫
Ω
A(x,u, Du)Dϕ dx =
∫
Ω
B(x,u, Du)ϕ dx, for all ϕ ∈ C∞0
(
Ω,RN
)
.
Further (H1) allows us to deduce the existence of a function ω(t, s) : [0,∞) × [0,∞) → [0,∞) with ω(t,0) = 0 for all t
such that t → ω(t, s) is monotone nondecreasing for ﬁxed s, s → ω(t, s) is concave and monotone nondecreasing for ﬁxed t ,
and such that for all (x,u) ∈ Ω × RN and p,q ∈ RnN , we have∣∣∣∣∂ A(x,u, p)∂p − ∂ A(x,u,q)∂p
∣∣∣∣ C(1+ |p|2 + |q|2)m−22 ω(|p|, |p − q|). (1.3)
(N) The inhomogeneity B satisﬁes the natural growth condition∣∣B(x,u, p)∣∣ a|p|m + b
for all x ∈ Ω , u ∈ RN with |u| M and p ∈ RnN , where a = a(M), b = b(M) > 0 depend only on M , or
(C) the controllable growth condition∣∣B(x,u, p)∣∣ c(1+ |u|r−1 + |p|m(1− 1r )), (1.4)
where c is constant and r = mnn−m , n >m, or any exponent if n =m.
Now, we are ready to state our main results:
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(μ1)–(μ3). Then there exists relatively closed set Sing u ⊂ Ω such that u ∈ C1(Ω \ Sing u,RN ). Further, Sing u ⊂ Σ1 ∪ Σ2 , where
Σ1 =
{
x0 ∈ Ω: lim inf
ρ→0+ −
∫
Bρ(x0)
∣∣Du − (Du)x0,ρ ∣∣m > 0},
and
Σ2 =
{
x0 ∈ Ω: sup
ρ>0
(|ux0,ρ | + ∣∣(Du)x0,ρ ∣∣)= ∞},
and in particular, Ln(Sing u) = 0. In addition, for β ∈ [α,1) and x0 ∈ Ω\ Sing u the derivative Du has the modulus of continuity
r → rβ + F (r m−14 ) in a neighborhood of x0 .
Theorem 1.2. Let u ∈ W 1,m(Ω,RN ) be a weak solution to (1.1) under the structure conditions (H1)–(H3′) and (C), (μ1)–(μ3). Then
there exists relatively closed set Sing u ⊂ Ω such that u ∈ C1(Ω \ Sing u,RN). Further, Sing u ⊂ Σ1 ∪ Σ2 , where
Σ1 =
{
x0 ∈ Ω: lim
ρ→0+
inf −
∫
Bρ(x0)
∣∣Du − (Du)x0,ρ ∣∣m dx> 0}
and
Σ2 =
{
x0 ∈ Ω: sup
ρ>0
(|ux0,ρ | + ∣∣(Du)x0,ρ ∣∣)= ∞}
and in particular, Ln(Sing u) = 0. In addition, for σ ∈ [α,1) and x0 ∈ Ω\ Sing u, the Du has the modulus of continuity r → rσ + F (rβ)
in a neighborhood of x0 .
Finally, we simply comment on our problem. To obtain the desired result, we adopt the technique of A-harmonic ap-
proximation. About the history of the technique of A-harmonic approximation, ﬁrst of all, it goes back to DeGiorgi’s famous
papers [6,7]. Then, Simon [26] used it to give simpliﬁed proofs of the Allard regularity theorem and later on of the Schoen
and Uhlenbeck [27] regularity result for harmonic maps. The idea was generalized to more general linear operators by
Duzaar and Steffen in [13] in order to deal with the regularity of almost minimizers to elliptic variational integrals in the
setting of geometric measure theory. As a by-product Duzaar and Grotowski in [11] were able to use the idea of A-harmonic
approximation to deal with elliptic systems in the quadratic case. Moreover, the technique of A-harmonic approximation
was developed further, in particular to treat problems with super- and sub-quadratic growth in [12] by Duzaar, Grotowski
and Kronz, higher-order problems in [10] by Duzaar, Gastel and Grotowski.
In this paper, we can’t obtain the Caccioppoli’s second inequality by using directly these techniques developed in the
case of m  2. Motivated by the technique used in Acerbi and Fusco [1] (they studied regularity for minimizers of non-
quadratic functionals: case 1 <m < 2), we shall adapt the arguments from m > 2 to the case m < 2 by using the so-called
V -function. This map interpolates 2-growth at the origin, which is needed for regularity, and p-growth at inﬁnity, which
takes into account the growth of the problem. At this stage one should make a comment that a Caccioppoli-inequality of
the type described in the paper was already proved in the parabolic setting in the case m < 2; see Scheven [28]. Having
the Caccioppoli at hand, a linearization process yields, that a certain rescaling of the solution is in a quantitative sense
approximatively A-harmonic, where ∂ A
∂p (x0,ux0 ,ρ , (Du)x0 ,ρ )-harmonic function. The rescaling comes along by dividing u− l
by an excess functional, which measures the oscillations of Du. At this stage one has to take into account the growth of the
problem and this leads to the deﬁnition
Φ(x0,ρ, p0) = −
∫
Bρ(x0)
∣∣V (Du) − V (p0)∣∣2 dx
of the excess functional. Knowing that the rescaling is approximatively A-harmonic, the A-harmonic approximation lemma
provides the existence to an A-harmonic map, i.e. a solution of a linear elliptic systems, which is close in an integral way
to the scaled map, and this allows to transfer the a priori estimates for solutions to linear systems via comparison and
rescaling into a so called excess improvement estimate. This excess improvement estimate can be iterated and leads to an
excess decay estimate, which itself yields via the integral characterization of continuity by Campanato the continuity of the
gradient. The starting point for the argument is a smallness assumption for the excess functional, and by Lebesgue’s theorem
it can easily be seen that the assumption holds in almost every point of Ω . Here, we remark that our result is optimal in
the sense that in the case of μ(r) = rα , (1 + |p|)−m2 A(x, ξ, p) is of class C0,αβ in (x, ξ), we have F (r) = 2α−1r α2 , and u
is of class C1,αβ outside the singular set, the regularity is known to be optimal. In addition, once that partial regularity
is established under such a mild continuity assumption, further development of the dimension reduction of the singular
set is possible, which would clarify the question whether or not C1-partial regularity is optimal (refer to [18,19,14]). For
arbitrary dimension n (of Rn) and under such a mild continuity assumption on the coeﬃcients A, the Hausdorff dimension
of singular set is strictly less than (n − p), which property has only been proved for quasilinear systems, see for example
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zero (for subquadratic growth problems in the interior we refer to [3]); the related problem of dimension reduction of the
singular set was a long-standing issue which was recently tackled by Mingione [18,19] under additional assumptions on
ω(·) (bounded, continuous and concave modulus of continuity for the coeﬃcients A), and Duzaar, Gastel and Mingione [14]
have established a similar estimate for the Hausdorff dimension of the singular set for nonlinear elliptic systems with Dini
continuous coeﬃcients under the quadratic case. However, as the author’s best knowledge, for nonlinear elliptic systems
with Dini continuous coeﬃcients under the subquadratic case there is only a few references on Hausdorff dimension of the
singular set, thus, it is still an open question how to estimate Hausdorff dimension of the singular set for nonlinear elliptic
systems with Dini continuous coeﬃcients under the subquadratic case.
2. Some preliminaries
In this section we present the A-harmonic approximation lemma and some useful preliminaries. At ﬁrst, we introduce
two new functions.
Throughout the paper we shall use the functions V = Vm : Rn → Rn and W = Wm : Rn → Rn deﬁned by
V (ξ) = ξ
(1+ |ξ |2) 2−m4
, W (ξ) = ξ√
1+ |ξ |2−m , (2.1)
for each ξ ∈ Rn and for any m > 1, we deduce∣∣W (ξ)∣∣ ∣∣V (ξ)∣∣ C(m)∣∣W (ξ)∣∣ (2.2)
and the function |W | 2m is convex function on Rn . The purpose of introducing W is the fact that in contrast to |V | 2m .
We use a number of properties of V = Vm which can be found in [3, Lemma 2.1]:
Lemma 2.1. Let m ∈ (1,2) and V ,W : Rn → Rn be the functions deﬁned in (2.1). Then for any ξ,η ∈ Rn and t > 0 there hold:
(i) 1/
√
2min(|ξ |, |ξ |m/2) |V (ξ)|min(|ξ |, |ξ |m/2);
(ii) |V (tξ)|max(t, tm/2)|V (ξ)|;
(iii) |V (ξ + η)| c(m)(|V (ξ)| + |V (η)|);
(iv) m2 |ξ − η| |V (ξ)−V (η)|
(1+|ξ |2+|η|2)m−24
 c(n,m)|ξ − η|;
(v) |V (ξ) − V (η)| c(n,m)|V (ξ − η)|;
(vi) |V (ξ − η)| c(n,M)|V (ξ) − V (η)|; for all η with |η| M.
The inequalities (i)–(iii) also hold if we replace V by W . For later purposes we state the following two simple estimates which can
easily be de duce from Lemma 2.1(i) and (vi). For ξ,η ∈ Rn with |η| M we have for |ξ − η| 1 the estimate
|ξ − η|2  c(m,M)∣∣V (ξ) − V (η)∣∣2, (2.3)
which for |ξ − η| > 1 we have
|ξ − η|m  c(m,M)∣∣V (ξ) − V (η)∣∣2. (2.4)
The next result we would state is the A-harmonic approximation lemma, which is prove in [12].
Lemma 2.2 (A-harmonic approximation lemma). Consider ﬁxed positive κ and K , and n,N ∈N with n 2. Then for any given ε > 0
there exist δ = δ(n,N, κ, K , ε) ∈ (0,1] with the following property: for any A ∈ Bil(Hom(Rn,RN )) satisfying A(ξ, ξ)  κ |ξ |2 and
A(ξ, ξ) K |ξ ||ξ | for all ξ, ξ ∈ Hom(Rn,RN ), for any v ∈ W 1,m(B,RN ) (B = Bρ(x0) for some ρ > 0, x0 ∈ Rn) satisfying
−
∫
Bρ(x0)
∣∣W (Dv)∣∣2 dx γ 2  1
and ∣∣∣∣−∫ Bρ(x0)A(Dv, Dϕ)dx∣∣∣∣ γ δ sup
Bρ(x0)
|Dϕ|,
for all ϕ ∈ C10(Bρ(x0),RN ), there exists anA-harmonic function h ∈ W 1,m(Bρ(x0),RN ) such that
−
∫
Bρ(x0)
∣∣W (Dh)∣∣2 dx 1 and −∫ Bρ(x0)∣∣∣∣W( v − γ hρ
)∣∣∣∣2 dx γ 2ε.
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Lemma 2.3. Let m ∈ (1,2) and u ∈ W 1,m(Bρ(x0), RN ), Bρ(x0) ∈ Ω, then:(
−
∫
Bρ(x0)
∣∣∣∣V(u − ux0 ,ρρ
)∣∣∣∣m
′
dx
) 1
m′
 CP (n,N,m)
(
−
∫
Bρ(x0)
∣∣V (Du)∣∣2 dx) 12
where m′ = 2nn−m . In particular, the previous inequality is valid with m′ replaced by 2.
The other result we need is a simple consequence of the a priori estimate for solutions of linear elliptic systems of
second order with constant coeﬃcients, see [3, Proposition 2.10] for a similar result.
Lemma 2.4. Let h ∈ W 1,1(Bρ(x0), RN ) be such that∫
Bρ(x0)
A(Dh, Dϕ)dx = 0, (2.5)
for any ϕ ∈ C10(Bρ(x0), RN ), where A ∈ RnN is elliptic in the sense of Legendre–Hadamard with ellipticity constant κ and upper
bound K . Then h ∈ C∞(Bρ(x0), RN ) and
ρ sup
Bρ/2(x0)
∣∣D2h∣∣+ sup
Bρ/2(x0)
|Dh| Ca −
∫
Bρ(x0)|Dh|dx, (2.6)
where the constant Ca depends only on n,N, κ and K .
The next lemma is a more general version of [3, Lemma 2.7], which itself is an extension of [15, Lemma 3.1, Chap. V].
The proof in [15] can easily be adapted to the present situation by replacing the condition of homogeneity by Lemma 2.1(ii).
Lemma 2.5. Let 0 ν < 1, a,b  0, υ ∈ Lm(Bρ(x0)) and g be a non-negative bounded function satisfying
g(t) νg(s) + a
∫
Bρ(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx+ b,
for all ρ/2 t < s ρ . Then there exists a constant C = C(ν) such that
g(ρ/2) C(ν)
(
a
∫
Bρ(x0)
∣∣∣∣V( vρ
)∣∣∣∣2 dx+ b).
Now we note (μ1)–(μ3), we deduce sμ(t) sμ(s) for all 0 t  s. We also note that sμ(t) tμ(s) t for all 0 s t ,
0 s 1, by the non-increasing property of r → μ(r)/r and μ(1) = 1. Combining both cases we obtain
sμ(t) sμ(s) + t, for s ∈ [0,1], t > 0. (2.7)
From (μ2) we infer for θ ∈ (0,1), t > 0, i ∈ N∪ {0},
2
α
(1− θα)
√
μ(θ2 jt) =
θ2 jt∫
θ2( j+1)t
τ
α
2 −1
√
μ(θ2 jt)
(θ2 jt)
α
2
dτ 
θ2 jt∫
θ2( j+1)t
√
μ(τ)
τ
dτ ,
which implies
∞∑
i=0
√
μ
(
θ2it
)
 α
2(1− θα)
t∫
0
√
μ(τ)
τ
dτ = α
2(1− θα) F (t). (2.8)
This yields in particular that μ(t) α2F (t)2 for all t  0. t → t−α F (t) is non-increasing.
We ﬁnally conduct an algebraic fact can be retrieved again from [1, Lemma 2.1].
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1
∫ 1
0 (ϑ
2 + |A + s( A˜ − A)|2)t ds
(ϑ2 + |A|2 + | A˜|2)t 
8
2t + 1 ,
for any A, A˜ ∈ RnN , not both zero if ϑ = 0.
We end the section with a remark on notation. The various constants c, or C appearing in the proofs and statements may
change from line to line, and will depend on a number of structural parameters, and these dependencies will be indicated
in text or by self-explanatory notation without giving the explicit form of constant in every case. We also assume that all
constants that appear later will satisfy c or C  1.
3. A Caccioppoli inequality
The ﬁrst step in proving a regularity theorem for nonlinear elliptic systems of type (1.1) is to establish a suitable Cacciop-
poli inequality. Since the inhomogeneous term B satisﬁes respectively the natural growth condition and controllable growth
condition, we should establish the corresponding Caccioppoli inequality respectively.
For s, t  0, let ρ1(s, t) = (1 + t)−1K (s + t)−1, note that ρ1  1 and that s → ρ1(s, t), t → ρ1(s, t) are non-increasing
functions.
Case 1. B satisﬁes the natural growth condition.
Lemma 3.1 (Caccioppoli inequality). Let u ∈ W 1,m(Ω,Rn) ∩ L∞(Ω,Rn) be a weak solution to (1.1) with supΩ |u| = M and
(8aM)
2
m < λ3
m−2
2 [c(n,m)c(n,M)]−2 under the structure conditions (H1)–(H3) and (N), (μ1) and (μ2). Consider p ∈ RnN with
|p| M + 1 and u0 ∈RN ﬁxed. Then, for any x0 ∈ Ω and ρ  ρ1(|u0|, |p|) 4m−1 such that Bρ(x0)Ω , there holds:
−
∫
Bρ/2(x0)
∣∣V (Du − p)∣∣2 dx Cc( −∫ Bρ(x0)∣∣∣∣V(u − u0 − p(x− x0)ρ
)∣∣∣∣2 dx+ G).
Here
G = K (|u0| + |p|) 2mm−1 (1+ |p|)σμ(ρ m−14 )2 + (2M + |p|ρ)m(m+1)m−1 ρ m2 + (2a|p|m + b) mm−1 ρ2,
the constant Cc depends on n,N, L, λ,m, and M only, σ = max{ 2mm−1 , 3m
2
2(m−1) }, the constant c(n,m) and c(n,M) from Lemma 2.1(iv)
and (vi).
Proof. Let Bρ(x0)  Ω , we choose ρ/2  t < s  ρ and a standard cut off function η ∈ C10(Bρ(x0), [0,1]) with η ≡ 1 on
Bt(x0), η ≡ 0 outside Bs(x0), and which satisﬁes |∇η| 2s−t for ξ ∈RN and p ∈RnN we abbreviate
v = u − u0 − p(x− x0), ϕ = ηv, and ψ = (1− η)v.
Then
Dϕ + Dψ = Dv = Du − p (3.1)
and using Lemma 2.1(i), (ii) and (iii) further there holds∣∣V (Dϕ)∣∣ c(m)(∣∣V (Dv)∣∣+ ∣∣∣∣V( vs − t
)∣∣∣∣) and ∣∣V (Dψ)∣∣ c(m)(∣∣V (Dv)∣∣+ ∣∣∣∣V( vs − t
)∣∣∣∣). (3.2)
Using hypothesis (H2), from Lemma 2.6, and as the elementary inequality
1
3
(
1+ |a|2 + |b|2) 1+ |a|2 + |b − a|2  3(1+ |a|2 + |b|2), (3.3)
we obtain∫
Bs(x0)
[
A(x,u, p + Dϕ) − A(x,u, p)]Dϕ dx
=
∫
Bs(x0)
1∫
0
∂ A(x,u, p + θDϕ)
∂p
dθDϕDϕ dx λ
∫
Bs(x0)
1∫
0
(
1+ |p + θDϕ|2)m−22 dθ |Dϕ|2 dx
 3m−22 λ
∫ (
1+ |p|2 + |Dϕ|2)m−22 |Dϕ|2 dx. (3.4)
Bs(x0)
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3
m−2
2 λ
∫
Bs(x0)
(
1+ |p|2 + |Dϕ|2)m−22 |Dϕ|2 dx
−
∫
Bs(x0)
1∫
0
∂ A(x,u, Du − θDψ)
∂p
dθDψDϕ dx−
∫
Bs(x0)
(
A(x,u, p) − A(x,u0 + p(x− x0), p))Dϕ dx
−
∫
Bs(x0)
(
A
(
x,u0 + p(x− x0), p
)− A(x0,u0, p))Dϕ dx+ ∫
Bs(x0)
B(x,u, Du)ϕ dx
 I + II + III + IV. (3.5)
By (H1), Lemma 2.6 and (3.3), there holds
I L
∫
Bs(x0)
1∫
0
(
1+ |Du − θDψ |2)m−22 |dθDψ ||Dϕ|dx c ∫
Bs(x0)
(
1+ |Du|2 + |Du − Dψ |2)m−22 |Dψ ||Dϕ|dx,
where c = c(m, L). Noting that supp Dψ ⊂ Bs\Bt and − 12 < m−22 < 0, one can take the domain Bs(x0) into Bs(x0)∩ {|Dψ | >
1} ∩ {|Dϕ| > 1}, Bs(x0) ∩ {|Dψ | > 1} ∩ {|Dϕ| 1}, Bs(x0) ∩ {|Dψ | 1} ∩ {|Dϕ| > 1}, and Bs(x0) ∩ {|Dψ | 1} ∩ {|Dϕ| 1},
four parts, and then by Young inequality and the estimate (2.3) and (2.4), thus there have
I c˜
( ∫
Bs(x0)\Bt (x0)
∣∣V (Du − p)∣∣2 + ∣∣∣∣V( vs − t
)∣∣∣∣2 dx), (3.6)
where c˜ depends on n,N, L, and m. From the structure condition (H3) yields
II
∫
Bs(x0)
K
(|u0| + |p|)(1+ |p|)m−1μ(|v|m)|Dϕ|dx.
Similarly as I, we split the domain of integral into four parts as following. For ε positive to be ﬁxed later, on the part
Bs(x0)∩ {|v/s| > 1} ∩ {|Dϕ| > 1}, noting ρ  ρ1(|u0|, |p|) 4m−1 , (2.7), supΩ |u| = M and the inequality μ(ts) tμ(s) for t  1,
using Young’s inequality, we have
K
(|u0| + |p|)(1+ |p|)m2 μ(|v|m)|Dϕ|
 1
s
m−1
4
[
K
(|u0| + |p|)(1+ |p|)m2 s m−14 μ(K (|u0| + |p|)(1+ |p|)m2 s m−14 )+ |v|m]|Dϕ|
 2ε|Dϕ|m + 1
ε
(
K
(|u0| + |p|)2(1+ |p|)mμ(s m−14 )) mm−1 + 1
ε
∣∣∣∣ vs
∣∣∣∣m + 1ε s m2 (2M + |p|s) (m+1)m(m−1) .
On the set Bs(x0) ∩ {|v/s| > 1} ∩ {|Dϕ| 1}, noting m−14 < m8 , 0< s ρ < 1, similarly we see
K
(|u0| + |p|)(1+ |p|)m2 μ(|v|m)|Dϕ|
 2ε|Dϕ|2 + 1
ε
K
(|u0| + |p|)4(1+ |p|)2mμ(s m−14 )2 + 1
ε
∣∣∣∣ vs
∣∣∣∣m + 1ε s m2 (2M + |p|ρ)3m.
On the set Bs(x0) ∩ {|v/s| 1} ∩ {|Dϕ| > 1},
K
(|u0| + |p|)(1+ |p|)m2 μ(|v|m)|Dϕ| ε|Dϕ|m + 1
ε
∣∣∣∣ vs
∣∣∣∣2 + 1ε (K (|u0| + |p|)(1+ |p|)m2 μ(sm)) mm−1 .
On the set Bs(x0) ∩ {|v/s| 1} ∩ {|Dϕ| 1},
K
(|u0| + |p|)(1+ |p|)m2 μ(|v|m)|Dϕ| ε|Dϕ|2 + 1
ε
∣∣∣∣ vs
∣∣∣∣2 + 1ε (K (|u0| + |p|)(1+ |p|)m2 μ(sm))2.
Combining these estimations on II, noting Lemma 2.1(i), (3.2) and m(m+1) > 3m, m > 2, we havem−1 m−1
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∫
Bs(x0)
∣∣V (Du − p)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx
+ c(ε)K (|u0| + |p|) 2mm−1 (1+ |p|) 2mm−1 μ(|ρ|m−14 )2αnρn + c(ε)(2M + |p|ρ)m(m+1)m−1 αnρn+m2 ,
where the constant c = c(m), c(ε) = c(ε,n,m).
One can take the domain Bs(x0) into Bs(x0) ∩ {|Dϕ| > 1} := B1, and Bs(x0) ∩ {|Dϕ| 1} := B2, we see
III
∫
Bs(x0)
K
(|u0| + |p|)(1+ |p|) 3m2 μ(sm)|Dϕ|dx

∫
B1
ε|Dϕ|m + 1
ε
(
K
(|u0| + |p|)(1+ |p|) 3m2 ) mm−1 μ(sm) mm−1 dx
+
∫
B2
ε|Dϕ|2 + 1
ε
(
K
(|u0| + |p|)(1+ |p|) 3m2 )2μ(sm)2 dx
 cε
∫
Bs(x0)
∣∣V (Du − p)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣dx
+ c(ε)K (|u0| + |p|) mm−1 (1+ |p|) 3m22(m−1) μ(ρm)2αnρn,
where the constants c, c(ε) is the same as II′ respectively. Using (N), for ς positive to be ﬁx later we have,
IV =
∫
Bs(x0)
(
a|Du|m + b)η|v|dx ∫
Bs(x0)
a(1+ ς)|Du − p|mη|v| +
[
a
(
1+ 1
ς
)
|p|m + b
]
sη
∣∣∣∣ vs
∣∣∣∣dx.
On the part Bs(x0) ∩ {|Du − p| > 1} ∩ {| vs | 1}, using Young’s inequality, we have
IV  a(1+ ς)(2M + |p|s) ∫
Bs(x0)
|Du − p|m dx+ 1
2ε
∫
Bs(x0)
∣∣∣∣ vs
∣∣∣∣2 dx+ ε2
∫
Bs(x0)
[
a
(
1+ 1
ς
)
|p|m + b
]2
s2 dx
 a(1+ ς)(2M + |p|s) ∫
Bs(x0)
∣∣V (Du − p)∣∣2 dx+ 1
2ε
∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx+ ε2
[
a
(
1+ 1
ς
)
|p|m + b
]2
αns
n+2.
On the part Bs(x0) ∩ {|Du − p| > 1} ∩ {| vs | > 1}, noting that mm−1 > 2 for 1<m < 2, we have
IV  a(1+ ς)(2M + |p|s) ∫
Bs(x0)
|Du − p|m dx+ c(ε)
∫
Bs(x0)
∣∣∣∣ vs
∣∣∣∣m dx+ ε[a(1+ 1ς
)
|p|m + b
] m
m−1
αns
n+ mm−1
 a(1+ ς)(2M + |p|s) ∫
Bs(x0)
∣∣V (Du − p)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx+ ε[a(1+ 1ς
)
|p|m + b
] m
m−1
αns
n+2.
On the part Bs(x0) ∩ {|Du − p| 1} ∩ {| vs | 1},
IV 
∫
Bs(x0)
a(1+ ς)|Du − p|m∣∣u − u0 + p(x− x0)∣∣m−1sm−2∣∣∣∣ vs
∣∣∣∣2−m dx+ c(ε) ∫
Bs(x0)
∣∣∣∣ vs
∣∣∣∣2 dx
+ ε
∫
Bs(x0)
[
a
(
1+ 1
ς
)
|p|m + b
]
η2s2 dx
 ε
[
a(1+ ς)(2M + |p|s)m−1] 2m ∫
Bs(x0)
∣∣V (Du − p)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx
+ ε
[
a
(
1+ 1
)
|p|m + b
]
αns
n+2.
ς
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IV 
∫
Bs(x0)
a(1+ ς)|Du − p|mη|v| 1+(m−1)
2
2 s
m(2−m)
2
∣∣∣∣ vs
∣∣∣∣
m(2−m)
2
dx+
∫
Bs(x0)
[
a
(
1+ 1
ς
)
|p|m + b
]
ηs
∣∣∣∣ vs
∣∣∣∣dx
 ε
[
a(1+ ς)(2M + |p|s) 1+(m−1)22 ] 2m ∫
Bs(x0)
∣∣V (Du − p)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx
+ ε
[
a
(
1+ 1
ς
)
|p|m + b
] m
m−1
αns
n+2.
Combining these estimations in IV , and noting that 1 > 1+(m−1)
2
2 > m − 1 for 1 < m < 2, s  ρ < 1, η  1, and restricting
ε < 1, we have
IV 
[
a(1+ ς)(2M + |p|s)] 2m ∫
Bs(x0)
∣∣V (Du − p)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx
+ ε
[
a
(
1+ 1
ς
)
|p|m + b
] m
m−1
αns
n+2.
Finally on Bt(x0) we use Lemma 2.1(iv) and (vi) to bound the integrand of the left-hand side of (3.5) from below:
λ
(
1+ |p|2 + |Dϕ|2)m−22 |Dϕ|2 = λ(1+ |p|2 + |Dv|2)m−22 |Dv|2  3m−22 λ(1+ |p|2 + |Du|2)m−22 |Du − p|2
 λ3m−22
[
c(n,m)c(n,M)
]−2∣∣V (Du − p)∣∣2.
Using this in (3.5) together with the estimations I, II, III, IV and noting (3.2), we ﬁnally arrive at:
λc
∫
Bt (x0)
∣∣V (Du − p)∣∣2 dx c˜( ∫
Bs(x0)\Bt (x0)
∣∣V (Du − p)∣∣2 + ∣∣∣∣V( vs − t
)∣∣∣∣2 dx)
+ {[a(1+ ς)(2M + |p|s)] 2m + cˆε} ∫
Bs(x0)
∣∣V (Du − p)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx
+ c(ε)
[
K
(|u0| + |p|) 2mm−1 (1+ |p|)σμ(|ρ|m−14 )2
+ (2M + |p|ρ)m(m+1)m−1 ρ m2 +(a(1+ 1
ς
)
|p|m + b
) m
m−1
ρ2
]
αnρ
n,
where σ = max{ 2mm−1 , 3m
2
2(m−1) }, the constants c = 3
m−2
2 [c(n,m)c(n,M)]−2, c˜, cˆ, and c(ε) have the following dependencies:
c˜ = c(n,N, L,m), cˆ = c(m) and c(ε) = c(ε,n,m). Now we choose ς = 1 and ε < min{1, λc−(8aM)
2
m
cˆ
}, “ﬁlling the hole” yields
with υ = (8aM)
2
m +c˜+cˆε
λc+c˜ < 1:∫
Bt (x0)
∣∣V (Dv)∣∣2 dx υ ∫
Bs(x0)
∣∣V (Dv)∣∣2 dx+ c( ∫
Bρ(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx+ G¯αnρn)
for a constant c = c(n,N, L, λ,m,M), where
G¯ = K (|u0| + |p|) 2mm−1 (1+ |p|)σμ(ρ m−14 )2 + (2M + |p|ρ)m(m+1)m−1 ρ m2 + (2a|p|m + b) mm−1 ρ2.
The proof is now completed by applying Lemma 2.5. 
Case 2. B satisﬁes the controllable growth condition.
Lemma 3.2 (Caccioppoli inequality). Consider p ∈RnN with |p| < M and u0 ∈RN ﬁxed. Let u ∈ W 1,m(Ω,RN ) be a weak solution to
(1.1) with under the structure conditions (H1)–(H3′) and (C) and (μ1)–(μ2). Then, for any x0 ∈ Ω and ρβ  ρ1(|u0|, |p|) such that
Bρ(x0)Ω , there holds:
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∫
Bρ/2(x0)
∣∣V (Du − p)∣∣2 dx
 Cc
(
−
∫
Bρ(x0)
∣∣∣∣V(u − u0 − p(x− x0)ρ
)∣∣∣∣2 dx+μ(ρβ)( −∫ Bρ(x0)(|Du|m + |u|r + 1)dx)
m
m−1 (1− 1r )
+ G
)
.
Here
G = K (|u0| + |p|) 2mm−1 (1+ |p|) 2mm−1 μ(ρβ),
the constant Cc depends on n,N, L, λ,m,M only.
Proof. We chose ϕ = ηv and ψ = (1− η)v as test functions as in Lemma 3.1 and get
3
m−2
2 λ
∫
Bs(x0)
(
1+ |p|2 + |Dϕ|2)m−22 |Dϕ|2 dx
−
∫
Bs(x0)
1∫
0
∂ A(x,u, Du − θDψ)
∂p
dθ DψDϕ dx−
∫
Bs(x0)
(
A(x,u, p) − A(x,u0 + p(x− x0), p))Dϕ dx
−
∫
Bs(x0)
(
A
(
x,u0 + p(x− x0), p
)− A(x0,u0, p))Dϕ dx+ ∫
Bs(x0)
B(x,u, Du)ϕ dx
 I + II + III + IV, (3.7)
where the integrand terms I–IV have the same form as the estimate (3.5). By estimating the terms I–III analogously to above
on Lemma 3.1, we deduce
I  c˜
( ∫
Bs(x0)\Bt (x0)
∣∣V (Du − p)∣∣2 + ∣∣∣∣V( vs − t
)∣∣∣∣2 dx),
II cε
∫
Bs(x0)
∣∣V (Dv)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx+ c(ε)K (|u0| + |p|) 2mm−1 (1+ |p|) 2mm−1 μ(ρβ)2αnρn,
III
∫
Bs(x0)
K
(|u0| + |p|)(1+ |p|)m2 +βμ(sβ)|Dϕ|dx ∫
B1
ε|Dϕ|m + 1
ε
(
K
(|u0| + |p|)(1+ |p|)m2 +β) mm−1 μ(sβ) mm−1 dx
+
∫
B2
ε|Dϕ|2 + 1
ε
(
K
(|u0| + |p|)(1+ |p|)m2 +β)2μ(sβ)2 dx
 cε
∫
Bs(x0)
∣∣V (Dϕ)∣∣2 + 1
ε
K
(|u0| + |p|) mm−1 (1+ |p|)m2+2mβ2(m−1) μ(sβ)2 dx
 cε
∫
Bs(x0)
∣∣V (Dv)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx+ c(ε)K (|u0| + |p|) mm−1 (1+ |p|)m2+2mβ2(m−1) μ(ρβ)2αnρn.
Using (C), the Hölder’s inequality, Poincaré’s inequality and Young’s inequality and noting that mm−1 (1− 1r ) > (1+ 2n ), we
have
IV =
∫
Bs(x0)
c
(
1+ |u|r−1 + |Du|m(1− 1r ))|ϕ|dx c ∫
Bs(x0)
(|Du|m + |u|r + 1)1− 1r |ϕ|dx
 ε
∫
B1
|Dϕ|m dx+ ε
∫
B2
|Dϕ|2 dx+ c(ε)
(∫
B1
(|Du|m + |u|r + 1)dx) mm−1 (1− 1r )
+ c(ε)
(∫ (|Du|m + |u|r + 1)dx)1+ 2n
B2
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∫
Bs(x0)
∣∣V (Dϕ)∣∣2 dx+ c(ε)( ∫
Bs(x0)
(|Du|m + |u|r + 1)dx) mm−1 (1− 1r )
 cε
∫
Bs(x0)
∣∣V (Dv)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx+ c(ε)( ∫
Bs(x0)
(|Du|m + |u|r + 1)dx) mm−1 (1− 1r ).
Finally on Bt(x0) we use Lemma 2.1(iv) and (vi) to bound the integrand of the left-hand side of (3.7) from below:
λ
(
1+ |p|2 + |Dϕ|2)m−22 |Dϕ|2 = λ(1+ |p|2 + |Dv|2)m−22 |Dv|2  c(m)λ(1+ |p|2 + |Du|2)m−22 |Du − p|2
 c(n,N,m, λ)
∣∣V (Du) − V (p)∣∣2  c(n,N,m, λ,M)∣∣V (Dv)∣∣2.
Using this in (3.7) together with the estimations I , II, III, IV and noting (3.2), 2mm−1 >
m2+2mβ
2(m−1) , we ﬁnally come to:
c
∫
Bt (x0)
∣∣V (Dv)∣∣2 dx c˜( ∫
Bs(x0)\Bt (x0)
∣∣V (Du − p)∣∣2 + ∣∣∣∣V( vs − t
)∣∣∣∣2 dx)
+ cˆε
∫
Bs(x0)
∣∣V (Dv)∣∣2 dx+ c(ε) ∫
Bs(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx
+ c(ε)K (|u0| + |p|) 2mm−1 (1+ |p|) 2mm−1 μ(ρβ)2αnρn
+ c(ε)
( ∫
Bs(x0)
(|Du|m + |u|r + 1)dx) mm−1 (1− 1r ),
where the constants c, c˜, cˆ, and c(ε) have the following dependencies: c = c(n,N,m, λ), cˆ = c(m), c˜ = c(n,N, L,m,M) and
c(ε) = c(ε,n,m). Now we choose ε <min{1, c
cˆ
}, with υ = c˜+cˆεc+c˜ < 1, “ﬁlling the hole” yields:∫
Bt (x0)
∣∣V (Dv)∣∣2 dx υ ∫
Bs(x0)
∣∣V (Dv)∣∣2 dx+ c ∫
Bρ(x0)
∣∣∣∣V( vs − t
)∣∣∣∣2 dx+ G¯αnρn
+ c
( ∫
Bs(x0)
(|Du|m + |u|r + 1)dx) mm−1 (1− 1r ),
for a constant c = c(n,N, L, λ,m,M), where
G¯ = K (|u0| + |p|) 2mm−1 (1+ |p|) 2mm−1 μ(ρβ).
The proof of Lemma 3.2 is now completed by applying 0< ρ < 1, ρ
m
m−1 < ρβ < μ(ρβ) and Lemma 2.5. 
4. The proof of the main theorem
In this section we proceed to the proof of the partial regularity result. First we will complete the proof of Theorem 1.1
via the following Lemmas 4.1–4.3.
Lemma 4.1. Consider p ∈ RnN , suppose u ∈ W 1,m(Ω, RN ) ∩ L∞(Ω, RN ) to be a weak solution to (1.1) with supΩ |u| = M and for
any x0 ∈ Ω set u0 = ux0,ρ = −
∫
Bρ(x0)u dx. Then for any Bρ(x0)Ω with ρ  ρ1(|u0|, |p|)
4
m−1 and ϕ ∈ C∞0 (Bρ(x0), RN ), there holds∫
Bρ(x0)
(
∂ A(x0,u0, p)
∂p
(Du − p)
)
Dϕ dx
 Ceαnρn
(
ω
1
2
(|p|,Φ 12 (x0,ρ, p))Φ 12 (x0,ρ, p) + Φ(x0,ρ, p) + μ(ρ m2 )H(M, |p|)) sup
Bρ(x0)
|Dϕ|,
for Ce = Ce(CP ,n,N,m,M, L) and where we deﬁne
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∫
Bρ(x0)
∣∣V (Du) − V (p)∣∣2 dx, (4.1)
and
H(s, t) = K 4(s + t)(1+ t)σ + (a + b + tm)+ C,
where constant C = (3M + 1)m(m+1)m−1 + (2a(M + 1)m + b) mm−1 .
Proof. We may assume initially supBρ(x0) |Dϕ| 1. Noting that the deﬁnition of the weak solution to (1.1), for 0 t  1, we
deduce
∫
Bρ(x0)
( 1∫
0
∂ A
∂p
(
x0,u0, p + t(Du − p)
)
dt(Du − p)
)
Dϕ dx
=
∫
Bρ(x0)
(
A(x0,u0, Du) − A(x0,u0, p)
)
Dϕ dx
=
∫
Bρ(x0)
(
A(x0,u0, Du) − A(x,u, Du)
)
Dϕ dx+
∫
Bρ(x0)
B(x,u, Du)ϕ dx.
Rearranging this, we ﬁnd∫
Bρ(x0)
[
∂ A(x0,u0, p)
∂p
(Du − p)
]
Dϕ dx
=
∫
Bρ(x0)
[ 1∫
0
∂ A
∂p
(x0,u0, p)dt(Du − p)
]
Dϕ dx
=
∫
Bρ(x0)
[ 1∫
0
(
∂ A
∂p
(x0,u0, p) − ∂ A
∂p
(
x0,u0, p + t(Du − p)
))
dt(Du − p)
]
Dϕ dx
+
∫
Bρ(x0)
[
A(x0,u0, Du) − A
(
x,u0 + p(x− x0), Du
)]
Dϕ dx
+
∫
Bρ(x0)
[
A
(
x,u0 + p(x− x0), Du
)− A(x,u, Du)]Dϕ dx+ ∫
Bρ(x0)
B(x,u, Du)ϕ dx
= I + II + III + IV. (4.2)
Using the structure condition (H1) and the estimate (1.3) for the modulus of continuity of ∂ A
∂p , by Lemma 2.6, let
s1 = Bρ(x0) ∩
{|Du − p| 1}, s2 = Bρ(x0) ∩ {|Du − p| > 1}
we can derive
I 
∫
Bρ(x0)
1∫
0
[
L
(
1+ |p|2)m−22 + L(1+ ∣∣p + t(Du − p)∣∣2)m−22 ] 12
· [L(1+ |p|2 + ∣∣p + t(Du − p)∣∣2)m−22 ] 12 ω(|p|, ∣∣t(Du − p)∣∣) 12 dt|Du − p|dx
 16
√
2L
m
(∫
s1
ω
(|p|, |Du − p|)dx) 12(∫
s1
|Du − p|2 dx
) 1
2
+
∫
s2
16
√
2L
m
ω
1
2
(|p|, |Du − p|)|Du − p|m2 dx.
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I  cω
(|p|,Φ 12 (x0,ρ, p)) 12 Φ 12 (x0,ρ, p)αnρn, (4.3)
where c = 16
√
2L
m c(n,M).
By (H3), Young’s inequality, (2.3), (2.4) and noting that the function K monotone nondecreasing and K (M + |p|)  1,
we can estimate II as following:
II
∫
Bρ(x0)
K
(|u0| + |p|)μ(|x− x0|m + |p|m|x− x0|m)(1+ |Du|)m2 dx
 4K
(|u0| + |p|)2(1+ |p|)2mμ(ρm)αnρn + 2c(n,M)Φ(x0,ρ, p)αnρn, (4.4)
where in last inequality we have used 1< 44−m  2, μ(ρm) 1.
Similarly as (3.6), to estimate III, one can divide the domain Bρ(x0) as previous. Set v = u − u0 + p(x − x0), on the set
Bρ(x0) ∩ {| vρ | > 1} ∩ {|Du − p| 1},
K
(|u0| + |p|)μ(|v|m)(1+ |Du|)m2  4∣∣∣∣V( vρ
)∣∣∣∣2 + 2K (|u0| + |p|)2(1+ |p|)mμ(ρ m2 ).
While on the part Bρ(x0) ∩ {| vρ | > 1} ∩ {|Du − p| > 1},
K
(|u0| + |p|)μ(|v|m)(1+ |Du|)m2  4∣∣V (Du − p)∣∣2 + 2∣∣∣∣V( vρ
)∣∣∣∣2 + 2(2M + |p|ρ)m∣∣∣∣V( vρ
)∣∣∣∣2
+ 2K (|u0| + |p|)4(1+ |p|)mμ(ρ m2 ).
Note that μ is monotone nondecreasing, on the part Bρ(x0) ∩ {| vρ | 1} ∩ {|Du − p| > 1}, we have
K
(|u0| + |p|)μ(|v|m)(1+ |Du|)m2
 K
(|u0| + |p|)(1+ |p|)m2 μ(ρm)+ K (|u0| + |p|)μ(ρm)|Du − p|m2
 2
∣∣V (Du − p)∣∣2 + 2K (|u0| + |p|)2(1+ |p|)mμ(ρ m2 ).
Finally on the part Bρ(x0) ∩ {| vρ | 1} ∩ {|Du − p| 1},
K
(|u0| + |p|)μ(|v|m)(1+ |Du|)m2  2K (|u0| + |p|)(1+ |p|)mμ(ρ m2 ).
Whereas, by Lemmas 2.1 and 2.3 it follows
III c¯1
∫
Bρ(x0)
∣∣V (Du) − V (p)∣∣2 dx+ c2 ∫
Bρ(x0)
∣∣∣∣V( vρ
)∣∣∣∣2 dx+ 8K (|u0| + |p|)4(1+ |p|)mμ(ρ m2 )αnρn
 c1
∫
Bρ(x0)
∣∣V (Du) − V (p)∣∣2 dx+ +8K (|u0| + |p|)4(1+ |p|)mμ(ρ m2 )αnρn, (4.5)
where c¯1 = c(n,M), c2 = c2(M), c1 = c(n,M) + c2CP (n,N,m).
Noting that supBρ(x0) |ϕ| ρ  1, and by Young’s inequality, we have
IV  c
∫
Bρ(x0)
a|Du − p|m|ϕ|dx+ c
∫
Bρ(x0)
(
b + |p|m)ρ dx. (4.6)
On D1 = {Bρ(x0) ∩ {|Du − P | > 1}}, by (2.4) and Young’s inequality,
(4.6) c
∫
D1(x0)
a
∣∣V (Du) − V (p)∣∣2 dx+ cαnρn+1(b + |p|m),
on the other hand, on D2 = {Bρ(x0) ∩ {|Du − P | > 1}}, using (2.3) and Young’s inequality, we have
|Du − p|m  |Du − p|2 + 1 c∣∣V (Du) − V (p)∣∣2 + 1,
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(4.6) c
∫
D2(x0)
a
∣∣V (Du) − V (p)∣∣2 dx+ cαnρn+1(a + b + |p|m).
Combining these estimates, we derive
IV  c
∫
Bρ(x0)
a
∣∣V (Du) − V (p)∣∣2 dx+ cαnρn+1(a + b + |p|m).
Combining the above of I, II, III, IV , with (4.2) and noting that the deﬁnition of H(s, t), we can get the lemma immediately,∫
Bρ(x0)
[
∂ A(x0,u0, p)
∂p
(Du − p)
]
Dϕ dx
 Ceαnρn
[
ω
1
2
(|p|,Φ 12 (x0,ρ, p))Φ 12 (x0,ρ, p) + Φ(x0,ρ, p) + K 4(|u0| + |p|)(1+ |p|)2mμ(ρ m2 )
+ cαnρn+1
(
a + b + |p|m)]
 Ceαnρn
[
ω
1
2
(|p|,Φ 12 (x0,ρ, p))Φ 12 (x0,ρ, p) + Φ(x0,ρ, p) + H(|u0|, |p|)μ(ρ m2 )],
where Ce = Ce(CP ,n,N,m,M, L) CP . 
We consider a point x0 ∈ Ω such that |(Du)x0,ρ | M . Throughout the rest of this section we use the abbreviation:
Φ(ρ) = Φ(x0,ρ, (Du)x0,ρ), or Φ(x0,ρ) = Φ(x0,ρ, (Du)x0,ρ),
where Φ is given in (4.1). For θ ∈ (0, 14 ] to be speciﬁed later we set ε = θn+4. With δ = δ(n,N, κ, K , θ) ∈ (0,1] we denote
the constant from Lemma 2.2 corresponding to the quantities n,N, κ, K . We deﬁne
Γ (ρ) =
√
Φ(ρ) + 4δ−2H2(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣)μ2(ρ m2 ), w = u − (Du)x0,ρ(x− x0) and γ = c1CeΓ (ρ),
where c1 stands for the constant c(n,M) from Lemma 2.1(vi). From Lemma 4.1 we have the constant Ce = Ce(n,N,m, L,M),
from Lemma 2.4 the constant Ca = Ca(n,N, L,m,M).
By (H1) and (H2) we conclude that A= ∂ A
∂p (x0,ux0,ρ , (Du)x0,ρ) is elliptic constant κ = λ(1 + M2)
m−2
2 and upper bound
K = L. Therefore we are in a position to apply Lemmas 4.1 and 2.2 with p = (Du)x0,ρ , κ and K .
Assuming that the excess Φ(ρ) is initially suﬃciently small, we next establish an initial excess-improvement estimate.
The precise statement is:
Lemma 4.2. Assume that the conditions of Lemma 3.1 and the following smallness conditions hold:
2
√
2Caγ  1, ω
1
2
(∣∣(Du)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) δ2 and CeCaΦ(ρ) < 1,
for some ρ  ρ
4
m−1
1 (|ux0,ρ |, |(Du)x0,ρ |). Then for β ∈ [α,1) the following growth condition holds:
Φ(θρ) θ2βΦ(ρ) + cˆH4(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣+ 1)μ(ρ m−14 ).
Proof. First, using (2.2) and Lemma 2.1(vi) noting the deﬁnition of W , we have,
−
∫
Bρ(x0)
∣∣W (Dw)∣∣2 dx = −∫ Bρ(x0)∣∣W (Du − (Du)x0,ρ)∣∣2 dx −∫ Bρ(x0)∣∣V (Du − (Du)x0,ρ)∣∣2 dx
 c2(n,M) −
∫
Bρ(x0)
∣∣V (Du) − V ((Du)x0,ρ)∣∣2 dx = c21Φ(ρ) < γ 2. (4.7)
Next, by Lemma 4.1 and the smallness condition
ω
1
2
(∣∣(Du)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) δ2 ,
we can deduce
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]
Dϕ dx
∣∣∣∣
 Ceαnρn
[
ω
1
2
(|p|,Φ 12 (x0,ρ, p))Φ 12 (x0,ρ, p) + Φ(x0,ρ, p) + H(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣)μ(ρ m2 )] · sup
Bρ(x0)
|Dϕ|
= γ αnρ
n[ω 12 (|p|,Φ 12 (x0,ρ, p))Φ 12 (x0,ρ, p) + Φ(x0,ρ, p) + H(|ux0,ρ |, |(Du)x0,ρ |)μ(ρ
m
2 )]
c1Γ (ρ)
· sup
Bρ(x0)
|Dϕ|
 γ
(
ω
1
2
(∣∣(Du)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) + δ2
)
sup
Bρ(x0)
|Dϕ|
 γ δ sup
Bρ(x0)
|Dϕ|. (4.8)
Inequalities (4.7) and (4.8) fulﬁll with the condition of A-harmonic approximation lemma, which allow us to apply
Lemma 2.2. Therefore we can ﬁnd a function h ∈ W 1,m(Bρ(x0), RN ) which is ∂ A∂p (x0,ux0,ρ , (Du)x0,ρ)-harmonic such that
−
∫
Bρ(x0)
∣∣W (Dh)∣∣2 dx 1 and −∫ Bρ(x0)∣∣∣∣W(w − γ hρ
)∣∣∣∣2 dx γ 2ε = γ 2θn+4. (4.9)
Because of D(u − ux0,ρ − γ h(x0) − (Du)x0,ρ(x − x0)) = Du − (Du)x0,ρ , we can with w = u − (Du)x0,ρ(x − x0) replaced by
u − (ux0,ρ − γ h(x0)) − (Du)x0,ρ(x − x0) and (4.7), (4.8) are still true. Throughout the rest of this section we take w =
u − (ux0,ρ − γ h(x0)) − (Du)x0,ρ(x− x0).
With the help of Lemma 2.1(iii) and (v), we deduce
Φ(θρ) = −
∫
Bθρ (x0)
∣∣V (Du) − V ((Du)x0,θρ)∣∣2 dx
 c2(n,m) −
∫
Bθρ (x0)
∣∣V (Du − (Du)x0,θρ)∣∣2 dx
 c −
∫
Bθρ (x0)
∣∣V (Du − (Du)x0,ρ − γ Dh(x0))∣∣2 dx+ c∣∣V ((Du)x0,θρ − (Du)x0,ρ − γ Dh(x0))∣∣2, (4.10)
where the constant c depends only on n, m. We next estimate the right-hand side of (4.10). Decomposing Bθρ(x0) into the
set with |Du− (Du)x0,ρ −γ Dh(x0)| 1 and that with |Du− (Du)x0,ρ −γ Dh(x0)| > 1, then using Lemma 2.1(i) and Hölder’s
inequality, we obtain:∣∣(Du)x0,θρ − (Du)x0,ρ − γ Dh(x0)∣∣ −∫ Bθρ (x0)∣∣Du − (Du)x0,ρ − γ Dh(x0)∣∣dx√2(I 12 + I 1m ), (4.11)
where we have abbreviated
I = −
∫
Bθρ (x0)
∣∣V (Du − (Du)x0,θρ − γ Dh(x0))∣∣2 dx.
Now, since |V (A)| = V (|A|) and t → V (t) is monotone increasing, we deduce from (4.10), also using Lemma 2.1(i) and (ii),
that there holds:
Φ(θρ) c
(
I + V 2(I 12 + I 1m )) c2(I + I 2m ), (4.12)
where c depends only on n,N and m. Then we estimate the quantity I. Keeping in mind (4.9) and by considering the cases
|Dh| 1 and |Dh| > 1 separately, we have (using Lemma 2.1(i)):
−
∫
Bρ(x0)|Dh|dx 2
√
2
(
−
∫
Bρ(x0)
∣∣W (Dh)∣∣2 dx) 12  2√2. (4.13)
Using Lemma 2.4, this shows:∣∣(Du)x0,ρ ∣∣+ γ ∣∣Dh(x0)∣∣ ∣∣(Du)x0,ρ ∣∣+ γ Ca −∫ Bρ(x0)|Dh|dx ∣∣(Du)x0,ρ ∣∣+ 2√2γ Ca  M + 1. (4.14)
Using Caccioppoli’s inequality (i.e. Lemma 3.1 applied on Bθρ(x0) with ux0,ρ , respectively (Du)x0,ρ +γ Dh(x0), instead of u0,
respectively p; note that the constant Cc depends only on n,N,m, L, λ and M):
I  Cc
[
−
∫
B2θρ (x0)
∣∣∣∣V(w − γ h(x0) − γ Dh(x0)(x− x0))∣∣∣∣2 dx+ G], (4.15)2θρ
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G = K (|ux0,ρ | + ∣∣(Du)x0,ρ + γ Dh(x0)∣∣) 2mm−1 (1+ ∣∣(Du)x0,ρ + γ Dh(x0)∣∣)σμ2((2θρ)m−14 )
+ (2M + ∣∣(Du)x0,ρ + γ Dh(x0)∣∣2θρ)m(m+1)m−1 (2θρ)m2 + (2a∣∣(Du)x0,ρ + γ Dh(x0)∣∣m + b) mm−1 (2θρ)2. (4.16)
By Lemma 2.1(iii) it follows:
Cc −
∫
B2θρ (x0)
∣∣∣∣V(w − γ h(x0) − γ Dh(x0)(x− x0)2θρ
)∣∣∣∣2 dx
 Cc
[
−
∫
B2θρ (x0)
∣∣∣∣V(w − γ h(x)2θρ
)∣∣∣∣2 dx+ −∫ B2θρ (x0)∣∣∣∣V(γ h(x) − h(x0) − Dh(x0)(x− x0)2θρ
)∣∣∣∣2 dx]. (4.17)
For the ﬁrst term of the right-hand side of (4.17), we use (2.2), Lemma 2.1(ii) (note the 12θ  1) and (4.9) to infer:
Cc −
∫
B2θρ (x0)
∣∣∣∣V(w − γ h(x)2θρ
)∣∣∣∣2 dx c(m)Cc −∫ B2θρ (x0)∣∣∣∣W(w − γ h(x)2θρ
)∣∣∣∣2 dx
 c(2θ)−n−2 −
∫
Bρ(x0)
∣∣∣∣W(w − γ h(x)ρ
)∣∣∣∣2 dx
 c2−n−2θ−n−2γ 2ε, (4.18)
where the constant c is given by c(m)Cc .
For the second term of the right-hand side of (4.17), using Lemma 2.1(i), Taylor’s theorem applied to h(x) on B2θρ(x0),
Lemma 2.4 and (4.13), we obtain
Cc −
∫
B2θρ (x0)
∣∣∣∣V(γ h(x) − h(x0) − Dh(x0)(x− x0)2θρ
)∣∣∣∣2 dx
 Ccγ 2 −
∫
B2θρ (x0)
∣∣∣∣h(x) − h(x0) − Dh(x0)(x− x0)2θρ
∣∣∣∣2 dx
 Cc
γ 2
4θ2ρ2
sup
B2θρ (x0)
∣∣h(x) − h(x0) − Dh(x0)(x− x0)∣∣2
 8CcC2aγ 2θ2. (4.19)
Noting the deﬁnition of H(s, t), (4.14) and (4.16), ρ
m
2  ρ m−14 μ(ρ m−14 ) < 1, we have
G  H
(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣+ 1)μ(ρ m−14 ). (4.20)
Combining all the above estimates and keeping in mind the dependencies of the constants as well as the deﬁnitions of γ
and Γ, let ε = θn+4 for θ ∈ (0, 14 ], we see
I  cˇθ2Φ(ρ) + cˆH2(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣+ 1)μ(ρ m−14 ),
where the constants cˇ depends on n,N,m, L, λ, and M and cˆ depends on the same quantities and additionally on θ (the
dependency from θ occurs due to the fact that δ depends on θ ). Inserting this into (4.12) and for β ∈ [α,1) choosing
θ ∈ (0, 14 ] such that 2c2cˇ
2
m θ2  θ2β , we easily ﬁnd (recalling also that Φ(ρ) 1,μ(ρ m−14 ) 1 and H(s, t) > 1):
Φ(θρ) θ2βΦ(ρ) + K ∗(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣)μ(ρ m−14 ),
where K ∗(s, t) = c22 2m cˆ 2m H 4m (1+ s,1+ t). This proves the asserted estimate, provided we assume the radius condition
ρ  ρ
4
m−1
1
(|ux0,ρ | + 1, ∣∣(Du)x0,ρ ∣∣+ 1) 1, (4.21)
and smallness conditions
ω
1
2
(∣∣(Du)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) δ2 , (4.22)
c2H
(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣)μ(ρ m−14 ) δ2 , (4.23)
where c2 = 2
√
2c1CeCa . 
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ω
(
2T ,2Φ
1
2
0 (T )
) 1
2 + 2Φ
1
2
0 (T )
1
2
δ2, (4.24)
16
(
2c21
) 2
m
(
1+ C
2
m
P
)2
Φ0(T ) θ2n
(
1− θβ)2T 2. (4.25)
With Φ0(T ) from (4.24) and (4.25) we choose ρ0(T ) ∈ (0,1] such that
ρ0(T ) ρ1(2T + 1,2T + 1) 4m−1 , (4.26)
c2H(2T ,2T )μ
(
ρ0(T )
m−1
4
)
 δ, (4.27)
K0(T )μ
(
ρ0(T )
m−1
4
)

(
θ
α(m−1)
4 − θ2β)Φ0(T ), (4.28)
4
(
2c21
) 2
m
(
1+ C
2
m
P
)2
K0(T )F
(
ρ0(T )
m−1
4
)2  θ2n(θ α(m−1)4 − θ2β)(1− θ α(m−1)8 )2T 2, (4.29)
where K0(T ) := K ∗(2T ,2T ).
As we known, it is suﬃcient to get the following Lemma 4.3 to complete the proof of Theorem 1.1. Lemma 4.3 can be
proved by combining the methods in [10] with the integration domain splitting technique.
Lemma 4.3. Assume that for some T0 > M and Bρ(x0)Ω , we have
(i) |ux0,ρ | + |(Du)x0,ρ | T0;
(ii) ρ  ρ0(T0);
(iii) Φ(x0,ρ)Φ0(T0).
Then the smallness conditions (4.21)–(4.23) are satisﬁed on Bθ jρ(x0) for j ∈N∪ {0}. Moreover, the limit
Λx0 := lim
j→∞
(Du)x0,θ jρ
exists, and the inequality
−
∫
Br(x0)
|Du − Λx0 |2 dx c3
((
r
ρ
)2β
Φ(x0,ρ) + H
(
r
m−1
4
))
(4.30)
is valid for 0< r  ρ with c3 = c3(n,N,m,M, λ, L, β, T0), where H(t) = F (t)2 .
Proof. We shall prove the following four assertions by induction on j ∈N∪ {0}:
(I j) Φ(x0, θ jρ) 2Φ0(T0),
(I′j) Φ(x0, θ
jρ) θ2β jΦ(x0,ρ) + K0(T0)
θ
α m−14 −θ2β
μ((θ jρ)
m−1
4 ),
(II j) |ux0,θ jρ | + |(Du)x0,θ jρ | 2T0,
(III j) (θ jρ)
m−1
4  ρ1(|ux0,θ jρ |, |(Du)x0,θ jρ |).
We ﬁrst prove (I j). For j = 0, we note that (III0) is a consequence of (ii), (4.26) and the non-increasing property of s →
ρ1(s, t), t → ρ1(s, t). Now we assume that (Il), (IIl) and (IIIl) are valid for l = 0,1, . . . , j − 1 for some j ∈ N, then we can
use (4.21)l and (IIl) for l = 0,1, . . . , j − 1; t → t−αμ(t) is non-increasing for some α ∈ (0,1) and (4.28) to deduce
Φ
(
x0, θ
jρ
)
 θ2β jΦ(x0,ρ) +
j−1∑
l=0
θ2βlμ
((
θ( j−l−1)ρ
)m−1
4
)
K ∗
(|ux0,θ j−l−1ρ |, ∣∣(Du)x0,θ j−l−1ρ ∣∣)
 θ2β jΦ(x0,ρ) + K0(T0)μ
(
θ j
m−1
4 ρ
m−1
4
) j−1∑
l=0
θ2βlθ−α(l+1)
m−1
4
 θ2β jΦ(x0,ρ) + K0(T0)
θ
α(m−1)
4 − θ2β
μ
((
θ jρ
)m−1
4
)
 2Φ0(T0).
This proves (I j) and (I′ ). We next want to show (II j), we can split the domain Bx ,θ j−1ρ intoj 0
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{ |u − ux0,θ j−1ρ − (Du)x0,θ j−1ρ(x− x0)|
θ j−1ρ
 1
}
:= B1 and
Bx0,θ j−1ρ ∩
{ |u − ux0,θ j−1ρ − (Du)x0,θ j−1ρ(x− x0)|
θ j−1ρ
> 1
}
:= B2,
using Lemma 2.3, then we have:∣∣ux0,θ jρ ∣∣ 1(θ jρ)nαn
∫
Bx0,θ jρ
∣∣u − ux0,θ j−1ρ − (Du)x0,θ j−1ρ(x− x0)∣∣dx+ |ux0,θ j−1ρ |
 θ
j−1ρ
(θ jρ)nαn
∫
Bx0,θ j−1ρ
|u − ux0,θ j−1ρ − (Du)x0,θ j−1ρ(x− x0)|
θ j−1ρ
dx+ |ux0,θ j−1ρ |
 θ
j−1ρ
(θ jρ)nαn
(∫
B1
∣∣∣∣u − ux0,θ j−1ρ − (Du)x0,θ j−1ρ(x− x0)θ j−1ρ
∣∣∣∣2 dx)
1
2
|B1| 12
+ θ
j−1ρ
(θ jρ)nαn
(∫
B2
∣∣∣∣u − ux0,θ j−1ρ − (Du)x0,θ j−1ρ(x− x0)θ j−1ρ
∣∣∣∣m dx)
1
m
|B2|m−1m + |ux0,θ j−1ρ |
 1
θn
(
2
1
2 CP c(m,M) −
∫
Bx0,θ j−1ρ
∣∣V (Du) − V ((Du)x0,θ j−1ρ)∣∣2 dx)
1
2
+ 1
θn
(
2C2P c(m,M)
2) 1m( −∫ Bx0,θ j−1ρ ∣∣V (Du) − V ((Du)x0,θ j−1ρ)∣∣2 dx
) 1
m
+ |ux0,θ j−1ρ |
 1
θn
[(
2
1
2 CP
)
c(m,M)Φ
(
x0, θ
j−1ρ
) 1
2 + (2C2P c(m,M)2) 1m Φ(x0, θ j−1ρ) 1m ]+ |ux0,θ j−1ρ |.
Similarly, decomposing Bx0,θ jρ into the set with |Du − (Du)x0,θ j−1ρ |  1 and |Du − (Du)x0,θ j−1ρ | > 1, then using Hölder’s
inequality and Lemma 2.1(i), (vi) we obtain:∣∣(Du)x0,θ jρ ∣∣ −∫ Bx0,θ jρ ∣∣Du − (Du)x0,θ j−1ρ ∣∣dx+ ∣∣(Du)x0,θ j−1ρ ∣∣
 −
∫
Bx0,θ j−1ρ
∣∣Du − (Du)x0,θ j−1ρ ∣∣dx+ ∣∣(Du)x0,θ j−1ρ ∣∣
 1
θn
(
−
∫
Bx0,θ j−1ρ
2c(m,M)2
∣∣V (Du) − V ((Du)x0,θ j−1ρ)∣∣2 dx)
1
2
+ 1
θn
(
−
∫
Bx0,θ j−1ρ
2c(m,M)2
∣∣V (Du) − V ((Du)x0,θ j−1ρ)∣∣2 dx)
1
m
+ ∣∣(Du)x0,θ j−1ρ ∣∣
 1
θn
[√
2c(m,M)Φ
(
x0, θ
j−1ρ
) 1
2 + (2c(m,M)2) 1m Φ(x0, θ j−1ρ) 1m ]+ ∣∣(Du)x0,θ j−1ρ ∣∣.
Combining these estimates with abbreviation c(m,M) = c1, noting μ(t) 1 for 0< t  1, and θ ∈ (0, 14 ], ρ < 1, Φ(x0,ρ) < 1,
using Poincaré’s inequality, (I′j) for l = 0,1, . . . , j − 1, the hypotheses (i)–(iii), Lemma 2.1(i), (vi), the estimate (2.8) from
Section 2, and (4.25), (4.29) we obtain
|ux0,θ jρ | +
∣∣(Du)x0,θ jρ ∣∣
 |ux0,ρ | +
∣∣(Du)x0,ρ ∣∣+ √2c1(1+ Cp)θn
j−1∑
l=0
√
Φ
(
x0, θ lρ
)+ (2c21) 1m (1+ C 2mp )
θn
j−1∑
l=0
Φ
(
x0, θ
lρ
) 1
m
 T0 +
√
2c1(1+ Cp)
θn
j−1∑
l=0
(
θ lβ
√
Φ(x0,ρ) +
√
K0(T0)
θ
α(m−1)
4 − θ2β
μ
((
θ lρ
)m−1
4
) 1
2
)
+ (2c
2
1)
1
m (1+ Cp 2m )
θn
j−1∑(
θ
2lβ
m Φ(x0,ρ)
1
m +
(
K0(T0)
θ
α(m−1)
4 − θ2β
) 1
m
μ
((
θ lρ
)m−1
4
) 1
m
)
l=0
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√
2c1(1+ Cp) + (2c21)
1
m (1+ Cp 2m )
θn
(√
Φ(x0,ρ)
1− θβ +
√
K0(T0)
θ
α(m−1)
4 − θ2β
1
2(1− θ α(m−1)8 )
F
(
ρ
m−1
4
))
 2T0.
Finally, we prove (III j). From (II j), hypothesis (ii), (4.26) and the non-increasing property of s → ρ1(s, t), t → ρ1(s, t), we
easily derive (III j).
Now we note that the non-increasing property of s → ρ1(s, t), t → ρ1(s, t) and (III j), (4.26), (II j) imply (4.21) j i.e. (4.21)
with θ jρ instead of ρ. Next we observe that (I j), (II j) and (4.24) yield (4.22) j . Finally, from (II j), (ii) and (4.27) we infer
(4.23) j .
It can be shown that {(Du)x0,θ jρ} is a Cauchy sequence in RnN . In fact, arguing as in the proof of (II j) and taking into
account our assumption (μ3), we deduce for k > j∣∣(Du)x0,θ jρ − (Du)x0,θkρ ∣∣

k∑
l= j+1
∣∣(Du)x0,θ lρ − (Du)x0,θ l−1ρ ∣∣

(
2c21
) 1
m θ−n
(√
Φ(x0,ρ)
1− θβ θ
β j +
√
K0(T0)
θ
α(m−1)
4 − θ2β
1
2(1− θ α(m−1)8 )
F
(
θ j
m−1
4 ρ
m−1
4
))
. (4.31)
Therefore the limit Λx0 = lim j→∞(Du)x0,θ jρ exists and from (4.31) we infer for j ∈N∪ 0∣∣(Du)x0,θ jρ − Λx0 ∣∣ c4
√
θ2β
j
Φ(x0,ρ) + F
((
θ jρ
)m−1
4
)2
, (4.32)
where c4 = (2c21)
1
m
√
2
θn(1−θ α(m−1)8 )
(1+ 12
√
K0(T0)
θ
α(m−1)
4 −θ2β
). Combining this with (I′j), and recalling the estimate μ(t) F (t)2 from
Section 2, and deﬁne H(t) := F (t)2, we arrived at
−
∫
B
θ jρ(x0)
|Du − Λx0 |2 dx 2Φ
(
x0, θ
jρ
)+ 2∣∣(Du)x0,θ jρ − Λx0 ∣∣2
 2
(
θ2β jΦ(x0,ρ) + K0(T0)
θα
m−1
4 − θ2β
μ
((
θ jρ
)m−1
4
)+ c24(θ2β jΦ(x0,ρ) + H((θ jρ)m−14 )))
 c5
(
θ2β jΦ(x0,ρ) + H
((
θ jρ
)m−1
4
))
(4.33)
with c5 = 2(1+ c24 + K0(T0)
θ
α(m−1)
4 −θ2β
).
For 0< r  ρ we ﬁnd j ∈ N∪{0} such that θ j+1ρ < r  θ jρ . Then (4.33) and the non-increasing property of t → t−α F (t)
imply
−
∫
Br(x0)|Du − Λx0 |2 dx c5θ−n
(
θ2 jβΦ(x0,ρ) + H
((
θ jρ
)m−1
4
))
 c5θ−n
(
θ−2β
(
r
ρ
)2β
Φ(x0,ρ) + θ− α(m−1)2 H
((
θ j+1ρ
)m−1
4
))
 c5θ−n−2β
((
r
ρ
)2β
Φ(x0,ρ) + H
(
r
m−1
4
))
.
This proves (4.30) with c3 = c5θ−n−2β . 
Now, we end the proof of Theorem 1.2 with the following several lemmas.
Lemma 4.4. Consider p ∈ RnN with |p| < M, suppose u ∈ W 1,m(Ω, RN ) (1 < m < 2) to be a weak solution to (1.1) and for any
x0 ∈ Ω set u0 = ux0,ρ = −
∫
Bρ(x0)u dx. Then for any Bρ(x0)Ω with ρβ  ρ1(|u0|, |p|) and ϕ ∈ C∞0 (Bρ(x0), RN ), there holds∫
Bρ(x0)
(
∂ A(x0,u0, p)
∂p
(Du − p)
)
Dϕ dx Ceαnρn
(
ω
1
2
(|p|,Φ 12 (x0,ρ, p))Φ 12 (x0,ρ, p)
+ Φ(x0,ρ, p) + μ
(
ρβ
)
H
(|u0|, |p|)) sup
B (x )
|Dϕ|,ρ 0
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H(s, t) = K 2mm−1 (s + t)(1+ t) 2mm−1 + |s + t|r−1 + |t|m(1− 1r ) + 1.
Proof. A simple calculation similar Lemma 4.1 gives that∫
Bρ(x0)
[
∂ A(x0,u0, p)
∂p
(Du − p)
]
Dϕ dx =
∫
Bρ(x0)
[ 1∫
0
∂ A
∂p
(x0,u0, p)dt(Du − p)
]
Dϕ dx
=
∫
Bρ(x0)
[ 1∫
0
(
∂ A
∂p
(x0,u0, p) − ∂ A
∂p
(
x0,u0, p + t(Du − p)
))
dt(Du − p)
]
Dϕ dx
+
∫
Bρ(x0)
[
A(x0,u0, Du) − A
(
x,u0 + p(x− x0), Du
)]
Dϕ dx
+
∫
Bρ(x0)
[
A
(
x,u0 + p(x− x0), Du
)− A(x,u, Du)]Dϕ dx+ ∫
Bρ(x0)
B(x,u, Du)ϕ dx
= I + II + III + IV. (4.34)
Be similar to estimates of I–III of Lemma 4.1, we have
I  cω
(|p|,Φ 12 (x0,ρ, p)) 12 Φ 12 (x0,ρ, p)αnρn, (4.35)
where c = 16
√
2L
m c(n,M).
II
∫
Bρ(x0)
K
(|u0| + |p|)μ((|x− x0|m + |p|m|x− x0|m) βm )(1+ |Du|)m2 dx
 2K
(|u0| + |p|)(1+ |p|)β+m2 μ(ρβ)αnρn + 2∫
s1
(
K
(|u0| + |p|)(1+ |p|)βμ(ρβ)) 44−m dx
+ 2
∫
s1
|Du − p|2 dx+ 2
∫
s2
(
K
(|u0| + |p|)(1+ |p|)βμ(ρβ))2 dx+ 2∫
s2
|Du − p|m dx
 4K
(|u0| + |p|)2(1+ |p|)mμ(ρβ)αnρn + 2c(n,M)Φ(x0,ρ, p)αnρn, (4.36)
in the last inequality we have used 1< 44−m  2, μ(ρβ) 1 and K > 1.
III c1
∫
Bρ(x0)
∣∣V (Du) − V (p)∣∣2 dx+ c2 ∫
Bρ(x0)
∣∣∣∣V( vρ
)∣∣∣∣2 dx+ 8K (|u0| + |p|)4(1+ |p|)mμ(ρβ)αnρn, (4.37)
where c1 = c1(n,M), c2 = c2(M).
To estimate IV using the fact that supBρ(x0) |ϕ| ρ  1, we have
I V  c
∫
Bρ(x0)
(|Du|m(1− 1r ) + |u|r−1 + 1)|ϕ|dx
 c
∫
Bρ(x0)
|Du|m(1− 1r )|ϕ|dx+ c
∫
Bρ(x0)
∣∣u − u0 − p(x− x0)∣∣r−1|ϕ|dx+ cαnρn+1[1+ (|u0| + |p|)r−1]
 c
( ∫
Bρ(x0)
|Du|m dx
)1− 1r ( ∫
Bρ(x0)
|ϕ|r dx
) 1
r
+ c
( ∫
Bρ(x0)
|Du − p|m dx
)( rm−1)(1− 1r )( ∫
Bρ(x0)
|Du − p|m dx
)(1− 1r )( ∫
Bρ(x0)
|ϕ|r dx
) 1
r
+ cαnρn+1
[
1+ (|u0| + |p|)r−1]
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(‖u‖W 1,m)( ∫
Bρ(x0)
|Du − p|m dx
)(1− 1r )( ∫
Bρ(x0)
|ϕ|r dx
) 1
r
+ cαnρn+1
[
1+ (|u0| + |p|)r−1 + |p|m(1− 1r )]
 c
∫
Bρ(x0)
∣∣V (Du) − V (p)∣∣2 dx+ cαnρn+1 + cαnρn+1[1+ (|u0| + |p|)r−1 + |p|m(1− 1r )], (4.38)
where in last inequality we have used separately the Young’s inequality and (2.3), (2.4) on the set s1 = Bρ(x0) ∩
{|Du − p| 1} and s2 = Bρ(x0) ∩ {|Du − p| > 1}.
By Lemma 2.3, combining the above of I, II, III, IV with (4.34) and note that the deﬁnition of H(s, t), 2mm−1 > 4, we can
get the lemma immediately,∫
Bρ(x0)
[
∂ A(x0,u0, p)
∂p
(Du − p)
]
Dϕ dx
 Ceαnρn
[
ω
1
2
(|p|,Φ 12 (x0,ρ, p))Φ 12 (x0,ρ, p) + Φ(x0,ρ, p) + K 4(|u0| + |p|)(1+ |p|)mμ(ρβ)
+ (1+ (|u0| + |p|)r−1 + |p|m(1− 1r ))ρ]
 Ceαnρn
[
ω
1
2
(|p|,Φ 12 (x0,ρ, p))Φ 12 (x0,ρ, p) + Φ(x0,ρ, p) + H(|u0|, |p|)μ(ρβ)],
where Ce = Ce(CP ,n,N,m,M, L) CP . 
Lemma 4.5. Let M be ﬁxed, u ∈ W 1,m(Ω,RN ) satisfying the conditions of Theorem 1.2 be a weak solution to (1.1), a point x0 ∈ Ω
satisfying |(Du)x0,ρ |  M. For θ ∈ (0, 14 ], δ = δ(n,N, κ, K , θ) ∈ (0,1] and 14 (2θ)−nδ2 < 1, assume that the following smallness
conditions hold:
2
√
2Caγ  1, ω
1
2
(∣∣(Du)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) δ2 and CeCaΦ(ρ) < 1,
for some ρβ  ρ1(|ux0,ρ |, |(Du)x0,ρ |). Then for some σ ∈ [α,1) the following growth condition holds:
Φ(θρ) θ2σΦ(ρ) + cˆH mm−1 (1+ |ux0,ρ |, ∣∣(Du)x0,ρ ∣∣)μ(ρβ).
Proof. According to the proof of Lemma 4.2, we get the following inequalities:
Φ(θρ) c
(
I + V 2(I 12 + I 1m )) c(I + I 2m ), (4.39)
where
I = −
∫
Bθρ (x0)
∣∣V (Du − (Du)x0,θρ − γ Dh(x0))∣∣2 dx,
c depends only on n, N and m.
Now, Lemma 3.2 applied on Bθρ(x0) with ux0,ρ , respectively (Du)x0,ρ +γ Dh(x0), instead of u0, respectively p; note that
the constant Cc depends only on n,N,m, L, λ and M:
I  Cc
[
−
∫
B2θρ (x0)
∣∣∣∣V(u − ux0,ρ − ((Du)x0,ρ + γ Dh(x0))(x− x0)2θρ
)∣∣∣∣2 dx+ G]
+ cρ 2n
(
−
∫
B2θρ (x0)
(|Du|m + |u|r + 1)dx) mm−1 (1− 1r )
= Cc
[
−
∫
B2θρ (x0)
∣∣∣∣V(w − γ h(x0) − γ Dh(x0)(x− x0)2θρ
)∣∣∣∣2 dx+ G]
+ Ccμ
(
ρβ
)( −∫ B2θρ (x0)(|Du|m + |u|r + 1)dx) mm−1 (1− 1r ), (4.40)
where
G = K (|ux0,ρ | + ∣∣(Du)x0,ρ + γ Dh(x0)∣∣) 2mm−1 (1+ ∣∣(Du)x0,ρ + γ Dh(x0)∣∣) 2mm−1 μ((2θρ)β). (4.41)
906 Y. Qiu / J. Math. Anal. Appl. 387 (2012) 885–908We estimate the right-hand side of (4.40). Firstly, by proof of Lemma 4.2 yield:
Cc −
∫
B2θρ (x0)
∣∣∣∣V(w − γ h(x0) − γ Dh(x0)(x− x0)2θρ
)∣∣∣∣2 dx
 Cc
[
−
∫
B2θρ (x0)
∣∣∣∣V(w − γ h(x)2θρ
)∣∣∣∣2 dx+ −∫ B2θρ (x0)∣∣∣∣V(γ h(x) − h(x0) − Dh(x0)(x− x0)2θρ
)∣∣∣∣2 dx]
 c2−n−2θ−n−2γ 2ε + 8CcC2aγ 2θ2. (4.42)
Noting the deﬁnition of H(s, t) and 2θ < 1, we have
G  H
(
1+ |ux0,ρ |,
∣∣(Du)x0,ρ ∣∣)μ(ρβ). (4.43)
Next we estimate the second term of the right-hand side of (4.40),
Ccμ
(
ρβ
)( −∫ B2θρ (x0)(|Du|m + |u|r + 1)dx) mm−1 (1− 1r )
 Ccμ
(
ρβ
){( −∫ B2θρ (x0)∣∣Du − (Du)x0,ρ ∣∣m dx) mm−1 (1− 1r ) + ∣∣(Du)x0,ρ ∣∣ m2m−1 (1− 1r )}
+ Ccμ
(
ρβ
)( −∫ B2θρ (x0)∣∣u − ux0,ρ − (Du)x0,ρ(x− x0)∣∣r dx) mm−1 (1− 1r )
+ Ccμ
(
ρβ
)(|ux0,ρ | + ∣∣(Du)x0,ρ ∣∣) mrm−1 (1− 1r ) + Ccμ(ρβ)
 Ccμ
(
ρβ
)( −∫ B2θρ (x0)∣∣Du − (Du)x0,ρ ∣∣m dx) mm−1 (1− 1r )
+ Ccμ
(
ρβ
)( −∫ B2θρ (x0)∣∣Du − (Du)x0,ρ ∣∣m dx) rm−1 (1− 1r )
+ Ccμ
(
ρβ
)[
1+ ∣∣(Du)x0,ρ ∣∣m + (|ux0,ρ | + ∣∣(Du)x0,ρ ∣∣)r] mm−1 (1− 1r ). (4.44)
To estimate the right-hand side of (4.44), we argue similarly as above, i.e. we split the domain of integration into two
parts B2θρ(x0) ∩ {|Du − (Du)x0,ρ | > 1} and B2θρ(x0) ∩ {|Du − (Du)x0,ρ | 1}. On the set where |Du − (Du)x0,ρ | > 1, we use
Lemma 2.1(i), (2.4) and condition 14 (2θ)
−nδ2 < 1 and deduce:
(4.44) Ccμ
(
ρβ
)((
(2θ)−nΦ(ρ)
) m
m−1 (1− 1r ) + ((2θ)−nΦ(ρ)) rm−1 (1− 1r ))
+ Ccμ
(
ρβ
)[
1+ ∣∣(Du)x0,ρ ∣∣m + (|ux0,ρ | + ∣∣(Du)x0,ρ ∣∣)r] mm−1 (1− 1r )
 cμ
(
ρβ
)
H
m
m−1
(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣), (4.44)1
whereas on B2θρ(x0) ∩ {|Du − (Du)x0,ρ |  1} we use Young’s inequality, Lemma 2.1(i), (2.3) and condition 14 (2θ)−nδ2 < 1
deduce:
(4.44) Ccμ
(
ρβ
)((
(2θ)−nΦ(ρ)
) m
m−1 (1− 1r ) + ((2θ)−nΦ(ρ)) rm−1 (1− 1r ))
+ Ccμ
(
ρβ
)(
2+ [1+ ∣∣(Du)x0,ρ ∣∣m + (|ux0,ρ | + ∣∣(Du)x0,ρ ∣∣)] mm−1 (1− 1r ))
 cμ
(
ρβ
)
H
m
m−1
(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣). (4.44)2
Combining all the above estimates and keeping in mind the dependencies of the constants as well as the deﬁnitions of γ
and Γ, let ε = θn+4 for θ ∈ (0, 14 ], we see
I  cˇθ2Φ(ρ) + cˆH mm−1 (1+ |ux0,ρ |, ∣∣(Du)x0,ρ ∣∣)μ(ρβ),
where the constants cˇ depends on n,N,m, L, λ, and M and cˆ depends on the same quantities and additionally on θ (the
dependency from θ occurs due to the fact that δ depends on θ ). Inserting this into (4.39) and for σ ∈ [α,1) choosing
θ ∈ (0, 14 ] such that 21+
2
m c2cˇ
2
m θ2  θ2σ , we easily ﬁnd (recalling also that Φ(ρ) 1, μ(ρβ) 1 and H(s, t) > 1):
Φ(θρ) θ2σΦ(ρ) + K ∗(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣)μ(ρβ),
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2
m cˆ
2
m H
m
m−1 (1+|ux0,ρ |, |(Du)x0,ρ |). This proves the asserted estimate, provided we assume
the radius condition
ρβ  ρ1
(|ux0,ρ | + 1, ∣∣(Du)x0,ρ ∣∣+ 1) 1, (4.45)
and smallness conditions (cf. 2
√
2Caγ  1, γ = c1CeΓ (ρ) and deﬁnition of Γ (ρ))
ω
1
2
(∣∣(Du)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) δ2 , (4.46)
c3H
(|ux0,ρ |, ∣∣(Du)x0,ρ ∣∣)μ(ρβ) δ2 , (4.47)
where c3 = 64c21C2e C2a . Here we have assumed that 4c21C2e C2a δ2 < 1. 
For T > 0 we ﬁnd Φ0(T ) > 0 (depending on n,N, λ, L, σ and ω(.)) such that
ω
1
2
(
2T ,2Φ
1
2
0 (T )
)+ 2Φ 120 (T ) 12 δ, (4.48)
16
(
2c21
) 2
m
(
1+ C
2
m
P
)2
Φ0(T ) θ2n
(
1− θσ )2T 2. (4.49)
With Φ0(T ) from (4.47) and (4.49) we choose ρ0(T ) ∈ (0,1] such that
ρ
β
0 (T ) ρ1(2T + 1,2T + 1), (4.50)
c3H(2T ,2T )μ
(
ρ0(T )
β
)
 δ, (4.51)
K0(T )μ
(
ρ0(T )
β
)

(
θαβ − θ2σ )Φ0(T ), (4.52)
4
(
2c21
) 2
m
(
1+ C
2
m
P
)2
K0(T )F
(
ρ0(T )
β
)2  θ2n(θαβ − θ2σ )(1− θ αβ2 )2T 2, (4.53)
where K0(T ) := K ∗(2T ,2T ).
By the proof method of Lemma 4.3 and the conditions (4.48)–(4.53), Lemma 4.6 can be proved. Here, the proof of
Lemma 4.6 is omitted.
Lemma 4.6. Assume that for some T0 > M and Bρ(x0)Ω , we have
(i) |ux0,ρ | + |(Du)x0,ρ | T0;
(ii) ρ  ρ0(T0);
(iii) Φ(x0,ρ)Φ0(T0).
Then the smallness conditions (4.45)–(4.47) are satisﬁed on Bθ jρ(x0) for j ∈N∪ {0}. Moreover, the limit
Λx0 := lim
j→∞
(Du)x0,θ jρ
exists, and the inequality
−
∫
Br(x0)
|Du − Λx0 |2 dx c3
((
r
ρ
)2σ
Φ(x0,ρ) + M
(
rβ
))
(4.54)
is valid for 0< r  ρ with c3 = c3(n,N,m,M, λ, L, β, T0), where M(t) = F (t)2 .
Remark. From the estimate (4.54) we conclude that Du has the modulus of continuity r → rσ + F (rβ) in a neighborhood
of x0. It is standard to deduce Theorem 1.2 from Lemma 4.6.
Acknowledgments
The author thanks the reviewer very much for extremely valuable advice in his/her comments and thanks professor Tan Zhong and professor Chen
Shuhong for helpful discussion.
908 Y. Qiu / J. Math. Anal. Appl. 387 (2012) 885–908References
[1] E. Acerbi, N. Fusco, Regularity for minimizers of non-quadratic functionals: the case 1 < p < 2, J. Math. Anal. Appl. 140 (1989) 115–135.
[2] L. Beck, Partial regularity for weak solutions of nonlinear elliptic systems: the subquadratic case, Manuscripta Math. 123 (2007) 453–491.
[3] M. Carozza, N. Fusco, G. Mingione, Partial regularity of minimizers of quasiconvex integrals with subquadratic growth, Ann. Mat. Pura Appl. (4) 175
(1998) 141–164.
[4] F. Colombini, Un teorema di regolaritá alla frontiera per soluzioni di sistemi ellittici quasi lineari, Ann. Sc. Norm. Super. Pisa Ser. III 25 (1971) 15–161.
[5] Shuhong Chen, Zhong Tan, Optimal interior partial regularity for nonlinear elliptic systems, Discrete Contin. Dyn. Syst. 27 (2010) 981–993.
[6] E. De Giorgi, Frontiere orientate dimisura minima, Sem. Math. Sc. Norm. Sup. Pisa (1961) 1–56.
[7] E. De Giorgi, Un esempio diestremali discontinue per un problem variazionale di upo ellitico, Boll. Unione Mat. Ital. 4 (1968) 135–137.
[8] U. Dini, Sur la méthode des approximations successive pour les équations aux dériées partielles du deuxième order, Acta Math. 25 (1902) 185–230.
[9] F. Duzaar, A. Gastel, Nonlinear elliptic systems with Dini continuous coeﬃcients, Arch. Math. (Basel) 78 (2002) 58–73.
[10] F. Duzaar, A. Gastel, J. Grotowski, Optimal partial regularity for nonlinear elliptic systems of higher order, J. Math. Sci. Univ. Tokyo 8 (3) (2001) 463–499.
[11] F. Duzaar, J. Grotowski, Optimal interior partial regularity for nonlinear elliptic systems: The method of A-harmonic approximation, Manuscripta
Math. 103 (2000) 267–298.
[12] F. Duzaar, J. Grotowski, M. Kronz, Regularity of almost minimizers of quasi-convex variational integrals with subquadratic growth, Ann. Mat. Pura Appl.
(4) 184 (4) (2005) 421–448.
[13] F. Duzaar, K. Steffen, Optimal interior and boundary regularity for almost minimizers to elliptic variational integrals, J. Reine Angew. Math. 546 (2002)
73–138.
[14] F. Duzaar, A. Gastel, G. Mingione, Elliptic systems, singular sets and Dini continuity, Comm. Partial Differential Equations 29 (7–8) (2004).
[15] M. Giaquinta, Multiple Integrals in the Calculus of Variations and Nonlinear Elliptic Systems, Princeton University Press, 1983.
[16] M. Giaquinta, E. Giusti, Nonlinear elliptic systems with quadratic growth, Manuscripta Math. 24 (1978) 323–349.
[17] M. Giaquinta, G. Modica, Almost-everywhere regularity results for solutions of nonlinear elliptic systems, Manuscripta Math. 28 (1979) 109–158.
[18] Giuseppe Mingione, The singular set of solutions to non-differentiable elliptic systems, Arch. Ration. Mech. Anal. 166 (4) (2003) 287–301.
[19] Giuseppe Mingione, Bounds for the singular set of solutions to non linear elliptic systems, Calc. Var. Partial Differential Equations 18 (4) (2003) 373–
400.
[20] E. Giusti, M. Miranda, Sulla regolaritá delle soluzioni deboli di una classe di sistemi ellitici quasi-lineari, Arch. Ration. Mech. Anal. 31 (1968) 173–184.
[21] P. Hartman, A. Wintner, On uniform Dini conditions in the theory of linear partial differential equations of elliptic type, Amer. J. Math. 77 (1955)
329–354.
[22] C. Hamburger, Partial boundary regularity of solutions of nonlinear superelliptic systems, Boll. Unione Mat. Ital. Sez. B Artic. Ric. Mat. (8) 10 (1) (2007)
63–81.
[23] P.A. Ivert, Regularitäatsuntersuchungen von Lösungen elliptischer Systeme von quasilinearen Differentialgleichungen zweiter Ordnung, Manuscripta
Math. 30 (1979) 53–88.
[24] L. Pepe, Risultati di regolaritá parziale per le soluzioni H1,p , 1 < p < 2, di sistemi ellittici quasi lineari, Ann. Univ. Ferrara N. Ser. Sez. VII 16 (1971)
129–148.
[25] Yalin Qiu, Zhong Tan, Optimal interior partial regularity for nonlinear elliptic systems with Dini continuous coeﬃcients, Acta Math. Sci. Ser. B Engl.
Ed. 5 (2010) 1541–1554.
[26] L. Simon, Lectures on Geometric Measure Theory, Australian National University Press, Canberra, 1983.
[27] R. Schoen, K. Uhlenbeck, A regularity theorem for harmonicmaps, J. Differential Geom. 17 (1982) 307–335.
[28] C. Scheven, Partial regularity for subquadratic parabolic systems by A-caloric approximation, Rev. Mat. Iberoam. 3 (2011) 751–801.
