One potential application of image-guided radiotherapy is to track the target motion in real time, then deliver adaptive treatment to a dynamic target by dMLC tracking or respiratory gating. However, the existence of a finite time delay (or a system latency) between the image acquisition and the response of the treatment system to a change in tumour position implies that some kind of predictive ability should be included in the real-time dynamic target treatment. If diagnostic x-ray imaging is used for the tracking, the dose given over a whole image-guided radiotherapy course can be significant. Therefore, the x-ray beam used for motion tracking should be triggered at a relatively slow pulse frequency, and an interpolation between predictions can be used to provide a fast tracking rate. This study evaluates the performance of an autoregressive-moving average (ARMA) model based prediction algorithm for reducing tumour localization error due to system latency and slow imaging rate. For this study, we use 3D motion data from ten lung tumour cases where the peak-to-peak motion is greater than 8 mm. Some strongly irregular traces with variation in amplitude and phase were included. To evaluate the prediction accuracy, the standard deviations between predicted and actual motion position are computed for three system latencies (0.1, 0.2 and 0.4 s) at several imaging rates (1.25-10 Hz), and compared against the situation of no prediction. The simulation results indicate that the implementation of the prediction algorithm in real-time target tracking can improve the localization precision for all latencies and imaging rates evaluated. From a common initial setting of model parameters, the predictor can quickly provide an accurate prediction of the position after collecting 20 initial data points. In this retrospective analysis, we calculate the standard deviation of the predicted position from the twentieth position data to the end of the session at 0.1 s interval. in the SI direction from shorter to longer latency, corresponding to a range of 0.8-4.3 mm without prediction; for the AP direction a range of 0.3-1.6 mm is obtained with prediction, corresponding to a range of 0.6-3.0 mm without prediction. For 0.2 s and 0.4 s system latency, with prediction the localization based on a relatively slow imaging rate (2.5 Hz) can achieve a better or similar precision compared with no prediction but on a fast imaging rate (10 Hz).
in the SI direction from shorter to longer latency, corresponding to a range of 0.8-4.3 mm without prediction; for the AP direction a range of 0.3-1.6 mm is obtained with prediction, corresponding to a range of 0.6-3.0 mm without prediction. For 0.2 s and 0.4 s system latency, with prediction the localization based on a relatively slow imaging rate (2.5 Hz) can achieve a better or similar precision compared with no prediction but on a fast imaging rate (10 Hz). This means that precise localization can be realized at a slow imaging rate. This is important for the application of kV x-ray imaging systems and EPIDbased systems in image-guided radiotherapy. In conclusion, the adaptive predictor can successfully predict irregular respiratory motion, and the adaptive prediction of respiration motion can effectively improve the delivery precision of real-time motion compensation radiotherapy.
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Introduction
Due to internal organ motion and deformation during treatment, mainly caused by respiration, the clinical target volume (CTV) has to be expanded to form the planning target volume (PTV) to which the radiation beam is conformed. However, the goal of radiotherapy is to precisely deliver a high dose to the tumour while minimizing the dose to surrounding healthy tissue, which means we want to irradiate only the CTV, since that is where the disease resides. To do this we need to monitor the inter-and intra-fraction motion of the CTV and then, based on the acquired motion information, adapt the beam delivery to the tumour motion by some technique. The two main techniques that have been proposed are (1) dMLC tracking to track the CTV motion by MLC leaves , Neicu et al 2003 , McQuaid and Webb 2006 , or (2) respiratory gating to gate the treatment to a small range of motion of CTV (Shirato et al 2000b . Respiratory gating based on external surrogates can, in principle, ensure that both the targets are in the correct irradiation position and also that the normal tissues are excluded from too much irradiation. However, work by Berbeco et al (2005a) has shown that poor or changing internal/external correlations can lead to geometric misses.
For successful implementation of real-time beam tracking or beam gating, the precise location of a moving tumour or organ by a reliable imaging system must be available. Stereoscopic diagnostic (kV) x-ray imaging systems (Shirato et al 2000a , 2000b , Berbeco et al 2004 can provide precise 3D location information for a moving tumour through realtime x-ray imaging of fiducial markers during the treatment. Such systems provide a direct way for internal tumour and organ motion assessment and correction. The Cyberknife (Accuray Inc., Sunnyvale, CA) system uses orthogonal x-ray imaging to update their internal/external correlation for tumour tracking. Some new commercial products feature diagnostic x-ray systems mounted on the accelerator gantry, orthogonal to the treatment beam, to provide realtime images of the target during radiotherapy. However, this is not 3D information. Shirato et al (2004) have pointed out that the technique of using continuous fluoroscopy could lead to excessive patient dose during fractionated radiotherapy. To decrease the diagnostic x-ray dose for tumour tracking, Sharp et al (2004) suggested that the kV beam can be triggered at a lower pulse rate, and the missing positions are filled by interpolations between predicted positions.
The EPID also has some advantages in motion tracking: it is present on most accelerators, it does not give extra patient dose and it can record 2D motion orthogonal to the beam (the most dosimetrically important dimensions in photon radiotherapy). Keall et al (2004) have investigated whether a position signal obtained by an EPID measurement of an internal marker could be used to control a dMLC delivery IMRT. The EPID was set to acquire an image in 0.1 s, as opposed to the normal setting of 1 s; however, the interval between acquisitions was still 1 s. The long interval between image acquisitions and processing that prohibits the clinical application of EPID in real-time tracking could be solved by interpolation between prediction points.
In real-time image-guided delivery systems, consisting of a Linac, MLC, imaging device and information system, there is always a system latency due to the time needed for image processing, response times of hardware, communication delay, and so on. This means that the real-time tracking or gating directly from the location of the sampling image is based on the position at some past time. Sharp et al (2004) have described in detail the existence of such latency and its effect on tumour location accuracy. Webb (2006) has deduced the dosimetric effect of latency. In this paper, we define the system latency as the time interval between image sampling and the response of MLC tracking or beam gating to the tumour position.
A direct method to compensate for this system latency is to include a predictive method of tumour motion into the real-time tracking process. Some studies of the prediction of respiratory motion have shown that the improvement in targeting accuracy can be realized by compensating for system latency. Sharp et al (2004) investigated the performance of two kinds of linear filter, two kinds of neural networks and a Kalman filter, to characterize the predictability of lung tumour motion for different imaging rates and system latencies. They found that by using prediction, root-mean-squared error is improved for all latencies and all imaging rates evaluated. As an adaptive technique has advantages for the prediction of irregular signals, Vedam et al (2004) evaluated the performance of a sinusoidal model-based predictive filter and an adaptive filter for the prediction of diaphragm motion. In comparing prediction error with system latency error (no prediction), it was demonstrated that the adaptive model performed better than the sinusoidal model and making no prediction, and demonstrated that the average prediction errors could be kept to 0.2 cm for the prediction of response times less than 0.4 s and tracking at 0.2 s interval.
The auto-regressive and moving-average (ARMA) model (Box et al 1994) has been successfully applied to cases of discrete time series with random noise. Busso et al (1996) have employed this model to describe the statistical properties of breath-to-breath variations in the inspiratory and expiratory volumes and times. We therefore believe that it should be suitable to describe the respiratory motion during treatment. In this paper, we use the data of ten patients of lung tumour motion to see (a) whether the predictor based on the ARMA model can achieve a better localization precision for dynamic target treatment, (b) to what extent the reduction of fluoroscopic frequency can be achieved by using prediction, (c) whether the predictor is robust enough for both the regular and irregular traces.
Methods
In this section, we describe an adaptive prediction model for predicting the 2D marker position in lung and 1D diaphragm position. The methods of parameter estimation and accuracy evaluation will also be included.
The ARMA model and prediction algorithm
2.1.1. The ARMA model. As a description of discrete time series with random noise, the ARMA model consisting of AR (auto-regressive) and MA (moving average) parts can be written in the following form:
where x(t) is the active position at time t, ε(t) is the random white noise observed at time t. As the AR part,
is an operator of time series with q −i x(t) = x(t − i), and A(q −1 )x(t) represents a weighted sum of the present and past positions. In the MA part,
represents a weighted sum of present and past signal noise. As an essential assumption of noise, ε(t) should be white noise of zero mathematic expectation. An advantage of the ARMA model is the inclusion of the noise term, since the measured position data always include some observed noise produced from the image identification and positioning technology.
For a stationary signal with known statistics, the optimal values of the parameters in equation (1) can be obtained by the Yule-Walker equation (Box et al 1994) . However as indicated by Wu et al (2004) , the respiratory motion pattern is complex and can be classified as several states, and also the motion state may change inter-fractionally or intra-fractionally. Therefore, we have chosen the recursive form of least-square (LS) algorithm to iteratively estimate the model parameters on-line, so that the parameters can adaptively follow the state variation. For determining the order of polynomials A and D, we simply increase the order gradually, and stop at the values when no higher model accuracy can be obtained. Based on multiple off-line simulations, m and n are chosen to be 4 and 2, respectively, for this study.
Predictive algorithm.
The optimal predictor of the ARMA model, according to the minimum mean-square error prediction principle (Box et al 1994) , can be written as
where x(t +k | t) is the k-step forward position prediction of x(t) at time t + k, and ε(t +k) is the predictive error at a future time t + k. The inclusion of predictive error at time t in equation (2) introduces a feedback of present predictive results to the calculation of future positions. This gives the algorithm a kind of self-tuning (or adaptive) capability of minimizing its predictive errors. The prediction model, consisting of equations (1) and (2), runs as follows: starting from a common setting of parameters values in equation (1), the parameters are estimated by a recursive LS algorithm based on the active and past position data and an estimation of noise signal, then the real-time on-line estimated values of A and D are used in equation (2) to calculate the k-step predicted value x(t + k | t). This sequence is repeated from the beginning to the end of each session.
There is an initialization process for both the parameter estimation and the predictor. This is the time spent on parameter estimation from the initial setting to true values of a particular process, and the convergence time of the predictor to a stable state, respectively. In general, a relatively longer iterative time is needed for the parameters to converge to true values. However, the adaptive behaviour of the predictive algorithm always tries to adjust the predictions to minimize the next prediction errors, even though the model parameters have not yet converged to their true values. In other words, the estimation errors in the parameters will not seriously affect the prediction result unless the order of the model is small. In the application of prediction, we consider the convergence time of the predictor as the initial time.
A quick convergence of the predictor can bring a reduction in monitoring x-ray dose and patient set-up time.
In this paper, we only describe the application of the ARMA model-based predictor in the prediction of respiratory motion. A more rigorous description of the ARMA model, the noise estimation and the prediction method, can be found in an excellent textbook written by Box et al (1994) .
Evaluating accuracy
In this retrospective analysis, we calculate the standard deviation of the instantaneous difference between the predicted and actual positions (σ x pred (t + k | t) − x act (t + k)) over a single session for a variety of imaging rates and latencies k, as a measure of the prediction error. It can be regarded as a reference metric of MLC tracking, and was also adopted by Vedam et al (2004) . The purpose of prediction is to provide real-time localization of a moving target, regardless of imaging rate. We want to generate the position signal for dMLC tracking or gating at a high frequency; this is defined as the tracking rate. In this study, we set this tracking rate to be 10 Hz; therefore, the next predicted positions are calculated for every 0.1 s intervals until the system latency time. For imaging rates slower than 10 Hz, we generate the missing points by simple linear interpolation between predictions, and then compare with raw data taken at 10 Hz. To combine the error results for different cases, we compute standard deviation for each case separately, and average the results over all cases.
The existence of system latency and the image sampling interval introduces a delay time, t, in dMLC tracking or gating. In order to compare the performance of the predictor for MLC tracking, with the case of no prediction, and to analyse the position error caused by this delay, we calculate the position delay error as ε delay (t) = x act (t) − x act (t − t), where x act (t) is the active tumour position measured at time t, ε delay (t) is the position error due to delay, it is also the position error of no prediction. This is done for all latencies and imaging rates at a step of 0.1 s.
Materials
This study was performed retrospectively for lung tumour motion in the SI and AP directions. Ten lung tumour patients treated by a Mitsubishi real-time radiation therapy (RTRT) system at NTT with a sampling rate of 33 Hz (Shirato et al 2000b) are utilized to perform single session and multiple session analyses. During treatment, one of two to four radiopaque markers implanted in or near the tumour is tracked with stereoscopic x-ray fluoroscopy. A detailed description of this system has been given by Berbeco et al (2005b) . We list the patients' material in table 1. Some beams per day are excluded because the patients shifted during treatment. Within this analysis, nine patients' amplitude in the SI direction is greater than 8 mm, four patients' amplitude in the AP direction is greater than 8 mm, and the amplitudes of others are greater than 3 mm. The signals of AP motion of three patients are excluded for analysis because they are fully polluted by noise. Data are taken for only a single day for this study.
The lung tumour data include typical traces such as regular motion trace, irregular trace with change in amplitude and phase, and drift in position (or baseline), as shown in figure 1 . The single session analysis of this clinical data can provide an evaluation of the performance of the predictive algorithm for the cases of both regular and irregular trace. Within our data analysed, nearly all sessions exhibited irregularity for at least part of the trace. The multiple session analysis gives the overall prediction error computed over all patient sessions. We compute standard deviation for each case separately, and average the results over all cases. Keall et al (2006) suggest that the system latency of Linac and MLC can be considered at a range of 0.1-0.2 s. Jin and Yin (2005) have shown the measured time delay for a Varian Linac-based gating system was 0.17 s. Therefore, we studied the behaviour of our derived predictive algorithm for three system latency values: 0.1 s, 0.2 s and 0.4 s, and for four image sampling rates: 1.25 Hz, 2.5 Hz, 5 Hz and 10 Hz.
Results and discussion
Since we do not require any individual information about the respiratory motion while running the predictor, we determine the initialization time of the model according to the observation of prediction error. For all of the cases investigated, no more improvement in the prediction precision can be achieved after the collection of the first 20 data points. This corresponds to a time of 2-16 s, depending on the imaging rate. In this retrospective analysis, Table 1 . Information about the patients studied. The tumour site is indicated using the common anatomical notation for lung segmentation: S1-3 is the upper lobe, S4-5 is the middle lobe and S6-10 is the lower lobe. we calculate the standard deviation of the predicted position from the 20th data point to the end of each session. Figure 1 shows an example of the predicted motion trace together with the measured trace from four patients, where the target exhibited large irregular variations. It demonstrates that the predicted position quickly approaches the true position within one breathing cycle. The multiple session simulation results for ten patients are listed in table 2, where we predict the SI motion for all ten patients, and we predict the AP motion for seven patients since the AP traces were fully polluted by noise for the other three patients. The application of prediction decreases localization error compared to no prediction for all latencies and imaging rates. With prediction, more benefit in localization precision can be achieved for longer latencies and slower imaging rates as shown in figure 2 and table 2. The standard deviation of position at a slow imaging rate (2.5 Hz) with prediction can be even less than or nearly equal to that at a high imaging rate (10 Hz) with no prediction for 0.2 s and 0.4 s latency. This indicates that, with prediction, the high imaging rate is not a necessary condition to guarantee a high localization precision. It is also of interest to note from figure 2 that the slopes of the error curves without prediction are obviously higher than for those with prediction. This shows that prediction can effectively compensate for the position errors brought on by a slow imaging rate.
Some high signal noises, resembling spikes, were observed in the recorded data, as shown in figure 1(d) . In this study, the data in the AP direction of patients P1, P8, P10, and those in the SI direction of P5 involved few spiked noise. And the signals of AP direction of patients P5, P6 and P7 were excluded from this analysis, because they were strongly polluted by noise of a spiked form. The existence of such noise increased the predictive error since it could not be predicted; moreover, it makes the predictor over-reactive to a sudden variation, as seen in figure 1(d) . In fact the signal, polluted by such extreme noise, does not represent the true position of the tumour at that moment, and we believe that the application of some filter to the sampling signal noise would increase the prediction and positioning precision.
We can see in table 2 that for the prediction of 0.4 s system latency, some errors of 0.8 s imaging interval are less than those of 0.2 s and 0.4 s intervals. The reason is that two to four steps ahead predictions are included in the position prediction for a longer latency with a shorter imaging interval, but there is a degradation of predictive accuracy with an increase in the prediction step as shown in figure 1. Better results could have been obtained if we had divided the short sampling rate data into several groups, and only utilized one to two steps ahead of prediction.
Our clinical lung tumour data and those analysed by Sharp et al are taken from similar RTRT systems in Japan. To make a comparison with their results, we also analyse the prediction errors from system latency and imaging rate similarly to what they have published. Some differences between the two analyses are (a) the different metric to evaluate prediction error for MLC tracking (rms error as opposed to standard deviation in this work), (b) their analysis was based on 3D motion data as opposed to our 2D analysis, (c) their model requires a initialization time of 21 s (three to six breathing cycles) before providing the prediction, our algorithms only need the collection of 20 initial data points with a time of 2-16 s to provide reliable prediction. In the present study, we predict the markers motion in the superiorinferior and anterior-posterior directions because they are the main motion directions for most lung tumours with large peak-to-peak amplitude. In these directions, a motion compensation technique can achieve more benefit in decrease in the radiation target. For similar system latency and imaging rate, a greater benefit in motion tracking is obtained by the present predictive algorithm for a lower imaging rate, where the increase in the difference of the slopes between the prediction and no prediction curves is observed in figure 2 . And in our results of the cases with amplitude greater than 8 mm on SI, with prediction the standard deviation of the position is below 2.6 mm (4.6 mm of no prediction). Sharp et al already noted that the prediction quality will degrade over time as the breathing pattern changes, and their model parameters were not updated online, also their algorithms lacked adaptive capability. We think that the main advantage of the present algorithm is the adaptive ability of the ARMA model, which is better suited to the problem of respiratory motion in the lung, where motion patterns are not exactly periodic and do not exhibit stationary behaviour.
In this study, we have investigated a predictive method for tracking the motion of internal markers in the lung. The model is also suitable for application to motion traces of other surrogates such as diaphragm, external marker and the relative intensity variation in the case of tracking without radiopaque markers (Berbeco et al 2005a) .
Conclusion
We have presented a simulation study of using prediction to compensate for the localization error of lung tumours due to machine latency and a slow imaging rate. The real-time estimation and update of model parameters and the adaptive ability of the predictive algorithm make this predictor particularly suitable for the cases of individuals with irregular breathing traces. Another advantage of the predictor is that it can give accurate results after collecting only 20 initial position data points.
The simulation results demonstrate that through recursive identification of model parameters from a common setting, an adaptive predictor based on the ARMA model can predict respiratory motion with a high accuracy at a slow imaging rate (1.25-10 Hz) for 0.1 s to 0.4 s system latency.
