Abstract. In this paper we develop a numerical method for computing the semistabilizing solution of a generalized algebraic Riccati equation (GARE). The semistabilizing solution of such a GARE has been used to characterize the solvability of the (J, J )-spectral factorization problem for general rational matrices which have poles and zeros on the extended imaginary axis. The main difficulty for solving such a GARE is that its associated skew-Hamiltonian/Hamiltonian pencil has eigenvalues on the extended imaginary axis; consequently, it is not clear which eigenspace of the associated skew-Hamiltonian/Hamiltonian pencil can characterize the desired semistabilizing solution; i.e., it is not clear which eigenvectors and principal vectors corresponding to the eigenvalues on the extended imaginary axis should be contained in the eigenspace that we wish to compute, and hence the well-known generalized eigenvalue approach for the classical algebraic Riccati equations cannot be directly employed for it. Our proposed method consists of computations of the eigendecomposition of the system pencil corresponding to the eigenvalues on the extended imaginary axis and the stable eigenspace of an augmented matrix pencil; hence, it is a generalization of the generalized eigenvalue approach for the classical algebraic Riccati equations. The (J, J )-spectral factorization of rational matrices has many important applications in optimal Hankel-norm model reduction and H ∞ optimization [7, 19] , transport theory [20] , and stochastic filtering [13] . It is now well known that the algebraic Riccati equations (AREs) play important roles for solving various (J, J )-spectral factorization problems. In [17] the difficulties in numerically solving the classical spectral factorization (a special case of the (J, J )-spectral factorization) of rational matrix G(s) are shown to be related to the existence of poles and zeros of G(s) on C 0e and to the noninvertibility of G T (−s)G(s). If none of these elements are present, the computation of the classical spectral factorization problem reduces to solving a standard ARE for which numerically reliable algorithms are available [4, 8, 14, 24, 27, 28] . The canonical J-spectral factorization (the (J, J )-spectral factorization with the condition that G(s) has no poles and zeros on C 0e ) has been solved in [16] in terms of the stabilizing solution of an indefinite ARE. The (J, J )-spectral factorization problem for general rational matrices with poles/zeros on C 0e has also been considered in [2, 3] based on the semistabilizing solution of a generalized
1. Introduction. Throughout this paper, C − and C 0 denote the open left half complex plane and the imaginary axis, respectively, and C 0e = C 0 ∪ {∞}.
The (J, J )-spectral factorization of rational matrices has many important applications in optimal Hankel-norm model reduction and H ∞ optimization [7, 19] , transport theory [20] , and stochastic filtering [13] . It is now well known that the algebraic Riccati equations (AREs) play important roles for solving various (J, J )-spectral factorization problems. In [17] the difficulties in numerically solving the classical spectral factorization (a special case of the (J, J )-spectral factorization) of rational matrix G(s) are shown to be related to the existence of poles and zeros of G(s) on C 0e and to the noninvertibility of G T (−s)G(s). If none of these elements are present, the computation of the classical spectral factorization problem reduces to solving a standard ARE for which numerically reliable algorithms are available [4, 8, 14, 24, 27, 28] . The canonical J-spectral factorization (the (J, J )-spectral factorization with the condition that G(s) has no poles and zeros on C 0e ) has been solved in [16] in terms of the stabilizing solution of an indefinite ARE. The (J, J )-spectral factorization problem for general rational matrices with poles/zeros on C 0e has also been considered in [2, 3] 
where
, E is singular, and J and J are symmetric and nonsingular. The semistabilizing solution of the GARE (1) is defined as follows.
Definition 1 (see [2, 3] Recently, a numerical method for computing the semistabilizing solution of the GARE (1) has been proposed in [2, 3] under the following assumptions:
(A1) (E, A, B) is finite dynamic stabilizable and impulse controllable, i.e., However, the nonsymmetric ARE (2) is much harder to solve than its symmetric version. Up to now, symmetric AREs have been studied extensively, and many numerically reliable methods are available [4, 8, 14, 24, 25, 27, 28] . On the contrary, these existing methods do not work for the nonsymmetric AREs of the form (2) . Indeed, there is still a lack of numerically reliable methods for solving the nonsymmetric AREs of the form (2) . Denote
Regarding the assumption (A1), it implies that the descriptor system Eẋ = Ax + Bu, y = Cx + Du (4) is controllable at infinity. However, control of descriptor systems is of practical importance for constrained mechanical systems and mechatronics; there, controllability at infinity can usually not be assumed. But, the uncontrollable part of the system (4) at infinity does not contribute to its transfer matrix G(s). In fact, if the system (4) is not controllable at infinity, according to [11, 26] , we can always compute orthogonal matrices P and P such that 
such that (E, A, B) is finite dynamic stabilizable and impulse controllable. Then we will have
In addition, the assumption (A2) is necessary for the existence of the (J, J )-spectral factorization of G(s) [2, 3] . Hence, in this paper we shall also assume that the assumptions (A1) and (A2) hold. Due to the importance of the GARE (1) in solving the (J, J )-spectral factorization problem of general rational matrices, in this paper we study the numerical computation of the semistabilizing solution of the GARE (1) and extend the well-known generalized eigenvalue approach [8, 14, 27] for the classical AREs to the GARE (1). To the best of our knowledge, similar results do not exist in the literature.
The generalized eigenvalue approach [8, 14, 27] for solving the classical AREs is also called the Schur-type method or invariant subspace method and has been studied extensively in the literature (see [8, 14, 27] and the references therein).
Define
H a (s) is the skew-Hamiltonian/Hamiltonian pencil associated with the GARE (1). The following result is trivial. 
Corollary 2. (i) X a is a solution of the GARE (1) if and only if
where the pencil Φ − sΘ ∈ R (n+m)×(n+m) is regular and all its eigenvalues are on
From Corollary 2, there exists a close connection between the semistabilizing solution of the GARE (1) and the eigenspace of the pencil H a (s) corresponding to the eigenvalues on C − and C 0e . However, the eigenstructure of the pencil H a (s) corresponding to the eigenvalues on C 0e is much more complicated than the structure of its stable eigenspace. This issue is easy to understand as follows: Let τ 1 and τ 2 denote the dimensions of the eigenspaces of the pencil H a (s) corresponding to the eigenvalues on C − and C 0e , respectively. Since E is singular, we have
provided H a (s) is regular. This implies that there are many different eigenspaces with dimension n + m corresponding to part of the eigenvalues on C − and C 0e . Hence, it is not possible to check whether one of such eigenspaces characterizes the existence of the semistabilizing solution of the GARE (1) without having some extra insight. Consequently, it is not clear which eigenvectors and principal vectors corresponding to the eigenvalues on C 0e should be contained in the eigenspace that we wish to compute. Therefore, Corollary 2 is not very useful for the numerical computation of the GARE (1), and the generalized eigenvalue approach [8, 14, 27] for solving the classical AREs cannot be directly employed for the GARE (1). In fact it is a challenge to extend the generalized eigenvalue approach for the classical AREs to the GARE (1).
The main contributions of this paper include numerically verifiable necessary and sufficient conditions for the existence of the semistabilizing solution of the GARE (1) and a new numerical method for computing such a semistabilizing solution. The main ingredients of our method include (i) the eigendecomposition of the system pencil corresponding to the eigenvalues on C 0e ; (ii) the stable eigenspace of an augmented matrix pencil. These two eigendecompositions can be computed by the numerically backward stable algorithms [6, 10, 26] . Hence, we extend the generalized eigenvalue approach for the classical AREs to the GARE (1).
Main results.
In this section we present necessary and sufficient conditions for the existence of the semistabilizing solution of the GARE (1) and develop a numerically reliable method to compute such a semistabilizing solution. Since the main difficulty for computing the semistabilizing solution of the GARE (1) is that the skewHamiltonian/Hamiltonian pencil H a (s) defined in (6) has eigenvalues on C 0e , and also because rank(H a (s)) = rank
which implies that the eigenvalues of H a (s) on C 0e consist of the eigenvalues of the pencils
on C 0e , considering that the pencils
have the same eigenvalues on C 0e , we first isolate the eigenvalues of the pencil
on C 0e via the factorizations (7) and (8) such that
where E 11 and A 22 are nonsingular.
Then the eigendecomposition of the pencil ⎡
corresponding to the eigenvalues on C 0e is of the form
where S and Q are orthogonal matrices with partitioning
and
Proof. The decompositions (7) and (8) 
Let ν be the dimension of the stable eigenspace of M a (s), and the columns of matrix
form a basis for this stable eigenspace; consequently,
It is known that if n 1 = ν = n, then the stabilizing solution of the GARE (1) is determined by L. Analogously, a similar result holds true, as shown in the following theorem. 
Furthermore, a semistabilizing solution X a of the GARE (1) is given by
whereX a is determined by the following linear system of equations:
Proof. The proof is given in section 3. Theorem 4 leads to the following algorithm for computing a semistabilizing solution of the GARE (1).
, and J ∈ R m×m . Here J and J are symmetric.
Output: A semistabilizing solution X a of the GARE (1) (if possible).
Step 1: Compute the decompositions (7) and (8) using the numerical procedure in the appendix.
Step 2: Verify the condition (15) . If it is not true, print "The GARE (1) has no semistabilizing solutions" and then stop. Otherwise, compute the related matrix D 0 .
Step 3: Compute the eigendecomposition (14) .
Step 4: Verify the singularity of L 1 Q 12 . If it is singular, print "The GARE (1) has no semistabilizing solutions" and then stop. Otherwise, computeX a by solving (18) [6] .
Step 5: Compute X a by (17) and then output it.
Algorithm 1 is an extension of the generalized eigenvalue approach for the classical AREs, and its main ingredients are the decompositions (7), (8), and (14) . All these decompositions are computed by existing numerically backward stable methods [6, 10, 26] . One possible source in Algorithm 1 for loss of accuracy in the numerical solution of the GARE (1) is the condition numbers of L 1 Q 12 and A 22 . The similar problem is already known for the classical AREs, and there the problem can be resolved by proper scaling [18, 21] . It seems that the results in [18, 21] can be extended to the GARE (1). This is an interesting research topic and is worthy of further investigation.
In the following we present two examples 1 to illustrate Algorithm 1. All computations were performed using MATLAB 7.0 on a Linux system with IEEE standard double precision arithmetic and machine precision ≈ 2.22 × 10 −16 .
Example 1 (see [2, 3] ). Let
We compute a semistabilizing solutions X a of the related GARE (1) 4.5762 × 10
The accuracy of the GARE (1) can be measured by the following quantities:
Example 2. Example 5.5 in [9] is on a descriptor system describing an RLC electrical circuit with an independent loop containing capacitors and voltage sources only and an independent cutset with inductors and current sources only. The GARE (1) corresponding to this system has no semistabilizing solutions. Thus, we modify this system slightly and get The matrix E is ill-conditioned since
where σ max (E) and σ min (E) denote the maximal amd mininal nonzero singular values of E. Let
By performing Algorithm 1, we obtain a semistabilizing solution X a of the GARE (1) as follows: 4.8874 × 10
We have verified that
Before closing this section, the following remark is in order. Remark 2. (i) The factorization (7) can be related to the feedback regularization. By the assumption (A1), we can compute a feedback matrix F such that the pencil A+BF −sE is regular and of index at most one [12] and then compute two orthogonal matricesÛ andV such that
whereÊ 11 andÂ 22 are nonsingular. Let
The decomposition (21) can play the same role as (7). But, ifÂ 22 is ill-conditioned, then the computation of (21) is not numerically reliable. Unfortunately, it is not easy to choose the feedback matrix F such that the resulting matrixÂ 22 is wellconditioned. Therefore, (21) is not recommended, although it is based on the feedback regularization.
(ii) Let F be such that the pencil A + BF − sE is regular and of index at most one. Define
IfD is of full column rank, then we can consider the ARÊ
Similar to Lemma 6 in section 3.2, we can show that the GARE (1) has a semistabilizing solution X a if and only if the ARE (22) has a semistabilizing solutionX, i.e., a solutionX satisfying that all eigenvalues ofÂ −B(
It seems that we can obtain a semistabilizing solution of the GARE (1) by computing a semistabilizing solutionX of the ARE (22) . However, two problems arise:
• the assumption (A2) cannot guarantee thatD is of full column rank. IfD is not of full column rank, then the ARE (22) is not well defined; • the Hamiltonian matrixĤ associated with the ARE (22) is given bŷ
H has eigenvalues on C 0 , provided H a (s) has eigenvalues on C 0 . In this case, as analyzed in section 1, it is not clear which eigenspace we should compute in order to get a semistabilizing solution of the ARE (22) . Therefore, we cannot get a semistabilizing solution of the GARE (1) by simply applying the feedback regularization approach to the pair (A − sE, B) and then solving the resulting ARE (22). (iv) the stabilizing solution of any ARE is characterized uniquely by the stable eigenspace of the associated Hamiltonian matrix [8, 14, 27 ]. We will prove Theorem 4 in this section outlined as follows:
• in section 3.1 we provide some important properties of eigendecompositions (8) and (14); • in section 3.2 we reduce the GARE (1) to the GARE (28) which corresponds to the proper rational matrix G(s) defined in (27); • in section 3.3, we connect the GARE (28) (8) and (14) . In this section we present some basic properties of eigendecompositions (8) and (14) . These properties are important in the development of sections 3.4-3.6.
Properties of eigendecompositions
Lemma 5. (i) In eigendecomposition (8) , the orthogonal matrices Q and S with partitioning (9) satisfy
Proof. Part (i). From the eigendecomposition (8) it is obvious that
so the nonsingularity of E 11 , A 22 , and Θ 22 gives
In addition, the orthogonality of Q and the relation
We also have
and thus this implies that rank Q 11 Q 12 = rank S 11 S 12 = n 1 .
Note that S is orthogonal and S 11 S 12 is of full row rank, as shown above, so
is of full column rank, which yields that rank(S 33 ) = m. Part (ii). We have from the eigendecompositions (8) and (14) and
which give that
In the above, M a (s) is defined by (13) . Note that the pencils Δ T + sI and Δ − sI have no common eigenvalues, and the pencils Δ T + sI and
also have no common eigenvalues; thus,
Hence, part (ii) is proved.
Reduction of the GARE (1) by eliminating the singularity of E.
The singularity of the matrix E complicates the eigenstructure of H a (s) at infinity. To overcome this difficulty, we reduce the GARE (1) to an equivalent one by eliminating the singularity of E in this subsection. This reduction will significantly simplify the computation of the GARE (1).
The orthogonal matrices U , V , and V transform the pencil
as a result, the resulting rational matrix
is proper, although the original rational matrix G(s) defined by (3) is nonproper. Here
The GARE corresponding to the second realization of G(s) in (27) is
The GAREs (1) and (28) 
Proof. First, let X a with partitioning
}n }m be a semistabilizing solution of the GARE (1). Define
Then we have by Corollary 2(i) and through a direct calculation that
X a is a solution of the GARE (1)
where T a X a − sE a ) has no observable finite poles on C 0 and no observable impulsive poles. Hence, X a is a semistabilizing solution of the GARE (28) .
Conversely, let the GARE (28) have a semistabilizing solution X a with partitioning (30). Then we have using Corollary 2(i) that
Hence, a direct verification using the relationship above and taking the fact that X 12 = 0 into account yields that X a defined by (31) satisfies
By Corollary 2(i), X a given by (31) with (32) T a X a − sE a ) has neither observable finite poles on C 0 nor observable impulsive poles. Therefore, X a is a semistabilizing solution of the GARE (1). (28) with the (J, J )-spectral factorization of a proper rational matrix. Since Lemma 6 indicates clearly that we need to compute only a semistabilizing solution of the GARE (28) in order to get a semistabilizing solution of the GARE (1), and furthermore, that the GARE (28) is related closely to the (J, J )-spectral factorization problem [2, 3] , naturally, we wish to find a connection between the GARE (28) and the (J, J )-spectral factorization of a proper rational matrix. This is the main purpose of this section.
Connection of the GARE
Note that E 11 is nonsingular and assumption (A1) implies that
i.e., (E −1
11 B 1 ) is stabilizable. We have the following lemma. Lemma 7 (see [23] ). Under assumption (A1), there exists a K ∈ R n1×m such that the pencil A 11 + B 1 K − sE 11 is stable.
In the rest of this section, we shall assume that the matrix K has been determined such that the pencil A 11 + B 1 K − sE 11 is stable.
Consider the linear time-invariant system
Let us introduce the state feedback u = Kx+v. Then the resulting closed-loop system is
The transfer matrix of system (34) from the input v to the output y is
The following lemma gives the relation between the GAREs (28) and (36).
Lemma 8. (i)
The GARE (28) has a semistabilizing solution X a if and only if the GARE (36) has a semistabilizing solution X a,K . (ii) The GARE (36) has a semistabilizing solution if and only if G K (s) has a (J, J )-spectral factorization; i.e., there exists an invertible rational matrix Ξ(s)(s) such that the following conditions hold:
is proper and has no poles on C 0 . Proof. Lemma 8(i) and (ii) follow directly from a simple calculation and Theorem 7.4.5 in [3] , respectively.
Elimination of zeros of G K (s) on C 0e
. According to Lemmas 6 and 8, we need to study the (J, J )-spectral factorization of G K (s). Note that G K (s) has zeros on C 0e ; in order to derive the necessary and sufficient conditions for the existence of a (J, J )-spectral factorization of G K (s), in the following we reduce the (J, J )-spectral factorization of G K (s) to the canonical (J, J )-spectral factorization of a related rational matrix without zeros on C 0e . Let
Proof. We consider two cases. Case 1: p = m. In this case, P K (s) is square and regular because of assumption (A1), and we know from the eigendecomposition (8) and Lemma 5 that the number of stable and antistable eigenvalues of P K (s) is
it is clear that the stable and antistable eigenvalues of M a,K (s) are the stable and antistable eigenvalues of P K (s) plus the stable and antistable eigenvalues of −P K (−s), so the number of such stable and antistable eigenvalues is 2μ 1 . On the other hand, we have from the eigendecomposition (14) that the dimension of the stable eigenspace of M a,K (s) is ν, and it is a standard result [8, 14] that if λ is an eigenvalue of M a,K (s), then −λ is also an eigenvalue of M a,K (s). Therefore, the number of the stable and antistable eigenvalues of M a,K (s) is 2ν. Hence,
Case 2: p > m. Since G K (s) has a (J, J )-spectral factorization with a factorization factor Ξ(s) satisfying
is proper and has no poles on C 0 ; thus, G K (s)Ξ −1 (s) has no finite zeros on C 0 and nontrivial infinite zeros. Note that from G K (s) = (G K (s)Ξ −1 (s))Ξ(s) we obtain that the zeros of G K (s) on C 0e are the same as those of Ξ(s); i.e., the dimension of the eigenspace of Ξ(s) corresponding to the eigenvalues on C 0e is (n 1 − μ 1 ) + m. Therefore, from the above analysis in Case 1,
. This means that M a,K (s) has 2(n 1 + m − μ 1 ) eigenvalues on C 0e . The number of stable and antistable eigenvalues of M a,K (s) is 2μ 1 . Hence, similar to Case 1, we must have
Since the eigendecomposition (8) 
and all poles and zeros of Π(s) lie in C − . Proof. Note that Q 33 is nonsingular (see Lemma 5) , so W Z (s) is always invertible. In addition, (37) follows directly from a simple verification. So, we need to prove only (ii) and (iii) of Lemma 10.
Part (ii). Since S 33 is of full column rank (see Lemma 5) and E 11 is nonsingular, G K,Z (s) has no nontrivial infinite zeros. Furthermore, from Lemma 5,
and rank(S 33 ) = m, so
is of full column rank; consequently, we have from (9) that
Since
is of full column rank, A 11 + B 1 K − sE 11 is stable, and
is nonsingular for any s ∈ C\C 0 , we get that ⎡
i.e., the condition (15) holds, and, furthermore, the ARE
has a stabilizing solution P ; i.e., P is a solution of (38) 22 is stable, as shown in the proof of Lemma 10. We also have after a simple calculation using the eigendecompositions (8) and (14) and Lemma 5 that ⎡ ⎢ ⎣
Since Lemmas 9 and 10(iii) hold, we have from the well-known relationship between the stabilizing solution of an ARE and its associated Hamiltonian matrix pencil [8, 14, 27] that G K,Z (s) has a canonical (J, J )-spectral factorization if and only if the condition (15) holds, (n 1 − μ 1 ) + ν = n 1 , and L 1 Q 12 is nonsingular; i.e., the conditions (15) and (16) 
is a semistabilizing solution of the GARE (28) . Moreover, (42) yields that
is regular and all its eigenvalues lie in C − ∪ C 0e . In addition, because
, it is easy to know using the fact that Δ is stable and Φ 32 Φ 33 is of full row rank that the pair ⎛ ⎝ 
Note that the eigendecompositions (8) and (14) and Lemma 5 give that Hence, (17) and (18) follow directly from (45) and lemma 6.
Conclusions.
In this paper we have derived numerically verifiable necessary and sufficient conditions for the existence of the semistabilizing solution of the GARE (1) and developed Algorithm 1 for computing such a semistabilizing solution. The main ingredients of Algorithm 1 are the computations of eigendecompositions (8) and (14) , which are computed by numerically backward stable algorithms in [6, 10, 26] . As a result, Algorithm 1 is a generalization of the well-known generalized eigenvalue approach for the classical AREs to the GARE (1).
There are still some interesting problems related to the GARE (1) that are yet to be solved. Such problems include (i) the conditioning analysis and (ii) the compu- (14) (i.e., the computation of the stable eigenspace of M a (s)) based on the numerically stable and structure-preserving methods in [1, 4] . There are only very few results available for these problems in the existing literature. Appendix. We construct the decompositions (7) and (8) as follows.
Construction of the decomposition (7).
Step 1. Compute the URV decomposition [6] of E to get orthogonal matrices U and V such that UEV =:
Define UAV =: = n − n 1 . Step 2. Compute the RQ decomposition [6] of A Then U , V , and V lead to the decomposition (7) . Construction of the eigendecomposition of (8).
Step 1. Compute the generalized upper triangular form [26, 10] 
22 − sΘ 
where rank(Θ 11 ) = μ 1 , rank(Θ
22 ) = n 1 − μ 1 , rank(Φ 11 − sΘ 11 ) = μ 1 ∀s ∈ C 0e , (47) rank Φ
22 − sΘ Then a simple calculation gives that Θ 22 is nonsingular, and (11) and (12) hold. Hence, S and Q give the eigendecomposition (8) .
