Collaborative work with data is increasingly common and spans a broad range of activities -from creating or analysing data in a team, to sharing it with others, to reusing someone else's data in a new context. In this paper, we explore collaboration practices around structured data and how they are supported by current technology. We present the results of an interview study with twenty data practitioners, from which we derive four high-level user needs for tool support. We compare them against the capabilities of twenty systems that are commonly associated with data activities, including data publishing software, wikis, web-based collaboration tools, and online community platforms. Our findings suggest that data-centric collaborative work would benefit from: structured documentation of data and its lifecycle; advanced affordances for conversations among collaborators; better change control; and custom data access. The findings help us formalise practices around data teamwork, and build a better understanding how people's motivations and barriers when working with structured data.
INTRODUCTION
Working with structured data -that is, data that is organised as spreadsheets, tables or databases -has become a critical part of many professions [35, 60] . More and more of it is available online: for instance, in 2015 the Web Data Commons project extracted 233 million data tables from the Common Crawl [39] , while the site Data Planet lists to date no less than 6.2 billion statistical datasets, many of which are public.
However, having data available does not always mean it can be used purposefully [22] . In this paper, we focus on the challenges that people face when working together on a data task, and explore how current information systems and tools support them in their work. Making sense of data requires cognitive effort to put it in context and relate it to other information sources, arguably more than in the case of text documents [1, 42, 67] . Data projects are often carried out in teams, drawing upon skills from several areas, including domain knowledge, statistics, data engineering and interaction design [8, 14] . In these projects, participants make decisions about how and how much of their work they document for the rest of the team, to allow them to reproduce what happened even when they do not share the same set of skills or experiences [14] .
The digitisation of the workplace has led to remote work and teams fragmented across multiple locations [54] , both in data-related contexts and beyond. More often than not, we collaborate with others without extensive direct contact. As data becomes ubiquitous, we seamlessly switch between data producer and consumer roles, sometimes in the frame of the same project. However, while being in the same place is not a requirement anymore [3] , building a common information space and understanding among collaborators is even more important for the success of a project [4, 16] .
In this paper we define 'collaboration with data' on a spectrum that spans across a wide range of scenarios -from creating, processing or analysing data in an interdisciplinary team to sharing data with others to reusing someone else's data in a new context, with little to no interaction with the producer. Collaboration may involve anything from a small group of people sharing an office to large distributed teams to open communities where people join all the time. It includes core data science activities such as data sampling, exploratory data analysis, curation, interlinking and machine learning [34] , as well as supporting ones such as data discovery, archiving or open data publishing.
We aim to understand collaborative practices along this spectrum in greater detail and compile a set of guidelines for designers of collaborative data technologies. We present an interview study with 20 participants in different professional roles and domains. Based on the interviews and related literature, we establish four high-level user needs for collaborative data tools: documentation, conversation, change control and custom data access. We then survey 20 systems that are commonly associated with data activities and compare their capabilities against the user needs. To manage the scope of the study, we consider only systems that support work on the actual data, as opposed to 'derivatives' such as descriptive statistics or charts built from a dataset. Our findings suggest that data-centric collaborative work would benefit from: a thorough, structured documentation of data and its lifecycle; advanced affordances for conversations among collaborators; better change control to help people understand the history of a dataset; and custom data access to overcome differences in technical skills in data projects.
BACKGROUND
In this section we define the spectrum of collaborative activities with data in more detail and discuss how collaborative sensemaking relates to activities across the entire spectrum.
Spectrum of Collaboration
Our notion of 'collaboration with data' is based on scenarios that have been considered in previous studies [24] or that have been mentioned by our interviewees. Scientists reuse the data of their peers to reproduce previous experiments. Developers jointly define benchmark datasets and gold standards that everyone can use to establish to compare related algorithms and approaches. We also consider data sharing and reuse activities as part of this spectrum. In those cases, collaboration then takes a less direct form, and sometimes involves more or less formal interactions between data producers and consumers via comments, questions and feedback [17] . In that context a dataset can be seen in some instances as a boundary object in the sense of [36] , an artifact that can be created in a shared way and exists in multiple contexts and communities of practice simultaneously; and thus needs to satisfy potentially different informational requirements [36, 58] .
Existing research on data and collaboration discusses specific types of data activities, such as collaborative data creation [19, 29, 63] ; maintenance [27] ; analysis [28, 41] ; and visualisation [46] . In particular, the benefits of collaborative data analysis have been widely discussed in [22, 28, 46, 66] and there are several tools that support it, including Many Eyes [62] and Tableau Public 1 . There is also some work on data sharing as a form of collaboration. For example, [17] studies how users of a government dataset released in the public domain engage with the data to make sense of it.
Collaboration takes place in teams of different sizes and compositions [3] . It may be explicit or implicit [33] and include tighter or looser interactions, synchronous and asynchronous [50] . Data-centric collaboration takes all these forms and concerns activities that span from co-creation to feedback and discussion to data reuse. In the remainder of this section, we introduce each of them in greater detail before discussing the collaborative sensemaking aspects they involve. Co-creation Direct collaboration includes co-creating, as well as jointly maintaining and analysing a dataset, such as when a team is working on the same Google spreadsheet. Other scenarios may rely on less explicit forms of collaboration such as in community-curated projects like OpenStreetMap, 2 or the Gene Ontology, 3 where contributions to the shared dataset are crowdsourced [27] . Participants take various roles. For instance, in Wikidata 4 only a specific group of editors is allowed to define or change critical parts of the data to minimise potential disruptions [49] . In other cases, data users are sought to add values to datasets which are already published online, collaborating with the data producers. This is supported in various ways, including pull requests on GitHub. Feedback This involves making producers or publishers of data aware of errors or other limitations of their data, using a range of communication channels including social media. People comment upon the data, flag mistakes or missing values, or enquire about the way the data was collected and processed prior to publication [37] . For instance, a journalist might leave comments on a site publishing official statistics, aiming to engage with the data owner. Data users commonly report on their experience with a dataset for a particular task in discussion forums, for example on Kaggle. 5 Discussion We use the term to refer more generally to conversations within user communities that are not explicitly addressed at the data producer or publisher. The aim is rather to discuss the data and help each other understand and handle it. For example, statistical datasets released by public authorities are often shared and discussed in different communities, including journalists, researchers and the public. Some data portals have discussion forums connected to key datasets. In wiki-based data projects such as Wikidata each data entry is accompanied by a talk page. Conversations about popular datasets can also be found on general-purpose question answering sites such as Quora or on reddit. Reuse The most implicit form of collaboration happens when data is reused by other people remotely and asynchronously, with a minimum of interaction between collaborators. This is a common occurrences in many areas, including science, data markets, and open government data portals [34] . Data can be reused in different contexts -for instance, historical data is used to assess trends over time or to measure the impact of interventions. There is extensive work on guidance and technologies to make data easier to reuse, possibly in combination with other sources [6] . However, the focus is mostly on helping the individual data producer or consumer rather than viewing reuse as an interaction between the two.
Independently of the activities it involves, collaboration requires some form of information sharing between participants to develop a common understanding of the task. Even when we consider data reuse, data producers and consumers are united in the act of engaging with the data artifact and its meaning [24] . Most challenges in publishing open data are concerned with finding formats and capabilities to make the data as useful as possible in as many contexts as possible [56] . A shared information space between producer and consumer cannot be defined a priori as the aim is to increase government accountability and foster innovation. The same is true about scientific datasets, which are shared and reused to enable reproducibility and advance science, often across domains [20, 23, 64] . Open collaboration is on the rise -participants work towards a common goal, but the cohesiveness of the group and the level of participation vary [3, 24] . This makes efforts to build a shared understanding of data between collaborators, such as this paper, even more timely and important. 5 https://www.kaggle.com/
Collaborative Sensemaking
Our collaboration spectrum is related with the concept of 'collaboration information behaviour' [31] , which covers aspects such as identifying an information need together; retrieving; seeking; sharing; evaluating; synthesising; making sense of; and utilising information as potential collaborative activities. Collaborative sensemaking affects all of them, as multiple actors bring in different perspectives, but share a common sense of purpose [47] .
However, literature on collaborative sensemaking focuses on work with documents or textual representations of information, or does not make the distinction between documents and data. As discussed in multiple studies [14, 17, 22, 29, 30] , engaging with data involves complex processes and interaction patterns, which are not yet well understood. There is added complexity due to the fact that data on its own is difficult to interpret and needs context to create meaning from it, [8, 17, 18] and because of the skills involved, from knowing how to handle technical formats to understanding licences and terms of use. Tasks with data are often exploratory and iterative, with feedback loops at several stages in the workflow [14] . Sensemaking in secondary data use has been subject of studies in several domains, e.g. science [20, 69] and open government data [16, 43] .
METHODOLOGY
We conducted in-depth interviews with data practitioners and supplemented the analysis with a review of selected tools currently used to collaborate with data.
In-depth Interviews
Recruitment The purpose of our sampling strategy was to include a spread of sectors and a wide range of skill sets and roles. Participants were recruited via targeted emails and social media and asked to fill out an online scoping survey. The survey was taken by 65 people. We chose only people who self-reported using data in their day-to-day work. We tried to include various domains and professional backgrounds to gain a broad overview and avoid unintended biases. The respondents identified as relevant at this stage were contacted via email to arrange an interview. The sample consisted of n = 20 data professionals, 17 male and 3 female (see Table1 of participants, their roles and countries of residence). They used both public (open) and proprietary data in different areas: environmental research, criminal intelligence, retail, social media, transport, education, geospatial information and smart cities. Most interviewees stated that their tasks with data vary greatly, but all participants described collaborative activities when asked about their tasks with data.
Ethics The study was approved by our institution's Ethical Advisory Committees. Informed consent was given by the participants. Data collection and analysis We used semi-structured, indepth interviews of circa 45 minutes, which were audiorecorded and subsequently transcribed. They were carried out via Skype or face-to-face. The interviews were organised around the participants' data-centric tasks; the search for new data; and the evaluation and exploration of potentially relevant data sources. Data types mentioned in the interviews included a range of structured and semi-structured data, such as spreadsheets, JSON, RDF graphs, geospatial data, survey data or sensor streams.
The responses were analysed using thematic analysis [51] with NVivo, a qualitative data analysis package. This paper focuses on those questions in the interviews which gave insights on collaborative tasks with data, including motivations and barriers for data sharing and reuse. The coding was done by one researcher, but to enhance reliability two senior researchers checked and discussed the analysis for a sample of the data. We applied two layers of coding to be able to look into the data at different levels of generality and from different viewpoints. For this work, we used deductive categories based on the data science process model [48] as a primary layer: how people collaborate with data; tasks; issues and barriers; tools used, and how people make sense of data through interaction. All codes potentially related to these categories were recorded.
For each of the categories we applied an inductive approach [59] to draw out emerging themes, which were then consolidated into four core high-level user needs: documentation, conversation, change control and custom data access. These were linked to a set of 11 capabilities, which we used to review the tools.
Tools Review
Our aim was to investigate the range of functionalities which support collaboration centred around data. We chose a crosssection of tools from responses to a one question Twitter survey and from the interviews. The tweet read as follows: What are the tools and platforms you use to *collaborate* with data? Include tools for working with data, maintaining it, updating it, asking for feedback on and discussing data, publishing and reusing data and was posted on two Twitter accounts. 6 Due to the nature of the network of the Twitter accounts, the question was likely to be answered by data professionals. 6 The Twitter accounts had at the time of the tweet more than 7k / 45k followers. Table 1 : Description of participants (P) with gender (G), their profession (Role) and sector they are working in (Sector)
The objective was to review a range of popular tools that people use to work with data; to either co-create, edit, publish, share or reuse it. This includes direct and indirect interactions, such as feedback and discussion, between multiple actors (e.g., data producers, data users etc.), with varying levels of input into the collaboration process. In addition to the responses collected via social media, we included the tools reported by our interview participants. We disregarded tools mentioned only once, and excluded programming languages; general-purpose tools handling documents rather than data; cloud storage; and tools which are focused on creating new data representations such as data exports to new formats, descriptive statistics and charts. The remaining 20 tools (Table 2) can be roughly grouped into four categories: data portals, which offer access to datasets held by one or more parties; online tools that support collaborative forms of specific data activities such as shared spreadsheets or notebooks; wikis; and versioning tools. This is a general high-level categorisation only used for narrative purposes in this work. The tools were analysed individually. Detailed information about them and the number of responses we received can be found in the GitHub repository that accompanies this paper. 7 This is by no means an exhaustive list of tools, but it was chosen to represent the diversity of the space and capabilities on an exemplary basis. To streamline the review, we derived 11 functional categories (Table 3 ) related to the four core user needs that came out of the thematic analysis of the interviews.
The review of the tools was performed by two researchers, during the first half of 2018, assessing how each of the tools supports collaboration with data from the perspective of each of the 11 categories. The objective was to identify existing functionalities to provide an overview of the means by which tools support collaboration with data currently, and not to assess their performance or compare their usability. Where possible, the structure of the review was as follows: we set up a collaborative test project and each researcher individually went through the categories, noting the relevant functionalities available. Following this, both researchers consulted with one another and compared the two lists, discussing points of disagreement and referring to the tools, in order to produce a common, unified table, which is available in our GitHub repository.
Exemplary Discussion Analysis
To add depth to our findings about conversations we carried out an exemplary analysis of public discussions of datasets on two popular data-science sites: Kaggle and Data.world. 8 Both target public communication as a key functionality and discussions are encouraged and common between users. While there are other platforms that facilitate discussions, they often take place in private between direct collaborators. Our aim with this additional analysis was to build an understanding of the topics people raise in data-centric conversations, as these can point to requirements for collaborative data tools.
For Kaggle we took the 20 most trending datasets on 30/08/2018 that had a discussion thread attached to them, based on the category hotness, which, according to the Kaggle documentation, is a metric for how interesting and recent a dataset is. For Data.world we chose the 20 most recently updated datasets on 31/09/2018. We searched the site using the query updated:2018-08-01 TO 2018-08-31 resourcetype:dataset and excluded datasets with no discussion threads or nonEnglish discussions. 9 The resulting sample of 20 datasets per platform contained 755 Kaggle comments, with an average of 18.5 unique users commenting per dataset (with a median of 10.5, min of 2 and max of 128); and 219 Data.world comments, with an average 5.5 unique users commenting per dataset (with a median of 3, min of 1 and max of 44). We analysed the discussion threads for each dataset thematically, using an inductive approach [59] . Results were interpreted in the context of the research goals to draw out user needs that could be supported by functionalities on collaborative tools for data.
FINDINGS AND DISCUSSION
We present the findings of our study and discuss their implications. The section is structured according to the four high-level user needs identified from the interviews: documentation, conversation, change control and custom data access. A comprehensive description of the functionalities that support these needs in the 20 tools we reviewed is available in our GitHub repository.
User Need: Documentation of Data & Its Lifecycle Scope, forms and granularity of documentation Data work may involve reusing someone else's data without having access to additional information about the meaning of the data, its purpose or the way it was collected and processed prior to publication [50, 54] . Capturing this process can take many forms and includes text descriptions, annotations, metadata, previews and categories. Our interviewees commonly mentioned a perceived lack of documentation, referring to aspects as diverse as ambiguous variable names, unclear data provenance or under-specified methodologies. Participants discussed the difficulties of interpreting data with limited documentation and context: P10: What we do need is good quality data with some idea where it's come from, with some indication of what the data is saying. A good example of that would be when columns are numbered 1, 2, 3, 4, it doesn't really mean that much! P6: I think documentation is most frustrating, there's often data without documentation and fishing for this information is the hardest bit.
From the tools reviewed, only a few (e.g. Socrata, a data publishing software), provide a description of headers with their data in a structured way.
Documentation on granularity of the data emerged to be of key importance. Being able to understand minimum and maximum ranges and coverage were mentioned especially for geospatial and temporal data: • Description and context -everything that gives more information about the data, including its underlying methodology, e.g. textual description, structured metadata, README files, previews, etc.
• Annotation -documentation, notes, tags • Connections to other datasets -datasets that the data was based on or are related
• Access to subsets of the data -creation of customisable slices of the data • Data support -type of data that is supported, such as tabular, geospatial data • Visualisation -is it possible to create custom visualisations • Alternative formats -is the data provided in alternative formats, does the tool support transformation between formats
CHANGE CONTROL CONVERSATION
• Subscription and notifications of updates -including notification through emails, or via the tool to specific users or to a project • Version control -including a history of changes, ability of reverting back to previous version and tracking changes done by individual users
• Conversation -all functionalities that can enable users to communicate with each other, or with the creator or publisher of the data • Feedback -push requests, notifications, instruction of what to do when an issue with the data was found, contact information Table 3 : Categories used to review the tools datasets, as it can be typically seen in most data portals. However, our findings suggest that this metadata is of limited use for human consumption and point to specific elements that are required to facilitate collaboration, such as the context of a dataset and with it the importance to document methodology. Metadata often uses domain-specific vocabularies and technical formats. Its creation and understanding is challenging [20, 44] . Collaborators share specific aspects of it informally [69] , hence the need for functionalities to capture and make use of it more effectively. While most tools provide capabilities to enter metadata, the review suggests a lack of structured mechanisms to formulate and produce detailed, useful metadata. For instance README files or descriptions allow for free-text input, but do not offer further support such as automatic extraction of specific metadata fields.
Datasets are commonly accompanies by a text description. Our interviewees reported that these descriptions do not necessarily increase understanding. There is no standardised way of collecting and presenting this information to users. Our findings suggest that collaborative data tools could benefit from supporting the creation of dataset summaries, which could be reviewed and revised by multiple participants to ensure they are as useful as possible for a variety of audiences.
Looking at other areas, the closest parallels can be found in code where README files are an established practice. GitHub for instance supports line-oriented descriptions. While not all data formats have canonical representations to allow for line-oriented documentation, our analysis of public data discussions point to several data aspects that users often ask for: variables, columns, cells etc. Data lifecycle Many interview participants showed a strong interest in understanding methodological choices that were made in the creation of the dataset. This may involve the original purpose of the data, sample size, collection method, supporting tools and technologies etc. Understanding why and how the data was created helps assess potential risks connected to reuse:
P1: There are always loads of limitations with every dataset that you use.
P15: So although the data is a good quality, it's not really designed for my purpose so actually there's quite a lot of uncertainty and risk in that, it's still the best data we have but it's that knowledge of how it was, why it was created, against how I want to use it. Reporting on methodology is essential to the interpretation of data. For data reuse interviewees reported difficulties understanding data in its context, and emphasised that knowing the original purpose of the dataset is key to understanding what it could be used for. Users engage in communication with each other, or with publishers, to understand more about the decisions made during the creation of the dataset. Bannon has emphasised issues with reconstructing the intended meaning of information produced by others when the context of its creation is not documented [4] .
Capturing methodological choices and the reasoning behind them is widespread in science, but does not yet appear to be a common practice for all types of data and data science activities. Insights in the thought processes that went into the creation of a dataset can be helpful for collaborators, which is supported by findings of [5, 44] . Some systems allow users to publish the code that was used to create or process the data alongside the data itself (e.g. GitHub, Kaggle) or record the entire history of a dataset for each data entry (e.g. Wikidata). Annotations are used to convey information about a resource or about relations between resources [10, 12] . From the tools we reviewed annotations were often supported at a dataset level; and sometimes at a row (e.g. GitHub, Airtables) or cell level (e.g. Google Sheets and EtherCalc). However, none of the tools provides a flexible and easy way of annotating the exact subset of the data a user might want to refer to. Predefined themes were provided in the form of tags in some tools (e.g. ONS, CKAN). Tags may also indicate the file type, such as csv, html (e.g. CKAN), technology used python, java (e.g. GitHub) or dataset content (Data.world). Annotations are supported in various forms in other areas -for web-based content [12, 53] e.g. via annotation servers. Web annotations build a layer of interactivity on top of the content and can be linked, shared and searched [53] . schema.org 10 is a vocabulary to annotate web pages -these annotations facilitate web search and ranking. Similar technology is available for other media, for instance videos [32] , or in the form of sticky note systems. Methods to annotate data are emerging (for instance in specific domains such as in statistics with the SDMX model, 11 or for specific data types such as CSV) 12 but they are not used widely by data producers or supported by the tool developers.
User Need: Conversation
A common issue reported by most interviewees was the limited ability to communicate with the data producer, as well as with other users. For the reuse of data, participants mentioned the need for targeted discussions that would enable them to assess the data effectively. P5 : I think that a pain point is someone, you work with someone on a project and then they say "Here's the data, take the data" and I think it's important to have a discussion with the other person, try to get them to communicate to you their understanding of the data because coverage.
While most of the points participants made in relation to conversation could theoretically be solved by more structured documentation, capturing everything in a way that serves all types of user tasks and their background knowledge is often unfeasible [23, 52] . When asked what they would want to communicate about, the main themes included the coverage of the data; hidden limitations or caveats attached to it; clarification of names and labels; details on the original purpose of the data; and cleaning choices. 10 https://schema.org/ 11 https://sdmx.org/ 12 https://www.w3.org/TR/tabular-data-primer/#cell-annotations Data conversations, whether within the user community or with the data producer, has value for all actors in the collaborative activity -knowledge about data use is communicated back to the producers and this feedback can be used to correct the data and better understand its possible use cases. One participant mentioned how conversation could be used to clarify caveats: P17: It is about all the stuff that looks like junk, that it looks like junk to you but it's not junk to someone else, because it might mark a very serious problem.
The interviews with data practitioners provide insights into what data users might want to talk about when working together with data. Our exemplary discussion analysis, carried out on comments from public discussion threads on Kaggle (K) and Data.world (D) helps us understand how such discussions look like. A common usage of the discussion threads is simply to congratulate other users on the data or a related data task. More interestingly the rest of the comments were centred around the following themes: analysis, documentation, connections, issues, requests and context. We review each of them in the following. Analysis includes asking for help with data handling, pointing to already completed analyses, as well as giving or asking for feedback on them. Users also exchanged observations about patterns or trends in the data and related visualisations.
K: It would be interesting to weigh each pollutant with the maximum recommended value of each pollutant per unit volume. You currently add all the pollutants, but it is very likely that this sum is a bad approximation since not all pollutants may be equally harmful.
Another popular topic was documentation, which includes asking for additional details on data variables, methodology for data collection, data provenance etc. Another theme emerged around connections, which includes references to other sources that could augment the dataset (documents, code, source files), pointers to other data or analyses, as well as relations between columns. A common discussion point was around issues with the data. People discuss outliers, raise questions about particular data records, and point out errors and inconsistencies in the data. This includes data quality aspects such as missing values and machine readability.
K: The Area field should be in square km, not square miles.
D: Did anyone else realize there are a ton of dupes in the data set too? There are some that have 10+ records all for the same thing?
Requests are sometimes raised for different or more data. Users suggest other variables that could be added to extend the dataset (for instance, geospatial information) or ask for a different level of granularity for specific columns.
D: Is there any way to get a "City/State" column in the dataset? Would be helpful for a geo map we're trying to build. Thanks! Finally, some conversations are around the context of the data, pointing out potential biases. This includes questions about provenance and data collection, for instance about the area of where the particular data is from.
D: I'm also looking to gain more insight on how this score is developed.
Although these themes cannot be a seen as an exhaustive representation of discussion topics around datasets online, they show the range and variety of topics collaborators find worth discussing, reinforcing the importance of feedback and conversation channels in data teamwork. Thorough documentation can provide explanations and to some extent context to data, however our findings suggest a role for communication and engagement capabilities, which could provide data producers with valuable guidance into how to improve on their documentation to address a wide range of data usage scenarios which is difficult to prepare for in advance.
Such capabilities are needed beyond the interaction between producers and consumers. This is reflected in the design of the tools we reviewed, which offer some level of conversation support for a wide range of data-centric activities Comments Most tools support comments at the level of datasets. A subset of online tools allow users to attach comments to cells (e.g. Google Sheets, Excel Online) and fewer to rows (e.g. Airtables). GitHub facilitates discussions about code related to a specific line. The level of conversation currently supported does not appear to be sufficient for what people expressed as their needs. Participants wanted to highlight the exact subset of data they want to refer to (as it is possible for text in e.g. comments in Google Docs).
Filtering, sorting and categorising comments [66] is essential in data projects that involve multiple participants and interactions. Many existing solutions supporting conversations can be reused by either being incorporated in the tool, or by providing a link that directs users to a shared conversation space. For example, Wikipedia provides separate discussion pages, connected to an article, which help editors coordinate changes, discuss procedures, and get assistance from other editors [33] . Similarly, conversations in Kaggle take place in a discussion thread attached to a particular dataset. Real-time chats are, for instance, supported in Google Sheets, Airtables and Floobits. These can be beneficial especially for the co-creation of data and tight collaboration, but also for reuse (e.g. in the same organisation). [20] point out that conversation about data often happens alongside sharing of data or data fragments which was confirmed by our participants. Feedback can be seen as a special type of communication. It can be provided in the form of issuing tickets (e.g. GitHub) or instructions of what to do when an error is found. Feedback enables correction of data and so can increase data quality and value. This can be supported in a structured (e.g. feedback forms or pull requests) or unstructured way (forums, third party communication). Public feedback can also save time by making others aware that a dataset is unsuitable for a specific task or by documenting known errors and allowing users to ask in the community for workarounds.
User Need: Change Control
The ability to access earlier versions of the dataset, for example before particular cleaning methods have been applied, was reported as a need by some participants. Versioning systems, which highlight differences between versions of a dataset as supported by GitHub or Dat project; and the opportunity to fork datasets were also discussed: P9: I'd like to apply some sort of GIT version control to that sort of approach, which work very well for text, images it would be horrible for and I don't know how that would work, just because of the file sizes and the spatial data.
The usefulness of notification services when a collaborator makes a change in the dataset, or when an updated version of a dataset is published was noted by participants.
In an example of open collaboration, one participant referred to notifications and described how in that instance all changes had to be approved by those in charge of the project.
P13: You have to make a picture and then I get an email alert, I get information that somebody added a new plant and I look at the picture and then I say, okay, it's the plant or it's wrong.
Tasks in asynchronous collaboration are often split into sub-tasks that can be worked on in parallel [66] . Collaborators need to be aware of changes that are made by others [13] , merge individual contributions and resolve potential conflicts. This aligns with the need to design for data transparency [21, 68] and with existing efforts to capture provenance trails for data e.g. [40, 45] . Enabling change control is very common for textual documents. A range of methods are in place to track a history of changes, automatic merging, e.g. [15, 55] , customisable notifications [9] , or pull requests. Systems offer specialised merging interfaces that enable users to filter changes based on their type and help solve conflicts (e.g. [2] ). Similar capabilities for data work are still in their infancy. Version control is supported by GitHub and Git, which are not tailored for data, by Dat project, which focuses on providing access to data, but not exploring it, and by OSF, which is a research project management platform that manages access to previous versions of project files. Some tools provide a history of changes, but restoring older versions of the data or comparing versions is still tedious. Notifications were supported by more tools, e.g. Figshare.
For data, not many tools support automatic notifications when a dataset is updated or a new version gets released. Users who have reused data could benefit from such notifications as they can update their individual projects. Users who have co-created a dataset might want to be notified if one collaborator made a change, such as in Google Sheets for tagged users. This highlights the fluid boundary between data consumers and producers. Wikidata is an example where every data operation is recorded and can be analysed.
From the tools we reviewed, GitHub shows differences between versions of datasets at a row level, which works for some types of data formats, but not others. However, comparisons between versions of a datasets should also be provided at a column and cell levels. Other approaches propose systems which record a history of the process a user followed when exploring the data (e.g. Vis trails 13 ). They visually illustrate a sequence of steps while inspecting the data and support a visual representation of differences of graphics (or their underlying data) [46] . The area of visual exploration was outside the scope of this work, however it points to the need to find meaningful representations and experiences with data evolution.
User Need: Custom Data Access Our findings suggest a number of functionalities that can improve the ease of use of data. This benefits collaboration because teams working with data have shown to be highly heterogeneous [14] . We include the ability to access subsets of the data through the tool, data being provided in alternative formats, filtering and plot-generating functionalities, as well as custom visualisations. Additionally, being able to access the 'raw' data, not just a aggregation or a statistical analysis of the data, was reported as a common need by participants:
Several tools support data downloads in multiple formats (Google Sheets, Excel Online), via APIs (Wikidata), or work directly through programming languages which let one change the file format (e.g. Jupyter, Data.world). Some offer functionalities for downloading subsets of the data (e.g. CKAN, Data.world) and filters.
Analytical features such as graph plots, custom visualisations [38] and meaningful pivot tables emerged as important both in the interviews and in the exemplary discussion analysis. At the same time, allowing input mechanisms on different levels can be seen as supporting custom data access. Such capabilities are supported by OpenStreetMap, as users have the possibility to enter data through a graphical user interface and edit the map directly. Fusion tables [26] allows map-based plotting as an alternative input form [57] . Tools could provide support for the creation of different data formats and representations. These could either be shared between collaborating data users, or with the data owner.
A common time-consuming task in data-related activities is cleaning data and understanding problematic rows. Being able to share code that filters out noise and access a cleaned subset of the data can benefit collaboration if done in a transparent way.
Both the analysis of discussion threads on Kaggle and Data.world, as well as the interviews have shown that users can be interested in merging datasets, for instance to add reference points, such as zip codes to make existing data easier to analyse or more relevant.
IMPLICATIONS
We present guidelines according to the four high-level user needs resulting from the thematic analysis of the interviews (Figure 1 ). Their focus is on how specific functionalities in data tools can support people to work together with data across the spectrum of collaborative activities. Some of the suggested functionalities (e.g. dataset overviews, history of changes) could be considered at design time, while others (e.g. missing values, original purpose of data) are more dependent on the data producer. In these, tools need to focus on support and semi-automation. Guidelines for create more useful documentation. Functionalities supporting users in understanding data and its context are needed along the whole spectrum of collaboration, from co-creation to reuse of data. The less explicit the collaboration is, the more users have to rely on documentation, due to the lack of background information, and the inability to gain additional insight through discussions and exchange. However, even in co-creation, documentation is crucial to maintain consistency, record decisions, and develop a common understanding between collaborators. If we look at data as a source that can be used in different social, cultural and organisational contexts for different purposes even within a team, similar to the notion of boundary objects [36] , the need to augment data with additional contextual information in the form of documentation becomes obvious. In line with existing literature (e.g. [23] ) we describe guidelines for collaborative data tools that aim to support the workflow of documentation tasks.
We recommend supplying more contextual information in an automated or semi-automated way. This can be in the form of metadata, which can for instance include seasonal or other external events that influenced the data, which is likely to be especially useful on a column level. Where applicable, we suggest adding information about changes in sample size, temporal or geographical coverage; units of measurements; and definition of categories to reduce ambiguities. Data producers need to be guided through the process of supplying contextual information where automatic extraction is not possible yet.
Creating an overview of the dataset can be achieved through summarising statistics or text summaries, which can be automatically generated using natural language generation approaches. Data visualisations and previews of core subsets of a dataset can further support users in understanding aspects such as content, coverage, and granularity of data. Temporal and geospatial boundaries of a dataset can be enabled as timelines and map views.
We found evidence that data collaborations require annotations at different levels, beyond the level of an entire dataset to cover columns, rows, and individual values. Data portals should provide a description of headers provided by the creators of the data. More research needs to be done in understanding and characterising custom dataset regions and in managing annotations that apply to one or several levels of the data.
We propose providing information about the creation of the data in a formalised way, as a creation strategy of the data. That includes everything that helps others to understand methodological choices during the creation of the data, such as steps to reproduce, experiment design, sample size, etc. The provision of code used to create, clean or analyse the data, additionally supports people's understanding of its creation.
A description of the original purpose of the data should be provided as well as any known limitations or caveats of the data.
Guidelines to facilitate conversation. Our findings suggest that conversation among data users, as well as between users and producers is not well supported by the tools under review. Tools should include capabilities for embedded conversation and integrate with other, general-purpose channels and facilitate both synchronous and asynchronous discussions. This is paramount for a shared understanding to emerge and for collaborative sensemaking [50] . Communication enables a necessary transfer of knowledge to use data that is not easily documented [5, 22] .
We recommend allowing comments on different subsets of the data, such as a whole dataset, columns and rows, individual cells and a range of cells. Tools could facilitate targeted discussions about the data, including third-party conversation, by reusing existing conversation channels. Providing direct feedback channels between collaborators can increase the quality of the data, 14 and make collaboration more efficient [24] . We recommend providing contact information, as well as instructions on what to do when an issue with the data is found. The possibility to flag errors or ambiguities by opening a public issue, pull requests or conversation channels provide further opportunities for feedback. For direct types of collaboration, we suggest real-time chats that support sending data snippets or screen sharing.
Guidelines for better change control. Change control enables collaborators to track and understand the evolving nature of collaborative data projects. The benefits change and version control are well-established for code and text and have been shown to increase trust and minimise barriers to working together with others [? ]. Our findings suggest this applies to the whole spectrum of collaborative activities with data.
Depending on the type of collaboration, we recommend providing version control for co-creation and maintenance of data. For reuse of data we recommend providing an easily accessible history of changes and other versions of the dataset. In both instances, users can benefit from receiving notifications of updates when a change is made. In co-creation these notifications should be possible on a more granular level. For data reuse, users would benefit by being notified of new releases of the data or major corrections or changes in the metadata. Hence users should be able to choose for which type of changes or when a notification is sent. Pull requests should be possible in order to increase data quality and provide feedback. Access to these mechanisms should be customisable to third parties, allowing data users to decide the level of detail collaborators will be notified of. More research is needed to understand the scope and representation of these reports for different task contexts and audiences, similar to approaches from software or wiki-based projects [61] .
Guidelines for custom data access. Custom data access supports collaboration across the spectrum mainly by allowing easier access and more user friendly and seamless workflows with data. As people are collaborating with data in different contexts, they need different data formats and representations. This can include custom visualisations, as well as the ability to select a subset of the data. Access to data in alternative formats allows users with different skill sets and preferences to work with data.
The more data consumers can explore and understand data in a way that matches their personal skill sets and mental models, the easier it will be to collaborate amongst heterogeneous teams. There are many ways to work with data even amongst data professionals. Data as an information source is uniquely mutable and filterable, arguably more than sources like documents or code. This explains why functionalities supporting personalised access to the data representation are currently still limited, or come with a high technical barrier. An open area of research in this context is related to the best ways to communicate additional information, analyses and observations about a dataset in the same customised, accessible way, including quality statements (e.g. missing data, noisy data, uncertain data) and notes, comments and feedback from users. Furthermore, tools need to become better at providing a wide range of mechanisms and experiences to discover new data and merge multiple datasets, which do not make strong implicit assumptions about the technical skills of the users.
Exploring synergies with related initiatives. The guidelines identified in this paper complement existing efforts such as Share PSI 2.0 and the W3C's Data on the Web Best Practices working group, 15 which offer technical advice for data producers to release their data in ways that facilitate reuse.
A number of initiatives have developed collaborative infrastructure to support interdisciplinary data sharing e.g. DataNet [38] or data archives for access and preservation of digital data [7] . Our work adds to them by exploring collaboration practices that leverage common tools such as wikis and web-based table management software.
High-level efforts for standardising data sharing practices, such as the FAIR data principles [65] or the five stars of linked open data 16 focus on interoperability as a means to encourage reuse rather than on user needs and collaborative experiences. For instance, the FAIR principles promote standardisation, but there is no further guidance on what metadata to capture to support a user's understanding. To limit the burden on the data publisher we would like to see solutions for implementation of functionalities that e.g. support documentation of provenance and the use of controlled vocabularies for metadata from a user point of view.
Recently ideas for supplementary information (datasheets) that should be shared together with datasets have been suggested by [25] . While the development towards meaningful standardisation for data publishing is very relevant, in the context of this work we focus on how different elements of supplementary information can be communicated and facilitated through tool functionalities rather than through extensive mandatory documentation. We further believe that the varied contexts of data collaborators can potentially make information relevant that the data publisher might not be able to anticipate.
Limitations
The majority of interview participants were male (n = 17) and working in the UK (n = 16). We interviewed a particular type of professional, though working in a wide range of sectors and roles. As this was meant as an initial study into professional practices with data, having a large number of participants per sector was less of a priority. For the tools reviewed, we are aware that these only represent a subset of the options available. While we have selected our sample carefully, it is clear that this list cannot be exhaustive and that more in-depth studies are needed for particular categories of tools supporting different user needs in different collaboration contexts. We are also aware of the limitations of our choice of review procedure, as it does not reflect how the individual functionalities are used in reality. However, as we combined them with the interviews, we believe that for the purpose of this work a more structured approach would 15 https://www.w3.org/2013/share-psi/bp/ 16 https://www.w3.org/DesignIssues/LinkedData.html not have resulted in many more insights. We discussed the results of a small scale additional analysis of discussions about datasets on Kaggle and Data.world. This is done to add depth [11] to the discussion of the user need 'conversation' but is done on an exemplary basis for two data platforms. This cannot therefore be seen as representative for discussions on all types of collaborative data tools. Due to the nature of Kaggle as a platform for a machine learning community the discussion focuses on data analysis and the unit of data, related code and its output. This might not be representative for the general population but it is likely to represent the more technical spectrum of data users. We included discussions on Data.world as the focus of the platform is more about sharing and communicating about data and less on pure data analysis.
CONCLUSIONS AND FUTURE WORK
In this paper, we identify user needs when collaborating with data and how those are supported by existing tools. We discuss functionalities that support collaboration across a spectrum of activities with data for four core user needs. Our findings contribute to formalising collaborative practices with data and to a better understanding of peoples' motivations and barriers. The results of this work can be used for the development of functionalities that support data collaboration, from co-creation to sharing and reuse, to offer more effective user experiences, independently of domain and data type. This can improve developer experience and help inform the design of data-centric tools to reflect current work practices, which are often a collaborative effort.
We believe there is a gap in research that investigates how existing methods, which facilitate collaboration for documents or code, could be applied more efficiently in collaboration with data. At the same time, we believe these are unique challenges and needs when working with data due to its structured and mutable nature.
Key areas for future work include investigating the actual use of specific functionalities in collaborative activities by users and analysis of online discussions around datasets on a larger scale. This can include exploring whether features of datasets are predictable, based on the conversations that happen around them.
We hypothesise that similar high-level user needs apply when working with various types of dataset from different domains, which come with specific task types. For instance machine learning datasets, a rapidly growing area in which the reuse of data is very common; or geospatial datasets, which use specific formats, which would need to be validated in further research.
The results of our work and future research exploring conversations and collaborative work practices with data can further be used for the development of user-centred and transparent reporting practices for data sharing and reuse. Better tools that enable collaboration with data can help engage communities, reduce efforts in data management and create useful and high-quality datasets that can be used across sectors and domains. At the same time such insights can inform the development of collaborative data tools, for instance by feeding into the design of APIs for data access or arguing for comprehensive solutions to publish and manage data annotations at multiple levels.
