Abstract
Background
Bayesian data analysis can be simply characterised as using probability as a mathematical tool to describe any unknown quantity. 1 While the more widely used frequentist methods restrict probability to statements about long (technically, infinite) runs of identical experiments, other sources of uncertainty such as the values of missing data or the extent of attrition bias can be explicitly included in a Bayesian analysis. Another advantage is that findings, such as the size of a treatment effect, can be described directly in probability terms (for instance, the probability that drug A has better outcomes on average than drug B, or the probability that diet X produces average weight loss greater than the minimum clinically important difference).
In meta-analysis, there are several challenges which can be addressed flexibly with Bayesian methods, including:
• network meta-analyses (NMAs), where we want to compare drugs A and B, but most trials have compared one of them with placebo (this is also sometimes called a mixed treatment or indirect treatment comparison) • unreported statistics in the trials, such as standard deviations at endpoint, that are required for meta-analysis • combining different statistics for the same outcome, such as one trial reporting mean change in an outcome measure, another reporting median change, and a third reporting the number of participants achieving a certain threshold In all these problems, there is an unknown quantity which we have to guess at in order to combine the studies. Standard advice involves imputing a single value under some assumptions, for example making the missing endpoint standard deviation the same as the baseline standard deviation. 2 However, it is known that imputing a single number like this can distort subsequent analyses, by ignoring the uncertainty around it. 3 Because Bayesian analysis allows probability distributions to be used to describe any unknown, we can incorporate many different sources of bias and variance into the metaanalysis that are not possible in frequentist analysis. Sometimes, a frequentist analysis will be followed by some sensitivity ("what-if") analysis of biases, and sometimes by a qualitative statement of limitations, but the Bayesian approach is reproducible and open to examination and critique. These are some of the common problems in meta-analysis that could be included:
• Network meta-analysis allows papers comparing A and B (direct comparisons) to be combined alongside some that compare A with X, and others that compare B and X (indirect comparisons) • Structural equation modelling allows us to estimate latent variables (such as impairment after stroke) that are imperfectly measured in various different outcome measures. Thus, papers with related but not identical outcomes can be combined, without having to make gross assumptions to convert the outcome values.
• Prior information can be incorporated, such as expert opinion or previous studies in vitro or in animal models.
• Randomised and observational studies can be combined, allowing for the additional uncertainty or bias arising from confounding in the observational data • Papers that are of poor methodological quality can be included with extra uncertainty or bias around their statistics, rather than having to exclude them entirely
• Papers that report dichotomised outcome scales (% responders to treatment) can be incorporated with those that report mean outcomes on the same scale.
Bayesian methods were regarded as under-utilised in meta-analysis in a 2000 review. 4 The reasons for using them are still commonly given as concerns or limitations in published frequentist meta-analyses, so it would seem that much of this work would benefit from wider adoption of Bayesian methods. The software to carry out Bayesian meta-analysis has become more flexible, robust and efficient, and there are several free packages available.
However, there are barriers for clinician-researchers: their statistical training generally does not include Bayesian models, statisticians are in short supply, and Bayesian analysis often involves writing out a model for the data and parameters of interest in code like a programming language, which can be daunting.
The adoption of network meta-analyses (NMA) has also accelerated since 2009, and a 2014 review found that at least 76% of NMAs used Bayesian software. 5 Seven items were identified in 2005 guidelines for reporting Bayesian analyses, 6 and a review of the reporting of NMAs also proposed quality criteria. 7 The Cochrane Collaboration handbook, which is widely used by biomedical researchers as a guide to good practice, first included advice on Bayesian meta-analysis in February 2008. 
Methods
This is a scoping review, 10 which aims to determine what methods have been used and not what the conclusions of the individual meta-analyses were; we also examined "ancestor" publications, cited as explanation or justification of the methods employed. The papers under consideration were obtained by systematic literature search. The focus of this review was the uptake of Bayesian methods in meta-analysis of biomedical / healthcare studies (translational or clinical, not basic, research), with the following research questions:
1 A search was conducted in August 2015 (and updated in January 2018) on the MEDLINE and CINAHL databases for peer-reviewed English-language papers on human subjects with the term "meta-analysis" in the abstract, published since 1 January 2005. The EMBASE database was considered but not included because it contains all journals in MEDLINE with additional sources in pharmacology and drug development, which was felt unlikely to contain meta-analyses that were not in MEDLINE. The indexed publication types "review" or "systematic review" were required in CINAHL, and "meta-analysis" was required in MEDLINE. These searches were then re-run, additionally requiring the word "Bayes" or " credible interval" in the abstract, to identify the subset of Bayesian papers. Credible intervals are a Bayesian analogue to confidence intervals. Duplicates between the databases were removed.
The full text versions of the Bayesian papers up to end of 2014 were screened manually to address the research questions. The 2015 and 2016 publications obtained in the update search were only included to answer question 1 and a simplified version of question 4: whether it is a network meta-analysis or not. Papers which were revealed to be methodological, or protocol papers, or otherwise ineligible, were excluded. The non-Bayesian papers were not examined further. Figure 1 shows the numbers of papers at each step. This review was not funded, so double-extraction was not possible.
Because statistical methods are not indexed in the databases, papers using specific methods can only be identified by searching for specific terms in the abstracts and titles. It is possible that a Bayesian meta-analysis might not mention "Bayes" or "credible interval". To estimate the proportion of apparently frequentist papers that are actually Bayesian, we selected a random sample of 81 apparently frequentist NMAs , and examined them in full text to count how many were actually Bayesian. They were identified by the terms "network meta" or "indirect" and then screened manually. NMAs were chosen because they were the most common form of Bayesian meta-analysis, and are easily identified in the abstracts. The sample size (81) was chosen to obtain a posterior beta distribution, assuming a prevalence of 40%, with credible interval not extending outside 30-50%. A prior of beta(2,3) was used for this, corresponding to a weak expectation of some missed Bayesian papers, with mean prevalence of 40%.
All automated text searching and processing was done by programs in R or C++, and full details are given online. 11 Percentages and counts of papers are presented below; credible intervals or confidence intervals are not calculated around these, because MEDLINE and CINAHL represent a large proportion of biomedical publications of high methodological rigor, suggesting that the papers obtained are close to being the entire population of biomedical meta-analyses.
Findings
The process of refining the search results to arrive at the counts of MAs and Bayesian MAs is shown in Figure 1 There were two grey areas for classification. The term "meta-analysis" was occasionally used in genomic studies to indicate a different kind of analysis (stratified with random effects). The line between individual patient data meta-analysis and multilevel modelling in secondary analyses such as prevalence studies is not clear-cut.
There were 432 papers that appeared to be frequentist NMAs. We reviewed a random selection of 104 in full-text. Of these, 23 turned out not to be NMAs, and 21 out of 81 were Bayesian (26%). Combined with the prior distribution used in the sample size calculation (beta (2,3) ), this gives a 95% credible interval for the prevalence of Bayesian NMAs that do not declare themselves as such in the abstract extending from 17% to 36%. Extrapolating these proportions to all 432 papers, we might expect 112 to have gone undetected over the whole time period of the search. We believe the number of other forms of meta-analysis which we incorrectly classified as frequentist to be negligible, as the frequentist software tools for these are so widely used, and so it was not feasible to examine a large number of papers to estimate their prevalence.
Question 1: uptake of Bayesian methods
Over the whole period of the review including the update search, 512/51,170 papers were Bayesian, a prevalence of 1.0%. Figure 2 shows the annual count of meta-analyses , Figure 3 the percentage of Bayesian meta-analyses, and Table 1 the counts. Although the number of meta-analyses increased eight-fold in ten years, there was only a slight increase in the percentage of these which used Bayesian methods, and 2015 and 2016 had the highest of these percentages.
Question 2: reproducibility
Many papers relegated details of models to an online appendix. This sometimes introduced practical barriers to reproducibility: some were paywalled even if the paper was not, sometimes the link was broken, and some were obtainable but not in a readily machinereadable form (often Word files or PDF). Code was provided in 55/312 (18%) and data in 128/312 (41%), with a further 18 where it is not clear if all data are present. Often the data are available only in forest plots. The software was named by 279/312 (89%), and the version was given by 144/279 (52%) of these. BUGS was the most popular with 230/312 papers (74%), 212 of which were WinBUGS, followed by: JAGS (10), GeMTC (8), R (no named package) (7), ADDIS (5), PyMC (4), SAS (3), Stata (3), Microsoft Excel (3), Lotus 1-2-3 (3), R 'HSROC' package (2), bespoke FORTRAN (2), and 1 each of AgenaRisk, bespoke C, DisMod-MR, FAST*PRO, MANTRA, MMM, Stan, and R packages 'MCMCglmm' and 'inla'. In 40 papers, WinBUGS 1.4 was given as the version, but there were actually three versions from 1.4.1-1.4.3. The software named in 4 papers seemed erroneous: either it did not have Bayesian capability or version numbers were given that did not exist.
Question 3: ancestors
The most common ancestors were related to NMAs: Lu 19 , a health economics paper, was cited by 11 papers. All other ancestors were cited by fewer than ten papers.
Question 4: reason for using Bayes
NMA was the most common problem that the Bayesian analysis sought to solve, in 151/312 papers (48%). Including the update search for 2015-16, this rose further to 288/512 (56%). If we consider the extrapolated figure of 112 missing Bayesian NMAs that do not name themselves as such, this could be as high as 400/624 (64%). The change over time is shown in Figure 4 . Other common problems were classified as diagnostic meta-analysis (22/312: 7%), meta-regression for risk factors in observational data (16/312: 5%), and genetic or genomic models (14/312: 4%). In most other studies, no particular justification was given.
Question 5: success, as declared by authors
It was extremely rare to find a paper that declared that its methods had not achieved their goals (2/312: 0.6%) or had mixed success (13/312: 4%).
Question 6: Bayesian model
It was not possible to classify the great majority of papers with any confidence as information was so lacking. In many papers, models are only described as 'hierarchical' or 'adjusting for study-level covariates' without further detail. Only a few papers adopted truly bespoke methods, and some declared that they had adopted previously published code.
Question 7: priors
Many papers (86/312: 28%) did not declare any particular prior distribution other than general terms like "vague", 39/312 (13%) gave incomplete or contradictory information, and 102/312 (33%) did not mention priors at all. The great majority of those that gave complete information used diffuse or flat priors (68/85: 80%), while 7 (8%) were weakly informative, 3 (4%) subjective, and none had empirical priors. The terms "diffuse", "flat", "noninformative", "uninformative", "loosely informative" and "minimally informative" were all employed by various papers to indicate diffuse priors.
Question 8: both frequentist and Bayesian analyses
Both frequentist and Bayesian analyses were undertaken in 130/307 (42%) of papers, with five unclear. Many of the NMAs (64/151: 42%) used frequentist analyses for direct effects and then Bayesian analyses for the indirect effects, which is common practice but it is hard for readers to understand which to take at face value. There is also a danger of inflated type 1 errors if the more exciting set of results is used to draw overall conclusions. Of the other papers that mixed approaches, it was most common for there to be no justification (45/66: 68%). Only 8 papers gave sound justifications and the remaining 13 were unclear in some way. In many cases, the Bayesian analysis was used for some aspect that could be done in frequentist fashion, such as adjusting for study-level covariates, though not by preset functions in common software.
Discussion
Despite many possible benefits, Bayesian methods are employed in only about one percent of published meta-analyses, which has not obviously changed over ten years. In general, frequentist methods are used unless it is impossible to apply them to the problem at hand, or if an off-the-shelf Bayesian model can be adapted easily. This leads to some inconsistent mixtures of methods, which is potentially confusing and we suggest should be avoided. Some papers are coy about the Bayesian aspects, for instance by not mentioning software but saying that Markov Chain Monte Carlo simulation was used to estimate treatment effects. Authors may feel it expedient to play down more unusual methods in order to avoid unwarranted criticism from reviewers.
Reproducibility should be prioritised by authors, reviewers and journals, with code and data provided online. 20 Meta-analyses generally use previously published statistics, so there is no reason not to publish data. Many Bayesian papers mentioned single imputations of missing statistics like correlations or endpoint standard deviations; these should be incorporated in the Bayesian model, otherwise the implication is that they are precisely known. We did not attempt to count these as they are likely to be omitted from methods in many papers.
The great majority of papers used non-informative priors. We do not know what thought went into those decisions, if any, but in many cases a weakly informative prior would more accurately reflect clinical and statistical knowledge and could improve computational speed and stability without affecting the results. 1 This review has been limited by the inclusion of particular journals in the databases, and changes in that over time. Bayesian methods are not indexed in the databases, and not necessarily mentioned in the abstract, so we are likely to have missed some. Without specific funding, we have not been able to perform double-extraction from the papers. Also, conducting qualitative research such as interviewing authors to understand the barriers to adoption of Bayesian methods could be fruitful in future research.
