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The circadian clock is an internal timekeeping system that regulates 
physiology, metabolism and behavior with about 24-hr period. In mammals, 
it has hierarchical structure: the master clock in the brain regulates the 
peripheral clocks. The master clock, which is located in the suprachiasmatic 
nucleus of the hypothalamus, synchronizes peripheral clocks through 
neural and humoral factors. Among many synchronizing signals, an 
attractive one is glucocorticoid (GC) hormone, of which the plasma level 
exhibits the circadian pattern. The hormone can entrain most of peripheral 
tissues without the interference of the master clock, because the GC 
receptor (GR) is ubiquitously expressed in peripheral tissues, not in the 
master clock.  
GC directly regulates circadian clock genes, including Period1 (Per1) 
 ii 
and Period2 (Per2). The previous study revealed that there is a functional 
glucocorticoid response element (GRE) in Per1 promoter, however, the 
GRE had not been found in Per2 promoter. Therefore, I attempted to 
explore the molecular mechanism of GC-mediated Per2 expression. I 
observed that GC induced a prominent Per2 induction and delayed 
circadian phase compared to other synchronizing signals. Using the 
promoter prediction tool, I found that the GRE in the highly conserved 
region of Per2 promoter. The GRE was overlapped with E-box by 1-bp. 
Interestingly, the mutation of E-box inhibited GC responsiveness of Per2, 
which was also abolished in Bmal1-/- MEFs. The involvement of Bmal1 in 
GC responsiveness might be a special regulatory mechanism because 
other GRE-containing genes, such as Per1 and mouse mammary tumor 
virus (MMTV) still exhibited GC responsiveness in Bmal1-/- MEFs. The 
chromatin immunoprecipitation assay using the GR antibody showed that 
Bmal1 was required for the binding of GR to the GRE of Per2 promoter. To 
identify the functional importance of GC-mediated Per2 induction, I 
generated the adenovirus that expresses the fusion protein of PER2 and 
LUCIFERASE under Per2 promoter. When Per2-/- MEFs were transduced 
with either GRE or E-box mutant adenovirus, GC-mediated Per2 induction 
was decreased and the circadian phase was advanced. Taken together, this 
study reveals that Bmal1-dependent Per2 induction by GC signaling 
rendered the circadian phase delay. 
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Based on a novel GC regulation mechanism, which requires Bmal1, I 
investigated global regulatory patterns of Bmal1 on GC-responsive genes 
to discover other Bmal1-modulated GC-responsive genes. I performed the 
microarray experiment using WT and Bmal1-/- MEFs after the treatment of 
vehicle or dexamethasone and analyzed the data by 2-way ANOVA. More 
than half of GC-responsive genes exhibited altered GC responsiveness in 
Bmal1-/- MEFs. To explore the biological meaning of this regulation 
mechanism, I analyzed the enrichment of gene ontology terms with the 
bioinformatics tool to find out Bmal1-modulated GC-responsive genes. 
Interestingly, Bmal1-modulated GC-responsive genes were highly related 
to the terms, glycoprotein, oxidation-reduction and response to stimulus, 
while non-Bmal1-modulated GC-responsive genes were highly related to 
the terms, intracellular, protein binding and intracellular signal transduction. 
Then, results suggest that Bmal1 is widely involved in GC-regulation 
mechanism and Bmal1-modulated GC-responsive genes are involved in 
some biological processes, including glycosylation, oxidation-reduction and 
the response to stimulus. These finding may contribute to future 
understanding for GC action mechanisms and the interaction between GC 
and circadian clock genes. 
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1. Circadian clock 
1.1 What is circadian clock? 
Most of living organisms on the earth possess the internal clock to 
anticipate the daily environmental change, which is called the circadian 
clock. The term “Circadian” comes from the Latin: “circa” means around 
and “diem” means a day. The circadian clock makes physiology and 
behavior to have about 24-hr period, including sleep/wake cycle, 
metabolism in humans and photosynthesis in plants and even in 
cyanobacteria. The basic concept of this clock is that the rhythm is 
generated from endogenous factors, not from any external ones. For 
example, nocturnal mice move around in the night and when the light turns 
off, they maintain their activity at the expected night time. Another feature of 
the circadian clock is temperature compensation. While most of biological 
activities rely on the temperature, the period of the circadian rhythm is 
almost same over a broad range of physiological temperatures (Vitaterna et 
al., 2001). 
 
1.2 Molecular feedback loops of circadian clock 
After discovering Period gene of Drosophila in 1971, circadian clock 
genes were sequentially reported from 1990s (Turek and Kolker, 2001). At 
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present, it has been known that two molecular feedback loops constitute 
the driving force for the circadian rhythm. The center of the feedback loops 
is two transcription factors, which are Circadian Locomotor Output Cycles 
Kaput (CLOCK) and brain and muscle ARNT-like protein 1 (BMAL1).  
CLOCK:BMAL1 heterodimer binds to the E-box of clock-controlled genes 
such as Period (Per) 1-3, Cryptochrome (Cry) 1-2, Rev-erbα and RAR-
related orphan receptor α (RORα). As the protein levels of Pers and Crys 
are increased, they translocate into the nucleus to repress the 
transcriptional activity of CLOCK:BMAL1. Therefore, the expression levels 
of Pers and Crys return to the basal level. This negative feedback loop is 
necessary for generation of circadian rhythm and, thereby, called for the 
core loop. The second feedback loop regulates the oscillation of Bmal1 
expression. Two clock-controlled genes, Rev-erb α and RORα, bind to Rev-
erb/ROR binding element (RRE) of Bmal1 promoter to repress or activate 
Bmal1 transcription. This feedback loop is called the stabilizing loop 
because it is thought to stabilize circadian oscillations (Figure 1) (Gallego 
and Virshup, 2007). 
 
1.3 Hierarchical organization of circadian clock system 
In mammals, the master clock is located in the suprachiasmatic nucleus 
(SCN) of the anterior hypothalamus. The SCN is composed of ~20,000 









Figure 1. Molecular bases of circadian rhythm 
Two transcription factors, CLOCK and BMAL1, bind to E-box on the 
promoter of clock-controlled genes, including Pers, Crys, Rev-erbα and 
Rorα. Translated PER and CRY proteins are post-translationally modified, 
accumulate in the cytoplasm and, then, translocate to the nucleus to 
repress CLOCK:BMAL1 transcriptional activity. On the other hand, Rev-



















neuronal activities in the SCN generate strong circadian rhythm with about 
24-hr period (Mohawk et al., 2012). As the endogenous rhythm of the SCN 
is not exactly matched to the light/dark cycle, it should be corrected by the 
environmental resetting signals, such as the light. When the light reaches 
the eye, the signal is transmitted via the retino-hypothalamic tract (RHT) 
into the SCN (Stratmann and Schibler, 2006; Vitaterna et al., 2001).  
Circadian rhythm exists not only in the SCN, but in peripheral cells. 
When peripheral tissues or cells were incubated in culture media, they still 
maintained the circadian oscillation. Therefore, to make overt rhythm of 
physiology and behavior, the rhythms of the SCN and peripheral tissues 
have to be synchronized. Several cues including neuronal system, humoral 
factors and temperature are known for synchronizing signals between the 
SCN and peripheral tissues (Mohawk et al., 2012).  
 
1.4 Resetting circadian rhythm in the SCN 
Circadian period of each SCN neuron varies from 22-hr to 30-hr, but the 
intercellular coupling organizes into the overall rhythms with about 24-hr 
period. It seems that this heterogeneous population generates two types of 
advantages: phase lability and phase plasticity. The SCN waveform exhibits 
narrow and high amplitude in short photoperiod, while it shows broad and 
low amplitude in long photoperiod. When the light signal reaches the SCN, 
it resets the circadian rhythm differently according to the circadian time. 
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Almost all species exhibit phase-dependent responses to the light, of which 
graphical display is called a phase-response curve. Light at the early 
subjective night induces a phase delay and light at the late subjective night 
induces a phase advance (Mohawk et al., 2012; Vitaterna et al., 2001). 
Light at the subjective night stimulates the secretion of glutamate and 
pituitary adenylate cyclase-activating protein (PACAP) from the RHT. Then, 
it induces several signaling pathways that are related to the chromatin 
remodeling and the induction of immediate early genes and clock genes in 
the SCN. Because a small subset of SCN neurons receives the signal from 
the RHT, neighboring neurons are synchronized by the gap junction and 
several neuropeptides, such as vasoactive intestinal polypeptide (VIP), 
arginine vasopressin (AVP), γ-aminobutyric acid (GABA), ghrelin-releasing 
peptide (GRP) (Albrecht, 2012). 
 
1.5 Synchronization between the SCN and peripheral clocks 
Peripheral clocks are synchronized by several factors, including the 
autonomic nervous system, body temperature, humoral factors and 
feeding/fasting cycles (Albrecht, 2012). The sympathetic pathway from the 
SCN regulates circadian oscillations of plasma glucose, the sensitivity of 
the adrenal gland to the adrenocorticotropic hormone (Cailotto et al, 2005; 
Kalsbeek et al, 2004; Kalsbeek et al, 2010). Although many humoral 
signals are considered to be synchronizing signals, glucocorticoid (GC) is 
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regarded as a strong one from several reasons. The level of GC oscillates 
in a circadian fashion and it reaches almost all of the body, except the SCN. 
In addition, Dexamethasone (DEX), which is a synthetic GC, can initiate 
and shift the circadian rhythm of peripheral tissues and cultured fibroblasts 
(Balsalobre et al., 2000a). Body temperature, of which the circadian 
fluctuation is driven by the SCN, can reset the circadian rhythm of 
peripheral clocks, including liver, kidney, lung and fibroblasts (Abraham et 
al, 2010; Brown et al, 2002; Buhr et al, 2010; Kormmann et al, 2007). 
Irrespective of the SCN, food and food-related signals are able to produce 
circadian patterns (Hara et al 2001; Pezuk et al 2010). The change of 
feeding schedule can uncouple the phase relationship between the master 
clock and peripheral clocks, suggesting that changes in metabolism may 
influence the circadian clock system (Albrecht, 2012) 
 
2. Physiological roles of circadian clock 
2.1 Mutual relationship between metabolism and circadian clock 
The role of circadian clock for metabolic homeostasis has revealed from 
several circadian clock gene mutant mice. Bmal1-/- mice exhibited abolished 
oscillation of plasma glucose and triglycerides and pancreas-specific 
knockout mice got diabetes mellitus. Clock-/- mice showed reduced arterial 
blood pressure, altered renal function and excretion of diluted urine. 
Per1Brdm1 mice showed increased urinary sodium excretion and Per2Brdm1 
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mice exhibited altered lipid metabolism and lower body weight. Cry1-/-Cry2-/- 
mice had hyperglycemia and salt-sensitive hypertension. Moreover, 
components in the stabilizing loop also affect on metabolic parameters. 
Rev-erbα-/- mice had increased serum triglycerides and Rorα-/- mice showed 
reduced plasma triglycerides and high density lipoprotein (Sahar and 
Sassone-Corsi, 2012). 
Circadian clock regulates metabolism through controlling multiple steps 
of various metabolic pathways. One method is to control the expression or 
the enzymatic activity of rate-limiting enzymes. For example, the activity of 
3-hydroxy-3-methyl-glutaryl-CoA reductase (HMG-CoA reductase), which is 
the rate-limiting enzyme in cholesterol biosynthesis, is highest at night and 
the expression of nicotinamide phosphoribosyltransferase (NAMPT), which 
is the rate-limiting enzyme in NAD+ salvage pathway, shows circadian 
rhythmicity. The expression of aminolevulinate synthase 1 (ALAS1), which 
is the rate-limiting enzyme in heme biosynthesis, also oscillates in a 
circadian fashion. Another method is to regulate the expression and the 
activity of nuclear receptors because they regulate many biological 
processes, including growth, development, reproduction and metabolism. It 
has been reported that the expression of several nuclear receptors such as 
Rev-erbα, Rorα and peroxisome proliferator-activated receptor α (PPARα) 
was controlled by CLOCK:BMAL1. Furthermore, the microarray analysis 
revealed that the expression of 25 nuclear receptors exhibited circadian 
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patterns in a tissue-specific manner. On the other hand, PER proteins 
interact with several nuclear receptors. As PER protein expressions show 
the circadian rhythm, the interaction between PER and nuclear receptors 
can induce the activity of nuclear receptors in a circadian manner. with the 
interaction partners of PER2 are PPARα, ERα, REV-ERBα, HNF4α, TRα, 
NURR1, RORα and PPARγ (Schmutz et al., 2010). Per2 gene is also 
related to the glucose homeostasis (So et al., 2009). Indirectly, the 
circadian clock machinery perceives the energy level through nutrient 
sensors, such as sirtuin 1 (sirt1) and AMP-activated kinase (AMPK). The 
activity of SIRT1, which is a NAD+-dependent deacetylase, reflects the 
energy status in the cell because its activity is regulated by NAD+/NADH 
ratio. It was observed that SIRT1 activity oscillated in a circadian fashion 
and SIRT1 regulated circadian rhythms by deacetylating histon H3 Lys9 
and Lys14, BMAL1 and PER2. When AMP level rises, the activated AMPK 
turns on the catabolic processes. The activity of AMPK is rhythmic in the 
mouse liver, hypothalamus and fibroblasts. AMPK modulates the circadian 
clock by phosphorylation of CRY1, which leads to the rapid degradation 
through the recruitment of F-box and leucine-rich-repeat protein 3 (FBXL3). 
It also activates casein kinase 1ε (CK1ε) and, thereby, leads to the 
degradation of PER2 (Sahar and Sassone-Corsi, 2012). 
 
2.2 Circadian disturbance and metabolic syndrome 
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Although circadian clock is able to be entrained by the environmental 
time cue, frequent or abrupt change of the environment brings about 
trouble in physiology. For example, shift workers experience the frequent 
entrainment process against their will. Epidemiological studies showed that 
many shift workers suffered from the metabolic syndrome, suggesting that 
the metabolism and circadian rhythm are closely associated (De Bacquer et 
al., 2009; Esquirol et al., 2009). Furthermore, high-density lipoproteins were 
decreased and circulating triglycerides were increased in nighttime shift 
workers, who were also prone to the obesity (Bellet and Sassone-Corsi, 
2010). When, behavioral and circadian cycles were desynchronized  it 
caused a decrease in leptin and an increase in glucose and insulin levels 
(Scheer et al., 2009). Moreover, exposure to light at night disturbed the 
timing of food intake, reduced glucose tolerance and led to weight gain in 
mice (Fonken et al., 2010). Jet lag also induces the de-synchronization of 
circadian rhythms between the SCN and the peripheral tissues. The 
symptoms of jet lag includes sleep disturbance during the night, daytime 
sleepiness, decrease cognitive ability, malaise, indigestion, frequent 
urination, the irritation of eye and nose, muscle cramps, headache, nausea. 
Frequent experience of the travel across time zones often induce chronic 
sleep disturbances, malaise, irritability, and performance impairment like 
shift workers (Cho et al., 2000). As the symptoms of jet lag may be big 
problems for some people, including pilots and individuals that requires the 
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concentration, A possible drug target for jet lag is GC hormone, because it 
affects the time to adapt to new environment in models of daytime restricted 
feeding or 6-hr phase-shift of LD cycle (Kiessling et al., 2010; Le Minh et al., 
2001). 
 
2.3 Genetics of human circadian disorders 
Circadian rhythm in humans can be non-invasively examined by the 
observation of sleep wake/cycle, which is controlled by homeostatic 
process and circadian process. It seems that a circadian process decides 
the threshold of wakefulness. Actually, several human sleep disorders are 
related to the dysfunction of circadian rhythm. Patients with familial 
advanced sleep phase syndrome (FASPS), who fall asleep and awake 3-4 
hr earlier than normal people. They didn’t perceive the inconvenience of the 
syndrome, but become aware it after the forced sleep/wake cycle. The 
syndrome is derived from S662G mutation of PER2, which blocks the 
phosphorylation and results in the phase advance through the regulation of 
the protein stability or nuclear retention of PER2 (Toh et al., 2001; Vanselow 
et al., 2006). In humans, delayed sleep phase syndrome (DSPS) is the 
most common type of circadian rhythm sleep disorder. Sleep/wake cycle of 
DSPS patients is delayed by 2 or more hours. T3111C polymorphism in the 
3′UTR of CLOCK, which is related to the diurnal preference, was suggested 
as a reason for DSPS, but there are pros and cons (Katzenberg et al., 
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1998; Mishima et al., 2005; Robilliard et al., 2002). Another study reported 
that S408N of CSNK1E prevented the onset of DSPS and non-24-hour 
sleep-wake syndrome (Takano et al., 2004). The other study reported that 
C111G polymorphism in the 5′-UTR of PER2 might be related to the 
morning preference (Carpen et al., 2005). Although Per3 has no precise 
role in mouse circadian rhythm, it is associated with the sleep phase in the 
human. Variable-number tandem-repeat (vNTR) polymorphism in the PER3 
gene is related to DSPS, however, the association of polymorphism repeat 




3.1 Glucocorticoid hormone 
GC is a steroid hormone that is released from the cortex of the adrenal 
gland. The name is a compound word (glucose + cortex) that comes from 
its role for the regulation of the metabolism of glucose and its synthesis in 
the adrenal cortex. The major GC is cortisol in human and corticosterone in 
mouse. The hormone has diverse effects, including metabolism, immune 
response, development, arousal, cognition and body fluid homeostasis. The 
hormone level is regulated by the negative feedback mechanism of the 
hypothalamic-pituitary-adrenal gland (HPA) axis. When the organism meets 
stimulus such as stress or physical activity, corticotrophin-releasing 
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hormone (CRH) is released from the paraventricular nucleus (PVN) of the 
hypothalamus. CRH stimulates the release of the adrenocorticotropic 
hormone (ACTH) in the anterior lobe of the pituitary gland. Then, ACTH 
reaches to the adrenal gland through the blood, leading to the secretion of 
GC in the cortex of the adrenal gland. If GC level is highly elevated, it 
suppresses the release of CRH.  
 
3.2 Molecular mechanisms of GC action 
GC exerts its action through the genomic or non-genomic fashion. In 
the genomic action mechanism, it is bound to the glucocorticoids receptor 
(GR) in the cytoplasm. When the GR does not meet GC, it is surrounded by 
heat shock proteins and other proteins such as immunophilins and 
calreticulin. The ligand binding domain of GR recognizes GC, then, GR is 
dissociated from the multi-protein complex and translocates to the nucleus. 
In the nucleus it acts as a transactivator or a transrepressor according to 
the promoter context. The representative mechanism for the transactivation 
is that GR homodimer directly binds to the glucocorticoids response 
element (GRE). However, there are other types of regulation mechanisms 
for the transactivation because of the interaction between GR and other 
transcription factors. GRE-bound GR can interact with other transcription 
factors in the composite GRE that is consisted of GRE and other 
transcription factor binding site. It can also regulate the transcriptional 
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activity through tethering, not direct binding to DNA. In a similar fashion, it 
is able to regulate transrepression mechanisms. The sequence of negative 
GRE (nGRE) is different from GRE, but GR homodimer binds to the 
sequence and turns off the transcription. It can also repress transcriptional 
activities through the composite GRE and the tethering mechanism. In 
addition, the competition with other transcription factor for DNA binding and 
transcriptional squelching is able to repress the transcriptional activity 
(Figure 2).  
 
3.3 The interaction between GC and the circadian clock 
As referred to earlier, GC level fluctuate in a circadian fashion. It may 
be related to the timing of the activity onset, because the peak time is 
around dawn in the diurnal animal, such as humans and is around dusk in 
the nocturnal animal, such as mice. The GC rhythm is thought to be 
regulated by two mechanisms. The relay of the time information from the 
SCN to the PVN results in the activation of the HPA axis, which induces the 
circadian oscillation pattern of ACTH and GC (Dickmeis, 2009; Lightman 
and Conway-Campbell, 2010). Neural connection from the SCN to the 
adrenal gland also delivers the resetting signal from the light pulse. The 
light exposure is able to induce GC release from the adrenal grand only 
when the SCN is intact (Ishida et al., 2005; Niijima et al., 1992). Circadian 










Figure 2. Molecular mechanisms of GC action 
GC exerts genomic actions through various regulation mechanisms. 
Depending on the promoter context, it turns on or off the transcription. GC-
bound GR directly binds to the GRE, resulting in the transcriptional 




























markedly elevated fecal GC levels without the circadian fluctuation and 
Per2Brdm1 mice had elevated but fluctuating fecal GC levels (Dallmann et al., 
2006). In the other report, Per2-/- mice lost circadian patterns of plasma GC 
(Yang et al., 2009). Moreover, the local clock in the adrenal gland 
contributes to GC rhythm to some extent. The adrenal-specific ablation of 
steroidogenic acute regulatory gene dampened GC rhythm only after the 
long duration of constant darkness condition (Son et al., 2008). 
Reciprocally, it has been well known that GC influences on the 
circadian system. The effects of GC on several circadian clock genes were 
identified. When mice were subjected to restraint stress, elevated GC levels 
increased Per1 expression level through a GRE in Per1 promoter 
(Yamamoto et al., 2005a). From the chromatin immunoprecipitation-
sequencing (ChIP-seq) analysis, So et al. found the intronic GRE of Per2 
gene (So et al., 2009). Unlike Per1 and Per2, GC represses Rev-erbα 
expression, although the molecular mechanism remains unexplored (Torra 
et al., 2000). The contribution of GC to the entrainment process is evident, 
in that the adrenalectomy and liver-specific knockout of GR accelerate the 
daytime-restricted feeding-induced phaseshift (Le Minh et al., 2001). In 
some brain regions, GC rhythm is very important for generation of Per2 
rhythm. The brain specific ablation of GR abolished Per2 rhythm in the oval 
nucleus of the bed nucleus of the stria terminalis and central nucleus of the 
amygdala, but not in the SCN, basolateral amygdale and dentate gyrus 
 19 
(Segall et al., 2009). Because the administration of DEX into the SCN-
lesioned mice could synchronize about 60% of circadian liver transcriptome, 
it is likely that GC rhythm widely affect circadian patterns of many types of 




Synchronization between the master clock and peripheral clocks is an 
important issue in circadian biology. A strong one among synchronizing 
signals is glucocorticoid (GC) that is released from the adrenal gland, 
because it directly regulates circadian clock genes. In Chapter 1, to 
understand how GC regulates a core clock gene, Period2 (Per2), I explored 
the molecular mechanisms of GC-evoked Per2 induction. I was also 
interested in determining the effects of the abrogated response of Per2 to 
GC on the circadian oscillation patterns. 
Based on the novel molecular mechanism of GC examined in the study 
of Chapter 1, I intended to identify the group of GC-responsive genes, of 
which the GC responsiveness is modulated by the circadian rhythm 
transcription factor, Bmal1. To identify the global regulatory patterns of 
Bmal1 on GC-responsive genes, I performed the microarray experiment 









Glucocorticoid-mediated Period2 induction 








Circadian rhythm is an endogenous rhythm of about 24 hr period that 
regulates overall physiology and behavior. The master clock is resided in 
the SCN of the hypothalamus and synchronizes the circadian rhythm of 
peripheral tissues by neural and humoral signals. GC is one of the 
synchronizing signals that can induce the expression of circadian genes, 
including Per2. In this chapter, I studied the molecular mechanisms of Per2 
induction by GC signaling. I found that GC prominently induced Per2 
expression and delayed the circadian phase. From the sequence analysis 
of Per2 promoter, I found the overlapping GRE and E-box that was 
responsible for GC-mediated Per2 induction. Interestingly, GRE in Per2 
promoter required BMAL1 for GC responsiveness, whereas other GRE-
containing promoters, such as Per1 and mouse mammary tumor virus 
(MMTV), responded to DEX in the absence of BMAL1, due to BMAL1-
dependent binding of GR to Per2 GRE. When Per2 could not be induced by 
the mutation of GRE or E-box, the phase of circadian oscillation failed to be 
delayed when compared to that of the wild type. Therefore, the present 
study reveals that GC-mediated Per2 induction through the novel regulatory 
mechanism is important for delaying the circadian rhythm. 
Key words: circadian rhythm, Period2, Bmal1, glucocorticoid, phase delay 
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INTRODUCTION 
The circadian clock is comprised of an endogenous rhythm that 
provides approximate 24-hr timing cues to various biological activities, 
including metabolism, physiological processes, and behavior. In mammals, 
the master pacemaker resides in the SCN of the hypothalamus. The SCN 
has self-sustainable oscillators and synchronizes the circadian timing of 
peripheral tissues by transmitting neuronal and humoral signals. Peripheral 
tissues also have endogenous clock machinery and are thus able to 
maintain the circadian rhythm without any external cues (Reppert and 
Weaver, 2002; Welsh et al., 2010). 
The endogenous circadian timing system consists of molecular 
feedback mechanisms, including the core and auxiliary loop. In the core 
loop, two bHLH–PAS-containing transcription factors, CLOCK and BMAL1 
bind to the E-box of clock-controlled genes, such as Per 1/2, Cry 1/2, Rev-
erbα and RORα. The translated PERs and CRYs translocate to the nucleus 
and repress CLOCK:BMAL1 activity in order to return to the starting point. 
The auxiliary loop reinforces the circadian rhythm by regulating the 
rhythmic expression of BMAL1 through competitive binding of RORα and 
REV-ERBα to RRE on the Bmal1 promoter (Dibner et al., 2010; Mohawk et 
al., 2012). 
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The endogenous clock does not have an exact 24-hr period and has the 
flexibility to adjust to the phases of the environmental cycle, especially the 
light/dark photocycle. Light exposure at the time of early/late subjective 
night results in a delay/advance of the next activity cycle, which is 
represented as a phase response curve (PRC). It has been widely 
accepted that rapid expression of Per1 and Per2 plays a crucial role in the 
light-dependent resetting process. In particular, Per1 and Per2 are thought 
to mainly play a role in phase advance and phase delay, respectively; 
however, their actual roles only in the resetting process remain to be 
elucidated (Albrecht et al., 2001; Bae and Weaver, 2003; Cermakian et al., 
2001; Pendergast et al., 2010; Wakamatsu et al., 2001). These molecular 
events also occur in peripheral tissues and immortalized cell lines through 
synchronizing signals (Balsalobre et al., 2000a; Balsalobre et al., 1998). 
GC is a multifunctional hormone that regulates glucose and lipid 
metabolism, immune activity, the stress response, and learning and 
memory (Chung et al., 2011; Kassel and Herrlich, 2007; Popoli et al., 2011). 
The level of GC displays a robust circadian rhythm, and the administration 
can reset the rhythmic phase of peripheral tissues and immortalized cells 
(Balsalobre et al., 2000a). Furthermore, the expression of GRs in most 
peripheral cells, not in the SCN, enables the entrainment of peripheral 
clocks without any interference of the master clock. Therefore, GC is 
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considered to be the best candidate for the synchronizing signal between 
the SCN and peripheral tissues.  
During the synchronization process, Per1 and Per2 are rapidly induced 
and oscillate in a circadian fashion. While GC regulates Per1 through the 
GRE in its promoter region, the molecular mechanisms of GC-mediated 
Per2 expression have not been clearly elucidated (Yamamoto et al., 2005a). 
ChIP-seq analysis revealed that three GR-binding sites exists near Per2 
gene (Reddy et al., 2009). Several studies have shown that Per2 promoter 
region, in which the canonical GRE has not been found, is enough for GC 
responsiveness to Per2 (Hattori, 2011; Izumo et al., 2006). On the other 
hand, So et al. reported that the intronic GR-binding sequence (GBS) can 
confer GC responsiveness to Per2 (So et al., 2009). 
Per2-knockout mice show a significantly shorter circadian rhythm or 
arrhythmicity of locomotor activities and have defects in the anticipation of 
feeding (Albrecht et al., 2001; Feillet et al., 2006; Pendergast et al., 2010; 
Wakamatsu et al., 2001; Zheng et al., 1999). Per2 is not only a component 
of the circadian oscillator, but also functions as a mediator for the timed 
regulation of many types of metabolism. Direct interactions between PER2 
and various nuclear receptors, including HNF4α, REV-ERBα, and PPARα, 
enable the circadian oscillation of glucose and lipid metabolism (Schmutz et 
al., 2010). Besides, Per2-knockout mice, which lack 9th intron containing 
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GC-responsive region, exhibited altered GC-induced glucose intolerance 
and insulin resistance, partly due to increased leptin levels (So et al., 2009). 
It is also related to the timing of sleep. Per2-knockout mice wake earlier 
than WT mice, and the human PER2 S662G mutation prevents the 
phosphorylation of PER2 by CKIε, resulting in rapid degradation and 
nuclear export, which is observed in patients with familial advanced sleep 
phase syndrome (FASPS) (Kopp et al., 2002; Toh et al., 2001; Vanselow et 
al., 2006). Therefore, the exact timing of Per2 expression may be critical for 
maintaining or restoring a physiology that is properly attuned to the 
environmental light-dark cycle. 
In the present study, I investigated the molecular mechanisms 
underlying GC-mediated Per2 induction and its functional relevance to the 
regulation of the circadian rhythm. I provide evidence that BMAL1-
dependent binding of GR to the overlapping GRE/E-box in the 5′ upstream 
region of Per2 gene induces the expression of Per2. Furthermore, I 
demonstrate that GC-mediated Per2 induction by this BMAL1-dependent 
GR mechanism is responsible for the phase delay. 
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MATERIALS AND METHODS 
 
Cell culture    
Wild type (WT), Per2::luc knock-in, Per2-/-, and Bmal1-/- mouse 
embryonic fibroblasts (MEFs) were spontaneously immortalized as 
previously described (Bae et al., 2001; Bunger et al., 2000; Todaro and 
Green, 1963a; Yoo et al., 2004). Primary or immortalized cell lines were 
maintained in Dulbecco’s modified Eagle’s medium (Invitrogen, Carlsbad, 
CA, USA) supplemented with 10% fetal bovine serum (FBS) and 1% 




Per2 promoter region from -1671 to +26 from the transcription start site 
(TSS) was cloned into the GL3-basic vector (Promega, Madison, WI, USA), 
in which the PEST sequence was inserted into the C-terminal of the 
luciferase gene. The final construct was called Per2 (-1671)::dsluc. A series 
of 5′ deletion mutants were prepared from Per2 (-1671)::dsluc. E1, E2, GRE, 
and palindromic GRE mutants were generated from Per2 (-271)::dsluc by 
the site-directed mutagenesis using the following primers: E1 mutant up: 5′-
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CGGGCTCAGCGCGCGCGGTGCTAGTTTCCACTATGTGACAGCGG-3′, 
E1 mutant dn: 5′-CCGCTGTCACATAGTGGAAACTAGCACCGCGCGCGC 
TGAGCCCG-3′; E2 mutant up: 5′-CGGCGAACATGGAGTTCCATAGA 
CGTCTTATGTAAAG-3′, E2 mutant dn: 5′-CTTTACATAAGACGTCTATG 
GAACTCCATGTTCGCCG-3′; GRE mutant up: 5′-GAGGAACCCGGGCGG 
CTAGTATGGATATCCATGTGCGTCTTATG-3′, GRE mutant dn: 5′-
CATAATACGCACATGGATATCCATACTAGCCGCCCGGGTTCCTC-3′; 
palindromic GRE up: 5′-GGAACCCGGGCGGAGAACATGGTGTTCTATGT 




WT and Bmal1-/- MEFs were transfected using Lipofectamine PLUS 
reagents (Invitrogen). Cells were harvested after treatment with 0.1% 
ethanol or 1 μM dexamethasone, a synthetic GC (DEX; Sigma-Aldrich, St. 
Louis, MO, USA), for 10-hr, which elicited the maximal induction. Luciferase 
activities were analyzed by the dual luciferase reporter assay system 
(Promega). Fold induction was calculated by dividing the luciferase 
activities in the DEX-treated group by those in the ethanol-treated group. 
 
Recording of real-time luminescence 
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Per2::luc knock-in MEFs were cultured the day before the monitoring of 
luminescence. After treatment with the various compounds (0.1% ethanol, 1 
μM DEX, 0.1% DMSO, 10 μM forskolin, 50% horse serum, 1 mM dbcAMP, 
and 1 μM ionomycin) for 2- hr, and media were changed to normal culture 
media with 100 μM luciferin (Promega). Per2 (-271)::dsluc and its mutants 
were transfected into WT MEFs for 24-hr. Bioluminescence was measured 
for 1 min for each dish at 10 min intervals with a real-time luminescence 
monitoring device (Kronos-Dio; ATTO Corporation, Tokyo, Japan) at 36°C in 
a humidified atmosphere containing 5% CO2. Data were normalized by the 
average of the initial minimum value. 
 
Real-time RT-PCR    
MEFs were seeded in 6 well plates and harvested at the indicated times 
after treatment with 0.1% ethanol or 1 μM DEX (with or without 5 μM 
RU486; Sigma-Aldrich). Total RNA was isolated by the single-step acid 
guanidinium thiocyanate-phenol-chloroform method. Next, 2 μg of RNA was 
reverse-transcribed using Moloney murine leukemia virus reverse 
transcriptase (Promega). Real-time PCR was carried out in the presence of 
SYBR Green I. Gene expression levels were normalized to glyceraldehyde-
3-phosphate dehydrogenase (GAPDH) levels. The primers used for real-
time RT-PCR were as follows: Per1 up, 5′-GTGTCGTGATTAAATTAGTCAG 
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-3′, Per1 dn, 5′-ACCACTCATGTCTGG GCC-3′; Per2 up, 5′-GCGGATGCTC 
GTGGAATCTT-3′, Per2 dn, 5′-GCTCCTTCAGGGTCCTTATC-3′; GAPDH 
up, 5′-CATGGCCTTCCGTGTTCCTA-3′, GAPDH dn, 5′-CCTGCTTCACCA 
CCTTCTTGA-3′.  
 
Chromatin immunoprecipitation  
WT and Bmal1-/- MEFs were treated with 0.1% ethanol or 1 μM DEX for 
1-hr and exposed to 1% formaldehyde for 10 min. Cells were collected and 
were made to swell with hypotonic buffer (5 mM PIPES, pH 8.0, 85 mM KCl, 
0.5% Triton X-100, 1 mM PMSF, 1 mM Na3VO4, 1 mM NaF, and protease 
inhibitor cocktail). After centrifugation, the nuclear pellet was lysed in 
nuclear lysis buffer (1% Triton X-100, 0.5% sodium deoxycholate, 0.1% 
SDS, 1 mM PMSF, 1 mM Na3VO4, 1 mM NaF, and protease inhibitor 
cocktail). The chromatin was sheared off by sonication to less than 500 bp. 
Precleared samples were immunoprecipitated with normal rabbit serum and 
anti-GR (Santa Cruz Biotechnology, Santa Cruz, CA, USA). The 
immunoprecipitated DNA was purified with phenol/chloroform. For PCR, the 
primers were as follows: Per1 GRE up, 5′-AAGGCTGTGTGCATGTCCT-3′, 
Per1 GRE dn, 5′-AGAGGGAGGTGACGTCAAAG-3′; Per2 GRE up, 5′-





Per2 recovery constructs were designed to express PER2-
LUCIFERASE fusion protein under WT or mutant Per2 promoter (-271 to 
+26 from the TSS). Adenoviral constructs were generated according to the 
manufacturer’s instructions (Invitrogen). To determine the effects of the WT 
or mutant viruses, Per2-/- MEFs were seeded in 35-mm culture dishes, and 
the adenoviruses were added after 24-hr. To analyze the circadian patterns 
of PER2, we recorded luminescence at 36°C with 5% CO2 using a real-time 
luminescence monitoring device after a 2-hr DEX treatment.  
 
Statistical analysis 
Data were analyzed by one-way analysis of variance (ANOVA) with 
Tukey post-hoc tests using GraphPad Prism software (GraphPad Prism 
Software, Inc., La Jolla, CA, USA). A p-value of less than 0.05 was 




GC induces Per2 expression and delays the circadian phase  
Many signaling pathways regulate clock gene expression (Balsalobre et 
al., 2000b; Izumo et al., 2006). To examine the effects of GC on Per2 
expression, I treated Per2::luc knock-in MEFs with DEX, forskolin, dibutyryl 
cyclic AMP (dbcAMP), ionomycin, or horse serum and compared the 
oscillation profiles by recording real-time bioluminescence. DEX 
significantly increased PER2 protein levels, with a peak at approximately 
10-hr after treatment, whereas the other stimuli did not elicit gene 
expression (Figure 3A). Moreover, the phase of PER2 oscillation was 
significantly delayed in the DEX-treated group (Figure 3B). To verify the 
functional role of GR on DEX-mediated Per2 expression, Per2::luc knock-in 
MEFs were cotreated with RU486 (a GR antagonist). Both DEX-induced 
PER2 expression and the delay in phase were completely blocked by 
RU486 (Figure 3C and D). These results indicated that the intact GR 
activity was required for the regulation of Per2 expression and delay in the 
circadian phase. Consistently, the induction of Per1 and Per2 mRNA 
expression was also blocked by RU486 treatment, indicating that those 
genes were regulated by GC at the transcriptional level (Figure 3E). 
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Interestingly, the induction profile of Per1 expression by DEX occurred 
more rapidly than that of Per2. Moreover, Per1 expression was elicited by 
other signals that did not increase Per2 levels (Figure 4) (Yamamoto et al., 
2005a). Hence, although Per1 and Per2 are immediate early genes and 
have a certain redundancy of function in relation to circadian rhythm, they 
may produce different outputs depending on the combination of different 
signal transduction pathways activated. These results suggested that GC-
induced Per2 expression was responsible for the phase delay. Therefore, I 
investigated the molecular mechanism of GC-mediated Per2 induction and 
its relevance to the regulation of circadian rhythms. 
 
Identification of the GC-responsive region in the Per2 promoter 
To determine whether GC-induced Per2 expression was regulated by 
the promoter region, I compared DEX-stimulated oscillation profiles of 
Per2::luc knock-in and Per2 promoter-driven luciferase (Figure 5A). 
Although the overall profile of Per2::luc knock-in was delayed, compared to 
that of Per2 promoter activity, the inductive and circadian oscillatory 
patterns exhibited very similar profiles. This result indicated that the 5′ 
upstream region of Per2 gene was sufficient for DEX-mediated Per2 
induction and circadian oscillation. To narrow down the precise region 
required for Per2 induction, I generated serially deleted promoter constructs 
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(Figure 5B). Although the basal promoter activities of Per2 (-241)::dsluc and 
Per2 (-201)::dsluc were decreased, the fold induction by DEX treatment 
was maintained up to Per2 (-201)::dsluc. However, when the region from -
201 to -171 was deleted, the fold induction was completely blocked (Figure 
5C). These effects were also demonstrated by the recording of real-time 
bioluminescence. The induction and oscillation profiles of Per2 (-271)::dsluc 
were almost the same as those of the full length promoter, i.e., Per2 (-
1671)::dsluc, but, Per2 (-201)::dsluc and Per2 (-171)::dsluc were not 
induced (Figure 6). Interestingly, these deletion mutants maintained their 
circadian oscillations, but without Per2 induction, implying that distinct 
mechanisms regulate the induction event and subsequent oscillations. 
 
The conserved region containing the overlapping GRE and E-box is 
responsible for Per2 induction 
Circadian clock genes are highly conserved in mammals (Emery et al., 
1998; Huang et al., 2012; Zylka et al., 1998). To gain insight into the 
putative role of the GC-responsive region, I compared the 5′ upstream 
region of Per2 gene in several mammalian species. The proximal region of 
Per2 promoter was conserved in mice, humans, rats, cows, and monkeys 
(Figure 7). Sequence analysis revealed that the conserved regions contain 
a D-box, CCAAT-box, GC-box, and a putative GRE, which differed slightly 
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from the consensus sequence (5′-GGTACANNNTGT(T/C)CT-3′). I also 
found it to be overlapped with one of E-boxes (E2) by1-bp. To investigate 
the possibility of interaction between the two elements, I generated mutant 
constructs of Per2 (-271)::dsluc, the shortest construct exhibiting the same 
circadian oscillation and DEX responsiveness as the full-length promoter 
(Figure 9). The basal levels of the GRE mutant (GREmut) and E1 mutant 
(E1mut) were similar to the WT; however, the E2 mutant (E2mut) exhibited 
increased basal activity. As expected, GREmut completely blocked 
responsiveness to DEX. Interestingly, DEX responsiveness was also 
blocked in E2mut, whereas E1mut only partially decreased the fold induction 
(Figure 7B). These data suggested that the overlapping GRE/E2 (GE2) was 
crucial for DEX-mediated Per2 induction and E1 had only a moderate effect 
on this induction. 
To elucidate whether the functional interaction between the GRE and E-
box was generally found in GC signalling, I tested the effects of the GRE-E-
box interaction on the mechanism of Per1 induction. While mutations in 
GREs completely blocked Per1 induction, mutations in E-boxes did not 
affect this event (Figure 8). These results indicated that the functional 
interaction between GRE and E-box, as shown in the Per2 promoter, was 
not a general mechanism of GC signaling.  
To confirm that E-boxes on the Per2 promoter were responsible for the 
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binding of the circadian clock machinery, I examined CLOCK:BMAL1-
mediated transcriptional activities of these mutants. E1mut and E2mut partially 
impaired CLOCK:BMAL1 activities, while GREmut did not, despite its close 
proximity to E2 (Figure 7C). These results showed that while both E-boxes 
had functional roles in CLOCK:BMAL1-mediated transcriptional activity, 
GRE was not involved in mediating this effect. These results also implied 
that E-box-mediated transcriptional activity was closely related to GC-
induced Per2 expression. 
 
BMAL1 is essential for GC-mediated Per2 induction 
The functional interaction between the GRE and E-box suggested that 
BMAL1 might be involved in GC-mediated Per2 induction. To test this 
hypothesis, I generated Per2::luc knock-in MEFs of two genotypes (WT and 
Bmal1-/-) and compared the circadian profiles of these MEFs after DEX 
treatment. As shown in Fig. 9A, Bmal1-/- MEFs did not show circadian 
oscillation or responsiveness to DEX. Consistently, Per2 mRNA was not 
induced by DEX treatment in Bmal1-/- MEFs, while Per1 mRNA was 
increased (Figure 9B). To determine whether the abrogation of Per2 
induction in Bmal1-/- MEFs might be resulted from Per2 promoter activities, I 
performed reporter assays in WT and Bmal1-/- MEFs (Figure 9C). While 
Per1 promoter-driven luciferase activities were still increased by DEX 
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treatment in the absence of Bmal1, the induction of Per2 promoter driven-
luciferase activity was abolished in Bmal1-/- MEFs. To further examine these 
properties in relation to GRE-dependent mechanisms, I also tested mouse 
mammary tumor virus (MMTV) promoter activities in WT and Bmal1-/- MEFs. 
Similar to the result in the case of Per1, MMTV promoter activities were 
increased by DEX treatment in Bmal1-/- MEFs. These data indicated that 
BMAL1 was critical for DEX-induced Per2 expression, and this was distinct 
from the general GRE mechanism of action. 
 
BMAL1 regulates GR occupancy in the GRE of Per2 promoter 
To further elucidate the effects of GR on Per2 promoter, I performed a 
reporter assay with the DNA binding mutant of GR (DBDmut) (Kassel and 
Herrlich, 2007; Mikuni et al., 2007). DBDmut decreased DEX responsiveness 
of Per2, MMTV, and Per1 promoters (Figure 10A). To investigate the direct 
binding of GR to Per2 promoter region and the role of BMAL1 in Per2 
induction, I performed chromatin immunoprecipitation (ChIP) assays in WT 
and Bmal1-/- MEFs. The recruitment of GR to the GRE in Per2 promoter 
was increased by DEX treatment in WT MEFs, but was completely absent 
in Bmal1-/- MEFs (Figure 10B). However, GR occupancy of Per1 promoter 
was increased not only in WT MEFs but also in Bmal1-/- MEFs. I also 
analyzed GR occupancy of the GBS in the Per2 intron region (So et al., 
 38 
2009). Similar to the effect observed in Per1 gene, GR occupancy in the 
intronic GBS of Per2 gene was increased by DEX treatment in WT and 
Bmal1-/- MEFs. Although the binding of GR to both Per1 GRE and Per2 
GBS was increased by DEX treatment in both MEFs, the amount of 
immunoprecipitated DNA in Bmal1-/- MEFs was decreased than that in WT 
MEFs, possibly due to low levels of GR in Bmal1-/- MEFs (Figure 11). 
Consistent with the results of the ChIP assay, GBS-mediated luciferase 
activities were increased by DEX treatment in WT and Bmal1-/- MEFs 
(Figure 12). These data suggested that BMAL1 was required for the binding 
of GR to the GRE in Per2 promoter, but was not critical for the binding of 
GR to the GBS in Per2 intronic region. Considering the complete absence 
of Per2 induction in Bmal1-/- MEFs, GE2 in Per2 promoter was epistatic to 
the intronic GBS in GC-mediated Per2 induction. 
 
An imperfect palindromic GRE confers the reliance on the overlapping 
E-box 
The GRE in Per2 promoter differs from the palindromic GRE sequence 
by 4 bp (5′-AGAACANNNTGTTCT-3′). It has been reported that GR has a 
higher binding affinity for the palindromic GRE than for the imperfect 
palindromic sequence and that the palindromic GRE decreases the need 
for the activities of accessory factors (Scott et al., 1998). To test the 
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possibility that the imperfect palindromic sequence of Per2 GRE leads to 
dependency on the E-box, I generated palindromic GRE mutants (GREPal) 
with E1 or E2 mutations (Figure 13A). When the Per2 GRE sequence was 
replaced with the palindromic sequence, DEX responsiveness was still 
maintained. Interestingly, additional mutations of E-boxes to GREPal 
(GREPalE1mut and GREPalE2mut) did not decrease the GC responsiveness of 
Per2 promoter, although their basal promoter activities were reduced 
(Figure 13B). This is different from the original Per2 promoter. Therefore, 
these results suggested that the imperfect GRE sequence increased the 
reliance on the transcription factor BMAL1.  
In addition, I also swapped two E-boxes to analyze the role of the E-box 
in the function of the GRE (Figure 13A). The swapped construct showed 
increased basal activities but maintained the fold induction (Figure 13C). 
Hence, the sequence of E-box only controlled the basal promoter activity 
and was not informative for GRE action. Rather, it is likely that the distance 
between GRE and E-box is an important factor for GE2 elements. 
 
Impaired Per2 induction cannot delay the circadian phase 
To evaluate the physiological relevance of Per2 induction, I conducted a 
rescue experiment. First, I examined the oscillation patterns of Per2 
promoter constructs. After stimulation with DEX, all of the reporter 
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constructs displayed circadian oscillation patterns; however, this induction 
was not observed in GREmut or E2mut (Figure 14A). The mutant reporters 
exhibited a slightly advanced phase compared with the WT reporter, as 
previously described (Figure 14B) (Akashi et al., 2006; Yamajuku et al., 
2010). Using these constructs, I generated adenoviruses expressing the 
PER2::LUC fusion protein (PER2 REC) driven by WT or mutant promoters 
(GREmut and E2mut). Per2-/- MEFs were recovered by these viruses, and the 
bioluminescence was recorded after DEX treatment. The PER2 RECWT 
responded to DEX treatment and exhibited similar profiles to PER2::luc 
knock-in MEFs. However, PER2 RECGRE mut or PER2 RECE2 mut did not 
display inductive profiles and failed to exhibit a delay in the circadian phase 
compared to the WT (Figure 15A and B). Although mutant reporter activities 
were slightly advanced as compared with WT reporter activity, the 
functional recovery constructs displayed a more pronounced difference 
between WT and mutant reporters, indicating that the induction of the PER2 
regulated the circadian phase (Figure 14A and B). Therefore, these data 
suggested that DEX-mediated Per2 induction was a crucial step in 





Figure. 3. DEX induced prominent Per2 induction and the delayed 
phases of circadian rhythm. (A) Per2::luc knock-in MEFs were treated 
with the indicated synchronizing signals for 2-hr and bioluminescence was 
measured. Ethanol (0.1%; sky line), DEX (1μM; black line), DMSO (0.1%; 
gray line), forskolin (10μM; green line), dbcAMP (1mM; dark cyan line), 
ionomycin (1μM; purple line), medium change (mustard-colored line), and 
serum shock (medium containing 50% horse serum; red line). (B) The 
phase of the second peak was measured for all stimuli in (A) (*, P<0.05; 
n=3). (C) PER2::luc knock-in MEFs were treated with RU486 (5μM) in 
combination with DEX for 2-hr. Ethanol (sky line), DEX (black line), RU486 
(pink line), RU486 + DEX (dark red line). (D) The phase of the second peak 
was measured for all stimuli in (B) (*, P<0.05; n=4). (E) WT MEFs were 
treated with ethanol or DEX for 2-hr with or without RU486. Cells were 
harvested at the indicated times, and Per1 and Per2 mRNA levels were 
analyzed using real-time PCR. Each value was normalized to the GAPDH 
expression level (n=4). Values are the mean ± standard error of the mean 


















Figure. 4. Acute responses of Per1 promoter to treatment with several 
compounds. WT MEFs were transfected with Per1-dsluc and treated with 
ethanol (0.1%; dotted line), DEX (1μM; solid line), DMSO (0.1%; short 
dashed line), forskolin (10μM; long dashed line), or ionomycin (1μM; dash-

































Figure. 5. Serial deletion analysis of the mouse Per2 promoter. (A) 
Comparison of the bioluminescence profiles after DEX treatment between 
the Per2::luc knock-in MEFs (left) and WT MEFs, which were transfected 
with Per2 promoter driven-luciferase of approximately 1.7 kbp (right). (B) 
Schematic diagram of the mouse Per2 promoter serial deletion constructs. 
Nucelotides are numbered from the transcription start site. (C) DEX-
responsiveness was analyzed in Per2 serial deletion mutants. WT MEFs 
were transfected with the serial deletion mutants and treated with ethanol 
(0.1%; white bar) or DEX (1μM; black bar) for 10-hr, which elicited maximal 
Per2 induction (left). Fold induction was calculated by dividing the luciferase 
activities in the DEX-treated group with those in the ethanol-treated group 
(right). Values are the mean ± standard error of the mean (SEM) of three 
























Figure. 6. Circadian oscillation patterns of Per2 promoter serial 
deletion mutants. WT MEFs were transfected with Per2 promoter serial 
deletion mutants: Per2 (-1671)::dsluc, Per2 (-271)::dsluc, Per2 (-201)::dsluc, 
or Per2 (-171)::dsluc. After 2-hr DEX (1μM) treatment, Per2 promoter 
























Figure. 7. Both GRE and E-box were required for Per2 induction. (A) 
Sequence alignment of the proximal Per2 promoter region of some 
mammalian species, including mouse (M. musculus), human (H. sapiens), 
rat (R. norvegicus), cow (B. Ttaurus), and monkey (M. mulatta). The 
conserved regions are shaded gray. Several putative cis-elements are 
indicated, and two E-boxes are named E1 and E2. The asterisk indicates 
the mutated base. (B) DEX-responsiveness of GRE and E-box mutants. 
WT MEFs were transfected with WT or mutant constructs and treated with 
ethanol (0.1%; white bar) or DEX (1μM; black bar) for 10-hr (left). Fold 
induction was calculated by dividing the luciferase activities in the DEX-
treated group with those in the ethanol-treated group (right). (C) 
CLOCK:BMAL1-mediated transcriptional activation of GRE and E-box 
mutants. Fold induction was calculated by dividing the luciferase activities 
in CLOCK:BMAL1-transfected group (black bar) with those in pcDNA3-
transfected group (white bar). Values are the mean ± standard error of the 
















Figure. 8. DEX responsiveness of Per1 did not depend on E-box. (A) 
Schematic diagram of Per1 promoter constructs. (B) WT or mutant 
constructs (GRE or E-box mutant) of the Per1 promoter were transfected 
into WT MEFs. Cells were harvested after treatment with ethanol (0.1%) or 
DEX (1μM) for 10-hr. Luciferase activities were normalized to renilla 
luciferase activities, and the fold induction was calculated as the ratio of the 
value of the DEX-treated group versus that of the ethanol-treated group. 
Values are the mean ± standard error of the mean (SEM) of three or four 

























Figure 9. BMAL1 was necessary for Per2 induction. (A) Per2::luc knock-
in MEFs with a WT (left) or Bmal1-/- (right) genetic background. 
Bioluminescence was recorded after DEX (1μM) treatment. (B) WT and 
Bmal1-/- MEFs were treated with ethanol (0.1%) or DEX (1μM) for 2-hr. 
Cells were harvested at the indicated times and Per1 and Per2 mRNA 
levels were analyzed by real-time PCR. Each value was normalized to the 
GAPDH expression level (n=4). (C) Per1-luc, Per2-luc, and MMTV-luc were 
transfected into WT (black bar) or Bmal1-/- MEFs (white bar), and cells were 
treated with ethanol (0.1%) or DEX (1μM) for 10-hr. Luciferase activities 
were normalized to the renilla luciferase activities, and the fold induction 
was calculated by dividing the luciferase activities in DEX-treated group 
with those in ethanol-treated group (n=3). Values are the mean ± standard 
error of the mean (SEM) of three or four independent experiments 















Figure 10. BMAL1-dependent binding of GR to Per2 promoter. (A) WT 
GR or DBDmut with MMTV-luc, Per1-luc, and Per2-luc were transfected into 
WT MEFs. Cells were treated with ethanol (0.1%; white bar) or DEX (1μM; 
black bar) for 10-hr. Luciferase activities were normalized to renilla 
luciferase activities. Values are the mean ± standard error of the mean 
(SEM) of three independent experiments performed in triplicates. (B) WT 
and Bmal1-/- MEFs were treated with ethanol (0.1%; VEH) or DEX (1μM; 
DEX) for 1-hr. Chromatin was extracted from the harvested cells, and 
chromatin immunoprecipitation assays were performed with normal rabbit 
serum (NRS) or anti-GR. Immunoprecipitated DNA was analyzed using the 
primer sets for Per1 GRE, Per2 GRE and Per2 GBS. Enrichment of GR 
binding was measured by the agarose gel electrophoresis (upper panel) 
and quantified by real-time PCR (lower panel). Values are the mean ± 























Figure 11. Decreased GR levels in Bmal1-/- MEFs. WT and Bmal1-/- 
MEFs were harvested after treatment with ethanol (V; 0.1%) or DEX (D; 






































Figure 12. GBS responded to DEX in the absence of BMAL1. (A) The 
intron region containing GBS was subcloned into an SV40 promoter driven-
luciferase (GBS-SV40P). (B) This construct was transfected into WT and 
Bmal1-/- MEFs, and cells were harvested after treatment with ethanol 
(0.1%) or DEX (1μM) for 10-hr. Luciferase activities were normalized to 
renilla luciferase activities, and the fold induction was calculated as the ratio 
of the value of the DEX-treated group versus that of the ethanol-treated 
group. Values are the mean ± standard error of the mean (SEM) of three or 




























Figure 13. The effects of the palindromic GRE and swapped E-boxes 
on GC-mediated Per2 induction. (A) Schematic diagram of Per2 promoter 
mutants. (B,C) DEX-responsiveness of Per2 promoter mutants indicated in 
(A). WT MEFs that were transfected with the reporters were treated with 
ethanol (0.1%) or DEX (1μM) for 10-hr. Fold induction was calculated by 
dividing the luciferase activities in the DEX-treated group with those in the 
ethanol-treated group. Data are represented as the mean ± standard error 
of the mean (SEM). Three independent experiments were done in 
























Figure 14. Circadian oscillation patterns of Per2 induction mutant 
reporters. (A) WT or Per2 induction mutant reporters (GREmut or E2mut) 
were transfected into WT MEFs. Cells were treated with DEX (1μM) for 2-hr, 
and bioluminescence was recorded by the real-time luminescence 
monitoring. (B) The phase of the second peak was measured for WT and 
Per2 induction mutant reporters. Values are the mean ± standard error of 



























Figure 15. Per2 induction mutants cannot delay the circadian rhythm 
(A) Per2-/- MEFs were recovered with Per2 adenoviruses, in which the 
expression of Per2 was regulated by its own promoter. WT (Per2 RECWT; 
solid line), GRE mutant (Per2 RECGRE mut; long dashed line), E2 mutant 
(Per2 RECE2 mut; short dashed line). Bioluminescence was recorded after 2-
hr of DEX treatment. (B) The phase of the second peak was measured (**, 
P<0.01; n=3). Data are represented as the mean ± standard error of the 












In Chapter I, I investigated the molecular mechanisms of Per2 induction 
by GC signaling and its regulatory effects on circadian rhythms. The 
induction of Per2 expression by DEX was mainly mediated by the 
overlapping GRE and E-box (GE2). From our understanding of this 
molecular mechanism, I demonstrated that Per2 induction was crucial for 
delaying the circadian phase.  
Among the clock proteins, the fluctuation of PER expression is thought 
to be crucial for generating circadian oscillation (Chen et al., 2009; Lee et 
al., 2011; Numano et al., 2006; Yamamoto et al., 2005b). In this regard, it is 
expected that the resetting process requires an alteration in PER 
expression in order to generate new rhythms at the initial stage. In fact, 
various resetting stimuli increase Per1 and Per2 levels, while other 
resetting signals, such as glucose and exercise, lower their expression, 
respectively, both in vitro and in vivo (Hirota et al., 2002; Maywood et al., 
1999; Yannielli et al., 2002). Several studies have endeavoured to 
substantiate the importance of the induction of Per1 and Per2 in the light-
induced phase resetting using Per1- or Per2-knockout mice, but the exact 
roles of Per1 and Per2 in the resetting process remain controversial. This 
inconsistency may arise from the fact that the mutant mice used by the 
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research groups were different, and global Per-knockout mice have 
additional defects besides resetting function defects (Albrecht et al., 2001; 
Bae and Weaver, 2003; Cermakian et al., 2001; Wakamatsu et al., 2001). 
Thus, to understand the functional importance of the rapid response of Per1 
and Per2, only the specific site responsible for the resetting signal should 
be mutated. In this respect, the present study attempted to clarify the 
molecular mechanisms of Per2 induction and thereby investigate the 
precise roles of the initial response of Per2 in the regulation of subsequent 
circadian rhythms. 
GC-induced Per2 expression was unique in that it required the additional 
transcription factor BMAL1 for the binding of the GR to the GE2 element. 
Previous studies revealed that GRE activity was interrupted by other 
overlapping transcription factor binding sites. For instance, the GRE in the 
osteocalcin gene promoter, which overlaps with all the sequences of the 
TATA boxes, blocks the binding of the general transcription factor IID and 
represses transcription (Strömstedt et al., 1991). In a case similar to that of 
Per2, the cAMP-responsive element (CRE) and E-box (CRE/E-box) of the 
cyclooxygenase-2 (COX-2) gene overlap by 2 bp. Endotoxin-induced COX-
2 gene expression accompanies the activity of the CRE/E-box, in which 
each element induces a higher level of gene expression than the 
overlapped sequence (Calomme et al., 2004). In contrast, neither GRE nor 
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E2 of Per2 responded to DEX alone, and only their interaction induced 
Per2 expression (Figure 7B). To the best of our knowledge, this is the first 
report of a positive regulatory mechanism, in which the GRE overlaps with 
other transcription factor binding elements. From a structural viewpoint, this 
mechanism suggests the cooperative binding of overlapping elements. A 
previous study showed that GR binds to CLOCK in a ligand-dependent 
manner, and I also observed direct binding of BMAL1 and GR (data not 
shown), indicating that the physical interaction between GR and 
CLOCK/BMAL1 heterodimer can occur (Nader et al., 2009). However, 
these data cannot answer the question of how this mechanism applied to 
GE2 on Per2 promoter. Due to the immediate vicinity of GRE and E2 
elements, it is likely that BMAL1 and GR do not bind to GE2 at the same 
time, but instead do sequentially. Nevertheless, there still exists the 
possibility that the inherent GRE sequence in Per2 promoter enables the 
transcription factors to bind at the same time (Meijsing et al., 2009). To 
clarify this structural issue, further studies are needed. 
Moreover, this mechanism differs from the general GRE action. A 
previous report suggested that the canonical GRE activity is repressed by 
CLOCK:BMAL1 through the histone acetyl transferase activities of CLOCK, 
and consistent with this, I found that the MMTV or Per1 promoter can 
respond to DEX, regardless of the activity of BMAL1 (Figure 9A) (Nader et 
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al., 2009). In contrast, Per2 cannot be induced in the absence of BMAL1, 
implying that this mechanism clearly distinct from the canonical GRE 
mechanism. It is possible that the imperfect palindromic GRE sequence in 
Per2 promoter increases the need for the involvement of other transcription 
factors (Figure 10B). In fact, many genes have GRE and E-box in tandem 
(Reddy et al., 2007). This suggests that these genes are regulated in a 
gene-specific manner according to the fidelity of the sequences and the 
distance between the GRE and E-box. 
The previous report suggested that the activation of CLOCK:BMAL1 is 
involved in serum shock-induced Per1 expression (Jung et al., 2003; Shim 
et al., 2007). Moreover, the present study revealed that BMAL1 was 
necessary in GC-mediated Per2 induction. Therefore, the studies reported 
by our group suggest that the CLOCK:BMAL1 heterodimer regulates 
several pathways involved in the resetting process, although it is mainly 
shown to be a positive regulator of circadian clock genes. Furthermore, 
each of the resetting signals is likely to generate diverse phases of the 
circadian rhythm by modulating the expression levels of Per1 and Per2 
according to the gene-specific functional interaction between the 
CLOCK:BMAL1 heterodimer and the specific mediator of the resetting 
signals, such as GR  and CRE-binding protein (CREB) (Travnickova-
Bendova et al., 2002). 
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Previous studies have reported that the regulation of circadian timing is 
achieved by a fine-tuning of circadian clock components at the 
transcriptional level. At least three cis-elements, including the morning-time 
element (E-box), day-time element (D-box), and night-time elements (RRE), 
are thought to control this timing. For instance, the peak expression of Cry1, 
which is adjusted by the combinatorial regulation of D-box and RRE in 
addition to E-box, exhibits a certain delay relative to that of Per2, which is 
mainly controlled by E-box (Ueda et al., 2005; Ukai-Tadenuma et al., 2008; 
Ukai-Tadenuma et al., 2011). Furthermore, I propose that GRE is another 
regulatory element involved in the modulation of circadian timing. It is 
thought that when the resetting stimuli, i.e., GC, is given, the cooperative 
interaction between GRE and E-box determines the phase of Per2. Indeed, 
the phase-delaying role of E2 has been previously suggested in several 
studies. Akashi et al. reported that the proximal Per2 promoter region 
consists of a phase-delaying region and an oscillation-driving region. Using 
a serial deletion analysis of the Per2 promoter, they found that the phase-
delaying region comprises from -386 to -106 from the TSS and that the 
oscillation-driving region comprises a region from -105 to +1 (Akashi et al., 
2006). The oscillation-driving region contains a non-canonical E-box (E1), 
which is an essential and sufficient element for the generation of rhythm, 
while the phase-delaying region contains GE2 (Yoo et al., 2005). Yamajuku 
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et al. demonstrated similar results in that the region from -161 to -143, 
which contains E2, was shown to be responsible for the phase delay 
(Yamajuku et al., 2010). Although they used different stimuli (i.e., serum 
shock and dbcAMP), the E2-containing region was thought to be 
responsible for the phase delay. Consistent with this, I also found that E2mut 
advances the circadian rhythm of Per2 in DEX-treated cells. Therefore, on 
the basis of my data and previous studies, DEX-dependent induction of 
Per2 expression likely accompanies the long-lasting activation of GE2. 
Although the mutated recovery constructs failed to delay the circadian 
rhythm, the phase difference between the WT and mutant constructs was 
not as large as that of Per2::luc knock-in cells, which were treated with DEX 
and other signalling molecules (Figure 3A and 15A). There are a number of 
plausible reasons for this. First, clock genes other than Per2 can affect the 
resetting process. Previous studies reported that GC induces Per1 
expression and downregulates Rev-erbα (Torra et al., 2000; Yamamoto et 
al., 2005a). Although I found that Per1 expression, which was stimulated by 
different signaling molecules, did not exhibit remarkable differences 
between treatments, there was a slight time lag between the stimuli, that 
may support the phase delaying effect (Figure 4) (Balsalobre et al., 2000b). 
GC-induced down-regulation of Rev-erb α can also directly or indirectly 
affect phase regulation. Second, it is likely that the excluded region in our 
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recovery constructs was involved in this mechanism. A previous report 
showed that Per2 induction does not occur in Per2Brdm1 cells, which lack a 
genomic region of approximately 2 kb containing a GBS; however, my 
constructs did not contain a GBS (So et al., 2009). Therefore, it is feasible 
that Per2 induction may be collectively regulated by the interaction between 
the two elements, GE2 and GBS. To accurately understand how GE2 and 
GBS regulate GC-mediated Per2 induction, further studies need to be 
conducted using modified BAC clones or the whole genome. 
The proximal Per2 promoter region is highly conserved in mammals and 
zebrafish (Vatine et al., 2009). This region includes a non-canonical E-box 
(E1) that is sufficient for self-sustained circadian rhythm generation and D-
box that is implicated in higher amplitude generation (Yamajuku et al., 
2010; Yoo et al., 2005). In addition, I found that GE2 in this region is also 
conserved in mammals, but only 5 bp (CATGG) in the middle of the GRE 
sequence is conserved in zebrafish (Vatine et al., 2009). Although zebrafish 
has a hypothalamic-pituitary-interrenal (HPI) axis that regulates cortisol 
release in fish, its exact role in the circadian rhythm remains largely 
unknown. Considering that its peripheral cells can respond to the light 
directly and that the zebrafish Per2 rhythm depends on the LD cycle, it is 
conceivable that the GC-regulated Per2 induction mechanism evolved 
because peripheral tissues do not receive direct photic input (Tamai et al., 
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2005). 
Many people suffer from sleep disturbances, as well as metabolic and 
cardiovascular disorders in relation to chronobiological problems that arise 
under various circumstances, including jet lag and shift work. These 
disturbances are related to phase misalignment in the master and/or 
peripheral clocks (Harrington, 2010; Kolla and AUGER, 2011; Park et al., 
2011). GC is generally accepted as a strong synchronizer of the SCN and 
peripheral tissues, and an altered GC rhythm is closely related to a variety 
of circadian disorders. People suffering from Cushing syndrome, diabetes, 
depression, obesity, Alzheimer’s disease, and metabolic syndrome exhibit 
an altered GC rhythm and abnormal circadian (Cermakian et al., 2011; 
Chung et al., 2011; Dickmeis, 2009; Herichova et al., 2005; Tahira et al., 
2011).. This might be due to a dysregulation of GC-regulated clock genes, 
including Per1 and Per2 (Barclay et al., 2012). 
In conclusion, this study provides evidence that Per2 induction is 
responsible for circadian phase delay through a novel regulatory 
mechanism. It is expected that these findings will help in the effort to 
achieve a better understanding of the physiological changes that occur in 















Glucocorticoid (GC) hormone regulates the expression of target genes 
through the direct binding of the activated GR to the GRE. This action 
mechanism can be modulated by other transcription factors according to 
the promoter context. In the present study, I investigated the global 
regulatory patterns of Bmal1, which is a circadian transcription factor, on 
GC-responsive genes. From the microarray data analyses by 2-way 
ANOVA, I found that more than half of GC-responsive genes exhibited 
different GC-responsiveness in Bmal1-/- MEFs. Among Bmal1-modulated 
GC-responsive genes, most of them showed decreased fold change in 
Bmal1-/- MEFs. Pathway enrichment analysis exhibited that there were no 
specific pathways for Bmal1-modulated GC-responsive genes. However, 
other gene ontology enrichment analysis showed that Bmal1-modulated 
GC-responsive genes were highly related to terms, glycoprotein, oxidation-
reduction, response to stimulus and extracellular region, while non-Bmal1-
modulated GC-responsive genes were related to terms, intracellular, 
protein binding and intracellular signal transduction. Therefore, these data 
suggest that GR action mechanism, which is modulated by Bmal1, may be 
involved in several specific biological processes. 
 
Keywords: glucocorticoid, Bmal1, microarray  
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INTRODUCTION 
GC hormone regulates diverse physiology and behavior, including 
development, metabolism, inflammation, homeostasis and cognition (Biddie 
et al., 2012). It modulates gene expressions through the GC receptor (GR), 
which is bound to the multimeric complex containing hsp90, p23 and Src in 
the absence of GC and is released from the complex and translocates to 
the nucleus upon exposure to GC (Revollo and Cidlowski, 2009). Then, 
numerous target genes are activated or repressed according to the 
promoter and cellular contexts (John et al., 2008; So et al., 2007). Activated 
GRs directly recognize a consensus DNA sequence, GRE or nGRE to 
activate or repress the transcriptional activity (Kassel and Herrlich, 2007). 
When some of transcription factor binding sites are located in the vicinity of 
the GRE, the GR crosstalks with other transcription factors to positively or 
negatively modulate the transcriptional activity. It is also possible that 
tethering of GR to DNA-bound other transcription factors regulates the 
transcriptional activities (Kassel and Herrlich, 2007). 
Bmal1 is a key transcription factor in the transcriptional and translational 
feedback loops of the mammalian circadian clock. It heterodimerizes with 
CLOCK on the E-box to turn on the transcription. Although there is not 
much information about the crosstalk between Bmal1 and other 
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transcription factors, the previous study suggested that Bmal1 differentially 
modulated the transcriptional activity of the GR depending on target genes 
(Cheon et al., 2013). Therefore, in this study, I attempted to investigate the 





MATERIALS AND METHODS 
Cell culture and RNA preparation 
Wild type and Bmal1-/- mouse embryonic fibroblast cells (MEFs) were 
prepared from day 13.5-day post coitum (dpc) and were spontaneously 
immortalized (Todaro and Green, 1963b). Cells were cultured in Dulbecco’s 
s Modified Eagle Medium containing 10 % fetal bovine serum, 100 units 
penicillin and 100 µg/ml streptomycin at 37°C under 5 % CO2. To prepare 
RNA for the microarray experiment, confluent WT and Bmal1-/-MEFs were 
stimulated with 0.1% DMSO or 1μM DEX for 6-hr. Total RNA was extracted 
by TRIZOL reagent (Invitrogen) according to the manufacturer’s instructions.    
 
Microarray and statistical analysis 
Microarray experiments using triplicate RNA samples were conducted 
at Macrogen Inc. (Seoul, Korea). After RNA purity and integrity were 
checked by the denaturing gel electrophoresis and the analysis of OD 
260/280 ratio and OD 260/230 ratio, 550ng of total RNA was reverse-
transcribed to cDNA using a T7 oligo(dT) primer. Second-strand cDNA was 
synthesized, in vitro transcribed and labeled with biotin-NTP using Illumina 
TotalPrep RNA Amplification Kit (Ambion, Austin, TX). Labeled cRNAs 
were hybridized to Illumina MouseRef-8 v2 Expression BeadChip (Illumina, 
Inc., San Diego, CA) for 16-18 hr at 58°C. Hybridized signals from 
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Amersham fluorolink streptavidin-Cy3 (GE Healthcare Bio-Sciences, Little 
Chalfont, UK) were scanned by an Illumina bead array Reader confocal 
scanner according to the manufacturere’s instructions. Data were exported 
and analyzed by Illumina BeadStudio v3.1.3 (Gene Expression Module 
v3.3.8). 
Array data were filtered by detection p-value <0.05 in more than 50% 
samples. Selected signal values from 11,603 probes was transformed by 
logarithm and normalized by quantile method. To merge signals of more 
than two probes for a gene, we selected one that showed maximum values 
of the fold change (the signal ratio of DEX-treated group versus vehicle-
treated group) in WT MEFs. To examine the effect of two factors (DEX 
treatment and Bmal1) on gene expression, we performed 2-way analysis of 
variance (ANOVA) with Tuckey’s HSD post-hoc test. For multiple testing 
corrections, each p value was adjusted by Benjamini-Hochberg false 
discovery rate (FDR). All data analysis was conducted in R software 
(version 2.4.1). 
 
Gene clustering and gene ontology enrichment analysis 
Hierarchical clustering was performed by complete linkage and 
Euclidean distance as a measure of similarity with normalized values by 
average of signals from each gene. To divide genes into several groups 
according to basal expression and responsiveness to DEX, we applied self 
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organizing tree algorithm (SOTA). Clustering analyses were conducted in 
MultiExperiment Viewer (MeV) 4.9.0 (http://www.tm4.org/mev.html). 
Pathway and gene ontology enrichment analysis were performed in the 
Database for Annotation, Visualization and Integrated Discovery (DAVID). 
The terms were selected based on FDR adjusted p-value < 10%. The 
analysis results of gene ontology enrichment for biological process were 
visualized by REVIGO (http://revigo.irb.hr/). 
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RESULTS 
Bmal1 is a global regulator for DEX responsiveness 
To examine global effects of Bmal1 on DEX responsiveness, I designed 
the microarray experiment using WT and Bmal1-/- MEFs after vehicle or 
DEX treatment. About 65% of total valid probes showed the significantly 
different expression level between WT and Bmal1-/- MEFs (Figure 16A and 
B). DEX treatment altered about 17% of gene expression levels, but when 
the cut-off value of fold change was restricted to above 1.2-fold, the 
expression levels of about 6% genes were significantly up- or down-
regulated (Figure 16B and D). To identify the subset of genes, of which 
DEX responsiveness were affected by Bmal1, I analyzed the microarray 
data with 2-way ANOVA. The analysis results showed that 7.1% of total 
genes had the interaction effect between DEX treatment and Bmal1, 
because the expression levels of about 83% genes were not changed by 
DEX treatment (Figure 16C). Therefore, when the portion of genes that 
have the interaction effect between DEX treatment and Bmal1 in DEX 
responsive genes was calculated, it was increased to 57.7%, suggesting 
that many DEX responsive genes were regulated by Bmal1 in the activation 
of GC signaling pathway (Figure 17D).  
When DEX responsive genes were separately analyzed depending on 
the direction of DEX responsiveness, the proportion of genes that showed 
the interaction effect between DEX treatment and Bmal1 was different 
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(Figure 18A). In up-regulated genes by DEX treatment, about 65% genes 
showed the interaction effect, but in down-regulated genes by DEX 
treatment, about 49% genes did. The sub-categorization depending on the 
degree of the fold change exhibited that genes, which showed higher fold 
change, were more affected by Bmal1 than those that showed lower fold 
change (Figure 17B). 
 
Global interaction patterns of Bmal1 on DEX responsive genes 
To scrutinize the effects of Bmal1 on DEX responsiveness, I categorized 
DEX responsive genes into 4 groups, which are up-regulated genes that 
show the interaction effect, up-regulated genes that do not show the 
interaction effect, down-regulated genes that show interaction effect and 
down-regulated genes that do not show the interaction effect. Then, each 
group was sub-classified into 11 clusters using the self organizing tree 
algorithm (SOTA). 
Hierarchical clustering of up-regulated genes that show the interaction 
effect exhibited that DEX responsiveness was decreased in most of those 
genes (Figure 18A). Sub-classification by SOTA generated 11 types of gene 
expression patterns (Figure 18B-C and Table 1). Only about 10% of genes 
that belonged to clusters IU C,D and F showed similar patterns of DEX 
responsiveness in WT and Bmal1-/- MEFs. A common feature in these 
genes was that the basal expression level in vehicle-treated group of 
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Bmal1-/- MEFs was elevated or maintained (Figure 18C). However, other 
genes, which occupied about 90% and belonged to clusters IU A-B,E,G-K, 
had decreased or similar basal expression level and decreased DEX 
responsiveness in Bmal1-/- MEFs. Interestingly, up-regulated genes that do 
not show the interaction effect had different expression patterns. As the 
result of the statistical analysis presents, those genes exhibited similar DEX 
responsiveness in Bmal1-/- MEFs (Figure 19A). However, about 27% of 
those genes had slightly decreased basal expression level and most of 
them had similar or increased basal expression level in vehicle-treated 
group of Bmal1-/- MEFs (Figure 19B-C and Table 2). The patterns of down-
regulated genes were similar to those of up-regulated genes. The basal 
expression level of Bmal1-/- MEFs was decreased in about 83% of the 
down-regulated genes that have the interaction effect. Sub-classification by 
SOTA showed that almost all of them except those of clusters ID I-J lost the 
repression ability (Figure 20A-C and Table 3). In contrast, only about 23% 
of the down-regulated genes that do not have the interaction effect showed 
decreased basal expression level in Bmal1-/- MEFs (Figure 21A-C and 
Table 4). 
 
Gene ontology enrichment analysis with genes that have the 
interaction effect 
To examine the role of the interaction effect between Bmal1 and DEX 
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responsiveness, I performed the gene ontology annotation enrichment 
analysis with the list of genes that have the interaction. Those genes were 
highly involved in pathways in cancer and MAPK signaling pathway (Table 
5). But, the pathways were also enriched in genes that do not have the 
interaction effect, suggesting that genes that show the interaction effect 
were not related to specific signaling pathways. The results from Swit Prot 
(SP)-Protein Information Resource (PIR) keyword returned several 
functional keywords in related to the gene list (Table 6). The term 
phosphoprotein was enriched irrespective of whether genes have the 
interaction effect or not. An interesting point was that many other keywords 
were suggested for genes that show the interaction effect. Those genes 
were highly related to glycoprotein, signal, disulfide bond, secreted, 
oxidoreductase, iron etc. The cellular distributions of genes were distinctly 
different between two groups (Table 7). Whereas many genes that do not 
have the interaction effect were located in the cytoplasm, the extracellular 
region was suggested as the enriched site for genes that have the 
interaction effect. In terms of molecular function, many genes that have the 
interaction effect showed oxidoreductase activities and iron ion binding, 
while genes that do not have interaction effect were related to protein 
binding and transcription factor activity (Table 8). The gene ontology 
enrichment analysis regarding biological process indicated that most of 
DEX responsive genes were related to many types of developmental 
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process (Figure 22A and B). A distinctive feature was that genes that have 
the interaction effect were enriched in response pathway to the external 








Figure 16. Global effects of Bmal1 on DEX responsiveness. (A) 
Hierarchical clustering of gene expression of total probes were performed 
and the corresponding heat map was generated by the rainbow color 
scheme. Red represent high level expression and blue represent low level 
expression. Each group data were represented in parallel triplicate samples. 
(B) Venn diagram was generated using significant genes, which have 
adjusted p-value<0.05, after 2-way ANOVA with two variables (DEX 
treatment and Bmal1). Interaction means a complex effect of DEX 
treatment and Bmal1. (C) Pie graph represents what is the percentage of 
genes that show the interaction effect among total genes. (D) The pie graph 
represents what is the percentage of genes that show the interaction effect 

















Figure 17. Gene sets that show the interaction effect between DEX 
treatment and Bmal1 among DEX responsive genes. (A) Up-regulated 
(Up) or down-regulated (down) genes by DEX treatment were divided into 
two groups based on the interaction effect. Red color represents genes that 
show the interaction and blue color represents genes that do not show the 
interaction. Each group was subdivided according to the degree of the fold 
change. Brighter color means lower fold change. (B) Up-regulated (left) or 
down-regulated (right) genes were divided depending on the fold change. 
The percentage of genes that show the interaction was represented as the 




















Figure 18. Up-regulated genes that show the interaction effect 
between DEX treatment and Bmal1. (A) Among up-regulated genes by 
DEX treatment, 197 genes showed the interaction between DEX treatment 
and Bmal1. Those were clustered by the hierarchical clustering. (B) To 
categorize gene expression patterns, self organizing tree algorithm (SOTA) 
was applied for selected genes. Mean value of expression levels for each 
cluster was represented and hierarchical clustering was performed. (C) 
Expression graph for clusters (IU A~K) generated in (B). Each dot in the top 
and bottom line represents each sample. Expression levels of twelve 
samples including Triplicates for 4 experimental groups were connected by 














Figure 19. Up-regulated genes that do not show the interaction effect 
between DEX treatment and Bmal1. (A) Among up-regulated genes by 
DEX treatment, 107 genes did not show the interaction between DEX 
treatment and Bmal1. Those were clustered by the hierarchical clustering. 
(B) To categorize gene expression patterns, SOTA was applied for selected 
genes. Mean value of expression levels for each cluster was represented 
and hierarchical clustering was performed. (C) Expression graph for 
clusters (NU A~K) generated in (B). Each dot in the top and bottom line 
represents each sample. Expression levels of twelve samples including 




















Figure 20. Down-regulated genes that show the interaction effect 
between DEX treatment and Bmal1. (A) Among down-regulated genes by 
DEX treatment, 124 genes show the interaction between DEX treatment 
and Bmal1. Those were clustered by the hierarchical clustering. (B) To 
categorize gene expression patterns, SOTA was applied for selected genes. 
Mean value of expression levels for each cluster was represented and 
hierarchical clustering was performed. (C) Expression graph for clusters (ID 
A~K) generated in (B). Each dot in the top and bottom line represents each 
sample. Expression levels of twelve samples including Triplicates for 4 
















Figure 21. Down-regulated genes that do not show the interaction 
effect between DEX treatment and Bmal1. (A) Among down-regulated 
genes by DEX treatment, 115 genes do not show the interaction between 
DEX treatment and Bmal1. Those were clustered by the hierarchical 
clustering. (B) To categorize gene expression patterns, SOTA was applied 
for selected genes. Mean value of expression levels for each cluster was 
represented and hierarchical clustering was performed. (C) Expression 
graph for clusters (ND A~K) generated in (B). Each dot in the top and 
bottom line represents each sample. Expression levels of twelve samples 

















Figure 22. Gene ontology enrichment analysis for biological 
processes. Gene ontology enrichment was analyzed for genes that have 
the interaction (A) and genes that do not have the interaction (B). Gene 
ontology terms were visualized according to p-value and the generality of 
the gene ontology term. The bubble size indicates the generality of the term 
and the bubble color indicates the adjusted p-value. Highly similar terms 




















Table 1. Classification of up-regulated genes that show the interaction 







Table 2. Classification of up-regulated genes that do not show the 







Table 3. Classification of down-regulated genes that show the 






Table 4. Classification of down-regulated genes that do not show the 

































































In the present study, I found that Bmal1 affected about half of GC-
responsive genes by a 2-way ANOVA analysis, the most of which lost GC 
responsiveness in Bmal1-/- MEFs. Those genes were highly related to gene 
ontology terms such as glycoprotein, oxidation-reduction and response to 
stimulus, suggesting that Bmal1-modulated GC regulation might be 
involved in some specific biological processes. 
Previous studies reported that core clock genes affected the 
transcriptional regulation activity of GR. GRE-mediated transactivation 
could be modulated by the histone acetyltransferase activity of CLOCK, 
which induces the release of GR from GRE (Nader et al., 2009). Circadian 
repressors, Cry1 and Cry2, widely repressed GR-mediated transcriptional 
regulation (Lamia et al., 2011). These studies commonly proposed the core 
clock genes as negative regulators for the action of GR unilaterally. 
However, another study in my lab rendered the evidence of differential 
regulation of Bmal1 for the GR action according to the promoter (Cheon et 
al., 2013). In line with this, the present genome-wide study suggests that 
Bmal1 regulates GC-responsive genes in both directions. More than half of 
GC-responsive genes, including both up- and down-regulated genes, did 
not respond to DEX treatment when Bmal1 was absent.  
Different regulation patterns in GC-responsive genes may derive from 
several possibilities. Since GR has higher affinity to the palindromic GRE 
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compared to the non-palindromic sequence, non-Bmal1 dependent GC-
responsive genes are likely to have palindromic GREs (Scott et al., 1998). 
The distance between GRE and E-box is another variable for the functional 
interaction of Bmal1 and GR. While the GRE is overlapped with E-box by 1-
bp in Bmal1-modulated GC-responsive gene, Per2, five E-boxes locate 
away from the GRE in Per1 that can be induced by DEX in Bmal1-/- MEFs. 
Even in Per2 promoter, the GRE functionally interacts with the overlapped 
E-box, rather than distant E-box (Cheon et al., 2013). Considering previous 
ChIP-seq data, there is the other possibility of the particular motif for 
Bmal1-modulated GC-responsive genes (Uhlenhaut et al., 2012). This motif 
might pre-determine the chromatin opening and the occupancy of cofactors 
(John et al., 2011; Reddy et al., 2012; Uhlenhaut et al., 2012). 
Gene ontology enrichment analysis results exhibited that several terms 
regarding biological processes and functions were differentially abundant 
according to whether genes have the interaction effect between Bmal1 and 
DEX treatment or not (Figure 22 and Table 5-8). Although the present study 
could not examine all genes due to the invalid microarray signals, the 
results suggested that the functional interaction with Bmal1 of GC-
responsive genes was involved in response to the external stimuli. Contrary 
to this relationship, non-Bmal1-modulated GC-responsive genes were 
related to the endogenous stimuli (Figure 22). Because PAS family 
members are considered to be sensors of environmental and 
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developmental signals, it is plausible for Bmal1, or CLOCK:BMAL1 
heterodimer, to act as a sensor for the timed regulation or other external 
stimuli (Gu et al., 2000). The terms glycoprotein and oxidoreductase activity 
were also related to Bmal1-modulated GC-responsive genes, implying 
some possibility that those biological processes result from the recognition 
of environmental changes (Figure 22, Table6 and 8). 
The present study revealed that the global regulatory patterns of GC-
responsive genes were affected by Bmal1 in MEFs. The proportion of 
Bmal1-modulated GC-responsive genes was more than expected, 
suggesting that we have to consider this mechanism in general for studying 
GC actions. Particularly, further studies, with respect to several enriched 
gene ontology terms regarding to Bmal1-modulated GC-responsive genes, 
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일주기시계는 생명체의 생리 및 행동을 약 24시간의 주기로 조절해
주는 내재적인 생물학적 시계이다. 포유류의 일주기시계는 계층구조를 
이루는데, 중추시계가 말초시계를 조절하는 것으로 알려져 있다. 중추시
계는 뇌의 시상하부에 있는 시신경교차상핵으로, 신경 혹은 체액성 인자
들을 통해 말초시계를 동기화한다. 동기화 인자들 중 가장 중요한 호르
몬은 글루코코르티코이드 (glucocorticoid, GC) 인데, 이는 호르몬의 분비
가 일주기리듬을 가지고 있으며, 중추시계를 제외한 거의 모든 세포에 
도달하여, 일주기시계를 조절할 수 있는 능력을 가지고 있기 때문이다. 
GC는 Period1 (Per1)과 Period2 (Per2)와 같은 일주기 시계 유전자를 
직접 조절한다. 이 중 Per1의 프로모터 상에는 GC 반응서열 (GRE)가 
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잘 밝혀져 있었으나, Per2의 프로모터 상에서는 GRE가 알려져 있지 않
았다. 본 연구에서는 GC가 다른 동기화 신호들에 비해 가장 강력하게 
Per2의 발현을 유도하며, 일주기리듬의 위상이 늦어지게 하는 현상을 발
견하였다. 또한, Per2 프로모터 상에서 GRE를 발견하였으며, 이 반응서
열이 E-box와 1개의 염기서열이 겹쳐있는 것을 발견하였는데, 흥미롭게
도 GRE 돌연변이 뿐만 아니라 E-box 돌연변이 또한 GC에 대한 반응성
을 나타내지 못하였다, E-box 결합인자 중 하나인 Bmal1이 제거된 
(Bmal1-/-) 세포주에서 역시 GC에 의한 Per2의 발현 유도 현상이 감소하
여, 일주기시계 인자인 Bmal1이 GC에 의한 Per2의 전사 활성을 일으키
는 데에 필요하다는 것을 알게 되었다. Per1과 쥐 유선종양 바이러스 
(mouse mammary tumor virus)와 같은 GRE를 포함하는 다른 유전자들의 
프로모터는 Bmal1-/- 세포주에서도 GC에 대한 반응성이 감소하지 않는 
것을 볼 때, Per2의 반응 기전은 독특한 것으로 생각되었다. 염색질 면역
침강 (chromatin immunoprecipitation) 실험을 통해 알아본 결과, Bmal1은 
Per2 프로모터의 GRE에 GC 수용체가 결합하는데 영향을 미치는 것으
로 보인다. 또한, GRE에 의한 Per2 발현 조절의 중요성을 알기 위해, 
Per2 결함 (Per2-/-) 세포주에 아데노바이러스를 이용하여 GRE 돌연변이
를 도입한 Per2 프로모터를 통해 Per2가 발현되게 하여 세포주를 회복
시키면, GC에 대한 Per2의 반응성이 감소하면서 일주기리듬의 위상이 
앞당겨짐을 확인하였다. 따라서, 본 연구는 GC가 Bmal1과의 상호작용을 
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통해 Per2 프로모터의 GRE 활성을 조절하여 일주기리듬의 위상이 변화
하는 것을 밝혀냄으로써, 일주기리듬의 조절기전을 밝혀내었다. 
Per2와 같이 Bmal1에 의해 GC의 활성에 영향을 받는 유전자들이 
많이 있을 것으로 생각되어, 추가로 마이크로어레이 실험을 수행하였다. 
정상 세포주와 Bmal1-/- 세포주에 합성된 GC인 dexamethasone을 처리
한 뒤, 마이크로어레이 실험을 수행한 결과를 이원분석법 (2-way 
ANOVA)을 통해 분석하였다. 그 결과, GC에 반응하는 유전자들 중, 절반 
이상이 GC에 반응하는 데에 있어서 Bmal1에 영향을 받는 것을 알게 되
었다. 이 유전자들이 특정 기능에 집중적으로 연관되어 있는지 생물정보 
프로그램을 이용하여 분석해 본 결과, 외부자극에 대해 반응하는 유전자 
및 당질화 및 산화·환원과 관련된 유전자들이 많이 포함되어 있었다. 즉, 
본 연구에서는 유전체 전체적으로 GC의 작용기전에 Bmal1이 많은 영향
을 미치고 있다는 것을 밝혀내었으며, 그 중에서도 외부 신호 전달, 당
질화, 산화·환원 과정과 연관되어 있음을 알아내었다. 이는 앞으로 GC의 
작용 기전에 대한 이해 및 GC와 생체시계와의 상호작용 연구에 많은 도
움이 될 것으로 기대된다. 
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