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...
Ithaka gave you the marvelous journey.
Without her you wouldn’t have set out.
She has nothing left to give you now.
And if you find her poor, Ithaka won’t have fooled you.
Wise as you will have become, so full of experience,
you’ll have understood by then what these Ithakas mean.
Constantine P. Cavafy, Ithaka
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ABSTRACT
Neural oscillations, including rhythms in the beta1 band (12-20 Hz), are impor-
tant in various cognitive functions. Often brain networks receive rhythmic input at
frequencies di↵erent than their natural frequency, so understanding how neural net-
works process rhythmic input is important for understanding their function in the
brain. In the current thesis we study a beta1 rhythm that appears in the parietal
cortex, focusing on the way it interacts with other incoming rhythms, and the impli-
cations of this interaction for cognition. The main part of the thesis consists of two
stand-alone chapters, both using as a basis a biophysical neural network model that
has been previously proposed to model the parietal beta1 rhythm and validated with
in vitro experiments.
In the first chapter we use a reduced version of this model, in order to study its
dynamics, applying both analytic and numerical methods from dynamical systems.
We show that a cell can respond at the same time to two periodic stimuli of unrelated
frequencies, firing in phase with one, but with a mean firing rate equal to the other, a
consequence of general properties of the dynamics of the network. We next show nu-
merically that the behavior of a di↵erent cell, which is modeled as a high-dimensional
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dynamical system, can be described in a surprisingly simple way, owing to a reset
that occurs in the state space when the cell fires. The interaction of the two cells
leads to novel combinations of properties for neural dynamics, such as mode-locking
to an input without phase-locking to it.
In the second chapter, we study the ability of the beta1 model to support memory
functions, in particular working memory. Working memory is a highly distributed
component of the brain’s memory systems, partially based in the parietal cortex. We
show numerically that the parietal beta1 rhythm can provide an anatomical substrate
for an episodic bu↵er of working memory. Specifically, it can support flexible and
updatable representations of sensory input which are sensitive to distractors, allow
for a read-out mechanism, and can be modulated or terminated by executive input.
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Preface
One of my favorite Greek poems is Ithaka, by Constantine Cavafy. The title is a
reference to Homer’s Odyssey and the struggle of the hero Odysseus to reach his
home, the island of Ithaka, after a war expedition is over. The main point of Cavafy’s
poem is that the journey, rather than the destination, is what carries the most value.
Cavafy is telling Odysseus to hope that the road is a long one, full of adventure. He
is advising him not to haste, and to take the opportunity to stop at new harbors, at
Phoenician trading stations and Egyptian cities, to gather knowledge and experiences
alike.
The analogy I want to make must be clear; the journey is the PhD studies and
this dissertation is the destination. From the beginning I was eager to take Cavafy’s
advice, knowing that the time that I had to spend on this was too long not to allow
deflections from the road, not to enjoy the process, and to focus only on reaching
the destination. Looking back, I can confidently say that I didn’t rush to reach my
destination and made sure the road was full of adventure. Although I had chosen
a topic of research from early on and there was a clear path to follow, I didn’t shy
away from studying other topics that I found exciting, from pursuing other research
projects, from putting energy and excitement into teaching, from making personal
time to enjoy what life was o↵ering, even from taking long breaks to remind myself
what non-academic (non-work) life is like.
The things that I learned and the ways that I grew both as a person and as a
researcher are di cult even to begin to describe. Some very concrete examples are
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two new languages I learned, and a fruitful research collaboration, independent of my
thesis research. The latter is also just one example of how becoming a researcher is
a creative process; it is not the formal requirements of the PhD degree that make
you one, but rather all the experiences gained and skills developed from the unique
opportunities that arise on the way. In Cavafy’s terms, taking time to explore what
one encounters on the way, rather than reaching one’s destination, is what makes
a journey successful. But then, one might ask, what is the purpose of having a
destination? I’ll leave Cavafy answer that.
I should mention that all this adventure during the journey was possible thanks to
my advisor, Nancy, who always encouraged my endeavors, even when it meant that I
would spend less time on the work we were doing together. For her, the growth of her
students as independent researchers and their well-being are at least as important as
producing results in the research that she is supervising.
Another reason to thank Nancy is that I learned a lot from her, not just in terms
of academic knowledge, but in terms of how to do research. A question that she
often asked when someone was presenting an idea was the following: “What is the
question, to which this is the answer?” This phrase summarizes her view that the goal
of research is to advance knowledge by solving meaningful problems. Questions should
come first, methods second. Nancy also emphasized the e cient communication of
the results and their importance, both in publications and in oral presentations. All
this was a constant challenge for me that I was happy to take on, since I recognized
the value of the skills learned.
Regarding other people to thank, it is hard to make a comprehensive list. Some of
the people that I have to mention are the following: Miles Whittington, my coauthor
in one of the projects related to this thesis; Stephanie Jones for her comments that
made this thesis better; Pantelis Analytis, with whom I collaborated for the first
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time as an equal partner, getting a glimpse of what it is like to be an independent
researcher; the members of the neural dynamics group, from whom I have learned a
lot over the years, with special thanks to Jon Cannon who helped me get going in my
first year; my students, for reinforcing my excitement for teaching mathematics; all
the members of the math department at BU, especially the other graduate students,
who contributed to creating a nice environment for everyone; my friends in the various
parts of the world for reminding me in the dim days what it is that we are living for;
S. and S., for making some of these days a lot brighter; and of course my parents,
Petros and Maria, for whom anything I say would be an understatement of the role
they’ve played in my life.
Alexandros Gelastopoulos
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traces on the left). The timing inputs given to the three cells are
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3·1 The beta1 network model. (a) The network. Each circle represents a
population of cells of the same type. There are 80 RS cells, and 20 cells
of each of FS, SI, and IB, with connectivity as shown in the picture; re-
verse arrowheads denote excitatory synapses, while filled circles denote
inhibitory synapses (also see Methods). da: apical dendrite, db: basal
dendrite, a: axon (b) Rastergram of a simulation of the network in
(a). Each line corresponds to a single cell with each dot corresponding
to a spike. Both superficial and deep layers exhibit a beta1 rhythm,
but out of phase. (c) Power spectra of RS and IB cells. Note that
peaks around 27Hz and 40Hz are harmonics of the beta1 band peak
(13− 14 Hz), but in the case of RS cells they are accentuated, because
of some extra firing in-between cycles. (d) Crosscorrelogram of RS
and IB spikes. IB cells tend to fire around 40ms after and 30ms before
RS cells. (e) We include 8 columns, each with the same characteris-
tics as in (b) and represented by a different color, except that the last
four columns are less excitable, modeling the fact that they haven’t
received any prior sensory input. There are weak connections between
pyramidal cells of both deep and superficial layers of different columns
(see Methods), but they do not result in activation of the less excitable
columns, although noise induces some minimal activity in them. Black
lines in (c,d): average of 10 simulations. Gray lines: ±1 s.d. AU:
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3·2 Rhythmic input to the deep layers synchronizes beta1 columns. (a)
We include 8 copies of our original beta1 column, each with the same
characteristics as in Figure 3·1 and represented by a different color.
There are weak connections between pyramidal cells of both deep and
superficial layers of different columns (see Methods). (b-d) The same
input is given to the deep layers of each of the columns, of frequency
(b) 15 Hz, (c) 25 Hz, or (d) 40 Hz, lasting from 600− 750 ms (spikes
in black line). (e) Power spectrogram during the input presentation
(600− 750 ms). The top-down input makes the columns synchronize,
increasing their power in the frequency of the input, except that in the
case of gamma input RS cells are less active. (f) Power spectrogram
after the input presentation (900 − 1200 ms). Beta1 power peak is
significantly higher compared to pre-stimulus when the input frequency
is 15 Hz (RS cells +251%, p = 0.00077, IB cells +218%, p = 0.001)
or 40 Hz (RS cells +92%, p = 0.038, IB cells +98%, p = 0.038), but
not when input frequency is 25 Hz (RS cells +74%, p = 0.1, IB cells
+60%, p = 0.16). However, beta2 power peak is significantly higher in
the 25 Hz input case, compared to the corresponding peak pre–timulus
(RS cells +217%, p = 0.0013, IB cells +194%, p = 0.0017). All p-
values refer to Wilcoxon rank-sum text. For each condition, n=10.
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3·3 Columns that are not active at beta1 do not join the cell assembly
formed by top-down input. As in Figure 3·2, we include 8 columns, but
the last four are less excitable (see Supplementary Methods) and give a
15 Hz input to the deep layers of columns 1, 2, 5, and 6. Columns that
are neither active at beta1 nor receive the top-down input (columns 7
& 8) remain silent. Columns that are not active at beta1 but receive
the top-down input (columns 5 & 6) are active only while the top-down
input lasts. For clarity, columns are numbered only for RS cells. . . . 69
3·4 Simulation of a network of two uni-directionally connected columns.
Each column is as in Figure 3·1, except that RS tonic current is initially
lower for column 2, and increased to normal value at around 500ms
(see Methods). IB cells of column 1 synapse onto IB cells of column
2. (a) Rastergram. Cells in the two columns are distinguished by
blue (column 1) and red colors (column 2). Initially, pyramidal cells
only in the deep layers of the two columns are synchronized, while
the RS cells of column 2 are silent. When the second column is fully
activated, and after a transient interval, the entire columns coordinate.
(b) Power spectra of RS and IB cells (both columns) before (200−500
ms) and after (700−1000 ms) the increase in column 2 RS tonic drive.
Beta1 power of RS cells is 5.27 times higher (p = 1.8 · 10−4 , Wilcoxon
rank-sum test), and beta1 power of IB cells 31% lower (p = 1.8 · 10−4)
in the ‘after’ condition. (c) Crosscorrelation of RS/IB cells with the
corresponding cells of the other column, before (only for IB) and after
the increase in column 2 RS tonic drive. Black lines in (b,c): average
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3·5 Starting at 300ms, the tonic input to the RS cells is gradually reduced
(see Methods). The network turns off after about 100ms. The result
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lines: ±1 s.d. AU: arbitrary units. . . . . . . . . . . . . . . . . . . . . 76
C·1 (a) Rastergram of a simulation of the network with 65Hz input (red
trace) to 1/4 of the RS cells (and all of the FS cells, but weaker).
(b) Crosscorrelogram of RS and IB spikes before (200 − 400 ms) and
during the input presentation (400 − 800 ms) for the simulation in
(a). As with 40Hz input (Figure 3·7a,b), the IB cells fire about 40 ms
after the RS cells, even when the RS cells are entrained to the gamma
rhythm. (c,d) Same as (a,b), but for 90Hz input. Now the IB cells
also often fire shortly after the RS cells. Black lines in (b,d): average
of 10 simulations; gray lines: ±1 s.d. AU: arbitrary units. . . . . . . . 92
xxxiv
C·2 Rhythmic input to the deep layers is less efficient in synchronizing
beta1 columns, if its duration is too short. (a-c) As in Figure 2 of
the main text, the same input is given to the deep layers of each of
8 beta1 columns, of frequency (a) 15 Hz, (b) 25 Hz, or (c) 40 Hz,
but now lasting from 600 − 700 ms (blue arrows). (d) As in (a-c),
but for a non-rhythmic, single-pulse input. (e) Power spectrogram
after the input presentation (900− 1200 ms). Beta1 power peak is not
significantly higher compared to pre-stimulus when the input frequency
is 15Hz (RS cells +63.3%, p = 0.24, IB cells +61.9%, p = 0.19), 25Hz
(RS cells +54.7%, p = 0.16, IB cells +74.4%, p = 0.16), or for a
single-pulse input (RS cells 4.2%, p = 0.79, IB cells 19.8%, p = 1), It
is significantly higher compared to pre-stimulus when input frequency
is 40Hz (RS cells +124%, p = 0.017, IB cells +147%, p = 0.017).
Beta2 power peak is significantly higher only in the 25Hz input case,
compared to the corresponding peak pre-stimulus (RS cells +125%,
p = 0.0173, IB cells +124%, p = 0.014). All p-values refer to Wilcoxon
rank-sum text. For each condition, n = 10. AU: arbitrary units. . . . 93
xxxv
List of Abbreviations
AMPA . . . . . . α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor
EEG . . . . . . Electroencephalogram
FS . . . . . . Fast spiking
IB . . . . . . Intrinsically bursting
L2/3 . . . . . . Layers 2/3
L5 . . . . . . Layer 5
LTS . . . . . . Low-threshold spiking
NMDA . . . . . . N-methyl-D-aspartic acid
PC . . . . . . Parietal cortex
PFC . . . . . . Prefrontal cortex
PRC . . . . . . Phase-response curve
RS . . . . . . Regularly spiking
S2 . . . . . . Secondary somatosensory cortex
SI . . . . . . Slow inhibitory
VIP . . . . . . Vasoactive intestinal peptide
WM . . . . . . Working memory
xxxvi
1Chapter 1
Introduction
Neural oscillations are ubiquitous in the brain and are thought to play important roles
in cognition [23, 72, 110]. In this thesis we focus on a rhythm of frequency about
15Hz (beta1 band) that appears in the parietal cortex [95], and for which a biophysical
model is available [73]. We study its dynamical properties, in particular the way it
responds to periodic input of frequency different than its natural frequency, as well
as the implications of these dynamics for cognition, in particular working memory.
The two main chapters of the thesis (Chapters 2 and 3) are each self-contained. Here
we give a brief overview of the context and the goal of the thesis.
Historical context
Brain rhythms were first recorded in humans in 1924 by Hans Berger, who was also
the inventor of the electroencephalogram (EEG) [16]. He introduced the terms alpha
and beta waves to describe oscillatory patterns in the brain’s electrical activity of
frequencies about 9-11 Hz and 28Hz, respectively. Already from Berger’s recordings
it was apparent that brain rhythms correlated with brain function. He discovered,
for example, that alpha rhythms were reduced during sleep, while altered EEGs were
associated with various pathological conditions, such as Alzheimer’s disease, multiple
sclerosis, and epilepsy [17]. There is now a wealth of evidence that brain rhythms are
important both in normal brain function [23] and in many cognitive disorders [9, 109].
Berger knew that the electrical activity that he was recording extracranially was
2the result of the combined electrical activity from individual neurons. Neurons are
the principal cells of the nervous system, in particular of the brain. Each neuron ex-
hibits an electric potential difference between the two sides of its cell membrane (i.e.
between the inside and the outside of the cell), called the membrane potential. By
the beginning of the 20th century it was already known that the electric properties
of neurons were due to the flow of ions through the cell membrane [78], most impor-
tantly sodium and potassium cations, but a quantitative description of this flow was
lacking. This had to wait until 1952 and the seminal work of Hodgkin and Huxley,
who introduced a biophysical model of a neuron, now named after them, based on
experiments with the squid giant axon [60].
Hodgkin and Huxley modeled the cell membrane as an electric circuit, explicitly
including the sodium and potassium currents, along with a leakage current and a ca-
pacitance. Based on data from novel electrophysiological experiments, they were able
to accurately describe the dynamic conductance of each of the currents, and finally
came up with a four-dimensional system of differential equations that predicted the
evolution of the membrane potential, in particular the shape of the action potentials,
the large and very brief deflections of membrane potential that carry neural signals.
Apart from a breakthrough in our understanding of the electric properties of neurons,
their work was also a milestone for computational neuroscience. Their model is still
in use today in its original form, and it is also the basis for other types of neuron
models.
Inhibition-based rhythms
A Hodgkin-Huxley neuron that is sufficiently excited can fire action potentials peri-
odically, thus exhibiting oscillatory activity. But it is not immediately clear how the
oscillatory activity of single neurons can lead to macroscopic oscillations of electrical
activity in the containing medium. For this to occur, a large number of cells would
3have to synchronize their activity. A simple way for this to happen is through direct
electrical coupling between neurons [14], but such a mechanism is rather inflexible,
as in this case individual control of neurons is significantly reduced.
One of the early influential attempts to provide an alternative mechanism for
population level oscillatory activity was by Wilson & Cowan, who considered two
interacting populations of neurons, one excitatory and one inhibitory, and showed
the existence of limit cycles that corresponded to oscillatory population activity [117].
Although Wilson & Cowan did not explicitly model individual neurons, subsequent
work showed that oscillations could also emerge in networks of biophysical neuron
models, like the Hodgkin-Huxley neurons, with the key ingredient being the existence
of a population of inhibitory cells that together inhibit all neurons in the network (see
[115] for a review of inhibition-based rhythms). This generalized inhibition means
that no firing can occur for some time, and that when it decays just enough, a
large number of cells fire approximately synchronously. In particular, this leads the
inhibitory cells to fire synchronously and start a new round of inhibition. The result
is an oscillatory activity, with the frequency determined by the strength and decay
time of the inhibition.
Parietal beta1 rhythm
Models like the Wilson-Cowan can produce rhythms, but they are simple and don’t
in general match physiological data, which are surprising and complex, and it is hard
to see how they can be reproduced by a model that is too simple. This was the case
with the data that led to the beta1 rhythm model proposed in [73] and studied in
this thesis. The rhythm was observed in vitro in the parietal cortex of the rodent
brain [95]. One characteristic of this rhythm was that different cell types fired at
different phases of the oscillation. The computational model of Kramer et al. [73]
included four types of cells following Hodgkin-Huxley type dynamics, and connected
4in a way based on known anatomy of the parietal cortex. The beta1 period (≈ 65ms)
was the result of a concatenation of two intervals of inhibition, with different types
of cells firing at the end of each of these intervals. This way the model was able to
reproduce the phase differences observed experimentally, and it was also rich enough
to match data from several different experimental conditions. Studying such a model
has turned out to teach us about the mathematics of interacting rhythms as well as
give us new ideas about how the brain works.
Thesis synopsis
The goal of my thesis was two-fold. First, I studied the dynamics of the parietal beta1
rhythm model of Kramer et al. [73], in particular its response to oscillatory input.
This was motivated by the fact that rhythms in the brain are believed to support
neuronal communication [13, 20, 51]. Specifically, input from one brain region to
another is often oscillatory. The parietal beta1 rhythm, as shown in [73], depended
on the interactions of all cell types involved. It was thus expected that driving a
subset of the cells with an external rhythm of a different frequency would disrupt this
rhythm. However, it turns out that this is not necessarily the case. In particular,
the beta1 rhythm can continue undisrupted, while incorporating a higher frequency
rhythm. In Chapter 2 I study mathematically the cell dynamics that make this
possible. Specifically, I show how the excitatory input interacts with the inhibition
intrinsic to the network to give rise to some counter-intuitive network behavior. The
material there follows that of [53].
The second aim of the thesis was to study the possible role of this rhythm for brain
function, in particular for working memory. Working memory is one of the brain’s
memory systems, responsible for storing information temporarily during a task, and
making it available for processing [7]. It consists of several components, one of which
is believed to be the episodic buffer [4]. However, the localization of the episodic buffer
5in the brain and its underlying physiology is not known. The in vitro experiments
in [73] suggested that the parietal beta1 rhythm constituted some form of memory
of previous activity. Specifically, the beta1 rhythm formed only following a period
of induced increased excitation, but it lasted long after this excitation was removed.
Motivated by this, in Chapter 3 I propose that the parietal beta1 rhythm can serve
as an anatomical and physiological substrate for the episodic buffer. Using the model
from Kramer et al. [73] and considering various scenarios relevant to working memory,
I show that this rhythm can support the functions required from an episodic buffer.
The material in this chapter follows that of [54].
As a whole, the work in this thesis contributes to the understanding of the mech-
anisms underlying neural oscillatory activity, and shows how such an understanding
can help uncover the role of neural rhythms in cognition.
6Chapter 2
Interactions of multiple rhythms in a
biophysical network of neurons
2.1 Introduction.
Neural oscillations are ubiquitous in the brain and are thought to play important roles
in cognition [23, 110, 72]. Moreover, different brain networks often communicate with
one another via neural oscillations [13, 20, 51]: periodic firing of the neurons of one
network can serve as input to another network.
Here we focus on a rhythm of frequency about 15Hz (beta1 band) that appears
in the parietal cortex and has been studied both in vitro [95] and with a combination
of modeling and experiments [73]. The reasons for this focus are multiple. First, the
parietal cortex is a hub that receives inputs from multiple brain regions; it receives
sensory input from various cortices, which it manipulates and then passes on to other
brain structures [56, 77]; it also receives executive commands from the prefrontal
cortex that modify its function [37]. Therefore, studying the way oscillatory input
affects the parietal cortex is important for understanding its interactions with other
cortices.
A second reason why we study this network is that beta1 rhythms are suggested
to be involved in many cognitive computations [44, 13]. The specific beta1 rhythm
we study has memory-like properties [71]. Third, in studying its ability to retain
memories in the presence of a new stimulus, we found that the beta1 rhythm was not
7disrupted even if certain cells were driven by external inputs at different frequencies
[54]. This was surprising, because this rhythm has been shown to depend on the
interactions among all cell types involved [73], so driving a subset of the network
(cells of a certain type) at a different frequency was expected to destroy the beta1
rhythm.
For all the above reasons, we decided to investigate further the properties of this
rhythm, in particular its response to oscillatory input. We focused on input in the
gamma band (30−100 Hz), because sensory input is often turned into such a rhythm
[12], and inputs from the prefrontal cortex can also be in this range [13].
In studying the properties of the response of the beta1 model to gamma input,
we made some surprising observations that we were able to address mathematically.
First, we observed that one type of cell (SI cell, see Section 2.2.2.1), which in the net-
work happens to be stimulated by two roughly periodic sources, is able to fire in phase
with the first, but at a rate equal to the frequency of the second. The phenomenon
combines aspects both of simple entrainment of a cell to an (excitatory) input [108]
and of inhibition-based rhythms [115], but differs from both in fundamental ways
(see Discussion). We show that the mechanism does not depend on the biophysical
details of the cell, but it is rather a consequence of a few simple properties of the
dynamics and the network topology. We note that a key assumption (based on nu-
merical observations) is that the cell may only fire at discrete times (when it receives
the excitatory input), and this, in particular, means that phase-response curve theory
(see next paragraph) is not suitable.
The second surprising result was that the behavior of another cell (IB cell, see
Section 2.2.2.1), which is modeled as a high-dimensional dynamical system, could be
approximately described by a phase-response curve (PRC)-like map [100]. The PRC
method, in its simplest version, describes the time that an oscillating cell fires as a
8function of the phase when it receives a stimulus, the basic assumption being that
the cell is on or sufficiently close to its limit cycle when the stimulus arrives. The
IB cell involves several state variables with time constants longer than the interval
between successive stimuli it receives, so there is in principle no reason why it should
return to its limit cycle in the time between stimuli1. Still, the time that the cell
fires is approximately determined by the timing of the last stimulus only, making a
PRC-like description possible. We found that the reason for this is a reset of its state
that occurs when the cell fires, causing it to effectively forget much of its history.
Unlike in some simpler models [21], this reset is not hard-coded in our model, but a
consequence of the dynamics that occur during an action potential.
Moreover, because this reset is not always to exactly the same state, for certain
parameter values another interesting phenomenon takes place: while the cell fires
consistently n times in every m cycles of a periodic input, for some integers n,m
(a property called mode-locking [34]), the phases at which it fires vary seemingly
randomly and unpredictably (that is, no phase-locking), even in the absence of any
noise. Our analysis suggested that the reason for this is that the number of spikes
in a burst of the IB cell is highly sensitive to the cell’s state at the time it receives
a stimulus. Unlike in studies of the Hindmarsh-Rose neuronal model [102, 83], this
sensitivity could not be explained by the PRC.
Finally, the dynamics of the SI and IB cells together could help explain another
property of our network: the two cells always fire alternately (for certain parameter
ranges), and when the network is excited by a periodic input, their common firing
rate is often a rational multiple of the input’s frequency, even in cases when the IB
cell is not firing periodically (see previous paragraph).
Regarding the implications of our results for brain function, in [54] we have argued
1Extensions of the PRC theory, like second order PRC or functional PRC, were not applicable
in our case. See Discussion.
9that the ability of this system to process a new rhythm while retaining an established
one, combined with other properties, makes it a good candidate for a physiological
substrate of a working-memory buffer [4]. The details of the mechanism studied in the
current paper suggest time-division multiplexing as another possible function, which
is highly relevant to the role of the parietal cortex of combining inputs from multiple
sources.
In order to simplify the analysis and highlight the interesting phenomena de-
scribed above, we used two reduced versions of the model of the beta1 rhythm from
[73, 54]. In Section 2.2 we introduce the model and the two versions we analyzed.
Section 2.3 is concerned with the simplest version. Here we study the phenomenon
of the SI cell firing in phase with one periodic stimulus and at a frequency dictated
by another. Section 2.4 deals with the second version of the model. Here we study
numerically the dynamics of the IB cell and show how these dynamics, combined with
our understanding of the SI cell from the simpler version of the model, can explain
the interaction of the two cells with each other and with the periodic input.
2.2 The model.
2.2.1 Motivation.
The model we use is an adapted version of a model for a neural rhythm that appears
in the parietal cortex [73]. It consists of a network of cells (neurons) of four different
types, each with unique characteristics, connected in a way that mimics the known
connections of such cells in the brain (Figure 2·1a). This network can produce sus-
tained oscillations of about 15Hz (in the beta1 band), that rely on the interactions
between cells of different type (Figure 2·1b). In [54] we showed that when part of
the network is excited by an oscillatory input at a frequency of around 40Hz (gamma
band), this rhythm can be incorporated into the network, while the beta1 oscillation
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continuous to exist (Figures 2·1c and 2·1d) and the two rhythms interact with each
other in a non-trivial way. In this paper we study this interaction in detail and look
for general principles that underlie the mechanism. Although in [54] the network
consisted of a large number of cells, here we use only one cell of each type, in order to
simplify the analysis. As explained below, the resulting network of four cells exhibits
the same qualitative behavior as the initial one.
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Figure 2·1: The model and a property that motivated our study.
(a) The network model. Large circles denote neurons and lines denote
synapses. Filled circles (for inhibitory synapses) or inverted arrows (for
excitatory synapses) specify the postsynaptic (target) cell. In the IB
cell we distinguish four compartments: the soma (circle in the middle),
the axon (a), the apical dendrite (da), and the basal dendrite (db). See
text for details. (b) Rastergram of a simulation, modified from [54].
Each line corresponds to a single cell. In this simulation, there are 80
RS cells and 20 cells of each other type. Each dot denotes an action
potential (see Section 2.2.3). All cell populations are firing periodically,
at a frequency of about 15Hz. (c) A pulsatile 40Hz input is given to
a subset of the RS cells. (d) Simulation of the network with input
(modified from [54]). The input is the red trace on top. The RS cells
that receive the input (20 cells at the top) are entrained to it, but other
cells continue at around 15Hz. Parameters for (b,d) are as described in
[54]. Compared to the networks in (a,c) there are also synapses from
RS to IB cells, which do not appear in the original model from [73] and
did not affect the results qualitatively.
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2.2.2 Description of the model.
Each cell is modeled as a Hodgkin-Huxley type neuron [60]: it is described by a system
of differential equations with state variables representing the membrane potential of
the cell and a number of gating variables that represent the degree to which certain
ionic currents are permitted to flow through the membrane. The connections between
the cells, also referred to as synapses, are directed, going from a presynaptic to a
postsynaptic cell, mimicking the directed nature of synapses in networks of neurons
in the brain. These are also modeled through differential equations, with a single state
variable per synapse. This variable controls the amount of synaptic current that flows
into the postsynaptic cell, but its dynamics are controlled by the membrane potential
in the presynaptic cell. The cells have no geometry, except that one of the cells
is modeled as consisting of four compartments, each following the Hodgkin-Huxley
dynamics and connected among themselves via electrical coupling (see Equation (2.4)
and the text preceding it). All other cells are single compartments.
We now give the general form of the equations for each cell/compartment. The
membrane potential V follows the equation (we use boldface characters for state
variables):
C · dV
dt
=− J − Isyn − Igap − Iext
− gL · (V − VL)
− gNa ·m30(V) · h · (V − VNa)
− gK ·m4 · (V − VK)
− gAR ·mAR · (V − VAR)
− gKM ·mKM · (V − VKM)
− gCaH ·m2CaH · (V − VCaH).
(2.1)
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Here C, J, , gL, gNa, gK , gAR, gKM , gCaH , VL, VNa, VK , VAR, VKM , VCaH are all constants
and m0(V) is a function of V. Isyn and Igap depend on the membrane potentials of
other cells/compartments and are described below (Equations (2.4) and (2.5)), while
Iext is an externally controlled input.
Each line after the first line models one ionic current. The first three are the
standard currents of a Hodgkin-Huxley model: L - leak current, Na - transient sodium
current, K - delayed rectifier potassium current. The rest of the currents, present only
in certain cells, are as follows: AR - anomalous rectifier current, also called h-current,
KM - M-current, CaH - high-threshold calcium current.
The gating variables follow first order dynamics, but with their equilibria and time
constants depending on V. More precisely, we have
dx
dt
=
1
τx(V)
· (x∞(V)− x) , where x = m,h,mAR, (2.2)
dx
dt
= αx(V) · (1− x)− βx(V) · x, where x = mKM,mCaH, (2.3)
where τx(V), x∞(V), αx(V), and βx(V) are functions of the membrane potential V.
The term Igap in Equation (2.1) models direct electrical coupling between different
compartments2 and is a sum of terms of the form (one for each compartment that
the compartment in question is coupled to)
g · (V −V′), (2.4)
where g is a constant and V′ is the membrane potential of the other compartment
involved in this electrical coupling.
The term Isyn in Equation (2.1) models chemical coupling (chemical synapses)
2The subscript “gap” stands for gap junction, also known as electrical synapse, which is the
structure that allows electrical coupling between cells. In our model, the electrical coupling is only
between different compartments of the same cell and is modeled in the same way.
13
between cells/compartments and is a sum of terms of the form
s · g · (V − V0), (2.5)
one for each incoming synapse, where g and V0 are constants and s is the synaptic state
variable associated with this synapse. The synaptic state variables follow first-order
dynamics which depend on the presynaptic membrane potential. More specifically,
ds
dt
= − s
τd
+
1− s
τr
· 0.5
(
1 + tanh
Vpre
10
)
, (2.6)
where τd and τr are constants, Vpre is the membrane potential of the presynaptic cell
(measured in mV), and tanh(·) denotes the hyperbolic tangent function.
The term Iext in Equation (2.1) models an externally applied current. Similarly
to Isyn, Iext will also be a sum of currents of the form of Equation (2.5), but the
dynamics of the state variable s will depend on an external potential Vext, instead
of the membrane potential of a presynaptic cell. That is,
ds
dt
= − s
τd
+
1− s
τr
· 0.5
(
1 + tanh
Vext
10
)
. (2.7)
In all cases Vext will be pulsatile and approximately periodic. More precisely, its
dynamics are described by
dVext
dt
=
−Vext
τext
+ (Vext,max −Vext) ·
∑
i
δ(t− ti), (2.8)
where τext and Vext,max are constants, ti are the times of the pulses, and δ(·) denotes
the Dirac delta function. When the input has nominal frequency f , the time ti+1− ti
between two pulses is normally distributed, independently for different i’s, with mean
1
f
and standard deviation σ
f
, where σ is a constant.
The values for all constants and the functions m0(V), τx(V), x∞(V), αx(V), and
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βx(V) are given in Chapter B.
2.2.2.1 Types of cells.
The four cells in our model are the following: regular spiking (RS), fast-spiking
(FS), slow inhibitory (SI), and intrinsically bursting (IB) neurons. The connectivity
is shown in Figure 2·1a. As in [73], the IB cell consists of four compartments: a
soma, an axon, an apical dendrite, and a basal dendrite. All other cells are single
compartments. We note that much of the complexity of the IB cell, which makes it
more biophysically realistic, does not necessarily lead to more complex behavior; in
Section 2.4 we show numerically that state resets lead to simple dynamics, effectively
reducing the dimension.
Details for the parameters used for each cell are given in Chapter B.
RS and IB cells are excitatory cells, meaning that synapses originating in them
(i.e. when they are the presynaptic cell) tend to increase the membrane potential of
the postsynaptic cell. FS and SI cells are inhibitory, so synapses originating in them
tend to decrease the membrane potential of the postsynaptic cell.
2.2.3 General behavior of the model.
2.2.3.1 Action potentials and synapses.
Figure 2·2 shows a simulation of the network, in particular the membrane potential
of the various cells/compartments. The fast increases and decreases of membrane
potentials are called spikes or action potentials. When the membrane potential crosses
some threshold value, typically around −40mV, the cell will always fire an action
potential, after which the membrane potential returns to subthreshold (< −40mV)
values.
Also notice in Figure 2·2 that the IB axon, when it fires, fires repeated action
potentials, or bursts. Other cells, due to different dynamics, tend to fire single action
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Figure 2·2: Simulation of the network shown in Figure 2·1a. Each
of the seven blue traces shows the membrane potential of one cell/
compartment. All cells fire periodically, with the RS, SI, and IB cells
having a frequency of about 15Hz, and the SI and RS cells being in
phase with each other.
potentials. The other compartments of the IB cell also fire single action potentials,
at the same time that the axon initiates a burst.
We also note that the FS and SI cells each have an inhibitory autapse, that is, a
synapse originating and ending on the same cell (Figure 2·1a). Synapses are activated
when the presynaptic cell fires, and their effect on the postsynaptic cell lasts for a
period of time, which depends on that synapse’s dynamics. Therefore, an inhibitory
autapse is activated when the cell fires and prevents it from firing again too soon. The
autapse of the SI cell has slower dynamics than that of the FS cell (see Chapter B for
details), thus inhibiting it for a longer time and significantly reducing the rate that
it can fire.
Assuming that a network of neurons has no electrical synapses with neurons exter-
nal to it, the main way it interacts with other networks is through chemical synapses
[90, Ch. 5] (but see [63]). Chemical synapses are generally insensitive to subthreshold
presynaptic membrane potentials (a fact that is reflected by Equation (2.6)). As a
result, the principal object of interest in studying the behavior of a network are the
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action potentials. Moreover, action potentials of a given cell typically have a specific
form, so it is customary to treat them as identical, discrete events and characterize
the behavior of the cell by their timing only (i.e. when the cells fire – see for example
[55]). The results in this paper show that the timing of the action potentials alone
can explain much of the behavior of the network.
2.2.3.2 Oscillations and input.
A pattern of activity that is often salient in neural networks is peaks in the power
spectrum at certain frequencies. As mentioned in the introduction, such patterns of
activity, often called neural oscillations or neural rhythms, are considered important
for many cognitive functions [8, 113]. Although there is much more to a neural
oscillation than its frequency, traditionally neural rhythms have been named based
on the frequency band that they cover. We’ll be using the terms beta1 and gamma
frequency, to mean oscillations of 12− 20 Hz and 30− 100 Hz, respectively.
In our network, all cells fire periodically, at a frequency of about 15Hz — a beta1
rhythm (Figure 2·2). Moreover, the RS and SI cells are in phase with each other, and
so are the IB and FS cells. This is similar to what is shown in Figure 2·1b, where
we have a large number of cells of each type, and each action potential is represented
by a single dot. Thus, our network of four cells reproduces the behavior of the larger
network in [54, 73].
Brain regions are believed to use rhythmic activity to communicate with one
another [13, 20, 51]. Therefore, in order to understand how one region/neural network
might affect another, we have to study how a rhythmic input signal is processed by
its target.
In [73] it is shown that, in the network of Figure 2·1a, the beta1 rhythm relies
heavily on the interactions and the phase relations between all types of cells involved
in the model. We would therefore expect that, if one of the cells was driven by an
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external input at a frequency other than beta1, that would destroy the beta1 rhythm
from the whole network. However, as shown in Figure 2·3, this is not the case.
Here, we give an excitatory input of frequency 40Hz to the RS cell (a gamma input).
This is motivated by the fact that sensory input often reaches excitatory cells in the
superficial layers of the parietal cortex as gamma-frequency oscillation. As seen in
Figure 2·3, the RS cell fires in sync with the gamma input that is driving it, but the
SI and IB cells continue to fire at a rate of about 15Hz. Again, this is similar to what
was seen in the larger network of [54], reproduced in Figure 2·1d.
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Figure 2·3: Same as Figure 2·2, but with a 40Hz pulsatile input (red
trace) driving the RS cell. The SI cell still fires in phase with the RS
cell, but its firing rate remains around 15Hz.
Note that the SI cell, although it fires at about a beta1 rate, fires in phase with the
input’s gamma rhythm (Figure 2·3). Moreover, as shown in Figure 2·4, the phase at
which the IB cell fires is not uniformly distributed and is always out of phase with the
input. Thus, the network seems to adapt to the 40Hz input so that the two rhythms
coexist and interact, with the cells having preferred phases of firing, with the input
partially setting the phase of the network’s natural beta1 rhythm.
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Figure 2·4: Histogram of input phase (time from last pulse) when IB
cell fires, for a simulation of the network of Figure 2·1c. The IB cell
tends to fire more in certain phases of the external input, showing that
the latter is having an effect on the former.
2.2.4 Reducing the model.
2.2.4.1 The FS-SI-IB network.
To simplify the analysis of our model, we get rid of complications that do not con-
tribute to the dynamics. For example, as seen in Figure 2·3, the RS cell is acting
as a relay of the gamma input, with the RS cell firing immediately after receiving a
gamma input pulse. Thus, we may remove the cell and connect the gamma input
directly to the RS cell’s targets. This is illustrated in Figure 2·5a. Figure 2·5b shows
that the dynamics of this simplified network are qualitatively the same as the initial
network. We return to this network in Section 2.4, but first we consider a further
simplification.
2.2.4.2 The FS-SI network with two inputs.
Recall from Figure 2·3 (also evident in Figure 2·5b) that, although the SI cell fires
in phase with the gamma input and the IB cell does not, they have the same firing
rate and in fact always fire alternately. It is then natural to ask whether this is a
coincidence or if there is a mechanism that makes the two cells have equal firing rates.
To answer this question, we would like to control one of the cells externally and
look at the response of the other. The IB cell exhibits the simpler behavior, despite
19
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Figure 2·5: The reduced, 3-cell network. (a) Compared to the net-
work of Figure 2·1c, we have removed the RS cell and applied the
40Hz input directly to the FS and SI cells. (b) Membrane potential of
the three cells (for the IB cell, the membrane potential of the axonal
compartment is shown). The behavior is qualitatively the same as in
Figure 2·3. (c) Histogram of input phase when the IB cell fires. The
results are similar to Figure 2·4.
the fact that it is described by a more complicated model (four compartments in-
stead of one). Indeed, the IB cell fires approximately periodically, at a beta1 rate
(Figure 2·5b). Therefore, as a first approximation, we substitute this cell by an os-
cillatory input of the same frequency. We then vary the frequency of this input, to
explore its effect on the other cells, in particular on the SI cell. Note that although
the IB cell is a bursting cell, we use an input with pulses that resemble single spikes,
in order to simplify the subsequent analysis.
Figure 2·6a shows the new reduced network, with the IB cell removed, together
with any connections to and from this cell; in its place we have added a beta1 oscilla-
tor, which provides input to the other two cells. Note that now we have two sources
of periodic input, both given to both the FS and SI cells. The first (input-1) has a
gamma frequency and is the same as the one in Figure 2·5, while the second (input-2)
has a beta1 frequency and plays the role of the IB cell of the network in Figure 2·5.
Figure 2·6b shows a simulation of this reduced network. Notice that, similarly to
Figure 2·5, the SI cell fires in phase with input-1 and at a rate equal to input-2.
Figure 2·7 shows how the SI firing rate changes as we vary the frequency of input-2.
20
SI FS
input-1
input-2
(a)
200 300 400 500 600 700 800 900 1000
Time (ms)
   SI  
input-2
  input-1
   FS  
(b)
Figure 2·6: The reduced, 2-cell network. (a) Compared to the net-
work in Figure 2·5a, we have replaced the IB cell by an external oscil-
latory input of frequency 16.357Hz. This number is chosen to be close
to the IB cell’s frequency in the network of Figure 2·5, and so that it’s
not a simple rational multiple of input-1 frequency (40Hz). The effect
of the input onto the FS and SI cells is mediated through excitatory
synapses with the same dynamics as the IB→FS and IB→SI synapses
before (see Section 2.2.2 and Chapter B). (b) Membrane potentials of
the cells for a simulation of the network shown in (a).
Notice that, for a range of input-2 frequencies, the SI firing rate follows closely. This
is very surprising, because the SI cell fires always in response to input-1 (Figure 2·6b,
see also Figure 2·8), and the two inputs are completely independent. We now address
this phenomenon.
2.3 The FS-SI network.
2.3.1 SI cell fires once per input-2 period.
We note that the two cells of Figure 2·6 fire only in response to the inputs, but not
after every input pulse. In particular, the SI cell seems not to respond to input-2,
and fires at most every second input-1 pulse, while the FS cell responds to both
inputs, except if pulses from both of them arrive at about the same time. To get
more detailed information on the combined effect of the inputs on the two cells, in
Figure 2·8 we plot the probability of firing right after an input pulse, as a function of
the phase of the other input.
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Figure 2·7: Firing rate of the SI cell as a function of the input-2
frequency, for the network of Figure 2·6. For a range of frequencies, the
firing rate of the SI cell is equal to the input-2 frequency. Dashed line:
y = x.
For the FS cell, the results are what we expect: it always fires when it is excited by
either input, except if the phase of the other input (time elapsed from other input’s
last pulse) is small, implying that the FS cell has very recently fired in response to
that input (and hence is still inhibited by its autapse - see Section 2.2.3). For the
SI cell, there are a few interesting observations to make: first, the cell never fires in
response to input-2; second, there is a considerable amount of time at the beginning of
the input-2 cycle during which the SI cell does not fire in response to input-1, despite
the fact that it hasn’t fired at the beginning of the cycle (in response to input-2); and
third, the SI cell also never fires in response to input-1 for large phases of input-2,
meaning in the later part of the input-2 cycle.
The first two of these observations can be easily explained as follows: due to the
different dynamics of the two cells, as well as the different dynamics of the input-
1→SI and input-1→FS synapses (IB→SI and IB→FS in the initial network), when
an input-2 pulse arrives, the FS cell fires first and inhibits the SI cell, preventing it
from firing. This inhibition effectively lasts about 16ms and it accounts for the lack
of SI spikes both in response to input-2 (Figure 2·8b) and near the beginning of the
input-2 cycle, in response to input-1 (Figure 2·8a).
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Figure 2·8: Input phases at which the cells of the network of Figure 2·6
fire. (a) Probability of firing for FS and SI cells immediately after an
input-1 pulse, as a function of the input-2 phase (time from last input-2
pulse). For each input-2 phase (horizontal axis), the height of the curve
shows the probability of the cell firing immediately after an input-1
pulse that arrives at that input-2 phase (see Section B.2 for details).
The FS cell always fires immediately after an input-1 pulse, unless
there was a very recent input-2 pulse. The SI cell fires immediately
after an input-1 pulse, if and only if the last input-2 pulse was between
approximately 16−41 ms. (b) Same as (a), but with the roles of input-
1 and input-2 reversed. The FS cell fires at every input-2 pulse, unless
there was a very recent input-1 pulse. In contrast, the SI cell never fires
immediately after an input-2 pulse.
The reason why there are no SI spikes near the end of the input-2 cycle (Fig-
ure 2·8b) is more complex and is a consequence of the following theorem. (See below
for the connection to our problem and the intuition behind the proof. Also see Chap-
ter A for a different version of the same theorem.)
Theorem 2.3.1. Let m ∈ N with m ≥ 2, T1 > 0, T2 > m · T1, t0 ∈ [0, T2), and
c ∈ [T2 −m · T1, T2 − T1). Let tn = t0 + n · T2, and define un recursively by
un = un−1 + T1 ·min{k ∈ N : k ≥ m and ((un−1 + k · T1 − t0) mod T2) ≥ c}, (2.9)
for n ≥ 1, and u0 = 0. Then, there exist some K ∈ Z, n0 ∈ N, such that for all
n ≥ n0,
un − tn+K ∈ [c, c+ T1). (2.10)
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In particular,
lim
n→∞
un
n
= lim
n→∞
tn
n
= T2. (2.11)
Moreover, there exists some n1 ∈ N, such that for any l with l ≥ n1, the following are
equivalent:
• There is some n ∈ N such that un = l · T1.
• ((l · T1 − t0) mod T2) ∈ [c, c+ T1).
We postpone the proof till the end of this section, in order to first make some
comments, starting with the connection of Theorem 2.3.1 to the discussion above.
Let T1 and T2 be the periods of the two inputs. The n-th pulse of the faster input
arrives at time
sn = n · T1, (2.12)
and the n-th pulse of the slower input arrives at time
tn = t0 + n · T2, (2.13)
where t0 ∈ [0, T2) introduces an initial phase difference. Note that at time t, the time
that has passed from the last input-2 pulse is
t′ = t− tn = t− t0 − n · T2 (2.14)
where n is the largest integer such that that t− tn ≥ 0. Equivalently,
t′ = ((t− t0) mod T2) (2.15)
Recall that the SI cell fires only in response to input-1 pulses, and only if two
conditions are satisfied: there was no input-2 shortly before (Figure 2·8a) and it
didn’t fire at the last input-1 pulse (Figure 2·6b).
Let un denote the time of the n-th SI spike. If the n-th SI spike comes k cycles
after the (n− 1)-th one, we have un = un−1 + k · T1. The fact that it cannot fire on
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two consecutive input-1 cycles can be stated as k ≥ 2 (in Theorem 2.3.1 this is stated
more generally as k ≥ m, for any m ≥ 2). To state the condition that there was no
input-2 pulse shortly before, we use the expression from Equation (2.15) for the time
elapsed from the last input-2 pulse, with t′ = un = un−1 + k · T1, to write
((un−1 + k · T1 − t0) mod T2) ≥ c, (2.16)
where c is some positive constant. These two conditions combined are encoded in the
recursive definition of un given in Equation (2.9)
The first conclusion of Theorem 2.3.1 states that, after a transient period, the SI
cell fires once per input-2 period, and always between c and c + T1 time after the
last input-2 pulse. This explains our observation that the SI cell never fires at large
input-2 phases (Figure 2·8a). The relation between SI spikes and the input-2 phase is
strengthened by the last conclusion of Theorem 2.3.1, which states that the condition
that an input-1 pulse be between c and c+ T1 time after the last input-2 pulse is not
only necessary to make the SI cell fire, but also sufficient. This is in agreement with
the numerical results of Figure 2·8a, where T1 = 25ms. Finally, Equation (2.11) says
that the average interspike interval of the SI cell equals the input-2 period. Stated
differently, the average firing rate of the SI cell is equal to the input-2 frequency,
which explains Figure 2·7.
Regarding the assumptions of Theorem 2.3.1, T2 > m · T1 requires that input-1
be at least m times faster than input-2. Note that this was true in the simulations
of Figures 2·6 and 2·8, (with m = 2, f1 = 40Hz, and f2 ≈ 16.3Hz), and it is true in
Figure 2·7, when f2 < 20Hz. The condition c ∈ [T2 −m · T1, T2 − T1) sets bounds on
the frequencies of the two inputs, relative to c and m, and is discussed in the next
section.
The main idea of the proof of Theorem 2.3.1 is the following: After the SI cell
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fires in response to an input-1 pulse, the next possible time for it to fire is m input-1
cycles later. Given that the input-2 period is larger than m times the input-1 period
(T2 > m · T1), the input-2 phase (time from last input-2 pulse) at SI cell spikes
becomes smaller from one spike to the next (Figure 2·9a). But if it becomes too small
((un−1 +m · T1 − t0) mod T2) < c), the SI cell will be prevented from firing and will
skip that cycle, because it will be inhibited by the FS cell (recall that the FS cell fires
immediately after input-2 pulses, i.e. near phase 0 of input-2). The SI cell will fire
at the first input-1 cycle in which the input-2 phase is at least as large c. Since the
input-2 phase in successive input-1 cycles increases by T1, it will be no larger than
c+ T1 when the SI cell fires (Figure 2·9b). The conditions on c, T1, and T2 guarantee
that the SI cell fires exactly once in each input-2 period.
To summarize, although input-2 does not directly control the timing of the SI
cell spikes, it does force it to skip input-1 cycles as often as needed (by inhibiting it
through the FS cell), so as to fire exactly once in every input-2 cycle. This leads to
the surprising fact of the SI cell firing always in phase with one input (input-1), but
having its firing rate controlled by another, independent input (input-2).
We note that there are other, even simpler networks that can satisfy the assump-
tions of Theorem 2.3.1 and hence we would expect them to exhibit similar behavior.
First, we could have very different values for the frequencies of the two inputs, since
the bounds were relative to c and m (see also Section 2.3.2). Second, the specific
physiology of the SI cell is not important here, other than the fact that it cannot fire
on every cycle of the faster input. Third, even the exact topology of the network was
not essential, since the only role of the FS cell was to receive the excitatory slower
input and turn it into inhibition to the SI cell. We could instead have the slower input
directly inhibit the SI cell and remove the FS cell completely. This is illustrated in
Figure 2·10.
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Figure 2·9: Proof idea of Theorem 2.3.1. (a) The picture shows one
and a half periods of input-2. Suppose an input-1 pulse comes in at
point A and makes the SI cell fire. The next time it can fire again
is two input-1 periods later, at point B. The image of B in the first
period is B′ and, because T2 > 2 · T1, B′ lies to the left of A, showing
that successive SI spikes come at earlier input-2 phases. (b) Due to
inhibition from the FS cell, the SI cell cannot fire when the input-2
phase is small; any input-1 pulse that arrives at a phase to the left of
point C won’t trigger an SI spike. Suppose, as in (a), that an input-1
pulse arrives at point A and makes the SI cell fire. Two input-1 cycles
later lies point B, whose image in the first period is B′. But B′ lies to
the left of C, meaning that the input-2 phase is too small for the SI
cell to fire. Instead it will fire at the next possible time, which is one
input-1 period later, when the input-2 phase will be at B′′. Note that
if B′ lies to the left of C, B′′ must lie to the left of C ′. This suggests
that all but a few initial SI spikes will be at input-2 phases between the
points C and C ′.
For the proof of Theorem 2.3.1 we will need two lemmas.
Lemma 2.3.2. Under the assumptions of Theorem 2.3.1, we have the following:
a) For any n, n′ ∈ N, we have
(un +m · T1)− tn′+1 = (un − tn′)− (T2 −m · T1)
< un − tn′ .
(2.17)
b) If n′ is such that
c ≤ un − tn′ < T2, (2.18)
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Figure 2·10: A simpler model can exhibit similar behavior as the
FS-SI network. (a) Network schematic. The SI cell and input-1 are
identical to the ones in Figure 2·6a. Input-2 is now inhibitory: the
synapse from input-2 onto SI has the dynamics of the FS→SI synapse
of the network in Figure 2·6a. (b) A simulation of the network in (a).
Input frequencies are the same as in Figure 2·6b. The SI cell behaves
as in Figure 2·6b, firing in phase with input-1, alternately with input-2.
(c) Probability of the SI cell firing immediately after an input-1 pulse,
as a function of the input-2 phase (time from last input-2 pulse). Like
in Figure 2·8a, the SI cell fires immediately after an input-1 pulse, if
and only if the time since the last input-2 pulse lies in an interval of
length 25ms. (d) Firing rate of the SI cell as a function of the input-
2 frequency. Like in Figure 2·7, the cell’s frequency follows that of
input-2, for a range of frequencies. Small quantitative differences with
the FS-SI network are due to differences in the spike form of input-2
compared to the FS cell, and to the lack of the excitatory synapse from
input-2. Dashed line in (d): y = x.
then
0 ≤ un +m · T1 − tn′+1 < T2. (2.19)
c) For each n ∈ N,
((un +m · T1 − t0) mod T2) = ((un − t0) mod T2)− (T2 −m · T1) (2.20)
Proof. a) This is a direct consequence of tn′+1 = t
′
n + T2 and the assumption that
m · T1 < T2.
b) The second inequality in the assertion follows directly from part (a). The first
inequality follows from part (a) and the assumption that c ≥ T2 −m · T1.
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c) By the definition of un, there exists some n
′ such that
c ≤ un − t0 − n′ · T2 < T2 (2.21)
Since tn = t0 + n · T2, from part (b) we have that
0 ≤ un+1 +m · T1 − t0 − (n′ + 1) · T2 < T2. (2.22)
Hence,
((un +m · T1 − t0) mod T2) = un +m · T1 − t0 − (n′ + 1) · T2
= un − t0 − n′ · T2 − (T2 −m · T1)
= ((un − t0) mod T2)− (T2 −m · T1),
(2.23)
with the first equality following from Equation (2.22) and the last one from
Equation (2.21).
Lemma 2.3.3. Under the assumptions of Theorem 2.3.1, at least one of the following
is true:
1. un+1 = un +m · T1, or
2. ((un+1 − t0) mod T2) < c+ T1.
Proof. Suppose that the second case in the statement of the Lemma doesn’t hold,
that is
((un+1 − t0) mod T2) ≥ c+ T1. (2.24)
Recall that un+1 = un + k · T1, where k is the smallest integer such that k ≥ m and
((un + k · T1 − t0) mod T2) ≥ c. We have
((un + (k − 1) · T1 − t0) mod T2) ≥ ((un + k · T1 − t0) mod T2)− T1
= ((un+1 − t0) mod T2)− T1 ≥ c.
(2.25)
If k > m, then k′ = k − 1 would also satisfy that k′ ≥ m and ((un + k′ · T1 − t0)
mod T2) ≥ c, contradicting the fact that k is the smallest such integer. Therefore we
have k = m.
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Lemma 2.3.4. Under the assumptions of Theorem 2.3.1, if for some K ∈ Z and
n ∈ N we have un − tn+K ∈ [c, c+ T1), then un+1 − tn+K+1 ∈ [c, c+ T1). In short,
un − tn+K ∈ [c, c+ T1)⇒ un+1 − tn+K+1 ∈ [c, c+ T1). (2.26)
Proof. Assume that un − tn+K ∈ [c, c + T1). From part (a) of Lemma 2.3.2, with
n′ = n+K, we get
un +m · T1 − tn+K+1 < c+ T1, (2.27)
Therefore, there exists a unique integer k ≥ m such that
un + k · T1 − tn+K+1 ∈ [c, c+ T1). (2.28)
We claim that k is the smallest integer ≥ m that satisfies
((un + k · T1 − tn+K+1) mod T2) ≥ c⇐⇒
((un + k · T1 − t0) mod T2) ≥ c.
(2.29)
This will be enough to proof the Lemma, because then by definition of un+1, we would
have un+1 = un + k · T1.
The fact that k satisfies Equation (2.29) follows from Equation (2.28) and the
assumption (of Theorem 2.3.1) that c+ T1 < T2. We now show that it’s the smallest
such integer. Again using the fact that c + T1 < T2, part (b) of Lemma 2.3.2, with
n′ = n+K, gives
un +m · T1 − tn+K+1 ≥ 0, (2.30)
For any integer k′ < k, we have from Equation (2.28) that
un + k
′ · T1 − tn+K+1 ≤ un + k · T1 − tn+K+1 − T1 < c+ T1 − T1 < c. (2.31)
Thus, if k′ also satisfies Equation (2.29), then
un + k
′ · T1 − tn+K+1 < 0. (2.32)
Combining this with Equation (2.30), we get k′ < m, which proves our claim and
concludes the proof of the Lemma.
Proof of Theorem 2.3.1. By Lemma 2.3.4, for the first assertion of the theorem it is
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enough to show that there exist some n ∈ N, K ∈ Z, such that un− tn+K ∈ [c, c+T1)
or, equivalently, that there exists some n ∈ N such that
((un − t0) mod T2) ∈ [c, c+ T1). (2.33)
By the definition of un we have that ((un− t0) mod T2) ≥ c holds for all n ∈ N. It is
therefore enough to show that ((un− t0) mod T2) < c+ T1 for some n ∈ N. Suppose
on the contrary that
((un − t0) mod T2) ≥ c+ T1 (2.34)
holds for all n ∈ N. Then, by Lemma 2.3.3, un+1 = un + m · T1, and by part (c) of
Lemma 2.3.2,
((un+1 − t0) mod T2) = ((un − t0) mod T2)− (T2 −m · T1), (2.35)
again for all n ∈ N. But this is impossible, because by assumption (T2−m·T1) > 0. We
conclude that there must exist some n ∈ N such that ((un− t0) mod T2) ∈ [c, c+T1)
and this completes the proof of the first assertion of Theorem 2.3.1.
For the second assertion, note that the first assertion immediately implies that
for large enough l, if un = l · T1, then ((l · T1 − t0) mod T2) ∈ [c, c + T1). For the
converse, fix some n0 and K that satisfy the first assertion, so that for n ≥ n0,
un − tn+K ∈ [c, c+ T1). (2.36)
Suppose that ((l · T1 − t0) mod T2) ∈ [c, c+ T1) and let n′ ∈ N be such that
l · T1 − tn′+K ∈ [c, c+ T1). (2.37)
If l is sufficiently large, it will be the case that n′ ≥ n0, so that from Equation (2.36),
un′ − tn′+K ∈ [c, c+ T1). (2.38)
But recall that un′ is a multiple of T1, so that Equations (2.36) and (2.38) together
give us un′ = l · T1.
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2.3.2 Allowed range for f1 and f2.
Theorem 2.3.1 gives sufficient conditions, in terms of m, c, T1, and T2, for the SI cell
to fire once per input-2 cycle. Namely, these conditions are
T2 > m · T1 (or f2 < f1/m),
c ≥ T2 −m · T1, and
c < T2 − T1.
(2.39)
But from the way these conditions are stated, it is not clear what the allowed ranges
of frequencies of the two inputs are. For example, if everything else was kept con-
stant, we might be interested in the allowed range of the frequency of input-2 for
the conditions of Theorem 2.3.1 to be satisfied. Substituting Ti =
1
fi
(i = 1, 2) and
solving Equation (2.39) for f2, we get
f1
f1 · c+m ≤ f2 < min
{
f2
m
,
f1
f1 · c+ 1
}
(2.40)
We note that neither m nor c appear explicitly as parameters in our model, nor can
they be analytically calculated3; however, they can be determined from the simulation
results. For example, for the parameters used in Figure 2·6b, we clearly see that the
SI cell can fire at most every two input-1 cycles, so m = 2, and from Figure 2·8a
we see that it doesn’t fire in the first 16ms of the input-2 cycle, so c ≈ 0.016 (in
seconds). For these values of m and c, and with f1 = 40 Hz, Equation (2.40) becomes
(approximately)
15.15 ≤ f2 < 20. (2.41)
3The parameter c (effective time of inhibition of the SI cell by the FS cell) is a function of the
strength and decay time-constant of the FS→SI synapse and the strength of input-1 synapse onto
the SI cell. The number m (the minimum number of input-1 cycles elapsed between successive SI
spikes) is a function of the strength and decay time-constant of the SI autapse, the frequency of
input-1 and the strength of its synapse onto the SI cell, as well as the internal dynamics of the SI
cell, in particular the dynamics of the h-current.
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Figure 2·11a demonstrates numerically that the conclusion of Theorem 4.1 indeed
holds when f2 lies in the predicted range for the above and other sets of parameter
values.
(a) (b)
Figure 2·11: Numerical verification of the results of Section 2.3.2. (a)
As in Figure 2·7, we plot the firing rate of the SI cell as a function of the
input-2 frequency f2, but for a variety of other parameter values. The
range of f2 for which Theorem 2.3.1 guarantees that fSI = f2 is given
by Equation (2.40). For all three conditions shown in the figure we
have m = 2. In the first two conditions we have c ≈ 0.016 (estimated
from simulations, see text), and in the third condition (weaker FS→SI
inhibition, see Chapter B) c ≈ 0.01325. Equation (2.40) gives f2 ∈
[14.92, 20) for the first condition, f2 ∈ [16.54, 22.5) for the second, and
f2 ∈ [15.81, 20) for the third condition shown. The equality fSI = f2
indeed holds at least in these ranges. Dashed gray line: y = x. (b) The
SI firing rate as a function of input-1 frequency f1. The range of f1 for
which fSI = f2 is given by Equation (2.42), but m in general depends
on f1. In all three conditions shown here the equality fSI = f2 holds
for a large range of input-1 frequencies.
Similarly, we could solve Equation (2.39) for f1 to get
max
{
m · f2, f2
1− c · f2
}
< f1 ≤ m · f2
1− c · f2 (2.42)
However, note that m will naturally depend on f1, because changing the frequency
of input-1 will affect the number of input-1 cycles that the SI cell has to skip between
its successive spikes. Specifically, we expect m to increase as f1 increases, so that
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the actual set of frequencies f1 for which Equation (2.42) holds can be very different
than the range suggested for any particular value of m. Figure 2·11b shows fSI as a
function of f1 for various choices of other parameters.
Finally, we note that none of the above conditions involves absolute bounds on
the allowed frequencies. For instance, multiplying all of the parameters f1, f2, m,
and c by the same scalar has no effect on the validity of these conditions. In other
words, these results are applicable to inputs of very different frequencies, as long as
there are matching mechanisms that set m and c, i.e. how often the SI cell can fire
and for how much time after an input-2 pulse it cannot fire. This is important, since
brain rhythms can range in frequency from less than 1Hz to more than 100Hz [23].
2.3.3 Allowing SI to fire on every cycle.
One of the assumptions of Theorem 2.3.1 was that m ≥ 2, meaning that the number
of input-1 cycles that have to elapse between successive SI spikes is at least two.
But it says nothing about the case m = 1, that is if the SI cell could fire on every
input-1 cycle. Of course, in this case the condition c ∈ [T2 −m · T1, T2 − T1) cannot
be satisfied. If we ignore this condition and set m = 1, then the dynamics are
qualitatively different. In particular, fSI is no longer equal to f2, but to f1 ·(1− c · f2).
This is the content of the following theorem.
Theorem 2.3.5. Let T1 > 0, T2 > T1, t0, c ∈ [0, T2). Define un recursively by
un = un−1+T1·min{k ∈ N+ : ((un−1+k·T1−t0) mod T2) ≥ c}, n ≥ 1, and u0 = 0.
Then, we have the following two cases:
• If T1
T2
/∈ Q, then lim
n→∞
n
un
= 1
T1
·
(
1− c
T2
)
.
• If T1
T2
= p
q
with p, q relatively prime positive integers, then∣∣∣∣ limn→∞ nun − 1T1 ·
(
1− c
T2
)∣∣∣∣ < 1q · T1 .
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Theorem 2.3.5 says that, if f2 is kept constant, then fSI := lim
n→∞
n
un
will vary
approximately linearly with f1 (Figure 2·12). This is in sharp contrast with Theo-
rem 2.3.1 where, for some ranges of f2, fSI was constant and equal to f2 (see also
Figure 2·11b). We therefore see that the fact that the SI cell could not fire as fast as
the input-1 pulses was essential in Theorem 2.3.1.
Figure 2·12: Numerical verification of the result of Theorem 2.3.5.
Compared to the parameters used in Figure 2·11b, we have doubled
the input-1 strength, so that the SI cell can now fire on every input-1
cycle. The SI firing rate is now approximately a linear function of the
input-1 frequency. Dashed line: y = x.
Proof of Theorem 2.3.5. Note that the sequence un consists of exactly those multiples
l · T1 of T1 that satisfy ((l · T1 − t0) mod T2) ≥ c, or equivalently
al ≥ c
T2
, (2.43)
where
al =
(
l · T1 − t0
T2
)
mod 1. (2.44)
Therefore, un = dn · T1, where dn is the n-th positive integer that satisfies Equa-
tion (2.43). In particular,
n = card
{
l ≤ dn : al ≥ c
T2
}
. (2.45)
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If T1
T2
/∈ Q, by Weyl’s Equidistribution Theorem [104, pp 105-113] we have
lim
n→∞
n
dn
= 1− c
T2
. (2.46)
Therefore,
lim
n→∞
n
un
=
1
T1
·
(
1− c
T2
)
. (2.47)
If on the other hand T1
T2
= p
q
, where p, q are relatively prime positive integers, then
al is periodic with period q, taking q equally spaced values (at distances
1
q
from each
other). Let z be the number of these values that lie in the interval
[
c
T2
, 1
)
. Then
we have that lim
n→∞
n
dn
= z
q
≈ 1 − c
T2
. More precisely, we have
(
1− c
T2
)
> z−1
q
and(
1− c
T2
)
< z+1
q
. From these two inequalities we get
∣∣∣∣zq −
(
1− c
T2
)∣∣∣∣ < 1q . (2.48)
The proof is complete once we note that lim
n→∞
n
un
= 1
T1
· lim
n→∞
n
dn
= 1
T1
· z
q
.
2.3.4 Robustness to input timing variation.
So far we have been considering inputs that are exactly periodic, meaning that every
input pulse is separated from the previous one by exactly the same amount of time.
But oscillations in the brain are rarely that regular [67]. This suggests that we look
at whether the phenomena of Section 2.3.1 hold when the inputs are noisy.
Another reason why we may consider deviations of the input from a purely periodic
signal is because information might be encoded in the timing of the pulses [106,
111, 103]. Since the SI cell in our network fires in phase with input-1, it can relay
information encoded in the timing of this input (see Discussion for an application to
signal processing and time-multiplexing). But again, for this we would need to make
sure that the SI cell fires in phase with input-1 even when the latter is not exactly
periodic. Figure 2·13 shows that our results continue to hold even if the input periods
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deviate from the nominal value by about 5%, and to a smaller extent for deviations
of about 10%.
2.4 The FS-SI-IB network.
We now turn our attention to the three-cell network of Figure 2·5. We use our
understanding of the dynamics of the FS-SI network to shed light on the function
of this larger network. We showed in the above analysis that the SI cell fired once
in every input-2 period, and always inside a specific interval of phases. Recall that
input-2 was used in the FS-SI network to approximate the effect of the IB cell in the
FS-SI-IB network. Thus, we might expect that, in the latter network, the SI and IB
cells will be firing alternately and the SI cell fires only inside an interval of times after
the IB cell. Figure 2·14 shows that this is the case.
The above suggests that a completely analogous mechanism might be in action,
with the IB cell driving the FS-SI network in the same way that input-2 was driving
it before, and with the IB cell unaffected by the rest of the network. But the latter
is not quite true; we’ve already seen that the IB cell has preferred input-1 phases for
firing (Figure 2·5c). Figure 2·15 shows that even the firing rate of the IB cell depends
Figure 2·13 (following page): The relations between the SI cell and
the inputs continue to hold even if the inputs are not exactly periodic.
Compared to Figures 2·6b, 2·7 and 2·8, the interpulse intervals for each
input are now random, independent of one another. Their distribution
is chosen to be normal with mean equal to the nominal period (here
40Hz for input-1 and 16.357Hz for input-2), and standard deviation
equal to 5% of the mean. (a) The SI cell still fires in phase with input-
1, at a firing rate equal to that of input-2. (b) As we vary the input-2
frequency, the SI firing rate follows closely. Dashed line: y = x. (c,d)
The FS cell fires in response to either input, while the SI cell fires only
in response to input-1, and as long as the input-2 phase is inside a
certain interval. (e-g) Same as (b-d), but with input period standard
deviation equal to 10% of the nominal period.
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on the input frequency, with the former often mode-locking4 to the latter. Note that
in the FS-SI-IB network input-1 is the only input, so in the figures and below we refer
to it simply as ‘input’.
(a) (b)
Figure 2·14: Statistics for the simulation of Figure 2·5b. (a) His-
togram of the number of IB bursts per SI interspike interval. The IB
cell fires once between every pair of successive SI spikes, showing that
the two cells always fire alternately. (b) Histogram of the time elapsed
from the last IB cell burst at the time when the SI cell fires, for the
network of Figure 2·5. The SI cell fires exclusively inside an interval of
phases of the IB cell. This is similar to Figure 2·8a, with the IB cell in
place of the second input.
Since the input does not directly target the IB cell, the effect of the former on
the latter is mediated by the SI cell, the only cell that synapses onto the IB cell.
Figure 2·16 shows that the timing of the SI cell affects the interburst interval of the
IB cell. In some cases (Figure 2·16b), the timing of the last SI spike almost completely
determines the interburst interval of the IB cell. In other cases (Figure 2·16c), the
interburst interval can take multiple values for the same SI spike timing relative to the
last IB burst. We postpone the question of why we get such responses to Section 2.4.2,
in order to first look at the implications of this for the firing patterns of the IB and
SI cells.
4Recall that mode-locking means that the frequencies are rationally related.
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Figure 2·15: The IB firing rate depends on the input frequency. (a)
Ratio of input frequency and IB cell firing (bursting) rate, as a function
of input frequency. The IB firing rate often locks to a rational multiple
of the input frequency (mode-locking). (b) Membrane potential of the
various cells as a function of time, but time is taken modulo five input
periods (here input frequency is 42.5Hz). On each line, 22 traces are
superimposed, excluding the transients. All traces fall on top of each
other, showing that all cells, including the IB cell, fire periodically, with
period equal to five times the input period. In both (a) and (b), the
input is exactly periodic (no variation in the interpulse interval – see
Section 2.2.2).
2.4.1 Response of IB cell to SI spikes explains mode-locking.
In this section we show how the form of the dependence of the IB interburst interval
on the SI spike timing (Figure 2·16) can help explain the mode-locking that we saw
in Figure 2·15, when the input is exactly periodic.
Recall from our study of the FS-SI network in Section 2.3 that the SI cell would
fire once in every input-2 cycle, as long as the input-2 mean frequency was inside
a range (Theorem 2.3.1). The role of input-2 in the FS-SI-IB network is played by
the IB cell. This means that, if the IB cell fired periodically, with a fixed rate (in
a certain range) independent of the SI cell, then we would expect the SI cell to fire
once per IB period.
Let us now consider the converse scenario: suppose that the SI cell has a fixed
periodic firing pattern, independent of the IB cell activity. It turns out that, assuming
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(a) (b) (c)
Figure 2·16: The IB burst timing depends on the SI spike timing.
(a) Definition of variables plotted in (b,c). IB-SI denotes the time
elapsed from the beginning of an IB burst until the next SI spike.
IB-IB denotes the time from the beginning of one IB burst until the
beginning of the next one. (b) Interburst interval of the IB cell as
a function of the timing of the (unique) SI spike that falls inside the
interval, for a simulation of the FS-SI-IB network with 51Hz input. The
timing of the IB cell (“IB-IB”) seems to be approximately determined
by the timing of the SI spike (“IB-SI”). Recall that the SI cell fires only
inside an interval of phases of the IB interburst interval (Figure 2·14b),
which in this simulation is approximately between 16 and 30ms. (c)
Same as (b), for 62Hz input (and slightly faster h-current kinetics - see
Chapter B). Almost all data points fall approximately on one of three
lines, suggesting that the timing of the IB cell depends on the SI timing
and some other variable that takes finitely many values.
that the IB interburst interval is a function of the timing of the last SI spike only,
and under certain conditions about this function, this will lead the IB cell to fire
periodically as well. This is the content of the following Proposition.
Proposition 2.4.1. Let f : R→ R be a differentiable map, such that for all x ∈ R,
|f ′(x) − 1| ≤ λ, for some λ < 1. Also, let {un} be a sequence of real numbers such
that for some K ∈ N and T > 0, un+K = un + T for all n ∈ N. For each k ∈ N,
define gk : R→ R by gk(x) = uk+1− uk + x− f(x). Also, let Gk = gk ◦ gk−1 ◦ · · · ◦ g1.
Then, GK has a globally attracting fixed point. Moreover, for any k ∈ N,
GK+k = GK ◦Gk. (2.49)
Proof. Note that g′k(x) = 1 − f ′(x), in particular |g′k(x)| ≤ λ < 1 for all k and all
x ∈ R. Hence we also have |G′K(x)| ≤ λK < 1 for all x ∈ R, implying that GK is a
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contraction on R. By the contraction mapping principle, GK has a unique fixed point
that is globally attracting. The last assertion follows from the fact that gK+k ≡ gk
for all k.
To make the connection with the previous discussion, suppose that the sequence
{un} gives the times of the SI spikes. and that the map f in Proposition 2.4.1 gives
the length f(x) of the interburst interval of the IB cell as a function of the IB phase x
at which the SI cell spike arrives (in this interburst interval), at least when x ∈ S, for
some S ⊂ R (Figure 2·16b)5. Denote by xk the IB phase at which the k-th SI spike
arrives (Figure 2·17), and assume that xk ∈ S for all k. We claim that xk+1 = gk(xk)
for all k. To see this, let t be the time of the last IB burst before uk. Then the IB
phase at the k-th SI spike is given by xk = uk − t and the next IB burst is at time
t+ f(xk). The IB phase at the next SI spike is
xk+1 = uk+1 − (t+ f(xk)) = uk+1 − (uk − xk + f(xk)) = gk(xk), (2.50)
as claimed.
uk uk+1t t+ f(xk)
xk
f(xk)
xk+1
Figure 2·17: Application of Proposition 2.4.1 to the firing of the IB
cell. If uk is the time of the k-th SI spike, and t is the time of the
last SI spike before that, then the IB phase when the SI cell fires is
xk = uk − t. Assuming that the IB interburst interval length depends
only on xk and is given by f(xk), then the IB phase at the next SI spike
will be xk+1 = uk+1 − (t+ f(xk)).
5The function f can be computed (approximately) numerically for x ∈ S, and extended in a
generally arbitrary to R (making sure that |f ′(x)−1| ≤ λ). For example, in the case of Figure 2·16b
we may set f(x) = 51 + x3 , for x ∈ S = [15, 30].
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It follows that xk+1 = Gk(x1), that is, Gk maps the IB phase at the 1st SI spike
to the phase at the (k+ 1)-th SI spike. Equation (2.49) is a periodicity statement for
Gk. Specifically it says that GK maps the IB phase at any SI spike to the IB phase
K SI spikes later. Moreover, by the first assertion of Proposition 2.4.1, GK has a
globally attracting fixed point. Therefore, Proposition 2.4.1 says that if the SI cell is
periodic, repeating its firing pattern every K spikes, and under the stated conditions
about f , the IB phase at SI spikes will converge to a periodic pattern of period K.
To summarize the discussion in this section so far, we have seen that, if one of the
SI or IB cells has a fixed firing rate, independently of the other, this will make the other
cell follow, firing at the same rate. If none of the cells was controlled independently
and they were allowed to interact, as is the case in our network, there is in principle
no reason why they should converge to a periodic firing pattern. However, in practice
they often do (Figure 2·15b). Moreover, as seen in Figure 2·15a, their common firing
rate for certain ranges of the input frequency locks to a rational multiple of that
frequency (even if they don’t both fire periodically - see Section 2.4.3). We now give
an informal argument of why this might be the case.
Recall that the SI cell may fire only in phase with the input, so that in short
periods of time there will be a small number of times when it may fire. As a result,
assuming that it has to fire in reasonably similarly spaced intervals, it is likely that
a simple firing pattern will repeat itself for a few periods. For example, suppose that
the input frequency is 40Hz, so that the times that the SI cell may fire are every
25ms. If the SI cell was to fire with a frequency of anything close to 16Hz, it is likely
that for several hundred milliseconds it would repeat a simple pattern of firing on
the 2nd and 5th cycle of every five cycles. See Figure 2·18. In that case, the IB cell
would perceive a consistent periodic firing pattern from the side of the SI cell and,
by Proposition 2.4.1 and the discussion that follows it, it would approach a periodic
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Figure 2·18: For short intervals of time, the SI cell is likely to repeat
firing patterns every few input cycles. Twenty periods of a 40Hz input
are shown (black trace). If the SI cell were to fire at a constant rate of
16.35Hz (rate chosen to be close to 2/5 of the input frequency), then the
spikes would be at the times indicated in red. But this is impossible,
because the SI cell may only fire at the beginning of an input cycle
(vertical black lines). The allowed times to fire that are closest to the
red dots are indicated by blue dots. In this interval of 500ms, the
blue dots appear in a pattern that repeats itself every five input cycles
(= 125ms), and their rate is two dots per five input periods, equivalent
to 2/5 of the input frequency. This suggests that in short intervals
of time (here 500ms), the SI cell may appear to fire periodically, with
period equal to a few input cycles (here five cycles).
limit cycle in which it would burst at the same rate (twice per five input cycles,
equivalent to 16Hz). This, in turn, would make the SI cell more likely to maintain
this consistent firing rate of 16Hz even further, according to the mechanism described
at the beginning of the current section (Section 2.4.1). We therefore see that firing
rates that are rational multiples of the input frequency can be stable.
2.4.2 State reset explains response of IB cell to SI spikes.
In Section 2.4.1 we saw that the fact that the interburst interval of the IB cell is
approximately determined by the timing of the SI spike, together with the behavior
of the SI cell that we studied in detail when we studied the SI-FS network, can help
to explain the fact that the two cells fire alternately and often they frequency-lock
to a rational multiple of the input frequency. But what is it that gives rise to the IB
cell’s response in Figure 2·16? This section deals with this question.
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2.4.2.1 IB cell dynamics and interburst interval.
LetX be the state space of the IB cell. Note that if we include the synaptic variables of
the SI→IB and the a→ db synapses in the state of the IB cell, then the system evolves
autonomously, except when the SI cell fires, in which case it has a very brief effect on
the state variable of the SI→IB synapse (see Section 2.2.3.1). We will assume that
this effect is instantaneous, so that the state of the cell may change discontinuously at
the time of the SI spike, but evolves autonomously afterwards. That is, the dynamics
of the IB cell between SI spikes are described by a one-parameter semi-group φt :
X → X, and the effect of an SI spike is described by a map h : X → X which is
applied at the time of the spike.
Let xt ∈ X denote the state of the cell, at time t after a certain burst. If we
denote by t′ and t′′ the times of the first and second SI spike, respectively, after that
IB burst, then
xt = φt−s(xs), for any s, t, such that 0 ≤ s ≤ t < t′, (2.51)
xt = φt−t′(h(φt′−s(xs))), for any s, t, such that 0 ≤ s < t′ ≤ t < t′′. (2.52)
The cell will burst again when its state enters some subset A ∈ X of the state
space. In symbols, the length τ of the interburst interval is
τ = inf {t ≥ t0 : xt ∈ A} , (2.53)
where t0 ∈ (0, t′) is some constant large enough so that the previous IB burst is
guaranteed to have terminated, but the SI cell hasn’t fired yet (for example we may
take t0 = 10ms, see Figures 2·5b and 2·16).
Taking into account the observation that the SI cell fires exactly once per inter-
burst interval, we have that t′ < τ < t′′. Substituting xs from Equation (2.52), with
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s = t0, Equation (2.53) becomes
τ = inf {t ≥ t0 : φt−t′(h(φt′−t0(xt0))) ∈ A} . (2.54)
For a fixed t0, τ depends only on t
′ and xt0 . The dependence of τ on t
′ is clear in
Figure 2·16 (note that t′ is the variable on the horizontal axis and τ the variable on
the vertical axis). But the dependence on xt0 is not obvious, at least in Figure 2·16b,
since knowledge of the time t′ seems to almost completely determine τ . In what
follows we argue that the reason for this surprising observation is the fact that for
every IB interburst interval, xt0 always takes either the same (Figure 2·16b) or one
of a small number of values (Figure 2·16c).
2.4.2.2 State reset after a burst.
In this section it will be useful to distinguish between slow and fast state variables.
In total, the four compartments of the IB cell, together with the a → db (axon to
basal dendrite) and SI→ IB synapses, involve 21 state variables (see Section 2.2.2
and Chapter B). The time constants of the membrane potential variables (V) are in
the order of 1ms. All other state variables have time constants that depend on the
membrane potential of the corresponding compartment (Figure 2·19). Despite this
dependence on the membrane potentials, the variables can be clearly separated into
“fast” (time constants of about 1ms or less) and “slow” (time constants of > 10ms),
at least for subthreshold values of the membrane potentials (< −40 mV), that is when
the cell is not firing. According to this separation, the membrane potential variables
can also be considered fast, while the synaptic state variables are slow, at least when
the cell is not firing (time constants of 20ms and 100ms for the SI→IB and a → db
synapses, respectively (Table B.3)).
Since we are interested here in studying the interburst interval of the cell, which is
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in the order of 60ms, we may assume that the fast variables are at their (slow variable-
dependent) equilibria and study the dynamics on the slow manifold [50, 66]. There
are seven slow variables in total (see Section 2.2.2 and Chapter B): the two synaptic
state variables, two h-current gating variables (one for each dendritic compartment),
and three M-current gating variables (one for each dendrite and one for the axon)6.
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Figure 2·19: Time constants of the gating variables for the vari-
ous currents of the IB cell, as functions of the membrane potential V
(see Section 2.2.2 and Chapter B). For membrane potentials between
−75mV and −40mV (between spikes), the M- and h-currents are at
least 10 times slower than the rest of the currents. The mKM variable
for the axon compartment has slightly smaller time constant than what
shown here (see Chapter B).
Recall that we are interested in the trajectory of the IB cell state during an
interburst interval. Figure 2·20 shows the trajectories of the slow variables, centered
at the time of initiation of bursts. We see that the state variables associated with
the h-current reset their value to near 0 at the beginning of a burst (Figures 2·20a
and 2·20b). This happens because, when the cell is spiking (membrane potential
> −40mV), the time constants of these variables become very small, as shown in
Figure 2·19, and at the same time their equilibrium is very close to 0 (see Section 2.2.2
and Chapter B. We note that these properties of the dynamics of the h-current, also
6The dendrite M-currents are small in magnitude and might not affect significantly the firing of
the cell.
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present in previous models [73, 107], agree with experimental data [61].
We also see that the state variables associated with the dendritic M-currents before
the burst initiation have values around 0.01 and after each burst they increase by an
approximately fixed amount, reaching a value around 0.05 (Figures 2·20c and 2·20d).
Although the time constants of these variables do not get smaller during a spike, their
equilibrium increases towards 1 as the membrane potential increases, which results
in a fast increase in their values, relative to the typical values of these variables.
Moreover, the fact that spikes have a stereotypical form means that the increase in
the values of these variables will be approximately the same for every spike.
Recall that when the IB cell bursts, it is the axonal compartment that fires mul-
tiple action potentials, while the other compartments fire single action potentials
(Section 2.2.3.1). As a result, the gating variable of the dendritic M-currents increase
by a single step, always to approximately the same value (Figures 2·20c and 2·20d),
while that of the axonal M-current increases in several steps at every burst (Fig-
ure 2·20e), one step per spike in that burst. This means that at the end of the burst
the state variable that corresponds to the axonal M-current may be at one of several
values, depending on the number of spikes in that burst. A similar pattern, but less
pronounced, is evident for the synaptic state variable of the a → db synapse (Fig-
ure 2·20f). Although the value of this variable always increases to 1 when the cell
bursts, it might stay there longer, depending on the number of spikes in the burst,
and this leads to small differences in the value of this variable at a fixed amount of
time after the burst initiation. Finally, the SI→IB synaptic state variable, although it
does not reset when the IB cell bursts, its value at burst initiation is always between
0.1 and 0.2 (Figure 2·20g). This small variation in value does not seem to affect the
dynamics of the cell, since all other state variables follow approximately the same
trajectory after each burst, at least until the SI→IB is activated again and its value
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(a) (b) (c) (d)
(e) (f) (g)
Figure 2·20: Reset of slow state variables of IB cell at bursting. (a)
Apical dendrite h-current gating variable. Each trace corresponds to
a burst and is centered so that 0 on the time axis corresponds to the
initiation of the burst. The h-current gating variable (vertical axis)
drops to approximately 0 at the initiation of each burst (0 on the hor-
izontal axis). (b) Same as (a), for basal dendrite. This variable also
resets to approximately 0 at each burst. (c,d) Same as (a,b), but for
the M-current gating variables. These variable also reset to approxi-
mately fixed numbers when the cell begins to burst, around 0.045 in
both cases. (e) Same as (c,d), but for the axon compartment. The
traces are color-coded according to the number of spikes in the burst
(blue: 2 spikes, red: 3 spikes, black: 4 spikes). The M-current gating
variable resets to one of three values (0.05, 0.07, or 0.09) after a burst,
depending on the number of spikes in the burst. (f) Same as (e), but
for the state variable of the IB a→ db (axon to basal dendrite) synapse.
This variable resets to approximately 1 after each burst, but the time
it retains this value is variable, depending on the number of spikes in
the burst. The resulting differences in the value at a given time after
the burst are small. (g) Same as (a-e), but for the SI→IB synaptic
state variable. This variable does not reset when the IB cell bursts,
but its value is always between 0.1 and 0.2 at the beginning of a burst.
Simulation parameters are as in Figure 2·16c.
reset to approximately 0.75.
To summarize, at a fixed amount of time t0 after burst initiation (large enough so
that the burst is guaranteed to have terminated, but before the next SI spike), the
values of most slow state variables are bound to take approximately a given value,
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while the axonal M-current and the a → db synaptic state variable may take one of
a few values, depending on the number of spikes in the burst. Since the fast state
variables quickly reach their new equilibria after a burst, we conclude that the full
state xt0 of the IB cell at time t0 after a burst may take (approximately) one of a few
possible values, one for each possible number of spikes in a burst.
If for some parameter values it happens that the IB cell always exhibits the same
number of spikes per burst, then xt0 will take approximately the same value in every
interburst interval (for a fixed t0), and by Equation (2.54), for s = t0, we get that the
length τ of the interburst interval is a function of t′ only, which explains Figure 2·16b.
If, on the other hand, the IB cell fires a different number of spikes in different bursts,
then xt0 will take one of a few different values and, again by Equation (2.54), the de-
pendence of τ on t′ will take one of a few different forms, as is the case in Figure 2·16c.
In Figure 2·21 it is verified that the three different responses seen in Figure 2·16c are
associated with a different number of spikes in the last IB burst.
Figure 2·21: Scatterplot of IB interburst interval vs timing of SI cell,
as in Figure 2·16c, but color-coded according to the number of spikes in
the last IB burst (blue - 2 spikes, red - 3 spikes, black - 4 spikes). The
timing of the SI spike (“IB-SI”) combined with the number of spikes in
a burst determine the length of the interburst interval (“IB-IB”).
2.4.3 IB cell may mode-lock without phase-locking to the input.
We saw earlier that the SI and IB cells have the same firing rates and for some intervals
of values of the input frequency their common firing rate locks to a rational multiple
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of the input frequency, with a small denominator m (Figure 2·15a). If the input
is exactly periodic, then we might expect the firing of these cells also to be periodic,
with period equal to m times the input’s period, as was the case in Figure 2·15b.
In other words, if we know that the SI and IB cells fire on average n times per m
input cycles, we might expect that in the absence of any noise they will necessarily
fire exactly n times in every m cycles, and always at the same phases.
Surprisingly, the latter doesn’t have to be true: even if they do fire n times in
every m cycles, the phase of the input when the IB cell fires can vary significantly.
Figure 2·22 shows a simulation with a purely periodic input, like Figure 2·15b, but for
different parameter values. In this case, the SI and IB cells mode-lock to 2
7
times the
frequency of the input and they fire twice in every seven input cycles (Figures 2·22a
and 2·22b). The SI cell always fires immediately after an input pulse, so it is indeed
periodic, with period equal to seven times the input period. But the phase at which
the IB cell fires varies significantly from (Figures 2·22c and 2·22d), showing that it is
not periodic. We thus see that even though there is some apparent periodicity at a
coarse level (exactly two IB bursts per seven input cycles), there is aperiodicity at a
finer level (input phase when IB bursts). We emphasize the fact that the simulation
involves no noise.
To resolve the somewhat paradoxical behavior of Figure 2·22, let us go back to
Figure 2·16c and notice that, even if we take into account the number of spikes in the
last burst, there is still some small variability in the interburst interval length, on the
order of 1ms. This is to be expected, given that the reset of the slow state variables is
not always to exactly the same value and also because the slow-fast separation is not
complete, so that the fast variables are not exactly at their equilibria. The question
is whether this small variability has any larger-scale effect.
To answer this, we look at Figure 2·23, which is again a plot of the length of the
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Figure 2·22: The IB cell may frequency-lock without phase-locking
to the input. (a) Membrane potential of the various cells, as a function
of time modulo seven input periods (see also Figure 2·15b). Here input
frequency is 62.1Hz. The SI cell fires periodically, twice in every seven
input periods. The FS and IB cells fire only approximately periodically.
(b) Histogram of number of IB bursts between pairs of successive SI
spikes. The IB always bursts exactly once between any two successive
SI spikes, showing that the two cells always fire alternately. In partic-
ular, the IB cell always bursts twice in every seven input cycles. (c)
Histogram of IB interburst interval length. (d) Input phase (time from
last input pulse) when the IB cell fires.
IB interburst interval, but this time color-coded for the number of spikes in the next
burst. Here we see that the timing of the SI spike is not enough to predict the number
of spikes in the next burst, even if we take into account the number of spikes in the
previous burst. This implies that the number of spikes in a burst can be very sensitive
to the exact state at burst initiation. Differences in number of spikes in the burst in
turn lead to differences in the length of the next interburst interval (Figure 2·16c), in
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the order of 5ms, which can then lead to further differences in the number of spikes in
the following burst and so on. This results both in the unpredictability of the number
of spikes in a burst and in the seemingly random phase of the IB cell relative to the
input, despite the fact that its firing rate is consistently a fixed fraction of the input
frequency.
Figure 2·23: Scatterplot of IB interburst interval vs timing of SI cell,
as in Figure 2·21, but with the data points color-coded according to the
number of spikes in the next burst. The number of spikes is sensitive
to the timing of the SI cell. But even exact knowledge of the SI timing
(“IB-SI”) and the number of spikes in the last burst (curve where the
data point lies - see Figure 2·21) is not always enough to determine the
number of spikes in the next burst (color).
2.5 Discussion.
We studied the synchronization properties of a certain Hodgkin-Huxley type neuronal
network, which is excited by periodic, pulsatile input. This study was motivated by
the potential importance of this network for brain function and its ability to respond
to an input while at the same time retaining its natural rhythm in part of the network.
An initial simplification of the model led us to a three-neuron network (the FS-SI-IB
network), while further observations led us to consider a subset of it on its own (the
FS-SI network), but with two oscillatory inputs of unrelated frequencies.
In the FS-SI network, we observed that the SI cell can respond to both input
rhythms at the same time, but in different ways: it always fired in phase with input-1
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(the faster, excitatory input), but its firing rate was equal to that of input-2 (the
slower, effectively inhibitory input – Figures 2·6b and 2·7). The fact that the cell fires
in phase with an excitatory input is reminiscent of simple entrainment to an input
(see [108] for a review of mechanisms of synchronization). However, unlike the case of
simple entrainment, the cell firing rate did not depend on the input-1 frequency, for a
range of frequencies (Figure 2·11b). At the same time, the fact that the SI firing rate
was controlled by an inhibitory input, which prevented the cell from firing for some
time after each pulse, is reminiscent of inhibition-based rhythms, in particular the
well-known interneuronal gamma (ING) and pyramidal-interneuronal gamma (PING)
rhythms [115]. Unlike those rhythms, however, the SI cell’s frequency was unaffected
by moderate changes in the inhibition’s strength, at least in some parameter regimes
(Figure 2·11b), and was instead controlled by the input-2 frequency.
By making simplifying approximations, we were able to understand in detail the
core mechanism that underlied the SI cell’s behavior and show that the phenomenon is
a consequence of certain general properties that are largely independent of the details
of the model (Theorem 2.3.1). This means that the result can be applied to other
types of cells, other frequencies, network topologies (Figure 2·10), even other types
of systems (non-neuronal systems). This is also important from a neuroscientific
perspective, since it implies that we can expect to see similar dynamical behavior
exhibited by different neural networks, involving different types of cells.
The mathematical statement of the result also allowed us to see how the behavior
depends on the various parameters/assumptions. For example, the fact that the
SI cell wasn’t able to fire as fast as at every input-1 cycle was essential (compare
Theorems 2.3.1 and 2.3.5), while the number of cycles that it had to skip between
spikes didn’t matter (see assumptions of Theorem 2.3.1). We also found the allowed
ranges of input frequencies for our results to hold, as functions of other parameters
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(Equations (2.40) and (2.42)). Agreement of simulation results with the theoretical
predictions verified that the simplified mathematical description captures the essential
features of the actual model (Figure 2·11). We note that from Figure 2·11a (and to a
lesser extent from Figure 2·11b), it seems that when the input-1 frequency is less than
twice the input-2 frequency, the SI firing rate is equal to their difference (fSI = f1−f2).
However, finding the exact conditions under which this equality holds is beyond the
scope of the current work.
We also showed numerically that the results continued to hold even if the input was
not exactly periodic, but the intervals between pulses varied randomly (Figure 2·13).
This is important because in a real biological neural network various sources of noise
might cause an oscillatory input to deviate from its mean frequency. In other cases,
information might be encoded in the timing of the input pulses. The fact that the
SI cell in our network fires in phase with input-1 means that it can relay information
encoded in the timing of that input’s pulses. Moreover, since the SI cell does not fire
in response to every pulse, the information that it relays will be a processed version
of input-1; it will only relay certain pieces of information. In the signal-processing
literature this function is called downsampling or decimation [88, pp. 167-172]. The
downsampled signal that is encoded by the SI cell will include only those spikes
that arrive at a certain phase of input-2 (Figure 2·8a). In other words, input-2 is
defining a window during which spikes from input-1 can be echoed and thus pass
on the information encoded in their precise timing. One can then imagine that this
system can form part of a time-division multiplexing mechanism [114, p. 123]; a
number of sources of information of high frequency, like input-1, can be allowed to
pass on information at different phases of a slower oscillation like input-2, perhaps by
receiving different versions of input-2, shifted in phase from each other (Figure 2·24).
In the last part of our paper we looked at the FS-SI-IB network. Compared to
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Figure 2·24: Time-division multiplexing model. Three cells each re-
ceive an information-containing input (leftmost coloured bars) and a
timing input (boxed traces on the left). The timing inputs given to the
three cells are a shifted version of each other. They determine windows
of phase (darker segments) during which the corresponding cell may
echo the information-containing input; the output of the cell (coloured
bars in the middle) is a copy of only those spikes (of the information-
containing input) that fall inside the allowed phases. All three cells
send their output to a new cell that responds to all of them, echoing
their spikes. As a result, its output is divided into phases, during each
of which it simply repeats the information-containing input from one of
the sources. Assuming that information is contained in the precise tim-
ing of the spikes, the output cell transmits information from different
sources at different intervals of time.
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the FS-SI network with two inputs, the IB cell replaced the input-2, so that from the
point of view of the FS-SI sub-network not much had changed, except that now it
was receiving synaptic input from the IB cell, rather than the external input-2. We
focused our attention on the dynamics of the IB cell and the way it responds to the
only synaptic input that it receives, that is from the SI cell. We showed numerically
that the timing of the SI cell relative to the IB cell’s last burst, combined with the
number of spikes in the last IB burst, could approximately determine the timing of
the next burst of the IB cell (Figure 2·21).
The plot in Figure 2·21 is very similar to a phase-response curve (PRC), a widely
used tool in characterizing responses of neurons to inputs [100]. A PRC gives the
phase advance or delay caused by a stimulus to a periodically firing cell, as a function
of the timing of that stimulus, relative to the time of the last spike of the cell. The
method can also be applied to bursting cells [102]. The underlying assumption of the
PRC method is that the phase advance or delay triggered by a stimulus depends only
on the time elapsed from the last spike of the cell. In some cases this can be shown
to be the case, for example if the successive stimuli are well-separated, so that the
cell returns to its natural limit-cycle before the next stimulus arrives, or if stimuli are
sufficiently weak, so that the trajectory never deviates far from the limit cycle [48,
ch. 8]. But in general, we should expect the “phase advance” (or delay) to depend
on the full state of the cell when it receives the stimulus, rather than merely on the
time since it last fired7. Therefore, in a plot like Figures 2·16b and 2·16c, we would
expect to see a wide distribution of data points, rather than them forming a “curve”.
The input used in Figure 2·16 (SI cell synaptic input) satisfied neither of the two
conditions mentioned above (weak or well-separated stimuli) that can justify a single-
valued response for a given stimulus timing (Figure 2·16b), or even a multi-valued
7We should also expect the response to depend on the form of the stimulus, but as noted in
Section 2.2.3.1, all action potentials of a cell are approximately of the same form, thus having
approximately the same effect on the synapses.
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one as in Figure 2·16c. However, a reset of the state of the IB cell every time this cell
fired, effectively reduced the dependence of the cell’s state on its history (Figure 2·20).
This resulted in the cell being approximately at the same or at one of several possible
states at a given time after its last burst, which could help explain the fact that its
response was approximately a function of the stimulus timing only. However, the
description of the response through a phase-response map has its limitations; even
for the same input timing, the IB cell could exhibit a different number of spikes in the
next burst (Figure 2·23). Previous studies have shown high sensitivity of the PRC
and the number of spikes in a burst to input timing for the Hindmarsh-Rose neuronal
model [102, 83]. We emphasize, however, that in our case, even exact knowledge
of the input timing is not enough to determine the cell’s response, suggesting that
the number of spikes is highly sensitive to the cell’s state in a way that cannot be
captured by a PRC.
An extension of the PRC theory that allows dependence of the cell’s firing on
more than the last stimulus is used in [25], and involves taking into account the
second order PRC, which describes the effect that a stimulus has on the length of the
next interburst interval, as opposed to the current one. However, the method still
requires that the cell’s trajectory return to the limit cycle before the next stimulus
comes in, as with the usual (first order) PRC. For the IB cell in our network, a second
order PRC is unlikely to provide any additional explanatory power for the interburst
interval length or the number of spikes in a burst, exactly because of the reset of the
state when the cell bursts, which makes the events of the previous cycle irrelevant to
the current cycle.
An alternative way of characterizing the response of a neuron to non-weak, non-
well separated stimuli, is through a functional PRC (fPRC) [38]. However, this ap-
proach can only be applied when the pattern of stimulus timing is known a priori,
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unlike the synaptic stimulation of the IB cell in our model..
The dependence of the IB interburst interval on the SI stimulus, together with
the converse dependence of the SI firing on the synaptic input from the IB cell,
was the reason for the 1-1 firing relation, and consequently the equal firing rates, of
the two cells. Moreover, this firing rate was often a rational multiple of the input
frequency (Figure 2·15a), with the cells firing exactly m times in every n input cycles,
a property called n : m mode-locking [34]. But this mode-locking did not necessarily
imply phase-locking (Figure 2·22), contrary to what is often the case with neuronal
models [34, 47, 26].
Another instance of mode-locking without phase-locking was exhibited by the
SI cell, with respect to input-2, in the FS-SI network. Recall that the SI cell, for
certain ranges of input frequencies, had a rate equal to the frequency of input-2,
but it didn’t phase-lock to it, except that it fired only inside an interval of input-2
phases (Figures 2·7 and 2·8 and Theorem 2.3.1). In other words, it mode-locked to
input-2, without phase-locking to it. To the best of the authors’ knowledge, these
are the first examples in the neuronal dynamics literature where mode-locking occurs
without phase-locking. This is especially important, because a very common method
of studying functional relations between different brain regions is to look at phase
relations between oscillations exhibited at those regions [122, 24]. Synchronization in
terms of phase-locking has even been suggested to modulate the ability of networks
to communicate with each other [51]. Here we see that a network can drive another
network in the absence of any phase relations.
As a concluding remark, we note that although Hodgkin-Huxley type networks
are generally high-dimensional, in analyzing them one can make use of the inherent
structure of the dynamics: electrical coupling aside, to a very good approximation
each neuron affects its neighbors only through discrete, stereotypical events. State
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resets that occur when cells fire can further simplify the dynamics. This can lead
to economical descriptions of the interaction dynamics and make a mathematical
analysis possible.
Chapter 3
Parietal low beta rhythm provides a
dynamical substrate for a working
memory buffer.
3.1 Introduction
Working memory (WM) is a limited-capacity, short lasting store for recent inputs
(several seconds only) but distinct from short-term memory owing to its ability to
allow rehearsal and manipulation (updating) of contents [35]. It is also seen as distinct
from more long-term memory stores not just on the basis of its duration but also
on its ability to be actively terminated on task-shifting [5, 36]. There are many
theories considering the structure and operation of WM [84] with perhaps the most
successful and long-lasting of these remaining faithful to the ideas originally proposed
by Baddeley (e.g. [7], updated in [6, 4]). Within this framework WM is seen as
having four core components - a central executive, two ‘slave’ systems specifically
responsible for representing visuospatial and auditory (language) information, and an
‘episodic buffer’ to synergistically combine both executive commands and multimodal
information into a temporary, manipulable representation of recent sensory inputs
relevant to the currently attended task.
Assigning actual brain regions to the above theoretical components is not straight-
forward. However, there is good evidence for the central executive residing in the
prefrontal cortex. Using functional imaging, prefrontal cortex in general has been
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shown to be vital for WM [39] and further studies specifically implicate the dorsolat-
eral prefrontal [19] and the anterior cingulate cortices [27]. Other studies have also
implicated the inferior frontal gyrus in WM performance [18]. The visuospatial and
auditory slaves appear to correspond with regions primarily involved in processing
these modalities of information. For example, spatial - premotor cortex [68], active
speech - Broca’s area [99].
An anatomical substrate for the episodic buffer is harder to pin down. The region
must be able to interact functionally with both the frontal central executive and the
more distributed slave systems. Perhaps the most promising regions all lie in parietal
cortex: Interactions between frontal and parietal cortices are vital for WM function
[58, 89, 32]. Activity in superior parietal areas has been actively correlated with
WM outcome [18], maintenance [35] and manipulation [30]. The parietal cortex has
strong reciprocal connectivity to many prefrontal regions and is a convergence point
for multiple modes of sensory input [43, 31]. In addition, the episodic buffer also
needs to act as an interface with long-term memory systems and evidence suggests
that the parietal cortex does so, at least for inhibitory avoidance tasks [62].
The parietal cortex is also an attractive substrate for the episodic buffer from
a neuronal dynamics perspective. Baddeley’s view of this component of WM made
clear the exceptional demands on such a region, with connections to multiple different
cortical systems, each potentially with different temporal ‘codes’ for the information
held. Some regions of prefrontal cortex appear to demonstrate flexible temporal
structures [1] that might sub-serve such demands. However, the ‘multi-dimensional’
code envisaged by Baddeley - where each ‘dimension’ constitutes the cortical activity
representing a modality-specific component of the sensory experience being held in
the buffer - is perhaps best demonstrated by the beta1 (12−18Hz) frequency rhythm
as manifest in parietal cortex [95, 73]. Owing to the seemingly unique behavior of
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layer 5 intrinsic bursting neurons in this region [96], beta1 rhythms can occur as the
concatenation sum of layer 5 beta2 rhythm (20 − 30 Hz) and superficial layer low
gamma rhythms (30−50 Hz). Both of these rhythms have been implicated in various
aspects of working memory [105, 64, 74]. This ability to combine different rhythms
through concatenation leads to a rich and complex dynamic in parietal cortex that is
predicted to act as a manipulable substrate for short-term memories [71].
We generated a number of computational models of parietal beta1 frequency activ-
ity to explore its ability to act as a substrate for the episodic buffer. We demonstrate
that this pattern of network dynamics satisfies all the relevant proposed properties:
It represents a flexible memory substrate for previously active neuronal assemblies in
a manner controlled by top down, ‘central executive’ inputs and requires continuous
‘rehearsal’ owing to its dynamic - rather than ‘hard-wired’ nature. It can incorporate
relevant new ‘sensory’ inputs while itself remaining robust, maintain efficiency by
rejecting ‘weak’ components and it can be terminated by executive input when no
longer required, or by distractors - ‘bottom-up’ irrelevant sensory input.
3.2 Results.
3.2.1 Basic properties of the parietal beta1 rhythm relevant to working
memory.
Working memory is considered mechanistically distinct from other forms of memory
owing to its relative lack of reliance on (short-term) changes in synaptic weights and
(long-term) remodeling of neuronal connectivity. Without these well-documented
substrates for memory, how can an engram be maintained? We propose that main-
tenance is a direct consequence of the ‘rehearsal’ properties of WM - i.e., continuous
activity in the neurons involved. In central executive regions, this is thought to be
achieved by persistent firing of prefrontal neurons [33]. However, this is a rather
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inflexible process unlikely to fulfill the proposed role of the episodic buffer [4]. A
more complex form of persistent activity has been reported in parietal cortical beta1
rhythms in vitro. Following a brief period of excitation, resulting gamma and beta2
frequency activity persists but exhibits a concatenation-of-periods pattern, where one
period of a local cortical beta1 rhythm is formed as a sum of superficial layer gamma
(25ms) and deep layer beta2 (40ms) rhythms, with outputs from neurons in one layer
iteratively driving outputs from the other [95]. Within this dynamic framework mul-
tiple assemblies of neurons, temporally coded by gamma rhythms, can co-exist within
the concatenated rhythm. We use a modified version of the Kramer et al. [73] model
(Figure 3·1a, also see Methods) as the substrate for episodic buffer activity following
activation in individual cortical columns throughout.
The relevant model behavior can be summarized as follows: An initial, transient
Figure 3·1 (following page): The beta1 network model. (a) The
network. Each circle represents a population of cells of the same type.
There are 80 RS cells, and 20 cells of each of FS, SI, and IB, with con-
nectivity as shown in the picture; reverse arrowheads denote excitatory
synapses, while filled circles denote inhibitory synapses (also see Meth-
ods). da: apical dendrite, db: basal dendrite, a: axon (b) Rastergram
of a simulation of the network in (a). Each line corresponds to a single
cell with each dot corresponding to a spike. Both superficial and deep
layers exhibit a beta1 rhythm, but out of phase. (c) Power spectra of
RS and IB cells. Note that peaks around 27Hz and 40Hz are harmon-
ics of the beta1 band peak (13 − 14 Hz), but in the case of RS cells
they are accentuated, because of some extra firing in-between cycles.
(d) Crosscorrelogram of RS and IB spikes. IB cells tend to fire around
40ms after and 30ms before RS cells. (e) We include 8 columns, each
with the same characteristics as in (b) and represented by a different
color, except that the last four columns are less excitable, modeling the
fact that they haven’t received any prior sensory input. There are weak
connections between pyramidal cells of both deep and superficial layers
of different columns (see Methods), but they do not result in activation
of the less excitable columns, although noise induces some minimal ac-
tivity in them. Black lines in (c,d): average of 10 simulations. Gray
lines: ±1 s.d. AU: arbitrary units.
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presentation of bottom-up sensory input to selected columns enhances synaptic con-
nectivity in the deep layers, which allows the formation of a persistent beta1 rhythm
when subsequently most of this excitation has faded. This persistent beta1 activity
is maintained by iterative, reciprocal excitation of deep and superficial layers, result-
ing in the concatenation of gamma (ca. 30ms) and beta2 (ca. 40ms) network time
constants to form a 3rd, beta1 (ca. 70ms) period (Figure 3·1b-d). This activity is
stimulus specific, as columns that do not receive any input remain silent (Figure 3·1e).
It has its own dynamic signature (the beta1 frequency), but maintains time constants
appropriate for processing both further bottom-up (gamma) inputs and top-down
executive inputs (beta2) - properties inherent in the current view of episodic buffer
function (see introduction).
The relevant model behavior can be summarized as follows: An initial, transient
presentation of bottom-up sensory input to selected columns enhances synaptic con-
nectivity in the deep layers, which allows the formation of a persistent beta1 rhythm
when there is subsequently some, but much less excitation. This persistent beta1 ac-
tivity is maintained by iterative, reciprocal excitation of deep and superficial layers,
resulting in the concatenation of gamma (ca. 30ms) and beta2 (ca. 40ms) network
time constants to form a 3rd, beta1 (ca. 70ms) period (Figure 3·1b-d). This ac-
tivity is stimulus specific, as columns that do not receive any input remain silent
(Figure 3·1e). It has its own dynamic signature (the beta1 frequency), but maintains
time constants appropriate for processing both further bottom-up (gamma) inputs
and top-down executive inputs (beta2) - properties inherent in the current view of
episodic buffer function (see introduction).
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3.2.2 Top-down excitatory input to parietal columns can create cell as-
semblies.
The above dynamic substrate for the episodic buffer is generated at the level of single
parietal cortical columns following a single episode of sensory excitation. However,
the buffer must be able to combine multiple ‘echoes’ of such prior excitation to form
a useful representation of polymodal sensory input. This is proposed to occur under
prefrontal, central executive (top-down) control. Prefrontal cortex, which provides
top-down input to the parietal cortex, exhibits both beta and gamma rhythms [81, 80],
with top-down information in general seen to use the alpha-beta frequency bands
[22, 94]. We thus considered the effect of an input to the deep layer neurons at three
different frequencies: beta1 (15Hz), beta2 (25Hz) and gamma (40Hz).
We included eight copies of columns generating the post-stimulus, concatenated
beta1 rhythm. The columns were weakly connected with each other through both
deep and superficial layers in a manner that maintained individual column beta1
rhythms, but generated only weak inter-columnar synchrony (Figure 3·2a). After
a baseline initial time interval, we gave the same top-down rhythmic input to all
columns, through the deep layers, lasting about 150ms [49, 101]. In each case the
transient, top-down input was able to synchronize all eight columns and this imposed
temporal order lasted long after the input ceased (Figure 3·2b-f). Interestingly, in the
case of beta2 input frequency, after the input terminated, each column was oscillating
at beta1, but some of the columns were anti-phase with the rest, creating a rhythm
of double the frequency, about 27Hz. Instead, in the case of beta1 input, the columns
continued firing in synchrony, creating a prominent peak in the beta1 band. The same
was true for gamma frequency input, but the synchrony was weaker. If the duration of
the input was made shorter, the imposed synchronization was less effective, except for
gamma frequency input (Figure C·2). Columns that did not receive any prior bottom-
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up input (i.e. are not contributing to the established beta1 frequency activity) did not
alter their on-going activity patterns beyond the duration of the subsequent top-down
input (Figure 3·3).
3.2.3 Cell assemblies, active at beta1 frequency, can be manipulated by
addition.
An important property of working memory is the ability to manipulate its content
by adding and subtracting elements (columns). Using an already established beta1
rhythm on one set of cortical columns we first model the process of inclusion of
additional columns. In particular, we consider a learned pattern of activation in
which there is a sequence of stimuli activating a sequence of columns; the model
shows how the beta1 rhythm fosters the addition of new columns associated with
ongoing stimuli.
Figure 3·2 (following page): Rhythmic input to the deep layers
synchronizes beta1 columns. (a) We include 8 copies of our original
beta1 column, each with the same characteristics as in Figure 3·1 and
represented by a different color. There are weak connections between
pyramidal cells of both deep and superficial layers of different columns
(see Methods). (b-d) The same input is given to the deep layers of each
of the columns, of frequency (b) 15 Hz, (c) 25 Hz, or (d) 40 Hz, lasting
from 600−750 ms (spikes in black line). (e) Power spectrogram during
the input presentation (600− 750 ms). The top-down input makes the
columns synchronize, increasing their power in the frequency of the
input, except that in the case of gamma input RS cells are less active.
(f) Power spectrogram after the input presentation (900 − 1200 ms).
Beta1 power peak is significantly higher compared to pre-stimulus when
the input frequency is 15 Hz (RS cells +251%, p = 0.00077, IB cells
+218%, p = 0.001) or 40 Hz (RS cells +92%, p = 0.038, IB cells
+98%, p = 0.038), but not when input frequency is 25 Hz (RS cells
+74%, p = 0.1, IB cells +60%, p = 0.16). However, beta2 power
peak is significantly higher in the 25 Hz input case, compared to the
corresponding peak pre–timulus (RS cells +217%, p = 0.0013, IB cells
+194%, p = 0.0017). All p-values refer to Wilcoxon rank-sum text. For
each condition, n=10. AU: arbitrary units.
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Figure 3·3: Columns that are not active at beta1 do not join the cell
assembly formed by top-down input. As in Figure 3·2, we include 8
columns, but the last four are less excitable (see Supplementary Meth-
ods) and give a 15 Hz input to the deep layers of columns 1, 2, 5, and
6. Columns that are neither active at beta1 nor receive the top-down
input (columns 7 & 8) remain silent. Columns that are not active at
beta1 but receive the top-down input (columns 5 & 6) are active only
while the top-down input lasts. For clarity, columns are numbered only
for RS cells.
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We consider a network consisting of two columns, with the IB cells of column
1 effectively exciting IB cells of column 2, but not vice versa; this model’s history-
dependent connectivity is associated with the learned sequence of stimulus 1 (acti-
vating column 1) arriving before stimulus 2 (activating column 2). The activation of
column 1 helps to prime the activity of column 2. The level of excitation of the super-
ficial layer regular spiking neurons (RS cells) is set so that, if the two columns were
not connected at all, then column 1 would oscillate at beta1, as before, but column
2 would initially be silent. But due to the potentiation of synaptic excitation from
column 1 to column 2, the IB and FS cells of column 2 are initially active (Figure 3·4a
and 3·4b). From these baseline conditions, an increase in the tonic excitation of the
RS cells of the second column resulted in this whole column becoming active, joining
in the beta1 oscillation with small phase difference with the first column (Figure 3·4a
and 3·4c). Consequently, the combined beta1 power of the superficial layers of the
two columns greatly increased, while the beta1 power of the deep layers decreased
(Figure 3·4b). We note that in contrast to Figure 3·3, where the top-down input was
rhythmic and wasn’t enough to activate a column, here it is the tonic current of the
cells that is increased, presumably an effect of new sensory stimulus. The priming of
the second column by the first one, a result of prior plastic changes, is not necessary
for the activation of the second column, but for the coordination of the two columns.
We also note that the model describes only activation of previously learned sequences,
and that we do not model the learning of new sequences.
3.2.4 Cell assemblies, active at beta1 frequency, can be manipulated by
subtraction.
The working memory buffer is considered to have a finite capacity determined by a
broad array of internal and external (sensory) factors [116]. Using the beta1 frequency
model of the post-stimulus, parietal episodic buffer, we examine 2 of these factors:
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Figure 3·4: Simulation of a network of two uni-directionally connected
columns. Each column is as in Figure 3·1, except that RS tonic current
is initially lower for column 2, and increased to normal value at around
500ms (see Methods). IB cells of column 1 synapse onto IB cells of
column 2. (a) Rastergram. Cells in the two columns are distinguished
by blue (column 1) and red colors (column 2). Initially, pyramidal
cells only in the deep layers of the two columns are synchronized, while
the RS cells of column 2 are silent. When the second column is fully
activated, and after a transient interval, the entire columns coordinate.
(b) Power spectra of RS and IB cells (both columns) before (200− 500
ms) and after (700− 1000 ms) the increase in column 2 RS tonic drive.
Beta1 power of RS cells is 5.27 times higher (p = 1.8 · 10−4 , Wilcoxon
rank-sum test), and beta1 power of IB cells 31% lower (p = 1.8 · 10−4)
in the ‘after’ condition. (c) Crosscorrelation of RS/IB cells with the
corresponding cells of the other column, before (only for IB) and after
the increase in column 2 RS tonic drive. Black lines in (b,c): average
of 10 simulations. Gray lines ±1 s.d. AU: arbitrary units.
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1) Passive extinction, 2) Effect of distractors. For passive extinction we consider
the dynamic nature of the beta1 rhythm. Both IB and RS principal neurons must
be sufficiently excitable to respond to each others’ inputs and maintain the iterative
excitatory interaction needed for concatenation. Reducing tonic, neuromodulatory
excitation to RS neurons effectively extinguished the beta1 rhythm (Figure 3·5). This
occurred without changes to IB neuronal excitability. To examine the effects of dis-
tractors we considered the ‘competition for cortical space’ framework proposed by
Adesnik and Scanziani [2]. Here the influence of activity in columns not forming part
of the episodic buffer assembly generates inhibitory synaptic events in either RS or IB
neurons depending on cortical origin. Figure 3·6a and 3·6b show that an inhibitory
synaptic event in either layer can terminate that column’s beta1 rhythm. However,
this effect was not absolute: The terminating effects of these distractors could be
effectively countered by two mechanisms. First, tonic neuromodulatory excitation -
a key attentional mechanism [15] selectively to layer 5 neurons [59] - abolished the
terminating effects of inhibitory synaptic input (Figure 3·6c). Second, bottom-up sen-
sory input to RS neurons, presented concurrently with the inhibitory synaptic input,
also prevented termination of that column’s on-going beta1 rhythm (Figure 3·6d).
The same mechanism can also be used to clear the buffer. The contents of working
memory can become irrelevant once a task is completed. The central executive must
have a way of clearing the episodic buffer in order to allow for taking up different
tasks. As already shown in Figure 3·6a and 3·6b, a pulse of inhibition is enough to
turn off a beta1 column. If this pulse is a generalized one, instead of affecting specific
columns, the whole content of the working memory can be erased. A generalized
inhibition could be the result, for example, of activation of neurogliaform cells, which
can provide a blanket of inhibition in the deep layers [65]. Recall that such inhibition
cannot turn off columns that are in use (Figure 3·6d).
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Figure 3·5: Starting at 300ms, the tonic input to the RS cells is
gradually reduced (see Methods). The network turns off after about
100ms. The result was consistent over 10 simulations.
3.2.5 Top-down disinhibition allows read-out of memory content.
The main purpose of WM is to hold in memory sensory inputs, accumulated and
manipulated over time, in order to guide behavioral responses to subsequent sensory
inputs. Thus a read-out of the contents of the episodic buffer must differ some-
how from the rehearsal inherent in the on-going beta1 activity. ‘Recognition’ of a
sensory event in classical WM tasks involves the central executive (e.g., see [69]).
In addition to the direct excitatory effects of top-down input onto principal cells,
it is also recognized that somatostatin-containing interneurons (SI cells as modeled
here) can be selectively silenced via activation of VIP-containing interneurons [75].
We investigated this input to the episodic buffer model by comparing the effects of
bottom-up sensory input, with and without a concurrent silencing of SI neurons, on
the beta1 rhythm (Figure 3·7). With the beta1 network intact, presentation of a
gamma frequency input failed to disrupt the beta1 rhythm (Figure 3·7a, 3·7b, and
C·1). Instead, additional correlation peaks were seen corresponding to the input
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Figure 3·6: Turning off the network. (a,b) A pulse of inhibition
either to the IB cells (a), or to the RS cells (b) is enough to turn off
the network. The inhibitory pulse used here is in the form of synaptic
inhibition, starting at 500ms, with decay constant 120ms (red line).
(c) Increased tonic drive to IB cells, presumably a result of top-down
control, can prevent the network from turning off by a pulse of inhibition
to the IB cells. (d) Ongoing stimulation in the form of a gamma (40 Hz)
rhythm delivered to a subset of cells in the superficial layers prevents
the network from turning off by a pulse of inhibition to the IB cells. In
all four cases the results were consistent over 10 simulations.
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frequency (Figure 3·7b). In contrast, concurrent silencing of SI interneurons during
gamma-frequency input produced a dramatic change in the temporal organization of
deep and superficial layers (Figure 3·7c and 3·7d). The resulting synchronization of
these two cortical layers represents a collapse of the concatenation sequence during
stimulus presentation. Establishing synchrony of both deep and superficial cortical
layer outputs has powerful consequences for downstream targets (see Discussion).
3.3 Discussion
Results from the present simulations predict that the dynamic landscape underlying
parietal beta1 rhythms provides a substrate for an episodic buffer component of the
distributed working memory (WM) model proposed by Baddeley [7]. The iterative in-
teraction between deep and superficial cortical layers permits formation of an engram
on the basis of prior excitation (sensory input), updatability in the form of addition
and subtraction of cortical columns, distractability by unrelated sensory input and
a read-out mechanism subsequent to re-presentation of the original input(s). All of
these properties were shown to be under the control of top-down inputs from a model
central executive.
A number of elegant models of WM have focused on the prefrontal cortex - the pre-
sumed central executive. Building on from the seminal work of Goldman-Rakic [52],
persistent activity, following a transient excitation in layer 2/3 prefrontal principal
cells, has been used to represent the engram [33]. Expansion of these computational
models to include persistent activity in parietal cortex predicted complex behaviors
that may account for some of the core features of WM [85]. The present model differs
from this approach in two main ways.
First, the parietal component does not involve persistence of the type character-
ized in prefrontal cells. That persistence is generated at a single neuron level by
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Figure 3·7: (a) Rastergram of a simulation of the network with 40
Hz input (red trace) to 1/4 of the RS cells (and all of the FS cells, but
weaker). (b) Crosscorrelogram of RS and IB spikes before (200 − 400
ms) and during the input presentation (400 − 800 ms) for the simu-
lation in (a). The IB cells fire about 40ms after the RS cells, even
when the RS cells are entrained to the gamma rhythm. Note that in
the ‘during’ condition there are ‘bumps’ every about 25ms, due to the
quasi-periodicity of the input (see Methods). (c) Same as (a), but with
an inhibitory pulse given to the SI cells (lower red trace). (d) Cross-
correlogram of RS and IB spikes for the simulation in (c) before the
input presentation (200− 400 ms) and during the first 150ms of the SI
inhibition (500 − 650 ms). During the input presentation the IB cells
now fire shortly after the RS cells. Black lines in (b,d): average of 10
simulations. Gray lines: ±1 s.d. AU: arbitrary units.
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a combination of intrinsic conductances [118] under the control of attention-related
neuromodulators [121]. Population-level expression and control is predicted to be me-
diated by the level of recurrent NMDA receptor-mediated excitation and local circuit
inhibition [33]. Instead, the persistent activity we focus on is an emergent property of
local neuronal connections distributed across deep and superficial layers - the beta1
frequency rhythm [95, 73]. Multiple neuronal subtypes in multiple cortical laminae
have to combine synergistically in order to produce beta1.
Second, the distribution of local network components required for the beta1 rhythm
across different laminae allows for a much richer pattern of interaction with top-down
(central executive) inputs. Prefrontal projections to lower hierarchies of neocortex
are extremely complex. Regional projections are highly parcellated [28, 29] and very
diverse in terms of target laminae [93]. We took advantage of this complexity to
model the core features of WM discussed below.
Other models of working memory make use of oscillations [40, 79, 120]. The model
closest in spirit to ours is the work by Dipoppa & Gutkin [40]. That model is set
in prefrontal cortex and uses integrate-and–fire neurons. There, background input
at different frequencies allows the storage, and/or release of memories. Our current
model differs from that in multiple important ways. First, it is set in parietal cor-
tex, making use of detailed, biophysical properties of that cortex. More crucially,
it stresses the ‘working’ aspect of working memory; the cell assemblies that are cre-
ated in our model are not only stored, but are also capable of being manipulated.
This manipulation was only possible through the mechanistic flexibility afforded by
the diverse complement of biophysical properties underlying the network behavior
described here.
To set-up an episodic buffer for use in WM, our model showed that parietal corti-
cal columns generating local beta1 activity could be ‘bound’ via synchronization by
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a range of patterned top-down excitatory inputs to layer 5 known to be generated
by prefrontal cortex (beta-gamma frequencies [87]) (Figure 3·2). Thus the model is
consistent with the critical dependence on frontal-parietal interactions for manifest-
ing WM [42]. The induced synchronization in the model lasted for several hundred
milliseconds after the termination of the brief top-down input, at least when the input
frequency was in the beta range (15 or 25 Hz - Figure 3·2f). Notably, in the case of
beta1 input (15 Hz) all of the columns continued firing in phase, increasing the total
beta1 power, while in the case of beta2 input (25 Hz), after the input termination,
groups of columns were firing anti-phase, increasing the total power in the frequency
twice that of the individual columns, which happened to be in the beta2 range (Fig-
ure 3·2b, 3·2c, and 3·2f). Beta2 is the frequency often seen in PFC working memory
[22].
Frontal-parietal interactions also underlie the core property of WM that makes it
distinct from other memory subtypes: It is updatable. The content held in WM is
labile, being continuously selectable by processes of subtraction and addition following
the initial selection of components, again via top-down inputs from prefrontal cortex
[91, 112, 45]. The simulations here demonstrate that beta1 activity can simply fade
away over time (Figure 3·5) or be actively terminated by a top-down signal, but not
in columns that are in use (Figure 3·6).
In our model, adding new content simply corresponds to activating new cortical
columns. If the new column activated is associated with an already active column,
for example due to previous learning, our simulations predict that these columns will
coordinate, resulting in a large increase of the total beta1 power in the superficial
layers, and a smaller decrease in the deep layers (Figure 3·4). The increase in beta1
power is consistent with behavioral experiments regarding speech processing, where
presentation of a syntactically correct sentence is associated with increase in beta1
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activity over time [10].
The behavioral performance of WM is exquisitely sensitive to distractors - sensory
inputs unrelated to the information held in WM. We modeled this as cortico-cortical
synaptic inhibition [2] and showed that distractors, in this mechanistic form, can be
disruptive to the beta1 activity. However, this effect could be overcome either by
strong top-down (central executive) excitatory input to the column included in WM
(e.g. [98]) or by the concurrent re-presentation of the column-specific bottom-up
excitatory input (Figure 3·6).
Synaptic inhibition was also predicted to be vital for read-out from the episodic
buffer. In prefrontal cortex (i.e., central executive regions), reduced parvalbumin- or
somatostatin-containing interneuron function has been shown to be detrimental to
short-term memory function, primarily through false outputs in a go-no go task [69].
In the same study, enhancing VIP-containing interneuron function improved memory
performance. Our simulations suggest a similar dependence on inhibition in parietal
cortex. Slow inhibition, modeled as from somatostatin-containing interneurons, is a
vital feature of beta1 rhythms [73], and top-down prefrontal cortical inputs to lower
hierarchical regions activate VIP-containing interneurons, thus selectively inhibiting
these somatostatin-containing cells [76]. Re-presentation of one column’s bottom up
input preserves the beta1 activity but ‘adds’ additional superficial layer principal
cell activity within each beta1 period (Figure 3·7 and 3·7b). This can only occur if
slow synaptic inhibition is functional. If it is selectively removed by an inhibitory
synaptic event onto the source interneurons, there is an overt phase change between
superficial and deep layer principal cell spiking (Figure 3·7c and 3·7d). This enhanced
synchrony between deep and superficial output neurons in the WM column would alter
the influence of the column on target regions [86], possibly by affecting short-term
synaptic plasticity [119]. We argue here that this may represent ‘read-out’ of the WM
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engram, again under the control of the central executive.
Although the physiology of the parietal rhythm used in the model was motivated
by mechanistic observations from an in vitro preparation, there are multiple examples
in human and non-human primates in vivo in which this beta 1 rhythm has been noted
in parietal cortex, and in which the task involved would benefit from the functional
properties described above. Already mentioned is the work of Bastiaansen et al.
[10] on buildup of beta1 during syntactically correct speech. A similar paper about
involvement of buildup of beta during perceptual decision making is [41]. Bastos
et al. [11] have used these ideas to motivate monkey experiments on expectation
in primates and found beta1 when there was a violation of expectation (inducing a
strong gamma input to parietal cortex). Arnal et al. [3] previously found a similar
result when there was a violation of audio-visual expectation, again in the parietal
cortex with a strong gamma input to PC likely producing the beta rhythm.
In summary, the parietal cortex is an ideal locus for the episodic buffer compo-
nent of WM given its convergent connections from multiple sensory ‘slave’ systems
and parcellated connections with frontal, central executive regions. The complexity
predicted to be required for the functional episodic buffer [4] appears to be inherent
in the beta1 rhythm as manifest in this region. Our simulations reproduce many of
the core features of WM and demonstrate that it is the interaction between deep and
superficial cortical layers, and their respective cortico-cortical inputs, which provides
the balance of robustness and manipulability that defines WM. However, the depen-
dence of beta1 rhythms on intrinsically bursting (IB) neurons suggests involvement
of subcortical structures too. This cell type specifically sends outputs to subcortical
structures [57, 70]. Many of these targets are involved in WM [46] as evidenced by
the selective effects of subcortical stroke on WM [92]. Further studies are therefore
required to expose the role of such structures on mechanisms of WM.
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3.4 Methods
3.4.1 Model
We used a modified version of the model of a parietal cortex (area S2) column from
[73] (Figure 3·1a). The model involves only superficial (L2/3) and deep (L5) layers.
There are three cell types in the superficial layers, Regular Spiking (RS), Fast Spiking
(FS) and Slow Inhibitory (SI) neurons, all modeled as single compartments. In the
deep layers there is only one cell type, Intrinsically Bursting cells (IB), which in S2
are known to be able to produce a beta2 on their own [97]. IB cells are modeled
as consisting of four compartments: apical dendrite, basal dendrite, soma, and axon.
The RS and IB cells are excitatory, while the FS and SI cells are inhibitory. Each cell/
compartment is modeled as a Hodgkin-Huxley neuron possibly with extra currents,
including h-current, M-current, and a high-threshold calcium current.
The connectivity with chemical synapses is as shown in Figure 3·1a and described
in detail in the Supplementary Material. There are gap junctions between all pairs
of SI cells and all pairs of IB axons. The electrical continuity of the different com-
partments of each IB cell is also modeled with gap junctions.
Input was modeled as current through synaptic conductances that responded to
externally controlled electric potentials. For periodic input, the length of each period
varied randomly around the nominal value.
See Supplementary Material for details of the model.
3.4.2 Statistics
All analyses were performed in Matlab (The MathWorks, Inc). Spike trains were
calculated and summed over groups of cells as described in each figure. Crosscor-
relograms were computed for the summed spike trains, and power spectra were then
computed as the discrete Fourier transform of the crosscorrelograms. Beta1 power was
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calculated as the peak in the power spectrum in the band 12− 20 Hz and compared
across conditions using the Wilcoxon rank-sum test.
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Appendix A
Alternative version of Theorem 2.3.1.
Here we give a different version of Theorem 2.3.1, which can be contrasted to Weyl’s
Equidistribution Theorem [104, pp. 105-113] (see Remark 1).
Theorem A.0.1. Let m ∈ N with m ≥ 2, α ∈ ( 1
m+1
, 1
m
)
, θ0 ∈ [0, 1) and θc ∈
[1−mα, 1− α), and let the sequence an be defined by
an =
{
1, if an−1 = . . . = an−m+1 = 0 and ((n · α + θ0) mod 1) ≥ θc
0, otherwise ,
(A.1)
for n ≥ 1, a0 = 1, and a−1 = . . . = a−m+1 = 0. Then, there exists some n0, such that
for any n ≥ n0, an = 1 if and only if
((n · α− θ0) mod 1) ∈ [θc, θc + α). (A.2)
Moreover,
lim
n→∞
n∑
k=1
ak
n
= α. (A.3)
For the proof we are going to need the following Lemma that states the relation
with Theorem 2.3.1.
Lemma A.0.2. Let m, α, θ0, θc, and {an}n∈N be as in Theorem A.0.1. Also, let un
be defined as in Theorem 2.3.1, with T1 = 1, t0 = − ·θ0α , c = θcα , and T2 = 1α . Then,
for any k ∈ N, ak = 1 if and only if there exists some n ∈ N, such that un = k.
Proof. Note that the definition of un in Theorem 2.3.1, for the specific values of T1,
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T2, t0, and c becomes
un = un−1 + min
{
k ∈ N : k ≥ m and
((
un−1 + k +
θ0
α
)
mod
1
α
)
≥ θc
α
}
=
= un−1 + min{k ∈ N : k ≥ m and (((un−1 + k) · α + θ0) mod 1) ≥ θc}.
(A.4)
Since un is a strictly increasing sequence (in particular lim
n→∞
un =∞), it is enough
to show that for each n ≥ 0, aun = 1 and ak = 0 for k = un−1 + 1, . . . , un − 1 (here
we define u−1 = −m). We show this by induction on n.
The base case is trivial, since u0 = 0 and by definition of the sequence {an},
au0 = a0 = 1 and ak = 0 for k = −m+ 1, . . . ,−1. Now assume that aun−1 = 1. Again
from the definition of {an}, it follows that the next non-zero term of the sequence
will be aun−1+j, where j is the smallest integer ≥ m, such that
((un−1 + j) · α + θ0 mod 1) ≥ θc.
But from the definition of {un}, un = un−1 + j, for the same j. This concludes the
proof.
Proof of Theorem A.0.1. Let un be as in Lemma A.0.2. Then we have that for any
k ∈ N, ak = 1 if and only if k = un for some n ∈ N. From the last assertion of
Theorem 2.3.1 we get that, if k is sufficiently large, this is equivalent to(
(k + t0) mod
1
α
)
∈
[
θc
α
,
θc
α
+ 1
)
⇐⇒ ((k · α− θ0) mod 1) ∈ [θc, θc + α) ,
(A.5)
which proves the first part of the Theorem. It remains to show that Equation (A.3)
holds. For any l ∈ N, let n ∈ N be the unique n ∈ N such that un ≤ l < un+1.
Then, by Lemma A.0.2, exactly n of the first l terms of the sequence an are non-zero.
Therefore,
l∑
k=1
ak
l
=
n
l
. (A.6)
Note that
n+ 1
un+1
− 1
un+1
=
n
un+1
<
n
l
≤ n
un
. (A.7)
But from Theorem 2.3.1, lim
n→∞
n
un
= lim
n→∞
n+1
un+1
= α. Since we also have lim
n→∞
un+1 =
∞, Equation (A.3) follows.
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Remark 1. If we let m = 1 in Theorem 2.3.1 (and remove the assumption θc ∈
[1−mα, 1− α)), the result changes qualitatively: from a direct application of Weyl’s
Equidistribution Theorem [104, pp. 105-113], we get that for α /∈ Q, lim
n→∞
n∑
k=1
ak
n
=
1− θc.
Remark 2. It is also possible to derive Theorem 2.3.1 from Theorem A.0.1: Using
the equivalence given by Lemma A.0.2, and reversing the arguments in the proof of
Theorem A.0.1, we get Theorem 2.3.1 for T1 = 1. The general version (for any
T1 > 0) follows from the version for T1 = 1 if we set T
′
1 = 1, T
′
2 =
T2
T1
, c′ = c
T1
,
t′0 =
t0
T1
, and define u′n and t
′
n accordingly.
Appendix B
Model parameters and simulations details
for the model of Chapter 2.
B.1 Model Parameters.
Here we give the details of the parameters for the model described in Section 2.2.2 and
for the various conditions. We begin with the functions appearing in Equations (2.1)
to (2.3) (Table B.1 – recall that the RS and IB cells are excitatory, while the FS and
SI cells are inhibitory). We note that Equations (2.2) and (2.3) are equivalent, and
the relation between the (τx, x∞) and the (αx, βx) descriptions is given by:
τx =
1
αx + βx
, x∞ =
αx
αx + βx
αx =
x∞
τx
βx =
1− x∞
τx
. (B.1)
As in [73], we make the following adjustments for particular cells/compartments,
relative to the values in Table B.1: for the IB axons, we multiply the forward rate
αKM of mKM by 1.5 and its backward rate βKM by 1.25. For the RS cells, we multiply
the forward rate of mAR by 1.75 and the backward rate by 0.5. For the IB apical and
basal dendrites, we multiply the forward rate of mAR by 2.75, and its backward rate
by 3, except for the simulations in Figures 2·16c and 2·20 to 2·23, where we multiply
both the forward and backward rates by 3.
We give the parameter values for the various cells/compartments in Table B.2,
for the chemical synapses in Table B.3, for the electrical coupling (modeled as gap
junctions) in Table B.4, for the inputs in Table B.5, and the initial values used for
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Table B.1: Expressions for functions involved in the dynamics of
the ionic current gating variables, taken from [73]. V is measured in
mV. V0 = −87.5 for RS cells, and V0 = −75 for other types of cells/
compartments.
Variable τx x∞
m (excitatory cell) 0.25 + 4.35 · e− |V+10|10
(
1 + e
−V−29.5
10
)−1
h (excitatory cell) 0.15 + 1.15
1+e
V+33.5
15
(
1 + e
V+59.4
10.7
)−1
m (inhibitory cell) 0.25 + 4.35 · e− |V+10|10
(
1 + e
−V−27
11.5
)−1
h (inhibitory cell) 0.225 + 1.125
1+e
V+37
15
(
1 + e
V+58.3
6.7
)−1
mAR
(
e−14.6−0.086V + e−1.87+0.07V
)−1 (
1 + e
V−V0
5.5
)−1
(a)
Variable αx βx
mKM
0.02
1+e
−V−20
5
0.01e
−V−43
18
mCaH
4.8
1+e−0.072(V−5)
0.06(V+8.9)
e
V+8.9
5 −1
(b)
Function Expression
m0(V) (excitatory cell)
(
1 + e
−V−34.5
10
)−1
m0(V) (inhibitory cell)
(
1 + e
−V−38
10
)−1
(c)
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Table B.2: Parameters for the various cells/compartments. A dash
means that the corresponding term is absent in that compartment. All
values are taken from [73], except for the parameter J (all cells). For
all cells/compartments: C = 0.9.
var RS FS SI IB apicaldendrite
IB basal
dendrite IB soma IB axon
J 11 35 45 25.5 42.5 -4.5 -1.2
gL 1 1 6 2 2 1 0.25
gNa 200 200 200 125 125 50 100
gK 20 20 10 10 10 10 5
gAR 25 - 50 155 115 - -
gKM - - - 0.75 0.75 - 1.5
gCaH - - - - - 6.5 6.5
VL -70 -65 -65 -70 -70 -70 -70
VNa 50 50 50 50 50 50 50
VK -95 -100 -100 -95 -95 -95 -95
VAR -35 - -35 -25 -25 - -
VKM - - - -95 -95 - -95
VCaH - - - 125 125 - -
the state variables in Table B.6.
B.2 Simulations and analysis of results.
All simulations and analyses were performed in MATLAB [82]. The first 200ms of
every simulation were not taken into account in the subsequent analysis.
Spike times were defined as the times that the membrane potential crossed the
value 0mV. For the IB axon, a spike was considered to initiate a new burst if the
time from the initiation of the last burst was greater than 10ms, otherwise it was
considered part of that burst.
The probability of a cell firing in response to input-1, as a function of input-2
phase, was defined as the number of spikes in response to input-1 pulses at a given
input-2 phase, divided by the total number of input-1 pulses at that input-2 phase. A
cell was considered to fire “in response to” an input-1 pulse if the cell fired within 3ms
from that pulse (timing of input pulses was calculated as for spikes). The probability
of a cell firing in response to input-2, as a function of input-1 phase, was calculated
similarly.
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Table B.3: Parameters for chemical synapses. The values for τr, τd,
and Vrev are taken from [73], whenever applicable (note however that
values for τr appear to be half as large as the ones in [73], because of a
difference in Equation (2.6) from the corresponding equation in [73]).
The synapse SI→FS does not appear in [73]; values for τr, τd, and Vrev
for this synapse are taken from [54]. All outgoing synapses from an IB
cell are from the axon compartment. The target of the SI→IB synapse
is the IB apical dendrite and that of the IB→IB synapse is the basal
dendrite. ∗In Figure 2·12, g = 10. ∗∗In Figures 2·11a and 2·11b, in the
conditions with “weak FS→SI”,g = 5.
synapse g τr τd V0
RS→RS 0.5 0.125 1 0
RS→FS 3 0.125 1 0
RS→SI 5∗ 1.25 1 0
FS→RS 125 0.25 5 -80
FS→FS 20 0.25 5 -75
FS→SI 8∗∗ 0.25 6 -80
SI→RS 2.5 0.25 20 -80
SI→FS 4 0.25 20 -80
SI→SI 4 0.25 20 -80
SI→IB 4 0.25 20 -80
IB→FS 2 0.125 1 0
IB→SI 0.9 1.25 50 0
IB→IB 0.4 0.25 100 0
Table B.4: Conductance of gap junctions (electrical coupling) of the
various compartments of the IB cell. Although electrical coupling is
two-way, each direction is considered separately in the model, having a
source and a target. Each unidirectional gap junction is included as a
summand in the term Igap of the target compartment. Conductance of
connections in the opposite direction may differ, reflecting differences
in the size of the two compartments. All values are taken from [73]. s:
soma, da: apical dendrite, db: basal dendrite, a: axon.
gap junction g
s→ da 0.2
s→ db 0.2
s→ a 0.3
da → s 0.4
db → s 0.4
a→ s 0.3
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Table B.5: Input parameters. The frequency of input-1 and the fre-
quency of input in simulations with a unique input is 40Hz, and the
frequency of input-2 is 16.357Hz, unless otherwise specified. For input-
1 or unique inputs, Vext,max = 25, while for input-2, Vext,max = 100.
In all cases τext = 1 and V0 = 0, except for input-2 in Figure 2·10,
where V0 = −80. ∗In Figures 2·16, 2·20, 2·21 and 2·23, σ = 0.05,
in Figure 2·22 σ = 0. ∗∗In Figures 2·13b to 2·13d, σ = 0.05, and in
Figures 2·13b to 2·13d, σ = 0.1 for both inputs. ∗∗∗In Figure 2·12,
g = 10.
Figure/input σ Target g τr τd
Figures 2·3 and 2·4 0.025 RS 150 0.1 0.5
Figures 2·5, 2·14 to 2·16 and 2·20 to 2·23 0.025∗ FS 2.5 0.125 1SI 5 1.25 1
Figures 2·6 to 2·8 and 2·10 to 2·13, Input-1 0∗∗ FS 2.5 0.125 1SI 5∗∗∗ 1.25 1
Figures 2·6 to 2·8 and 2·11 to 2·13, Input-2 0∗∗ FS 3 0.125 1SI 0.9 1.25 50
Figure 2·10, Input-2 0 SI 8 0.25 6
Table B.6: Initial values for state variables. For each cell/
compartment, the initial value is chosen randomly and independently
from inside an interval. The values shown here are the minimum and
maximum values of this interval.
var RS FS SI IB apicaldendrite
IB basal
dendrite IB soma IB axon
V -70/-60 -110/-100 -100/-90 -100/-90 -100/-90 -100/-90 -100/-90
h 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05
m 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05
mAR 0.035/0.06 - 0.02/0.06 0/0.001 0/0.001 - -
mKM - - - 0/0 0/0 - 0/0
mCaH - - - 0/0.01 0/0.01 - -
Appendix C
Supplementary material for Chapter 3.
C.1 Gamma input of different frequencies to a single beta1
column.
In Figure 3·7a and 3·7b of the main text we showed that a 40 Hz input presented to
the superficial layers alone was not enough to disrupt the beta1 rhythm of a parietal
column. Moreover, the IB cells kept firing with high probability about 40 ms after
the RS cells. Figure S1 shows that this is true even for higher frequency input, but
for 90 Hz input IB cells also often fire immediately after RS cells.
C.2 Effect of top-down input duration
In Figure 3·2 of the main text we showed that a common top-down input of dura-
tion 150 ms to a number of weakly interconnected columns resulted in the columns
synchronizing with each other, and this effect lasted even after the input went away.
Figure C·2 shows that this effect is weaker or non-significant, if the input duration is
made shorter, except in the case of 40 Hz input, where the effect is stronger.
C.3 Supplementary Methods
In this section we give a detailed description of the model used for the simulations.
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a b 
c d 
Figure C·1: (a) Rastergram of a simulation of the network with 65Hz
input (red trace) to 1/4 of the RS cells (and all of the FS cells, but
weaker). (b) Crosscorrelogram of RS and IB spikes before (200 − 400
ms) and during the input presentation (400−800 ms) for the simulation
in (a). As with 40Hz input (Figure 3·7a,b), the IB cells fire about 40 ms
after the RS cells, even when the RS cells are entrained to the gamma
rhythm. (c,d) Same as (a,b), but for 90Hz input. Now the IB cells
also often fire shortly after the RS cells. Black lines in (b,d): average
of 10 simulations; gray lines: ±1 s.d. AU: arbitrary units.
C.3.1 The network
We use a modified version of the model of a parietal cortex (area S2) column from
[73]. The model involves only superficial (L2/3) and deep (L5) layers. There are three
cell types in the superficial layers, Regular Spiking (RS), Fast Spiking (FS) and Slow
Inhibitory (SI) neurons (LTS neurons in [73]), all modeled as single compartments. In
the deep layers there is only one cell type, Intrinsically Bursting cells (IB), modeled
as consisting of four compartments: apical dendrite, basal dendrite, soma, and axon.
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a 
c d 
e 
b 
Figure C·2: Rhythmic input to the deep layers is less efficient in
synchronizing beta1 columns, if its duration is too short. (a-c) As in
Figure 2 of the main text, the same input is given to the deep layers
of each of 8 beta1 columns, of frequency (a) 15 Hz, (b) 25 Hz, or (c)
40 Hz, but now lasting from 600− 700 ms (blue arrows). (d) As in (a-
c), but for a non-rhythmic, single-pulse input. (e) Power spectrogram
after the input presentation (900− 1200 ms). Beta1 power peak is not
significantly higher compared to pre-stimulus when the input frequency
is 15Hz (RS cells +63.3%, p = 0.24, IB cells +61.9%, p = 0.19), 25Hz
(RS cells +54.7%, p = 0.16, IB cells +74.4%, p = 0.16), or for a single-
pulse input (RS cells 4.2%, p = 0.79, IB cells 19.8%, p = 1), It is
significantly higher compared to pre-stimulus when input frequency is
40Hz (RS cells +124%, p = 0.017, IB cells +147%, p = 0.017). Beta2
power peak is significantly higher only in the 25Hz input case, compared
to the corresponding peak pre-stimulus (RS cells +125%, p = 0.0173,
IB cells +124%, p = 0.014). All p-values refer to Wilcoxon rank-sum
text. For each condition, n = 10. AU: arbitrary units.
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The RS and IB cells are excitatory, while the FS and SI cells are inhibitory. The
details of the cell models are described below and they are the same as in [73], unless
otherwise noted.
In one cortical column we include 80 RS cells and 20 cells of each other type.
The connectivity with chemical synapses is described in Table C.3. There are gap
junctions between all pairs of SI cells and all pairs of IB axons (Table C.4). The
electrical continuity of the different compartments of each IB cell is also modeled
with gap junctions (Table C.4).
In the simulations of Figure 4 we include two columns with synapses from IB cells
of column 1 to IB cells of column 2 (Table C.3). In the simulations of Figures 2 and 3,
we include ten columns, but with half the number of cells of each type, with synapses
between RS cells and between IB cells of different columns (Table C.3).
C.3.2 Model equations
Each cell/compartment is modeled as a set of ordinary differential equations, describ-
ing the membrane potential and the ionic current gating variables. The membrane
potential of a cell/compartment evolves according to
C
dV
dt
=− J − Isyn − Igap − Iran − Iapp
− gL · (V − VL)
− gNa ·m30(V) · h · (V − VNa)
− gK ·m4 · (V − VK)
− gAR ·mAR · (V − VAR)
− gKM ·mKM · (V − VKM)
− gCaH ·m2CaH · (V − VCaH).
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where: C is the capacitance, J is a tonic current, Isyn is the total synaptic cur-
rent, Igap is the total current through gap-junctions, Iran is additive noise, Iinp is
an applied current (input), gx denotes the conductance of current x, where x =
{L,Na,K,AR,KM,CaH}, Vx denotes the reversal potential for current x, and m,
m0, h and mx denote gating variables. Variables in boldface denote state variables.
The subscripts stand for the following: L - leak current, Na - fast inactivating sodium
current, K - delayed rectifier potassium current, AR - h-current, KM - M-current,
CaH - high-threshold calcium current. The h-current is present only in the RS and
SI cells, and in the IB dendrites. The M-current is present only in IB dendrites and
axons. The high-threshold calcium current is present only in IB dendrites. All other
ionic currents are present in all cells/compartments. The currents Isyn, Igap, Iran and
Iinp are described below. The values of all other parameters and the function m0(V)
for each of the cells/compartments are given in Tables C.1 and C.2. In these and in
following Tables, conductance, capacitance, and electric currents are given per unit
area of the cell surface, since the actual size of a cell is irrelevant. All values are given
in the following units: conductance - mS/cm2, capacitance - µF/cm2, electric current
- µA/cm2, electric potential - mV , time - ms.
The other state variables follow first-order dynamics, with membrane potential-
dependent dynamics. In accordance with [73], we describe the time evolution of h,m,
and mAR in terms of the steady-state values and time constants, and that of mKM
and mCaH in terms of the forward and backward rates:
dx
dt
=
1
τx(V)
· (x∞(V)− x) , x = {m,h,mAR}
dx
dt
= αx(V) · (1− x)− βx(V) · x, x = {mKM ,mCaH}
The expressions for the functions τx(V), x∞(V), αx(V), and βx(V) are given in
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var RS FS SI IB apicaldendrite
IB basal
dendrite IB soma IB axon
J∗ 25 35 50 27.5 44.5 -3.5 0.1
gL 1 1 6 2 2 1 0.25
gNa 200 200 200 125 125 50 100
gK 20 20 10 10 10 10 5
gAR 40 - 50 180 115 0 0
gKM - - - 0.75 0.75 - 1.5
gCaH - - - - - 6.5 6.5
VL -70 -65 -65 -70 -70 -70 -70
VNa 50 50 50 50 50 50 50
VK -95 -100 -100 -95 -95 -95 -95
VAR -35 - -35 -25 -25 - -
VKM - - - -95 -95 - -95
VCaH - - - 125 125 - -
σ2ran 0.15 0.05 0.05 0.005 0.005 0 0.025
g∗∗ran 0.03 0 0 0 0 0 0
Table C.1: Parameters for the various cells/compartments. All values
are taken from [73], except for the parameter J (all cells) and gAR
for RS cells and IB apical dendrites. Parameters independent of the
cell/compartment: C = 0.9, Vrev,ran = 0, τran = 4, λran = 0.1/ms.
∗Exceptions for J : For Figure 3·6c, we use the following values for
the IB compartments: apical dendrite 25.5, basal dendrite 42.5, soma
−4.5, axon −0.4. For Figure 3·5, we start from normal values, but
between 300−800 ms we reduce the value for RS at a rate 0.05/ms. For
Figure 3·4, we use the value 65 for the RS cells of column 2 and, starting
at some randomly chosen time in the interval [500, 570], we let it decay
exponentially towards 25, with decay constant 50 ms. ∗∗Exceptions for
gran: In Figure 3·1e and 3·3 we use the value gran = 0.17 for the RS
cells of the last four columns.
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Variable τx xinf
m (excitatory cell) 0.25 + 4.35 · e− |V+10|10 1
1+e
−V−29.5
10
h (excitatory cell) 0.15 + 1.15
1+e
V+33.5
15
1
1+e
V+59.4
10.7
m (inhibitory cell) 0.25 + 4.35 · e− |V+10|10 1
1+e
−V−27
11.5
h (inhibitory cell) 0.225 + 1.125
1+e
V+37
15
1
1+e
V+58.3
6.7
mAR
1
e−14.6−0.086V+e−1.87+0.07V
1
1+e
V−V0
5.5
Variable αx βx
mKM
0.02
1+e
−V−20
5
0.01e
−V−43
18
mCaH
1.6
1+e−0.072(V−5)
0.02(V+8.9)
e
V+8.9
5 −1
Function Expression
m0(V) (excitatory cell)
1
1+e
−V−34.5
10
m0(V) (inhibitory cell)
1
1+e
−V−38
10
Table C.2: Expressions for functions involved in the dynamics of
the ionic current gating variables, taken from [73]. V is measured in
mV. V0 = −87.5 for RS cells, and V0 = −75 for other types of cells/
compartments.
Table C.2. Note that the two descriptions are equivalent, and the relation between
the (τx, x∞) and the (αx, βx) descriptions is given by the equations:
τx =
1
αx + βx
, x∞ =
αx
αx + βx
αx =
x∞
τx
βx =
1− x∞
τx
.
As in [73], we make the following adjustments for particular cells/compartments,
relative to the values in Table C.2: for the IB axons, we multiply the forward rate
αKM of mKM by 1.5 and its backward rate βKM by 1.25. For the IB apical and
basal dendrites, we multiply both the forward and backward rates of mCaH by 3, the
forward rate of mAR by 2.75, and the backward rate of mAR by 3. For the RS cells,
we multiply the forward rate of mAR by 3.5 (1.75 in [73]) and leave the backward
rate unchanged (multiplied by 0.5 in [73]).
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The synaptic current Isyn is the sum of the synaptic currents Isyn,i, one for each
incoming synapse for the given cell/compartment. The contribution of each synapse
is given by
Isyn,i = si · gi · (V − Vi), (C.1)
where si is the synapse gating variable, gi is the maximal conductance, V is the
membrane potential of the post-synaptic cell, and Vi is the reversal potential. The
synaptic gating variable si evolves according to the equation
dsi
dt
= − si
τd,i
+
1− si
τr,i
· 0.5
(
1 + tanh
Vpre,i
10
)
, (C.2)
where τd,i and τr,i are the decay and rise time constants, respectively, Vpre,i is the
membrane potential of the pre-synaptic cell, and tanh denotes the hyperbolic tangent
function. The maximal conductances, reversal potentials, decay constants, and rise
constants for the various synapses are given in Table C.3.
The gap-junctional current Igap is the sum of the gap-junctional currents Igap,i,
one for each gap-junction involving the given cell/compartment. The contribution of
each gap-junction is given by
Igap,i = gi · (V −V′i),
where gi is the conductance, V is the membrane potential of the cell/compartment
in question, and V′i the membrane potential of the other cell/compartment that the
gap-junction involves. The conductances for the various gap junctions are given in
Table C.4.
The term Iran describes a stochastic input to the cells and it is the sum of a
white noise term and an excitatory input modeled as synaptic current, activated
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synapse g τr τd Vrev # synapses
RS→RS 1160 0.125 1 0 all
RS→FS 140 0.125 1 0 all
RS→SI 0.225 1.25 1 0 all
RS→IB AMPA 160 0.125 1 0 3
RS→IB NMDA 1240 12.5 125 0 3
FS→RS 6.25 0.25 5 -80 all
FS→FS 2 0.25 5 -75 1 (self)
FS→SI 0.4 0.25 6 -80 all
SI→RS 0.125 0.25 20 -80 all
SI→FS 0.2 0.25 20 -80 all
SI→SI 7 0.25 20 -80 1 (self)
SI→IB 0.4 0.25 20 -80 all
IB→FS 0.2 0.125 1 0 all
IB→SI 0.045 1.25 50 0 all
IB→IB 1500 0.25 100 0 all
RS→RS (different column - Fig. 2 & 5a) 31400 0.125 1 0 all
IB→IB (different column - Fig. 2 & 5a) 3350 0.25 100 0 all
IB→IB (column 1 to column 2 - Fig. 4) 0.06 0.25 100 0 5
Table C.3: Parameters for chemical synapses. The values for τr, τd
and Vrev are taken from [73], whenever applicable (note however that
values for τr appear to be half as large as the ones in [73], because of a
difference in equation C.2 from the corresponding equation in [73]). The
synapses RS→RS, RS→IB (AMPA and NMDA) and SI→FS, as well as
the intercolumnar synapses (last three lines) do not appear in [73]. The
last column indicates the number of synapses of the corresponding type
for each cell in the presynaptic population. The postsynaptic cells are
chosen randomly. The indication “all” means that there is a synapse
for each pair of presynaptic and postsynaptic cells. For the RS→IB
synapses, for each RS cell the AMPA and NMDA targets are the same.
All outgoing synapses from an IB cell are from the axon compartment
and all incoming synapses are to the apical dendrite, except incoming
synapses from other IB cells, which are to the basal dendrite. The
values for the maximal conductance g refer to a network of 80 RS cells
and 20 cells of each other type; they are proportionally adjusted for
different population sizes/number of synapses per cell.
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gap junction g
IB soma→IB apical dendrite 0.2
IB soma→IB basal dendrite 0.2
IB soma→IB axon 0.3
IB apical dendrite→IB soma 0.4
IB basal dendrite→IB soma 0.4
IB axon→IB soma 0.3
IB axon→IB axon 0.0025
SI→SI 0.2
Table C.4: Conductances of the various gap junctions within a col-
umn. The first six lines refer to connections within different compart-
ments of the same IB cell and values are taken from [73]. Conductance
of connections in the opposite direction may differ, reflecting differences
in the size of the two compartments. The last two lines refer to gap
junctions between different cells, with all-to-all connectivity (within a
column).
stochastically according to a Poisson process and decaying exponentially. That is,
Iran = σ
2
ran · dW + sran · gran · (V − Vrev,ran) ,
where dW is Gaussian white noise of unit variance per ms, σ2ran is the intensity of
this additive white noise, gran is the Poisson synaptic input conductance, Vrev,ran its
reversal potential, and sran evolves according to
dsran
dt
= − 1
τran
· sran +
∑
i
δ(t− ti),
where δ(t − ti) denotes the delta function centered at ti, and the times {ti} are a
realization of a Poisson process with rate λ. The values of the parameters used are
given in Table C.1.
The term Iinp is a sum of currents Iinp,i also following Eq. C.1 and C.2, but in
this case instead of the presynaptic membrane potential Vpre,i, we have an externally
controlled potential Vinp,i, which represents a single pulse or a train of pulses. At each
pulse, Vinp,i is instantaneously set to a fixed value Vhigh and then decays exponentially
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Input type ginp Vrev,inp τd,inp τr,inp
starting
time
IB basal dend. rhythmic input (Fig. 2, 5a) 3 0 0.1 0.5 ∼300
RS/FS rhythmic input (Fig. 6d, 7) 30/0.1 0 0.1 0.5 ∼400
RS single initial pulse (all figures) 0.2e6u -80 0.1 30 0
IB soma single initial pulse (all figures) 0.15 0 0.1 150 160u
IB apical dend. single pulse (Fig. 6a, 6c, 6d) 1 -80 120 0.1 500
RS single pulse (Fig. 6b) 1 -80 120 0.1 500
SI single pulse (Fig. 7c, 7d) 7 -80 150 0.1 500
Table C.5: Parameters of the various input currents. The variable u
denotes a random number, uniformly chosen from the interval [0, 1].
to Vlow. That is,
Iinp,i = sinp,i · ginp,i · (V − Vrev,inp,i),
dsinp,i
dt
= − sinp,i
τd,inp,i
+
1− sinp,i
τr,inp,i
· 0.5
(
1 + tanh
Vinp,i
10
)
,
dVinp,i
dt
=
1
τinp
(Vlow −Vinp,i) + (Vhigh −Vinp,i) ·
∑
j
δ(t− ti,j),
(C.3)
where ti,j are the times of the pulses. When the input is periodic with nominal
frequency f , the time ti,j+1 − ti,j between two pulses is a random number, uniformly
distributed in the interval
(
0.9
f
, 1.1
f
)
, independently chosen for each i, j. Details for
the various inputs are given in Table C.5.
C.3.3 Initial conditions
To randomize initial conditions, all state variables are initialized at values chosen
uniformly randomly from an interval (Table C.6). Moreover, at the beginning of
the simulation an inhibitory pulse is given to RS cells, following the dynamics of
equation C.3, identical for RS cells of the same column, but of different magnitude
for different columns, chosen randomly and independently (Table C.5). Similarly, an
initial excitatory pulse is given to the IB cells, following the dynamics of equation C.3,
same for IB cells of the same column, but at different times for different columns, with
the starting time independently uniformly randomly chosen from an interval (Table
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var RS FS SI IB apicaldendrite
IB basal
dendrite IB soma IB axon
V -70/-60 -110/-100 -100/-90 -100/-90 -100/-90 -100/-90 -100/-90
h 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05
m 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05 0/0.05
mAR 0.035/0.06 - 0.02/0.06 0/0.001 0/0.001 - -
mKM - - - 0/0.05 0/0.05 - 0/0.05
mCaH - - - 0/0.01 0/0.01 - -
Table C.6: Initial values for state variables. For each cell/
compartment, the initial value is chosen randomly and independently
from inside an interval. The values shown here are the minimum and
maximum values of this interval.
C.5). An exception are the last four columns in Figures 1e and 3 whose IB cells do not
receive such pulse. All synapse gating variables si and input gating variables sinp,i,
as well as sran, are initialized at 0.
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