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Abstract
We illustrate the effect of solvation on the nature of electronic excita-
tions of organic molecules which possess excited states of charge transfer
character. The analysis is carried out using both a continuum model and a
polarizable QM/MM method that treats the solvent atomistically and em-
beds each atom in the solvent with a fluctuating charge which responds to the
solute quantum-mechanical electrostatic potential in a self-consistent man-
ner. We also show how solvation dynamics can influence the nature of the
excited state of molecular systems. The application of the model to aqueous
solutions of doxorubicin and a substituted polythiophene derivative, shows
that the solvent significantly affects the nature the excited states, which re-
sults in an enhanced or reduced charge transfer character as measured using





The study of electronic excitations for molecules in the condensed phase has long
been an interest of computational chemists who wish to interpret and reproduce
experimental data, as well as shed light into the mechanistic and physical as-
pects of the phenomena involved. Given the quantum mechanical (QM) nature
of spectroscopic phenomena, particularly those involving the electronic degrees
of freedom such as simple one-photon absorption and emission, a QM method
must be employed to describe the system. Among the many possible choices the
most common is by far time-dependent density functional theory (TDDFT) be-
cause of the method’s favorable computational cost and many benchmark studies
have been reported analyzing the quality of the available functionals for a wide
variety of systems.1,2 In addition to the choice of electronic structure method, a
second aspect that should not be overlooked is that solvation effects can drastically
affect the spectroscopic response of a system, particularly in the case of highly po-
lar solvents such as water, therefore accurate methods to treat the solute-solvent
interaction can be necessary. The most commonly used method to include solva-
tion within QM calculation is the polarizable continuum model (PCM).3,4 While
continuum approaches can successfully model the electrostatics of solvation there
are still a number of effects missing and, especially in the case of protic solvents
such as water, continuum models may fail to capture the directionality of hydro-
gen bonds, providing with qualitatively or quantitatively inaccurate results. To
address this problem, atomistic solvation models have also been explored. One
possibility would be to rely on an electrostatic embedding model, in which the
solvent’s atoms possess fixed charges which polarize the solute.5–12 In this case,
however, the solvent only affects electronic excitations indirectly through a change
in the ground state electrostatic density. In order for the solute-solvent interaction
to carry over to response properties a mutual polarization between the two layers
must be established, which can be realized through the use of methods that couple
a QM description of the solute with a polarizable MM model for the solvent. Of
the many different methods that have been described in the literature, we resort
to the fluctuating charge model (FQ),13,14 where each atom in the solvent is en-
dowed with a charge that can change in response to the electrostatic potential of
the solute and follows the electronegativity equalization principle.15,16 This model,
coupled with a QM description of the solute, has been successfully employed for
the calculation of a variety of molecular properties for systems in aqueous solu-
tion,17 such as Electronic Circular Dichroism,18 Vibrational Circular Dichroism,19
Raman and ROA spectroscopy,20 and Optical Rotation.21–24
In this contribution we apply the QM/FQ model to a different type of spec-
troscopic problem, that of the modeling of charge transfer electronic transitions
(CT). Molecular systems which present CT transitions are of great interest for their
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chemical and technological applications, therefore a number of diagnostic tools for
characterizing excited states obtained via TDDFT and readily assess the degree to
which CT occurs were developed. An early development was that of Tozer et al.25
who developed an index based on the absolute overlap of the molecular orbitals
(MO) involved in the transition. Following their seminal work, Adamo et al.26,27
further extended this work to the development of a dimensional index, also based
on MOs. Finally, Ciofini et al.28–30 developed an alternative diagnostic based on
the excited state density. A thorough comparison between the aforementioned was
also attempted by Adamo31 showing their strengths and weaknesses.
The effect of solvation on the nature of the excited states has been extensively
studied using continuum models such as PCM,32–35 which can be extremely use-
ful in modeling bulk solvent effects, particularly for highly polar solvents, which
can affect the CT states quite strongly by stabilizing the charge separation. Con-
tinuum models, however, lack the flexibility to include effects such as hydrogen
bonding, particularly relevant in the case of water, as well as the effects related
to the structural dynamics of flexible solutes. Compared with models that rely
on a single-point calculation on fixed molecular structure, a QM/MM method has
an additional layer of complexity arising from the underlying molecular dynamics
simulation which samples the solute-solvent configurational space providing a large
number of structures. The characteristics of the excited states of the solute may
vary significantly from one structure to the other, however the picture that arises
from the dynamics may provide with additional information. Such information
may be in principle different, and complementary, with respect to what is ob-
tained through a mean-field continuum description of the solvation phenomenon.
The differences on the CT description arising from the two alternative solvation
approaches have only received little attention in the previous literature, and this
aspect constitutes the main motivation of the present paper. For our analysis
we selected two systems in aqueous solution: doxorubicin, which is a common
chemotherapeutic agent, and a substituted polythiophene, henceforth abbreviated
as D3, shown in Figure 1. Both are highly conjugated organic molecules which can
be easily excited to a charge-transfer state through one-photon absorption. The
effect of the solvent modeled with the QM/FQ method upon the excited states of
these systems will be analyzed through the use of two of the most common CT
indices.
2 Methodology
The solvation method employed in this work relies on a classical molecular dynam-
ics (MD) simulation, which we carry out using periodic boundary conditions, to
sample the solute-solvent configurational space. From the simulation, a number
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Figure 1: Structures of the systems studied in this work.
of snapshots are extracted, and a spherical boundary surface around the solute
is cut, retaining the solvent molecules within. A QM/FQ TDDFT calculation is
then performed on each snapshot in order to evaluate the CT nature of the first
few excited states of the molecule.
Two types of CT indices are compared in this work, one based on the molecular
orbitals (MO) involved in the electronic transition by Guido et al.26,27 henceforth
denoted as ∆r, and one based on the difference between the unrelaxed excited-
state density and ground state density by Ciofini et al.28–30 denoted as DCT. Both
are spacial indices which are designed to roughly indicate the charge displacement
associated with the transition. Because the aim of the present work is to study the
effect of the explicit solvation environment on these indices rather than provide
a thorough analysis of the electronic excited states of the considered systems, we
chose to evaluate both indices in their simplest form, i.e. we use Kohn-Sham or-
bitals rather natural transition orbitals (NTO) for the evaluation of the MO index,
and forgo the use of the relaxed excited state density for the density-based index.
As previously observed by Guido et al.31 the unrelaxed density index provides a
better correlation between the two indices, simplifying the analysis. Regarding the
∆r index, we employ the definition provided in the original work,26 rather than the
slightly altered one that was later presented31 (though whenever the de-excitations
amplitudes are small, both versions yield the same results).
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The QM/FQ Approach to Electronic Excited States
The FQ approach36 is based on the concepts of atomic hardness and electronega-
tivity, which can be rigorously defined within DFT in terms of functional deriva-
tives.15,37 The FQ model, which couples a polarizable MM environment to a QM
description of the inner layer of the system in a multiscale QM/classical fash-
ion, has successfully been exploited to evaluate different kinds of molecular prop-
erties and spectra by means of its extension to response theory and analytical
derivatives17–23,38–40, though it can be also exploited in molecular dynamics simu-
lations.41 In particular, if the QM/FQ is exploited in a time-independent fashion,
the standard machinery of computational chemistry can be employed to calculate
structural and spectroscopic properties.18,21,38–40
In the FQ approach the mutual polarization between the QM and classical
portions of the system is represented in terms of a set of classical fluctuating charges
whose value depends on the environment13,14,42 according to the electronegativity
equalization principle15,43 The FQs q, which are placed on the atoms in the classical






















where α and β run on molecules, i, j on atoms and λα is a set of Lagrangian mul-
tipliers used to impose charge conservation constraints. Qα is the total charge on
molecule a. The χ vector collects the atomic electronegativities, and the J matrix
collects the interaction kernel elements between the FQs and can be expressed in
terms of the Ohno functional form44:












is the average of the atomic hardnesses of atoms i and j and rij = |ri − rj| is the
distance between two atoms in the classical, atomistic portion of the system.
The stationarity condition of the F (q,λ) functional (eq.1) is defined by solving
the following equation36
Dqλ = −CQ (4)
where CQ collects atomic electronegativities and total charge constraints, whereas
charges and Lagrange multipliers are collected in qλ, whileD includes the Jmatrix
and the Lagrangian blocks.
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where Φ[ρQM ](ri) is the electrostatic potential due to the QM density evaluated
at the i -th FQ qi, which is placed at point ri.
The Self Consistent Field (SCF) QM/FQ energy functional reads:
E [P,q,λ] = trhP + 1
2
trPG(P) + q†χ +
1
2
q†Jq + λ†q + q†V(P) (6)
where h and G are the usual one- and two-electron matrices, and P is the QM
density matrix. The stationarity conditions under the proper constraints yield a




= hµν +Gµν(P) + q
†Vµν (7)
where µ, ν are atomic basis functions.
The FQs can therefore be obtained by solving the following equation:
Dqλ = −CQ −V(P) (8)
Beyond the definition of the theoretical framework and the calculation of the
energy, the extension of the computational approach to excited states requires
an accurate description of the sample, i.e. a way to determine minimum energy
structures. This is achieved through the definition of QM/FQ geometrical en-
ergy first (gradients) and second (vibrational frequencies) derivatives. Details
on such extension can be found in the relevant literature papers.17,38,39 In ad-
dition, the evaluation of excited state energies can be carried out by applying
a linear response approach to the QM/FQ model. The Casida approach to the
Time-Dependent Density Functional Theory (TD-DFT)45 has been extended to
















where the eigenvalues Ω give vertical excitation energies, while the amplitudes for
the single particle excitation and de-excitation are contained in the eigenvectors
X and Y, respectively. The response matrices A and B are defined as








where i, j are occupied orbitals, a, b are unoccupied ones and σ and τ are spin la-
bels. The usual procedure for the diagonalization of Eq. 9 involves the contraction
of the combinations (A+B) and (A−B) with the (X+Y) and (X−Y) vectors,
carried out in the atomic orbital basis.













Notice that the FQ contributions are purely electrostatic, i.e. they only con-
tribute to the symmetric combination (A + B). Once the Casida equations are
solved, excitation energies and transition amplitudes are obtained for the multi-
scale QM/FQ system.
3 Computational Details
All calculations were performed with a locally modified version of the Gaussian
suite of quantum chemistry programs.47 We used the CAM-B3LYP48–50 functional
with the 6-31+G* basis set for all DFT calculations. PCM calculations were
performed according to Gaussian 16 standards. The MD simulation on doxorubicin
was carried out using a previously described protocol.51
Classical MD simulations on the D3 system were carried out using GROMACS
4.6.552. Simulations were performed on systems composed of 1 D3 and 5000
TIP3P-FB53 water molecules. The D3 intramolecular force field is derived by
fitting optimized energies, gradients, and Hessian matrices with the procedure im-
plemented in JOYCE54 as previously used for other flexible molecules.55,56 Flexible
dihedral angles, which allow the rotation of thiophene rings, are described either
by a sum of cosine functions or with harmonic terms. In the first case, during the
simulation, D3 selectively populates the different torsional angles, with the highest
occurrence falling within the minimum-energy configurations; instead using har-
monic functions the rotations of thiophene rings are forbidden. Both derived force
fields were used in the MD simulations to verify the conformational effect on the
nature of the excited states. Atomic partial charges were computed according to
class IV CM5 charges57 at the minimum energy configuration, whereas Lennard-
Jones parameters were transferred from the standard OPLS/AA FF.58 Initially a
steepest descent energy minimization was applied. Then the systems were heated
up to 298.15 K for 200 ps (using the velocity-rescale thermostat59 with a coupling
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constant of 0.1 ps). Starting from the last configuration obtained from the NVT
equilibration, a simulation in the NPT ensemble (using the Parrinello-Rahman
barostat60) was performed and the system was allowed to converge to uniform
density. An additional simulation was run in the NVT ensemble using the average
box dimensions obtained from the NPT simulation and increasing the integration
time step from 0.2 to 2.0 fs, fixing the fastest degrees of freedom with the LINCS
algorithm.61 The sampling simulations were carried out for 100 ns with δt = 2.0 fs.
Electrostatic interactions were evaluated using the particle-mesh Ewald (PME)62
method with a grid spacing of 1.2 Å and a spline interpolation of order 4.
For both systems, 200 snapshots were extracted from the MD and a sphere of
radius 20Å was cut around the center of the molecule, and solvent molecules laying
outside the sphere were discarded. Subsequent QM/FQ calculations performed on
the snapshots employed the SPC FQ parameters given by Rick et al.13,14
4 Results
4.1 Doxorubicin
The first system we analyze is doxorubicin, an organic molecule commonly em-
ployed in cancer therapy63 that owes its effectiveness to its ability to intercalate
DNA.64 Because of its broad interest as a chemotherapeutic agent, the spectro-
scopic properties of this system have been amply studied,65–68 in particular as they
relate to changes in the electronic and structural characteristics underwent by this
drug as it leaves its aqueous environment to penetrate the helical frame of the
nucleic acid. The understanding of the spectroscopic properties of this system and
its interaction with a complex environment must begin with a complete description
of its properties as it exists in aqueous solution. In a previous study by some of
us,51 the resonance Raman spectroscopic signature of doxorubicin in water was ex-
tensively analyzed using both continuum and discrete models for the solvent. We
now move our attention to the electronic structure of this molecule, in particular
on the effect of the solvent upon the charge-transfer nature of its excited states.
As seen in figure 1a, doxorubicin consists of a substituted anthraquinone moi-
ety, whose highly conjugated π system allows for extensive mobility of the electron
density upon excitation. The gas-phase geometry optimization of this system re-
veals the existence of three stable isomers, depicted in figure 2, which differ mainly
in the orientation the OH groups.51 Computing the TDDFT excited states on this
structures reveals that the first and third excited states both have a strong CT
character as evidenced from visual inspection of the molecular orbitals involved in
the transitions, which are predominantly HOMO→LUMO and HOMO-1→LUMO
(see figure 3), respectively, and are all localized on the anthraquinone moiety.
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Upon excitations to these states the electron density moves from either side of the
molecule toward the central ring. Table 1 reports the values of the two CT in-
dices for the system in vacuo for each conformer and the first three excited states.
Though the occupied orbitals involved in the transitions might look very similar
for two CT states, being very similar only on either side of the ring structure, the
CT indices are actually quite different, with the S3 state having a significantly
higher CT character. The explanation can be visually appreciated by plotting
the centroids of the positive and negative density difference for the three states,
depicted in figure 4, which are much farther apart for the third excited state, and
almost overlap for the second. It can finally be noticed that the three conformers
yield very similar CT indices, owing to the fact that the conformational difference
is isolated in the orientation of the side chains and only affects the anthraquinone
moiety indirectly.
The question is, however, whether the presence of the solvation environment
affects the nature of these states and, most importantly, how. To study the effect
of an implicit solvation description we have re-optimized the molecular geometries
and evaluated the CT indices in the presence of the polarizable continuum. The
results are shown in the bottom three rows of table 1. For the S1 and S3 states,
which present the largest CT character in vacuo, we can see that for all three
conformations the effect of the solvent is rather limited; for S1 we observe a slight
increase in CT character whereas for S3 the trend is different for the two indices,
though differences are small. For S2 we see a much more pronounced increase in
CT character for the conformers II and III, particularly when evaluated by means
of the ∆r index. By looking at the MO contributions to the transition we observe
that for the PCM result there are significant contributions from transitions out of
occupied orbitals localized on the side chain, which were absent for the molecule
in the gas phase. For instance, for the third conformer the S2 state has a 49%
HOMO-4→LUMO and a 36% HOMO-3→LUMO contribution where the occupied
orbitals are shown in figure 5 (the LUMO orbital is almost unchanged with respect
to the gas phase). These orbitals can be described as linear combinations of the
non-bonding orbitals of the carbonyl oxygens on both the anthraquinone and side
chain, leading to the increase of CT character.
These results suggest that the intrusion from states localized on the side chain
can indeed strongly affect the nature of the excitations for this molecule, therefore
a more dynamical description that explore the entire conformational space of this
system in solution can lead to much more realistic results. In addition, the strong
contributions from non-bonding orbitals localized on the carbonyl oxygens suggests
that the presence of hydrogen bonds can have a significant effect on the excitations.
We have therefore computed the two CT indices using the QM/FQ scheme, which
can accurately capture both these effects. In Figure 6 we report how the two
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indices vary as the classical MD unfolds for the three lowest-energy excited-states
of each of the 200 snapshots. Several considerations can be drawn from the results.
We first focus our attention to the lowest-energy state alone. We can see that
there is a strong variation for both indices, with ∆r varying between 0.6-2.6Å and
DCT between 0.7-2.5. The instantaneous solvation environment therefore appears
to strongly affect the nature of the excitation. This variation notwithstanding,
the nature of the transition in terms of the orbitals involved remains unchanged,
with the HOMO-LUMO contribution varying between 78% and 98%, though of
course the exact nature of such orbitals is also affected by the solvent. What
this implies is that the first excited state is sufficiently separated from the others
to minimize any mixing between excited states that would be brought by the
solvent perturbation. This is not true for any of the other states, for which we
observe a heavy degree of mixing as evidenced by the orbital contributions to
the computed transition amplitudes. This is reflected in the CT indices, which
show massive variations across the snapshots. The second excited state can no
longer be uniformly classified as a local excitations given that both indices assume
values that would place it within the range of a CT excitation, a finding that was
also reflected in the PCM results. This behavior is expected as the highly polar
environment provided by water can significantly stabilize CT states. Meanwhile,
the third excited state shows the greatest variation where for some snapshots it
can be classified as a local excitation, while in others the ∆r index can be as
high as 4Å. To better appreciate this last point, Figure 7 shows the correlation
between the two indices for each excited state. For some of the snapshots the
two indices are in complete disagreement as to the nature of the state. Though
an in depth comparison of these indices goes beyond the scope of this work it
is still interesting to look at an example where the discrepancy is particularly
pronounced. We take for instance one snapshot for which the DCT and ∆r indices
of the S3 state are 0.38Å and 3.74Å, respectively. In this snapshot this state is
mainly a HOMO-3→LUMO and HOMO-2→LUMO transition, where these two
occupied orbitals are shown in figure 9. The peculiarity of these orbitals is the
significant contribution arising from the oxane side chain, which was not observed
in either the gas phase or PCM results. A more in-depth analysis of the result
can be reached by plotting the actual distribution for the occurrence of each of
the two index within a certain interval, which we have reported in Figure 8. It
can be seen that for the first two states both indices present a markedly peaked
distribution, though DCT is much more skewed towards lower values. For the
third excited state, the ∆r distributions maintains its symmetric peaked shape,
albeit with a larger variance with respect to the other states, meanwhile DCT
presents a distribution that is almost flat, and therefore the index has lost its
descriptive value. These preliminary results suggest that ∆r is a more stable
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descriptor when applied to solvated structures originating from a flexible molecular
dynamics. Regardless of which index is selected, however, these results show just
how much the micro-solvation environment can affect the electronic degrees of
freedom of a solute. Remarkably, for this system the chromophore is quite rigid,
therefore the observed variation is only due to the instantaneous solute-solvent
spacial arrangement, however in more complex systems structural changes in the
solute itself can play a large part. This latter effect has been explored in the second
molecule present in this study.
(a) I (b) II (c) III
Figure 2: Conformers of doxorubicin.
Table 1: DCT and ∆r indices for the three Doxorubicin conformers in vacuo and
PCM (in Å).
I II III
State DCT ∆r DCT ∆r DCT ∆r
va
cu
o S1 1.72 1.43 1.73 1.44 1.71 1.42
S2 0.64 1.41 0.77 1.53 0.73 1.56
S3 2.71 2.26 2.69 2.22 2.68 2.21
w
at
er S1 1.82 1.54 1.85 1.52 1.84 1.51S2 0.90 1.62 0.95 3.10 0.96 3.12
S3 2.61 2.41 2.57 2.30 2.59 2.27
4.2 D3
Compared with doxorubicin, for which the considered excitations are localized on
the rigid ring structure, D3 presents a much larger conjugated structure which
allows for a larger charge displacement upon excitation. This can be observed in
Table 2 where the CT indices are reported for the isolated molecule. All reported
states can be classified as CT excitations and present values of the CT indices
that are significantly higher than those of doxorubicin. The table also shows the
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(a) HOMO-3 (b) HOMO-1
(c) HOMO (d) LUMO
Figure 3: Molecular orbitals of doxorubicin III in vacuo.
(a) S1 (b) S2 (c) S3
Figure 4: Positive and negative difference density centroids for the first three
excitations of doxorubicin (purple dots).
(a) HOMO-4 (b) HOMO-3






































Figure 6: QM/FQ CT indices of doxorubicin for each MD snapshot, for the first
(top panel), second (middle panel), and third (bottom panel) excited states. DCT
indices are in red, ∆r are in blue.
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Figure 8: Distribution of the occurrencies of the CT indices computed with the
QM/FQ method on the 200 snapshots from the MD, for the S1 state (top panel),
S2 state (middle panel), and S3 state (bottom panel).
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(a) HOMO-3 (b) HOMO-2
Figure 9: Molecular orbitals of one of the snapshots from the doxorubicin/water
MD.
orbital contribution to each transition, while the orbitals are shown in Figure 10.
Most of the CT character comes from the HOMO-LUMO transition which shows a
movement of the electronic density from the amino to the nitro side of the molecule,
which explains the higher indices obtained for the first and third excited states.
The introduction of an implicit solvent via the PCM does not significantly
affect either the CT indices or the decomposition of the states in terms of orbital
transitions. Compared to doxorubicin this molecule shows a smaller variation in
its equilibrium geometry and the absence of bulky side chains able to contribute
to the transition means that there are no intrusions from electrons outside the
conjugated π structure. It should be noted, however, that while both the vacuo
and PCM equilibrium geometries are almost perfectly planar, the rotational barrier
for two adjacent thiophenes is low enough that the equilibrium structure cannot
be representative of the true system as it exists in solution.
The complete exploration of the conformational space of this solute/solvent
couple can be achieved through an MD and specific solvent effects introduced via
the FQ model. As the thiophene rings reorient themselves during the dynamics,
the highly conjugated π structure is broken as the molecule reaches a cis configu-
ration. This conformational effect alone may affect the nature of the excited state,
in addition to the effect of the solvent itself. In order to disentangle these two
contributions we performed three different MD simulations: one where the solute
structure is frozen, one employing a harmonic force field for the dihedral angles
between the thiophene rings which does not permit a full rotation between the
rings, and finally a dynamics where the solute is flexible and therefore allowed to
explore the entire conformational space. Figure 11 shows the result for the first
excited state. The picture that emerges shows that, overall, there is only a small
difference between keeping the structure of the molecule rigid and allowing it to
vibrate harmonically, with the average values for both indices varying very little.
A significant reduction in CT character is instead observed when the molecule is
allowed complete conformational freedom, owing to the more significant breaking
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of the aromaticity. Figures 12 and 13 show the same results for the second and
third excited state. We note that though the same observations made for the first
excited state still apply, the overall picture is much different. In particular, for the
second excited state some snapshots present much higher CT character, owing to
the fact that as energy increases there is a higher chance of mixing with higher-
energy states. Such snapshots can be readily identified from visual inspection of
the resulting plots for the rigid and harmonic molecule, however this changes in the
case of a flexible molecule, for which the results are much more spread out. Figure
14 reports the distribution of the indices across all simulations for the three excited
states. This figure shows immediately shows that freeing all degrees of freedom of
the solute in the dynamics significantly increases the spread in the charge-transfer
character, particularly for S2 and S3. Contrary to what was observed in the case of
doxorubicin, the DCT index produces a unimodal distribution in all cases. Given
the fact that the two indices often produce different results, it is best to calculate
both to obtain a clearer picture regarding the nature of the excitations. Unless the
relaxed density for each state is needed, both indices originate from the same set of
data, therefore calculating both does not significantly increase the computational
cost. It should finally be emphasized that, given the observed high variability
of both indices, the picture that emerges is that the solvated system should be
regarded as an ensemble of molecules with vastly different electronic properties,
particularly when considering the charge-transfer nature of the excited states.
Table 2: DCT and ∆r indices for the three D3 in vacuo and PCM (in Å).
State DCT ∆r Character
va
cu
o S1 6.35 9.19 H-1→L(21%) H→L(45%) H→L+1(24%)
S2 5.03 6.58 H-1→L(26%) H→L+1(43%) H→L+2(16%)
S3 13.80 9.41 H-1→L(26%) H→L(47%) H-2→L(9%)
w
at
er S1 6.97 9.68 H-1→L(27%) H→L(47%) H→L+1(18%)S2 5.57 6.32 H-1→L(23%) H→L+1(49%) H→L+2(14%)
S3 14.41 9.68 H-1→L(24%) H→L(49%) H-2→L(8%)
5 Conclusions
In this work we have shown how solvation dynamics can influence the nature of
the excited state of molecular systems. We carried our analysis using both a
continuum model as well as the QM/FQ method, a polarizable QM/MM method
that treats the solvent atomistically and embeds each atom in the solvent with a
fluctuating charge which responds to the solute QM electrostatic potential in a self-
consistent manner. Thanks to the self-consistent nature of this model, solvation
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(a) HOMO-2 (b) HOMO-1
(c) HOMO (d) LUMO
(e) LUMO+1 (f) LUMO+2
Figure 10: Molecular orbitals of D3 in vacuo.
effects propagate explicitly to the quantum mechanical response equations that
determine the excitation energies and electronic transition densities, allowing for
explicit solvent effects to be incorporated into the model.
The results show that the solvent can affect significantly the nature the excited
states causing strong changes in the solute’s electronic structure which result in an
enhanced or reduced charge transfer character as measured using two of the most
popular indices for evaluating the distance traveled by the electrons upon excita-
tion. Though changes in the electronic structure of the solute can be significant,
particularly for high-energy states, large variations are also observed due to the
increased conformational freedom of the system in solution. For the chosen sys-
tems, in fact, a completely static description that would be implied by single points
calculations performed on either the system in vacuo or with PCM would yield an
unsatisfactory description of the real molecule in solution. The use of a polarizable
QM/MM model such as FQ can greatly improve upon the more common static
method afforded by PCM, though it carries the additional computational cost of
having to perform a classical dynamics followed by a large number of QM/FQ
calculations. Thanks to the increasing availability of powerful computer clusters,
however, these types of calculations are nowadays feasible for most systems, there-
fore the use of QM/MM methods over continuum models should be encouraged,
particularly in cases such as those explored in this paper where an implicit solvent
cannot capture the chemistry of the system, even qualitatively.
One issue that has not been addressed in this work is the problem of the






































Figure 11: QM/FQ CT indices of D3 S1 state for each MD snapshot, for the rigid
molecule (top panel), harmonic force field (middle panel), and flexible molecule






































Figure 12: QM/FQ CT indices of D3 S2 state for each MD snapshot, for the rigid
molecule (top panel), harmonic force field (middle panel), and flexible molecule






































Figure 13: QM/FQ CT indices of D3 S3 state for each MD snapshot, for the rigid
molecule (top panel), harmonic force field (middle panel), and flexible molecule






































0 5 10 15
Index / Å
S1 (rgd) S2 (rgd) S3 (rgd)
S1 (har) S2 (har) S3 (har)
S1 (x) S1 (x) S3 (x)
Figure 14: Distribution of the occurrencies of the CT indices computed with
the QM/FQ method on the 200 snapshots from the MD of the D3 molecule. The
labels S1-S3 indicate the first three excited states, and the three types of MDs are
denoted as rgd (rigid), har (harmonic force field), and flx (fully flexible molecule).
DCT indices are in red, ∆r are in blue.
.
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discrete model, rely on the linear response formalism which is based on the ground-
to-excited state transition density and fails to change in the solvent response due
to the relaxation of the excited state density. Methods to properly include relax-
ation effects into the solvent response have been developed both in the case of
continuum35,69–72 and explicit73–75 models, however this has never been done for
the QM/FQ method. The proper accounting of solvent relaxation through the
fluctuating charges has the potential to greatly improve calculated results, par-
ticularly for CT transitions. Also, the QM/MM model which has been exploited
in this study only focuses on solute-solvent electrostatic effects. Non-electrostatic
(repulsion/dispersion) interaction may play a relevant role in describing CT ex-
citations. A model to include them in the calculation of ground-state energies
within QM/MM approaches has been recently proposed by some of us76, and will
be extended to the calculation of excitation energies in the future.
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