As the main new result, we show that one can construct a time-dependent positive definite matrix R(t,t 0 ) such that the solution x(t) of the initial value problemẋ(t) = A x(t) + h(t, x(t)), x(t 0 ) = x 0 , under certain conditions satisfies the equation x(t) R(t,t 0 ) = x A (t) R where x A (t) is the solution of the above IVP when h ≡ 0 and R is a constant positive definite matrix constructed from the eigenvectors and principal vectors of A and A * and where · R(t,t 0 ) and · R are weighted norms. Applications are made to dynamical systems, and numerical examples underpin the theoretical findings.
Introduction
In this paper, the solution of the nonlinear initial value problem (for short: IVP) with linear principal partẋ(t) = Ax(t) + h(t, x(t)), x(t 0 ) = x 0 is investigated in a special time-dependent weighted norm · R(t,t 0 ) with positive definite matrix R(t,t 0 ). It will be shown that under certain conditions, R(t,t 0 ) can be constructed such that x(t) R(t,t 0 ) = x A (t) R where x A (t) is the solution of the initial value problemẋ A (t) = A x A (t), x A (t 0 ) = x 0 and R is a constant positive definite matrix constructed from the eigenvectors and principal vectors of A and A * . In other words, the solution x(t) in the time-dependent weighted norm · R(t,t 0 ) is equal to the solution x A (t) of the pertinent linear IVP in the weighted norm · R . As a consequence, since x A (t) shows vibration suppression and monotonicity behavior under certain conditions, the same holds for x(t) R(t,t 0 ) . This is the main new result.
The paper is structured as follows. In Section 2, the weighted norm · R and, in Section 3, the biorthogonality of eigenvectors and principal vectors of the matrices A and A * are recapitulated. Section 4 contains two fundamental matrices, namely one for the nonlinear IVP and one for the associated linear IVP. In Section 5, the matrix R(t,t 0 ) is constructed, and the equation x(t) R(t,t 0 ) = x A (t) R is derived. Section 6 contains an expression for x(t) R(t,t 0 ) in the norm · 2 , and Section 7 two-sided bounds on x(t) in any vector norm · . In Section 8, Applications to free nonlinear dynamical systems with linear principal part are given including numerical examples. Section 9 is the conclusion section. with real ρ j and positive semi-definite matrix R j ∈ C n×n for j = 1, · · · , n. Further,
is positive definite.
Proof. See [1, Theorems 4 -6].
Remark 2.2. Since R in (2.2) is positive definite, by u R := (Ru, u)
a weighted norm · R is defined.
The case of a general square matrix A
In this subsection, we consider general square matrices A.
Theorem 2.3. Let A ∈ C n×n have a canonical Jordan form consisting of r Jordan blocks. Let α j = λ j (A) be the eigenvalues and
m j be a chain of associated left principal vectors for j = 1, · · · , r. Further, let A * ∈ C n×n be the adjoint matrix of A so that u 
Proof. See [1, Theorems 7 -8].
Remark 2.4. With (2.4), also a weighted norm · R can be defined.
Biorthogonality system of principal vectors of A and A * revisited
First, we investigate the case of a diagonalizable matrix A and then the case of a general square matrix. Even though the result for a diagonalizable matrix will be included in that for the case of a general square matrix, it seems nevertheless be worthwhile to study this case separately. This is also a review section.
Diagonalizable matrix A
In this subsection, we summarize a known result on the biorthogonality of the eigenvectors of matrices A and A * . It can be shown that − for diagonalizable matrices A − the eigenvectors of A and A * are biorthogonal (so that there is nothing to construct in this case).
For the sequel, we formulate the following conditions :
(C2) A is diagonalizable, and λ i , i = 1, · · · , n are the eigenvalues of A as well as p i , i = 1, · · · , n the associated eigenvectors.
(C3) u * i , i = 1, · · · , n are the eigenvectors of A * corresponding to the eigenvalues
Then, we have the following theorem. Let the conditions (C1) -(C4) be fulfilled. Then, after appropriate normalization of the eigenvectors p i , i = 1, · · · , n and u * i , i = 1, · · · , n, one has the biorthogonality relations
where (·, ·) is the usual scalar product on C n × C n .
Proof. See [2, Theorem 1].
Remark 3.2. The condition (C4) is not essential so that it can be omitted. For this, see [3, Theorem 3] . But, we keep it because it is fulfilled in our Numerical Example 1 in Section 8.
General square matrix A
In this subsection (more precisely, in Theorem 3.3), we exploit the fact that a principal vector of stage k of matrix A resp. A * remains a principal vector of stage k if one adds a linear combination of principal vectors of stages 1 to k − 1 of A resp. A * , as the case may be. Hereby, we can construct a biorthogonal set of principal vectors of A resp. A * (provided that they are not already biorthogonal, in which case there is nothing to construct). Like in Subsection 3.1, we formulate the following conditions :
(C2 ) λ i , i = 1, · · · , r are the eigenvalues of A corresponding to the Jordan blocks J i (λ i ) ∈ C m i ×m i , i = 1, · · · , r with the chains of principal vectors p
Then, we have Let the conditions (C1 )−(C4 ) be fulfilled. Then, the systems {p
m r } and {u
(r) m r * } can be constructed such that the following biorthogonality relations hold:
Proof. See [2, Theorem 2].
Remark 3.4. The properties (3.3) and (3.4) can also be written as 5) 4. Representations of the solution x(t) of the IVPẋ(t) = A x(t) + h(t, x(t)), t ≥ t 0 , x(t 0 ) = x 0 and of x A (t) when h ≡ 0 by fundamental matrices
In the following, we discuss the existence, uniqueness, and boundedness of the solution of the initial value problemẋ(t) = A x(t) + h(t, x(t)), t ≥ t 0 , x(t 0 ) = x 0 as well as pertinent representations of x(t) and x A (t) by use of fundamental matrices. Let t 0 ∈ R + 0 , let F be the field of real or complex numbers and F n be the set of n-tuples with elements in F. Further, let · be a norm on F n , let γ > 0 and F n γ = {u ∈ F n | u ≤ γ}. Finally, let A ∈ F n×n and h(t, u) ∈ F n , t ≥ t 0 , u ∈ F n γ , and continuous. We investigate the initial value probleṁ
Let λ j (A), j = 1, · · · , n be the eigenvalues of matrix A. The spectral abscissa ν[A] is defined as the maximum of the real parts of the eigenvalues, i.e.,
Re λ j (A).
We suppose that ν[A] < 0. Further, if the eigenvalues of matrix A play a role, we implicitly assume that F = C. For ν x 0 [A] and the index ι(λ (A)) of an eigenvalue λ (A), we refer the reader, e.g., to [4] . Let Φ A (t,t 0 ) be the fundamental matrix (or evolution) pertinent to the problemẋ A (t) = A x A (t) with the property Φ A (t 0 ,t 0 ) = E, where E ∈ F n×n is the identity matrix. Then, the initial value problem is equivalent to the integral equation
This is a common implicit representation of x(t) using Φ A (t,t 0 ) = exp(A (t − t 0 ). But, we shall employ a different explicit one, below.
For the sequel, we state the following conditions: (C 2 ) There exists a constant c h > 0 such that
with κ > 1.
We need this stronger condition for the derivation of a lower bound on the solution x(t) of (4.1).
Now, let Φ A,h (t,t 0 ) be the fundamental matrix with Φ A,h (t 0 ,t 0 ) = E pertinent to the IVP (4.1). Then, the representation of x(t) using Φ A,h (t,t 0 ) is given by
The representation (4.3) for the solution x(t) of the IVP (4.1) plays a major role in the subsequent sections.
Representation of the solution vector x(t) ofẋ(t) =
Let the conditions (C 0 ), (C 1 ), and (C 2 ) from Section 4 be fulfilled. We remind that the solution oḟ
can be written as
This is the representation of x A (t) by the fundamental matrix that plays a role, in the sequel. From (4.3), it follows
Thus,
The case of a diagonalizable matrix A
Let the conditions (C1) − (C4) be fulfilled. Then, according to [2, Theorem 5] , one has the representation
that is, where (3.1) is satisfied. Inserting (5.6) into (5.5) gives
where E is the identity matrix. Set
where u j (t,t 0 ), j = 1, · · · , n are row vectors of length n.
From (5.8), (5.9), and (5.10), we have
With (5.7), this leads to
On the other hand, also
Subtracting both relations implies
and thus
This leads to
It is left to the reader to show that R j (t,t 0 ), j = 1, · · · , n are positive semi-definite and that R(t,t 0 ) is positive definite. With (5.11) and (5.12), we obtain
so that we have Then, with (2.2) and (5.12),
where, according to [1, (47) ],
In other words: The solution x(t) to the nonlinear problem (4.1) in the time-dependent weighted norm · R(t,t 0 ) is equal to the solution x A (t) of the pertinent linear problem (5.1) in the norm · R .
Remark 5.2. We mention that the vectors p i , i = 1, · · · , n and u * i , i = 1, · · · , n themselves need not be normed. For the representation (5.6), we only have to demand that relation (3.1) be satisfied.
5.2
The case of a general square matrix A Let the conditions (C1 ) − (C4 ) from Section 3 be fulfilled. The relations (5.1)-(5.5) remain valid. But, here, instead of (5.6), according to [2, Theorem 6], we have
In the semi-norm ·
, x A (t) has, according to [1, 4.2,(56), (57)], the form
Next, we proceed as in Section 5.1. From (5.5) and (5.13), (5.14) we conclude that
so that
Next, define
where v 
With (5.15), this leads to
as well as
Again, it is left to the reader to show that R (k,k) j (t,t 0 ), R j (t,t 0 ) are positive semi-definite and that R(t,t 0 ) is positive definite. Herewith,
so that we have 
where, according to [1, (57) , (56)],
Remark 5.4. We mention that the vectors p
, i = 1, · · · , r themselves need not be normed. For the representation (5.13), (5.14), we only have to demand that relation (3.5) be satisfied.
6. An expression for x(t) R(t,t 0 ) in the norm · 2 According to Section 5, under the respective conditions, one has
As a consequence of this, one obtains a series of corollaries. The first one follows from [6, Section 3].
The case of a diagonalizable matrix A
We first turn to diagonalizable matrices A.
Corollary 6.1. Let the conditions (C 0 ), (C 1 ), and (C 2 ) as well as conditions (C1) -C4) be satisfied. Let R j be given by (2.1) and R by (2.2) as well as R j (t,t 0 ) by (5.11) and R(t,t 0 ) by (5.12). Further, let
Re λ j (A)(t−t 0 ) , t ≥ t 0 , (6.1) j = 1, · · · , n, as well as
Then,
, and
Proof. See proof of [6, Lemma 3].
The case of a general square matrix A
In this subsection, we consider the general square matrices A. x 0 ,k−1 (t − t 0 ) be given by (5.21), and let
Proof. See [6, Lemma 4].
Two-sided bounds on x(t) in any norm · based on ψ(t)
In [6, Sections 4.1 and 4.2], under certain conditions, we have established the two-sided bounds
with ψ(t) from (6.1), (6.2) for the case of diagonalizable matrices A and with ψ(t) from (6.3)-(6.5) for general square matrices A.
The same two-sided bounds will be derived for x(t) instead of x A (t). As a preparation for this, we prove the following lemma. Then, there exist positive constants X 0 and X 1 such that
Proof. From [5, Corollary 4], we obtain
with x(t) = Φ A,h (t,t 0 ) x 0 and positive constants X A,h,0 and X A,h,1 . For the special case h ≡ 0, this leads to
with x A (t) = Φ A (t,t 0 ) x 0 and positive constants X A,0 and X A,1 or
From (7.3) and (7.4), we conclude that ((7.2) is valid with
The case of a diagonalizable matrix A
In order to obtain the two-sided bounds in (7.1) with x(t) instead of x A (t), we first turn to diagonalizable matrices A. Here, we have Corollary 7.2. Let the conditions (C 0 ), (C 1 ), and (C 2 ) as well as conditions (C1) -(C4) be satisfied and let · be any vector norm. Let ψ(t) be defined by (6.1) and (6.2). Let x(t) be the solution of the initial value problem (4.1). Then, there exist positive constants X 0 and X 1 such that
Proof. The proof of (7.5) follows from Lemma 7.1 and relation (7.1) which, in turn, is stated in [6, Section 4.1, Theorem 5].
Remark 7.3. The two-sided bound (7.5) turns out to be much better than (7.3).
. .. . .. 
The case of a general square matrix A
In this subsection, we consider the general square matrices A.
Corollary 7.4. Let the conditions (C 0 ), (C 1 ), and (C 2 ) as well as conditions (C1 ) − (C4 ) be fulfilled, and let · be any vector norm. Let p (i)
x 0 ,k−1 (t − t 0 ) be given by (5.21) and ψ(t) by (6.3)-(6.5). Let x(t) be the solution of the initial value problem (4.1). Then, there exist positive constants X 0 and X 1 such that
Proof. The proof of (7.6) follows from Lemma 7.1 and relation (7.1) which, in turn, is stated in [6, Section 4.2, Theorem 6].
Remark 7.5. The two-sided bound (7.6) turns out to be much better than (7.3).
Applications to free nonlinear dynamical systems with linear principal part
In this section, we consider applications to free nonlinear dynamical systems with linear principal part represented by a mechanical multi-mass vibratory system. Both the case of a diagonalizable and the case of a non-diagonalizable system matrix A is considered. For both cases, numerical examples illustrate the obtained results.
The multi-mass vibration model with nonlinear stiffness functions
We consider the multi-mass vibration model in Figure 8 .1. Here, k i means the nonlinear stiffness function
with positive constants k (0) i , i = 1, · · · , n + 1 and with some parameter η ≥ 0. For η = 0, we obtain a linear model, and otherwise a nonlinear model.
The equation of motion in vector form is given by A x(t) + h(t, x(t) ), x(t 0 ) = x 0 in a Special Time-Dependent Norm -40/47 where y 0 = y n+1 = 0; the matrices M, B and K (0) are given by
Analysis of the Dynamical Systemẋ(t) =
with the mass, damping, and stiffness matrices M, B, and K (0) , as the case may be, and the displacement vector y. In state-space description, this problem takes the forṁ
with x = [y T , z T ] T , z =ẏ, and where the system matrix A is given by
We mention that x, u ∈ F m and A ∈ F m×m with m = 2 n. From [5] , it follows that
where c h = ηc h with a constantc h independent of η as well as
where L h = ηL h , with a constantL h independent of η.
Numerical examples Numerical Example 1: Matrix
A diagonalizable (i) Data:
Analysis of the Dynamical Systemẋ(t) = A x(t) + h(t, x(t)), x(t 0 ) = x 0 in a Special Time-Dependent Norm -41/47
The values m j , j = 1, · · · , n and b j , k (0) j , j = 1, · · · , n + 1 are also specified as in earlier papers, namely as
Then, 
(if n is even), and
We add the details in order to make the paper more readable on its own. Further, we choose n = 5 in this paper so that the state-space vector has dimension m = 2 n = 10. For the initial time, we take t 0 = 0 and η ∈ {0, 0.5, 1.0}.
Finally, the initial conditions for y(t) andẏ(t) are chosen as
T as well aṡ
(ii) Computation of important quantities: Using the Matlab routine eig.m, one obtains
Therefore, λ j (A * ), j = 1, · · · , m = 2 n = 10 and also λ j (A) = λ j (A * ), j = 1, · · · , m = 2 n = 10 are distinct. Thus, matrix A is diagonalizable. Further, we obtain 
here the output results are given with only four decimal places for space reasons. The weighted matrix R is computed as 
We mention that the items in (i) and (ii) are already given in [6] . We have added them for the sake of completeness.
(iii) Graph of y = x(t) R(t,t 0 ) for η ∈ {0, 0.5, 1.0}: In Figure 8 .2, the curve y = x(t) R(t,t 0 ) for η ∈ {0, 0.5, 1.0} is plotted. The result in all three cases η ∈ {0, 0.5, 1.0} is numerically identical with that in [6, Fig.4 ], i.e. for y = x A (t) R . But, the method of computing The curve y = x(t) R(t,t 0 ) for η ∈ {0, 0.5, 1.0} behaves essentially like y = e −t and clearly shows vibration suppression. Thus the curve in Figure 8 .2 may serve as a measure of the damping property of the system.
The vibration behavior is due to the fact that the eigenvalues are pairwise conjugate complex. Since Re λ j (A * ) = Re λ j (A) < 0, j = 1, · · · , 10, the system is asymptotically stable so that x(t) R(t,t 0 ) → 0 (t → ∞).
(iv) Two-sided bounds on y = x(t) 2 for η = 0: Now, we apply Corollary 7.2, first for η = 0 in order to check corresponding results from [6] . In Figure 8 .3, the optimal upper and lower bounds y = X 1,2 ψ(t) 2 and y = X 0,2 ψ(t) 2 on y = x(t) 2 for η = 0 are shown where the optimal constants X 1,2 and X 0,2 are determined by the differential calculus of norms. Let t s,u,2 and t s,l,2 be the pertinent places of contact. For the initial guesses t s,u,2 0 = 15.0 and t s,l,2 0 = 12.0, the following results are obtained: These results are numerically identical with those in [6] . However, the computational methods are different, see Section 8.3.
(v) Two-sided bounds on y = x(t) 2 for η = 0.5: Now, we apply Corollary 7.2, for η = 0.5. In Figure 8 .4, the pertinent optimal upper and lower bounds y = X 1,2 ψ(t) 2 and y = X 0,2 ψ(t) 2 on y = x(t) 2 are shown where the optimal constants X 1,2 and X 0,2 are determined by the differential calculus of norms. Let t s,u,2 and t s,l,2 be the pertinent places of contact. For the initial guesses t s,u,2 0 = 19.0 and t s,l,2 0 = 16.0, the following results are obtained: 
Analysis of the Dynamical Systemẋ(t) = A x(t) + h(t, x(t)), x(t
and
, so that the pertinent characteristic equation reads
For the construction of a case with non-diagonalizable matrix A, we choose
with s ∈ {+1, −1}.
Hence, with m 1 = 1,
2 . 
This implies
(ii) Data:
As numerical values for the quantities not yet specified, we choose
On the whole, this delivers the following data:
which leads to
Further, we choose t 0 = 0 as well as
(iii) Computation of important quantities: Using the Matlab routine jordan, one obtains
Here, m 1 = m 2 = 1, and m 3 = 2. Thus, matrix A * and therefore also A is not diagonalizable, and the computation of We mention that the items (i) -(iii) are already given in [6] . We have added them for the sake of completeness.
(iv) Graph of y = x(t) R(t,t 0 ) for η ∈ {0, 0.5, 1.0}: In the norm · R(t,t 0 ) , we obtain Figure 8 . 5 . The result in all three cases is numerically identical with that in [6, Fig.9 ], i.e., for y = x A (t) R . But, again, the method of computing Figure 8 .5 is different from that used for [6, Fig.8] ; for this, see the computational aspects discussed in Section 8.3.
Remark 8.1. The computation of the optimal two-sided bounds y = X 1,2 ψ(t) 2 and y = X 0,2 ψ(t) 2 on y = x(t) 2 for η = 0.5 corresponding to Figure 8 .4 is left to the reader.
Computational aspects
In this subsection, we say something about the used computer equipment, used Matlab programs, and the computation time.
(i) As to the computer equipment, the following hardware was available: an Intel Core2 Duo Processor at 3166 GHz, a 500 GB mass storage facility, and two 2048 MB high-speed memories. As software package for the computations, we used MATLAB, Version 7.11.
(ii) Whereas in [6] , the computations were based on the representation x A (t) = e A (t−t 0 ) x 0 of the solution of the initial value problemẋ A (t) = A x A (t), t ≥ t 0 , x A (t 0 ) = x 0 , here for the solution of the nonlinear IVPẋ(t) = A x(t)+h(t, x(t)), t ≥ t 0 , x(t 0 ) = x 0 , the Matlab program ODE45 is applied. In the case of η = 0, we obtain the same numerical result as in the linear case. The computation time is larger, however.
(iii) The computation time t of an operation was determined by the command sequence t1=clock; operation; t=etime(clock,t1). It is put out in seconds, rounded to four decimal places. For the computation of the eigenvalues of matrix A, we used the command [XA,DA]=eig(A); the pertinent computation time for Example 1 is less than 0.0001 s. For the computation of the 251 values t, y(t) with y(t) = x(t) R(t,t 0 ) , t = 0(0.1)25 for, say, Figure 8 .5, it took t(table f orFigure8.5) = 7.8930s. The computation times for the other figure are of a similar order.
Conclusion
In this paper, it is shown that one can construct a time-dependent positive definite matrix R(t,t 0 ) such that the solution x(t) of the nonlinear initial value problem with linear principal partẋ(t) = A x(t) + h(t, x(t)), t ≥ t 0 , x(t 0 ) = x 0 in the weighted norm · R(t,t 0 ) is equal to the solution x A (t) ofẋ A (t) = A x A (t), t ≥ t 0 , x A (t 0 ) = x 0 in the weighted norm · R where R is a constant positive definite matrix. As a consequence, if x A (t) R shows vibration suppression or monotonicity behavior, so does x(t) R(t,t 0 ) . Further, since x A (t) R can be used to assess the damping behavior of the underlying dynamical problem, by the equation x(t) R(t,t 0 ) = x A (t) R also the damping behavior of the nonlinear IVP can be assessed. The results are applied to dynamical systems, and examples underpin the theoretical findings.
One might object that incase of matrix A is not diagonalizable, the Jordan canonical form has to be calculated. But, the determination of the Jordan canonical form can be done by the jordan routine of MATLAB. Further, engineers usually reduce an originally large matrix A by a process called condensation. For these reduced matrices, it is usually no numerical problem to determine the canonical Jordan form, and it is then not costly to compute x(t) R(t,t 0 ) . In addition, in engineering practice, often models with small matrices A are applied. For these models, the new method is likewise of major interest. Moreover, the matrices used in practice are in most cases diagonalizable. In these cases, no numerical problem at all exists.
