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PHYSICALLY CONSISTENT BOUNDARY CONDITIONS
FOR FREE-MOLECULAR SATELLITE AERODYNAMICS
JONATHAN BRENT PARHAM
ABSTRACT
To determine satellite trajectories in low earth orbit, engineers need to adequately
estimate aerodynamic forces. But to this day, such a task su↵ers from inexact values
of drag forces acting on complicated shapes that form modern spacecraft. While some
of the complications arise from the uncertainty in the upper atmosphere, this work
focuses on the problems in modeling the flow interaction with the satellite geometry.
The only numerical approach that accurately captures e↵ects in this flow regime—like
self-shadowing and multiple molecular reflections—is known as Test Particle Monte
Carlo. This method executes a ray-tracing algorithm to follow particles that pass
through a control volume containing the spacecraft and accumulates the momentum
transfer to the body surfaces. Statistical fluctuations inherent in the approach de-
mand particle numbers on the order of millions, often making this scheme too costly
to be practical. This work presents a parallel Test Particle Monte Carlo method that
takes advantage of both graphics processing units and multi-core central processing
units. The speed at which this model can run with millions of particles enabled the
exploration of regimes where a flaw was revealed in the model’s initial particle seeding.
A new model introduces an analytical fix to this flaw—consisting of initial position
distributions at the boundary of a spherical control volume and an integral for the
correct number flux—which is used to seed the calculation. This thesis includes vali-
dation of the proposed model using analytical solutions for several simple geometries
and demonstrates uses of the method for the aero-stabilization of the Phobos-Grunt
Martian probe and pose-estimation for the ICESat mission.
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1Chapter 1
Introduction
An expert is someone who has made all the mistakes that can be made,
but in a very narrow field.
—Niels Bohr
1.1 Introduction
Several years ago, the active communications satellite Iridium 33 crashed into Cos-
mos 2251—a defunct Russian satellite—scattering thousands of satellite fragments
into low-earth orbit.1 This major space collision, among other similar events, alerted
satellite operators to the dangers of space-debris proliferation and motivated world-
wide response (United Nations O ce for Outer Space A↵airs, 2010). With a sharp
increase in new objects to track in space, accurately estimating the orbits and trajec-
tories of satellites while reducing uncertainties is now a critical aspect of preventing
future collisions and reducing the cost of maneuvers to evade debris.
Just a year before the Iridium 33 crash, Vallado (Vallado and Finkleman, 2008)
had pointed out that a lack of research in the area of physically consistent drag
estimation was an obstacle for predicting satellite orbits accurately. The situation
remains the same today. Aerodynamic forces induce the most uncertain accelerations
encountered by a satellite in Low Earth Orbit (LEO), but they remain elusive to
calculate. The drag coe cient itself is a geometry-dependent factor multiplying the
1A software reconstruction of the collision is available on video at http://youtu.be/
_o7EKlqCE20, courtesy of AGI.
2dynamic pressure to give the drag force, as shown in equation (1.1), with atmospheric
neutral density ⇢, and orbital velocity V .
FDrag = CDAref
1
2
⇢V 2 (1.1)
The main uncertainties in this equation arise with specifying the neutral density and
calculating the drag area (CDAref) for a given satellite, which can have an arbitrarily
complicated geometry. While recent work has improved the accuracy of atmospheric
neutral density models (Sutton, 2009; Marcos et al., 2010) by inferring densities
from satellite tracking data—e.g., the High Accuracy Satellite Drag Model (HASDM)
(Storz et al., 2005)—calculating satellite coe cients numerically in the context of
orbit determination needs to be revisited and standardized. Uncertainty reduction in
all terms of the drag force is the only way to increase the precision of its estimate.
The earliest attempts to model satellite aerodynamics were analytical (Sentman,
1961; Schaaf and Chambre, 1961), with aerodynamic forces directly integrated from
momentum flux over a surface. But closed-form solutions were only obtained for sim-
ple geometries: flat plate, cone, cylinder and sphere. These solutions omitted e↵ects
such as shadowing and multiple reflections, which may change aerodynamic proper-
ties. As computational power grew through the years, the Test Particle Monte Carlo
(TMPC) method (Bogacheva et al., 1969; Bird, 1994; Klinkrad et al., 1995) appeared
as an alternative to analytical models. Test-particle methods trace simulated parti-
cles through a control volume that contains the spacecraft. Each particle can then
interact with the surface to transfer momentum and energy through a surface inter-
action model (e.g., di↵use, specular, etc.). The procedure reduces to a Monte Carlo
initialization and a geometric ray-tracing algorithm. TPMC methods remain the only
way to adequately account for shadowing and multiple reflections with arbitrary sur-
face interaction. But, like all Monte Carlo methods, TPMC needs a large number
3of particles to reduce the statistical scatter of the solutions. The computational cost
therefore severely limits its application to orbital analysis.
1.2 Objective
Conventionally, a TPMC simulation is set up by placing particles randomly with a
uniform distribution on the faces of a rectangular control volume. This initialization,
however, is shown to be inconsistent with kinetic theory for arbitrary free-stream
incidence. In this work, we construct a new method to initialize a TPMC simulation
that solves this inconsistency. By choosing a spherical control volume, we reveal an
exact solution for initial-position likelihood of incident particles and the total number
flux into the volume.
In this thesis, I develop a code implementing TPMC, then extended it to include
the new method and to run in parallel using modern computational hardware—both
multi-core CPUs and many-core GPUs. Included are the details of each essential
algorithm for implementation: ray-tracing, Monte Carlo sampling of arbitrary dis-
tributions and fast non-singular coordinate transforms. I then describe the mathe-
matical derivation for the physically consistent test-particle seeding along with the
validation of the method and verification of the code using analytical tests. I also
then demonstrate the application of the new method to orbital analysis with actual
satellite data.
1.3 Contents of Thesis
I organized the thesis to be self-contained and chronologically read. To begin, there
is a brief overview of the historical background, tracing from Maxwell to present day,
focusing on the key components as they relate to the present work. Once context is
established, I then discuss the TPMC method that is implemented using Open Multi-
4Processing (OpenMP) and Compute Unified Device Architecture (CUDA). This por-
tion is devoted to the algorithms used in my work and how they fit together to
simulate rarefied gas flow. I then show the inadequacy of conventional boundary con-
ditions for this particle method and develop the equations for new specifications that
are consistent with kinetic theory. To test the new boundary Monte Carlo sampling
technique, I compare the implementation developed to several exact solutions for free
molecular flow. Finally, to show how such a method could be used for analysis of
satellite dynamics, I develop two demonstrations that relate to the calculations of
aerodynamic forces and moments on real satellite geometries.
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Historical Background
So many of the properties of matter, especially when in the gaseous form,
can be deduced from the hypothesis that their minute parts are in rapid
motion, the velocity increasing with temperature, that the precise na-
ture of this motion becomes a subject of rational curiosity.
—James Clerk Maxwell, 1860
The study of rarefied gas dynamics traces to Maxwell’s and Boltzmann’s investi-
gations into the physical properties of gas, but it was not until the early 20th century
that the formulations were recognized for their usefulness in spacecraft engineering.
Briefly tracing through the discipline as it relates to the current work, the following
notes seminal papers and authors that contributed to the development of the field.
2.1 Early History
Davis (Davis, 1960) is credited for developing the first Monte Carlo ray tracing algo-
rithm to describe near vacuum flow. The method he laid out to describe near vacuum
flow through pipes, later came to be known as the Test Particle Monte Carlo (TPMC)
method for rarefied gas dynamics and we shall use that name for our method.
In the original paper, he develops a simulation technique for free-molecular steady
state flow through a straight and elbow shaped pipe. His boundary conditions are
described using a uniform spacial sampling over the flat orifice of the pipe and simple
rejection tests to check that the distributions match the physically ascribed conditions.
He checked for collisions with the walls of the pipe by calculating intersections of a ray
6with an analytical cylindrical description of the pipe geometry. All of variables were
hard coded and the algorithm was implemented on a computer that ran for hours to
obtain approximations for mass flow through pipes in near vacuum.
2.2 Accelerating Motivations
As the space age began, the focus turns to satellite aerodynamics for early low orbiting
spacecraft. Partly due to the large perturbations from strict application of Keplerian
orbital dynamics that need to be accounted for so that ground stations could stay in
contact with a satellite as it orbited around the earth.
The most notable contribution at the time to the analytical calculation of rarefied
flow about a satellite is often attributed to L.H. Sentman’s treatise on the subject
of free-molecular drag and moments (Sentman, 1961). Another extensive resource in
the early 1960’s was a short booklet printed by the Princeton University press (Schaaf
and Chambre, 1961) that summarized research in the area of rarefied gas flows as they
apply to the conditions that a satellite or missile would experience. Both documents,
detailed the process of setting up integrals for drag forces, moments and heat transfer
calculations, but analytical solutions were only achievable for the simple shapes such
as a flat plate, cylinder, and sphere.
In the middle to late 1960’s much more work was published that attempted to
accurately extend pure free molecular flow calculations to concave surfaces and near
transitional regimes via analytical approximations of the complex surface integrals
involved (Liu et al., 1965; Sentman and Neice, 1967), but they also involved many
simplifications and series truncations to make the integrals analytically tractable.
Schamberg’s (Schamberg, 1967) reports and earlier, the graduate research of Pratt
(Pratt, 1963), discussed the flow over concave simple geometries. They both show
a marked di↵erence between their drag forces and those on convex shapes of similar
7size. However, all of the results rely on the hyperthermal limit of free molecular flow,
where the bulk velocity is much larger than the thermal speeds, v1 >> cmp. This
assumption was necessary to obtain the analytical solutions that they found, but it
is not valid for flow regimes that satellites encounter, e.g. a typical 1000 K flow at
altitude has a most probable thermal speed of around 10% of the orbital velocity of
a spacecraft in LEO and a large percentage with higher velocities.
Concurrently, many began to work on resolving the physical description of satellite
drag with experimental evidence (Moe, 1968; Horstman et al., 1970; Henderson,
1976). For the most part these experimental investigations into spheres and other
simple geometries a rmed the theory, but there were still questions of where these
approximations broke down as the transition regime approached (KoppenwaIlner,
1985; Koppenwallner, 1986) and how surface interaction played a role in determining
the forces in practical systems.
2.3 Operational Errors
As satellites began to populate the sky, the problem of satellite drag became a ques-
tion of orbital state uncertainty. Gaposchkin (Gaposchkin and Coster, 1988) stated
that aerodynamic forces on satellites are “the largest source of error in modeling” for
precision orbit determination, and gave an overview of the e↵ects that thermosphere
model uncertainty caused in drag calculations. By this time, operational use of the-
ory in orbit determination had settled, often conceding uncertainty to atmospheric
models, and used simplifications laid down by Cook decades before (Cook, 1965).
In the early 1990’s, the increase in access to computational resources garnered
a revisit to the satellite drag problem as the Salyut 7 provided an opportunity to
measure drag forces on a complex body as it traversed a range of orbital altitudes and
reentered in 1991. This analysis (Crowther, 1992) used by several agencies in Europe
8proved the usefulness of TPMC to calculate pressure forces and gave experimental
credence to the use of di↵use molecular reflection from satellite surfaces. Continuing
from this work the authors (Klinkrad et al., 1995) developed a suite of computational
algorithms that allowed calculation for arbitrary satellite geometry using flat plate
discretizations of the surfaces. They reserved TPMC for reference calculations due
to it’s computational expense and spent time developing more approximate methods
that were quicker but lacked the generality. Nevertheless it became clear that the
main challenges left were that of accurately accounting for surface shadowing without
approximation, multiple surface reflection and surface interaction physics.
The problem of surface interaction still presented itself and much e↵ort was spent
to accurately measure the interaction via spacecraft observation and laboratory ex-
perimentation often restricting the problem the developed theory of accommodation
coe cients and the multiple models thereof (Moe et al., 1998; Harrison and Swinerd,
1995; Collins and Knox, 1995), though the most applications have made use of a fully
di↵use interaction with success in comparison to tracking data (Moe and Moe, 2011).
The field seemed to have settled by the 2000’s and the then-current techniques
were well catalogued in Graziano’s thesis (Graziano, 2007) where he implemented
another TPMC method based on previous work (Klinkrad et al., 1995; Fritsche and
Klinkrad, 2004) and the further development of that tool. However, operational use
of these techniques for precision orbit determination had not come about, and their
fidelity was reserved for a posteriori reentry analysis where timelines were open ended.
2.4 Renewed Interest
In the later part of the decade, events such as the 2009 Iridium 33 collision with
Cosmos 2261 mentioned in the introduction, caused satellite drag calculation to rise
in the concerns of the orbital estimation community due to the large amount of space
9debris created. With literally thousands of new objects to track as a direct result
of the test, Vallado (Vallado and Finkleman, 2008) timely called for a new e↵ort in
that community to revisit the problem and pointed to TPMC and Direct Simulation
Monte Carlo (DSMC) as sound tools to analyze drag forces for orbit determination.
He even went so far as to deem that “few investigators have addressed the impacts
of physically consistent drag on orbit estimation.”
While work continues to increase the accuracies of atmospheric neutral density
models (Sutton, 2009; Marcos et al., 2010; Storz et al., 2005) by complicated meth-
ods to derive densities from satellite tracking data with known drag properties (which
usually means using data from spherical satellites), the numerical calculation of satel-
lite coe cients has been neglected the field, which may be in part due to perceived
complexity and expense.
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Chapter 3
Test Particle Monte Carlo Implementation
There are many methods that attempt to directly solve the Boltzmann equation which
governs the evolution of particle distributions in a gas. One of the most successful is
the DSMC method developed by G.A. Bird (Bird, 1994). His direct simulation of tra-
jectories for a finite set of representative particles reproduces a solution to the equation
set through a stochastic model of collisions. However for the application to satellite
dynamics, we are less interested in the simulation of complete time-evolved flow-fields,
but are rather keenly interested in averaged aerodynamic properties such as forces
and torques. The calculation is simplified by the assumption of free-molecular flow
which allows us to neglect all inter-molecular phenomena and concentrate on the brute
calculation of the desired quantities. All of this ultimately plays to the strength of
co-processors such as the GPU, which is ideal for this sort of statistical method that
is an accumulation of a large amount of simple calculations. Even a na¨ıve implemen-
tation of the embarrassingly parallel algorithm can show pleasing execution times. A
flow chart that summarizes the TPMC method is given at then end of the chapter in
Figure 3·3.
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3.1 Test-particle Monte Carlo (TPMC) Method
A rarefied gas flow is well modeled by a drifting Maxwellian gas, i.e., a gas described
by the following velocity distribution,
f(vi) =
r
m
2⇡kBT
exp

 m(vi   ui)
2
2kBT
 
, (3.1)
where the bulk average velocity components, ui, are superimposed on the individual
distribution components, vi and an isotropic particle density distribution in space is
assumed, f(xi) = constant.
In free molecular flow—where the mean free path of molecules is large in relation
to the volume considered—the gas particles do not interact with each other in the free
stream nor with the particle distribution created by surface reflections. The TPMC
method takes advantage of this limit by ignoring particle-particle interactions and
treating particles independently. It then obtains the average momentum transfer to
a body from the sum of discrete particle reflections. “Particles” here are meant to
represent a large number of gas molecules, for which a weighting factor is introduced.
Using test-particle methods requires accurate sampling of the free-stream flux into
the specified control volume and a model of particle interactions with body surfaces.
Fritsche and Klinkrad (Fritsche and Klinkrad, 2004) explain their flux-sampling
scheme of the TPMC method implemented in the software that is used by the Euro-
pean Space Agency—Analysis of Non Gravitational Accelerations due to Radiation
and Aerodynamics (ANGARA). The scheme consists of placing particles with a ran-
dom uniform distribution on the six faces of a rectangular control volume. The num-
ber of particles to cross each face derives from the analytical molecular flux across
a flat plate with given normal velocity component of the free stream and the total
number of particles in the TPMC simulation (a parameter dictating accuracy).
Once the particles are initialized on the control surface, they are followed via a
12
ray-tracing algorithm until they intersect with the surface of the spacecraft. Satellite
surfaces are represented by a triangulation, allowing the use of well-known ray-tracing
methods. To account for shadowing, the closest intersection point to the initial po-
sition becomes the first collision with the satellite and the particle is moved to this
point. At the new location, a surface-interaction model determines the new velocity
for the particle.
The surface-interaction model most used in satellite aerodynamics is di↵use reflec-
tion, which is both simple and has been proven to adequately model satellite surface
interactions in LEO (Moe and Moe, 2011). In this model, the incident particles settle
in the surface material and are reemitted with a velocity distribution determined by
the satellite surface temperature. In TPMC, a random departure direction from the
surface is specified and the reemission speed is chosen from the Maxwellian speed
distribution (the product of the three components in equation (3.1) integrated over
all angles on the emitting side of the surface in velocity space). The di↵erence be-
tween the original and final velocities are then scaled by the particle’s e↵ective mass
and added to the total momentum exchange with the spacecraft. To calculate the
particle’s e↵ective mass, the total number of incident molecules, derived from the
molecule flux, is divided by the number of simulated particles, specified by the user,
and multiplied by the molecular mass. The final resultant aerodynamic force is then
the total momentum exchange that includes contributions from all particles.
The next few sections detail some of these schemes as they are implemented in
our TPMC method. While many of these methods are not new, the description of
their aggregation into a routine like this is often overlooked.
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3.2 Ray Tracing Algorithm
An e cient way to calculate intersections of particle trajectories with the the sur-
face of an arbitrary satellite is essential to the success of the TPMC method. The
complexity of satellites quickly makes it increasingly hard to describe their geometry
with anything but a discretization into basic primitive shapes. Here, we take a page
from the graphics community and discretize the shapes into a collection of three-
dimensional triangular flat plates, that are joined at the edges to form a closed body.
The discretization can be made from any CAD representation of an outer envelope
of the satellite body, but it must be “water tight” to ensure that the flow does not
leak into the geometry and cause unphysical phenomena.
We can use two defining edges of each triangle to find whether the ray constructed
from the particles initial state (position and velocity) will intersect with the plane
defined by the two edges. This is simply the dot product between the normal of the
plate and the direction of the velocity which gives b. We also check to make sure that
the particle is on the right side of the plate, by dotting the relative position vector,
w0, with the normal vector.
A two-dimensional algebraic parameterization (in s and t) of the domain enclosed
by the two vectors allows us to characterize whether particle will successfully hit the
triangle. This is formed by using coordinates parallel to both sides, normalized to the
length of each side, and constrained in their upper bounds with an inequality that
keep the parameters within the triangle sub-space. We form the geometric checks
into Algorithm 1.
This routine takes as arguments: the particle state and the vectors defining the
plate. It then proceeds through the necessary calculations to check for an intersection.
If it exits successfully, the routine also returns, by reference, the calculated intersection
point which is later used to reset the particle position.
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Algorithm 1 Ray and Triangle Intesection
procedure IntersectRayTriangle(x, x˙, t1, t2, t3, I)
Set up vectors in a local coordinate system
u t2   t1; v t3   t1
nˆ u⇥v||u⇥v|| ; dˆ x˙||x˙||
w0  x  t1
a  n ·w0
b n · dˆ
Test to see if it the particle is even approaching the plane of the plate
if (b   0) _ (a > 0) then
return FALSE . No Intersection
end if
Find the intersection with the plane defined by u and v
I is returned by reference if routine is successful
r  ab ; I x+ rdˆ; w I  t1
Define parametric space in triangle to test if intersection lies within
D = (u · v)(v · u)  (u · u)(v · v)
s (u · v)(w · v)  (v · v)(w · u))/D
if s < 0 or s > 1 then
return FALSE . No Intersection
end if
t (u · v)(w · u)  (u · u)(w · v))/D
if t < 0 or (s+ t) > 1 then
return FALSE . No Intersection
end if
return TRUE . Intersection Successful
end procedure
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Since rays could possibly intersect multiple plates that are formed from a concave
body, we must add additional logical constraints when calculating a final interaction
point. Algorithm 2 accomplishes this by ensuring that the intersection is the closest
to the original starting point of the particle. By using a variable that is external to the
loop, we can minimize the distance the particle travels to the intersection. This step
is key to ensuring that we properly capture self-shadowing e↵ects of any complicated
geometry. Algorithms 1 and 2 are included in the inner loop over plates in Figure
3·3, so that the correct plate is chosen for the particle state reset.
Algorithm 2 Logic to find closest particle intersection with body
Require: Particle state [x, x˙]; Structure of plate properties B
k =  1; Ifinal = 0; LARGE = FLT MAX
for j = 0; j < number of body plates; + + j do
I = 0
intersect IntersectRayTriangle(x, x˙, B[j].t1, B[j].t2, B[j].t3, I)
tmp ||I  x||
if (intersect == TRUE) ^ (tmp < LARGE) then
LARGE = tmp
k = j
Ifinal  I;
end if
end for
3.3 Surface Interaction
Once particles have a determined intersection point with the surface, we need a way
to reset the state according to some physical model. Maxwell himself reasoned surface
interactions into two categories: specular and di↵use. While modern theories push
with quantum mechanics to better characterize how a molecule may bounce o↵ a solid
crystalline structure—i.e. surface—the two simple models proposed by Maxwell still
serve as good first order approximations to real physical phenomena.
Specular reflection is often likened to the motion of a billiard ball hitting the
16
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Figure 3·1: Simplified surface reflection models
railing of the pool table. The molecule advances with it’s velocity at some angle to
the surface and during the reaction with that surface, the momentum that is normal to
the plane is entirely reversed, see Figure 3·1. This lets the particle interact elastically
escaping at the same relative angle to the surface. This mode of interaction can be
modified to account for a certain amount of energy exchange between the surface by
scaling the exit velocity by some factor. This seems like a logical interaction and holds
true for very clean surfaces, where the molecule is much larger than the underlying
structure of the material that makes up the wall or very low grazing angles for less
uniform surfaces. In space however this has been proven not to be the case (Moe and
Moe, 2011).
Di↵use reflection is the most commonly used model for surface conditions in DSMC
and TPMC methods. This is mainly due to the reasons stated in the above reference
and that the execution time of codes increase quite a bit when more complicated
models are used while little benefit from a more theoretically complete model is
shown.
The di↵use model is simple. The main idea is to reemit particles as if they are
coming out in thermal equilibrium with the surface. Ultimately this reduces to a
sampling of the Maxwellian distribution for velocities that have a component along
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the surface normal and a characteristic temperature the same as the satellite body.
Observational data and a thermal balance calculation for a typical satellite will often
return body surface temperature that hover around TW = 300 K and we shall use
that temperature for our calculations—with it as an input parameter to our routines
so that it is user defined.
The velocities can then be sampled in the surface local coordinates—nˆ, tˆ1 and tˆ2—
with equations (3.2), (3.3) and (3.4) where the most probable thermal speed cmp,W is
defined with the wall temperature TW . Once sampled, the velocities are rotated back
to the simulation reference frame with the proper coordinate transformation matrix
that contains local bases vectors defined in the simulation coordinate system.
p(vn) / vi exp[ 
✓
vn
cmp,W
◆2
] (3.2)
p(vt1) /
1p
⇡
exp
"
 
✓
vt1
cmp,W
◆2#
(3.3)
p(vt2) /
1p
⇡
exp
"
 
✓
vt2
cmp,W
◆2#
(3.4)
The di↵erence between the pre- and post-collision velocity multiplied by the parti-
cles e↵ective weight, m v, gives us a momentum exchange with the surface. Keeping
track of the individual contributions of each surface interaction at the time of the in-
teraction allows for a total sum to be established later and used for the total force
calculation. Similarly we can sum the moments by crossing the momentum exchange
with the intersection point calculated in the ray tracing routine, m v ⇥ I. This
portion of the code appears in the state reset and momentum accumulation block in
the simulation portion of Figure 3·3.
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3.4 Monte Carlo
The “Monte Carlo” in Test Particle Monte Carlo comes from the need to sample
velocities and positions from stated distributions. This is achieved with by means
of two methods: the Box-Muller transform, or brute force rejection techniques. This
section will serve as a brief primer for both methods.
The Box-Muller transform was developed in 1958 and is commonly used to create
normally distributed random variables. Its advantage lies in the ability to create two
gaussian samples, Z0 and Z1, from two uniform deviates, U0 and U1,. The transforms
is given as in equations and , and relies on the idea that uniform sampling a area in
a polar coordinate reference frame will produce two normally distributed variables in
the cartesian reference frame.
Z0 = cos(2⇡U1)
p
 2 lnU0 (3.5)
Z1 = sin(2⇡U1)
p
 2 lnU0 (3.6)
This method is extremely useful for sampling from the drifting Maxwellian’s veloc-
ity space which has normally distributed components and is used in the code to do so.
Velocity components that are normal to a boundary, however, come from a Raleigh
distribution—f(x) / xexp( x2/2). This sampling can be accomplished—using a
similar theoretical reasoning as above—with equation (3.7).
Z2 =
p
 2 lnU2 (3.7)
With Z0, Z1 and Z2 we can sample any distribution of velocities that are fluxing
past a surface—including a superimposed bulk drift velocity and thermal scatter—
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and with the proper transformation matrices we can adapt this to any surface with
arbitrary normal vectors.
These methods do not cover all of our needs and as a catch-all for any other
distribution (such as those specified in boundary particle placements), we use an
algorithm called the rejection method. Using this method as shown in Algorithm 3,
we can sample from any distribution f(x) with some indeterminate number of samples
from a uniform distribution.
Algorithm 3 Rejection method for distribution sampling
Require: functional description of distribution F(x)
uniform deviate generator Rand
limits of sampling xmin and xmax
while R1 > ptry do
R1  Rand
xtry  xmin + (xmax   xmin)·Rand
ptry  F(xtry)
end while
Now all of the tools are in place for correctly sampling from the distributions that
are inherent in the TPMC method. When implementing these methods, care must
be taken to ensure that the random number generator used produces unique sets
of numbers for all of the cases in the algorithm, even when parallelized. This work
accomplished the unique seeding of each instantiation of a generator by using as seed
the sum of the particle number, UTC time in seconds and a large integer. This seed
is incremented by one with each new instance that is required for a single particle so
that all remain unique over the course of processing millions of particles.
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3.5 Implementation Characterization
The revised TPMC ray-tracing method was implemented in CUDA and parallelized
over particles, i.e the outer block loop in the simulation block in Figure 3·3. Tests
with this code ran on a Kepler-architecture NVIDIA Tesla K20 GPU. It was also
implemented with OpenMP with the same algorithms and parallelization scheme to
run on a multicore Intel Core i7 CPU. Chip-to-chip—four cores of the CPU to the
hundreds on the GPU—comparison shows up to 35-times speedup on the GPU, with
appropriate problem size (Figure 3·2a). This speedup is an expected gain for problems
that are easily adapted to the GPU architecture.
Since this methodology is inherently a stochastic process, we expect that for a
given problem size, or number of particles, we will have a certain variance in the
results. Furthermore, if we assume that this set of solutions is distributed normally,
we can guess at the behavior of the variance as we increase the number of particles.
With that assumption, we can claim the standard deviation of the mean is inversely
proportional to the square root of the number of samples, i.e. / 1/pNparticles. In
Figure 3·2b, we sweep through several initial problem sizes for calculation of forces
on a unit area flat plate. Each standard deviation of a certain simulation size is
calculated from thirty runs of the method at that size. To compare, we also plot a
curve that is inversely proportional to the square root of the particle count and notice
that it behaves similarly to the implemented TPMC method.
For all calculations in the following results sections the CUDA implementation
was used with a particle count of 10 million—providing a statistical scatter in the
drag coe cient on the order of 0.07%.
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Figure 3·3: Flow chart of the TPMC method
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Chapter 4
Theoretically Consistent Boundary
Conditions
A key finding of this thesis is that boundary conditions for the TPMC method must
acknowledge physics. Too simple of a specification for the inflow particle states leads
to incorrect aerodynamic phenomenology. With kinetic theory by my side, I lay
down a description for the probability distributions for the ensemble of particles—
sampled from a drifting Maxwell gas—that flow into a closed spherical surface. This
description is then used as a base for the Monte Carlo sampling of initial seed particles
that are traced through the calculation of the aerodynamic properties of an enclosed
satellite. By specifying theoretically consistent distributions for the entire state of
influx molecules, we avoid any geometrical artifact from simplifying assumptions.
4.1 Spherical Boundary Development for TPMC
TPMC simulations begin by placing a uniform random distribution of particles on
the faces of a rectangular domain. The increasing demands—i.e., accuracy for or-
bital analysis—expose the biases introduced by seeding on a rectangular domain: the
method constructs spurious high-density regions at the edges of the domain faces. As
a result, the drag coe cient (in this test, of the sphere) shows an artificial increase
as the free stream is swept around the rectangular control volume (see Figure 4·1).
To avoid these density artifacts, we modified the TPMC method by developing
a particle-seeding scheme on a spherical control volume. We obtained closed-form
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Figure 4·1: Percent error of a 10-million-particle TPMC calculation with respect to
exact sphere drag. Both models assume fully di↵use reflection. The TPMC result is
not a constant function of incidence angle to the rectangular control volume.
solutions for this control volume by solving the associated probability integrals for
a drifting Maxwell gas. The solution gives the correct number flux and particle
distribution on the spherical shell, which in turn gives the correct particle weights,
sampled positions and sampled velocities.
4.1.1 Position Sampling
The number flux and particle distribution are set up as an integral of the velocity
distribution along the spherical surface. We start by defining a flux,  , of particles into
a surface, with a given velocity distribution f(v), and write the following expression
(where n is the number density).
  = n
Z
Velocity
24 Z
Area
vf(v) · da
35 dv (4.1)
We consider a set of orthogonal coordinates that are aligned with the normal and
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tangent vectors, as shown in Figure 4·2 (from here onwards tˆ1 = tˆ and tˆ2 = tˆ ⇥ nˆ).
Aligning the inward velocity with the spherical normal, we rewrite the integral as
shown in equation (4.2). The bulk velocity components u, v, and w are expressed in
the local coordinate system.
 = n
(c2mp⇡)
3/2
R
Area
hR1
0
R1
 1
R1
 1 vn exp
⇣
  (vn u)2+(vt2 v)2+(vt1 w)2c2mp
⌘
dvt1dvt2dvn
i
da
= n
(c2mp⇡)
3/2
R ⇡/2
 = ⇡/2
R 2⇡
✓=0
1
2c
2
mp⇡
✓
c2mpe
  u2
c2mp +
p
⇡ucmp
h
1 + erf
⇣
u
cmp
⌘i◆
r2 cos d✓d 
(4.2)
The free stream is aligned with the { , ✓} = {⇡/2, 0} direction so that only one
component remains in specified spherical coordinates (u = v sin ), and we can inte-
grate to find the result:
  =
nr2
(c2mp⇡)
3/2
24⇡2c4mpe  v2c2mp + ⇡5/2c3mp
 
c2mp + 2v
2
 
erf
⇣
v
cmp
⌘
2v
35 (4.3)
Simplifying further, by assuming that both v and cmp are positive and defining
the speed ratio as S = v/cmp, we obtain
  =
p
⇡cmpe
  v2
c2mp +
✓
⇡c2mp
2v
+ ⇡v
◆
erf
✓
v
cmp
◆ 
nr2
=
hp
⇡e S
2
+
⇣ ⇡
2S
+ ⇡S
⌘
erf (S)
i
cmpnr
2 (4.4)
This number flux is an exact expression for the flux into a sphere for all Maxwellian
gases in equilibrium. With this result, a likelihood g( |S) of incidence angle   2
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[ ⇡/2, ⇡/2] into a sphere can be constructed and characterized only by the speed
ratio, as follows:
g( |S) =
cos 
h
e S2 sin
2   + S
p
⇡ sin  (1 + erf(S sin ))
i
e S2 +
p
⇡(1+2S2)erf(S)
2S
(4.5)
Figure 4·2: Spherical geometry used to solve molecular influx to the control volume.
The evaluation of this distribution for several speed ratios is plotted in Figure
4·3a. For low speed ratio the distribution approaches the limit
lim
S!0
g( |S) = 1
2
cos  (4.6)
When the density in equation (4.6) is combined with a uniform distribution sam-
pling ✓ 2 [0, 2⇡], we obtain a uniform sampling on a spherical surface. This limit
exhibits the spatially isotropic thermal influxes from a resting gas that is in equilib-
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rium. With large speed ratio, the distribution approaches
lim
S!1
g( |S1) =
8>><>>:
sin(2 )     0
0   < 0
(4.7)
This is the hyper-thermal limit where particles are distributed uniformly on a sur-
face with a normal direction aligned with the free stream. The free stream velocity—
not by thermal fluctuations—dictate the influx (Figure 4·3b). Once the two angles ( 
and ✓) exist, we have succeeded and can write the position of the particle in Cartesian
space.
4.1.2 Velocity Sampling
With a position sampled, we choose the velocity using the canonical velocity compo-
nent distributions for flux past a flat plate, i.e., a surface element with the normal
aligned with the position vector. The distributions in velocity space transform into
the local coordinate frame with respect to the sphere’s normal vector, and are repre-
sented in Eqs. (4.8a), (4.8b) and (4.8c).
p(vn) =
2vi exp[ 
⇣
vn
cmp
  Sn
⌘2
]
exp[ S2n] +
p
⇡Sn(1 + erf[Sn])
(4.8a)
p(vt1) =
1p
⇡
exp
"
 
✓
vt1
cmp
  St1
◆2#
(4.8b)
p(vt2) =
1p
⇡
exp
"
 
✓
vt2
cmp
  St2
◆2#
(4.8c)
The free stream velocity component-wise speed-ratio in the local coordinate system
can be written as, St1 = |S| cos , and Sn = |S| sin  (inwardly pointing here) leaving
the third component, St2 , always equal to zero.
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4.1.3 Rotation to Body Coordinates
The position vectors are rotated from the free-stream centered frame, with axis z˜,
back into the satellite reference frame, with axis zˆ, with a rotation about the vector
axis uˆ = z˜ ⇥ zˆ by the angle   = cos 1(z˜ · zˆ). This rotation is implemented using
Rodrigues’s rotation formula, given as:
x0 = x cos   + (uˆ⇥ x) sin   + uˆ(uˆ · x)(1  cos  ) (4.9)
The sampled velocity vector, vnt1t2 , transforms back to the satellite reference frame
to vxyz via multiplication by the local coordinate matrix—consisting of the vectors
nˆ, tˆ1 and tˆ2 that were created before.
vxyz =
24 | | |nˆ tˆ1 tˆ2
| | |
35 vnt1t2 (4.10)
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Chapter 5
Verification Against Theory
After the first U.S. satellite Explorer I changed it’s axis of rotation, engineers scram-
bled to understand anything that influenced a satellites dynamics. Part of this scram-
ble included a revisit to rigid body dynamics, while focus also was placed on satellite
interactions with the atmosphere. The then little understood upper atmosphere, pro-
vided a domain where kinetic theory could be applied to understand the flow dynamics
about objects at that altitude and many people started to publish investigations into
analytical theories that could capture this extreme regime.
A quick look at the summary of literature provided in the Flow of Rarefied Gases—
a pamphlet published by Princeton to quickly disseminate information to researchers
at the time—shows that at least thirty papers had arisen that solely focused on
the calculation of aerodynamic forces on simple geometries (Schaaf and Chambre,
1961). Geometry was key in these investigations. Results only appeared when a
skilled researcher could exploit some coordinate transform or symmetry to obtain a
tractable solution to the integrals developed.
Tricks could only go so far.
Once people found solutions for flat plates and spheres, things became murky.
Anything more complicated resulted in approximations and often the neglect of por-
tions of the geometry–a cone had no base, or a cylinder no top–or they assumed hyper
thermal flow to rid themselves of some of the messier math. Here, we stick to the
fundamental solutions of a sphere and flat plate to test our algorithm, and we show
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how to get the drag coe cient relations along with what mathematical machination
that was used. Taking a step further, we include the best analytical approximation
for the e↵ect molecular reemission and secondary reflections in the simplest geometry
that could happen.
5.1 Analytical Solutions for Simple Geometries
To start with Maxwell’s kinetic theory requires the rephrasing of our question. We
want to use the drifting Maxwellian description of flow and calculate momentum fluxes
through arbitrary surfaces. I’ll use the notation and example of Bird to set up the
problem for flux quantities through surface element (Bird, 1994). So for some vector
valued quantity Q we can write it’s flux with normal aligned velocity U = [u, v, w]
nQu = n
1Z
 1
1Z
 1
1Z
0
Qufdudvdw (5.1)
We want to calculate the momentum flux (in place of Q) and normalize it by the
free stream dynamic pressure to get our relation for the di↵erential element for the
surface pressure. Writing our flux quantity replacing the f with a drifting Maxwell
gas that has drift speed c0 (so that u = u0+ c0 cos ✓, v = v0+ c0 sin ✓, and w = w0) we
see the following, where   =
p
m/(2kBT ), the most probable thermal speed of the
gas.
n 3
⇡3/2
1Z
 1
1Z
 1
1Z
 c0 cos ✓
Q(u0 + c0 cos ✓)exp
   2(u02 + v02 + w02)⇤ dudvdw (5.2)
To calculate the inward normal momentum flux, pi (think static pressure), we
substitute Q = m(u0 + c0 cos ✓) and the parallel momentum flux, ⌧i (shear stress),
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Q = m(v0 + c0 sin ✓). With these considerations and introducing s = c0/ , we can
write the two momentum flux relations:
pi =
⇢
 22
p
⇡

(s cos ✓)exp( s2 cos2 ✓) +p⇡ [1 + erf(s cos ✓)]
✓
1
2
+ s2 cos2 ✓
◆ 
(5.3)
⌧i =
⇢s cos ✓
 22
p
⇡
⇥
exp( s2 cos2 ✓) + s cos ✓p⇡[1 + erf(s cos ✓)]⇤ (5.4)
To account for di↵usely reemitted molecules we add another pressure term (Ni
is the incident number flux) and set our total contributions in equations (5.6) and
(5.7). Note the shear stresses are not a↵ected by reemitted particles when we assume
di↵use interactions.
pw =
1
2
m
p
2⇡kBTw/mNi
=
kb
2m
p
TTW⇢
⇥
exp( (s sin ✓)2) +p⇡(s sin ✓)[1 + erf(s sin ✓)]⇤ (5.5)
p = pi + pw (5.6)
⌧ = ⌧i (5.7)
Now that we have terms for the forces on a di↵erential element we can integrate
the influx and out flux of momentum over the surface of interest. Keeping note of the
direction of the pressure forces the integral over an arbitrary surface should come in
the form of equation (5.8).
CD =
R
Area(p+ ⌧)Uˆ · dA
1
2⇢U
2Aref
(5.8)
With this theory in mind, the following three analytical solutions provide a way
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to scrutinize the TPMC method. In these solutions, a di↵use reemission is assumed
and the resultant force derives from the surface integral of the momentum flux on the
surface. The influx of momentum is integrated using the free-stream distribution and
the out-flux is calculated with the reemission distribution described by the satellite
temperature. To simplify, we define the ratio of the free-stream speed magnitude,
U1, to the most probable thermal speed, cmp =   =
p
2kBT1/m, as the “speed
ratio,” S = U1/cmp.
5.1.1 Flat Plate at Angle of Incidence
On of many variations of the solution appears in Sentman’s work (Sentman, 1961),
where in this notation SW is the speed ratio using the wall temperature of the body
in cmp and ↵ is the angle of attack. The first three terms represent the influx of
momentum integrated over a planar surface and the last term is the reemission con-
tribution to the total momentum flux as calculated in the manner stated above. The
drag coe cient is then given by
CD =
2p
⇡S
✓
exp[ (S cos↵)2] +p⇡S cos↵
✓
1 +
1
2S2
◆
erf[S cos↵] +
⇡S
SW
cos2 ↵
◆
(5.9)
5.1.2 Sphere
This version is given by Bird (Bird, 1994), but again appears several other places and
it represents one of the most complicated geometries that had a closed form exact
solution. This result is recreated by integrating equation (5.9) over a hemispherical
surface with the appropriate change in angle of attack in the pressure terms and
choice of di↵erential area element. The ability to capture back-flow that hits the rear
of a sphere is accomplished through a trick of symmetry that allows the integral of
a two sided flat plate over the hemisphere to be the same as the solution for a full
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sphere with only the outer surface exposed to the flow. The resulting drag coe cient
is
CD =
exp[ S2]p
⇡S3
(1 + 2S2) +
4S4 + 4S2   1
2S4
erf[S] +
2
p
⇡
3SW
(5.10)
5.1.3 Concave Spherical Shell in Hyperthermal Flow
Pratts’s thesis on concave bodies in hyper-thermal flow (Pratt, 1963) generalizes the
drag coe cient of a hemispherical body with full thermal accommodation to the
following expression (in his notation):
CD = 2 + ✏D(✓)
p
⇡
S
r
TW
T1
(5.11)
Here, ✏D(✓ = 90 ) = 1.05349 is a numerical solution to the integral that Pratt gives
for the modified “reemission drag” on the concave hemispherical surface. Though
this analytical approximation is limited, it provides a good comparison to make sure
concave e↵ects are exhibiting qualitatively correct behavior.
5.2 Verification with Analytical Solutions
The analytical comparisons allow a strict verification of the new boundary conditions
and code implementations against free-molecular theory. For the cases shown, we set
the free stream temperature to T1 = 922 K and the body surface temperature to
TW = 300 K. These conditions are typical of those experience at an altitude of about
400 km. The discretizations of the simple geometric shapes appear in Figure 5·1 and
are created in Gmsh (Geuzaine and Remacle, 2009).
5.2.1 Flat Plate
We can see in Figure 5·2 that when the code is compared to the analytical solution of
a double-sided flat plate (i.e. a plate that can absorb free-stream molecules from the
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(a) Simple flat plate (b) Sphere (c) Concave Shell
Figure 5·1: Discretisations of simple geometries
front and back) our model exactly captures the variation with the speed ratio from
near thermal flows speeds to the extremely fast flows encountered by a spacecraft.
As angle of attack for flow changes from normal to the plate (↵ = 0 ) to parallel, we
can see the decrease in CD. The thermal fluctuations near the conditions at altitude
(S1 = 7) create a non-zero drag even on surfaces that are parallel to the flow. This
e↵ect causes underestimates in drag forces when the hyper-thermal approximation
is used for analysis. The full TPMC method accurately reproduces this physical
phenomena and can readily be extended to more complicated bodies.
5.2.2 Sphere
To verify the method against a slightly more complex body, we turn to the analytical
solution for a sphere, as seen in Figure 5·3. The comparison here, allows us to test
the ability of the TPMC method to correctly integrate over a surface that has some
amount of curvature. Again the physical variation with the speed ratio is captured
correctly by the TPMC method and we can confidently assume that the code will
reproduce forces on convex surfaces of arbitrary finite curvature.
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5.2.3 Concave Spherical Shell
As a check to see if the code can accurately model the e↵ects of multiple reflections,
we compare Pratt’s hyper-thermal model to the TPMC calculation of a concave shell
over the whole domain of speed ratio also in Figure 5·3. The TPMC solution asymp-
totically approaches the hyper thermal solution as S1 increases. Although there is
no direct solution of the reflection integrals for the whole domain, we can reasonably
draw a conclusion that this verifies that reemission and reflection are captured by our
choice of algorithms.
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Figure 5·2: The analytical solution of a double-sided flat plate at angle of attack
compares favorably to the output of the TPMC code developed. In this figure, free
stream speed ratio and angle of attack are varied to show the dependance of the drag
coe cient on those variables.
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Figure 5·3: The simulation for a sphere with varying speed ratio compared to its
analytical solution. The solution of a concave spherical shell is also shown, and it
asymptotes to the hyper-thermal approximation given by Pratt.
38
Chapter 6
Real World Satellite Dynamics
Without comparison to real physical phenomena, we cannot validate our model
choices. Many have performed in lab experiments requiring stringent vacuum con-
ditions and much e↵ort, but few to date have made high fidelity measurements on
orbit. In the previous chapter we performed only simple verification of theoretical
models, but the problem lies in obtaining in situ data to confirm our understanding
of the physics. This is very hard for the conditions we have an interest—high altitude,
speeding by at hypersonic speeds. Some satellites have built in accelerometers which
by nature of the physics back out non-conservative forces like drag, but often times
these data sets are kept by the satellite owner or not even considered for analysis.
Here we try to get a sense of how this tool may be useful when confronted with
analysis of satellite orbits and use the most precise publicly available data to take a
glimpse at how our free-molecular aerodynamic model compares to reality.
6.1 Satellite-Tracking Derived Information
The accelerations caused by drag forces manifests themselves in tracking data of
satellites. By tracking satellites for a length of time, the orbital state and ballistic
coe cient are derived with an orbit-determination routine, most commonly a least-
squares optimization. The North American Aerospace Defense Command (NORAD)
releases the resulting states publicly through the web-service Space-Track.1 Vallado
1https://www.space-track.org
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standardized the details of the Simplified General Perturbations (SGP4) dynamical
model used to compute these two-line element sets (TLEs) with his interpretation of
the original specifications (Vallado et al., 2006). We use his interpretation for the
analysis of TLEs.
For an LEO object, the TLE contains information about the drag force during
the period that the element set was created. This ballistic coe cient B⇤ of the TLE
maps directly to the the drag area (R  = 6378.1 km and ⇢0 = 2.461⇥ 10 5 kg/m2):
CDAref =
2B⇤Msatellite
R ⇢0
(6.1)
The International Laser Ranging Service (ILRS)2 also releases tracking data for
participating satellites. An orbit determination routine—along with an initial orbit
estimate from a TLE—creates a precise orbital state with this range data. The
precision estimate serves as a check to the TLE data for the ICESat mission and is
processed with a orbit determination routine based on the work of Montenbruck and
Gill (Montenbruck and Gill, 2000).
6.2 Phobos-Grunt Aero-Stabilization
Phobos-Grunt, a multinational scientific mission that failed to escape its initial park-
ing orbit, reentered in early January 2012. This failure provided a unique opportunity
to observe a large spacecraft’s uncontrolled interactions with the near-Earth environ-
ment. From its launch in November 2011 to its reentry the craft was observed by
many amateur astronomers3 and appeared to aero-stabilize in mid December 2011.
This behavior also appears in TLE-derived force coe cients (Figure 6·1) and can be
compared to an estimated model of the craft’s geometry. Using a model based on
Phobos-Grunt, we can simulate the torques at altitude with conditions in Table 6.1.
2http://ilrs.gsfc.nasa.gov/data_and_products
3http://legault.perso.sfr.fr/phobos-grunt.html
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Figure 6·1: The Phobos-Grunt probe aero-stabilized by the middle of December 2011,
and Two Line Element (TLE) set derived force coe cients allow for comparison of
model estimates to actual dynamical characteristics during this stabilization.
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All moments are shifted to a “quarter-chord” position that is measured from the
fuel tank end. The total length of the craft, c ⇡ 5.5 m, is taken to be the chord
length. There is good reason to believe that the center of mass is close to this point,
since the tanks were still filled with a large amount fuel meant for the orbital transfer
to Mars.
Table 6.1: Flight conditions for a circular orbit at 225 km altitude. Sampled from
NRLMSISE-00 for a location above the equator at 12:00 UTC December 15, 2011.
Parameter Value
T1 809.2 K
TW 300 K
V 7770 m/s
⇢1 9.06⇥ 10 14 kg/m3
q1 2.735⇥10 9 N/m2
To understand the stability of the spacecraft, we vary the angle of incidence about
two axes and calculate the moment about the axis that would induce pitch, see Figure
6·2. This calculation reveals that for increasing angle ↵ there is an increasing moment
that serves to decrease the magnitude of ↵. Shown in the figure, we also can see that
this characteristic moment is roughly symmetric and produces a stability point very
close to ↵ = 0 . There is however asymmetry as we rotate about the roll angle  .
To better understand the asymmetry we look to the spacecraft geometry. Choos-
ing two  -angles so that the line connecting the center of each solar panel is either
“Horizontal” (parallel to the pitch axis) or “Veritical” (perpendicular to the pitch
axis) we recast the moments in terms of a pitching moment coe cient. To do this,
we divide the moment by the dynamic pressure q1 and the chord length c, leaving
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the coe cient scaled by an unknown reference area. Defining positive moments as
anything that pitches the spacecraft up, we show the results in Figure 6·3.

Figure 6·2: The restoring moment—aerodynamic moment about c/4 (c = 5.5 m)
with positive direction decreasing the magnitude of ↵—for the spacecraft model. The
moment is not axisymmetric about the roll axis, but it is monotonically increasing
with increasing ↵.
The asymmetry of the moments appears at high angle of attack, and is manifest
as decreased moment for the “Vertical” configuration. We hypothesize that this
decrease in moment coe cient is due to a shadowing of a solar panel by the end of
the spacecraft with the fuel tanks as the simulation increases the angle of attack.
If the panel was not shadowed, the dominant role of the drag force—i.e. lack of a
lift force–in creating the free-molecular moment would mean the moment coe cient
would be more axisymmetric about the roll axis. This phenomena therefore only
appears when complex bodies are simulated with the appropriate considerations for
flow shadowing.
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Figure 6·3: Calculation of a pitching moment coe cient about the quarter-chord
(c = 5.5 m) for two roll angles where the solar panels are parallel to the pitch axis
(Horizontal) and perpendicular (Vertical). The center of mass may be near this point
due to the presence of unburned fuel in the tanks at the bow of the craft.
6.3 ICESat Pose Estimation
The ICESat science mission operated in two attitude modes during its mission: “air-
plane” and “sailboat.” These two modes, chosen to best present the solar panels
to the sun, can clearly manifest themselves in derived force coe cients from the In-
ternational Laser Ranging Service (ILRS) tracking data. To show how this discrete
attitude change is filtered through the drag coe cient estimation with a typical orbit
determination routine, we create a model of ICESat (seen in Figure 6·4) and impose
the attitude constraints based on Webb’s work (Webb, 2007).
The orbit, along with the drag area CDAref , is estimated with a least-squares
filter that uses a three day sliding window of laser ranges for it’s calculation. The
atmospheric conditions sampled from NRLMSISE-00 (Picone et al., 2002) and orbital
velocity at the middle of each span are fed into the TPMC method to model a free-
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Figure 6·4: Surface discretization used for ICESat simulations. Solar panels are
articulated. For the Airplane mode calculations, we use the average of calculations
with the panels perpendicular and parallel to the body axis.
molecular drag coe cient with the TPMC method. We compare the estimated drag
area to the modeled drag area in Figure 6·5. From the figure, we notice that the free-
molecular drag area does not appreciably vary over the course of the year, despite
changes in temperature of a few hundred Kelvin and density fluctuation by an order
of magnitude. The tracking data estimate however have slow secular drifts during
“sailboat” mode and a wide scatter during the “airplane” portion of flight. The
simulation does allow us to qualitatively understand the step response of drag area
filtered through tracking data, but the precise ILRS data—with ranges measuring to
a few centimeters in scatter—only provides enough precision to roughly understand
the physics of the aerodynamic forces.
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Figure 6·5: ICESat CD as a function of the time in 2009. The drag coe cient is
simulated using the on orbit velocities and atmospheric properties sampled from the
NRLMSISE-00 model, and the second panel shows the atmospheric density from that
model.
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Chapter 7
Conclusion
To err is human, but to really foul things up you need a computer.
—Paul Ehrlich
7.1 Conclusion
By demonstrating a useful approach to free-molecular aerodynamics, I hope to help
propel a stagnant area forward with the help of modern technologies. The new phys-
ically consistent boundary condition ensures confidence in the calculation of forces
and moments for a satellite model and with the power of modern workstation hard-
ware, calculations become usable in a wider range of orbital analysis. Beyond that, we
provide validation tests (even accounting for concave bodies) for the TPMC method—
often overlooked previously—and explore two intriguing applications in satellite dy-
namics.
With this tool, we show that the uncontrolled dynamics of a complicated surface in
the free-molecular regime is dependent on accurate modeling of self shadowing geome-
try, and even prove aerodynamic stability for a geometry similar to the Phobos-Grunt
spacecraft. We can also extend analysis drag forces with tracking data to complicated
bodies with known geometry and attitude, such as ICESat. Although attitude and
geometry is known for this spacecraft, the data provided by the ILRS service—some
of the most precise tracking data available—when mixed with the NRLMSISE-00
atmospheric model is only accurate enough to qualitatively compare drag force esti-
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mates to the physical model. This is enough, however, to understand large attitude
changes with orbit determination methods based on metric tracking data.
7.2 Summary of Findings
To recap the work done in this thesis, we can enumerate key points to take away:
• The TPMC method and it’s application to rarefied gas dynamics is ideal for
implementation on new massively parallel high bandwidth coprocessors such as
GPUs
• A set of equations that describe the distribution of states for influx particles
that enter a sphere
• A practical implementation using the above state description to make a the-
oretically consistent way to seed particles into direct simulation Monte Carlo
routines for external flows around bodies
• Verification methods for TPMC codes
• Numerical tests to calculate aerodynamics stability of satellites in the free-
molecular regime
• Qualitative agreement between free-molecular aerodynamics and real world
satellite dynamics
While this list may not be comprehensive to all that is covered, they represent the
major contributions that I learned throughout the process of this research.
7.3 Future Work
I intend to carry this work onward into applications for spacecraft design. While the
TPMC method itself is still quite expensive for direct application to problems such
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as timely orbit determination or the direct propagation of satellite states, it can serve
as a useful tool to understand stability of controlled or uncontrolled satellites. It
could also help in the design of satellites that take advantage of the atmosphere to
control their constellation and swarm configurations. This will be an increasing area
of interest as the proliferation of small satellites, such as university built cube-sats,
and the globalization of space increases the number of objects in low earth orbit.
In the near term, we could also extend the method to allow for the creation of
lookup tables for a variety satellite geometries as they are known, so that the results
can be pre-computed for use in operational satellite trajectory calculations. While this
is not the highest fidelity way to merge this tool into existing technologies for orbital
analysis, the quick access to pre-computed coe cients still could drastically improve
uncertainties usually associated with the drag force. All the while, this method when
coupled with the increasing fidelity of atmospheric models—such as NRLMSISE-00
and HASDM—should help hammer down the uncertainties that currently plague
orbital debris tracking and state prediction.
In time, I believe the analysis and tools resulting from this work promise that
the future operational methods for keeping track of all man made objects in space
will include physically correct dynamical simulation for attitude and orbital state
propagation. As a result, finding the force—for satellite drag—becomes a little less
uncertain.
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