We describe an unbiased sampling procedure to estimate the total number of flowers on a tree or group of trees. The method is based upon an application of nested cluster sampling called the 'fractionator' by stereologists. The procedure is illustrated for Malus×domestica Borkh. (apple). To evaluate the efficiency of the estimator, a resampling experiment was carried out on three young apple trees. Results were compared with predictions from single samples using two previously published models. We also illustrate the estimation of the biological variance of a group of trees. Finally, we discuss sources of estimator variance and practical ways to optimize the sampling strategy.
INTRODUCTION
We use the fractionator principle to develop a sampling scheme suitable for manual data collection. The fractionator is a simple procedure for performing systematic uniform random sampling (SURS), which is mainly used to estimate the total number N of 'particles' (bounded, distinct objects) of arbitrary shape and location contained in a bounded, finite object X (the 'containing space') (Gundersen, 1986) . The procedure consists of several SURS stages. Data are collected only at the last stage. To illustrate, we consider a tree model of economic importance in Denmark, namely Malus ×domestica Borkh. (apple).
MATERIALS AND METHODS Sampling Procedure
The basis of the fractionator design is that a sample of flowers on the tree is taken with predetermined and known probability (a 'fraction' of the total). The sample is obtained using a series of SURS steps by dividing up the tree into convenient, but 'arbitrary' (there is no requirement of randomness) units. An unbiased estimate of the total number of flowers is then given by the product of the sample size and the inverse sampling fraction.
We propose a three stage sampling procedure in which the tree branching structure is used to define the sampling units. The first stage is to take a SURS sample of 1/m 1 of all primary branches by taking a uniform random start 1 ≤ r 1 ≤ m 1 and then selecting every m number of flowers in the sample of clusters. Because of the staggered pattern of branches up the stem and of secondary branches along a primary branch and so on, in practice it is convenient to sample the flower population upwards from the bottom of the tree and outwards away from a branching node. Therefore we define the sampling units (branching segments) and their ordering as illustrated in Fig. 1(l) . In practice, the sample data are collected as one steps sequentially through the tree structure ( Fig. 1(r) ). Consider sampling the tree in Fig. 1(a) with m 1 = 3, m 2 = 5 and m 3 = 1 (so that m = 15), and uniform random starts r 1 = 2 and r 2 = 1: Start at primary branch 2 and count two particles on branch segment 1. Then step m 2 = 5 branch segments as follows: one remaining segment on branch 2, then jump to branch 5 (because m 1 = 3) to segment number 4 where we count 3 particles, and so on.
The number of particles in the final sample represents a sampling fraction 1/m = (1/m 1 · 1/m 2 · 1/m 3 ) and an unbiased estimate of the total number of flowers is given by
Any branch or stem that contains no flowers may be discarded in the sampling procedure without affecting the unbiasedness of the estimator. Including empty structures in the sample will decrease the estimator efficiency because smaller sample sizes will be obtained for a given amount of effort.
Resampling experiment
We exhaustively sampled three 3-year old 'Rød Ananas' apple trees located in KVL's Pomet in Taastrup. The data were collected and recorded using the three-stage sampling scheme with sampling periods m 1 = m 2 = m 3 = 1. We considered segments of the central stem between nodes defined by primary branching points as first stage sampling units because the stems of commercially trained apple trees contain flowers. To reduce the number of units and increase the density of clusters per unit, second stage sampling units were defined as structure emerging from a common node on the primary branch (so higher order stems were considered part of second order branches as one multi-branched unit). We recorded the number of flowers in each sampled cluster Q i , and also the height zone within which the first (lower) node of the branch segment containing flowers fell. Height zones were defined as the first 0.5m above the base of the tree (zone 0), and then every 0.25m (zones 1, 2, etc.), and measured using a marked pole positioned alongside the tree. The purpose was to allow us to estimate the distribution of flowers on the tree with height.
In practice, it is not feasible to use Eq. 3 to determine estimator precision. Because samples are not independent under SURS and we have systematic sampling at each stage, predicting the efficiency of the fractionator is not trivial. Different approaches have been proposed (e.g. Cruz-Orive 1990; Gundersen 2002) . Cruz-Orive (1990 , 2004 proposed a semi-empirical model for predicting the sampling error variance of a fractionator sample. The sample is split at the first stage into two systematic subsets. Each set is submitted independently to the sequence of systematic subsampling stages m 2 and m 3 . Thus, one set contains the elements of the final sample from primary branches {r 1 , r 1 + 2m 1 , r 1 + 4m 1 , . . .} (denoted sample 1) and the second set contains the sample elements from branches {r 1 + m 1 , r 1 + 3m 1 , . . .} (sample 2). The model predicts the precision as
Because the trees were sampled exhaustively, i.e., 1/m = 1, the true number of flowers on each tree N was determined exactly. A program was written to resample the data using integer sampling periods of: m 1 = 1, 2, 3; m 2 = 1, 3, 5 and m 3 = 2, 4, . . . , 8. For each combination of sampling periods (m 1 , m 2 , m 3 ), all m 1 m 2 m 3 possible subsamples were generated by simulating all possible combinations of random starts. For each case, the following were determined:
• The estimated total number of flowers N using Eq. (1) with Q = Q i .
• Estimator precision, expressed by the sampling error variance (the square coefficient of error CE = SEM /mean) defined by
where V ( N ) is the variance among all m possible estimates of N for a given choice of sampling periods.
• The mean model-predicted precision using Eq. (2) (see Eq. 4 for how to calculate an average CE).
The influence of choice of sampling periods m 1 , m 2 , m 3 for a given final sample size on the estimator precision for the three 'Rød Ananas' trees was examined by determining the correlation matrix for the sampling periods and the estimator CE.
Biological Variance
The estimator was used to determine the number of flowers and the biological variance of the number of flowers per tree (Eqs. 1 and 5) in a row of 'Elstar' apple trees in a commercial orchard (Kildebrønde Frugtplantage, Greve, Denmark). A SUR sample of 1/10 of trees was obtained and within-tree fractionator sampling periods m 1 = 1 and 1 ≤ m 2 ≤ 4 and m 3 = 3 used. The choice of sampling periods in these experiments was influenced by conclusions derived from the resampling experiment. The value of m 2 chosen by guessing, with the aim to obtain an aggregate sampling fraction 1/m that would yield a sample size Q of ca. 50 flowers per tree (based on the approximation CE P ( N ) ≈ 1/ √ Q = 0.15, which assumes independent samples). Stem and primary branches were used to define first stage sampling units, while all higher order branches were given equal weight at the second sampling stage.
Cruz-Orive's model (Eq. 2) was applied for each tree in the sample, and an 'average' sampling error calculated using
where n is the number of trees in the sample.
For management purposes, the variance of interest is the true variation among trees of the number of flowers -the 'biological variance' CV 2 bio . This was calculated as the difference between the total (observed) variance CV 2 between trees and the average sampling error variance
Equation (5) also provides a means to determine if the precision of the estimate is sufficient; the estimator error must be small compared to the total variance amongst trees.
Estimator Performance
The accuracy of an estimator can be considered the cumulation of two important properties: bias (systematic error) and precision (random error or noise). The much desired property of unbiasedness is a result of uniformly random sampling. There are many ways to uniformly randomly sample flowers on a tree, and these will have a strong influence on the attained precision. Gundersen (2002) described procedures to obtain highly efficient fractionator designs by generating 'smooth' samples; however, these require the flexibility to re-order the population items before any sampling is carried out. The ordering scheme proposed in this paper arose out of practical considerations; the purpose being to provide a simple set of rules that is fast and that minimizes human mistakes. The result is a procedure in which the samples are correlated with each other and with the spatial structure of the tree in an unknown way. Figure 2 shows N (Eq. 1) and the precision as a function of average sample sizeQ for one of the resampled 'Rød Ananas' apple trees. For any sample size arising from a predetermined combination of sampling periods, the mean estimated number of flowersN is exactly equal to the true number of flowers (shown by the solid horizontal line in Fig. 2(l) ), i.e. the property of unbiasedness. The scatter in estimates (expressed by the CE) decreased with increasing sample size in an exponential manner as shown in Fig. 2(r) .
Plots of the (resampling) coefficient of error CE versus the mean (for a given (m 1 , m 2 , m 3 )-tuple) semi-empirical coefficient of error CE can be seen in Fig. 3 for the three trees. For these three small apple trees, the model is seen to be highly conservative for CE < 0.1 (by factors of 3-10), scatters by factors of 2-3 about the 1:1 line for 0.2 < CE < 0.4, and become increasingly under conservative for CE > 0.4. An important feature of the model is that if the two independent estimates of N are similar then the model predicts a small CE (i.e., CE → 0 as Q 1 → Q 2 in Eq. 2), whereas if they are very different the predicted variance increases. As sampling fractions become very small and sample sizes decrease, an increasing proportion of samples are empty, so that the model predicts decreasing values of CE even though the error variance is really increasing. This behaviour is beginning to appear near CE = 1. Clearly the model fails in the high CE range; however these correspond to sample sizes that are far too small to be recommended in practice. (The number of flowers per cluster was determined to be 4.7 ± 0.32 (mean ± SD), so a sample size of10 flowers represents a sample of two clusters).
Two earlier studies used computer simulation to evaluate different models for the variance under fractionator sampling (Glaser and Wilson, 1998; Schmitz, 1998) . Both proposed that CE P = Q −1/2 be used to predict the precision of a fractionator estimate. The model CE P is shown as a straight line on Fig. 2(r) . In the range of practical interest the Poisson model underestimates the CE by a factor of 3-10 for this tree (similar results were obtained for the other trees). At high sampling intensities, the model significantly overestimates the CE. It is preferable to have a (moderately) conservative estimator of CE rather than one that is significantly optimistic so that one can be certain that one has sampled with acceptable intensity to determine CV bio (An overly conservative prediction is also undesirable). We conclude that for the range of CEs of practical interest, Cruz-Orive's empirical model provided a conservative estimator of the CE, but was better than the Poisson model.
The reason for the range of CEs obtained for a given sample size for a given tree (Fig. 2(r) ), is that a given average sample size, i.e. N/m, can be obtained from a number of combinations of sampling periods m 1 , m 2 , m 3 . Computation of the correlation between the CE and sampling periods showed that the CE was most highly correlated with m 1 (r = 0.837 for tree 1), followed by m 2 (r = 0.442), while there was only weak correlation with the cluster sampling period m 3 (r = 0.099). (The influence of choice of m 1 can also be seen visually on Fig. 2. ) In other words, the most effective way to increase estimator efficiency would be to increase the sampling intensity at the first two stages, while a large cluster sampling period can be used without reducing performance.
Flowering Distribution
Estimated variations of flower number versus height for the same 'Rød Ananas' tree are shown in Fig. 4 . The distribution of flowers with height is highly non-uniform, explaining why the choice of m 1 (the sample of primary branches) had such a strong influence on the CE. A high sampling intensity at the first stage is needed to reduce the estimation noise arising from the heterogeneous distribution with height of flowers on the tree.
Biological Variance of a Group of Trees
Results of the SURS sample of trees within a row of 'Elstar' trees are summarized in Table 1. Flower numbers varied greatly between the 16 trees in the sample. The observed CV 2 is (0.599) 2 . The model-predicted mean sampling error variance is CE 2 = (0.135) 2 , so the estimated total number of flowers in the sample is 8, 956 ± 1, 209 (mean±SEM ) and in the row is 89, 560 ± 12, 090 (Noise due to taking a sample of trees has not been included, but see Maletti et al. (2004) ). The estimated CV 2 bio is (0.580) 2 . Thus, the number of flowers on a single tree is estimated to be 560±325. CE 2 comprised only 5% of the total noise, so the mean sample size of 66 flowers per tree was larger than required. A general guide is to aim for
CV . These results imply that to reduce the CV , sampling effort is best placed by increasing the number of trees in the sample while reducing within-tree sampling intensity.
Multistage Sampling Designs
The fractionator sampling principle is generally applicable. Our containing space X may be the entire orchard or a management zone within the orchard, with the first stage being SURS of trees, and subsequent stages SURS within and/or between the selected trees. Particles may be individual flowers or clusters of flowers, or any other distinct objects such as fruit, berries, buds or leaves. The procedure may be used to sample objects uniformly for purposes of estimating some average quantity per object. For example, if we determine the surface area of leaves sampled using the fractionator principle combined with an estimator of leaf area, then we can obtain an estimate of the total surface area of leaves on a tree as well as the average leaf surface area. It is also possible to record other attributes (e.g. the branch order of the corresponding leaf sample, or as in this report, the height above ground of a sampled stem) and thereby estimate total values of the parameter of interest within each category. The sampling intensity may need to be increased to achieve adequate precision at each level. The optimal choice of sampling periods in multi-stage SURS schemes (for a given total sample size) will depend on the degree of heterogeneity across and within the sampling units. Variance contributions can be examined using nested ANOVA techniques to optimize the allocation of sampling effort among various stages (Baddeley, 2000) .
CONCLUSIONS
The fractionator principle can be used for manual, unbiased estimation of the total number of flowers on a tree.
Estimator performance is highly dependent on the flowering spatial structure as well as the sample size. The choice of first and second stage sampling periods are the parameters that can be manipulated to maximise estimator performance.
In the range of practical interest, Cruz-Orive's (2004) semi-empirical prediction model for the sampling error variance gave conservative predictions for the trees studied. Cruz-Orive's model performed better than a Poisson-based model. A Poisson model for the CE is recommended when planning a pilot study or as a first step in an adaptive sampling scheme. mean 66 560 0.135 CV 0.599
Figures Fig. 1 : (l) Definition of sampling units: (1) primary branches and stem (-), (2) branch segments (--), (3) flower clusters (•). Ordering is from base of stem and upwards (labeled), and from a branch node and up the branch (labeled for branches 5 and 6). Structures containing no flowers are ignored. (r) Data is collected as one steps through the tree structure.
• Selected primary branches.
• Selected branch segments.
• Selected clusters. 
