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Abstract
It is an enduring question how to combine revealed preference (RP) and stated preference (SP)
data to analyze travel behavior. This study presents a framework of multitask learning deep
neural networks (MTLDNNs) for this question, and demonstrates that MTLDNNs are more
generic than the traditional nested logit (NL) method, due to its capacity of automatic feature
learning and soft constraints. About 1,500 MTLDNN models are designed and applied to
the survey data that was collected in Singapore and focused on the RP of four current travel
modes and the SP with autonomous vehicles (AV) as the one new travel mode in addition to
those in RP. We found that MTLDNNs consistently outperform six benchmark models and
particularly the classical NL models by about 5% prediction accuracy in both RP and SP
datasets. This performance improvement can be mainly attributed to the soft constraints specific
to MTLDNNs, including its innovative architectural design and regularization methods, but not
much to the generic capacity of automatic feature learning endowed by a standard feedforward
DNN architecture. Besides prediction, MTLDNNs are also interpretable. The empirical results
show that AV is mainly the substitute of driving and AV alternative-specific variables are more
important than the socio-economic variables in determining AV adoption. Overall, this study
introduces a new MTLDNN framework to combine RP and SP, and demonstrates its theoretical
flexibility and empirical power for prediction and interpretation. Future studies can design new
MTLDNN architectures to reflect the speciality of RP and SP and extend this work to other
behavioral analysis.
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1. Introduction
Both revealed preference (RP) and stated preference (SP) data are widely used for demand analysis
with their own pros and cons. RP data are commonly thought to have stronger external validity,
but problematic owing to the limited coverage and high correlation of attributes. SP data are
necessary when researchers seek to understand the effects of new attributes or alternatives, while
they have biases owing to respondents’ sensitivity to survey formats and unrealistic hypothetical
scenarios. To mitigate these problems, researchers often combine them by using a nested logit (NL)
approach, which assigns the alternatives in RP and SP to two nests with different scale factors [33,
12, 6, 7] 1. This NL approach is used to predict future travel demand and examine the factors that
determine the adoption of certain travel alternatives based on parameter estimation. However, this
NL method heavily relies on handcrafted feature engineering based on domain knowledge, which
could be too restrictive in comparison to the automatic feature learning in deep neural networks
(DNNs), as shown in many empirical studies [41, 8, 17]. This capacity of automatically learning
features is enabled by the theoretically appealing property of DNN being a universal approximator
[36, 35, 18], and as a result, DNN has demonstrated its extraordinary prediction power across the
domains of natural language processing, image recognition, and travel behavioral analysis [20, 40,
41]. The theoretically appealing property and the empirically predictive power of DNN prompt us
to ask whether it is possible to address the classical problem of combining RP and SP for demand
analysis in a DNN framework, in a way more generic and flexible than the traditional NL method.
This paper presents the multitask learning deep neural network (MTLDNN) framework to
jointly model RP and SP as two different but relevant tasks. One MTLDNN architecture is vi-
sualized in Figure 1, which starts with shared layers and ends with task-specific layers, capturing
both the similarities and differences between tasks [15]. This architecture is more generic than the
classical NL method, because it has the capacity of automatic feature learning and soft constraints.
The automatic feature learning in MTLDNN referes to the process of automatically learning the
feature transformation based on a powerful model class assumption (e.g. DNN), as opposed to the
handcrafted feature engineering in the NL that relies on researchers’ prior knowledge for model
specification. The soft constraints refer to the flexibility of MTLDNN architectures and the regu-
larization methods used in the training process of MTLDNNs, as opposed to the hard constraints
such as parameter sharing between tasks, as commonly done in the NL approach. Specifically, the
prototype MTLDNN architecture in Figure 1 is flexible because it could take various forms with
different shared and task-specific layers, which are designed into the hyperparameter space of the
MTLDNN model.
This MTLDNN framework is further examined in a dataset collected in Singapore, which stud-
ies the adoption of autonomous vehicles (AV) by adding the AV travel mode to four revealed travel
modes in a SP survey. In this application, both the top 1 and top 10 ensembled MTLDNN mod-
els consistently outperform six other models, including NL with parameter constraints (NL-C),
1This nested logit method can also be seen as a pooled estimation with heteroscedasticity across RP and SP [44,
32]
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Fig. 1. MTLDNN Architecture; this architecture has 3 shared and 3 task-specific layers, but they
represent generally M1 shared and M2 task-specific layers; FC stands for fully connected layers;
ReLU for Rectified Linear Units.
NL with no parameter constraints (NL-NC), separate multinomial logit models (MNL-SPT), joint
multinomial logit models for RP and SP (MNL-JOINT), separate DNN models (DNN-SPT), and
joint DNN models for RP and SP (DNN-JOINT). Specifically, MTLDNNs outperform the classi-
cal benchmark NL-NC and NL-C models by about 5% prediction accuracy in joint RP and SP,
individual RP, and individual SP datasets. To attribute this performance to potential causes, we
compare the eight models in a pairwise manner, removing the confounding differences between
MTLDNN and NL methods. We found that this 5% prediction accuracy gain is mainly caused by
the soft constraints designed in the MTLDNN framework, while the naive application of standard
DNN architectures does not improve the model performance. To interpret the MTLDNN for AV
adoption, we visualize the relationship between choice probability functions and input variables and
computed the elasticities by using the gradient information of MTLDNNs, as commonly done in
the machine learning community to reveal the information of DNN models [3, 56]. The results show
how the travel modes substitute each other as alternative-specific and individual-specific variables
change their values. This process of interpreting MTLDNNs demonstrates that MTLDNNs can not
only predict more accurately, but also provide key insights at least at the same level as the classical
tools.
As far as we know, this is the first study that presents the MTLDNN framework to combine
RP and SP in demand analysis. Even with this simplest MTLDNN framework (Figure 1), our
analysis has shown its power in terms of theoretical properties and empirical prediction. Since
this MTLDNN architecture is the simplest among many possibilities, further studies could explore
a variety of other MTLDNN architectures in the task of combining RP and SP, achieving better
prediction and interpretation [43, 28, 46, 55]. The MTLDNN framework can also be used to jointly
analyze car ownership and travel mode choice [62, 75], activity patterns and trip chain choices
[39, 24], and many other applications that are traditionally analyzed by structural equation models
(SEM). Moreover, the similarity of the visual structure between MTLDNNs and NL models prompts
us to ask whether MTLDNNs can be seen as a generic extension of NL, which we cannot answer
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here but believe as an interesting question for future studies.
The paper is organized as following. Section 2 reviews the MTLDNN models and the traditional
methods of combining RP and SP. Section 3 presents the MTLDNN model and discusses why it
is more generic than the NL method. Section 4 presents the setup of experiments, and Section
5 analyzes model performance, sources of the prediction gain of MTLDNNs, and the economic
information in MTLDNNs. Section 6 concludes our findings and discuss future research directions.
2. Literature Review
RP and SP data are both necessary for travel demand analysis, but they suffer from different sources
of problems. The RP data is problematic due to its limited coverage of attributes, high correlation
between attributes, and poor quality of background information [7], although it clearly has a better
external validity. As to the SP data, respondents could fail to provide valid answers because of
respondents’ sensitivity to survey formats, unrealistic hypothetical scenarios [58], dynamics between
RP and reported attitudes [57], or even just measurement errors that happen in the data collection
process [30, 29], although SP is the only possible data source for testing the effects of new pricing
strategies, new public transit services, or new travel modes [6, 51].
One common remedy is to jointly estimate RP and SP, with the benefits of gaining efficiency
and correcting biases [7]. More specifically, researchers often use the NL model to combine RP and
SP by treating RP and SP as two nests of choices [33, 12, 51, 47]. For instance, Polydoropoulou
and Ben-Akiva (2001) used the NL approach to analyze the travel mode choice for multiple mass
transit technologies. Golob et al. (1997) [23] used the same method to examine how vehicle usage
depends on the factors of vehicles and fuel types. In these NL modeling practices, researchers need
to make parametric assumptions to capture the differences and similarities between RP and SP
[12]. The first common assumption is about to what extent the RP and SP choice models share the
same parameters; for instance, price and time coefficients in RP and SP could be assumed the same
[51]. The second common assumption is that RP and SP have different randomness in their error
terms, causing the different magnitudes of the coefficients [33, 12]. While details of the modeling
specifics may vary with studies, these assumptions along with the NL approach developed in the
1990s have become one standard way of combining RP and SP in choice modeling [58, 44, 70, 63].
From a machine learning perspective, combining RP and SP could be addressed by using the
MTLDNN framework because RP and SP can be treated as two different but highly related tasks.
This MTLDNN framework has shown a great success when applied to many specific fields, in-
cluding natural language processing (NLP) [17, 28], image recognition [43, 46], and healthcare for
massive drug discovery [52]. As opposed to the models trained separately for each task, MTLDNNs
improve generalization because it leverages the multiple sources of domain-specific information and
introduces an inductive bias incorporated in the signals of various data sources [15]. In addition,
multiple tasks arise naturally in the real world [15], so MTLDNN should be a natural choice when
several tasks are closely or loosely related.
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Specifically, Caruana (1997) [15] first created a benchmark MTLDNN architecture, which starts
with shared layers and ends with task-specific layers, as used in this study (Figure 1). This
MTLDNN architecture has been applied to natural language processing tasks, showing the state-
of-the-art performance in the absence of handcrafted feature engineering [17]. Caruana’s initial
MTLDNN architecture has been later improved by new MTLDNN architectural designs, such as
deep relationship network (DRN) [43], hierarchical MTLDNN [28], cross-stitch network [46], and
SLUICE network [55]. Similar to the modeling concerns in the NL method, all the MTLDNN
studies concern how to control the similarities and differences of the multiple tasks, and this con-
cern can be addressed by designing specific architectures or regularizations. Caruana’s MTLDNN
framework addresses this concern by using the first several layers to reflect the similarities and the
following task-specific layers to capture the differences [15]. Studies after Caruana’s work explicitly
designed MTLDNN architectures to capture both positive and negative relationship between tasks
[46, 55]. In addition to architectural design, researchers also used various regularizations to con-
trol the parameter distances between tasks, such as using L1/Lp group LASSO [2, 74], mean and
variance regularization [19, 37], trace norm regularization [72], tree-guided regularization [38], or
Bayesian tensor normal priors [43]. While sharing some similarity with the parameter constraints
in the classical NL method, these constraints are much more generic and flexible in describing the
relationship between tasks.
3. Theory
This section introduces the MTLDNN model and the NL method, discusses why MTLDNNs are
more generic than NL, and briefly discusses the potential weakness of MTLDNN by using statistical
learning theory.
3.1. Multitask Learning Deep Neural Network for RP and SP
Let xr,i and xs,t denote the input variables for RP and SP; r and s stand for RP and SP, i ∈
{1, 2, ..., Nr} and t ∈ {1, 2, ..., Ns} are the index of RP and SP observations. xr,i, xs,t ∈ Rd, in
which d represents the input dimension. The output choices of RP and SP are denoted by yr,i and
ys,t; yr,i ∈ {0, 1}Kr and ys,t ∈ {0, 1}Ks ; Kr and Ks are the dimension of outputs. SP often has more
alternatives than RP since SP includes new products that are not available in the existing market
(Ks > Kr). Both yr,i and ys,t are vectors taking zero or one values, and each component in yr,i
and ys,t is denoted by ykr,i ∈ {0, 1} and yks,t ∈ {0, 1}. Due to the constraint of mutually exclusive
and collectively exhaustive alternatives,
∑
ks
yks,t = 1 and
∑
kr
ykr,i = 1. kr and ks are the index of
alternatives in RP and SP, so kr ∈ {1, 2, ...,Kr} and ks ∈ {1, 2, ...,Ks}. As represented by Figure
1, the feature transformation of RP and SP can be represented by the following:
Vkr,i = (g
M2,kr
r ◦ gM2−1r ◦ ... ◦ g1r ) ◦ (gM10 ◦ gM1−10 ◦ ... ◦ g10)(xr,i) (1)
Vks,t = (g
M2,ks
s ◦ gM2−1s ◦ ... ◦ g1s) ◦ (gM10 ◦ gM1−10 ◦ ... ◦ g10)(xs,t) (2)
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in which M1 represents the depth of the shared layers and M2 the depth of the task-specific layers;
g0 represents the transformation of one shared layer; gr and gs represent the transformation of one
layer in RP and SP. Specifically, g functions (including gr, gs, and g0) are the composition of ReLU
and linear transformation: gl(x) = max{W lx, 0}, ∀l 6= M2. Equations 1 and 2 describe precisely
the MTLDNN architecture in Figure 1: (gM10 ◦ gM1−10 ◦ ... ◦ g10) represent the shared layers, while
(gM2,krr ◦ gM2−1r ◦ ... ◦ g1r ) and (gM2,kss ◦ gM2−1s ◦ ... ◦ g1s) represent task-specific layers. As a result,
the choice probability functions in RP and SP can be represented by
P (ykr,i;wr, w0) =
eVkr,i∑Kr
jr=1
eVjr,i
(3)
P (yks,t;ws, w0, T ) =
eVks,t/T∑Ks
js=1
eVjs,t/T
(4)
in which wr and ws represent the task-specific parameters in gr and gs; w0 the shared parameters in
g0. Equation 3 takes the form of a standard Softmax activation function, while that of SP (Equation
4) is adjusted by the T factor, which is referred to as “temperature” in the DNN literature to change
the scale of logits [34].
With choice probabilities formulated, we train the model by minimizing the empirical risk
(ERM):
min
wr,ws,w0,T
R(X,Y ;wr, ws, w0, T ; cH) = min
wr,ws,w0,T
{
− 1
Nr
Nr∑
i=1
Kr∑
kr=1
ykr logP (ykr,i;wr, w0; cH)
− λ0
Ns
Ns∑
t=1
Ks∑
ks=1
yks logP (yks,t;wr, w0, T ; cH)
+ λ1||w0||22 + λ2||ws||22 + λ3||w˜s − wr||22
}
(5)
Equation 5 consists of three parts: the first part − 1Nr
∑Nr
i=1
∑Kr
kr=1
ykr logP (ykr,i;wr, w0; cH) is the
empirical risk of RP; the second part − λ0Ns
∑Ns
t=1
∑Ks
ks=1
yks logP (yks,t;wr, w0, T ; cH) is the empirical
risk of SP; the third part λ1||w0||22 +λ2||ws||22 +λ3||w˜s−wr||22 is the explicit regularization. In total,
Equation 5 incorporates four hyperparameters (λ0, λ1, λ2, λ3) for explicit regularizations. λ0
adjusts the ratio of empirical risks between RP and SP. This study treats equally one observation
in RP and SP by fixing λ0 = 1
2. λ1 and λ2 jointly adjust the absolute magnitudes of the shared
layers and SP-specific layers: larger λ1 and λ2 lead to larger weight decay, reducing the estimation
error in the complex DNN models [66]. λ3 controls the degree of similarity between RP- and
SP-specific layers. As λ3 becomes very large, ERM penalizes more the large differences between
RP- and SP-specific layers, leading to more similarities shared by the coefficients in RP and SP
models. Since ws and wr do not match perfectly in our case, w˜s is used to denote the SP-specific
weights that are corresponding to those RP-specific weights. This specific ERM formulation and
2Researchers are free to choose the value of λ0, since there is no clear-cut rule for its value specification. Our
choice reflects our belief that each individual counts as equal in RP and SP.
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the regularizations in Equation 5 are commonly used in MTLDNN studies [19, 37].
3.2. Nested Logit Model for RP and SP
The NL method comes from the past studies [33, 12, 51, 47]. The utility functions in RP and SP
are assumed to be
Ukr,i = Vkr,i + kr = β
T
krφ(xr,i) + kr,i (6)
Uks,t = Vks,t + ks = β
T
ksφ(xs,t) + ks,t (7)
in which βkr and βks are the parameters for RP and SP; φ denotes the feature transformation based
on domain-specific knowledge; for example, φ can represent the quadratic transformation, when
researchers believe there exists nonlinear relationship between utilities and input variables. kr,i
and ks,t are random utility terms. It is commonly assumed that kr,i and ks,t are off by one scale
factor:
V ar(kr,i)/V ar(ks,t) = 1/θ
2 (8)
The choice probability functions based on the NL approach are:
P (ykr,i;βr) =
eβ
T
kr
φ(xr,i)∑Kr
jr=1
eβ
T
jr
φ(xr,i)
(9)
P (yks,t;βs) =
eβ
T
ks
φ(xs,t)/θ∑Ks
js=1
eβ
T
js
φ(xs,t)/θ
(10)
Here βr and βs represent all the parameters in RP and SP. Note that θ is similar to the temperature
factor T in the MTLDNN framework, although θ here arises from the assumption about variance
of the random error terms while T does not. As a result, the ERM in NL is
min
βr,βs
R(X,Y ;βr, βs) = min
βr,βs
{
− 1
N
[ Nr∑
i=1
Kr∑
kr=1
ykr,i logP (ykr,i;βr) +
Ns∑
t=1
Ks∑
ks=1
yks,t logP (yks,t;βs)
]}
(11)
This NL formulation is not the same as a standard NL model, since respondents do not face all
the RP and SP alternatives in one choice scenario. Therefore, researchers named this NL approach
as “artificial nested logit” model, the details of which are available in [33, 12].
3.3. MTLDNNs are More Generic Than NL
The MTLDNN framework is more generic than NL due to the capacity of automatic feature learning
and the soft constraints, including the architectural design and regularization hyperparameters.
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First, the utility specification of MTLDNNs (Equations 1 and 2) takes a layer-by-layer function
form, which makes DNN a universal approximator and enables the capacity of automatic feature
learning. This function form is in sharp contrast to NL, which strongly relies on the handcrafted
feature mapping function φ() and linear-in-parameter specification βr and βs (Equations 6 and 7).
The handcrafted feature engineering is problematic because modelers’ prior knowledge is rarely
complete for the task at hand, and this incompleteness of knowledge leads to function misspec-
ification error and low prediction accuracy in the NL approach. On the other side, the strong
approximation power of MTLDNNs enables it to approximate any underlying behavioral mecha-
nism without depending on the completeness of modelers’ domain knowledge. In fact, Equations 6
and 7 can be visualized in Figure 2a, in which the grey layer represents φ() transformation and the
green and red layers represent βr and βs multiplication. When researchers only use the identity
mapping for φ (φ(x) = x), Equations 6 and 7 can be visualized in Figure 2b, in which inputs are
directly feed into task-specific layers. Therefore, other than the difference in terms of automatic vs.
handcrafted feature learning, the difference between MTLDNNs and NL also reflects the difference
between deep and shallow neural network (DNN vs. SNN). Studies show that DNN is a more
efficient universal approximator than SNN [16, 42, 54], and the benefit of depth could explain why
MTLDNNs have stronger approximation power than NL.
HFE
HFE
HFE
INPUTS
TASK 1 OUTPUTS
TASK 2 OUTPUTS
(a) NL with φ(x)
HFE
HFE
INPUTS
TASK 1 OUTPUTS
TASK 2 OUTPUTS
(b) NL without φ(x)
Fig. 2. Visualization of NL; HFE stands for handcrafted feature engineering
Second, while both MTLDNNs and NL incorporate mechanisms to capture the similarities and
differences between RP and SP, MTLDNNs have softer constraints than NL models. The soft
constraints refer to two parts: the architectural design and regularization methods. In terms of
architectural design, Figure 1 is a prototype of various MTLDNN architectures, which vary in
terms of the numbers of shared layers (M1) and the numbers of task-specific layers (M2). As a
result, the diversity of architectural design empowers MTLDNN to learn underlying features in a
way more flexible than NL, which only has a fixed shallow architecture, as shown in Figure 2a.
The regularization methods in MTLDNNs are also more flexible than NL. For example, in the
NL model, researchers need to specify to what extent βkr and βks are the same. Let βkr,j and
βks,j denote the coefficient for the price variable in RP and SP, researchers choose to impose no
constraint βkr,j 6= βks,j or impose a hard constraint βkr,j = βks,j based on their prior belief. In
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other words, researchers must choose whether the coefficients of price estimated from the RP data
should be the same as that from the SP data in a a-priori manner. This hard constraint can
be equally represented by adding to Equation 11 a penalty term ||βkr,j − βks,j ||2 multiplied by a
large λ, and the no constraint case is associated with λ = 0. Therefore, λ3 term in Equation 5
is a soft control on the similarity between RP and SP, and it incorporates the hard constraints in
the NL as its two boundary points. As λ3 ranges from zero to a large value, RP and SP models
ranges from sharing no similarity to full similarity. The second example is the scale constraint in
MTLDNNs vs. NL. While the T factor is nearly the same as the θ factor in NL, it is important
to note that the temperature factor is not the only hyperparameter that controls the difference of
utility scale between RP and SP in the MTLDNN framework. Besides T , hyperparameteres λ1 and
λ2 implicitly control the utility scale as well. When the overall magnitude of the parameters in
MTLDNNs becomes larger (small λ1 and λ2), it is more likely for RP and SP to have larger utility
scale difference, implying that the RP and SP have different randomness in their systems.
3.4. Approximation and Estimation Error of MTLDNNs
MTLDNNs as a more generic model family does not necessarily imply a higher prediction accuracy,
since the small approximation error obtained by larger model complexity may be counteracted by
the large estimation error. Based on statistical learning theory, a more complex model typically has
smaller approximation errors (bias) but larger estimation error (variance) [68, 66] 3. This problem
could be one potential weakness of MTLDNNs, due to its much larger function complexity, formally
measured by Vapnik-Chervonenkis (VC) dimension [65, 66]. Specifically, the VC dimension of DNNs
is roughly proportional to its number of parameters and its depth, so the VC dimension of a simple
5-layer DNN with 100 neurons in each layer is c0×250, 000 (O(1002×5×5)) [5]. On the other side,
the VC dimension of a NL model is proportional to its number of parameters: with about 20 input
variables, the VC dimension of NL is only about c1 × 20. While this VC dimension perspective is
not the optimum upper bound of the estimation error [25, 49], it provides sufficient insights for the
purpose of our paper 4. Generally speaking, while DNNs are more generic than multinomial logit
models (MNL) in terms of the function class relationship [16, 42, 54], DNNs could perform worse
due to its high model complexity and its corresponding large estimation errors. Hence we need to
conduct empirical experiments to evaluate the performance of MTLDNNs and NL.
3This tradeoff is traditionally known as bias-variance tradeoff. Bias is similar to the approximation error, and
variance is similar to the estimation error
4For a more general introduction, readers could refer to the recent studies in the fields of high dimensional
probability and statistics [69, 67, 4, 1]
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4. Experiment Setup
4.1. Data
An online survey was designed to explore the travel demand of AV and the underlying factors
that determine the AV adoption. The online survey was collected from Singapore with the help
of a professional survey company Qualtrics.com. The survey consisted of one section of revealed
preference (RP) survey, one section of stated preference (SP) survey, and one section for eliciting
socioeconomic variables. The travel mode alternatives in RP include walking, public transit, driv-
ing, and ride sharing; on-demand AV use was added to the SP survey as the additional travel mode.
In total, we gathered 1,592 RP choice answers and 8,418 SP ones.
4.2. Training
RP and SP data are split into training and testing sets with the ratio of 4:1. One challenge in
the MTLDNN training is its vast number of hyperparameters, and the performance of MTLDNN
largely depends on hyperparameters. To address this problem, we specify a hyperparameter space
and search randomly within this space to identify the hyperparameters that cause high prediction
accuracy [10]. Let SH denote the hyperparameter space. We sample one group of hyperparameters
c
(q)
H from SH , and choose the one with the highest prediction accuracy in the testing set. Formally,
cˆH = argmin
cH∈{c(1)H ,c
(2)
H ,...,c
(S)
H }
R(X,Y ; wˆr, wˆs, wˆ0, Tˆ ; cH) (12)
in which R(X,Y ; wˆr, wˆs, wˆ0, Tˆ ; cH) is the estimated empirical risk (Equation 5); S = 1, 500 repre-
sents the total number of random sampling in this study. Details of the hyperparameter space are
incorporated in Appendix I; some descriptive summary statistics in Appendix II.
5. Experiment Results
5.1. Model Performance
Table 1 summarizes the model performance of MTLDNN (Top 1), MTLDNN ensemble over top
10 models (MTLDNN-E), separate deep neural networks for RP and SP (DNN-SPT), deep neural
networks for joint RP and SP (DNN-JOINT), NL with parameter constraints (NL-C), NL with no
parameter constraints (NL-NC), separate multinomial logit models for RP and SP (MNL-SPT), and
joint multinomial logit model for RP and SP (MNL-JOINT). In Table 1, Panel 1 reports the joint
prediction accuracy for RP and SP, individual RP, and individual SP data in the testing and training
sets; Panel 2 summarizes the differences between the eight models in terms of four characteristics:
automatic feature learning, soft constraints, hard constraints, and data augmentation. The models
in the DNN family have the capacity of automatic feature learning; only two MTLDNNs have the
soft constraints; only the NL with parameter constraints has the hard constraints; and the jointly
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trained models augment data and tasks. Overall, the six non-MTLDNN models are designed as
benchmarks for performance comparison and for disentangling the reasons why MTLDNNs perform
well.
MTLDNN
(Top1)
MTLDNN-
E
(Top10)
DNN-
SPT
DNN-
JOINT
NL-C NL-NC MNL-
SPT
MNL-
JOINT
Panel 1: Prediction Accuracy
Joint RP+SP (Testing) 60.0% 58.7% 53.4% 53.8% 55.4% 55.0% 55.0% 51.9%
RP (Testing) 69.9% 66.6% 65.8% 65.8% 65.4% 64.7% 64.5% 44.0%
SP (Testing) 58.2% 57.2% 51.1% 51.5% 53.5% 53.2% 53.2% 53.5%
Joint RP+SP (Training) 60.7% 62.2% 52.5% 52.9% 54.0% 54.5% 54.4% 50.3%
RP (Training) 69.1% 71.9% 59.8% 59.8% 58.9% 62.2% 62.1% 37.0%
SP (Training) 59.1% 60.3% 51.1% 51.5% 53.0% 53.0% 53.0% 52.8%
Panel 2: Different Characteristics of Models
Automatic Feature Learning × × × ×
Soft Constraints × ×
Hard Constraints ×
Data Augmentation × × × × × ×
Table 1: Comparison of Eight Models
Two MTLDNNs perform better than all the other six models in terms of joint and separate
RP and SP prediction accuracy, as shown in Panel 1 in Table 1. In terms of the joint prediction
accuracy, the top 1 MTLDNN model outperforms the NL models with and without parameter
constraints by 4.5% and 5.0% in the testing set of the joint RP and SP data. This about 5%
prediction gain of MTLDNNs over NL models is consistent in the out-of-sample performance of the
separate RP and SP datasets. The top 10 MTLDNN model ensemble also has higher prediction
accuracy than all the other models in the testing set of joint RP and SP and separate RP and SP
datasets, although MTLDNN-E performs about 1.3% worse than the top 1 MTLDNN model. Note
that the MTLDNN models not only outperform classical choice modeling methods such as NL and
MNL, they also perform better than the DNN models without the MTLDNN architectures, such as
DNN-SPT and DNN-JOINT, demonstrating the importance of the soft constraints in MTLDNN
models. While the performance improvement of MTLDNNs over NL models is clear, the next
question is how to attribute this improvement to two potential factors: automatic feature learning
and soft constraints.
5.2. Sources of Performance Improvement in MTLDNNs
It is difficult to disentangle the two factors by directly comparing MTLDNNs and two NL models
since they are different by both, and even more difficult, NL-C has the hard constraint while
MTLDNNs don’t have, as shown in Panel 2 in Table 1. To disentangle the effect of these factors,
we compare the eight models in a pair-wise manner, making each pair differ by only one factor.
In fact, the models in Table 1 have been roughly sorted with decreasing model complexity, from
MTLDNNs, to DNNs, to NL, and lastly to MNL models. The comparison between models with
10
similar model structures enables us to see the impact of individual factors.
Automatic Feature Learning. Comparing models between MNL-SPT and DNN-SPT, and
between MNL-JOINT and DNN-JOINT helps to understand how automatic feature learning con-
tributes to the performance improvement. Interestingly, DNN-SPT and DNN-JOINT do not out-
perform MNL-SPT and MNL-JOINT, suggesting that the straightforward application of the feed-
forward DNN architecture does not improve the performance in MTLDNNs. Specifically, DNN-SPT
performs worse than MNL-SPT by 1.6% prediction accuracy and DNN-JOINT performs better than
MNL-JOINT by 1.9%. By applying the perspective of statistical learning theory (Section 3.4), this
result suggests that the large estimation error loss exceeds the gain of prediction accuracy on the
approximation error side, at least in this one specific dataset. This result could happen when the
underlying data generating process (DGP) is similar to that of MNL, leading to only trivial or
zero reduction of approximation error by using DNN to replace MNL. While this result is different
from many studies that found DNN outperforming MNL in the travel behavioral analysis [50, 71],
this type of finding is not unseen in previous studies [48]. However, from another perspective, the
performance of DNN implies that it cannot help the model performance if researchers only naively
apply the default feedforward DNN architecture and hope to solve domain-specific problems with-
out any adjustment. In fact, many of the recent new models in the deep learning community come
from the innovation of DNN architectures [40, 60, 31], and this MTLDNN case is no exception.
Soft Constraints. Comparing MTLDNNs and DNNs enables us to understand the importance
of soft constraints in MTLDNNs, particularly the MTLDNN-specific architectures and regulariza-
tion methods. In fact, DNN-SPT and DNN-JOINT can be seen as two special cases of MTLDNN
models. Figure 3a shows a spectrum of MTLDNN examples, indexed by their shared vs. task-
specific layers. On the left hand of Figure 3a, MTLDNNs become DNN-JOINT, which has only
five shared layers without any task-specific layer. On the right hand of Figure 3a, MTLDNNs
become DNN-SPT, which has only five task-specific layers without any shared layer. Between
DNN-JOINT and DNN-SPT, MTLDNNs take various forms of architectures, varying with the
ratio of shared vs. task-specific layers. Figure 3b visualizes the prediction accuracy of the six
MTLDNN architectures in Figure 3a. In this set of MTLDNN models with 5 layers in total, the
MTLDNN models with non-zero shared or task-specific layers perform substantially better than
DNN-SPT and DNN-JOINT, and particularly the MTLDNN architecture with 3 shared layers and
2 task-specific layers performs the best. This result is the same as Table 1, which shows that top
1 MTLDNN outperforms DNN-SPT and DNN-JOINT by 6.6% and 6.2% (average about 6.4%)
in the joint performance of RP and SP. These results demonstrate the effectiveness of MTLDNN-
specific architectures (Figure 1), in contrast to the ineffectiveness of standard feedforward DNN
architecture. In addition to architectural design, the regularization methods designed specifically
for MTL are also helpful. Figure 3c shows how prediction accuracy depends on λ3, which is the
penalty term on the similarity between the task-specific layers of RP and SP. When λ3 becomes
too large or small, which implies that task-specific layers between RP and SP are either too similar
or different, the MTLDNN model cannot perform well. Only when RP and SP parameters differ
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to an appropriate degree, with λ3 taking the value 0.01 in our example, the MTLDNN architecture
could achieve the optimum performance. Overall, these MTLDNN-specific soft constraints, both
architectural design and regularization methods, have dramatically contributed to the performance
improvement of MTLDNNs.
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(a) Six Different Architectures: (5-0);(4-1);(3-2);(2-3);(1-4);(0-5)
(b) Performance of Six Architectures (c) Prediction Accuracy and λ3
Fig. 3. Architectural Design and Regularization; red and blue dots are the results of individual
models; blue lines connect average prediction accuracy of all models, and red ones connect the
models with the maximum prediction accuracy.
Hard Constraints. As a comparison to soft constraints, we examine whether hard constraints
in NL-C help to improve the model performance of NL-NC, since hard constraints are most com-
monly used in classical methods of combining datasets from different sources. As shown in Table 1,
the model performances of NL-C and NL-NC are quite similar in that the joint performance of RP
and SP in NL-C and NL-NC is only different by 0.4%, which is much smaller than the 5% accu-
racy difference between MTLDNN and NL models and the about 6.4% accuracy difference between
MTLDNNs and DNNs. This result is consistent with our previous discussions: hard constraints
imposed by domain experts are often limited, and they are less generic and flexible than the soft
constraints in the MTLDNN models.
Data Augmentation. Data augmentation is sometimes believed to be one cause of MTLDNNs’
high performance [15], especially when researchers focus on the performance of one task rather than
the joint performance. It is because MTLDNNs essentially augment more observations and tasks
for predicting one task, as opposed to a model with only observations collected for this one task.
5 Comparing DNN-SPT and DNN-JOINT or MNL-SPT and MNL-JOINT helps to identify the
5This data augmentation idea can be reframed as increasing estimation efficiency in the classical statistical dis-
cussions [7].
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effectiveness of data augmentation. It turns out that data augmentation itself appears to show no
effects on the performance improvement. Comparing DNN-SPT and DNN-JOINT, DNN-JOINT
does not improve the performance of DNN-SPT in separate RP and SP datasets, although DNN-
JOINT does use a larger sample size than DNN-SPT for either RP and SP tasks. The result is
also similar for MNL-SPT and MNL-JOINT. The cause of this result, we believe, is again about
the constraints between tasks. While joint training literally uses more observations than separate
training, inappropriate constraints added to two tasks could distort the joint model and worsen the
performance.
Other Hyperparameters. Figure 4 shows the role of other hyperparameters of MTLDNN in
influencing its prediction accuracy 6. (1) Temperature (Figure 4a). While we design the tempera-
ture factor into the MTLDNN framework by emulating the scale factor in NL models, the results
show that the temperature factor does not matter than much. The top 10% models could have
temperature values ranging from 0.2 to 3.0. (2) λ1 and λ2 (Figures 4b and 4c). Similar to the
state of practice [27], some mild regularization terms help to improve prediction: the optimum λ1
is about 0.01 and the optimum λ2 is about 0.0001. (3) As to depth and width (Figures 4d, 4e,
and 4f), deeper and wider architectures do not appear to improve the performance. This part is
consistent with our previous discussion that naively increasing model complexity does not neces-
sarily improve model performance since larger model complexity leads to higher estimation errors.
Also depth and width themselves do not reflect the speciality of MTL, as opposed to the more
effective MTLDNN-specific architectural design, such as the ratio between shared and task-specific
layers. Overall, it seems that the regularization methods specific to MTLDNNs, such as λ3 and
MTLDNN-specific architectural designs, are more important than these generic hyperparameters,
at least in this one RP and SP dataset.
5.3. Interpreting MTLDNN for AV Adoption
MTLDNNs are not only predictive, but also interpretable. DNNs can be interpreted in at least
two ways: visualization showing how choice probabilities change with input values, and importance
ranking of input variables according to their elasticity values. Both methods are commonly used
for interpreting DNN models [59, 53, 9, 3, 56].
Figure 5 shows how the probabilities of choosing the five travel modes in the SP survey vary with
AV costs, AV waiting time, AV in-vehicle travel time, age, and income. The first three variables are
the most important alternative-specific variables, and the last two are important social-economic
variables. AV is the specific focus since it is the targeting new technology that is designed into SP
but does not exist in reality (RP). As shown by Figures 5a, 5b, and 5c, people are highly responsive
to these AV-specific cost variables. For instance, the probability of choosing AV drops from about
50% to only 5%, as AV cost increases from $0 to $20; Similarly, the probability drops from about
30% to only 5%, as AV in-vehicle travel time increases from 0 to 20 minutes. Figures 5a and 5c also
show that driving is the major substitute travel mode to AV. Relatively speaking, the probability
6The hyperparameters of the top 10 MTLDNN models are incorporated in Appendix III
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(a) Temperature Distribution (b) λ1 (c) λ2
(d) Depth (Shared) (e) Depth (Specific) (f) Width
Fig. 4. Other Hyperparameters; red and blue dots are the results of individual models; blue
lines connect average prediction accuracy of all models, and red ones connect the models with the
maximum prediction accuracy.
of adopting AV is much less sensitive to socio-economic variables, as shown by Figures 5e and 5d:
the probability curve of adopting AV is nearly flat everywhere, with respect to different values of
age and income.
Table 2 presents the average elasticity of choice probability of AV with respect to input variables,
sorted by the magnitude of the elasticity values. Different from Figure 5 that focuses on the
visualization of the choice probability functions, Table 2 computes the elasticity values averaged
over our sample, as a proxy to the elasticity of the population. It turns out that the results are
not very different from those visualized in Figure 5. One percent increase in AV cost and in-vehicle
travel time leads to 0.981 and 0.905 percent decrease of the probability of choosing to use AV, while
the impact of age and income is relatively smaller with values of −0.561 and 0.102 respectively.
These results suggest that methodologically it is feasible to extract reliable economic information
from MTLDNN choice models and that substantially AV adoption still heavily depends on its cost
structure, which is consistent with the long-standing results in travel behavioral analysis.
6. Conclusions and Discussions
This study introduces a MTLDNN framework to combine RP and SP for demand analysis. It
is fueled by the practical importance of combining RP and SP for prediction and the theoretical
interest of using deep learning models to answer classical questions. This study yields the following
three major findings.
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(a) AV Cost (b) AV Wait Time (c) AV In-Vehicle Time
(d) Age (e) Income
Fig. 5. Choice Probability Functions Varying with Inputs Values; light curves are the individual
MTLDNN results; dark ones are the average of top 10 models.
Variable Elasticity
AV Cost -0.981
AV In-Vehicle Time -0.905
Age -0.561
AV Wait Time -0.375
Income 0.102
Table 2: Average Elasticity of Choosing AV
First, it is theoretically feasible and effective to combine RP and SP datasets by using the
MTLDNN framework, since it takes advantage of the automatic feature learning capacity in DNN
and imposes soft and flexible constraints to capture the similarity and differences between tasks.
MTLDNN is more generic than the classical method of using NL to combine RP and SP, due to the
approximation power and the soft constraints, including diverse architectures and regularization
methods, although MTLDNN could trigger larger estimation error due to its high model complexity.
Second, MTLDNN empirically outperforms six benchmark models, and particularly outperforms
the NL models with and without parameter constraints by about 5% prediction accuracy. This
performance improvement is robust with respect to the choice of hyperparameters and architectural
designs of MTLDNN models in both RP and SP datasets. This performance improvement can be
mainly attributed to the DNN architectures and regularizations specific to the multitask learning
problem, but not the generic approximation power of the standard feedforward deep architectures.
Lastly, the results of MTLDNNs are interpretable by using gradient-based methods. We found that
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there exists a strong substitution pattern between driving and AV and that AV-specific variables
(time and cost) play a more important role than socio-economic variables.
It does not necessarily improve model performance by naively applying the standard DNN
architectures, increasing the depth and width, and using default regularization methods without
adjusting these factors to specific problems. This finding is partially an answer to the studies that
find only limited improvement or no improvement of DNNs on classical choice models by directly
applying standard DNN structures to travel mode analysis [50, 48]. In fact for multitask learning,
many new MTLDNN architectures are already created to capture the similarities and differences
of the multiple tasks in a more subtle way than the architecture used in our study [43, 28, 46, 55].
Exploring these MTLDNN architectures for RP and SP is a promising future research direction.
Researchers can also explore how to design new MTLDNN architectures specifically for RP and SP.
Moreover, since the MTLDNN is just one particular DNN architecture, future studies can search
for new MTLDNN architectures in an automatic way by using sequential modeling techniques [21,
64, 76, 77].
There is an intriguing relationship between MTLDNNs and NL, reflected in the similarity of
their visualized architectures. Note that the meta-architecture of MTLDNN is exactly a tree-shaped
structure (shown in Figure 6b), leading to our conjecture whether MTLDNNs can be used for all
the applications of NL model. However, in spite of their visual similarity, it is unclear how the
mathematical formula of MTLDNN relates to that of NL, since the tree structure in MTLDNNs
is the computational graph of input features, as opposed to that in NL reflecting the covariance
matrix information of the random error terms. Nonetheless, this similarity is so intriguing that we
encourage future studies to explore the deeper relationship between MTLDNNs and NL models.
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Fig. 6. Shared Tree Structures in MTLDNN and NL
While this study use the combination of RP and SP as one specific case, the MTLDNN is one
generic method of combining different data sources. In the transportation domain, researchers have
used simultaneous estimation (or structural equation models (SEM) in general) to jointly analyze
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different types of travel demands, such as auto ownership and mode choice [62, 75], trip chains and
travel modes [73], travel time and vehicle miles traveled (VMT) [22]; travel demand and attitudinal
factors [45, 47, 61]; and activity patterns and travel demands [39, 24]. This MTLDNN framework
can be easily applied to all these cases and extended to the scenarios in which the number of
tasks is larger than two. Due to the power of MTLDNNs in combining RP and SP, it is likely for
MTLDNNs to achieve a better performance in these cases as well.
Lastly, the application to RP and SP is not the most straightforward one for MTLDNNs, since
the theoretical MTLDNN discussions often focus on only homogenous cases. For instance, when
MTLDNNs are used to combine the travel mode choices from two cities, the tasks are homogenous
since the input and output dimensions of the two tasks match well. On the contrary, the tasks
of RP and SP are heterogeneous in the sense that the outputs of SP have one more alternative
than RP and the inputs of SP have AV-specific variables that do not exist in RP. The remaining
question even within our current framework is how to effectively engineer the input variables from
the two tasks to improve the model performance. This is not a simple question since many different
methods can apply [26]. Other unknown factors in this MTLDNN framework are caused by the
generally insufficient research into the relationship between DNNs and statistical concerns [13]. For
instance, RP and SP can be related as a panel structure since the unobserved random utility can be
correlated; or RP and SP both have inherent preference heterogeneity across individuals [14, 11].
A lot of statistical discussions involve the covariance structure of the random utility terms, which
do not exist in DNNs at least in an obvious way. We believe it is essential to fully unleash the
power of MTLDNNs if researchers can understand how to use DNNs to address statistical concerns
such as heterogeneity and endogeneity. Simply put, there are infinite opportunities for researchers
to use this MTLDNN for other types of applications and answer other theoretical questions. With
the flexibility and the power of MTLDNN architectures, we believe that these further research
directions will provide new insights into behavioral and policy analysis, and demand modeling
methods.
17
References
[1] Martin Anthony and Peter L Bartlett. Neural network learning: Theoretical foundations.
cambridge university press, 2009.
[2] Andreas Argyriou, Theodoros Evgeniou, and Massimiliano Pontil. “Multi-task feature learn-
ing”. In: Advances in neural information processing systems. 2007, pp. 41–48.
[3] David Baehrens et al. “How to explain individual classification decisions”. In: Journal of
Machine Learning Research 11.Jun (2010), pp. 1803–1831.
[4] Peter L Bartlett and Shahar Mendelson. “Rademacher and Gaussian complexities: Risk
bounds and structural results”. In: Journal of Machine Learning Research 3.Nov (2002),
pp. 463–482.
[5] Peter L Bartlett et al. “Nearly-tight VC-dimension and pseudodimension bounds for piecewise
linear neural networks”. In: arXiv preprint arXiv:1703.02930 (2017).
[6] Moshe Ben-Akiva and Takayuki Morikawa. “Estimation of switching models from revealed
preferences and stated intentions”. In: Transportation Research Part A: General 24.6 (1990),
pp. 485–495.
[7] Moshe Ben-Akiva et al. “Combining revealed and stated preferences data”. In: Marketing
Letters 5.4 (1994), pp. 335–349.
[8] Yoshua Bengio, Aaron Courville, and Pascal Vincent. “Representation learning: A review and
new perspectives”. In: IEEE transactions on pattern analysis and machine intelligence 35.8
(2013), pp. 1798–1828.
[9] Yves Bentz and Dwight Merunka. “Neural networks and the multinomial logit for brand
choice modelling: a hybrid approach”. In: Journal of Forecasting 19.3 (2000), pp. 177–200.
[10] James Bergstra and Yoshua Bengio. “Random search for hyper-parameter optimization”. In:
Journal of Machine Learning Research 13.Feb (2012), pp. 281–305.
[11] Chandra R Bhat and Saul Castelar. “A unified mixed logit framework for modeling revealed
and stated preferences: formulation and application to congestion pricing analysis in the
San Francisco Bay area”. In: Transportation Research Part B: Methodological 36.7 (2002),
pp. 593–616.
[12] Mark A Bradley and Andrew J Daly. “Estimation of logit choice models using mixed stated
preference and revealed preference information”. In: Understanding travel behaviour in an era
of change (1997), pp. 209–232.
[13] Leo Breiman. “Statistical modeling: The two cultures (with comments and a rejoinder by the
author)”. In: Statistical science 16.3 (2001), pp. 199–231.
[14] David Brownstone, David S Bunch, and Kenneth Train. “Joint mixed logit models of stated
and revealed preferences for alternative-fuel vehicles”. In: Transportation Research Part B:
Methodological 34.5 (2000), pp. 315–338.
18
[15] Rich Caruana. “Multitask learning”. In: Machine learning 28.1 (1997), pp. 41–75.
[16] Jonathan D Cohen et al. Measuring time preferences. Tech. rep. National Bureau of Economic
Research, 2016.
[17] Ronan Collobert and Jason Weston. “A unified architecture for natural language processing:
Deep neural networks with multitask learning”. In: Proceedings of the 25th international
conference on Machine learning. ACM, 2008, pp. 160–167.
[18] George Cybenko. “Approximation by superpositions of a sigmoidal function”. In: Mathematics
of control, signals and systems 2.4 (1989), pp. 303–314.
[19] Theodoros Evgeniou, Charles A Micchelli, and Massimiliano Pontil. “Learning multiple tasks
with kernel methods”. In: Journal of Machine Learning Research 6.Apr (2005), pp. 615–637.
[20] Manuel Fernfffdfffdndez-Delgado et al. “Do we need hundreds of classifiers to solve real world
classification problems”. In: Journal of Machine Learning Research 15.1 (2014), pp. 3133–
3181.
[21] Matthias Feurer and Frank Hutter. Chapter 1. Hyperparameter Optimization. 2018.
[22] Thomas F Golob. “Structural equation modeling for travel behavior research”. In: Trans-
portation Research Part B: Methodological 37.1 (2003), pp. 1–25.
[23] Thomas F Golob, David S Bunch, and David Brownstone. “A vehicle use forecasting model
based on revealed and stated vehicle type choice and utilisation data”. In: Journal of Transport
Economics and Policy (1997), pp. 69–92.
[24] Thomas F Golob and Michael G McNally. “A model of activity participation and travel
interactions between household heads”. In: Transportation Research Part B: Methodological
31.3 (1997), pp. 177–194.
[25] Noah Golowich, Alexander Rakhlin, and Ohad Shamir. “Size-independent sample complexity
of neural networks”. In: arXiv preprint arXiv:1712.06541 (2017).
[26] Jen J Gong et al. “Predicting clinical outcomes across changing electronic health record
systems”. In: Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining. ACM, 2017, pp. 1497–1505.
[27] Aurfffdfffdlien Gfffdfffdron. Hands-on machine learning with Scikit-Learn and TensorFlow:
concepts, tools, and techniques to build intelligent systems. ” O’Reilly Media, Inc.”, 2017.
[28] Kazuma Hashimoto et al. “A joint many-task model: Growing a neural network for multiple
nlp tasks”. In: arXiv preprint arXiv:1611.01587 (2016).
[29] Jerry Hausman. “Mismeasured variables in econometric analysis: problems from the right and
problems from the left”. In: The Journal of Economic Perspectives 15.4 (2001), pp. 57–67.
[30] Jerry A Hausman, Jason Abrevaya, and Fiona M Scott-Morton. “Misclassification of the
dependent variable in a discrete-response setting”. In: Journal of Econometrics 87.2 (1998),
pp. 239–269.
19
[31] Kaiming He et al. “Deep residual learning for image recognition”. In: Proceedings of the IEEE
conference on computer vision and pattern recognition. 2016, pp. 770–778.
[32] John Paul Helveston, Elea McDonnell Feit, and Jeremy J Michalek. “Pooling stated and
revealed preference data in the presence of RP endogeneity”. In: Transportation Research
Part B: Methodological 109 (2018), pp. 70–89.
[33] David A Hensher and Mark Bradley. “Using stated response choice data to enrich revealed
preference discrete choice models”. In: Marketing Letters 4.2 (1993), pp. 139–151.
[34] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. “Distilling the knowledge in a neural network”.
In: arXiv preprint arXiv:1503.02531 (2015).
[35] Kurt Hornik. “Approximation capabilities of multilayer feedforward networks”. In: Neural
networks 4.2 (1991), pp. 251–257.
[36] Kurt Hornik, Maxwell Stinchcombe, and Halbert White. “Multilayer feedforward networks
are universal approximators”. In: Neural networks 2.5 (1989), pp. 359–366.
[37] Laurent Jacob, Jean-philippe Vert, and Francis R Bach. “Clustered multi-task learning: A
convex formulation”. In: Advances in neural information processing systems. 2009, pp. 745–
752.
[38] Seyoung Kim and Eric P Xing. “Tree-guided group lasso for multi-task regression with struc-
tured sparsity”. In: (2010).
[39] Ryuichi Kitamura et al. “A comparative analysis of time use data in the Netherlands and
California”. In: (1992).
[40] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. “Imagenet classification with deep
convolutional neural networks”. In: Advances in neural information processing systems. 2012,
pp. 1097–1105.
[41] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. “Deep learning”. In: Nature 521.7553
(2015), pp. 436–444.
[42] Shiyu Liang and R Srikant. “Why deep neural networks for function approximation?” In:
arXiv preprint arXiv:1610.04161 (2016).
[43] Mingsheng Long and Jianmin Wang. “Learning multiple tasks with deep relationship net-
works”. In: arXiv preprint arXiv:1506.02117 2 (2015).
[44] Jordan J Louviere et al. “Combining sources of preference data for modeling complex decision
processes”. In: Marketing Letters 10.3 (1999), pp. 205–217.
[45] Patricia K Lyon. “Time-dependent structural equations modeling: A methodology for ana-
lyzing the dynamic attitude-behavior relationship”. In: Transportation Science 18.4 (1984),
pp. 395–414.
[46] Ishan Misra et al. “Cross-stitch networks for multi-task learning”. In: Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition. 2016, pp. 3994–4003.
20
[47] Taka Morikawa, Moshe Ben-Akiva, and Daniel McFadden. “Discrete choice models incorpo-
rating revealed preferences and psychometric data”. In: Advances in Econometrics 16 (2002),
pp. 29–56.
[48] Mikhail Mozolin, J-C Thill, and E Lynn Usery. “Trip distribution forecasting with multi-
layer perceptron neural networks: A critical evaluation”. In: Transportation Research Part B:
Methodological 34.1 (2000), pp. 53–73.
[49] Behnam Neyshabur, Ryota Tomioka, and Nathan Srebro. “Norm-based capacity control in
neural networks”. In: Conference on Learning Theory. 2015, pp. 1376–1401.
[50] Peter Nijkamp, Aura Reggiani, and Tommaso Tritapepe. “Modelling inter-urban transport
flows in Italy: A comparison between neural network analysis and logit analysis”. In: Trans-
portation Research Part C: Emerging Technologies 4.6 (1996), pp. 323–338.
[51] Amalia Polydoropoulou and Moshe Ben-Akiva. “Combined revealed and stated preference
nested logit access and mode choice model for multiple mass transit technologies”. In: Trans-
portation Research Record: Journal of the Transportation Research Board 1771 (2001), pp. 38–
45.
[52] Bharath Ramsundar et al. “Massively multitask networks for drug discovery”. In: arXiv
preprint arXiv:1502.02072 (2015).
[53] PV Subba Rao et al. “Another insight into artificial neural networks through behavioural
analysis of access mode choice”. In: Computers, environment and urban systems 22.5 (1998),
pp. 485–496.
[54] David Rolnick and Max Tegmark. “The power of deeper networks for expressing natural
functions”. In: arXiv preprint arXiv:1705.05502 (2017).
[55] Sebastian Ruder12 et al. “Sluice networks: Learning what to share between loosely related
tasks”. In: stat 1050 (2017), p. 23.
[56] Karen Simonyan, Andrea Vedaldi, and Andrew Zisserman. “Deep inside convolutional net-
works: Visualising image classification models and saliency maps”. In: arXiv preprint arXiv:1312.6034
(2013).
[57] Kenneth A Small, Erik T Verhoef, and Robin Lindsey. “Travel Demand”. In: The economics
of urban transportation. Vol. 2. Routledge, 2007.
[58] Kenneth Small and Clifford Winston. “The demand for transportation: models and applica-
tions”. In: Essays in Transportation Economics and Policy. 1998.
[59] AH Sung. “Ranking importance of input parameters of neural networks”. In: Expert Systems
with Applications 15.3-4 (1998), pp. 405–411.
[60] Christian Szegedy et al. “Going deeper with convolutions”. In: Cvpr, 2015.
[61] Timothy J Tardiff. “Causal inferences involving transportation attitudes and behavior”. In:
Transportation Research 11.6 (1977), pp. 397–404.
21
[62] Kenneth Train. “A structured logit model of auto ownership and mode choice”. In: The
Review of Economic Studies 47.2 (1980), pp. 357–370.
[63] Kenneth E Train. Discrete choice methods with simulation. Cambridge university press, 2009.
[64] Joaquin Vanschoren. Chapter 2. Meta-Learning. 2018.
[65] Vladimir Vapnik. The nature of statistical learning theory. Springer science and business
media, 2013.
[66] Vladimir Naumovich Vapnik. “An overview of statistical learning theory”. In: IEEE transac-
tions on neural networks 10.5 (1999), pp. 988–999.
[67] Roman Vershynin. High-dimensional probability: An introduction with applications in data
science. Vol. 47. Cambridge University Press, 2018.
[68] Ulrike Von Luxburg and Bernhard Schfffdfffdlkopf. “Statistical learning theory: Models, con-
cepts, and results”. In: Handbook of the History of Logic. Vol. 10. Elsevier, 2011, pp. 651–
706.
[69] Martin J Wainwright. High-dimensional statistics: A non-asymptotic viewpoint. Vol. 48. Cam-
bridge University Press, 2019.
[70] John C Whitehead et al. “Combining revealed and stated preference data to estimate the
nonmarket value of ecological services: an assessment of the state of the science”. In: Journal
of Economic Surveys 22.5 (2008), pp. 872–908.
[71] Chi Xie, Jinyang Lu, and Emily Parkany. “Work travel mode choice modeling with data
mining: decision trees and neural networks”. In: Transportation Research Record: Journal of
the Transportation Research Board 1854 (2003), pp. 50–61.
[72] Yongxin Yang and Timothy M Hospedales. “Trace norm regularised deep multi-task learning”.
In: arXiv preprint arXiv:1606.04038 (2016).
[73] Xin Ye, Ram M Pendyala, and Giovanni Gottardi. “An exploration of the relationship between
mode choice and complexity of trip chaining patterns”. In: Transportation Research Part B:
Methodological 41.1 (2007), pp. 96–113.
[74] Ming Yuan and Yi Lin. “Model selection and estimation in regression with grouped variables”.
In: Journal of the Royal Statistical Society: Series B (Statistical Methodology) 68.1 (2006),
pp. 49–67.
[75] Christopher Zegras. “The built environment and motor vehicle ownership and use: Evidence
from Santiago de Chile”. In: Urban Studies 47.8 (2010), pp. 1793–1817.
[76] Barret Zoph and Quoc V Le. “Neural architecture search with reinforcement learning”. In:
arXiv preprint arXiv:1611.01578 (2016).
[77] Barret Zoph et al. “Learning transferable architectures for scalable image recognition”. In:
arXiv preprint arXiv:1707.07012 2.6 (2017).
22
Appendix I: Hyperparameter Space
Hyperparameter Dimensions Values
Shared M1 [1, 2, 3, 4, 5]
Domain-specific M2 [1, 2, 3, 4, 5]
λ1 constant [1e−20, 1e−4, 1e−2, , 5e−1]
λ2 constant [1e−20, 1e−4, 1e−2, , 5e−1]
λ3 constant [1e−20, 1e−4, 1e−2, , 5e−1]
n hidden [25, 50, 100, 200]
n iteration 20000
n mini batch 200
Table 3: Hyperparameter Space of MTLDNN
Appendix II: Descriptive Summary Statistics
The age of the participants ranged between 20 and 85, and the income ranged from no income to
over 20, 000 per month. A comparison of age and income distribution between the sample and the
population is summarized in the following table. In terms of age, the sample overrepresents young
people, and underrepresents the elderly. In terms of monthly income, individuals with no income
and very high income more than 20, 000 are underrepresented in the sample, while the distribution
of all other income groups was close to that of the population. All participants received monetary
compensation for their responses.
Age Group Population (%) Sample (%) Income Group Population (%) Sample (%)
20− 24 8.42 16.31 No income 10.79 1.46
25− 29 9.04 17.32 Below $2,000 7.49 7.19
30− 34 9.22 15.45 $2,000 − $3,999 10.69 14.9
35− 39 9.75 14.08 $4,000 − $5,999 11.29 17.35
40− 44 10.12 10.09 $6,000 − $7,999 10.89 15.57
45− 49 9.72 10.2 $8,000 − $9,999 9.49 14.77
50− 54 10.19 7.42 $10,000 − $11,999 8.39 10.07
55− 59 9.67 4.93 $12,000 − $14,999 9.09 8.22
60− 64 8.13 2.49 $15,000 − $19,999 9.49 4.78
65− 69 6.39 0.67 Over $20,000 12.39 5.69
70− 74 3.35 0.91
75− 79 2.84 0
80− 84 1.73 0.13
85+ 1.43 0
Table 4: Survey Descriptive Summary Statistics
Appendix III: Top 10 MTLDNN Architectures
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Shared M1 Domain-specific M2 n hidden λ1 λ2 λ3
1 1 25 1.00E-02 1.00E-02 1.00E-04
3 2 25 1.00E-02 1.00E-04 1.00E-20
1 1 25 1.00E-20 1.00E-02 1.00E-02
1 1 25 1.00E-02 5.00E-01 1.00E-04
1 1 100 1.00E-02 1.00E-20 1.00E-04
1 4 25 1.00E-02 5.00E-01 1.00E-02
1 1 200 1.00E-02 5.00E-01 1.00E-02
1 1 50 1.00E-02 1.00E-02 1.00E-20
3 1 100 1.00E-02 1.00E-04 1.00E-04
2 3 50 1.00E-02 5.00E-01 1.00E-20
Table 5: Top 10 MTLDNN Architectures
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