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used for computing stress-strain indices that correlate with biomechanical predictors of fragility and/or fracture (Jamal et al 2006 , Kontulainen et al 2008 .
Systems that perform automated analysis of pQCT scans are considered valuable tools for complementing clinical diagnosis of osteoporosis and other bone diseases Lorbergs 2012, Erlandson et al 2016) . pQCT technologies can also be used to explore inter-and intra-subject variations and compare impact of skeletal diseases, risk factors, and anabolic-catabolic treatments (Jamal et al 2006 , Lauretani et al 2008 , Macdonald et al 2011 . In addition to providing a comprehensive assessment of bone health parameters, pQCT analysis may also provide information on muscle and adipose tissue, and their relationship with bone characteristics (Augat et al 1998 , Cesari et al 2006 , Laskey et al 2010 , Frank-Wilson et al 2015 , Wong et al 2015 , Erlandson et al 2016 .
However, the use of pQCT for assessment of bone characteristics in large scale datasets is complicated because the tissue identification, delineation and quantification stages are typically operated by clinical scientists or trained data analysts using manual or semi-automated workflows. Several of the published methods rely on mineral density thresholds that frequently require user intervention to account for anatomical variability. Manual analyses may be subject to variability due to different delineation modes available by the same tools, or differences between scanners manufactured by different vendors (Veitch et al 2004 , Lala et al 2014 . Moreover, these workflows are time consuming and dependent on the human operator's experience and skills. The quantification results may be subjective and have limited reproducibility. Therefore, there is a clear need for automated and accurate hard and soft tissue quantification techniques that can be utilized to analyze small-and large-scale imaging datasets.
Our research aims to address the above limitations of analytical techniques by providing reproducible and accurate quantification measures to assess changes that occur with aging, diseases and mechanical load in the human adult skeleton. Herein, we propose a complete image analysis system for automated hard and soft tissue quantification using pQCT imaging data acquired at the proximal, intermediate, and distal tibial cross-sectional sites at an acceptable level of accuracy and precision. Segmentation and identification of bone, muscle and fat regions are required for computing and analyzing the densitometric and geometric properties of the regional tissue types. Our proposed techniques minimize user interaction and yield reproducible results. We validated the accuracy of our automated method against supervised semi-automated workflows for tissue quantification and segmentation and found very good levels of agreement between the two approaches. Our method enables the analysis of large-scale datasets typically acquired in epidemiological studies. A preliminary and short version of this work was published as a conference paper in Makrogiannis and Ferrucci (2014) . Here we have extended the previous work both in method development and in the experimental stage. We have improved the segmentation algorithm at 66% tibia by introducing morphological operations, we have performed segmentation validation experiments using the Dice coefficient, and we have performed new experiments for tissue quantification at all three anatomical sites. In sections 2 and 3 we detail our segmentation techniques for each anatomical site, we define the structural and geometric descriptors that we compute, we give an overview of the implemented software model and describe our statistical performance evaluation techniques. In section 4 we describe our validation experiments and discuss the results, and in section 5 we summarize the key contributions of this work.
Automated tissue analysis methods

Tissue segmentation and identification
4% tibia length
The goal is to identify the tibial region and sub regions corresponding to 10% and 50% areas surrounding the tibia centroid. This anatomical site is targeted because tibial tissue at this level is mainly trabecular. Our method consists of the following main stages also displayed in figure 1(a): image denoising using prefiltering, clustering for grouping the pixels with similar density values groups, connected component analysis for introducing spatial connectivity and identifying each tissue types, level set-based segmentation for delineation of the tibial region, and use of distance maps to define the 10% and 50% tibial areas. In the first stage we applied pre-filtering to reduce the statistical noise. The authors in Sherk et al (2011) concluded that pre-filtering improves the cross-section area measurement accuracy of muscle and fat. Here we utilized median filtering with a 3 × 3 px kernel size to preserve the edge location. Figure 2 illustrates the improved separation between tissue density distributions after the application of a denoising median filter. Therefore denoising facilitates the subsequent tissue identification steps.
To delineate the tibia and its sub-regions we first applied K-means clustering (Jain et al 1999 , Duda et al 2000 to form five clusters that correspond to modes of the mineral density histogram. These modes are associated with the air, fat, muscle and tendon, trabecular bone, and cortical bone. K-means is a centroid clustering algorithm that seeks to partition the data samples into K disjoint groups by minimizing distances within each cluster and maximizing pairwise distances between the clusters. The centroid of each cluster in the employed feature space is used for representing the cluster prototype. Centroid clustering iteratively minimizes an objective function that is defined as the sum of inter-sample distances within each cluster until it converges to a stable solution.
Assuming a data set with N samples y 1 , y 2 , . . . , y N with dimensionality D, our goal is to assign the samples to K clusters with centroids µ k , where k = 1, . . . , K . We also use a set of binary indicator variables r (n,k) ∈ {0, 1}, where k = 1, . . . , K and n = 1, . . . , N so that y n is assigned to the k-th cluster, if and only if r (n,k) = 1. The clustering objective is to find the sets {r(n,k)} and {µ k }, such that a squared error function J is minimized. In K-means J is defined as
The objective function is minimized in two steps: (1) assign samples y n to the closest centroids µ k to define r (n,k) , then (2) calculate the new centroids by µ k = n r (n,k) yn n r (n,k) . This is an unsupervised learning method that groups the unlabeled samples given a pre-defined number of clusters K-in this case K = 5-without requiring a training stage. We applied clustering to the feature space of mineral densities, i.e. the pixel intensities in the pQCT image. We then mapped the labeled samples to the spatial domain, computed the connected components corresponding to each cluster, and identified an approximate tibial region using mineral density and area priors. The statistical density (figure 3(a)) and area prior knowledge is expressed by a Gaussian mixture model defined by the mean, variance and prior probability for each tissue. These statistical parameters are calculated from reference tissue label maps that were produced using semi-automated image segmentation workflows that we describe in section 3 (materials and methods). Each region is assigned to the closest matching tissue by use of maximum likelihood rule. The previous step produces a set of labeled regions using intensity information but the spatial accuracy of region boundaries is limited. To refine tibia segmentation we employed the geodesic active contour algorithm that belongs to the group of level-set methods (Caselles et al 1997) . In level-set based segmentation the region boundary curve propagates by following a geometric flow partial differential equation (PDE) model that approximates the mean curvature motion (Malladi et al 1995 , Sethian 1996 , Caselles et al 1997 . In Caselles et al (1997) the authors formulated the problem as finding a geodesic curve in a Riemannian curve with a metric derived from the image content and introduced a new velocity component. The authors also linked curve evolution models with energy minimizing snake approaches (Kass et al 1988, Xu and Prince 1998 
where α, λ are weight terms. The authors in Caselles et al (1997) showed that the minimum solution of this function is given by a geodesic curve in a Riemannian space induced by the image I. The geodesic function is
where g(.) is a function g : R → R with g(r) → 0 as r → ∞. Given a Lipschitz function u : Ω → R that represents the region contours as C = {ω ∈ Ω|u(ω) = 0}, the geodesic active contour model is expressed by the following partial differential equation (PDE) related to the Cauchy problem:
This PDE can also be written as
In both expressions g (.) denotes the edge stopping function defined as g(I()) = exp(−|∇G σ * I(ω)|), κ the curvature defined as κ = ∇ · ∇u |∇u| , c a constant that is associated with the so-called balloon force, and I the image intensity. These equations are fully nonlinear first order Hamilton-Jacobi, or second order degenerate parabolic equations that can be shown to be well-posed under the theory of viscosity solutions. A numerical solution to the segmentation problem is approximated using finite difference methods. The final solution is given by the zero level-set of the steady state, where ∂u/∂t = 0.
In level-set segmentation we need to provide the initial condition u 0 (ω). First, we estimated the centroid of tibia region by clustering the pixel samples in the mineral density space and identifying the group of tibia samples using tissue density and area priors. We next applied front propagation (Sethian 1996) starting from the tibia centroid. The evolution of front propagation level set function follows the equation
where F A is a constant advection force, and ε is the fixed weight for curvature term. We used the steady state solution found by front propagation as initial condition for the geodesic active contour model to delineate the trabecular tibia component.
After delineating the tibia, we identify concentric regions covering 10% and 50% of the trabecular area surrounding the regions centroid. Here, we calculated the distance transform from tibia centroid, ranked the distance values in increasing order, calculated their cumulative sum, and set thresholds corresponding to 10% and 50% fractions of the trabecular area. We then labeled the regions that indicate the two trabecular fractions of the tibia ( figure 1(b) ). The delineated concentric trabecular areas may be used to perform distinct texture analyses to identify changes in porosity with respect to the distance to the centroid. Trabecular thinning and loss of connectivity produce a decrease in trabecular BMD (Szulc and Seeman 2009) . Increased porosity in the trabecula results in changes of texture in pQCT and previous works have developed texture-based analysis techniques for diagnosis of osteoporosis (Southard and Southard 1996 , Jiang et al 1999 , Jennane et al 2007 , Zheng and Makrogiannis 2016 .
38% tibia length
This anatomical site is typically selected for quantification of the cortical and endosteal components of the tibia, and the total cross-sectional region. The majority of bone tissue at 38% tibia is cortical. We display the main stages for this analysis in figure 1(b). We first applied median pre-filtering to reduce the image noise. Next, we utilized K-means clustering to identify the main tissue groups of air, fat, muscle, cortical bone and endosteal bone in the mineral density domain. We then mapped the cluster labels back onto the spatial domain, and computed the connected components to generate the indicator maps for tissue regions. To form the whole leg region we performed union operation on all tissue regions and subtracted the air region. We labeled the cortical and endosteal regions for tibia and fibula using bone mineral density statistical prior knowledge for each of these tissues (figure 3(b)) as described before. We then identified the fibula as the bone with the smaller area and removed it from our tissue indicator map to be able to perform quantification exclusively on tibia. An example of the final tissue indicator map is displayed in figure 1(b).
66% tibia length
Previous studies have shown that at this site the cross-sectional muscle area is maximal. Hence, we are mostly interested in soft tissue analysis, while we can still delineate the hard tissues and compute their properties. Therefore at this anatomical site we identify the soft and the hard tissues as well (figure 1(c)). As in the other anatomical sites, we applied image denoising by a 3 × 3 px median filter kernel followed by centroid clustering to calculate the cluster prototypes in the mineral density feature space and assign pQCT samples to groups corresponding to air, fat, muscle, endosteal and cortical bone. We then mapped the labeled samples back onto the spatial domain and computed the connected components to introduce adjacency information. Next, we used mineral density and area statistical priors to label each component as fat, muscle, tibia, or fibula (figure 3(c)). We also identified the cortical bone and endosteal tibia components using prior distribution of voxel densities. Finally, we constructed a tissue indicator map with the muscle, fat, cortical tibia and endosteal tibia regions. An example of this map is depicted in figure 1(c).
Regional tissue quantification
The segmentation and identification of tissues allow for the computation of regional densitometric and geometric variables for each tissue and all three tibia sites. The densitometric variables were obtained from the first and second order statistics of mineral densities. The geometric variables were the cross-sectional area, the moments of inertia computed with respect to the two principal axes, and the estimated equivalent radius for each tissue region. We also calculated thickness from radii measurements. We give a more detailed description of the computation of tissue characteristics next. Let I be the image function I : Ω → R in n-dimensional image plane space Ω ⊆ R n , L be an indicator function L : Ω → Z that assigns a tissue label l tissue to each pixel coordinate vector ω ∈ Ω, and R tissue be the set of connected components belonging to a specific tissue R tissue = {ω ∈ Ω|L(ω) = l tissue }, where R tissue ⊆ Ω. Then the measured quantities for each delineated tissue type are defined as follows:
(ii) Mineral density standard deviation
(iii) Cross-sectional area 
Structure of tissue identification and quantification (TIDAQ) software model
The software implementation of the image quantification techniques described above is important for clinical evaluation, but even more so for large-scale clinical trials that require ease of use, tractable runtimes, and robust longitudinal tracking of the relevant parameters. The software model consists of front-end and back-end components. The back-end incorporates the image processing and analysis algorithms that were implemented as a shared dynamic library loaded by the front-end during runtime. The algorithm module was written in templated C++ and makes use of the ITK software library (Johnson et al 2015) . The front-end includes a graphical user interface (GUI) application that was implemented in Java, and a console application implemented as a C++ executable. The software design diagram with the main modules is displayed in figure 4 . We implemented the Java GUI application as a plugin for the medical image processing, Analysis and Visualization (MIPAV) software package (McAuliffe et al 2001) (figure 5). Hence, our software implementation uses MIPAVs API for plugins to create the front-end and loads library that contains the algorithm modules through Java Native Interface (JNI). This design enabled us to separate the algorithms from the user interface. The purpose was to simplify the development process and to focus on the design and testing of the image analysis algorithms. The user interface includes a batch mode in which the human operator selects multiple scans that are automatically segmented and analyzed, and an aggregate quantification report is created to be used for subsequent statistical analyses. An example of this mode of analysis is displayed in figure 5 . In addition, this software implementation is cross-platform. We have developed MS Windows, Linux and macOS versions. These features were implemented so that clinical researchers can utilize this system for high throughput and large scale analysis of pQCT datasets. We created a code repository as an open-source project in http://smakrogi.github.io/TIDAQ/ that contains tissue quantification methods at multiple anatomical sites starting from the lower leg and plan to update it with the latest techniques.
Materials and methods
Our experiments were focused on the validation of the tissue quantification stage that would support or reject the hypothesis that our algorithms for automated tissue delineation and quantification implemented by TIDAQ sufficiently approximate the semi-automated analysis performed by a human operator. The validation experiments were performed against reference densitometric and cross-sectional area measurements and tissue label maps that were produced by supervised workflows.
Participants
The test data to be used for validation were obtained from the InCHIANTI population-based cohort study that was performed in two Italian towns in the Chianti region (Greve and Bagno). The goal of InCHIANTI was to identify measures that the clinicians can use to understand causes of walking difficulties in older populations. Our test dataset is a random sample of participants aged 65 years or older and a group of men and women randomly selected for each decade between 20 and 70 years of age that was provided by the authors of Lauretani et al (2008) . The InChianti study excluded participants who were receiving medication or had conditions affecting the bone metabolism. The experimental procedures involving human subjects were approved by the Institutional Review Board of the institution that provided the data. The clinical trial design and data collection methods of InChianti were described in detail in Ferrucci et al (2000) . Table 1 summarizes the population information about the dataset that we used for validation. 
Image acquisition
The pQCT scans were acquired on the right tibia using a XCT 2000 scanner (Stratec Medizintechnik GmbH, Pforzheim, Germany). Transverse scans were acquired at 4%, 38% and 66% of the tibia length, which was calculated from the distance between the superior aspect of the medial tibial plateau and the medial malleolus. The slice thickness of each scan is 2.1 mm and the in-plane pixel size is 0.5 mm. The original images were first pre-screened for severe imaging artifacts mainly caused by patient motion during acquisition. This is a straightforward binary decision step that we performed to ensure that the scans were of acceptable quality for the validation purposes. The main criteria for exclusion of an image was the occurrence of breaks on the cortical shell and/or extensive streaking artifacts in the muscle region. The pre-screening step may also be applied after the fully automated tissue analysis by identifying any outliers in the quantification results and reviewing the corresponding pQCT scans.
Validation methods
We evaluated the performance of our automated quantification and segmentation methods by calculating statistical measures of agreement with the reference technique produced by a commercially available specialized software (Bonalyse Oy, Jyvaskyla, Finland). We also compared the segmentation results produced by TIDAQ with reference tissue label maps.
The reference quantification method
In our experiments we aim to validate the segmentation and quantification performance of TIDAQ against a reference standard produced by a semi-manual workflow performed on Bonalyse. This is a specialized software tool that enables the analysis CT and pQCT images and quantification of muscle, fat and bone tissues, and has been used for hard and soft tissue quantification in several studies (Shepstone et al 2005 , McDermott et al 2007 , Wang et al 2009 . A desirable feature of Bonalyze that led to its utilization for producing the reference standards is that it includes a tool for manual delineation of tissue boundaries and can write a tissue label map to disk. The reference workflow was executed using Bonalyse ver. 1.2 by a trained clinical scientist as explained in Lauretani et al (2008) . In this workflow the operator used thresholding techniques to identify and quantify the hard tissues at 4% and 38% and the soft tissues at 66%. Pixels with mineral density values greater than 710 mg cm −3 were identified as cortical, while pixels with mineral density values between 180 and 710 mg cm −3 were identified as trabecular. The muscle outline was traced manually and excluded subcutaneous fat and bone. Muscle tissue was identified by assessing density and geometry. Beam hardening by soft tissues around the bone region was corrected using Stratec's integrated software tool. The authors in Lauretani et al (2008) describe the reference workflow in more detail.
We note here that the manufacturer's (Stratec) console software also includes tools for analysis of bone and soft tissues. In the automatic analysis mode, an ROI is determined around the radius either automatically or manually. Then the routine CALCBD calculates trabecular, total and cortical-subcortical bone density and cross sectional areas. This routine uses an experimentally defined threshold (default value: 710 mg cm −3 ) to separate the bone from surrounding tissues, and fixed concentric area ratios to separate trabecular from cortical bone. The routine CORTBD calculates cortical bone density and area. It removes from the ROI all voxels with attenuation coefficient less than 710 mg cm −3 before calculating area and density measures. Quantification of muscle and fat tissues is typically performed by two CALCBD analyses using separate threshold ranges for contour detection and tissue separation. In summary, all stages are strongly dependent on default or manual thresholds that are used for identifying the soft and hard tissue components. These characteristics may limit the applicability of the integrated software to analysis of large scale datasets. In addition, Stratec uses a peeling operation to separate trabecular from cortical bone, therefore the accuracy of delineation is limited.
Tissue quantification evaluation techniques
We utilized Deming regression to estimate the slope and intercept of the linear model that relates quantification variables between the proposed and reference method. The value of λ is equal to the ratio of the variance of dependent variable to the variance of the independent variable. While ordinary linear regression assumes random error in the dependent variable only, Deming regression (DR) assumes error in both the dependent and independent variables. We estimated correlation measures such as the coefficient of determination (R 2 ) from the Deming regression model and the coefficient of variation of the root mean square deviation (CV-RMSD) between TIDAQ and the reference method. The CV-RMSD is equal to the root mean square deviation between the predicted and reference quantification variables divided by the mean value of the reference quantification variable. Besides that, to estimate the bias of our automated approach and the range of error we created BlandAltman graphs.
Tissue delineation evaluation techniques
To estimate the segmentation accuracy we calculated the Dice coefficient for each tissue between the masks produced by our method and the reference masks produced by the supervised workflow. The Dice coefficient DSC is a joint measure of sensitivity and specificity of the segmentation and is widely used for performance validation. It is defined as DSC = 2 · 
Results and discussion
We performed tissue quantification on the test datasets using our method and evaluated its performance versus reference quantification variables produced by Bonalyse. We display the scatterplots, Deming regression lines with 95% confidence intervals of predicted values obtained from the three tibia sites in figures 6-8. We list the means and standard deviations of the tested quantification variables produced by the automated method (TIDAQ) and the supervised reference method (Bonalyse) in table 2. Table 3 contains the p-values of slope and intercept estimates produced by Deming regression. In summary, we observe that the slopes are close to 1, indicating a very good level of agreement between TIDAQ and the reference method. The regression slopes for trabecular bone area and density at 4% tibia are 0.945 and 0.975 (N = 28). At 38% tibia the regression slopes for the cortical bone area and density are 1.658 and 0.870 (N = 27). In addition, the regression slopes for total bone area and density at 38% tibia are 0.921 and 0.988 (N = 27). The regression slopes for muscle area and density at 66% tibia are 0.981 and 1.485 (N = 12). In table 3 we observe that the estimated intercepts are small compared to the range of these variables. The p-values of the slope estimates are statistically significant, indicating a nonzero slope, while the p-values of all intercepts are not statistically significant, indicating zero intercepts. The Bland-Altman plots with 95% confidence intervals in figures 6-8 also indicate that the quantification differences between TIDAQ and the reference standards are limited.
The coefficients of determination (R 2 ) between the automated and semi-manual method for muscle area and density at 66% tibia are 0.988 and 0.890 respectively. The corresponding R 2 values for cortical bone area and density at 38% tibia are 0.854 and 0.695 respectively. Furthermore, the R 2 values for the total bone area and density at 38% tibia are 0.972 and 0.985 respectively. Finally, R 2 values for the trabecular bone area and density at 4% tibia are 0.924 and 0.983 respectively. The coefficient of determination between the two methods for all three anatomical sites is high, indicating a strong relationship between the two methods. Overall, our automated quantification technique (TIDAQ) produces encouraging levels of agreement with the reference method. The R 2 values are close to unity, and the regression slope and intercept values approach unity and zero values respectively. In addition to this, the low values of CV-RMSD in table 3 further indicate the low residual variance between the predicted variables produced by TIDAQ and the reference variables. These results imply that TIDAQ quantification is not affected by the anatomical variability between subjects. This is mainly because our method does not rely on fixed pixel density thresholds to classify pixels. In contrast to conventional tissue quantification techniques, our method utilizes unsupervised classification and segmentation methods to separate the tissue groups followed by prior statistical information to label the tissues. We however note a lower level of agreement for cortical bone areas at 38% tibia indicated by a Deming regression slope that Left column: Scatterplots and Deming regression lines for cross-sectional area and density measurements of cortical tibia and total tibia at the 38% site by TIDAQ versus the reference semi-manual method. Right column: The corresponding BlandAltman plots. Overall, the measurements produced by the tested and reference methods are consistent with each other. We also note that non-unity regression slope and higher variability for the cortical tibia measurements that are mainly due to fact that the cortical tibia region in the manual workflow is defined using a fixed morphological type of a metric.
deviates from 1 and the intercept deviates from 0, despite the good agreement for all total tibia measures and for the cortical bone mineral densities at the same site. This is attributed to differences between the two compared methods in the estimation of the boundary separating the cortical and endosteal bone regions. In the semimanual workflow of Bonalyse the cortical bone region was determined using a fixed-width band of pixels relative to the periphery of cortical bone, which in most cases under-detects the cortical component. On the other hand, our technique produced a complete segmentation of the cortical region, therefore causing the observed system- Table 3 . Statistical measures of agreement between the proposed and semi-manual quantification methods at all tibia sites using the coefficient of determination (R 2 ), coefficient of variation of the RMSD(CV-RMSD), the Deming regression slope, intercept and λ. These results indicate that our method produces quantifications that are consistent with the supervised workflow.
Measurement
Site ( atic discrepancy. This discrepancy can be resolved by generating more accurate manual delineations of cortical and endosteal bone components to be used as reference for validation. This is the subject of our next experiment. In this experiment we performed validation of the automated tissue segmentation and identification at the 66% tibia site against reference segmentation masks produced by a trained human operator. We report the results in table 4. We observe that all DSC estimates are greater than or equal to 0.871 and their mean value over all tissues is 0.908, indicating very good segmentation accuracy. We note that the DSC values for delineation of muscle and trabecular tibia are higher than those of cortical tibia. This may happen because the cortical tibia region is relatively narrow and sensitive to imaging artifacts and especially to partial voluming.
In another series of experiments, we measured the execution time of our method for each anatomical site. The execution times per scan for the 4%, 38% and 66% sites of the tibial length over our test datasets were 688 ± 43 ms, 287 ± 23 ms, and 216 ± 20 ms respectively. These are measurements of the elapsed time for tissue segmentation, identification and quantification for each scan. These execution times indicate that our system is capable of analysis of large scale clinical datasets. For the sake of comparison, we note that manual tissue delineation workflows executed on platforms such as Bonalyse, Stratec, and MIPAV (McAuliffe et al 2001) can be completed in about 30-45 min for each 2D scan. Another advantage of the fully automated technique is that it will produce the same results for the same input image and algorithm parameters each time it is executed, therefore the results are readily reproducible.
Next, we discuss the applicability of pQCT analyses to hard and soft tissue quantification and compare the features of our technique with those of related published work. Peripheral QCT has been primarily used to calculate bone properties and corresponding image analyses have been proposed (Gordon et al 1996 , Calder et al 2010 , Doube et al 2010 , Laskey et al 2010 . Gordon et al (1996) proposed a technique for estimating the apparent trabecular bone structure at the 4% site of radial bone. However, in order to identify the true structure, inplane resolutions smaller than 0.2 mm 2 are typically required. This requirement limits the applicability of this method. The BoneJ software tool can be used for segmenting hard and soft tissues (Doube et al 2010) . The implemented method first generates tissue masks using fixed thresholds. It then applies a gradient-free contour tracking algorithm to delineate the tissue boundaries. This software can be used for quantification of soft tissues as well. While being automated, this method relies on threshold ranges to identify the tissues, therefore errors may occur because of anatomical and technological variability factors. The authors in Calder et al (2010) developed a method that delineates the radial bone, its trabecular compartment, and the cortical shell. However, this method requires manual operations by an expert reader to define a region of interest (ROI) around the radial bone and to correct the detected edges. A pQCT-based shape analysis method was introduced in Laskey et al (2010) that requires the user to define an ROI within the cortical bone, and then delineates the cortical bone using a flooding algorithm. This technique identifies the periosteal and endosteal boundaries and calculates shape descriptors for the bone.
More recently, pQCT has also been used for quantification of muscle and fat (Frank-Wilson et al 2015 , Wong et al 2015 , Erlandson et al 2016 . pQCT may be used to quantify muscle and subcutaneous adipose tissue (SAT) as it produced high correlations with MRI-based muscle measurements, but may not be applicable to intermuscular adipose tissue (IMAT) (Sherk et al 2011) . Nevertheless, the proposed methods require user interaction. In Frank-Wilson et al (2015) , the authors compared multiple image analysis protocols including Stratec, BoneJ and manual workflows, and their results indicated that pQCT may be applicable for calculating muscle cross-sectional area and muscle density, however the compared methods were either semiautomated or manual. Furthermore, a method was proposed in Wong et al (2015) for improving the segmentation accuracy of muscle and fat using the watershed transform, when muscle boundaries are not well-defined. While effective, this method may be applied to soft tissues only and is semi-automated. Furthermore, although several automated CT segmentation methods have been published for the abdomen and mid-thigh (Zhao et al 2006 , Chung et al 2009 , Senseney et al 2009 , Tan et al 2014 these techniques may not be directly applicable to pQCT scans of the lower or upper extremities.
A desirable feature of TIDAQ is that it requires no user interaction during execution, which enables it to be applied to large scale data. Furthermore, TIDAQ analyzes both hard and soft tissues, therefore it's scope and applicability may be wider than hard, or soft tissue-specific techniques. Another benefit of this technique is that it Table 4 . DSC indices of segmentation accuracy between the tissue masks produced by the automated method (TIDAQ) and reference tissue masks produced by semi-manual segmentation at 66% tibia length. The results indicate very good accuracy. could serve as the foundation for developing quantification methods for other anatomical sites, such as the distal radial bone using pQCT, and the mid-thigh using either CT or pQCT. We also note that our dataset includes a different number of test images for each tibia site. This is a consequence of the quality pre-screening stage that disqualified images with extreme patient motion artifacts from further analysis. We observed that the 66% tibia acquisitions in particular were more susceptible to motion artifacts; therefore the number of these test images is relatively limited. One of our future goals is to produce additional reference data primarily at the 66% tibia site and to specifically address inaccuracies caused by imaging and motion artifacts.
Conclusions
We have presented a tissue quantification methodology for the lower leg using pQCT images of the distal, intermediate and proximal tibia. Our method performs automated delineation of hard and soft tissues using unsupervised clustering in the mineral density space for global tissue labeling and model-based level-set segmentation to delineate regions defined by incomplete edges such as the trabecular tibia component at 4%. Mineral density and area statistical prior knowledge was used to identify tissues after delineation. The method concludes by computing densitometric and geometric variables. To evaluate the performance of our quantification and segmentation techniques, we performed validation experiments against reference tissue quantifications and delineations produced by semi-manual workflows. These experiments indicate very good agreement with reference tissue quantifications and delineations at all tibia sites. Encouraging levels of agreement were reached at 66% tibia, as well, despite some errors that were caused by motion artifacts during acquisition. Manual operations have been minimized, so the method is highly reproducible. A batch analysis mode has been implemented to increase the quantification throughput for large-scale epidemiological studies. We implemented the TIDAQ system so that it can be installed on multiple computer platforms, and can be executed as a standalone console application or as a plug-in with graphical user interface.
