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Abstract
The newly discovered low-luminosity galaxies known as ultrafaint dwarfs show little
chemical evolution and may therefore retain the signatures of the first stars. This thesis
models these galaxies as intrinsically very low-mass systems that formed only a few
thousand stars in the early universe. The first part uses hydrodynamical models to
determine the lower mass limit for a dwarf galaxy in the face of feedback from its own
star formation. Dark matter halos with virial masses greater than 106 M are found
to retain a large percentage of their baryons following a single supernova event under
favourable assumptions regarding radiative cooling, inhomogeneity of the interstellar
medium, and position of the supernova. The inclusion of the ionising radiation from a
25 M star prior to the supernova raises this limit to 106.5 M.
The second part of the thesis uses the first part as a template for the effect of a
supernova on 107 M systems, allowing extension of the model beyond the first super-
nova. The model can reproduce the observed chemical abundances of ultrafaint dwarfs
(UFDs). Two possible star formation histories are modelled, with continuous star for-
mation fitting the observed abundances better than two-single age bursts. Very metal-
poor Damped Lyman-α systems (DLAs) at redshifts z ∼ 2−3 are also studied as they
may be the precursors to systems similar to the UFDs, but in isolation rather than part
of the Milky Way system. However, there are discrepancies in chemical abundances
between the DLAs and both the UFDs and the models in this thesis. The 20-metre
telescopes to commence operations in the next decade will revolutionise the study of
the smallest galaxies, providing chemical abundances for many more stars and a wider
range of elements.
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Chapter 1
Introduction
The past ten years have seen the discovery of galaxies with luminosities L < 105 L,
which contain only old, metal-poor stars. There is increasing evidence indicating that
at least some of these systems, known as ultrafaint dwarfs (UFDs), are fossil galaxies,
having formed only a single burst of stars early in the universe from gas enriched by
the first stars. Stars less massive than our sun remain almost unchanged over timescales
longer than the current age of our universe. Low mass stars in UFDs can therefore help
give us an insight into the nature and chemical yields of the first stars, the formation
of the first galaxies and low mass stars, the chemical evolution of stellar systems, and
the sites and processes responsible for forming elements from the early universe to
today. The smallest galaxies are therefore extremely important to some of the most
fundamental questions in astrophysics.
1.1 Early structure formation and the first galaxies
Galaxies originated from small density perturbations in the early universe. During
cosmic inflation in the first 10−32 seconds of the universe, quantum fluctuations were
stretched to macroscopic scales, resulting in small overdensities that gravitationally at-
tracted dark matter. These perturbations in the density field were discovered by the
Cosmic Background Explorer (COBE) and Wilkinson Microwave Anisotropy Probe
(WMAP) satellites (Smoot et al. 1992; Bennett et al. 2003). These missions were also
responsible for placing tight constraints on parameters in the standard model of cosmol-
ogy (Hinshaw et al. 2013).
1
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The first stars, which are known as Population III stars, formed a few hundred mil-
lion years after the Big Bang (z ∼ 20− 30) in ‘minihalos’ (e.g. Abel et al. 2002) with
masses Mvir ∼ 106 M. The early universe contained almost no heavy elements, mean-
ing that cooling was less efficient and the Jeans mass (the mass at which an object
collapses under its own gravity) was higher. Population III stars are therefore thought
to have been massive. Massive stars output a large amount of ionising energy both dur-
ing their lifetime and when they explode as a supernova, resulting in the destruction
of the minihalos in which they formed and a delay before the formation of a second
generation of stars. They also eject a significant amount of heavy elements into their
surroundings, enriching the material that formed the first galaxies.
As a result of this enrichment, the first galaxies formed with a metallicity Z ∼
10−4 Z, which is similar to the critical metallicity Zcrit ∼ 10−6− 10−4 Z at which
low mass star formation is possible (Bromm & Yoshida 2011). The lifetime of stars
less than ∼ 0.8 M is longer than the current age of the universe, so some of these stars
still exist today. Stars preserve the chemical signatures of the time and place of their
birth, as contamination by accretion of material from the interstellar medium (ISM) is
negligible (Iben 1983). The first low-mass stars that formed in the first galaxies are
therefore fossils which are useful for studying the early universe.
The cold dark matter paradigm has been hugely successful in explaining structure
formation. Structure formation is hierarchical, with galaxies and clusters being built up
over time through the merging of smaller fragments (White & Rees 1978; Navarro et al.
1995). However, the simulations of Ricotti & Gnedin (2005) and Gnedin & Kravtsov
(2006) show that 5-15% of galaxies existing at z∼ 8 in a Milky Way-like environment
do not experience significant evolution as a result of mergers, tidal interactions etc. and
remain intact to the present day. As discussed in the next section, some of these galaxies
may form all their stars early in their history, before feedback from star formation or
the epoch of reionisation removes their neutral gas.
1.2 The smallest galaxies
1.2.1 What is a galaxy?
Willman & Strader (2012) define a galaxy as ‘a gravitationally bound collection of stars
whose properties cannot be explained by a combination of baryons and Newton’s laws
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of gravity’. Bromm & Yoshida (2011) give an expanded definition which includes three
further requirements. The dark matter halo must have a potential well deep enough to
retain gas heated by the epoch of reionisation. The halo must retain gas heated and
accelerated by supernova explosions. Finally, the system should be able to support a
multiphase interstellar medium, allowing stable, self-regulated star formation. Dark
matter halos that do not contain enough mass will fail one or more of the above criteria
and therefore do not form a long-lived stellar system. Finding a mass limit for the
second of these criteria is one of the main goals of this thesis and will be discussed in
depth in Chapters 2 & 3.
1.2.2 The epoch of reionisation
During the period known as the epoch of reionisation, the first galaxies emitted UV
radiation that ionised the hydrogen in the intergalactic medium. This radiation also
photoionised the neutral hydrogen in small dark matter halos, with early calculations
(Rees 1986; Efstathiou 1992; Barkana & Loeb 1999) suggesting that dark matter halos
with masses Mvir ≤ 108 M could not retain cold gas. Later, low-resolution three-
dimensional simulations supported this view (Gnedin 2000a; Okamoto et al. 2008).
Recent simulations have shown that the formation of lower mass halos is not com-
pletely excluded. For halos less massive than Mvir ∼ 108 M, H2 is the most important
coolant. During the epoch of reionisation, H2 is dissociated by radiation in the Lyman-
Werner bands between 11.1 and 13.6 eV. However, Haiman et al. (1996a) noted that
the ionising radiation would lead to the creation of more H− ions. H2 is formed by the
reaction:
H+H−→ H2+ e− (1.1)
and therefore more H− results in the formation of more H2 molecules. Whalen et al.
(2008) studied the effect of a 120 M star using a 2-dimensional model that improved
on the previous spherically symmetric models. They found that, while most of the H2
within the surrounding halos is photodissociated, the enhanced abundance of H− results
in the H2 being restored within a few hundred kyr following the death of the star with
only a small impact on star formation. Furthermore, the radiative transfer calculations
of Ricotti et al. (2001) suggest that molecular H2 can be formed in a shell in front of
ionising HII regions. The H2 can be optically thick in the Lyman-Werner bands and
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decrease the photodissociating background flux by an order of magnitude.
Susa & Umemura (2004a,b) studied the effects of reionisation on small halos. Their
simulations included numerical star formation and radiative transfer of a UV field from
a single source outside the simulation box. They found that star formation could occur
in systems with masses as low as Mvir ≈ 106 M, as long as the halos started collapsing
early enough. This is shown in Figure 1.1, which shows that such systems would be rare
(3σ fluctuations in the CDM density field), but do exist. Their results include only one-
dimensional radiative transfer, meaning they are valid in the case where the ionising
source is at a large distance from the affected galaxy.
Figure 1.1: Figure 1 from Susa & Umemura (2004b). The filled symbols indicate
systems that retain more than 10% of their gas in the face of reionisation. The dotted
lines indicate the epoch of collapse for various fluctuations in the CDM density field.
Ricotti & Gnedin (2005) simulated the effects of reionisation by adding a source of
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ionising radiation corresponding to a galaxy with a similar star formation rate to Lyman-
break galaxies at z ∼ 4 within the simulation box of a cosmological simulation which
included time-dependent, spatially variable, radiative transfer. While they found that
galaxies with masses Mvir < 108 M did not retain gas, their models showed a window
of up to 1 Gyr during which stars could form in lower mass systems. They defined
these systems, which formed stars only before and during the epoch of reionisation, as
fossil galaxies. They also predicted that significantly fainter galaxies than those already
known should exist, although there were already observational hints of this from Zucker
et al. (2004) & Willman et al. (2005b).
Ricotti et al. (2008) performed sophisticated simulations using time-dependent, spa-
tially inhomogeneous, radiative transfer coupled to hydrodynamics. They found that
∼ 10% of dwarf dark matter halos with Mvir > 106 M that form prior to reionisation
are able to form stars. There is significant variation in the degree to which reionisation
affects galaxies, because reionisation is patchy. This is particularly true for galaxies be-
low Mvir×107 M, where for a given halo mass a galaxy can be anywhere from dark,
to converting half its baryons into stars. Bovill & Ricotti (2009, 2011a,b) built on this
work and found that the statistical properties of simulated galaxies were consistent with
the number and distribution of UFDs. They predicted that the region between 400 kpc
and 1 Mpc from the Galactic centre should contain approximately 100 fossil galaxies.
1.3 Star formation
1.3.1 Initial mass function
The initial mass function (IMF) for a system describes the distribution of masses at
which stars form. The chemical abundances are related to the masses of the stars which
end their lives as supernovae, as well as the relative frequency of Type Ia and Type II
supernovae. The IMF is therefore crucial to the chemical evolution models we present
in Chapters 4 & 5. For a given star formation rate, the IMF also sets the supernova
rate, so it is also important for the question of survival of small galaxies discussed in
Chapters 2-3.
The observed IMF is remarkably consistent across a range of environments within
the Milky Way (Kroupa 2001). For stars with a mass greater than the sun, the Salpeter
(1955) IMF:
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dN
dM
∝ M−2.35 (1.2)
is a reasonable approximation. Later work (e.g. Miller & Scalo 1979) extended this
to lower mass stars, finding that the IMF flattens at subsolar masses. The Kroupa IMF
is a broken power law which is the same as Salpeter for stars with M > 0.5 M.
dN
dM
∝ M−2.3(M > 0.5) M) (1.3)
dN
dM
∝ M−1.3(0.08 M < M < 0.5 M) (1.4)
dN
dM
∝ M−0.3(0.01 M < M < 0.08 M) (1.5)
In the Kroupa IMF, 50% of the mass is in stars less massive than the sun and 50%
in stars more massive than the sun. The mean stellar mass is 0.36 M, with 37% of
stars being brown dwarfs (0.01 M < M < 0.08 M), 48% are M dwarfs (0.08 M <
M < 0.5 M), 9% are K dwarfs (0.5 M < M < 1 M), 6% are intermediate mass stars
(1 M < M < 8 M), and 0.37% are high mass stars (M > 8 M).
Debate remains regarding the critical metallicity Zcrit at which the IMF switches
from top-heavy to bottom-heavy. If this transition is related to the effectiveness of line
cooling from carbon and oxygen, Zcrit ≈ 10−3.5 Z (Bromm et al. 2001; Santoro &
Shull 2006; Smith et al. 2008; Greif et al. 2010). If low mass star formation results
from dust-induced fragmentation at high densities, Zcrit ≈ 10−6−−5 Z (Omukai et al.
2005; Schneider et al. 2006; Clark et al. 2008).
While the IMF is relatively constant in a variety of environments in the local uni-
verse, it is unclear whether the same IMF should apply to the UFDs at low mass and
metallicity and high redshift. Geha et al. (2013) suggests that UFDs have a shallower
IMF in the region 0.52−0.77 M. However, low mass systems may also have a trun-
cated or steep IMF at the heavy mass end, as they have low star formation rates, which
indicate low cluster masses, and the mass of the heaviest star is limited by the cluster
mass (Weidner & Kroupa 2005; Aoki et al. 2009; Karlsson et al. 2012). Unfortunately,
it is difficult to test the IMF in UFDs at higher masses, because star formation in UFDs
occurred only in the early universe, so high-mass stars evolved off the main sequence
too long ago, while lower mass stars are still on the main sequence and are therefore
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too faint to be observed.
1.3.2 Conditions for star formation in simulations
In simulated systems that are galactic-size or larger, it is impossible to resolve the high
density molecular clouds that form stars. This means a prescription must be used that
estimates where stars will form based on properties of the gas. A Schmidt law (Schmidt
1959) is often used:
SFR ∝ ρn (1.6)
where ρ is the density of the gas and n is often taken to be ∼ 1.5 as in Kennicutt
(1998). However, if this was applied evenly to the entire galaxy, the star formation
would be spread across all of the gas in the simulation, including low density and high
temperature regions where stars would never actually form. Hopkins et al. (2013) test a
number of criteria as to which gas forms stars:
• Overdensity:
α ≡ β |∇ ·v|
2+ |∇×v|2
Gρ
< 1 (1.7)
The density ρ of the gas is compared to the sum of the square magnitudes of the
divergence and curl of the velocity field v, which account for the local velocity
dispersion and the internal rotation and shear of the gas. β ∼ 0.5 is a constant
relating to geometry.
• Density - stars are only allowed to form in cells with a density higher than some
threshold. The material at this density does not form stars directly, instead some
fraction of the material within the cell is assumed to be sufficiently dense for star
formation to proceed. The threshold is resolution dependent and can be as low as
n = 0.1 cm−3 for cosmological simulations, up to 100 cm−3 for parsec-resolution
simulations.
• Molecular gas - star formation in a galaxy is correlated to its molecular gas con-
tent (e.g. Krumholz & Gnedin 2011)
• Temperature - star formation is only allowed below a certain temperature, which
is resolution dependent as with density.
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• Jeans instability - the gas is required to be locally Jeans unstable.
• Converging flows - ∇ ·v < 0, indicating that the gas is collapsing.
• Rapid cooling - the cooling time is required to be shorter than the dynamical time
(tcool < 1√Gρ ).
Figure 1.2 is from Hopkins et al. (2013) and shows the densities at which their various
criteria form stars. The criteria relating to temperature, Jeans instability and rapid cool-
ing tend to select the molecular gas, but also include lower density regions where gas
is cold but not dense, such as in adiabatically cooled gas in winds. Converging flows
simply select half the gas, because the ISM is turbulent such that whether the velocity
field is convergent on large scales bears little relation to whether it may be convergent
on smaller, unresolved scales. This leaves three plausible criteria: overdensity, density
and molecular gas. Tracing the molecular gas gives similar results to a density thresh-
old, except at low metallicities (Z < 0.1 Z), where cooling is less efficient, making it
more difficult for molecules to form (Kuhlen et al. 2012).
The density criterion tends to spread the star formation over all the cells higher than
the threshold density, so it performs well when the threshold density is significantly
higher than the mean density. However, (Hopkins et al. 2013) prefer the overdensity
criterion because it is physically well-motivated, avoiding the need to choose an arbi-
trary density, and can easily be used in simulations that use different resolutions for
different regions.
In Chapter 4 we use a star formation prescription as part of a model for the chemical
evolution of a system. Ideally the Hopkins criterion would be used, however this is not
possible without velocity information. We therefore use the density criterion, which is
the second-best performing of their models, in conjunction with a method proposed by
(Argast et al. 2000), where a sample of cells are chosen to form stars with a probability
proportional to the square of the density. This is described in detail in Chapter 4.
1.4 Chemistry
1.4.1 Nucleosynthesis
The first elements were formed by Big Bang nucleosynthesis in the first minutes of
the Universe. When the universe cooled to 1013 K, quarks could combine to form
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Figure 1.2: Figure 3 from Hopkins et al. (2013) showing the densities at which stars
form in their simulations of a Milky Way type galaxy given various star formation
criteria.
protons and neutrons. The first element was hydrogen, consisting of a single proton.
The high temperature and density allowed fusion reactions, resulting in the formation
of deuterium. When the universe cooled further to 1010 K, these nuclei could survive
and combine to form helium-4, which is particularly stable as can be seen in the local
peak in Figure 1.3. Because there are no stable elements with 5 or 8 nucleons, heavier
elements could not be formed by combining these helium atoms with protons or other
helium atoms. The next peak is at carbon-12, which requires three helium-4 nuclei to
fuse. This is an unlikely event, so except for trace amounts of lithium and beryllium,
Big Bang nucleosynthesis did not create elements heavier than helium. The concept
of Big Bang nucleosynthesis originated in the αβγ paper (Alpher et al. 1948) and has
stood up to experimental test, as summarised in Iocco et al. (2009).
All heavier elements are produced by stars (Hoyle 1954). The main process during
the main sequence lifetime of a lower-mass main-sequence star is the proton-proton
chain reaction, where four protons fuse to form a helium-4 nucleus. The first step in
this reaction is the production of deuterium from two protons, requiring the decay of
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Figure 1.3: Binding energy per nucleon as a function of the number of nucleons in an
atom. Isotopes with high binding energy per nucleon are generally stable. Particularly
important features are the local peak at He-4 and the global peak at Fe-56.
a proton into a neutron and a positron. This is rare, slowing the reaction and meaning
that stars can burn for billions of years. Higher mass stars than the sun also convert
hydrogen to helium through the CNO cycle (Bethe 1939), where carbon, nitrogen and
oxygen are used as catalysts, but the net result is the same.
The theory of stellar nucleosynthesis described below largely originates from Bur-
bidge et al. (1957); see also the update forty years later by Wallerstein et al. (1997).
Stars on the main sequence are kept in equilibrium by the balance between the force
of gravity acting radially inwards and the outwards pressure from the energy produced
by fusion in the core. However, once the star has consumed nearly all its hydrogen, it
can no longer generate energy by the fusion of hydrogen to helium. The star collapses
and its core temperature increases. At T ∼ 108 K, the Gamow factor, which is the prod-
uct of the Maxwellian energy distribution and the probability of a particle tunneling
through the Coulomb barrier, peaks at close to the energy required to fuse two helium-
4 nuclei into beryllium-8. This means that at this temperature, some beryllium-8 can
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exist for a short amount of time in an excited state. If a helium-4 nucleus collides with
a beryllium-8 nucleus during this time, carbon-12 can form. This triple-alpha process
is very unlikely and requires a long time to build up a significant amount of carbon.
It therefore does not occur in Big Bang nucleosynthesis, where the temperature drops
below 108 K within minutes.
Carbon-12 can then fuse with helium-4 to produce oxygen-16. Carbon and oxygen
are the third and fourth-most common elements in the universe (after hydrogen and
helium) as a result of this process. Further alpha particle captures to form neon-20 are
very rare at T = 2× 108 K. Stars less massive than 8 M are supported by electron
degeneracy pressure and do not reach the core temperatures required to burn elements
heavier than carbon, although nitrogen is produced from carbon through proton capture.
Such stars produce much of the carbon and most of the nitrogen in the universe, as well
as some heavier elements through neutron capture (the s-process).
The cores of massive stars collapse further and produce the heavier alpha elements
(alpha elements are those for which the most abundant isotope is a multiple of 4, such
as oxygen, neon, magnesium, silicon). Iron is at the peak of the stability curve shown
in Figure 1.3, so the production of elements heavier than iron is not energetically
favourable. This means that elements significantly heavier than Fe are not produced
by stellar fusion. Heavier elements are mostly created by neutron capture, with the two
main processes being the s- (slow) and r- (rapid) processes. The s-process occurs when
the time between neutron captures is longer than the typical beta decay timescale of an
unstable nucleus, such as in evolved intermediate (3-5 M) mass stars. It requires the
presence of iron to produce heavier elements, so is inefficient at low metallicity. The
r-process differs in that multiple neutron captures occur within the beta decay timescale,
allowing the creation of more neutron-rich isotopes. This requires a neutron-rich site
such as a Type II supernovae.
The other common type of supernova, Type Ia, occurs when a white dwarf accretes
sufficient material from a companion to approach the Chandrasekhar mass, such that
its core reaches the temperature required for carbon fusion. This results in a runaway
fusion reaction, releasing∼ 1051 ergs of energy and unbinding the white dwarf. Type Ia
supernovae eject a large amount of iron relative to alpha elements as compared to Type
II supernovae.
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1.4.2 Metallicity
As a result of stellar nucleosynthesis as described above, the amount of heavy elements
in the universe gradually increases. There are three main quantities that are used to
describe the metallicity of an object. Z is the fraction of an object composed of elements
other than hydrogen and helium.1 This is difficult to measure directly. Iron is one of the
easier heavy elements to measure, so a common proxy for metallicity is based on the
ratio of iron to hydrogen as in the following equation:
[Fe/H] = log(
NFe
NH
)object− log(NFeNH )Sun (1.8)
where NFe and NH are the numbers of iron and hydrogen atoms. The Sun is there-
fore defined to have [Fe/H] (and [α/Fe], which is discussed below) equal to 0. Heavy
elements are ejected in supernova explosions, such that [Fe/H] is related to the number
of supernovae and therefore the amount of star formation in a system over its history.
Within a system, older stars have on average lower [Fe/H], as they formed in an envi-
ronment where fewer supernovae had enriched the gas.
The third important quantity is [α/Fe], defined in the same way as [Fe/H] above.
Massive stars produce large amounts of alpha elements, which they eject into the ISM
when they end their lives as Type II supernovae. More massive stars yield more alpha
elements. The first stars are thought to have had very high masses, such that their ejecta
were abundant in alpha elements. This means that [α/Fe] is enhanced in the oldest,
most metal-poor low-mass stars observed today. Most Type II supernova progenitors
are stars with lower masses than the first stars, and therefore yield a smaller proportion
of alpha elements. A system is enriched only by Type II supernovae will evolve towards
the average [α/Fe] for Type II supernovae in a Kroupa IMF of 0.35 (Frebel & Bromm
2012).
Type Ia supernovae originate from lower mass stars with longer lifetimes, such that
there is a delay between the first Type II supernovae and the first Type Ia supernovae.
This delay-time is not well constrained, but is believed to be ∼100 Myr (Maoz et al.
2012). Type Ia supernovae eject more iron and less alpha elements compared to Type II
supernovae. This results in lower [α/Fe] for stars that form after the first 100 Myr.
Given [Fe/H] and [α/Fe] data for a system, it is possible to determine features of the
1The convention in astronomy is that all elements heavier than helium are called metals, despite the
fact that the most common ‘metals’, carbon and oxygen, are non-metals to a chemist.
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Figure 1.4: Figure 1 from Frebel & Bromm (2012). The top panel shows a schematic of
[α/Fe] vs [Fe/H] plots. Any stars that form after the first Type Ia supernovae will show
lower [α/Fe]. The middle panel shows data from the Milky Way halo, while the lower
panel shows dwarf galaxy abundances.
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star formation history. For example, in Figure 1.4, there is a turnover at a lower value of
[Fe/H] for the dwarf galaxies than for the Milky Way halo. The turnover corresponds to
[Fe/H] at the time at which the first Type Ia supernovae explode and therefore indicates
how much the gas was enriched in the first ∼100 Myr. This enrichment is proportional
to the number of Type II supernovae, which in turn is linked to the amount of star
formation. The [Fe/H] value at which [α/Fe] turns over therefore allows an estimate
of the star formation rate in the first 100 Myr. If there is no turnover, the system had
no Type Ia supernova and therefore likely formed stars for .100 Myr. The maximum
value of [Fe/H] is dependent on the number and type of supernovae and is a guide to
the length of time a system formed stars.
1.5 Ultrafaint dwarfs
Galaxies show continuous relationships between structural, kinematic and population
features and their mass and therefore dwarf galaxies are not special (Tolstoy et al.
2009). However, dwarf galaxies are studied separately to investigate galaxy forma-
tion and evolution on a small scale. This thesis studies the smallest galaxies because
they have experienced only a few star formation events, making it easier to interpret
their chemical signatures and gain an insight into the early baryonic systems.
The class of systems known as ultrafaint dwarfs (UFDs) have been discovered in
the past 10 years as a result of the Sloan Digital Sky Survey (York et al. 2000). UFDs
are defined as galaxies with luminosity Ltot < 105 L (Martin et al. 2008) and are an
extension of the class of dwarf spheroidal galaxies to lower stellar masses and metal-
licities. The first discoveries of UFDs were Zucker et al. (2004) and Willman et al.
(2005b), with Willman finding that SDSS J1049+5103, now known as Ursa Major I,
was two orders of magnitude lower mass than any previously known galaxy. Belokurov
et al. (2007) discovered five more UFDs, including Segue 1, with a stellar mass of just
∼ 1000 M (Geha et al. 2009). Segue 1 and Segue 2 (Belokurov et al. 2009) are the
least luminous known galaxies to date and are also likely to be the least massive, with
dark matter masses M1/2 < 106 M within the half-light radius (Wolf et al. 2010; Kirby
et al. 2013a).
The total halo masses of UFDs are difficult to determine, requiring extrapolation
well beyond the observed regions. However, the mass within the half-light radius is
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well constrained by the velocity dispersion profile (Walker et al. 2009; Wolf et al. 2010;
Collins et al. 2014). Wolf et al. (2010) found that:
M1/2 = 3G
−1 < σ2los > r1/2 ≈ 4G−1 < σ2los > Re (1.9)
where Re is the 2-dimensional half-light radius. The half-light masses of the UFDs
range from 1.5×105 M to 1.2×107 M (Wolf et al. 2010; Kirby et al. 2013a).
Studies of colour-magnitude diagrams (CMDs) indicate that most UFDs contain
only old (> 10 Gyr) stars and that their star formation lasted for less than 2 Gyr (Mun˜oz
et al. 2010; Brown et al. 2012, 2014). Brown et al. (2014) concluded that five of the six
UFDs they studied are consistent with 75% of their stars forming by z ∼ 10 (13.3 Gyr
ago), although this is uncertain by up to 1 Gyr based on uncertainties in the α ele-
ment abundances and the age of the reference globular cluster M92. The CMDs of
the galaxies as shown in Figure 1.5 are remarkably similar, suggesting common ages
and metallicities. This lends support to the idea that star formation in the UFDs was
switched off by a global event such as the epoch of reionisation.
1.5.1 Chemistry
UFDs are very metal-poor, indicating that they have been enriched by few supernovae.
Simon & Geha (2007) measured [Fe/H] in eight of the twelve UFDs known at the time,
finding that the mean metallicities ranged from [Fe/H] = −2.0 to −2.3, making them
some of the lowest metallicity stellar systems discovered. Kirby et al. (2008) found that
all but one of these eight galaxies contained stars with [Fe/H] <−3, the first stars with
such a low metallicity discovered outside the Milky Way halo.
The metal content of a galaxy reflects the number of supernovae and AGB stars that
have enriched the system and is therefore correlated with its stellar mass. Observed
dwarf galaxies fall on the mass-metallicity relation from Kirby et al. (2013b), shown in
Figure 1.6:
[Fe/H] =−1.69+0.30log( M∗
106 M
) (1.10)
There may be some discrepancy at the low-mass end, with Segue 2 being the most
significant outlier. It is unclear whether this results from tidal stripping or a floor in the
average metallicity for galaxies (Kirby et al. 2013a).
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Figure 1.5: Figure 2 from Brown et al. (2014) showing the composite colour-magnitude
diagram for their 6 surveyed UFDs. The region shown is that most sensitive to age. The
similarity suggests that the stars in these systems have similar ages and metallicities.
Chen et al. (2014) suggested a different mass-metallicity relationship for halos form-
ing below the atomic cooling limit Mhalo = 108 M before the epoch of reionisation.
The inefficiency of star formation at low masses means that enrichment is slower, such
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Figure 1.6: Figure 8 from Kirby et al. (2013b) showing the stellar mass-stellar metal-
licity relation.
that dilution due to accreted metal-poor gas has a greater effect. For stellar masses rang-
ing from 103−5 M, the median stellar metallicity [Z/H]∗∼−2, slightly higher than the
−2.2 shown by most UFDs and significantly higher than the−2.5 for Hercules and Leo
IV.
The abundances of the lowest metallicity stars in UFDs are similar to the most
metal-poor stars in the halo of the Milky Way (Frebel 2010; Simon et al. 2010). How-
ever, for [Fe/H] > −2.5, UFDs and dwarf spheroidals show significantly lower [α/Fe]
(see the bottom panel of Figure 1.4), suggesting that the progenitors of the Milky Way
halo were more massive than the UFDs, although Nissen & Schuster (2010) found low
[α/Fe] stars in the outer halo, consistent with a contribution to the halo from systems
with lower [α/Fe] (Frebel & Bromm 2012).
As discussed in Section 1.2, the lowest mass galaxies may experience only a short
burst of star formation before feedback from stars or the epoch of reionisation perma-
nently quenches star formation in a system. The chemical signatures of such a ‘one-
shot’ enrichment scenario were predicted by Frebel & Bromm (2012). They predicted
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that stars in such systems would show large variations in [Fe/H] (∼ 1 dex), [α/Fe] sim-
ilar to or higher than the Galactic halo abundance of 0.35, and no s-process enrichment
from AGB stars. Of the UFDs, they found that Ursa Major II was the best fit to these
criteria, while Coma Berenices, Bootes I, Leo IV and Segue I were reasonable candi-
dates.
Figure 1.7: Figure 4 from Vargas et al. (2013) showing [α/Fe] vs [Fe/H] in their ob-
served UFDs. Most systems show a decline in [α/Fe] with increasing [Fe/H], suggest-
ing that they formed stars for greater than 100 Myr.
Vargas et al. (2013) observed [α/Fe] for 61 stars in eight UFDs, as shown in Fig-
ure 1.7. They found that six of the eight systems showed a decline in [α/Fe] with in-
creasing [Fe/H]. This is evidence of self-enrichment, and is inconsistent with the Frebel
& Bromm (2012) scenario discussed above. However, the remaining two systems, Ursa
Major II and Segue I, were found to be good fossil candidates, showing enhanced [α/Fe]
across a wide range of [Fe/H]. Further evidence for Segue I being a fossil galaxy was
provided by Frebel et al. (2014), who presented high-resolution spectra for all seven
red giants in the system. Three of the seven stars showed [Fe/H] <−3.5, all seven are
alpha enhanced, with [α/Fe] ∼ 0.5, and six of the stars showed low neutron-capture
abundances, consistent with enrichment by a single supernova.
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1.6 Damped Lyman-α systems
Damped Lyman-α systems (DLAs) provide an alternative method of investigating the
chemical signatures of the first generations of stars. A DLA is a dense region of neutral
hydrogen gas that lies between an observer and a distant bright source, usually a quasar.
The spectrum of the quasar shows absorption at the frequency corresponding to the
energy of the transition between the lowest and second-lowest levels of the hydrogen
atom. At redshifts z∼ 2−4, this frequency lies in the visible part of the electromagnetic
spectrum and the systems can therefore be observed using ground-based telescopes.
The DLAs are the densest class of these systems, with N(HI) > 2×1020 cm−2.
Most DLAs at z ∼ 3 have metallicities [Fe/H] ∼1/30 (Pettini et al. 1997; Jorgen-
son et al. 2013) and are believed to trace galaxies with masses Mvir ∼ 109− 1011 M
(Pontzen et al. 2008; Fumagalli et al. 2011; Cen 2012; Bird et al. 2013). Some DLAs
show much lower metallicities and can be used to investigate the chemical signatures
of the early baryonic systems (Pettini et al. 2008; Cooke et al. 2011a,b, 2013, 2015).
DLAs follow a mass-metallicity relation (Wolfe & Prochaska 1998; Ledoux et al. 2006)
such that more metal-poor systems are likely to be less massive. The lowest mass dwarf
galaxies are too faint to be directly observed beyond the local universe, but are believed
to have formed stars at the redshifts of the DLAs and must therefore have contained
dense neutral gas at this time. DLAs can be detected at high redshift because the light
that allows us to make the detection comes from a background source which is bright
enough to be observed at z > 2.
The kinematics and metallicities (both [Fe/H] and [α/Fe]) have been determined for
23 DLAs with [Fe/H] <−2.0 (Cooke et al. 2015). The kinematics of these systems are
consistent with the lowest mass Local Group dwarf galaxies, with 19 of them having
line of sight velocity dispersions of less than 20 kms−1, similar to that of the Milky Way
dwarf spheroidals, including UFDs (McConnachie 2012). Cooke et al. (2015) were able
to decouple the turbulent and thermal broadening of the line profiles of 9 DLAs, finding
that they typically contained 104−7 M of warm neutral gas with Tgas ∼ 104 K.
Like the UFDs, DLAs show enhanced [α/Fe] at low [Fe/H] (Cooke et al. 2011b;
Rafelski et al. 2012; Cooke et al. 2015). Figure 1.8 shows that the lowest metal-
licity DLAs have very high [α/Fe], with a decline at [Fe/H] ∼ −3.0. DLAs with
[Fe/H] <−2.0 also show a decline in [α/Fe] (Vladilo et al. 2011). The simplest expla-
nation for this is that the enhanced [α/Fe] at the lowest [Fe/H] results from Population
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III stars, with the first decline resulting from Type II supernovae from lower mass (8-
20 M) stars and the second decline resulting from Type Ia supernovae (Cooke et al.
2015). However, [α/Fe] is suppressed for −3.0 < [Fe/H] < −2.5 compared to stars
in UFDs and to the average of 0.35 expected from Type II supernovae in a Kroupa or
Salpeter initial mass function. Possible causes of this include a truncated initial mass
function, a contribution from Type Ia supernovae, or differences in modelling tech-
niques involved with determining [α/Fe], as the observational techniques and elements
used differ between DLAs and UFDs. This will be discussed in more depth in Chapter
6.
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Figure 1.8: [α/Fe] vs [Fe/H] for very metal-poor DLAs. Plot produced using data from
Cooke et al. (2015).
Some very metal-poor DLAs are carbon enhanced, showing similar abundances in
[C/O] to carbon enhanced metal-poor (CEMP) stars in the Milky Way halo (Pettini et al.
2008; Cooke et al. 2011a). In general, [C/O] is expected to increase over time for two
reasons (Akerman et al. 2004). Firstly, higher metallicity stars undergo greater mass
loss, resulting in more carbon being ejected before being converted to oxygen. The
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second reason is the delayed contribution by low and intermediate mass stars (AGB en-
richment), which yield more carbon relative to oxygen than typical Type II supernovae.
The metallicities of the most metal-poor DLAs indicate that at the time they are ob-
served, they have been enriched by few supernovae and are therefore unlikely to have
formed stars for long enough for AGB enrichment. Furthermore, they do not show evi-
dence of enrichment by Type Ia supernovae, which occurs on similar or slightly longer
timescales than AGB enrichment. The carbon enhancement is instead believed to result
from Population III stars (Pettini et al. 2008). Kobayashi et al. (2011) provide simula-
tions suggesting that a very metal-poor DLA with [C/Fe] = 1.53 2 (Cooke et al. 2011a)
could be explained by enrichment from a star which ended its life as a 3-6 M black
hole. The lighter elements such as carbon in the outer layers would be less susceptible
to fallback than the heavier elements such as iron.
1.7 Outline of this thesis
This thesis uses hydrodynamical models to investigate how massive a galaxy needs to
be to survive the impact of a 25 M star, then explores the effects of extended star for-
mation, allowing comparison with observed systems. Chapter 2 discusses the impact of
a supernova on the gas in dark matter halos with masses Mvir = 105.5−6.5 M. Chapter
3 extends this work to include the effects of a precursor wind and ionisation field, con-
sistent with a Type II supernova from a 25 M star. Chapter 4 investigates the effects
of extended star formation on enriching the gas, using the models from Chapter 3 as a
template. The chemical abundances obtained are compared to the abundances of UFDs.
Chapter 5 compares the star formation history given by the model in Chapter 4 with
star formation histories determined from Brown et al. (2014), determining how well
each fits the observed chemical abundances of six UFDs. Chapter 6 presents predicted
DLAs along lines of sight in our models, comparing their kinematics and metallicity
to observed very-metal poor DLAs from the literature. Finally, Chapter 7 presents the
conclusions from the thesis, and discusses the likely impact of the next generation of
instruments on the study of low-mass galaxies.
2The carbon abundance of this system has since been revised to [C/Fe] = 0.58, however remains
greater than that of a typical very metal-poor DLA by 2.4σ (Cooke et al. 2015)
Chapter 2
Effect of a supernova on a low-mass
galaxy
In this chapter we investigate the survival of small galaxies after a single supernova
event. Here we only consider energy injection from the supernova impulse without
consideration of prior evolution, consistent with a prompt Type Ia supernova event.
In Chapter 3, we extend the models presented here to include a precursor wind and
ionisation field, as is expected in the presence of a Type II supernovae, which occur at
the end of the life of a massive star. Type Ia supernovae are not preceded by this strong
preionisation because they occur in binary systems in which at least one of the stars is
already a white dwarf, meaning that both stars must be less massive than 8 M.
This work was written in collaboration with Joss Bland-Hawthorn and Ralph Suther-
land.
2.1 Abstract
A widely held view is that a “mini halo” with a total mass of Mtot . 108 M in dark
matter is unlikely to retain any baryons because (i) a single supernova (SN) event can
sweep out all of the gas, and (ii) such a halo cannot retain cold gas during the epoch
of reionisation. But we show that a clumpy medium is much less susceptible to SN
sweeping (particularly if it is off-centred) because the coupling efficiency of the explo-
sive energy is much lower than for a diffuse interstellar medium. With the aid of the 3D
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hydro/ionisation code Fyris Alpha, we show that sufficient baryons are retained follow-
ing a single supernova event in dark matter halos down to 3× 106 M (total mass) in
the presence of radiative cooling and down to 8×106 M in adiabatic models. In these
models, the gas survives the SN explosion, is enriched with the specific abundance
yields of the discrete events, and reaches surface densities where low mass stars can
form. Our highest resolution simulations reveal why cooling is so effective in retaining
gas compared to any other factor. In the early stages, the superhot metal-enriched SN
ejecta exhibit strong cooling, leading to much of the explosive energy being lost. This
remains true regardless of the assumed metallicity floor at the time of the explosion.
Consistent with earlier work, the baryons do not survive in smooth adiabatic or smooth
cooling models in the event of a supernova. The smallest galaxies may not contribute
a large fraction of baryons and dark matter to the formation of galaxies, but they are
likely to carry important chemical signatures that were laid down in the earliest epochs
of star formation, as we show. These signatures may allow us to distinguish a genuinely
small galaxy from one that was stripped down to its present size due to tidal interaction.
We discuss these results in the context of recently discovered ultra-faint dwarf galaxies
and damped Lyα systems at very low metallicity ([Fe/H] ∼ −3). These new results
show that at least some ultra-faint dwarf galaxies have masses consistent with being
primordial systems that have largely retained their original mass.
2.2 Introduction
One of the most important questions in astrophysics today is what constituted the ear-
liest baryonic systems, and whether relics of these survive to the present day. Primor-
dial objects are important to identify at any redshift because these may retain chemical
signatures of the first and second generations of stars (Karlsson et al. 2013, hereafter
KBBH). The modern view is that the earliest baryonic systems must contain some dark
matter to allow baryon cooling to proceed in order to form the first star (Abel et al.
2002). This gas collapse and cooling may have started as early as z ∼ 30 in a dark
matter halo with a mass of roughly Mvir ∼ 105 M. The first stars are thought to have
been very massive, short lived, and unique to their time (Yoshida et al. 2006; Gao et al.
2007).
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There appears to be an emerging consensus on the main processes involved in form-
ing the first stars because the hydrodynamical processes appear to be relatively well
defined (Bromm & Yoshida 2011). The same cannot be said about their chemical yields
(KBBH). Some of these stars may well have seeded the first black holes in their cores,
as is suggested by the existence of quasars at z ≈ 7 (Mortlock et al. 2011). The initial
black hole seed must have been very massive (& 30 M) for it to have grown suffi-
ciently rapidly to explain the existence of the highest redshift quasars. An unknown
combination of metals is expected to fall back onto the black hole seed (Podsiadlowski
et al. 2002; Umeda & Nomoto 2003) thus complicating any attempt to deduce the first
stellar yields.
The details of the hydrodynamic processes leading to ‘second stars’ and subsequent
generations are less well understood (Clark et al. 2011; Greif et al. 2011). Whether
long-lived, low mass stars emerged depends in part on whether dust formed from the
ejected material of the first stars (Clark et al. 2008). If dust did not form in appreciable
amounts, the cosmic microwave background inhibits gas cooling, in which case low
mass stars may not have emerged until z. 10 when mean metallicities reached ∼ 10−4
Z (Schneider & Omukai 2010; Bromm & Yoshida 2011). Recently, an extremely
metal poor star has been found ([Fe/H] = −4.9) with the lowest metal-mass fraction
to date (7.4× 10−7 Z), suggestive of a low mass star that formed immediately after
the first generation (Caffau et al. 2012). This is an important discovery because it may
indicate that stellar ensembles exist today that formed before or soon after the onset of
reionisation. One possible class of such objects are the ultra-faint dwarfs. In a recent
survey, three of these extremely faint systems were found to be at least as old as the
oldest globular cluster M92 and synchronised within 1 Gyr of each other (Brown et al.
2012): their extended star formation histories may have been dramatically curtailed by
a global event such as reionisation.
Globular clusters like M92 are another class of objects that may have preceded
reionisation. Peebles & Dicke (1968) considered the possibility that the first structures
were fully baryonic, more specifically globular clusters that formed before the first
galaxies came together. These early baryonic systems may have been more massive
than the typical cluster masses observed today in order to account for their enhanced
metallicities (Conroy & Spergel 2011; Conroy 2012). How globular clusters fit into the
early history of galaxy formation, and what they have to tell us about the first stellar
generations (e.g. Caloi & D’Antona 2011), remains a mystery.
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So what were the first stellar objects? Was this exclusively the domain of the most
massive stars, or did these occur within clusters comprising even greater numbers of
intermediate or low mass stars (Tsuribe & Omukai 2008; Clark et al. 2008), and do
any of these stars survive to the present day (Okrochkov & Tumlinson 2010)? There
are few if any reliable observational constraints thus far. In this paper, our goal is to
explore astrophysical situations in which very low mass galaxies (Mvir < 108 M), i.e.
baryons confined by dark matter, have survived from ancient times to the present day.
These objects are of great interest because they must have preserved chemical signatures
of early star formation and therefore could provide direct constraints on the properties
of the earliest generations of stars.
The role of reionization. In our new low-mass halo models presented below, we con-
sider the recent claim that star formation in UFDs finished before reionization (Brown
et al. 2014), although the isochrone ages are sufficiently uncertain that some of it may
have continued long after (Weisz et al. 2014b). For star formation to have started so
soon, some gas must have cooled and settled into the potential well before the onset of
reionization. We stress that complete reionization does not completely exclude ongoing
star formation for masses below Mcrit (e.g. Susa & Umemura 2004a,b; Dijkstra et al.
2004). For it to continue to later times, the nuclear gas density must be high enough to
shield the central regions from a global ionizing event.
Consider the time it takes for the gas to evaporate from the low mass halos. For
a cosmic ionising UV intensity J0 = 10−21 erg cm−2 s−1 Hz−1 sr−1, with a moderate
power–law form of fν ∝ ν−2, we obtain an ionisation flux of ∼ 2× 105 photons s−1
cm−2. The rate of evaporation of hydrogen atoms off the surface of a confined gas
cloud, of radius 50 pc (∼ 3×1041 cm2), assuming one ionising photon evaporates one
hydrogen atom, is then given by
m˙evap ∼ 1.5×10−3(nr+1)−1 M yr−1, (2.1)
where the nr term allows for the number of recombinations in the escaping wind. Thus,
the timescale for evaporation for the 104− 105 M of gas in the models shown here
(τevap ∼ fbMmin/m˙evap) can exceed 108 yr, which is long enough for star formation to
proceed in the interior while the outer regions are evaporating. A number of authors
have noted that H2 formation is enhanced for the case where a small amount of ionis-
ing photons reach the core (Kang & Shapiro 1992; Tajiri & Umemura 1998; Susa &
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Umemura 2000, 2004a). Some of these processes may assist ongoing star formation in
UFDs after the onset of reionization (Weisz et al. 2014b; Brown et al. 2014). The role
of reionization is explored in more depth in Bland-Hawthorn et al. (2015).
The impact of galactic winds. An alternative route to suppressing star formation in low
mass systems is to consider the effect of starburst-driven winds observed in some dwarf
galaxies today (Mac Low & Ferrara 1999). In their 2D axisymmetric models, the en-
ergy from a central explosion is found to couple efficiently to a smooth gas component
confined by a flattened disk. Once again, these models excluded any gas surviving in
a dark-matter halo with Mvir . 108 M. It is this work that has motivated the present
work in light of what we now know of galactic winds (Veilleux et al. 2005). Just how
well does the hot wind fluid couple to the dense interstellar medium, particularly if it is
clumpy rather than smooth? And what is the impact of an off-centred explosion? We
consider both of these outcomes to be highly likely at any epoch and therefore both
cases must be considered in detail.
In this chapter, we investigate the conditions under which a ‘minimum mass’ stellar
system confined by a dark-matter halo, specifically a relic of the early universe, survives
to the present day. We consider feedback arising from high-mass stars due to their
stellar winds, their radiation fields, and their subsequent supernova explosions. We find
that these limiting cosmological systems conceivably had total masses of Mtot,min ∼ 107
M, well below the limit of what is thought to have survived the reionisation epoch. In
Chapter 4, we present new calculations of chemical evolution within these ‘minimum
mass’ galaxies over cosmic time. Conceivably, we can hope to learn about the star
formation before, during and immediately after the reionisation epoch from distinct
chemical signatures in these low mass systems (e.g. Bland-Hawthorn et al. 2010).
In our new models, the initial baryon fraction is of order fb≈ 10% although the final
baryon fraction can be orders of magnitude smaller. This is consistent with observations
of all dark-matter dominated systems observed today (McGaugh et al. 2010) and is
expected from theory (Barkana & Loeb 1999; Gnedin 2000b). As we shall see, our new
models may explain some ultra-faint dwarf galaxies (Willman et al. 2005a; Irwin et al.
2007; Simon & Geha 2007; Martin et al. 2008; Strigari et al. 2008) and the peculiar
chemical signatures observed in very metal poor damped Lyα systems (Pettini et al.
2008; Penprase et al. 2010; Cooke et al. 2010, 2011a). We discuss our new simulations
in light of both classes of objects.
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In Section 2.3, we describe the scope of our numerical experiments. The model
parameters are summarised in Section 2.4. In Section 2.5, we introduce the simulations
and present our results in Section 2.6. In Section 2.7, we discuss these results in light
of new observations before giving the conclusions in Section 2.8.
2.3 Statement of the problem
2.3.1 What is a first galaxy?
Our interest in galaxy systems with the lowest possible mass arises from a desire to
understand the chemistry of the first stars (KBBH; (Frebel & Bromm 2012). Our as-
sumption is that the surviving remnants of the first galaxies will have small dark halo
masses and possibly low baryon mass fractions for the reasons outlined in Section 2.2.
Many of these systems will have merged with larger galaxies long ago, but some are
likely to be falling into larger systems today for the first time.
So what constitutes a first galaxy? It must retain a long-lived stellar system and
presumably a confining dark matter halo. Whether low mass stars formed alongside or
immediately after the first stars is unknown. It is likely that the process was patchy,
with the very first stars forming in rare density peaks, but with an increasing fraction of
the universal volume becoming ionised as the first stellar generation took hold.
Here we make the simple assumption that the universe was enriched to a thresh-
old metallicity of order [Fe/H] =−4 before reionisation was complete (e.g. Bromm &
Yoshida 2011). Some of this gas was accreted onto low-mass dark matter halos, and
star formation began. Our threshold metallicity allows us to consider a ‘normal’ initial
mass function in order to describe how star formation proceeded (Bromm et al. 2001;
Schneider et al. 2002). Given the low baryon content of our models, it is conceivable
(albeit a rare event) that low-mass star formation took hold in these early halos even be-
fore a second-generation supernova event polluted the gas. Thus there may be remnants
of first galaxies that provide direct information on the first stellar yields.
However, in the systems relevant to our work (ultra-faint dwarfs, very metal poor
DLAs), some of the detected elements (e.g. Sr) can only have arisen from supernova
ejecta. Thus, our ‘first galaxy’ (minimum mass) models have the more stringent re-
quirement that they can survive one or more supernova events during their lifetime. In
order to experience more than a single star-formation episode, a very small galaxy must
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retain enough gas in the face of the energy outflow from a single star–forming episode
for a second one to occur, perhaps at a much later time. A large burst of energy such
as a supernova could either heat the galaxy ISM and halt star formation or completely
evacuate the star-formation region of gas. This will cut off star formation until such
time as the halo re-accretes the blown-out gas, assuming this is allowed by the environ-
ment. Thus, a ‘first galaxy’ is one that must retain sufficient gas to form stars in the
wake of at least a single supernova event.
This is not a contrived circumstance and we show later (Section 2.7) that there
may already be observations to support such a scenario. It is conceivable that there
are situations in which only one or two supernovae occur within a single star-forming
“burst”. Hurley-Keller et al. (1998) identify several starburst epochs in the Carina dwarf
with the first of these taking place of order ∼10 Gyr ago. At that time, the surface
density of the star formation rate (s?) within the core was roughly 10−3 M yr−1 kpc−2
over the period of the burst, T0. This timescale is now well established in starburst
galaxies (Sharp & Bland-Hawthorn 2010) such that To . 10 Myr.
2.3.2 Star formation and supernovae
To test the plausibility of a single supernova event occurring in our models, we consider
a simple model of star formation. We consider dark-matter potentials with an Einasto
profile over the virial mass range log[Mvir(M)] = 5.5, 6.0, and 6.5 (Nichols & Bland-
Hawthorn 2009); we refer to these models as M55, M60, M65 respectively. The initial
baryon fraction is assumed to be roughly 10% within the virial radius (e.g. Krumholz &
Dekel 2012). We assume that star formation occurs where the gas is densest, i.e. within
a radius enclosing 50% of the baryons (r0.5g), a volume over which the gas density is
within a factor of 6 of the maximum central value.
For the three models (M55, M60, M65), the enclosed gas masses are (2.8× 103,
9.5× 103, 2.5× 104) M and thus the average gas surface densities are (2.1, 2.6,
3.3) M pc−2. In the clumpy gas models, there are order of magnitude variations in
local gas density. From direct observation, we know that star formation takes place at
these moderately low column densities over a range of metallicities down to [Fe/H] ≈
−1 (e.g. Bigiel et al. 2008). As these authors show, the star formation efficiency is ob-
served to vary wildly below 9 M pc−2 with a median value of only a few percent. Little
is known about how the star formation rate depends on metallicity, but it seems likely
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that it declines with [Fe/H] due to the difficulty of forming H2. We stress, however, that
the inferred value of s? in Carina is comparable to what is observed in the outer metal
poor regions of spiral galaxies (e.g. Bigiel et al. 2008), and this dwarf galaxy somehow
managed to form long lived stars at much lower metallicities.
For a star formation efficiency of 2% (Kennicutt 1989), the expected total stellar
mass over the lifetime of the system is (56, 190, 670) M. If we assume a Kroupa mass
function, roughly one fifth will end their lives as supernovae. These rough estimates are
susceptible to stochastic processes. If we scale the projected star formation rate per unit
area to the largest burst in Carina (∼ 10−3M yr−1 kpc−2), the timescales required to
form these stellar masses are (44, 54, 52) Myr, for a half gas-mass radius of (20, 34, 55)
pc (see Section 2.4.1 for further details on the halo properties). These timescales imply
multiple bursts over the star forming lifetime of the halo.
While different choices of the size of the star-forming region or baryon fraction may
alter these results, we would not expect this to alter the overall conclusion that a single
supernova event is plausible. An alternative approach is to ask how many supernovae
are expected to explode over the duration of a starburst To. The results given in Table 2.1
show that SN events are rare in the M55 model, occur one third of the time in the M60
model, and two thirds of the time in the M65 model.
Table 2.1: Likelihood of supernova events given Carina star formation rate for 10 Myr.
tSN is the median length of time between supernoave in Myr.
M55 M60 M65
0 63.6% 28.5% 3.5%
1 33.7% 45.7% 15.8%
>1 2.7% 25.8% 80.7%
tSN 28 10 3
2.3.3 The impact of pre-ionisation from hot young stars
We point out that the pre-supernova phase can be an important factor in removing gas.
While there may be no O stars and only a few B stars, the low gas masses in our models
mean that even B stars can have a significant impact on the ISM. In the worst case
scenario, a star at the halo centre can ionise an amount of gas, Mion ∼ S?mp/αnH M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where α is the total recombination coefficient, mp is the mass of the proton, and nH is the
hydrogen density. Using the Schaerer (2003) models at a metallicity of [Fe/H] = -4.0,
the mean ionising rate averaged over the Kroupa initial mass function is S? ∼ 4×1048
phot s−1 for the M55 model, 1×1049 phot s−1 for M60, and 3×1049 phot s−1 for M65.
Taking the worst case scenario where the most massive stars are near the centre, the total
ionised masses are 1.7×103 M for M55, 6.1×103 M for M60 and 2.2×104 M for
M65. In each case, approximately a third of the neutral gas can be ionised. This is likely
to have a significant impact in reducing subsequent star formation. But the more likely
situation is not expected to be so severe. Because the total amount of star formation
is small in our models, stochastic effects can dominate. The median radiation levels
expected are more biassed to B stars rather than rare O stars, and the ionised masses
can be much less than 10%. The effect of pre-ionisation from a massive star will be
discussed in depth in Chapter 3.
2.4 Model parameters
2.4.1 Numerical models
In our experiments, we look at a series of spherically symmetric initial gas distributions
in hydrostatic equilibrium, detonate a single supernova, and track the ability of the
potential to retain significant amounts of gas over 25 Myr. We consider the period prior
to the onset of cosmological reionisation when stars were forming for the first time,
although our models may account for objects that survived well into the reionisation
phase and beyond.
We make the important assumption that the confined gas has a fractal distribution
before the supernova explodes. There are two reasons for this assumption. First, the
infalling gas becomes shocked and highly inhomogeneous close to the dark halo core
(Bertschinger 1985a,b; Haiman et al. 1996b). Secondly, a high mass star that is destined
to become a supernova injects mechanical and ionising energy into the surrounding gas
prior to the explosion. This energy input drives turbulence in the surrounding gas.
In looking for possible key factors in the retention, we consider the following sce-
narios:
• Abundances & cooling: We use chemical abundances that approximate primor-
dial conditions starting at [Fe/H] =−4.0; we compute models with cooling, and
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Figure 2.1: The variable cooling function, using compositions encountered in the sim-
ulations. In each pane, the heavy line is the total cooling. The thin solid line is cooling
due to hydrogen, the dash-dot line is due to helium, and the metals combined produce
the small dotted line. In the single supernova model, the internal metal ratios are fixed
by the supernova composition, and are grouped in to a single function. When multiple
supernovae are considered, this will be generalised to allow for varying metal – metal
ratios.
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adiabatic models with cooling artificially turned off. The cooling function and
the mean molecular weight, µ , as a function of gas temperature are presented in
Figure 2.1; the abundances are given in Table 2.6.
• Clumpiness: We consider models with quasi–fractal cool star–forming gas, and
comparison models where the gas is homogeneous and smooth. The key point
here is that the degree of coupling between the supernova energy and the sur-
rounding medium will depend on whether the medium is smooth or structured.
• Central and off–centre explosions: We consider a single 1051 erg supernova ex-
plosion (SNe), located either at the geometrical centre of the halo potential, or off
centre at a radius that encloses half the mass contained inside one scale radius of
the potential. Supernovae that occur away from the centre have an asymmetric
environment.
This gives, in combination, 8 scenarios for each of the halo masses considered. In each
case, the mass and energy contained in the inner scale radius is integrated at 25 kyr
intervals and plotted over the course of the simulation to obtain estimates for the masses
retained at late times.
In the Fyris Alpha models presented here, we use a fixed dark matter potential that
dominates everywhere. Future models will include self-gravity in the gas. Therefore
we limit the initial baryonic mass inside a scale radius (rs) to be 10% of the dark matter
mass inside that radius. This results in an overall baryonic fraction out to the virial
radius (rvir) of 12%, less than the canonical∼ 17% global baryonic mass fraction. Hav-
ing less mass in the halo for the supernova to accelerate and heat is expected to make it
easier to evacuate the halo, and is thus a conservative assumption. If the models retain
gas with these lower mass fractions, they can be reasonably expected to do so with more
gas in place.
2.4.2 Dark matter halo
In recent years, high-resolution CDM models have identified the need for a halo density
profile that has an additional parameter beyond those used in the NFW profile (Springel
et al. 2008; Hayashi et al. 2004). The profiles seen in their high resolution simulations
display local density derivatives that are power laws of radius, unlike the NFW profile
that has asymptotic behaviour at small radius. They invoke a generalised exponential
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Table 2.2: Model Parameters: The cosmology is fixed by the halo formation redshift,
z. The normalised Hubble constant h = H0/100 km s−1 Mpc−1, the dark energy density
ΩΛ and the dark matter density ΩM. The Einasto halo properties (see text) are fixed
by the concentration parameter, α , and the halo dark matter density contrast with the
ambient medium, ∆, defined at redshift z. This density contrast can be expressed as ∆c
averaged over the virial radius and normalised to the mean critical density ρc, or as ∆u
normalised to the universal mass density < ρu >. The halo potential is defined by its
scale radius rs, the mean density and mass within this radius ρs and Ms. The halo virial
mass is Mvir within the virial radius rvir = xvirrs; M300 is the mass within 300 pc and
Mtot is the mass integrated to infinity. For the baryons, cs and cs,iso are the adiabatic
(physical) and isothermal sound speeds in the gas with mean temperature Tgas. This
gas has a central density (number density) of ρgas,0(nH,0) with a virial (total) mass of
Mgas,vir(Mgas,tot). Note that the initial baryon fraction fb ≈Mgas,s/Ms ≈Mgas,vir/Mvir ≈
10% and the radius containing half the initial gas is r0.5g.
Cosmology: α h ΩΛ ΩM
0.18 0.7 0.7 0.3
z ∆c ρc(g/cm3) ∆u 〈ρu〉(g/cm3)
10.0 177.5 3.68E-027 591.7 1.11E-027
Dark Matter:
rs ρs xvir rvir
Model (pc) (g/cm3) (pc)
M55 33.2 1.02E-023 5.98 198.5
M60 55.0 7.73E-024 5.29 291.3
M65 91.3 5.87E-024 4.69 427.6
Ms Mvir M300 Mtot
Model (M) (M) (M) (M)
M55 5.64E+04 3.16E+05 4.10E+05 9.43E+05
M60 1.94E+05 1.00E+06 1.02E+06 2.73E+06
M65 6.73E+05 3.16E+06 2.36E+06 7.90E+06
Baryons:
cs cs,iso Tgas Mgas,vir
Model (km/s) (km/s) (K) (M)
M55 2.70 1.91 5.33E+02 3.87E+04
M60 3.90 2.76 1.11E+03 1.19E+05
M65 5.63 3.98 2.32E+03 3.66E+05
r0.5g ρgas,0 nH,0 Mgas,s
Model (pc) (g/cm3) cm−3 (M)
M55 20.8 4.09E-23 17.2 5.63E+03
M60 34.5 3.11E-23 13.1 1.94E+04
M65 57.1 2.36E-23 9.91 6.73E+04
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Figure 2.2: Left: Dark matter and initial gas density (neutral gas, µ = 1.21, β = 2.0).
Right: The potential functions, −Φ, and enclosed dark matter masses. Both panels:
Heavy curves for M60 models, key intersections with the scale radii, rs, and virial radii,
rrmvir, are marked with dots. Dashed curves M55 models, thin solid curves M65 models.
function that has this property, and note that is has been used in the past by Einasto
(1965) in the context of galactic halo spatial densities1.
We use the “Einasto function,” a generalised exponential, to form a dimensionless
potential defined by the parameters α , a halo concentration factor, and ∆, the density
contrast of the halo with respect to the universal background, discussed by Nichols
& Bland-Hawthorn (2009). We consider three halo mass models (M55, M60, M65)
defined in Section 2.3.2. The total halo masses are (3.0, 2.7, 2.5) times the virial mass
respectively (see Figure 2.2). The halo and gas properties are summarised in Table 2.2.
Our normalisation uses a density function value of 1/e at the scale radius, rs. This
gives a slightly different set of scaling constants, but recovers exactly the same physical
quantities as the 14–scaling used in Nichols & Bland-Hawthorn (2009). This change
was motivated by wanting to compare with dimensionless isothermal potentials used
by Sutherland & Bicknell (2007), which also obtained a scaled density value of 1/e
at the scale radius. (We refrain from using the popular ‘core’ radius because, unlike
the isothermal potentials, the generalised Einasto functions do not have a distinct core
region; here we use rs throughout.)
The parameters used are based on those of Duffy et al. (2008). As their fits to the
halos are measured over a relatively low redshift range, we extrapolate these properties
1This has the same functional form as the projected Sersic profile but the 2D function does not trans-
form to the same underlying radial density distribution.
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back to a redshift of z= 10. It would be helpful to extend studies like Duffy et al. (2008)
to earlier phases of cosmological models, to reduce the uncertainties in the extrapola-
tion. The derived virial radii (200-430 pc) and scale radii (30-90 pc) are consistent with
observations of present day UFDs. So if dark matter halos decouple from the cosmic
expansion at z ∼ 10, they would remain compatible with at least some of the present
day objects.
2.4.3 The cold interstellar medium
In our simulations, we introduce a non–uniform medium to study the influence of in-
homogeneity on the dynamical interaction between the supernova ejecta and the sur-
rounding gas. To assess the importance of inhomogeneity, we run both homogeneous
(smooth) and inhomogeneous (clumpy) models and compare the outcomes. Following
Sutherland & Bicknell (2007), to establish a non–uniform medium we make use of an
analogy with a turbulent medium. Rather than attempt to review this huge topic, we
refer the reader to astrophysically oriented reviews as a starting point for background
material (Elmegreen & Scalo 2004; Scalo & Elmegreen 2004).
We represent the non–uniform properties of the turbulent medium using three sta-
tistical characteristics: the variance, σ2F , the intermittency (by using log–normal dis-
tributions), and a self-similar power–law structure. We achieve both the property of
intermittency and power-law structure simultaneously with an iterative scheme first de-
veloped by Lewis & Austin (2002); see Appendix B for more details. Hence the initial
distribution of the ISM that we employ should be regarded as a physically motivated
generalisation of a homogeneous model.
We further simplify our turbulent medium by neglecting the velocity structure, and
focus on choosing statistical parameters to describe the density alone. This is justified
numerically by the relatively small turbulent velocities expected when compared to the
very large velocities found in our global SNe–ISM interaction. The velocities observed
in typical warm ISM conditions fall in a range of transonic to mildly supersonic values,
Mach 1-5 (e.g. Heiles 2004). At temperatures at or below 103 K, this corresponds to
velocities 4 km s−1. In our 0.1-1 kpc simulations over 107 yr timescales, the resulting
displacements amount to only a few cells at most, and are insignificant compared to
those of the energy bubble generated by the supernova outburst, where velocities of
many hundreds of km s−1 occur. Consequently, we do not impose a turbulent velocity
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field on the cold ISM medium.
2.4.4 Hydrodynamic calculations
The modelling was carried out using the Fyris Alpha code (Bland-Hawthorn et al. 2007;
Sutherland 2010). It solves ideal Euler hydrodynamic flows of gas with cooling and an
equation of state appropriate to astrophysical gasses, in the presence of a fixed gravita-
tional field. The code uses a third order semi–Lagrangian shock–capturing method that
is robust and well suited to the extreme temperatures and Mach numbers encountered
here.
The computational domain consists of a three dimensional nested series of cubic
meshes, as illustrated by the schematic in Figure 2.3. Each level is a factor of 3 smaller
in physical domain and higher resolution than its outer containing level, covering the
central third of the enclosing level. Each level is 2163 cells with an overall effective
resolution of 19443 cells.
A relatively low resolution outer level, L0, covers the halo out to ±6 scale radii,
and provides an outer reservoir and boundary condition for the main level of interest,
L1. The outer reservoir reduces or avoids completely any boundary artefacts on L1 due
to gravity bringing new gas onto the main level when infall conditions apply, keeping
level L1 as physically consistent as possible at all times. L0 contains the virial radius.
Velocities at the outer boundary are extremely small at all times considered here and
the outer L0 boundary is essentially fixed.
The main level, L1, covers a region of just over ±2 scale radii, and is the primary
region where the movement and evolution of mass and energy are measured. Early
epochs require higher resolution to resolve thin spherical shell radiative blast–waves,
so a third, inner injection level, L2, is added for to resolve the early phases of the SNe.
After 25 kyr, L2 is disabled and the remainder of the simulations are carried out on L0
and L1.
For each halo mass, the scale radius varies and so the resolution is variable. The
highest resolution, on level L2, is ∆x ∼ 0.25, 0.37, and 0.62 pc per cell for the M55,
M60 and M65 models. Thus the effective mass resolution is ∼ 104 M / 2163 or of
order 10−3 M; in practice, cell densities can vary by more than 4 orders of magnitude
across the grid.
The remaining key features of the calculations can be summarised:
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Figure 2.3: A 2D representation of the 3D computational domain. Each square repre-
sents a cubic domain enclosing the interior regions. The main level of interest is L1,
where the mass and energy transport during the explosions are measured. A third inner
level, L2, is used to resolve early epoch (t < 50 kyr) thin shell phases of the SNR.
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• A fixed gravity potential, interpolated locally by 3rd order PPM interpolation
to match the interpolation of the hydrodynamical algorithm, taking conservative
potential differences to compute mean accelerations.
• SNe simulated by depositing 1051 erg of energy as internal gas energy in a smoothed
spherical region, as small as possible while retaining spherical geometry well
enough to prevent gross non-spherical ‘pixel’ errors, typically 6 cell radius on
L2, corresponding to 1.5− 3.7 pc. This then takes the form of a pulse of low
density hot over-pressure gas which then expands, converting internal energy to
kinetic energy and doing work against the potential. Energy is also lost via cool-
ing.
• To allow for significant changes in the local metallicity in the models as the metal
rich-ejecta propagate through the models, a generalised cooling model has been
adopted that allows the local composition of each cell to be determined during the
simulation. Instead of a single cooling function and uniform molecular weight,
the cooling was separated into three components, representing hydrogen, helium
and heavier metals, and ionisation was taken into account.
The metal rich supernova ejecta were followed using a scalar tracer variable, ad-
vected passively, representing the supernova material, and hence the local helium frac-
tion and metal fraction. The local enrichment of the gas was thus computed at each
time step. Furthermore, the ionisation fraction of the components, precomputed with
the MAPPINGS III code (Allen et al. 2008; Sutherland et al. 1993) as a function of
temperature, allowed the equation of state to vary with the mean molecular weight,
ensuring more accurate shock temperatures, and allowing for a wider range of cool-
ing timescales caused by strongly varying composition. Figure 2.1 shows the resulting
computed cooling functions for a range of encountered compositions on the grids.
The gas phase abundances are discussed in Appendix A. We acknowledge that there
are large uncertainties in the yields from essentially zero metallicity stellar supernova
models. The yield of metals, particularly oxygen, could have an impact on the outcome,
lower mass supernovae giving less enrichment and cooling, while higher mass stars
could give more cooling. More detailed future work incorporating a range of supernova
progenitor masses will investigate the impact of different supernova assumptions. By
allowing for the ionisation and composition to vary from cell to cell, we obtain more
accurate species columns, for example, for neutral and ionised hydrogen.
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We focus on the hotter atomic and ionised phases of high pressure gas, and the cool-
ing therein, as that gas is volume filling and will have the primary effect on the global
dynamic evolution if any. Gas in the molecular phase is likely to be confined to the
centres of the densest cores, if present at all. As the outflows are all warm (> 104K),
they are expected to be atomic or ionised in any case. In the face of uncertainty in the
formation of H2 under primordial conditions and little or no information on CO cooling,
we leave molecular cooling out. It would be essential to include it if we were tracking
the (much longer) time required for the hot gas to re–cool back to star–forming temper-
atures 100 K, but here we are focussed on the initial halo gas retention problem. We
defer the star formation problem to more substantial investigations.
That we neglect molecular cooling in these simulations can be considered a conser-
vative approximation, but we expect it to have little effect on the global dynamics of
gas retention. More than 99.9% of the internal energy is lost by the time the gas cools
back below 104 K from early temperatures of more than 107 K, so only a tiny fraction
of the SNe energy is available to the molecular cooling in the present simulations.
We calculated the thermalisation efficiency as a check that our simulations correctly
handle cooling. The results are shown in Table 2.3. The thermalisation efficiency was
estimated by finding the ratio of the total energy at the time when gas is first leaving
the grid to the total initial energy. The calculated values should be considered upper
bounds, as it is likely that some cooling will occur at later times. From Thornton et al.
(1998), we expect the thermalisation efficiency to be ∼ 10%, which is consistent with
the results of our models (see Table 2.3).
2.5 Simulations
In the absence of considering the full initial value problem (i.e. infall, self gravity), we
assume that sufficient gas has already settled onto a spherical dark-matter halo, and that
it has dissipated energy and come to rough dynamical equilibrium.
Fundamentally, an isothermal hydrostatic equilibrium in a gravitational potential,
Φ, is only possible with a uniform medium, with the requirement that the local pressure
gradients oppose the local potential gradient, that is:
1
ρ
dP
dr
=−dΦ
dr
(2.2)
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where P and ρ are the gas pressure and density at a radius r. As the potential is smooth,
the pressure gradients must be well behaved. When the density is smooth also, a so-
lution for a given temperature is possible, with the temperature defining the pressure
scale height. However, when the density is no longer locally smooth, corresponding
local temperature variations are required to give the well-behaved pressure gradients
needed for hydrostatic equilibrium. Without a single global temperature, a range of
scale heights exist over the whole domain, and a single structure scale – and hence
equilibrium – is not strictly possible. However, in practice it is close to equilibrium,
and the timescales for change are much longer than those that describe the star forma-
tion in our models.
A simple virialisation argument suggests that in forming the halo, the resulting
gaseous medium will have an initial virial temperature Tinit = Tvir, supporting the gas
in the halo. The initial virial gas distribution scale would rely on a effective temper-
ature Teff ∼ Tinit, which would be a combination of a turbulent support and a thermal
pressure support (plus other terms such as magnetic fields which we neglect at present).
Crudely assuming equipartition, if the initial thermal pressure were lost by radiative
processes we would be left with a turbulent support of Teff = 0.5 Tinit ∼ 0.5 Tvir, or
simply β = Tvir/Teff = 2.0.
Here, without a means of constructing a consistent turbulent velocity field, we in-
stead use thermal pressure to produce the β = 2.0 gas distributions, making similar gas
distributions for all the mass models considered. This has the benefit of reducing any
central concentration differences in the models, leaving just the global gravity potential
as the key mass model difference.
For the M55-M65 models, this gives a global mean gas temperature of 500 – 2000 K,
and the fractal distributions, in density, result in temperature distributions shown in
Figure 2.5. In each case there are small gas fraction that extend even below 100 K,
compatible with a star forming region. However, if we were to extend the modelling to
higher masses, extending a pure thermal gas support, we would require gas temperatures
that may become unreasonably, and unphysically, high. Therefore, to extend to future
higher mass models we will need to include additional gas support in the form of direct
turbulent velocity fields, and/or magnetic fields, in order to keep the physical thermal
pressure low and maintain a range of reasonable temperatures.
We ran test models of a smooth gas in hydrostatic equilibrium, without sources of
heating or cooling, and the initial distribution remained steady for the elapsed time of
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the simulation (&100 Myr), i.e. much longer than the timescale of our star forming
episodes. The clumpy models, without cooling, evolve significantly to the smooth so-
lution on timescales of a few crossing times, i.e.
τcross ∼ rs/cs ∼ 100 pc/1 km s−1 ∼ 100 Myr , (2.3)
where rs is the scale radius of the Einasto halo; cs is the thermal sound speed for a
gas temperature of ∼ 103 K. Therefore, we set up a differential experiment where we
can compare directly fractal and smooth models that have the same mean properties
averaged over the distribution.
We adopt a mean gas density equilibrium distribution given by 〈ρ〉 = ρ0 exp(Φ)β
where β = Tvir/Tgas. Φ is the halo potential; the dynamical dispersion of the dark
matter halo is σ = βcs. Tvir = µmHGMvir/krvir is the virial temperature of the dark
matter halo for which k is Boltzmann’s constant, µ is the mean molecular weight of
the gas and mH is the mass of the H atom. Tgas is the average kinetic temperature
of the gas within the halo. For a given temperature and composition/ionisation state,
P ∝ ρ . So for homogeneous models, there is a uniform temperature everywhere such
that the local density ρ is equal to the mean density (ρ/〈ρ〉= 1.0). For fractal models,
ρ/〈ρ〉 = f (x,y,z) for which f is the normalised fractal, giving a distribution T ∝ P/ρ
that is the same for all the models using the same fractal modulation. The distribution
f has a mean value of unity and a variance of 5 (see Appendix B).
The mean density profile 〈ρ〉 is shown in Figure 2.2 for all three halo models as a
function of radius. The projected 2D gas distribution (density, pressure, temperature)
for the inhomogeneous M60 model is shown in Figure 2.4. The temperature histogram
for Figure 2.4D, and for the M55 and M65 models, is given in Figure 2.5. The tem-
perature distributions are clearly skewed and the lowest temperature regions fall below
100 K. The bulk of the ISM tops out at about 104 K, and thus covers the ranges of
temperatures seen in typical warm and cold neutral ISM media (Sternberg et al. 2002).
To model the energy injection from supernovae, we insert a bubble of hot gas with
the equivalent energy of 1051 erg, on the assumption that the supernova energy has
been thermalised on a scale much below our parsec-scale resolution. This high pres-
sure bubble expands and converts internal thermal energy to kinetic energy during the
expansion.
For the smooth models with cooling, it is important to provide additional smoothing
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Figure 2.4: The initial distributions of density, pressure and temperature for level L01,
model M60 with a fractal medium. Other simulation initial conditions are similar as
described in the text. Each panel is a logarithmic display with the maximum as black
and minimum as white. In each panel a scale radius rs is shown. A: (x− y) relative
column density, range −4.0 (white) – 0.0 (black). B: the central z = 0.0, x− y plane
of the relative density variable, range −5.0 (white) – 0.0 (black). The location of the
central SNe and the off–centre SNe are marked as black dots. C: the central z = 0.0,
x− y plane of the relative pressure variable, range −5.0 (white) – 0.0 (black). D: the
central z = 0.0, x− y plane of log Temperature, range 1.0(white) – > 4.0 (black).
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Figure 2.5: The initial gas temperature distribution for the material inside one scale
radius, rs, for the models with fractal clumpy media. Voids have higher temperatures
and occupy a larger volume than the cooler, denser clouds. The material between 104 K
and 106 K arises in the small spherical region that is evacuated prior to the supernova
injection onto the grid. There the local density is reduced to 0.01 of it’s original values.
The fractional volume this occupies remains small compared to the entire region inside
the scale radius. See text for details.
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to the boundary of the injection region to avoid the pixel errors that give rise to the
well known “carbuncle instability,” a problem that besets all published simulations to
date. This is especially strong in the case of smooth radiative models because of the
formation of the radiative thin shell. We reduce the impact of these effects by using an
injection region with a 3-cell radius smoothed with a Gaussian kernel (2 cell FWHM).
We locate our injection region either at the centre of the potential ((x,y,z) = 0) or
off-centred at the half gas-mass radius (r0.5g) listed in Table 2.2 found from integrating
the mean density curves in Figure 2.2. In Figure 2.4, the injection region is shown for
the M60 off-centred clumpy model.
We follow the evolution of the SN for T0 = 25 Myr taking snapshots at 25 kyr
intervals. This timescale is now well established in massive starburst galaxies (Sharp &
Bland-Hawthorn 2010). We analyse our results by summing the dynamically cold and
total mass, and internal kinetic energy, within one scale radius of the central potential
at each time step.
Table 2.3: Thermalisation efficiency in our models.
Central Explosions Off-Centre Explosions
Model Smooth Clumpy Smooth Clumpy
Time Adiabatic Cooling Adiabatic Cooling Adiabatic Cooling Adiabatic Cooling
M65 100% 8.1% 100% 11% 100% 9.8% 100% 11%
M60 100% 11% 100% 15% 100% 11% 100% 16%
2.6 Results
2.6.1 Gas retention: introduction
Our goal is to establish the low-mass limit of a spherical dark-matter halo that can retain
baryons after a single supernova event. We now present a snapshot of all 24 simulations
– 8 models for three different halo masses (M55, M60, M65)2 Table 2.4 presents the
total gas mass retained within r = rs and rvir after periods of t = 5 Myr and t = 25 Myr.
2All 24 simulations, i.e. 8 variants on three mass models, can be viewed at
http://miocene.anu.edu.au/smallgalaxy .
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Table 2.4: Percentage of Initial Mass Retained, inside rs and rvir
Central Explosions Off-Centre Explosions
Model Smooth Clumpy Smooth Clumpy
Time Adiabatic Cooling Adiabatic Cooling Adiabatic Cooling Adiabatic Cooling
Inside rs
M55
5 Myr 0.02 0.01 0.18 1.91 0.91 1.23 2.19 5.16
25 Myr <0.01 0.82∗ 0.02 3.36∗ 0.02 0.41 0.49 3.63
M60
5 Myr 0.05 2.39 1.39 17.7 7.75 33.3 14.0 42.4
25 Myr <0.01 19.5∗ 0.78 31.2∗ 2.79 16.9 5.95 35.6
M65
5 Myr 2.72 81.5 16.6 72.9 45.4 80.1 49.2 80.9
25 Myr 0.03 72.5 9.11 92.2∗ 18.4 65.0 30.4 92.1∗
Inside rvir
M55
5 Myr 17.4 99.4 33.1 96.7 32.4 90.9 39.5 90.3
25 Myr 0.05 15.4 1.15 22.1 0.52 10.5 2.49 20.0
M60
5 Myr 100.6 100.0 96.1 100.2 90.4 100.2 90.5 100.2
25 Myr 2.70 80.0 12.5 72.1 11.8 72.4 18.4 71.6
M65
5 Myr 100.1 100.0 100.3 100.0 100.2 100.0 100.2 100.0
25 Myr 43.6 100.0 52.1 99.9 56.7 99.7 59.9 98.7
Bold: < 50% retained, ∗: Increased Mass after some infall
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Table 2.5: Percentage of Initial Total Energy Retained, inside rs and rvir
Central Explosions Off-Centre Explosions
Model Smooth Clumpy Smooth Clumpy
Time Adiabatic Cooling Adiabatic Cooling Adiabatic Cooling Adiabatic Cooling
Inside rs
M55
5 Myr
Total 7.27 0.20 8.92 4.76 9.07 2.01 14.6 7.76
Internal 7.26 0.17 8.39 3.05 6.87 0.56 11.5 3.40
Kinetic 0.01 0.03 0.52 1.70 2.20 1.45 3.15 4.36
25 Myr
Total 0.08 3.30 0.09 5.08 0.46 0.32 0.50 3.83
Internal 0.08 3.03 0.08 3.46 0.29 0.19 0.41 2.31
Kinetic < 0.01 0.26 0.01 1.62 0.17 0.13 0.09 1.51
M60
5 Myr
Total 24.1 3.17 31.6 20.1 24.0 61.8 42.5 61.3
Internal 24.1 2.20 30.0 13.7 15.9 37.6 30.7 39.1
Kinetic 0.04 0.97 1.61 6.31 8.06 24.2 11.8 22.3
25 Myr
Total 0.35 33.6 1.46 40.1 2.44 15.4 5.37 34.6
Internal 0.35 31.3 1.04 33.1 2.29 10.0 4.19 26.6
Kinetic < 0.01 2.28 0.42 7.05 0.15 5.35 1.18 8.09
M65
5 Myr
Total 64.4 121.6 69.5 76.9 151.2 114.9 123.1 90.4
Internal 61.7 96.3 56.9 54.4 109.9 95.9 89.4 69.9
Kinetic 2.68 25.3 12.5 22.5 41.3 19.0 33.8 20.5
25 Myr
Total 2.68 77.8 12.2 97.6 15.7 62.9 27.9 88.3
Internal 2.68 76.9 8.29 83.9 12.5 56.5 21.9 74.5
Kinetic < 0.01 0.87 3.95 13.6 3.16 6.36 5.97 13.7
Inside rvir
M55
5 Myr
Total 25.3 2.74 39.8 31.2 34.8 61.4 58.5 90.2
Internal 25.1 1.82 31.8 14.6 20.5 14.5 32.5 33.1
Kinetic 0.22 0.91 8.08 16.6 14.3 46.9 26.0 57.1
25 Myr
Total 0.28 6.09 0.26 5.97 1.45 0.35 0.78 3.38
Internal 0.28 5.41 0.25 4.23 0.84 0.22 0.65 1.97
Kinetic < 0.01 0.68 0.01 1.74 0.61 0.13 0.13 1.41
M60
5 Myr
Total 99.7 319.1 170.3 200.6 213.0 254.1 251.4 207.9
Internal 86.9 175.0 106.0 99.2 117.8 148.0 140.7 108.2
Kinetic 12.8 144.1 64.4 101.4 95.3 106.1 110.6 99.7
25 Myr
Total 1.22 29.2 3.01 34.7 2.80 16.1 5.50 3.05
Internal 1.22 25.8 2.62 28.1 2.53 10.3 4.45 2.33
Kinetic < 0.01 3.41 0.39 6.61 0.27 5.81 1.04 0.72
M65
5 Myr
Total 631.0 144.5 450.1 144.1 443.2 157.1 402.1 137.1
Internal 378.2 117.9 257.9 100.3 301.3 125.3 254.1 98.5
Kinetic 252.8 26.6 192.1 43.8 141.9 31.8 148.0 38.6
25 Myr
Total 9.13 68.2 18.4 73.0 17.4 64.1 27.5 71.3
Internal 8.97 66.1 15.3 61.5 14.2 58.7 22.2 59.9
Kinetic 0.15 2.04 3.15 11.5 3.20 5.34 5.29 11.4
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We show results for smooth and clumpy media, for centred and off-centred explosions,
with and without cooling in the halo gas. The halos that retain less than 50% of their
original gas have their retention fractions emboldened.
We now discuss each of the models (M55, M60, M65) in more detail. We present
time-dependent 2D slices of the gas distribution at 0.25, 2.5, 10, and 20 Myr after the
explosion. Unless otherwise stated, all computations are performed over a 6483 grid
with two levels of the hierarchy (L0, L1) illustrated in Figure 2.3 (see Section 2.5.4).
In a few cases, it was necessary to investigate a 3-level hierarchy (L0, L1, L2) over a
19443 grid which we clarify below. We also present 1D plots of the evolution of the gas
retention fraction over the first 25 Myr after the explosion. These are particularly illus-
trative and allow us to discuss the role of internal and kinetic energy in the developing
explosion.
2.6.2 M55 models
2.6.2.1 M55 central explosions
The time-dependent behaviours of the M55 central explosions are illustrated in Fig-
ures 2.8 & 2.9. The outcomes of the four limiting cases are as follows:
A: Adiabatic Smooth Model. The inner region defined by r < rs marked by a black
circle is empty by 2.5 Myr. The supernova blast–wave drives an outer shock
that forms a thick hot shell. The inner evacuated region shows residual non-
spherical artefacts at the lowest density resulting from the spherical explosion
originating on a cubic grid, but this structure is insignificant when integrated over
the spherical region within r = rs. Essentially no gas remains inside rs at t =
5 Myr and beyond, or within rvir beyond 10 Myr.
B: Cooling Smooth Model. This case is treated with a 3-level grid. The results are
similar to A, but the swept-up outer gas has formed a thin radiative shell by
0.25 Myr. The losses mean the overall remnant is smaller; the inner region how-
ever remains essentially swept out. Some evidence of the inner L2 zone at the
origin can be seen in the lowest density gas at 2.5 Myr, but this artefact has been
washed out by the later stages. The third L2 level is needed to properly sample the
thin radiative shell at very early phases, and its success is shown by the circular-
ity of the outer thin shell at 0.25 Myr. The outer shell, while dense, is decreasing
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in density as it travels outwards and quickly becomes non-radiative, and slowly
thickens as a result, helping to maintain the spherical geometry at lower resolu-
tion across the L1 and L0 grids. Essentially no gas remains inside rs by 0.5 Myr
and although there is some infall resulting from cooling, at 25 Myr <1% of the
gas is within rs and only 15% of the gas is within the virial radius.
C: Adiabatic Clumpy Model. At 0.25 Myr, a few large clumps remain just inside rs,
and the energy blast is even larger than in the smooth case, covering essentially
all of the L1 domain and extending about 30% further in radius. This is due to
the energy travelling faster through the low density regions between the dense
clumps. Essentially no gas remains within rs at 5 Myr; by 25 Myr only 1% of the
gas is inside rvir.
D: Cooling Clumpy Model. This scenario is similar to case C, except the clouds have
increased in density because of cooling, and the flow of material into cooling
clumps has thinned the inter–cloud regions, resulting in very low density plasma
in the inter–cloud channels. The end point has both low density gas and higher
density filaments, but less than 5% of the gas remains within rs at 25 Myr. This
model retains >20% of the gas within the virial radius, which is more than any
other M55 model. In passing, we note a particular advantage of the clumpy me-
dia. Due to the lack of perfect spherical symmetry and the range of densities in
the initial clumpy medium (see Figure 2.4), the swept-up gas does not form a thin
radiative spherical shell, so increased resolution in the inner L2 zone at the origin
is not needed.
2.6.2.2 M55 off–centre explosions
The time-dependent behaviours of the M55 off-centre explosions are illustrated in Fig-
ures 2.10 & 2.11. The outcomes of the four limiting cases are as follows:
A: Adiabatic Smooth Model. The off–centre blast wraps around the density peak in
the centre. By 2.5 Myr, the central region has been fully shocked and heated; by
t = 10 Myr, the blast has completely crossed the centre and is expanding to cover
all of L1. The heated gas is now too hot for the potential and it slowly expands
to over-fill the potential. By t = 5 Myr, only a small fraction of the original gas
remains.
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B: Cooling Smooth Model. This scenario is similar to case A, except the main blast–
wave is partially radiative on the side towards the denser core, remaining non-
radiative in the outward direction. The inward travelling blast–wave is thinned by
cooling, but not so thin that additional L2 resolution is needed, remaining more
than 10 cells thick at a minimum. Despite the radiative losses, the shock does
not become fully radiative even in the centre of the halo. While the shock slows
somewhat and the outer shock wraps around so that it compresses gas along the
SN-nuclear axis, the falling density beyond the nucleus ensures that the shock
reaccelerates and sweeps out. After t = 25 Myr, only a small fraction of the
original gas remains within rs and only 10% remains within rvir.
C: Adiabatic Clumpy Model. Compared to the smooth case A, the clumpy model is
more robust against the explosion, with gas remaining in the centre with much
larger fractions than in the smooth models or the adiabatic central explosion in
Fig 2.9. At t = 0.25 Myr, the bulk of the blast has escaped outwards along the SN-
nuclear axis, with the opposite side only slightly more disturbed than the smooth
adiabatic case, despite the low density channels available to the blast–wave. At
2.5 Myr, a small amount of gas may be retained in the central regions; the gas
is too warm however, and with no cooling it expands and dissipates, leaving less
than 1% of the gas within rs and less than 3% within rvir after 25 Myr.
D: Cooling Clumpy Model. The clumpy cooling model is also more robust against the
explosion than its smooth counterpart. At 0.25 Myr, the cooling clumpy model
shows some very dense clouds in the inner region. The cloud density contrast is
further enhanced by cooling, with rarefied regions at even lower density than the
adiabatic case. At 25 Myr, the region within r < rs does retain some gas on the
side diametrically opposite to the SNe, but this is less than 5% of the original gas.
20% of the gas remains within rvir. Some of this gas is still outward moving and
may therefore escape at a later time, however the gas on the opposite side to the
explosion is mostly condensing towards the centre.
2.6.2.3 M55 gas retention and energetics
We now discuss the issue of gas retention in the context of the internal and kinetic
energy of the disturbed gas for each of the M55 models. Table 2.5 shows the amount
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of internal and kinetic energy retained at r = rs and rvir after a period t = 5 Myr and
t = 25 Myr.
In Figure 2.6, the total energy on the grid is plotted over time for the (i) central
and (ii) off-centre explosions. The injection of 1051 erg is followed by rapid energy
losses as the blast–wave easily escapes the inner regions. In the central explosion,
cooling (heavy lines) initially promotes even more rapid losses. However, the gas in
the adiabatic models then evaporates, resulting in less mass and therefore less energy
than in the cooling models in the final state. In the off-centre case, once a low density
channel to the outer halo is open, most of the energy losses are via the venting of hot
thin, non-radiative gas. The impact of cooling on the retention of cold dense clumps,
while effective, applies to only a fraction of the total energy of the explosion. The
smooth, off-centred M55 model is the only case where the cooling model loses more
energy over the 25 Myr than the corresponding adiabatic one. In all other cases, the
initial rapid loss of energy due to cooling is outweighed by the fact that less gas escapes
outside the virial radius.
In Figure 2.7, the time dependence of the mass retention is plotted over time for the
(iii) central and (iv) off-centre explosions. The smooth models (continuous lines) show
the most rapid mass loss initially and by t = 5 Myr, less than 0.1% of the mass is retained
within rs. The wiggles in the smooth cooling model are caused by deviations from
spherical symmetry of the inner edges of the expanding shell, left over from defects in
the super thin shell formed in the first 125 kyr. Following the initial blowout of gas,
the cooling models show an increase in mass within rs resulting from infall, as much of
the explosive energy pushing the gas out has been radiated away. The adiabatic models
do not show this behaviour. All models retain < 5% of their original mass, of order
100 M over the scale radius volume, and are therefore unlikely to form stars at later
times. The cooling models do retain more than 15% of their gas within the virial radius.
Some of this gas is likely to accrete back onto the halo core, however the gas close
to rvir is still flowing outwards. Under the most generous assumption that all the gas
at 25 Myr falls back into the core, the off-centre, clumpy, cooling M55 model retains
400 M of gas.
Note that the cooling has a bigger effect on retention than clumpiness. The off-
centre explosions in (iv) show a modest increase in retention for the cooling models and
a larger increase in retention for the adiabatic models compared to the central explo-
sions. In summary, cooling is the biggest factor in favour of retention, with clumpiness
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being of secondary importance. In nearly all cases, the clumpy cooling model retains
the most gas, followed by the smooth cooling, clumpy adiabatic and smooth adiabatic.
2.6.3 M60 models
2.6.3.1 M60 central explosions
The time-dependent behaviours of the M60 central explosions are illustrated in Fig-
ures 2.12 & 2.13. The outcomes of the four limiting cases are as follows:
A: Adiabatic Smooth Model. Compared with Figure 2.8, it takes approximately twice
as long to empty the core region defined by r < rs. Apart from the timescale, the
result is virtually identical to the M55 case, and by t = 25 Myr essentially no gas
remains on the grid.
B: Cooling Smooth Model. This case is treated with a 3-level grid. As in Case A,
the numerical artefacts near the origin are caused by the carbuncle instability
(cf. Sutherland (2010)) which is amplified by strong cooling in the early stages
(< 125 kyr). Our algorithm stabilises the instability when the radiative thin shell
becomes only partially resolved (< 3 cells thick), such that any structure that
evolves in the interaction between the spherical shell and the cartesian grid re-
mains at all later stages. The instability is strongest where the radiative shock
front becomes orthogonal to the underlying grid, in this case along the cartesian
axes, giving rise to the boxy structures with apices along the x− and y− axes
seen here at late times. After the local density has dropped so that the blast–wave
is no longer radiative, the structure then simply expands with the now adiabatic
blast. The additional L2 level was needed to better resolve the early blast, and
the remaining visible non-spherical structure has radius errors of approximately
10− 15%. While the inner region retains very little gas at 5 Myr, cooling re-
sults in the infall of gas back into the core and more than 20% of the original gas
is within rs at 25 Myr. This amount is increasing due to infall from the radia-
tively cooling gas in the surrounding region. 80% of the gas is still within rmvir at
25 Myr, however the gas near rmvir is still flowing outwards.
C: Adiabatic Clumpy Model. As in the M55 model (Figure 2.9), we see the in-
creased local density of clouds slowing the evolution, although some disturbance
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Figure 2.6: Energy integrals over the entire virial radius (rvir) of the halos. Integrals
over the inner scale radius, rs, are not shown for clarity, and are similar in form, as most
energy is lost in the inner dense regions. Each plot has 4 curves, one each of thin/thick
and continuous/dashed combination. In all plots, thick lines are cooling models, thin
lines are adiabatic models, dashed lines are clumpy models, continuous lines are smooth
models. Left panels: Total (internal + kinetic) energy inside rvir for Central Explosions,
Right panels: Total (internal + kinetic) energy inside rvir for Off–Centre Explosions.
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Figure 2.7: Mass integrals over the inner scale radius (rs) and the virial radius (rvir) of
the halos. Each plot has 8 curves, 4 each of thin/thick and continuous/dashed combi-
nation for rvir, and 4 for rs. In all plots, thick lines are cooling models, thin lines are
adiabatic models, dashed lines are clumpy models, continuous lines are smooth mod-
els. Left panels: Mass retained for Central Explosions, Right panels: Mass retained for
Off–Centre Explosions.
54 CHAPTER 2. EFFECT OF A SUPERNOVA ON A LOW-MASS GALAXY
has reached the edge of the L1 grid on the upper left quadrant by only 2.5 Myr.
Individual dense clouds do survive longer than for M55, but the lack of radiative
cooling means that they eventually evaporate. The small amount of gas that re-
mains at late times is relatively smooth, having been heated somewhat and not
cooling strongly.
D: Cooling Clumpy Model. In this scenario, the dense clouds have increased in den-
sity because of cooling and the flow of material into cooling clumps has thinned
the inter–cloud regions, resulting in very low density in the inter–cloud chan-
nels. Infall can clearly be seen at from 10 Myr, increasing the density of the
central clouds. The end point has both lower filling gas and higher density fila-
ments, with a significant proportion of the original gas remaining. At t = 25 Myr,
more than 30% of the original gas remains within rs and >70% remains within
rmvir. Most of this gas seems to be infalling rather than outflowing, as much of
the energy escaped through low-density channels at early times. The final gas
has created density contrasts compared to panel C but it otherwise similar. With
the introduction of clouds, the shape of the blast–wave is no longer spherical or
even closely aligned to the underlying grid for any length of time, so none of the
carbuncle instability that affected panel B is present here.
2.6.3.2 M60 off–centre explosions
The time-dependent behaviours of the M60 off-centre explosions are illustrated in Fig-
ures 2.14 & 2.15. The outcomes of the four limiting cases are as follows:
A: Adiabatic Smooth Model. The off–centre blast wraps around the density peak in
the centre much more strongly than in Figure 2.10A, as the increased central den-
sity slows the central crossing shock, allowing the outer arched shocks to wrap
around and meet, preserving a dense core. By t = 2.5 Myr, the central region
has been fully shocked and heated, but is trapped somewhat by the surrounding
high pressure gas compared with Figure 2.10A. The collision between the arcu-
ate shocks continues as the heated gas expands outwards in the potential, giving
rise to a complex linear tail away from the location of the original SNe. There
remains a small core of compressed gas in the nucleus at t = 25 Myr comprising
approximately 10% of the original gas mass.
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B: Cooling Smooth Model. This scenario is similar to case A except that cooling
collapses the thickness of the wrapping arc shocks inside r = rs where the gas
density is sufficient to make the shocks radiative. Outside a critical radius the
shocks are adiabatic, due to the low density, and this radius evolves with time as
the shock strength evolves due to losses. By 10 Myr, the structure settles to a
thickening slab of gas through the centre, which contains a dense core. From this
point on, most of the shocks are non-radiative and the gas slowly expands to refill
the potential, with some gas (∼15%) remaining in the inner scale radius.
C & D: Adiabatic and Cooling Clumpy Models.
The clumpy off–centre models appear to be more robust against the explosion as
compared to their smooth counterparts, although once again both cooling model
retains significantly more gas than the adiabatic one. Again the cooling model
develops greater density contrasts. The core region is very radiative and until
nearly 10 Myr, the corner opposite the SN in Figure 2.15D is undisturbed, as
all of the shock energy attempting to cross the core in that direction is radiated
away. In the adiabatic case, the energy has reached the opposite corner by 5 Myr.
In both cases, by t = 10 Myr, the whole L1 grid is affected, with the radiative
model retaining more gas in the inner regions at densities comparable to the initial
densities. The impact of radiative cooling is clearly demonstrated, as despite the
qualitative similarities, the adiabatic model retains only 6% of its gas within rs
and 18% within rvir, while the cooling model retains 35% of its mass within rs
and 72% within rvir after 25 Myr.
2.6.3.3 M60 gas retention and energetics
We now discuss the issue of gas retention in the M60 models in the context of the
internal and kinetic energy of the disturbed gas. Table 2.5 shows the amount of internal
and kinetic energy retained at r = rs and r = rvir after periods of 5 and 25 Myr.
In Figure 2.6, we show the total energy (internal + kinetic) on the grid. Here radia-
tive losses are becoming more important in the early phases compared with the M55
case. The energetics in the cooling models (heavy lines) fall initially more rapidly and
then more slowly as they become non–radiative. Sharp transitions for the smooth mod-
els (solid lines; at 2 Myr in the centred adiabatic case, 5 Myr in the centred cooling case)
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Figure 2.8: M55 Central Smooth Explosions. Central plane density slices at z = 0.0.
Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale, mini-
mum=−3.0 (white), maximum= 2.0 (black). One scale radius is marked by the circle,
or the smaller if two are present. The virial radius, rvir is shown on the L0 panels, as the
larger of the two circles. A scale bar in parsecs is shown. Upper 8: Smooth Adiabatic,
Lower 8: Smooth Cooling. Structure in the cooling models is due to grid generated
noise developed during the very thin radiative shell phase at t < 50 kyr.
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Figure 2.9: M55 Central Clumpy Explosions. Central plane density slices at z = 0.0.
Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale, mini-
mum=−3.0 (white), maximum= 2.0 (black). One scale radius is marked by the circle,
or the smaller if two are present. The virial radius, rvir is shown on the L0 panels, as the
larger of the two circles. A scale bar in parsecs is shown. Upper 8: Clumpy Adiabatic,
Lower 8: Clumpy Cooling. The cooling case shows some signs of fallback by 20 Myr.
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Figure 2.10: M55 Off–Centre Smooth Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum =−3.0 (white), maximum = 2.0 (black). One scale radius is marked by the
circle, and a scale bar in parsecs is shown. Panels: (A) Smooth Adiabatic, (B) Smooth
Cooling.
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Figure 2.11: M55 Off–Centre Clumpy Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum =−3.0 (white), maximum = 2.0 (black). One scale radius is marked by the
circle, and a scale bar in parsecs is shown. Panels: (C) Clumpy Adiabatic, (D) Clumpy
Cooling.
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Figure 2.12: M60 Central Smooth Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum = −3.0 (white), maximum = 2.0 (black). One scale radius is marked by
the circle, or the smaller if two are present. The virial radius, rvir is shown on the L0
panels, as the larger of the two circles. A scale bar in parsecs is shown. Upper 8:
Smooth Adiabatic, Lower 8: Smooth Cooling.
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Figure 2.13: M60 Central Clumpy Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum = −3.0 (white), maximum = 2.0 (black). One scale radius is marked by
the circle, or the smaller if two are present. The virial radius, rvir is shown on the L0
panels, as the larger of the two circles. A scale bar in parsecs is shown. Upper 8:
Clumpy Adiabatic, Lower 8: Clumpy Cooling.
62 CHAPTER 2. EFFECT OF A SUPERNOVA ON A LOW-MASS GALAXY
Figure 2.14: M60 Off–Centre Smooth Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum = −3.0 (white), maximum = 2.0 (black). One scale radius is marked by
the circle, or the smaller if two are present. The virial radius, rvir is shown on the L0
panels, as the larger of the two circles. A scale bar in parsecs is shown. Upper 8:
Smooth Adiabatic, Lower 8: Smooth Cooling.
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Figure 2.15: M60 Off–Centre Clumpy Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum = −3.0 (white), maximum = 2.0 (black). One scale radius is marked by
the circle, or the smaller if two are present. The virial radius, rvir is shown on the
L0 panels, as the larger of the two circles. A scale bar in parsecs is shown. Upper 8:
Clumpy Adiabatic, Lower 8: Clumpy Cooling. After 20 Myr both cooling and adiabatic
model show a central concentration of gas reforming due to fallback.
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Figure 2.16: M65 Central Smooth Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum = −3.0 (white), maximum = 2.0 (black). One scale radius is marked by
the circle, or the smaller if two are present. The virial radius, rvir is shown on the
L0 panels, as the larger of the two circles. A scale bar in parsecs is shown. Upper
8: Smooth Adiabatic, Lower 8: Smooth Cooling. The cooling model loses so much
energy that the larger potential is able to contain the explosion completely inside the
virial radius.
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Figure 2.17: M65 Central Clumpy Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum = −3.0 (white), maximum = 2.0 (black). One scale radius is marked by
the circle, or the smaller if two are present. The virial radius, rvir is shown on the L0
panels, as the larger of the two circles. A scale bar in parsecs is shown. Upper 8:
Clumpy Adiabatic, Lower 8: Clumpy Cooling. The cooling model shows considerable
reforming of dense gas in the central regions at late times.
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Figure 2.18: M65 Off–Centre Smooth Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum = −3.0 (white), maximum = 2.0 (black). One scale radius is marked by
the circle, or the smaller if two are present. The virial radius, rvir is shown on the L0
panels, as the larger of the two circles. A scale bar in parsecs is shown. Upper 8:
Smooth Adiabatic, Lower 8: Smooth Cooling.
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Figure 2.19: M65 Off–Centre Clumpy Explosions. Central plane density slices at z =
0.0. Log of the normalised density variable in units of 1.0×10−24g cm−3. Grayscale,
minimum = −3.0 (white), maximum = 2.0 (black). One scale radius is marked by
the circle, or the smaller if two are present. The virial radius, rvir is shown on the L0
panels, as the larger of the two circles. A scale bar in parsecs is shown. Upper 8:
Clumpy Adiabatic, Lower 8: Clumpy Cooling.
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show the moment when the bulk of the gas moves beyond r = rs, carrying the remain-
ing kinetic and internal energy outside the core region. The clumpy models (dashed
lines) show smooth behaviour as material is being physically lost from the core region
continuously, so the slopes are a combination of radiation losses and advection in the
cooling models (heavy lines), and advection in the adiabatic case (thin lines).
Figure 2.7(iii) shows the difference between the clumpy and smooth models for the
central explosions, with the final mass fractions retained greatly increased simply due to
the fractal distribution of density in the otherwise identical models. The effect of cool-
ing (heavy lines) is to encourage retention and is a stronger effect than clumpiness, with
the cooling models retaining up to 3 orders of magnitudes more gas than the adiabatic
ones in the centred case and an order of magnitude in the off-centred case.
Figure 2.7(iv) shows that off–centredness improves the retention of gas in the adi-
abatic models. The cooling models also show a lesser but significant improvement in
retention. The final mass fraction within rs at 10 Myr for the clumpy cooling models
are >30%, making these models candidates for subsequent star–formation. The smooth
cooling models retain 15-20% of their mass within rs, with more mass likely to fall into
the core at later times, and are therefore also likely to undergo some subsequent star
formation. 20% of the gas within rs in M60 corresponds to ∼ 4×103 M. None of the
adiabatic models retain more than 6% of their gas within rs and they do not experience
appreciable infall, meaning it is unlikely that these models will undergo star formation
at a later time.
2.6.4 M65 models
2.6.4.1 M65 central explosions
The time-dependent behaviours of the M65 central explosions are illustrated in Fig-
ures 2.16 & 2.17. The outcomes of the four limiting cases are as follows:
A: Adiabatic Smooth Model. This case is treated with a 3-level grid. The M65 model
is distinguished by a very steep radial density profile in the inner regions (see
Figure 2.2). The outgoing shocks are accelerated rapidly by the density gradient,
and once more the numerical interaction of a spherical shock on a cartesian grid
is visible. Grid noise is imposed in the early phases, and becomes frozen into
the flow by the rapid expansion, giving rise to the faint cubic structures seen in
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Figure 2.16. However these structures are passive and have little effect on the
mass and energy integrals when averaged over the three dimensional sphere up
to r = rs. As seen earlier, the increased density and mass of gas being moved
results in a slower evacuation. But by t = 25 Myr, the inner region of the halo is
essentially completely evacuated.
B: Cooling Smooth Model. This case is also treated with a 3-level grid. Given the nu-
merical difficulties seen in earlier central smooth models, the M65 model, which
has the strongest cooling of all models considered, would seem to be difficult.
However, in this case, the extreme cooling has caused the expanding bubble to
cool and collapse between 5 and 10 Myr. By t = 25 Myr, some gas has been lost
but the core of the bubble is falling back into the nucleus. Again the carbuncle
artefact does not affect the spherically averaged integrals significantly. This is the
only smooth central explosion that retains more than 50% of its mass within rs at
late times.
C: Adiabatic Clumpy Model. This model shows significant venting of hot gas to
the outer halo before 5 Myr, followed by some gravitational infall. As with the
previously discussed clumpy models, more gas is retained within rs than for the
smooth case because much of the explosive energy escapes through the low den-
sity channels between the clumps. However, without cooling, most of the gas
does not fall back within rs and at 25 Myr <10% remains. Approximately half
the gas is retained within rvir at 25 Myr.
D: Cooling Clumpy Model. The extreme cooling in this model means that the infall
of gas begins much earlier than for the adiabatic case (∼ 2.5 Myr) and that the
region initially evacuated is much smaller in size. The dense gas remaining inside
r = rs is disturbed and possibly mixes with some of the SN ejecta, but no signif-
icant fraction of gas is lost. As before, the cooling increases the density contrast
between core and inter-cloud regions. This model is the most robust against the
explosion, with 99.9% of the gas remaining within rvir and 92.2% within rs after
25 Myr.
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2.6.4.2 M65 off–centre explosions
The time-dependent behaviours of the M65 off-centre explosions are illustrated in Fig-
ures 2.18 & 2.19. The outcomes of the four limiting cases are as follows:
A & B: Adiabatic and Cooling Smooth Models. In the off–centre case, the M65
smooth models are qualitatively similar. The rapid fall-off in density allows the
hot bubble to remain effectively adiabatic in Figures 2.18A, B with the hot gas
venting to the upper right quadrant in the first 10 Myr. In the adiabatic model, the
warmed dense gas becomes a diffuse filling gas as the remnants of the now weak
arc shocks finish wrapping around the still massive core. In the cooling case, the
wrapping shocks are also weakened by the pressure loss to the upper right, and
they slowly wrap the core. Shocked gas is less volume-filling due to cooling, but
at t = 25 Myr, the two models are qualitatively very similar, although the adiabatic
model is much smoother on the side nearest the explosion and the cooling model
retains more than 3 times as much mass within rs. Nearly all the gas remains
within rvir in the cooling model, while nearly half is lost in the adiabatic one.
C & D: Adiabatic and Cooling Clumpy Models. Here again, early venting of energy
through the low-density channels leaves the late time evolution of the two cases
very similar, although the cooling model again retains 3 times as much gas. The
adiabatic model retains almost twice as much gas within rs as any other adiabatic
models considered. This results from the combined benefits of clumpiness and
off-centredness, with much of the explosive energy escaping through low-density
channels on the side away from the halo centre. The gas on the other side of the
halo centre is somewhat shielded from the energy until the shock wraps around
the centre, as by the time this happens, most of the explosive energy has already
escaped. Mixing with the SN ejecta may not be efficient if most enriching metals
are carried out in the early phases.
2.6.4.3 M65 gas retention and energetics
We now discuss the issue of gas retention in the context of the internal and kinetic
energy of the disturbed gas for the M65 models. Table 2.5 shows the amount of internal
and kinetic energy retained at rs and rvir after periods of 5 and 25 Myr.
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Similar to the M55 and M60 cases, the high density means that initial strong cooling
in the radiative models (heavy lines) is clear in Figure 2.6(v), (vi). It can be seen in Fig-
ure 2.7(v) that the adiabatic models lose a significant amount of mass, while the cooling
models retain most of their mass. The off–centre explosions in Figure 2.7(vi) show an
improvement in retention for the adiabatic models, as the gas on the side opposite to the
explosion is shielded by the dense core. These models are the only adiabatic ones that
are likely to allow significant future star formation.
2.6.5 Gas retention: summary
The results of the simulations are quantified in Tables 2.4 – 2.5. As described in the
preceding sections, the summary plots in Figures 2.6 & 2.7 show that:
1. All M55 models have less than roughly 5% (20%) of their original gas mass
remaining within a scale radius (virial radius) at 25 Myr. This is insufficient to
allow for future star formation.
2. For M60 models, all of the cooling scenarios retain 70-80% of the original gas
inside the virial radius at 25 Myr. This is sufficient for ongoing star formation.
None of the adiabatic models retain more than 20% of the original gas.
3. For M65 models, all of the cooling scenarios retain almost all the original gas,
and most of the adiabatic models retain more than half their original gas mass,
sufficient for ongoing star formation.
4. Cooling is the most important factor governing gas retention within the virial
radius at late times.
5. Clumpiness is far more important in the adiabatic case than in the cooling case
for gas retention.
6. Off-centred models retain 2-3 times more gas within the scale radius.
2.6.6 Mixing of metals
In carrying out these new calculations, our primary goal is to establish new methods
for understanding the chemistry of the first stars. We now briefly consider the chemical
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enrichment of the gas in the new models. This discussion supersedes our earlier analysis
published in Bland-Hawthorn et al. (2011). The supernova yields used are described in
Section 2.9. For the central and off-centre explosions in each of the clumpy M55, M60
and M65 models, the projected 2D distribution of HI column density at t = 20 Myr
is shown in in Figures 2.20, 2.21 and 2.22. As we have seen, the clumpy off-centred
supernova models retain more gas mass for a given halo mass. But for these, most of
the metals escape rather than mix with the dense gas in the nuclear regions. This is in
contrast to the centred supernova models where the metals mix much more easily with
the surrounding dense gas. However, the core regions are now more easily evacuated,
and the hydrogen column densities are reduced.
With a view to recent discoveries in damped Lyα (DLA) systems (Section 2.7),
we now look at the metal distribution in more detail. In Figure 2.23, we show the
frequency histogram of HI column density (NH) vs. [Fe/H] for the clumpy models. The
vertical dashed line indicates the minimum column density that defines the class of DLA
systems (Wolfe et al. 2005). The central explosion model extends to high metallicity
and low gas density because most of the metals are escaping in a hot wind. The off-
centre explosion model extends down to low metallicity and high gas density: this gas
is on the far side from the explosion and is relatively unpolluted even while doomed to
escape the halo.
The M55 and M60 models show a weak correlation between gas column density
and metallicity because all that is seen here is the doomed gas that has yet to escape
from the dark-matter halo. The M65 models feature prominently in our discussion of
very metal poor DLAs in the next section. The models show some evidence of metals
escaping in the off-centre explosion, but also that the far-side gas remains relatively
unpolluted (and mostly retained). The central explosion here constitutes an interesting
case. The gas is highly concentrated in HI column density and [Fe/H], which shows that
the retained gas has soaked up most of the energy and metals.
2.7 Discussion
2.7.1 Background
The least massive galaxies lie at the bottom of the CDM hierarchy. Our focus here is
not their role as building blocks in galaxy evolution, but what they can tell us about
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Figure 2.20: M55 at t = 20Myr, showing the inner 2 scale radii (2rs). ±80 pc. Left:
Central Explosion, Right: Off-Centre Explosion. A & B: log[HI] Column: grayscale:
min= 17.5 (white), max= 19.5 (black), contours at 0.5 dex intervals, white contour=
19.0. C & D: Projected Metallicity: log[Fe Column]− log[H Column]+4.55, grayscale,
min=−4.0 (white), max=−2.0 (black), contours at 0.5 dex intervals, white contour=
−2.0. Heavy contours are labelled with the column or metallicity as applicable.
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Figure 2.21: M60 at t = 20Myr, showing the inner 2 scale radii (2rs). ±120 pc. Left:
Central Explosion, Right: Off-Centre Explosion. A & B: log[HI] Column: grayscale:
min= 19.0 (white), max= 20.5 (black), contours at 0.5 dex intervals, white contour=
20.5. C & D: Projected Metallicity: log[Fe Column]− log[H Column]+4.55, grayscale,
min=−4.0 (white), max=−2.0 (black), contours at 0.5 dex intervals. Heavy contours
are labelled with the column or metallicity as applicable.
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Figure 2.22: M65 at t = 20Myr, showing the 2 scale radii (2rs). ±180pc. Left: Central
Explosion, Right: Off-Centre Explosion. A & B: log[HI]Column: grayscale, min= 19.5
(white), max= 21.0 (black), contours at 0.5 dex intervals, white contours ≥ 20.5. C &
D: Projected Metallicity: log[Fe Column]− log[H Column] + 4.55, grayscale, min=
−4.0 (white), max= −2.0 (black), contours at 0.5 dex intervals. Heavy contours are
labelled with the column or metallicity as applicable.
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the yields of the first stars prior to the reionisation epoch, and the following generations
during and immediately after reionisation (e.g. Norris et al. 2010; Bland-Hawthorn et al.
2010). At least some of the first galaxies must have resided within low mass halos. We
anticipate that such systems, if they can be identified in the present day universe, are
likely to carry the most ancient chemical signatures because of their age and because of
the relatively low number of enrichment events over cosmic time.
If we can identify such objects, it should be possible to obtain a relatively clean sig-
nature of the primordial yields from the earliest stellar generations. The star-formation
efficiency is greatly diminished in low-mass galaxies, thereby reducing the total num-
ber of enrichment events. There are likely to be instances where a large fraction of
the metals are blown out of the galaxy, and this may obscure the signatures of earlier
generations of stars. This can occur when the relatively rare supernovae that go off in
these galaxies are correlated in time. But we would still expect to find the signatures of
a single enrichment event in at least some intrinsically low-mass galaxies.
We now discuss our models in light of two recent discoveries: ultra-faint dwarf
galaxies (near field) identified in all-sky imaging surveys (Zucker et al. 2004; Willman
et al. 2005b; Belokurov et al. 2007), and very metal poor damped Lyα systems (far field)
identified along quasar sight lines (Erni et al. 2006; Cooke et al. 2010). We discuss each
of these in turn.
2.7.2 Ultra-faint dwarfs
In recent years, the Sloan Digital Sky Survey has doubled the number of known dwarf
galaxies that orbit the Galaxy (for a review, see Tolstoy et al. (2009), particularly at the
low mass end. These newly discovered dark-matter dominated galaxies are uniformly
very old and cover a wide range in luminosity down to ∼ 103 L. Unlike globular
clusters, they show a wide range of eccentricities which may indicate that some are
undergoing tidal disruption (Martin et al. 2008). Objects less luminous than 105 L
are referred to as ultra-faint dwarfs (UFDs). There has been extensive discussion about
their likely virial masses, with some studies concluding that the mass within 300 pc is
M300≈ 107 M (Strigari et al. 2008; Walker et al. 2009). Interestingly, this may indicate
that for UFDs, Mvir ≈ 2.5 M300 or about 2.5× 107 M, a mass that just exceeds our
most massive halo.
Our models are broadly consistent with the most metal-poor UFDs. The data for
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these systems has been usefully summarised by Frebel & Bromm (2012, Figure 1).
The metallicity range for our models is −2.5 < [Fe/H] < −4.0 with a mean [α/Fe]
enhanced by a factor of a few with respect to the Solar value. The internal kinematics
of the baryons are less than 4 km s−1 within the inner scale radius (Bland-Hawthorn
et al. 2011).
2.7.3 Very metal poor DLAs
An interesting development is the recent discovery of very metal-poor damped Lyα sys-
tems (DLA) along QSO sight lines (Pettini et al. 2008; Penprase et al. 2010). If these are
protogalactic structures that have recently formed from the IGM, there is the prospect
of identifying the chemical imprint of early generations of stars (e.g. Pettini et al. 2002).
Interestingly, two of these systems with [Fe/H] ∼ −3 may bear the hallmarks of early
stellar enrichment (Erni et al. 2006; Cooke et al. 2010).
First, Erni et al. (2006) identify a DLA toward the QSO Q0913+072 (z = 2.785)
with an iron abundance characteristic of the IGM at that redshift. The C, N, O, Al,
Si abundances show an odd-even effect reminiscent of the most metal-poor stars in the
Galactic halo. This pattern is created in models where the neutron flux is low (e.g. Heger
& Woosley 2002), presumably due to the low overall metal abundance. A more striking
signature is the strong [N/H] depletion which Pettini et al. (2002) has argued is further
evidence for a system that has recently formed from the IGM. Erni et al. (2006) argue
that the abundances appear to agree with 10−50 M zero metallicity Pop III models.
Secondly, Cooke et al. (2010) identified a DLA towards the QSO J0035-0918 (z =
2.340) with a remarkably strong [C/Fe] enhancement and with the same odd-even ef-
fect in light elements. This result is particularly striking because it is reminiscent of the
recent discovery of carbon-enhanced extremely metal poor stars in the Galactic halo
(Beers & Christlieb 2005; Lucatello et al. 2006). They infer the total mass of neutral
gas to be . 106 M within a linear scale of . 100 pc (R. Cooke, personal communica-
tion). The inferred amount of carbon from the nH density limit is consistent with one or
two SN enrichment events. These rough physical parameters are in line with our M65
model.
In Figure 2.23, there are no sight lines in the M55 models, and few sight lines in
the M60 models, that would reach the DLA threshold. But the M65 models fare better
with a significant fraction of sight lines within a radius of ∼ rs being classified as a
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DLA-type spectrum. Furthermore, the inferred gas metallicity of [Fe/H] ∼ -3 falls well
within our predicted range. This gas is mostly self-shielded from any external radiation
and therefore does not require an ionisation correction.
In Figure 2.24, we show the local gas density vs. [Fe/H] for all three mass models.
Both central and off-centre models reveal enriched low-density gas due to leaking hot
gas, and untouched gas at low metallicity. Note that the local densities at a fixed metal-
licity are systematically higher as the halo mass increases. In the off-centre models,
there are cells where the gas density is high enough for star formation to proceed.
2.8 Conclusions
To investigate the issue of gas retention in the lowest mass dark–matter halos, we per-
formed a series of experiments in the form of high–resolution radiative hydrodynamic
simulations dominated by the gravitational potential of the dark matter. We find that
dark matter halos with virial masses as little as 106 M (equivalent to a total mass of
3×106 M) are able to retain some gas with favourable geometry, a limit that is much
lower than previously found. The effects of cooling, the clumpiness of the medium,
and the position of the explosion were studied. It is found the cooling plays the most
important role in gas retention. Clumpiness and supernova position are also important,
particularly in the adiabatic cases. Generally, models with radiative cooling, clumpy
media and off–centred explosions are most favourable to gas retention. Our highest res-
olution simulations reveal why cooling is so effective in retaining gas compared to any
other factor. In the early stages, the superhot metal-enriched SN ejecta exhibit strong
cooling, leading to much of the explosive energy being lost. This remains true regard-
less of the assumed metallicity floor at the time of the explosion. Consistent with earlier
work, the baryons do not survive in smooth adiabatic or smooth cooling models in the
event of a supernova.
An added complication is to consider asymmetric explosions in core-collapse su-
pernovae (Grefenstette et al. 2014) rather than the isotropic explosions considered here.
But we believe these do not lead to radically different outcomes when compared to the
off-centred, isotropic supernova models. To first order, the overall mixing is dictated
by geometry such that an energetic pulse experiencing any asymmetry leads to broadly
similar metallicity spreads. If confirmed by later work, this principle will greatly reduce
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Figure 2.23: The relative frequency distribution of HI column density vs. projected
metallicity for the clumpy models at t = 20 Myr. Contours and overall distribution for
two scale radii, (blue distribution for one scale radius). Min = −3.0 (white), Max
= 0.0 (black) contours at 1 dex intervals. i) M55 central explosion, ii) M55 off-
centre explosion, iii) M60 central explosion, iv) M60 off-centre explosion, v) M65
central explosion, vi) M65 off-centre explosion. The projected metallicity is calcu-
lated as log[Fe Column]− log[H Column] + 4.55. The DLA HI column density limit
of log[NHI] = 20.3 is indicated with the vertical dashed line in each panel. See text for
details.
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Figure 2.24: The relative frequency distribution of local 3D hydrogen density vs. local
3D metallicity for the clumpy models t = 20 Myr. Contours at 1 dex intervals, and
overall distribution for two scale radii, (blue distribution for one scale radius). Min =
−3.0 (white), Max = 0.0 (black) contours at 1 dex intervals. i) M55 central explosion,
ii) M55 off-centre explosion, iii) M60 central explosion, iv) M60 off-centre explosion,
v) M65 central explosion, vi) M65 off-centre explosion.
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the parameter space of future simulations. It remains to be seen if asymmetric vs. sym-
metric explosions lead to the ejection of different abundance yields. At the low mass
limit explored in our models, the predictions are subject to stochastic effects due to the
rarity of supernova events. Any assumed initial mass function will be poorly sampled
in this limit. In rare instances, simultaneous supernova events are statistically possible
but these are more likely in higher mass halos than considered here. Conversely, it is
conceivable that low-mass star formation can proceed at the adopted metallicity thresh-
old of [Fe/H]= −4 (Bromm & Yoshida 2011) such that no prior supernova activity is
required beyond the enrichment from the first stars. This leads to a small fraction of
stars extending down to the metallicity floor, a signature observed in only a few cases,
e.g. Bootes I (Gilmore et al. 2013) and Segue 1 (Norris et al. 2010).
This work has identified new lines of enquiry. In particular, recall that central gas
densities are chosen to limit the gas mass inside one scale radius to about 10% of the
dark matter mass (Section 2.3). Such a high baryon fraction is to be expected because
the star formation efficiency is likely to be very low before the onset of metal (and
therefore dust) production (Krumholz & Dekel 2012). In future papers, we will consider
higher baryon fractions including those that dominate over the dark matter core. This
requires us to include self gravity into the Fyris code through the use of fast Fourier
transforms over the refined adaptive grid. In these models, we treat the pre-supernova
phase with higher resolution grids. We have already begun to implement self-consistent
cooling arising from variable enrichment over the gas distribution. Our future models
will include the formation of dust and molecules.
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2.9 Appendix A – Abundances
The host halo gas metallicity was taken to be [Fe/H] = −4.0. The abundances, by
number relative to hydrogen = 1.0, are shown in Table 2.6. The solar abundances
are based on Asplund et al. (2005), with a mild alpha element enhancement pattern:
Carbon (×1.5), Oxygen(×5.0), Magnesium(×2.5), Silicon(×2.5), and Calcium(×2.5)
(KBBH). Helium evolution follows (Dopita et al. 2006), nHe/nH = 0.0737+0.0024
Z/Z.
Table 2.6: Gas Phase Abundances, [Fe/H] = −4.0, Neutral: µ = 1.21, Ionised: µ =
0.59
SN25 Z=0 SN25 Z=0 ‘Primordial’ Solar
Element Mass Yields Abundances Abundances Ratios
H (X) 10.60 0.00 0.00 0.00
He (Y) 8.03 -0.72 -1.13∗ -1.01
Metals(Z) 4.41 -1.62 -6.27 -3.09
C 2.94E-01 -2.63 -7.28 -4.10
N 5.91E-04 -5.40 -10.05 -4.79
O 2.79E+00 -1.78 -6.43 -3.34
Ne 5.33E-01 -2.60 -7.25 -3.91
Na 1.03E-03 -5.37 -10.02 -5.75
Mg 1.20E-01 -3.33 -7.98 -4.42
Al 8.08E-04 -5.55 -10.19 -5.61
Si 3.51E-01 -2.92 -7.57 -4.49
S 1.86E-01 -3.26 -7.91 -4.79
Ar 3.14E-02 -4.13 -8.78 -5.20
Ca 2.48E-02 -4.23 -8.88 -5.64
Fe 7.38E-02 -3.90 -8.55 -4.55
Ni 4.42E-04 -6.15 -10.79 -5.68
* Helium from BB NS, metals scaled to [Fe/H] = -4.0.
The supernova ejecta composition was modelled on the well studied M25 super-
nova, cf. Kobayashi et al. (2006); Nomoto et al. (2006). Using the Kobayashi compila-
tion yields 2.79 M of oxygen in the ∼ 4.4 M of total metals ejected, with 0.072 M
of Fe.
Table 2.6 shows the supernova mass yields, and the abundances by number, for the
ejecta and ambient medium, with a final column showing solar abundances ratios for
reference.
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2.10 Appendix B – Fractal interstellar medium
2.10.1 Log–normal density distribution
We use a log–normal distribution to describe the single–point statistics of the density
field of our non–uniform ISM. The log–normal distribution is a skewed continuous
probability distribution. Unlike the normal distribution, it has a non-zero skewness,
variable kurtosis, and in general the mode, median and mean are unequal.
The log–normal distribution appears to be a nearly universal property of isother-
mal turbulent media in experimental, numerical and analytical studies (e.g. Nordlund
& Padoan (1999); Warhaft (2000); Pumir (1994)). Moreover, it is encouraging that
the log–normal distribution is the limiting distribution for the product of random incre-
ments, in the same way that the normal distribution plays that role for additive random
increments. It is thus compatible, at least conceptually, with a generic cascading process
consisting of repeated folding and stretching.
With a log–normal distribution, which is on average isotropic, the natural logarithm
of the ISM density field is a Gaussian which has a mean m and variance s2. The proba-
bility density function for the log-normal distribution of the mass density ρ is,
P(ρ) =
1
s
√
2pi ρ
exp
[−(lnρ−m)2
2s2
]
. (2.4)
The mean µ and variance σ2 of the density are given by
µ = exp[m+ s2/2] . (2.5)
σ2F = µ
2 (exp[s2]−1) . (2.6)
In these simulations we adopt µ = 1.0, σ2F = 5.0, as our standard log–normal dis-
tribution. With these parameters, densities below the mean comprise one quarter of the
mass, and occupy three quarters of the volume, and the mean is approximately 20 times
the mode. See Sutherland & Bicknell (2007) for more details.
2.10.2 Power-law density structure
The two–point structure of a homogeneous turbulent medium may be described in
Fourier space. We denote the Fourier transform of the density ρ(r) by F(k) (where
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k is the wavenumber vector). The isotropic power spectrum D(k) is the integral over
solid angle in Fourier space of the spectral density F(k)F∗(k). In three dimensions:
D(k) =
∫
k2F(k)F∗(k)d . (2.7)
Even if the spectral density is anisotropic, the angular integral averages the spectral
density into a one dimensional function of k only. For a power-law dependence on k,
D(k) ∝ k−β and β = 5/3, the spectrum is referred to as Kolmogorov turbulence.
In order to simultaneously achieve log–normal single-point statistics and a power–
law self–similar structure, we have implemented the practical method developed by at-
mospheric scientists, for constructing two and three dimensional terrestrial cloud mod-
els, which are used in radiative transfer calculations (Lewis & Austin 2002).
The remaining choice in this procedure is to select the range of wave numbers over
which to generate the fractal, in particular the minimum wave number kmin, which
determines the largest structure scale in the resulting fractal with respect to the spatial
grid. The main domain of interest on the intermediate level in the simulations covers at
least two dark matter scale radii in each model. We choose kmin = 8 over this domain,
corresponding to approximately two cloud structures per scale radius. On the upper
level, the domain covers three times the extent, the fractal is extended in a kmin = 24
model. The lowest level is initially populated with a simple resampled version of the
intermediate level density field. Each level of the simulations is sampled in a 2163 cells
and so even the coarse kmin = 24 upper level has well resolved small clouds.
2.10.3 Equilibrium turbulent distribution
Here we are considering purely spherical distributions, neglecting rotational formation
of disk structures. The reasons are two–fold. First, flattening due to rotation will pro-
vide a natural axis for the escape of the SN energy and potentially greatly reduce the
efficiency of the supernova in evacuating the region of potentially star–forming gas. We
are looking for a conservative estimate to the lowest mass halo that retains gas, and so
wish to retain spherical symmetry, in order to maximises the potential interaction be-
tween the host ISM and the SNe. Secondly it is less clear that these very small halos
include significant angular momentum, and so a non- rotating model is the simplest
applicable one
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Taking the mean global temperature of the ISM to be T˜ and the line-of-sight turbu-
lent velocity dispersion to be σt , the mean density of gas in the potential, Φ, is given by
(Sutherland & Bicknell 2007):
ρ¯(r)
ρ¯(0)
= exp
[
−σ
2
D
σ2g
Φ(r)
]
. (2.8)
where we take e = 0, and σ2g = σ2t + kT˜/µm and σD is the velocity dispersion of the
dark matter, assuming also that T˜ is the mean ISM temperature, and σt is constant
throughout the ISM.
This mean global density distribution is multiplied by the fractal generated above,
giving a clumpy distribution with the same mean global properties, and which is sta-
ble enough over the timescale of the simulations to remain static in the absence of a
supernova explosion.
Chapter 3
The effect of a preionisation phase
This work was written in collaboration with Joss Bland-Hawthorn and Ralph Suther-
land.
3.1 Introduction
In this Chapter, we expand on the work presented in Chapter 2, investigating the con-
ditions under which a ‘minimum mass’ stellar system confined by a dark-matter halo,
specifically a relic of the early universe, survives to the present day. We consider feed-
back arising from high-mass stars due to their stellar winds, their radiation fields, and
their subsequent supernova explosions. We find that these limiting cosmological sys-
tems conceivably had total masses of Mtot,min ∼ 107 M, well below the limit of what
is thought to have survived the reionisation epoch. Conceivably, we can hope to learn
about the star formation before, during and immediately after the reionisation epoch
from distinct chemical signatures in these low mass systems (e.g. Bland-Hawthorn et al.
2010).
3.2 Star formation & supernovae
Here we perform the same analysis as in Chapter 2.3.2, but with a fourth higher mass
model added, because the inclusion of a preionisation phase makes it more difficult
for systems to retain their baryons. To test the plausibility of a single supernova event
occurring in our models, we consider a simple model of star formation. We consider
86
3.2. STAR FORMATION & SUPERNOVAE 87
dark-matter potentials with an Einasto profile over the virial mass range log[Mvir(M)]
= 5.5, 6.0, 6.5 and 7.0 (Nichols & Bland-Hawthorn 2009); we refer to these models as
M55, M60, M65 and M70 respectively (see Figure 3.1). Integrated over the Einasto
profile, the total dark matter masses for these models are log[Mtot(M)] = 5.9, 6.4,
7.0 and 7.5. Here we show complete results for M65 and M70, and partial results for
M55 and M60 because these models fail to retain sufficient baryons. The initial baryon
fraction is assumed to be roughly 10% within the virial radius (e.g. Krumholz & Dekel
2012). We assume that star formation occurs where the gas is densest, i.e. within a
radius enclosing 50% of the baryons (r0.5g) inside of one scale radius rs, a volume over
which the gas density is within a factor of 6 of the maximum central value.
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Figure 3.1: Einasto dark matter halos considered here showing the relative sizes of the
virial and scale radii. The virial masses of the four halos are log[Mvir(M)] = 5.5, 6.0,
6.5 and 7.0; we refer to these models as M55, M60, M65 and M70 respectively.
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For the models (M55, M60, M65, M70), the enclosed gas mass within the half gas-
mass radius (. rs/2) are (2.8× 103, 9.5× 103, 2.5× 104, 7.5× 104) M and thus the
average gas surface densities are (2.1, 2.6, 3.3, 4.2) M pc−2. In the clumpy gas models,
there are order of magnitude variations in local gas density. As was noted in Section
2.3.2. we know that star formation takes place at these moderately low column densities
over a range of metallicities down to [Fe/H] ≈ -1 (e.g. Bigiel et al. 2008), although the
star formation efficiency varies wildly below 9 M pc−2, with a median value of a few
percent. While the star formation rate may decline with [Fe/H] due to the difficulty of
forming H2, the inferred value for star formation rate in Carina is comparable to what is
observed in the outer metal poor regions of spiral galaxies (e.g. Bigiel et al. 2008), and
this dwarf galaxy managed to form long lived stars at much lower metallicities.
For a star formation efficiency of 2% (Kennicutt 1989), the expected total stellar
mass over the lifetime of the system is (56, 190, 670, 2400) M. If we assume a Kroupa
mass function, roughly one fifth of the mass in stars will end their lives as supernovae.
These estimates are susceptible to a lot of scatter in the low mass/surface density limit
(Bigiel et al. 2008). If we scale the projected star formation rate per unit area to the
largest burst in Carina (∼ 10−3 M/yr−1 kpc−2), the timescales required to form these
stellar masses are (44, 54, 71, 86) Myr, for a half gas-mass radius of (20, 34, 55, 94) pc.
If a typical burst lasts 10 Myr as in Carina, we would expect multiple bursts over the
star forming lifetime of the halo.
Table 3.1: Likelihood of supernova events scaled to Carina star formation rate for a
burst lasting 10 Myr; tSN is the median length of time between supernovae in Myr.
M55 M60 M65 M70
0 93% 80% 45% 19%
1 6.6% 18% 36% 32%
>1 0.2% 2.0% 19% 50%
tSN (Myr) 100 30 8 4
Thus, it is conceivable that more than one event can occur within the timescale of
a single burst. While different choices of the size of the star-forming region or baryon
fraction may alter these results, we would not expect this to alter the overall conclusion
that a single supernova event is plausible. An alternative approach is to ask how many
supernovae are expected to explode over the duration of a starburst To. The results given
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in Table 3.1 show that at least one SN event is likely in the M70 halo given a timescale
of 10 Myr.
3.2.1 The pre-supernova phase
The key parameters of the model of the pre-supernova phase are the effective temper-
ature (Teff), the luminosity (L) and the associated stellar atmospheres. These give the
ionising photon flux as a function of time up to the SN event. Transforming the grid
coordinates to spherical coordinates around the star, radial summations to approximate
the optical depth integrals are performed, resulting in thermal and ionisation structures
calculated from the MAPPINGS IV ionisation code. These are then mapped back to
Cartesian coordinates and used in the Fyris fluid computations. It was necessary to per-
form this remapping for every timestep in the fluid dynamics simulation in order to track
the evolution in opacity. This slowed the code by a factor of 5–10 and was therefore
only performed on specific cases of the M65 and M70 where gas had been observed to
survive without pre-ionisation. We considered both clumpy and smooth external media
with and without gas cooling.
We model the SN progenitor with a low-metallicity star of 25 M since 80% of
all SN events in a conventional IMF have lower mass and therefore weaker ionising
radiation fields. We use the evolutionary tracks of (Meynet & Maeder 2002, hereafter
MM02) for a rapidly rotating, low-metallicity massive star. Their [Fe/H] = −3.7 tracks
are the closest published tracks for the metallicity threshold used here. The 25 M track
was missing from that work, and so we have interpolated the main sequence phase of
this model from the other stellar models. We used the tabulated main sequence lifetime
of 6.1 Myr from MM02. The interpolation is shown in Figure 3.2. For the above model,
we adopt a stellar spectrum at [Fe/H] =−4 using an ATLAS9 ZAMS stellar atmosphere
(Castelli & Kurucz 2004) shown in Figure 3.3.
To avoid the complexities of rapid post-main sequence evolution, we assume that
the star simply explodes as an SN at the end of the main sequence. Ekstro¨m et al. (2006)
showed that mass loss during the main sequence in similar stars at very low-metallicity
may only amount to 1% of the initial mass, and Kudritzki (2002, 2005) showed that
the stellar wind luminosities of low metallicity ([Fe/H]≤ −4.0) O stars are typically
1034 erg s−1 or less, several magnitudes below an equivalent solar metallicity star. We
combine these values to get a mean wind velocity, for a main sequence mass loss of
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Figure 3.2: Evolutionary tracks for the four most massive rotating (300 km s−1) star
models in MM02 at [Fe/H] ≈ − 4. We adopt a 25 M star model interpolated from
these tracks using cubic splines. For this star, the time span from the zero age main
sequence (ZAMS) to the explosion is 6.1 Myr.
1%:
vw ∼ 880
(
Lw
1034erg s−1
)1/2(
M
25 M
)−1/2( tMS
6.1 Myr
)−1/2
km s−1. (3.1)
This wind is included in the pre-SN evolution, but the small mass flux and low ram
pressure meant that it had negligible effect on the simulations. Once the HII region
pressurised the surrounding region, the stellar wind was unable to blow a wind bubble
of any significant size.
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Figure 3.3: Stellar spectrum (solid line) of our adopted 25 M star model (Figure 3.2)
using an ATLAS9 ZAMS stellar atmosphere (Castelli & Kurucz 2004) at [Fe/H]≈ −4.
The dashed line is the blackbody curve for the same surface temperature Teff = 48 000 K.
The key parameter for these near-zero metallicity O stars is their unusually high
effective temperatures for a given mass. At 25 M, we estimate the initial temperature
to be 48,000 K , compared to a similar mass star at solar metallicity of only 40,000 K
(see, for example Meynet & Maeder (2000) and more recently Georgy et al. (2012)).
This means the star will be more effective as a source of ionising photons than the
equivalent star in the solar neighborhood. To convert the evolutionary tracks, Teff(t) and
L(t), to an ionising photon luminosity, we used the ATLAS9 (Castelli & Kurucz 2004)
atmospheric grid, which uniquely contains a set of atmospheres for [Fe/H]=−4.0 with
alpha element abundance enhancements, perfectly matching the initial gas composition
in our simulations. The interpolated stellar temperature, luminosity and ionising fluxes
are shown in Figure 3.4. For comparison, a photon flux assuming a blackbody instead
of the stellar atmosphere is included.
Figure 3.5 compares the output of the star in photons to the available recombinations
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Figure 3.4: Temporal evolution of our adopted 25 M star model from the ZAMS to
detonation. We show the evolution of the total luminosity (dashed line), the effective
temperature (dotted line), the equivalent blackbody and the star model flux (upper and
lower solid lines respectively). The solid lines are the total ionising flux in units of 1044
photon s−1 (see the right-hand side).
within rvir, rs and r0.5. If the thin lines exceed the thick lines, then a Stro¨mgren sphere
is possible within the radius, and the star is incapable of ionising a region beyond that,
which is the initial case for all halos. However, as the gas is heated and evolves, outflows
result in a decrease in the average density. The quadratic dependence of recombinations
means that the number of available recombinations falls rapidly, and once the photon
curves exceed the recombination curves the photoionised zones can grow, ionising more
of the halo.
As shown in the upper panels, the M60 halo is fully ionised after the first 2 Myr.
The middle panels show that, assuming the photons are uniformly spread throughout the
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halo, the M65 models are marginal and capable of ionising the inner core region and
possibly beyond before the supernova occurs. This should be considered an indicative
integral view of the processes, as it does not take the geometry of the ionised volume
into account, which may be important in this marginal case (see Section 3.4.1). The
lower panels show that in the M70 models, the 25 M star does not photoionise a
significant volume of the halo.
3.3 Numerical models
We use the same Fyris Alpha models as presented in Chapter 2, but add the higher mass
M70 model. We look at a series of spherically symmetric initial gas distributions in
hydrostatic equilibrium, detonate a single supernova after the preionisation phase, and
track the ability of the potential to retain significant amounts of gas over 25 Myr. Ta-
ble 3.2 is extended from Table 2.2 to include the parameters of the M70 model. The
derived virial radii (200-430 pc) and scale radii (30-90 pc) are consistent with observa-
tions of present day UFDs. So if dark matter halos decouple from the cosmic expansion
at z∼ 10, they would remain compatible with at least some of the present day objects.
3.4 Results
3.4.1 Preionisation phase
Our goal is to establish the low-mass limit of a spherical dark-matter halo that can
retain baryons after a single supernova event. But first we consider the impact of the
progenitor star on the surrounding gas before the supernova explosion. The mechanical
wind energy is completely dwarfed by the star’s radiative phase.
We consider how the UV propagates in each of the four halos for both clumpy and
smooth media which undergo cooling. This is a complex process and so we include
access to 3D movies1 that reveal how the ionisation front develops. These can be found
here: . We show a time sequence of the full preionisation phase and the subsequent SN
explosive phase in two ways: (i) fixed reference frame; (ii) rotating reference frame.
There are three other aids to visualisation. First, we include half-tone figures that show
1http://miocene.anu.edu.au/smallgalaxy
94 CHAPTER 3. THE EFFECT OF A PREIONISATION PHASE
Table 3.2: Model Parameters: the cosmology is fixed by the halo formation redshift, z,
the normalized Hubble constant h = Ho/100 km s−1 Mpc−1, the dark energy density
ΩΛ and the dark matter density ΩM. The Einasto halo properties (see text) are fixed
by the concentration parameter, α , and the halo dark matter density contrast with the
ambient medium, ∆, defined at redshift z. This density contrast can be expressed as
∆c averaged over the virial radius and normalized to the mean critical density ρc, or as
∆u normalized to the universal mass density 〈ρu〉. The halo potential is defined by its
scale radius rs, the mean density and mass within this radius ρs and Ms. The halo virial
mass is Mvir within the virial radius rvir = xvirrs; M300 is the mass within 300 pc and
Mtot is the mass integrated to infinity. For the baryons, cs and cs,iso are the adiabatic
(physical) and isothermal sound speeds in the gas with mean temperature Tgas. This
gas has a central density (number density) of ρgas,0 (nH,0) with a virial (total) mass of
Mgas,vir (Mgas,tot). Note that the initial baryon fraction fb ≈Mgas,s/Ms ≈Mgas,vir/Mvir ≈
10% and the radius containing half the initial gas within rs is r0.5g.
Cosmology
z h ΩΛ ΩM
10.0 0.7 0.7 0.3
α ∆c ρc(g/cm3) ∆u 〈ρu〉(g/cm3)
0.18 177.5 3.68E-027 591.7 1.11E-027
Dark Matter
rs ρs xvir rvir
Model (pc) (g/cm3) (pc)
M55 33.2 1.02E-023 5.98 198.5
M60 55.0 7.73E-024 5.29 291.3
M65 91.3 5.87E-024 4.69 427.6
M70 151.3 4.48E-024 4.15 627.7
Ms Mvir M300 Mtot
Model (M) (M) (M) (M)
M55 5.64E+04 3.16E+05 4.10E+05 7.90E+05
M60 1.94E+05 1.00E+06 1.02E+06 2.73E+06
M65 6.73E+05 3.16E+06 2.36E+06 9.44E+06
M70 2.34E+06 1.00E+07 5.08E+06 3.29E+07
Baryons
cs cs,iso Tgas Mgas,vir
Model (km/s) (km/s) (K) (M)
M55 2.70 1.91 5.33E+02 3.87E+04
M60 3.90 2.76 1.11E+03 1.19E+05
M65 5.63 3.98 2.32E+03 3.66E+05
M70 8.16 5.77 4.86E+03 1.15E+06
r0.5g ρgas,0 nH,0 Mgas,s
Model (pc) (g/cm3) (cm−3) (M)
M55 20.8 4.09E-23 17.2 5.63E+03
M60 34.5 3.11E-23 13.1 1.94E+04
M65 57.1 2.36E-23 9.91 6.73E+04
M70 94.8 1.79E-23 7.55 2.34E+05
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critical time steps (Figures 3.6 - 3.11). Secondly, we include colour composite figures
in Figure 3.12 to compare the neutral and ionised components as the nebula develops
before and after the SN event. Finally, Figures 3.13-3.18 show the HI and HII column
densities at various times during the pre-SN phase.
In Figures 3.6-3.11, we observe a number of important facts about the preionisation
phase. For the central SN models, the HII region Stro¨mgren radius falls outside (M60),
onto (M65) and inside (M70) of the scale radius. From the zoomed figures, we observe
how the photoheating smooths out the substructure. The effect is so strong that we
observe a cellular structure as the ionisation fronts of many expanding knots overlap
(e.g. Figure 3.6). In Figure 3.12, broad channels appear where the radiation is able to
escape to the outer halo over a substantial solid angle. Even before the SN event, the
expanding Stro¨mgren sphere has produced a diffuse neutral shell of gas around the hot
bubble cavity. In the off-centred models, the expanding Stro¨mgren sphere compresses
the core region gas and the radiation is blocked from propagating over at least 2pi sr.
This becomes important in the post-supernova phase because substantial gas begins to
re-accrete to the centre along this axis.
A more detailed look at the ionisation of the gas is provided by Figures 3.13-3.18,
which show the HI and HII column densities of the systems during the preionisation
phase. Here we investigate the effect of the pre-ionisation phase on the column density,
with the post-supernova phase discussed in depth in Chapter 6 to investigate whether
the column densities are consistent with those in recently discovered very-metal poor
DLAs (Cooke et al. 2011a, 2012, 2015).
For the M60 central SN model shown in Figure 3.13, the ionisation breaks out of
the inner core by 0.5 Myr. This is earlier than is shown in Figure 3.5 because of the
density variations in the clumpy medium. Even the densest cores of gas are too sparse
to present a significant barrier to the ionisation and as noted in Section 3.2.1 and shown
in Figure 3.5, the entire halo is ionised before the supernova. Immediately prior to
the SNe (the 6.0 Myr panels), the region is fully ionised and heated. The gas has also
been smoothed, which improves the SNe - ISM coupling as noted in Chapter 2, further
increasing the ability of the SNe to clear the halo. The warm gas is also less bound
than the non-preionised gas in Chapter 2, and by 6.5 Myr the core region is completely
cleared. In the M60 off-centred case, the side nearest to the star is ionised first and
by 2 Myr ionisation is complete on this side. By 6 Myr the core is completely heated,
ionised, and smoothed, such that the SNe is again efficient in clearing the halo.
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Figures 3.15 & 3.16 provide a more detailed picture of the effect of the massive
star on the M65 system than the average integral argument in Section 3.2.1. Figure
3.5 suggested that the M65 models would ionise the core regions, but may not ionise
the entire halo. However, the non-uniform gas contains low-density channels, through
which the ionisation front can escape by 2 Myr. By 6 Myr the entire core region is
photoionised. For the central explosion model, the entire core region is ionised before
the SN, making the explosion much more efficient in blowing out gas than for the M65
models discussed in Chapter 2. In the off-centred case, the side near the star is quickly
ionised, but the gas in the core on the opposite side remains neutral. The geometry of
this case allows the ionisation to affect a larger volume in the outer halos than suggested
by the simple integral analysis in Section 3.2.1 and Figure 3.5. Once again, the SNe
occurs in a smoothed region and reaches a significant fraction of the scale radius by
6.5 Myr.
Figures 3.17 & 3.18 show that for the M70 models, the photoionisation is insuffi-
cient to ionise a significant part of the core volume. Compared to the M60 and M65
models, the SNe occurs in a more similar environment to the non-preionised models
discussed in Chapter 2 and the outcomes are therefore similar. In the off-centred case,
the HII region reaches the edge of the core on the same side as the star, and the falling
density slope towards the outer halo ensures that the photoionisation fronts accelerate
outward on the side containing the star. However, a large proportion of the halo gas
remains unaffected. The SNe just reaches the scale radius by 6.5 Myr, but has only a
small effect on the bulk of the halo.
3.4.2 Supernova phase
We present a snapshot of all 6 simulations – 2 models for three different halo masses
(M60, M65, M70)2. We show results for both centred and off-centred explosions, with
a clumpy ISM and radiative line cooling in all cases. Table 3.3 presents the total gas
mass retained within r = rs and r = rvir at the time of the SN, as well as after periods
of t = 5 Myr and t = 25 Myr. The halos that retain less than 50% of their original gas
have their retention fractions emboldened.
We now discuss each of the models (M60, M65, M70) in more detail. In Figures 3.6-
3.11, we present time-dependent 2D slices of the gas distribution before and after the
2All simulations can be viewed at http://miocene.anu.edu.au/smallgalaxy .
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SN explosion. These are not summed along the third dimension and so therefore cannot
illustrate the full extent of the ionised gas (cf. Figure 3.12). Unless otherwise stated,
all computations are performed over a 6483 grid with two levels of the hierarchy (L00,
L01) illustrated in Figure 2.3 (see Section 2.4.4). In a few cases, it was necessary to in-
vestigate a 3-level hierarchy (L00, L01, L02) over a 19443 grid which we clarify below.
In Figures 3.19 & 3.20, we also present 1D plots of the evolution of the gas and energy
retention fraction over the first 25 Myr after the explosion. These are particularly illus-
trative and allow us to discuss the role of internal and kinetic energy in the developing
explosion.
3.4.2.1 M60 models
The time-dependent behaviours of the M60 central and off-centred explosions are illus-
trated in Figures 3.6 & 3.7 respectively. The supernova ignites within a fully ionised,
diffuse nebula confined by a neutral gas shell. A dense radiative shell quickly forms
and drives a shock into the neutral shell. The momentum-driven shell does not stall and
essentially evacuates all gas within the halo after 15 Myr. In the off-centred case, one
hemisphere is initially evacuated within 15 Myr, with the opposite hemisphere losing
most but not all of its gas. At late times, there is some re-accretion from the far side,
leading to a small amount (<10%) of gas retention within the core regions. The en-
ergy input from the preionisation phase in combination with the SN explosive energy
conspire to doom the M60 halos to invisibility.
Numerical artefacts. In order to examine the impact of artefacts, this case is treated
with a 3-level grid. No anomalies are seen in the preionisation phase. In the SN event,
numerical artefacts evident in the first 600 kyr near the origin (Figure 3.6) are caused by
the carbuncle instability (cf. Sutherland 2010) which is amplified by strong cooling in
the early stages (< 125 kyr). Our algorithm stabilises the instability when the radiative
thin shell becomes only partially resolved (< 3 cells thick), such that any structure that
evolves in the interaction between the spherical shell and the cartesian grid remains
at all later stages. The instability is strongest where the radiative shock front becomes
orthogonal to the underlying grid, in this case along the cartesian axes, giving rise to the
boxy structures with apices along the x− and y− axes seen here at late times. After the
local density has dropped such that the blast–wave is no longer radiative, the structure
then simply expands with the now adiabatic blast. The additional L2 level is needed
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to better resolve the early blast, and the remaining visible non-spherical structure has
radius errors of approximately 10−15%.
3.4.2.2 M65 models
The time-dependent behaviours of the M65 central and off-centred explosions are il-
lustrated in Figures 3.8 & 3.9 respectively. Once again, the supernova ignites within
a fully ionised, diffuse nebula confined by a neutral gas shell. A dense radiative shell
quickly forms and drives a shock into the neutral shell. A lot of energy is radiated away
in the time frame 0.2 to 2.5 Myr. The momentum-driven shell stalls at 1 Myr. At this
point, the shock slows down and becomes non-radiative. The drop in temperature leads
to a rapid increase in density. The neutral shell then becomes energy-driven and more
diffuse as it propagates outwards at less than the halo escape speed and ultimately stalls
at the virial radius. Most of the gas just survives in the M65 progenitor ionisation + SN
model.
3.4.2.3 M70 models
The time-dependent behaviours of the M70 central and off-centred explosions are il-
lustrated in Figures 3.10 & 3.11 respectively. In the pre-supernova phase, the ionised
region does not reach rs for the case of a central star and affects a significantly smaller
volume of gas compared to the M65 models. The environment in which the SN occurs
is much more similar to that of Chapter 2 than for the M60 and M65 cases, especially
for the central explosion. For the central explosion, the outer regions of the halo are
unaffected by the SN, while the inner regions regain dense gas within 10 Myr after the
SN. In the off-centred case, some of the gas within the scale radius remains unaffected
by the SN, with the greatest impact being on gas near the scale radius on the same side
as the explosion.
3.4.3 Gas retention and energetics
We now discuss the issue of gas retention in the M60 models in the context of the
internal and kinetic energy of the disturbed gas. A summary of mass retention after the
preionisation phase is given in Table 3.3. The initial gas masses inside two cardinal
radii, rs and rvir, are shown for each model. The time at 0 Myr is when the SN event
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takes place, at which point the preionisation phase ends. The M60, M65 and M70
models retain essentially all of the gas within rvir for the cooling models, while the
M55 case (not shown) is evacuated completely. For the adiabatic cases (not shown),
the M60 halo is evacuated completely and the M65 halo appears to lose more than
half the gas after 30 Myr. In this instance, as the gas reacts to the radiation field,
it becomes photoheated, expands, smooths out and drops in density as a result. The
number of recombinations locally declines and the radiation propagates into more of
the surrounding gas. Table 3.4 shows the amount of internal and kinetic energy retained
at r = rs and r = rvir just before and after the SN, as well as at periods of 5 and 25 Myr
after the SN.
Table 3.3: Percentage of Initial Mass Retained inside rs and rvir.
Model Inside rs Inside rvir
Time† Central Off-Center Central Off-Center
M60H Mg,s: 1.91×104 M Mg,vir: 1.22×105 M
0 Myr 12.7 16.1 97.6 97.1
5 Myr 0.03 0.06 89.3 88.4
25 Myr 0.01 0.21 0.98 6.10
M65H Mg,s: 6.61×104 M Mg,vir: 3.74×105 M
0 Myr 50.3 78.8 100.0 99.4
5 Myr 2.42 41.7 99.7 97.9
25 Myr 13.8 33.9 81.5 73.3
M70H Mg,s: 2.38×105 M Mg,vir: 1.16×106 M
0 Myr 102.6∗ 98.2 100.0 100.0
5 Myr 106.2∗ 92.8 100.2∗ 100.1∗
25 Myr 121.5∗ 107.0∗ 102.6∗ 101.2∗
Bold: < 50% retained
†: 0 Myr = tSNe, = 6.1 Myr from start of simulation
∗: Increased Mass after some infall
In Figures 3.19 & 3.20, we show the gas mass and total energy (internal + kinetic)
on the grid as a function of time. We focus here on the right-hand panels, as those
on the left have been discussed in Chapter 2. They are shown here for the purpose
of comparison and demonstrate that in terms of gas retention, the effect of adding a
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Table 3.4: Percentage of Initial Total Energy Retained, inside rs and rvir
Model Inside rs Inside rvir
Time† Central Off-Center Central Off-Center
M60H Es: 4.52×1048 ergs Evir: 2.75×1049 ergs
Pre–SNe 237.7 299.1 1725 1647
Post–SNe 17400 17900 4365 4374
5 Myr 1.90 1.00 1242 1179
25 Myr 0.06 0.31 1.93 9.32
M65H Es: 3.19×1049 ergs Evir: 1.73×1050 ergs
Pre–SNe 327.4 318.1 325.3 402.4
Post–SNe 2613 2596 722.1 797.3
5 Myr 2.71 50.7 232.7 255.4
25 Myr 20.1∗ 29.6 101.4 91.5
M70H Es: 3.45×1050 ergs Evir: 1.63×1051 ergs
Pre–SNe 92.2 89.8 59.4 81.8
Post–SNe 328.5 319.2 107.2 126.6
5 Myr 64.6 57.6 54.1 64.3
25 Myr 84.9∗ 67.8∗ 61.8∗ 62.4
Bold: < 50% retained
†: 0 Myr = tSNe, = 6.1 Myr from start of simulation
Pre–SNe 50kyr prior to SNe, Post–SNe, 10kyr after SNe
∗: Increased Mass after some infall
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preionisation phase is approximately equivalent to reducing the halo mass by 0.5 dex.
The gas retention in the simulations is quantified in Table 3.3. It shows the follow-
ing:
1. All M60 models have less than 0.3% (7%) of their original gas mass remaining
within the scale radius (virial radius) at 25 Myr. This is insufficient to allow for
further star formation.
2. For M65 models, the central and the off-centred model retain 70-80% of their gas
inside the virial radius at 25 Myr. After 25 Myr, the proportion of gas retained
within the scale radius is 14% in the central SN case and 34% in the off-centred
case. As we will see in Chapter 4, the M65 models can not sustain extended star
formation, but may form some stars during the first 25 Myr.
3. The M70 models retain nearly all their gas, and due to some infall, slightly more
gas than the initial amount is within the scale radius at 25 Myr. In the off-centred
case, much of the dense gas within the scale radius remains unaffected, meaning
that some star formation can proceed at all times, while in the central case there is
a pause in star formation until the dense gas reaccretes to the centre (see Chapter
4).
4. Off-centred models tend to retain 2-3 times more gas within the scale radius for
the lower-mass systems, as the core protects gas on the opposite side to the explo-
sion. However, more gas is lost from the side near the supernova explosion than in
the central case, resulting in slightly lower gas retention for the M70 off-centred
model as compared to the M70 central model.
Table 3.4 and Figure 3.20 show that the energy retention has a similar form to the
gas retention. In the M60 case, the energy quickly escapes as the halo is evacuated,
while M65 is a marginal case, with∼ 30% of the energy being retained within the scale
radius after 25 Myr in the off-centred case and ∼ 20% in the central case. In the M70
models, the total energy after 25 Myr is similar to the pre-SN energy. Most of the SN
energy is radiated away at early times.
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3.5 Conclusions
In Chapter 2 we discussed the effects of a supernova explosion on gas in a low-mass
halo, without considering the energy output of the star during its lifetime. This scenario
is appropriate for Type Ia supernovae and Type II supernovae from stars with M .
15 M. In this Chapter we have extended these models to include the feedback from a
25 M star during its lifetime, providing a more realistic model for the effect of higher
mass stars. Approximately 80% of stars in a Kroupa (2001) IMF that end their lives as
supernovae are less massive than this, such that it can be considered a worst realistic
case scenario for the survival of gas in a low mass halo.
We find that inclusion of the preionisation phase has a similar effect on gas retention
to reducing the virial mass of the halo by 0.5 dex. Only the Mvir = 107 M halo retains
nearly all its gas, with the 106.5 M halo being marginal and the 106 M halo losing
nearly all its gas, with the corresponding virial masses in Chapter 2 being 106.5 M,
106 M and 105.5 M respectively.
Brown et al. (2014) find that the star formation history of UFDs is marked by one or
two bursts of star formation before truncation by a global event. By construction, such a
history is consistent with our models. UFDs have stellar populations with mean metal-
licities in the range −2.5 < [Fe/H] <−2.0 (Kirby et al. 2013b). Within the framework
of our models, this requires (i) 1-2 SN events in a low mass halo, specifically the M65
centred models (Section 5.4); (ii) 3-10 SN events in a starburst within a dark matter
halo an order of magnitude more massive (e.g. M70). These cases can give rise to mea-
surably distinct chemical histories, star formation histories and star cluster populations.
For example, [α/Fe] is enhanced in starbursts relative to quiescent star forming regions.
Direct evidence for this comes from x-ray observations of starburst winds (Martin et al.
2002).
The models presented in Chapters 2 and 3 suggest that the minimum mass required
for a galaxy to survive the feedback and supernova from a massive star is Mvir =
107 M, with 106.5 M systems being borderline. The following chapters will ex-
tend these models and test whether they can be used to explain observed features of
ultrafaint dwarfs and very metal-poor damped Lyman-α systems.
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Figure 3.5: Comparison between the instantaneous photon/s (heavy lines) and the total
available recombinations as the models progress in the pre-supernova phase. The two
heavy lines represent a pure black body model (BB) and an extreme low metallicity
stellar atmosphere (Star), and the difference between them gives an indication of the
magnitude of any uncertainties in the atmosphere models. Available recombinations
are computed by integrating nenHαT4 in cm−3 s−2 over the respective volumes to get a
total number of recombinations per second if all the gas were ionisable, ignoring optical
depth and geometry of the ionised volume.
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Figure 3.6: M60 Central Clumpy explosion with preionisation phase. Upper 8 panels:
the development of the HII region prior to the explosion. For the uppermost 4 panels
(L00), the inner circle has radius rs; the outer circle has radius rvir. Each panel has
been magnified in the next 4 panels (L01); the circle has radius rs. Radiation is seen to
leak out from the centre in the first few Myr, with a fully developed, low density nebula
by 6 Myr. The remarkable cellular structure seen at 1.5 Myr arises from the dense
knots becoming overpressured once fully ionised. Lower 8 panels: The SN explodes
into a warm low-density nebula, superheats the gas through shock heating, and removes
essentially all of the gas from the dark matter halo out to rvir after 30 Myr. Once again,
the upper 4 panels are the L00 reference frame; the lower 4 panels are the zoomed
L01 reference frame. All images are central plane density slices at z = 0.0. Log of the
normalised density variable in units of 1.0×10−24 g cm−3: greyscale minimum=−3.0
(white), maximum = 2.0 (black). A scale bar in parsecs is shown.
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Figure 3.7: M60 Off-centred Clumpy explosion with preionisation phase. See Fig-
ure 3.6 for details. Once again, radiation is seen to leak out from the centre in the first
few Myr but a conic ‘zone of avoidance’ is set up diametrically opposite the progenitor
star. The star is placed at the half gas-mass radius to reflect the fact that most stars
form off-centre. By 6 Myr, a low density nebula extends across most of the core region.
Lower 8 panels: The SN explodes into an off-centred, a warm low-density nebula, su-
perheats the gas through shock heating, and removes much of the gas asymmetrically
from the dark matter halo out to rvir after 30 Myr. The early zone of avoidance leads to
far-side gas re-accreting into the core region after the SN event has passed, but less than
10% of the original gas remains within rvir on long timescales.
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Figure 3.8: M65 Central Clumpy explosion with preionisation phase. Upper 8 panels:
the development of the HII region prior to the explosion. For the uppermost 4 panels
(L00), the inner circle has radius rs; the outer circle has radius rvir. Each panel has been
magnified in the next 4 panels (L01); the circle has radius rs. Unlike the M60 case,
little radiation leaks out from the centre for the first 6 Myr. The ionisation is almost
entirely restricted to the core regions (r < rs). Lower 8 panels: The SN explodes into
a warm, moderately dense nebula, superheats the gas through shock heating, but the
gas cools as the nebula expands, which checks its progress. A diffuse ionised nebula
forms that extends across the halo but is still bound by it. The core regions cool and
condense, leading to re-accretion after the bubble collapses starting as early as 3 Myr
after the SN explosion. Once again, the upper 4 panels are the L00 reference frame;
the lower 4 panels are the zoomed L01 reference frame. All images are central plane
density slices at z = 0.0. Log of the normalised density variable in units of 1.0×10−24
g cm−3: greyscale minimum = −3.0 (white), maximum = 2.0 (black). A scale bar in
parsecs is shown.
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Figure 3.9: M65 Off-centred Clumpy explosion with preionisation phase. See Fig-
ure 3.8 for details. Once again, radiation is seen to leak out from the centre in the first
few Myr but only about half the gas (i.e. one hemisphere) is ionised due to shadowing
from the core region which becomes denser due to compression by the overpressured
ionised volume. The star is placed at the half gas-mass radius to reflect the fact that
most stars form off-centre. Lower 8 panels: The SN explodes into an off-centred, warm
moderately dense nebula and superheats the gas through shock heating. This sends a
blast wave into the surrounding nebula but fails to maintain the hot cavity that starts to
collapse after 6 Myr. The early zone of avoidance leads to far-side gas re-accreting into
the core region after the SN event has passed. On 30 Myr timescales, there is essentially
no gas loss from the dark halo.
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Figure 3.10: M70 Central Clumpy explosion with preionisation phase. Upper 8 panels:
the development of the HII region prior to the explosion. For the uppermost 4 panels
(L00), the inner circle has radius rs; the outer circle has radius rvir. Each panel has been
magnified in the next 4 panels (L01); the circle has radius rs. During the first 6 Myr,
the ionisation is entirely restricted to the core regions (r < rs). Lower 8 panels: The SN
explodes in an environment more similar to Chapter 2 than for the M60 and M65 cases,
with some gas within rs remaining neutral. As in the M65 case, the core regions cool
and condense, leading to re-accretion after the bubble collapses starting soon after the
SN explosion. Once again, the upper 4 panels are the L00 reference frame; the lower
4 panels are the zoomed L01 reference frame. All images are central plane density
slices at z= 0.0. Log of the normalised density variable in units of 1.0×10−24 g cm−3:
greyscale minimum =−3.0 (white), maximum = 2.0 (black). A scale bar in parsecs is
shown.
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Figure 3.11: M70 Off-centred Clumpy explosion with preionisation phase. See Fig-
ure 3.10 for details. As with the M65 model, radiation leaks out in the direction away
from the centre in the first few Myr, but less than half the gas (i.e. one hemisphere) is
ionised due to shadowing from the core region, which becomes denser due to compres-
sion by the overpressured ionised volume. The star is placed at the half gas-mass radius
to reflect the fact that most stars form off-centre. Lower 8 panels: The SN explodes into
an off-centred, warm, moderately dense nebula and superheats the gas through shock
heating. This sends a blast wave into the surrounding nebula but fails to maintain the
hot cavity that has collapsed by 10 Myr. The side of the core opposite the explosion
remains largely unaffected, containing dense gas at all times.
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Figure 3.12: The top three figures show the development of the preionisation and SN
phases for the M60, M65 and M70 cases; the lower three figures are the corresponding
off-centred cases. Each figure shows the distribution of ionised and neutral gas before
(2 frames) and after (2 frames) the SN event. Each image has been summed over the
third spatial dimension. The red shows the distribution of fully ionised gas; the blue is
the neutral gas; mauve corresponds to partially ionised gas.
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Figure 3.13: M60CCH photoionisation showing the HI and HII column densities before
the supernova (0.5, 2.0, 6.0 Myr) and just after the supernova (6.5 Myr).
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Figure 3.14: As for Figure 3.13, but for the case of an off-centred star.
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Figure 3.15: M65CCH photoionisation showing the HI and HII column densities before
the supernova (0.5, 2.0, 6.0 Myr) and just after the supernova (6.5 Myr).
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Figure 3.16: As for Figure 3.15, but for an off-centred star and supernova explosion.
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Figure 3.17: M70CCH photoionisation showing the HI and HII column densities before
the supernova (0.5, 2.0, 6.0 Myr) and just after the supernova (6.5 Myr).
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Figure 3.18: As for Figure 3.17, but for an off-centred star and supernova explosion.
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Figure 3.19: Mass retention inside the models M55, M60, M65 and M70. The lefthand
panels are for SN explosions without preionisation (Type Ia SN), whose progenitors are
low-mass stars, which do not eject a significant amount of energy into the surrounding
medium); the righthand panels are for SN explosions with preionisation (Type II SN,
which are preceded by the large energy output of massive stars). The time of the SN
event is shown as a vertical dashed line. The impact of preionisation (see Table 3.3) is
clearly evident. In the left panels, note that the solid and fine curves are for the central
and off-centred explosions respectively. The key to the righthand panels is given. We
show both the adiabatic (red curves) and cooling cases for both clumpy and smooth
media. Consistent with earlier work, the smooth adiabatic case is much lossier than the
case for cooling halos.
3.5. CONCLUSIONS 115
47.0
48.0
49.0
50.0
51.0
M55
Inside rvir
Inside rs
SNe
Lo
g[
 E
ne
rg
y (
er
gs
) ]
M60 HII
Inside rvir
Inside rs
SNe
47.0
48.0
49.0
50.0
51.0
M60
Inside rvir
Inside rs
SNe
Lo
g[
 E
ne
rg
y (
er
gs
) ]
M65 HII
Inside rvir
Inside rs
SNe
5.0 10.0 15.0 20.0 25.0 30.0
47.0
48.0
49.0
50.0
51.0
Time (Myr)
M65
Inside rvir
Inside rs
SNe
Lo
g[
 E
ne
rg
y (
er
gs
) ]
5.0 10.0 15.0 20.0 25.0 30.0
M70 HII
Inside rvir
Inside rs
SNe
Time (Myr)
Adiabatic
Cooling
Offcenter
Central
Clumpy
Smooth
Red
Black
Figure 3.20: Energy retention inside the models M55, M60, M65 and M70. The left-
hand panels are for SN explosions without preionisation (Type Ia SN); the righthand
panels are for SN explosions with preionisation (Type II SN). The time of the SN event
is shown as a vertical dashed line. In the left panels, note that the solid and fine curves
are for the central and off-centred explosions respectively. In the energy retention fig-
ures, note that M70’s explosive energy has only a marginal impact on the energy re-
tained from the progenitor phase. The key to the righthand panels is given. We show
both the adiabatic (red curves) and cooling cases for both clumpy and smooth media.
Consistent with earlier work, the smooth adiabatic case is much lossier than the case for
cooling halos. Note that the adiabatic case is energy conserving until gas is lost over a
boundary.
Chapter 4
Chemical evolution of the smallest
galaxies
This work was published as:
Webster, D., Sutherland, R. S. & Bland-Hawthorn, J., Ultrafaint Dwarfs—Star For-
mation and Chemical Evolution in the Smallest Galaxies, 2014, ApJ, 796, 11
Some minor changes have been made in response to comments from the reviewers
of this thesis.
4.1 Abstract
In earlier work we showed that a dark matter halo with a virial mass of 107 M can
retain a large percentage of its baryons in the face of the pre-ionization phase and su-
pernova (SN) explosion from a 25 M star. Here we expand on the results of that work,
investigating the star formation and chemical evolution of the system beyond the first
SN. In a galaxy with a mass Mvir = 107 M, sufficient gas is retained by the potential for
a second period of star formation to occur. The impact of a central explosion is found
to be much stronger than that of an off-center explosion both in blowing out the gas
and in enriching it, as in the off-center case most of the SN energy and metals escape
into the intergalactic medium. We model the star formation and metallicity given the
assumption that stars form for 100, 200, 400 and 600 Myr and discuss the results in the
context of recent observations of very low mass galaxies. We show that we can account
for most features of the observed relationship between [α/Fe] and [Fe/H] in ultra-faint
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dwarf galaxies with the assumption that the systems formed at a low mass, rather than
being remnants of much larger systems.
4.2 Introduction
The origin of the smallest galaxies (M300 ≤ 107 M) is an unresolved question. Some,
such as Segue 2 (Belokurov et al. 2009; Kirby et al. 2013a), are likely to be remnants of
much larger (∼ 109 M) systems that have been stripped of a large percentage of their
baryons and dark matter (Mayer et al. 2001), but others may have formed as low-mass
systems. The discovery of examples of this latter class of systems would boost our un-
derstanding of the early baryonic systems as they are likely to have preserved chemical
signatures of the first generations of stars. Small systems are simpler and are likely
to have undergone fewer enrichment events, leaving these signatures relatively intact
(Bland-Hawthorn et al. 2010; Karlsson et al. 2012; Frebel & Bromm 2012; Karlsson
et al. 2013).
The Sloan Digital Sky Survey (York et al. 2000) discovered a number of very faint
Local Group dwarf galaxies. These galaxies have luminosity Ltot < 105 L and are
known as ultrafaint dwarfs (UFDs). The halo masses of these systems are uncertain
and highly model-dependent, however the masses within the half-light radius are better
constrained. Wolf et al. (2010) found that the half-light masses of the UFDs ranged
from 6× 105 to 1.2× 107 M. Segue 2 contains less than 1.5× 105 M within the
half-light radius (Kirby et al. 2013a).
Early UFD studies such as Simon & Geha (2007) studied chemistry using [Fe/H]
histograms, but more recent works (Frebel & Bromm 2012; Vargas et al. 2013; Kirby
et al. 2013a) have added an extra dimension through observations of [α/Fe]. Tinsley
(1979) suggested that enhanced [α/Fe] in halo stars could be explained by the time
delay between Type II and Type Ia supernovae (SNe) and this idea is now widely used
in chemical modeling. Type II SNe eject many more alpha elements relative to iron
than Type Ia and can occur early in the lifetime of a galaxy because their progenitors
are short-lived high-mass stars, while Type Ia SNe are delayed until lower mass stars
have evolved. This means that the enrichment is initially dominated by Type II SNe
such that [α/Fe] is initially high, but declines after ∼ 100 Myr due to the effect of Type
Ia SNe. The value of [Fe/H] at which [α/Fe] begins to decline is linked to the number
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of Type II SNe in the first 100 Myr and is therefore an approximate measure of the star
formation rate in a system. If there is no decline, it is likely that star formation lasted
less than 100 Myr. However, as we will show, the stochastic nature of star formation
in small systems means that the average time between Type Ia SNe can be as much as
50 Myr and it is therefore possible for a system to form stars for significantly longer
than 100 Myr without a Type Ia SN.
Frebel & Bromm (2012) investigated six UFDs and found that Ursa Major II was a
good candidate for having no Type Ia enrichment, while Coma Berenices and Bootes
I were reasonable candidates given uncertainties in r-process predictions. Vargas et al.
(2013) studied eight UFDs, including three not studied by Frebel & Bromm (2012),
finding that Segue I and Ursa Major II do not show any low [α/Fe] stars and, therefore,
star formation likely lasted less than 100 Myr. However, five other UFDs did show a
decline in [α/Fe] with increasing [Fe/H] and therefore likely had longer star formation
histories. While total halo masses1 are difficult to constrain, the galaxies studied in
these two works have (baryon+dark) masses of the order of 105− 107 M within the
half-light radius, suggesting that their virial masses range from slightly lower than the
Mvir = 107 M models we present here, to significantly higher.
Tolstoy et al. (2009) emphasize that dwarf galaxies are not special systems and that
the only reason for classifying them separately is to study galaxy formation and evolu-
tion on a smaller scale. However, in the early universe, there are two effects that can
prevent galaxies from forming or surviving in low-mass dark matter halos. The first is
the epoch of reionization, when the light from the first stars photoionized much of the
neutral gas in the early universe, such that neutral gas could not cool and settle in small
halos. The usual assumption is that the threshold halo mass exceeds Mvir ∼ 108 M
(Rees 1986; Barkana & Loeb 1999; Gnedin 2000a; Okamoto et al. 2008). However,
as noted in Bland-Hawthorn et al. (2015) (referred to as Paper I), the timescale for
the evaporation of gas is long enough that the star-forming gas in the inner region is
protected and can form stars while the gas in the outer regions evaporates. Recent sim-
ulations support this view, finding that at least some halos with masses Mvir ∼ 107 M
can survive the epoch of reionization and continue forming stars (Bovill & Ricotti 2009;
Ricotti 2009; Bovill & Ricotti 2011a).
1There are several different mass conventions in the literature. For the Mvir = 107 M models we
present here, given an Einasto potential, the total mass is a factor of ∼3 higher, while M300 is a factor of
∼2 lower. The mass at the half-light radius can be more than an order of magnitude less than Mvir.
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The second process that can remove neutral gas from galaxies is the energy output
of massive stars. In the two-dimensional axisymmetric models of Mac Low & Ferrara
(1999), the energy from central SN explosions was found to couple efficiently with the
interstellar medium (ISM) and all the neutral gas was blown out from systems with
≤ 108 M. Mac Low & Ferrara (1999) assumed a constant rate of energy input, with
the lowest rate corresponding to an SN every 3 Myr.
In Paper I, we presented three-dimensional hydrodynamical models demonstrating
that systems with virial masses of 106.5− 107 M retain nearly all of their gas in the
face of wind, pre-ionization and SN from a 25 M star. This suggests that gas survival
is common in these systems, because under typically assumed initial mass functions
(IMF; e.g. Kroupa 2001), 80% of stars massive enough to end their lives as SNe are less
massive than 25 M. The most important difference between the models in Paper I and
previous works is that a single SN is assumed. In systems as small as these, the low star
formation rate results not only in a low SN rate, but also a high degree of stochasticity
such that long gaps between SNe are plausible. This means that the gas in some systems
has sufficient time to recover from the effects of one SN before it is disrupted by another.
Furthermore, an SN event temporarily suppresses star formation such that massive stars,
with their associated winds and SNe, are less likely to form in the period and location
in which the gas is disrupted. Halos with low masses are common in the early universe
and while many of the systems we study will lose nearly all of their star-forming gas
before a significant amount of stars can form, the stochasticity of star formation is such
that at least some systems will have their massive stars spaced far enough apart in space
and time for dense gas to be retained and star formation to continue.
Our work also differs from previous works in that we assume an inhomogeneous
medium, which assists in the survival of systems as energy can escape through low-
density channels. Paper I also investigates the effect of the location of the SN, finding
that if the SN occurred away from the center, the impact of the SN was smaller because
most of the energy escaped through the lower density regions away from the center.
Finally, we included the effects of the early-phase photoionization of the star before it
explodes, finding that the energy output from a 25 M star over its lifetime is compara-
ble to the SN’s explosive energy.
Our models form after the first generation of stars, but before or at the early stages
of the epoch of reionization. They are considered to form in isolation and we do not
seek to model their interaction with the Galaxy. This paper builds on the work of Paper
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I by considering what happens after the first SN. Using a probabilistic method based
on that of Argast et al. (2000) and the output from the simulations described in Paper
I, we simulate star formation and chemical evolution in galaxies with masses of Mvir =
107 M. We also discuss 106.5 M systems and find that a 25 M star is sufficient to
terminate star formation. We compare our results for [α/Fe] versus [Fe/H] to the UFDs
from Vargas et al. (2013) as well as Segue 2, which is the least massive known galaxy
at the present epoch (Kirby et al. 2013a).
Section 2 discusses the numerical models and simulations performed, although we
will refer to Paper I for a more detailed explanation of the single SN simulations. Sec-
tion 3 will outline our star formation prescription. Section 4 analyzes the distribution
of mass, location and frequency of SNe, with the results of extending the simulation
beyond the first SN discussed in Section 5. Section 6 will compare to observed UFDs,
followed by our conclusions in Section 7.
4.3 Methods
4.3.1 Single supernova simulations
We do not seek here to model the formation of the first stars in minihalos with masses
Mvir ∼ 105 M, which is dealt with in other works (Abel et al. 2002; Yoshida et al.
2008), but instead assume that the first stars have enriched the intergalactic medium
(IGM) to [Fe/H] = −4 (Madau et al. 2001; Bromm & Larson 2004), the lower limit
of the available gas cooling functions (Sutherland et al. 1993). Evidence for such low
metallicities originally came from the metal-poor stars in the Galactic halo (Karlsson
et al. 2013). But gas phase metallicities as low as [Fe/H] = −4 have now been observed
in the IGM at z ∼ 3− 3.5 (Fumagalli et al. 2011). This is therefore an appropriate
starting metallicity for our model, although the threshold could be lower if early galaxy
winds fail to enrich the IGM as in the simulations of Muratov et al. (2013). [Fe/H] =
−4 is close to the limit at which sufficient dust can form for low-mass star formation to
be possible. We therefore allow only high-mass stars to form in unenriched gas, with
low-mass stars beginning to form in gas that is enriched even slightly from its initial
state. Subsequent star formation is modeled by the prescription described in Section 3.
The simulations are described in detail in Paper I, but here we provide an explana-
tion of the features of the first star, both during its lifetime and once it explodes. For
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simplicity, throughout the paper, the 107 M model will be referred to as M70 and the
106.5 M model as M65.
4.3.1.1 Modeling the photoionization around the SN progenitor
The pre-ionization of the gas by the SN precursor plays a key role in the loss or survival
of gas after the SN explosion, particularly in low-mass dark matter halos. In Chapter
3, we considered in detail the impact of an ionized HII region that forms around the
progenitor star prior to the explosion.
4.3.1.2 Effects of the supernova explosion
The effect of the SN on the gas was studied in Paper I and Bland-Hawthorn et al. (2011),
and is shown in Figure 4.1(a) for the case of a centered explosion in an M70 system
and Figure 4.1(b) for the off-center case. Here we use only the models that adopt a
clumpy ISM and incorporate radiative cooling, which are more realistic. Radiative
cooling means that only ∼ 10% of the energy is available for driving the gas, which is
consistent with previous studies (e.g. Thornton et al. 1998). The clumpiness of the ISM
has the effect of decreasing the efficiency with which the SN energy couples to the gas,
meaning that a significant proportion of the energy escapes into the IGM and more gas
is retained. This also reduces enrichment, as metals escape rather than being mixed in.
In all cases, the pre-SN phase drives a significant proportion of the gas out of the
center of the system. The models with off-center explosions are more resilient than
those where the explosion occurs in the center. This is because the gas on the opposite
side of the explosion is protected by the dense gas close to the center. In the central case,
all of the SN energy pushes on dense gas rather than much of it escaping. The M70
central model shows two stages of dense gas loss: one associated with the ionization
from the stellar winds and a second with the SN explosion. The M70 off-center model
does not show a second dip from the SN because the small amount of dense gas pushed
out is balanced by the extra dense gas formed due to compression by the shock that
wraps around the center of the galaxy. The proportion of dense gas retained is compared
in Figure 4.2. The M65 models both lose all of their dense gas due to the effects of the
massive star.
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Figure 4.1: Ionized and neutral gas densities during the early times of the M70 centered
(top) and off-center (bottom) models. The pre-ionization phase removes the neutral
gas from the surroundings, resulting in the supernova affecting a larger region. In the
off-center case a significant amount of dense gas remains on the side opposite the su-
pernova.
4.3.2 Multiple supernovae
The simulations outlined in Paper I followed the evolution of the system in the face
of the energy output from a single massive star and it was found that for systems more
massive than Mvir∼ 106.5M, gas will be retained and further star formation is possible.
The goal of this paper is to model this subsequent star formation and chemical enrich-
ment, allowing the production of [α/Fe] versus [Fe/H] plots to compare with observed
UFDs. The simulation method described in the previous section is computationally
intensive, and the boundary conditions begin to have an effect even at 60 Myr. A sig-
nificantly larger grid would be required to run the full simulation for hundreds of Myr.
Instead, we use the 60 Myr of data from the first SN to simulate the effects of later SNe.
We run a simulation for 600 Myr with a resolution of 0.5 Myr. Stars are allowed
to form using a Kroupa IMF and an adaptation of the Argast et al. (2000) stochastic
method, where stars are formed in a cell with a probability proportional to the square
of the gas density as described in Section 3. The gas recovers within 30 Myr of an
SN explosion from a 25 M star, so the density in each cell of the single SN simula-
tions from Paper I at 35 Myr is taken as representing the undisturbed density. If a star
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Figure 4.2: Dense gas retention by the M65 systems (left) and M70 systems (right)
for both the central (solid line) and off-center (dashed line) explosions expressed as a
proportion of the initial number of dense cells. The M65 models lose all of their dense
gas very quickly, while the M70 systems recover within 20 Myr.
more massive than 20 M is formed sufficiently close to the center to have a significant
impact on the system, the density is reset to the t = 0 value and allowed to evolve
forward through the frames of the single SN simulation. If a star with a mass between 8
and 20 M is formed, the simulation keeps moving forward through the frames during
the lifetime of the star, then resets to the 6 Myr state, which is the time at which the SN
occurs in the single-SN simulation. This has the effect of removing the pre-ionization
phase, which is less significant for stars less than 20 M. Note that the impact of an SN
will be lessened in the absence of a pre-ionization phase, so this may slightly underes-
timate the amount of star formation for a few Myr after the SN. Opposing this effect is
the fact that the gas will not always recover completely before the next SN occurs, so a
SN from a less massive star will sometimes occur in a pre-ionized environment.
A similar method is used to calculate [Fe/H], except that instead of resetting as is
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done for density, each SN enriches the gas, so [Fe/H] increases. As can be seen in
Figure 4.3, by 40 Myr after the SN, the [Fe/H] in the densest cells and the central cells
is close to constant, so this value can be used to calculate the iron output of a single SN.
Models of Type II SN yields such as in Nomoto et al. (2006) note that the iron yield
from Type II SNe is nearly independent of stellar mass. Therefore, after each SN, we
reset the [Fe/H] as was done for density above, but with the addition of the iron from
a single SN multiplied by the number of previous SNe. This is only an approximation
and the true Fe yield may be slightly higher or lower depending on the state of the gas
as was noted for density above. [α/Fe] is calculated in the same way as [Fe/H], with
the α abundance defined as the sum of the abundances of Ca, Mg, Si and Ti. The yields
used are from Woosley & Weaver (1995), interpolated and extended to 8 M. A small
amount of noise is added to the yields in each cell to account for SN asymmetry and
unresolved properties of the gas. The behavior predicted in Frebel & Bromm (2012)
that [Fe/H] should show scatter of ∼ 1 dex, but that there should only be small scatter
in [α/Fe], is shown in our results.
Type Ia SNe commence at approximately 100 Myr and can therefore be used as a
test of whether a system has formed stars for longer than this (Frebel & Bromm 2012;
Vargas et al. 2013). We adopt the Jimenez et al. (2014) Type Ia rates scaled down to
the star formation rates of our systems, suggesting a Type Ia SN every 15 Myr. The
Type Ia SN yields used are from the W7 model of Iwamoto et al. (1999), with 0.72 M
of Fe and 0.339 M of alpha elements ejected. This is seven times the amount of iron
that a typical Type II SN produces and it therefore only takes a few Type Ia SNe to
significantly reduce [α/Fe].
4.4 Star formation prescription
A realistic prescription of star formation is required to predict the observational proper-
ties of our simulated systems. The amount and location of star formation are the most
important factors in the length of time stars will form before there are multiple SNe
close enough in location and time to turn off star formation. Particularly important is
whether the system survives for the 100 Myr it takes for the first Type Ia SNe to occur,
which shows up observationally in decreased [α/Fe].
The first step was to choose the criteria for a cell in the simulation to form a star. The
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Figure 4.3: Average [Fe/H] in the central region (r < 50 pc, solid) and in the densest
cells (nH > 10, dashed) for the M65 and M70 central models. In the M65 models no
dense cells remain after 20 Myr. While the metallicity in the central region is higher
than for the M70 case, the density is too low for stars to be formed. In the M70 model
a few stars form at the high metallicities in the central cells before the metals are mixed
into the gas, but more will form at the less enhanced metallicity in the dense cells. The
mean metallicity is close to constant after 30 Myr.
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simulations do not include self-gravity and molecular cooling so the gas does not cool
to star-forming temperature, which is much less than 100 K. Recent work by Hopkins
et al. (2013) outlines several possible methods for specifying the amount and position
of stars in parsec-resolution simulations. They find that the best results are given by an
‘overdensity’ criterion:
α = β
|∇ ·v|2+ |∇×v|2
Gρ
< 1 (4.1)
where the density of the gas ρ is compared to the sum of the square magnitudes
of the divergence and curl of the velocity field v, which account for the local velocity
dispersion and the internal rotation and shear of the gas. β ∼ 0.5 is a constant relating
to geometry.
However, Hopkins et al. (2013) note that for systems where the average density is
much less than the typical densities at which stars form, a simple density criterion works
nearly as well. This is certainly the case for our modeled systems, and a test of both
criteria over 10 Myr adjusted for a chosen star formation rate did not show significant
differences in the spatial distribution of star formation.
The density criterion is simpler than Equation 4.1 and we therefore adapt the method
of Argast et al. (2000). At each time step, 5×104 cells are selected at random from the
2163 L1 grid, and each is given a probability of forming a star that is proportional to the
square of the density of the cell. This introduces stochasticity to the method, ensuring
that the star formation is not completely dominated by the cells in the center, which
have the highest density. Changing the proportionality coefficient and the number of
cells gives two free parameters that allow the rate of star formation and the distribution
of densities at which stars form to be specified.
The critical metallicity at which the IMF switches from top-heavy to bottom-heavy
is believed to be Zcrit ∼ 10−6− 10−3.5 Z (Bromm & Yoshida 2011). Given that the
metallicity in the first galaxies is likely to be similar to the upper end of this range
(Bromm et al. 2003; Frebel et al. 2007), we allow low-mass stars to form only in gas
that has been enriched by our first SN. We note that some simulations (Johnson et al.
2008; Greif et al. 2010) find that the metallicity of the first galaxies could be as high as
[Fe/H] = −3, which would have the effect of increasing our total star formation. The
masses of stars are selected by sampling a Kroupa IMF (Kroupa 2001) with a mass
range of 0.1−50 M, with the restriction that if the mass of the star is less than 8 M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and the metallicity at the location the star is to be formed is [Fe/H] ≤−4, the star does
not form.
We start with a reference model to find the baseline star formation rate, allowing
us to calculate the disrupting effect of the SN, as well as providing a check that our
star formation criteria are reasonable. This is the star formation rate for the undisturbed
gas if no SNe occurred, assuming the Kroupa IMF at all metallicities. The mean star
formation rate is 1.3× 10−5 Myr−1 for M70 and 5.7× 10−6 Myr−1 for M65. This
corresponds to 1.4× 10−4 Myr−1kpc−2 within the scale radius of M70 and 1.8×
10−4 Myr−1kpc−2 for M65, which is within an order of magnitude of the observed
star formation rates in starbursts in larger dwarf galaxies such as Carina (Bigiel et al.
2008).
We then take the single-SN model and assume that a 25 M star forms at t = 0. The
proportion of dense gas retained is compared in Figure 4.2, while Figure 4.4 shows how
the distribution of metals changes over time after the SN. In the M70CC case, the metals
mix with the gas in the center and the regions with dense gas become enriched. In the
M70OC case, the gas in the center remains unenriched and therefore no low-mass stars
are formed. An SN explosion closer to the center is therefore required for low-mass
stars to form.
The variation in star formation rate given the wind and SN from this 25 M star
is shown in Figure 4.5 for M70CC. The star formation rate dips as much of the dense
gas is blown out by the energy from the stellar winds and SN, but eventually much of
the gas returns to the center of the galaxy, meaning that there are enough dense regions
for the star formation rate to recover to 50% of the pre-SN level. The M70 off-center
explosion does not form low-mass stars because the dense gas is not enriched. The M65
models quickly lose all of their dense gas, so they never form low-mass stars.
In the M65 model with a central explosion, dense gas is rare by the time the SN
occurs and the SN blows out the remaining 10%. By 15 Myr, the amount of gas denser
than nH = 10 cm−3 is negligible. The off-centred M65 model survives the pre-SN
ionization with about half its dense gas intact. However, the SN explosion blows out
the rest of the dense gas and by 25 Myr a negligible amount of gas remains with nH >
10 cm−3. The mean total star formation with the enrichment condition relaxed is 16 M
for the central model, while the mean for the off-center model is 27 M.
In this section we discussed only the impact of the first high-mass star and found
that for the M70 model, after the first central explosion, low-mass stars are able to form,
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Figure 4.4: Enrichment of the system over time in the M70 central case (top) and the
off-center case (bottom). The dense gas is enriched only in the central case.
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Figure 4.5: Total star formation integrated over the M70CC galaxy simulated over 100
runs, where stars with M < 8 M can form at any metallicity (dotted line is median,
red region is the interquartile range) and where low-mass stars can only form at [Fe/H]
> −4 (solid line is median, blue region is interquartile range). The two converge very
quickly, suggesting that by the time the gas recovers sufficiently for further stars to
form, at least some of the metals have been mixed into it.
while an off-center explosion has only a small impact on the system. This means that
the system will survive and form stars until there are multiple SNe close to the center
and not spaced too far apart in time. In the next section, we discuss the distribution of
the masses, location and timing of subsequent stars that will end their life as an SN, all
of which affect how long star formation continues in the system.
4.5 Mass, location and timing of supernovae
For the multi-SN simulation, we require estimates of how frequently massive stars form,
how massive they are, and where they occur. Here we use the output of the single SN
simulations to estimate these parameters. We also identify effects that separate massive
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Table 4.1: Properties of Stars as a Function of Mass
Z=1/50 Z Z=0
Mass Prob Lifetime Q¯ Lifetime Q¯
(M) (Myr) (photon s−1) (Myr) (photon s−1)
8-10 0.28 38–27 0.2–1.5×1046 25–18 2.3–4.7×1047
10-12 0.17 27–21 1.5–6.5×1046 18–14 4.7–8.5×1047
12-15 0.16 21–15 0.7–3.0×1047 14–10 0.9–1.7×1048
15-20 0.15 15–11 0.3–1.4×1048 10–7.5 1.7-3.8×1048
20-25 0.084 11–8.3 1.4–3.9×1048 7.5–6.1 3.8-6.8×1048
25-30 0.053 8.3–7.0 3.9–7.6×1048 6.1–5.2 0.7–1.1×1049
30-35 0.036 7.0–6.1 0.8–1.2×1049 5.2–4.6 1.1–1.6×1049
35-40 0.026 6.1–5.5 1.2–1.8×1049 4.6–4.2 1.6–2.1×1049
40-45 0.019 5.5–5.0 1.8–2.3×1049 4.2–3.9 2.1–2.8×1049
45-50 0.015 5.0–4.7 2.3–2.9×1049 3.9–3.7 2.8–3.4×1049
stars in location and in time, supporting the idea that our systems can form stars for
100 Myr and beyond. It has already been noted that the M65 systems cannot survive
the effects of the 25 M star, so here we focus on M70 only.
4.5.1 Masses
The mass distribution of stars is given by a Kroupa IMF with a lower bound of 0.1 M
and an upper bound of 50 M. The proportion of stars with a mass greater than M is
therefore
p(m > M) =
∫ 50
M m
−αdm∫ 50
0.1 m−αdm
, (4.2)
where for the Kroupa mass function α = 2.3 for M > 0.5 and α = 1.3 for M < 0.5.
From this, we find that 0.6% of stars have a mass greater than 8 M, which we take
to be the threshold mass at which a star will end its life as an SN. Table 4.1 shows the
percentage of SN-forming stars that are in each mass range. The median SN-forming
star has a mass of ∼ 13 M and only 16% are more massive than the 25 M star we
use in our simulations. Table 4.1 also gives the lifetimes and the photon flux for various
stellar masses from Schaerer (2002) for Z = 0 and Z = 0.02 Z. At lower metallicity
the lifetimes are shorter. The starting metallicity in our simulations is 10−4 Z, so the
lifetimes and Q in our simulations will be somewhere between these two extremes.
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4.5.2 Timing
The probability pform that at least one star with a mass greater than 8 M has formed
since t = 0 is
pform(t,M > Mcrit) = 1− pnM∗<Mcrit (4.3)
where n is the number of stars that have formed by time t, Mcrit = 8 M is the
threshold for a star to end its life as an SN, and pM∗<Mcrit = 0.994 is the probability that
an individual star drawn from a Kroupa IMF has a mass less than Mcrit. The probability
pSN that an SN explosion has occurred before time t is:
pSN(t) = 1−
50
∏
M=Mcrit
(1− pM(t− tM)) (4.4)
where tM is the lifetime of a star of mass M and pM is given by Equation 4.2.
Figure 4.6 shows the cumulative probability of a second SN with time following the
formation of a 25 M star at t = 0. For the centered case, while a second massive star
is likely to form within 10 Myr, there is only a ∼30% chance that the SN from the star
will occur before the gas recovers at t ∼ 20 Myr. For the second explosion to occur
within 20 Myr of the first, the second star must have a mass of at least 10− 12 M.
This supports our assumption that the gas usually recovers after an SN before the next
SN disrupts it again, meaning that the system is likely to survive at least its first two SN
explosions.
4.5.3 Location
Figures 4.1(a) & 4.1(b) show the effects of a 25 M star on an M70 halo. Over the first
6 Myr, the star pushes gas out as well as ionizing the surrounding gas, creating a region
where there is no dense neutral gas for star formation to occur. This region forms a
Stro¨mgren sphere and has a radius:
rstrom = (
3Q(H)
4piβ2n2
)1/3 (4.5)
where Q(H) is the photon flux from the star and n is the gas density. At low
metallicities, the recombination rate β2 to all levels other than the ground state is β2
= 1.84×10−13× (T/1.5×10−4 K)−0.78 (Dopita & Sutherland 2003).
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Figure 4.6: Probability of a second supernova-forming star having formed (dashed line)
and exploded as a supernova (solid line) as a function of time after the 25 M star
formed at t = 0 for the central model (blue) and the off-center model (red). This shows
that a second supernova is unlikely to form before the gas has recovered from the first,
meaning that in the majority of cases star formation will continue for at least 50 Myr.
The gas density is not constant, but decreases as radius increases and is also inho-
mogeneous such that it is not constant at a given radius. In the case where the star is
not at the center, this means that the ionized region can be highly asymmetric, as the
Stro¨mgren radius is smaller in the direction of the dense gas in the center and much
larger in other directions.
In the central case, the region is nearly symmetrical and we use the mean density
of the gas. The extent of the Stro¨mgren sphere increases with time, because the region
surrounding the star becomes less dense. Figure 4.7(a) shows how the radius increases
for a 25 M star at the center of the M70 system. The values of temperature and
photon flux are from MM02 as described in Section 2.1.1. This Stro¨mgren radius can
be considered an exclusion radius within which no stars will form. The maximum radius
of 74 pc at 6 Myr is very close to the half gas-mass radius where we form the star in the
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Figure 4.7: Top: the Stro¨mgren radius of a 25 M star as a function of time. The
Stro¨mgren radius increases with time as the star removes much of the neutral gas from
its environment. This creates an exclusion zone where star formation is temporarily
stopped. Bottom: the Stro¨mgren radius of a star in the initial gas density profile as
a function of mass for the case of zero metallicity (dashed line) and [Fe/H] = −1.7
(solid line). The affected volume rises as a steep function of stellar mass, with the more
common supernova-forming stars having a very small Stro¨mgren radius and therefore a
pre-ionization phase that can be neglected.
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off-center model.
The above effect can aid the survival of small galaxies. Two massive stars cannot
form close together in location, as the first will create an ionized region that prevents
the second from forming. The more massive the first star to form, the bigger the effect.
Figure 4.7(b) shows the Stro¨mgren radius as a function of mass just after the star has
formed. Two metallicities for the progenitor star are shown: Z = 0 and Z = 1/50 Z,
while the metallicity in our model lies between these two values.
While a 25 M star has a Stro¨mgren sphere that covers half the scale radius, lower
mass stars have a much smaller effect. Figure 3.2 shows a sharp fall in photon flux for
stars below 25 M. At Z = 10−2 Z, the radiation from a 12 M star over its entire
20 Myr lifetime is the same as a 25 M star emits in 200 kyr. The pre-ionization phase
for such a star can be neglected for simplicity as it will only affect a few cells.
4.6 Results and discussion
Figure 4.8 shows how the total star formation rate varies with time. The overall average
is ∼ 5 M Myr−1, but with a large amount of noise due to the stochasticity of star
formation. The effective Type II SN rate (including only the SN close enough to the
center to have a significant impact on the system) is 0.05 SN Myr−1, or 1 SN/20 Myr.
The effective Type Ia SN rate is set to be 1 SN/20 Myr based on Jimenez et al. (2014),
such that after 100 Myr Type Ia SNe are as common as Type II. We note that other
Type Ia delay time distributions (DTDs) are possible. For example, Maoz et al. (2010)
suggest that the Type Ia supernova rate is highest after 40 Myr, corresponding to the
lifetime of 8 M stars, then declines as a power law. Adopting this distribution would
result in a turnover of [α/Fe] at a lower metallicity by as much as 0.3 dex, corresponding
to half the amount of enrichment before Type Ia supernovae commence and is therefore
equivalent to reducing the star formation rate by a factor of 2 at early times. This change
is of similar magnitude to the stochastic effects resulting from the low frequency of
Type Ia supernovae in our model, which can result in gaps of ∼ 50 Myr between Type
Ia supernovae.
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Figure 4.8: Total star formation as a function of time, with the red circles corresponding
to supernovae. The star formation is stochastic, leading to the plot being very noisy.
4.6.1 Description of a typical simulation run
In this section, we describe a sample simulation run, the results of which are shown in
Figure 4.9. For the first 6 Myr, corresponding to the lifetime of the initial 25 M star,
[Fe/H] ≈ −4 everywhere in the gas. As discussed in Section 3, we do not allow low-
mass stars to form at this metallicity. At t = 6 Myr, the 25 M star explodes and begins
to enrich the gas. The first low-mass stars form at around 17 Myr and have a wide range
of [Fe/H] from−3.8 to −2, while [α/Fe] shows very little scatter and is≈ 0.85. This is
higher than the expected long-term average [α/Fe] (as defined in Section 4.3.2, see also
Section 4.7) from Type II SNe, because a 25 M star is more massive than 80% of Type
II SN-forming stars and more massive stars have higher α yields relative to iron. In
this run, the first star with greater than 8 M forms at 32 Myr, which is slightly higher
than the median time of 25 Myr. This star has a mass of 9.7 M, corresponding to a
lifetime of 29 Myr. At 38 Myr, a 9.0 M star forms, which will explode just after the
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gas has recovered from the previous SN, and this is followed by a 10 M star forming at
46 Myr. The combined effect of this is a period of low star formation from 60-100 Myr,
although a few stars do form at a lower [α/Fe] ∼ 0.5 on the side opposite to the later
SNe. Note that in Fig. 4.9 these stars are at low [Fe/H], as the gas with higher [Fe/H]
has not yet recovered from the multiple SNe that enriched it.
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Figure 4.9: Plots of [α/Fe] vs [Fe/H] for stars after 100 (top), 200, 400 and 600 Myr.
The dashed vertical lines in each panel are to the right of 90% of the points and can be
considered a typical value of [Fe/H] at which stars form at that time.
Between 100 and 200 Myr, enrichment from Type Ia SNe results in a decline in
[α/Fe] with increasing [Fe/H]. A few stars form with [α/Fe] < 0 in regions that are
well away from the locations of all previous Type II SNe, but close to one or more Type
Ia SNe. By 200 Myr, stars with [Fe/H] > −2 are becoming common and the mean
[Fe/H] is −2.9, increasing to -2.3 at 400 Myr. We terminate star formation at 600 Myr
as it is likely that star formation will be switched off by closely spaced SNe or the epoch
of reionization at some time before this. The simulation ends with 2950 M of stars
having formed, and there have been 29 Type II and 25 Type Ia SNe close enough to the
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center to significantly disrupt and enrich the gas.
The above description is an example only, and given that we assume star formation
will occur stochastically, with variations in the number, mass and location of stars,
different runs of the simulation can give quite different results. The total star formation
and therefore number of SNe over the 600 Myr does not vary much between runs,
meaning that the stars in the clump at [Fe/H] ∼−1.5 is a typical feature, although they
can have slightly higher or lower [α/Fe] due to variation in the relative number of Type
Ia and Type II SNe. The mean [Fe/H] =−2.10±0.09 and the mean [α/Fe] = 0.28±0.03.
Note that these errors are simply the statistical errors based on a number of runs and
do not take into account uncertainties in our star formation rate, IMF and Type Ia SN
frequency. The large scatter in [α/Fe] at [Fe/H] ≈ −2.5 is a result of stars forming in
regions that have been affected by very few SNe. At lower [Fe/H] there is little scatter
because all stars have been affected by only a single SN, while at higher [Fe/H] there
have been enough SNe that significant variations from the mean are uncommon.
4.7 Comparison to observed systems
We now compare the results of our simulations to the UFDs discovered by Simon &
Geha (2007) and Simon et al. (2011), which were studied in [α/Fe] by Vargas et al.
(2013), as well as to the mass-metallicity relation (Kirby et al. 2013b). The Vargas
UFDs have masses ranging from 6× 105 M to 1.2× 107 M within the half-light
radius (Wolf et al. 2010). The total halo masses are uncertain, but may be significantly
greater than this, such that the virial halo masses are likely to range from being similar
to the 107 M in our model to being many times greater. In Figure 4.10, we plot the
[Fe/H] versus [α/Fe] data from the Vargas et al. (2013) study on the results of one of our
simulation runs and determine whether our model can explain these systems. Vargas
et al. (2013) note that the galaxies show evidence of old stellar populations without
intermediate-age stars, indicative of a single burst of star formation lasting less than
2 Gyr.
Vargas et al. (2013) give abundance ratios for 61 red giant branch stars in 8 UFDs,
the largest sample of alpha abundances in galaxies this faint. They found that six of
the eight show on average reduced [α/Fe] at higher [Fe/H], meaning that stars have
likely formed for longer than 100 Myr. Figure 4.10 shows [α/Fe] versus [Fe/H] for
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Figure 4.10: Data points from Vargas et al. (2013) and Kirby et al. (2013a) plotted
on the stars produced by a simulation run. The top panel compares Segue I (red),
Ursa Major II (blue) and Leo IV (yellow), the three systems that do not show evidence
of Type Ia enrichment, plotted on our 100 Myr results. The second panel compares
Coma Berenices (green) to our 200 Myr results. The third panel compares Leo T to our
400 Myr results. The bottom panel shows Canes Venatici II (magenta), Ursa Major I
(brown), Hercules (light green) and Segue 2 (orange) compared to our 600 Myr results.
the complete Vargas sample, as well as Segue 2 from Kirby et al. (2013a) with our
model prediction superimposed. In this section we discuss whether our simulations can
explain these systems. The definition of [α/Fe] for the observed values uses the same
four elements as used to define α in our models, although our method has the effect of
giving a greater weight to [Si/Fe] and [Mg/Fe], which are the more abundant elements,
and a very low weight to [Ti/Fe]. Titanium is underproduced in the (Woosley & Weaver
1995) nucleosynthetic models with respect to the solar values, while the Ca, Si and Mg
yields are consistent with the solar values and each other.
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4.7.1 Systems showing no evidence of Type Ia supernovae
Segue 1 (plotted in red in Figure 4.10) has a mass of 5.8+8.2−3.1×105 M within the half-
light radius. Only five stars were observed by Simon et al. (2011), with four having
[α/Fe] between 0.6 and 0.9 and the other 0.4. Frebel et al. (2014) observed two more
stars in Segue 1 with [Fe/H] <−3.5 and suggested that it was the least evolved known
galaxy. The two stars with [Fe/H] ≈ 0.5 are unusual, being two of only three stars in
the Vargas sample at [Fe/H] < -2 with [α/Fe] > 0.4. Our models show very few stars
with [Fe/H] >−2 forming in the first 100 Myr of the evolution of the system.
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Figure 4.11: Observations of Segue 1 from Vargas et al. (2013) (red points) compared
to a 200 Myr run of our model where star formation is doubled and Type Ia supernovae
are not allowed.
Ursa Major II (dark blue in Figure 4.10), which has a half-light radius mass of
7.9+5.6−3.1× 106 M (Wolf et al. 2010), also shows no evidence of a decline in [α/Fe].
Given sufficient Type II SNe and the absence of Type Ia SNe, [α/Fe] will eventually
settle around 0.35 (Frebel & Bromm 2012). The stars in Ursa Major II are clustered
around [α/Fe] = 0.4, with all but one of the stars having [Fe/H] <−2.5. The exception
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Figure 4.12: Data points from Vargas et al. (2013) and Kirby et al. (2013a) plotted on
the stars produced by a simulation run with Type Ia-only enrichment. T0 =100 Myr
is the delay time from the formation of the first star to the time of the first Type Ia
supernova. The observations are as for Figure 4.10: the top panel compares Segue I
(red), Ursa Major II (blue) and Leo IV (yellow), the three systems that do not show
evidence of Type Ia enrichment, plotted on our 100 Myr results. The second panel
compares Coma Berenices (green) to our 200 Myr results. The third panel compares
Leo T to our 400 Myr results. The bottom panel shows Canes Venatici II (magenta),
Ursa Major I (brown), Hercules (light green) and Segue 2 (orange) compared to our
600 Myr results.
is a star with [Fe/H] = −1.1 and [α/Fe] = 0.4; however this may be a foreground star
rather than a member of the system (Frebel 2010).
Leo IV (yellow in Figure 4.10) has a half-light radius mass of 1.2+3.5−0.9× 106 M
(Wolf et al. 2010) and contains only four observed stars, all with large uncertainties
in their abundance ratios. More stellar abundances are required to determine whether
[α/Fe] decreases with increasing [Fe/H] in this system. Leo IV has a luminosity of
8700 L, suggesting a factor of 40 more star formation than in our models for a typical
mass-to-light ratio and a Kroupa IMF (e.g Martin et al. 2008) if it formed stars for
< 100 Myr. The system may be a closer match to our models if the period of star
formation was longer. Brown et al. (2012) gives the constraint that the spread of stellar
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ages is less than 2 Gyr.
The stars from these three systems are plotted on an example run of our simulation
after 100 Myr in the top panel of Figure 4.10. Segue 1, with its low luminosity and
half-light radius mass, is the best fit to our models, however two stars do not appear to
fit with star formation times of <200 Myr. We note that there are large uncertainties
associated with the star formation rate, the Type Ia SN rate, and the time of the first
Type Ia SN. We therefore test increasing the star formation rate by a factor of two
and evolving for 200 Myr without allowing Type Ia SNe. The results are shown in
Figure 4.11. Increasing the undisturbed star formation rate has only a small effect on the
total enrichment, because it leads to SNe occurring more quickly after the gas recovers,
which leads to a period of low or no star formation. A larger halo mass would be
required to maintain a higher average star formation rate. Frebel et al. (2014) calculated
the initial stellar mass for Segue 1 to be ∼ 1500 M , which suggests a star formation
rate a factor of two to three higher than for our models if the length of star formation
was 100-150 Myr. However, this is not a large enough factor to explain the outliers at
[Fe/H] ≈−1.5.
4.7.2 Systems showing evidence of Type Ia supernovae
The remaining systems show evidence of Type Ia SNe, containing stars with solar or
sub-solar [α/Fe]. These galaxies have masses in the range 6× 105 − 1.2× 107 M
within the half-light radius (Wolf et al. 2010). All show lower [α/Fe] for higher [Fe/H],
which is interpreted as the effect of Type Ia SNe, which yield much more iron relative
to α elements compared to Type II SNe. The decline in [α/Fe] may commence before
the first Type Ia SNe due to Type II SNe from lower mass (8-15 M) stars. Averaged
over a Kroupa IMF, the yield from Type II SNe [α/Fe] ≈ 0.35, significantly lower than
for many stars in the Vargas et al. (2013) sample.
In the Vargas et al. (2013) sample, nine stars are observed in Coma Berenices, of
which seven show [Fe/H] < −2.5, with six of these clustering around [α/Fe] ≈ 0.8.
The other two stars show [Fe/H] < −2 and [α/Fe] ≈ 0.2. This could be explained by
a few high-mass stars affecting the system in the first 100 Myr, followed by a small
number of Type Ia SNe, after which star formation quickly ends. The observed stars
in Coma Berenices (dark green in 4.10) have a mean [Fe/H] of −2.7 and we therefore
compare it to our 200 Myr plot in Figure 4.10, which has mean [Fe/H] = −2.9. The
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metallicity observations fit well, suggesting that Coma Berenices may have formed stars
for∼200 Myr. The luminosity of 3700 L suggests∼ 5−10 times more star formation
than for our model if this is the case. The mass within the half-light radius is 2.0+0.9−0.6×
106 M (Wolf et al. 2010) and it does not show evidence of tidal disruption (Mun˜oz
et al. 2010).
Leo T is shown in the third panel of Figure 4.10. There are only five stars, four
of them with −2.0 < [Fe/H] < − 1.5, consistent with a system that formed stars for
∼400 Myr. The star with [Fe/H] = −1.8 and [α/Fe] = 0.7 is rare in our models and
requires enrichment by multiple Type II SN from high mass stars without significant
enrichment from Type Ia SN. Leo T is the most luminous system in the Vargas sample
and the only one that shows evidence of star formation at late times.
The rest of the Vargas systems are shown in the bottom panel of Figure 4.10 along
with Segue 2 from Kirby et al. (2013a). All contain stars with [Fe/H] > − 1.5 and
some show stars with [Fe/H] >−1.1.
These systems have star formation histories of less than 2 Gyr (Vargas et al. 2013).
Ursa Major I and Hercules, with their luminosities of > 104 L and their half-light halo
masses ∼ 107 M, are likely significantly more massive than our modeled systems.
Canes Venatici II, with a half-light radius mass of 1.4+1.0−0.6× 106 M and a luminosity
of 7.9+4.4−3.0× 103 L (Wolf et al. 2010), is a closer fit, although the implied > 104 M
of stars is still more than in our model.
The remaining systems do not contain stars with [Fe/H] < −3, but other features
match well with our model, with nearly all observed stars lying close to regions with
a high density of modeled stars. The low-metallicity stars in Hercules do not fall on
the clump of modeled stars, but can be explained by the effects of one or more early
Type II SN from lower mass stars, which would have the effect of reducing [α/Fe].
The large scatter in [α/Fe] near [Fe/H] = -2.5 in the model is seen in Ursa Major I and
Canes Venatici II, although not in Hercules or Segue 2. In our simulation the scatter
results from the range of α enrichment from different-mass Type II SNe, as well as the
commencement of Type Ia SNe.
Within each galaxy there is much less scatter in [α/Fe] than in [Fe/H], especially
at low [Fe/H], which is expected for the reasons outlined in Frebel & Bromm (2012).
Ursa Major I contains a star at [Fe/H] = −2.6 with approximately solar [α/Fe], which
could be indicative of a low star formation rate resulting in lower enrichment for the
first 100 Myr, but could also be explained simply by a case where fewer SNe occur in
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the first 100 Myr due to the stochastic nature of stellar masses.
Segue 2 is the least massive known galaxy, with < 1.5×105 M within the half-light
radius, a luminosity of 900 L and a stellar mass of 1000 M. This is much less massive
than our modeled systems. Kirby et al. (2013a) discuss two possibilities, the first being
that the galaxy formed at a mass similar to the observed mass, and the second being that
the system formed with a mass Mvir ∼ 109 M, but that 99.7% of the stars have been
stripped. The second scenario requires a highly eccentric orbit (50:1 Pen˜arrubia et al.
2008) This would be a highly unusual object and Kirby et al. (2013a) note that it would
be the first known galaxy to have lost its dark matter halo without being completely
disrupted. While Segue 2 is the only significant outlier from the stellar mass-metallicity
relation (Kirby et al. 2013b), which supports the tidal stripping scenario, Chen et al.
(2014) suggest that the stellar mass-metallicity relation becomes flat or even changes
direction below Mvir = 108 M, because lower mass halos are less efficient in accreting
metal-poor gas. The current observational data cannot distinguish between the possible
origins of Segue 2.
The observed stars from Segue 2 are plotted in orange on the bottom panel in Fig-
ure 4.10. Six of the eight stars show [α/Fe] > 0.3 and [Fe/H] < −2.2. One of the
remaining stars is at [Fe/H] = −1.9 and solar [α/Fe], while the other is at [Fe/H] =
−1.3 and sub-solar [α/Fe].
We also tested a scenario without enrichment from Type II SNe, where the Type
Ia SN rate was increased such that the total SN rate remained the same. The implicit
assumption made here is that intermediate-mass (3-8 M) stars can form at our starting
metallicity of [Fe/H] = −4. The results are shown in Figure 4.12 and show that the
decline in [α/Fe] is too rapid to explain UFD observations. Within 200 Myr, most
stars formed in our simulation have lower [α/Fe] than any observed stars. We therefore
conclude that enrichment from Type II SNe is required to explain the metallicity of stars
in the UFDs observed to date.
However, given the results of Paper I, a 106.5 M galaxy would likely survive a
single Type Ia SN, which does not have the pre-ionization phase associated with Type
II SNe. The star formation rate of M65 in its undisturbed state is 5.7 MMyr−1, which
corresponds to an average of 10 stars per Myr. In the Kroupa IMF, 1 in 270 stars is
greater than 8 solar masses, so the average SN rate if the gas is not disturbed is 1 per
27 Myr; however, the stochastic nature of star formation means that in 15% of cases no
stars with greater than 8 M will form within 50 Myr and in 2% of cases none will form
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within the first 100 Myr. Such systems could therefore experience one or more prompt
Type Ia SNe (Mannucci et al. 2006) before any Type II SN.
Only a few hundred stars would form in such a system, and they may be beyond
the reach of current telescopes. Future detections of stars in such systems are likely to
show very low [α/Fe] relative to [Fe/H] because the surviving systems will be those that
lacked the α-enriching massive stars. Systems that form with a high enough metallicity
for immediate low-mass star formation may show a few very low [Fe/H] stars with high
[α/Fe]. Such stars would form in gas enriched only by Population III stars.
4.7.3 Metallicity distribution functions
Figures 4.13 & 4.14 compare the metallicity distribution functions (MDFs) of our mod-
els to the UFDs observed by Vargas et al. (2013) and Kirby et al. (2013a). This will be
discussed in greater depth in Chapter 5, where our models are compared to the high-
resolution observations of Brown et al. (2014). Figure 4.13 shows that it takes 600 Myr
for the highest metallicity stars to be produced in a proportion similar to that observed
in UFDs. Even after 600 Myr, an insufficient number of stars with [Fe/H] > −1.5 are
produced. This may be due to these systems having longer star formation histories, or
some of them being more massive and having correspondingly higher star formation
rates. The lowest metallicity stars in our model are not seen in the observations, which
could be indicative of the true metallicity floor being higher than the [Fe/H] = −4 we
assume here.
Comparing our models to the UFDs grouped in the same way as for Figure 4.10, in
the top panel of Figure 4.14 we confirm the feature discussed in Section 4.7.1, that our
models do not produce the highest metallicity stars in the systems with no evidence of
Type Ia supernovae within the first 200 Myr. Following the submission of this thesis,
work has commenced on building a detailed model to explain Segue 1, which has a
highly unusual MDF.
The middle panels show individual systems and therefore suffer from the low num-
ber of observed stars. Sufficient proportions of stars in our models have the metallicities
observed in these systems for it to be plausible that a system with an MDF accordance
with our model could produce these observations, although in both cases the high pro-
portion of observed stars with high metallicities would make them unusual. The bottom
panel shows reasonable agreement between the observed and modelled histograms. A
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Figure 4.13: [Fe/H] histograms of our models after 100, 200, 400 and 600 Myr (green)
and of the UFDs observed by Vargas et al. (2013) & Kirby et al. (2013a) (blue). The
y-axis indicates the number of stars in UFDs in a given metallicity bin.
detailed statistical comparison between the models after 600 Myr and high-resolution
observations of UFDs will be performed in Chapter 5.
4.7.4 Scaling relations
Dwarf galaxies observed to date obey a tight relationship between stellar mass and
metallicity,
[Fe/H] =−1.69+0.30log( M∗
106 M
) (4.6)
with an rms of 0.16 (Kirby et al. 2013b).
After 400 Myr in our model, the stellar mass is≈ 2000 M and [Fe/H] =−2.3±0.1.
Assuming that due to stellar evolution the stellar mass observed today would be half of
its original value (as calculated for Segue 1 by Frebel et al. (2014)), the mass-metallicity
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Figure 4.14: [Fe/H] histograms of our models after 100, 200, 400 and 600 Myr (green)
compared with observations of UFDs (Vargas et al. 2013; Kirby et al. 2013a, blue)
grouped in the same way as in Figure 4.10. The y-axis shows the number of observed
stars in a given metallicity bin. In the top panel, the 100 Myr results from our simu-
lations are compared to the MDFs of Segue 1, Ursa Major II and Leo IV , the three
systems that do not show evidence of Type Ia enrichment. The second panel compares
Coma Berenices to our 200 Myr results. The third panel compares Leo T to our 400 Myr
results. The bottom panel shows Canes Venatici II, Ursa Major I, Hercules and Segue 2
compared to our 600 Myr results.
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relation gives [Fe/H] = −2.59± 0.16. The discrepancy is larger at 600 Myr, where
[Fe/H] = −2.1±0.1 for our model compared to [Fe/H] = −2.54±0.16 from the mass-
metallicity relation.
However, our models do fit well with the simulations of Chen et al. (2014), who
suggest that there is a change of slope in a number of scaling relations at Mvir∼ 108 M
resulting from the inefficiency of low-mass halos in accreting metal-poor gas. The mean
stellar metallicity of −2.1 at 600 Myr in our model is slightly lower than they find for
a Mvir = 107 M halo, although is still within their range of uncertainty. They find that
the total stellar mass is equal to:
logM∗ = 3.5+1.3log(Mvir/107 M) (4.7)
This gives M∗ = 3200 M, which is similar to the stellar mass of 3000 M from our
models.
4.8 Summary
We have simulated star formation and chemical enrichment in systems with dark matter
halo masses of 107 M, which is a mass similar to many of the recently discovered
UFDs. We use the single SN simulations of Paper I as a starting point and evolve the
system for 600 Myr. Using a simple model of star formation, we find the following:
1. A single star with a mass of 25 M is sufficient to permanently stop star formation
in a system with a mass of Mvir∼ 106.5 M, even if the star is as much as 0.5 scale
radii (50 pc) from the center.
2. In systems with Mvir ∼ 107 M, massive stars farther than 0.5 scale radii (75 pc)
from the center have little impact on the system as most of the energy and metals
escape.
3. Systems with Mvir ∼ 107 M recover from the first SN explosion and form low-
mass stars for more than 100 Myr.
4. The assumption that star formation occurs at the same rate as in the Carina dwarf
(scaled for the size of our modeled systems) predicts a turnover of [α/Fe] at
[Fe/H] ∼−2.5.
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5. Our models predict >1 dex of scatter in [α/Fe] close to the turnover, but that
away from this value of [Fe/H] the scatter should be < 0.5 dex.
6. In terms of stellar and halo mass, Segue 1 is the closest observed match to our
modeled systems. The stellar mass of ∼ 1500 M calculated by Frebel et al.
(2014), along with the lack of evidence of enrichment from Type Ia SNe, suggests
a star formation rate a factor of three to four times higher than for our models,
while the halo mass estimate from Simon et al. (2011) suggests the system is ∼3
times more massive than our M70 model. With better instruments, we expect
the detection of many systems similar to Segue 1, which is currently the least
luminous known galaxy. This paper provides support to the suggestion of Bovill
& Ricotti (2009) that at least some such systems are fossil galaxies that formed
in the early universe with halo masses Mvir < 108 M, then experienced only a
single burst of star formation.
7. We find that systems with Mvir = 106.5 M and lower cannot survive the feedback
from their star formation. This suggests that if Segue 2 has a virial mass of
< 106 M as suggested by Kirby et al. (2013a), it could not have formed with its
present halo mass, but rather must have experienced at least some tidal stripping.
However, if its true virial mass is& 106.5 M, it is consistent with the stellar mass-
metallicity relation of Chen et al. (2014) and may therefore be an intrinsically
very low mass system.
8. All observed stars in the rest of the Vargas UFDs have metallicities that are con-
sistent with our model, although our model predicts stars with lower metallicities
than have been observed. This discrepancy may result from the starting metallic-
ity of [Fe/H] = −4, or the metallicity floor for low-mass star formation.
We have assumed our systems are formed and evolve in isolation and have not ad-
dressed the complex issues of accretion, ram pressure stripping, dark matter halo strip-
ping, and other effects that may affect the evolution of the galaxy. While our modeled
systems are in isolation, the UFDs compared to in this work have been affected by the
M31 and Milky Way environment, as only the closest systems are bright enough to be
observed. In future work we will seek to use our simulations to model very metal-poor
damped Ly-α systems at z = 2 (Cooke et al. 2010, 2011a, 2012).
Chapter 5
The Star Formation History of UFDs
This work has been published as:
Webster, D., Bland-Hawthorn, J. & Sutherland, R. S. Star Formation in Ultrafaint
Dwarfs: Continuous or Single-age Bursts?, 2015, ApJ, 799, L21.
Some minor changes have been made in response to comments from the reviewers
of this thesis.
5.1 Abstract
We model the chemical evolution of six ultrafaint dwarfs (UFDs): Bootes I, Canes
Venatici II, Coma Berenices, Hercules, Leo IV and Ursa Major I, based on their re-
cently determined star formation histories. We show that two single-age bursts cannot
explain the observed [α/Fe] vs [Fe/H] distribution in these galaxies and that some self-
enrichment is required within the first burst. An alternative scenario is modelled, in
which star formation is continuous except for short interruptions when one or more su-
pernovae temporarily blow the dense gas out from the centre of the system. This model
allows for self-enrichment and can reproduce the chemical abundances of the UFDs in
which the second burst is only a trace population. We conclude that the most likely
star formation history is one or two extended periods of star formation, with the first
burst lasting for at least 100 Myr. As found in earlier work, the observed properties of
UFDs can be explained by formation at a low mass (Mvir ∼ 107 M), rather than being
stripped remnants of much larger systems.
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5.2 Introduction
The discovery of very faint low-mass galaxies, known as ultra-faint dwarfs (L< 105 L)
has provided a low-redshift method of investigating the formation and evolution of the
early baryonic systems. UFDs contain only old, metal-poor stellar populations and may
retain relatively unpolluted chemical signatures of the first generations of stars. Recent
work has made progress in determining the star formation history (Weisz et al. 2014a;
Brown et al. 2014) and chemical abundances (Frebel & Bromm 2012; Gilmore et al.
2013; Vargas et al. 2013) of these systems.
For most stars in UFDs, only medium-resolution spectroscopy is available, however
this is sufficient to determine iron and α element abundances (Kirby et al. 2009, 2010).
This allows use of the idea of Tinsley (1979), who suggested that the enhanced [α/Fe]
ratio in halo stars could be explained by the time delay between Type II and Type Ia
supernovae. The progenitors of Type Ia supernovae are evolved low and intermediate-
mass stars with longer lifetimes than the massive stars that are the progenitors of Type
II supernovae, such that there is a ∼ 100 Myr period after star formation commences in
a galaxy when only Type II supernovae enrich the gas. Type II supernovae eject much
more α elements relative to iron than Type Ia supernovae, resulting in enhanced [α/Fe]
for stars that form in the first 100 Myr of star formation in a system. A galaxy that
only contains stars with [α/Fe] above or close to the mean of 0.35 expected for Type II
supernovae in a typical initial mass function (e.g. Salpeter 1955; Kroupa 2001) is likely
to have formed stars for less than 100 Myr (Cayrel et al. 2004; Frebel & Bromm 2012).
Enrichment from Type Ia supernovae is not the only possible explanation for low
[α/Fe], which can also be explained by an initial mass function (IMF) that favours
lower-mass Type II supernovae, or by types of supernovae in which most α elements
do not escape into the interstellar medium (Karlsson et al. 2012). Observationally dis-
entangling the contribution of the decline in [α/Fe] as a result of Type II supernovae
as compared to Type Ia supernovae is therefore difficult and is likely to require high-
resolution observations of iron-peak and s-process elements. If the abundances of s-
process elements indicate a lack of AGB enrichment, it would suggest that the timescale
of star formation is too short for for Type Ia supernovae. It should also be noted that
there is not necessarily a direct relationship between [Fe/H] and time, as the merging of
gas clouds can create multiple metallicity populations (Wise et al. 2012).
The low luminosity of the UFDs means that chemical abundance data is available
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for only a few stars in each galaxy, resulting in large uncertainties for individual sys-
tems. However, the situation is improving, with Brown et al. (2014) providing [Fe/H]
for a large sample of stars in six UFDs and Vargas et al. (2013) determining [α/Fe]
abundances for 61 stars in eight UFDs. The [Fe/H] distribution from these observations
was then used to determine the ages of the stars relative to the M92 globular cluster.
Brown et al. (2014) used isochrone fitting to determine the star formation history
(SFH) of six UFDs; Bootes 1, Coma Berenices, Canes Venatici II, Hercules, Leo IV and
Ursa Major I. Without the constraint of spectroscopic abundances for [α/Fe], they found
that the SFH could be fit by a two single-age burst model with three parameters: the ages
of the two components and the proportion of stars in each burst. Adding parameters for
the duration of the two bursts did not improve the fit, which the authors suggest indicates
a narrow age range for the stars within each burst.
In this work we simulate chemical abundances given two possible star formation
histories using the models of Mvir = 107 M halos presented in Webster et al. (2014) &
Bland-Hawthorn et al. (2015). Collins et al. (2014) showed that Bootes I and Hercules
have circular velocities of 5-7 kms−1, consistent with halo masses this low. We also
investigate whether the observed chemical abundances (Gilmore et al. 2013; Vargas
et al. 2013; Brown et al. 2014) are consistent with the Brown et al. (2014) star formation
histories.
5.3 Models
The simulations used to model the chemical abundances are described in Webster et al.
(2014) & Bland-Hawthorn et al. (2015). The three-dimensional hydro/ionization code
Fyris Alpha (Sutherland 2010) was used to model the effects of a 25 M star on gas
in an Mvir = 107 M halo. The density and metallicity distribution of the gas after
the first supernova was then used as a template to simulate the effects of later super-
novae, allowing an estimation of star formation and gas enrichment over periods of up
to 600 Myr. Using the method of Argast et al. (2000), a number of cells were randomly
selected, with stars forming in these cells with a probability proportional to the square
of the density of the gas.
In our model of two single-age bursts, the first burst stars form in gas enriched from
[Fe/H] = −4 by only a single 25 M star. The density and metallicity distribution for
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Figure 5.1: [α/Fe] vs [Fe/H] for 6 UFDs from our model (black points) and observations
(coloured squares) from Gilmore et al. (2013) (Bootes I) & Vargas et al. (2013) (the
other five galaxies). Dotted error bars represent stars whose membership of the system
is in doubt (J. Simon, private comm.)
the first burst gas is taken from the hydrodynamical model 15 Myr after the supernova.
At this time most of the enriched gas has returned to the centre of the galaxy, such that
the number of cells with nH > 10 cm−3 is > 70% of the number in the undisturbed state.
The second burst forms in gas enriched by Type II and Type Ia supernovae from the first
burst of stars, with yields as in Woosley & Weaver (1995) & Iwamoto et al. (1999). The
number of Type Ia supernovae is similar to the number of Type II supernovae. Bootes
I is enriched by only Type II supernovae, because the two bursts in Brown et al. (2014)
are only 100 Myr apart. The continuous model is described in Webster et al. (2014).
The gas is enriched by only Type II supernovae for the first 100 Myr, after which Type
Ia supernovae occur with a rate as in Jimenez et al. (2014). Because higher mass stars
yield more alpha elements, varying the mass of the initial star would alter [α/Fe] at low
[Fe/H], meaning that we should not necessarily expect the models to fit the observations
at low [Fe/H]. However, this effect is washed out after a few supernovae.
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Figure 5.2: Histograms of [Fe/H] from our model (green) and the Brown et al. (2014)
observations (blue) for 6 UFDs. The modelled histogram is normalised to the number
of observed stars in each UFD. The dotted histograms correspond to a model with a
higher Type II SN rate and lower Type Ia SN rate (red), and a lower Type II SN rate and
higher Type Ia SN rate (light blue).
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5.3.1 Single-age bursts
Based on colour-magnitude diagrams, Brown et al. (2014) modelled the star formation
histories of six UFDs as two single-age populations, determining the ages of the bursts
and the proportion of stars in each burst. A model with extra parameters for the duration
of star formation in each burst did not improve their fit, which may indicate a narrow
age range within each burst.
5.3.1.1 Bootes I
The two-burst model of Brown et al. (2014) has 97% of the stars in Bootes I forming
in the second burst, with the two bursts being only 100 Myr apart. This is the only
galaxy for which the Brown et al. (2014) model favours such closely spaced bursts, as
well as the only case where significantly more stars form in the second burst. 26 of the
38 observed stars (68%) in Bootes I have [Fe/H] > −2.5, compared to . 50% for the
other five galaxies. Our model for Bootes I is shown in the first panel of Figs. 5.1 and
5.2, along with the [Fe/H] data from Brown et al. (2014) and [α/Fe] data from Gilmore
et al. (2013). In our model, the 3% of stars that form in the first burst enrich the gas to
[Fe/H] ∼ −3, with a spread in [α/Fe] resulting from variations in the extent to which
these stars enrich different regions of the galaxy.
A cross-correlation between the observed [Fe/H] histogram and our modelled his-
togram gives a lag of 0.6 dex for the model. This could be explained by a higher initial
metallicity in Bootes I than in our model, or a top-heavy IMF such that a greater pro-
portion of the stars in the first burst produced supernovae. The red dotted histogram,
corresponding to an increased Type II SN rate, shows a much smaller lag compared to
the observations.
[α/Fe] observations from Gilmore et al. (2013) indicate at least some self-enrichment,
with evidence of a decline in [α/Fe] with increasing [Fe/H]. This could be explained
by Type Ia supernovae, but can also be explained by lower mass Type II supernovae,
with stochastic sampling of a Kroupa IMF selecting many 8-15 M star in Bootes I,
reducing [α/Fe]. If Type II supernovae are the cause of the decline, the Brown et al.
(2014) scenario with two single-age bursts 100 Myr apart is possible for Bootes I.
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5.3.1.2 Canes Venatici II
The Brown et al. (2014) model found that 95% of the stars in Canes Venatici II formed
in the first burst. Our modelled [α/Fe] and [Fe/H] for this scenario is shown along
with observational data (Vargas et al. 2013; Brown et al. 2014) in the second panel of
Figs. 5.1 & 5.2. While our model of the two-burst scenario can fit most of the stars,
it produces insufficient scatter to fit the stars at [Fe/H] ∼ −1.2. Furthermore, four of
the eight stars for which [α/Fe] data is available show [α/Fe] suppressed by 0.5 dex
compared to the other four stars. If low [α/Fe] reflects self-enrichment, these stars
must have formed in the second burst. However, Brown et al. (2014) suggest that 95%
of the stars in Canes Venatici II formed in the first burst. Selecting eight stars randomly
from such a distribution gives a probability of 3×10−4 that four or more will be second
burst stars. Removing one of the high-metallicity stars for which the membership of the
system is uncertain and therefore not included in Brown et al. (2014, , J. Simon, private
comm.) increases this probability to 4× 10−3. As with Bootes I, the cross-correlation
showed a lag of 0.6 dex in [Fe/H] for the model compared to the observations.
5.3.1.3 Coma Berenices
Coma Berenices shows a lag of 0.4 dex in [Fe/H] for the best-fitting model compared
to the observations. As shown in Fig. 5.1, two of the nine stars for which [α/Fe] is
available show suppressed [α/Fe] abundances, suggesting that they belong to the second
burst. Using the same method as for Canes Venatici II, this is reasonably unlikely
(p = 0.05) given that Brown et al. (2014) determine that 96% of the stars belong to the
first burst. If the two-burst model is to explain Coma Berenices and Canes Venatici II,
it requires more stars in the second burst, or enrichment within the first burst.
5.3.1.4 Hercules
The Brown et al. (2014) model for Hercules has 82% of the stars in the first burst. As
with the previous systems, the model overestimates the number of low-metallicity stars,
with the cross-correlation showing a lag of 0.6 dex in [Fe/H] for the model. Fig. 5.1
shows that [α/Fe] observed in Hercules is lower than predicted by the model, suggest-
ing that the gas that formed the first burst of stars was enriched by stars with lower
alpha abundances than a 25 M supernova. Five of the 13 stars show sub-solar [α/Fe],
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Figure 5.3: [α/Fe] vs [Fe/H] in our continuous model (black points) and as observed
(Gilmore et al. 2013; Vargas et al. 2013) (coloured squares). Dotted error bars represent
stars whose membership of the system is in doubt (J. Simon, private comm.).
suggesting Type Ia enrichment. This is possible, but unlikely (p = 0.07) given that the
Brown et al. (2014) model has 82% of the stars in the first burst.
5.3.1.5 Leo IV
Limited abundance data is available for Leo IV, which contains only four stars with
known [α/Fe] (Vargas et al. 2013) and 13 with [Fe/H] (Brown et al. 2014). The four
stars with [α/Fe] abundances are consistent with no decline with increasing [Fe/H] or a
slight decline. There is insufficient data to conclude whether Leo IV is consistent with
the Brown et al. (2014) two-burst model.
5.3.1.6 Ursa Major I
Ursa Major I has half-light mass of 2.6+1.2−1.1× 107 M (Collins et al. 2014) and a lu-
minosity of 1.4± 0.4× 104 L, which is much more massive and luminous than our
model and therefore the results from the model should be treated with caution. It is the
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Figure 5.4: [Fe/H] histograms for stars in our continuous model (blue) and the Brown
et al. (2014) observations (green). The dotted histograms correspond to a model with a
higher Type II SN rate and lower Type Ia SN rate (red), and a lower Type II SN rate and
higher Type Ia SN rate (light blue).
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only galaxy studied by Brown et al. (2014) with similar numbers of stars forming in
each burst. As shown in Fig. 5.1, the model can explain the observed abundances ex-
cept for the stars with [Fe/H] ∼ −1.5. However, three of these higher metallicity stars
are included in Vargas et al. (2013) but not in Brown et al. (2014) because they are no
longer believed to be members (J. Simon, private comm.). When these three stars are
excluded, the model is a much better fit to Ursa Major I.
5.3.1.7 Summary
The two single-age burst model of Brown et al. (2014) found that four of the six UFDs
studied formed 75-96% of stars in the first burst. However, 38% (13/34) of stars in these
systems show [α/Fe] suppressed &0.5 dex compared to the high [α/Fe], low [Fe/H]
stars in the same galaxy. These stars show [α/Fe]. 0.2, indicative of enrichment either
from Type Ia supernovae or lower mass Type II supernovae after the time at which the
high [α/Fe] stars formed. To fit observations of [α/Fe], the two single-age bursts model
requires a more even distribution of stars between the first and the second burst.
5.3.2 Continuous model
In Webster et al. (2014), we presented a star formation history where each supernova in
a 107 M galaxy temporarily blows out the gas from the centre of the system, pausing
star formation for ∼ 10−15 Myr until the gas recovers. Star formation proceeds in the
intervals between the supernovae, which are typically ∼10-20 Myr, but can be as long
as 30-40 Myr. Longer, possibly permanent pauses may be caused by a large number of
supernovae occurring nearly simultaneously. The output from this model is presented
in Figs. 5.3 & 5.4 along with observed abundances from Brown et al. (2014); Vargas
et al. (2013); Gilmore et al. (2013).
Like the two-burst model, the continuous model shows a clump of stars at low
[Fe/H] with [α/Fe]∼0.8, however this is a smaller proportion of stars than for the bursts
model. The gas is then enriched by Type II supernovae, resulting in stars forming with
[Fe/H] ∼ −2.5 and [α/Fe] ∼ 0.6. This level of [α/Fe] is higher than the average of
∼ 0.35 from Type II supernovae because the low star formation rate results in a low
supernova rate, meaning that the enhanced α abundances present in the initial gas and
from the 25 M star have not yet been washed out. After 100 Myr, Type Ia supernovae
enrich the gas, eventually reducing [α/Fe] to sub-solar levels.
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The [Fe/H] histogram for this model produces significantly more higher metallicity
stars than the two single-age bursts due to the self-enrichment resulting from extended
star formation. The number of stars at each metallicity increases until [Fe/H] = −2.5,
as expected for a reasonably constant rate of enrichment, because [Fe/H] is a logarith-
mic scale. There is then a decline caused by the start of Type Ia enrichment. Type
Ia supernovae yield much more Fe than Type II, resulting in a more rapid increase in
[Fe/H] and therefore fewer stars at a given metallicity. The number of stars at each
[Fe/H] then begins to increase again, followed by a decline due to the truncation of star
formation. While the observed [Fe/H] histograms contain limited stars, there may be
valleys in Coma Berenices, Ursa Major I & Hercules, near [Fe/H] = −2.5, which is
the metallicity at which these systems start to show evidence of Type Ia supernovae. A
larger sample of stars is required to determine whether these dips exist.
5.3.3 Comparison between the models
To compare the models we implement a method based on Section 3.2 of Price-Whelan
et al. (2014). For each point in the model, the probability of a modelled star k matching
the observed star s is:
pks =
1
2piσxσy
exp(−((xmod−xobs)
2
2σ2x
+
(ymod−yobs)2
2σ2y
)) (5.1)
where x = [Fe/H] and y = [α/Fe]. This is then summed over all the modelled stars
and normalised by the number of stars in the model. The overall likelihood for the
system is then the product of the likelihoods of the individual observed stars:
L =Πs(
1
k
Σpks) (5.2)
This gives the log likelihoods shown in Table 5.1. In nearly all cases the extended
model has a greater likelihood than the two-burst model, with the only exception being
Ursa Major I when the stars with questionable membership are excluded.
5.4 Conclusions
We have modelled the chemical evolution resulting from two possible star formation
histories. Our conclusions are as follows:
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Table 5.1: Log likelihoods of the models. The numbers in brackets are those obtained
when stars that are now believed not to be members of the systems are excluded (J.
Simon, private comm.). In all cases except Ursa Major I, the extended model fits better
than the two single-age burst model.
System Two-burst Extended
Bootes I -12.0 -6.8
Canes Venatici II -20.3 (-14.4) -4.2 (-3.2)
Coma Berenices -4.9 -3.6
Hercules -14.2 -9.4
Leo IV -3.0 -2.3
Ursa Major I -15.3 (-3.5) -8.2 (-4.2)
1. The two single-age burst model of Brown et al. (2014) produces too many stars
with low [Fe/H], with a lag of ∼ 0.6 dex in the model compared to the observa-
tions. This could be explained in part by the systems forming at a higher metal-
licity [Fe/H]∼−3.5, rather than −4 as assumed in our model.
2. Extended star formation is a better fit to observations of [α/Fe] in UFDs than
the Brown et al. (2014) two single-age bursts model for all galaxies except Ursa
Major I. The difference is largest for Canes Venatici II, in which half the observed
stars show suppressed [α/Fe], while the Brown et al. (2014) star formation history
has 95% of stars forming in the first burst.
3. Enrichment within a burst is required to explain the number of low [α/Fe] stars
in systems where Brown et al. (2014) determine that the vast majority of stars
are in the first burst. The success of the Ursa Major I two-burst model suggests
that two-burst models can explain at least some UFDs, however a more even
distribution of stars between the two bursts is required. An alternate explanation
is extended bursts, such that the first stars in each burst enrich those formed later,
either through Type Ia supernova enrichment, with a timescale &100 Myr, or
lower mass Type II supernovae (& 25 Myr).
4. Our modelled Mvir = 107 M systems with extended star formation can repro-
duce the observed chemical abundances. This provides support to the conclusion
of Webster et al. (2014) that the UFDs can be explained as systems with a low
formation mass rather than stripping from much larger (Mtot ∼ 109 M) halos.
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A combination of isochrone fitting as in Brown et al. (2014), observations of chem-
ical abundances, and modelling of chemical evolution can reveal the star formation
history of UFDs. Knowledge of the star formation histories can give insight into star
formation processes prior to the epoch of reionization. Deeper spectroscopy with the
next generation of extremely large telescopes will allow the study of a larger sample
of stars, as well as the determination of the abundances of more elements. This should
allow chemical tagging (Bland-Hawthorn et al. 2010; Karlsson et al. 2012). If stars in
dwarf spheroidals and UFDs formed in large clusters, it should be possible to identify
stars born within the same cluster, as there will be very low scatter in chemical abun-
dances between them. Karlsson et al. (2012) presented tentative evidence for a cluster
in Sextans at [Fe/H] = −2.7 based on three stars with similar [Fe/H] abundances that
also had similar Mg, Ti, Cr & Ba abundances. An equivalent study of UFDs to iden-
tify individual clusters requires more chemical abundance observations than is currently
available.
Karlsson et al. (2012) also found that the cumulative metallicity functions of UFDs
showed less clustering than for dSphs. They suggest that this could result from UFDs
forming before reionization at masses below the atomic hydrogen cooling limit Mvir ∼
108 M as in Bovill & Ricotti (2009). Star formation in such halos would be affected
by inefficient cooling and feedback from Lyman-Werner radiation, which dissociates
H2. This could result in a lower cluster mass. Lower cluster masses provide support for
the result in this paper that UFDs experienced more extended star formation than in the
case of large clusters with multiple supernovae.
Chapter 6
Chemical Evolution of Very
Metal-Poor DLAs
This work has been published as:
Webster, D., Bland-Hawthorn, J. & Sutherland, R. S. The Chemical Evolution of
Very Metal-Poor Damped Lyalpha Systems, 2015, ApJ, 804, 110.
Some minor changes have been made in response to comments from the reviewers
of this thesis.
6.1 Abstract
In earlier work we showed that a dark matter halo with a virial mass of 107 M can
survive feedback from its own massive stars and form stars for & 100 Myr. We also
found that our modelled systems were consistent with observations of ultrafaint dwarfs
(UFDs), the least massive known galaxies. Very metal-poor damped Lyman-α systems
(DLAs) recently identified at z ∼ 2 may represent the gas that formed at least some of
the observed stars in UFDs. We compare projected sightlines from our simulations to
the observed metal-poor DLAs and find that our models can reach the densities of the
observed sightlines; however the metallicities are inconsistent with the single supernova
simulations, suggesting enrichment by multiple supernovae. We model two scenarios
for the history of these systems. The first explains the gas abundances in DLAs by a
single burst of star formation. This model can produce the observed DLA abundances,
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but does not provide an explanation as to why the DLAs show suppressed [α/Fe] com-
pared to the stellar population of UFDs. The second scenario splits the DLAs into a
population which is enriched by a single burst, and a population that is enriched by
a second burst after the accretion of metal-poor gas. In this scenario, the suppressed
average [α/Fe] in DLAs compared to UFDs results from enrichment of second-burst
systems by Type Ia supernovae.
6.2 Introduction
The very metal-poor Damped Lyman-α systems (DLAs) with [Fe/H] < −2 recently
discovered by Cooke et al. (2011a,b, 2013, 2015) have chemical signatures suggesting
that they have experienced only a few enrichment events, making them promising candi-
dates for probing the chemical signatures of the first generations of stars. DLAs absorb
light from a bright background source, allowing the detection of gas that is too faint to
observe in emission. The most distant and metal-poor DLAs may be the environments
of the formation of some of the first generations of stars in the universe. Along with
cosmological hydrodynamical simulations (Pontzen et al. 2008; Fumagalli et al. 2011;
Cen 2012; Bird et al. 2013), the few DLAs at z > 2 that have been detected in emission
(Krogager et al. 2012; Jorgenson & Wolfe 2014) suggest that the host galaxies of higher
metallicity (Z ∼ 1/50) DLAs are mostly Mvir = 109−1011 M dwarf galaxies.
Cooke et al. (2015) found that the kinematics of the very metal-poor DLAs agreed
with those of Milky Way dwarf spheroidal galaxies. Furthermore, the decline in [α/Fe]
for [Fe/H] & -2.0, which is usually assumed to indicate enrichment from Type Ia su-
pernovae (Tinsley 1979), is similar to that observed in the dwarf spheroidals, indicative
of a similar star formation history. This differs from the Milky Way halo, which shows
approximately constant [α/Fe] for−3.75< [Fe/H] <−0.75. Cooke et al. (2015) there-
fore suggest that the very metal-poor DLAs correspond to the least massive systems that
can form stars at z∼ 3.
Over the past decade, a number of galaxies with luminosities below 105 L have
been discovered in the local universe. Known as ultrafaint dwarfs (UFDs), these sys-
tems are promising candidates for probing the chemical signatures of the first genera-
tions of stars (Bovill & Ricotti 2009; Frebel & Bromm 2012; Vargas et al. 2013; Frebel
et al. 2014). The majority of UFDs contain only ancient stars, with the spread of ages
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being < 2 Gyr (Mun˜oz et al. 2010; Brown et al. 2012; Vargas et al. 2013). Brown et al.
(2014) found that the stellar populations of five UFDs: Hercules, Leo IV, Ursa Major
I, Bootes 1 and Coma Berenices showed similar ages, suggesting that a global event
such as reionization truncated their star formation. Weisz et al. (2014b) found that most
galaxies with M∗ < 105 M formed & 80% of their stars before z ∼ 2, although there
was significant variation between individual galaxies. For example, Canes Venatici II
formed stars until ∼ 8−11 Gyr ago, while Hercules and Leo IV formed 90 % of their
stellar mass by 11-12 Gyr. The star formation history of UFDs indicates that at least
some of them were forming stars at z∼ 3 and therefore must have contained neutral gas
at this time. This suggests the possibility that very metal-poor DLAs trace gas in UFDs
at the time they were forming stars.
With current instruments, it is difficult to observe UFDs beyond the local Milky
Way + M31 system, although there has been one detection in the Virgo cluster (Jang
& Lee 2014). The relationship between low mass fossil galaxies that formed in the
early universe and the observed UFDs today is therefore complicated by the influence
of environment. Current observations cannot distinguish between systems which are
true fossils of reionization and those that had their star formation quenched by other
processes, such as tidal stripping (Weisz et al. 2014a). The UFDs that may be traced by
DLAs need not be close to a host galaxy and could provide an opportunity to study the
smallest galaxies in a less complicated environment.
Weisz et al. (2014b) studied 13 galaxies identified by Bovill & Ricotti (2011a) as
fossil candidates, finding that Hercules and Leo IV were the only strong candidates
based on their star formation history. The Cooke DLAs trace gas at z∼ 2−4, indicating
that the systems they trace were not permanently quenched by reionization. This is
consistent with the Weisz et al. (2014b) star formation histories for systems such as
Canes Venatici II, for which the best fit model formed the bulk of its stars at z∼ 2. The
mass of Canes Venatici II is 1.4×106 M within the half-light radius (Wolf et al. 2010),
suggesting that even very low-mass systems can form stars at the redshifts of the Cooke
DLAs.
In this chapter we use the hydrodynamical simulations of a Mvir = 107 M galaxy
from Chapters 2 & 3, in conjunction with the chemical evolution model from Chapter
4, to investigate possible scenarios for the history and evolution of DLAs. Two main
processes prevent galaxies with lower masses from forming or surviving in the early
universe. These are the energy output of massive stars and the epoch of reionization.
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These processes were discussed in depth in Chapters 2 & 3.
We now consider whether 107 M halos can explain the number of observed very
metal-poor DLAs. For each 1011 M halo, there are ∼ 104 halos with M ≤ 107 M. At
z ∼ 2− 4, the virial radius of a 1011 M halo was ∼ 120 kpc (calculated from Bryan
& Norman 1998), while the virial radius of a 107 M halo was ∼ 0.5 kpc (see Figure
6.1 and Bland-Hawthorn et al. (2015)). The ratio of cross-sectional area is proportional
to the ratio of their radii squared, which is ∼ 2× 10−5. However, 107 M halos are
104 times more common, so the total cross-sectional area is ∼ 20% that of the 1011 M
halo. While this is only an approximate order of magnitude argument, it suggests that
DLAs from 107 M halos should be frequent enough to be observed.
In Section 6.3, we will summarise the simulations, although we refer to our previous
work for the details. Section 6.4 compares the Cooke DLAs to our models. Possible
scenarios for the history of the DLAs and their link to present-day UFDs are discussed
in Section 6.5, followed by our conclusions in Section 6.6.
6.3 Simulations
The simulations used in this Chapter are described in detail in Chapters 2-4. In Chapters
2 & 3, we presented high-resolution simulations performed using the hydro/ionization
code Fyris Alpha showing the effect of a 25 M star on low-mass dark matter halos.
An ionised region is created around the star prior to the supernova, resulting in the
supernova having a much greater effect than for a lower mass star. The full details can
be found in Section 3.2.
In the hydrodynamical simulations presented in Chapters 2 & 3, the evolution of
the gas after a single supernova was traced for 60 Myr. Longer time periods were not
possible in these high-resolution simulations due to the effect of boundary conditions,
while difficulties involved with studying the interaction between supernovae restricted
the models to a single supernova. In Chapter 4, the density and metallicity of the gas
after a single supernova was used as a template for the condition of the gas after sub-
sequent supernovae. This allowed the density and metallicity of the gas to be tracked
for 600 Myr. We model our halos in isolation, so do not include infall of diluting gas
from the IGM, although we do consider the effects of dilution in Section 6.5.2, where
the second burst of stars forms after the accretion of metal-poor gas.
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Figure 6.1: The physical sizes of the modelled halos at z = 10. M55 denotes a dark
matter virial mass of 105.5 M, M60 has Mvir = 106 M etc. The inner circles represent
the scale radii, while the outer circles are the virial radii. For the off-centred explosion,
the supernova is placed at the radius enclosing half the gas inside the scale radius, which
is approximately halfway between the centre and the scale radius. See Bland-Hawthorn
et al. (2015) for the full set of parameters.
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Figure 6.2: Evolution of the virial mass and radius for a halo with Mvir = 107 M halo
at z = 10 (indicated by the dotted line; see Figure 6.1) from z = 20 to the present time.
This plot was produced using data from 5000 runs of the tree merger code of Parkinson
et al. (2008). The dashed lines show the range which 67% of halos fall within.
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Fig. 6.1 shows the halos used in this work. The Mvir = 105.5 M, 106 M, 106.5 M
and 107 M models are referred to as M55, M60, M65 and M70 respectively. The scale
radius, which contains nearly all the gas sufficiently dense to be observed as DLAs,
ranges from 33 pc for M55 to 151 pc for M70, while the virial radii range from 200 pc
for M55 to 630 pc for M70. These halo properties are at z= 10. As shown in Figure 6.2,
halos with Mvir = 106−7 at z= 10 grow by an order of magnitude in both mass and radius
by z = 3. Their virial radii grow from 0.3-0.6 kpc to 1-3 kpc. The increase in halo mass
will improve the gas retention compared to that of the first supernova. Our assumption
that the first supernova occurs at z= 10 is supported by Power et al. (2014), which shows
that halos with present-day masses Mvir < 109 M reach the atomic cooling threshold
at approximately this redshift.
The suffixes we use in the rest of this chapter represent the type of model: CCH
represents a model with a central explosion, a clumpy ISM and a preionisation phase,
OCH is the same except with an off-centred explosion, while CCC and OCC represent
models without a preionisation phase. For example, the M65OCC model is a halo with
Mvir = 106.5 M, which experiences an off-centred explosion (defined as a supernova
at the radius enclosing half the gas mass within the scale radius) in a clumpy ISM, with
no preionisation phase. Only the Bland-Hawthorn et al. (2015) models with a clumpy
ISM and radiative cooling are used, as these are the most realistic.
6.4 Modelled DLAs
In this section, we discuss the projected DLAs from the simulations discussed briefly
in Section 6.3 and in detail in Bland-Hawthorn et al. (2015). The column densities
and metallicities result from enrichment by a single supernova from [Fe/H] =−4. The
metal-rich supernova ejecta were traced with a scalar variable, advected passively, such
that the local enrichment of the gas could be determined at each time-step. Figs. 6.3-
6.5 show the distribution of column densities and metallicities along projected lines of
sight, while Figs. 6.6-6.9 show spatial maps of column density and metallicity. The
state of the gas after 25 Myr is used, as this is sufficient time for the gas to recover from
the supernova (Webster et al. 2014).
In this section, we assume that our halos exist in isolation and do not consider the
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complex possibility of mergers between low-mass gas-rich halos. A merger could in-
troduce a fresh supply of low-metallicity gas, resulting in dilution as in the scenario
considered in Section 6.5.2. This would result in higher column densities and lower
metallicities, such that more sightlines would fit the DLA threshold. This would make
it less likely that the systems could reach the metallicities of the DLAs with only a sin-
gle supernova. The merger could also induce a burst of star formation. The effect of this
is less certain, with possibilities including little or no change to the results, a more rapid
increase in metallicity, or the removal of a large proportion of the gas in the system due
to multiple supernovae close together in time.
We first discuss the models with a strong preionisation phase from a 25 M star,
then the models with a weak preionisation phase, consistent with an M < 15 M star.
6.4.1 Strong preionisation phase
As can be seen in the top panel of Fig. 6.6, the M70CCH model retains a large amount
of dense gas within the scale radius (150 pc), with the entire region having a column
density NHI > 10
19.25cm−2. A number of sightlines within 50 pc of the centre are dense
enough to be classified as DLAs. The metallicity of the densest region is [Fe/H]∼−3.5,
with some gas reaching [Fe/H] =−3.0. The bottom-left panel of Fig. 6.3 shows that the
highest density regions are the most metal-rich. This results from the central location of
the supernova, such that the metals are initially deposited into the dense central region,
along with it being the most massive model, such that more metals are retained close
to the centre rather than reaching the halo or escaping into the IGM. No other model
shows this trend. Several sightlines in M70CCH reach column densities greater than
1021 cm−2
The M70OCH model is shown in the bottom panel of Fig. 6.6. Unlike in the central
case, the dense regions do not coincide with the higher metallicity regions. The metals
from the off-centred explosion do not reach the central region and the densest gas is
therefore not enriched. The bottom-right panel of Fig. 6.3 show that there are a few
sightlines outside the scale radius that reach [Fe/H] = −2.5 with column densities close
to the minimum required to be defined as a DLA. These metallicities are higher than
is seen in the central explosion model, but this is because there is less hydrogen gas in
this region. The metal escape fraction is actually higher than in the central case because
the metals can escape through the lower density regions away from the centre. Most of
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Figure 6.3: The distribution of HI column density vs projected metallicity 25 Myr after
the explosion of a 25 M star for the models with a preionization phase. The vertical
dashed line indicates the definition of the minimum DLA column density. The Cooke
et al. (2015) DLAs are also plotted with their error boxes.
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Figure 6.4: The distribution of HI column density vs projected metallicity 25 Myr after
the explosion of a 25 M star for the models without a preionization phase. The vertical
dashed line indicates the definition of the minimum DLA column density. The Cooke
et al. (2015) DLAs are also plotted with their error boxes.
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Figure 6.5: The distribution of HI column density vs projected metallicity 25 Myr after
the explosion of a 25 M star for M60 with a preionisation phase and M55 without a
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the dense gas has [Fe/H] < −3.5 and the sightlines with column densities greater than
1021 cm−2 show almost no enrichment.
The M65CCH model shown in the top panel of Fig. 6.7 has lower column densities
than M70CCH with no sightline meeting the definition of a DLA. This model reaches
higher [Fe/H] because there is less hydrogen. The total amount of metals is less than in
the M70 case, as a greater proportion of the metals escape into the IGM as a result of the
lower halo potential. The metallicity distribution in the top-left panel of Fig. 6.3 does
not show an increase in metallicity with increasing column density because the enriched
regions are those most affected by the supernova and therefore lose a significant amount
of their dense gas.
The M65OCH model in the bottom panel of Fig. 6.7 and the top-right panel of
Fig. 6.3 shows similar features to the M70OCH model, although the column densi-
ties are lower and the metallicities are higher for the same reasons as discussed for
M65CCH. A few sightlines exceed the DLA threshold, however none of these are en-
riched above the starting metallicity [Fe/H] = −4. The lines of sight with the highest
metallicity [Fe/H] ∼−2 have column densities of 1019.6−19.8 cm−2.
6.4.2 Weak preionisation phase
The M65CCC model is shown in the top panel of Fig. 6.8. The column density dis-
tribution is similar to M70CCH model, which is consistent with our finding in Bland-
Hawthorn et al. (2015) that a decrease of 0.5 dex in halo mass has a similar effect
on gas retention as switching off the preionisation phase. [Fe/H] is higher than in the
M70CCH model because the gas is less dense while the chemical yields from the star
are the same. The metallicity distribution in the bottom-left panel of Fig. 6.4 shows
almost no variation with column density.
The M65OCC model in the bottom panel of Fig. 6.8 also shows a similar column
density distribution to its M70 counterpart with preionisation, but once again the metal-
licity distribution is different. The lower gas densities in the M65 halo allow some met-
als to reach and enrich the dense gas in the centre. This can be seen in the bottom-right
panel of Fig. 6.4, where some of the gas within the scale radius reaches [Fe/H] >−3.
The lack of a preionisation phase means that even M60 halos can retain sufficient
gas to reach the DLA threshold, as is shown in Fig. 6.9. In M60CCC, a few sightlines
reach column densities of 1020.3 cm−2 with [Fe/H] = −3.0. Unlike in the M65 case,
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there is no gas within the scale radius with [Fe/H] <−3.5, showing that the supernova
has enriched all the central gas. As shown in the top-left panel of Fig. 6.4, this is the
only system other than M70CCH for which metallicity increases with column density.
The M60OCC model shows a low density, high metallicity region near the super-
nova which is a feature of all the models with an off-centred explosion. The top-right
panel of Fig. 6.4 shows that the regions with column densities exceeding the DLA
threshold remain unenriched.
Fig. 6.5 shows the lowest mass systems we modelled. The M60CH models and the
M55CC models do not retain dense gas in the face of the supernova explosion, with the
maximum column density being 1019−19.5 cm−2. In the off-centred cases the densest
gas remains unenriched, while the models with a central explosion retain gas with a
column density of 1019 cm−2 with [Fe/H] ∼ −2.5.
6.4.3 Comparison with the Cooke DLAs
In this section we compare our models above to the 23 observed very metal-poor DLAs
presented by Cooke et al. (2015). These DLAs have redshifts of z = 2.1− 4.5,
[Fe/H] ranging from −3.48 to −1.86, and column densities log(NHI/cm−2) = 19.6-
21.4. Figs. 6.3-6.5 show that most of the DLAs have metallicities higher than for
our modelled DLAs, with the highest metallicities in our models resulting from low
amounts of neutral hydrogen and therefore low column densities. This suggests that
enrichment from a single supernova is generally not sufficient to explain the observed
DLAs. We will discuss extended star formation in Section 6.5. However, a few DLAs
could be explained by enrichment from a single star.
Two systems show [Fe/H]∼−3.5. The gas masses are not known for these systems,
although one has an upper limit of MWNM < 6.3× 106 M. In our M70CH models,
which have a gas mass of 106 M within rvir and 2× 105 M within rs, the 25 M
star enriches the surrounding gas to metallicities ranging from [Fe/H] = −4.0 to −3.0.
The two lowest metallicity DLAs are therefore consistent with enrichment by a single
supernova in a 107 M halo. The M65CCC model also shows sightlines with the correct
column density and metallicity. These two DLAs may therefore trace gas polluted only
by a single supernova. This level of [Fe/H] is consistent with that suggested by Bromm
& Yoshida (2011) for the first galaxies, so they may even only be enriched by Population
III stars.
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Figure 6.6: M70 model 25 Myr after the explosion of a 25 M star. Top: Central
explosion. Bottom: Off-centred explosion. The projected column densities are shown
in the contour maps on the right, while the metallicities are shown on the left.
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Figure 6.7: M65 model 25 Myr after the explosion of a 25 M star. Top: Central
explosion. Bottom: Off-centred explosion. The projected column densities are shown
in the contour maps on the right, while the metallicities are shown on the left.
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Figure 6.8: M65 model 25 Myr after the explosion of a star without a preionization
phase. Top: Central explosion. Bottom: Off-centred explosion. The projected column
densities are shown in the contour maps on the right, while the metallicities are shown
on the left.
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Figure 6.9: M65 model 25 Myr after the explosion of a star without a preionization
phase. Top: Central explosion. Bottom: Off-centred explosion. The projected column
densities are shown in the contour maps on the right, while the metallicities are shown
on the left.
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Table 6.1: Properties of DLAs compared to our models. The masses, radii and densities
for the models are taken at the scale radius of the Einasto potential.
M70 M65 < DLAs > DLAsmax DLAsmin
Tgas (K) 4860 2300 9600 17000 5600
log(n(H)/cm−3) -0.13 -0.07 -1.0 -0.35 -1.3
rHI (pc) 150 91 220 1270 32
MWNM (105M) 2.3 0.7 2.5 220 ≤ 0.4
cs 5.8 4.0 8.0 10.7 6.1
Two other DLAs could be explained by enrichment from a single supernova if
they are lower mass systems. HS0105+1619 and J2155+1358 have column densities
≈ 1019.5 cm−2 and [Fe/H] ≈ −2.1. This is consistent with the M65CH models. How-
ever, both show [α/Fe] < 0.3, which is difficult to explain given enrichment from a
25 M star. The chemical abundances are more consistent with the higher column den-
sity systems, so it is more likely that they have experienced an extended period of star
formation followed by losing most of their gas. The column densities are consistent
with the systems that form no further stars in our models.
The remainder of the DLAs have metallicities too high to be explained by a single
supernova. However, in Webster et al. (2014) we showed that the gas recovers from
the impact of a 25 M star in less than 25 Myr for an M70 halo regardless of super-
nova location. Furthermore, the M65 models without a preionisation phase show little
evidence of disruption or gas loss, suggesting that stars less massive than 25 M are
unlikely to blow out a significant proportion of the gas in an M70 system. Our DLA
models are therefore likely to remain relevant for subsequent supernovae.
Cooke et al. (2015) determined the thermal contribution to the line broadening for 12
clouds in 9 of the 23 systems, allowing gas properties to be calculated. The total warm
neutral medium gas masses range from less than 3×104 to 2×107 M. A comparison
between the properties of the gas in our model and the properties determined for these
DLAs is shown in Table 1. The neutral hydrogen density n(H), the cloud radius rHI and
the warm neutral gas mass MWNM for our model are at the scale radius. It is possible
that the gas observed in DLAs extends beyond these radii, which would result in lower
densities and higher gas masses. The temperature and sound speed are slightly lower
in the models than for the observations. Overall, the DLAs for which these physical
quantities could be determined are consistent with halos with Mvir ∼ 107 M or slightly
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higher.
6.5 Enrichment of the DLAs
In this section we will discuss two possible enrichment histories for the DLAs that show
evidence of extended star formation. The first scenario suggests that they have been
enriched only by a single burst of stars, with the alternative being that they are a mix
of systems which have been enriched by one burst and those which have been enriched
by two bursts following the accretion of metal-poor gas. As discussed in Webster et al.
(2014) & Bland-Hawthorn et al. (2015), only the M70CH and the M65CC models retain
dense enough gas for extended low mass star formation. This section focusses on the
M70CH model, using the chemical evolution model of Webster et al. (2014).
Throughout, we assume that observations of [α/Fe] in DLAs can reasonably be
compared with those in UFDs. It is not obvious that this should be the case. For
DLAs with Z > 10−2 Z, the depletion of some α and Fe-peak elements onto dust
grains, means that [S/Zn] is used as a proxy for [α/Fe] for observations of gas. This
may slightly overestimate [α/Fe] and underestimate [Fe/H] for [Fe/H] > −2.0. Dust
depletion is less important below [Fe/H] =−2.0 (Pettini et al. 1997; Vladilo et al. 2011;
Cooke et al. 2015), so [Si/Fe] can instead be observed and is used as a proxy for [α/Fe]
in DLAs for [Fe/H] < −2.0. In UFDs, [α/Fe] is typically derived by averaging some
combination of [Mg/Fe], [Si/Fe], [Ca/Fe] and [Ti/Fe], depending on the data available
for a star. Summed over a Salpeter or Kroupa IMF, there is no systematic difference
between the solar-relative proportions of these elements (Woosley & Weaver 1995).
We therefore believe that it is reasonable to compare [α/Fe] observations in UFDs with
[Si/Fe] observations in DLAs.
6.5.1 Single burst
The single burst scenario explains the relationship between [α/Fe] and [Fe/H] in the
following way:
1. Gas enriched to [Fe/H] ∼ -4 condenses onto a dark matter halo.
2. Low mass star formation commences and Type II supernovae enriches the gas,
resulting in an increase in [Fe/H] and a decrease in [α/Fe]. [α/Fe] declines at low
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[Fe/H] due to Type II supernovae from lower mass (8-15 M) stars, which have a
mean [α/Fe] of 0.2 (Woosley & Weaver 1995; Nomoto et al. 2006, extrapolated
to 8 M). This decline commences at lower [Fe/H] than in our model.
3. After t ∼ 100 Myr, Type Ia supernovae enrich the gas, resulting in a decline in
[α/Fe] with increasing [Fe/H]. This decline is observed in DLAs with [Fe/H] >
−2.0 (Vladilo et al. 2011).
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Figure 6.10: The gas and metallicity evolution as a function of time for one realisation
of the single-burst scenario in our simulations. Top: The total star formation since t = 0.
Bottom: The mean metallicity of the gas within the (200 pc)3 main simulation level as
a function of time.
The stellar mass and gas metallicity evolution in one simulation run for this scenario
is shown in Figure 6.10. Our model is stochastic, such that different simulation runs
will provide different results, but the overall features are similar. The star formation
rate is on average constant with time, but is bursty, with several short periods of little or
no star formation following each supernova explosion. Each supernova causes a large
jump in the mean metallicity in the central region, which is caused by the deposition of
new metals onto the grid, along with the lower metallicity gas being pushed outwards
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beyond the inner (200 pc)3 region considered here. The mean metallicity in this region
then decreases as gas returns to the centre, although some of the metals have mixed with
the gas and the overall metallicity therefore remains higher than before the supernova.
Figure 6.11 shows [α/Fe] vs [Fe/H] for the Cooke et al. (2015) DLA observations
compared to the gas in our simulation, as well as observations of stars in UFDs from
Vargas et al. (2013). The three are reasonably consistent for [Fe/H] &−2.5. However,
at lower metallicities both our model and the UFD observations show a gradual decline
in [α/Fe] with [Fe/H], while the DLAs show a rapid decline between [Fe/H] ∼ −3.5
and −2.8, with [α/Fe] then remaining constant until [Fe/H] = −2.0. The mean [α/Fe]
abundance of 0.25 for the DLAs for −3 < [Fe/H]<−2.5 is also lower than the average
of 0.35 for Type II supernovae in a Kroupa or Salpeter IMF, which is observed in stars
in the halo of the Milky Way (Frebel & Bromm 2012).
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Figure 6.11: [α/Fe] vs [Fe/H] for our simulation for five simulation runs (black points),
the Vargas et al. (2013) sample of stars in UFDs in 0.2 dex metallicity bins (red trian-
gles), and the Cooke et al. (2015) DLAs (blue squares).
Cooke et al. (2015) also notes the suppression in [α/Fe] for the DLAs compared to
stars in the overall population of dSph galaxies. They suggest that this could be caused
by small number statistics, modelling techniques, or physical differences between the
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two populations. Karlsson et al. (2012) suggested two classes of explanations for sup-
pressed [α/Fe] in a star cluster in Sextans. The first explains the low [α/Fe] by contribu-
tion from Type Ia supernovae at low [Fe/H]. This could result either from the accretion
of low metallicity gas, reducing [Fe/H] at a time when Type Ia supernovae contribute
to the enrichment, or from a very low star formation rate. The second class of explana-
tions involve only Type II supernovae. Aoki et al. (2009) note that a truncated IMF at
high masses would result in lower [α/Fe], because higher mass stars yield more alpha
elements. Weidner & Kroupa (2005) suggest that such an IMF is required for systems
with very low star formation, which are likely to have low cluster masses, limiting the
maximum mass for a star that can form in the cluster. The final alternative discussed is
hypernovae, which produce more Fe than normal Type II supernovae. However, based
on iron-peak element abundances, Cooke et al. (2013) suggest that very metal-poor
DLAs were enriched by stars that exploded as core collapse supernovae which released
1.2×1051 erg of energy.
The question of whether Type Ia supernovae are responsible for the suppression of
[α/Fe] in DLAs is not easily resolved. However, assuming the DLAs are first burst sys-
tems and a reasonably homogeneous population, explanations for the decline in [α/Fe]
between [Fe/H] = −3.5 and −2.5 involving Type Ia supernovae are unable explain the
constant [α/Fe] for −2.5 < [Fe/H] < −2.0. It is more likely that for a single burst,
Type Ia supernovae start occurring at [Fe/H] ≈−2.0 as was concluded by Cooke et al.
(2015).
Given that enrichment by Type Ia supernovae is unlikely to explain the low [α/Fe]
for −2.5 < [Fe/H] < 2.0, the single burst scenario requires that supernovae with lower
mass yields have enriched the gas observed in DLAs. One possibility for this is that
DLAs are enriched by low-mass (8−15 M) Type II supernovae to a level lower than
the average [α/Fe] for a Kroupa or Salpeter IMF. One possible explanation for this is
that for the reasons discussed above, the IMF is truncated at the high mass end. We
model an IMF truncated at 20 M, with the results shown in the top panel of Fig. 6.12.
[α/Fe] remains slightly enhanced compared to the [Fe/H] ∼−2.5 DLAs. Reducing the
highest mass further would fit the lowest metallicity DLAs, but could not simultane-
ously explain the DLAs with [Fe/H] >−2.5.
Another possible explanation is a selection effect. In Bland-Hawthorn et al. (2015)
we studied the effect of a 25 M star on halos with masses Mvir = 106−107 M. It was
found that a strong preionization phase evacuates the region close to the star, resulting
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in the subsequent supernova having a much larger effect on the ISM than it would in the
case of a < 15 M star with a much weaker preionization phase. In particular, a 25 M
star in an Mvir = 106.5 M halo can terminate star formation (Webster et al. 2014). It is
therefore possible that systems which have experienced lower mass stars and therefore
lower [α/Fe] are more likely to contain dense gas and be observed as DLAs. This would
have a similar effect to the truncated IMF as in the top panel of Figure 6.12.
The above explanations provide a number of possible ways that Type II supernovae
could result in the suppressed [α/Fe] seen in very metal-poor DLAs compared to the
Kroupa IMF. However, it does not explain why the DLAs show lower [α/Fe] compared
to stars in UFDs, with [α/Fe] lower by 0.25 dex for−3.0< [Fe/H] <−2.5. None of the
observed UFDs has mean [α/Fe] < 0.4 for [Fe/H] <−2.5. We therefore conclude that if
all DLAs are systems forming their first burst of stars, either they are not representative
of the UFD population, or there are systematic differences that arise in the process of
measuring [α/Fe] between gas in DLAs and stars in UFDs. It is possible that as a result
of evolution, the DLAs are not representative of UFDs as observed today. Many of the
DLAs contain sufficiently dense gas to continue forming stars. In the next section we
consider a scenario where the difference between the two classes of systems is explained
by the DLAs being observed at different points in their evolution.
6.5.2 Two bursts
We now investigate a scenario in which the DLAs are a mix of systems that have formed
only one burst of stars, and systems that have formed or are forming their second burst
of stars after the accretion of metal-poor gas. Weisz et al. (2014b) investigated the star
formation history of 38 Local Group dwarf galaxies, including 4 of the UFDs studied in
Vargas et al. (2013). They found that Hercules was consistent with having formed all its
stars in one burst before and during reionization. Leo IV also shows only one burst, but
likely formed stars until z∼ 2. Leo T and Canes Venatici II have a more extended star
formation history, although Leo T shows no star formation from z = 1− 5. The best
fit model to Canes Venatici II shows a burst of star formation commencing at z ∼ 2.5,
while the 1σ uncertainty is consistent with 80% of the stars being formed in a single
burst ending at z∼ 2.5. This suggests that star formation occurred in some UFDs at the
redshifts of the Cooke et al. (2015) DLAs, and that some were forming their first burst
of stars, while others were forming their second burst.
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Figure 6.12: Top: Single burst scenario with truncated IMF at the high mass end. Bot-
tom: Two burst scenario with accretion of low [Fe/H] gas after the first burst. [α/Fe] vs
[Fe/H] for three simulation runs in each plot is represented by black points, the Vargas
et al. (2013) sample of stars in UFDs in 0.2 dex metallicity bins by red triangles, and
the Cooke et al. (2015) DLAs by blue squares.
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We now compare the DLA population to the stars in Leo IV and Canes Venatici
II, the two systems which are likely to form stars at the redshifts of the Cooke et al.
(2015) DLAs. The results are shown in the bottom panel of Fig. 6.12. The 4 stars in
Leo IV are consistent with the [α/Fe] abundances of the DLAs, while of the 6 stars in
Canes Venatici II with [Fe/H]<−1.5, 4 show [α/Fe] enhanced significantly above that
of the DLAs. It should be noted that while Weisz et al. (2014b) find that the best fit
for the star forming history of Canes Venatici II is a model with multiple bursts, Brown
et al. (2014) argue for a single burst. We present the following possible scenario for its
evolution. The stars with [α/Fe]∼ 0.8 formed in the first burst, followed by reionization
or supernova feedback turning star formation off. The galaxy accreted low-metallicity
gas which was then polluted by Type Ia supernovae. The second burst of stars therefore
formed at a lower [α/Fe] for a given [Fe/H].
If the DLAs trace gas in UFDs, it is likely that we are observing some of them
during or before their second burst of star formation. This provides an explanation as
to why the DLAs tend to have lower [α/Fe] at low [Fe/H] when compared to the UFDs
and the average expected from Type II supernovae. High [α/Fe] stars formed in the
first burst of star formation before and during reionization, followed by a pause in star
formation. By the time of the second burst of star formation, sufficient time has passed
for Type Ia supernovae to occur, resulting in the reduced [α/Fe] seen in the DLAs. This
also provides an explanation for low [α/Fe], low [Fe/H] stars in systems such as Canes
Venatici II and Ursa Major I.
In the two-burst model, the DLAs in the clump at [Fe/H] ∼ −2.0 in Fig. 6.12 are
forming their first burst of stars, while those in the clump at [Fe/H] ∼−2.5 are forming
their second burst. This scenario predicts the existence of [α/Fe] = 0.5-0.7 systems at
[Fe/H] ∼−2.5, which have not yet been observed.
6.5.3 Other possibilities
A third possibility is that the DLAs do not evolve from the clump at [Fe/H] ∼ −2.5
to the clump at [Fe/H] ∼ −2.0, but that they instead represent systems with different
masses and star formation histories. Cooke et al. (2015) found that systems with higher
velocity widths showed higher metallicities. While it is impossible to extrapolate di-
rectly to halo mass, systems with lower velocity widths will on average have lower halo
masses. The [Fe/H] ∼ -2.5 systems may therefore represent systems which correspond
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to UFDs, while the higher metallicity systems may be classical dwarf spheroidals. How-
ever, this does explain why the DLAs are observed with [α/Fe] ∼ 0.3, when Type Ia
supernovae could suppress [α/Fe] below this level.
Our models in Section 6.5 showed that systems such as M65CH which do not show
star formation can still reach the DLA column density limit along some sightlines.
Some of the DLAs may therefore be systems that are not forming stars at the time
they are observed. The clump at [Fe/H] ∼ −2.5 could be systems which formed few
stars, with most of the enrichment coming from later Type Ia supernovae, while the
[Fe/H] ∼ −2.0 systems can be explained by the single-burst model. Observations of
neutron-capture elements such as barium may be able to provide support for or rule out
this scenario, as they could indicate whether the timescale of star formation is suffi-
ciently long for AGB enrichment and therefore Type Ia enrichment. The [α/Fe] abun-
dances may result from a bimodal Type Ia supernova delay-time distribution (Mannucci
et al. 2006; Yates et al. 2013), in which approximately 50% of the supernovae occur at
t ∼ 50 Myr. This could lead to an early decline in [α/Fe], followed by a period of few
Type Ia supernovae, during which [α/Fe] is flat with [Fe/H], as is observed in the DLAs.
An alternative explanation for the variation in [α/Fe] is the enrichment of some
DLAs by pair-instability supernovae. Pair-instability supernovae eject a large amount
of iron, resulting in low [α/Fe]. Wise et al. (2012) suggests this as an explanation for
the apparent metallicity floor of DLAs at [Fe/H] = −3. The only exceptions are two
DLAs with high [α/Fe] show [Fe/H] < −3, which these may have been enriched by
an event with more usual supernova yields. In future work we will investigate different
types of supernovae, such as hypernovae and pair-instability supernovae, to determine
their effect on our higher mass models.
We note that factors outside the scope of our model could affect our result. For
example, in this work we assume that all metal species mix into the gas in the same way.
While different elements may have different dust formation time-scales, the gas and dust
physics involved is difficult to track. The best work to date on this issue has involved
considering the dust and molecular gas phases in post-processing (Krumholz & Gnedin
2011; Gnedin & Draine 2014). These complicated issues will be considered in future
work. However, none of the scenarios in this subsection can resolve the discrepancy
between the UFDs and the DLAs, requiring different enrichment histories for the two
classes of systems.
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6.6 Conclusions
Using simulations of star formation and chemical enrichment in systems with dark mat-
ter halo masses of Mvir = 107 M, we have modelled the chemical abundances of very
metal-poor DLAs. Our conclusions follow:
1. For the DLAs in which Cooke et al. (2015) were able to derive physical quantities,
the measured sound speeds, temperatures, gas masses and gas densities are mostly
consistent with gas in our modelled Mvir = 107 M halo, although the temperature
and sound speed are slightly too low, suggesting the observed DLAs may have
slightly larger halo masses.
2. The column densities of the Cooke et al. (2015) DLAs can be reproduced by
models of gas in a 107 M halo which include feedback from the preionization
and supernova of a massive star.
3. Multiple supernovae are required to explain the metallicities of 21 of the 23
Cooke et al. (2015) DLAs, except in the case of a pair-instability supernova as
in Wise et al. (2012).
4. Our model of star formation and chemical enrichment can reproduce [α/Fe] for
DLAs with −2.5. [Fe/H] .−2.0. While there is significant scatter for individ-
ual systems, the average UFD abundances also agree.
5. For −3.0 . [Fe/H] . −2.5 there is some tension between our model and the
DLA abundances, with the DLAs showing mean [α/Fe] = 0.25, while our model
has [α/Fe] ∼ 0.5. [α/Fe] is also suppressed for the DLAs compared to the aver-
age stellar metallicity in UFDs and compared to the mean expected for Type II
supernovae for a Kroupa or Salpeter IMF.
6. One explanation for the abundances of DLAs is a scenario with a truncated IMF,
or a selection effect where only systems with lower mass supernovae retain their
gas and are therefore observed as DLAs. However, this does not explain the the
suppression of [α/Fe] compared to abundances of stars in UFDs.
7. A scenario that can explain the mismatch between the DLA and UFD abundances
assumes that the [Fe/H] =−3.0 to−2.5 DLAs have been enriched by two bursts,
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while the higher [Fe/H] DLAs have been enriched by only one. Two-burst DLAs
form their first burst before reionization before losing all their neutral gas. At a
later time, they accrete low-metallicity gas and commence a second burst of star
formation. Type Ia supernovae from first burst stars enrich the gas without a delay
time. However, this scenario does not explain why no DLAs have been observed
at [Fe/H] ∼−2.5 with high [α/Fe].
8. It is possible that the [Fe/H] = −3.0 to −2.5 and the [Fe/H] = −2.5 to −2.0
DLAs have very different star formation histories. For example, the low [Fe/H]
systems may have formed few stars and therefore experienced few or no Type II
supernovae. These systems were then enriched at a later time by one or more
Type Ia supernovae, resulting in the low observed [α/Fe]. The higher [Fe/H]
systems would then be explained by the single burst scenario.
Chapter 7
Conclusions
This thesis has studied the smallest galaxies, systems which contain chemical signatures
of the early baryonic systems. After a background and literature review in Chapter 1,
Chapters 2 & 3 presented work using hydrodynamical simulations to determine the min-
imum mass required for a dwarf galaxy to survive the effects of a single massive star.
Chapters 4-6 extended this to multiple supernovae, with a focus on chemical evolution,
showing that the models presented are consistent with observations of ultrafaint dwarfs
and damped Lyman-α systems. This chapter summarises the conclusions of the re-
search, as well as briefly discussing the future of the field, which will be revolutionised
by the class of 20 metre telescopes soon to be constructed.
7.1 Minimum mass galaxies
Chapter 2 investigated the effect of a supernova explosion on low mass halos. Dark
matter halos with total masses as low as 3× 106 M were found to retain a large per-
centage of their baryons given favourable assumptions regarding cooling, clumpiness
of the ISM and position of the supernova. In the absence of radiative line cooling, the
limit was several times higher (8×106 M). The hot, metal-rich supernova ejecta show
strong cooling in a short period after the explosion, resulting in less kinetic energy be-
ing available to push on the gas. A clumpy ISM also weakens the coupling between
the explosion energy and the ISM, as much of the energy can escape through the less
dense regions, with the denser clouds remaining largely unaffected. Models with an
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off-centred explosion also tend to retain more gas for this reason, with most of the su-
pernova energy escaping in the directions away from the centre, where the gas density
is lower.
The scenario in Chapter 2 considered only a supernova explosion and is therefore
appropriate for considering the effect of a Type Ia supernova, or a Type II supernova
from a low mass (8-15 M) star. Chapter 3 considers the effect of a 25 M star. Mas-
sive stars emit a large amount of energy during their lifetime, ionising the surrounding
region. This results in the supernova explosion having a larger impact, such that ha-
los with total masses of 3× 106 M no longer retain their baryons. The impact of
the preionisation phase is similar to the effect of decreasing the mass of the system by
0.5 dex.
Willman & Strader (2012) defined a galaxy as ‘a gravitationally bound collection
of stars whose properties cannot be explained by a combination of baryons and New-
ton’s laws of gravity’. Bromm & Yoshida (2011) add the requirement that the system
retains gas in the face of both the epoch of reionization and feedback from its own star
formation, ensuring that sufficient low mass stars will be formed to be observed today.
Chapters 2 & 3 determined the halo mass required for the halo to retain survive the
feedback of a massive star. In conjunction with recent work suggesting a similar lower
limit for the epoch of reionization (e.g. Bovill & Ricotti 2009), this thesis has found
that the lower mass limit for a dark matter dominated dwarf galaxy is Mtot ∼ 107 M.
7.2 Chemical evolution & comparison to observed sys-
tems
While it is possible that systems with masses as low as in the models from Chapters
2 & 3 experience only a single supernova event during their lifetime, the lowest mass
observed galaxies show evidence of more extended star formation and chemical evolu-
tion. In Chapter 4, the hydrodynamical simulations showing the effects on the density
and metallicity of the gas after a single supernova were used as a template for mod-
elling the effect of subsequent supernovae. The star formation and chemical evolution
of an Mvir = 107 M model were followed for 600 Myr. Supernovae near the centre of
such low mass systems temporarily halt star formation, resulting in the model showing
interruptions in star formation lasting 10-20 Myr.
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Star formation was simulated by adapting the method of Argast et al. (2000), in
which the probability of a cell forming a star is proportional to the square of the gas
density in the cell. The masses of the stars were determined by randomly sampling a
Kroupa IMF. Approximately 3000 M of stars were formed over 600 Myr. Chemical
evolution in the model results from the Type II supernovae from the simulated star for-
mation, as well as Type Ia supernovae after 100 Myr. The 25 M star at t = 0, along with
the expected abundances of the starting low-metallicity gas, causes enhanced [α/Fe] at
early times. Type II supernovae from less massive stars and Type Ia supernovae lead to
a decline in [α/Fe] with increasing [Fe/H].
7.2.1 Ultrafaint dwarfs
UFDs have luminosities ranging from < 1000 L to 105 L and half-light dark matter
masses M1/2∼ 105−7 M. The lower mass and luminosity end of this range is therefore
a good fit to the systems modelled in this thesis. The chemical abundances of the model
also fit well with the UFD abundances observed by Vargas et al. (2013), particularly
in regards to the metallicity at which [α/Fe] declines. The model could not reproduce
the two UFDs that show no decline in [α/Fe] with increasing [Fe/H], suggesting that
such systems may show more scatter in [Fe/H] during the first 100 Myr compared to the
model. The luminosities of the UFDs range from being consistent with those implied
by the model to significantly higher.
Just before the work for this thesis commenced, Bromm & Yoshida (2011) in a
review of the first galaxies noted of the study of UFDs that ‘the field is still very young,
and it is likely that progress over the next few years will be rapid’. This has certainly
been true, with significant progress being made on observing and interpreting chemical
abundances (Frebel & Bromm 2012; Vargas et al. 2013; Kirby et al. 2013a; Frebel et al.
2014) and determining star formation histories (Weisz et al. 2014a; Brown et al. 2014).
UFDs appear to be systems that formed before the epoch of reionization, possibly with
halo masses lower than the atomic hydrogen cooling limit of Mvir ∼ 108 M. With
only one known exception, they formed all their stars early in the universe, before their
star formation was truncated by either the epoch of reionization, stellar feedback, or
ram pressure and tidal stripping. Some UFDs may be fossil galaxies which formed
stars for less than 100 Myr, but most appear to show more extended star formation
and evidence of Type Ia supernovae. The contribution of this thesis was to model this
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scenario, showing that the model is consistent with the observations, with Chapter 4
concluding that the lowest luminosity UFDs are consistent with formation at a low
mass Mvir ∼ 107 M.
Chapter 5 uses the model from Chapter 4 to simulate two possible star formation
histories of six UFDs. The first history is that determined by Brown et al. (2014),
consisting of two single-age bursts, while the second is based on our model of extended
star formation with interruptions when one or more massive stars temporarily blow
the dense gas out from the centre of the system. The single-age bursts model can not
account for the observed [α/Fe] distribution in the five systems for which Brown et al.
(2014) determine that there is an uneven proportion of stars in each burst. The extended
model allows self-enrichment within a burst and can therefore reproduce the chemical
abundances of the UFDs in which the second burst is only a trace population.
7.2.2 Damped Lyman-α systems
Chapter 6 considered whether the model presented in Chapter 4 is consistent with
observations of 23 very metal-poor DLAs from Cooke et al. (2015). These DLAs
have similar kinematics to UFDs and chemical abundances suggesting few enrichment
events. A large number of sightlines through the Mvir = 106.5 M models in Chapter 2
and the Mvir = 107 M models in Chapter 3 retain sufficient neutral hydrogen (N(HI)
> 2× 1020 cm−2) 25 Myr after the supernovae explosion to meet the definition of a
DLA. Two DLAs show [Fe/H] ∼−3.5 and [α/Fe] ∼ 0.7, which in the model suggests
enrichment by no more than one central supernova explosion. Such systems may have
been enriched only by Population III stars.
The other 21 systems show abundances indicative of extended star formation, with
[Fe/H] ranging from −3.0 to −1.7. The [α/Fe] abundances show declines at [Fe/H] ∼
−3.0 and [Fe/H] ∼ −2.0. The interpretation of Cooke et al. (2015) is that the first
decline is caused by low-mass Type II supernovae, while the second is caused by Type
Ia supernovae, suggesting that the DLAs reach [Fe/H] ∼ −2.0 in the first 100 Myr of
star formation.
However, for−3.0 < [Fe/H] <−2.5, [α/Fe] is suppressed below the level expected
for Type II supernovae in a Kroupa IMF, as well as the observed level in UFDs. Chap-
ter 5 of this thesis shows that truncating the IMF at the heavy mass end, as suggested
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by Aoki et al. (2009), allows the model to fit observed DLA abundances. This sce-
nario can not resolve the discrepancy between the DLA and UFD abundances. This
difference can be resolved by a two-burst model, in which the first burst of star forma-
tion in DLAs enriches the gas to [Fe/H] ∼ −2.0, before the DLA accretes metal-poor
gas and forms a second burst of stars. However, this model does not explain why the
average [α/Fe] remains constant from [Fe/H] ∼ −3.0 to −2.0. A third possibility is
that the DLAs with −3.0 < [Fe/H] < −2.5 have different star forming histories to the
−2.5 < [Fe/H] < −2.0 DLAs, with the lower metallicity DLAs having lower star for-
mation rates and therefore being enriched by fewer Type II supernovae before the first
Type Ia supernovae. As with the second scenario, this does not explain the constant av-
erage [α/Fe] across a wide range of [Fe/H]. Observations of neutron-capture elements
such as Ba would indicate whether the enrichment results only from Type II supernovae
or whether Type Ia supernovae also contribute and therefore help distinguish between
the three possible scenarios.
The model of star formation and chemical evolution presented in Chapter 4 can
reproduce features of observed low-mass, metal-poor systems such as UFDs and very
metal-poor DLAs. Such systems are consistent with experiencing only a few enrich-
ment events and are therefore good environments to study the chemical signatures of
the first generations of stars.
7.3 The future
The low luminosity of UFDs makes them difficult to study using current instruments,
with current detections limited to the nearest systems. Furthermore, high resolution
spectroscopy, which is required to obtain abundances for a large range of chemical
species, is impossible for all but the very brightest stars, so medium resolution spec-
troscopy is generally used (e.g. Simon & Geha 2007; Simon et al. 2011; Vargas et al.
2013; Brown et al. 2014).
The study of UFDs will be revolutionised by new surveys such as the Large Synoptic
Survey Telescope (LSST) and 20m telescopes such as the Giant Magellan Telescope
(GMT). The effect these telescopes will have is demonstrated in Figures 7.1 & 7.2.
The LSST will greatly expand the number of L. 103 L systems from the two known
today. These systems are likely to experience few enrichment events, such that the
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Figure 7.1: Figure 9 from Tollerud et al. (2008) showing the anticipated impact of
surveys such as LSST. The red points are the currently known dwarf galaxies.
chemical abundances of their stars should retain the signatures of the early baryonic
systems. The GMT will allow high-resolution spectroscopy of a much larger sample of
stars, which is currently only possible for a few stars in UFDs. As noted by Kirby et al.
(2013a), high-resolution spectroscopy will also provide velocity dispersions for many
more stars, allowing the dynamical masses of the UFDs to be determined. Finally,
there are a large number of stars in UFDs just below the high-resolution limit for which
medium-resolution spectroscopy will be possible, allowing the determination of [α/Fe]
abundances, which are currently known for only a few stars in each system.
The models presented in this thesis, along with a growing body of observational
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Figure 7.2: Figure 5.2 from the GMT Science Book (Papovich et al. 2012), showing
colour-magnitude diagrams for dwarf galaxies of various masses. The red line indicates
the current limit for high-resolution spectroscopy, given an integration time of a few
hours on an 8m telescope. The blue dotted line shows the equivalent for the G-CLEF
fiber-fed echelle spectrograph on the GMT.
evidence, suggests that UFDs are low-mass halos which formed only a short burst of
stars in the early universe. These systems therefore retain the chemical signatures of the
early baryonic systems. The next generation of telescopes, scheduled to be operational
in about 2020, will allow these signatures to be probed in more detail and in a wider
range of systems. The results of this thesis suggest that there should be a large number
of Mvir ∼ 107 M halos with luminosities ∼ 103 L that will be within the reach of the
LSST and GMT.
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