Geostatistical modeling for continuous point-referenced data has been extensively applied to neuroimaging because it produces efficient and valid statistical inference. However, diffusion tensor imaging (DTI), a neuroimaging characterizing the brain structure produces a positive definite (p.d.) matrix for each voxel. Current geostatistical modeling has not been extended to p.d. matrices because introducing spatial dependence among positive definite matrices properly is challenging. In this paper, we use the spatial Wishart process, a spatial stochastic process (random field) where 1 arXiv:1904.04091v1 [stat.ME] 8 Apr 2019 each p.d. matrix-variate marginally follows a Wishart distribution, and spatial dependence between random matrices is induced by latent Gaussian processes. This process is valid on an uncountable collection of spatial locations and is almost surely continuous, leading to a reasonable means of modeling spatial dependence. Motivated by a DTI dataset of cocaine users, we propose a spatial matrix-variate regression model based on the spatial Wishart process. A problematic issue is that the spatial Wishart process has no closed-form density function. Hence, we propose approximation methods to obtain a feasible working model. A local likelihood approximation method is also applied to achieve fast computation. The simulation studies and real data analysis demonstrate that the working model produces reliable inference and improved performance compared to other methods.
Introduction
Diffusion tensor imaging (DTI), a magnetic resonance imaging (MRI) technique, is used to measure the diffusion process of water molecules in the brain (Soares et al., 2013) . Estimated 3 × 3 p.d. matrices summarize the water diffusion at each location in the brain.
The p.d. matrix is also called a diffusion tensor (DT), representing the covariance of the local 3D Brownian motion (Schwartzman, 2006; Dryden et al., 2009) . Since DTI has been used extensively to map white matter tractography in the brain, it has an advantage over other MRI-based techniques in revealing abnormal topological organization in the brain (Lo et al., 2010) . A primary clinical objective is to understand how covariates (i.e., age, gender, drug use) affect DTs, reflecting its effects on brain structure.
Incorporating spatial dependence is important for achieving efficient and valid inference in imaging data analysis (Spence et al., 2007; Wu et al., 2013; Xue et al., 2018) . In spatial modeling, geostatistical modeling is an appealing approach. It is a class of models based on continuous spatial variation, providing a smooth surface over locations (i.e., spatial Gaussian process model). However, current geostatistical modeling only focuses on random variables with univariate/multivariate distributions (i.e., univariate/multivariate Gaussian, Previous attempts to analyze DTI data can be broadly classified into univariate model-ing and matrix-variate modeling. To avoid the complexity caused by matrix-variate data, univariate modeling projects a DT onto a descriptive scalar quantity such as the magnitude of isotropy, magnitude/fractional of anisotropy, and mode of anisotropy (Ennis and Kindlmann, 2006) . Among these scalar quantities, magnitude/fractional of anisotropy is the most popular (see Lane et al., 2010; Ma et al., 2017) . However, since these projections are surjective (i.e., different DTs may project onto the same scalar quantity), the loss of information caused by univariate modeling is irreversible. To this end, matrix-variate modeling has been proposed via parameterizing the DTs as matrix-variate random distributions such as Wishart distribution (Dryden et al., 2009) and Gaussian random ellipsoid distribution (Schwartzman et al., 2008) . However, matrix-variate modeling has not yet been extended to spatial modeling because incorporating spatial dependence for p.d. matrices is non-trivial.
To mitigate these issues, we propose a spatial matrix-variate regression model. The covariates are incorporated through Cholesky decomposition, and the coefficients are spatially varying to capture local covariate effects. The spatial dependence among p.d. matrices is achieved by the spatial Wishart process, a spatial random field (stochastic process) supporting spatially dependent Wishart matrices. The first use of the spatial Wishart process was a prior for a spatially varying covariance matrix (Gelfand et al., 2004) . In this paper, the spatial Wishart process is used as a model for p.d. matrix observations. Considering the literature comprehensively describing the statistical properties of the spatial Wishart process is sparse, we further prove that the spatial Wishart process as a random field on uncountable locations is valid and almost surely continuous. Although the model based on the spatial Wishart process is elegant with several nice properties, a bottleneck of the spatial Wishart process is that its probability density function (PDF) is intractable (Viraswami, 1991) . Therefore, instead of directly modeling the DTs, we propose a new working model that approximate the original model through taking the Cholesky decomposition of p.d. matrices as responses. The working model is composed of six univariate spatial Gaussian processes, where the parameters retain the interpretations of the original model. Via the multivariate nonparametric Cramer-test (Baringhaus and Franz, 2004 ) and simulation studies with data generated by the original model and the working model, we show that the working model is a suitable approximation for parameter estimation. We also deal with massive spatial data by evoking resolved by the Vecchia's method (Vecchia, 1988; Datta et al., 2016) , a local likelihood approximation that approximates the joint density of spatial variables as a product of conditional densities. To demonstrate our proposal, we further investigate its performance using simulation studies, and provide data analysis on cocaine users data (Ma et al., 2017) , in comparison to the univariate spatially-varying coefficient process model (Gelfand et al., 2003) .
To the best of our knowledge, this is the first work on exploring spatial associations in modeling positive definite matrix-variate data under the framework of geostatistical modeling, with applications to DTI. In the rest of the paper, we first introduce the basic model based on the spatial Wishart process in Section 2; We provide the working model based on Cholesky decomposition for implementation in Section 3; Sections 4 and 5 give simulation studies and real data application, respectively; Finally Section 6 concludes with a discussion.
Basic Model : Spatial Wishart Process Model
The motivating cocaine users data set (Ma et al., 2017) includes DTs from each subject i ∈ {1, 2, ..., N } at each voxel s ∈ {s 1 , ..., s n }, and subject-level covariates including cocaineuse status and socio-demographics such as age and education years. is a Riemannian manifold, we decompose A i (s) as
In the decomposition, U i (s) with mean I is the spatially dependent residual term modeling the variation which cannot be explained by the covariates and the regression term L i (s) is the lower triangle Cholesky matrix of mean matrix Σ i (s) with 
Residual Term: Spatial Wishart Process
In this subsection, we introduce the spatial Wishart process as a means of modeling spatial dependence. Gelfand et al. (2004) provide the construction of the spatial Wishart process, which is formally stated as follows. For j ∈ {1, 2, ..., m}, let {Z j (s) : s ∈ D} be a meanzero p-dimensional multivariate Gaussian process with the cross-covariance matrix Σ and the correlation function K(s, s |Φ), a function dependent on parameters Φ, denoted as In applications, the number of locations in D is usually finite. However, Gelfand et al. (2010) emphasize the importance to ensure a valid mathematical specification of a spatial stochastic process. Thus, in Theorem 1, we use the Kolmogorov extension theorem (Øksendal, 2003) to prove that it is a valid stochastic process if D is an uncountable collection of spatial locations. Based on the fact that the random field is valid, we can also show that this field is almost surely continuous (Proposition 1). The proof of almost surely continuity is based on Kent (1989) . Proposition 1. Almost Surely Continuity: Let {U (s) : s ∈ D} be a spatial Wishart process. If the correlation function K(s, s |Φ) has a second-order Taylor series expansion with remainder that goes to 0 at a rate of 2 + δ for some δ > 0, U (s) converges weakly to U (s 0 ) with probability one as ||s − s 0 ||→ 0.
Considering that neuroimaging is usually in a high resolution and the disease status at proximally-located/neighboring voxels can be similar (see Wu et al., 2013; Xue et al., 2018) , the residuals U i (s) should be smooth and spatially dependent. We model the residuals via assuming {U i (s) : s ∈ D} for i ∈ {1, 2, ..., N } be realizations of spatial Wishart process with degrees of freedom m, cross-covariance matrix I, and correlation function K(s, s |Φ), denoted as
Setting the cross-covariance matrix to I preserves the designed marginal distribution
In spatial statistics and neuroimaging, understanding the spatial dependence is essential. We quantify spatial dependence of the spatial Wishart process using the expected squared Frobenius norm V(s, s ) = E||U (s) − U (s )|| 2 F , where ||.|| F is the Frobenius norm. The expected squared Frobenius norm can also be understood as a generalized variogram (Cressie, 1992) for matrix-variate data, where an increasing spatial dependence of U (s) and U (s ) leads to a smaller V(s, s ). Through the variogram, we find that the spatial Wishart process is separable (Cressie, 1992 ) since
where the term 1−K(s, s |Φ) 2 is the spatial term and γ(m, Σ) = 
Regression Term: Cholesky Decomposition
Expressing the mean matrix Σ i (s) in terms of X i is not straightforward (Zhu et al., 2009; Yuan et al., 2012) 
where
T is the spatially-varying coefficient vector and β jkl (s) is the coefficient associated with the j-th covariate. The roles of the coefficients β kl (s) can be explained as linear effect on log l ikk (s) or l ikl (s). To model the spatial dependence of mean effect, we assign a mean-zero spatial Gaussian process prior on β kl (s),
where Φ β is a set of spatial parameters controlling the spatial dependence of mean process, and σ 2 β is the variance of the Gaussian process.
3 Working Model : Cholesky Decomposition Model Viraswami (1991) and many other reports (i.e., Blumenson and Miller, 1963; Smith and Garth, 2007) show that a closed-form PDF of the basic model is available if the latent spatial precision matrix is tri-diagonal. This assumption of tri-diagonal precision matrix is unrealistic in spatial modeling. Therefore, to approximate the basic model, we further propose a Cholesky decomposition model using the Choelesky decomposition elements of A i (s) denoted as {t ikl : k < l, s ∈ D} as responses: 
Theoretically, the basic model and the Cholesky decomposition model are different.
However, to demonstrate that the Cholesky decomposition model is a reasonable approximation to the basic model, we use two-sample Cramer-Test (Baringhaus and Franz, 2004) to test if the two underlying distributions are the same, under a certain significance level.
We use {t ikl : k < l, s ∈ D} as data for testing and simulate data with all coefficients set to be zero.
In Figure 2 , we give a investigation to understand the impact of subject number N , degrees of freedom m, and range parameter in the exponential correlation function. Each boxplot is based on 20 replications. Under the significance of 0.05, all tests fail to reject the null hypothesis that the two underlying distributions are the same. To provide a benchmark of the p-values, we also boxplot the p-values of any two data generated from the same basic model. It reveals that large spatial dependence (i.e., ρ > 2), large degrees of freedom (i.e., m > 50) and a small number of subjects (i.e., N < 20) guarantee a close approximation. In Section 5, the motivating data satisfies the three conditions, revealing that the approximation model is equivalent to the basic model in real data analysis. Moreover, since the underlying mechanism of spatial dependence is unknown, both models can be treated as proposed geostatistical models for DTI. 
Computational Details
In this section, we give the computational details of this model. We fit the model using MCMC and assign weakly informative priors to parameters. We define ρ u , ν u ∈ Φ u as the range and smoothness parameter of the residual dependence, and ρ β , ν β ∈ Φ β as the range and smoothness parameter of the mean dependence. We give log ρ u ∼ N (0, 10), log ρ β ∼ N (0, 10), log ν u ∼ N (−1, 1) and log ν β ∼ N (−1, 1) , thereby providing a reasonable span of the prior. We also give that σ −2 β ∼ GA(0.01, 0.01), which is a conjugate prior allowing Gibbs sampling. All priors provides little priori information if the sample size is large.
The computational bottleneck of the working model is factoring the large n × n covariance matrix of the residual dependence and mean dependence, known as O(n 3 ) problem in spatial statistics. In our proposal, it is resolved by the Vecchia's method (Vecchia, 1988 
Simulation
In this section, we first investigate the performance of the working model under data generated from both the basic model and the working model, demonstrating that the working model produces reliable results under different geostatistical settings. Also, since we apply Vecchia's approximation for fast computation, we conduct a sensitivity analysis to investigate the impact of q on parameter estimation.
For both models, we generate the synthetic DTs under 20×20 grids with spacing of 1 between adjacent grid points. To simulate a real DTI study, N = 10 subjects are simulated.
Their drug-use indicator x i,drug and normalized age x i,age are recorded. The simulation study involves 50 replications. For each replication, there are 5 drug users (x i = 1) and 5 non-drug users (x i = 0), and x i,age is generated by a positive half-normal distribution (Leone et al., 1961) with mean 0 and variance 1. For each replication, all the coefficients are generated from a spatial Gaussian process with variance σ β = 0.1, correlation function K(s, s |Φ β ). The Gaussian process mean for three covariates summarized in Table   1 , simulate a scenario that drug has an covariate effect on certain regions of the brain and increasing age may affect the whole region of a brain. S is a set of spatial locations containing a 4 × 4 regions in the middle of the image. In all replications, we simulate the data with ρ u = ρ β = 2 and ν u = ν β = 0.5. Since we have shown that a large degrees of freedom m is required for a close approximation, we give m = 50 in simulations. To investigate if the Vecchia's approximation with different q affects the model performance,
we set q = 10, 50 and compare it to the model without Vecchia's approximation. For each replication, we take 5,000 MCMC samples after discarding 2,000 samples as burn-in. The simulation results in terms of bias of Bayesian mean estimates and 95% posterior coverage are summarized in Table 2 . From the simulation result, we find that the impact of Vecchia's approximation is acceptable due to the unbiasedness of parameter estimation and reasonable acceptable rate. Since the computational times are 6 hours, 11 hours, and 35 hours for models with 10-neighbors, 50-neighbors, and without the Vecchia's approximation, we conclude that the Vecchia's approximation is a reasonable approximation fast computation. Also, the performances of the working model under both data generation models produce results on the same ballpark, validating that the equivalence of the working model and the basic model in terms of parameter estimation.
Next, we compare the performances of the working model and the univariate spatially varying coefficient model (Gelfand et al., 2003) . In clinical studies, the most interested covariate effect is the drug use effect (x i,drug ). The six coefficients comprehensively but not intuitively describe the local covariate effects, especially to some clinicians who have their preferred medical scalar quantities (i.e., fractional anisotropy). However, since the six coefficients capture the covariates effects without information loss, our proposal is capable to accurately project the information onto any clinically meaningful scalar quantity. One of the useful quantities is fractional anisotropy, projecting a p.d. matrix onto [0, 1], defined as Ennis and Kindlmann, 2006) , where {λ 1 , λ 2 , λ 3 } are the eigenvalues of a diffusion tensor A. To demonstrate it, we take the treatment effect of cocaine use on each voxel s in terms of fractional anisotropy, denoted 
, as an illustrative example. Assuming X as the covariates excluding drug use, the term Σ *
is to describe the averaged (over subjects) mean matrix at voxel s under drug use status d ∈ {0, 1}. We use a MCMC-based outcome regression estimator (Rotnitzky et al., 1998) 
where the expectation can be empirically obtained by MCMC samples andδ F A (s) is unbiased estimator (Appendix D).
Under our simulation setting, we have the drug use effect as δ F A (s) = −0.06 for s / ∈ S. Since the spatial matrix-variate methods in terms of coefficients estimation have consistent results, we simply use the results of the working model with q = 10 for a concise illustration. We boxplot the estimates of δ F A (s) in Figure 3 , combining all s and replications. We compare it to the univariate spatially varying coefficient model (Gelfand et al., 2003) with logit transformation of FA values as responses and its associated MCMC-based outcome regression estimator (Rotnitzky et al., 1998) 
, where y i (s) is response and f logit is the logit transformation. In Figure 3 , the working model produces more precise estimates for δ F A (s) for s ∈ S with smaller uncertainties, revealing that utilizing the whole matrix information plays a key role in detecting covariate effects. This claim is further verified in real data analysis (see Figure 6 ). 
Applications to Cocaine Users Data
In this section, we apply this model to the data set of cocaine users (Ma et al., 2017) . Ma et al., 2017) , we focus on the corpus callosum, a brain region playing important roles such as transferring motor, sensory, and cognitive information between the brain hemispheres.
We first fit the data to the working model to investigate the covariate effects and spatial dependence among voxels. We set the design matrix X i as [1, x i,drug , x i,age , x i,edu ], representing the intercept, drug use (x i,drug = 1 if subject i is a cocaine user, otherwise x i,drug = 0), age, and education years. We set q = 50 for Vecchia's approximation and totally 8, 000
MCMC samples are collected after 3, 000 samples as burn-in.
To understand the spatial dependence of the DTs, we plot the MCMC trace and density histogram of the spatial dependence parameters ρ u , ν u , ρ β , and ρ β in Figure 4 , where the In light of the spatial dependence is successfully captured by the working model, we further investigate the covariate effects on DTs. To compare the Bayesian mean estimates to 0 and quantify their uncertainties, the covariate effects on DTs expressed by their posterior z-scores (Louis, 1984) are visualized in Figure 5 , which are smooth over voxels. Among the three covariates, cocaine use is the covariate with the most significant impact, where the diagonal coefficients have many nonzero posterior z-scores located at some regions.
The covariate effect of educations years has no effect in most areas but a powerful impact at certain areas (see β 11 and β 31 ), which needs a further scientific investigation. Unlike education years, the effect of age has a significant impact all over the corpus callosum, which may indicate the effect of age on brain structure is little but covers the whole area. In the tune of imaging-genetics in psychiatric disorders (Hashimoto et al., 2015) , the genetics information is encouraged to be incorporated to help provide a richer scientific investigation in the future.
Furthermore, we consider cocaine use as an primarily interested effect and use the MCMC-based outcome regression estimator to estimate its effect δ F A (s). Figure 6a provides the posterior z-scores ofδ F A (s). In comparison, Figure 6b provides the posterior z-scores of the Bayesian outcome regression estimator of δ F A (s) based on the spatiallyvarying coefficients model (Gelfand et al., 2003) with the logit transformation of the DTs' fractional anisotropy as responses. Under the same scale bar, the working model provides a deterministic region where the cocaine use has a significant effect with strong intensity, whereas the effect detected by the univariate model is weak and vague. This demonstrates the advantages of the matrix-variate SWP model over the univariate modeling. The regions of differences are located at the splenium, a component at the posterior end of the corpus callosum, indicating group differences between cocaine users and non-cocaine users. This result is also consistent with previous clinical studies on cocaine use (i.e., Lane et al., 2010) , validating the clinical reliability of our proposal.
Discussion
In this paper, we propose geostatistical modeling for positive definite matrices, with applications to DTI. Considering that the literature of spatial modeling of p.d. matrices is sparse, the spatial Wishart process as a random field for spatially dependent p.d. matrices A bottleneck of the SWP model is that the PDF is intractable, which here is resolved by proposing the working model. Other attempts are mostly to investigate the special cases where the latent covariance matrix has a certain form (i.e., Mathai and Moschopoulos, 1991; Furman, 2008) , compromising the flexibility. Meanwhile, Yu (2004) are proposing characteristic function-based parameter estimation approaches for models whose PDF is intractable but characteristic function is elegant. In Appendix A, we give the characteristic function of the spatial Wishart process which is simple and easy to handle, providing an alternative inference approach. In addition, longitudinal neuroimaging studies have become popular in neuroscience research to investigate disease-related changes (i.e., Wang and Guo, 2019) nowadays, motivating an extension of the SWP model to the spatiotemporal modeling. All these will be pursued somewhere else in the future.
