In this work we explore possibilities for coding and decoding tailor-made for mean squared error evaluation of error in contexts such as image transmission. To do so, we introduce a loss function that expresses the overall performance of a coding and decoding scheme for discrete channels and that exchanges the usual goal of minimizing the error probability to that of minimizing the expected loss. In this environment we explore the possibilities of using ordered decoders to create a message-wise unequal error protection (UEP), where the most valuable information is protected by placing in its proximity information words that differ by a small valued error. We give explicit examples, using scale-of-gray images, including small-scale performance analysis and visual simulations for the BSMC.
I. INTRODUCTION
Information of various nature (pictures, movies, voice, music, text, etc.) is compressed using different methods and algorithms (JPEG, MPEG, FLAC, MP3, PDF, etc.), that takes into account the nature of the information and the different loss in distortion that may be caused by different errors. When it comes to information transmission, information is generally considered as just sequences of bits and the actual type of the information is generally ignored. In this work, we consider instances where we do know something about the semantic value of decoding errors.
The main idea is the trade-off between the quantity and importance of decoding errors, as is usually done in distortion theory.
We start by defining a general expected loss function, the valued measure of decoding errors, in Section II. With this broad definition in mind, we establish various existence results showing the importance of encoders and decoders, in Section III.
We give a first heuristic approach for image transmission in Section IV, proposing strategies to address the problem of transmitting images over a (very) noisy channel. For this purpose, we consider the mean squared error (MSE) as the value function of decoding errors, proposing both coding and decoding schemes and considering a (syndrome) decoding algorithm that has the advantage of very low complexity. This heuristic approach is developed for a small dimensional case, and includes performance analyses and visual test performed on the sample in Figure I .
Finally, in Section V, we briefly explore the expected loss function when the error measure of decoding is invariant by translations, a situation where the BER (bit error probability) is a particular case of this.
II. EXPECTED LOSS FUNCTION
In this section we define the expected loss function of a code. We begin by introducing some basic concepts and notation, following [1] , [2] and [5] .
The decision regions D (c) of a decoder a determine a partition of Y. Given a coding-decoding scheme, an error occurs if c is sent and the received codeword lies in some decision region D (c ) with c = c. The word error probability of c is therefore P e (c) = 1 − y∈D(c) P (y| c) .
Assuming that the probability distribution of C is uniform, that is, each codeword c is transmitted with probability P (c) =
In a general setting, we consider the following data to be given:
• The error value function ν (determined by the nature of the information);
• The size of the code C (determined by |I|);
• The rate |I| / |Y| = |C| / |Y| (determined by cost constraints);
• The channel model P X ,Y (determined by physical conditions).
In such a setting, we say that the triple (C * , f * , a * ) is a Bayes coding-decoding scheme if
where the minimum is taken over all encoding-decoding schemes for I over P X ,Y .
As expected, determining a Bayes coding-decoding scheme is a (very) hard problem, so we may consider each of the variables C, f and a independently and say that a * is a Bayes decoder
The second class of universal decoders, relatives to the discrete channels such that X = Y, are the so-called nearest neighbor decoders (NN-decoders) determined by a metric d : X ×X → R + :
given y ∈ X , a (y) ∈ C satisfies the inequality
We start by proving that, for any linear code and any ML-decoder, there are always error value functions for which it is better to use a different decoder.
From here on in this section, we assume that the prior probability of C is uniform.
Theorem 1: Let (C, f, a) be a coding-decoding scheme over a reasonable discrete channel
If a : Y → C is an ML-decoder, then there exists a decoder b : Y → C and error value functions ν f and ν f such that
Proof: Let C be a code, a : Y → C an ML-decoder and ν f : C × C → R + the error value function defined by
Note that ν f does not depend of the encoder f and that it may be expressed as ν f (c, c ) =
We consider now c 1 , c 2 ∈ C, with c 1 = c 2 , and define
We are considering two different decoders and, for a given error value function, we wish to look at the difference E (C, a, ν f ) − E (C, b, ν f ). We define
and thus, considering the error value function ν f , we may express the difference
because ν f (c, c ) = 0 if c = c and ν f (c, c) = 1 for all c ∈ C.
Because for y = c 1 , c 2 we have that a 1 (y) = a 2 (y), the equation (5) reduces to
and assuming that the probability distribution of C is uniform, we get
To obtain the inequality
we can consider ν to be ν = ν 0-1 . Because a is an ML-decoder, we have that
Corollary 1: Suppose X = Y and let (C, f, a) be an coding-decoding scheme over X such that a : X → C is an NN-decoder determined by a metric d. Then, there exists a discrete channel P X ,X , a decoder b : X → C and error value functions ν f and ν f such that
The proof follows from Theorem 1 and from the fact that, given a metric d :
X × X → R + , there is a discrete channel over X such that the NN-decoder determined by d and the ML-decoder coincide for any code C ⊆ X (proof to be found in [14] ).
From here on, we assume that X = Y and write P X ,Y = P X .
Theorem 2: Let a 1 = a 2 be two NN-decoders defined on X , determined respectively by the metrics d 1 and d 2 . Then, there is a code C ⊆ X , encoders f 1 , f 2 : I → C, error value functions ν 1 , ν 2 : I × I → R + and an open family of discrete channels P X over X such that
Proof: Because we are assuming a 1 = a 2 , there is a code C ⊆ X and y 0 ∈ X \ C such that
Because we are considering NN-decoders determined by metrics, say d 1 and d 2 , we have that
for all c ∈ C, and in particular
hence we may assume, without loss of generality, that C = {c 1 , c 2 } and thus our information set I = {ι 1 , ι 2 } has only two elements. We consider the two possible encoders f 1 , f 2 : I → C by
Let us consider the induced error value functions
0 otherwise Let us define
. With this notation, for i = j, we have that
and
Considering the difference between the expected loss functions we find that
and, similarly,
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Considering i = j, we remark now that
along equations (7) and (8), can be represented as
For simplicity, let us write
Thus, we have that
Now, we note that
is equivalent to having
P (y|c 1 ) and
Because V 1 ∩ V 2 = ∅, there is a channel P 0 = P 0 X ,X , and there are y ∈ X and c 1 , c 2 ∈ C, satisfying the inequalities in (9) . Because this is a strict inequality, it will also be satisfied for any channel P sufficiently close to P 0 .
Corollary 2: Let C ⊂ X be a code, f : I → C an encoder and a, b : X → C two distinct NN-decoders determined respectively by metrics d 1 and d 2 . Suppose there are c 1 , c 2 ∈ C such
where
Then, there are error value functions ν f and ν f such that
Proof: Follows from the proof of the preceding theorem.
IV. CODING AND DECODING SCHEMES FOR IMAGES
For the purpose we are aiming at with this work, we consider a gray palette of colours, using a scale of k bits. This means that our information set is
≤ 1, represents the brightness of a pixel in a scale of gray with 2 k uniform levels.
We let F 2 be the finite field with two elements denoted by 0 and 1. Each ι j may be represented as a binary vector x = (x 0 , x 1 , . . . , x k−1 ), with x i ∈ F 2 , which represents a color with a black intensity of DRAFT November 6, 2014
where here the x i 's are considered to assume the real values 0 or 1, that is, to the color ι r with a black intensity of
Let us consider a picture X that has M × N pixels, let us say X = (x mn ), with 1 ≤ m ≤ M and 1 ≤ n ≤ N , and suppose that, after the coding-transmitting-decoding process, we get a
This is a very simple measure of images distortion, which is considered to be an appropriate measure of the fidelity of images when errors are produced by a Gaussian noise, the same type of noise that gives rise to a symmetric channel. Thus, from here on, we assume that transmission is made over a binary memoryless symmetric channel (BMSC) and that µ = µ MSE .
We proceed now to present our proposed coding-decoding scheme, considering transmission of images over a BMSC with overall error probability p. We consider linear block-codes, so that the information set I k has 2 k = |I k | elements that are encoded considering a linear code
, for some n ≥ k. This is still an initial approach where each codeword represents a pixel but it fits into the concept of ultra-small block codes as explored in [11] , suitable for situations with strong constraints on block length (see, for example, the introduction in [10] ).
We present our heuristic proposal in two parts, considering first the encoding and then the decoding.
A. Encoding
Given an [n; k] q linear code C, a k-dimensional linear space of F n q , and assuming a decoder a : F n q → C is given, we are concerned with the choice of an encoder f : I → C. If we fix such an encoder f : I → C, we are actually distinguishing between f and f • σ, where σ : I → I is any permutation of the information set. In this sense, we may say we are making a joint source-channel coding (JSCC), in the same sense adopted for instance, in [7] , where some quantized information is more relevant than others.
Approaching the encoding problem, first of all, we consider the peculiar (in the coding context) situation where no redundancy is added to the system, that is, we are considering a [k; k] q linear code C. Under this circumstance, and considering that the channel is reasonable, in the sense that, for any c ∈ C = F k q , P (c| c) > P (c| y) for any y ∈ C, y = c, we have that the unique ML decoder is the trivial decoder: a (y) = y for any y ∈ C. We identify the information set I with C, and so, an encoder is just a permutation σ of C. Considering such permutation, we have that
for all c, c ∈ C, and hence, the error probability does not depend on the encoder. If, instead of µ 0-1 , we consider a value function µ such that
for some distinct c, c , c ∈ C (as is such the square error loss value µ 2 ) then, if we exchange c by c , the expected loss is affected.
To put it shortly: even in the most trivial case that can be considered, using a code with no redundancy and no error correction or detection, better results may be attained when the semantic value of errors is taken into consideration.
As a toy example, let the information set I 4 consist of 16 = 2 4 different gray-scale tones {ι 0 , . . . , ι 15 }. We consider two different encoders, f, g : I 4 → F reflex-and-prefix algorithm used for producing Gray encoders: it has the property d H (f (ι j ) , f (ι j+1 )) = 1, where d H (·, ·) is the usual Hamming metric. Encoder g is determined by the lexicographic order: if we write g (ι j ) = (x 1 , x 2 , x 3 , x 4 ), with x i = 0, 1, we have that
We consider as an original message the tamarins' picture in Figure I .
Using a random number generator, we simulate a BMSC with overall bit error probability p = 0.2, and we get the two different "decoded "messages, shown in Figures 2 and 3 . Since the overall error probability p is very high, we find that each picture has approximately 0.4234 % of the pixels having a wrong color, and both pictures are poor in quality. Nevertheless, the result using a lexicographic encoder is clearly perceived to be better. Simulations show that, in this situation, the lexicographic encoder seems to be optimal. In Figure 4 , we consider the case n = k = 4 and, in Figure 5 , we consider the case n = k = 8. We remark that, when n = k increases, the difference in the performance between the lexicographic encoder and a random encoder (in the average) also increases.
We generalize this approach when considering an information set I with |I| = 2 k elements and a proper code C in F n 2 with n ≥ k. We say an encoder f : I → C is a lexicographic encoder if it satisfies the following condition: given ι j , ι l ∈ I, if f (ι j ) = x = (x 1 , . . . , x n ) and f (ι l ) = y = (y 1 , . . . , y n ), then
We cannot prove that this is indeed a Bayes encoder, but experimental evidence supports this conjecture not only for the maximal likelihood (ML) decoder for the BMSC but also for various other encoders. Let us consider the situation described in our toy example where we have 2 • The red line represents the lexicographic encoder;
• The black line represents an encoder f : I → C such that, for i ≤ j, we have 
• a M L is the maximal likelihood decoder or the nearest (relative to the Hamming distance
• a T is the nearest neighbor decoder relatively to the metric d T (x, y) := max {i :
called the total-order decoder or just ordered decoder (more details about this decoder are explained in the next section).
Those simulations support the conjecture that, for those decoders, the lexicographic encoder is a Bayes encoder. 
B. Decoding
For the encoding part of the problem, we presented the lexicographic encoder as a candidate to be a Bayes encoder for a pair (C, a), where C is a linear code and a is either the ML-decoder a M L or the decoder a T defined to be an NN-decoder (according to some metric quite different from the Hamming one).
For the decoding part of the problem, the situation is more blurry.
The approach adopted in this work is somewhat in the same direction that has been followed in various recent works regarding unequal error protection (UEP). The proposed use of nearest-DRAFT November 6, 2014 neighbor decoders determined by a family of ordered metrics (that will be introduced on the sequence) is actually a decoding process that gives UEP of bits (bit-wise UEP), in a similar manner to that proposed in 1967 by Masnick and Wolf in [9] and since then extensively studied by many authors. Alternately, considering UEP of messages (message-wise UEP) is the approach adopted by Borade, Nakiboglu and Zheng in [3] , where they consider the necessity of protecting in different ways pieces of information that are different in their nature (such as data and control messages) or have different types of errors (erasures and mis-decoded messages). This is performed by assigning larger decoding regions to the more valuable information.
Our approach is more general, and, in some sense, it combines message-wise and bit-wise UEP. We protect the messages by placing (encoding) similar (in the semantic sense) information messages close to each other and by adopting a decoding criterion that gives priority to the most significant bits.
We consider here two different metrics over F n q , the usual Hamming distance d H and the total-order metric d T (x, y) = max {i : x i = y i }. Those two metrics are particular instances of the so-called hierarchical poset metrics (see, for example, [12] or [6] for an introduction to the subject) and when we do not need to distinguish between them, we may denote the metric as just d P . As any metric, the metric d P determines a nearest neighbor (NN) decoder a P : once a message y is received a P (y) is chosen to minimize the distance to the code, that is, a P (y) ∈ arg min {d P (y, c) : c ∈ C}. In the case of ambiguity (when |arg min {d P (y, c) :
we assume the elements in arg min {d P (y, c) : c ∈ C} are chosen randomly, with i.i.d. Thus, out of those two metrics, d H and d T , we consider two different decoders a H and a T . We remark that this definition of a decoder is actually a list-decoding type definition, and it coincides with the one presented in Section II only when |arg min {d P (y, c) : c ∈ C}| = 1. When such an ambiguity exists, by considering an expected loss function, we will actually be considering the average (over all of the ambiguities) of the corresponding expected loss functions.
The idea of using hierarchical poset metrics lies in the fact that those metrics are matched to a lexicographic encoder, in the sense that it gives more protection against errors in the bits that become more significant due to the lexicographical manner of encoding. By using a decoder that is not ML, the number of errors (after decodification) increases, but not uniformly; less significant errors may increase a greatly, but more significant errors should decrease.
The main question is therefore the following: Is there a threshold where the loss of having more errors is compensated by the reduction in the most significant errors? We do not give a conclusive answer to this question but present some experimental evidence that shows it is indeed the case.
We consider the same toy example as in the encoding part, that is, we consider each pixel to be attributed a color chosen from a palette with 16 gray tones. To explore the decoding side of the problem, we add redundancy by encoding each pixel as a codeword in the (perfect) [7; 4] 2 binary Hamming code, one codeword assigned for each color that represents a pixel. Because the lexicographic encoder seems to be the Bayes encoder for both a M L and a P , we consider it as fixed and start to compare decoders.
Using a random number generator, an error was created for each of the seven bits of each pixel, with an overall error probability of p = 0.35. The same received picture was corrected twice, once using the usual ML decoder and once using an NN-decoder a T , determined by the
To illustrate the performance of those decoders, we consider the same tamarins picture ( Figure   I ) as the original message. In Figure 10 , all of the pixels that were correctly decoded are painted in purple, while the wrongly decoded pixels are left as decoded. On the left side, we see the result for the ML decoder, and on the right side, the result for the NN-decoder a T .
As expected, the picture on the left is much more color homogeneous (purple-like), because using ML to decode with a perfect code minimizes the amount of errors. However, one can identify the pixels to be painted in purple only when having the original picture. When looking at the picture as it was decoded using the two different decoding schemes, one gets a quite DRAFT November 6, 2014 The right-hand image seems to be sharper, closer to the original picture ( Figure 11 ). This perception regarding the quality of these decoded pictures is an example of a way of valuing the error, in a situation in which each of us, ordinary viewers, may be considered as a type of expert.
In Figures 12 and 13 we can see that, even under a very high word error probability (p = 0.4
and p = 0.43), it is possible to grasp something of the original message. We are able to compute expected loss for those small examples. In the pictures bellow we graph the expected loss functions in many situations. In each of them, we are considering one code and two decoders: the Hamming decoder a H in red and the total-order decoder a T in black).
DRAFT November 6, 2014 For each of those codes, we consider always an lexicographic encoder. The channel is considered to be a BMSC with overall error probability p and the value function is the one determined by MSE. 
As we can see, for small p, the ML decoder seems to be the best choice. Nevertheless, those pictures depict the existence of a threshold p 0 above which the ordered decoders should be used.
We do not know what would be the behavior of such a threshold for large n, but it seems that, for (very) noisy channels, using those ordered decoders may improve the performance and yield an extra bonus: very efficient decoding algorithms (details in [6] ).
V. ERROR VALUE FUNCTIONS THAT ARE INVARIANT BY TRANSLATIONS
In this section, we assume that the information set I is identified with the vector field F We say that an error value function ν :
for all x, y, z ∈ F k q . In this case, we may consider a function ν :
We remark that, whenever there is a significant real number model for the information as an injective map m : I → R, an error value function ν is said to be compatible with the model regarded only as a simplified model for errors. We also remark that, when defining invariance by translations, we assumed that the information set I is identified with the vector space F k q , let us say by a bijection σ : I → F k q . The identity (10) actually depends on σ, so that in fact we should say ν is σ-invariant invariant by translations. Nevertheless, we assume σ is given and fixed, and hence the notation we adopt ignores its role.
The advantage of error value functions that are invariant by translations is that this allows us to determine Bayes encoders, as we see in the next two propositions.
As stated in equation (3), we express
. Assuming now that the encoder f :
, and, writing u = c − c , we find that
and we get the following:
If ν is an error value function invariant by translations and f is a linear encoder,
We remark that E (C, a, ν f ) is a linear combination of the values ν f (c), c ∈ C, and that the coefficients H a (c) do not depend on the encoder f . Because the values ν f (c) are all non-negative, it is simple to minimize the expected loss; one should choose an encoder f that associates more valuable errors (higher ν f (c)) to the lower coefficients H a (c). From here on, we assume that the prior probability of C is uniform.
We write Golay code and to show that condition (12) holds also for this code. We call such an encoder a weight priority encoder.
Finally, in addition to giving a good description of Bayes encoders, the use of a value function that is invariant by translation may be justified also by the fact that it generalizes two well-known measures of loss. When introducing the expected loss in Section II, we already showed that the word error probability may be considered as a particular instance of an expected loss function (by considering the indicator function ν 0-1 to be the loss function). If we assume now that the channel is invariant by translations, in the sense that P (y| x) = P (y + z| x + z)
for all x, y, z ∈ F n q , we may look also at the bit error probability P b (C) of C (BER) as a particular case of the expected loss function. This is attained by considering a decoder a : F 
