We investigate the nature of the phase transition for charged scalars in the presence of a magnetic background for a theory with spontaneous symmetry breaking. We perform a careful treatment of the negative mass squared as a function of the order parameter and present a suitable method to obtain magnetic and thermal corrections up to ring order for the high temperature limit and the case where the magnetic field strength is larger than the absolute value of the square of the mass parameter. We show that for a given value of the self-coupling, the phase transition is first order for a small magnetic field strength and becomes second order as this last grows. We also show that the critical temperature in the presence of the magnetic field is always below the critical temperature for the case where the field is absent.
I. INTRODUCTION
Magnetic fields appear in several physical systems ranging from the femtoscopic to the astrophysical and cosmological realms and can influence the statistical properties of particles that make up these systems. Peripheral collisions of heavy nuclei at high energies, neutron stars and even the early universe are examples of systems where magnetic fields can help catalyze the deconfinement/chiral restoration [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , the superfluid [19] and the electroweak phase transitions [20, 21] , respectively. Lattice simulations have also recently paid attention to the QCD phase structure in the presence of magnetic fields. In this context, it appeared at first that the critical temperature increased with the intensity of the magnetic field [22] . This result agreed with most of the model calculations. Latter results, obtained by considering smaller lattice spacing and physical quark masses, found an opposite behavior [23, 24] . The most recent results, show that such a decrease should be associated to a back reaction of the Polyakov loop, which indirectly feels the magnetic field and drives down the critical temperature for the chiral transition [25] .
On the other hand, since bosons can condense, they play an important role for the description of phase transitions. When bosons are electrically charged their condensation is also subject to the influence of magnetic fields. However, the field theoretical treatment of charged-boson systems at finite temperature in the presence of a magnetic fields is plagued with subtleties. For example, a naïve implementation of the condensation condition [26] , whereby the chemical potential is taken to be equal to the ground state energy, leads to a divergence of the particle density of that state. This divergence comes from the effective dimensional reduction of the momentum integrals, since the energy levels separate into transverse and longitudinal (with respect to the magnetic field direction) and the former are given in terms of discrete Landau levels. Thus, the longitudinal mode alone no longer can tame the divergence of the Bose-Einstein distribution unless the system is described in a number of spatial dimensions d larger than 4 [27] [28] [29] . This misbehavior can be overcome by a proper treatment of the physics involved when magnetic fields are introduced. For instance, it has recently been shown that even for d = 3 it is possible to find the appropriate condensation conditions by accounting for the plasma screening effects [19] .
Another subtlety -not yet addressed in the literature, to our knowledge-is found in systems whose vacuum expectation value emerges as a consequence of an spontaneous breaking of symmetry, in the presence of an external magnetic field. When the fields are expanded around the true minimum v 0 , the squared mass m 2 becomes a function of the order parameter v and can become negative for some values in the domain range, 0 ≤ v ≤ v 0 , which is of interest to describe the phase transition at finite temperature. When not properly treated, these negative values of the squared mass produce a non-analytic behavior of the vacuum energy. Although for the thermal contribution the problem can be avoided by considering a large enough temperature, the purely magnetic field contribution to the vacuum energy, which is important, for instance, for a possible splitting of the chiral and deconfinement transitions as the magnetic field strength increases [5] , requires a proper treatment when m 2 < 0.
In this work we study the nature of the phase transitions for a system of charged scalars influenced by magnetic fields at finite temperature. We show that the system presents first and second order phase transitions as we vary the strength of the self-coupling and of the magnetic field. We address the problem of properly treating the negative mass squared parameter for the vacuum energy as corresponds to a system with spontaneous symmetry breaking. We show that with the appropriate treatment, the vacuum energy is continuous and smooth as a function of m 2 when this last transits from positive to negative values. To describe the magnetic field effects we use Schwinger's proper-time method. The work is organized as follows: In Sec. II we compute the vacuum energy to one-loop order for a charged scalar in the presence of a uniform magnetic field as a function of the order parameter. In Sec. III we implement the vacuum stability conditions requiring that to one-loop order, the minimum of the vacuum energy as well as the mass of the scalars do not change from their tree-level values. We also include thermal effects. We work in the high temperature limit as well as in the limit where the magnetic field strength is larger than the absolute value of the squared mass, so as to avoid having to consider the negative mass squared problem for the matter contribution. We compute the finite temperature effective potential up to the ring diagram contribution and in Sec. IV explore the parameter space looking for the values that produce either a first or second order phase transition. We finally summarize and conclude in Sec. V.
II. VACUUM ENERGY
When writing a charged scalar field in terms of its real components, the explicit one-loop expression for the vacuum energy density of one these components, in the presence of a uniform magnetic field, is
where D is the propagator in the presence of a constant magnetic field and m 2 is the field's mass squared. For D, we use the expression given by Schwinger's proper time method
where
represent the square of the k µ components parallel and transverse, to the direction of the magnetic field, which is taken in thê z direction. For convergence, the integration path for the proper time variable s is taken just below the real axis in the complex s-plane. This is implemented by considering that δ is a small positive quantity. The integration path is depicted in Fig. 1 .
To regulate the ultraviolet divergence, we use dimensional regularization for the longitudinal components which after a Wick rotation are now integrated in d − 2 dimensions where Λ is the energy scale for the renormalization, the momentum k is now defined in Euclidian space and we take k 0 → −ik 4 [30] . The transverse and longitudinal integrals give
and
respectively. The longitudinal integral converges for Re(d) > 2. Also, both integrals converge since s has a small negative imaginary part along its integration path. The vacuum energy density is thus given by
The integral over s in Eq. (6) can be performed by closing the path and resorting to the residue theorem. When m 2 > 0 the path can be closed on the lower half-plane. However, when m 2 < 0, the path should be closed on the upper half-plane. Therefore, in the latter case the integration contour encloses the poles of sin(qBs) −1 which are located on the real axis. If the last leg of the closing path goes along the imaginary axis, the poles at s = 0 are located along the path and need to also be properly handled. Let us thus consider in detail the case for m 2 < 0. Using the integration contour that closes in the upper half-plane, depicted in Fig. 1 , we can write
where I 1 is the integral in Eq. (6), namely
I 2 is the integral along the quarter circle at infinity, which vanishes, and I 3 is given by
The ultraviolet divergence is contained in I 3 , so, for the sum over the residues we can take d = 4. Also, the poles are located at s = nπ/qB. Therefore we can write
where m 2 is to be understood as m 2 − iǫ. To compute I 3 we make the change of variable s = iτ to write
where Γ and ζ are the gamma and Hurwitz zeta functions, respectively and we have taken d = 4 in the factor (i) d−2 → −1. I 0 is the contribution from the double pole at s = 0. To compute this last piece, we first take d = 4, since the ultraviolet divergence is already contained in the first piece of I 3 , and then split the double pole at s = 0 such that
where 0 < δ ′ < δ. Since the poles lie along the integration path, we use Cauchy's prescription and thus
Bringing together Eqs. (7), (10), (11) and (13) into Eq. (6) and rearranging the factors, we get
where in the coefficients of the ln terms we have already set d = 4. We now expand around d = 4 − 2ε, with
where γ is Euler's gamma and ζ
. Dropping the non-leading terms when ε → 0 and rearranging factors, we get
A convenient choice for the renormalization scale is Λ = µe −1/2 , where the mass scale µ is the mass appearing in the scalar Lagrangian before symmetry breaking. With this choice we have
The quantity
can be canceled by the introduction of a suitable counterterm to renormalize the mass squared. Therefore, after mass renormalization we can write
One can readily check that when qB → 0, Eq. (19) gives
On the other hand, when m 2 > 0, one can close the integration contour on the lower half-plane, as depicted in Fig. 1 . After mass renormalization the result is
When qB → 0, Eq. (21) gives
One can also check the continuity of the expressions when m 2 changes from positive to negative values. This is accomplished by taking the limit when m 2 → 0. The result is Figure 2 shows the vacuum energy, Eqs. (19) and (21), divided by µ 4 , as a function of x = m 2 /µ 2 , for three different values of the magnetic field strength in units of µ 2 , y = qB/µ 2 . Notice that the curves are continuous and smooth at m 2 = 0. We now proceed to put together the one-loop and the tree-level vacuum energy contributions and to find the thermal corrections. For these purposes, we need to work with an specific Lagrangian and for simplicity we choose to work within the Abelian Higgs model.
III. EFFECTIVE POTENTIAL
The Abelian Higgs model is given by the Lagrangian [31] 
where φ is a charged scalar field and
is the covariant derivative. A µ is the vector potential corresponding to an external magnetic field directed along theẑ axis,
The squared mass parameter µ 2 and the self-coupling λ are taken to be positive.
We can write the complex field φ in terms of their real components σ and χ,
To
which can later be taken as the order parameter of the theory. After this shift, the Lagrangian can be rewritten as
where L I represents the interaction Lagrangian after symmetry breaking. It is well known that for the Abelian Higgs model, with a local, spontaneously broken gauge symmetry, the gauge field A µ acquires a finite mass and thus cannot represent the physical situation of a massless photon interacting with the charged scalar field. Therefore, for the discussion we ignore the mass generated for A µ and concentrate on the scalar sector. From Eq. (29) we see that the σ and χ squared masses are given by
A. Tree plus one-loop vacuum energy
The tree-level potential is given by
The minimum is obtained for
Notice that
and also that the field χ corresponds to the Goldstone boson. The vacuum energy up to one-loop level for qB = 0 can be obtained by combining Eqs. (20) , (22) and (31) which yields In order that the one-loop correction to the vacuum energy for qB = 0 preserves the tree-level values of v 0 as well as the sigma field mass, we implement the stability conditions introducing two finite constants δµ 2 and δλ in such a way that
δµ 2 and δλ are fixed by requiring that 1 2v
and the solution is
Including the magnetic field contribution, the vacuum energy, after implementing the stability conditions can be written as
where V
B | m 2 <0 and V
B | m 2 >0 are given by Eqs. (19) and (21), respectively. Figure 3 shows the vacuum energy, Eq. (38), in units of the mass parameter µ 4 as a function of the order parameter, in units of µ, x = v/µ, for three different values of the magnetic field strength, in units of µ 2 , b = qB/µ 2 , for λ = 1. Notice that the magnetic field contribution to the vacuum energy is rather small, even for the largest field intensity, b = 10, considered. It's effect is a slight shift of the classical minimum toward larger values as compared to the case where no magnetic field is applied.
B. One-loop thermal corrections
In order to find the finite temperature contribution, we work in the imaginary-time formulation of thermal field theory. The integration over the momentum components is carried out in Eucledian space, as in Eq. (3), where the energy takes on discrete values, namely −ik 0 = ω n = 2nπT [30] , as corresponds to a Matsubara frequency for bosons, with n an integer,
Thus, the one-loop contribution to the effective finitetemperature potential in the presence of the magnetic field is given by
where the Matsubara propagator in the presence of the magnetic field is given by
with D(k 0 , k; m 2 ) as in Eq. (2). We work explicitly in the high temperature limit, namely,
but up to this point we do not restrict the strength of qB compared to |m 2 |. For the n = 0 modes in Eq. (40) one can resort to expanding the Matsubara propagator in powers of qB/T 2 , in the same fashion as in Ref. [32] .
Nevertheless, for n = 0, use of this approximation would amount to restricting ourselves to the situation where qB ≪ |m 2 i |. To avoid such limitation, we treat the zero frequency separately. In this way
where for the first term on the right-hand side of Eq. (43) we use the weak field expansion as in Ref. [32] , namely
and for the second one we keep the Schwinger proper time expression in Eucledian space for n = 0, that is
Inserting Eqs. (45) and (44) into Eq. (40) we obtain
We can explicitly carry out the sum and integrals in Eq. (47). The sum over the non-zero modes is performed by means of the Mellin technique [33] . To compute the integrals in Eq. (48), care must be taken for the explicit evaluation of ∆ B,T (ω n=0 , k; m 2 i ) since, in order to avoid the subtleties associated to negative values of m 2 , the combination m 2 i + (2l + 1)qB must be positive. This can be achieved by requiring that qB > |m 2 |. Notice that with this choice, hereby the hierarchy of scales we work with is explicitly Under these conditions we get
where we have subtracted the vacuum contribution and the mass renormalization, as these contributions are already taken care of in Eqs. (19) and (21) . To write Eq. (50), we have also subtracted another infinite piece associated to the charge renormalization, namely
C. Ring diagrams
The ring contribution to the effective potential is given by [30] where for the self-energy Π(m i ) we take the dominant contribution in the high temperature limit.
Notice that upon this choice, the self-energy is mass independent. It is well known that in order to account for the leading plasma screening effects, it is enough to just take the n = 0 Matsubara frequency for the ring contribution [30] . Let us furthermore consider the approximation where the self-energy is small so as to expand the argument of the logarithm inside the integrand in Eq. (53) to yield 
IV. PARAMETER SPACE
The complete effective finite temperature potential in the presence of a magnetic field in the high temperature limit, up to the ring contribution, is obtained by adding up Eqs. (38), (46) and (55), namely
(56) Figure 4 shows the effective potential for qB = 0, V (eff) 0 , in units of µ 4 as a function of x = v/µ for three different temperatures in units of µ for a fixed value λ = 0.1. Notice that for the conditions that the calculation is valid, namely qB > |m 2 i |, we cannot take the limit qB → 0 straight from Eq. (56). Instead, for qB = 0 we use the well know expression for the effective potential at finite temperature up to the ring diagrams contribution, given by [32] Figure 5 shows the effective potential for three values of T in units of µ computed from Eq. (56) for qB/µ 2 = 2 and a fixed value λ = 0.1. Notice that the phase transition for finite qB is delayed with respect to the qB = 0 case. This is best noticed in Fig. 6 where we compare the effective potential for the qB = 0 and qB = 0 cases for the same temperature, which is chosen as the critical temperature for the qB = 0 case and for λ = 0.1.
For the chosen values of qB and λ we notice that the phase transition is second order. As the magnetic field strength increases, the critical temperature grows but remains below the critical temperature for the qB = 0 case. This is shown in Fig. 7 for two values of λ = 0.1, 0.5. Also v 0 , the value of the order parameter where the effective potential has its minimum in the broken phase, grows with the magnetic field strength. This is shown in Fig. 8 where we plot x 0 ≡ v 0 /µ as a function of b for λ = 0.1 and T taken as the critical temperature for the lowest chosen value of b = 1.6. We also find that for certain combinations of λ and qB, the phase transition becomes weakly first order. This is shown in Fig. 9 where we plot the effective potential for three values of T in units of µ, a fixed value of qB/µ 2 = 1.6 and λ = 0.5. However, starting from the case of a first order phase transition, this becomes again second order as the field strength increases. This is shown in Fig. 10 where we plot the effective potential for three values of T in units of µ, a fixed value of qB/µ 2 = 1.8 and λ = 0.5. This is in contrast with the findings of Ref. [34] . The transit between a first and a second order phase transition as the magnetic field strength increases is illustrated in Fig. 11 where we plot the effective potential for three values of qB/µ 2 computed at their corresponding critical temperatures. Figure 12 shows the phase diagram as we vary the selfcoupling and the magnetic field strength. Notice that the lower right-corner corresponds to first order phase transitions whereas the upper left-corner corresponds to second order phase transitions.
V. SUMMARY AND CONCLUSIONS
In this work we have studied the phase transition at finite temperature for a system made out of charged scalars subject to the effects of a uniform magnetic field. To include the magnetic field in the field theoretical description of the system, we employed Schwinger's proper time method. For the analysis we have computed the finite temperature effective potential up to the ring di- agram contribution. We have worked explicitly within the Abelian Higgs model with spontaneous symmetry breaking and considered the hierarchy of scales such that T 2 ≫ qB > |m 2 |. For the magnetic contribution to the vacuum energy we have made a careful treatment for the case where the square of the mass parameter, as a function of the order parameter, becomes negative. For the matter contribution and for the chosen hierarchy of scales, the subtleties associated with negative values of the square of the mass parameter can be avoided. In this case, we have shown that the system suffers either a first or second order phase transition depending on the value of the self-coupling constant λ and the strength of the magnetic field qB; for a given value of λ and a low enough value of qB > |m 2 | the phase transition is weekly first order and becomes second order as qB increases. The phase transition gets delayed (the critical temperature is lower), as compared to the case in the absence of a magnetic field, and this increases as the field strength grows. The value for the order parameter that describes the condensate also increases with increasing magnetic field strength.
In conclusion, we have shown that the phase diagram for a charged scalar system in the presence of a magnetic field has a richer than anticipated structure. However, we emphasize that in order to complete the parameter space studies, a proper handle of the case where qB < |m 2 | is required, as well as an extension of the method to lower temperatures. This is work that we are currently pursuing and will be reported elsewhere. 
