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Abstract
Textbooks on response surface methodology generally stress the importance of lack-
of-t tests and estimation of pure error. For lack-of-t tests to be possible and
other inference to be unbiased, experiments should allow for pure-error estimation.
Therefore, they should involve replicated treatments. While most textbooks focus
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on lack-of-t testing in the context of completely randomized designs, many response
surface experiments are not completely randomized and require block or split-plot
structures. The analysis of data from blocked or split-plot experiments is gener-
ally based on a mixed regression model with two variance components instead of
one. In this paper, we present a novel approach to designing blocked and split-plot
experiments which ensures that the two variance components can be eciently esti-
mated from pure error and guarantees a precise estimation of the response surface
model. Our novel approach involves a new Bayesian compound D-optimal design
criterion which pays attention to both the variance components and the xed treat-
ment eects. One part of the compound criterion (the part concerned with the
treatment eects) is based on the response surface model of interest, while the other
part (which is concerned with pure-error estimates of the variance components) is
based on the full treatment model. We demonstrate that our new criterion yields
split-plot designs that outperform existing designs from the literature both in terms
of the precision of the pure-error estimates and the precision of the estimates of the
factor eects.
Keywords: model-independent variance component estimates, restricted or residual max-
imum likelihood (REML), restricted randomization, treatment model
1 Introduction
Textbooks and research monographs discussing response surface methodology emphasize
the importance of replicated design points in completely randomized designs, so that a
model-independent, pure-error estimate of the residual error variance can be calculated
and a lack-of-t test can be performed. Box and Draper (2007), for instance, state that
replicates are valuable because dierences in the response between them can provide an
estimate of the error variance no matter what the true model may be. They also indicate
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it is important to be able to carry out a lack-of-t test, which requires estimation of the
pure error from replicated runs.
The use of replicated design points, pure-error estimates and lack-of-t tests is standard
for completely randomized designs, but it has not received much attention in the lit-
erature on the design and analysis of blocked experiments and split-plot experiments.
A comprehensive discussion of pure error in the context of blocked experiments can be
found in Gilmour and Trinca (2000), who recommend assuming additivity between the
runs and the treatment factors' eects when calculating pure-error estimates. A conse-
quence of this assumption is that there is no block-by-treatment interaction. This is a
standard assumption in response surface experimentation and in the analysis of data from
balanced incomplete block designs (see, for instance, p.195 of Wu and Hamada (2009)).
Gilmour et al. (2019), building on Gilmour and Trinca (2000), explain how to obtain
pure-error restricted or residual maximum likelihood (REML) estimates of the variance
components from blocked, split-plot and other multi-stratum experiments, and Goos and
Gilmour (2017) present procedures to test for lack of t. All of the work by Gilmour and
Trinca (2000), Gilmour et al. (2019) and Goos and Gilmour (2017) is concerned with data
analysis, but it provides no hints on how to construct ecient blocked and split-plot de-
signs that allow for pure-error estimates. Gilmour and Trinca (2012), Trinca and Gilmour
(2017) and Cao et al. (2017) provide methods of designing blocked, split-plot and other
nested multi-stratum designs, but their methods do not pay attention to estimating the
variance components eciently.
Vining et al. (2005) discuss the construction of split-plot designs allowing for pure-error
estimation. More specically, they showed how to incorporate sucient replicates in
split-plot central composite and Box-Behnken designs to obtain pure-error estimates of
the variance components. The replicated treatments in their split-plot central composite
designs are axial points and center points. Some of their split-plot Box-Behnken designs
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involve center point replicates only, while others have additional replicates. Features of
the designs are that they involve whole plots containing only replicates of a single design
point, and that whole plots involving only center points are replicated entirely. This leads
to designs in which certain treatments (especially, treatments corresponding to center
points) are replicated many times, while others are not replicated at all. For instance, the
points of the factorial portion of the central composite designs are not replicated, even
though they provide much information on the main eects and the two-factor interactions
of the factors. Parker et al. (2006) provide an overview of some construction methods
of split-plot response surface designs, and emphasize the importance of replicating whole
plots with center runs to obtain pure-error estimates of the variance components. The
recommendation to replicate whole plots of center runs is akin to the approach adopted
by Kowalski et al. (2002), who replicate a complete whole plot with center runs in a
mixture-process variable experiment in order to obtain pure-error estimates. Kowalski
et al. (2006) use a split-plot central composite design with many replicates of axial runs
to obtain pure-error estimates.
It has been shown that the split-plot designs involving many center point replicates and
axial point replicates possess a low D-eciency (Goos (2006), Goos and Donev (2007b))
and therefore do not allow a precise estimation of the factor eects in the response surface
model under investigation (even though these eects are the primary focus of a response
surface experiment). A problem, however, with highly D-ecient designs is that, generally,
they do not involve sucient replicates to allow for pure-error estimates. In many cases,
D-optimal designs involve no replicates at all. As a result, many D-optimal designs do
not allow for pure-error estimates of the variance components and lack-of-t tests.
In this article, we address a gap in the literature and present a new method to generate
highly ecient designs for the xed eects, with sucient replication to compute pure-
error estimates of the variance components eciently. Our method is generic in that
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it works for blocked and split-plot experiments, it is able to handle main-eects, main-
eects-plus-interactions and full quadratic response surface models, and it works for any
number of blocks/whole plots and block/whole-plot sizes dictated by the logistics of the
experiment. Our new method diers from those of Cao et al. (2017) and Trinca and
Gilmour (2017), who build on the ideas in Gilmour and Trinca (2012) for completely
randomized designs, in the sense that we adjust the ordinary D-optimality criterion to
ensure that the variance components are well estimated. Our designs aim to be optimal
for all parameters, whereas theirs aim to be optimal only for xed eects and only stratum
by stratum.
In particular, we suggest a composite D-optimality criterion that focuses on precise esti-
mation of the xed treatment eects, as well as on precise pure-error estimation of the
variance components. The resulting designs enable unbiased and ecient inferences and
provide ecient pure-error estimates of the variance components required by the lack-
of-t test proposed by Goos and Gilmour (2017) for data from blocked and split-plot
experiments.
2 Model and estimation
The model generally recommended to analyze data from blocked response surface exper-
iments with n runs and b blocks and split-plot response surface experiments with n runs
and b whole plots (Letsinger et al. (1996), Gilmour and Trinca (2000)), which follows im-
mediately from the assumption of treatment-run additivity and a correct randomization,
is
Y = Xβ + Zγ + ε, (1)
where Y is the n-dimensional response vector, X is the n×p model matrix corresponding
to the assumed response surface model, β is the p-dimensional vector of xed model
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parameters (often including an intercept, main eects, interaction eects and quadratic
eects), γ is a b-dimensional vector of random block or whole-plot eects, Z is the n ×
b design matrix for these random eects and ε is the n-dimensional vector of random






, ε ∼ N (0n, σ2ε In), and that γ and ε are
independent.
The generalized least squares estimator of the parameter vector β in the assumed response
surface model is given by
β̂ = (X′V−1X)−1X′V−1Y,
where




Following Letsinger et al. (1996), the two variance components σ2ε and σ
2
γ are generally
estimated using restricted or residual maximum likelihood (REML) estimation. This
means that the estimates for σ2ε and σ
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where r = y − X(X′V−1X)−1X′V−1y. A weakness of this approach is that a dierent
specication of the response surface model, and thus a dierent specication of the model
matrix X, results in dierent estimates of the variance components. We refer to Goos
et al. (2006) for a detailed discussion of the statistical inference based on this estimation
approach.
To obtain estimates for the variance components that are robust against misspecication of
the response surface model, Gilmour et al. (2019) suggest starting from the full treatment
model
Y = Xtτ + Zγ + ε, (2)
where Xt is the full treatment design matrix, and τ is the corresponding vector of treat-
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ment means. The (i, t)th element of the full treatment design matrix is equal to 1 if
treatment t is used for run i and 0 otherwise. The full treatment model considers every
combination of levels of the experimental factors as one level of a categorical factor and
therefore has as many xed model parameters as there are distinct treatments or factor
level combinations in the design. Therefore, the model does not exhibit any lack of t, and
the variance component estimates resulting from it are pure-error estimates. Using REML
estimation in combination with the full treatment model therefore results in pure-error














where rt = y −Xt(X′tV−1Xt)−1X′tV−1y and nt is the number of distinct treatments in
the design (or, equivalently, the number of parameters in τ ).
3 Optimal Designs
3.1 Traditional D-Optimality Criterion
The most commonly used optimality criterion for selecting experimental designs is the D-
optimality criterion, which seeks designs that minimize the generalized variance of the pa-
rameter estimators. This is done by minimizing the determinant of the variance-covariance
matrix of the factor eect estimates or, equivalently, by maximizing the determinant of
the information matrix about β. For a blocked experiment and a split-plot experiment,




when the GLS estimator is used. A D-optimal design therefore maximizes
|M| = |X′V−1X|. (4)
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In this paper, we refer to this traditional D-optimality criterion as the xed-eects D-
optimality criterion because of its emphasis on the estimation of the xed model param-
eters.
Letting M1 be the information matrix of a design with model matrix X1 and M2 be
the information matrix of a design with model matrix X2 for the same design problem,
then the D-eciency of the rst design (corresponding to X1) relative to the second












This D-eciency summarizes the relative performance of the two designs in terms of the
precision of the xed-eects estimation, while ignoring the estimation of the variance
components. A value De > 1 means that the rst design outperforms the second.
3.2 An Existing Composite D-Optimality Criterion
Mylona et al. (2014) suggest a family of alternative D-optimality criteria that focuses
on xed-eects estimation, as well as on estimation of the variance components. It as-
sumes that the variance components are estimated using REML, in combination with
the response surface model. The alternative D-optimality criteria belong to the family of





log |M|+ 1− w
2
log |N|, (6)
whereM is the information matrix for the xed eects contained within β in the response









P = V−1 −V−1X(X′V−1X)−1X′V−1,
is the information matrix for the two variance components σ2γ and σ
2
ε when REML is
used for estimating the variance components, starting from the response surface model.
A general expression of the REML information matrix for the variance components of a
general linear model can be found in Searle et al. (1992).
The tuning parameters w and 1 − w in the modied D-optimality criterion Φ(w) rep-
resent the weights attached to the xed-eects estimation and the variance component
estimation, respectively. Mylona et al. (2014) demonstrate the added value of the new
composite D-optimality criteria using several examples: the designs produced using their
criteria guarantee the estimability of the two variance components, and lead to fewer zero
estimates for the variance components and to fewer unrealistically large estimates.
The main weakness of the composite D-optimality criterion of Mylona et al. (2014) is
that the information matrix for the variance components, N, depends on the assumed
response surface model through the matrices P and X. Since dropping or adding one or
more terms in the response surface model may have a major impact on the estimates of the
variance components, using the determinant of N to quantify the available information
on the variance components is not model-robust. Moreover, generally, the composite D-
optimality criterion of Mylona et al. (2014) produces designs with insucient replicates
to allow for pure-error estimation of the variance components.
3.3 A Novel Composite D-Optimality Criterion
Given that model-robust pure-error estimates of the variance components can be obtained
by applying REML to the full treatment model in (2) ((Gilmour et al.; 2019; Goos and
Gilmour; 2017)), we propose an alternative composite D-optimality criterion, in which the
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information concerning the variance components is quantied in a way that is insensitive to
the specication of the response surface model for the treatment eects and thus requires


























In the new composite criterion, the matrixNt is the information matrix about the variance
components assuming that the full treatment model is used for estimating them. Since the
information matrix Nt is singular for any design that does not have sucient replication
to obtain pure-error estimates, the new composite D-optimality criterion is guaranteed to
produce designs that involve replicated treatments.
An elegant feature of using the new design criterion is that it allows any treatment to
be replicated. The composite criterion will therefore replicate treatments that provide
substantial information concerning the xed eects in the response surface model under
study. Therefore, the composite criterion will generally avoid replicating center points
(which do not provide any information on main eects and interaction eects).
Note that only the variance component part of the composite criterion involves the full
treatment model. For the xed-eects part, we stick to the response surface model,
because we believe that this is the model any researcher will be primarily interested in.
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3.4 Bayesian approach
In general, the designs produced by the ordinary D-optimality criterion and by the com-
posite D-optimality criteria depend on the ratio of the variance components σ2γ and σ
2
ε ,
through the variance-covariance matrix V. To cope with the prior uncertainty about the
ratio η = σ2γ/σ
2
ε , we adopted the Bayesian approach discussed by Chaloner and Larntz
(1989) in the context of single-factor logistic regression and utilized by Mylona et al.
(2014) for nding D-optimal designs for xed-eects and variance component estimation
based on the existing composite criterion in (6).
More specically, we use a lognormal prior distribution for the variance ratio. Therefore,





Φt(η) · π(η) · dη, (10)







In (10), the symbol Φt(η) represents the Bayesian composite D-optimality criterion in
(8). The argument η, however, stresses the criterion's dependence on η. We will compare
the designs that maximize the new Bayesian composite criterion in (10) with those that




Φ(η) · π(η) · dη. (11)
The designs we present in this article were all constructed using the parameter values µ = 0
and σ = 0.75 for the lognormal prior distribution. Hence, the designs are constructed
under the assumption that there is a 99.7% chance that the variance ratio η is in the
interval [0.1, 10]. To limit the computational burden of the Bayesian approach, we used
Gauss-Hermite quadrature to numerically evaluate the Bayesian criteria in (10) and (11).
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More details about this quadrature approach can be found in Bliemer et al. (2009), Yu
et al. (2010) and Arnouts and Goos (2012).
Obviously, it is possible to consider other prior distributions for the variance ratio η or
the variance components σ2γ and σ
2
ε . For instance, one option that may be appealing is to
use independent inverse gamma prior distributions for σ2γ and σ
2
ε . This is equivalent to
assuming a beta prime or inverted beta prior distribution for η if the inverse gamma prior
distributions have the same rate parameter. For the examples we discuss below, using
this alternative does not lead to qualitatively dierent results than using the lognormal
prior for η. Goos and Mylona (2018) provide a tutorial about computationally ecient
quadrature approaches to deal with various kinds of non-normal prior distributions.
3.5 Coordinate-exchange algorithm
To nd designs that maximize the new Bayesian composite D-optimality criterion in (10),
we modied the coordinate-exchange algorithm of Mylona et al. (2014) which was devel-
oped to optimize the original Bayesian composite criterion in (11). That algorithm was a
modied version of the algorithm of Jones and Goos (2007), which was created to optimize
the traditional D-optimality criterion in (4), ignoring the need for variance component
estimation. The original coordinate-exchange algorithm, due to Meyer and Nachtsheim
(1995), was intended for completely randomized designs.
4 Results
In this section, we discuss several designs that are optimal in terms of the new Bayesian
composite criterion for xed-eects and variance component estimation. All of these de-
signs involve sucient replication to compute pure-error estimates of the variance compo-
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nents. To generate the designs, we used 10,000 random starts of the coordinate-exchange
algorithm, and we used four systematic draws from the lognormal prior distribution using
Gauss-Hermite quadrature. The designs we report and compare were all obtained using
a specic choice for the weight w in the composite criterion in Equation (8).
4.1 Choosing the weight w
When dening our new composite criterion in Equation (8), we adopted the approach
outlined in Atkinson et al. (2007). In that approach, the two components of the composite
criterion, |M| and |Nt|, are standardized by the number of parameters, p and 2. Using
a w value of 1/2, such as Mylona et al. (2014), then results in a so-called equal-interest
criterion, in which the D-eciency for all xed eects is as important as the D-eciency
for the variance components.
However, given that, in general, p + 2 parameters need to be estimated in the response
surface model in (1), an alternative equal-interest criterion would give a weight of 1/(p+2)
to each of the p elements in β as well as to σ2γ and σ
2








The equal-interest composite criterion in (12) is a special case of the criterion in (8) in
the event w is set to p/(p+ 2).
We conducted a thorough comparison of designs produced by our new criterion using w =
1/2 and designs produced using w = p/(p+ 2). We found that using w = 1/2 often leads
to designs involving the maximum number of replicates, n− p, and the minimum number
of distinct treatments, p. While this is ideal when it comes to pure-error estimation
of the variance components, these designs do not allow any additional model terms to
be studied or lack of t to be tested. Therefore, we would generally not recommend the
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designs obtained using w = 1/2 for practical use. The designs obtained using w = p/(p+2)
in the new criterion provide a better trade-o between the number of replicates and the
number of distinct treatments. For this reason, in all our design comparisons in this
section, we use the weight w = p/(p + 2) in our new composite criterion. Also, when
computing benchmark designs using the original composite criterion of Mylona et al.
(2014), we used that weight.
4.2 Proof-of-concept example
As pointed out in the introduction, only Kowalski et al. (2002), Vining et al. (2005),
Parker et al. (2006) and Trinca and Gilmour (2017) present constructions of split-plot
designs allowing for pure-error estimation of the variance components. In this section, we
compare the design in Vining et al. (2005) for a ceramic pipe experiment to the design
that optimizes our new composite criterion.
The design presented by Vining et al. (2005) was intended to estimate a full quadratic
response surface model in four factors and involves 12 whole plots, each with four runs.
Three of the whole plots consist of replicated center points, and four other whole plots
consist of replicated axial points. The experimental factors were zone-1 temperature (x1),
zone-2 temperature (x2), amount of binder (x3), and grinding speed (x4). The former two
factors were whole-plot factors, while the latter two were sub-plot factors. Since it was
based on a four-factor central composite design, the design involves 25 distinct treatments
or design points. The design is shown in the right panel of Table 1.
The design in the left panel of Table 1 is the design we obtained by maximizing the
composite criterion in (12), corresponding to a weight of w = p/(p + 2), which equals
15/(15 + 2) = 15/17 ≈ 0.88 in this case. Remarkably, the design also involves 25 distinct
treatments. It therefore has the same number of replicates as the design of Vining et al.
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(2005). Of the 25 treatments, 19 are duplicated and two are triplicated. The replication
in our design is thus spread quite evenly over all the treatments, unlike in the benchmark
design.
Another major dierence between our design and the benchmark design is that our design
involves very little within-whole-plot replication of treatments, despite the large number
of replicates. The way in which the replicates are assigned to the whole plots is shown
in the incidence matrix in Table 2. The table shows that only four of the 25 treatments
are duplicated within a given whole plot, and that most of the replication occurs between
whole plots. The incidence matrix also shows that one whole plot involving treatments 1,
3, 6 and 8 is duplicated, as well as a whole plot involving treatment 19, 21, 25 and 29, and
a whole plot involving treatments 55, 57, 61 and 63. The treatments in these duplicated
whole plots are almost exclusively factorial points (i.e. points involving the factor levels





where xi represents the level of the ith factor. This way, the factor level combination
(−1,−1,−1,−1), which is used for the rst run in whole plot 8 and the second run in
whole plot 12 in the optimal design in Table 1, gets label 1, and the center point gets label
41. Table 2 indeed shows that treatment 1 appears once in block 8 and once in block 12.
Due to the fact that the optimal design and the benchmark design for the ceramic pipe
experiment involve many replicates, their REML information matrices under the full
treatment model, Nt, are non-singular. For instance, for η = 1 and σ
2
ε = 1, the log
determinant of the matrix is 2.6451 for the optimal design and 1.9051 for the benchmark
design of Vining et al. (2005). The larger value for the optimal design implies that it
outperforms the benchmark design in terms of the precision of the pure-error estimates.
The benchmark design's eciency relative to that of the optimal design amounts to 69%
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Table 1: Two four-factor split-plot designs with 12 whole plots of four runs for estimating
a full quadratic model in two whole-plot factors and two sub-plot factors. The design on
the right is the one proposed by Vining et al. (2005). The design on the left was obtained
using the composite criterion in (12) with weight w = 15/17.
Whole Plot Optimal Design VKM design
1 1 −1 1 1 −1 −1 −1 −1
1 −1 −1 −1 −1 −1 −1 1
1 −1 1 −1 −1 −1 1 −1
1 −1 −1 1 −1 −1 1 1
2 1 1 1 −1 1 −1 −1 −1
1 1 −1 1 1 −1 −1 1
1 1 1 1 1 −1 1 −1
1 1 −1 −1 1 −1 1 1
3 1 1 −1 −1 −1 1 −1 −1
1 1 −1 1 −1 1 −1 1
1 1 1 1 −1 1 1 −1
1 1 0 0 −1 1 1 1
4 −1 0 0 −1 1 1 −1 −1
−1 0 −1 0 1 1 −1 1
−1 0 1 1 1 1 1 −1
−1 0 0 −1 1 1 1 1
5 −1 1 1 1 −1 0 0 0
−1 1 −1 −1 −1 0 0 0
−1 1 −1 1 −1 0 0 0
−1 1 1 −1 −1 0 0 0
6 −1 1 −1 1 1 0 0 0
−1 1 1 −1 1 0 0 0
−1 1 1 1 1 0 0 0
−1 1 −1 −1 1 0 0 0
7 0 −1 −1 0 0 −1 0 0
0 −1 1 1 0 −1 0 0
0 −1 0 −1 0 −1 0 0
0 −1 0 −1 0 −1 0 0
8 −1 −1 −1 −1 0 1 0 0
−1 −1 0 1 0 1 0 0
−1 −1 1 0 0 1 0 0
−1 −1 −1 1 0 1 0 0
9 0 0 1 −1 0 0 −1 0
0 0 1 −1 0 0 0 −1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
10 1 −1 1 −1 0 0 0 0
1 −1 −1 −1 0 0 0 0
1 −1 1 1 0 0 0 0
1 −1 −1 1 0 0 0 0
11 1 1 −1 −1 0 0 0 0
1 1 −1 1 0 0 0 0
1 1 1 −1 0 0 0 0
1 1 0 0 0 0 0 0
12 −1 −1 −1 1 0 0 0 0
−1 −1 −1 −1 0 0 0 0
−1 −1 1 0 0 0 0 0
−1 −1 0 1 0 0 0 0
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Table 2: Assignment of the 25 treatments to the 12 whole plots for the 48-run design




1 2 3 4 5 6 7 8 9 10 11 12
1 0 0 0 0 0 0 0 1 0 0 0 1 2
3 0 0 0 0 0 0 0 1 0 0 0 1 2
6 0 0 0 0 0 0 0 1 0 0 0 1 2
8 0 0 0 0 0 0 0 1 0 0 0 1 2
11 0 0 0 1 0 0 0 0 0 0 0 0 1
13 0 0 0 2 0 0 0 0 0 0 0 0 2
18 0 0 0 1 0 0 0 0 0 0 0 0 1
19 0 0 0 0 1 1 0 0 0 0 0 0 2
21 0 0 0 0 1 1 0 0 0 0 0 0 2
25 0 0 0 0 1 1 0 0 0 0 0 0 2
27 0 0 0 0 1 1 0 0 0 0 0 0 2
29 0 0 0 0 0 0 1 0 0 0 0 0 1
31 0 0 0 0 0 0 2 0 0 0 0 0 2
36 0 0 0 0 0 0 1 0 0 0 0 0 1
41 0 0 0 0 0 0 0 0 2 0 0 0 2
43 0 0 0 0 0 0 0 0 2 0 0 0 2
55 1 0 0 0 0 0 0 0 0 1 0 0 2
57 1 0 0 0 0 0 0 0 0 1 0 0 2
61 1 0 0 0 0 0 0 0 0 1 0 0 2
63 1 0 0 0 0 0 0 0 0 1 0 0 2
73 0 1 1 0 0 0 0 0 0 0 1 0 3
75 0 1 1 0 0 0 0 0 0 0 1 0 3
77 0 0 1 0 0 0 0 0 0 0 1 0 2
79 0 1 0 0 0 0 0 0 0 0 1 0 2
81 0 1 1 0 0 0 0 0 0 0 0 0 2
Total 4 4 4 4 4 4 4 4 4 4 4 4 48
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when it comes to estimating the two variance components using pure error. This implies
that, to obtain high-quality pure-error estimates of both variance components in a split-
plot model, it is advisable to replicate primarily between whole plots rather than within
whole plots. This is discussed at some length by Trinca and Gilmour (2017).
The log determinant of the information matrix for the xed eects in the response surface
model, M, is 36.7513 for the optimal design when η = 1 and σ2ε = 1, and 29.0329 for the
benchmark design. For estimating the xed eects, the benchmark design's D-eciency
relative to the optimal design is therefore smaller than 60%. The benchmark design is
thus inferior both in terms of the precision of the pure-error estimates and in terms of the
precision of the xed eects estimates.
The value for the new Bayesian composite criterion equals 2.2965 for the optimal design
versus 1.7961 for the benchmark design. All criterion values are shown in Table 3, where
the optimal design is labeled NewCC (which stands for New Composite Criterion) and the
benchmark design is labeled VKM (which stands for Vining, Kowalski and Montgomery).
Note that we report the values of the original and the new Bayesian optimality criterion for
both designs, as well as the logarithms of the information matrices for the xed eects in
the response surface model (log |M|), the REML information for the variance components
when applying REML to the response surface model (log |N|), and the REML information
for the variance components when applying REML to the full treatment model (log |Nt|).
The latter value is the one relevant for the precision of the pure-error estimates of the
variance components.
4.3 A 24-run split-plot screening example
The proof-of-concept example demonstrates the usefulness of our new composite criterion
for a full quadratic model. In this section, we show that the criterion also has the potential
18
Table 3: Criterion values of the two 48-run split-plot designs for the ceramic pipe experi-
ment in Table 1.
Design
Bay. Comp. Crit. Non-Bay. Crit. for η = 1
NewCC OriCC log |M| log |N| log |Nt|
NewCC 2.2965 2.3315 36.7513 3.2409 2.6451
VKM 1.7961 1.8669 29.0329 3.1091 1.9051
to provide excellent designs for screening experiments. To this end, we generated 24-run
split-plot designs with eight whole plots of three runs for a ve-factor main-eects-plus-
two-factor-interactions model, using the new composite criterion and two benchmark op-
timality criteria. The rst benchmark optimality criterion is the traditional D-optimality
criterion for xed eects only (see Section 3.1). The second one is the original composite
criterion from Mylona et al. (2014) (see Section 3.2). Also, we constructed an alternative
starting from the 25−1
IV
fractional factorial design, which we refer to as a classical design.
To construct the design, we arranged the 16 runs of the 25−1
IV
in eight whole plots of size
two, such that the level of the whole-plot factor is constant within each whole plot. Next,
we created eight replicates using a cyclic permutation to add the replicates to the eight
whole plots. For example, the rst treatment in whole plot 1 is used as the last treatment
in whole plot 4, the rst treatment in whole plot 2 is used as the last treatment in whole
plot 3, etc.
It turned out that the designs produced by the traditional D-optimality criterion and by
the original composite criterion were equivalent, so that we are left with three designs to
compare. The three designs are shown in Table 4, where we label the design produced
by the new composite criterion `NewCC' and the design produced by the traditional D-
optimality criterion and by the original composite criterion `OriCC/TradD'. A key feature
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of the latter design is that it involves 24 distinct treatments. It therefore does not allow
pure-error estimation of the variance components and has a singular information matrix
Nt. Of the three design under consideration, the `OriCC/TradD' design has the largest
log |M| value, 45.2136.
Both the design produced by the new composite criterion and the classical design involve
16 treatments and thus eight replicates. More specically, eight of the 16 treatments are
duplicated. The two designs, however, dier in the assignment of the duplicates to the
whole plots. In the classical design, four pairs of whole plots have two treatments in
common. For instance, treatments 1 and 21 both appear in whole plots 1 and 4. This
is shown in Table 5. In the design produced by the new criterion, every pair of whole
plots has at most one treatment in common, while every whole plot contains exactly
two of the duplicated treatments. This is shown in Table 6. The assignment of the
duplicates to the whole plots in the classical design is better for the pure-error variance
component estimation than the assignment in the design produced by the new criterion,
since the log |Nt| value is larger for the former design (0.5754) than for the latter (0). The
inferior precision of the pure-error estimates of the two variance components in the design
produced by the new criterion is, however, compensated by a more precise estimation of
the 15 xed eects. This is witnessed by the fact that the log |M| value is larger for the
design produced by the new criterion (43.7861 versus 43.2107), and by the fact that the
value of the new composite criterion is larger for that design (2.4248 versus 2.4163).
The criterion values of the three screening designs in Table 4 are shown in Table 7. The
table clearly shows the trade-os that need to be made when constructing designs for
xed eects estimation as well as pure-error variance component estimation. The existing
criteria produce a design that is best for xed eects estimation, but it has no replicates
and its information matrix for pure-error variance component estimation is singular (so,
its log |Nt| value goes to −∞). The classical design is best when it comes to precise pure-
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Table 4: Optimal ve-factor designs for a split-plot screening experiment with eight whole
plots of three runs.
Block NewCC OriCC/TradD Classical
1 −1 −1 1 −1 −1 1 −1 −1 1 −1 −1 −1 −1 −1 −1
−1 1 −1 1 1 1 1 1 1 −1 −1 1 1 1 1
−1 −1 −1 −1 1 1 −1 1 −1 1 −1 −1 1 −1 1
2 1 −1 1 −1 1 −1 −1 1 −1 1 −1 1 −1 −1 1
1 1 1 1 1 −1 1 −1 1 1 −1 −1 1 1 −1
1 1 1 −1 −1 −1 −1 1 1 −1 −1 1 1 −1 −1
3 −1 1 −1 1 1 −1 −1 1 1 1 −1 1 1 −1 −1
−1 1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 1 1
−1 −1 1 1 1 −1 1 1 −1 −1 −1 1 −1 −1 1
4 −1 1 1 −1 1 1 1 −1 1 −1 −1 −1 1 −1 1
−1 −1 1 1 1 1 −1 −1 −1 1 −1 1 −1 1 −1
−1 −1 −1 1 −1 1 1 1 −1 1 −1 −1 −1 −1 −1
5 −1 −1 1 −1 −1 1 1 −1 −1 1 1 −1 −1 −1 1
−1 1 1 −1 1 1 −1 1 −1 −1 1 1 1 1 −1
−1 1 1 1 −1 1 −1 1 1 1 1 1 −1 1 1
6 1 −1 −1 1 1 −1 −1 −1 1 1 1 −1 1 1 1
1 1 −1 −1 1 −1 1 1 1 1 1 1 −1 −1 −1
1 −1 1 1 −1 −1 1 −1 −1 −1 1 1 1 −1 1
7 1 1 −1 1 −1 −1 1 −1 −1 1 1 1 1 −1 1
1 1 −1 −1 1 −1 −1 1 −1 −1 1 −1 −1 1 −1
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 1 1
8 1 −1 −1 1 1 1 1 −1 1 1 1 1 −1 1 1
1 −1 −1 −1 −1 1 1 −1 −1 −1 1 −1 1 −1 −1
1 1 1 −1 −1 1 −1 1 1 −1 1 −1 −1 −1 1
21
Table 5: Assignment of the 16 treatments to the eight whole plots for the classical 24-run




1 2 3 4 5 6 7 8
1 1 0 0 1 0 0 0 0 2
9 0 0 1 0 0 0 0 0 1
21 1 0 0 1 0 0 0 0 2
25 0 1 0 0 0 0 0 0 1
57 0 1 1 0 0 0 0 0 2
61 0 0 0 1 0 0 0 0 1
73 0 1 1 0 0 0 0 0 2
81 1 0 0 0 0 0 0 0 1
165 0 0 0 0 1 0 0 1 2
169 0 0 0 0 0 0 1 0 1
181 0 0 0 0 0 0 0 1 1
189 0 0 0 0 0 1 1 0 2
217 0 0 0 0 0 1 0 0 1
225 0 0 0 0 1 0 0 1 2
237 0 0 0 0 0 1 1 0 2
241 0 0 0 0 1 0 0 0 1
Total 3 3 3 3 3 3 3 3 24
error estimation for the variance components, but it is the worst design of the three in
terms of precision of the xed eect estimates. The design produced by the new criterion
strikes a balance between the precisions of the two kinds of desired estimates, those of the
15 xed eects and those of the two variance components.
For two of the three designs in this section, the log |N| and log |Nt| values are equal. This
is due to the fact that both designs are saturated for the response surface model (i.e. the
designs' number of distinct treatments equals the number of parameters in the response
surface model, p). For such designs, N and Nt are equal, so that log |N| and log |Nt|
have the same value. One interpretation of this is that, within the class of saturated
designs, the REML information matrix does not depend on the treatments used, but only
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Table 6: Assignment of the 16 treatments to the eight whole plots for the 24-run design




1 2 3 4 5 6 7 8
3 1 0 0 0 0 0 0 0 1
7 0 0 0 1 0 0 0 0 1
19 1 0 0 0 1 0 0 0 2
27 0 0 1 1 0 0 0 0 2
55 0 0 1 0 0 0 0 0 1
63 1 0 1 0 0 0 0 0 2
75 0 0 0 1 1 0 0 0 2
79 0 0 0 0 1 0 0 0 1
163 0 0 0 0 0 0 0 1 1
171 0 0 0 0 0 1 0 1 2
183 0 1 0 0 0 0 1 0 2
187 0 0 0 0 0 1 0 0 1
219 0 0 0 0 0 1 1 0 2
223 0 0 0 0 0 0 1 0 1
235 0 1 0 0 0 0 0 1 2
243 0 1 0 0 0 0 0 0 1
Total 3 3 3 3 3 3 3 3 24
Table 7: Criterion values of the three 24-run split-plot screening designs with eight whole
plots of three runs shown in Table 4.
Design
Bay. Comp. Crit. Non-Bay. Crit. for η = 1
NewCC OriCC log |M| log |N| log |Nt|
NewCC 2.4248 2.4248 43.7861 0.0000 0.0000
OriCC/TradD −∞ 2.5202 45.2136 0.3091 −∞
Classical 2.4163 2.4163 43.2107 0.5754 0.5754
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on the way in which the treatments are replicated and the way in which the replicates are
assigned to the whole plots. We prove the equality of N and Nt for saturated designs in
the appendix.
4.4 A 48-run blocked experiment
In this section, we study an example involving 48 runs arranged in eight blocks of size
6 and ve factors. The designs we report were optimized for the full quadratic response
surface model, which contains p = 21 xed parameters (an intercept, ve main eects, ten
two-factor interactions and ve quadratic eects). Here too, the design that optimizes the
original composite criterion also produces the largest value for the traditional D-optimality
criterion. As a result, we again only have one benchmark design. The design optimiz-
ing the new composite criterion and the benchmark design, labeled `OriCC/TradD', are
displayed in Table 8. The design optimizing the new criterion involves 31 treatments,
17 of which are duplicated. It does not involve within-block replication, but, as in the
classical design in the previous illustration, four pairs of whole plots have two treatments
in common. This kind of arrangement was found to produce precise pure-error estimates
in the previous example (involving a split-plot experiment). It is interesting that it arises
in the new example (involving a blocked experiment) as well. As there are 21 xed eects
in the response surface model, the design optimizing the new composite criterion allows
lack of t to be quantied with quite a few degrees of freedom.
Despite the fact it involves 48 runs, which is substantially more than the number of
xed eects, the benchmark design does not involve any replicates. The benchmark
design therefore does not allow pure-error variance component estimation. So, even the
original composite criterion of Mylona et al. (2014), which takes into account the variance
component estimation, does not lead to the inclusion of replicates in the design.
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Table 8: Optimal ve-factor designs for a blocked experiment with eight blocks of six
runs.
Block NewCC OriCC/TradD
1 1 −1 1 1 1 −1 −1 1 1 0
1 1 1 1 −1 1 1 1 1 −1
−1 −1 −1 −1 −1 −1 1 1 −1 −1
−1 0 1 0 1 1 −1 −1 −1 −1
1 1 −1 0 1 1 0 1 −1 1
0 1 0 −1 0 0 −1 0 0 1
2 0 1 −1 0 −1 −1 1 1 −1 0
1 1 −1 1 0 0 −1 1 1 1
1 0 0 −1 1 −1 1 −1 1 1
−1 −1 1 1 −1 −1 −1 −1 −1 −1
−1 −1 −1 1 1 1 −1 −1 −1 1
1 −1 1 −1 −1 1 0 0 1 −1
3 1 −1 −1 1 −1 −1 1 0 −1 1
−1 0 −1 −1 0 1 0 −1 −1 0
−1 1 1 1 1 0 1 1 0 −1
1 1 −1 0 1 −1 −1 1 −1 −1
0 −1 0 −1 1 −1 −1 −1 1 −1
−1 −1 −1 1 1 1 −1 1 1 1
4 −1 1 −1 1 −1 1 1 1 −1 −1
−1 1 1 1 1 0 1 −1 −1 1
1 1 1 0 0 −1 1 −1 1 −1
1 −1 −1 1 −1 0 1 0 1 0
−1 −1 1 1 −1 1 −1 −1 1 1
−1 −1 1 −1 1 −1 0 1 0 1
5 1 1 1 1 −1 0 1 1 −1 1
−1 1 −1 −1 1 −1 −1 0 1 1
−1 −1 −1 −1 −1 1 1 −1 1 1
1 −1 −1 0 0 −1 1 1 1 −1
0 0 −1 1 1 1 −1 1 0 −1
1 1 −1 −1 −1 −1 0 −1 −1 0
6 −1 −1 1 −1 1 −1 −1 −1 −1 1
1 −1 1 −1 −1 1 1 −1 −1 −1
1 1 0 1 1 1 1 1 1 1
−1 1 1 −1 −1 1 −1 1 −1 0
−1 0 −1 −1 0 1 −1 −1 1 −1
1 1 1 −1 1 −1 0 0 0 −1
7 −1 1 −1 1 −1 1 1 0 −1 1
−1 −1 0 0 0 1 1 −1 1 −1
−1 1 −1 −1 1 −1 1 1 1 1
0 0 1 −1 −1 1 −1 1 1 −1
1 1 −1 −1 −1 0 0 1 −1 −1
1 −1 1 1 1 −1 −1 −1 0 0
8 0 −1 1 1 0 −1 −1 1 −1 1
−1 1 1 −1 −1 −1 1 −1 −1 −1
1 1 1 −1 1 −1 −1 1 1 −1
1 1 −1 1 0 1 −1 0 −1 −1
1 0 0 0 −1 1 1 1 0 0
1 −1 −1 −1 1 0 0 −1 1 125
Table 9: D-optimality criterion values of 48-run blocked designs with eight blocks of six
runs in Table 8. The Bayesian criteria were calculated using w = 21/23
Design
Bay. Comp. Crit. Non-Bay. Crit. for η = 1
NewCC OriCC log |M| log |N| log |Nt|
NewCC 2.8207 2.8664 62.8366 3.1668 2.1300
OriCC, TradD −∞ 2.9141 63.9012 3.2178 −∞
Table 9 shows the criterion values for the 48-run blocked designs in Table 8. For the
design based on the new composite criterion, the REML information matrix under the
full treatment model, Nt, is non-singular. Due to lack of replicated treatments, this is
not the case for the benchmark design. The requirement to be able to compute pure-error
estimates comes at a small loss in D-eciency for the xed-eects estimation. As shown in
Table 9, the log determinant of M drops from 63.9012 to 62.8366, which implies that the
design allowing for pure-error estimates has a relative D-eciency of 95.1% for the xed
eects in the response surface model. Note also that the log |N| values of the two designs
studied here are close. Both designs therefore will produce about equally precise variance
component estimates when applying REML to the response surface model instead of the
full treatment model.
4.5 A 48-run split-plot experiment
Our nal illustration involves 48-run ve-factor split-plot designs with one hard-to-change
factor, four easy-to-change factors and eight whole plots of six runs, optimized for the
full quadratic response surface model. Here too, p = 21 and the design that optimizes
the original composite criterion also produces the largest value for the traditional D-
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optimality criterion. So, also in this example, we only have one benchmark design, and
paying attention to the estimation of the variance components without requiring pure-
error estimates does not cause the precision of the xed-eects estimation to go down.
The design optimizing the new composite criterion and the single benchmark design are
shown in Table 10. For each design, the levels of the hard-to-change factor are shown
rst.
The split-plot design optimizing the new criterion involves 30 treatments, one of which
is triplicated and 16 of which are duplicated. Almost all replicated points are factorial
points. None of them is the center run. The design does not have any replication within
whole plots. Two of the eight whole plots have three treatments in common, while ve
other pairs of whole plots have two treatments in common. This is the third illustration
in which this type of assignment of the replicates turns out to be useful to obtain precise
pure-error variance component estimates.
For the 48-run split-plot example, also the design produced by the original composite
criterion and the traditional D-optimality criterion involves replication. This did not
happen in any of the previous examples. The design has 39 distinct treatments, nine of
which are duplicated. All duplication is between the whole plots, rather than within the
whole plots. Due to the nine duplicated points, the REML information matrix for the full
treatment model is non-singular. Its log determinant is 0.8344 when η = 1 and σ2ε = 1,
which is substantially smaller than the value 2.2794 for the design produced by the new
composite criterion. So, the design produced by the new criterion will yield substantially
better pure-error estimates than the design produced by the original composite criterion.
The dierence in log |M| value between the two designs is small, which means that the
design produced by the new criterion is highly D-ecient for estimating the xed eects
too. Its D-eciency relative to that of the benchmark design is 97.9%. Conversely, the
D-eciency for the benchmark design is 48.6% only, relative to the design produced by
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Table 10: Optimal ve-factor designs for a split-plot experiment with eight whole plots
of six runs.
Whole Plot NewCC OriCC & TradD
1 −1 1 −1 −1 −1 1 −1 −1 −1 −1
−1 −1 −1 1 −1 1 1 −1 1 −1
−1 −1 1 1 1 1 −1 −1 1 1
−1 −1 −1 −1 1 1 0 0 −1 1
−1 1 0 1 0 1 1 1 0 0
−1 1 1 −1 1 1 −1 1 1 −1
2 −1 1 −1 1 1 −1 1 1 −1 1
−1 1 −1 −1 −1 −1 −1 −1 −1 1
−1 −1 1 −1 −1 −1 1 −1 1 1
−1 1 1 1 −1 −1 1 −1 −1 −1
−1 −1 −1 1 −1 −1 −1 1 0 −1
−1 1 1 −1 1 −1 0 0 1 0
3 −1 1 1 1 −1 1 1 −1 −1 1
−1 −1 1 −1 −1 1 1 1 1 1
−1 −1 1 1 1 1 1 1 −1 −1
−1 −1 −1 −1 1 1 −1 0 0 −1
−1 1 −1 1 1 1 −1 1 −1 1
−1 1 −1 −1 −1 1 0 −1 1 0
4 1 0 0 0 −1 −1 −1 1 1 0
1 1 −1 −1 0 −1 1 −1 0 −1
1 1 1 1 1 −1 1 −1 1 1
1 −1 −1 1 1 −1 1 1 −1 1
1 −1 1 −1 1 −1 0 0 −1 −1
1 −1 1 1 −1 −1 −1 −1 −1 1
5 0 0 −1 1 −1 −1 1 −1 −1 0
0 0 1 −1 0 −1 −1 1 −1 −1
0 0 0 1 1 −1 −1 −1 1 −1
0 1 −1 −1 1 −1 −1 0 1 1
0 1 1 0 −1 −1 1 1 1 −1
0 −1 0 0 1 −1 0 1 0 1
6 1 1 −1 0 1 1 1 −1 −1 1
1 1 1 −1 −1 1 −1 −1 −1 −1
1 −1 −1 −1 −1 1 1 0 1 −1
1 −1 1 −1 1 1 −1 1 −1 0
1 0 −1 −1 1 1 −1 −1 1 1
1 −1 0 1 0 1 0 1 1 1
7 1 1 −1 1 −1 0 −1 1 1 −1
1 −1 −1 1 1 0 1 0 1 1
1 −1 1 1 −1 0 1 1 −1 −1
1 0 1 0 0 0 −1 −1 0 0
1 1 0 −1 1 0 −1 1 −1 1
1 −1 −1 −1 −1 0 0 −1 −1 −1
8 1 0 0 0 −1 −1 −1 1 −1 −1
1 1 −1 1 −1 −1 −1 1 1 1
1 1 1 −1 −1 −1 −1 −1 1 −1
1 1 1 1 1 −1 0 −1 0 1
1 0 −1 −1 1 −1 1 0 −1 0
1 −1 −1 0 0 −1 1 1 1 −128
Table 11: Criterion values of 48-run split-plot designs with eight whole plots of six runs
in Table 10. The Bayesian criteria were calculated using w = 21/23
Design
Bay. Comp. Crit. Non-Bay. Crit. for η = 1
NewCC OriCC log |M| log |N| log |Nt|
NewCC 2.695 2.7254 59.8873 2.9642 2.2794
OriCC, TradD 2.6507 2.7453 60.3270 2.9882 0.8344
the new criterion, in terms of pure-error variance component estimation. The log |N|
values of the two designs studied here are again close, so that both designs will produce
about equally precise variance component estimates when applying REML to the response
surface model instead of the full treatment model.
One nal observation concerning Table 11 is that the log |N| values are larger than the
log |Nt| values. This implies that the variance components obtained by applying REML to
the response surface model will be more precise than the pure-error estimates obtained by
applying REML to the full treatment model. Of course, the log |N| values reported here
assume that the response surface model is correctly specied. As soon as that is no longer
true, the variance component estimates obtained by applying REML to the response
surface model will generally be biased, which may have detrimental consequences for the
entire data analysis.
5 Simulation study
In this section, we describe the results of a small simulation study we carried out to
demonstrate the added value of the designs produced by the new Bayesian composite
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D-optimality criterion, when compared to the original Bayesian composite D-optimality
criterion. At the same time, we demonstrate the usefulness of the pure-error estimates
obtained by combining REML estimation for the variance components with the full treat-
ment model.
We simulated data from two dierent ve-factor models involving higher-order terms.
The rst model is a second-order response surface model with two additional third-order
terms, one of which has a large eect and one of which has an eect with a size similar
to that of the lower-order eects:
E(Y ) = 50 + 4x1 + 2x2 + 1x3 − 4x4 − 2x5 + 4x1x2 + 2x1x3 + x1x4 − 4x1x5
− 2x2x3 − x2x4 + 6x2x5 − 6x3x4 + 4x21 − 4x22 − 2x25 + 16x21x2 − 2x1x3x5.
The second model involves four third-order terms with eects that have the same size as
those of the lower-order eects:
E(Y ) = 50 + 4x1 + 2x2 + 1x3 − 4x4 − 2x5 + 4x1x2 + 2x1x3 + x1x4 − 4x1x5
− 2x2x3 − x2x4 + 6x2x5 − 6x3x4 + 4x21 − 4x22 − 2x25 − 2x21x2 − 2x1x3x5
+ 4x1x
2
3 + 4x1x2x4 + x1x
2
4.
In each case, we used σ2γ = σ
2
ε = 10 to simulate responses, using two dierent designs:
the 48-run split-plot design generated by the new composite criterion and shown in the
left panel of Table 10 and the one generated by the traditional D-optimality criterion and
shown in the right panel of Table 10. For each simulated data set, we estimated the xed
eects in the usual full quadratic response surface model and the variance components,
ignoring the possible existence of third-order eects. We did so in two dierent ways.
First, we performed the traditional split-plot response surface analysis, in which REML
estimation is applied to the response surface model. This is the approach many researchers
adopt currently. Next, we performed a split-plot response surface analysis, in which REML
estimation is applied to the full treatment model to get pure-error estimates of the variance
components (see Gilmour et al. (2019) for an extensive discussion of this approach). As
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a result, we study eight dierent scenarios, dened by two models, two designs and two
estimation techniques for the variance components.
In the simulation results, we of course expect to see that the pure-error variance component
estimates coming from the design that optimizes the new composite criterion are more
precise than those coming from the benchmark design. We should see this eect for both
models we used to simulate data.
Since all third order terms in the models used to simulate data involve at least one
easy-to-change factor, these third-order terms are sub-plot terms. Ignoring them in the
analysis should therefore exclusively aect the estimation of σ2ε (which corresponds to
the sub-plot part of the designs). Therefore, in the simulation results, we also expect
to see that the variance component estimates for σ2ε , obtained by applying REML to
the full quadratic response surface model, are biased upwards, and that this problem
vanishes when applying REML to the full treatment model, since this produces pure-
error estimates. This dierence in the estimates of σ2ε should be visible regardless of the
design and the model used to simulate data.
Finally, given that the full quadratic response surface model does not exhibit misspecica-
tion in the whole-plot part of the model, we expect a dierent pattern in the estimates for
σ2γ than in the estimates for σ
2
ε . More specically, due to the fact that log |N| > log |Nt|
for the designs considered here (see Table 11), we expect that the pure-error estimates
for σ2γ will be less precise than the usual estimates obtained by applying REML to the
response surface model.
Table 12 shows several percentiles as well as the mean and standard deviation for the es-
timates of the variance components in the eight dierent scenarios. The columns labeled
REML-TM contain percentiles, means and standard deviations for pure-error estimates
(TM stands for treatment model), while the columns labeled REML-RSM contain per-
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centiles, means and standard deviations for the usual REML estimates (RSM stands for
response surface model). Comparing the REML-TM columns with the REML-RSM ones
for the two designs shows spectacular dierences in the percentiles for σ2ε . Applying REML
to the response surface model rather than the full treatment model produces (percentiles
for the) estimates of σ2ε that are much larger than those produced by applying REML to
the full treatment model, regardless of the design and the data generating model. The
mean estimate for σ2ε by far exceeds the true value of 10 when REML is applied to the
response surface model, while it is close to 10 when REML is applied to the full treatment
model.
For σ2γ, the pure-error estimates are less precise than those produced by applying REML
to the full quadratic response surface model. This is especially so for the design produced
by the traditional D-optimality criterion and the original composite criterion, and it is due
to the fact that the higher-order terms ignored when tting the full quadratic model were
sub-plot terms. So, the whole-plot part of the full quadratic model is correctly specied.
As explained at the end of Section 4.5, when the response surface model is correctly
specied, applying REML to the response surface model gives the most precise estimates
of the variance components. Our simulation study illustrates that when zooming in on
a single variance component corresponding to a correctly specied part of a response
surface model. That the dierence in precision is largest for the design produced by the
traditional D-optimality criterion and the original composite criterion can be explained
by the large dierence in that design's log |N| and log |Nt| values (which equal 2.9882 and
0.8344, respectively; see Table 11).
In conclusion, the results of our simulation study contain two important messages. The
rst is that misspecifying part of a response surface model can have dramatic consequences
for the variance component estimates in the event no pure-error estimates are used, for the
variance components corresponding to the misspecied model part. The second is that
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Table 12: Percentiles for the estimates of the variance components for correctly and in-
correctly specied response surface models, when applying REML to the response surface
model (REML-RSM) and to the full treatment model (REML-TM). The REML-TM re-
sults correspond to pure-error estimates.
New Criterion Original/Traditional Criterion
REML-RSM REML-TM REML-RSM REML-TM
















0.05 24.84 0.00 4.48 0.00 33.46 0.00 2.32 0.00
0.25 31.05 0.00 7.10 4.00 40.95 0.00 5.28 2.06
0.5 35.63 3.42 9.45 8.43 46.45 2.02 8.57 7.47
0.75 40.84 9.07 12.19 14.25 52.26 7.54 12.80 15.77
0.95 48.99 19.94 16.85 26.19 61.40 18.22 20.60 31.96
0.999 61.81 40.96 25.48 53.44 75.29 41.62 36.49 75.59
mean 36.17 5.78 9.90 10.14 46.82 4.81 9.67 10.57
st. dev. 7.36 6.96 3.84 8.25 8.47 6.58 5.87 11.06
Model 2
0.05 10.48 0.00 4.52 0.00 10.13 0.00 2.22 0.00
0.25 14.24 3.84 7.12 4.08 13.87 3.36 5.27 2.12
0.5 17.26 8.16 9.43 8.43 16.82 7.31 8.44 7.72
0.75 20.65 14.22 12.12 14.43 20.07 12.86 12.71 15.87
0.95 26.17 26.36 16.94 25.88 25.41 23.46 20.43 31.83
0.999 35.23 49.13 26.45 49.24 35.77 45.46 36.62 69.79
mean 17.66 9.99 9.91 10.20 17.19 8.99 9.55 10.64
st. dev. 4.77 8.35 3.84 8.25 4.68 7.51 5.80 10.83
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pure-error estimates for variance components corresponding to correctly specic model
parts are less precise than the usual estimates obtained by applying REML to the response
surface model.
These conclusions suggest that it is of crucial importance to investigate what model parts
are correctly specied and which ones are not. This is exactly what the omnibus lack-of-t
test and the follow-up lack-of-t test procedures in Goos and Gilmour (2017) allow an
experimenter to do. For model parts where lack-of-t is present, it is better to use pure-
error estimates, while, for model parts that seem correctly specied, we should utilize the
traditional REML estimates.
6 Discussion
We introduced a new composite Bayesian D-optimality criterion for selecting designs for
blocked and split-plot experiments. Unlike most D-optimal design approaches in the liter-
ature, the new criterion pays attention to the estimation of the eects of the experimental
factors, as well as to the estimation of the variance components. A unique feature of the
new criterion is that it requires ecient pure-error estimates of the variance components.
That is, the new criterion guarantees sucient replication to calculate model-independent
estimates of the variance components with low variances.
The new criterion is a composite criterion. One component of the criterion is the infor-
mation matrix for the xed factor eects, based on a traditional response surface model.
The second component is the information matrix for the pure-error variance component
estimates. That information matrix is based on the application of restricted or residual
maximum likelihood (REML) to the full treatment model.
One striking feature of the designs produced by the new criterion and reported in this
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paper is that all replication occurs between the blocks (for blocked designs) or between the
whole plots (for split-plot designs). Another feature is that many dierent treatments are
replicated a limited number of times. The newly generated designs are akin to balanced
incomplete block designs, which are known to be optimal designs for a set of unstructured
treatments and involve a limited number of replicates for all treatments. In a balanced
incomplete block design, the replication only occurs between the blocks and is equally
spread among treatments. Consequently, the designs produced by the new criterion are
fundamentally dierent from the split-plot designs proposed by Vining et al. (2005), Parker
et al. (2006), Kowalski et al. (2002) and Kowalski et al. (2006). These designs involve
many replicates of a limited number of treatments (namely, the treatments corresponding
to center points and/or axial points). Much of the replication in these designs is within the
whole plots. One of our illustrations showed that replicating many dierent treatments
produced much more precise xed-eect estimates and pure-error variance components
than replicating a few treatments many times.
For computing designs that are optimal with respect to the new composite Bayesian D-
optimality criterion, we used a coordinate-exchange algorithm similar to that of Jones and
Goos (2007). A key feature of that algorithm is that it modies a factor level of one design
point at a time. This kind of approach may not be ideal for the present design criterion,
in which replicated design points are crucial. This is because changing the factor levels of
one design point potentially aects the replication pattern in the design. It may therefore
be good to explore a modied coordinate-exchange algorithm in which the factor levels of
all replicates of a given design point are changed simultaneously. Exploring the usefulness
of such a modication would be an interesting topic for future research. Alternatively, if
there are not too many factors, a point-exchange algorithm could be used.
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Appendix
In this appendix, we show that N, the REML information matrix for the variance com-
ponents when using the response surface model, is equal to Nt, the REML information
matrix for the variance components when using the treatment model, for any design
involving p distinct design points, where p is the number of parameters in β. Such a
design is called a minimum support design (Cheng; 1995; Goos and Donev; 2007a). As a
consequence, N is independent of the factor levels used in the experiment.
As shown by (7) and (9), the dierence between N and Nt is that the former matrix
depends on P, while the latter matrix depends on Pt. It is easy to see that N = Nt if










. Now, if the design is a
minimum support design, then the n× p model matrix X corresponding to the response
surface model only has p distinct rows. Let D be the p×p matrix containing the p unique
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As a result, N = Nt for any minimum support design.
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