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8 第 1章 緒言








































































































































































































































































































































処理におけるアドレス関数がそれぞれ提案されている [8, 9, 10]．AGUは各メモリ
モジュールごとに搭載されるため，小さいリソース使用量で実装される AGUで生
成可能なアドレス関数が好ましいと考えられる．そのため，本研究では，先行研究
[10, 11] で提案されているアドレス関数を採用する．図 2.6にアドレス関数の概形を



































































































向の画像分割数をNH とするとNpartial = NH ×NV となり，パーシャルイメージの
縦方向の大きさ PH と横方向の大きさ PW はそれぞれ式 (2.1),(2.2)で表される．
PH =
⌈



































































ピクセル並列度 (PP )は図 2.11のように 1つのウィンドウ内で同時に処理される
ピクセルの数で定義される．ピクセル並列度はウィンドウの大きさとの関係式 (2.3)
を満たす必要がある．ここで，CM は自然数である.
PP × CM = WH (2.3)
ウィンドウ並列度 (WP )は図 2.8のように画像内で同時に処理されるウィンドウの
数で定義される．パーシャルイメージあたりの処理される windowの数は 1である
ため，画像分割数によってウィンドウ並列度の上限が定義される．(Npartial ≥ WP )
さらに，コア数 (NC)とウィンドウ並列度は関係式 (2.4)を満たす必要がある．ここ
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クトマッピングを考慮すると，n × (log2n + 1)個のPEがマッピングに必要になる．
2.3. Window画像処理 25
ピクセル並列度 (PP )は木構造のDFGの最初の入力数に等しくなるため，ウィンド
ウ並列度 (WP )の個数のDFGをマッピングするWindow演算に必要なPE数 (NPE)
は式 (2.5)で導出される．





WP × PW ≤ NLM (2.6)




























とする．BB ≥ BMAの場合，図 2.13のように一回のデータ転送で複数データを同時
に並列転送することができる．一方で， BB < BMAの場合，1つのデータを複数回

















異なる．シーケンス S1では， 図 2.10のように PW ×WH ピクセルのデータがアク
セラレータコアに転送される．そのため，シーケンス S1におけるデータ転送時間
tMA1は式 (2.8)で与えられる．





× PW × WH (2.8)
ここで，NW は式 (2.4)で定義されるコアあたりのウィンドウ処理数，αは外部メ
モリからアクセラレータコアへの平均データ転送時間である.
シーケンスS2 ～ S(PH−WH+1)では，図 2.10のように PW ピクセルのデータがアク
セラレータコアに転送される．そのため，シーケンスあたりのデータ転送時間 tMA2
は式 (2.9)で与えられる．





× PW . (2.9)
2.4.2 アクセラレータコアにおける演算処理時間　 (Phase 2)
アクセラレータコアにおけるシーケンスあたりの演算処理時間 (tcomp)について，
MIMDアクセラレータコアのデータパスはパイプライン化されており，パイプライ
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ンが満たされた後に計算結果が毎サイクルごとに出力される．図 2.9より，1つのス






× WH × WW
PP






2.4.3 アクセラレータコアから外部メモリへのデータ転送時間　 (Phase 3)
アクセラレータコアから外部メモリへのデータ転送について，外部メモリに入力


















るため，シーケンスあたりのデータ転送時間 tAM は式 (2.12)で与えられる．

















tinit = tMA1 × NC + tcomp (2.13)
tmidでは， ttransと tcomp が図 2.14のように繰り返される． ここで，ttransは式
(2.14) で定義される．




Case A1: 図 2.15(a)のようにコア 1における tcomp がコア 2～Ncにおける ttransに
完全にオーバーラップされる場合 (tcomp < (NC − 1) × ttrans)について，2.3章
で説明したように，Window画像処理に含まれるシーケンス数はPH −WH + 1
である．そのうち，tmidでは (NC × ttrans)のタイムピリオドが (PH − WH)回
繰り返される．
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Case A2: 図 2.15(b)のようにコア 1における tcomp がコア 2～Ncにおける ttransに
完全にオーバーラップされない場合 (tcomp ≥ (NC − 1)× ttrans)について，Case





NC × ttrans × (PH − WH)
when tcomp < (NC − 1) × ttrans
(Case A1)
(ttrans + tcomp) × (PH − WH)



































(b) Case A2　 (tcomp ≥ (NC − 1) × ttrans)　
図 2.15: tmidにおけるデータ転送と演算処理のオーバーラップ
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Case B1: tcomp ≥ (NC − 1) × ttrans
Case B2: (NC − 1) × tAM ≤ tcomp < (NC − 1) × ttrans
Case B3: tcomp < (NC − 1) × tAM
Case B1では tAMは ttransより小さいため，図 2.16(a)のように 1コアの tcompが他
の全コアの tAM をオーバーラップしている．Case B2とCase B3では，tAM と tcomp





(NC − 1) × ttrans + tAM
when tcomp ≥ (NC − 1) × ttrans
(Case B1)
tAM + tcomp
when (NC − 1) × tAM ≤ tcomp
< (NC − 1) × ttrans
(Case B2)
NC × tAM
when tcomp < (NC − 1) × tAM
(Case B3)
(2.16)
式 (2.13),(2.15),(2.16)より，パーシャルイメージWP 個あたりの処理時間は式 (2.17)
のように与えられる．
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(c) Case B3: tcomp ≤ (NC − 1) × tAC
図 2.16: tfinalのオーバーラップ
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画像処理全体の処理時間 Timageは，Npartial個のパーシャルイメージをWP 並列で
処理するため，式 (2.18)のように与えられる．






式 (2.13), (2.15), (2.16) および (2.17)より，全体の処理時間 Timageは設計自由度









































PlanAhead 14.2を用いて実装した．CPUコアの動作周波数は 667MHz, MIMDアク
セラレータコアおよびAXIバスの動作周波数は 100MHzである．
ttransを求めるために， 式 (2.8)，(2.12) ， (2.14)の α, β , tctrl をアクセラレー
タコアと外部メモリとのデータ転送時間から計測した．その結果，アクセラレータ
コアの周波数が 100MHzの場合について，α, β，tctrl の値はそれぞれ 186.06 (ns),
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表 2.1: 処理時間の見積もり値と計測値の違い
ウィンドウ 処理時間　　　 処理時間 誤差率
サイズ　　 見積もり値 (ms) 計測値 (ms) (%)
12 × 12 46.93 46.51 0.51
16 × 16 60.38 60.07 0.91
18 × 18 70.50 70.51 0.02
24 × 24 115.89 115.87 0.01
213.02 (ns)，430.00 (ns)となった．2.4章で求めた処理時間の見積もり式の精度を測
るため，FPGAに実装したMIMDアクセラレータにおける画像フィルタ処理の処理












640 × 480，フィルタの大きさを 16 × 16，メモリモジュール数の制約 (WP × PP )を
16とした場合，設計自由度に対する処理時間は表 2.2のようになる．処理時間が最
小値になる場合の設計自由度を全探索で探索した結果，WP = 16, PP = 1, NC = 4,




ウィンドウ ピクセル コア 縦方向の 横方向の 全体の
並列度 並列度 数 画像分割 画像分割 tcomp ttrans tmid の 計算時間
WP PP NC NV NH (ms) (ms) case (ms)
1 4 1 1 1 0.4001 0.2531 Case A2 305.80
4 2 1 2 2 0.4007 0.1868 Case A2 137.98
4 2 4 4 1 0.2010 0.0663 Case A2 127.02
4 2 2 4 1 0.2010 0.0663 Case A2 125.61
16 1 1 8 2 0.2024 0.1981 Case A2 94.70
16 1 2 8 2 0.2023 0.0993 Case A2 71.83
16 1 4 4 4 0.4020 0.0955 Case A2 61.02
16 1 4 8 2 0.2023 0.0499 Case A2 60.38*
16 1 8 8 2 0.4020 0.0663 Case A1 67.47












38 第 2章 データ転送を考慮したマルチコアMIMDアクセラレータの最適設計
表 2.3: 異なるフィルタサイズに対する自由度の最適化 (メモリモジュール数 16)
設計自由度
ウィンドウ ウィンドウ ピクセル コア 画像分割数 全体の オーバー
サイズ 並列度 並列度 数 横 縦 処理時間 ラップ
WH = WW WP PP NC NH NV (ms)
8 16 1 2 4 4 46.24 Case A1
9 16 1 2 4 4 45.88 Case A1
10 16 1 2 4 4 46.20 Case A1
12 16 1 4 4 4 46.93 Case A1
13 16 1 4 4 4 46.62 Case A1
15 16 1 4 8 2 54.50 Case A2
16 16 1 4 8 2 60.38 Case A2
17 16 1 4 8 2 65.53 Case A2
18 16 1 8 8 2 70.50 Case A2
20 16 1 8 16 1 83.97 Case A2











表 2.4: 異なるフィルタサイズに対する自由度の最適化 (メモリモジュール数 32）
設計自由度
ウィンドウ ウィンドウ ピクセル コア 画像分割数 全体の オーバー
サイズ 並列度 並列度 数 横 縦 処理時間 ラップ
WH = WW WP PP NC NH NV (ms)
8 8 2 2 4 2 45.58 Case A1
9 16 1 2 4 4 45.88 Case A1
10 8 2 2 4 2 45.53 Case A1
12 16 1 4 4 4 46.93 Case A1
13 16 1 4 4 4 46.62 Case A1
15 32 1 2 8 4 49.00 Case A1
16 32 1 4 8 4 49.53 Case A1
17 32 1 4 8 4 49.05 Case A1
18 32 1 4 8 4 49.55 Case A1
20 32 1 8 8 4 50.75 Case A1









表 2.4，表 2.5にメモリモジュール数制約が 32と 64の場合についての最適化され
40 第 2章 データ転送を考慮したマルチコアMIMDアクセラレータの最適設計
表 2.5: 異なるフィルタサイズに対する自由度の最適化 (メモリモジュール数　 64）
設計自由度
ウィンドウ ウィンドウ ピクセル コア 画像分割数 全体の オーバー
サイズ 並列度 並列度 数 横 縦 処理時間 ラップ
WH = WW WP PP NC NH NV (ms)
8 8 2 2 4 2 45.58 Case A1
9 16 1 2 4 4 45.88 Case A1
10 8 2 2 4 2 45.53 Case A1
12 16 2 2 4 4 46.93 Case A1
13 16 1 4 4 4 46.62 Case A1
15 32 1 2 8 4 49.00 Case A1
16 16 2 4 4 4 47.33 Case A1
17 32 1 4 8 4 49.05 Case A1
18 16 2 4 4 4 47.35 Case A1
20 16 2 4 8 2 49.75 Case A2









先行研究 [10]におけるアクセラレータの最適化手法との計算時間の比較を表 2.6 に
2.5. 評価 41
表 2.6: 先行研究 [10]と本研究の最適化手法の比較
メモリモジュール ウィンドウ 先行研究 [10] 本研究
数の上限 サイズ 処理時間 処理時間 削減率
WP × PP WH = WW (ms) (ms) (%)
8 56.42 46.24 18.04
10 62.81 46.20 26.45
16 15 84.75 54.50 35.69
20 114.79 83.97 26.85
24 144.32 115.89 19.70
8 50.43 45.58 9.63
10 53.53 45.53 14.94
32
15 64.24 49.00 23.72
20 79.00 50.73 35.79
22 85.99 54.10 37.09
24 93.57 61.60 34.17
8 47.44 45.58 3.92
10 48.88 45.53 6.86
64 15 53.98 49.00 9.23
20 61.11 49.75 18.59
24 68.19 57.43 15.78



























表 2.7: RP1との計算時間比較 (ms)
Zynq RP1 [10]
ウィンドウ 1xCortex-A9 2xCortex-A9 1xSH-4A 1xSH-4A
サイズ　　 +FPGA　　　 　　　　　 +1xFE-GA +2xFE-GA
12 × 12 46.51 1322.19 47.72 36.24
18 × 18 70.51 2920.37 102.67 72.94
24 × 24 115.87 5145.57 137.07 96.55
表 2.8: RP1との消費電力比較
Zynq RP1 [10]
1xCortex-A9 2xCortex-A9 1xSH-4A 1xSH-4A
+FPGA　　　 　　　　　 +1xFE-GA +2xFE-GA
消費電力 1.03W 1.13W 1.30W 1.36W






















































































いる [23, 24, 25, 26]．FPGAを使用したステンシル計算アクセラレータに関する先
行研究の中には，複数のFPGAボードを連結した大規模なアーキテクチャを実装し
たものも存在している [24, 25, 26]．







































































































































































































































































































































































本研究では，Terasic DE5-NET board [34]にステンシル計算アクセラレータの実
装評価を行った．この FPGAボードは，FPGAに Altera Stratix Vを搭載してい
る．また，外部メモリとして，2GBのDDR3 SDRAMを 2枚搭載している．外部メ




れる 2次元 laplace方程式を対象アプリケーションとしている．式 (3.1)と同じ形式
で laplace方程式を表現すると，式 (3.6)のようになる．
vt+1j,i = 0.25 × (vtj−1,i + vtj+1,i + vtj,i−1 + vtj,i+1) (3.6)
計算領域内のグリッド数は 1024× 1024，全体のタイムステップ数は 10000，演算
精度は単精度浮動小数点計算に設定している．境界条件は，タイムステップによっ











































回の評価ではBMAX = 12.8(GB/s),　Wwidth = 4(byte) となるため，Pstenの最大値
は動作周波数が 300MHzの場合は 10, 250MHzの場合は 12となる
ステンシル計算アクセラレータのリソース使用量については，LUTとレジスタの
使用量を表す Logic utilization，メモリモジュールの使用量を表すRAM blocks，乗
算器などのDSPユニットの使用量を表すDSP Unitsの使用率が算出される．リソー
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表 3.1: リソース使用量 (Psten = 1)
depth 1 5 10 20
Logic utilization 46203(20%) 51226(22%) 57242(24%) 69575(30%)
RAM blocks 362(14%) 380(15%) 406(16%) 466(18%)
DSP Units 0(0%) 0(0%) 0(0%) 0(0%)
表 3.2: リソース使用量 (Psten = 4)
depth 1 5 10 20
Logic utilization 49006(21%) 65795(28%) 86563(37%) 129131(55%)
RAM blocks 366(14%) 402(16%) 451(18%) 551(22%)





使用量の制約式 (3.2)について，Logic utilizationの使用量を基準にして depthの最
大値を算出することができる．
式 (3.2) の入力パラメータの値について，実装評価の結果から Rbase = 45013，
Rctrl = 225，RPE = 964となった．リソース使用量の上限値について，本研究で
は見積もりの誤差，およびOpenCLコンパイラの性能を考慮して, FPGA全体の搭
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図 3.11: ステンシル演算の並列度ごとの depthの最大値のグラフ
価について考察する．式 (3.4)の入力パラメータの値について，実装評価の結果か
ら，tHF = 7.47(ms), tkern = 0.0415(ms), tFH = 2.87(ms)となった. 式 (3.5)の入
力パラメータの値について，実装評価の結果から，lddr = 180, lPE = 18, lshift =
1024/Psten + 1となった.
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Psten 1 2 4 8
　 depth　 139 77 40 20
計算時間 (s) 0.336 0.338 0.293 0.290
消費電力 (W) 21.5 23.1 26.6 31.6







評価した．CPUのラプラス方程式の実装では，Intel Xeon E5-1650 v3 にOpenMP
を用いて実装している．GPUのラプラス方程式の実装では，nVIDIA Geforce GTX
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表 3.4: FPGAアクセラレータとGPU,CPUとの処理時間，消費電力量比較
Xeon E5-1650 v3 Xeon E5-1650 v3
Stratix V GTX 960 (1 thread) (6 threads)
計算時間 (s) 0.29 1.02 12.56 2.7
消費電力 (W) 31.6 120.9 28.7 99.1
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して，セレクト操作 select1(B, x− 1)と select1(B, x)を計算することにより，図 4.3
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図 4.3: 配列による隣接リストの表現
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図 4.4: 簡潔グラフ表現
を比較したグラフの概形を示す．実世界に存在する大規模グラフ構造のエッジ数を
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等しくなるため，図 4.7のように bodyの長さが blockによって異なる．そのため，
select操作を処理するハードウェアを設計する場合については，blockの最大の長さ
に合わせて設計する必要が有るため，ハードウェアのリソース増大，稼働率の低下
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図 4.11: Indexのデータ量
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表 4.1: 最短経路検索ユニットのリソース量
LE Register Memory bit DSP






































積もりを求めることができる．表 4.3に CPUと FPGAアクセラレータにおける最
短経路問題の計算時間を示す．CPUにおけるダイクストラ法の処理速度と比較する
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表 4.2: ノードメモリ内の記憶ノードデータ数
全ノード 256 1024 4096
ノードメモリ内の記憶データ 87 316 1329
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