selection schemes and genetic operations have been proposed. Selection schemes such as rank-based selection, elitist strategies, steady-state election and tournament selection have been reported [16] .
There are two kinds of genetic operations, namely crossover and mutation. Apart from random mutation and crossover, other crossover and mutation mechanisms have been proposed [10, [16] [17] [18] .
In this paper, a fuzzy-tuned neural network, which consists of a traditional neural-fuzzy network (NFN) [1] and a modified neural network [4] , is proposed. Inside the modified neural network, each neuron of the hidden layer has two different activation functions. In this way, the degree of freedom of the network function can be increased. Some parameters of these activation functions will be tuned by the NFN. The proposed fuzzy-tuned neural network can give a better performance than traditional feed-forward neural networks [2] with a similar number of parameters.
We also propose in this paper an improved GA to train the neural network parameters. Modified genetic operations of crossover and mutation will be introduced. On realizing the crossover operation, the offspring spreads over the domain so that a higher chance of reaching the global optimum can be obtained. A fuzzy mutation operation, which is modified from the non-uniform mutation [11, 17] , incorporates human knowledge on mutation into fuzzy rules. By employing these genetic operations, the improved GA performs more efficiently and provides a faster convergence than the traditional GA in eight benchmark test functions [19] [20] . Three application examples are used to test the proposed network and the improved GA, and good results are obtained. This paper is organized as follows. In section II, the proposed fuzzy-tuned neural network is presented. In section III, the improved GA will be presented. In section IV, it will be shown that the improved GA performs more efficiently than the traditional GA based on some benchmark test functions. In section V, the training of the parameters of the proposed fuzzy-tuned neural network using the improved GA will be presented. In section VI, some application examples will be given. A conclusion will be drawn in session VII.
II. FUZZY-TUNED NEURAL NETWORK
The block diagram of the proposed fuzzy-tuned neural network is shown in Fig. 1 . It consists of a modified neural network [4] and a neural-fuzzy network. Inside the modified neural network, each neuron in the hidden layer has two activation functions: a static activation function (SAF) and a dynamic activation function (DAF). The parameters of the SAF are fixed. For the DAF, the parameters are obtained from the neural-fuzzy network. Fig. 2 shows the proposed neuron model. With fixed parameters, the SAF has its output depending on the inputs of the neuron. The output of the SAF is processed by the DAF, of which the parameters depend on the outputs of the neural-fuzzy network. With this proposed neuron in the hidden layer, the connection of the modified neural network is shown in Fig. 3 . 
A. Modified Neural Network
where in n denotes the number of inputs, h n denotes the number of hidden nodes, and ) (⋅ The output k ζ of the k-th neuron is the DAF output defined as,
and,
p are the parameters of the DAF, which are effectively the dynamic mean and the dynamic standard deviation (that depend on i z ) respectively for the k-th DAF. From (1) to (4), the input-output relationship of the k-th neuron is given by,
Connection of the modified neural network The proposed neural network (Fig. 3 ) has in n nodes in the input layer, h n nodes in the hidden layer, and out n nodes in the output layer. In the hidden layer, the proposed neuron model is employed.
In the output layer (Fig. 5) , a static activation function is used. Considering an input-output pair ) , ( y z for the neural network, from (5), the l-th output of the modified neural network is given by,
where kl w , k = 1, 2, …, h n ; l = 1, 2, … out n denotes the weight of the link between the k-th hidden and the l-th output nodes; ) (⋅ Of this network structure, the first layer simply distributes the input variables. The SAFs in the hidden layer effectively determine hyper-planes as switching surfaces. Owing to the DAF, the input U p concerns the bias term while the input L p influences the sharpness of the edges of these hyperplanes. They eventually combine into convex regions by the output layer. Some of the modified neural network parameters are trained by GA, and some others are obtained from the NFN.
B. Neural-Fuzzy Network
By using the NFN, the parameters of respectively; where i = 1, 2, …, in n ; j = 1, 2, …, q; and q = 2n h is the number of output variables. The behavior of the NFN is governed by m fuzzy rules of the following format:
where u denotes the number of input-output data pairs; h = 1, 2, …, m, is the rule number; hj g is the j- 
The output of the neural-fuzzy network ) (t p j is defined as,
which is a parameter of the DAF. The number of outputs of the NFN doubles the number of hidden node of the modified neural network. Referring to Fig. 3 and Fig. 6 
p . The weights of the NFN are tuned by the improved GA.
III. IMPROVED GENETIC ALGORITHM
The traditional GA is modified and new genetic operations are introduced to improve its performance. The improved GA process is shown in Fig. 7 . Its details are discussed as follows.
A. Initial Population
The initial population is a potential solution set P. The first set is usually generated randomly. respectively for all i. It can be seen from (13) to (15) 
B. Evaluation
Each chromosome in the population will be evaluated by a defined fitness function. The better chromosomes will return higher values in this process. The fitness function can be written as,
The form of the fitness function depends on the application.
C. Selection
Two chromosomes in the population will be selected to undergo genetic operations for reproduction by the method of spinning the roulette wheel [11] . It is believed that high potential parents will produce better offspring (survival of the best ones). The chromosome having a higher fitness value should therefore have a higher chance to be selected. A probability q i is first assigned to the chromosome i p :
The cumulative probability i q for the chromosome i p is defined as,
The selection process starts by randomly generating a nonzero floating-point number
, i = 1, 2, …, pop_size, and 0 0 = q . It can be seen that a chromosome having a larger f( i p ) will have a higher chance to be selected. Consequently, the best chromosomes will get more offspring, the average will stay and the worst will die off. The process is repeated so that two chromosomes are selected to undergo the genetic operations.
D. Genetic Operations
The genetic operations generate some new chromosomes (offspring) from their parents after the selection process. They include the crossover and the mutation operations.
Crossover
The crossover operation is mainly for exchanging information from the two parents, chromosomes p 1 and p 2, obtained in the selection process. The two parents will produce one offspring.
To realize the crossover operation, four chromosomes will first be generated as follows, 
where i os denotes the index i that gives the maximum value of ( )
If the crossover operation can provide a good offspring, a higher fitness value can be reached in less iteration. In general, two-point crossover, multipoint crossover, arithmetic crossover or heuristic crossover can be used to realize the crossover operation [9] [10] [11] . However, the offspring generated by these methods may not be better than that of our approach. As seen from (19) to (22), the offspring spreads over the domain: (19) and (22) will move the offspring near the centre region of the concerned domain (as w in (22) 
Mutation
The offspring (25) may then undergo a fuzzy mutation operation, which changes the genes of the offspring chromosomes. Every gene of o s of (25) will have a chance to mutate governed by a probability of mutation,
, which is defined by the user. This probability gives an expected number ( × m p no_vars) of genes that undergo the mutation. For each gene, a random number between 0 and 1 will be generated such that if it is less than or equal to m p , the operation of mutation will take place on that gene. The gene of the offspring of (25) is then mutated by:
where
is a randomly generated number;
[ ]
is a weight governing the magnitudes of is a gain affecting the searching area. A maximum searching area is provided when s r =1.
E. Reproduction
After going through the fuzzy mutation process, the new offspring will be evaluated using the fitness function of (16) . This new offspring will replace the chromosome with the smallest fitness value among the population if a randomly generated number within 0 to 1 is smaller than
which is the probability of acceptance defined by the user. Otherwise, the new offspring will replace the chromosome with the smallest fitness value only if the fitness value of the offspring is greater than the fitness value of that chromosome in the population.
After the operations of selection, crossover and fuzzy mutation, a new population is generated.
This new population will repeat the same process to produce another offspring. Such an iterative process can be terminated when a defined condition is met, e.g. a sufficiently large number of iteration has been reached.
F. Choosing the parameters
The GA process is effectively seeking a balance between the exploration of new regions and the exploitation of already sampled regions in the search space. This balance, which critically affects the performance of the GA, is governed by the right choices of control parameters: the probability of fuzzy mutation ) ( m p , the probability of acceptance ( a p ), the population size (pop_size), the weight in the crossover operation ( w ) and the gain affecting the searching area ( s r ). Some views about these parameters are included as follows:
• Increasing m p tends to transform the genetic search into a random search. This probability gives an expected number ( × m p no_vars) of genes that undergo the mutation. When 1 = m p , all genes will mutate. The value of m p therefore depends on the desirable number of genes that undergo the mutation operation.
• Increasing a p will increase the chance that a poor offspring joins the population. This reduces the probability that the GA prematurely converges to a local optimum. From experience, a a p of 0.1 is a good enough choice for many optimization problems.
• Increasing pop_size will increase the diversity of the search space, and reduce the probability that the GA prematurely converges to a local optimum. However, it also increases the time required for the population to converge to the optimal region in the search space. From experience, a population size of 10 is an acceptable choice.
• Changing the value of the weight w will change the characteristics of the crossover operations.
It is chosen by trial and error, which varies in different optimization problems.
• Increasing the gain s r will increase the search space (i.e. increase
It is chosen by trial and error.
• In fuzzy mutation, the value of An example of the relationship between them is shown in Fig. 9 , where L represents "Low", M represents "Medium", and H represents "High". ( )
IV. BENCHMARK TEST FUNCTIONS
will give a randomly generated floating-point number between 0 and 1, 30 = n and min( 3 f )= 0 ) (
. The fitness function for 3 f is defined as, fitness= ( ) The fitness function for 5 f is defined as, fitness= ( ) 
where min( 6
. The fitness function for 6 f is defined as, fitness= ( ) ( )
The improved GA goes through the eight test functions. The results are compared with those obtained by the traditional GA with arithmetic, heuristic or one-point crossover and non-uniform mutation, depending on which one gives the best result in each iteration. For each test function, the population size is 10. Fig. 8 shows the membership functions for the fuzzy mutation. Considering the discussion on the mutation operation in Section III, the fuzzy rule table is designed and shown in Fig. 10 . It can be seen that the improved GA performs more efficiently, gives smaller standard deviations, and provides a faster convergence than the traditional GA.
V. TRAINING FUZZY-TUNED NEURAL NETWORKS USING IMPROVED GA
The proposed fuzzy-tuned neural network can learn the input-output relationship of an application using the improved GA. Let the input-output relationship be described by, n denotes the number of input-output data pairs, the fitness function is defined as,
The objective is to maximize the fitness value of (44) (minimize err of (45) 
VI. APPLICATION EXAMPLES
Three application examples will be given in this section to illustrate the merits of the proposed neural networks tuned by the improved GA. They are the XOR problem, forecasting the sunspot number, and pattern recognition.
A. XOR Problem
A 3-input XOR function, which is not linearly separable, has the following input-output relationship:
The three inputs of the proposed neural network are defined as ) (t x i , i = 1, 2, 3, and ) (t y is the network output. The number of hidden nodes ( h n ) in the modified neural network is set at 2 and the number of membership functions for each input (m) in the NFN is set at 3. The total number of parameter is 44. Referring to (7), the input-output relationship of the proposed neural network to realize the 3-input XOR function is given by,
The fitness function is defined as follows, 
B. Forecasting of the Sunspot Number
The sunspot numbers [3, 8] ) are used to train the proposed neural network. In this network, the number of hidden nodes ( h n ) in the modified neural network is set at 3 and the number of membership functions for each input (m) in the NFN is set at 2. Then, the total number of parameters is 44.
Referring to (7), the input-output relationship of the proposed network is governed by,
The fitness function is defined as follows,
The improved GA is employed to tune the parameters of the proposed fuzzy-tuned neural network of (50). The objective is to maximize the fitness function of (51). The population size used for the GA is For comparison purpose, the proposed network trained by the traditional GA, and traditional feedforward neural networks trained by the proposed and the traditional GAs, are also applied in forecasting of the sunspot number. The number of hidden node of the traditional neural network is 9 so that the total number of parameters is 46. For all approaches, the number of iteration to train the neural network is 1000 and the results are averaged ones out of 25 runs. For the improved GA, the probability of acceptance is set at 0.1 for both networks. The parameter settings for all approaches are tabulated in Table VI. The trained network is used to forecast the sunspot number during the years 1885-1979. Table VII . It can be observed from Table VII that our approach performs better than the traditional approaches. The training error and the forecasting error of the proposed approach in terms of mean absolute error (MAE) are 9.40 and 12.34 respectively.
C. Pattern Recognition
An application on hand-written graffiti pattern recognition will be presented. Numbers are assigned to pixels on a two-dimensional plane, and 10 numbers are used to characterize the 10 uniformly sampled pixels of a given graffiti. A 10-input-3-output network is used. The ten inputs nodes, i x , i = 1, 2, …, 10, are the numbers representing the graffiti pattern. Three standard patterns are to be recognized: rectangle, triangle and straight line (Fig. 15) . We use 300 sets of 10 normalized sample points for each pattern to train the neural network. Hence, we have 900 sets of data for doing the training. The three outputs, ) (t y l , l = 1, 2, 3, indicates the similarity between the input pattern and the three standard patterns respectively. The desired outputs of the pattern recognition system are
for rectangles, triangles and straight lines respectively. After training, a larger value of ) (t y l implies that the input pattern matches more closely to the corresponding graffiti pattern. For instance, a large value of ) ( 1 t y implies that the input pattern is near to a rectangle. Referring to (7), the input-output relationship of the proposed network used for the pattern recognition is governed by,
The improved GA is employed to tune the parameters of the proposed network of (53). The fitness function is defined as follows, The initial values of the parameters of the neural network are randomly generated. For comparison, the proposed network trained by the traditional GA, and a traditional network trained by the proposed and the traditional GAs, are also used to recognize the patterns. The number of hidden node of the traditional neural network is 16 so that the total number of parameter is 227. For all approaches, the number of iteration to train the neural network is 2000, and the results are averaged ones out of 25 runs. For the improved GA, the probability of acceptance is set at 0.1 for both networks. The parameter settings for all approaches are tabulated in Table VIII. After training, we use 600 ( 3 200 × ) sets of data for testing. The results are tabulated in Table   IX . From this Table, it can be seen that the average training error (governed by (55) 
where testing n and recognized n are the total number of testing patterns and the number of successfully recognized patterns respectively. The accuracy of the proposed network is good.
VII. CONCLUSION
A fuzzy-tuned neural network has been proposed. It consists of a modified neural network and a neural-fuzzy network. A neuron model with two activation functions has been introduced in the hidden layer of the modified neural network. Some parameters of the neuron are tuned by the neuralfuzzy network. By employing this neuron model and the network structure, the performance of the proposed network is found to be better than that of the traditional neural network. The parameters of the proposed network can be tuned by an improved GA, in which modified genetic operations have been introduced. By using the proposed crossover operation, the offspring spreads over the domain so that the probability of reproducing good offspring is increased. The proposed fuzzy mutation incorporates human knowledge on mutation into fuzzy rules. Based on some benchmark test functions, it has been shown that the improved GA performs more efficiently and provides a faster convergence than the traditional GA. Examples on implementing XOR function, sunspot forecasting and pattern recognition have been given. The performance of the proposed network in these examples is good. k-th neuron Fig. 3 . Connection of the modified neural network. (g). 7 f . (h). 8 f . Table IX . Results of the proposed neural network and the traditional neural network for hand-written pattern recognition.
