Introduction {#Sec1}
============

Trade finance consists of borrowing using trade credit as collateral and/or the purchase of insurance against the possibility of trade credit defaults \[[@CR2], [@CR4]\]. According to some estimates more than 90% of trade transactions involve some form of credit, insurance, or guarantee \[[@CR7]\], making trade finance extremely critical for smooth trades. After the global financial crisis of 2008--2009, the limited availability of international trade finance has emerged as a potential cause for the sharp decline in global trade \[[@CR4], [@CR13], [@CR21]\].[1](#Fn1){ref-type="fn"} As a result, understanding how trade finance costs varied over the period in and around the financial crisis has become critical for policymakers to ensure adequate availability of trade finance during crisis periods in order to mitigate the severity of the crisis.[2](#Fn2){ref-type="fn"} In addition, as the drivers of trade finance may vary across countries, it is important to account for heterogeneity while studying the effect of these drivers on trade finance \[[@CR20]\].

A systematic study of the drivers of trade finance costs can be challenging: modeling the effects of these drivers in dynamic environments (e.g., a financial crisis) requires one to have a method that can account for non-stationarity, changes in parameters over time as well as account for cross-sectional heterogeneity \[[@CR42]\]. First, nonstationarity is an important issue in time-series analysis of observational data \[[@CR36], [@CR42]\].[3](#Fn3){ref-type="fn"} The usual approach to address nonstationarity requires filtering the data in the hope of making the time-series mean and covariance stationary.[4](#Fn4){ref-type="fn"} However, methods for filtering time series, such as first differences can lead to distortion in the spectrum, thereby impacting inferences about the dynamics of the system \[[@CR22]\]. Further, filtering the data to make the time-series stationary can (i) hinder model interpretability, and (ii) emphasize noise at the expense of signal \[[@CR43]\].

Second, the effect of the drivers of trade finance costs changes over time \[[@CR10]\]. These shifts happen due to time-varying technological advances, regulatory changes, and evolution of the banking sector competitive environment, among others. As we are studying 2008--2009 global financial crisis, many drivers of the costs may have different effects during the crisis compared to the pre-crisis period. For example, during the crisis many lenders may prefer borrowers with the top most quality, thus exhibiting a "flight to quality" \[[@CR12]\]. To capture changes in model parameters over time, studies typically use either (1) moving windows to provide parameter paths, or (2) perform a before-and-after analysis. However, both these methods suffer from certain deficiencies. Models that yield parameter paths \[[@CR11], [@CR32]\] by using moving windows to compute changes in parameters over time leads to inefficient estimates since, each time, only a subset of the data is analyzed. These methods also presents a dilemma in terms of selection of the length of the window as short windows yield unreliable estimates while long windows imply coarse estimates and may also induce artificial autocorrelation.

Using before-and-after analysis \[[@CR9], [@CR25], [@CR38]\] to study parameter changes over time implies estimating different models before and after the event. The 'after' model is estimated using data from after the event under the assumption that this data represents the new and stabilized situation. A disadvantage of this approach is the loss in statistical efficiency as a result of ignoring effects present in part of the data. Further, this approach assumes that the underlying adjustment (due to events, such as the financial crisis) occurs instantaneously. However, in practice, it may take time for financial markets to adjust before it reaches a new equilibrium. This also serves to highlight the drawback of the approach in assuming time-invariant parameters for the 'before' model, as well as for the 'after' model.

Third, the effects of the drivers of trade finance cost may vary across countries \[[@CR28]\], and we need to account for this heterogeneity. A well accepted way to incorporate heterogeneity is by using hierarchical models that estimate country-specific effects of the drivers of trade finance cost \[[@CR40]\]. However, as hierarchical models are difficult to embed in time-series analysis \[[@CR24]\], studies tend to aggregate data across cross-sections which leads to aggregation biases in the parameter estimates \[[@CR14]\].

Nonstationarity, time-varying parameters and cross-sectional heterogeneity render measurement and modeling of factors that impact the dependent variable of interest---in our case, cost of trade finance---challenging in dynamic environments (such as a financial crisis). Therefore, we propose a dynamic hierarchical linear model (DHLM) that addresses all these three concerns and permits us to explain the variations in trade finance costs *over* several years, while also allowing us to detect any variation *across* countries, if present.

Our DHLM consists of three levels of equations. At the higher level, *Observation Equation* specifies, for each country in each year, the relationship between trade finance costs and a set of macroeconomic variables (e.g., inflation in the country). The coefficients of the predictors in the *Observation Equation* are allowed to vary across cross-section (i.e., countries) and over time. Next, in the *Pooling Equation* we specify the relationship between the country-specific time-varying coefficients (i.e., parameters) from the *Observation Equation* to a new set of parameters that vary over time, but are common across countries. Thus, the *Pooling Equation* enables us to capture the "average" time-varying effect of macroeconomic variables on trade finance cost. Finally, this "average" effect can vary over time and is likely to depend on its level in the previous period. The *Evolution Equation,* which is the lowest level of the DHLM, captures these potential changes in the "average" effects of the macroeconomic variables in a flexible way through a random walk.

We employ our DHLM to study how the effects of four macroeconomic variables---GDP growth, trade intensity, inflation, and stock market capitalization---on trade finance costs varied across 8 nations over a period of five years from 2006 to 2010.[5](#Fn5){ref-type="fn"} Although the objective of our paper is to introduce a model that can address the different challenges outlined earlier, our model estimates provide several interesting insights. We find that the effect of macroeconomic indicators on the cost of trade finance varies over time and that most of this variation is present in the years preceding and succeeding the financial crisis. This is of interest to policymakers in deciding how long to implement interventions designed to ease the cost of trade finance. In addition, the trajectory of time-varying effects of GDP growth and inflation are consistent with the "flight to quality" story \[[@CR12]\]: during the crisis, cost of trade finance reduces in countries that have high GDP growth and low inflation. The time-varying effects of trade intensity is also consistent with our expectations, but the time-varying effect of market capitalization is counter-intuitive. Finally, we also note heterogeneity in the trajectory of the country-specific time-varying effects, primarily for the effects of stock market capitalization and trade intensity.

This research makes two contributions. First, we introduce a new model to the finance literature to study the evolution in the drivers of trade finance costs over time in dynamic environments such as a financial crisis, while also allowing the impact due to these drivers to be heterogeneous across countries. Our modeling approach addresses concerns related to nonstationarity, time-varying model parameters and cross-sectional heterogeneity that are endemic to time-series analysis of dynamic environments. Our model can be adopted to study evolution of various other variables such as financial services costs and global trade. Our model can also be extended to a more granular level to incorporate firm-level heterogeneity by using a second pooling equation. Doing this can pave the way to identify the characteristics of companies which may need assistance during a financial crisis. Thus, our research can remove subjectivity in extending benefits to the affected exporters and importers. Even large scale surveys may not be able to provide such granular implications to policy makers. Second, our research has substantive implications. Using a combination of data from Loan Pricing Corporation's Dealscan database and the World Bank, we complement the finance literature by empirically studying the evolution of the drivers of trade finance cost. We find that the impact of these drivers varies over time, with a large part of the variation present in the years preceding and succeeding the financial crisis. To the best of our knowledge, we are the first to study the time-varying impact of these macro-economic drivers on trade finance and this is of use to policy makers in deciding how long to extend benefits to parties affected by the crisis.

The paper proceeds as follows. In the first section we describe the DHLM. We provide the theoretical underpinnings necessary to estimate the model. Next we describe the data and variables used in the empirical analysis. In the fourth section we provide detailed discussion of the results. We conclude the paper with the discussion of the findings.

Model Development {#Sec2}
=================

We specify trade finance cost of a country as a function of country-specific macroeconomic variables and country-specific time-varying parameters using a DHLM. The DHLM has been used by previous studies in marketing and statistics \[[@CR19], [@CR26], [@CR33], [@CR35], [@CR39]\] to estimate time-varying parameters at the disaggregate level (e.g., at the level of a brand or store). A DHLM is a combination of Dynamic linear models (DLM) which estimates time-varying parameters at an aggregate level \[[@CR5], [@CR6]\], and a Hierarchical Bayesian (HB) model which estimates *time*-*invariant* parameters at the disaggregate level \[[@CR31]\]. The DHLM and the HB model both have a hierarchical structure which permits us to pool information across different countries to arrive at overall aggregate-level inferences. Shrinking of the country-specific parameters to an "average" effect of the key variables across country has been used by other researchers to estimate country-specific tourism marketing elasticity \[[@CR39]\] and to estimate store-level price elasticity \[[@CR31]\].
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In order to specify the equations in a compact manner, we cast Eq. [1](#Equ1){ref-type=""} as the observation equation of the DHLM. A DHLM also consists of a pooling equation and an evolution equation, and we specify these three equations below.[6](#Fn6){ref-type="fn"}
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We specify the pooling equation as:$$\documentclass[12pt]{minimal}
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We specify the country-specific time-varying parameters $\documentclass[12pt]{minimal}
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We specify how the average time-varying parameters, $\documentclass[12pt]{minimal}
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                \begin{document}$$ \theta_{2t} $$\end{document}$, evolves over time. We follow the dynamic linear models (DLM) literature \[[@CR43]\] and model the evolution of these parameters over time as a random walk.
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The random walk specification requires ***G*** to be an identity matrix and *w*~*t*~ is a multivariate normal error, and ***I***~***3***~ an identity matrix of appropriate dimension.

Estimation {#Sec3}
==========

We compute the full joint posterior of the set of parameters ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \theta_{1t} $$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \theta_{2t} $$\end{document}$, and the variance parameters $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \sigma_{{v_{1} ,i}}^{2} $$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \sigma_{{v_{2} }}^{2} $$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \sigma_{w}^{2} $$\end{document}$) conditional on observed data. To generate the posteriors of the parameters we used the Gibbs sampler \[[@CR16]\]. In the interest of space, we refer the reader to \[[@CR26]\] for more details. As a robustness check, we estimate our DHLM on simulated data to check if our sampler is able to recover the parameters. The model we use to simulate the data in similar to the one \[[@CR26]\] used for their simulation study. We find that our sampler performs well and recovers the parameters used to simulate the data. Space constraints prevent us from including further details.

Data {#Sec4}
====

For the empirical tests, the data are derived from two sources. The information on trade finance costs is obtained from Loan Pricing Corporation's Dealscan database. The information on macroeconomic variables for the countries is obtained from the World Bank. We briefly describe the data sources.

Dealscan {#Sec5}
--------

Dealscan provides detailed information on loan contract terms including the spread above LIBOR, maturity, and covenants since 1986. The primary sources of data for Dealscan are attachments on SEC filings, reports from loan originators, and the financial press \[[@CR41]\]. As it is one of the most comprehensive sources of syndicated loan data, prior literature has relied on it to a large extent \[[@CR1], [@CR3], [@CR16], [@CR23], [@CR41]\].

The Dealscan data records, for each year, the loan deals a borrowing firm makes. In some instances, a borrower firm may make several loan deals in a year. To focus on trade finance, we limit the sample to only those loans where the purpose was identified by Dealscan as one of the following: Trade Finance, CP Backup, Pre-Export, and Ship Finance. Our trade finance costs are measured as the loan price for each loan facility, which equals the loan facility's at-issue yield spread over LIBOR (in basis points). Due to the limited number of observations, we don't differentiate between different types of loans. Instead, the trade finance costs are averaged across different types of loans such as revolver loans, term loans, and fixed-rate bonds.

The World Bank Data {#Sec6}
-------------------

We use the World Bank data to get information on the economic and regulatory climate, and extent of development of the banking sector of the countries where the borrowing firms are headquartered. The economic and regulatory climate of a country is captured by GDP growth, inflation, stock market capitalization, and trade intensity.

Countries with high GDP growth are likely to face lower cost of trade finance, particularly during the financial crisis. As a high GDP growth is an indicator of the health of the economy, during the financial crisis lenders are likely to move their assets to these economies. Countries with higher inflation will likely have higher cost of trade finance as the rate of returns on the loans will incorporate the rate of inflation. We include stock market capitalization scaled by GDP as a proxy for the capital market development in the country. Countries with higher stock market capitalization are likely to have more developed financial markets. Therefore, the cost of trade finance in such markets is likely to be lower. Finally, we include total trade for the country scaled by the country's GDP as a measure of trade intensity. We expect that countries with a higher trade intensity will face a higher trade finance cost since a greater reliance on trade may make a country more risky during a crisis.

Merging the Two Datasets {#Sec7}
------------------------

As our objective is to study the phenomenon at the national level, we need to merge these two data sets. As our data from Dealscan contains trade finance costs at the firm level in a given year, we use the average of the trade finance costs at the level of a borrowing firm's home country to derive country-specific trade finance costs. This permits us to merge the data from Dealscan with macro-economic data from World Bank. Our interest is in modelling trade finance costs around the financial crisis of 2008--2009. Therefore, we use a 5-year time series starting in 2006 and ending in 2010. This gives us a reasonable window that contains pre-crisis, during the crisis, and post-crisis periods. While we would like to use a longer window, we are constrained by the number of years for which the data are available to us from Dealscan. After merging the two databases, our final sample consists of eight countries for which we have information on trade finance costs as well as macroeconomic indicators for all the five years. The eight countries are: Brazil, Ghana, Greece, Russia, Turkey, Ukraine, United Kingdom (UK), and the United States (USA).

Descriptive Analysis {#Sec8}
--------------------

We report the descriptive statistics for the sample in Table [1](#Tab1){ref-type="table"}. Average trade finance costs are approximately 190 basis points above LIBOR. Mean GDP growth is just 2.57%, reflecting the lower growth during the financial crisis. Although average inflation is at 10.53%, we calculated the median inflation to be a moderate 6.55%. On average stock market capitalization/GDP ratio is around 63% while trade/GDP ratio is around 54%. More detailed summary statistics for the trade finance costs are depicted in Fig. [1](#Fig1){ref-type="fig"}.Table 1.Descriptive statistics.VariablesNMeanSt. DeviationTrade finance cost above LIBOR (basis points)40189.43155.50GDP growth %402.575.16Inflation %4010.5313.32Stock market cap/GDP4062.9643.65Trade/GDP4054.1122.28 Fig. 1.Trade finance costs

Figure [1](#Fig1){ref-type="fig"} captures the variation in trade finance cost over time and across 8 countries. We find countries experience a large increase in trade finance costs from 2008 to 2009. Also, except for Greece, these costs came down in 2010 from their peak in 2009. This suggests that the crisis impacted trade finance costs uniformly in our sample. We also see heterogeneity across countries in the manner in which these costs evolve over time.

We also tested for multicollinearity among the independent variables, GDP growth, Inflation, Stock market capitalization and Trade intensity. We specified a panel data regression model (i.e., without time-varying parameters) and calculated the Variance Inflation Factors (VIFs). The VIFs we get for GDP growth, Inflation, Stock market capitalization and Trade intensity are 1.13, 1.15, 1.42 and 1.36 respectively. As the VIFs are less than 10, we can conclude that multicollinearity is not a concern \[[@CR44]\].

Results {#Sec9}
=======

In this section, we present the main results based on our DHLM, and subsequently compare our model to the benchmark HB model in which the parameters do not vary over time.

Main Findings Based on the DHLM {#Sec10}
-------------------------------

We estimate our model using the Gibbs sampler \[[@CR18]\]. We use 200,000 iterations and use the last 20,000 iterations for computing the posterior, while keeping every tenth draw. We verified the convergence of our Gibbs sampler by using standard diagnostics: (1) We plotted the autocorrelation plot of the parameters and see that the autocorrelation goes to zero \[[@CR40]\] and (2) we plot and inspect the posterior draws of our model parameters and find that they resemble a "fat, hairy caterpillar" that does not bend \[[@CR29]\].

We first present the estimates for the Pooling Equation ($\documentclass[12pt]{minimal}
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                \begin{document}$$ \theta_{2} $$\end{document}$) which are summarized in Fig. [2](#Fig2){ref-type="fig"}. These estimates represents the "average" effect across countries of the four macroeconomic variables, GDP growth, Inflation, Stock market capitalization and the Trade/GDP ratio. In Fig. [2](#Fig2){ref-type="fig"}, each of the four panels depict the "average" effect, over time, of the macro-economic variables on the cost of trade finance. The dotted lines depict the 95% confidence interval (CI). We discuss these "average" time-varying effects in the subsequent paragraphs.Fig. 2.Estimates of Pooling Equation ($\documentclass[12pt]{minimal}
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We see that for all four macro-economic variables, the effects vary over time. In addition, a large part of the variations occur between 2007 to 2009, the 2 year span during which the financial crisis happened. Our estimates will interest policy makers as it implies that interventions to alleviate the impact of the crisis should start before its onset and should continue for some time after it has blown over.

We find that GDP Growth has a negative effect on Trade finance costs and this effect becomes more negative over time, especially during the years 2006 to 2009. Our result implies that countries with high GDP Growth faced monotonically decreasing cost of trade finance in the years before and during the financial crisis, and can be explained by the "flight to quality" hypothesis advanced in the finance literature \[[@CR12]\].

Inflation has a positive effect on the cost of trade finance and this effect become more positive over time, especially during 2007 to 2009 which are the year preceding the crisis and the year of the crisis. Our result implies that countries with high inflation faced monotonically increasing costs of trade finance from 2007 to 2009 and is also consistent with the "flight to quality" theory.

Stock Market Capitalization has a positive effect on the cost of trade finance. This effect seems somewhat counterintuitive as we used Stock Market Capitalization as a proxy for development of financial markets and one would expect that during the financial crisis trade finance costs would decrease as financial markets became more developed.

We note that the Trade/GDP ratio has a positive effect on the cost of trade finance, and this effect becomes more positive between the years 2007 to 2009, similar to the pattern we noticed for the effects of inflation. Since this variable measures the intensity of trade of a country, our results indicate that, during the financial crisis, a greater reliance on trade leads to higher costs of trade finance. This is expected since higher reliance on trade may make a country more risky in a financial crisis. Countries with higher trade intensity are also exposed to higher counterparty risks.

Our model can also estimate country-specific time-varying parameters presented in the Observation Equation ($\documentclass[12pt]{minimal}
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                \begin{document}$$ \theta_{1} $$\end{document}$). These estimates underscore the advantage of using a model such as ours, since with only 40 observations of our dependent variable, we are able to estimate 200 estimates which are country-specific and time-varying.[7](#Fn7){ref-type="fn"} We note some heterogeneity in the country-specific trajectory of the effects of Stock Market Capitalization and Trade Intensity. For example, we see that for some countries such as Ghana, Russia and Greece, the effect of trade/GDP ratio on the cost of trade finance witnesses a steeper increase compared to other countries such as USA and Ukraine in 2008 to 2009, the year of the crisis; we are unable to present these results due to space constraints. However, these findings offer directions for future research.

Model Comparison {#Sec11}
----------------

To assess model fit, we compare the forecasting accuracy of our proposed model to the benchmark Hierarchical Bayesian (HB) model which has time-invariant parameters. We specify the HB model as follows:$$\documentclass[12pt]{minimal}
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The above specification is similar to the DHLM with the major difference being that the parameters now do not vary over time. The dependent variables (*Y*) and independent variables ($\documentclass[12pt]{minimal}
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We compare the model fit by computing the out-of-sample one-step-ahead forecast of our proposed model and the benchmark model. We calculate the mean absolute percentage error (MAPE), which is a standard fit statistic for model comparison \[[@CR17], [@CR35]\]. We find that the MAPE of our proposed model is 21.11, while that of the benchmark HB model is 42.68. Thus our proposed model forecasts more accurately than the benchmark HB model.

Discussion and Conclusion {#Sec12}
=========================

In this research, we attempt to shed light on the following question: How can we develop a model that would permit us to examine variations in trade finance costs over time in dynamic environments (such as a financial crisis), while also accounting for possible variations across countries? We addressed this question by proposing a DHLM model that can cope with the three challenges present when modeling data from dynamic environments: nonstationarity, changes in parameters over time and cross-sectional heterogeneity. Our model estimates detect variation over time of the macroeconomic drivers o trade finance, which are of interest to policy makers in deciding when and for how long to schedule interventions to alleviate the impact of a financial crisis. Further, the trajectory of the time-varying effects of the macroeconomic indicators are in line with our expectations. We also note some degree of country-specific heterogeneity in the manner in which these drivers evolve over time, and a detailed scrutiny of these findings may prove fertile ground for future research.

The DHLM can be easily scaled up thereby allowing us to extend our analysis. First, we can add another level in the model hierarchy by specifying a second pooling equation. This would permit us to study the problem at the firm level since evidence suggests that -- during the crisis - firms from developing countries and financially vulnerable sectors faced higher trade finance costs \[[@CR13], [@CR30]\], and one can use recent NLP approaches \[[@CR37]\] to gather firm information across different data sources. Second, more macroeconomic variables can be added in the observation equation. In addition, our model can be used to study other contexts that face dynamic environments such as financial services costs and global trade.

The suitability of our model for dynamic environments also implies that it can also be used to study the impact of the recent coronavirus (COVID-19) on financial activities, since reports from the European Central Bank have suggested that the virus can lead to economic uncertainty. In many ways, the way the virus impacts the economy is similar to that of the financial crisis: There is no fixed date on which the interventions starts and ends -- unlike, for example, the imposition of a new state tax -- and its impact may vary over time as the virus as well as people's reaction to it gains in strength and then wanes and it would be interesting to model these time-varying effects to see how they evolve over time.

See \[[@CR27]\] for counter evidence.

Such as the World Trade Organization (WTO), the World Bank (WB), and the International Monetary Fund (IMF).

The studies that used surveys for understanding the impact of financial crisis on trade finance costs \[[@CR30]\] are also susceptible to biases present in survey methods. First, survey responses have subjective components. If this subjectivity is common across the survey respondents, a strong bias will be present in their responses. For example, managers from the same country tend to exhibit common bias in their responses \[[@CR8]\]. Second, survey responses are difficult to verify. Managers may over- or under-estimate their trade finance costs systematically, depending on the countries where their firms operate. Finally, survey research is often done in one cross-section of time, making it impossible to capture the variation over time.

Methods like vector autoregression (VAR) often filter data to make it stationary \[[@CR15], [@CR17], [@CR34]\].

Stock market capitalization is scaled by GDP. Trade intensity is the ratio of a country's annual total trade and GDP. We use the terms "Trade Intensity" and "Trade/GDP" interchangeably.

Note, in Eqs. ([2](#Equ2){ref-type=""}) to ([6](#Equ6){ref-type=""}) matrices are specified in **bold**.

We have 200 estimates since we have 8 countries and 5 time periods, and 5 independent variables (including the intercept). This large number of parameters can be estimated due to our model structure: (i) a first order Markov process relates the parameter at time *t* to the parameter at *t* − *1*, and the parameters across countries at a time *t* are tied together using a Hierarchical Bayesian structure.
