The organization of the work is as follows: In Sec. II we present the partial differential equation model of the ITG system and give the projection of the system onto the d = 11 state space. In the process the linear stability analysis is shown to lead to modification of the classical Rayleigh number Ra to Ra eff for the ITG system. In Sec. III the analytic solution for the L-mode attractor is found by introducing appropriate quadratic variables. The second and third bifurcations are given with numerical examples. The dissipationless limit is briefly discussed. In Sec. IV the reduced, Markovian thermodynamic model is derived by closing the triplet correlation functions in terms of the three basic energy components. Section V gives the conclusions and the outlook for applications.
II Low-Order Mode Coupling Equations
The toroidal ion-temperature-gradient dynamics in the Horton-Choi-Tang [6] (hereafter HCT) two-component fluid model is given by the following coupled vorticity and pressure equations: The E × B flow in the toroidal magnetic field B = R 0 B 0 /(R 0 + r cos θ) has compression measured by 2 n ∂ y φ, giving the downshift in the drift wave speed in Eq. (1) . The diamagnetic currents j dia = B × ∇p/B 2 produce charge separation given by 2 n ∂p/∂y in the vorticity equation (1) . In the original HCT model the compressional term 2Γ eff ∂φ/∂y in the pressure equation (2) was dropped. In Hong-Horton [7] the compression terms and the effective value of the adiabatic gas constant Γ eff are shown to yield the correct threshold η i,crit ( Γ eff − 1)
for the fluid description. Here we concentrate on states of turbulent convection well beyond the adiabatic threshold value, and thus follow HCT in neglecting the difference between K i and K i . In the Appendix we discuss the kinetic form of the coefficients in Eqs. (1) and (2) obtained from the fluid limit of the Vlasov equation [8] . The role of the ion acoustic waves are treated in HCT but dropped in the present analysis for reasons discussed in the Appendix.
The vorticity equation follows from the quasineutrality condition ∇ · j = 0 with adiabatic electrons having the electron contribution ∇ j e = (n e e 2 /T e )(∂ t 
where ω k is in units of c s /L n and k in units of ρ −1 s . In Eq. (4), we also dropped the 2 n term in the expression [ 
for simplicity while noting here that for applications the 2 n term tends to be important. The short wave components propagate in the ion diamagnetic direction and the long wave components in the electron diamagnetic direction.
We will show that the intermediate waves where
1 give the largest anomalous thermal flux on the L-mode attractor. These modes are also close to maximizing the linear growth rate. These modes will be shown to have L-H-BLM properties similar to those reported in Horton-Hu-Laval [9] (hereafter HHL) for resistive g-modes. These fastgrowing, slowly rotating fluctuations are also the first modes to resonate with the thermal ions since k v i |k y v d | and ω Di |k y v d | is assumed in the hydrodynamic expansion of the kinetic equations. The effect of the resonant ions is given in detail in Kim and Horton [10] and Kim, Kishimoto, Horton and Tajima [11] . The principal effect of the particle resonance is to determine the threshold η i,crit for the instability. If we restrict consideration to states well above the marginal state,
.05 to 0.1 and the FLRhydrodynamic description is valid. Gyrofluid effects can be incorporated into the present model by modifying the dissipative terms µ and κ as given in Waltz et al. [12] or Beer and Hammett [13] . For the k y = 0 modes the appropriate form of the vorticity equation is modified by dropping the adiabatic response and using the neoclassical damping for the shear flows.
A. Linear stability analysis
For the HCT model the linear stability to fluctuations of the form e ik·x−iωt is determined by the dispersion relation D k (ω) = 0 where
where we define
From this equation one readily sees that the modes with vanishing drift-wave frequency
have the same stability conditions as the resistive-g modes. Away from these critical zero-frequency modes the phase rotates and the instability requires larger I.
Taking ω real we find the marginal stability frequency for κ = 0 is given by
from Im(D k ) = 0. Thus, the Prandtl number Pr = µ/κ controls the down shift of the marginal stability frequency from the FLR-drift-wave frequency ω
. We note that for µ = κ ≡ 0, the dispersion relation is real for real ω and the marginal frequency is then 1 2 ω dw k and the stability condition following from the discriminant is (
. For real plasmas with either collisional or collisionless dissipation modelled by µ and κ,
we have from Eq. (5) evaluated with Eq. (6) that
The Nyquist diagram for Eq. (5) gives the condition for instability D k (ω k ) < 0. The first two terms in Eq. (7) are the stablizing terms while the third term is the driving term for the instability. In the absence of the drift-wave velocity, u k , we see that the first mode to go unstable is min
x /2 giving the classical convection condition
The (7) proportional to u 2 (k ⊥ ). This minimization occurs at k
There is no general agreement in the ITG-literature on the definition of the effective Rayleigh number. Here we give the following new definition in Eq. (9) based on the following observation. For the ITG instability Eq. (7) shows that there are two stabilizing effects. The first term in Eq. (7) is from the rotation of the wave phase due to the electron and ion diamagnetic drifts. The second stabilizing term is due to the dissipation as in the resistive-g and neutral fluid. As the temperature of the plasma increases the first term dominates the dissipation term and thus there is a change in the selection of the first mode number to go unstable and thus there is a change in the definition of the effective Rayleigh number from the classical value given in Eq. (8) to the value given in Eq. (9) . When the diamagnetic drifts dominate the dissipation in Eq. (7), the first mode to go unstable is where the electron and ion diamagnetic drift effects cancel each other:
Thus the selection of k ⊥ is determined by the parameter K i and the ion gyroradius rather than the box size. The first mode to go unstable has the minimum value of k 2 x which is always small compared with k 2 y = 1/K i . Therefore, the first mode to go unstable is k
with minimum allowed k x . In this k-region where the linear drift-wave frequency is reversing direction, the µκ-dissipation stabilization again dominates. For these modes, the ratio of the driving-to-damping terms in Eq. (7) provide the definition
for the effective Rayleigh number. The measure given by Eq. (9) differs most notably from the classical Ra by its independence of the box size L x and L y .
The measure in Eq. (9) does have a strong dependence on the local density and temperature gradient scale lengths L n , L T i . Using the collisional transport formulas for the viscosity and thermal diffusivity gives
s /R plays the role of gravity g in the torus. The lower bound on the ion collision frequency for the cross-field viscosity and thermal conductivity to apply is min(ν i ) = v i /qR so that Ra eff does not go to infinity in the collisionless limit due to dissipation from the wave-particle resonances. Using the limit min(
For tokamaks with steep temperature gradients this maximum Ra eff can readily reach 10 4 . The key point is, however, that the effective Rayleigh number does not continue to increase with dimensions of the system as in classical systems. This is because the minimum k ⊥ is connected to the gyroradius rather than the system size.
B. 11-ODE mode coupling equations
Now we present the low-dimensional representation of the HCT equations (1) and (2). We adopt the Gelerkin approximation and choose the following low-order modes:
k x k y . The mode coupling equations can then be found:
and
where in Eq. (18) we have added the input heating power term P in .
The quantity k We choose parameters such that only the primary harmonic mode (φ 
III Dynamical Bifurcations

A. Limit cycle on the L-mode attractor
The subset of modes (φ
Lorenz attractor from the first bifurcation which is the result of the linear instability. This is, for any set of initial values, the six other modes decay to zero so we have the
Due to the oscillatory characteristics of the waves, these modes will not reach a fixed point; rather they reach a limit cycle, as shown in Fig. 2 . On the limit cycle the amplitudes (|φ
At this point it is convenient to define the following quadratic variables:
Here Φ 1 and P 1 are the amplitude variables and ξ and ζ contain the relative phase of Φ 1 and
From Eqs. (23) and (24) we have 1 2
From Eqs. (26) and (27) we have 1 2
From Eqs. (25) we have 1 2
Also from Eqs. (23)- (24) and Eqs. (26)- (27), we have 
Then for a stationary state on the limit cycle we have
The solution of this system gives:
where
The thermal flux on the attractor is
For k 
B. Second and third bifurcations
As the effective Rayleigh number Ra eff is increased, the shear flow and the secondary modes As the effective driving strength Ra is further increased, the H-mode limit cycle is no longer stable against a Hopf bifurcation which forms a new (second) limit cycle of the modal amplitudes, the frequency of these oscillations is determined by the critical condition for the Hopf bifurcation and is not related to the linear frequency of the phase rotation of the mode.
The shear flow and the flux also show similar oscillations in this state. In the literature, such (18) and (19) and (20) . In Fig. 5 , we plot the BLM frequency of Adding an external input power parameter P in in theṗ 0 equation results in an effective Ra eff , so this plot can also be interpreted as an equivalent variation of the angular frequency of the BLM-type oscillation versus P in .
C. Pump depletion in the dissipationless limit
When the dissipation terms are omitted from Eq. (12)-(22) the system executes nonlinear amplitude oscillations with a period set by the total energy of the initial state. To test for the inviscid nonlinear behavior we start the system with small amplitude initial conditions in φ 1 (with other fields zero), the resulting pulsations are shown in Fig. 6 .
The system trajectory is a high dimensional version of the orbit near the separatrix of a pendulum. At small amplitude there is the exponential growth of (φ 1 , p 1 ) from the linear growth rate γ l ≈ (gK i ) 1/2 . The energy for the fluctuations comes from the background pressure gradient which is reduced by the reaction of (φ 1 , p 1 ) by driving up p 0 . The pump depletion process is reversible in that the system overshoots the stable point and returns to its initial amplitude state. When the second mode is also driven unstable and started with small amplitude initial conditions along with the first mode discussed above, the shear flow φ 0 is also excited. Then in addition to the pump depletion which reduces the energy source Figure 6 : Pump depletions in the dissipationless limit.
and growth rate, the nonlinear frequency shifts indroduced by the shear flows also help stop the growth of the system by taking the system out of the resonance. In this latter case, chaos is often observed which is typical for low-dimensional Hamiltonian systems. An analysis of the nonlinear oscillation in a simpler model of ITG turbulence is given in Horton [17] . We comment here that these pump depletion oscillations in the dissipationless dynamics of the ITG model also contribute to the BLMy oscillations in the full dynamics with dissipations.
D. Higher dimensional representation
The low-order models are useful paradigms for the physics contained in the partial differntial equations but clearly do not resolve the spatial structure. Studies on the truncation errors that occur for the Rayleigh-Benard system are given in Prat et al. [18] and Thiffeault and
Horton [5] . For the drift wave problem Waltz et al. [12] reports on a resolution study showing Thus, the low-order truncations must be viewed as a minimal model whose solutions exhibit properties that parallel or mimic those of the full system, but give numerical values that can be far removed from those of the full system.
Solutions of the low-order system are useful for interpreting those of the full system. To illustrate this point we show the isopotential contours in a low µ/κ simulation of Eqs. (1) and (2) at the end of the linear phase before a wide spectral range is excited. In Fig. 7 There is a procedure based on extensive post-processing of well-sampled fields, either from simulations or diagnostic sensors, for constructing the principal low-order nonlinear modes of a system by the proper orthogonal decomposition of the two-space point correlation matrix.
The eigenfunctions and positive-definite eigenvalues of the correlation matrix sort the field into basis functions of decreasing importance in terms of a mean square error. The projection and truncation of the full system on these numerically generated basis functions, called the 
IV Markovian Closure Models
In close analogy to the resistive-g model of HHL, we investigate the flow of energy through the physically distinct energy components consisting of the effective potential energy U (t), the turbulent kinetic energy W (t) and the kinetic energy F (t) in the mean flows. The three components are defined by
where U arises from the change in the local average gradient (quasilinear flattening), W from the sum of kinetic and potential energy in the fluctuations (with W positive-definite for stable profiles gK i < 0) and F from the kinetic energy in the mean (sheared) flow V = v y (x, t) e y .
In Fig. 8 The equations for theU ,Ẇ andḞ can be easily calculated from Eqs. (12) to (22) and involve the following triplet correlation functions
Here the ensemble average · · · may be defined over a set of initial conditions (φ i , p i ).
Calculating the rate of change of U , W , F from Eqs. (12) to (22) and adding in external sources P U and P F of energy and momentum, we obtain where the dissipation rates are given by
The ensemble averaged equations follow from Eqs. (40)- (42) 
where τ c is the nonlinear effective triplet interaction time and ∆ is the effective width of the shear flow layer. The structure of this formula for T F is the same as studied extensively for three-wave interactions [20] where the problem is to determine the nonlinear τ c for ensemble averaged three-wave interactions.
The driven response of the damped harmonic mode is given by
where the second harmonic mode
and the fundamental mode
are connected by the linear matrix
The closure proceeds by eliminating the second harmonic mode X 2 in terms of p 0 and 
where the matrix propagator is exp 
to the Markovian expansion of Eq. (34). The first N -terms give
The expansion parameter M can then be defined as
In the small expansion parameter limit, i.e. M 1, we have the Markovian approximation for the soution of X 2
which then can be substituted in the expressions for the triplet correlation functions for the closure of the turbulent transfers in terms of the energy variables F , W and U . Here we use the quantum mechanics matrix notation [9] 1, 2, 3, 4|L|Y 1 and find the kinetic energy transfer function
In Eq. 
where the coefficient τ is
and K 1 (t) = 
where the coefficient τ f depends only on the parameters {g,
Similar procedure can be followed to find the closure formula for
where τ u is the closure coefficient analogous to τ f in Eq. (59) to be derived in the same manner.
V Discussion and Conclusions
In this work we extend the study of the low-order mode coupling model of the resistiveg turbulence to the toroidal ion-temperature-gradient model of HCT, which in turn is an application of the well-known low-order mode coupling model [4] of the Rayleigh-Bénard system. The major difference between resistive-g and toroidal ITG model is that the coupled vorticity and pressure equations Eq. (1) and (2) Fig. 1 summarizes the typical onset conditions of these three regimes.
In Sec. IV, we also investigate the Markovian closure models following the resistive-g study of HHL. The Markovian procedure starts from expressing the driven stable mode in terms of the primary unstable mode. Then we assume that the stable mode is heavily damped so that a Markovian expansion parameter can be defined and in the small limit of this parameter the Markovian approximation procedure can be justified. The resulting Markovian closure model gives a dynamical description of the system in terms of three thermodynamical energy variables: the potential energy from the pressure gradient, the kinetic energy in the sheared mass flows and the turbulent fluctuation energy. The advantage of the Markovian procedure derived here is that the coupling coefficient can be specified in the closure model whereas in the usual thermodynamical models the coefficients have a great arbitrariness.
Finally, we note that due to the low number of floating point operations required to advance the models developed here, an important application may be to use the model as a real time prediction filter. In this case the coefficients of system may be trained on databases subject to the conservation laws derived here. The main obstacle to this application is the absence of coordinated databases of the relevant input and output signals.
