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GRAPHON MEAN FIELD GAMES AND THE GMFG EQUATIONS
PETER E. CAINES AND MINYI HUANG
ABSTRACT. The emergence of the graphon theory of large networks and their infinite
limits has enabled the formulation of a theory of the centralized control of dynamical sys-
tems distributed on asymptotically infinite networks [16, 19]. Furthermore, the study of
the decentralized control of such systems was initiated in [6, 7], where Graphon Mean
Field Games (GMFG) and the GMFG equations were formulated for the analysis of non-
cooperative dynamic games on unbounded networks. In that work, existence and unique-
ness results were introduced for the GMFG equations, together with an ǫ-Nash theory for
GMFG systems which relates infinite population equilibria on infinite networks to finite
population equilibria on finite networks. Those results are rigorously established in this
paper.
1. INTRODUCTION
One response to the problems arising in the analysis of systems of great complexity is
to pass to an appropriately formulated infinite limit. This approach has a distinguished his-
tory since it is the conceptual principle underlying the celebrated Boltzmann Equation of
statistical mechanics and that of the fundamental Navier-Stokes equation of fluid mechan-
ics (see e.g. [37, 22, 14, 15]). Similarly the Fokker-Plank-Kolmogorov (FPK) equation for
the macroscopic flow of probabilities [12, 27] is used to describe a vast range of phenom-
ena which at a micro or mezzo level are modelled via the random interactions of discrete
entities.
The work in this paper is formulated within two recent theories which were developed
with an analogous motive to that above, namely Mean Field Game (MFG) theory for the
analysis of equilibria in very large populations of non-cooperative agents (see [25, 23, 30,
31, 9, 10, 8]), and the graphon theory of the infinite limits of graphs and networks (see
[33, 2, 3, 4, 32]).
A mathematically rigorous study of MFG systems with state values in finite graphs is
provided in [21], and MFG systems where the agent subsystems are defined at the nodes
(vertices) of finite random Erdo¨s-Re´nyi graphs are treated in [11]. The system behaviour
in [21] is subject to a fixed underlying network. The random graphs in [11] have un-
bounded growth but do not create spatial distinction of the agents due to symmetry prop-
erties of the interactions. However, graphon theory gives a rigorous formulation of the
notion of limits for infinite sequences of networks of increasing size, and the first applica-
tion of graphon theory in dynamics appears to be in the work of Medvedev [34, 35], and
Kaliuzhnyi-Verbovetskyi and Medvedev [26]. The law of large numbers for graphon mean
field systems is proven in [1] as a generalization of results for standard interacting particle
systems. Furthermore, the work [38] derives the McKean-Vlasov limit for a network of
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agents described by delay stochastic differential equations that are coupled by randomly
generated connections.
The first applications of graphon theory in systems and control theory are those in
[17, 18, 16, 19, 20] which treat the centralized and distributed control of arbitrarily large
networks of linear dynamical control systems for which a direct solution would be in-
tractable. Approximate control is achieved by solving control problems on the infinite
limit graphon and then applying control laws derived from those solutions on the finite
network of interest. The analogy with the strategies for finding feedback laws resulting
in ǫ-Nash equilibria in the MFG framework is obvious. In this connection we note that
work on static game theoretic equilibria for infinite populations on graphons was reported
in [36].
A natural framework for the formulation of game theoretic problems involving large
populations of agents distributed over large networks is given by Mean Field Game theory
defined on graphons. The resulting basic idea and the associated fundamental equations
for what we term graphon Mean Field Game (GMFG) systems and the GMFG equations
are the subject of the current paper and its predecessors [6, 7]. The GMFG equations
are of significant generality since they permit the study, in the limit, of both dense and
sparse, infinite networks of non-cooperative dynamical agents. Moreover the classical
MFG equations are retrieved as a special case. We observe that an early analysis of linear
quadratic models in mean field games on networks with non-uniform edge weightings can
be found in [24]. However, in that work there was no application of graphon theory, and
in the uniform system parameter case there is one agent per node and a single mean field,
whereas in the present work there is a subpopulation with its own mean field at each node.
The basic ǫ-Nash equilibrium result in MFG theory and its corresponding form in
GMFG theory are vital for the application of MFG derived control laws. This is the case
since the solution of the MFG and GMFG equations is necessarily simpler than the ef-
fectively intractable task of finding the solution to the game problems for the large finite
population systems. Indeed, this was one of the original motives for the creation of MFG
theory to tackle complexity. Furthermore it is a basic feature of graphon systems control
theory [17].
The paper is organized as follows. Section 2 provides preliminarymaterials on graphons.
Section 3 introduces the GMFG equation system and proves the existence and uniqueness
of a solution. For the decentralized strategies determined by the GMFG equations, an ǫ-
Nash equilibrium theorem is proved in Section 4. The GMFG equations are illustrated by
an LQ example in Section 5.
Table 1: Notation
Gk the k-th graph in a sequence of graphs
gk weights of Gk as a step function
Mk the number of nodes in Gk
Ci the cluster of agents residing at node i ofGk
C(i) the cluster that agent i belongs to
I∗i , I
∗(i) the midpoint of an interval of length 1/Mk
g the graphon function
µα(t) the graphon local mean field generated by agents at vertex α ∈ [0, 1]
µG(t) an ensemble of local mean fields (µα(t))0≤α≤1
M[0,T ] a class of µG(·) satisfying a Ho¨lder continuity condition
CT the space of continuous functions on [0, T ]
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FT σ-algebra induced by cylindrical sets in CT
(CT ,FT ,mα) probability measure space for the path space at vertex α
MT the set of probability measures on (CT ,FT )
DT Wasserstein metric onMT
M
G
T the product space
∏
α∈[0,1]MT
M
G0
T ,M
G1
T subsets ofM
G
T
mG an ensemble of measures (mα)0≤α≤1 ∈M
G
T
Projα(mG) the componentmα at vertex α
Margt(mα) the time t-marginal ofmα
xα the state of a generic agent at vertex α ∈ [0, 1]
wα a generic standard Brownian motion at vertex α
ϕ(t, xα|µG(·); gα) the best response at vertex α with µG(·) given by the GMFG system;
abbreviated as ϕ(t, xα, gα) or ϕα
φ(t, xα|µG(·); gα) the best response at vertex α with respect to a general µG(·);
abbreviated as φα(t, xα|µG(·)) or φα
2. THE CONCEPT OF A GRAPHON
The basic idea of the theory of graphons is that the edge structure of each finite cardinal-
ity network is represented by a step function density on the unit square in R2 on which the
so-called cut norm and cut metrics are defined. The set of finite graphs endowed with the
cut metric then gives rise to a metric space, and the completion of this space is the space
of graphons. The spaceGsp of graphons are represented by bounded symmetric Lebesgue
measurable functions W : [0, 1]2 → [0, 1] which can be interpreted as weighted graphs
on the vertex set [0, 1]. We note that functions W taking values in finite sets satisfy this
definition and so, in particular, graphons are defined on finite graphs.
The cut norm of a graphon then has the expression:
‖W‖ = sup
M,T⊂[0,1]
|
∫
M×T
W (x, y)dxdy|
with the supremum taking over all measurable subsets M and T of [0, 1]. Denote the
set of measure preserving bijections [0, 1] → [0, 1] by S[0,1]. The cut metric between
two graphons V and W is then given by δ(W,V ) = infφ∈S[0,1] ‖W
φ − V ‖, where
Wφ(x, y) := W (φ(x), φ(y)) and any pair of graphons at zero distance are identified with
each other.
The space (Gsp, δ) is compact in the topology given by the cut metric [32]. Further-
more, sets in (Gsp, δ) which are compact with respect to the L
2 metric are compact with
respect to the cut metric. SinceGsp is compact in the cut metric all sequences of graphons
have subsequential limits and throughout this paper we assume that all graphon sequences
under consideration possess unique limits in this topology.
In this paper, we start with the modeling of the game of a finite population based on a
finite graph. Specifically, the population resides on a weighted finite graphGk with a set of
nodes (or vertices) Vk = {1, . . . ,Mk} and weights g
k
ij ∈ [0, 1] for (i, j) ∈ Vk×Vk, where
a value gkii is assigned in the case i = j. We call g
k
i := (g
k
i1, · · · , g
k
iMk
) a section of gk at
i. Each node l is occupied by a set of agents which is called a cluster of the population and
hence the number of clusters is Mk. We list the clusters as C1, . . . , CMk . Without loss of
generality, we assume the lth cluster occupies node l. Let C(i) denote the cluster that agent
i belongs to. So i ∈ C(i). Our further analysis in the paper is based on the convergence of
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gk to a graphon limit g. To indicate its arguments, we may write g(α, β) or alternatively
gα,β . We define the section of g at α by gα : β 7→ gα,β , β ∈ [0, 1].
Since clusters Ci1 and Ci2 reside on nodes i1 and i2 of Gk , respectively, we define
gkCi1Ci2
= gki1i2 . Similarly, we define the section g
k
Ci
= gki .
We partition [0, 1] intoMk subintervals of equal length. Here I
k
l = [(l− 1)/Mk, l/Mk]
for 1 ≤ l ≤Mk. When it is clear from the context, we omit the superscript k and write Il.
To relate the clusters of agents to the vertex set [0, 1], we let the cluster Cl correspond to Il.
Throughout this paper, C,C0, C1, · · · denote generic constants, which do not depend
on the network size k and population size N and may vary from place to place.
3. GRAPHON MFG SYSTEMS AND THE MFG EQUATIONS
3.1. The Standard MFG Model and Its Graphon Generalization. In the diffusion
based models of large population games the state evolution of a collection of N agents
Ai, 1 ≤ i ≤ N <∞, is specified by a set ofN controlled stochastic differential equations
(SDEs). A simplified form of the general case is given by the following set of controlled
SDEs which for each agentAi includes state coupling with all other agents:
(3.1) dxi(t) =
1
N
N∑
j=1
f(xi(t), ui(t), xj(t))dt + σdwi(t),
where xi ∈ R
n is the state, ui ∈ R
nu the control input, and wi ∈ R
nw a standard Brow-
nian motion, and where {wi, 1 ≤ i ≤ N} are independent processes. For simplicity, all
collections of system initial conditions are taken to be independent and have finite second
moment. The cost of agentAi is given by
(3.2) JNi (ui, u−i) = E
∫ T
0
1
N
N∑
j=1
l(xi(t), ui(t), xj(t))dt,
where l(·) is the pairwise running cost, and u−i denotes the controls of all other agents.
The dynamics of a generic agentAi in the infinite population limit of this system is then
described by the controlled McKean-Vlasov (MV) equation
(3.3) dxi = f [xi, ui, µt]dt+ σdwi, 0 ≤ t ≤ T,
where µt is the distribution of xi(t), f [x, u, µt] :=
∫
Rn
f(x, u, y)µt(dy) and where the
initial distribution µx0 of xi(0) is specified. Setting l[x, u, µt] =
∫
Rn
l(x, u, y)µt(dy), the
corresponding infinite population cost forAi takes the form
(3.4) Ji(ui;µ(·)) := E
∫ T
0
l[xi(t), ui(t), µt]dt.
The key feature of the generalized graphonMFG construction beyond the standardMFG
scheme is that at any agent in a network the averaged dynamics (3.1) and cost function (3.2)
decompose into averages of neighbouring subpopulations distributed on the network edges
incident upon that agent’s node plus an average term for the local cluster. In the limit,
the summed subpopulation averages are given by an integral over the local mean field
measures of the neighbouring agents. For notational simplicity, we present the graphon
MFG framework with scalar individual states and controls, i.e., n = nu = nw = 1. Its
extension to the vector case is evident.
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Now we consider a finite population distributed over the finite graph Gk. Let xGk =⊕Mk
l=1{xi|i ∈ Cl} denote the states of all agents in the total set of clusters of the population.
This gives a total of N =
∑Mk
l=1 |Cl| individual states.
For Ai in the cluster C(i), two coupling terms in the dynamics take the form
f0(xi, ui, C(i)) =
1
|C(i)|
∑
j∈C(i)
f0(xi, ui, xj),
fGk(xi, ui, g
k
C(i)) =
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
f(xi, ui, xj).(3.5)
They model intra- and inter-cluster couplings, respectively. The specification of fGk relies
on the sectional information gkC(i)•. Concerning the coupling structure in (3.5) we observe
that with respect to Ai, all individuals residing in cluster Cl are symmetric and their state
average generates the overall impact of that cluster onAi mediated by the graphon weight-
ing gkC(i)•. The two coupling terms are combined additively resulting in the local dynamics
f˜Gk(xi, ui, g
k
C(i)) = f0(xi, ui, C(i)) + fGk(xi, ui, g
k
C(i)).
Note that Ai interacts with the overall population through a function of the complete sys-
tem state xGk and the cluster sizes. These details shall be suppressed in this paper and we
only indicate the graph Gk and the section g
k
C(i). The state process of Ai is then given by
the stochastic differential equation
dxi(t) = f˜Gk(xi, ui, g
k
C(i))dt+ σdwi, 1 ≤ i ≤ N,
where σ > 0 and the initial states {xi(0), 1 ≤ i ≤ N} are i.i.d. with distribution µ
x
0 ∈
P1(R), the set of probability measures on R with finite mean.
The limit of the two dynamic coupling terms of an agent at a node α, as the number of
nodes of the graphGk and the subpopulation at each node tends to infinity, is described by
the following expressions:
f0[xα, uα, µα] :=
∫
Rn
f0(xα, uα, z)µα(dz),(3.6)
f [xα, uα, µG; gα] :=
∫ 1
0
∫
Rn
f(xα, uα, z)g(α, β)µβ(dz)dβ,(3.7)
which give the complete local graphon dynamics via
(3.8) f˜ [xα, uα, µG; gα] := f0[xα, uα, µα] + f [xα, uα, µG; gα].
We call µβ the local mean field at node β, which is interpreted as the limit of the empirical
distributions of agents at node β. And µG = {µβ, 0 ≤ β ≤ 1} is the set of local mean
fields. Due to the integration with respect to β, the dependence of f˜ on the graphon limit g
is through the section gα. Since µG contains µα, we do not list µα as an argument of f˜ .
Parallel to the standard MFG case, in the graphon case the stochastic differential equa-
tion
(3.9)
[MV-SDE](α) dxα(t) = f˜ [xα(t), uα(t), µG(t); gα]dt+ σdw
α
t ,
0 ≤ t ≤ T, α ∈ [0, 1],
generalizes the standard controlled MV equation (3.3). We note that in a parallel devel-
opment of graphon based stochastic dynamical populations [1] the system disturbance in-
tensity σ is also a function of graphon weighted state functions at other clusters. For
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simplicity, we consider a constant σ and our analysis may be generalized to the case of a
state and mean field dependent diffusion term. Similarly, for simplicity our dynamics and
cost doe not include a separate parametrization by α.
Analogously, in the GMFG case, we define the cost coupling terms forAi to be
l0(xi, ui, C(i)) =
1
|C(i)|
∑
j∈C(i)
l0(xi, ui, xj),
lGk(xi, ui, g
k
C(i)) =
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
l(xi, ui, xj).
Define l˜Gk(xi, ui, g
k
C(i)) = l0(xi, ui, C(i)) + lGk(xi, ui, g
k
C(i)). The cost of Ai in a finite
population on a finite graphGk is given in the form
Ji = E
∫ T
0
l˜Gk(xi, ui, g
k
C(i))dt.(3.10)
Denote
l0[xα, uα, µα] =
∫
Rn
l0(xα, uα, z)µα(dz),
l[xα, uα, µG; gα] =
∫ 1
0
∫
Rn
l(xα, uα, z)g(α, β)µβ(dz)dβ,
l˜[xα, uα, µG; gα] = l0[xα, uα, µα] + l[xα, uα, µG; gα].
Then in the infinite population graphon case, the individual agent α has the cost function
given by
Jα(uα;µG(·)) = E
∫ T
0
l˜[xα(t), uα(t), µG(t); gα]dt.(3.11)
3.2. The Graphon MFG Model and Its Equations. In this section the standard MFG
equations (see e.g. [5, 8]) will be generalized so that they subsume the standard (implicitly
uniform totally connected) dense network case and cover the fully general graphon limit
network case. Specifically, agent Ai in a population of N agents will be located at the lth
node in an Mk node network (identified with its graphon) and in the infinite population
graphon limit that node will be taken to map to α ∈ [0, 1]. It is important to note here
that although the limit network is assumed dense it is not assumed to be uniformly totally
connected; indeed, the connection structure of the infinite network is represented precisely
by its graphon g = {g(α, β), 0 ≤ α, β ≤ 1}.
The generalized Graphon MFG scheme below on [0, T ] is given by the linked equations
for (i) the value function V α for a generic agent’s stochastic control problemwhen all other
agents’ control laws are fixed and generating the given local mean field µα and the graphon
local mean field µβ , (ii) the FPK equation for the MV-SDE for the local mean field of the
generic agent, and (iii) the specification of the best response (BR) feedback law.
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Suppressing the time index on the measures for simplicity of notation, we have the
Graphon Mean Field Game (GMFG) equations:
[HJB](α) −
∂V α(t, x)
∂t
= inf
u∈U
{
f˜ [x, u, µG; gα]
∂V α(t, x)
∂x
+ l˜[x, u, µG; gα]
}
+
σ2
2
∂2V α(t, x)
∂x2
,(3.12)
V α(T, x) = 0, (t, x) ∈ [0, T ]× R, α ∈ [0, 1],
[FPK](α)
∂pα(t, x)
∂t
=−
∂{f˜ [x, u0, µG; gα]pα(t, x)}
∂x
+
σ2
2
∂2pα(t, x)
∂x2
,(3.13)
[BR](α) u0 := ϕ(t, x|µG; gα).
Here pα(t, x) with initial condition pα(0) is used to formally denote the density of the
measure µα(t), which is assumed to exist. The FPK equation may be replaced by the
following closed-loop MV-SDE:
[MV](α) dxα(t) = f˜ [xα(t), ϕ(t, xα(t)|µG; gα), µG(t); gα]dt+ σdw
α
t ,(3.14)
where xα(0) has distribution µ
x
0 . Our subsequent analysis will directly treat the pair
(V α(t, x), µα(t)), where µα(t) is specified as the law of xα(t) in (3.14).
When a solution exists for the GMFG equations, the resulting BR feedback controls
depend upon the set of graphon mean fields µG and an agent’s individual state. This is a
natural generalization of the standard case. The standard MFG case is simply obtained by
setting g(α, β) ≡ 0, 0 ≤ α, β ≤ 1, which totally disconnects the network and results in
f˜ [x, u, µG; gα] = f0[x, u, µ], and l˜[x, u, µG; gα] = l0[x, u, µ] [5, 8].
A collection of measures on some measurable space which are indexed by the vertex set
[0, 1] is called a measure ensemble. Thus, for each fixed t, µG(t) is a measure ensemble.
On P1(R) we endow the Wasserstein metric W1: for any µ, ν ∈ P1(R), W1(µ, ν) =
inf γ̂
∫
|x− y|γ̂(dx, dy), where γ̂ is a probability measure on R2 with marginals µ, ν.
Let C([0, 1],P1(R)) be the set of measure ensembles νG = (νβ)β∈[0,1] satisfying νβ ∈
P1(R), and limβ′→βW1(νβ′ , νβ) = 0 for any β ∈ [0, 1].
In order to analyze the solvability of the GMFG equations, we need to restrict µG(·) to
a certain class. We say {µG(t), 0 ≤ t ≤ T } is from the admissible setM[0,T ] if:
(C1) For each fixed t, µG(t) is in C([0, 1],P1(R)).
(C2) There exists η ∈ (0, 1] such that for any bounded and Lipschitz continuous func-
tion φ on R,
sup
β∈[0,1]
|
∫
R
φ(y)µβ(t1, dy)−
∫
R
φ(y)µβ(t2, dy)| ≤ Ch|t1 − t2|
η,
where Ch may be selected to depend only on the Lipschitz constant Lip(φ) for φ.
Condition (C1) ensures that integration with respect to dβ in (3.7) is well defined. Con-
dition (C2) ensures that the drift term in the HJB equation (3.12) has a certain time conti-
nuity, which facilitates the subsequent existence analysis of the best response.
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3.3. Existence Analysis. We introduce the following assumptions:
(H1) U is a compact set.
(H2) f0(x, u, y), f(x, u, y), l0(x, u, y) and l(x, u, y) are continuous and bounded func-
tions on R× U × R and are Lipschitz continuous in (x, y) uniformly with respect to u.
(H3) f0(x, u, y) and f(x, u, y) are Lipschitz continuous in u, uniformly with respect to
(x, y).
(H4) For any q ∈ R, α ∈ [0, 1] and probabilitymeasure ensemble νG ∈ C([0, 1],P1(R)),
the set
SνGα (x, q) = argmin
u∈U
{q(f˜ [x, u, νG; gα]) + l˜[x, u, νG; gα]}(3.15)
is a singleton, and for any given compact interval I = [q, q¯], the resulting u as a function
of (x, q) ∈ R × I is Lipschitz continuous in (x, q), uniformly with respect to νG and gα,
0 ≤ α ≤ 1.
The next two assumptions will be used to ensure that the best responses have continuous
dependence on α. In particular, (H5) is a continuity assumption on the graphon function
g(α, β). Under (H5), f˜ and l˜ have continuity in α.
(H5) For any bounded and measurable function h(β), the function
∫ 1
0 g(α, β)h(β)dβ is
continuous in α ∈ [0, 1].
(H6) For given νG ∈ C([0, 1],P1(R)), S
νG
α (x, q) is continuous in (α, x, q).
Although the GMFG equation system only involves {µG(t), 0 ≤ t ≤ T }, which may be
viewed as a collection of marginals at different vertices, it is necessary to develop the exis-
tence analysis in the underlying probability spaces (see related discussions in [25, p.240]).
We begin by introducing some analytic preliminaries. For the spaceCT = C([0, T ],R),
we specify a σ-algebraFT induced by all cylindrical sets of the form {x(·) ∈ CT : x(ti) ∈
Bi, 1 ≤ i ≤ j for some j}, where Bi is a Borel set. Let MT denote the space of all
probability measures on (CT ,FT ). The canonical processX is defined byXt(ω) = ωt for
ω ∈ CT . On CT , we introduce the metric ρ(x, y) = supt |x(t) − y(t)| ∧ 1. Then (CT , ρ)
is a complete metric space. Based on ρ, we introduce the Wasserstein metric on MT . For
m1,m2 ∈MT , denote
DT (m1,m2) = inf
m̂
∫
CT×CT
(sup
s≤T
|Xs(ω1)−Xs(ω2)| ∧ 1)dm̂(ω1, ω2),
where m̂ is called a coupling as a probability measure on (CT ,FT ) × (CT ,FT ) with the
pair of marginals m1 and m2, respectively. Then (MT , DT ) is a complete metric space
[40].
We introduce the product of probability measure spaces
∏
α∈[0,1](CT ,FT ,mα), where
each individual space is interpreted as the path space of the agent at vertex α with a corre-
sponding probability measure mα. Denote the product of spaces of probability measures
M
G
T =
∏
α∈[0,1]MT . An element in M
G
T is a measure ensemble. GivenmG ∈ M
G
T , the
projection operator Projα picks out its component mα associated with α ∈ [0, 1]. Let
M
G0
T consist of all (mα)α∈[0,1] ∈M
G
T such that for any α ∈ [0, 1],DT (mα′ ,mα)→ 0 as
α′ → α.
For two measure ensemblesmG := (mα)α∈[0,1] and m¯G := (m¯α)α∈[0,1] inM
G
T , define
d(mG, m¯G) = supα∈[0,1]DT (mα, m¯α).
Lemma 3.1. (MGT , d) is a complete metric space.
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Proof. If {mkG, k ≥ 1} is a Cauchy sequence in M
G
T , then for each given α, the sequence
{Projα(m
k
G), k ≥ 1} (of probability measures) is a Cauchy sequence in the complete
metric space MT and so it contains a limit. This in turn determines a limit in M
G
T . 
Given the probability measure mα ∈ MT , we determine the t-marginal µα(t) by
µα(t, B) = mα({x(·) ∈ CT : x(t) ∈ B}) for any Borel set B ⊂ R, and denote the
mapping fromMT to P(R) (the set of probability measures on R):
µα(t) = Margt(mα).(3.16)
Consider the measure ensemble mG = (mα)α∈[0,1] ∈ M
G
T with µα(t) given by (3.16).
Define the time t marginals by the following mapping
Margt(mG) = (µα(t))α∈[0,1],(3.17)
where the right hand side is simply written as µG(t). For a given t, µG(t) may be inter-
preted as a measure valued function defined on the vertex set [0, 1]. Further denote the
mappingMarg(mG) = (µG(t))t∈[0,T ] = µG(·).
Take a fixed
µG(·) ∈M[0,T ](3.18)
with its associated Ho¨lder parameter η in (C2), and denote
f˜∗α(t, x, u) = f˜ [x, u, µG(t); gα], l˜
∗
α(t, x, u) = l˜[x, u, µG(t); gα].
Lemma 3.2. Assume (H1)–(H2). For hα = f˜
∗
α(t, x, u) or l˜
∗
α(t, x, u), there exist constants
C and CµG which depends on µG(·) such that
sup
t,u,α
|hα(t, x, u)− hα(t, y, u)| ≤ C|x − y|,
sup
x,u,α
|hα(t, x, u)− hα(s, x, u)| ≤ CµG |t− s|
η,
where the supremum is taken over t ∈ [0, T ], x ∈ R, u ∈ U and α ∈ [0, 1].
Proof. The Lipschitz continuity of f˜∗α with respect to x follows from (H2) and (3.6)–(3.7).
For t1, t2 ∈ [0, T ], we estimate |f˜ [x, u, µG(t1); gα] − f˜ [x, u, µG(t2); gα]| by using the
Lipschitz condition of f0, f and condition (C2) for M[0,T ]. This establishes the Ho¨lder
continuity of f˜∗α in t. The other cases can be similarly checked. 
In order to analyze the best response of the α-agent, we introduce the HJB equation
−V αt (t, x) = inf
u∈U
{f˜∗α(t, x, u)V
α
x (t, x) + l˜
∗
α(t, x, u)}+
σ2
2
V αxx(t, x),(3.19)
where V α(T, 0) = 0. It differs from (3.12) by allowing a general µG(·) ∈ M[0,T ].
For studying (3.19), we introduce some standard definitions. DenoteQT = (0, T )×R,
and QT = [0, T ] × R. Let C
1,2(QT ) (resp., C
1,2(QT )) denote the set of functions with
continuous derivatives vt, vx, vxx on QT (resp., QT ). Let C
1,2
b (QT ) be the set of bounded
functions in C1,2(QT ), and let the open (or closed) set Qb be a bounded subset of QT .
W 1,2λ (Qb), 1 ≤ λ <∞, shall denote the Sobolev space consisting of functions v such that
each v and its generalize derivatives vt, vx, vxx are in L
λ(Qb); denote the norm
‖v‖
(2)
λ,Qb
= ‖v‖λ,Qb + ‖vt‖λ,Qb + ‖vx‖λ,Qb + ‖vxx‖λ,Qb ,(3.20)
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where ‖v‖λ,Qb = (
∫
Qb
|v(t, x)|λdtdx)1/λ. Denote |v|Qb = sup(t,x)∈Qb |v(t, x)|. Now for
Qb = (T1, T2) × I, where I is a bounded open subset of R, and β ∈ (0, 1), denote the
Ho¨lder norms
|v|βQb = |v|Qb + sup
t∈(T1,T2),x,y∈I
|v(t, x) − v(t, y)| · |x− y|−β
+ sup
s,t∈(T1,T2),x∈I
|v(s, x)− v(t, x)| · |s− t|−β/2,
|v|1+βQb = |v|
β
Qb
+ |vx|
β
Qb
,
|v|2+βQb = |v|
1+β
Qb
+ |vt|
β
Qb
+ |vxx|
β
Qb
.
Lemma 3.3. Under (H1)–(H4), the following holds:
(i) Equation (3.19) has a unique solution V α in C1,2b (QT ) and supQT |V
α
xx| ≤ C.
(ii) The best response
uα = φα(t, x|µG(·)), α ∈ [0, 1](3.21)
as the optimal control law solved from (3.19) is bounded and Borel measurable on [0, T ]×
R, and Lipschitz continuous in x, uniformly with respect to α for the given µG(·).
Proof. (i) Denote
Hα(t, x, q) = min
u∈U
{qf˜∗α(t, x, u) + l˜
∗
α(t, x, u)}.
Then (3.19) may be rewritten as
−V αt (t, x) = Hα(t, x, V
α
x ) +
σ2
2
V αxx, V
α(T, x) = 0.(3.22)
As in the proof of [25, Theorem 5], we use Ho¨lder and Lipschitz continuity (with respect
to t and x, respectively) of f˜∗α and l˜
∗
α in Lemma 3.2, and follow the method in the proof of
Theorem IV.6.2 of [13, p. 210] to show that (3.19) has a unique solution V α ∈ C1,2b (QT ),
where uniqueness follows from a verification theorem using the closed-loop state process.
We continue with the proof that V αxx is bounded on QT . Take any x0 ∈ R. Denote
Br(x0) = (x0 − r, x0 + r) for r > 0, and Q
x0,r
T = (0, T ) × Br(x0). We use two steps
involving local estimates. Each step gets refined information about V α in a region based
on available bound information in a larger region. It suffices to obtain a bound of V αxx on
Qx0,1T as long as this bound does not change with x0.
Step 1. First, there exists a constant C1 such that
sup
t,x,α
|V α| ≤ C1, sup
t,x,α
|V αx | ≤ C1.(3.23)
The first inequality is obtained using (H1)–(H2) and the fact that V α is the value function of
the associated optimal control problem. The second inequality is proved by the difference
estimate of |V α(t, x) − V α(t, y)| as in [13, p. 209].
By (H1), (H2) and (3.23), we have
sup
α
sup
(t,x)∈QT
|Hα(t, x, V
α
x (t, x))| ≤ C2.
We use a typical method for analyzing semilinear parabolic equations. Once V α is
known to be a solution of (3.22), we view V α as the solution of a linear equation with the
free term Hα(t, x, V
α
x ). For further estimates, we need λ > n + 2 when using the norm
(3.20). Fix λ = n+ 3 = 4. We find a bound
‖V α‖
(2)
λ,Q
x0,2
T
≤ C3,
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where C3 depends on (C2, T, σ), and the bound of (f, f0, l, l0) but not on x0, α; see [13,
p. 207] and also [29, p. 342] for local estimates of the Sobolev norm of solutions defined
on unbounded domain using a cut-off function. Take β = 1 − n+2λ =
1
4 . Subsequently,
since λ > n+ 2, we have the Ho¨lder estimate
|V α|1+β
Q
x0,2
T
≤ C4‖V
α‖(2)
λ,Q
x0,2
T
≤ C3C4,(3.24)
where C4 is determined by λ = 4 without depending on x0, α; see [13, p. 207], [29, p.
343].
Step 2. On [0, T ] × R × [−C1, C1], we can show Hα(t, x, q) is Ho¨lder continu-
ous in t and Lipschitz continuous in (x, q). Denote β1 = min{η, β}. Next we view
Hα(t, x, V
α
x (t, x)) as a function of (t, x). Then by use of (3.24) we further obtain
sup
α
sup
x0
|Hα(t, x, V
α
x )|
β1
Q
x0,2
T
≤ C5.(3.25)
Subsequently, by the method in [13, p. 207-208] with its cut-off function technique and
[29, p. 351-352], we use (3.25) and local Ho¨lder estimates of (3.22) to obtain
|V α|2+β1
Q
x0,1
T
≤ C6,(3.26)
where C6 depends on C5 but not on x0, α. Since x0 is arbitrary, it follows that
sup
α
sup
QT
|V αxx| ≤ C6.(3.27)
(ii) By (H4), the optimal control law (3.21) as a function of (t, x) is well defined and
is bounded on [0, T ] × R by compactness of U . It is Borel measurable on QT ; see [13,
p.168]. Since SνGα (x, q) is Lipschitz continuous in (x, q) ∈ R × [−C1, C1] and V
α
x (t, x)
is Lipschitz continuous in x ∈ R by (3.27), uniformly with respect to α in each case, φα is
uniformly Lipschitz continuous in x. 
Denote
Ψα(t, x) = (V α(t, x), V αt (t, x), V
α
x (t, x), V
α
xx(t, x)), (t, x) ∈ QT .
We prove the following continuity lemma for the solution of (3.19). For QT , define the
compact subsets Bj = {(t, x)|0 ≤ t ≤ T, |x| ≤ j}, j ∈ N.
Lemma 3.4. Assume (H1)–(H5) hold and let µG(·) in (3.18) be fixed. Then the following
holds:
(i) For each compact set Bj , limα′→α |Ψ
α′ − Ψα|Bj = 0.
(ii) limα′→α V
α′
x (t, x) = V
α
x (t, x), ∀(t, x).
Proof. It suffices to show (i) as (ii) follows immediately from (i).
Step 1. By (3.26) and the fact that the constant C6 can be selected without depending
on α, there exists a constantC such that supα |V
α|2+β1Bj ≤ C, which implies that {Ψ
α, α ∈
[0, 1]} is uniformly bounded and equicontinuous on Bj . For any sequence {αk, k ≥ 0}
converging to α, by Ascoli–Arzela’s lemma, for j = 1, there exists a subsequence denoted
by {α¯k, k ≥ 1} such that Ψ
α¯k converges uniformly on B1. By a diagonal argument, we
may further extract a subsequence of {α¯k, k ≥ 0}, denoted by {αˆk, k ≥ 1}, such that
Ψ αˆk converges uniformly on each set Bj , j ≥ 1. Hence there exists a function V
∗ with
continuous derivatives V ∗t , V
∗
x , V
∗
xx on QT such that
lim
k→∞
Ψ αˆk(t, x) = Ψ∗(t, x), ∀(t, x) ∈ QT ,(3.28)
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where Ψ∗ = (V ∗, V ∗t , V
∗
x , V
∗
xx). Since
−V αˆkt (t, x) = Hαk(t, x, V
αˆk
x ) +
σ2
2
V αˆkxx , V
αk(T, x) = 0,
it follows from (3.28) that
−V ∗t (t, x) = Hα(t, x, V
∗
x ) +
σ2
2
V ∗xx, V
∗(T, x) = 0.
We have used the fact that Hα(t, x, q) is continuous in α due to (H5) and condition (C1)
ofM[0,T ]. It is clear that V
∗ = V α by uniqueness of the solution of (3.22). So Ψ∗ = Ψα.
Now it follows that
lim
k→∞
|Ψ αˆk − Ψα|Bj = 0, ∀j.(3.29)
Step 2. Suppose (i) does not hold so that for some jˆ we have |Ψα
′
− Ψα|B
jˆ
does not
converge to 0 as α′ → α, which implies that there exist some ǫ0 > 0 and a sequence {α
0
k}
converging to α such that for each k,
|Ψα
0
k − Ψα|B
jˆ
≥ ǫ0.(3.30)
Step 3. Recall that {αk} in Step 1 is arbitrary as long as it converges to α. Now we just
take {αk} in Step 1 as {α
0
k}. By Step 1, there exists a subsequence of {α
0
k}, denoted by
{αˆ0k}, such that limk→∞ |Ψ
αˆ0k−Ψα|B
jˆ
= 0, which contradicts (3.30). Hence (i) holds. 
Lemma 3.5. Assume (H1)–(H6). For given µG(t) ∈M[0,T , the best response φα(t, x|µG(·))
in (3.21) continuously depends on α. Specifically, for any α ∈ [0, 1],
lim
α′→α
φα′(t, x|µG(·)) = φα(t, x|µG(·)), ∀t, x.(3.31)
Proof. The best response can be written as
φα(t, x|µG(·)) = S
µG(t)
α (x, V
α
x (t, x)),
φα′(t, x|µG(·)) = S
µG(t)
α′ (x, V
α′
x (t, x)).
It follows that
|SµG(t)α (x, V
α
x (t, x))− S
µG(t)
α′ (x, V
α′
x (t, x))|
≤|SµG(t)α (x, V
α
x (t, x))− S
µG(t)
α (x, V
α′
x (t, x))|
+ |SµG(t)α (x, V
α′
x (t, x))− S
µG(t)
α′ (x, V
α′
x (t, x))|.
Given µG(·) we have prior upper bound supα,t,x |V
α
x (t, x)| ≤ C. It suffices to show that
(3.31) holds for any given C0 > 0 and t ∈ [0, T ], |x| ≤ C0. By (H6), for the given
µG(t), S
µG(t)
α (x, q) is uniformly continuous in α ∈ [0, 1], |x| ≤ C0, q ∈ [−C,C]. For any
ǫ > 0, there exists δ > 0 such that |α − α′| < δ implies sup|x|≤C0,|q|≤C |S
µG(t)
α (x, q) −
S
µG(t)
α′ (x, q)| ≤ ǫ/2, and moreover,
sup
|x|≤C0
|SµG(t)α (x, V
α
x (t, x)) − S
µG(t)
α (x, V
α′
x (t, x))| ≤
ǫ
2
in view of Lemma 3.4 (i). Therefore (3.31) holds. 
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We proceed to show the existence of a solution to the GMFG equations (3.12) and (3.14)
in terms of {(V α, µα(·))|α ∈ [0, 1]}. For µG ∈M[0,T ] , denote the mapping
(φα)α∈[0,1] := Γ (µG(·)),
where the left hand side is given by (3.21) as the set of best responses with respect to
µG(·). Next, we combine (φα)α∈[0,1] with µG(·) to determine the distribution mα of the
closed-loop state process
dxα(t) = f˜ [xα(t), φα(t, xα(t)|µG(·)), µG(t); gα]dt+ σdw
α
t ,
where xα(0) has distribution µ
x
0 . The choice of the Brownian motion for xα is immaterial.
Formα above, denote the mapping fromM[0,T ] toM
G
T :
(mα)α∈[0,1] = Γ̂ (µG(·)).
Define the set
M
G1
T := Γ̂ (M[0,T ]) ⊂M
G
T .
Now the existence analysis may be formulated as a fixed point problem
mG = Γ̂ ◦Marg(mG),(3.32)
wheremG ∈M
G1
T . Note thatMarg(mG) = {(Margt(mα))α∈[0,1], 0 ≤ t ≤ T }.
Remark 3.6. The fixed point problem requires mG to be from the subset M
G1
T of M
G
T .
If it is simply to look for mG ∈ M
G
T , the resulting µG(·) = Marg(mG) lacks necessary
properties such as Ho¨lder continuity in (C2), and will cause difficulty establishing Lemma
3.3 for the HJB equation.
Lemma 3.7. Under (H1)–(H6), the following assertions hold:
(i)MG1T ⊂M
G0
T .
(ii) For anymG ∈M
G1
T , µG(·) = Marg(mG) ∈ M[0,T ].
(iii) The best response φα(t, x|µG(·)) with µG(·) given in (ii) is Lipschitz in x, uniformly
with respect to α ∈ [0, 1],mG ∈M
G1
T .
Proof. (i) and (ii) FormG ∈ M
G1
T , there exists µ
′
G ∈ M[0,T ] such that mG = Γ̂ (µ
′
G(·)).
To estimate DT (mα,mα¯) andW1(µα(t), µα¯(t)), let xα and xα¯ be state processes gener-
ated by (3.9) with µ′G, the same initial state and Brownian motion under the control laws
φα(t, x|µ
′
G(·)) andφα¯(t, x|µ
′
G(·)), respectively. ThenDT (mα,mα¯) ≤ E supt≤T |xα(t)−
xα¯(t)| andW1(µα(t), µα¯(t)) ≤ E|xα(t)− xα¯(t)|. Fixing α¯, we have
|xα(t)− xα¯(t)| ≤
∫ t
0
|f˜ [xα(s), φα(s, xα(s)|µ
′
G(·)), µ
′
G(s); gα](3.33)
− f˜ [xα¯(s), φα¯(s, xα¯(s)|µ
′
G(·)), µ
′
G(t); gα¯]|ds.
Denote
δ1 = |f0[xα¯(s), φα¯(s, xα¯(s)|µ
′
G(·)), µ
′
α(s)]− f0[xα¯(s), φα¯(s, xα¯(s)|µ
′
G(·)), µ
′
α¯(s)]|,
δ2 = |f [xα¯(s), φα¯(s, xα¯(s)|µ
′
G(·)), µ
′
G(s); gα]− f [xα¯(s), φα¯(s, xα¯(s)|µ
′
G(·)), µ
′
G(s); gα¯]|.
Then by (3.33) and the Lipschitz continuity in x of φα in Lemma 3.3 (ii), we obtain
|xα(t)− xα¯(t)| ≤ C1
∫ t
0
|xα(s)− xα¯(s)|ds(3.34)
+ C2
∫ t
0
{|φα(s, xα¯(s)|µ
′
G(·))− φα¯(s, xα¯(s)|µ
′
G(·))| + δ1(s) + δ2(s)}ds,
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whereC2 only depends on the Lipschitz constants of f0, f ; and C1 does not change with α
for the fixed µ′G. SinceW1(µ
′
α(s), µ
′
α¯(s))→ 0 as α→ α¯, by (H2)Eδ1(s)→ 0 as α→ α¯.
By (H5), we have Eδ2(s)→ 0 as α→ α¯. Then using Lemma 3.5 and boundedness of the
integrand below, we obtain
lim
α→α¯
E
∫ T
0
{|φα(s, xα¯(s)|µ
′
G(·)) − φα¯(s, xα¯(s)|µ
′
G(·))|+ δ1(s) + δ2(s)}ds = 0.
By Gronwall’s lemma and (3.34), it follows that
lim
α→α¯
E sup
0≤t≤T
|xα(t)− xα¯(t)| = 0.(3.35)
Subsequently, as α → α¯, we obtain DT (mα,mα¯) → 0, which implies (i); in addition,
W1(µα(t), µα¯(t)) → 0, which verifies condition (C1) ofM[0,T ] for µG. Since each mα
is the distribution of xα, for µG(·) we take the Ho¨lder parameter η = 1/2 and a constant
Ch independent of µ
′
G for (C2). So (ii) holds.
(iii) Due to the choice of η and Ch for µG(·) in (ii), we may select a fixed constant C5
in (3.25), which does not change with (α, µG(·)). Subsequently the upper bound C6 for
V αxx does not change with α ∈ [0, 1], µG(·) ∈ Marg(Γ̂ (M[0,T ])). This ensures a uniform
bound for the Lipschitz constant for x in φα. 
We introduce the sensitivity condition.
(H7) FormG, m¯G ∈M
G1
T = Γ̂ (M[0,T ]), there exists a constant c1 such that
sup
t,x,α
|φα(t, x|µG(·)) − φ¯α(t, x|µ¯G(·))| ≤ c1d(mG, m¯G),(3.36)
where the set of control laws {φα(t, x|µG(·)), α ∈ [0, 1]} (resp., {φ¯α(t, x|µ¯G(·)), α ∈
[0, 1]}) is determined by use of µG = Marg(mG) (resp., µ¯G = Marg(mG)) in the optimal
control problem specified by (3.9) and (3.11) with the graphon section gα.
Assumption (H7) is a generalization from the finite class model in [25] where an illus-
tration via a linear model is presented. Related sensitivity conditions are studied in [28].
Let (φα)α∈[0,1] in (3.21) be applied by all agents, where µG(·) ∈ M[0,T ]. We consider
the following generalized McKean-Vlasov equation
dxα(t) = f˜ [xα(t), φα(t, xα(t)|µG), νG(t); gα]dt+ σdw
α
t ,(3.37)
where xα(0) is given with distribution µ
x
0 . For this equation, νG is part of the solution.
If νG is determined, we have a unique solution xα on [0, T ] which further determines its
law as the measure mα on (CT ,FT ). Note that mα does not depend on the choice of the
standard Brownian motion wα. We look for νG ∈ M[0,T ] to satisfy the condition:
Margt(mα) = να(t), ∀α ∈ [0, 1], t ∈ [0, T ],(3.38)
i.e., να(t) is the law of xα(t) for all α, t (and we say (xα)0≤α≤1 is consistent with νG).
Lemma 3.8. Assume (H1)–(H6). For the best response control law φα(t, xα|µG(·)) in
(3.21), where µG(·) ∈M[0,T ], there exists a unique νG(·) for (3.37) satisfying (3.38).
Proof. In order to solve (xα, νG) in (3.37), we specify the law of the process xα instead
of just its marginal να(t). This extends the fixed point idea for treating standard McKean-
Vlasov equations [40].
For (mα)α∈[0,1] ∈ M
G0
T , we determine ν
1
G according to ν
1
α(t) = Margt(mα), which
is used in (3.37) by taking νG = ν
1
G to solve xα on [0, T ]. Letm
new
α denote the law of xα.
It in general does not satisfy Margt(m
new
α ) = να(t) for all t. Denote the mapping
(mnewα )α∈[0,1] = ΦMG0
T
((mα)α∈[0,1]).
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By (H5) and Lemma 3.5,ΦMG0
T
is a mapping fromMG0T to itself. Similarly, from (m¯α)α∈[0,1] ∈
M
G0
T we determine ν¯
1
G for (3.37) and solve x¯α with its law m¯
new
α . Denote
(m¯newα )α∈[0,1] = ΦMG0
T
((m¯α)α∈[0,1]).
If h(x, y) a bounded Lipschitz continuous function with |h(x, y) − h(x¯, y¯)| ≤ C1|x −
x¯|+ C2(|y − y¯| ∧ 1), we have
|
∫
h(x, y)g(α, β)ν1β(t, dy)dβ −
∫
h(x¯, y¯)g(α, β)ν2β(t, dy¯)dβ|
≤C1|x− x¯|+ sup
β
|
∫
h(x¯, y)ν1β(t, dy)−
∫
h(x¯, y¯)ν2β(t, dy¯)|
=C1|x− x¯|+ sup
β
|
∫
CT
h(x¯, Xt(ω))dmβ(ω)−
∫
CT
h(x¯, Xt(ω¯))dm¯β(ω¯)|
≤C1|x− x¯|+ C2 sup
β
∫
CT×CT
(|Xt(ω)−Xt(ω¯)| ∧ 1)dm̂β(ω, ω¯),
where X is the canonical process, ω, ω¯ ∈ CT , and m̂β is any coupling of mβ and m¯β .
Hence
|
∫
h(x, y)g(α, β)ν1β(t, dy)dβ −
∫
h(x¯, y¯)g(α, β)ν2β(t, dy¯)dβ|
≤ C1|x− x¯|+ C2 sup
β
Dt(mβ , m¯β).(3.39)
By (H2), (H3), the uniform Lipschitz continuity of φα in x by Lemma 3.3 (ii), and
(3.39), we obtain
|f˜ [xα, φα(t, xα|µG), ν
1
G(t); gα]− f˜ [x¯α, φα(t, x¯α|µG), ν
2
G(t); gα]|
≤C1(|xα − x¯α| ∧ 1) + C2 sup
β
Dt(mβ , m¯β).
Hence by (3.37),
sup
s≤t
|xα(s)− x¯α(s)| ≤ C1
∫ t
0
|xα(s)− x¯α(s)| ∧ 1ds
+ C3
∫ t
0
sup
β
|Ds(mβ , m¯β)|ds.
Therefore, by Gronwall’s lemma,
sup
s≤t
|xα(s)− x¯α(s)| ∧ 1 ≤ C4
∫ t
0
sup
β
|Ds(mβ , m¯β)|ds,
which combined with the definition of the Wasserstein metricDt(·, ·) implies that
sup
β
|Dt(m
new
β , m¯
new
β )| ≤ C4
∫ t
0
sup
β
|Ds(mβ , m¯β)|ds.(3.40)
By iterating (3.40) as in [40, p. 174], we can show that for a sufficiently large k0, Φ
k0
MG0
T
is a contraction. We can further show that {Φk
MG0
T
(mG), k ≥ 1} is a Cauchy sequence,
and we obtain a unique fixed pointm∗G for ΦMG0T . Then we obtain a solution of (3.37) by
taking να(t) = Margt(m
∗
α). If there are two different solutions with νG 6= ν
′
G, we can
derive a contradiction by using uniqueness of the fixed point of ΦMG0
T
. 
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Now we consider two sets of best response control laws (φα(t, xα|µG))α∈[0,1] and
(φ¯α(t, xα|µ¯G))α∈[0,1], where µG = Marg(mG), µ¯G = Marg(m¯G) for mG, m¯G ∈ M
G1
T
(then clearly µG, µ¯G ∈ M[0,T ]), and use Lemma 3.8 to solve (xα, νG) and (x
′
α, ν¯G) from
the generalized MV SDEs
dxα = f˜ [xα, φα(t, xα|µG), νG(t); gα]dt+ σdw
α
t ,(3.41)
dx′α = f˜ [x
′
α, φ¯α(t, x
′
α|µ¯G), ν¯G(t); gα]dt+ σdw
α
t ,(3.42)
where x′α(0) = xα(0) is given. Let m
mv
α (resp., m¯
mv
α ) denote the law of xα (resp., x
′
α).
The following lemma is a generalization of [25, Lemma 9] to the graphon network case.
Lemma 3.9. For (3.41) and (3.42) there exists a constant c2 independent of (α,mG, m¯G)
such that
DT (m
mv
α , m¯
mv
α ) ≤ c2 sup
t,x
|φα(t, x|µG(·))− φ¯α(t, x|µ¯G(·))|.
Proof. For (3.41)–(3.42), denote
∆s = f˜ [xα(s), φα(s, xα(s)|µG), νG(s); gα]− f˜ [x
′
α(s), φ¯α(s, x
′
α(s)|µ¯G), ν¯G(s); gα].
We have
xα(t)− x
′
α(t) =
∫ t
0
∆sds.(3.43)
Noting να(t) = Margt(m
mv
α ) and ν¯α(t) = Margt(m¯
mv
α ), we have
|∆s| ≤|f˜ [xα(s), φα(s, xα(s)|µG), νG(s); gα]− f˜ [x
′
α(s), φα(s, x
′
α(s)|µG), ν¯G(s); gα]|
+ |f˜ [x′α(s), φα(s, x
′
α(s)|µG), ν¯G(s); gα]− f˜ [x
′
α(s), φ¯α(s, x
′
α(s)|µ¯G), ν¯G(s); gα]|
≤C1|xα(s)− x
′
α(s)|+ C2Ds(m
mv
α , m¯
mv
α )
+ C3 sup
t,x
|φα(t, x|µG(·)) − φ¯α(t, x|µ¯G(·))|.(3.44)
The difference term on the first line is estimated by the method in (3.39). We have used the
fact that φα is uniformly Lipschitz in x by Lemma 3.7 (iii). Therefore, by (3.43)–(3.44),
|xα(t)− x
′
α(t)| ≤
∫ t
0
[C1|xα(s)− x
′
α(s)|+ C2Ds(m
mv
α , m¯
mv
α )]ds
+ C3t sup
t,x
|φα(t, x|µG(·))− φ¯α(t, x|µ¯G(·))|.
By Gronwall’s lemma, we obtain
sup
0≤s≤t
|xα(s)− x
′
α(s)| ∧ 1 ≤ e
C1tC2
∫ t
0
Ds(m
mv
α , m¯
mv
α )ds
+ eC1tC3t sup
t,x
|φα(t, x|µG(·))− φ¯α(t, x|µ¯G(·))|,
which again by the definition of the metricDt(·, ·) leads to
Dt(m
mv
α , m¯
mv
α ) ≤e
C1tC2
∫ t
0
Ds(m
mv
α , m¯
mv
α )ds(3.45)
+ eC1tC3t sup
t,x
|φα(t, x|µG(·))− φ¯α(t, x|µ¯G(·))|.
The lemma follows from applying Gronwall’s lemma to (3.45). 
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3.4. Existence Theorem. We state the main result on the existence and uniqueness of
solutions to the GMFG equation system. We introduce a contraction condition:
(H8) c1c2 < 1, where c1 is the constant in the sensitivity condition (H7) and c2 is
specified in Lemma 3.9.
Remark 3.10. By SDE estimates, one can obtain refined bound information on c2. When
the coupling effect is weak or T is small, a small value for c2 can be obtained.
Remark 3.11. For linear models, a verification of the contraction condition can be done
under reasonable model parameters, as in [25].
Theorem 3.12. Under (H1)–(H8), there exists a unique solution (V α, µα(·))α∈[0,1] to the
GMFG equations (3.12) and (3.14), which (i) gives the feedback control best response
(BR) strategy ϕ(t, xα|µG(·); gα) depending only upon the agent’s state and the graphon
local mean fields (i.e. (xα, µG)), and (ii) generates a Nash equilibrium.
Proof. Step 1 – We return to the fixed point equation (3.32), which is redisplayed below:
mG = Γ̂ ◦Marg(mG),(3.46)
where mG = (mα)α∈[0,1] ∈ M
G1
T . For mG ∈ M
G1
T , the Ho¨lder continuity in t of
the regenerated µG(·) = Marg(mG) can be checked by elementary SDE estimates by
adapting the proof of [25, Lemma 7].
Step 2 – Take a generalmG ∈M
G1
T to determineµG = Marg(mG) and φα(t, xα|µG(·)).
When m¯G ∈ M
G1
T is used, we determine µ¯G and φ¯α(t, xα|µ¯G(·)). Once the set of strate-
gies (φα)α∈[0,1] is applied to the generalized MV equation (3.37), by Lemma 3.8, we may
solve for (xα, νG(·)) such that xα has the law m
new
α = να(t). This is done in parallel for
m¯G to generate m¯
new
α . We accordingly determinem
new
G and m¯
new
G .
Step 3 – By (3.36) and Lemma 3.9, we obtain
DT (m
new
α , m¯
new
α ) ≤ c1c2d(mG, m¯G).
Since α is arbitrary, it follows that
d(mnewG , m¯
new
G ) ≤ c1c2d(mG, m¯G).
Based on the above contraction property, we construct a Cauchy sequence in the complete
metric spaceMGT by iterating withmG and establish existence of a solution to the GMFG
equation system. To show uniqueness, supposemG and m˜G are two fixed points to (3.46).
We obtain d(mG, m˜G) ≤ c1c2d(mG, m˜G), which impliesmG = m˜G.
The Nash equilibrium property follows from the best response property of φα for a
given vertex α. 
3.5. An Example on Lipschitz feedback. The main analysis in Section 3 relies on (H4)
to ensure Lipschitz feedback. We provide a concrete model to check this assumption.
Example 3.13. The dynamics and cost have
f0(x, u, y) = f0(x, y)u, f(x, u, y) = f(x, y)u,
l0(x, u, y) = l1(x, y) + l2(x, y)u
2, l(x, u, y) = l3(x, y) + l4(x, y)u
2,
where x, y ∈ R and u ∈ U = [a, b]. The functions f0, f , l1, l2, l3, l4 satisfy (H1)–(H3),
and there exists c0 > 0 such that l2, l4 ≥ c0 for all x, y.
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Given νG ∈ C([0, 1],P1(R)), we check the minimizer of
SνGα (x, q) = argmin
u∈U
{q(f0[x, να] + f [x, νG; gα])u+ (l2[x, να] + l4[x, νG; gα])u
2},
where x, q ∈ R.
Proposition 3.14. Given any compact interval I, SνGα (x, q) in Example 3.13 is a singleton
and Lipschitz in (x, q), where x ∈ R and q ∈ I, uniformly with respect to (νG, α).
Proof. Consider the function Φ(u) = u2 − 2su, where u ∈ U and s is a parameter. Its
minimum is attained at the unique point
uˆ = Θ(s) :=

a if s ≤ a,
s if a < s < b,
b if s ≥ b.
Denote the function
hα,νG(x) = −
f0[x, µα] + f [x, νG; gα]
2(l2[x, µα] + l4[x, νG; gα])
.
By elementary estimates we can show
|hα,νG(x)− hα,νG(y)| ≤ C0|x− y|,
where C0 does not depend on (νG, α). We have
SνGα (x, q) = argminu
(u2 − 2qhα,νG(x)u)
= Θ(qhα,νG(x)).
It is clear that SνGα (x, q) is a continuous function of (x, q). For (x, q) ∈ R× I,
|SνGα (q1, x1)− S
νG
α (q2, x2)|
≤ Lip(Θ)(q1hα,νG(x1)− q2hα,νG(x2))
≤ Lip(Θ)(|q1 − q2| sup
x
|hα,νG(x)| + C0|x1 − x2||q2|).
Note that there exists a fixed constant C such that |hα,νG(x)| ≤ C for all α, νG. This
proves the proposition. 
If (H1)–(H3) and (H5) hold for Example 3.13, they further imply (H4) and (H6) so that
the best response is Lipschitz continuous in x by Lemma 3.3 and Proposition 3.14.
4. PERFORMANCE ANALYSIS
In the MFG case it is shown [25, 8] that the joint strategy {uoi (t) = ϕi(t, xi(t)|µ·), 1 ≤
i ≤ N} yields an ǫ-Nash equilibrium, i.e. for all ǫ > 0, there exists N(ǫ) such that for all
N ≥ N(ǫ)
(4.1) JNi (u
◦
i , u
◦
−i)− ǫ ≤ inf
ui∈Ui
JNi (ui, u
◦
−i) ≤ J
N
i (u
◦
i , u
◦
−i).
This form of approximate Nash equilibrium is a principal result of the MFG analyses in
the sequence [25, 8, 39] and in many other studies. The importance of (4.1) is that it states
that the cost function of any agent in a finite population can be reduced by at most ǫ if it
changes unilaterally from the infinite population MFG feedback law while all other agents
remain with the infinite population based control strategies. The main result of this section
is that the same property holds for GMFG systems.
GRAPHON MEAN FIELD GAMES AND THE GMFG EQUATIONS 19
Throughout this section, let µG(·) be solved from the GMFG equations (3.12) and
(3.14).
4.1. The ǫ-Nash Equilibrium. The analysis of GMFG systems as limits of finite objects
necessarily involves the consideration of graph limits and double limits in population and
graph order. A corresponding set of assumptions is given below.
(H9)Mk →∞ andmin1≤l≤Mk |Cl| → ∞ as k →∞.
(H10) All agents have i.i.d. initial states with distribution µx0 and E|xi(0)| ≤ C0.
Remark 4.1. (H10) is a simplifying assumption to keep further notation light. It may be
generalized to α dependent initial distributions.
(H11) The sequence {Gk; 1 ≤ k <∞} and the graphon limit satisfy
lim
k→∞
max
i
Mk∑
j=1
∣∣∣ 1
Mk
gkCi,Cj −
∫
β∈Ij
gI∗
i
,βdβ
∣∣∣ = 0,
where I∗i is the midpoint of the subinterval Ii ∈ {I1 · · · IMk} of length 1/Mk.
Remark 4.2. Assumption (H11) specifies the nature of the approximation error between
gk for the finite graph and the graphon function g.
For the ǫ-Nash equilibrium analysis, we consider a sequence of games each defined on
a finite graphGk . Recall that there is a total of N =
∑Mk
l=1 |Cl| agents.
Suppose the cluster C(i) of agentAi corresponds to the subinterval I(i) ∈ {I1, · · · , IMk}.
The agentAi takes the midpoint I
∗(i) of the subinterval I(i) and use the GMFG equations
to determine its control law
uˆi = ϕ(t, xi|µG(·); gI∗(i)), 1 ≤ i ≤ N,(4.2)
which we simply write as ϕ(t, xi, gI∗(i)). Denote the resulting state process by xˆi, 1 ≤
i ≤ N . Recall that
f0(x
N
i , u
N
i , C(i)) =
1
|C(i)|
∑
j∈C(i)
f(xNi , u
N
i , x
N
j ),
fGk(x
N
i , u
N
i , g
k
C(i)) =
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
f(xNi , u
N
i , x
N
j ),
where the superscript N is added to indicate the population size. The closed-loop system
of N agents on the finite graphGk under the set of strategies (4.2) is given by
System A: dxˆNi =f0(xˆ
N
i , ϕ(t, xˆ
N
i , gI∗(i)), C(i))dt
+ fGk(xˆ
N
i , ϕ(t, xˆ
N
i , gI∗(i)), g
k
C(i))dt+ σdwi,(4.3)
where 1 ≤ i ≤ N and xˆNi (0) = x
N
i (0). Note that g
k
C(i) appears in fGk as determined by
the finite population system dynamics. We state the following main result.
Theorem 4.3. (ǫ-Nash equilibrium) Assume (H1)–(H11). When the strategies (4.2) de-
termined by the GMFG equations (3.12) and (3.14) are applied to a sequence of finite
graph systems {Gk; 1 ≤ k <∞} with limit G in cut metric, the ǫ-Nash equilibrium prop-
erty holds where ǫ → 0 as k → ∞, and where the unilateral agent Ai uses a centralized
Lipschitz feedback strategy ψ(t, xi, x−i), with x−i being the states of all other agents.
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We first explain the basic idea for demonstrating the ǫ-Nash equilibrium property. Sup-
pose all other players, except agent Ai, employ the control strategies based on the GMFG
equation system. When Ai employs a different strategy, the resulting change in its perfor-
mance can be measured using a limiting stochastic control problem where both the system
dynamics and the cost are subject to small perturbation due to the mean field approximation
of the effects of all other agents. The proof is technical and preceded by some lemmas.
4.2. Proof of Theorem 4.3. Suppose xNi is determined from a general feedback control
law uNi instead of the GMFG best response. With the exception of agent Ai with its
unilateral strategy, all other agentsAj , j 6= i, still have strategies determined by (4.2). We
introduce the system:
System B:

dxNi = f0(x
N
i , u
N
i , C(i))dt+ fGk(x
N
i , u
N
i , g
k
C(i))dt+ σdwi,
dxNj = f0(x
N
j , ϕ(t, x
N
j , gI∗(j)), C(j))dt
+fGk(x
N
j , ϕ(t, x
N
j , gI∗(j)), g
k
C(j))dt+ σdwj ,
j 6= i, 1 ≤ j ≤ N.
(4.4)
We note that xNj is affected by x
N
i due to the coupling in f0 and fGk . For this reason, x
N
j
differs from xˆNj in (4.3) although the control law of Aj , j 6= i, remains the same. The
central task is to estimate by how muchAi can reduce its cost.
To facilitate the performance estimate in System B, we introduce two auxiliary systems
below. Consider
System C: dyNi =
∫
R
f0(y
N
i , ϕ(t, y
N
i , gI∗(i)), z)myN
i
(dz)dt
+
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
∫
R
f(yNi , ϕ(t, y
N
i , gI∗(i)), z)myN
j
(dz)dt
+ σdwi
=
∫
R
f0(y
N
i , ϕ(t, y
N
i , gI∗(i)), z)myN
i
(dz)dt
+
1
Mk
Mk∑
l=1
gkC(i)Cl
∫
f(yNi , ϕ(t, y
N
i , gI∗(i)), z)m
N
l (t, dz)dt
+ σdwi,(4.5)
where 1 ≤ i ≤ N and yNi (0) = x
N
i (0), and myNj (t) denotes the law of y
N
j (t). Each
Brownian motion wi is the same as in (4.3). The second equality holds since all processes
in cluster Cl have the same distribution denoted bym
N
l (t, dz) at time t. It is clear that the
processes yN1 , · · · , y
N
N are independent, and {y
N
j , j ∈ Cl} are i.i.d. for any given l.
Next we introduce
System D: dy∞i (t) = f˜ [y
∞
i (t), ϕ(t, y
∞
i (t), gI∗(i)), µG(t); gI∗(i) ]dt+ σdwi(t),(4.6)
where 1 ≤ i ≤ N and y∞i (0) = x
N
i (0). Here wi is the same as in (4.3). The process y
∞
i is
generated by the closed-loop dynamics for an agent at the node I∗(i) associated with the
cluster C(i) using the GMFG based control law (4.2) while situated in an infinite population
represented by the mean fields µG(·). We view (4.6) as an instance of the generic equation
(3.9) under the control law (4.2). By Theorem 3.12, y∞i (t) has the law µI∗(i)(t). Note that
if j ∈ C(i), y∞i and y
∞
j are two processes of the same distribution.
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We shall denote the A to C system deviation by ǫ1,N , the C toD deviation by ǫ2,N and
the (non-unilateral agent) B toD deviation by ǫ3,N . Specifically, denote
ǫ1,N = sup
i≤N,t
E|xˆNi (t)− y
N
i (t)|, ǫ2,N = sup
i≤N,t
E|yNi (t)− y
∞
i (t)|,
ǫ3,N = sup
uN
i
,t,i6=j≤N
E|xNj (t)− y
∞
j (t)|,
where xNj is given by (4.4).
Lemma 4.4. The SDE system (4.5) has a unique solution (yN1 , · · · , y
N
N ).
Proof. The proof is similar to [25, Theorem 6]. 
Lemma 4.5. ǫ1,N → 0 as N →∞ (due to k →∞).
Proof. We write
xˆNi (t)− y
N
i (t) =
∫ t
0
1
|C(i)|
∑
j∈C(i)
ξ0ij(s)ds(4.7)
+
∫ t
0
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
ξij(s)ds,
where
ξ0ij(s) = f0(xˆ
N
i , ϕ(s, xˆ
N
i , gI∗(i)), xˆ
N
j )−
∫
R
f0(y
N
i , ϕ(s, y
N
i , gI∗(i)), z)myNj (s)(dz),
ξij(s) = f(xˆ
N
i , ϕ(s, xˆ
N
i , gI∗(i)), xˆ
N
j )−
∫
R
f(yNi , ϕ(s, y
N
i , gI∗(i)), z)myN
j
(s)(dz).
We check the second line of (4.7) first. Write
ξij(s) =f(xˆ
N
i , ϕ(s, xˆ
N
i , gI∗(i)), xˆ
N
j )− f(y
N
i , ϕ(s, y
N
i , gI∗(i)), y
N
j )
+ f(yNi , ϕ(s, y
N
i , gI∗(i)), y
N
j )−
∫
R
f(yNi , ϕ(s, y
N
i , gI∗(i)), z)myNj (s)(dz).
Denote
ζij = f(y
N
i , ϕ(s, y
N
i , gI∗(i)), y
N
j )−
∫
R
f(yNi , ϕ(s, y
N
i , gI∗(i)), z)myNj (s)(dz).
By the Lipschitz conditions (H2), (H3) and the best response’s uniform Lipschitz continu-
ity in x by Lemma 3.7, we obtain
|
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
ξij(s)|
≤C|xˆNi − y
N
i |+
C
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
|xˆNj − y
N
j |
+ |
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
ζij |.
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Then by independence of yNi , 1 ≤ i ≤ N ,
E|
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
ζij |
2 ≤ C
Mk∑
l=1
∑
j∈Cl
|gkC(i)Cl |
2
M2k |Cl|
2
≤
C
Mk minl |Cl|
.
The estimate for 1|C(i)|
∑
j∈C(i) ξ
0
ij(s) can be done similarly. Now it follows from (4.7) that
E|xˆNi (t)− y
N
i (t)| ≤ C
∫ t
0
E|xˆNi (s)− y
N
i (s)|ds
+
C
Mk
Mk∑
l=1
gkC(i)Cl
|Cl|
∑
j∈Cl
∫ t
0
E|xˆNj (s)− y
N
j (s)|ds
+
C
|C(i)|
∑
j∈C(i)
∫ t
0
E|xˆNj (s)− y
N
j (s)|ds+
C1√
Mk minl |Cl|
+
C√
|C(i)|
≤ C2
∫ t
0
∆N (s)ds+
C3√
minl |Cl|
,
where∆N (t) = max1≤i≤N E|xˆ
N
i (t)− y
N
i (t)|. The above further implies
∆N (t) ≤ C2
∫ t
0
∆N (s)ds+
C3√
minl |Cl|
.
The lemma follows from (H9) and Gronwall’s lemma. 
Lemma 4.6. We have ǫ2,N → 0 as N →∞.
Proof. For SystemD and 1 ≤ i ≤ N , we write
dy∞i =
∫
R
f0(y
∞
i , ϕ(t, y
∞
i , gI∗(i)), z)µI∗(i)(t, dz)dt+ σdwi(4.8)
+
∫ 1
0
∫
R
f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z)g(I
∗(i), β)µβ(t, dz)dβ dt.
Denote ∫ 1
0
∫
R
f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z)g(I
∗(i), β)µβ(t, dz)dβ
=
Mk∑
l=1
∫
β∈Il
∫
R
f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z)g(I
∗(i), β)µβ(t, dz)dβ
=ξk + ζk,
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where
ξk =
Mk∑
l=1
∫
β∈Il
g(I∗(i), β)dβ
∫
R
f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z)µI∗l (t, dz),
ζk =
Mk∑
l=1
ζkl,
ζkl :=
∫
β∈Il
∫
R
f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z)g(I
∗(i), β)[µβ(t, dz)− µI∗
l
(t, dz)]dβ.(4.9)
We rewrite
ξk =
Mk∑
l=1
gkC(i)Cl
Mk
∫
R
f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z)µI∗l (t, dz)
+
Mk∑
l=1
[∫
β∈Il
g(I∗(i), β)dβ −
gkC(i)Cl
Mk
] ∫
R
f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z)µI∗l (t, dz)
=: ξk,1 + ξk,2.
By (H11) and boundedness of f , we have limk→∞ supt,ω |ξk,2| = 0 so that
lim
k→∞
∫ T
0
E|ξk,2(t)|dt = 0.(4.10)
Now (4.8) may be rewritten in the form
dy∞i =
∫
R
f0(y
∞
i , ϕ(t, y
∞
i , gI∗(i)), z)µI∗(i)(t, dz)dt+ σdwi
+ (ξk,1 + ξk,2 + ζk)dt.
In view of (4.5), we have
y∞i (t)− y
N
i (t)
=
∫ t
0
∫
R
[f0(y
∞
i , ϕ(s, y
∞
i , gI∗(i)), z)µI∗(i)(s, dz)− f0(y
N
i , ϕ(s, y
N
i , gI∗(i)), z)myNi (s)(dz)]ds
+
1
Mk
Mk∑
l=1
gkC(i)Cl
∫ t
0
∫
R
f(y∞i , ϕ(s, y
∞
i , gI∗(i)), z)µI∗l (s, dz)ds
−
1
Mk
Mk∑
l=1
gkC(i)Cl
∫ t
0
∫
R
f(yNi , ϕ(s, y
N
i , gI∗(i)), z)m
N
l (s, dz)ds
+
∫ t
0
(ξk,2 + ζk)ds.
Denote
∆il(s) =|
∫
R
f(y∞i , ϕ(s, y
∞
i , gI∗(i)), z)µI∗l (s, dz)
−
∫
R
f(yNi , ϕ(s, y
N
i , gI∗(i)), z)m
N
l (s, dz)|.
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It follows that
∆il(s) ≤|
∫
R
f(y∞i , ϕ(s, y
∞
i , gI∗(i)), z)µI∗l (s, dz)
−
∫
f(yNi , ϕ(s, y
N
i , gI∗(i)), z)µI∗l (s, dz)|
+ |
∫
R
f(yNi , ϕ(s, y
N
i , gI∗(i)), z)µI∗l (s, dz)
−
∫
R
f(yNi , ϕ(s, y
N
i , gI∗(i)), z)m
N
l (s, dz)|
=:∆il1(s) +∆il2(s).
By the Lipschitz condition (H2), for any fixed y ∈ R, we have
|
∫
R
f(y, ϕ(s, y, gI∗(i)), z)µI∗l (s, dz)−
∫
R
f(y, ϕ(s, y, gI∗(i)), z)m
N
l (s, dz)|
=|Ef(y, ϕ(s, y, gI∗(i)), y
∞
j )− Ef(y, ϕ(s, y, gI∗(i)), y
N
j )|
≤CE|y∞j (s)− y
N
j (s)|,
where j ∈ Cl and we have used the fact that y
∞
i (t) in (4.8) has the law µI∗(i)(t). Conse-
quently, we have for j ∈ Cl, with probability one,
∆il2(s) ≤ CE|y
∞
j (s)− y
N
j (s)|.(4.11)
We estimate∆kl1 using the Lipschitz property of f and ϕI∗(i). Now it follows that
E∆il(s) ≤ CE|y
∞
i (s)− y
N
i (s)|+ CE|y
∞
j (s)− y
N
j (s)|, j ∈ Cl.
We similarly estimate the difference term involving f0. Therefore,
E|y∞i (t)− y
N
i (t)| ≤ C
∫ t
0
E|y∞i − y
N
i |ds+
∫ t
0
E(|ξk,2|+ |ζk|)ds
+
1
Mk
Mk∑
l=1
gkC(i)Cl
∫ t
0
E∆ilds
≤C1
∫ t
0
max
i
E|y∞i − y
N
i |ds+
∫ t
0
E(|ξk,2|+ |ζk|)ds
+
C
Mk
Mk∑
l=1
gkC(i)Cl
∫ t
0
max
j
E|y∞j − y
N
j |ds
≤2C2
∫ t
0
max
i
E|y∞i − y
N
i |ds+
∫ t
0
E(|ξk,2|+ |ζk|)ds.
Consequently,
max
i
E|y∞i (t)− y
N
i (t)| ≤ 2C2
∫ t
0
max
i
E|y∞i − y
N
i |ds+
∫ t
0
E(|ξk,2|+ |ζk|)ds.
By Gronwall’s lemma,
sup
0≤t≤T
max
i
E|y∞i (t)− y
N
i (t)| ≤ C
∫ T
0
E(|ξk,2|+ |ζk|)ds.(4.12)
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To estimate (4.9), by (H2) we derive
ζkl,β :=|
∫
R
f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z)[µβ(t, dz)− µI∗l (t, dz)]|
=|
∫
R2
[f(y∞i , ϕ(t, y
∞
i , gI∗(i)), z1)− f(y
∞
i , ϕ(t, y
∞
i , gI∗(i)), z2)]γ̂(dz1, dz2)|
≤C
∫
R2
|z1 − z2|γ̂(dz1, dz2),
where the probability measure γ̂ is any coupling of µβ(t) and µI∗
l
(t) andC is the Lipschitz
constant of f . Since the coupling γ̂ is arbitrary, it follows that ζkl,β ≤ CW1(µβ(t), µI∗(i)(t)).
Denote δµk = supl≤Mk supβ∈Il,t≤T W1(µβ(t), µI∗l (t)). Then with probability one,
|ζkl(t)| ≤ Cδ
µ
k /Mk,
and therefore |ζk(t)| ≤ Cδ
µ
k . Note that δ
µ
k → 0 as k → ∞ by Lemma A.1. Recalling
(4.10), the right hand side of (4.12) tends to 0 as k →∞. This completes the proof. 
Lemma 4.7. limN→∞ supt,j E|xˆ
N
j − y
∞
j | = 0.
Proof. The lemma follows from Lemmas 4.5 and 4.6. 
Lemma 4.8. limN→∞ ǫ3,N = 0.
Proof. For (xˆN1 , · · · , xˆ
N
N ) in System A and (x
N
1 , · · · , x
N
N ) in System B, we compare the
SDEs of xˆNj and x
N
j and apply Gronwall’s lemma to obtain
sup
uN
i
,t,j 6=i
|xNj − xˆ
N
j | ≤
C√
minl |Cl|
.
Next by Lemma 4.7, we obtain the desired estimate. 
Consider the limiting optimal control problem with dynamics and cost
dx∞i = f˜ [x
∞
i , ui, µG; gI∗(i) ]dt+ σdwi,(4.13)
J∗i = E
∫ T
0
l˜[x∞i , ui, µG; gI∗(i)]dt,(4.14)
where x∞i (0) = x
N
i (0) and µG(·) is given by the GMFG equation system.
To establish the ǫ-Nash equilibrium property, the cost of agent Ai within the N agents
can be written using the mean field limit dynamics and cost, both involving µG(·), up to
a small error term that can be bounded uniformly with respect to uNi , while Ai chooses
its control uNi . It can further have little improvement due to the best response property of
ϕ(t, xi|µG(·), gI∗(i)). For (4.4) of System B, we rewrite
dxNi = f˜ [x
N
i , u
N
i , µG; gI∗(i)]dt+ (δ
k
f0(t) + δ
k
f (t))dt+ σdwi,(4.15)
where δkf0 = f0(x
N
i , u
N
i , C(i)) − f0[x
N
i , u
N
i , µI∗(i)] and δ
k
f = fGk(x
N
i , u
N
i , g
k
C(i)) −
f [xNi , u
N
i , µG; gI∗(i)]. Similarly the cost of Ai in System B is written as
JNi (u
N
i ) = E
∫ T
0
(l˜[xNi , u
N
i , µG; gI∗(i)] + δ
k
l0(t) + δ
k
l (t))dt,
where we have δkl0 = l0(x
N
i , u
N
i , C(i))−l0[x
N
i , u
N
i , µI∗(i)] and δ
k
l = lGk(x
N
i , u
N
i , g
k
C(i))−
l[xNi , u
N
i , µG; gI∗(i)]. Note that all other agents have applied the control lawsϕ(t, x
N
j , gI∗(j)),
j 6= i. So we only indicate uNi within J
N
i . It is clear that δ
k
f0
, δkf , δ
k
l0
, and δkl are all affected
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by the control law uNi . Let y
∞
t = (y
∞
1 (t), · · · , y
∞
N (t)) for System D. Our next step is to
derive a uniform upper bounded for E|δkf | and E|δ
k
l | with respect to u
N
i .
Define the two random variables
∆kf (z, u,y
∞
t ) =
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
f(z, u, y∞j (t)) − f [z, u, µG(t); gI∗(i)],
∆kl (z, u,y
∞
t ) =
1
Mk
Mk∑
l=1
gkC(i)Cl
1
|Cl|
∑
j∈Cl
l(z, u, y∞j (t))− l[z, u, µG(t); gI∗(i)],
where z ∈ R and u ∈ U are deterministic and fixed.
Lemma 4.9. We have
lim
k→∞
sup
z,u,t
E(|∆kf (z, u,y
∞
t )|
2 + |∆kl (z, u,y
∞
t )|
2) = 0.(4.16)
Proof. As in the proof of Lemma 4.6, we approximate µβ , β ∈ [0, 1], by using a finite
number of points of β, and next expand the two quadratic terms in (4.16). The estimate is
carried out using (H11) and Lemma A.1. 
Lemma 4.10. For any given constant Cz > 0 and any ǫ ∈ (0, 1),
lim
k→∞
sup
t
P (∩(z,u)∈[−Cz,Cz]×U{|∆
k
f (z, u,y
∞
t )| ≤ ǫ}) = 1,
lim
k→∞
sup
t
P (∩(z,u)∈[−Cz,Cz]×U{|∆
k
l (z, u,y
∞
t )| ≤ ǫ}) = 1.
Proof. We show the first limit, and may deal with the second one in the same way. Note
that the event
EkfCz := ∩(z,u)∈[−Cz,Cz]×U{|∆
k
f (z, u,y
∞
t )| ≤ ǫ}(4.17)
is well defined since ∆kf is continuous in (z, u) and the intersection may be equivalently
expressed using only a countable number of values of (z, u) in [−Cz, Cz ]× U .
Take any ǫ ∈ (0, 1). By (H2) and (H3), we can find δǫ > 0 such that |∆
k
f (z, u,y
∞
t ) −
∆kf (z
′, u′,y∞t )| ≤ ǫ/2 whenever |z − z
′| + |u − u′| ≤ δǫ. For the selected δǫ, we can
find a fixed p0 and (z
j , uj) ∈ [−Cz, Cz ] × U , j = 1, · · · , p0 such that for any (z, u) ∈
[−Cz, Cz]× U , there exists some j0 ensuring |z − z
j0 |+ |u− uj0 | ≤ δǫ.
By Lemma 4.9 and Markov’s inequality, for any δ > 0, there existsKδ,p0 such that for
all k ≥ Kδ,p0 ,
P ({|∆kf (z
j , uj,y∞t )| ≤ ǫ/2}) ≥ 1− δ/p0, ∀j, t.(4.18)
Denote the event Ekj = {|∆
k
f (z
j , uj,y∞t )| ≤ ǫ/2}. By (4.18), P (∩
p0
i=1E
k
i ) ≥ 1 − δ for
k ≥ Kδ,p0 . Now if ω ∈ E
k := ∩p0i=1E
k
i , k ≥ Kδ,p0 , then for any (z, u) ∈ [−Cz, Cz ] ×
U , we have |∆kf (z, u,y
∞
t )| ≤ ǫ. Hence E
k ⊂ EkfCz . It follows that for all k ≥ Kδ,p0 ,
P (EkfCz) ≥ 1 − δ. Since δ ∈ (0, 1) is arbitrary and Kδ,p0 does not depend on t, the first
limit follows. 
Lemma 4.11. We have
lim
k→∞
sup
t,uNi
E(|∆kf (x
N
i (t), u
N
i (t),y
∞
t )|+ |∆
k
l (x
N
i (t), u
N
i (t),y
∞
t )|) = 0.
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Proof. Fix any ǫ ∈ (0, 1), by (H1) and (H2) we can find a sufficiently large Cz , indepen-
dent of (k,N), such that for all uNi (·),
P ( sup
0≤t≤T
|xNi (t)| ≤ Cz) ≥ 1− ǫ.
Denote Ex = {sup0≤t≤T |x
N
i (t)| ≤ Cz}. By Lemma 4.10, for the above ǫ and E
k
fCz
given
by (4.17), there existsK0 independent of t such that for all k ≥ K0,
P (EkfCz) ≥ 1− ǫ.
Now if ω ∈ Ex∩E
k
fCz
, then |∆kf (x
N
i (t), u
N
i (t),y
∞
t )| ≤ ǫ.We have P (Ex∩E
k
fCz
) ≥ 1−2ǫ,
and so
P (|∆kf (x
N
i (t), u
N
i (t),y
∞
t )| ≤ ǫ) ≥ P (Ex ∩ E
k
fCz) ≥ 1− 2ǫ.
It follows that for all k ≥ K0,
E|∆kf (x
N
i (t), u
N
i (t),y
∞
t )| ≤ ǫ+ 2ǫC,
where C does not depend on (uNi (·), t). The bound for∆
k
l is similarly obtained. 
Lemma 4.12. We have
lim
k→∞
sup
t,uN
i
(·)
E(|δkf |+ |δ
k
l |) = 0.
Proof. By Lipschitz continuity of (f, l), we estimateE|δkf−∆
k
f(x
N
i , u
N
i ,y
∞
t )| andE|δ
k
l −
∆kl (x
N
i , u
N
i ,y
∞
t )|, and next apply Lemma 4.8 to show that they converge to zero as k →
∞. Recalling Lemma 4.11, we complete the proof. 
Lemma 4.13. We have
lim
k→∞
sup
t,uN
i
(·)
E(|δkf0 |+ |δ
k
l0 |) = 0.
Proof. The proof is similar to that of Lemma 4.12 and the details are omitted. 
Denote
ǫkfl = sup
t,uN
i
(·)
E(|δkf0 |+ |δ
k
l0 |+ |δ
k
f |+ |δ
k
l |).
Lemma 4.14. For any admissible control uNi in System B and J
∗
i in (4.14),
JNi (u
N
i ) ≥ infui
J∗i (ui)− Cǫ
k
fl,
where the constant C does not depend on uNi .
Proof. Take any full state based Lipschitz feedback control uNi . It together with the other
agents’s control laws generates the closed-loop state processes xN1 (t), · · · , x
N
N (t). Let
uNi (t, ω) denote the realization as a non-anticipative process. Now we take uˇi = u
N
i (t, ω)
in (4.13) and let xˇ∞i be the resulting state process. It is clear from (4.14) that
J∗i (uˇi) ≥ infui
J∗i (ui).(4.19)
Recalling (4.15) and applying Gronwall’s lemma to estimate the difference xˇ∞i − x
N
i , we
can show there exists C independent of uNi such that |J
N
i (u
N
i )− J
∗
i (uˇi)| ≤ Cǫ
k
fl, which
combined with (4.19) completes the proof. 
Lemma 4.15. Let ϕI∗(i) = ϕ(t, x, gI∗(i)) be the GMFG based control law (4.2). We have
JNi (ϕI∗(i)) ≤ infui
J∗i (ui) + Cǫ
k
fl.
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Proof. Let ϕI∗(i) be applied to the two systems (4.13) and (4.15). We further use Gron-
wall’s lemma to estimate E|x∞i − x
N
i |. We obtain |J
N
i (ϕI∗(i)) − J
∗
i (ϕI∗(i))| ≤ Cǫ
k
fl.
Note that J∗i (ϕI∗(i)) = infui J
∗
i (ui). This completes the proof. 
Proof of Theorem 4.3. It follows from Lemmas 4.12, 4.13, 4.14 and 4.15. 
5. THE LQ CASE
This section considers a special class of linear-quadratic-Gaussian (LQG) GMFG mod-
els. Consider the graph Gk with vertices Vk = {1, · · · ,Mk} and graph adjacency matrix
gk = [gkjl]. For agent Ai in subpopulation cluster Cq situated in node q, let the graph
averaged mean value of the system state at node q be denoted by zi, where
zi =
1
|Mk|
∑
l∈Vk
gkql
1
|Cl|
∑
j∈Cl
xj , xi, zi ∈ R
n.
The dynamics of Ai are given by the linear system
dxi = (Axi +Dzi +Bui)dt+Σdwi, 1 ≤ i ≤ N,
where ui ∈ R
nu is the control input, wi ∈ R
nw is a standard Brownian motion, and
A,B,D,Σ are conformally dimensioned matrices. We assume Exi(0) = x0 for all i.
The individual agent’s cost function takes the form
Ji(ui; νi) =E
∫ T
0
[
(xi − νi)
TQ(xi − νi) + u
T
i Rui
]
dt
+ E
[
(xi(T )− νi(T ))
TQ
T
(xi(T )− νi(T ))
]
, 1 ≤ i ≤ N,
where Q, QT ≥ 0, R > 0, and νi = γ(zi + η) is the process tracked by Ai. Here η ∈ R
n
and γ ∈ R.
In the infinite population and graphon limit case, the mean field coupling at α-agent
(i.e., an agent situated at the α-vertex in [0, 1]) is given by
zα =
∫
[0,1]
g(α, β)
∫
Rn
xµβ(dx)dβ, α, β ∈ [0, 1].
The individual agent’s state equation is given by
dxα = (Axα +Dzα +Buα)dt+Σdwα, α ∈ [0, 1].
The individual agent’s cost function is
Jα(uα, να) = E
∫ T
0
[
(xα − να)
TQ(xα − να) + u
T
αRuα
]
dt
+E
[
(xα(T )− να(T ))
TQ
T
(xα(T )− να(T ))
]
,
where να = γ(zα + η).
Consider the Riccati equation
− Π˙t = A
TΠt +ΠtA−ΠtBR
−1BTΠt +Q,
whereΠT = QT , and
− s˙α(t) = (A−BR
−1BTΠt)
T sα(t) +ΠtDzα(t)−Qνα(t),
where sα(T ) = −QTνα(T ). The best response for an α-agent is given by
uα(t) = −R
−1BT [Πtxα(t) + sα(t)].
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Here the graphon local mean field and tracked process from cost coupling are
zα =
∫
[0,1]
g(α, β)x¯βdβ, να = γ(zα + η), α ∈ [0, 1],
where x¯β =
∫
Rn
xµβ(dx). The mean state process of xα is
˙¯xα = (A−BR
−1BTΠt)x¯α +Dzα −BR
−1BT sα, α ∈ [0, 1].
The existence analysis reduces to checking the equation system
˙¯xα = (A−BR
−1BTΠt)x¯α −BR
−1BT sα +D
∫ 1
0
g(α, β)x¯βdβ(5.1)
s˙α = −(A−BR
−1BTΠt)
T sα + (γQ−ΠtD)
∫ 1
0
g(α, β)x¯βdβ + γQη,(5.2)
where x¯α(0) = x0 and sα(T ) = −γQT (
∫ 1
0
g(α, β)x¯β(T )dβ + η).
To analyze (5.1)–(5.2), let Φ(t, s) and Ψ(t, s) be the fundamental solution matrix of
x˙ = (A−BR−1BTΠt)x, y˙ = −(A−BR
−1BTΠt)
T y
for x(t), y(t) ∈ Rn. Then we have Ψ(t, s) = ΦT (s, t). We convert the existence analysis
into a fixed point problem. For (5.2), we view x¯β(t) as a function of (t, β). First we solve
sα in terms of x¯α. We get
sα(t) =−
∫ T
0
Ψ(t, τ)
[
(γQ−ΠτD)
∫ 1
0
g(α, β)x¯β(τ)dβ + γQη
]
dτ(5.3)
− γΨ(t, T )QT (
∫ 1
0
g(α, β)x¯β(T )dβ + η).
Substituting (5.3) into (5.1), we further calculate
x¯α(t) =Φ(t, 0)x0 +
∫ t
0
Φ(t, r)BR−1BT{∫ T
r
Ψ(r, τ)[(γQ −ΠτD)
∫ 1
0
g(α, β)x¯β(τ)dβ + γQη]dτ
+ γΨ(r, T )QT (
∫ 1
0
g(α, β)x¯β(T )dβ + η)
}
dr
+
∫ t
0
Φ(t, r)D
∫ 1
0
g(α, β)x¯β(r)dβdr.
Denote the function spaceDΛ consisting of continuousR
n-valued functions on [0, 1]×
[0, T ] with norm ‖xˇ‖ = supα,t |xˇ(α, t)|. We use | · | to denote the Frobenius norm of a
vector or matrix. Define the operator Λ as follows: For xˇ ∈ DΛ,
(Λxˇ)(α, t) =
∫ t
0
Φ(t, r)BR−1BT{∫ T
r
Ψ(r, τ)(γQ −ΠτD)
∫ 1
0
g(α, β)xˇ(β, τ)dβdτ
+ γΨ(r, T )QT
∫ 1
0
g(α, β)xˇ(β, T )dβ
}
dr
+
∫ t
0
Φ(t, r)D
∫ 1
0
g(α, β)xˇ(β, r)dβdr.
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If (H5) holds, Λ is fromDΛ to itself.
The solution of the LQG GMFG reduces to finding a fixed point to the equation
xˇ(α, t) = (Λxˇ)(α, t) + Φ(t, 0)x0 + γ
∫ t
0
Φ(t, r)BR−1BT
{∫ T
r
Ψ(r, τ)Qdτ + Ψ(r, T )QT
}
ηdr.
Denote cg = maxα
∫ 1
0
g(α, β)dβ. We have the bound for the operator norm:
‖Λ‖ ≤cg
[ ∫ T
0
∫ T
r
|Φ(t, r)BR−1BTΨ(r, τ)(γQ −ΠτD)|dτdr
+
∫ T
0
(γ|Φ(t, r)BR−1BTΨ(r, T )QT |+ |Φ(t, r)D|)dr
]
=: cgcΛ.
If cgcΛ < 1, Λ is a contraction and has a unique solution.
As an example for illustration, we assume the graphon local mean field at α-agent arises
from an underlying uniform attachment graphon, and consequently
zα =
∫
[0,1]
[
(1−max(α, β))
∫
Rn
xµβ(dx)
]
dβ,
where α, β ∈ [0, 1], where it is readily verified that the uniform attachment graphon satis-
fies (H5).
APPENDIX
Lemma A.1. Assume (H1)–(H8). Let ϕα be the GMFG based best response (4.2) and
µα(t) the distribution of the closed-loop process xα(t), α ∈ [0, 1], in (3.14) with initial
distribution µx0 . Then we have
lim
r→0
sup
|t−t∗|+|β−β∗|<r
W1(µβ(t), µβ∗(t
∗)) = 0,
where t, t∗ ∈ [0, T ] and β, β∗ ∈ [0, 1].
Proof. Step 1. Take any β, β∗ ∈ [0, 1]. For µG(·) determined from the GMFG equations
(3.12) and (3.14), define two processes
dyβ∗ = f˜ [yβ∗ , ϕ(t, yβ∗ , gβ∗), µG; gβ∗ ]dt+ σdwβ∗ ,
dyβ = f˜ [yβ , ϕ(t, yβ, gβ), µG; gβ]dt+ σdwβ∗ ,
where yβ∗(0) = yβ(0) = x
N
i (0) and the same Brownian motion is used. Then the distri-
butions of yβ∗(t) and yβ(t) are µβ(t) and µβ∗(t), respectively. We obtain
yβ(t)− yβ∗(t)
=
∫ t
0
∆0β,β∗(s)ds+
∫ t
0
∫
[0,1]
∫
R
∆β,β∗(s, z, λ)µλ(s, dz)dλds,
where
∆0β,β∗(s) =
∫
R
f0(yβ , ϕ(s, yβ, gβ), z)µβ(s, dz)−
∫
R
f0(yβ∗ , ϕ(s, yβ∗ , gβ∗), z)µβ∗(s, dz),
∆β,β∗(s, z, λ) = f(yβ , ϕ(s, yβ, gβ), z)g(β, λ)
− f(yβ∗ , ϕ(s, yβ∗ , gβ∗), z)g(β
∗, λ).
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We will simply write µλ(s, dz) as µλ(dz) if the time argument is clear, where λ is the
vertex index. Denote κβ,β∗(s) = |ϕ(s, yβ∗ , gβ)−ϕ(s, yβ∗ , gβ∗)|, where the time argument
s in yβ, yβ∗ has been suppressed. It follows that
|∆0β,β∗(s)| ≤
|
∫
R
f0(yβ , ϕ(s, yβ , gβ), z)µβ(s, dz)−
∫
R
f0(yβ , ϕ(s, yβ , gβ), z)µβ∗(s, dz)|
+ |
∫
R
f0(yβ , ϕ(s, yβ, gβ), z)µβ∗(s, dz)−
∫
R
f0(yβ∗ , ϕ(s, yβ∗ , gβ∗), z)µβ∗(s, dz)|
≤ CE|yβ − yβ∗ |+ C|yβ − yβ∗ |+ C|ϕ(s, yβ , gβ)− ϕ(s, yβ∗ , gβ∗)|
≤ CE|yβ − yβ∗ |+ C1|yβ − yβ∗ |+ Cκβ,β∗(s),
where the second inequality is obtained using (H2), (H3), and the method in (4.11). The
last inequality has used the uniform Lipschitz continuity of ϕβ in the space variable (see
Lemma 3.7). It follows that
E|∆0β,β∗(s)| ≤ C2E|yβ(s)− yβ∗(s)|+ CEκβ,β∗(s).(A.1)
Next, we have∣∣∣ ∫ 1
0
∫
R
∆(s, z, λ)µλ(dz)dλ
∣∣∣
≤
∣∣∣ ∫ 1
0
∫
R
[f(yβ, ϕ(s, yβ , gβ), z)− f(yβ∗ , ϕ(s, yβ∗ , gβ∗), z)]g(β, λ)µλ(dz)dλ
∣∣∣(A.2)
+
∣∣∣ ∫ 1
0
∫
R
f(yβ∗ , ϕ(s, yβ∗ , gβ∗), z)[g(β, λ) − g(β
∗, λ)]µλ(dz)dλ
∣∣∣
=:If (s) + Ig(s).
We have
If (s) ≤
∫ 1
0
∫
R
C(|yβ − yβ∗ |+ κβ,β∗)g(β, λ)µλ(dz)dλ
≤ C(|yβ − yβ∗ |+ κβ,β∗)(s),
where we have used the Lipschitz property of f and ϕβ . Therefore,
EIf (s) ≤ C(E|yβ(s)− yβ∗(s)|+ Eκβ,β∗(s)).(A.3)
For any fixed value yβ∗(s, ω), denote
ξβ∗,s,ω(λ) =
∫
R
f(yβ∗ , ϕ(s, yβ∗ , gβ∗), z)µλ(dz).
We have
Ig(s) = |
∫ 1
0
ξβ∗,s,ω(λ)g(β, λ)dλ −
∫ 1
0
ξβ∗,s,ω(λ)g(β
∗, λ)dλ|.
Hence, by (H5), Ig(s) → 0 (ω, s)-a.e. as β → β
∗. It is clear Ig(s) is bounded by
a fixed constant since f is a bounded function. For the fixed β∗, by Lemma 3.5, the
random variable κβ,β∗(s) is bounded and converges to zero with probability one. Denote
δg =
∫ T
0 EIg(s)ds and δκ =
∫ T
0 Eκβ,β∗(s)ds. By dominated convergence, we have
lim
β→β∗
(δg + δκ) = 0.
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By (A.1)–(A.3), it follows that
E|yβ(t)− yβ∗(t)| ≤ C
∫ t
0
E|yβ(s)− yβ∗(s)|ds+ C(δκ + δg).
By Gronwall’s lemma, we have
sup
0≤t≤T
E|yβ(t)− yβ∗(t)| ≤ Ce
CT (δκ + δg).
SinceW1(µβ(t), µβ∗(t)) ≤ E|yβ(t)− yβ∗(t)|, then
sup
t
W1(µβ(t), µβ∗(t)) ≤ C1(δκ + δg),(A.4)
where δκ and δg depend on β
∗.
Step 2. Now we consider given (β∗, t∗) ∈ [0, 1]× [0, T ]. By use of the SDE of yβ and
elementary estimates, we obtain
lim
|t−t∗|→0
sup
β
W1(µβ(t
∗), µβ(t)) = 0.(A.5)
We have
W1(µβ(t), µβ∗(t
∗)) ≤W1(µβ(t), µβ(t
∗)) +W1(µβ(t
∗), µβ∗(t
∗)).
Given any ǫ > 0, by (A.4) and (A.5) there exists δǫ,β∗ > 0 such that whenever |t− t
∗| +
|β − β∗| ≤ δǫ,β∗ , we have
W1(µβ(t), µβ(t
∗)) ≤
ǫ
2
, W1(µβ(t
∗), µβ∗(t
∗)) ≤
ǫ
2
.
Therefore,W1(µβ(t), µβ∗(t
∗)) ≤ ǫ. We conclude that µβ(t) as a mapping from the com-
pact space [0, 1] × [0, T ] to P1(R) with the metric W1(·, ·) is continuous and hence must
be uniformly continuous. The lemma follows. 
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