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Abstract
We study properties of stable-like laws, which are solutions of the distributional equation
Z d=
∑N
i=1 AiZi; where (N; A1; A2; : : :) is a given random variable with values in {0; 1; : : :}×[0;∞)×
[0;∞) × : : : ; and Z; Z1; Z2; : : : are identically distributed positive random variables, independent
of each other and independent of (N; A1; A2; : : :). Examples of such laws contain the laws of the
well-known limit random variables in: (a) the Galton–Watson process or general branching pro-
cesses, (b) branching random walks, (c) multiplicative processes, and (d) smoothing processes.
For any solution Z (with 9nite or in9nite mean), we 9nd asymptotic properties of the distribution
function P(Z6 x) and those of the characteristic function EeitZ ; we prove that the distribution of
Z is absolutely continuous on (0;∞), and that its support is the whole half-line [0;∞). Solutions
which are not necessarily positive are also considered. c© 2001 Elsevier Science B.V. All rights
reserved.
MSC: primary 60J80, 60G57; secondary 60G42, 60E10, 60G30; 60K35; 60F05, 60F15
Keywords: Multiplicative cascades; Branching processes; Crump–Mode–Jagers; Branching
random walks; Smoothing processes; Martingales; Functional equations; Moments of negative
orders; Left tails; Decay rate of characteristic function; Absolute continuity; Support
0. Introduction
We are interested in properties of probability laws invariant by random weighted
mean: in other words, we search for properties of solutions of the distributional equation
Z d=
N∑
i=1
AiZi; (E)
where (N; A1; A2; : : :) is a random variable with values in {0; 1; : : :}× [0;∞)× [0;∞)×
: : : ; and Z; Z1; Z2; : : : are independent and identically distributed non-negative random
variables, which are also independent of (N; A1; A2; : : :); by convention, the empty sum
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is taken to be 0. In terms of Laplace transforms or characteristic functions, the equation
reads as
(t) = E
N∏
i=1
(Ait); t¿0; (E′)
where (t) = Ee−tZ or EeitZ , and the empty product is taken to be 1. The equation
extends considerably the notion of stable laws (where N and Ai are constants), and
are applicable in many 9elds.
For any solution Z , we will study the left tail behavior, the existence of moments
of negative orders, the decay rate of the characteristic function, the absolute continuity
and the support. We recall that the problem of existence of solutions has been solved
in Liu (1998), and that the right tail behavior and the moments of positive order have
been investigated in Liu (1999a).
The well-known limit random variable of the Seneta–Heyde norming of the Galton–
Watson process satis9es Eq. (E) with 1¡EN¡∞ and Ai =1=EN for all i. Our results
will extend those found for this variable, under decreasingly restrictive conditions, by
Harris (1948), Stigum (1966), Athreya (1971) and Dubuc (1971).
A somewhat analogous random variable in the Crump–Mode–Jagers process satis-
9es the functional equation with some Ai6 1 (cf. Crump and Mode, 1968–1969, and
Doney, 1972). In this case our results about the left tail behavior will complete those
of Bingham and Doney (1975) about the right tail behavior of the variable, and our
results about the absolute continuity will improve a theorem of Doney (1972, Theorem
B) in the sense that our results also apply even if the “X logX ” condition fails or the
oLspring distribution is not integrable, and answer a question of Liu (1999a, (iii) of
p. 86) for the Bellman-Harris process under a moment condition of order −.
Durrett and Liggett (1983) have studied invariant measures of some in9nite particle
systems; these measures are solutions of Eq. (E) in the case where N is constant. For
properties of the invariant measures, they found the decay rate at 0 of the Laplace
transform and that of the distribution function at ∞; in this paper we will complete
their results by studying the asymptotic properties at ∞ of the Laplace transform and
the characteristic function, and those of the distribution function at 0, as well as the
absolute continuity and the support.
The limit random variables of correctly normalized martingales in general multiplica-
tive processes and in branching random walks satisfy the equation in its general form.
The multiplicative cascade of Mandelbrot (1974) corresponds to the case where N is
a constant (¿ 2) and A1; : : : ; AN are independent and identically distributed (i.i.d.).
Our results will complete those of Kahane and PeyriNere (1976) and Guivarc’h (1990)
about the moments of positive orders and the right tail behavior, generalize and im-
prove the corresponding ones of Kahane (1991), Molchan (1996) and Barral (1997,
1999) about the left tail behavior or the moments of negative orders, and extend those
of Liu (1999b).
For branching random walks, just as in the case of Crump–Mode–Jagers process,
in addition to new results about asymptotic properties, our results about the absolute
continuity and the support extend those of Biggins and Grey (1979) in two points:
9rstly, our results also apply when the limit variable is not integrable (for example
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when the “X logX ” condition fails); secondly, even in the case where the limit variable
is integrable, our results give new information when the oLspring distribution is not
integrable. It is worth noting that, the study of non-integrable solution is in general
delicate. For smoothing processes, this was remarked by Durrett and Liggett (1983, p.
276); for branching processes or branching random walks, such a phenomenon is well
known.
The rest of the paper is organized as follows. In Section 1, we give some prelimi-
naries about the functional equation, and a brief description of the generalized Mandel-
brot’s martingales and branching random walks. General results are stated in Section
2, their proofs are given in Section 3. A special case concerning a variant of PeyriNere’s
model about the multiplicative cascade on the Galton Watson tree is carefully exam-
ined in Section 4, where sharper results (than the general ones) are obtained. Another
special case is brieQy discussed in Section 5, where we show nice properties of the
invariant measures of a smoothing process studied by Holley and Liggett (1981); the
functional equation we shall consider therein extends that satis9ed by the limit variable
of the Bellman–Harris process. The results in this case show that in some sense some
of our results about the general equation cannot be improved. Finally, in Section 6, we
extend our results to solutions which are not necessarily positive; to this end, we 9rst
establish some theorems about existence and uniqueness of such solutions.
1. Preliminaries about the functional equation; generalized Mandelbrot’s martingales
and branching random walks
Let N˜ :=
∑N
i=1 1{Ai¿0} be the number of non-zero terms of Ai; 16 i6N , where
1{ : } denotes the indicator function of the event { : }. To simplify the discussion, we
shall always assume
P(N˜ = 0 or 1)¡1 and P(∀i∈{1; : : : ; N}; Ai = 0 or 1)¡1; (1.1)
the contrary case being easy (see Liu, 1998, Lemma 1:1). The following results have
been known. (As usual, we write log+ x= log x if x¿ 1, and log+ x=0 otherwise; by
convention, 0 log 0 = 0 log 10 = 0.)
Proposition 1.1. Assume (1:1).
(i) Eq. (E) has a non-trivial solution if for some ∈ (0; 1];
EN˜¿1 and E
N∑
i=1
Ai 6 1; (1.2)
the converse holds if additionally EN˜¡∞ and E∑Ni=1 Ai log+ Ai¡∞.
(ii) Eq. (E) has a non-trivial solution with 9nite mean if
EY1 = 1; EY1 log
+ Y1¡∞ and −∞¡E
N∑
i=1
Ai logAi¡0; (1.3)
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where Y1 =
∑N
i=1 Ai; when the conditions hold; all solutions are of 9nite mean;
and there is exactly one solution with mean 1.
Part (i) follows from Theorem 1:1 of Liu (1998). The 9rst conclusion in part (ii)
extends considerably the famous theorem of Kesten and Stigum (1966), and was proved
in Biggins (1977) if E
∑
i=1 Ai(log
+ Ai)2¡∞, in Liu (1997) if EN˜¡∞ and in Lyons
(1997) without any additional condition; the second conclusion comes from the 9rst
and Theorem 1:5 of Biggins and Kyprianou (1997).
Typical examples where the equation arises in its general form are the limit random
variables in generalized multiplicatives cascades (cf. e.g. Liu, 2000) and in branching
random walks (cf. e.g. Biggins, 1977). Special cases contain: the Galton–Watson pro-
cess (where 1¡EN¡∞ and A1=A2= · · ·=1=EN ), the Bellman–Harris process (where
A1 = A2 = · · · with A16 1 and independent of N ), the Crump–Mode–Jagers process
(where Ai6 1), Mandelbrot’s martingale (where N is a constant ¿ 2 and A1; : : : ; AN
are i.i.d.) and the potlatch and smoothing processes (where N is a constant ¿ 2) stud-
ied by Durrett, Holley, Liggett and Spitzer (cf. Durrett and Liggett, 1983). For other
examples, see for example RTosler (1992).
Let {(Nu; Au1; Au2; : : :)}u be a family of independent copies of (N; A1; A2; : : :), indexed
by all the 9nite sequences u= u1 : : : un, ui ∈N∗ = {1; 2; : : :}, and let T be the Galton–
Watson tree with de9ning elements {Nu}u: we have ∅∈T and, if u∈T and i∈N∗,
then the juxtaposition ui∈T if and only if 16 i6Nu. If E
∑N
i=1 Ai = 1, then the
sequence
Yn =
∑
u=u1 :::un ∈T
Au1 : : : Au1 :::un ; n¿ 1
is a martingale (associated with the natural 9ltration). This is the basic martingale in
the generalized Mandelbrot’s cascades (cf. Liu and Rouault, 1996, and Liu, 2000); it
was also used by Falconer (1987) and Liu (1993) for study of random fractals and for
Qows in networks.
It is known that Yn converges almost surely (a.s.) to a non-trivial solution Z of
(E) with EZ = 1 if (1.3) holds, and to 0 otherwise, assuming that
∑N
i=1 Ai logAi is
integrable. If
EY1 = 1; E(N˜
1+
) + E(Y 1+1 )¡∞ for some ¿0 and E
N∑
i=1
Ai logAi = 0;
then
Y ∗n :=
∑
u∈ T (!);|u|=n
Au1 : : : Au1 :::un log
1
Au1 : : : Au1 :::un
is a martingale, and converges a.s. to a non-trivial solution Z∗¿ 0 of (E) with EZ∗=∞
(see Liu 2000); if
EY1 = 1; EY1 log
+ Y1 =∞ and E
N∑
i=1
Ai logAi¡0;
then there is a sequence of positive constants {cn} such that Yn=cn converges in
probability to a solution Z ′ of (E) with EZ ′ =∞ (see Biggins and Kyprianou, 1997).
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The multiplicative cascade is closely related to the martingales in the branching ran-
dom walk, which can be described as follows. Let N={0; 1; : : :} and R= (−∞;+∞),
and let {(Nu; Lu1; Lu2; : : :)}u be a family of i.i.d. random variables with values in
N × R × R × : : : ; indexed by all the 9nite sequences u of positive integers. An ini-
tial particle, denoted by the empty sequence ∅, is placed at 0 of the real line R, and
gives birth to N∅ = N new particles ∅i = i with displacements Li; 16 i6N . In gen-
eral, each particle u = u1 : : : un of the nth generation gives birth to Nu particles ui
(16 i6Nu) with displacements Lui; therefore its position on R is Su = Lu1 + · · · +
Lu1 :::un : Assume 1¡EN and let ∈R be such that m() :=E
∑N
i=1 e
−Bi¡∞: Then the
sequence
W ()n :=m()
−n ∑
u∈ zn(!)
e−Su ; n¿ 1;
is the well-known martingale in the theory of branching random walk, see for example
Biggins (1977), and Biggins and Kyprianou (1997). We remark that it is just the mar-
tingale {Yn} with Au =m()−1e−Lu for all u. In this case the sequence (Yn=cn) above
is usually called the Seneta–Heyde norming of Yn =W
()
n (cf. Biggins and Kyprianou,
1997), and Y ∗n corresponds to the derivative of Yn with respect to  (see Kyprianou,
1998).
In both multiplicative cascades and branching random walks, the study of asymptotic
properties (tail behavior, decay rate of the characteristic function, etc.) and the absolute
continuity of the limit variables Z; Z∗ and Z ′, is very important. For the Galton–Watson
process, such questions were considered by Harris (1948) since the very beginning of
the theory, and were then studied by many authors, see e.g. Athreya (1969, 1971),
Dubuc (1971), and Bingham and Doney (1974). For the “canonical” multiplicative
cascade, Mandelbrot (1974), Kahane and PeyriNere (1976) and Guivarc’h (1990) have
studied the moments of positive orders and the right tail behavior, Kahane (1991),
Molchan (1996) and Barral (1997, 1999) have studied the left tail behavior or the
moments of negative orders; Liu (1999b) gave a more complete description for a
number of properties. For an invariant measure in smoothing processes, Durrett and
Liggett have found the decay rate at 0 of the Laplace transform, which gives the decay
rate of the right tail probability if the invariant measure is of in9nite mean; a similar
result (also about the right tail behavior) has been proved in Liu (2000) for invariant
measures with 9nite mean and in a more general setting. A set of the classical results
about the Galton–Watson process has been extended to the Bellman–Harris process: see
Bellman and Harris (1952), Harris (1963), Athreya (1969) and Liu (1999a). For the
Crump–Mode–Jagers process, Doney (1972) has studied the absolute continuity, and
Bingham and Doney (1975) have studied the right tail behavior. For the branching
random walk, Biggins and Grey (1979) have proved, just as Doney (1972) for the
Crump–Mode–Jagers process, the absolute continuity of the limit variable in the case
where both the oLspring distribution and the limit variable are integrable. Notice that
for the Galton–Watson process, the absolute continuity was proved by Athreya (1971)
(see also Athreya and Ney, 1972, p. 34) and Dubuc (1971) even if the limit distribution
is not integrable. In this paper we shall study the asymptotic properties, the absolute
continuity and the support for each solution of the general equation (E), so that we
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will extend considerably the classical results about the Galton–Watson process, and
give new results for other processes mentioned above.
To simplify the statements of results, it will prove convenient to assume that a.s.
Ai¿0 if 16 i6N . We can do this, without loss of generality, by considering the
non-zero terms of {Ai}, as is explained in the following. Let !1 = inf{i¿0 : Ai¿0} be
the 9rst (random) index i for which Ai¿0, and put !k+1 = inf{i¿!k : Ai¿0}; where
by convention, inf ∅=∞. De9ne A!k = Ai if !k = i for some i∈{1; 2; : : :}, and =0 if
!k =∞. Then A!k¿0 if 16 k6 N˜ , and the functional equation (E′) reduces to
(t) = E
N˜∏
i=1
(A!i t); t¿0: (E
′′)
In some special cases, it may be easier to use an alternative argument of reduction:
see for example Liu (1999a) for the case where A1 = A2 = · · · and independent of N ,
and Liu (1999b) for the case where A1; A2; : : : are i.i.d. and independent of N .
It will also be convenient to assume that P(Z = 0) = 0 (which is equivalent to
P(N˜ =0)=0 by Lemma 3.1 of Liu, 1998); otherwise we may consider the conditional
distribution of Z given Z¿0: see e.g. Harris (1948) for the Galton–Watson process,
Barral (1999) and Liu (1999b) for the Mandelbrot’s cascade, and Biggins and Grey
(1979) for the branching random walk.
To avoid unimportant discussion, we will also assume P(Y1=1)¡1. Then a non-trivial
solution is not a.s. constant.
As usual, for two complex-valued functions g and h de9ned on (0;∞), we write
g(t) = O(h(t)) (t → ∞) (resp. t → 0) if |g(t)=h(t)| is bounded for t¿0 large (resp.
small) enough, g(t) = o(h(t)) if g(t)=h(t)→ 0, and g(t) ∼ h(t) if g(t)=h(t)→ 1.
2. The general case: statement of results
For n∈N, write pn=P(N=n). According to the discussion in the preceding section,
throughout this section we shall always assume, unless otherwise stated, that
p0 = 0; p1¡1; P(Y1 = 1)¡1; P(∀i∈{1; : : : ; N}; Ai¿0) = 1 (2.1)
and that for some ∈ (0; 1],
E
N∑
i=1
Ai 6 1: (2.2)
Then EN¿1 and, by Proposition 1.1, Eq. (E) has a positive solution which is not
a.s. constant. Let Z be any such solution, and let  be its characteristic function or
Laplace transform: (t) = EeitZ or Ee−tZ , t¿ 0. Of course, the characteristic function
is also de9ned for t¡0, but it suUces to consider the case t¿ 0 because it is hermitian
symmetric.
In the classical theory of branching processes, the study of decay rates of (t) and
its derivative ′(t) (when it exists) is a classical subject, and is closely related to
the tail behavior and to the absolute continuity of Z . See for example Harris (1948)
and Athreya and Ney (1972) for the Galton–Watson process. For the Bellman–Harris
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process, in the binary case (where N = 2), Bellman and Harris (1952, Section 6)
obtained a suUcient condition under which (t)=O(t−a) (t →∞) for some a¿0 and
proved that ′ is always integrable on R; in the general case, the integrability of ′
on R was proved by Athreya (1969) under the condition EN logN¡∞, and the decay
rates of |(t)| and |′(t)| (if EN logN¡∞) have been shown only recently in Liu
(1999a, b). Here we study the problems for any non-trivial solution Z of the general
equation (E). As we shall see in the next section, compared with the arguments of
Bellman and Harris (1952) for the binary age-dependent branching process, our proofs
for the general case will be simpler, although the functional equation that we are
dealing with is much more complicated. The point is that, just as in Liu (1999a), our
approach will be more probabilistic. Set
m := ess inf N:
Then m¿ 1 because p0 = 0.
Theorem 2.1 (Decay rate of |′(t)|). If
EA−a1 ¡∞ and EA−a1 1{N = 1}¡1 (2.3)
for some a¿0; then
(t) = O(t−a) (t →∞) and
∫ ∞
0
ta−1|(t)| dt¡∞; (2.4)
if additionally m¿1 and E
∏m
i=1 A
−a
i ¡∞; then (t) = O(t−ma); t →∞.
The result EeitZ = O(t−a) is due to Bellman and Harris (1952, Theorem 5) for the
binary age-dependent branching process (where N = 2 and A1 = A2), and was proved
in Liu (1999a) for the general Bellman–Harris process; in case where ‖N‖∞¡∞ and
p1 = 0, a more complicated condition was given by Barral (1999, Thorme II:A) in
order that Ee−tZ = O(t−a) (see also the comments after Theorem 2.4 below).
Recall that each solution of (E) is integrable if (1.3) holds, so that its characteristic
function is derivable.
Theorem 2.2 (Decay rate of |′(t)|). If Z is an integrable solution; and if for some
a¿− 1;
E
N∑
i=1
A−ai ¡∞ and EA−a1 1{N = 1}¡1; (2.5)
then
′(t) = O(t−(a+1)) (t →∞) and
∫ ∞
0
ta|′(t)| dt¡∞: (2.6)
Remark. If (t)=Ee−tZ , then without assuming the integrability of Z , the conclusion
′(t) = O(t−(a+1)) still holds: it is in fact a direct sequence of the assertion (t)=
O(t−a), using a Tauberian theorem (which is a natural extension of Lemma 3.3 in
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Section 3 to measures on (0;∞)); if (t) = EeitZ , then |(−t)|= |(t)|, so that (2.6)
can be replaced by
′(t) = O(|t|−(a+1)) (|t| → ∞) and
∫ ∞
−∞
|t|a|′(t)| dt¡∞: (2.7)
Notice that if Z is integrable and if  is its Fourier transform, then the function
t → ′(t)=i is the Fourier transform of the 9nite measure xPZ(dx), where PZ denotes
the law of Z ; notice also that ′ is square-integrable if condition (2.5) is satis9ed with
a+ 1¿ 12 . Hence applying the theorem with a¿− 12 or a¿ 0, we obtain immediately
the following result:
Corollary (Absolute continuity (I)). Let Z be an integrable solution of (E). If for
some −∞¡b¡ 12 ;
E
N∑
i=1
Abi ¡∞ and EAb11{N = 1}¡1; (2.8)
then the law of Z has a square-integrable density on (0;∞); if condition (2:5) is
satis9ed for some a¿ 0; then the law of Z has a density with [a]-fold continuous
derivative; where [a] is the integer part of a. In particular (take b = 0); if EN¡∞;
then the law of Z has a continuous density on (0;∞).
The last part where EN¡∞ was proved by Stigum (1966) for the Galton–Watson
process, by Athreya (1969) for the Bellman–Harris process, by Doney (1972) for
the Crump–Mode–Jagers process, and by Biggins and Grey (1979) for the branching
random walk.
For a general solution which is not necessarily integrable, we have:
Theorem 2.3 (Absolute continuity (II)). If for some ¿0; EA−1 ¡∞; then the law of
Z is absolutely continuous on (0;∞).
Recall that the limit random variable of the Seneta–Heyde norming of the Bellman–
Harris process satis9es Eq. (E) with A1 = A2 = · · · and independent of N . For this
random variable, Cohn (1982) and Schuh (1982) have proved its continuity, and Liu
(1999a, p. 86, (iii)) has proved its absolute continuity under the moment condition
that p1EA−a1 ¡∞ (which reads as A−a1 ¡∞ if p1 =0) for some a¿ 12 . Under the same
moment condition, the same conclusion was shown in Liu (1999b) for any non-trivial
solution of (E) in the case where A1; A2; : : : are i.i.d. and independent of N . Our result
here shows that the moment condition can be relaxed to EA−1 ¡∞ for some ¿0. It
may be useful to notice that, in both cases above, if condition (2.1) is not necessarily
satis9ed, by an argument of reduction we still see the absolute continuity on (0;∞) of
each non-constant solution, whenever EA−1 1{A1¿0}¡∞ for some ¿0.
The following theorem considers the existence of moments of negative orders. As
was shown by Molchan (1996) and Barral (1997, 1999), this kind of result is useful
for the multi-fractal analysis of Mandelbrot’s measures.
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Theorem 2.4 (Moments of negative orders). Let a¿0 be any 9xed number. If (2:3)
holds; then P(Z6 x)=O(xa) (x → 0); so that EZ−b¡∞ for all 0¡b¡a; if addition-
ally m¿1 and E
∏m
i=1 A
−a
i ¡∞; then P(Z6 x)=O(xma) (x → 0); so that EZ−mb¡∞
for all 0¡b¡a. Conversely; if EZ−a¡∞; then EA−a1 1{N = 1}¡1 and
E
( m∑
i=1
Ai
)−a
1{N = m}¡∞:
In the case where P(N = 1) = 0, our result shows that for each a¿0, the condition
EA−a1 ¡∞ is suUcient for EZ−b¡∞, for all 0¡b¡a. To the same end, a more
complicated condition was given by Barral (1999, Thorme II:A, 1997, Thorme 6:3:2);
his condition is related to 9nite-dimensional distributions of the process {Ai}i, and
seems to be diUcult to be checked in general. When ‖N‖∞¡∞, our result improves
Corollary II:A of Barral (1999).
When P(N =1)¿0, as a consequence of the theorem, we 9nd the critical value for
the existence of moments of negative orders:
Corollary. If EA−a01 ¡∞ and EA−a01 1{N = 1}= 1 for some a0¿0; then EZ−a¡∞ if
0¡a¡a0; and EZ−a =∞ if a¿ a0.
When ‖N‖∞¡∞, this improves Propositions II:B:1, II:B:2, II:B:4, II:B:5(ii) and
Corollary II:B:3 of Barral (1999).
One might expect to prove that c1xa06P(Z6 x)6 c2xa0 for some constants c1; c2¿0
and all x¿0 small enough. This is the case for the Galton–Watson process.
Our results show that the left tail behavior of Z diLers considerably according to
p1 = 0 or not. This phenomenon was already remarked by Barral (1999, Remarque 1,
p. 546) for Mandelbrot’s cascades in the case where ‖N‖∞¡∞, and is well known
for the Galton–Watson process (see e.g. Bingham, 1988).
The following theorem means that if the coeUcients Ai are bounded from below by
a strictly positive constant, then the decay rate of |(t)| is exponential.
Theorem 2.5 (The exponential case). Assume that m¿ 2 and that a.s. Ai¿ a for
some constant a¿0 and all 16 i6m; write ) = −logm=log a. Then 0¡)¡1 and
the following assertions hold:
(i) there is a constant C1¿0 such that for all x¿0 small enough and all t¿0 large
enough;
P(Z6 x)6 exp{−C1x−)=(1−))}; Ee−tZ6 e−C1t) and |EeitZ |6 e−C1t) ;
(ii) for each ¿ 0; if P(N = m and Ai6 a + ∀i∈{1; : : : ; m})¿0; then there is a
constant C2¿0 such that for all x¿0 small enough and all t¿0 large enough;
P(Z6 x)¿ exp{−C2x−)()=(1−)())} and Ee−tZ¿ e−C2t)() ;
where )() =−logm=log(a+ ).
The conclusions are well known for the Galton–Watson process (and in a more
precise form, cf. Harris, 1948; Bingham, 1988). For the (canonical) Mandelbrot’s
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cascade, the assertion in (i) about the Laplace transform was proved by Holley and
Waymire (1992).
The following result shows that Z charges the whole half-line R+ = [0;∞).
Theorem 2.6 (The support). Assume that either (a) (1:3) holds; or (b) Y1 is not con-
centrated on a set of points of the form +n (n∈{±1;±2; : : :}) for some +¿0; with
P(0¡Y1¡1)¿0 and P(Y1¿1)¿0. Then for all 06 a¡b6∞; P(a¡Z6 b)¿0.
It may be useful to remark that if EY1 =1, then the conditions P(0¡Y1¡1)¿0 and
P(Y1¿1)¿0 are automatically satis9ed.
When (1.3) holds, the assertion was proved by Biggins and Grey (1979) for the
limit variable in the branching random walk.
When (1.3) fails, the result extends the corresponding one of Schuh (1982) about
the Bellman–Harris process. However, Schuh (1982) did not need the non-arithmetic
condition (b) on log Y1. One could presume that this would also be the case in general.
3. The general case: proof of theorems
Lemma 3.1. Assume (2:1) and (2:2). Then limt→∞ E(eitZ) = 0.
Proof. We write (t) = E(eitZ) for t ∈R, and l = lim supt→∞|(t)|. Our approach is
inspired by the proofs of Lemmas 5–7 of Athreya (1969); see also Bellman and Harris
(1952), Doney (1972) and Biggins and Grey (1979) for some similar arguments.
(i) We 9rst prove that l = 0 or 1. By (E′), we have |(t)|6E∏Ni=1 |(Ait)| for
all t¿0; letting t → ∞ and using Fatou’s lemma, we obtain l6f(l), where f is
the probability generating function of N . Therefore l= 0 or 1, noting that f(x)¡x if
0¡x¡1.
(ii) We next prove that for all t = 0, |(t)|¡1. Otherwise, since Z is not a.s.
constant, by Lemma 4 of Chapter XV.1 of Feller (1971), there is some h¿0 such
that |(h)| = 1 and |(t)|¡1 if 0¡t¡h. So 1 = |(h)|6E|(A1h)|. Therefore, a.s.
|(A1h)| = 1. By (2.1) and (2.2), EA1¡1, so that P(0¡A1¡1)¿0; hence for some
0¡a¡1, |(ah)|= 1, which is a contradiction with the de9nition of h.
(iii) We then show that l¡1. Assume l= 1. Let 0¡t0¡∞ be arbitrary 9xed, and
let 0¡¡1− |(t0)|: Choose t1 = t1() and t2 = t2() such that 0¡t1¡t0¡t2¡∞,
|(t1)|= |(t2)|= 1−  and |(t)|6 1−  if t ∈ [t1; t2]:
This is possible since  is continuous and |(0)| = lim supt→∞|(t)| = 1. If (n) is
a sequence tending to 0 as n → ∞ and if a is a limit point of t1(n), then by the
de9nition of t1 and the continuity of , (a) = 1. So by part (ii) above, a = 0. This
shows that lim→0 t1() = 0.
By Eq. (E′), for all t¿0, |(t)|6E|(Mt)| where M=max16 i6N Ai. Let Mi(i¿ 1)
be independent copies of M ; then by iteration, for all n¿ 1 and all t¿0,
|(t)|6n(t); where n(t) = E|(M1 : : : Mnt)|:
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Let us write +n(t)=P(t1¡tM1 : : : Mn6 t2) for each n¿ 1 and t¿0. By the de9nition of
t1 and t2, together with the basic functional equation (E) and the preceding inequality
on |(t)|, we obtain consecutively
n(t)6 (1− )+n(t) + 1− +n(t) = 1− +n(t);
1− = |(t2)|6E
N∏
i=1
|(Ait2)|6E
N∏
i=1
n(Ait2)6E
N∏
i=1
(1− +n(Ait2));
E
[
1−∏Ni=1(1− +n(Ait2))

]
6 1: (3.1)
Notice that as  → 0, ∏Ni=1(1− +n(Ait2)) = 1− ∑Ni=1 +n(Ait2) + o(). Therefore,
lim
→0
1−∏Ni=1(1− +n(Ait2))

= lim
→0
N∑
i=1
+n(Ait2) =
N∑
i=1
/n(Ai); (3.2)
where, for each x¿0, /n(x)=P{xM1 : : : Mn6 1}; and the last step holds since +n(xt2)→
/n(x) as  → 0 (this can be easily seen since t1()=t2()6 t1()=t0 → 0 as  → 0). By
(3.1), (3.2) and Fatou’s lemma, we obtain, for all n¿ 1,
E
N∑
i=1
/n(Ai)6 1: (3.3)
By (2.1) and (2.2), EM¡1; by Markov’s inequality, for all x¿0,
1− /n(x) = P{xM1 : : : Mn¿1}6 x[E(M)]n → 0 as n →∞: (3.4)
By (3.3), (3.4) and Fatou’s lemma, we get EN6 1. This contradicts hypothesis (2.2),
and proves that l¡1.
Combining the conclusions in parts (i) and (iii) above, we get l= 0.
Lemma 3.2. Let  :R+ → R+ be a bounded function and let A be a positive random
variable such that for some 0¡p¡1; t0¿ 0 and all t¿t0;
(t)6pE(At):
If pE(A−a)¡1 for some 0¡a¡∞; then (t) = O(t−a) (t →∞) and ∫∞0 (t)ta−1 dt
¡∞.
The conclusion (t) = O(t−a) is a consequence of Lemma 4.1 of Liu (1999a),
and can be proved as follows. Let C¿0 be large enough such that for all t¿0,
(t)6pE(At) +Ct−a. Let {Ai} be independent copies of A. Then by induction, for
all n¿ 1 and all t¿0, we have (t)6pnE(A1 : : : Ant) + Ct−a[1 + pE(A−a) + · · ·+
(pE(A−a))n−1]. Letting n → ∞ gives (t)6C=(1 − pE(A−a)). The integrability of
(t) ta−1 is a consequence of Lemma 2:2(ii) of Liu (1999b), and can be proved in a
similar way by considering 0(T )=
∫ T
0 (t)t
a−1 dt (T¿0) instead of (t), remarking that
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we can take C¿0 large enough such that for all t¿0, (t)6pE(At)+C(1+ t)−a−1,
so that for all T¿0, 0(T )6pE(A−a)E0(BT )+C1, where C1=C
∫∞
0 (1+t)
−a−1ta−1 dt
and B is a positive random variable with distribution PB(dx) = x−aPA(dx)=E(A−a).
(This time the procedure of iteration and the passage to the limit give 0(T )6C1=(1−
pE(A−a)) for each T¿0, so that
∫∞
0 (t)t
a−1 dt6C1=(1− pE(A−a)).)
Proof of Theorem 2.1. Let ∈ (0; 1) and ¿0 be arbitrarily 9xed, and let N =∑N
i=1 1{Ai¿} be the number of terms Ai which are greater than . Then N ↑ N
as  ↓ 0, and, by Lemma 3.1, there is t¿0 large enough such that for all t¿t,
|(t)|¡. Therefore by the functional equation (E′) and the fact that |(Ait)|6  if
Ait¿t and |(Ait)|6 1 for all t, we see that if t¿t=, then
|(t)|6E|(A1t)|[N−11{N¿ 1}+ 1{N = 0}] = p;E|(A˜1t))|;
where p;=EN−11{N¿ 1}+P(N=0), and A˜1 is a positive random variable whose
distribution is determined by
Eg(A˜1) =
1
p;
Eg(A) [N−11{N¿ 1}+ 1{N = 0}]
for all bounded and measurable function g. By the dominated convergence theorem,
p;
↓0→EN−11{N¿ 1}↓0→P(N = 1)
(notice that P(N = 0)→ P(N = 0) = 0) and, since EA−a1 ¡∞,
p;EA˜
−a
1 = EA
−a
1 [
N−11{N¿ 1}+ 1{N = 0}]
↓0→ EA−a1 N−11{N¿ 1}
↓0→EA−a1 1{N = 1}:
So by the condition we can choose ∈ (0; 1) and then ¿0 small enough such that
p;¡1 and p;EA˜
−a
1 ¡1. Therefore by Lemma 3.2,
|(t)|= O(t−a)(t →∞) and
∫ ∞
0
|(t)|ta−1 dt¡∞:
This gives the 9rst part of Theorem 2.1. For the second part, let C¿0 be such that
|(t)|6Ct−a for all t¿0. If m¿1 and E∏mi=1 A−ai ¡∞, then by the preceding in-
equality on |(t)|, we have
|(t)|6
m∏
i=1
|(Ait)|6CmE
m∏
i=1
(Ait)−a = Cm
(
E
m∏
i=1
A−ai
)
t−ma:
Proof of Theorem 2.2. Let ;  and N be as in the proof of Theorem 2.1. DiLerenti-
ating the functional equation (E′), we obtain
′(t) = E
N∑
i=1
Ai′(Ait)
∏
j 
=i;16 j6N
(Ajt):
Let t¿0 be such that |(t)|¡ if |t|¿t. By the preceding equality on ′(t) and by
the same reason as in the proof of Theorem 2.1, if t¿t=, then
|′(t)|6E
N∑
i=1
Ai|′(Ait)|[N−11{N¿ 1}+ 1{N = 0}] = q;E|′(Bt))|;
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where q;=E
∑N
i=1 Ai[
N−11{N¿ 1}+1{N=0}], and B is a positive random variable
whose distribution is determined by
Eg(B) =
1
q;
E
N∑
i=1
Aig(Ai)[N−11{N¿ 1}+ 1{N = 0}]
for all bounded and measurable function g. By the dominated convergence theorem,
q;
↓0→E
N∑
i=1
AiN−11{N¿ 1}↓0→EA11{N = 1}
(which is ¡1 since, when (E) has an integrable solution, E
∑N
i=1 Ai = 1), and
q;EB−(a+1) = E
N∑
i=1
A−ai [
N−11{N¿ 1}+ 1{N = 0}]
↓0→ E
N∑
i=1
A−ai 
N−11{N¿ 1}↓0→EA−a1 1{N = 1}:
Therefore, by the condition we can choose ∈ (0; 1) and then ¿0 small enough
such that q;¡1 and q;EB−(a+1)¡1, so that the conclusion again follows from
Lemma 3.2.
Proof of Theorem 2.3. Due to Theorem 2.1, we can use an argument similar to that
used in Athreya and Ney (1972) for the Galton–Watson process. Since EA−1 ¡∞,
dividing EA−a1 1{N = 1} into two parts according to A16 1 or A1¿1 and using the
dominated convergence theorem, we see that lima↓0 EA−a1 1{N = 1} = P(N = 1)¡1.
So we can choose a¿0 small enough such that EA−a1 ¡∞ and EA−a1 1{N = 1}¡1.
Therefore, by Theorem 2.1, |EeitZ |=O(|t|−a) as |t| → ∞. Let na ∈N be large enough
such that ana¿1, and let {Zi} be independent copies of Z . Then for each k¿ na and
each 9xed (y1; : : : ; yk)∈ (0;∞)k , the distribution of y1Z1 + · · · + ykZk is absolutely
continuous (because its characteristic function is integrable on R). As in Section 1, let
{(Nu; Au1; Au2; : : : ; )}u be independent copies of (N; A1; A2; : : :), indexed by all the 9nite
sequences u = u1 : : : un; ui ∈N∗, and let T be the Galton–Watson tree with de9ning
elements {Nu}u. Let zn = {u1 : : : un ∈T: ui ∈N∗} be the set of individuals in the nth
generation, and let #zn be its cardinality. Then by the basic distributional function (E),
we have, for all n¿ 1,
Z d=
∑
u=u1 :::un ∈ zn
Au1 : : : Au1 :::unZu1 :::un ;
where {Zu1 :::un} are independent copies of Z , and are also independent of {Nu; Aui: u∈
(N∗)k ; k¡n; i∈N∗}. It will be convenient to write the equation in the form
Z d=
#zn∑
i=1
YiZi;
where {Zi} are independent copies of Z and are independent of (#zn; Y1; Y2; : : :), and
where Yi¿0. Let E be a Borel set on R with Lebesgue measure 0. Then for each
k¿ na and each 9xed (y1; : : : ; yk)∈ (0;∞)k , we have P(y1Z1 + · · · + ykZk ∈E) = 0,
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so that P(Y1Z1 + · · · + YkZk ∈E) = 0 by the independence between (Y1; : : : ; Yk) and
(Z1; : : : ; Zk). Therefore by the preceding distributional equation,
P(Z ∈E) = P

 #zn∑
i=1
YiZi ∈E


=
∞∑
k=1
P
([
k∑
i=1
YiZi ∈E
]
∩ [#zn = k]
)
6 P[#zn¡na];
where the last step holds because the probability P([
∑k
i=1 YiZi ∈E] ∩ [#zn = k]) is
bounded by P[
∑k
i=1 YiZi ∈E] = 0 for k¿ na, and by P[#zn = k] for k¡na. Letting
n →∞ in the preceding inequality, we see that P(Z ∈E)=0. This proves the absolute
continuity of Z .
Proof of Theorem 2.4. This is a simple combination of Theorem 2.1 and the following
two lemmas, the 9rst of which is a Tauberian result, while the second permits us to
get information on (N; A1; A2; : : :) from that on Z .
Lemma 3.3 (Liu, 1999a, Lemma 4:4). Let X¿0 be a positive random variable. For
all 0¡a¡∞; consider the following statements:
(i) E[X−a]¡∞; (ii) E[e−tX ] = O(t−a); t →∞;
(iii) P[X 6 x] = O(xa); x → 0; (iv) ∀b∈ (0; a); E[X−b]¡∞.
Then the following implications hold: (i)⇒ (ii)⇔ (iii)⇒ (iv).
Lemma 3.4. Let Z be a non-trivial solution of (E); and put Y1 =
∑N
i=1 Ai.
(i) Assume p0=0. Let K¿0 be such that cK :=P(Z6K)¿0. Then for all 0¡x¡∞;
P(Z6 x)¿pm(cK)mP(Y16 x=K |N = m);
Ee−xZ¿pm(cK)mE[e−xKY1 |N = m];
if additionally EZ−x¡∞; then EA−x1 1{N = 1}¡1 and
EZ−x¿pm(cK)mK−xE[Y−x1 |N = m]:
(ii) If EZ=1; then for all t¿0; E[Y−t1 ]6E[Z
−t] and Ee−tY16Ee−tZ . Consequently;
if Z is a solution of (E) with EZ = 1 and Ee−tZ = O(t−a) (t → ∞) for some
a¿0; then Ee−tY1 = O(t−a) (t →∞).
Proof. (i) By Eq. (E), we have
P(Z6 x) ¿ P({A1Z1 + · · ·+ ANZN 6 x} ∩ {N = m})
¿ P
(
{A1K + · · ·+ AmK6 x} ∩
m⋂
i=1
{Zi6K} ∩ {N = m}
)
= pm(cK)mP(A1 + · · ·+ Am6 x=K |N = m):
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This gives the assertion about P(Z6 x). The assertions about Ee−xZ and EZ−x can
be proved in a similar way. To see that EA−x1 1{N =1}¡1 if EZ−x¡∞, it suUces to
remark that EZ−x¿E(A1Z1)−x1{N = 1}.
(ii) Let Z ′ be the random variable de9ned by the right hand side of (E), and let
F1 be the 5-algebra generated by N and Ai; 16 i6N . Then E[Z ′ |F1] = Y1. Let
t¿0 be 9xed. Since the function y → y−t is convex, by Jensen’s inequality we have
Y−t1 = (E[Z
′ |F1])−t6E[(Z ′)−t |F1], so that E[Y−t1 ]6E[(Z ′)−t] = E[Z−t]. By the
same reason, Ee−tY16Ee−tZ .
Proof of Theorem 2.5. Write (t) = Ee−tZ . Then by Eq. (E′), for all t¿0; (t)6
E
∏m
i=1 (Ait)6 [(at)]
m. Therefore, writing b=1=a, using the inequality for t=bk and
iterating, we obtain −log(bk)¿ − mk log(1)=K(bk)), where K = − log(1)¿0;
k =0; 1; : : : . Since (t) is a monotone, this gives the desired upper bound of Ee−tZ ; t¿0.
By considering sups¿ t |EeisZ | instead of Ee−tZ , we see that the same conclusion holds
for |EeitZ |. The assertion about P(Z6 x) follows from that about Ee−tZ and the Taube-
rian theorem of exponential type (cf. Kasahara, 1978, Theorem 3(ii) & (iii) or Liu,
1996).
The lower bound of (t) = Ee−tZ and P(Z6 x) can be obtained in a similar way,
using (t)¿p[((a+)t)]m, where p=P(N =m and Ai6 a+ for all i=1; : : : ; m)¿0
(cf. also the proof of Theorem 6.1 of Liu, 1999a).
Proof of Theorem 2.6. If (1.3) holds, without loss of generality we can assume that
EZ=1 and that Z is the a.s. limit of the martingale Yn de9ned in Section 1, so that the
proof of Theorem 2 of Biggins and Grey (1979) works. We therefore only consider
case (b) of the theorem.
Let I1 be the set of points of increase of Y1, and let IZ be that of Z . Put I+1 = I1 \{0}
and I+Z = IZ \ {0}.
(i) We 9rst prove that if a∈ I+1 and z ∈ I+Z , then az ∈ I+Z . Let 0¡¡a and 0¡8¡z
be suUciently small. Then P(a− ¡Y1¡a+ )¿0 and P(z− 8¡Z¡z+ 8)¿0. Con-
sequently, there exists an integer n¿ 1 such that P(N = n; a− ¡Y1¡a+ )¿0, and
by Eq. (E),
P[(a− ) (z − 8)¡Z¡(a+ ) (z + 8)]
=P
[
(a− ) (z − 8)¡
N∑
i=1
AiZi¡(a+ ) (z + 8)
]
¿P
[
N = n; z − 8¡Zi¡z + 8 ∀i∈{1; : : : n}; a− ¡
n∑
i=1
Ai¡a+ 
]
=P[N = n; a− ¡Y1¡a+ ] [P(z − 8¡Z¡z + 8)]n¿0:
This implies that for all ¿0 small enough, P[az − ¡Z¡az + ]¿0, and therefore
az ∈ I+Z .
(ii) Let M+ = {a¿0 : a = a1 : : : an for some n¿ 1 and a1; : : : ; an ∈ I+1 } (where the
a′is are not necessarily distinct), and put 9 = {x : x = log a for some a∈M+}. Then
M+ is closed under multiplication, so that 9 is closed under addition; moreover, since
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P(Y1¡1)¿0 and P(Y1¿1)¿0, I+1 has a point ¡1 and a point ¿1, so that 9 has a
point ¡0 and a point ¿0. Therefore either 9 is dense in R or 9 = {0;±h;±2h; : : :}
for some h¿0 (cf. Feller, 1971, proof of Lemma V.4.2, pp. 147–148). Since Y1 is
not concentrated on a geometric progression, the later case is excluded. Hence M+ is
dense in (0;∞).
(iii) Choose z0 ∈ I+Z ; this is possible because P(Z¿0)¿0. By the conclusion in (i),
z0M+ ⊂ I+Z , where z0M+ = {z0a : a∈M+}; by the assertion in (ii), z0M+ is dense in
(0;∞). Hence I+Z is also dense in (0;∞), so that I+Z = (0;∞).
4. Special case 1: the case where Ai =Wi=N with Wi i.i.d. and independent of N
We now consider a special case of (E) which arises in the model of self-similar
cascade on the Galton–Watson tree. Let N and W be independent random variables,
with values in N∗= {1; 2; : : :} and R∗=(0;∞), respectively, and let {Nu}u and {Wu}u
be two independent families of random variables indexed by all 9nite sequences of
positive integers, each Nu distributed as N and each Wu as W . Let T be the Galton–
Watson tree with de9ning elements {Nu}u, and let @T={u1u2 : : : : ∀n¿ 0; u1 : : : un ∈T}
be its boundary. If u= u1 : : : un is a sequence with length n and if 16 i6 n, we write
u|0 = ∅ and u|i = u1 : : : ui. Let + = +! be the equally splitting measure on @T: by
de9nition, +(@T) = 1 and, for all u= u1 : : : un ∈T; n¿ 1,
+(B(u)) =
n−1∏
i=0
1
Nu|i
;
where Bu = {uv1v2 : : : :∀n¿ 1; uv1 : : : vn ∈T} is the set of all in9nite descendants of
u. This measure plays the same role as the Lebesgue measure on [0; 1].
Let /n be the Borel measure on @T with density Wu1 : : : Wu1 :::un on each B(u) (u =
u1 : : : un ∈T; n¿ 1) with respect to +. If EW = 1, then by the Martingale convergence
theorem, a.s. /n converges weakly to a measure / on @T. This is a variant of the
model of PeyriNere (1977) who constructed the measure on the interval [0; 1] rather
than on @T. It is a natural extension of Mandelbrot’s measure on a c-ary 9xed tree to
the Galton–Watson tree.
We are interested in the properties of the mass /(@T). Notice that for each n¿ 1, the
mass /n(@T) is just the random variable Yn de9ned in Section 1 with Aui =Wui=Nu for
each sequence u and each positive integer i. Therefore, the random variable Z=/(@T)
satis9es the functional equation
Z d=
1
N
N∑
i=1
WiZi; (E1)
where all the random variables N;Wi; Zi are independent of each other, each Wi dis-
tributed as W and each Zi distributed as Z . Condition (2.1) then becomes
p0 = P(W = 0) = 0; p1¡1 and P(Y1 = 1)¡1; (4.1)
where we still write pn =P(N = n), and Y1 =
∑N
i=1 Ai, with Ai =Wi=N . By the general
result stated in Section 1, we have E/(@T) = 1 if −∞¡EW logW¡E logN , and
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/(@T)=0 a.s. otherwise, assuming EW =1 and E logN¡∞. We shall in fact consider
each solution of Eq. (E1) without assuming EW =1. By Proposition 1.1, if (4.1) holds
and if for some ∈ (0; 1],
EN¿1 and E(N 1−)E(W)6 1; (4.2)
then Eq. (E1) has a non-trivial positive solution; the converse holds if additionally
1¡EN¡∞ and EW log+W¡∞. Moreover, if
EW = 1 and −∞¡EW logW¡E logN¡∞; (4.3)
then each positive solution of (E1) has 9nite moment, and there is exactly one solution
with mean 1.
In the following theorems, we always assume (4.1) and (4.2). Thus (E1) has a
non-trivial positive solution, and each such solution is not a.s. constant.
Theorem 4.1 (Case p1 = 0). Let Z be a non-trivial positive solution of (E1). Assume
that p1 = 0 and put m=min{n¿ 1: pn¿0}. Let 0¡a¡∞ be such that ENma¡∞.
Then:
(i) Let (t) be Ee−tZ or EeitZ ; and let ′ be its derivative. If P(W 6 x)=O(xa) (x →
0); then (t) = O(t−ma)(t → ∞); if additionally ENma+1¡∞; EW = 1 and
EW logW¡E logN; then ′(t) = O(t−(1+ma))(t →∞).
(ii) As x → 0; P(Z6 x) = O(xma) if and only if P(W 6 x) = O(xa).
(iii) If for some constants C1¿0; C2¿0 and all x¿0 small enough; C1xa6P(W
6 x)6C2xa; then there are some constants C3¿0; C4¿0 such that; for all
x¿0 small enough;
C3xma6P(Z6 x)6C4xma:
(iv) If E(W−a)¡∞; then E[Z−ma]¡∞; conversely; if E[Z−ma]¡∞; then E(W−b)¡
∞ for all 0¡b¡a.
(v) Let x0¿0 and let l : (0; x0] → (0;∞) be a function which is slowly varying at
0 and which is bounded away from 0 and ∞ on each compact subset of (0; x0].
Suppose that for some ¿0; ENma+¡∞. Then as x → 0; P(A6 x) ∼ xal(x)
implies
P(Z6 x) ∼ cxma[l(x)]m;
where c = pmmma[E(Z−a)]m ∈ (0;∞).
Using part (vi), it can be easily seen that for the second assertion in part (iv), in
general we cannot expect to have the implication “EZ−ma¡∞⇒ EW−a¡∞”.
Under a stronger condition, Barral (1997, Thorme 6.3.1.a.2)) has obtained a weaker
form of (ii) and (iv): he proved that if E(Np)¡∞ for all p¿0, then the follow-
ing assertions are equivalent for each 9xed a¿0: (a) ∀b∈ (0; a), E(W−b)¡∞; (b)
∀b∈ (0; a); E(Z−mb)¡∞. Our approach is more probabilistic, and is therefore simpler.
For the proof of Theorem 4.1, we shall need the following elementary results.
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Lemma 4.1 (Liu, 1999a, Lemma 4:3). Let X¿0 be a positive random variable. If
P(X 6 x) = O(xa) (x → 0) for some a¿0; then for all b¿a;
E[(1 + Xt)−b] = O(t−a) as t →∞:
Lemma 4.2 (Liu, 1999b, Lemma 4:7). Let n¿ 2 be an integer and let X1; : : : ; Xn be
a sequence of i.i.d. positive random variables. Then for all a¿0;
E[(X1 + · · ·+ Xn)−na]6 n[E(X−a1 )]n:
Lemma 4.1 follows easily from the formula EY−b = b
∫∞
0 P(Y 6 x)x
−b−1 dx for
each b¿0 and each positive random variable Y ; Lemma 4.2 follows from the same
formula and the fact that P(X1 + · · ·+ Xn6 x)6 [P(X16 x)]n and [P(X16 x)]n−16
[xaE(X−a1 )]
n−1.
Proof of Theorem 4.1. (i) We 9rst prove the assertion for (t). Assume P(W 6 x) =
O(xa) (x → 0). Then for all 0¡b¡a; E(A−b1 ) = E[(W1=N )−b] = ENbEW−b¡∞, and
E
m∏
i=1
A−bi = EN
mb[EW−b]m¡∞:
So by Theorem 2.1, (t) =O(t−mb) (t →∞) for all 0¡b¡a. Fix b∈ (a=m; a) and let
C¿0 be such that for all t¿0; |(t)|6C(1 + t)−mb. Since bm¿a and P(W 6 x) =
O(xa) (x → 0), by Lemma 4.1, for all t¿0,
E|(Wt)|6E[C(1 +Wt)−bm]6C1t−a; (4.4)
where C1¿0 is a constant independent of t. Therefore, by Eq. (E′), for all t¿0,
|(t)|6E
m∏
i=1
|(Wit=N )|6E
m∏
i=1
C1(t=N )−a = C1ENmat−ma:
We next prove the assertion for ′. Assume EW = 1 and EW logW¡E logN¡∞.
Then Z is integrable, so that its characteristic function is derivable. By Theorem 2.2,
for all b¿− 1, if EW−b¡∞ and ENb+1¡∞, then |′(t)|=O(t−(1+b)) (t →∞). We
claim that if the conditions hold for some b¿0, then ′(t) = O(t−(1+mb)). In fact, by
the basic functional equation, for all t¿0,
|′(t)|6
∞∑
n=m
pn[E|(Wt=n)|]m−1E[W |′(Wt=n)|]: (4.5)
By what we have proved above, (t) = O(t−mb) and ′(t) = O(t−(1+b)). Therefore,
for some constant C2¿0 and all t¿0; |(t)|6C2t−mb and |′(t)|6C2t−(1+b). Using
these inequalities with t replaced by Wt=n, together with (4.5), we obtain |′(t)|6
C3t−(1+mb) for some constant C3¿0 and all t¿0.
We now assume P(W 6 x) =O(xa) (x → 0) and ENa+1¡∞ for some a¿0. There-
fore, for each b¡a, ′(t) = O(t−(1+mb)). Choose b¡a such that mb¿a. Let YW be a
random variable with distribution P YW (dx) = xPW (dx). Just as in the proof of (4.4),
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using P(W 6 x) = O(x1+a) (x → 0) and (t) = O(t−(1+mb)) (t → ∞; mb¿a), we can
prove that
E|W′(Wt)|= E|′( YWt)|= O(t−(1+a)); t →∞: (4.6)
By (4.4) and (4.6), for some constant C4¿0 and all t¿0; E(Wt)6C4t−a and
E|W′(Wt)|6C4t−(1+a). Using these inequalities in (4.5) (with t replaced by t=n),
we obtain ′(t) = O(t−(1+ma)).
(ii) If P(W 6 x) = O(xa) (x → 0), then by part (i), Ee−tZ = O(t−ma) (t → ∞), so
that by Lemma 3.3, P(Z6 x) = O(xma) (x → 0). The converse also holds because,
by Lemma 3.4, for all x¿0; P(Z6 x)¿pm(cK)mP(W 6 x=K)m, where K¿0 is a
constant such that cK :=P(Z6K)¿0.
(iii) This in an immediate consequence of (ii) and the preceding inequality about
P(Z6 x) in the proof above.
(iv) Assume E(W−a)¡∞. Then P(W 6 x)=O(xa) (x → 0). So by (ii), P(Z6 x)=
O(xma) (x → 0) and hence E(Z−mb)¡∞ for all 0¡b¡a. In particular, E[(W1Z1)−a]=
E[W−a]E[Z−a]¡∞. Therefore, by Eq. (E1) and Lemma 4.2,
E[Z−ma] 6 E[(A1Z1 + · · ·+ AmZm)−ma]
6 ENmam(E[(W1Z1)−a])m¡∞:
This gives the 9rst conclusion of (iii). The second assertion of (iii) is a consequence
of (i) and Lemma 3.3.
(v) Write (t)=Ee−tZ and W (t)=Ee−tW . By a Tauberian theorem (cf. Theorem 3 of
Chapter XII.5 of Feller, 1971), it suUces to prove that as t →∞,
if W (t) ∼ t−al(t) then (t) ∼ pm[maEZ−at−al(t)]m;
where l(t) is a function slowly varying at ∞, de9ned on t¿ t0 for some t0¿ 0, and
is bounded away from 0 and ∞ on each compact set of (t0;∞). By the functional
equation (E′), for all t¿0,
(t) =
∞∑
n=m
pn[EW (Zt=n)]n:
We shall prove that in the right hand side, the 9rst term in the sum gives the desired
equivalence, and the rest is negligible with respect to the 9rst. For simplicity, we can
assume t0 = 0; otherwise we consider l˜ instead of l, where l˜(t) = 1 if 06 t¡t0 and
l˜(t)= l(t) if t¿ t0. Let 0¡¡a. So EZ−(a+)¡∞ by part (iv) and Lemma 3.3. Since
l is bounded away from 0 and ∞ on each compact set of (0;∞), by Potter’s theorem
(cf. Bingham et al., 1987, p. 25, Theorem 1.5.6(ii)), there exists C1 = C1()¿0 such
that for all x¿0 and y¿0,
l(y)=l(x)6C1 max{(y=x); (x=y)};
since W (t) ∼ t−al(t), there is some constant C2¿0 such that, for all t¿0; W (t)ta=
l(t)6C2. Therefore, for all t¿0,
W (Zt)ta
l(t)
=
W (Zt) (Zt)a
l(Zt)
l(Zt)
l(t)
Z−a6C2C1 max(Z; Z−)Z−a:
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Using this and remarking that W (Zt)ta=l(t) → Z−a(t → ∞), by the dominated con-
vergence theorem we obtain limt→∞ EW (Zt)ta=l(t) = EZ−a. So
EW (Zt=m) ∼ maE(Z−a)t−al(t):
Choose b∈ (m;min(m+ 1; m+ =a)) and then 8∈ (0; a) small enough such that ma¡
b(a− 8)¡m+ ; let C¿0 be such that W (x)6Cx−(a−8) for all x¿0. Then for all
n¿m+ 1; [EW (tZ=n)]n6 [EW (tZ=n)]b6 {E[C(tZ=n)−(a−8)]}b, so that∑
n=m+1
pn[EW (tZ)]n6Cb[EZ−(a−8)]bENb(a−8)t−b(a−8):
Since b(a− 8)¿ma, it follows, by the equation on , that as t →∞;
(t) ∼ pm[EW (Zt=m)]m ∼ pmmam[E(Z−a)]mt−am[l(t)]m:
Theorem 4.2 (Case p1 ¿ 0). Let Z be a non-trivial solution of (E1). Assume p1¿0.
Then the following assertions hold for each 0¡a¡∞.
(i) Let (t) be Ee−tZ or EeitZ . If E(Na)¡∞ and p1EW−a¡1; then (t)=O(t−a)
(t →∞); if additionally EN 1+a¡∞; EW =1 and EW logW¡E logN; then the
derivative ′(t) exists; and ′(t) = O(t−(1+a)) (t →∞).
(ii) If E(Na)¡∞ and p1EW−a¡1; then P(Z6 x) = O(xa) (x → 0); conversely; if
EZ−a¡∞; then p1EW−a¡1.
(iii) If for some a0¿0; E(Na0 )¡∞ and p1EW−a0 = 1; then EZ−a¡∞ if 0¡a¡a0;
and EZ−a =∞ if a¿ a0.
Proof. This is a direct consequence of Theorems 2.1, 2.2, 2.4 and the corollary to
Theorem 2.4.
Theorem 4.3 (Absolute continuity). Let Z be a non-trivial and positive solution of
(E1). Then the distribution of Z is absolutely continuous on (0;∞) if either (a)
EN¡∞ and P(W 6 x) = O(x) for some ¿0; or (b) EN¡∞ for some ¿1=2;
EW = 1 and EW logW¡E logN .
Proof. In case (a), we use Theorem 2.3; in case (b), we use the corollary to Theorem
2.2, remarking that the function x → EWx is convex so that EWb¡1 for all 0¡b¡1.
5. Special case 2: the case where Ai = aiW with ai constants
In this section we consider the case where Ai are multiples of a 9xed random variable
independent of N . If N is constant, the equation was considered by Holley and Liggett
(1981) in the study of smoothing processes; if A1 = A2 = · · ·, the equation becomes
that satis9ed by the limit variable of the super-critical Bellman–Harris process (cf. Liu,
1999a). The following result shows that in Theorem 2.1 the exponent a¿0 for which
E(e−tZ) = O(t−a) (t →∞) cannot be improved in general.
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Theorem 5.1. Assume Ai = aiW for all 16 i6N; where W is a positive random
variable independent of N; and ai are strictly positive constants. Assume also that
P(N =0)=P(N =1)=P(W =0)=0 and that E[
∑N
i=1 a

i W
]6 1 for some ∈ (0; 1].
Let Z be a non-trivial positive solution of (E): Then the following conclusions hold:
(i) Let a∈ (0;∞). As x → 0; P(Z6 x) = O(xa) if and only if P(W 6 x) = O(xa).
(ii) If for some constants a¿0; Ci¿0 (i=1; 2) and all x¿0 small enough; C1xa6
P(W 6 x)6C2xa; then the same is true for Z: there are some constants Ki¿0
(i = 1; 2) such that for all x¿0 small enough; K1xa6P(Z6 x)6K2xa.
(iii) For all a∈ [0;∞); if P(W 6 x)=O(xa)(x → 0); then Ee−tZ=O(t−a) and |EeitZ |=
O(t−a) (t →∞).
Proof. Assume P(W 6 x) = O(xa) (x → 0). Let b∈ (0; a) be arbitrarily 9xed. Since
EW−b¡∞, by Theorem 2.1 we have (t)=O(t−b), where (t)=Ee−tZ or EeitZ ; t →
∞. Let b∈ (0; a) and C¿0 be such that tm¿a and |(t)|6C(1 + t)−b for all t¿ 0.
Then by the basic functional equation, for all t¿0,
|(t)|6E
m∏
i=1
|(aiWt)|6E
m∏
i=1
C(1 + aiWt)−b6CmE(1 + aWt)−bm;
where a=min16 i6m ai. Since P(W 6 x)=O(xa) and bm¿a, by Lemma 4.1, the last
term is O(t−a). This ends the proof of the “if ” part in (i) and the assertion in (iii).
The “only if” part in (i) comes directly from Lemma 3.4(i). Part (ii) is a consequence
of (i), using again Lemma 3.4(i).
6. Solutions which are not necessarily positive
It is also interesting to consider solutions of (E) which are not necessarily positive;
in this case the equation extends the notion of stable laws of index ∈ (1; 2]. It is
also interesting to consider the solutions of the functional equation (E′) which are not
necessarily Laplace transforms or characteristic functions.
Recall that L denotes the class of Laplace transforms of probability laws on R+.
Theorem 6.1. Assume (1.1)
(i) If (1:2) holds for some ∈ (0; 2]; then (E) has a non-trivial solution in the class
of probability laws on R.
(ii) If (1:2) holds for some ¿0 (which is not necessarily 6 2); then Eq. (E′)
admits a solution in the class
0+ = { : (0;∞)→ (0; 1] : ∃+ ∈L; (t) = +(t) and all t¿0; + = 1}
(of course; the last 1 denotes the constant function x → 1); so that the class of
positive functions is bounded by 1 and in9nitely derivable on (0;∞).
Proof. Let Y be a non-trivial positive solution of Y d=
∑N
i=1 A

i Yi, where Y; Y1; Y2; : : : are
independent of each other and independent of (N; A1; A2; : : :); such a solution exists by
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Proposition 1.1. Let + be the Laplace transform of Y . Then it can be easily checked
that (t) =+(t) satis9es (E′) (cf. Durrett and Liggett, 1983). When ∈ (0; 2], there
is a random variable X with stable law of index  and independent of Y . Then by an
argument of Guivarc’h (1990), Z = XY 1= is a solution of (E).
Theorem 6.2. If E
∑N
i= A

i =1 and E
∑N
i= A

i logAi¡0; then for each complex constant
c = 0; Eq. (E′) has at most one solution in the class of functions
0;c =
{
 : (0;∞) → D; lim
t↓0
1− (t)
t
= c
}
;
where D= {z ∈C: |z|6 1} is the unit disk in the complex plan C.
Proof. By induction it can be easily proved that for all n¿ 1 and all xi; yi ∈D;
|x1 : : : xn − y1 : : : yn|6 |x1 − y1|+ · · ·+ |xn − yn|: Therefore, if i(t) = E
∏N
k=1 (Akt);
i = 1; 2, then
|1(t)− 2(t)|6E[|1(A1t)− 2(A1t)|+ · · ·+ |1(AN t)− 2(AN t)|]:
Write  (t) = |1(t) − 2(t)|=t and let X be a random variable whose distribution is
determined by Eg(X )=E
∑N
i=1 A

i g(Ai) for “any” g. Then by the preceding inequality,
 (t)6E (Xt) for all t¿0. By iteration, if Xi are independent copies of X , then for
all n¿0 and all t¿0,
 (t)6E (X1 : : : Xnt):
Since E logX =
∑N
i=1 A

i logAi¡0, by the law of large numbers a.s. X1 : : : Xn → 0 as
n →∞. Therefore, letting n →∞ in the preceding inequality and using the dominated
convergence theorem, we see that for each t¿0;  (t)6 limt↓0  (t) = 0.
The theorem implies, of course, the following well-known result about the Cauchy
and normal laws: the Cauchy law is the unique solution of the equation 12Z1 +
1
2Z2
d=Z
in the class of probability laws on R whose characteristic function  satis9es limt↓0(1−
(t))=t = 1, and the normal law N(0; 1) is that of the equation 1√
2
Z1 + 1√2Z2
d=Z with
limt↓0(1− (t))=t2 = 1.
The following result gives a necessary condition for (E′) to have a solution in some
classes.
Theorem 6.3. If Eq. (E′) has a solution in the class 0;c for some ¿0 and c∈C\{0};
and if ‖N‖∞¡∞ and E
∑N
i=1 A

i ¡∞; then E
∑N
i=1 A

i = 1.
Proof. Let ∈0;c be a solution of (E′). Since for each n¿ 1;
∏n
i=1(1 + xi) =
1 +
∑n
i=1 xi +
∑
J⊂{1; :::; n};1¡#J 6 n
∏
i∈ J xi (where
#J denotes the cardinality of J , and
the empty sum is taken to be 0), using Eq. (E′) we obtain
1− (t)
t
= E
N∑
i=1
1− (Ait)
t
− E
∑
J⊂{1;:::; N};1¡#J 6N
∏
i∈ J{−[1− (Ait)]}
t
:
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Since |(1−(Ait))=t|6KAi for some constant K¿0, by the dominated convergence
theorem as t ↓ 0 the 9rst term of the right hand side tends to E∑Ni=1 cAi ; similarly,
the second term tends to 0 because each product therein tends to 0 and is bounded
by KM2
#J−1, where M = max16 i6N Ai is integrable. Therefore, letting t ↓ 0 in the
preceding identity, we obtain c = cE
∑N
i=1 A

i , from which E
∑N
i=1 A

i = 1.
Remark. By a similar argument using Potter’s theorem about slowly varying functions,
we can prove the following result. Suppose that Eq. (E′) has a solution  : (0;∞)→ D
satisfying limt↓0(1−(t))=t‘(t) = c, where ¿0 and c∈C \ {0} are constants, and ‘
is a function slowly varying at ∞ and bounded away from 0 and ∞ in each compact
set of [1;∞); assume also that E∑Ni=1 A+i ¡∞. Then E∑Ni=1 Ai = 1.
Notice that the arguments in the proofs of Theorems 2.1–2.3 and 2.6 still apply
for solutions which are not necessarily positives, except for the conclusions about the
Laplace transform which now may not be de9ned. Therefore, we have:
Theorem 6.4. Assume only (2:1) and that (2:2) holds for some ∈ (0; 2]. Then: (i)
all the assertions of Theorems 2:1–2:3 are still valid for any non-trivial solution Z
of (E); if the function  therein only denotes the characteristic function of Z (we do
not consider the Laplace transform for solutions which are not necessarily positive);
(ii) when Y1 satis9es the conditions of Theorem 2:6; we have P(a¡Z¡b)¿0 for all
06 a¡b6∞ if P(Z¿0)¿0; and for all −∞6 a¡b6 0 if P(Z¡0)¿0.
In concluding the paper, we point out that our methods can also be applied to study
the functional equation considered in Barral (1998).
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