Abstract. We describe explicitly the cohomology of the total complex of certain diagrams of invertible sheaves on normal toric varieties. These diagrams, called wheels, arise in the study of toric singularities associated to dimer models. Our main tool describes the generators in a family of syzygy modules associated to the wheel in terms of walks in a family of graphs.
Introduction
A standard tool in homological algebra is to study a finitely generated module over a ring in terms of a free resolution, or more generally, a coherent sheaf on a variety in terms of a resolution by locally free sheaves. Conversely, given a complex T • of locally free sheaves on a variety X, it is natural to ask whether the cohomology of the complex is nonzero in one degree only, say k ∈ Z, in which case T • is quasi-isomorphic to the pure sheaf H k (T • )[−k]. In particular, it is important to have an explicit understanding of the cohomology sheaves of a complex of locally free sheaves. Our main result achieves this for a class of four-term complexes of locally free sheaves on normal toric varieties.
Our motivation comes from the study of derived categories of toric varieties associated to consistent dimer model algebras (see Bocklandt-Craw-Quintero-Vélez [2, Section 2.4] for a brief introduction). The best-known example of a consistent dimer model algebra is the skew group algebra C[x, y, z] * G for a finite abelian subgroup G ⊂ SL(3, C), in which case the relevant toric variety is the G-Hilbert scheme X = G -Hilb(C 3 ) introduced by Nakamura [10] . In their study of the equivalence of derived categories induced by the universal family on the G-Hilbert scheme, Cautis-Logvinenko [3] describes explicitly the cohomology sheaves of certain four-term complexes T • on X and hence shows that with only one exception, every such complex is quasiisomorphic to a pure sheaf H k (T • )[−k] for k = 0, 1 (see also Cautis-Craw-Logvinenko [4] ). Our main result (see Theorem 1.1 below) can be applied to a broader class of four-term complexes, including those arising in the study of the derived equivalences induced by the universal family of fine moduli spaces X associated to any consistent dimer model algebra. As an application, joint work with Raf Bocklandt [2] establishes the dimer model analogue of the Cautis-Logvinenko result, namely, that for a special choice of moduli space generalising the G-Hilbert scheme, all but one of the four-term complexes T • on X obtained from the derived equivalence is quasiisomorphic to a pure sheaf H k (T • )[−k] for k = 0, 1.
The complexes T • that we consider in this paper are four-term complexes of the form
for some m ≥ 2, where L, L j,j+1 and L j (1 ≤ j ≤ m) are invertible sheaves on any normal toric variety X, where each differential is equivariant with respect to the torus-action on X, and where the right-hand copy of L lies in degree zero. Assume in addition that for 1 ≤ j ≤ m, the restriction of the differential d 2 to the summand L j,j+1 has image in L j ⊕ L j+1 (with indices modulo m). This means that if we separate vertically the summands in the terms of T • and hence break the matrices defining the differentials into their constituent maps between summands, the complex can be presented as a diagram of the form
. . .
. . . The maps between invertible sheaves in this diagram are multiplication by a torus-invariant section of an invertible sheaf on X. We illustrate this and fix notation by writing on each arrow in diagram (1.2) the Cartier divisor of zeros of the corresponding section so, for example, the effective divisor
, L 2 ) denotes the Cartier divisor of zeros of the section that defines the map from L 1,2 to L 2 . This diagram can be represented equally well in a planar picture that is reminiscent of a bicycle wheel (see Figure 4 in Section 3), and we refer to any such four-term complex T • as a 'wheel' on X.
To state our main result we choose once and for all a rather special order on the set of transpositions of m letters (see Section 2), giving τ 1 = (µ 1 , ν 1 ), . . . , τ n = (µ n , ν n ) where n = m 2 and µ k < ν k for 1 ≤ k ≤ n. In addition, for every index 1 ≤ k ≤ n we define a subscheme Z k ⊂ X to be the scheme-theoretic intersection of certain torus-invariant divisors in X. To be more precise, let D := {D λ } λ∈Λ be a set of torus-invariant divisors in X. Define the greatest common divisor and the least common multiple of the set D to be the torus-invariant divisors gcd(D) = max{D | D λ − D ≥ 0 ∀ λ ∈ Λ} and lcm(D) = min{D | D − D λ ≥ 0 ∀ λ ∈ Λ} respectively; here max/min means choose the maximal/minimal values for the coefficients of each prime divisor in the expression for D. Define subschemes Z k ⊂ X for 1 ≤ k ≤ n in terms of the Cartier divisors labelling the arrows in diagram (1.2) as follows:
The subschemes Z k ⊂ X are torus-invariant, though some (possibly all) may be empty, see Example 3.5 for an explicit calculation. Theorem 1.1. Let X be a normal toric variety and let T • be the complex from (1.1), with differentials determined by the Cartier divisors shown in (1.2). Then:
where, for 1 ≤ k ≤ n and for the permutation τ k = (µ k , ν k ), we have
To prove Theorem 1.1 we lift the complex T • to a complex of Cl(X)-graded S-modules using the functor of Cox [5] , where Cl(X) and S denote the class group and Cox ring of X respectively. Explicitly, if S(L) denotes the free S-module with generator in degree L ∈ Cl(X), then T • can be lifted to the complex
(
1.4)
This translates the problem to one from commutative algebra. The lion's share of the effort in proving Theorem 1.1 goes into proving part (2) . For this, the image of ϕ 2 is generated by elements α 1 , . . . , α m , and our chosen order on the set of transpositions on m letters determines an order on the generators β 1 , . . . , β n of ker(ϕ 1 ) which in turn defines a filtration
We give a presentation for each successive quotient
) for some monomial ideal I k whose generators are defined via the Cartier divisors D 1 , . . . , D m labelling the right-hand arrows in the diagram (1.2) illustrating the wheel (see Proposition 3.1). This calculation can be performed in any given example using Macaulay2 [7] , but we present a unified description for all 1 ≤ k ≤ n. (Warning: M2 may choose an order on the generators β 1 , . . . , β n that differs from ours, see Remark 3.6.) Our main tool, which may be of independent interest, is a description of the syzygy module of ker(ϕ 1 ) in terms of walks in the complete graph Γ on m vertices. In fact, for each 1 ≤ k ≤ n we introduce a subgraph Γ k of Γ that enables us to describe uniformly the module of syzygies syz(F k ) in terms of certain walks in Γ k . To state the result, recall that a circuit in Γ k is a closed walk that does not pass through a given vertex twice. It is straightforward to associate a syzygy to every such circuit (see Lemma 2.3). A circuit is said to be minimal if it admits no chords (see (2.4) ). We prove the following result (see Theorem 2.5). Theorem 1.2. For m ≤ k ≤ n, the module syz(F k ) is generated by the set of syzygies associated to the minimal circuits of Γ k .
The precise description of the syzygies from Theorem 1.2 allows us to read off directly a set of monomial generators for each ideal I k , and this feeds into the proof of Theorem 1.1 above. Generating sets for toric ideals arising from graphs were studied by Hibi-Ohsugi [11] , and some of the graph-theoretic tools that we use here were also employed there. Properties of k-algebras arising from graphs have also been studied widely by Villarreal, see for example [12] . 
2) are defined locally near a point p ∈ X as multiplication by f 1 := x, f 2 := x + y, f 3 := y ∈ O X,p . Then (1, −1, 1) lies in ker(d 1 ), but it does not lie in the submodule generated by
The assumption in Theorem 1.1 that X is toric and the maps from (1.2) are torus-equivariant ensures that each map arises from multiplication by a monomial in the Cox ring of X, in which case standard Gröbner theory shows that analogous elements β 1 , β 2 , β 3 generate the appropriate kernel (see Lemma 2.1). Under these additional assumptions, Remark 3.4 explains how the statement of Cautis-Logvinenko [3, Lemma 3.1] can be recovered as a special case of Theorem 1.1 when X is smooth. The main results of both Cautis-Logvinenko [3] and CautisCraw-Logvinenko [4] require the statement of [3, Lemma 3.1] only when X is a smooth toric variety and the maps from (1.2) are torus-equivariant, so Theorem 1.1 holds at the level of generality required for both of those papers.
In fact, Theorem 1.1 provides a unified description of the sheaves (1.3) in the filtration on H −1 (T • ) even for m = 3, improving slightly on the statement from [3, Lemma 3.1]. More generally, for m > 3, the schemes Z k (1 ≤ k ≤ n) divide naturally into three families determined by the intervals (i) 1 ≤ k ≤ m; (ii) m + 1 ≤ k ≤ 2m − 3; and (iii) 2m − 2 ≤ k ≤ n, leading to a more involved filtration in this case. That the statement is considerably more complicated for m > 3 stems from the simple fact that any pair of vertices of a triangle are adjacent, while the same statement is not true for a polygon with m > 3 vertices. m µ=1 Se µ −→ S by setting ϕ(e µ ) = f µ for 1 ≤ µ ≤ m. For every pair of indices 1 ≤ µ < ν ≤ m we define monomials f µ,ν = lcm(f µ , f ν ) and set
The module of syzygies of M := f 1 , . . . , f m is defined to be the S-module syz(M ) := ker(ϕ). The following result is well known; see for example Eisenbud [6, Lemma 15.1].
Lemma 2.1. The kernel of ϕ is generated by the elements β (µ,ν) for 1 ≤ µ < ν ≤ m.
It is convenient to order the set {(µ, ν) | 1 ≤ µ < ν ≤ m} of transpositions of m letters. First list the transpositions of adjacent letters τ j = (j, j + 1) for 1 ≤ j ≤ m − 1. Set τ m = (1, m), then list all remaining transpositions that involve 1 as τ j = (1, j − m + 2) for m + 1 ≤ j ≤ 2m − 3, and finally list all remaining transpositions lexicographically, so τ i = (µ i , ν i ) precedes τ j = (µ j , ν j ) if and only if µ i < µ j or µ i = µ j and ν i < ν j . We may therefore list the generators of ker(ϕ) from Lemma 2.1 by setting β j := β (µ j ,ν j ) for all 1 ≤ j ≤ n, where n = m 2 . This choice of order enables us to define for each 1 ≤ k ≤ n an S-module
Our primary goal is to provide for each 1 ≤ k ≤ n an explicit set of generators for the module of syzygies syz(F k ) that encodes the relations between β 1 , . . . , β k . Recall that this module is defined to be the kernel of the surjective S-module homomorphism ψ :
Lemma 2.2. The S-module syz(F k ) is the zero module for 1 ≤ k ≤ m − 1, and it is a free module of rank one for k = m.
Proof. Our choice of order on transpositions ensures that for 1 ≤ k ≤ m − 1, there can be no relations between β 1 , . . . , β k . For k = m, let σ = m j=1 s j ε j be a syzygy on β 1 , . . . , β m where s 1 , . . . , s m ∈ S. By comparing coefficients of each e i in the expression
we obtain the following equations
It's easy to see (or see Lemma 2.3 below for a proof) that the element
is a syzygy. Moreover, equations (2.2) imply that
so syz(F m ) is the free S-module with basis σ 0 .
We study the module syz(F k ) for m + 1 ≤ k ≤ n by studying walks in a graph. Let Γ be the complete graph on m vertices, with vertex set {1, 2, . . . , m}. Assign an orientation to each edge e = (µ, ν) by directing it from µ to ν if µ < ν. Regard every such edge as being labelled by the corresponding generator β (µ,ν) of ker(ϕ). The order on the generators β 1 , . . . , β n introduced above determines an order on the set of edges e 1 , . . . , e n of Γ. A walk γ of length ℓ in Γ is a walk in the undirected graph that traverses precisely ℓ edges. Every such walk is characterised by the sequence of vertices γ = (µ 1 , µ 2 , . . . , µ ℓ+1 ) in Γ that it touches. A walk γ is closed if µ 1 = µ ℓ+1 , and a circuit is a closed walk for which µ 1 , . . . , µ ℓ are distinct. Each circuit γ defines uniquely a subgraph of Γ, and we let supp(γ) denote its set of edges. Given a circuit γ and an edge e ∈ supp(γ), set sign γ (e) = +1 if γ traverses e according to the orientation in Γ, and set sign γ (e) = −1 if γ traverses e against orientation. Given that the elements β j for 1 ≤ j ≤ n correspond to edges in Γ, we may index the basis elements ε j for 1 ≤ j ≤ n by edges e 1 , . . . , e n in Γ. Thus, for the edge e = e j for 1 ≤ j ≤ n, we write ε e := ε j . For any vertices µ 1 , . . . , µ ℓ+1 in Γ, set
For a walk γ = (µ 1 , µ 2 , . . . , µ ℓ+1 ) in Γ we define the monomial f γ := f µ 1 ,...,µ ℓ+1 . In particular, for an edge e in Γ joining vertex µ to ν, we obtain f e = f µ,ν .
Lemma 2.3. For any circuit γ of length at least three in Γ, the vector
is a syzygy on β 1 , . . . , β n .
Proof. If γ has length two then σ γ = ε e − ε e = 0 which is not in fact a syzygy by definition. For any circuit γ of length at least three we must show that
For an edge e that γ traverses in the direction from vertex µ to vertex µ ′ , we have that
The sum of all such terms over e ∈ supp(γ) collapses as a telescoping series since γ is closed.
For 1 ≤ k ≤ n, let Γ k denote the spanning subgraph of Γ that has vertex set {1, . . . , m}, and which includes only the first k edges of Γ (see Figure 2 (a) below for the case k = m + 3). Clearly Γ = Γ n . Let γ = (µ 1 , . . . , µ ℓ , µ 1 ) be a circuit in Γ k for some k. A chord of γ in Γ k is any edge of the form c = (µ r , µ s ) for some 1 ≤ r < s ≤ ℓ that does not lie in supp(γ). Every such chord c splits γ into two circuits:
A circuit must have length at least four if it is to admit a chord. We define a minimal circuit of Γ k to be a circuit of length at least three that has no chords.
Lemma 2.4. Let γ be a circuit in Γ k admitting a chord in Γ k that splits γ into circuits γ 1 and γ 2 as in (2.4). Then the syzygy σ γ is contained in the module generated by σ γ 1 and σ γ 2 .
Proof. Let c be the chord. For i = 1, 2, let γ i \ c denote the walk obtained from γ i by removing the edge c. Since sign γ 1 (c) = − sign γ 2 (c) we may rewrite
..,µ ℓ , and similarly, f γ 2 divides f γ .
We are now in a position to establish the main result of this section.
Theorem 2.5. For 1 ≤ k ≤ n, the S-module syz(F k ) is generated by the syzygies σ γ , where γ is a minimal circuit of Γ k .
Proof. We distinguish three cases. The first case, in which 1 ≤ k ≤ m − 1, is straightforward: the graph Γ k admits no circuits and syz(F k ) = 0 by Lemma 2.2, so the result holds.
We prove the second case, in which m ≤ k ≤ 2m − 3, by induction. For k = m, Lemma 2.2 shows that the S-module syz(F m ) is free with basis σ 0 from (2.3). The syzygy σ γ 0 associated to the unique minimal circuit γ 0 = (1, 2, . . . , m, 1) in Γ m coincides with σ 0 , so the statement holds for k = m. Assume the statement for Γ k−1 for any m + 1 ≤ k ≤ 2m − 3, and let
be a syzygy on β 1 , . . . , β k where s 1 , . . . , s k ∈ S.
As a first step we reduce to the case in which the coefficients satisfy s j = 0 for k − m + 2 ≤ j ≤ m (these indices determine the edges to the left of β k in Figure 2(a) ). Indeed, suppose 
we obtain a collection of equations
is minimal in Γ k , and it determines both the monomial f γ 1 = f 1,k−m+2,k−m+3,...,m and the syzygy
Equations (2.5) and the fact that s m = 0 imply that f γ 1 divides s m f 1,m , and a straightforward computation shows that
In particular, if we expand σ 1 = k j=1 t j ε j for t 1 , . . . , t k ∈ S, then t j = 0 for k − m + 2 ≤ j ≤ m, and it suffices to prove the result for σ 1 as claimed.
The second step is to repeat the above, comparing the coefficient of e k−m+2 in the equation ψ(σ 1 ) = 0, and since t k−m+2 = 0 we obtain
determines both the monomial f γ 2 = f 1,k−m+1,k−m+2 and the syzygy
(2.8) Equation (2.7) implies that f γ 2 divides t k f 1,k−m+2 and again, a straightforward computation, this time using equation (2.7), shows that the coefficients of both ε k and ε k−m+1 in the syzygy
are zero. This means that σ 2 ∈ syz(F k−1 ), and we deduce from the inductive hypothesis that σ 2 is generated by the elements σ γ associated to minimal circuits
is not minimal in Γ k ; indeed, the edge labelled β k is a chord. However, this edge splits γ into the circuits γ 1 , γ 2 defined earlier in the current proof that are minimal in Γ k , and Lemma 2.4 writes σ γ as an S-linear combination of σ γ 1 and σ γ 2 . Thus, the syzygy σ 2 , and hence both σ 1 and σ, are generated by the elements σ γ associated to minimal circuits γ in Γ k . This completes the proof for m ≤ k ≤ 2m − 3. Finally, consider 2m − 2 ≤ k ≤ n. Given any monomial order on S, let > denote the term over position order on the free S-module m µ=1 Se µ , that is, > is the monomial order defined for g, g ′ ∈ S and 1 ≤ µ, ν ≤ m by taking g ′ e ν > ge µ if and only if g ′ f ν > gf µ with respect to the monomial order on S, or g ′ f ν = gf µ and ν > µ. It follows that for 1 ≤ j ≤ k, the leading term of β j with respect to this order is f µ j ,ν j /f ν j e ν j . This implies that the S-vectors of critical pairs are the elements
. Substituting (2.1) into every S-vector ensures that the leading terms cancel by definition. Since any critical pair (i, j) corresponds to a pair of directed edges (µ i , ν j ) and (µ j , ν j ) in Γ k , the S-vector can then be written as a multiple of the generator β (µ i ,µ j ) corresponding
to the third directed edge from Figure 3 . Indeed, if we choose the index 1 ≤ h ≤ k so that β h = β (µ i ,µ j ) , then we compute explicitly that the 'standard expressions' are 
Schreyer's theorem [6, Theorem 15.10] implies that the set of syzygies {σ (i,j) | (i, j) ∈ B k } is a system of generators for syz(F k ). Let γ(i, j) := (µ i , µ j , ν j , µ i ) denote circuit in Γ k obtained by traversing the edges labelled β h , β j according to orientation followed by the edge labelled β i against orientation (see Figure 3) . Then σ (i,j) coincides with the syzygy σ γ(i,j) from Lemma 2.3, and the result is a consequence of the following Lemma.
Lemma 2.6. For 2m−3 ≤ k ≤ n, the minimal circuits in the graph Γ k are precisely those of the form
Proof. We proceed by induction. Let γ be a minimal circuit in Γ 2m−3 that is not of the form γ(i, j) for any (i, j) ∈ B 2m−3 . Since γ is a circuit, it must traverse an edge e of the subgraph Γ m , and since γ = γ(i, j), then either the edge that follows e in γ, or that preceding e in γ, must lie in Γ m . In either case, γ traverses two edges from Γ m that share a common vertex µ. The special nature of Γ 2m−3 then forces the edge (1, µ) to be a chord of γ, a contradiction. Assume now that the result holds for Γ k−1 and let γ be a minimal circuit in Γ k that is not of the form γ(i, j) for any (i, j) ∈ B k . If the edge e k = (µ k , ν k ) does not lie in supp(γ) then the result holds by induction, so we suppose otherwise. Let e be the unique edge in supp(γ) \ {e k } that has ν k as a vertex. There are three cases:
(ii) e = (ν k , ν k + 1), in which case γ must pass through a vertex of the form 1 ≤ µ ≤ µ k since it is a circuit, but then (µ, ν k ) is a chord;
(iii) e = (µ, ν k ) for some 1 ≤ µ < µ k . Since γ = γ(j, k) for any j < k, the circuit γ must pass through another vertex of the form 1 ≤ µ ′ < µ k , but then (µ ′ , ν k ) is a chord.
Thus, the minimal circuit γ cannot exist.
Remark 2.7.
(1) If for 2m − 2 ≤ k ≤ n we draw the vertices of Γ k spaced evenly around a circle centred at the origin in R 2 , then each minimal circuit γ has length three and hence determines a triangle as in Figure 3 . In the spirit of the Taylor resolution of a monomial ideal (see, for example, Bayer-Peeva-Sturmfels [1] 
(2) We emphasise that our choice of order on the set of transpositions of m letters is imposed on us by the geometry: the filtration in Proposition 3.1 below requires that the S-module F k contains F 0 for 1 ≤ k ≤ n. Without this constraint one could choose an alternative order in which each minimal circuit of Γ k for m ≤ k ≤ n determines a triangle, leading to a more unified proof of Theorem 2.5. Indeed, since f 1 , . . . , f m are monomials, the modules syz(F k ) can be read off directly from the Taylor resolution for 1 ≤ k ≤ m.
As an application of Theorem 2.5, we introduce a filtration of the module S-module ker(ϕ) = syz(M ) that feeds into the proof of our main result.
in which the successive quotients are cyclic S-modules
The next result gives an explicit description of these quotient modules.
Proposition 2.8. For each 1 ≤ k ≤ n, the quotient F k /F k−1 is isomorphic to the cyclic S-module S/I k , where the monomial ideal I k depends on k as follows:
(ii) for k = m, the ideal I k is principal with generator f 1,...,m /f 1,m ; (iii) for m + 1 ≤ k ≤ 2m − 3, the ideal is
(iv) for 2m − 2 ≤ k ≤ n, the corresponding transposition is τ k = (µ k , ν k ), and the ideal is
Proof. For 1 ≤ k ≤ n, let {σ 1 , . . . , σ r } be a set of generators for the S-module syz(F k ). If we write σ ν = k j=1 s νj ε j with s ν1 , . . . , s νk ∈ S for 1 ≤ ν ≤ r, then [8, Proposition 3.2.3] implies that the coefficients s 1k , . . . , s rk of ε k give the generators s 1k β k , . . . , s rk β k of the S-module β 1 , . . . , β k−1 ∩ β k , so we obtain
It remains to compute I k := s 1k , . . . , s rk . Parts (i) and (ii) now follow from Lemma 2.2 and equation (2.3). For part (iii), the proof of Theorem 2.5 shows that the only minimal circuits γ in Γ k with m + 1 ≤ k ≤ 2m − 3 for which the associated syzygy σ γ has a nonzero coefficient for ε k are γ 1 := (1, k − m + 2, k − m + 3, . . . , m, 1) and γ 2 := (1, k − m + 2, k − m + 1, 1). These nonzero coefficients are presented in equations (2.6) and (2.8), namely
For part (iv), we deduce from Theorem 2.5 and Lemma 2.6 that syz(F k ) is generated by the syzygies σ (i,j) = σ γ(i,j) associated to pairs (i, j) ∈ B k . By equation (2.9), such syzygies have a nonzero coefficient of ε k if and only if (i, j) = (i, k) for those 1 ≤ i < k satisfying ν i = ν k . The ith edge (µ i , ν i ) in Γ k has ν i = ν k if and only if µ i ∈ {1, . . . , µ k − 1} ∪ {ν k − 1}, that is, we must consider all pairs of the form (µ, ν k ) for µ ∈ {1, . . . , µ k − 1} ∪ {ν k − 1}. Equation (2.9) shows that the coefficient of ε k in this case is f µ,µ k ,ν k /f µ k ,ν k as required. 
gives I k = S for k = 9, 10, 12, 13. Thus, I k is principal even though this ideal is listed as having more than one generator in Proposition 2.8.
Cohomology of wheels on toric varieties
Let X be a normal variety over k. The divisor class group Cl(X) is defined to be the group of linear equivalence classes of Weil divisors on X. Since X is normal, two divisors D and D ′ are linearly equivalent if and only if the associated rank-one reflexive sheaves O X (D) and O X (D ′ ) are isomorphic. We may therefore identify elements of the class group of X with (isomorphism classes of) sheaves of the form O X (D). In particular, for a Cartier divisor D on X defining an invertible sheaf L := O X (D), we sometimes write L ∈ Cl(X).
Let X be a normal toric variety over k defined by a fan Σ in the real vector space N ⊗ Z R with underlying lattice N of rank n. Write Σ(1) for the set of one-dimensional cones in Σ, set d := |Σ(1)|, and let v ρ ∈ N denote the primitive lattice point on the cone ρ. Each ρ ∈ Σ(1) determines a torus-invariant Weil divisor D ρ in X, and we let Z d denote the free abelian group of torus-invariant Weil divisors. Assume that X has no torus factors. The map deg : Z d → Cl(X) sending D to the sheaf O X (D) fits into a short exact sequence of abelian groups from the category of Cl(X)-graded S-modules to the category of quasi-coherent sheaves on X, and Mustaţȃ [9, Theorem 1.1] subsequently showed that the functor is essentially surjective, i.e., that every quasi-coherent sheaf (up to isomorphism) on X lies in the image of this functor. If X is smooth, two such graded modules determine isomorphic sheaves if and only if they agree upto saturation by Cox's irrelevant ideal B = ( ρ ⊂σ x ρ | σ ∈ Σ), but we do not use this fact (until Remark 3.6). The important point for us is that the functor enables us to lift a complex of quasi-coherent sheaves on X to obtain a complex of Cl(X)-graded S-modules which we can study, and then push down again to the original complex of sheaves.
As described in the introduction, our primary motivation is to study four-term complexes T • on X of the form (1.1) for some integer m ≥ 2. In fact, we take as the primary object of study the corresponding diagram of torus-equivariant maps between invertible sheaves on X:
Every torus-equivariant map is multiplication by a torus-invariant section of an invertible sheaf on X, and we illustrate on each arrow the torus-invariant Cartier divisor of zeros of the corresponding section. Thus, for example, the effective divisor
, L 2 ) denotes the Cartier divisor of zeros of the section that defines the map from L 1,2 to L 2 . One can think of any such diagram as a representation of a quiver (arising as the skeleton of a three-dimensional rhombic polyhedron) in the category of invertible sheaves on X.
Throughout, we impose relations on this quiver, whereby each of the two-dimensional rhombic faces of this quiver forms a commutative square, i.e.
for 1 ≤ j ≤ m (working modulo m, with indices in the range 1, . . . , m). We now describe how a diagram of the form (3.2) gives rise to a complex of Cl(X)-graded S-modules precisely when (3.3) and (3.4) hold. Indeed, let S(L) denote the free S-module with generator e L in degree L, and for 1 ≤ j ≤ m let S(L j ) and S(L j,j+1 ) denote the free S-modules with generators e j in degree L j and e j,j+1 in degree L j,j+1 respectively. In addition, let f j , f 5) with maps
We claim that the sequence (3. Applying the exact functor (3.1) to the complex (3.5) of Cl(X)-graded S-modules determines a complex T • of locally free sheaves on X of the form
where each differential is torus-equivariant, and where the right-hand copy of L lies in degree zero. Moreover, for each 1 ≤ j ≤ m the restriction of the differential d 2 to the summand L j,j+1 has image in L j ⊕ L j+1 (with indices modulo m). This is the total chain complex T • of the diagram (3.2). The complexes studied by Cautis-Logvinenko [3] , Cautis-Craw-Logvinenko [4] and Bocklandt-Craw-Quintero-Vélez [2] that motivated our main result all take this form. The invertible sheaves at the left and right of diagram (3.2) coincide, so the sheaves and the maps between them in diagram (3.2) can be represented equally well in a planar picture as in Figure 4 ; we call this the wheel of invertible sheaves on X. Figure 4 . Wheel of invertible sheaves on X We now use the results of the previous section to compute the cohomology of the complex T • . For this purpose, we first note that the map ϕ 1 is of the form considered in the preceding section, so we may list the generators of its kernel in a sequence β 1 , . . . , β n with n = m 2 . We also list the generators of the image of ϕ 2 as 
Moreover, for 1 ≤ k ≤ n and for the transposition is
, where the monomial ideal I k depends on k as follows:
(1) for 1 ≤ k ≤ m, the ideal is
;
(2) for m + 1 ≤ k ≤ 2m − 3, the ideal is
(3) for 2m − 2 ≤ k ≤ n, the ideal is
Proof. To prove that the S-modules F k define a filtration, we need only show that α k ∈ F k for all 1 ≤ k ≤ m. For this, relation (3.3) gives
and hence
). Therefore
for 1 ≤ k ≤ m as required. To prove part (1), we first note that
In order to compute this quotient, it suffices, in view of (3.7) and the remarks at the beginning of the proof of Proposition 2.8, to determine a set of generators for the module of syzygies on
Proceeding exactly as in the proof of Lemma 2.2, we find that this module is cyclic with generator
where we have set
Ignoring for now the Cl(X)-grading, we deduce from this that (f 1,...,m , g k+1,k+2 , . . . , g m,1 )/f k,k+1 .
and therefore, by virtue of (3.7),
which gives the ideal I k in part (1). For parts (2) and (3), Proposition 2.8(iii) and (iv) respectively determine the ideals I k for which F k /F k−1 is isomorphic to S/I k as ungraded rings. It remains to establish the isomorphism as Cl(X)-graded rings. In light of the above and isomorphism (2.10), it suffices to show that the degree of
whose image is generated by the element
To prove the claim it remains to show that (3.9) coincides with β k , but this is immediate since
For 1 ≤ k ≤ n, each of the generators of I k listed in Proposition 3.1 is a monomial in the Cox ring S of X, so its divisor of zeros is an effective torus-invariant Weil divisor in X. Notice that while f j , f
in X, the generators of the ideals I k are Weil divisors in general. Definition 3.2. For each 1 ≤ k ≤ n, define a subscheme Z k ⊂ X to be the scheme-theoretic intersection of a set of effective Weil divisors depending on k as follows:
(ii) for m + 1 ≤ k ≤ 2m − 3, define Z k to be the scheme-theoretic intersection of the divisors
The subschemes Z k ⊂ X are torus-invariant, though some (possibly all) may be empty, see Example 3.5 for an explicit calculation. These subschemes enable us to formulate and prove the main result of this paper (this is Theorem 1.1 from the introduction).
Theorem 3.3. Let X be a normal toric variety and let T • be the complex from (1.1), with differentials determined by the Cartier divisors shown in (1.2). Then:
Proof. As described at the beginning of this section, the complex T • arises from a diagram (3.2) of invertible sheaves on X in which the relations (3.3) and (3.4) hold, and every such diagram determines a complex of Cl(X)-graded S-modules of the form (3.5), where one can reproduce the original complex T • by applying the exact functor (3.1). In particular, one can calculate the cohomology sheaves of T • by computing the cohomology modules of (3.5) and applying the Cox functor. The statement of part (2) then follows from Proposition 3.1 and Definition 3.2. For part (1) , note that (1) and (4) above, but we can nevertheless adapt the argument as follows. We claim first that if the greatest common divisor D is zero then H −2 (T • ) ∼ = 0. We need only show that complex (3.5) has no cohomology in degree −2. Indeed, suppose η = m j=1 u j e j,j+1 lies in the kernel of ϕ 2 , so
This translates into the following set of equations:
By relation (3.4) we have f
Consequently, we find that
We claim that f j,j+1 divides u j for all 1 ≤ j ≤ m. It suffices to prove that f 1,2 divides u 1 by virtue of (3.11) . Let x i be a prime factor of f 1,2 with multiplicity p. Since by assumption gcd(f 1,2 , f 2,3 , . . . , f m,1 ) = 1, it follows that x p i does not divide f ν,ν+1 for some ν = 1. Appealing to (3.11) once again, we find that u 1 f ν,ν+1 = u ν f 1,2 , and thus x p i divides u 1 f ν,ν+1 . Since S is a unique factorisation domain, this means that x p i divides u 1 , which in turn implies that f 1,2 divides u 1 . If we now set u := u 1 /f 1,2 , then equations (3.11) give
from which it follows that η = u m j=1 f j,j+1 e j,j+1 . Thus, η lies in the image of ϕ 3 , so the complex (3.5) has no cohomology in degree −2 as required.
To complete the proof of part (3), suppose D = 0. We can factor d 3 :
followed by a map with no common divisors. By the above argument, the image of L(D) under this map equals the kernel of d 2 : (1), (3), (4) of Theorem 1.1 clearly generalise the analogues from [3, Lemma 3.1]. As for H −1 (T • ), we have m = 3 and hence n = 3, so Theorem 1.1(2) gives a 3-step filtration
and we claim that the successive quotients agree with those of loc. cit.. To justify this we first compute F 2 /F 1 . Since τ 2 = (2, 3), Theorem 1.1 (2) shows that
where Z 2 is the intersection of gcd( D 3 ). A direct computation shows that the relation defined by the generator σ 0 from (3.8) is
where
). Since k = 2, the coefficient of β 2 coincides with the generator lcm(f 1,2,3 , gcd(f 3 1 , f 1 3 ))/f 2,3 of the ideal I 2 . In particular, the scheme Z 2 is the intersection of gcd(D 2 3 , D 3 2 ) and
, where D i j is the divisor of zeros of the function f i j . Permutations are listed as τ 1 = (1, 2), τ 2 = (3, 1), τ 3 = (2, 3) in [3] , so after applying permutation (1, 2, 3) to our indices, we need only invoke the identity
from [3, p206 ] to see that Z 2 is the scheme in the second bullet point of [3, Lemma 3.1(2)]. In order to compare the sheaves, equation
Again, applying the permutation (1, 2, 3) to the indices recovers the sheaf from the second bullet point of [3, Lemma 3.1(2)], so our description of F 2 /F 1 agrees with that from loc.cit.. A very similar calculation shows that our unified description of the quotients F k /F k−1 for k = 1, 3 agrees with those of F 3 /F 2 and F 1 /F 0 from [3, Lemma 3.1(2)].
Example 3.5. Let X be the smooth toric threefold determined by the fan Σ in R 3 whose one-dimensional cones are generated by the vectors
where the cones in higher dimension are best illustrated by the height one slice of Σ as shown in Figure 3 .5. In particular, the Cox ring of X is S = k[x 1 , . . . , x 7 ] and the Cox irrelevant ideal is the monomial ideal B = (x 3 x 4 x 5 x 6 , x 2 x 3 x 4 x 7 , x 2 x 3 x 4 x 6 , x 1 x 5 x 6 x 7 , x 1 x 3 x 5 x 6 , x 1 x 2 x 3 x 6 ). For
Figure 5. Height one slice of the fan Σ defining the smooth toric threefold X 1 ≤ ρ ≤ 7, let E ρ denote the divisor in X corresponding to the ray of Σ generated by v ρ ; we use the shorthand E 16 = E 1 + E 6 , E 126 = E 1 + E 2 + E 6 and so on. The group Cl(X) is the abelian group generated by E 1 , . . . , E 7 subject to the relations E 16 ∼ E 34 , E 23 ∼ E 56 , and E 1234567 ∼ 0 (and since X is smooth, we have that Cl(X) is isomorphic to the Picard group of X). Set L := O X , and consider the diagram of invertible sheaves
L. where
and similarly, where (3.12) . With the notation above, the generators β 1 , . . . , β 15 of ker(d 1 ) are β 1 = −x 2 x 7 e 1 + x 6 e 2 , β 6 = x 5 e 1 − x 1 e 6 , β 11 = −x 4 x 5 e 2 + x 1 x 2 e 5 , β 2 = −x 3 e 2 + x 1 x 7 e 3 , β 7 = −x 2 x 3 e 1 + x 1 x 6 e 3 , β 12 = −x 5 x 6 e 2 + x 1 x 2 x 7 e 6 , β 3 = −x 4 e 3 + x 2 e 4 , β 8 = −x 3 x 4 e 1 + x 1 x 6 e 4 , β 13 = −x 4 x 5 x 7 e 3 + x 2 x 3 e 5 , β 4 = −x 5 x 7 e 4 + x 3 e 5 , β 9 = −x 4 x 5 x 7 e 1 + x 1 x 6 e 5 , β 14 = −x 5 x 6 e 3 + x 2 x 3 e 6 , β 5 = −x 6 e 5 + x 4 x 7 e 6 , β 10 = −x 3 x 4 e 2 + x 1 x 2 x 7 e 4 , β 15 = −x 5 x 6 e 4 + x 3 x 4 e 6 .
It is easy to see that the relations
hold, so the successive quotients F k /F k−1 vanish for k = 9, 10, 12, 13. In addition, the generators α 1 , . . . , α 6 of im(d 2 ) satisfy α 1 = β 1 , α 2 = β 2 , α 3 = x 7 β 3 , α 4 = β 4 , α 5 = β 5 and α 6 = x 7 β 6 , so F k /F k−1 also vanishes for k = 1, 2, 4, 5.
We now analyse three nonvanishing quotients F k /F k−1 to illustrate part (2) of Theorem 1.1. First consider k = 3. The transposition τ 3 = (3, 4) determines gcd(D 3 , D 4 ) = E 3 , so
where, according to Definition 3. In particular, supp(O Z 3 ) = E 7 . Now consider the case k = 7. The corresponding transposition τ 7 = (1, 3) determines gcd(D 1 , D 3 ) = 0, so
where, according to 
where, according to Remark 3.6. One can carry out much of the above calculation using Macaulay2 [7] in any given example, though the final description of F k /F k−1 is less user-friendly and geometric than ours. To give the flavour, we reproduce some of the calculations from Example 3.5, omitting for brevity the information on the degree in the Cl(X)-grading of each S-module generator 1 . S = QQ[x_1,x_2,x_3,x_4,x_5,x_6,x_7]; d1 = matrix{{x_1*x_6,x_1*x_2*x_7,x_2*x_3,x_3*x_4,x_4*x_5*x_7,x_5*x_6}} d2 = matrix{{-x_2*x_7,0,0,0,0,-x_5*x_7},{x_6,x_3,0,0,0,0}, {0,-x_1*x_7,x_4*x_7,0,0,0},{0,0,-x_2*x_7,-x_5*x_7,0,0}, {0,0,0,x_3,x_6,0},{0,0,0,0,-x_4*x_7,x_1*x_7}} d3 = matrix{ {-x_3*x_4*x_5},{x_4*x_5*x_6},{x_1*x_5*x_6},{-x_1*x_2*x_6}, {x_1*x_2*x_3},{x_2*x_3*x_4}} T = chainComplex(d1,d2,d3)
The minimal generators {β j | j ∈ {1, . . . , 15} \ {9, 10, 12, 13}} can be obtained using ker d1 though Macaulay2 chooses an order on these generators that differs from ours. To obtain the cohomology sheaf H −k (T • ) we compute the kth cohomology of T and saturate by the irrelevant ideal. For example, the commands B = ideal(x_3*x_4*x_5*x_6,x_2*x_3*x_4*x_7,x_2*x_3*x_4*x_6,x_1*x_5*x_6*x_7, x_1*x_3*x_5*x_6,x_1*x_2*x_3*x_6 ) H0 = prune HH_0(T) prune (H0/ saturate(0_S*H0,B)) show that H 0 (T • ) ∼ = 0. Similarly H −2 (T • ) = 0. As for the filtration on H −1 (T • ), we input the submodules F k by hand and compute the quotients, for example, F2=image matrix{{-x_2*x_7,0,0,0,0,-x_5*x_7}, {x_6,x_3,0,0,0,0}, {0,-x_1*x_7,x_4*x_7,0,0,0},{0,0,-x_2*x_7,-x_5*x_7,0,0}, {0,0,0,x_3,x_6,0},{0,0,0,0,-x_4*x_7,x_1*x_7}}
F3=image matrix{ {-x_2*x_7,0,0,0,0,-x_5*x_7}, {x_6,x_3,0,0,0,0}, {0,-x_1*x_7,x_4,0,0,0}, {0,0,-x_2,-x_5*x_7,0,0}, {0,0,0,x_3,x_6,0},{0,0,0,0,-x_4*x_7,x_1*x_7}} Q3 = F3/F2 prune Q3 In this case, the output is cokernel | x_7 | so we reproduce our result that F 3 /F 2 is supported on the divisor E 7 . Similar, input
F15=image matrix{ {-x_2*x_7,0,0,0,0,x_5,-x_2*x_3,-x_3*x_4,-x_4*x_5*x_7,0,0,0,0,0,0}, {x_6,-x_3,0,0,0,0,0,0,0,-x_3*x_4,-x_4*x_5,-x_5*x_6,0,0,0}, {0,x_1*x_7,-x_4,0,0,0,x_1*x_6,0,0,0,0,0,-x_4*x_5*x_7,-x_5*x_6,0}, {0,0,x_2,-x_5*x_7,0,0,0,x_1*x_6,0,x_1*x_2*x_7,0,0,0,0,-x_5*x_6}, {0,0,0,x_3,-x_6,0,0,0,x_1*x_6,0,x_1*x_2,0,x_2*x_3,0,0}, {0,0,0,0,x_4*x_7,-x_1,0,0,0,0,0,x_1*x_2*x_7,0,x_2*x_3,x_3*x_4}} and F14 (simply delete the final column in the above), then compute Q15 = F15/F14 prune Q15 In this case, the output is cokernel | x_7 x_2 x_1 | This confirms our calculation from Example 3.5 that F 15 /F 14 is supported on the torus-invariant point E 1 ∩ E 2 ∩ E 7 .
