Abstract-We propose a new method of speech enhancement based on auto gain control (AGC) using two channel inputs to deal with transient noises. Auto gain control is considered to be relatively ineffective for reducing noises that are superimposed on speech. Nevertheless, it offers advantages for addressing problems posed by musical noise and spectral distortion. This method combines two operations for obtaining accurate gain. One is spectral subtraction for two-channel input (2chSS); the other is self-offset of the noise with pre-whitening. This study also addresses a coherence based post-filter to reduce uncorrelated noise components among channels. The proposed method is evaluated in experiments across three noise conditions in which (i) impulsive noises, (ii) stationary car noise, and (iii) speech noise are present, respectively. Objective measures and spectrograms demonstrate marked improvements over other two-microphone based methods, but subjective preference tests reveal that the proposed method is less preferred than the equivalent of a nonprocessed signal in the case of stationary car noise (ii). The performance of the proposed method and the conventional 2chSS were even in the case of speech noise (iii). These results of subjective tests reflect some disadvantages of the AGC processing. Those drawbacks involve degradation of noise consistency in stationary noise conditions and residual noises in desired speech segments. Nevertheless, subjective tests in the case of noise (i) demonstrate that the proposed method is the most preferred among the methods compared here. The effectiveness of the proposed method is confirmed particularly for this noise condition.
I. INTRODUCTION

S
PECTRAL SUBTRACTION (SS) [1] is a widely used technique. However, ordinary SS can suppress only the averaged spectrum of a noise because it assumes the noise to be stationary. To overcome this limitation, a two-channel version of SS (2chSS) has been proposed [2] for reducing not only averaged noise, but instantaneous noise. This method introduces a blocking filter as used in the Griffiths-Jim generalized sidelobe canceler (GSC) [3] , [4] , which outputs instantaneous noise in the current frame while suppressing the desired speech. 2chSS compensates this noise signal to properly represent the noise power spectrum contained in the primary signal while ignoring the phase spectrum.
Reportedly, 2chSS is effective even in conditions with multiple noise sources. Nevertheless, it is difficult to deal with transient noises, such as impulsive noises, because transient noises provide insufficient duration to learn the compensation coefficients in most cases. Because transient noises are observed commonly and can be more perceptible than continuous noise, we believe that it is important to cope with those. Speech enhancement techniques based on an adaptive beamformer [3] - [6] are also unsuitable for suppressing transient noises because such methods have filters that must be produced through learning from the noises.
On the other hand, other authors have proposed microphone array post-filters which are the estimates of a Wiener filter obtained from multi channel input [7] - [12] . A coherence based filter [12] - [14] , which has similar characteristics to the Wiener type filter, is also used as a post-filter. While ordinary post-filters are optimal for reducing uncorrelated noise, their performance in the presence of correlated noise is insufficient. To properly process both correlated and uncorrelated noise, spectral subtraction on the cross spectrum (SSCS) has been proposed [12] . That method estimates the noise cross spectrum in the noise period and subtracts the spectrum from that for the current input frame, assuming that the correlated noise is stationary. Its effectiveness in the presence of diffuse automobile noise was demonstrated in [12] . Utilization of a priori information of the spatial correlation function for compensating the cross spectrum has also been proposed for cases of diffuse noise fields [10] . In addition, a post-filter to deal with nonstationary noise [11] has been proposed. This method uses noise spectrum estimation with recursive averaging from multi-input signals. However, this averaging can make it difficult to deal with impulsive transient noises for the same reason as 2chSS. Performance in such a noise field where we intend to deal with is unknown. This paper introduces a new method of two-channel speech enhancement that is based on auto gain control (AGC). An estimate of the Wiener gain calculated from the weighted cross spectrum is used for our method. Mere gain control of the waveform amplitude is considered to be less effective in eliminating noise which is superimposed on the speech segments of the desired signal. Nevertheless, gain control does not alter the shape of the spectrum in each frame; it hardly generates musical noise. In addition, because of the averaging along the frequency axis involved in the gain estimation, which is not useful in filter estimation, gain estimation can be improved even in the presence of transient noises. Better performance is possible if major noise components in the noise period, e.g., impulsive noises, are eliminated using the proper gain because noise is more perceptible in a noise-dominated period. To estimate that proper gain, we propose pre-processing based on 2chSS, followed by gain calculation and self-offset of the noise components by introducing a weighting function for whitening the noise spectrum to deal with transient noises.
The remainder of the paper is organized as follows. Section II describes a signal model of the two-channel system and a brief summary of the conventional two-channel spectral subtraction.
Section III introduces the principle of speech enhancement based on AGC along with the two weighting functions for estimating proper gain. Section IV describes implementation of the proposed speech enhancement method and experimental condition for evaluation. Section V describes experimental evaluation of the proposed method and subjective tests. Finally, Section VI summarizes the conclusions.
II. TWO-CHANNEL SPEECH ENHANCEMENT
A. Signal and Noise Models
We assume that two directional microphones are placed in a noisy environment to receive the identical desired signals, as shown in Fig. 1 . Let the discrete time samples of the signals received at the microphones be (1) where and denote the L-and R-channel microphone signals, the desired signal, and and the noises received at respective microphones.
Subjecting the above samples to short-time discrete Fourier transform (DFT), we obtain (2) where and denote the DFT of the and for the frame and the -th frequency bin; denotes that of , and denote those of and , respectively. We further assume that the received noise signals contain uncorrelated background noise and one broad-band interference arriving from angle . The interference can include continuous and transient noises, such that the ordinary adaptive beamformer is ineffective. Taking into account that the received interference signals differ in amplitude and phase in the above microphone arrangement, (2) becomes (3) where and are the DFTs of uncorrelated background noise, is the DFT of the interference, is the relative amplitude of the interference normalized by that contained in the L-channel signal, is the time delay of the interference between channels, and represents points of the DFT.
B. Two-Channel Spectral Subtraction
In [2] , is used as a primary signal. Subtraction of the noise spectrum contained in is performed with recursive estimation of the noise spectrum as (4)
where denotes the estimate of the desired signal, is the estimate of the noise spectrum , represents the number of frames for time averaging, and is the compensation coefficient.
This method uses the differenced spectrum to estimate the noise spectrum . Then, the components of the interference signal contained in the differenced spectrum are expressed as follows:
If
, this operation can produce zero values on the interference spectrum. Because the distortion of the noise spectrum is critical to the performance of 2chSS, this algorithm requires compensation using the coefficient .
III. AUTO GAIN CONTROL FOR SPEECH ENHANCEMENT
A. Weighted Wiener Gain
Consider the case in which the average of the received signals is multiplied by a scalar gain for approximating the desired signal contained in as follows:
Gain can be obtained as a weighted least square solution to minimize the following cost function assuming that gain and weighting function are constant within the period of time averaging, as (10) (11) where denotes time averaging and denotes the number of frames for time averaging. Therefore, the weighted version of the Wiener gain is obtained as (12) where (13) and (14) denote the power spectra of the desired signal and the primary signal, respectively.
If interference
is not present, then in (12) can be replaced by the cross spectrum, as (15) Thereby, (12) becomes (16) where denotes the operation to take a real part of the complex number and is assumed to have a real value. The imaginary part can be ignored because the desired signals are assumed to be identical among channels.
In the case where interference is present, the numerator of (16) is expressed as the following by substituting (3) into (16) (17) If the weighting function works to whiten the second term in (17) and the phase is distributed uniformly within the range of to , the summation along frequency bin reduces the summed power of the interference lower than that of the desired signal. We can closely simulate this condition in most cases by taking a sufficient inter-microphone distance. Because the spectrum of the interference can not be estimated directly from the observations, we choose the inverse of the power spectrum of the differenced signal (18) as the weighting function for whitening. The desired signal is reduced by the differencing operation in (18) so as to be used as an approximation of the noise signal. Because the relative amplitude depends on the microphone directivity, we can infer that does not differ significantly depending on the frequency within the speech frequency band. Consequently, we ignore its effect.
The noise spectrum distortion that is attributable to the differencing operation is critical for 2chSS. It should be compensated in the process of 2chSS. On the other hand, the spectral zeros that are attributable to the differencing can be avoided using the microphone arrangement, as shown in Fig. 1 , because . In addition, the distortion does not directly affect the gain estimation because the averaging over speech frequency band can moderate that effect. Moreover, estimation of the compensation coefficient requires a sufficient observation time of noise so that the compensation can lead to a reduced effect on the transient noises. For that reason, we use without compensation as the whitening function.
B. Weighting Function Based on Spectral Subtraction
Because reduction of the noise components contained in the cross spectrum can improve the accuracy of the gain, as seen in (17), we intend to reduce them before calculating the gain. For that purpose, we introduce the 2chSS based weighting function because 2chSS can deal with nonstationary noise conditions in cases with multiple noise sources.
To make it correspond to our setup, we replace the primary signal in the 2chSS with the averaged signal . Then we rewrite the process of estimating the desired speech amplitude in 2chSS (6) , using the real function (19) (20) Replacement of the primary signal has already been mentioned in [2] .
In our case, taking into account that primary signal containing noise to be subtracted is the cross spectrum , we further replace the primary signal power in (19) and (20) with as (21) (22) (23) where is a positive constant to control the strength of the subtraction, and is the weighting function to perform spectral subtraction. The short term power spectrum of the differenced signal in (20) is also replaced by the averaged power spectrum in the above expression.
Moreover, the estimation of the compensation coefficients is modified as follows:
where is the averaged differenced spectrum in the noise period, is the cross spectrum in the noise period, and represents the learning factor. We do not use recursive estimation as expressed by (4) and (5) because of possible leakage of the desired signal into the differenced signal. Detection of the noise period is described in Section IV-B
C. Combined Weighting Function
We propose calculation of the total gain by combining (16) with (23) where is a positive constant introduced to control strength of the whitening. If 2chSS works well, it seems that whitening by is not necessary. Nevertheless, it is considered to be difficult to estimate the accurate compensation coefficients for in the case where impulsive disturbances arrive because the noise periods are very short. Whitening combined with noise reduction is considered to be effective to deal with such a case. Parameters and are determined empirically because this is an ad hoc combination.
IV. IMPLEMENTATION AND EXPERIMENTAL SETUP
A. Processing System for Experiment
A block diagram of the proposed speech enhancement system with auto gain control is depicted in Fig. 2 . This figure also contains a block, connected by dotted lines, for preliminary evaluation of 2chSS. First, the DFTs of the received signals are obtained via the fast Fourier transform (FFT). The DFT spectra are averaged and multiplied by the gain that was estimated according to (27). An enhanced spectrum of the desired speech based on auto gain control is obtained as (28) The waveform of the enhanced speech can be obtained via the inverse fast Fourier transform (IFFT) and standard overlap-add processing. In Fig. 2 , this enhanced signal is denoted as "enhanced signal (AGC)".
In addition, post-filtering is mentioned to suppress uncorrelated noise components. An optimal post-filter derived from Wiener theory [15] - [17] is generally used for this purpose, but we chose the coherence based filter (CBF) here in anticipation of moderate performance. Thereby, we may prevent over-suppression caused by duplicated noise reduction of AGC and the post-filter as described below. Because the coherence estimate is always larger than or equal to the Wiener gain, CBF seems to provide moderate noise reduction performance compared to the optimum Wiener filter. The CBF is obtained as (29) where is the cross spectrum in (15), and and are the power spectra of input signals and , respectively. We obtained and in the following manner:
Therefore, the enhanced spectrum with the post-filter (AGC-CBF) is obtained as the following:
The primary signal can be over-suppressed as stated above because the contribution of uncorrelated noise is decreased both in AGC and in CBF. Regarding the Wiener filter type post-filter, it has been reported that this type of post-filter can suffer from musical noise, particularly in cases where a directional noise source brings about zeros on the transfer function of the preceding beamformer [9] because such a situation forces the denominator of the Wiener filter estimate to be zero. In contrast, CBF inherently obviates such a problem. Moreover, the beamformer mentioned in this work is a 2ch half-sum type, which has no zero in the beamformer transfer function. Indeed, the effect of the duplication is shown to be negligible in the later section of evaluation. In the evaluation, to ensure the performance apart from AGC in our experimental setup, we calculate an enhanced signal using CBF alone. The CBF enhanced signal is given as (33) For implementing a 2chSS based weighting function, we have the option to choose not only (23), but (20) to apply to AGC. We can decide which function is better for our method by evaluating the signal enhanced by each function as a post-filter that will be described in a later section. Because is not the estimate of a Wiener filter, we calculate enhanced signal with this filter as (34) The above modified version of 2chSS is denoted as "2chSS-Modified filter (2chSS-MF)" in Fig. 2 and the original 2chSS is called "2chSS-ORG" hereafter.
B. Speech Detection
As described in Section III-B, detection of the noise period is required to estimate compensation coefficients for obtaining the 2chSS based weighting function. To determine the noise period for updating and , we used the criterion
because is a good approximation of the signal-to-signal + noise ratio. Moreover, it is obtainable without speech detection for calculating the compensation coefficients . We used values of the constant parameters which are to be determined in the experiments described in Section V-C.
The detection algorithm is listed in Table I . In Table I : is the frame number, is the estimate of the bias of (36) in the noise period, is the estimate of the variance of in the noise period, is the threshold for detection, is the constant parameter for setting , and are the learning factors for estimating and respectively, and is a threshold for rough detection. This procedure updates the bias and the variance in the noise period determined by rough detection. Values of the above parameters were determined as shown in Table I to attain good performance through the three noise conditions that are described in Section IV-E.
C. Methods for Comparison
For comparison to conventional methods, we also present results that were obtained by 2chSS-ORG, SSCS and half-sums of the input signals. We regard SSCS as an improved version of a post-filter that can deal with correlated and uncorrelated noise environments.
1) 2chSS-ORG:
A block diagram of the original 2chSS is depicted in Fig. 3 . This diagram corresponds to the algorithm (4)- (6) in which replaces the averaged signal to create correspondence to the proposed system for a comparison. The number of frames for time averaging (4) is set to 5, as was done in [2] .
2) SSCS: A block diagram of SSCS is shown in Fig. 4 . As described in [12] , we estimate the power spectrum of the desired signal and obtain a Wiener filter as
where is the noise cross spectrum updated by (26). Whereas the performance of SSCS was evaluated with a manually determined noise period in [12] , we employ automatic detection with the detection criterion (36) and algorithm listed in Table I as used in our proposed system. The block of the noise cross spectrum estimation in Fig. 4 includes the speech detection procedure.
In the two methods above and in the proposed method, we commonly use the 256-point FFT and a Hanning window with the 128-point frame shift. The number of frames for time averaging is set to 15 (0.18 s, ) to perform time averaging for calculating the spectra. The learning factor in (25) and (26) is set to 0.1. The frequency range to estimate the gain for AGC and AGC-CBF is set between 260 Hz and 4000 Hz. These values were determined in preliminary experiments to obtain good performance through the three noise conditions that are described in Section IV-E.
D. Objective Measures
Next we examine evaluation of an enhanced signal which contains segments where speech is absent. For this purpose, we use log spectral distortion measure (LSD) [18] and overall SNR. To avoid in the calculation of LSD, dB white noise is added both to enhanced speech and clean speech, as was done in [18] . The same series of white noise is used for the two signals. If some segments of the clean signal and the corresponding segments of the enhanced signal are both 0, this distortion measure becomes 0. We infer that distortion 0 is reasonable for such a case. Segmental SNR is not used because the treatment of such a silent period is difficult.
We used the average of the two channel clean signals as the clean signal to compute the above measures, where and are the clean signals of the L-and R-channels, respectively. Spectral analysis for LSD is implemented with Hamming windows of 512-sample length (46 ms) and a 128-sample frame update step.
The AGC and AGC-CBF enhanced signals become smaller than the original ones because the gain for noise reduction is smaller than 1.0. Next, we calculate the compensated SNR for all enhanced signals as the measure of overall SNR using a scaling factor , which is obtained by minimizing the cost function (39) where is the enhanced signal. Consequently, is easily obtained as (40) and the compensated overall SNR becomes (41)
E. Speech and Noise Data
We recorded two-channel clean speech and noises for evaluation. All recordings were done in an automobile, as illustrated in Fig. 5 . Microphones were cardioid with an inter-microphone distance of 12 cm. We set the angle to about 20 . Speech and noises were recorded separately; the noisy speech of the desired SNR were generated in each experiment by adding noise to clean speech.
The desired speech comprised 100 Japanese city names uttered by a female speaker. The average duration of each word was 0.7 s; the average interval between the words was 1.0 s. The total length of the speech was about 170 s. The SNR of the input data was computed during the speech activity and averaged over the two channel signals as (42) where is the channel number, is the data number of word speech, is the number of samples of the th word in th channel, is the th word speech signal in th channel, is the number of samples of the noise in th channel, and represents the noise signal in the th channel.
The recorded noises were attributable to the three conditions that are listed in Table II . Noise (i) was recorded near a construction site; it contained many impulsive noises of hammer impacts. Noise (ii) is a sound in a car moving at 70 km/h; it comprises road, wind, and engine noises. Noise (iii) contains speech radiated from loudspeakers and clicking sounds of car turn signals. The speed of the car was 15 km/h. Because noises (ii) and (iii) contain noises that are attributable to car motion, all data were high pass filtered using an FIR filter with a cutoff frequency of 150 Hz. This allows cancellation of a part of the noise without degrading the speech signal.
V. EVALUATION
A. Evaluation of CBF and 2chSS Based Weighting Functions as a Post-Filter
We first evaluate the enhanced signal obtained using CBF (33), 2chSS-MF (34), and 2chSS-ORG (35) to assess each function independently. We calculated the 2chSS-MF enhanced signal with . Thereby, the performance on overall SNR became nearly identical to that of 2chSS-ORG. Because we are mainly interested in the performance in situations where transient noises are present, we particularly show results using noise (i). Resultant performances in terms of overall SNR and LSD are shown in Fig. 6(A) and (B) , respectively. This figure also contains the result of an ideal Wiener filter denoted as "Ideal-WF" and that of AGC processing with the ideal gain denoted as "Ideal-AGC." These figures show that the CBF performance is lower than both 2chSS based filters. Moreover, 2chSS-MF attains higher performance compared to 2chSS-ORG in term of LSD while these are comparable in terms of overall SNR. Performance degradation compared to the ideal Wiener filter is considered to be attributable to residual impulsive noises. The performance of Ideal-AGC is demonstrably lower than that of Ideal-WF, but it is still higher than that of 2chSS-MF in terms of LSD.
Next, we show spectrograms of the enhanced signals mentioned previously in Fig. 7 . This figure also shows spectrograms of clean speech and half-sum signals. These signals were pre-emphasized to allow display of high frequency components. We can observe again that performance of CBF is weak; that of 2chSS-MF is better than 2chSS-ORG. Although 2chSS-MF appears to provide good performance in terms of LSD, the 2chSS-MF enhanced signal still contains residual impulsive noises that sound like musical noise.
These results confirm that 2chSS-MF is more suitable than 2chSS-ORG for application to the AGC because a smaller residual noise can be expected. In addition, it is suggested that the effect of CBF is sufficiently small to permit duplicated noise reduction by both AGC and a post-filter. Although 2chSS-MF seems to be promising as a post-filter, further investigation about this point is beyond the scope of this study. 
B. Effect of Weighting Functions on the Gain Estimation 1) Gain Error Dependency on the Weighting Functions:
First, to elucidate the relation between parameters of weighting functions and the gain error, we calculated the average difference between the estimated gain and the ideal one by changing the parameters and in (27) as follows:
The ideal gain was obtained using clean speech; averaging was performed over the entire speech signal. Fig. 8 was obtained by changing from 0 to 2 and from 0 to 3. This figure contains three results, which correspond to noises (i), (ii), and (iii).
These figures show that the minimum gain errors in this parameter range are obtained when for the case of noise (i), (0.5, 1.0) for the case of noise (ii), and (0.35, 1.5) for the case of noise (iii). Whereas an almost minimal gain error can be achieved without the whitening function ( ) in the cases of noise (ii) and noise (iii), both weighting functions are required to attain almost minimal error in the cases of noise (i). This result indicates the necessity of both weighting functions, and that whitening is particularly effective in the presence of impulsive noises.
2) Temporal Change of Gain: Next, we compare the temporal change of gain over frames using different parameter values of to confirm the roles of the two weighting functions. Noise (i) was used for the calculation. The SNR was set to 5 dB. Fig. 9(A) -(D) show the resultant curves of the gain when parameters were used, respectively. Positions of six word speech signals are shown at the top of Fig. 9(A) as . The estimated gains are plotted in solid curves and the ideal gain is plotted in dotted curves. Fig. 9(B) shows the result when only the 2chSS-based weighting function was enabled [
]. This result resembles Fig. 9(A) , which was obtained when weighting functions were both disabled ( ): it is the ordinary estimate of the Wiener gain. These figures show that both curves of the estimated gain differ markedly from the ideal one. Serious eliminations of gain are observed in the periods of speech e.g., #2 and #3 that are led by the overlap of impulsive noises and the speech signal. These eliminations tend to grow as increases. For that reason, we confirmed that 2ch-SS alone hardly achieves good estimation of the gain in the presence of impulsive noises. This result agrees with the result of the averaged gain error described in the previous section. On the other hand, Fig. 9(C) is obtained when only the whitening function is enabled: ( ) shows no eliminations in the speech period. Instead, the gain in the background is raised. That increase of background gain is attributable to whitening, which enlarges small noise components while reducing large noise components. Fig. 9(D) , which was obtained when both weighting functions were enabled ( ), shows reduction of both the increase of the background gain and eliminations of gain in the speech periods.
Moreover, to ensure the relation between the above results of gain estimation and the enhanced signals, we show spectrograms of the signals enhanced by AGC with no weighting function and AGC with both weighting functions . These spectrograms are shown in Fig. 10 together with spectrograms of clean speech and the half-sum signal. Almost identical portions of the signals were used in the gain estimation above.
We again observe that AGC with no weighting function provides not only some eliminations of speech segment, but also residual noise during the noise period. In contrast, AGC with both weighting functions greatly reduces such eliminations and residuals. These results confirm the effectiveness on the enhanced signal of the weighting functions and the necessity of both functions.
C. Parameters of the Weighting Functions
The proposed gain for speech enhancement (27) has fixed parameters and . To determine the values that are suitable for the three noise conditions, we calculated LSD of the enhanced speech changing from 0 to 2 and from 0 to 3. The input SNR was set to 5 dB. Results obtained from AGC-CBF enhanced signals are shown in Fig. 11 .
The values of the parameters at which the minimum LSDs are obtained are in noise condition (i), (1.0, 2.0) in noise condition (ii), and (0.6, 2.2) in noise condition (iii). We can observe that the difference of the LSD is relatively small around the above point in each condition. Consequently, we choose a mean value of the above values to set for AGC and AGC-CBF through all the noise conditions. Furthermore, we show results of the overall SNR in Fig. 12 . In Fig. 12(i) , we observe that the maximum SNR is obtained at . The SNR decreases rapidly as varies from 0.4 to 0.0. This result indicates that the whitening can improve SNR in the presence of the impulsive noises because indicates that no whitening is performed.
D. Comparison With Conventional Methods in Spectrograms
Figs. 13-15 show spectrograms of the clean signal, the half-sum signal, the SSCS enhanced signal, the 2chSS-ORG enhanced signal, and the AGC-CBF enhanced signal. Results of the AGC enhanced signals are not presented because they differ only slightly from those of AGC-CBF. Results of the half-sum signals are shown instead of those of the noisy signals. The spoken words for the displayed spectrograms were"Hachinohe", "Kesennuma", "Yukuhashi", and "Sapporo"; the input SNR was set to 3 dB. All signals were pre-emphasized to enable display of high frequency components.
In the case of noise (i) (Fig. 13) , residuals of the impulsive noises are observed in the spectrograms of 2chSS-ORG and SSCS. The elimination of the frequency components of speech are observed in the SSCS results. On the other hand, results for the AGC-CBF show that the impulsive noises between the desired speech words become almost indistinguishable even though the superimposed impulsive noises on the speech segments remain, as seen near 4.5 s.
In the case of noise (ii) (Fig. 14) , we can observe that moderate noise reduction is achieved by 2chSS-ORG and SSCS. However, 2chSS-ORG has large residual noise components of low frequency. On the contrary, results of the AGC-CBF show that noise between the speech words is reduced, whereas the speech frequency components are almost entirely preserved.
In the case of noise (iii) (Fig. 15) , we can observe that the results of 2chSS-ORG and SSCS have large residual noises. The SSCS result shows the elimination of the frequency components of the desired speech. Unlike these two methods, the AGC-CBF result shows that the noises are adequately reduced in the intervals of the desired speech words while the spectrum of the desired speech remains almost unchanged.
Ultimately, these spectrograms demonstrate that, whereas 2chSS-ORG and SSCS attain insufficient noise reduction for nonstationary noises, the proposed enhancer AGC-CBF reduces noise in the noise period markedly. It also preserve the desired speech components.
Informal listening tests showed that noises were reduced moderately by 2chSS-ORG and SSCS both in the period of speech and noise in the conditions (ii) and (iii), whereas the impulsive noises almost all remained in condition (i). The timbre of the residual noises of 2chSS-ORG and SSCS enhanced signals were altered from the original ones. Noisy musical noises were heard in the presence of noise (ii) from the 2chSS-ORG enhanced signals. In contrast, the noise-only periods were almost silent both in cases of AGC and AGC-CBF; the timbre of the desired speech remained intact in these methods. However, the impulsive noises superimposed on the speech segments remained as noisy in cases AGC and AGC-CBF even though these methods decreased these impulses' amplitudes. This suggests that additional filters to remove such noise are needed in periods where both impulsive noise and speech arrive simultaneously.
E. Comparison in Objective Measures
First, we show the results evaluated from the input signals from which intervals of the speech words are excluded. Figs. 16  and 17 show the results in terms of LSD and SNR, respectively. The input SNR was varied from dB to 15 dB in 5 dB steps. Those results are given separately for each noise condition.
As seen from the figures of noise (i) and noise (ii) in Fig. 16 , 2chSS-ORG attained high SNR compared to other methods in the noise condition (i); SSCS attained high SNR compared to other methods in the noise condition (ii). However, the difference on LSD measure is not pronounced, as shown in Fig. 17 ; the LSD of AGC and AGC-CBF are comparable to show the results in terms of overall SNR and LSD, respectively. The input SNR was varied from dB to 15 dB in 5 dB steps. We can observe that the AGC and AGC-CBF outperform the other methods in all the noise conditions in terms of LSD, whereas overall SNR of SSCS in the case of noise (ii) is the highest, as seen in Fig. 18 . The AGC-CBF improved LSD compared to AGC by about 0.3 dB at the dB when evaluated using whole signals. These results suggest that the spectral distortion using CBF can be ignored. It rather lowers the distortion.
F. Subjective Listening Test
Finally, we show results of a subjective evaluation test. We used a preference test algorithm similar to those used in [19] , [20] . The number of subjects were 20. All of them were engineering students whose ages ranged from 18 to 22. None of them had speech processing area problems. The speech material consisted of three consecutive words among the 100 Japanese city names, which were spoken by two female and two male speakers. Two series of the three words "Hachinohe, Kesennuma, Yukuhashi" and "Yokote, Toride, Warabi" were used. Consequently, at each stage of the test, each subject was presented eight pairs of signals. The above speech signals and noises were added with SNRs of dB and 5 dB. Subsequently, they were processed by the three methods of AGC-CBF, 2chSS-ORG, SSCS, and half-sum. In this test, the half-sum signal was regarded to be almost equivalent to the nonprocessed signal. Subjects were presented pairs of signals which each comprised one AGC-CBF enhanced signal and one signal that was enhanced by one of the other three methods. Subjects were asked to choose one of the two signals. Table III summarizes the results.
As shown in this table, in the case of noise (ii), the proposed method, AGC-CBF, is less preferred to the half-sum method. Superiority in comparison with 2chSS-ORG is not obvious when dB. This result indicates that because noise (ii) is stationary car noise, the noise consistency is markedly degraded by AGC processing, particularly at low SNR. Performance of 2chSS-ORG was also degraded as a result of musical noise in this noise case. Therefore, AGC-CBF is slightly preferred to 2chSS-ORG when compared with 2chSS-ORG. In the case of noise (iii), whereas superiority to the half-sum signal is obvious, performance of AGC-CBF is almost identical to that of 2chSS-ORG. Because noise (iii) is nonstationary speech noise, the loss of noise consistency seems to be less perceptible than that of stationary noise. Nevertheless, this overlap might be more annoying than that of 2chSS-ORG enhanced signal because AGC does not reduce overlapped speech noise on the desired speech. Unlike above two noise cases, in the case of noise (i), AGC-CBF is the most preferred among all methods in this comparison: noise (i) is impulsive noise and lost consistency of noise was less perceptive in this case. In addition, the proposed method was preferred to SSCS in all noise cases.
The absolute removal of noise is not advantageous to maintain naturalness of a processed signal. Some residual noise left over in the output signal is preferred. In the proposed method, residual noise can be controlled easily by forcing the gain to be larger than a given minimum value, e.g., 0.1. Furthermore, this setup generates no musical noise. We can expect to be able to improve AGC performance in listening tests by controlling residual noise over the processed signal, but noise control should be mentioned for all methods for comparison to maintain a fair comparison. Such noise control preparation requires intensive investigation that could not be adequately addressed in this limited study.
VI. CONCLUSION
This study introduced a new method of two-channel speech enhancement based on auto gain control. Unlike other methods, the proposed method preserves the spectrum of the desired speech and hardly generates musical noise. Particularly, the proposed method can deal with transient noise better than most speech enhancement methods. Objective measures and spectrograms demonstrated significant improvements over other two-channel based speech enhancement methods in the three noise conditions. On the other hand, subjective preference tests revealed that the proposed method is less preferred to a half-sum signal in the case of stationary car noise. These results suggest that AGC can affect the consistency of stationary noise markedly, engendering an unnatural quality of the processed signal. Improvement of this problem can be accomplished by controlling residual noise to maintain a natural quality of the signal. Nevertheless, these preference tests supported the superiority of the proposed method over other methods in the presence of impulsive noises.
