Abstract. This paper focuses on the study of a mathematical program with equilibrium constraints, where the objective and the constraint functions are all polynomials. We present a method for finding its global minimizers and global minimum using a hierarchy of semidefinite programming (SDP) relaxations and prove the convergence result for the method. Numerical experiments are presented to show the efficiency of the proposed algorithm.
Introduction
Mathematical Programs with Equilibrium Constraints (MPECs for short) form an important class of (nonlinear) constrained optimization problems, in which the variables satisfy a finite number of constraints together with an equilibrium condition such as variational inequalities or complementarity conditions. The term "MPEC" is believed to have been put in [14] , and the word "equilibrium" is used since the variational inequality constraints of the MPEC typically model specific equilibrium phenomena that occur in engineering and economic applications. MPECs are natural extensions of optimization problems with variational inequality constraints [10, 26, 36] , bilevel optimization problems [8, 16, 24, 28] , semi-infinite optimization problems [18, 23, 34] , minimax (robust) optimization problems [4, 5, 12] . There is a large literature on all aspects of MPECs; we refer the reader to the comprehensive monographs [10, 27, 29] with the references therein.
MPECs have been studied in the past years, with several solution methods developed; for example, the elastic mode approach [1, 2] , relaxation schemes [7, 33] , smoothing method [9] , sequential quadratic programming methods [11] , interior-point method [25, 27] , exact penalization approach [17, 32] , see also the references therein.
We would like to note that, in general, an MPEC is a nonconvex and nondifferentiable optimization problem that includes certain combinatorial features in its constraints. Therefore, it is computationally very difficult to solve, especially if we wish to find a globally optimal solution.
In this paper, we are interested in an MPEC with polynomial data which admits the following mathematical form:
ϕ(x, y, v) ≥ 0, ∀v ∈ B(x),
where f : R n × R m → R, ϕ : R n × R m × R m → R are polynomial functions, and we call ϕ(x, y, v) ≥ 0 for all v ∈ B(x) the equilibrium constraints, A, B ⊂ R n × R m are basic closed semi-algebraic sets, and B(x) := {y ∈ R m : (x, y) ∈ B} for x ∈ R n .
We aim to propose a computational method for finding/approximating the optimal value f * (and minimizers, if possible) of Problem (MPEC). To do this, we first define the optimal value function for the equilibrium constraints by J(x, y) := min v∈B(x) ϕ(x, y, v).
Under a blanket assumption, that is commonly used in polynomial optimization (see [16, 20, 22, 23] ), we show that the function J is well-defined on some compact set Ω ⊂ R n × R m containing the set B and that (MPEC) is equivalent to the following constrained optimization problem val(P) := min (x,y)∈R n ×R m f (x, y)
J(x, y) ≥ 0.
Note that, in general, the function J is not polynomial and so Problem (P) is not a polynomial optimization problem. Nevertheless, by using the "joint+marginal" approach for parametric polynomial optimization developed by Lasserre in [20] , we can construct a sequence of polynomials J k : R n × R m → R (with degree at most 2k, k ∈ N) that approximate from below the function J on Ω, and with the strong property that J k → J in the L 1 -norm as k → ∞. (In particular, J k ℓ → J almost uniformly on Ω for some subsequence k ℓ , ℓ ∈ N.) Then, ideally, we could solve the nested sequence of polynomial optimization problems:
For fixed k, we may approximate (and often solve exactly) Problem (P k ) by solving a hierarchy of semidefinite programming relaxations, as defined by Lasserre in [19] . However, as the feasible set of Problem (P k ) may be empty, we relax the constraint J k (x, y) ≥ 0 to J k (x, y) ≥ −ǫ for some scalar ǫ > 0, which can adjust dynamically during the algorithm.
Moreover, in order to establish convergence of our algorithm, we also relax the sets A and B to basic closed semi-algebraic sets A ǫ and B ǫ , respectively. In other words, we will relax the problem (P k ) to the following polynomial optimization problem
As mentioned above, this problem can be solved by using Lasserre-type semidefinite programming relaxations. Finally, let v (ii) For all ǫ ∈ (0, +∞) except finitely many points, the sequence {v k ǫ } k∈N converges monotonically, decreasing to the optimal value val(P ǫ ) of the problem val(P ǫ ) := min
(iii) The following relation holds true
for some c ≤ 0 and q > 0. In particular,
Our approach extends the sequential SDP relaxations, introduced in [16] for bilevel polynomial optimization problems and in [23] for semi-infinite optimization problems, to mathematical programs with equilibrium constraints. It is worth emphasizing that it is different from the papers [16, 23] that we do not make technical assumptions concerning the interior of the feasible sets; moreover, the idea in this paper can be used to modify the algorithms in the two papers cited, so that we can drop these technical assumptions.
The rest of this paper is organized as follows. Section 2 contains some preliminaries on semi-algebraic geometry. Section 3 presents convergence of our sequential SDP relaxation scheme for solving Problem (MPEC). Finally, conclusions are given in Section 4.
Preliminaries
Throughout this paper, R n denotes the Euclidean space with dimension n. The open ball in R n centered at x with radius ρ is denoted by B(x, ρ). We also use N to denote all the nonnegative integers. The following Archimedean property is commonly used in polynomial optimization (see [13, 21] and references therein).
is said to satisfy the Archimedean property if there exists R > 0 such that the quadratic polynomial x → R − x 2 can be written in the form
for some sum of squares polynomials
In what follows, we recall some notions and results of semi-algebraic geometry, which can be found in [6, 13] . is said to be semi-algebraic if its graph {(x, y) ∈ A × B : y = F (x)} is a semi-algebraic
Note that semi-algebraic sets and functions enjoy a number of remarkable properties.
We summarize some of the important properties which will be used in this paper.
Proposition 2.1. The following statements hold:
(i) Each semi-algebraic set in R is a finite union of intervals and points.
(ii) Finite union (resp., intersection) of semi-algebraic sets is semi-algebraic.
(iii) The Cartesian product (resp., complement, closure) of semi-algebraic sets is semialgebraic. (iv) If f, g are semi-algebraic functions on R n and λ ∈ R, then f + g, f g and λf are all semi-algebraic functions.
{x ∈ R n : f (x) < λ} and {x ∈ R n : f (x) = λ} are all semi-algebraic sets.
(vi) A composition of semi-algebraic maps is a semi-algebraic map.
Theorem 2.1 (Tarski-Seidenberg Theorem). The image and inverse image of a semialgebraic set under a semi-algebraic map are semi-algebraic sets. In particular, the projection of a semi-algebraic set is still a semi-algebraic set.
we see that U := {x ∈ A : (x, y) ∈ C, ∀y ∈ B} is also a semi-algebraic set. To see this, from Theorem 2.1, we see that {x ∈ A : ∃y ∈ B s.t. (x, y) ∈ C} is semialgebraic. As the complement of U is the union of the complement of A and the set {x ∈ A : ∃y ∈ B s.t. (x, y) / ∈ C}, it follows that the complement of U is semi-algebraic by Proposition 2.1(iii). Thus, U is also semi-algebraic by Proposition 2.1(iii). In general, if we have a finite collection of semi-algebraic sets, then any set obtained from them by a finite chain of quantifiers is also semi-algebraic.
Then there exist a = a 0 < a 1 < · · · < a s < a s+1 = b such that, for each i = 0, 1, . . . , s, the restriction φ | (a i ,a i+1 ) is analytic, and either constant, or strictly increasing or strictly decreasing.
Lemma 2.2 (Growth Dichotomy Lemma).
Let φ : (0, ǫ) → R be a semi-algebraic function with φ(t) = 0 for all t ∈ (0, ǫ). Then there exist constants c = 0 and q ∈ Q such that
The main result
Hereafter that, we assume that f, g i , h j ∈ R[x, y], i = 1, . . . , r, j = 1, . . . , s, and put
Moreover, for each x ∈ R n , we define
Now, we recall Problem (MPEC), which admits the following form:
where ϕ :
R is a polynomial function, and we call ϕ(x, y, v) ≥ 0 for all v ∈ B(x) the equilibrium constraints. Throughout this work we shall assume that the feasible set of Problem (MPEC) is nonempty. We also need the following blanket assumption:
(H1) There exists a compact semi-algebraic set Ω ⊂ R n × R m such that B ⊂ Ω and for each x ∈ Proj x Ω, the set B(x) is nonempty.
Here and in the following, Proj x Ω stands for the image of Ω via the canonical projection
ϕ(x, y, v).
Lemma 3.1. Suppose that the assumption (H1) satisfies. Then the function J : Ω → R is well-defined and semi-algebraic; furthermore, it is lower semicontinuous, i.e., for anȳ x ∈ Ω we have lim inf
Moreover, as v k ∈ B(x k ), without loss of generality, we assume that v k →v as k → ∞.
Note that h j (x k , v k ) ≥ 0 for j = 1, . . . , s, and all k. This implies that h j (x,v) ≥ 0 for j = 1, . . . , s, and so,v ∈ B(x). Finally, we have
and thus, J is a lower semicontinuous function. Now, along with Lemma 3.1, and under the assumption (H1), Problem (MPEC) can be rewritten as
Moreover, if the function J is continuous, then Problem (P) has at least a minimizer.
Unfortunately, the following example shows that the function J may not be continuous.
Consider a mathematical programming with equilibrium constraint as follows:
It is not hard to check that for all (x, y) ∈ R × R,
Therefore, J is not continuous at all points (x, y) ∈ {0} × R. Note that in this example,
Hence the set-valued map B is not lower semicontinuous 1 at x = 0.
The following lemma provides a sufficient condition for J being continuous.
Lemma 3.2. Suppose that the assumption (H1) satisfies. If the set-valued mapping
is lower semi-continuous, then the function J is continuous.
Proof. It is easy to see that J is continuous in the variable y. So it remains to show that J is continuous in the variable x. To do this, take any (x,ȳ) ∈ Ω and let (x k ,ȳ) ∈ Ω be a sequence such that lim k→∞ x k =x. We shall show that
In fact, since J is lower semi-continuous, we have
Hence, it suffices to show that
To see this, letv ∈ B(x) be such that J(x,ȳ) = ϕ(x,ȳ,v). Take any ǫ > 0. Then
Since B is lower semi-continuous, it follows that
In particular, for each k ≫ 1, there exists
for somev ǫ ∈ B(v, ǫ). Letting ǫ → 0, the desired result follows.
Remark 3.1. By Lemma 3.2, if the set-valued map B does not depend on the variable x then the function J is continuous. 1 We say that the set-valued map B : Proj x Ω ⇒ R m , x ⇒ B(x), is said to be lower semi-continuous atx ∈ Proj x Ω iff for each open set V ⊂ R m satisfying B(x) ∩ V = ∅, there exists ǫ > 0 such that
3.1. The ǫ-approximation of Problem (MPEC). Let ǫ ≥ 0, and consider the following perturbed sets of A and B:
Then A ǫ and B ǫ are nonempty compact semi-algebraic sets. We would like to mention that it is different from [16, 23] that we perturbed the sets A and B. It turns out that we do not make the assumptions concerning the interior of A and B to obtain the results in this paper, as we shall see.
Next, we define an ǫ-approximation of Problem (P) as follows:
We denote the optimal value of problems (P) and (P ǫ ) by val(P) and val(P ǫ ), respectively.
Lemma 3.3. Suppose that the assumption (H1) satisfies. Then the following two statements hold:
is well-defined, non-increasing and semi-algebraic. In particular, it is analytic except at finitely many points. (ii) If J is continuous, then a global minimizer for Problem (P ǫ ) exists for all ǫ ≥ 0.
Furthermore, there existǭ > 0, q ∈ Q with q > 0, and c ≤ 0 such that for all ǫ ∈ [0,ǭ],
Proof. (i) By the assumptions, the feasible set of Problem (P) (and hence of (P ǫ )) is nonempty and bounded. In particular, val(P ǫ ) is finite for all ǫ ≥ 0, and so, the function
From the definition of Problem (P ǫ ), it is clear that if 0 ≤ ǫ 1 ≤ ǫ 2 , then val(P ǫ 1 ) ≥ val(P ǫ 2 ).
By Lemma 3.1, the function J is well-defined and semi-algebraic. Let
We can verify that X and Y are semi-algebraic sets by Proposition 2.1(iii)-(iv) and Remark 2.1. Further, by Tarski-Seidenberg Theorem (see Theorem 2.1), the function
is semi-algebraic, and so it is analytic except at finitely many points (due to Lemma 2.1).
(ii) Assume that J is continuous. Then for each ǫ ≥ 0, the constraint set of Problem (P ǫ )
is nonempty compact, and so a global minimizer for (P ǫ ) exists (because the objective polynomial f is continuous).
We now claim that the function ǫ → val(P ǫ ) is right continuous at 0. To see this, let
. . , with ǫ k ↓ 0, and let each (x k , y k ) be an optimal solution of (P ǫ k ). Since Ω is compact, without loss of generality, we assume that (
Note that the functions g i , h j , and J are continuous. So, we can easily verify that (x * , y * )
is a feasible solution of (P). This yields that
where the last inequality follows from the nonincreasing property of the function ǫ → val(P ǫ ), and so, the function ǫ → val(P ǫ ) is right continuous at 0.
Define the function
Then φ is a nonincreasing semi-algebraic function and
Invoking Monotonicity Lemma (see Lemma 2.1), there existsǭ > 0 such that φ | [0,ǭ) is either constant 0 or strictly decreasing. Moreover, by (i), we may assume that φ is analytic on (0,ǭ). If φ(ǫ) = 0 for all ǫ ∈ [0,ǭ), then letting c = 0 in (1), the desired result follows.
Otherwise, applying Growth Dichotomy Lemma (see Lemma 2.2) (reducingǭ if necessary),
we see that there exist constants c = 0 and q ∈ Q such that φ(ǫ) = cǫ
Since φ is strictly decreasing,
and so cq < 0. Finally, we deduce easily from (2) that c < 0 and q > 0.
3.2.
Solving the ǫ-approximation via sequential SDP relaxations. For simplicity, we write z := (x, y). Let µ be a finite Borel probability measure uniformly distributed on Ω ⊂ R n × R m . We will assume that Ω is a simple compact set (e.g., a simplex, a box or an ellipsoid) so that the moments
can be computed easily. For instance, in the sequel we will assume that
where M > 0 is chosen so that Ω ⊃ B.
The following assumption, which is commonly used in polynomial optimization (see [13, 21] and references therein), plays an important key role for our results.
(H2) The system {h 1 , . . . , h s } ⊂ R[x, y] satisfies the Archimedean property.
Remark 3.2. (i)
The assumption (H2) implies that the set B is compact but the inverse is not necessarily true. However, if B is compact and one knows a bound R for (x, y) on B,
then it suffices to add the "redundant" quadratic constraint h 0 (x, y) :
to the definition of B, and (H2) holds.
(ii) When the set B is compact and the assumption (H2) does not hold, there is still a representation of polynomials, strictly positive on B (see Corollary 3 in Schmüdgen [31] ).
But, instead of being "linear" as in (3) below, there are product terms of the form h j 1 · · · h j l times a sum of squares of polynomials, with j 1 , . . . , j l ∈ {1, . . . , s + n + m}. However, the size of this semidefinite programming will grow exponentially with the number of constraints s and the number of variables n + m.
⌉}, (where the notation ⌈a⌉ stands for the smallest integer that is greater than or equal to a,) consider the following optimization
It is not hard to see that this is a semidefinite programming (see, for example, [13, 21] ).
We also should mention that semidefinite programs can be solved (approximatively) in polynomial time, using the interior point methods. For more details on semidefinite programming, the interested reader is referred to Vandenberghe and Boyd [35] .
Lemma 3.4 below shows that any optimal solution of Problem (3) permits to approximate J in a strong sense. Note that we do not include the polynomials h j (x, y) for j = s + 1, . . . , s + n in (3) as is usual. It turns out that we do not need these polynomials to obtain the results in this paper, as we shall see (compare [16, 23] ).
Lemma 3.4. Suppose that the assumptions (H1) and (H2) hold. Let ρ k be the optimal value of the semidefinite program (3) and let ((p α ), (σ j )) be an optimal or a
Proof. The assumption (H1) implies that for any (x, y, v) ∈ R n × R m × R m we have (x, y) ∈ Ω and v ∈ B(x) if and only if h j (x, v) ≥ 0 for j = 1, . . . , s, and h j (x, y) ≥ 0 for j = s + n + 1, . . . , s + n + m.
On the other hand, the assumption (H2) gives the existence of R > 0 and σ j ∈ Σ[x, v],
is the Banach space of µ-integrable functions on Ω, with norm f = Ω |f |dµ.
Letting R
which implies that the system {h 1 , . . . , h s , h s+n+1 , . . . , h s+n+m } ⊂ R[x, y, v] satisfies the Archimedean property. Now, applying [20, Theorem 3.5] , the desired result follows.
We now introduce a scheme to solve the ǫ-approximation problem (P ǫ ) for arbitrary ǫ > 0, using sequences of semidefinite programming relaxations.
Algorithm 3.1.
Step 0: Fix ǫ > 0. Set k = 1.
Step 1: Solve the semidefinite program (3) and obtain a
Step 2: Consider the following basic closed semi-algebraic set
If S k = ∅, then let k = k + 1 and return to Step 1. Otherwise, go to Step 3.
Step 3: Solve the following polynomial optimization problem
Step 4: Let v k ǫ := min 1≤i≤k val(P i ǫ ). Update k = k + 1. Go back to Step 1. Remark 3.3. We would like to note that the feasibility problem of the semialgebraic set S k in Step 2 can be tested by an SDP hierarchy via the Positivstellnsantz; this was explained in [30] and was implemented in the matlab toolbox SOSTOOLS. As explained before, Step 3 can also be accomplished by solving an sequence of SDPs; for more details, we refer the reader to [19, 21] .
Next, we justify that Algorithm 3.1 is a legitimate procedure.
Lemma 3.5. Suppose that assumptions (H1) and (H2) hold. Let ǫ > 0 be any fixed. Then the following two statements hold:
(ii) The limit lim k→∞ v k ǫ exists and
Further, the equality val(P ǫ ) = lim k→∞ v k ǫ holds for all ǫ ∈ (0, +∞) except finitely many points.
Proof. (i) The assumptions that the feasible set of (MPEC) is nonempty and bounded imply that f * > −∞, and so, there exists a point z ǫ ∈ A ∩ B such that
By a standard argument, it is easy to find a pointz ǫ ∈ int (A ǫ ∩ B ǫ ) such that
Thenz ǫ ∈ U 1 . We will now show that U 1 is an open set. Suppose on the contrary that there exists a sequence {z
. This together with the lower semicontinuity of J (see Lemma 3.1) yields that
which is a contradiction, and so, U 1 is a nonempty open set. Next, as f is continuous, there exists ρ > 0 such that 
In particular, as µ(Σ) < η 2 < µ(U 1 ∩ U 2 ), the set (U 1 ∩ U 2 ) \ Σ is nonempty. Therefore,
for all ℓ ≥ ℓ ǫ and all z ∈ (U 1 ∩ U 2 ) \ Σ, which in turn implies val(P k ℓ ǫ ) < f * + ǫ, and consequently, v k ℓ ǫ < f * + ǫ, the desired result.
(ii) Recall from Lemma 3.4 that J k (z) ≤ J(z) for all k ∈ N and for all z ∈ Ω. Then, by definition, val(P k ǫ ) ≥ val(P ǫ ) for all k ∈ N, which in turn implies v k ǫ ≥ val(P ǫ ) for all k ∈ N. Note that v k ǫ is a non-increasing sequence which is bounded below, and so the limit v ǫ := lim k→∞ v k ǫ exists. Moreover, we have
On the other hand, replacing (P) and (P ǫ ) by (P ǫ ) and (P ǫ−δ ), respectively, in Item (i),
it not hard to see that for every δ ∈ (0, ǫ), there exists an integer k δ > 0 such that for all
To see the last assertion in Item (ii), we only need to notice from Lemma 3.3(i) that ǫ → val(P ǫ ) is continuous except finitely many points over (0, +∞).
We now establish the main theorem of this paper which is the convergence result of Algorithm 3.1. 
Passing to the limit and note from the assumption that J is continuous, we have J(x,ŷ) ≥ −ǫ. So, (x,ŷ) is feasible for (P ǫ ). Finally, since lim k→∞ v k ǫ = val(P ǫ ), we have
where the inequality follows from the assumption that (
. Thus, (x,ŷ) is a global minimizer of (P ǫ ).
The following example illustrates how to solve Problem (MPEC) with our method. Example 3.2. Let us consider the following mathematical programming with equilibrium constraints:
A simple computation shows that B(x) = [−1, 1] and
if (x, y) ∈ −1,
Moreover, we can easily verify that the feasible set of Problem (P 1 ) is {(0, 1)}, and so, the optimal solution of Problem (P 1 ) is (0, 1) and the optimal value is 1. Letting Ω :=
, all the assumptions in Theorem 3.1 are satisfied.
For k = 3, using GloptiPoly 3 [15] , we obtain a degree 2k(= 6) polynomial approximation of J(x, y), that is,
Setting ǫ = 0.0005 and solving the ǫ-approximation of Problem (P 1 )
with GloptiPoly 3, we obtain the point (−0.0157, 1.0000) with its associated function value 0.9843, which are a good approximation of the optimal solution and optimal value of Problem (P 1 ), respectively.
Remark 3.4. It is worth emphasizing here that our method has an advantage over the ones in [16, 23] in the sense that the assumptions concerning the interior of the feasible sets in these papers are no longer necessary. Moreover, it is not hard to check that we can solve the problems considered in these papers directly by using our method. We leave the details to the reader.
We close this section with two illustrated examples for Remark 3.4. and so, cl (int (K ∩ (R × F ))) = K ∩ (R × F ). This says that the assumption in [16] does not hold for this problem, and so, it can not be solved this problem by the method in [16] .
On the other hand, it is easy to check that , 1],
). ).
This yields that the feasible set of Problem (P 2 ) is {(0, 2)}, and so, the optimal solution of Problem (P 2 ) is (0, 2) and the optimal value is 2.
Let Ω := [−1, 1] × [−2, 2]. Then, for k = 2, using GloptiPoly 3 [15] , we obtain a degree 2k(= 4) polynomial approximation of J(x 1 , x 2 ), that is,
which is a good approximation of Φ(x 1 , x 2 ).
Setting ǫ = 0.0001 and solving the ǫ-approximation of Problem (P 3 ) min with GloptiPoly 3, we obtain the point (x 1 ,x 2 ) = (−0.0000, −0.0001) with its associated function value −0.0001, which are a good approximation of the optimal solution and optimal value of Problem (P 3 ), respectively.
Conclusions
This paper studies how to solve a polynomial mathematical program with equilibrium constraints. We have proposed a method for finding its global minimizers and global minimum using a sequence of semidefinite programming relaxations and have proved the convergence result for the method. It was different from the papers [16, 23] that we do not make technical assumptions concerning the interior of the feasible sets. As a byproduct, bilevel polynomial optimization problems and semi-infinite optimization problems, which can be regarded as special cases of Problem (MPEC), were also solvable directly based on our approach.
