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SUMMARY 
A new method is developed for the analysis and 
integration of linear partial differential equations of two 
independent variables and of arbitrary order, 
kz 
ak .jx,Y) 	  
k=0 A =0 
	 x oy' 
for given initial conditions. It is shown that this 
equation can be replaced by systems of equations of the 
form 
-e)fi 
c. 	 = F.(x,y,f 1 ,f21 	 , fm) , i = 1,2,... m 
x 	 1 Dy 
where the fi= fi(x,y) are the dependent variables. 
The expression on the left hand side represents the 
derivative of fi with respect to x along one of the 
characteristic curves of the system. Two methods of 
integration which are based on this fact are put forward, 
a step-by-step method, and a method of successive approx-
imation. A detailed convergence proof is given for the 
latter. 
	
It is suggested that the methods can be adapted 
to numerical calculations. 
DMS. 
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1. Introduction 
In the present paper, we shall be concerned with the 
integration of linear partial differential equations of two 
independent variables and of arbitrary order, viz., 
n k 
r:-.) 
 2  7-7- akA ) 
	
x 	 a0 	 ( 1 k=0 .1=-0 	 ux 	 3y 
where x and y are the two independent variables, z is the 
dependent variable, n is a positive integer and the a k,e and a0 
 are functions of x and y. 
The parametric representation x = x(f), y = y(t) of the 
characteristic curves associated with (1) is given by the differential 
equation 
	
anC anl an2 ' 	  an,n-1 ann 
Sr 
	
k 	 Sr 
= 0 
yr 
a 	 Srn  - anl Srn-1 	 n-1 	 -1 	 . (-1) 	 a
n n-1 Srk
n 	 (-1) n a
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xn = 0 
nO 
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. 	 dx 	 dy 	 . 	 dy k  
where x = 
	 y = 	 . Putting 	 =y, equation (2) may alsodt 
be written as the 'characteristic equation' 
a
nO
n 
- a
n1 X"
n-1 	 (-1) n-1 ann-1y+(-1) n a 	 = 0 ...(3) 
7 rill 
The differential equation (1) is said to be hyperbolic in a 
given region of the (x,y) plane if the roots of (3) are all real and 
distinct for all points of the region. In the sequel, we shall be 
concerned exclusively with the hyperbolic case. The significance 
of the characteristic curves - which can be defined by various 
pperties, e.g., as potential carriers of discontinuities of the 
n 	 derivatives - will appear clearly in the present analysis. 
Our main object will be the development of a new method 
for the integration of a hyperbolic equation of type (1) for given 
initial conditions, We shall confine ourselves to the standard 
case in which the function z and its first (n-1) derivatives 
with respect to x are given over a range of values of y 
for x = O. For analytical coefficients and analytical initial 
conditions, the existence of a solution is ensured by the fundamental 
/theorem n 	  
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theorela of Cauchy-Kowalewki. However, the requirement -of analyticity is 
unnaturally stringent for problems of this type. More recently, 
work by K.Friedrichs and H. Lev (ref.'s) has established the 
existence and uniqueness of the solution under weaker conditions. 
(The paper referred to goes further than this as it deals with 
the general non-linear equation of two independent variables). 
F. Rellich (ref.2) has generalised Riemann's method to cope with 
essentially the same problem as considered in the present note. 
The case of constant coefficients had been treated earlier by 
G. Herglotz by a Fourier integral method (ref.5). 
The present method establishes the existence and uniqueness 
of the solution under considerably less stringent conditions than 
postulated hitherto. Also, it leads to procedures which, with some 
modifications, should be suitable for numerical purposes. It can 
moreover be adapted to deal with some cases - discontinuity of 
coefficients, etc., - which may be important for the applications 
but which are outside the scope of other methods. However, in the 
present paper we shall confine ourselves to the solution of the 
standard problem mentioned above. The central idea of the method 
first arose in connection with some work on stress propagation in 
beams (refs. 4, 5). 
To introduce this idea, wc consider the case of a vibrating 
string which has inspired so many other theories of partial differential 
equations, 
y2 - ° 
 
(3)  
 
with the initial conditions z = O(y), '1) z 	 ) rcr x = 0. 
7)x 
In this equation, x denotes the time, y the coordinate 
parallel to the undisturbed string, and z its deflection. The 
coefficient c 2 (0,0) which, in general, is a function of y, is 
given by the ratio of the tension in the string and of its linear 
density. We shall make the conventional assumption that the string 
is infinite in both directions. 
Assume first that c is constant. Then the general 
solution of (3) is given by 
z = f(y -cx) 
	 g(y ox) 
 
(4) 
 
and the functions f and g can be determined from the boundary 
conditions. 
However, we may proceed in a different manner which, though 
considerably more complicated in the present case, can be extended to 
the general problem (1) where a functional solution is no longer 
available. 
For this purpose we put 
Z 	 J z 
-c --- 
	
a x 	 y 
z 	 z 
	
f2(x,y) = ——c 
-Dx 	 y 
(5) 
/Then, 	  
Then, by (3), 
-W. 1 
c 
	
_0 
cox 
1)f 2 	 2 
= 0 
) x 
Equation (6) shows that f 1 and f2 are propagated along 
the string without distortion, with velocities c and -c respectively, 
fI  (x,y) = h 1  (y cx), f 9 (x,y) = h2 (y + cx), say. 	 The initial conditions for f1 and f2 are ottained from the initial conditions for z, viz., 
f1(0 93) =-Yf (Y) - cP(Y) 
(7) 
Hence 
fl (x,y) 	 cx) 	 o0t(y - cx) 	
(8) 
f2(x,y) = .1P(y + cx) + 	 + cx) 
Having determined fi (x 0y) and f2(xy) ' we may now find 
z(x,y) by solving either of the two first order equations (5) for z, 
Now the solution of the equation 
c 	 z = F(x,y) 	 (9) 
Dx 	 "C) y 
z(x,y) = z(0,y + cx) + r F ( . ,y + c(x 	 ))df, 	 (10) 
JO 
Hence, from the first of the two equations (5), we have, 
taking into account (8), 
x 
z(x,y) Ø(y + cx) + r b„,(y + 	 - 	 c) - 4 1 (y + c(x - S) 
x 
	
- g).] 
	
= 0(y + cx) + ,1 1.1)4y cx 	 41(y cx - 
0 
Substituting 11= y + cx 
	
c as variable of integration, 
we obtain 
y+cx 
z(x,Y) = 	 + ex) +77rY/(7) - 4'(')Id/ 
y- cx 
and so y+cx 
z(x,y) = 	 [0(y + cx) + pgy - cx) j + 	 )( 	 y,(11 ) 	 . ( ) 
c y-cx 
(6) 
f2( 0 ,Y) =tik(Y) + 0 1 (Y) 
/in 000'. 
_5. 
in agreement with the well known result obtained more directly by the 
use of (4). 
Assume now that the density of the string is variable so 
	
that c is a function of y. 
	 Defining f1 (x ,y) and f2 •. (xy) by (5) as before, we now have 
	
4. 0 11 = '-a 2z 	 2 -(..) 2 z 	 d c 1)z 
	 dc 	 --t)z 77 
	
-a y 	 x
7 
	
c y2 	 dy ?y 	 dy 	 y 
and similarly 
f 2 	 - f2 	 dc c 	 _ c 
-c) x 	 -7) y 	 dy 
Now 
z 
	
1_ 
.•; y - 2c 
	 2 
and so 
-af1 	 c d 1 . 1 dc / 
2 	 1 - f2 
	
y 	 dy 
	
2 	 1 dc 	 f Di' 2 	 gofy 2 dy 	 1 
f
2
) 
c 	 = 
;) x 
Now the left hand sides of (12) denote differentiation with respect to 
x along the characteristic curves of the equation (3), (y t cx = const.). 
Therefore the right hand sides of (12) measure the distortion of the 
"eaves" f1 and f2 as they travel. They are the mathematical 
expression for the exchange of energy and momentum between the two 
waves which is due to reflection. 
Having solved (12), we may then regard either of the two 
equations in (5) as an equation for z(x ly) and in this way determine 
the latter function. 
The fundamental idea of the present work is to reduce the 
general problem (1) to the consideration of a system of "waves" 
travelling at different speedsand continuously affecting each other 
in the course of their propagation. This idea will now be expressed 
in formal language. 
We have seen how the integration of the equation of the 
vibrating string can be reduced to the successive solution of a 
system of two linear partial differential equations of the first 
order and of a single equation of the same type. It will be shown 
in section 2 of the present paper that the integration of a hyperbolic 
equation of type (1) can always be reduced to the successive integration 
of systems of linear equations of the type 
Dfi 1 
+ c. d 	 = b., f, + b., f, + ..0 	 bim fm + bi 
, 	 1 4:)y 	 2, 
i = 1, 2, 	 m mAri ..(13) 
/where .. 
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where the coefficients c.
" 1  b. and bik a7.2e functions of x and 1 
y which depend on the coefficients of the differential equation (1), 
but not on the initial conditions.. However, in the process of 
determining the coefficients b i,, we shall have to find particular 
solutions of systems of partial "differential equations of the more 
general type 
;1f 	 -••n f. 
- 
	
C. 	 = F.(x,y, 1  ,f , 	 fm) , 	 = 1,2, ... , m ..(14) 2 
'Dx 	 1 y 	 1 
The central feature of both (13) and (14) is that their left 
hand sides represent the derivatives of the unknown functions along the 
characteristic curves of the system, while the right hand sides only 
involve the unknown functions but not their derivatives. A method of 
integration for systems of this type is developed in section 3. 
2. 	 The replacement of an ocua-on 
	 n 	 s-epcial s7steriF 
of first order eouations 
We proceed to establish a system of equations of type (13) 
which is related to the given differential equation 
n k 	 k 
	
E 	 z ao 	 ' k=0 Z=0 'ax 1PY 
on the assumption that the roots of 
1 	 4 ( ..... 1 ) n a 	 0 
a
nO -yn - ani 
n- 
+ 	 + ( -1) n -1 a
n,r., -1 nn 
( ) 
are all real and distinct in a given region of the (x,y) plane. 
We may then assume that a ro = 1, We shall suppose in the first 
instance only that the coefficients 	 and a0 poscess continuous 
derivatives of the first order. Thee roots -4);k' k=1" 2 	 k 
of (3) are continuous and distinct functions of x and y in the 
region in question. 
It will be seen that the roots of the equation 
Ir n + a 1r n-1 
ni 	 n n
- 1 
are 	 -11' 2 -X ' "" n -"y ' We may therefore write 
a
n1 0 an,n-1 ir+ a = nn 
= (Y+Yra)(yn-1+ a, (m) I
n-2+ 	 (m) .., , m = 1,2, 	 n 
(15) 
where the coefficients a (m) are functions of x and y, 
(1) 
+ 	 + a 	 + a = 0 
/then .... 
(17) = 1 , 2, ... , m . 
n 	 (18) 
n-1 z 
m = 1, 2, a.. 
y 
(1 9) n-2 14 kz 
fm(x,y) = zin(x,Y) 32h.i' (m) 
	
-a
„axk-k-ay,e 
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Then 
n-1 	 (m ) 	 n-1 	 (n) 41-1 
(f d z  a-Tx +Ym )(a.oxn_.T + a I 	
n-2 	 + a2 	 + 	 + ac ,3y 	 Dxn-3.- • 2 y 
a \ 	  
fro ea n-1 z 
 n-1 '3?-1 
n + an1/...‘ 	  + 	
n-2_, 	 2 
crx 	 ux 	 y 	 a x 	
+ s y • + a
nn 	 n 
C 	 „„ (m) 	 z n-1 	 a (m) 	 (m) 
	
'eD 2 	 a 	
n-1 
O1 a 	 z 
x 
a 
 m y 2  'ay + 	 x 	 m 	 y Zxn-33y2 
a (m) a (m)  
+ 	
f
CD 	 3-11-1 ) 	
n-1 
rD11-1 
	 (16). 
I)X 	 ,, y 	 e-ay  
Hence, putting 
	
z 	 (m)n-1 
z 	
(m) 	 n-1 
z
m
(x,y)  
 + a1 
	
+ 
	
,-, n-1 	 n-2 y 
	
n-1 	
Y
n-1 
x   
we obtain from (1) 
2, zm 	 ..azm 	 4,0 	 kz 
+ 	 a - 	  0 	 akR 	 k--t) g 
	
m rby 	 k=0 	 x 1-03r 
(m) + 	 +y 
-a ail ,F)11-1 z  
x 	 m 	 y ..Dxn-2 zy 
We now define functions fm(x,y) m = 1, 2, 	 , n, by 
(m) where the coefficients bi()   = bk1 (x,y) will be determined presently. 
From 	  
n 
z 	
n
z
n
z 
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From (17) and (19) 
om) 1)n-lz 
	
an-1 	
z 
fm(x,Y) 
	
-" 
• al 	
• 
... 
1)xn- ' 	 Zx 	 ,-.1) yn-1 
n-2 k 	 -% n 
bi(cg) 	 dc kz2 	 in 	 1,2,..,n 
g=0 	 x Jy  
	 ( 20 ) 
or 
n-1 E 	 a (m ) ID n- 1 z 	 (ro 1-1 \ 	
2 	 + • 
a - = f (x,y) 
1) x n-1 Dy 	 n-1 iDyn1 	 m 
n-2 k 
k=0 
m = 1,2. ... , n 	 (21) 
It will be shown below that the determinant of ( 20}, looked 
upon as a system of equations for the derivatives 
n-1 z 
a yn-1 
xn- I 	 Dy 	
no. 
does not vanish. Writing t. 3 for the inverse of the matrix 
a(m) 	 m) a( 	 a(m) 
	
- 2 	 ' * e 	 --n 1) 
m = 1,2, n, 
we then have 
	
11. 	 k 	 ' c) k z 	 "N‘ 
" 	  _ 	 cim (rf, 	 ,y) - 	 77. -10 
xn-1 -Dy3" 	
m 
 m=1 	 k=0 /=0 k.
2 
	
= 0, 1 	 n-i 	 (22) 
Also, from (18) 
	
z zm 	 ••?, 
	
x 
	
m FDy 
n-2 k 
= a 	 aid 
k=0 i=0 
 
z 
1;1=1 6) ain) 	 7\n-1 
- an 1 	
x-11-1 i=0 	 x 	 y 
	
m = 1,2, 	 n 	  
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where i7D define the functions a(111) (x,y) which occur here for the 
first time for convenience by a c ril)(x,y) = 
/1-1 
Replacing the derivatives 
	
n-1-i Dy
in (23) by the 
expressions given in (22), 
n-2 k 
m 
	 m 
X 	
in 
	
-£
U,
k=0 i=0 131Ci 	 k-i "Th 
Y 	 vy 
( n-1 	 n 	 ,a (. 1011 ) 	 (ra) Za. 
+ EE- .- + Y — 	 a-L- - - 	 ) i=0 p=0 	 'D x 	 lik 	 '' y 	 n-1 ,i 	 ip 	 PY- 
n-2 k 
-
7' Z b (P) k .--a z 
	
k=0 k=0 kA 	 -a xk-,e y e 
Now, from (19), 
-Dfra Dzmaim- 	 n-2 k 
j-a +1rm 
	
- — + 
	 +(SI 4:16 3)(y: 2:101 	 kz  
	
`ray m y 	 Dyi tic=0 t=0 " "Dx
--- d1Y ." 
az 	 11- 2 
= 	 +1r 
j x la fay k=0 
k+l z 
• bk 
abkR 
B -a x 	 "a y 	 -axk—it-ay 
z 
7 + 	 x k - -3 y2+1) 
,z m 	 n-'€rit.d 	 b (g ip 
= 	 a 
M 3 + k=0 2=0 	 -rm 
+ (b (icraji k z 
xk- 
 
(25) 
 
  
(m) 	 (m) 	 - 1/ (m) 	 0 where- we have put b 	 = bn_i 1 m = 1, 2, ... 
 
k 	 n 1, L= 1,2, 	 , n - 1 for convenience. 
/Substituting.... 
1 n-I 
Substituting the value of the derivatives 
	
c , z . 
 
'.n xn-,-1- yi i = 0,1,... , n-1, from (22), we obtain 
-Ar 	 a . 	 -a z 	 n-2 k Lb (M) 	 'ia (Li.1) m _ m +1, _Lit +
. 
77- Ar-- 
	 ____Icl +..,_ 
	 ka _ 
- e._.... 4- 	 + (b (m)  +.4' b (m) . 
'afra 
Dx 	 DY 	 X M ay k=0 i=0 ? - 
	 l'. Dy 	 , k-t 'a m k-1 4-'1) 
k
z 	 n-1 k 	 (m) 
= 	
+r- 
 (13) 
	
n-2 k 
P k=0 = 0 
(f 	 : 
= p=0 
P  k 
bk,f 
1ck —lay It 
0 18044,n400( 26) 
Again, substituting the expressions for 
given by (24), we have after some modificatiolv, 
n-2 k 
	 (m) 	 (m) 
afm 	 :E: f bki 
 
= a + 
m0
 0 	 k=0i—o It rn 	 Y ) 	 k-I *gym bk-1,i-1)-aki 
n-1 k 
+ 	 ) 	 +y b (m) 	
(r1) 7) 0 C- 
i=0 p=1 
	
n--2,i 
	 m n-2,i-i 
	 7.1 kJac 	 m Gly 
k 
	
= ao+ r  	
	
(13/Nl i +III bN,1-1 
	
,--- +1' 
	
ir  
an- 1 , r.•.1 x 	 m -, 1 ip ) c. fp(x,y) i 
i 	 1 
(m) 	
-db(m 11. 2 k 	 I /'')iio 	 ?r  4(0 011 ) 
k=0ax 4. m -Dy  j k k-1X4m -k-1 7 4-1) 	 -1,--k 
r1.( ) 	
a cm) 	 a (m) 
-.). 	 al 	 (m) 	
—6 1 
	
D . • 
-;) k 
z 	 (27) 
cip k, j a„k-)S4 
It follows that if we define the functions (m) in such a 
way that the coefficients q
fxk- 	
in (27) all vanish, then (27) 
c-) A) becomes 	 y- 
m 
as 
a
n-i ,i) 1p p c. (f 	 fct-5 	  b Dy- 
.71 act" ) 	 aa (ff" ) 
—11— 
-a fm 	 f 4.1 	 bml fl + bm2 f2 + 	 + bmnfn + ao , m= 
x m "D3r 
( 28 ) 
where 
n-1 	
a (m) 	 a m)
- 
b (x y) = 	 (b(m) + 	
+ -fix 
	
m 
b (m) 
mk 2 	 i=0 n-2,i 	 m n-1 ,i-1 	 a n-1,i)-c ik 
myk = 
	 (29) 
The system of equations (28) will be called the resolvent of (1). 
It is of the type of equation (13) quoted in the introduction. 
Referring to (27), we see that the condition that all the 
',-) k 
 terms involving 	 vanish will be satisfied if the functions 
Y 
b 
	
(m) 
	
r..„ k-2, 1. 
	
ci lc 	 a 
6 ki 	 , m = 1,2,... ,n, k = 0,1,... n - 2,1= 0,...,k, are solutions of 
the system of partial differential equations 
?b ( ,a) 	 abg k 	 r ,(m) 	 ,(m) 
m + 0 - ak..e 	 m 4- ' 	 9 -1 
'Dy 
k 	 (m) 	 (m) a- 	 al 
	
(b ( m) . 	 b
n-2i-1 (m) 
	
n-2,i 	 m 	 , 	 + "(r i=0 p=1 c. 
	
na y 
- a 	 b (P ) 
n-1,i) 	 " (30) 
with b= 0 , by definition. 
-120 = b -11-1 = b0,-1 	 $ 
(30) will be called the auxiliary system. 
	
It will be seen 
that the expressions on its right hand side are quadratic functions of 
the dependent variables: it therefore constitutes a system of the type 
of (10. The number of equations in (30) is in 2(n-1). 
Assume now that the values of z and of its first (n-1) 
derivatives with respect to x are specified for a range of values of 
y, for x = 0, 
n-l z 
z(0,y) = go(y) C—z) 	 = (y) 	
n- 	
gn_i (y) . (3i ) 
\ 3 xx=c) 
where gi (y), i=0, 	 n-1 can be differentiated n-1-1 times with 
respect to y. Having solved (30) for arbitrary but sufficiently 
regular initial conditions (see section 3, below), we can then 
obtain the initial conditions for the functions fm(x,y) from (20) and (31), 
-2 k ( 
(m) ""-° gn-2 	 ()D 11-1 g0 	 27. b n1) fm(Oiy) = gn_1 (y) + al 	 +... 
a 
- 
g=0 y 	 n- 1 ..ayn-1 
(32) 
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Having solved (28) for these initial conditions, we may then 
look upon anyone of the equations (20) as a linear partial differential 
equation of order (n-1) for z. All these equations are of hyperbolic 
type, the roots of their characteristic equations consisting of (n-1) 
of the n roots of (3), By the successive application of this 
procedure, we finally obtain a first order equation for z, which is 
itself an example of (13). 
It only remains for us to show that the determinant of (21), 
D = 
i 
1 
all} 
 i 
a (n) 1 
SOO 
... 
a(i) 
 
n... I
an-1 
	 (33) 
does not vanish in the region under consideration. 
We write S 1 (x1 , x2 ,..., xm) 	 S 2 (xl , x2 ,..., xm) ,..s, 
S
m
^x1 ,x 
for the fundamental symmetrical functions of a set of variables 
x x 000 X 1' 	 / m' 
Si 11 p X2 pp • • s XS CX 	 X • • • X 	 = 	 X. i 	 2 	 1' 2' 	 ' m i/k 14k' • • t  
Sm (X1pX21ip•pxm)= 	 m 
(34) 
The determinant D can then be expressed as 
52Ce-2,)i"."e';) 
	
SlOVS" . "cl) S2(4:1°5"";‹) 	 Sn-1Q9 1 :5-""'n.) 
s i 	 „ yn_i) s20. 	 , 	 ;a-n..1) 	 5 	 (1,_ 
.. 2' ...1 ri -1) 
Now 
 
( 35 ) 
 
slei , 	 - 3 1 (.'2 , 	 - r2 
s2 	 s2 	 -)F2) 31 
VI 	 • • 9 Yn) 	 Sn-10' 	 • • • Yr1) (YI - 	 S11.^-2(3 9 • • • '171) 
/contd. over... 
-13- 
S 1 	 yn. 
52(5°""°(1-1) - S2 C2 1'' ""°0 =(r 	 n 1 S () 1	 2'" 'C ''-1) 
• 
• 
• 
s n-1V1 2-)
'
•••, 
 n-1)-Sn-1Q1. 0;s. ,..,X) =( --)r n-2 \_ , „ n-1. 
000 
Hence, subtracting the first row in (35) from the socone.,...,p 
nth row, we obtain 
s1 1't2`05, ...01;1) 	 S 2 0'2 0'3 ,•••Oci) was. Sn..1(3yesep;) 
( 	 )ti)Si 	 y e 	
'03/12( 	 • • • 
• • 
D = 
q 	 Cri -rn) eri ;)S1(r2" . " 11-n -1 S -7 er2 • " 
sl 	 S11_2 ( S,...$) 
• 
• • 	 • 
• • 
Si (Y.2 • • \c1) 	 Sn-2 	 • • • 
(37 ) 
/Regarding 
t -)(2)01 -r3)•••el")rn) 
Regarding D as a function of the variables 
= Dnel ,y 	 prn ) 	 we see that (37) becomes 
Dri (Yi , 	 ,rn) =( 
--C)((-1 -X3) " s ()C -1-n) pn -1 (2" ° "‹) 
Also Hence finally 
(38)  
(39) 
= 	
it 
k 	 -)kl 
This shows that D2 is simply the discriminant of the ch.:racter3stio 
equation. 	 Since iIPk  for i ks D 0 as asserted. 
3. Integration 
We shall now discuss the integration of the system of 
equations 
f. 	 3f• 1 0. 	 = F. (x y f f 2'' fm 	 = 1,2,...,m " 
x 1 D 1 
for given initial conditions 
f1 (0 1Y) = hi(Y), f2(O,y) = h2(Y)$.-.$ fm ( 02Y) = m(Y) -...(4°) 
It will be assumed throughout that the c i = c.(x,y) possess 
first derivatives in the region under consideration. 
	
Other conditions 
will be laid down in the course of the analysis. With each one of the 
equations in (14 , we associate a one-parametric family of characteristic 
curves y = 0 . (x given by 
= e • (e,y) 
ax 
i = I ,2 1 ., ..,m 	 011). 
We denote differentiation along a characteristic curve y = 0 i (x) 
Di 	 i by 	 , so that for any arbitrary function f(x sy), 	 if is defined by 
D . '" N IX' 	 Dix 
Dif(x,y) 	 lim f(x+h s Oi (x+h)) 	 f(x sOi (x)) 
	  $ 	 = 0(x) i 
-15- 
whenever that limit exists. Thus, if f possesses continuous first 
derivatives, 
	
Dif =1E + —d — = 1E. .4. c .(x ,y) 2E 	  
D  x 	 x 	 dy. .x 1 
(43) 
Equations (14) can now be written as 
D.f. 
D.x 
	
= Fi (x 0y„fl ,f2 ,...,fm), i = 1,2 0 ...,m 
.00 OC O OOO OO O O O (44) 
Integrating between two values x' and x" along a 
characteristiccurve. 01 ()0, we obtain 
f1 (x8 ,0i (x")) - fi (30 ,0i (x9) 
x f t 
Fi CS pigi( ) f1( 051(t )), • 
	 fm P0i(D)) da 
..... . .....(45) 
In particular, taking x' = 0 and writing x for x", we 
have 
fi (X,0i (x)) = fi (0,0i (0)) 
rx 
Fi (s0i( ),f1 
	
30i (D):•••,fm Gy0i(0 
0 
= 1 , 2 5po s e ,M 	 (46) 
where01  . is any particular characteristic curve which meets the y 
axis at some point of the region under consideration. 
Equations (46) suggest a method of successive approximatioh 
by which the functions fi (x,y) can be determined for given initial values. 
The functions fi0  (x '  y) i = 1,2,...„m are first defined by 
fipo (x,y) = h1 (01 (0\ ) 	 f2,0 (x2Y) = h2 (02(0))  2." 
fm0 (x y) = h
m 
 /0 (0) 1 	 ............(47) 
m 
where the characteristic curves in question pass through the point 
(x,y), y = 01 (x) = 0(x) = 	 =-0M(x). 
The 
-i6- 
The functions f. (x y) i = 1,2 1 ...,m,,PLI1 are then determined 
successively by 
4( 
= hi (0i ( 0)) +1 P.1 	 1 	 f1,1A1 Va 	 s...,i(1)) fg 3,0( 
0 
tx-1(_1)23 .(Dy) d.° 	 (48 ) 
where the characteristic curves are chosen as above. 
A set of conditions under which the functions f.
1  (x,y) can 
be constructed such that the limits f.(x,y) 
	 lim f. (x,y) exist 
AL 	 lAk 
and form a solution of (14) for the initial values (40), will now be 
given. 
Itwillbeassumedthatthefunctionsc.(x,y) are defined 
Eind differentiable,with respect to x and y in a closed region R in 
the right half of the (x,y) plane (x.',0). 	 The region R will be 
supposed to include an interval <a, 13".* of the y-axis as part of its 
boundary, such that the functions h i (y) are defined and continuous 
in that interval. It will be assumed further that the functions 
Fi (x,y 1 11.,...0: 	 are continuous functions of x ly 1 P-1 , 112 ,..., 14,11 
 for all (x,y) in R and for all Ul such that there exists a y 
a :5 3r,cb for which 
fui 	 hi (y)1 	 q. 
	 (49) 
where q is a positive constant. For all such x,y and ui the 
functionsF.will be supposed to satisfy Lipschitz conditions with 
constants N N 	 . N viz., 1/ 2" 	 m/ 
F (x y u' 2 ul ,...,)n ut ) - Pi (xsYpul,'J2•..., um) 
< N1 	 Ili 	 + N2 1 1-41 - 	 + .+ 
r - 4  . e 	 m, 	 1,2"•. p m 
where the (x,y) are in R, and the ui and u! satisfy 0+9). 
Since the hi(y) are continuous, it follows that the set 
S of points (x,y,uvu2 ,...,uni ) in (x,y 1 .1.;,u2 ,...,um )space such 
that x,y is in R while the ui satisfy (49), is closed. 
The Fi being continuous in this set are therefore bounded in it: 
there exists a constant M such that 
Fi (x ly s ui ,u2 ,... um) <NI 	 = 1,2,...,m 
(x,y,ui 	 ,um ) in S. 
 
	 (51) 
/Let 
	  
 
(5o ) 
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Let R' be the set of points x0 _ y0 in R which are such 
that every continuous curve y = 0(x), xt.5x 0 , 0(x0) = y0 , which consists 
ofafinitenumberofsegmentsofcharacteristiccurves 0. (x) in R, 
can reach the boundary of R only on <a,b> (except possibly also in 
(x0 ,y0)). This condition will be satisfied by all points (x 0 ,y0), 
x0>0 which are sufficiently close to any given interior point of 
<a lb> 	 In the case of equations (28) and (30) it simply means 
that if we draw the characteristic curves of greatest and least slopes 
through (x0ly0) they will meet the boundary of a in the interval 
. 
Let d = q/M, and let R" be the subset of points (x,y) of 
R such that x< d. 
	 We denote by S" the set of points (x,y,u .11 2 1...;11 111') - 	 I'  
inSsuchthat(x,y)isinR1 whiletheu_satisfy (49). 
We shall show that under the stated conditions the construction 
(48) can be carried on indefinitely for all points in R. 
	
In fact ; 
for all points in S", IFi RDI and so, by (48), 
fi (xry) - hi (0i (0)) 	 = G 	 y 7- P(x) s i 	 i 2 	 m 
.10000..000”1.11(5 2 ) 
It follows that whenever (x,y) is in R" ; (c,y,f1l ,f21 ,.••f mi) 
is in S" since the U. = fii satisfy (49). We then deduce in the 1  
same way that i ! 	 2 1 f... 	 I (x,y) - h. (0. (0))1 -(7, q for all points in R" , etc. 
	
1 	 / 
This shows that the fact that ( x,y,f1)a. ,f2/ ...fm .u) is in S" implies 
that 	 fy x t,, 	 ..,f 	 -1 also is in S", and hence i.„ 	 1,/x4.1' f2,,A.4. 1" 	 mo,..4.11 
that the construction can be continued indefinitely. 
Now we have, for all (x,y) in R", 
fii 	 = 	 )P flo 	 • • 	 (1',0±(10) dJ 
= 1, 2on ,..M '6,0C40 OOOOOO 4(53) 
Also, 
-Fia sOi( );fic 
(.1',0i(n 	 ) dri 
e i fll fld 4""+ r`mj fml fm010 0 
x 	 2 
< 	 N2 +eeel" Nm li , 	
0 
,„CA) 
/where 
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where N = N 1 + N 2 +..,.+N  
Similarly, 
2 x3 
If.31 f 	 ‹: M N2  — for points in 102
3: 
and, in general, 
f. f. 1,1A 
x 	 < m 
 + 1 	
a ,A. di.' +1 
	
+ i) I 	 (pr.- + Ii)  
AA.= 0,1,2, m , 
Since the series 
d2 2 d3 Md. •12T —2 + 	 -7-37 +...+ 	 + 
converges, it follows that the series 
fio(x,Y) 	 (fil(x,Y) 	 fio(x,Y)) 	 (fi2(x,Y) - fi l (x,Y)) 
ti 	
+ (fi3 (x,y) - fi2 (x,y)) + 046 
= 1,2,...,m 
are uniformly convegent in R"a Calling the limits fi (x,y), we then 
have, taking into account (48) 
fi (x,y) = 
	 jr p a d (t 	 M 	 ) ) 	 llakd ) f 1 1 0 
(55) 
(56)  
...(57). = 1 0 2,...„m, where O. (x)= y 
(57) in turn implies 
D.f. 
? 1 = 17 ; y,f 1 (x,y),...,fm(x,y))i = 1,2,...,m, 
D.x 
a 
everywhere in R", and 
f.(0
•
y) = 1-1.(y), i = 1,2,...,m 
(58) 
(59). 
/theesd1 
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The above procedure has been developed in close analogy with 
Picard's method for the construction of the solution of a system of 
ordinary differential equations by successive approximation (ref.6). 
Ey applying Linderbf's modification of Picard's method, we can show 
that the region R" may be replaced by an alternative region R8 in 
the above demonstration. To define this region, let M 0 be the 
maximum of the functions hi(y) in <a,b, 
	 Evidently, Igo also 
is the maximum of the functions f.IO  (x y) in RI. We may then show 
successively, by a method similar to that adopted earlier, that 
2 
	 x)4+ 1 
fi01 < Mox + MoN 1Sf + ..• + "0 Nf 	  + ( A.+ 1): 
or 
M0 
iOr If. - f 	 < 	 (exp Tex-1) i = 1,2,...,m 	 A, = 1,2,... N I  
...... (6o) 
Henca, so long as 
MO (exp Nx-1)< q 
i.e., so long as 
x < 1  log ( Nq 
 N og 1 + 
mo 
to • • • • 0 • t • (61) 
we may carry on the construction given by (48) indefinitely, and then 
continue the argument as before. We define the region R8 as the 
set of all points in R' whose abscissae satisfy (61). 
If the functions Pi(x,yiml iu 2,...;um) are polynomials 
of 	 with coefficients depending on x and y, then the 
constant q can be taken to be arbitrarily large, so that (61) does not 
impose any effective condition at all. 	 In that case then
' 
 R3 R" R'. 
D.f. 
We still have to consider whether 	 in (53) can be 
'Dfi 	 Vsi 	 D .x replaced by 
	 c- OW) 	 • 	 1 
-a s 	 cOy 
This is certainly not necessarily the case under the assumptions made 
so far. In fact, until now we have only assumed the hi (y) to be 
continuous, and even that assumption might have been relaxed still 
further without affecting the preceding developments in any essential 
way. 	 However, in order to be able to replace 
D. f 	 , f. 	 fi . 1 1  by 	 1 	
.. 
---- e 	 + ci (x,y) 
Dix 	 0 x 	 ZY 
we require a set of more stringent conditions. 
/Accordingly... 
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Accordingly, we shall assume that the functions h i (y) have 
continuous first derivatives in <a,b, , and also that the derivatives 
DF. 1)F. 1, k = 1,2,...,m exist and are continuous in S. 
k 
Fixing our attention on a specific value of x/ x 0/  we may 
regard the functions y = Oi (x) passing through points x0 ,y0 in RI 
as functions of yo , 
y = Ox;y0) satisfies y0 = Oi (x0 ;y0) i = 1,2,...m 
(62) 
  
It then follows from known results on ordinary differential 
equationsthatgl.is a differentiable function of y0 for all 
0:5x..5x0 and that the derivative is a continuous function of yo . 
To proceed, we require the following lemma, 
Letasetoffunctions. g) (x,y), i = 1,2,...,m1 	 = 1,2„... be 
defined by 
and by 
g1 , 0 (x ,Y ) = pl (x,y) 	 gim(x,y) = pm(x,y)knAl(x)) 
	 (63) 
gtm(x,y) = p i(x,y) k i (05. (x)) +1 Gliu($01(g)s 
	
Q4i(t))f... 
gmt_1(,0i(!) ) rj 
for 	 where y = A(x).  
 ( 6 ) 
Thefunctions.(x) are supposed to be defined in a region R, as before, 
The functions pi (x,y) are supposed to be continuous in R while the 
hi (x,y) are continuous in<a,b> which forms part of the boundary of 
R.ThefunctionsG.(x y.01 / u2' 	 um  \are supposed to be continuous . 	 ) 
in a region S defined with the aid of condition (49) as before, 
they are supposed to be uniformly convergent in that region, 
lim G. = G
1 
 . (xlyil. iu2m)  , say, 	 (65) k  
and they are supposed to satisfy in S Lipschitz conditions with 
constants whicth are indopendplit of the second suffices, 
u f \ 	 Gipk,Y111-1/142""illi1 
t 	 I 
1,4.43\ 
( X $3T ia i r,U 2 3.• • • 1 m 
1 121 -u.1  i+ N 2 	 u.2 1+.,,+ Nm lutla 
SOO OOOOO [CO04.00( 66)0 
/it *seeps 
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It follcus from the continuity and uniform convergence of the 
G. .in S that these functions are also uniformly bounded in So 
We define the subregion of R, Rt 2 which depends only on the characterisLic 
curves 0.(x), in the same way as before. 
The required lemma then states that the functions giA 
converge uniformly in a subregion 
	 of R', 24pg3 (x,y) 	 i (x : y) 
say, where 	 is defined after the manner of R" or, alternati\aly, 
of 	
' 
	
R"0 	 If the G. 	 are all polynomials of the variables u nm?..y 
be taken to coincide with T2'. 
The proof of the lemma is on the lines of the convergence proof 
for the functions f. 
Ccming back to the rain problem, we shall show that thc 
functions f. (x ly) defined by the procedure of (48) are differentL.ble 
with respect to y in R" (or R6). In fact : we have from (47) 
(x0'3r0 	 4 h 	 ) 1 Y° 	 . /al /- . r 
	
0 l 	 hi (0.1 (0; Y8))----- i 	 -0, yo 	 Yo 	 0 y0 
,..re,.c.rcnas.,rets(67)* 
Assume that we have already established different3abi?_ity vf.th 
respect to y fo- all the functions f with second suffies /*-- 1. 
Then the derivat=e with respect to y of the integral in (48) exists. 
and is continuous 
,1DF, W 	 F i 1D c7 Fi i 
	
Fi 	
,..(68) 
e 
0 yo "D; :7 • y 	 u1 	 V V 	 7) u 	 "r c.):7 0 	 - 0 	 m 	 y0 
Hence 
'zfit,..(:50 , 3rd r 	 2 7i 	 - 	 .:(69) (coi (0iyc l)— 4. 
YO 	 .°Y0 	 `' y 0 
We now lock upon the right hand side of (68) as L linear 
Pnf functionavar:i.ablesu.--- 1. 21.=1 with coefficients which are 
1 	 ea.- 
. 6, y 
0 
known functions of x and y, 
rt. -af25. 
- 1 	 1 	 • G. = 	 1 u 	 U 
...a u 	 1 
 
(70) 
 
-22- 
where gid,,L = 
the functions f. 
	 regarde 4k - ' 
y in R"., We also put 
	 i 
yo 
(y) = !",.(y), 
	 Then (67) is transformed into 
gio (x,y) = pI (x,y) h-i V. (o)) 
writing x,y for0' 
 y0  , Also, (69) now becomes 
g, ix,Y) = 
-Lifok• 
7 
( X .0) k 'QZ - ( °)) 	 It G.().() 
 ()'175 -( ), g1 	 ,, I/C,O; 
lj 
Ise uvoOtt*O*,0 , 0 0(72 ) 
(71) and. (74) therefore are of the form of equations (63) Pma 
(6)0, In ordor to apply the lemma, we only have to verify that the 
requisite conditions are satisfied by the functions involved in (71) 
and (72), 	 In pa7ticular, we see that the funstions g. 	 Pro . 
(inhemogeneous) linear functions of the u, 
n(i) s (I ) u1 	 n (i) u 	 (i) + P = x"0/LA- ' Pip- 	 ' 	 2 
44444 •00.!, .0.:00.D0( 73) 
where the functions p ( AA..
i) are continuous in R" and are uniformly 
 
boundedinthatregion(sincethef.all satisfy (49)), 	 It follows 
that there exist positive Quantities P k :such that 
pi(c/11,cpk in R" 1,k = 1,2,,„,m 	 1,20,,.. 
• ,:a Z114 	 ••••• 0 • 	 • • 9 0 
This in turn implies that the G 	 satisfy a Lipschitz 
condition with constants which are independent of /m., 7.  
„ 	 (,y,u,„u 	 'I\ 
• j 	 2 	 ra) 
P1 
 u'- 
--- 1 	 4• P2 u21 	 u2 	 or 
P lu' 
DB 	 71 
.T0000 , 0.0(75 )0 
depends on 
d however as 
= Pi (x0 =Y0) 
because it involves 
known functions of x anf. 
, i = 1,2,—,m and 
/By i t^0—, 0 0 
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By (61), we may then take R" as the R!; of the lemma. 
i.e., in R" the functions g. (x y))converge uniformly towards 
3/11-a- 
limits, gI (x,y). Thus, the functions r6., rifk- converge uniformly 
in R", and this implies that the fi(x,y) are differentiable with 
respect to y in R", the value of the derivatives being gi (x,y), 
Moreover, these derivatives are continuous functions of x and y, 
Next,weshallshowthat-ists in R", i = 
Pax 
For this purpose, consider the differences fi (xo + n1 y0) 	 fio,y(;) 
at some specific point 00 ,y0) in R". Let (xo ,q be the point at 
which the characteristic curve P . (x) through (x0  + hly0) meets the ri 
straight line x = xo. Then 
) fi (xo + h : yo) - 	 (X0 ly0) =^x0 . h,y0 	 i 1  (!:0 .y,  
fi {x0 "y") 	 (x0 :Y0) 
D.f. 
Now by the mean value theorem, f i (x0 + h,y0) 	 3. fi (x0,y,) = h  
D.x 
at some intermediate point of the characteristic curve in question, 
whose abscissa is •  , say. Also fi (x0:y1 ) 	 fi (x0 $Y0 ) 
"fi ( x0' 70  
YI 
where 7/.. is a point between y0 and yv Hence 
fi(x0 h,y0) fi(X0$Y0) 	 DifiQc .q (x) Yi y0 fi(XO'Y)  
h 	 D.x 	 Y 	 Y= 
(76)  
	
YI 
 y0 
	
dOi 
But as h tends to 0, tends to - 	 ci (2c0:Y0) 
Difi 	 dx 
and so, since 	 is continuous along each characteristic, and 
.41 is a continuous function of y, the limit of the expression on 
the left hand side of (76) exists, and equals 
fi 	 D. f. 	
"Df± 1 1 
= 	 - C. (X ,y) 
{.) 
 
x D.x y 
7-.) D.f.3- 	 f. 	 ‘ 'D f . . 	 1 This proves that - can indeed be replaced by 	
-1.. c.(x-Y1 -- m 1 
D.x 	 a x 	 "a y 1 
in (58), showing that the f.1(x y) represent a solution of (14) in R",, 
(77)  
Finally, we shall establish the uniqueness of the solution 
obtained in this way. 
	 Referring to the constants N i ,N2 ,...,Nm 
in (50), we divide the halfLplane x30 into strips of width 1 
	 2 
where N = N 1 N2 +...+N n' by means of the straight lines 	
2N 
x = 	 n= 	 This also divides IV into a number of 
2R 1 	 1  
closed regions R 1 , R 2 ,... corresponding to 	 2 x 	 , etc. 
We are going to show, successively, that the solution is unique in 
every one of the regions R i . 
Assume that there exist two sets of solutions of (14) for 
the given initial conditions, fi and fi", say, and that at least 
onef.differsfromf.in R1' Let E. be the greatest maximum 
attained by the differences f i f;. in R", and assume that this 
maximum is attained for a value x = x0. Then 
lfi - 	
x 
[F(,0i(t),fl,f2,...,fm) 
0 
- F 
	 Pgi 	 f Tf 3 • • • P f,111 )] 	 ). I 
( 
0 (Ni max Ifi fi 	 + N2 max 11.'2 f( 
N
m 
max If - f'1)dA 
m m 
where 'max ' denotes maximum values in R.I . Hence 
I 	 f! I < :dr (1!1 N2 +...+N 	 = N x < ILL = 1;.! k 	 1 4-- 	 o 	 2g 
(78)  
(79) 
This is contrary to assumption, and it follows that the functions f i and 
f! are identical in R 1. In a similar way we show that they are 
identical in R 2,...,etc., and so in the entire region R". 
This completes our proof of the existence and uniqueness of the 
solution of (14) for given initial conditions (40). 
In addition to giving rise to a method of successive 
approximation, equations (44) also suggest a step-by-step method of 
integration, by which the functions fi (x,y) are determined approximately 
for x -1-gx and for all y if they are known for x and for all y. 
The formulae of regression are 
fi (x 4.1x,y) = fi (x,y ci gx) T 1  AX. 
/However .„... 
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However, in this form the method is not as yet very suitable 
for numerical work, since the formulae of regression require a knowledge 
of f.(x,y) for arbitrary values of y, whereas in practice it will 
be known only at a number of isolated points. Hence, in general, an 
additional operation of interpolationwill be required at each step. 
The convergence of this process is a matter for further investigation. 
Orming back to the solution of (1) through the intermediary of 
the resolvent (28) and of the auxiliary system (30), it will be seen 
that (30) satisfies the conditions of section 3, provided the coefficients 
ant, 	 1,2,...,n and a r, possess continuous second derivatives with 
respect to both independent variables, while the other a k.4 possess at 
least continuous first derivatives. Under those circumstances, we only 
have to choose the initial values for the b ()  in such a way that they (m) have continuous derivatives in <a,b>. . One possible choice is b lq (0 0y) 
= 0 	 identically, but this is not the most skilful choice in all 
cases. However, if these conditions are satisfied in a region R as 
(m) above, then the bicA also have first derivatives in the corresponding 
sub-region of R, RI. This in turn implies that the resolvent (28) also 
satisfies the conditions of section 3, provided (cf. (32)) the functions 
gn4(y) possess continuous derivatives of order R, 	 = 1,2,...,n. 
Finally, in that case, equations (20) regarded as equations for z, also 
satisfy corresponding conditions, so that the reduction of (1) can be 
continued to the end. 
In conclusion, it may be said that the methods outlined in the 
present paper appear to have distinct prospects for numerical application. 
Their main advantage is that since integration is carried out along the 
characteristic curves, there is no possibility of a failure, such as may 
occur in the application of some lattice methods (see refs. 7,8). On 
the other hand the total number of integrations required for the solution 
of an equation of fairly high order is very large. However, even in 
these cases the procedure may still form a suitable basis for work on a 
modern calculating machine. 
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