Abstract-The in-memory cache system is a performance-critical layer in today's web server architectures. Memcached is one of the most effective, representative, and prevalent among such systems. An important problem is on its memory allocation. The default design does not make the best use of the memory. It is unable to adapt when the demand changes, a problem known as slab calcification. This paper introduces locality-aware memory allocation (LAMA), which addresses the problem by first analyzing the locality of Memcached's requests and then reassigning slabs to minimize the miss ratio or the average response time. By evaluating LAMA using various industry and academic workloads, the paper shows that LAMA outperforms existing techniques in the steady-state performance, the speed of convergence, and the ability to adapt to request pattern changes, and overcome slab calcification. The new solution is close to optimal, achieving over 98 percent of the theoretical potential. Furthermore, LAMA can also be adopted in resource partitioning to guarantee quality-of-service (QoS).
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INTRODUCTION
I N today's web server architectures, distributed in-memory caches are vital components to ensure low-latency service for user requests. Many companies use in-memory caches to support web applications. For example, the time to retrieve a web page from a remote server can be reduced by caching the web page in the server's memory since accessing data in memory cache is much faster than querying a back-end database. Through this cache layer, the database query latency can be reduced as long as the cache is sufficiently large to maintain a high hit rate.
Memcached [1] is a commonly used distributed in-memory key-value cache system, which has been deployed in Facebook, Twitter, Wikipedia, Flickr, and many other internet companies. It has been proposed to use Memcached as an additional layer to accelerate systems such as Hadoop, MapReduce, and even virtual machines [2] , [3] , [4] . Memcached splits the memory cache space into different classes to store variable-sized objects as items. Initially, each class obtains its own memory space by requesting free slabs, 1MB each, from the allocator. Each allocated slab is divided into slots of equal size. According to the slot size, the slabs are categorized into different classes, from Class 1 to Class n, where the slot size increases exponentially. A newly incoming item is admitted into a class whose slot size is the best fit of the item size. If there is no free space in the class, a currently cached item has to be first evicted from the class of slabs following the LRU policy. In this design, the number of slabs in each class represents the memory space that has been allocated to it.
As memory is much more expensive than external storage devices, the system operators need to maximize the efficiency of memory cache. They need to know how much cache space should be deployed to meet the service-levelagreements (SLAs). Default Memcached fills the cache at cold start based on demand. We observe that this demanddriven slab allocation does not deliver optimal performance, which will be explained in Section 2.1. Performance prediction [5] , [6] and optimization [7] , [8] , [9] , [10] , [11] for Memcached have drawn much attention recently. Some studies focus on profiling and modeling the performance under different cache capacities [6] . In the presence of workload changing, default Memcached server may suffer from a problem called slab calcification [12] , in which the slab allocation cannot be adjusted to fit the change in access patterns as the old slab allocation may not work well for the new workload. To avoid performance drop, the operator needs to restart the server to reset the system. Recent studies have proposed adaptive slab allocation strategies and shown a notable improvement over the default allocation [13] , [14] , [15] . We will analyze several state-of-the-art solutions in Section 2. We find that these approaches are still far behind a theoretical optimum as they do not exploit the locality inherent in the Memcached requests.
We propose a novel, dynamic slab allocation scheme, locality-aware memory allocation (LAMA), based on a recent advance in measurement of data locality [16] as described in Section 2.2. This study provides a low-overhead yet accurate method to model data locality and generate miss ratio curves (MRCs). A miss ratio curve reveals relationship between cache sizes and cache miss ratios. With MRCs for all classes, the overall Memcached performance can be modeled in terms of different class space allocations, and it can be optimized by adjusting individual classes' allocation. We have developed a prototype system based on Memcached-1.4.20 with the locality-aware allocation of memory space. Further more, we propose to use the locality analysis framework in LAMA to guide the server resource partitioning for latency sensitive applications. The experimental results show that LAMA can achieve over 98 percent of the theoretical potential and the server partitioning method is quite efficient for QoS guarantee.
BACKGROUND
This section summarizes Memcached's allocation design and its recent optimizations, which we will compare against LAMA, and a locality theory, which we will use in LAMA.
Memory Allocation in Memcached
Default Design. In most cases, Memcached is demand filled. The default slab allocation is based on the number of items arriving in different classes during the cold start period. However, we note that in real world workloads, a small portion of the items appears in most of the requests. For example, in the Facebook ETC workload [17] , 50 percent of the items occur in only 1 percent of all requests. It is likely that a large portion of real world workloads have similar data locality. The naive allocation of Memcached may lead to low cache utilization due to negligence of data locality in its design. Fig. 1 shows an example to illustrate the issue of a naive allocation. Let us assume that there are two classes of slabs to receive a sequence of requests. In the example, the sequence of items for writing into Class 1 is "123456789...", and the sequence into Class 2 is "abcabcabc...". We also assume that each slab holds only one item in both classes for the sake of simplicity, and there are a total of four slabs. If the access rates of the two classes are the same, the combined access pattern will be "a1b2c3a4b5c6a7b8c9...". In the default allocation, every class will obtain two slabs (items) because they both store two objects during the cold start period. Note that the reuse distance of any request is larger than two for both classes. The number of hits under naive allocation will be 0. As the working set size of Class 2 is 3, the hit ratio of Class 2 will be 100 percent with an allocation of three slabs according to the MRC in Fig. 1b . If we reallocate one slab from Class 1 to Class 2, the working set of Class 2 can be fully cached and every reference to Class 2 will be a hit. Although the hit ratio of Class 1 is still 0 percent, the overall hit ratio of cache server will be 50 percent. This is much higher than the hit ratio of the default allocation which is 0 percent. This example motivates us to allocate space to the classes of slabs according to their data locality.
Automove. The open-source community has implemented an automatic memory reassignment algorithm (Automove) in the early versions of Memcached [18] . At every window of 10 seconds, the Memcached server counts the number of evictions in each class. If a class takes the highest number of evictions in three consecutive monitoring windows, a new slab is reassigned to it. The new slab is taken from the class that has no evictions in the last three monitoring stages. This policy is greedy but lazy. In real workloads, it is hard to find a class with no evictions for 30 seconds. Accordingly, the probability for a slab to be reassigned is extremely low.
Since Memcached-1.4.25, the slab automover has received a significant update. A background process periodically reclaims the space held by the expired data items and produces free slabs out of the reclaimed space for future reassignments. The new automover behaves like a garbage collector. This new feature increases the amount of free space, and it is orthogonal to reallocation of the existing space, which is the problem we address.
Twitter Policy. To tackle the slab calcification problem, Twitter's implementation of Memcached (Twemcache) [13] introduces a new eviction strategy to avoid frequently restarting the server. Every time a new item needs to be inserted but there are no free slabs or expired ones, a random slab is selected from all allocated slabs and reassigned to the class that fits the new item. This random eviction strategy aims to balance the eviction rates among all classes to prevent performance degradation due to workload change. The operator no longer needs to worry about reconfiguring the cache server when calcification happens. However, random eviction is aggressive because frequent slab evictions can cause performance fluctuations, as observed in our experiments in Section 5. In addition, a randomly chosen slab may contain data that could be future hits. The random reallocation apparently does not consider locality.
Periodic Slab Allocation (PSA). Carra et al. [14] address some disadvantages of Twemcache and Automove by proposing periodic slab allocation. At any time window, the number of requests of Class i is denoted as R i and the number of slabs allocated to it is denoted as S i . The risk of moving one slab away from Class i is denoted as R i =S i . At every M misses, PSA moves one slab from the class with the lowest risk to the class with the largest number of misses. PSA has an advantage over Twemcache and Automove by picking the most promising candidate classes to reassign slabs. It aims to find a slab whose reassignment to another class dose not result in more misses. Compared with Twemcache's random selection strategy, PSA chooses the lowest risk class to minimize the penalty. However, PSA has a critical drawback: classes with the highest miss rates can also be the ones with the lowest risks. In this case, slab reassignment will only occur between these classes. Other classes will stay untouched and unoptimized since there is no chance to adjust slab allocation among them. Fig. 2 illustrates a simple example where PSA can get stuck. Assume that a cache server consists of three slabs and every slab contains only one item. The global access trace is "ðaa1aa2baa1aa2aa1ba2Þ Ã ", which is composed of Class 1 "ð12Þ Ã " and Class 2 "ðaaaabaaaaaabaÞ Ã ". If Class 1 has taken only one slab (item) and Class 2 has taken two items, Class 1 will have the highest miss rate and the lowest risk. The system will be in a state with no slab reassignment. The overall system hit ratio under this allocation will be 68 percent. However, if a slab (item) were to be reassigned from Class 2 to Class 1, the hit ratio would increase to 79 percent because the working set size of Class 1 is 2. Apart from this weak point, in our experiments, PSA shows good adaptability for slab calcification since it can react quickly to workload changing. However, since the PSA algorithm lacks a global perspective for slab assignment, its performance still falls short when compared with our locality-aware scheme. Facebook Policy. Facebook's optimization of Memcached [15] uses adaptive slab allocation strategy to balance item age. In their design, if a class is currently evicting items, and the next item to be evicted was used at least 20 percent more recently than the average least recently used item of all other classes, this class is identified as needing more memory. The slab holding the overall least recently used item will be reassigned to the needy class. This algorithm balances the age of the least recently used items among all classes. In essence, this policy approximates the global LRU policy, which is inherently weaker than optimal as shown by Brock et al. using the footprint theory which we will describe next [19] .
The policies of default Memcached, Twemcache, Automove, and PSA all aim to equalize the eviction rate among size classes. The Facebook policy aims to equalize the age of the oldest item in size classes. We call the former performance balancing and the latter age balancing. Later in the evaluation section, we will compare these policies and show their relative strengths and weaknesses.
The Footprint Theory
The footprint locality theory is by Xiang et al., who define a metric called footprint and propose a linear time algorithm to measure it [16] and a formula to convert it into the miss ratio [20] . Next we give the definition of footprint and show its use in predicting the miss ratio.
The purpose of the footprint is to quantify the locality in a period of program execution. An execution trace is a sequence of memory accesses, each of which is represented by a memory address. Accesses can be tagged with logical or physical time. The logical time counts the number of accesses from the start of the trace. The physical time counts the elapsed time. An execution window is a sub-sequence of consecutive accesses in the trace.
The locality of an execution window is measured by the working-set size, which is the amount of data accessed by all its accesses [21] . The footprint is a function fpðwÞ as the average working-set size for all windows of the same length w. While different window may have different working-set size, fpðwÞ is unique. It is the expected working-set size for a randomly selected window.
Consider a trace abcca. Each element is a window of length w ¼ 1. The working-set size is always 1, so fpð1Þ ¼ 5=5 ¼ 1. There are four windows of length w ¼ 2. Their working-set sizes are 2, 2, 1, and 2. The average, i.e., the footprint, is fpð2Þ ¼ 7=4. For greater window lengths, we have fpð3Þ ¼ 7=3 and fpðwÞ ¼ 3 for w ¼ 4 and 5, where five is the largest window length, i.e., the length of the trace. We also define fpð0Þ ¼ 0.
Although the footprint theory is proposed to model the locality of data accesses of a program, the same theory can be applied in modeling the locality of Memcached requests where data access addresses are replaced by keys. The linear time footprint analysis leads to linear time MRC construction and thus a low-cost slab allocation prediction, as discussed next.
LOCALITY-AWARE MEMORY ALLOCATION
This section describes the design details of LAMA.
Locality-Based Caching
Memcached allocates the memory at the granularity of a slab, which is 1 MB in the default configuration. For every size class, Memcached allocates its items in its collection of slabs. The items are ordered in a priority list based on their last access time, forming an LRU chain. The head item of the chain has the most recent access, and the tail item the least recent access. When all the allocated slabs are filled, eviction will happen when a new item is accessed, i.e., a cache miss. When the tail item is evicted, its memory is used to store the new item, and the new item is re-inserted at the first position to become the new head. In a web-service application, some portion of items may be frequently requested. Because of their frequent access, the hot items will reside near the top of the LRU chain and hence be given higher priority to cache. A class' capacity, however, is important, since hot items can still be evicted if the amount of allocated memory is not large enough.
A slab may be reassigned from one size class to another. The SlabReassign routine in Memcached releases a slab used in a size class and gives it to another size class. The reassignment evicts all the items that are stored in the slab and removes these items from the LRU chain. The slab is now unoccupied and changes hands to store items for the new size class.
Memcached may serve multiple applications at the same time. The memory is shared. Since requests are pooled, the LRU chain gives the priority of all items based on the aggregate access from all programs.
MRC Profiling
We split the global access trace into different sub-traces according to their classes. With the sub-trace of each class, we generate the MRCs as follows. We use a hash table to record the last access time of each item. With this hash table, we can easily compute the reuse time distribution r t , which represents the number of accesses with a reuse time t. For access trace of length n, if the number of unique data is m, the average number of items accessed in a time window of size w can be calculated using Xiang's formula [16] 
The symbols are defined as:
The first access time of the ith datum l i : The reverse last access time of the ith datum. If the last access is at position x, l i ¼ n þ 1 À x, that is, the first access time in the reverse trace.
IðpÞ: The predicate function equals to 1 if p is true; otherwise 0. r t : The the number of accesses with a reuse time t. Now we can profile the MRC using fp distribution. The miss ratio for a cache of size x is the fraction of reuses that have an average footprint larger than x
For example, we show the footprint-based MRC calculation for cyclic reference pattern "ðabcÞ Ã " in Table 1 . This is the trace of Class 2 in Fig. 1 . If the trace length is infinite, the miss ratio is 100 percent if the footprint is greater than the cache size, but 0 percent otherwise.
Target Performance
We consider two types of target performance: the total miss ratio and the average response time.
If Class i has taken S i slabs, and I i represents the number of items per slab in Class i. Then there should be S i Ã I i items in this class. The miss ratio of this class should be
Let the number of requests of Class i be R i . The total miss ratio is calculated as
Let the average request hit time for Class i be T h ðiÞ, and the average request miss time (including retrieving data from database and setting back to Memcached) be T m ðiÞ. The average request time ART i of Class i now can be presented as
The overall ART of the Memcached server is
We target the overall performance by all size classes rather than equal performance in each class. The metrics take into account the relative total demands for different size classes. If we consider a typical request as the one that has the same proportional usage, then the optimal performance overall implies the optimal performance for a typical request.
Optimal Memory Reallocation
When a Memcached server is started, the available memory is allocated by demand. Once the memory is fully allocated, we have a partition among all size classes. LAMA periodically (every M accesses in our implementation) measures the MRCs and reallocating the memory.
The optimization problem is as follows. Given the MRC for each size class, how to divide the memory among all size classes so that the target performance is maximized, i.e., the total miss ratio or the average response time is minimized?
The reallocation algorithm has two steps:
Step 1: Cost Calculation. First we split the access trace into sub-traces based on their classes. For each sub-trace T ½i of Class i, we use the procedure described in Section 3.2 to calculate the miss ratio MR½i½j when allocated j slabs, 0 j MAX, where MAX is the total number of slabs. We compute the cost for different optimization targets.
To minimize total misses, Cost½i½j is the number of misses for Class i given its allocation j as follows:
Cost½i½j MR½i½j Ã lengthðT ½iÞ. " F ½½ minimal cost for Class 1::i using j slabs 4: for i 1::n do 5:
for j 1::MAX do 6:
" Give k slabs to Class i.
9:
if Temp < F ½i½j then 10:
" B½½ saves the slab allocation. Step 2: Reallocation. We design a dynamic programming algorithm to find new memory allocation (Algorithm 1). Lines 4 to 16 show a triple-nested loop. The outermost loop iterates the set of size classes i from 1 to n. The middle loop iterates the number of slabs j from 1 to MAX. The target function, F ½i½j, stores the optimal cost of allocating j slabs to i size classes. The innermost loop iterates the allocation for the latest size class to find this optimal value.
Once the new allocation is determined, it is compared with the previous allocation to see if the performance improvement is above a certain threshold. If it is, slabs are reassigned to change the allocation. Through this procedure, LAMA reorganizes multiple slabs across all size classes. The dynamic programming algorithm is similar to Brock et al. [19] but for a different purpose.
In real deployment of the algorithm, we can set N as an upper bound on the number of reassignments for each repartitioning and each reassignment is limited to one slab (In Section 5.4, we will discuss a reassignment granularity of r slabs). This will avert the cost of reassigning too many slabs at one time. At each reallocation, we choose N slabs with the lowest risk. We use the risk definition of PSA, which is the ratio between reference rate and number of slabs for each class. The reallocation is global, since multiple candidate slabs are selected from possibly many size classes. In contrast, PSA selects a single candidate from one size class. With the reassignment constraint, the performance drop due to massive eviction of useful data is avoid. This design also narrows the search space of possible solutions in Algorithm 1. As we can infer from the triple-nested loop, the time complexity of the optimization is Oðn Ã MAX 2 Þ, where n is the number of size classes and MAX is the total number of slabs. With the reassigning upper bound N, the inner loop from line 6 to 14 do not have to search the whole memory space, but the space with a radius of N slabs from current allocation. Therefore, the time complexity of Algorithm 1 can be improved to Oðn Ã MAX Ã NÞ, which is efficient in large scale system. The bound N is the maximal number of reassignments. In the steady state, the reallocation algorithm may decide that the current allocation is the best possible and does not reassign any slab. The number of actual reassignments can be 0 or any number not exceeding N.
Algorithm 1 optimizes the overall performance. The solution may not be fair, i.e., different miss ratios across size classes. Fairness is not a concern at the level of memory allocation. Facebook solves the problem at a higher level by running a dedicated Memcached server for critical applications [17] . We introduce locality-aware server partitioning to guarantee the QoS of a critical application in Section 4. If fairness is a concern, Algorithm 1 can use a revised cost function to discard unfair solutions and optimize both for performance and fairness. A recent solution is the baseline optimization by Brock et al. [19] and Ye et al. [22] .
Performance Prediction
Despite the optimal allocation, the locality analysis framework in LAMA can also be adopted to predict the performance of default Memcached under different memory space. This can avoid frequently restarting sever for performance testing. Using Equation (1) in Section 3.2, the average footprint of any window size can be obtained. For a stable access pattern, we define the request ratio of Class i as q i . Let the number of requests during the cold start period be M. The allocation for Class i by default Memcached is the number of items it requests during this period. We predict this allocation as fp i ðM Ã q i Þ. The length M of the cold-start period, i.e., the period during which the total memory of size C is completely allocated, satisfies the following equation:
Once we get the expected items (slabs) each class can take, the system performance can be predicted by Equation (3). By predicting M and the memory allocation for each class, we can predict the performance of default Memcached for all memory sizes. The predicted allocation is similar to the natural partition of CPU cache memory, as studied in [19] . Using the footprint theory, our approach delivers high accuracy and low overhead. This is important for a system operator to determine the deployed cache size to achieve required Quality of Service (QoS).
LOCALITY-AWARE SERVER PARTITIONING
A typical Memcached cluster can be shared by multiple applications or web services of different data access patterns. Each of them may have different quality-of-service requirements. In each Memcached server, its cached data blocks come from different applications sharing the server. They are all managed by the LRU eviction policy in individual size classes. In this scenario, applications in the same Memcached server compete for the same memory. The memory occupation of each application is determined by factors including access frequency or reuse distance distribution. As observed, Facebook applications negatively interfere with each other [15] . For example, an application with a high access frequency may occupy more memory than an application with a low access frequency. Because of this sharing, one may not be able to guarantee the QoS of performance-critical applications. Among web services, some applications are latency sensitive and require a fast user response. For these applications, a high hit ratio in the cache layer is necessary to guarantee QoS. They should be prevented from sharing a Memcached server with unknown applications. Instead, they should be allocated dedicated memory.
To guarantee the QoS of performance-critical applications, one solution is to partition Memcached servers into separate pools and dedicate some of the pools for certain applications. Absent of sharing, these applications are not affected by interference from dynamic memory sharing. This design has been adopted by Facebook to protect the valuable keys by a memory pool [15] . Fig. 3 illustrates the layout of this inter-server partitioning scheme.
For smaller scale deployment of Memcached, a finer grain way to do the isolation is partitioning the memory space within each server. Instead of assigning servers among applications, all Memcached servers serve all applications. The partitioning happens in the memory of each server, as shown in Fig. 4 . The difference between sharing a server and partitioning a server is similar to CPU cache partitioning and sharing (for a recent study, see [19] ). Every slab in a Memcached server is assigned to a specific application (or a group of applications). In a partitioned server, an application can have its exclusive LRU chain, which is constructed for the slabs allocated to it. This design is similar to multiple Memcached instances running on a single physical server, each instance only manages its own memory for one or several applications.
The intra-server partitioning provides isolation for different applications in a single server. Although they are still "sharing" the Memcached server, partitioning protects the valuable data in a performance-critical application from being evicted by other applications. This design also provides the ability of dynamically adjusting the partition to respond to demand changes.
Although an improved eviction policy, CAMP [23] , is proposed to take size and cost into consideration to prevent the eviction of valuable data from performance-critical applications, the design motivation of CAMP is to avoid human involvement to partition the available memory into disjoint pools. It shows that heuristic memory partitioning is suboptimal compare to well designed eviction policy. But this is a less predictable strategy. It is hard to predict and control the hit ratios of several applications when they are running and sharing the same memory space. However, with our performance prediction technique, we will show how QoS predictable memory partitioning can be done dynamically.
We use intra-server partitioning to isolate the latencysensitive application in order to satisfy its QoS requirement. Since the intra-server partitioning does not change the key-to-server mapping, the partition is determined by each individual Memcached server. There is no need for a global scheduler to gather MRC information from all applications. During the execution, each sever keeps tracking the access pattern to make sure that the current partition is effective and efficient. The optimal memory allocation we described in Section 3.4 is used here to partition the memory among size classes within an application. The intra-server partitioning is an upper-level partitioning that partitions the memory for performancecritical applications. The memory is partitioned at two levels first for QoS among applications and then for optimal allocation among size classes. Both are based on the same locality analysis. Algorithm 2 shows the intra-server partitioning algorithm. It uses binary search to find the least number of slabs required for a QoS target. When given the number of slabs, Algorithm 1 is invoked to conduct the optimal slab allocation for the minimal miss ratio. A higher or lower miss ratio requires searching into more space or less space, respectively. If the required slab partition (Slabs req ) is smaller than the current partition, the application will release the extra slabs. Otherwise, the system will assign new slabs to it. To prevent any application from taking all the slabs and starving other applications, an upper bound of slab occupation for each application may be set. If there are multiple applications that are critical and require QoS at the same time, and the Memcached servers cannot provide enough memory to satisfy all of their requirements, a priority-based scheduling may be used.
EVALUATION
In this section, we evaluate LAMA in detail, including describing the experimental setup for evaluation and comprehensive evaluation results and analysis. Fig. 3 . Inter-server partitioning. Fig. 4 . Intra-server partitioning. For small scale test, we measure both the miss ratio and the response time, as defined in Section 3.4. In order to measure the latter, we set up a database as the backend store to the Memcached server. The response time is the wall-clock time used for each client request by the server, including the cost of the database access. For scalability test, we measure the maximum throughput of Memcached with LAMA, as well as the 95 percent tail latency to verify the overhead of LAMA in a large scale system. In our evaluation, all the Memcached instances are running on local ports with four server threads and the database is running from another server on the local network.
Experimental Setup
Workloads. Three workloads are used for different aspects of the evaluation:
The Facebook ETC workload to test the steady-state performance. It is generated using Mutilate [24] , which emulates the characteristics of the ETC workload at Facebook. ETC is the closest workload to a generalpurpose one, with the highest miss ratio in all Facebook's Memcached pools. It is reported that the installation at Facebook uses hundreds of nodes in one cluster [17] . We set the workload to have 50 million requests to 7 million data objects. A three-phase workload to test dynamic allocation. It is constructed based on Carra et al. [14] . It has 200 million requests to data items in two working sets, each of which has 7 million items. The first phase only accesses the first set following a generalized Pareto distribution with location u ¼ 0, scale f ¼ 214:476 and shape k ¼ 0:348238, based on the numbers reported by Atikoglu et al. [17] . The third phase only accesses the second set following the Pareto distribution u ¼ 0, f = 312.6175 and k ¼ 0:05. The middle, transition phase increasingly accesses data objects from the second set. A large-scale-test workload to test scalability. We use the Data Caching Benchmark of CloudSuite [25] . It simulates the behavior of a Twitter caching server using the twitter dataset. The original dataset consumes 300 MB of server memory, while we scale up the dataset to 150 GB (scaling factor of 500). We set up the benchmark loader with 200 TPC/IP connections, and a get/set ratio of 0.8.
Facebook ETC Performance
We test and compare LAMA with the policies of default Memcached, Automove, PSA, Facebook, and Twitter's Twemcache (described in Section 2). In our experiments, Automove finds no chance of slab reassignment, so it has the same performance as Memcached. LAMA has two variants: LAMA_OPT_MR, which tries to minimize the miss ratio; and LAMA_OPT_ART, which tries to minimize the average response time. Figs. 5 and 6 show the miss ratio and ART over time from the cold start to steady-state performance. The total memory is 512 MB.
Default Memcached and PSA are designed to balance the miss ratio among size classes. LAMA tries to minimize the total miss ratio. There is a warm-up time before reaching the steady state. LAMA repartitions at around every 300 seconds and reassigns up to 50 slabs. We run PSA at 50 times the LAMA frequency, since PSA reassigns one slab each time. LAMA, PSA and Memcached converge to the steady state at the same speed. Our implementation of optimal allocation (Section 5.6) shows that this speed is the fastest.
The Facebook method differs from others in that it seeks to equalize the age of the oldest items in each size class. In the steady state, it performs closest to LAMA, 5.4 percent higher than LAMA_OPT_MR in the miss ratio and 6.7 percent higher than LAMA_OPT_ART in the average response time. The greater weakness, however, is the speed of convergence, which is about 4 times slower than LAMA and the other methods.
Twemcache uses random rather than LRU replacement. In this test, the performance does not stabilize as well as the other methods, and it is generally worse than the other methods. Random replacement can avoid slab calcification, which we evaluate in Section 5.5.
Next we compare the steady-state performance for memory sizes from 128 to 1,024 MB in 64 MB increments. Compared to previous methods on different memory sizes, LAMA converges among the fastest and reaches a greater steady-state performance. The steady-state graphs also show the theoretical upper bound performance (TUB), which we discuss in Section 5.6.
MRC Accuracy
To be optimal, LAMA must have the accurate MRC. We compare the LAMA MRC, obtained by the sampling and footprint model, with the actual MRC, obtained by measuring the full-trace reuse distance. We first show the MRC in individual size classes of Facebook ETC workload. There are 32 size classes. The MRCs differ in most cases. Fig. 9 shows three MRCs to demonstrate. The three curves have different shapes and positions in the plots, which means that data locality differs in different size classes. The shape of the middle curve is not entirely convex, which means that the traditional greedy solution, i.e., Stone et al. [26] in Section 6, cannot always optimize, and the dynamic-programming method in this work is necessary. 9 shows that the prediction is nearly identical to the actual miss ratio for these size classes. The same accuracy is seen in all size classes. Table 2 shows the overall miss ratio of default Memcached for memory sizes from 128 to 1,024 MB and compares between the predicted and the actual. The steady-state allocation prediction for default Memcached uses Equation (6) in Section 3.5. The predicted miss ratio uses Equation (3) based on predicted allocation. The actual miss ratio is measured from each run. The overall miss ratio drops as the memory size grows. The average accuracy in our test is 99.0 percent. The high MRC accuracy enables the effective optimization that we have observed in the last section.
LAMA Parameters
LAMA has two main parameters as explained in Section 3.4: the repartitioning interval M, which is the number of items accessed before repartitioning; and the reassignment upper bound N, which is the maximal number of reassignments at repartitioning. We have tested different values of M and N to study their effects. In this section, we show the performance of running the Facebook ETC workload with 512 MB of memory. Fig. 10 shows the dynamic miss ratio over the time. In all cases, the miss ratio converges to a steady state. Different M; N parameters affect the quality and speed of convergence. Three values of M are shown: 1, 2, and 5 million accesses. The smallest M shows the fastest convergence and the lowest steady-state miss ratio. They are the benefits of frequent monitoring and repartitioning. Four values of N are shown: 10, 20, 50, and 512. Convergence is faster with a larger N. However, when N is large, 512 in particular, the miss ratio has small spikes before it converges, caused by the increasing cost of slab reassignment. Frequent repartitioning speeds up the convergence but will increase the monitoring overhead.
In a real deployment, these two parameters can be adjusted according to the scale of the workload and Memcached server. Another design option is the size of reallocation unit. In our small scale test, every reassignment will move one slab from one class to another. However, in large scale deployments, a larger-grained reallocation unit leads to higher efficiency. It will bound the search space of Algorithm 1. Based on our experience on different-scale tests, the reallocation granularity can be set to r slabs, where r is the memory size of the Memcached server divided by 1 GB. For example, if the size of cache server is 10 GB, the unit of reallocation will increase correspondingly by 10 times to 10 slabs (10 MB) for each reassignment. The reassignment upper bound N can be set to 50, so the total reassignments are limited to 50 times and each reassignment will move 10 slabs from one class to another. With this design, the number of solutions in the search space of Algorithm 1 is always bounded to n Ã 1;024 Ã 50 (n is the number of classes). In our test machine, it only takes 0.01 seconds to determine the best allocation. Now we discuss how to determine the repartitioning interval M in other cache sizes. With the reassignment upper bound, the interval should be long enough for each class to measure the miss ratio up to N Ã r slabs above or below the current allocation. However, if the current allocation of some classes is smaller than the reassignment upper bound, miss ratio measurement up to this bound is meaningless. Meanwhile, doubling the current space allocation rarely happens in any class, so we choose to only measure miss ratios for up to 2 times of the current allocation. Assuming that the miss ratio of Class i is mr i , and the probability of a reference to Class i is p i , we can derive the following relationship:
where S i is the current slabs allocation of Class i, I i is the number of items in each slab of Class i. If we want to measure miss ratio curve of Class i, we use the number of distinct items that fill the desired slab allocation divides the current miss ratio to get the number of accesses to this class that should be monitored. With the above analysis, now we can determine the repartitioning interval M for a system of any scale
In real deployments, we can ignore those classes with few or no misses in Equation (8) . Their current allocations are already sufficient to cache all the items being used. Miss ratio measurement for a larger allocation is not necessary.
Slab Calcification
LAMA does not suffer from slab calcification. Partly to compare with prior work, we use the three-phase workload (Section 5.1) to test how LAMA adapts when the access pattern changes from one steady state to another. The workload is the same as the one used by Carra et al. [14] using 1,024 MB memory cache to evaluate the performance of different strategies. Fig. 11 shows the miss ratio over time obtained by LAMA and other policies. The two vertical lines are phase boundaries.
LAMA has the lowest miss ratio in all three phases. In the transition Phase 2, the miss ratio has three small, brief increases due to the outdated slab allocation based on the previous access pattern. The allocation is quickly updated by LAMA repartitioning among all size classes. In LAMA, the slabs are "liquid" and not calcified.
Compared with LAMA, the miss ratio of default Memcached is about 4 percent higher in Phase 1, and the gap increases to about 7 percent in Phase 3, showing the effect in Phase 3 of the calcified allocation made in Phase 1. PSA performs very well but also sees its gap with LAMA increases in Phase 3, indicating that PSA does not completely eradicate calcification. Facebook uses global LRU. Its miss ratio drops slowly, reaches the level of PSA in Phase 2, and then increases fairly rapidly. The reason is the misleading LRU information when the working set changes. The items of the first set stay a long time in the LRU chain. The random eviction by Twemcache does not favor the new working set over the previous working set. There is no calcification, but the performance is significantly worse than others (except for the worst of Facebook).
To verify the CPU cost of LAMA, we also monitor the CPU usage over time by LAMA and default Memcached. For every 10 5 requests, the average CPU usage is recorded in Fig. 12 . As we can observe, LAMA has lower CPU cost than default Memcached for most of the time. In Fig. 11 , LAMA reduces the miss ratio compared to default Memcached. The CPU cost is also reduced because the setting operations for missed data are less with lower miss ratio.
Theoretical Upper Bound
To measure the theoretical upper bound, we first measure the actual MRCs by measuring the full-trace reuse distance in the first run, compute the optimal slab allocation using Algorithm 1, and re-run a workload to measure the performance. The results for Facebook ETC were shown in Figs. 7 and 8 . The theoretical upper bound gives the lowest miss ratio/ART and shows the maximal potential for improvement over default Memcached. LAMA realizes 97.6 percent of the potential in terms of miss ratio and 92.1 percent in terms of ART.
We have also tested the upper bound for the three-phase workload. TUB shows the maximal potential for improvement over default Memcached. In this test, LAMA realizes 99.2 percent of the potential in Phase 3, while the next best technique, PSA, realizes 41.5 percent. At large memory sizes, PSA performs worse than default Memcached. It shows the limitation of heuristic-based solutions. A heuristic may be more or less effective compared to another heuristic, depending on the context. Through optimization, LAMA matches or exceeds the performance of all heuristic solutions. 
QoS Guarantee Server Partitioning
With the intra-server partitioning we proposed in Section 4, the desired memory space and slab allocation for performance-critical application can be calculated. Given a hit ratio requirement, LAMA can dynamically adjust slab partition to maintain the desired performance if the slab resources are sufficient. With the application's performance requirement increasing or declining, the number of slabs in the pool can be tuned for usage efficiency.
To demonstrate the effect of intra-server partitioning, we choose the three-phase workload (APP 1) to run with Facebook ETC workload (APP 2) in the same Memcached cluster. Because the hit ratio of APP 1 drops from Phases 2 to 3, it is reasonable to apply the dynamic intra-server partitioning to prevent the performance degradation. To balance the lengths of the two workloads, the ratio of their reference rates is set to 4:1. We evaluate the space occupation ( Fig. 13 ) and miss ratio (Fig. 14) over the time of the two workloads under two configurations: (1) enabling LAMA without intra-server partitioning. All keys in both workloads are mapped to one Memcached server of 1,024 MB. (2) enabling LAMA and intra-server partitioning in the same time and setting a hit ratio guarantee of APP 1 at 85 and 80 percent. In the implementation, we set up two Memcached instances and limit their total memory to 1,024 MB. The initial memory space for each instance is 512 MB.
In the first configuration (APP 1 LAMA), where the optimization target is the overall miss ratio of the server. LAMA dynamically adjusts the slab allocation for each size class. The two workloads freely compete for memory. The memory occupation varies as the access pattern changes. The first phase of APP 1 reaches a hit ratio of 80 percent, but it drops to 78 percent after the phase transition. In the second configuration, the memory is partitioned at the beginning. To guarantee the hit ratio of APP 1, every 10 7 accesses, we adjust the slabs partition using Algorithm 2. As the phase changes from 1 through 2 to 3, the slabs requirement of APP 1 increases gradually. As we can observe, the performance degradation in the third phase is avoided. Except for a short miss ratio increase (up to 1.3 percent) in the transition stage of Phase 2, the miss ratio of the three phases maintains at the desired level. The performance of APP 2 is sacrificed to satisfy the QoS requirement of APP 1.
It should be pointed out that in the first half of Phase 2 the hit ratio of APP 1 with shared but not-explicitly-partitioned memory and that with partitioned memory and 80 percent-QoS are very close. But the performance of APP 2 during this time period is different. APP 2 in partitioned memory shows a lower miss ratio while using less memory space. This demonstrates negative interference suffered by APP 2 when sharing the memory. LAMA optimizes the slab allocation in shared memory according to the combined pattern of both workloads. For partitioned memory, APP 2 is optimized only according to its own reference pattern. It performs better with an exclusive use of the memory. Memory partitioning brings benefits to APP 1 (QoS guarantee) and APP 2 (hit ratio) at the same time.
LAMA Scalability
In practice, memory demand of Memcached workloads can easily exceed the memory capacity of computer servers. For example, with 64 GB memory on each server of Facebook's Memcached cluster, almost all memory is filled and a large number of misses are observed [17] .
To evaluate the scalability of LAMA, we run the data caching benchmark in the CloudSuite benchmark suite to simulate the behavior of a Twitter caching server using a scaled Twitter dataset of 150 GB. We set up two 32 GB servers (64 GB of memory in total), each running a four-thread Memcached, to evaluate the performance under the heavy load of the benchmark. In this test, we are concerned only the differences of throughput and tail latency produced by large-scale Memcached with and without LAMA. The data caching benchmark focuses on the stress test for Memcached. Upon every GET miss, it does not bring the missed data in cache. Since there is no data reuse, we cannot measure the miss ratio in this test and therefore cannot evaluate the benefit of LAMA. We use this experiment to evaluate the overhead of LAMA.
The benchmark is network-intensive. We use two 10 Gbit Ethernet cards on each server. Two servers are configured with the same socket, but different IP address. We also run server-side Memcached and the client-side benchmark on different sockets of the same machine in order to remove the network bottleneck. After warming up the servers, we run the benchmark on the client side to test server performance with different number of threads. In the setup, there are 200 TPC/IP connections, and the GET/SET ratio is 0.8.
In Table 3 , we adopt the most recent Memcached-1.4.29 with automover enabled to test the highest throughput and tail latency of the Memcached servers when LAMA is enabled or disabled. Under different request pressure, corresponding to the number of threads used at the client, the Memcached servers with LAMA enabled exhibit performance similar to Memcached servers with LAMA disabled. Small differences between their throughput, average and tail latencies indicate small overhead of LAMA. In our test, higher workload pressure leads to higher request latency observed at the client. The peak throughput is observed when 16 threads, rather than 32 threads, are used at the client. The throughput degradation is due to the higher response time, which is caused by the inter-thread contention of Memcached server. As revealed in the experimental results, the MRC monitoring operations impose very limited overhead on the Memcached server. The overhead is especially small when clients and servers are not on the same machine and the network latency is dominant. LAMA's operations are performed only when the system is warming up or when the request pattern changes. Once the system reaches its optimal allocation, the MRC monitoring routine can stay idle incurring almost zero overhead until substantial performance change is detected. To investigate how LAMA responds to slab calcification in a larger scale setup, we create a slab calcification scenario using the same twitter dataset as the one used in the pressure test. First, we warm up the Memcached server with the same dataset but increase each value size by a factor of 1.2. The purpose of this size increase is to create a different distribution of KV items across the size classes during cache warming up period. After the cache server is filled, we issue the original dataset with 100 percent GET commands and measure the miss ratio and throughput of the Memcached severs. This produces a slab calcification scenario, as the data pattern that determines the slabs allocation is different from the following access pattern exhibited after the cache warms up. We use libMemcached [27] to implement a multi-threaded client to produce the same access pattern of CloudSuite. In order to measure the miss ratio of the system, we issue a SET command right after each GET miss to add the missed data into Memcached sever. To simulate the cache miss penalty, we add a 850 ms latency with each GET miss. This latency is the average miss penalty observed in the experiment shown in Section 5.2, where it is caused by the backend database query for re-generating the missed KV items. Fig. 15 shows the performance of Memcached servers (Memcached-1.4.29) before LAMA is enabled as well as the performance after calcification is resolved by LAMA. The Memcached servers with calcification produce a hit ratio of 79.5 percent. When LAMA is enabled and the optimal repartitioning is performed in both servers, the new partition delivers a hit ratio of 86.3 percent. Under different number of threads used by the client, the throughput of the partitioned Memcached servers is higher than the severs with calcification. Because higher hit ratio leads to smaller miss penalty, LAMA substantially improves system performance when calcification is observed. In this experiment, the reallocation granularity is 32 slabs. With the reassignment upper bound, the repartitioning can be completed within two seconds. It takes several such repartitioning operations before the system reaches its best performance. When LAMA is enabled, the additional space consumption is around 400 MB in each server, which is 1.2 percent of entire memory space. When the optimal partition is reached, LAMA can be disabled and the additional space can be freed.
RELATED WORK
We have discussed related techniques on memory allocation in Section 2. Below we discuss additional related work in two other areas.
MRC Measurement. Fine-grained MRC analysis is based on tracking the reuse distance or LRU stack distance [28] . Many techniques have been developed to reduce the cost of MRC profiling, including algorithmic improvement [29] , hardwaresupported sampling [30] , [31] , reuse-distance sampling [32] , [33] , [34] , and parallel analysis [35] , [36] , [37] . Several techniques have used MRC analysis in online cache partitioning [31] , [38] , [39] , page size selection [40] , and memory management [41] , [42] . The online techniques are not fine-grained. For example, RapidMRC has 16 cache sizes [31] , and it requires special hardware for address sampling.
Given a set of cache sizes, Kim et al. divided the LRU stack to measure their miss ratios [42] . The cost is proportional to the number of cache sizes. Recently for Memcached, Bjornsson et al. developed MIMIR, which divides the LRU stack into variable sized buckets to efficiently measure the hit ratio curve (HRC) [6] . Both methods assume that the items in cache have the same size, which is not the case in Memcached. Recent work shows a faster solution using the footprint (Section 2.2), which we have extended in LAMA (Section 3.2). It can measure MRCs at per-slab granularity for all size classes with a negligible overhead (Section 5). For CPU cache MRC, the correctness of footprint-based prediction has been evaluated and validated initially for solo-use cache [16] , [20] . Later validation includes optimal program symbiosis in shared cache [43] and a study on server cache performance prediction [44] . In Section 5.3, we have evaluated the prediction for Memcached size classes and shown a similar accuracy.
MRC-Based Cache Partitioning. The classic method in CPU cache partitioning is described by Stone et al. [26] . The method allocates cache blocks among N processes so that the miss-rate derivatives are as equal as possible. They provide a greedy solution, which allocates the next cache block to the process with the greatest miss-rate derivative. The greedy solution is of linear time complexity. However, the optimality depends on the condition that the miss-rate derivative is monotonic. In other words, the MRC must be convex. Suh et al. gave a solution which divides MRC between non-convex points [45] . Our results in Section 5.3 show that the Memcached MRC is not always convex.
LAMA is based on dynamic programming and does not depend on any assumption about MRC curve property. It can use any cost function not merely the miss ratio. We have shown the optimization of ART. Other possibilities include fairness and QoS. The LAMA optimization is a general solution for optimal memory allocation and partitioning. A similar approach has been used to partition CPU cache for performance and fairness [19] , [22] .
CONCLUSION
This paper has described LAMA, a locality-aware memory allocation for Memcached. The technique measures the MRC for all size classes periodically and reallocate the memory to reduce the miss ratio or the average response time. Compared with default Memcached, LAMA reduces the miss ratio by 42 percent using the same amount of memory, or it achieves the same memory utilization (miss ratio) with 41 percent less memory. It outperforms four previous techniques in steady-state performance, the convergence speed, and the ability to adapt to phase changes. LAMA predicts MRCs with a 99 percent accuracy. As a result, its solution is close to optimal, realizing 98 percent of the performance potential in a steady-state workload and 99 percent of the potential in a phase-changing workload. LAMA has also been used to partition memory in a Memcached cluster to guarantee QoS for performance-critical applications.
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