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Abstract
The current tools for performing safety analyses of research reactors (RR) have been
mostly developed in-house speciﬁcally for each kind of reactor and rely on simple models
that yield conservative estimates. More advanced methods are used for the analysis of
power reactors and may also apply to RR. However, owing to fundamental diﬀerences
in reactor design and operating conditions, the adequacy of these codes for RR analysis
needs to be demonstrated through veriﬁcation and validation studies. The CROCUS
reactor is an attractive tool for the validation of stand-alone neutronics models not only
due to the absence of thermal feedback and fuel burn-up eﬀects but also because of the
peculiarities of its design.
This dissertation covers both experimental and numerical neutronics studies to evaluate
the adequacy of the Serpent/PARCS code sequence for modeling the steady-state and
kinetics behavior of the CROCUS reactor. The reactor presents design characteristics
that raise questions about the acceptability of diﬀusion theory for its modeling. The
PARCS model of CROCUS was developed considering several potential sources of biases.
More precisely, albedo boundary conditions were used to limit the axial geometry to
the grid plates where diﬀusion theory may lead to inaccuracies due to the presence of
Cadmium layers. Proper treatment of scattering anisotropies through in-scatter correction
of diﬀusion coeﬃcients was also fundamental for producing accurate eigenvalues in the
CROCUS reactor. A parametric study has been conducted to evaluate transport eﬀects
and the impact of energy discretization on eigenvalue and pin power distribution.
Steady-state and time-dependent experimental data have been obtained from CROCUS
with the purpose of validating the computational scheme. A comprehensive evaluation of
experimental uncertainties provided support for the generation of reliable experimental
data. Particular focus was placed upon the development of transient experiments that
involve local perturbations of the ﬂux. Delayed neutron eﬀects were not captured in these
transients because of the tightly coupled nature of the reactor.
The comparison of PARCS simulations against experimental data indicated that control
rod reactivity worth is predicted within (4± 3)%. PARCS radial ﬁssion rate distributions
are in considerable disagreement with experimental data for the outer core region, where
diﬀerences are as large as 15%. This was attributed to the fact that PARCS does not
allow using adaptable mesh sizes in the radial plane, which results in a mismatch between
the mesh and explicit pins of the outer core region. However, from a safety viewpoint,
these biases are conservative and are located in the outer core region where the power is
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low. PARCS axial ﬁssion rate proﬁles agree within 1% with experimental data for the
bottom and mid regions for the core. On the other hand, larger deviations of about 20%
were encountered for the top region, which are attributed to transport eﬀects near the
water/air interface. Finally, the investigation of neutron kinetic eﬀects veriﬁed that the
PARCS code is capable of modeling the transient experiments with spatial eﬀects in the
CROCUS reactor, where maximum diﬀerences are in the order of 5%.
Overall, the Serpent/PARCS scheme shows satisfactory performance for modeling the
CROCUS reactor, except for the estimation of radial reaction rate proﬁles, where biases
were attributed to the impossibility of adapting the mesh size to match the fuel pitch of
both fuel zones.
Keywords: CROCUS reactor, high leakage, experimental reactor physics, validation,
neutron diﬀusion, space-time kinetics, PARCS, Monte Carlo lattice physics, Serpent
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Résumé
Les schémas de calculs utilisés pour eﬀectuer l’analyse de sécurité des réacteurs de
recherche (RR) ont été principalement développés en interne spéciﬁquement pour chaque
réacteur et s’appuient sur des modèles simples qui produisent des estimations conservatives
des paramètres de sécurité. Des méthodes plus avancées sont utilisées pour la modélisation
de réacteurs de puissance et peuvent également être appliquées aux RR. Cependant, en
raison des diﬀérences de conception et de conditions de fonctionnement, l’adéquation de
ces schémas de calcul doit démontrée par le biais de processus rigoureux de vériﬁcation
et de validation. Le réacteur CROCUS est un outil attractif pour la validation de
modèles neutroniques autonomes non seulement en raison de l’absence de contre-réactions
thermiques et d’usure du combustible, mais aussi par les particularités de sa conception.
Cette thèse décrit la mise en place d’un schéma de calcul Serpent/PARCS pour la
modélisation du réacteur CROCUS en états stationnaires et transitoires. La comparaison
détaillée de résultats numériques et expérimentaux, présentées dans cette thèse, en a
permis sa validation. Le réacteur présente un design particulier dont la modélisation
remet en cause certaines hypothèses de la théorie de diﬀusion. Le modèle PARCS du
réacteur CROCUS a été développé pour minimiser les sources de biais. Plus précisément,
des conditions aux bords de type « albédo » ont été utilisées pour limiter la géométrie
axiale aux grilles de support du cœur de CROCUS. En eﬀet, l’absorption des neutrons
dans les couches de Cadmium est particulièrement diﬃcile à modéliser correctement avec
la théorie de la diﬀusion. Un traitement spécial de l’anisotropie du choc des neutrons
avec les noyaux d’hydrogène est fondamental à la prédiction des valeurs propres du
réacteur CROCUS. Une étude paramétrique a été menée à bien pour évaluer les eﬀets des
approximations de discrétisation énergétique et angulaire sur les prédictions de valeurs
propres et de distribution de puissance. Des données expérimentales ont été obtenues avec
CROCUS en fonctionnement stationnaire et transitoire pour valider le schéma de calcul
Serpent/PARCS. Dans ce but, une évaluation rigoureuse des incertitudes expérimentales
a été mené à bien. Un accent particulier a été mis sur le développement d’expériences en
régime transitoire impliquant des perturbations locales du ﬂux. Les eﬀets de neutrons
retardés sur la distribution de ﬂux n’ont pas pu être observés durant ces transitoires en
raison de la nature étroitement couplée du réacteur.
La comparaison des calculs PARCS avec les données expérimentales a indiqué que la
réactivité de la barre de contrôle est prédite avec une imprécision de (4 ± 3)%. Les
distributions radiales du taux de ﬁssion obtenue avec PARCS ne concordent pas avec
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les données expérimentales pour la région externe du cœur avec des diﬀérences allant
jusqu’à 15%. Ceci a été attribué au fait que PARCS ne permet pas d’utiliser un maillage
de taille adaptable dans le plan radial ce qui conduit à un décalage entre le maillage
et la position réelle des crayons combustibles dans cette région. Cependant, d’un point
de vue de la sécurité, ces grandes diﬀérences sont conservatives et sont localisées dans
une région du cœur où la puissance est faible. Les distributions axiales de taux de
ﬁssion obtenues par simulation présentent des diﬀérences inferieures a 1% par rapport
aux données expérimentales pour le bas et le milieu du cœur du réacteur. De grandes
déviations (près de 20%) ont été observé pour la partie supérieure du cœur à proximité
de l’interface eau/air. Ces biais de calculs sont dus aux limitations de la théorie de la
diﬀusion près des bords du model. Finalement, les expériences de cinétiques ont permis de
montrer que le code PARCS est capable de modéliser les états transitoires de CROCUS où
des distorsions locales du ﬂux de neutrons sont visibles. Les diﬀérences maxima observées
entre calculs et mesures sont de l’ordre de 5%.
Globalement, le schéma de calcul Serpent/PARCS a démontré des performances satis-
faisantes pour la modélisation du réacteur CROCUS, hormis pour l’estimation du proﬁl
radial de taux de réactions, où les erreurs ont été attribuées aux limitations de PARCS
pour la description de la géométrie de CROCUS : il est impossible d’adapter la taille
du maillage pour correspondre aux positions exactes des crayons dans les deux zones du
réacteur.
Mots clefs : réacteur CROCUS, fuites neutroniques, neutronique expérimentale, validation,
diﬀusion des neutrons, cinétique spatiale, PARCS, calcul de réseau Monte Carlo, Serpent
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1 Introduction
1.1 Background and motivation
Research reactors are essential tools for education and training, medical isotopes pro-
duction, but more importantly for supporting the nuclear power plant industry through
experiments. They play an important role for testing advanced reactor materials, valida-
tion of computer codes and nuclear data libraries, and studying phenomena taking place
in commercial power reactors. The CROCUS reactor [1] is a zero-power reactor located at
the EPFL Lausanne campus in Switzerland. It is operated by the Swiss Federal Institute
of Technology Lausanne (EPFL) and is the main object of study of the present work.
The operation of research reactors like CROCUS is characterized, as opposed to commercial
reactors, by numerous modiﬁcations that are needed to satisfy the dynamic experimental
demands. In particular, for the CROCUS reactor, three new experimental programs
are scheduled for the forthcoming years [2]. Because of these activities, the regulatory
body requires the operating organization to demonstrate that the experiments can be
carried out without compromising the reactor safety. The current methods for transient
and accident analysis of research reactor are diverse, but they commonly include the
use of simple models that provides conservative estimates [3]. A good example is the
PARET code [4] which uses one-dimensional heat transfer and ﬂuid equations coupled
with point-reactor kinetics models.
Regulatory bodies may require the use of updated computer codes that incorporate new
developments and yield more accurate results. Computer codes used for commercial
reactors have the potential to satisfy these needs, however, their application to research
reactors must be demonstrated due to fundamental diﬀerences in design and operating
conditions. The previous statement is particularly valid for materials, fuel composition,
system pressure, core geometry and power amongst other diﬀerences. The applicability
of industry-adopted computer codes to research reactor analysis must be demonstrated
through the veriﬁcation and validation of computational schemes. This requires the
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assessment of simulation results against reference simulations and relevant experimental
data. The CROCUS reactor is attractive precisely for the validation of isolated neutronics
eﬀects due to the absence of thermal feedback and fuel burn-up.
The neutronics analysis of commercial light water reactors is typically done with nodal
diﬀusion codes. They are widely used because of their high eﬃciency to evaluate the
steady-state and transient behavior of the neutron ﬂux in a reactor. PARCS [5] is an
example of a three-dimensional nodal diﬀusion code that solves the space-energy-dependent
neutron kinetics equations. This type of codes simpliﬁes the transport problem with the
use of neutron diﬀusion theory, also by reducing the core into unit cells that are spatially
homogeneous and also by solving the equations for few-energy groups. The process where
the heterogeneous components of the reactor are converted into homogeneous ones is
performed in the step preceding the full-core calculation. This ﬁrst step is typically
referred to as lattice calculation and involves the use of a lattice physics code such as
CASMO [6]. Nodal diﬀusion codes are suitable for many commercial power reactors
types, however, they can present limited accuracy for certain applications such as for
high-leakage reactors and systems with regions encountering sharp changes in absorption
or scattering properties. The accuracy of these diﬀusion methods is mainly governed
by the homogenization process and the optimal deﬁnition of diﬀusion coeﬃcient, which
remains as of today unclear and has long been a subject of debate.
The CROCUS reactor presents some of the situations where the acceptability of the
diﬀusion-based methods is questioned, such as large losses due to neutron streaming and
the presence of Cadmium absorbers. Also, at a lattice calculation level, traditional codes
for producing homogenized data, like CASMO, require each homogenization region to be
modeled separately with reﬂective boundary conditions. Such a thing is not possible in
the CROCUS reactor because the complexity of the geometry in the radial plane does not
allow a natural subdivision of the core in simple subsections. This issue can be overcome
with the use of Monte Carlo based lattice physics codes such as Serpent [7] that allow
to produce homogenized data from the full-core geometry. The Serpent code is not only
adequate for this task, but also for providing full-core Monte Carlo solutions that can be
used as a reference for veriﬁcation studies.
The PARCS code has been chosen for the modeling of the CROCUS reactor since it
represents the state-of-the-art for diﬀusion calculation in thermal reactors. Also, the
Serpent code has been chosen for the generation of the homogenized data required by
PARCS. It is therefore desired to demonstrate the applicability of the Serpent/PARCS
code sequence for the neutronics modeling of the CROCUS reactor. This is expected to be
accomplished with numerical studies and most importantly by comparison of simulations
against experimental data addressing static and transient neutronics eﬀects.
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1.2 Objectives and thesis organization
The main objective of this thesis is to assess the performance of the Serpent/PARCS
computational scheme for the modeling of CROCUS reactor using steady-state and
time-dependent experimental data. To achieve this goal it is ﬁrst required to obtain
experimental data from the CROCUS reactor. The experimental campaign targets the
generation of reliable data for the validation of neutronics models. It is particularly
desired to develop experimental techniques that address local time-dependent phenomena
for the validation of space-time kinetic models. Likewise, the accomplishment of the
end objective requires the development of Serpent/PARCS computational models for the
steady-state and space-time neutron kinetics analysis of the reactor. With this in mind, it
is expected to investigate the key parameters needed to produce accurate PARCS results.
The present thesis is organized into seven chapters. This ﬁrst chapter provides background
information, the motivation, and objectives of the work. Chapter 2 introduces the
theoretical framework that provides support for the present research. More precisely,
Chapter 2 describes relevant methods for steady-state and transient neutronics modeling
of nuclear reactors. The choice of computer codes for modeling the CROCUS reactor is
also discussed in Chapter 2. Chapter 3 provides detailed information about the CROCUS
nuclear facility. Chapter 4 covers the measurement of steady-state and time-dependent
experimental data in CROCUS, and thus addresses the objective of producing reliable
data for the validation of neutronics models. In Chapter 5, the neutronics modeling of
the reactor is presented together with numerical results and a parametric analysis that
focuses on the key parameters needed to produce accurate results. Chapter 6 reports the
comparison between PARCS simulations and the experimental data, which is used to
evaluate the performance of the computational scheme. The conclusions of this work and
recommendations for future research are documented in Chapter 7.
3

2 Theoretical background and current
methods
2.1 Neutron transport problem: mathematical formulation
The primary goal of nuclear reactor analysis is to predict, for any time t, the distribution
of neutrons in space, angle, and energy. This information is fundamental as neutrons are
responsible for maintaining the ﬁssion chain reaction, and therefore for releasing energy
through ﬁssion. From the observation of the neutron population’s characteristics, one
can determine, amongst other things,
- the amount of power generated at any given time at any location in the reactor,
- the level of fuel depletion and production of ﬁssion products,
- the degree of neutron radiation damage induced on structural components.
The neutron distribution in a nuclear reactor is well described by the transport equation,
which is a linear form of the Boltzmann equation and whose exact analytical solution
can be only found for a few simple problems. The time-dependent form of the neutron
transport equation can be written as
1
v(E)
∂ψ
∂t
(r, E,Ω, t) +Ω · ∇ψ(r, E,Ω, t) + Σt(r, E, t)ψ(r, E,Ω, t)
=
∫
4π
∫ ∞
0
Σs(r, E
′ → E,Ω′ → Ω, t)ψ(r, E′,Ω′, t)dE′dΩ′
+
χpr (E)
4π
∫
4π
∫ ∞
0
νpr
(
r, E′
)
Σf
(
r, E′, t
)
ψ
(
r, E′,Ω′, t
)
dE′dΩ′
+
N∑
i=1
χdel,i (E)
4π
λiCi (r, t) + q(r, E,Ω, t)
(2.1)
where ψ is the angular neutron ﬂux as a function of position (r), energy (E), direction
(Ω) and time (t). v is the neutron velocity vector and Σ the macroscopic cross-section for
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each reaction.
The previous equation can be regarded as a balance of the diﬀerent neutron reactions,
and thus it is written in the form of (rate of change) + (rate of loss) = (rate of gain).
Each of the terms of the transport equation represents a speciﬁc process for the loss or
gain of neutrons as described below.
- Rate of change of neutron density: 1
v(E)
∂ψ
∂t
(r, E,Ω, t)
- Rate of loss due to leakage: Ω · ∇ψ(r, E,Ω, t)
- Rate of loss due to collisions: Σt(r, E, t)ψ(r, E,Ω, t)
- Rate of gain due to in-scattering:
∫
4π
∫ ∞
0
Σs(r, E
′ → E,Ω′ → Ω, t)ψ(r, E′,Ω′, t)dE′dΩ′
- Rate of gain due to prompt ﬁssions: χpr (E)
4π
∫
4π
∫ ∞
0
νpr
(
r, E′
)
Σf
(
r, E′, t
)
ψ
(
r, E′,Ω′, t
)
dE′dΩ′
- Rate of gain due to delayed neutrons:
N∑
i=1
χdel,i (E)
4π
λiCi (r, t)
- Rate of gain due to neutron source: q(r, E,Ω, t)
For neutron kinetics problems, the time-dependent neutron transport equation (Eq. 2.1)
needs to be solved together with the delayed neutron precursor concentration equations
∂Ci
∂t
(r, t) + λiCi(r, t) =
∫
4π
∫ ∞
0
νdel,i(r, E
′)Σf (r, E′, t)ψ(r, E′,Ω′, t)dE′dΩ′
i = 1, 2, ..., N (2.2)
where i represents each delayed neutron precursor group.
The neutron transport equation (2.1) constitutes the grounds of various ﬁelds of nuclear
engineering such as reactor core analysis, nuclear criticality safety and shielding calcu-
lations. When this equation is coupled to the precursor equations (2.2), the whole set
of equations is referred to as space-time kinetics equations. In nuclear reactor analysis,
these equations are employed for three main purposes:
A ﬁrst application involves the steady-state calculation of reactor properties such as keﬀ
eigenvalue and power distribution. This is usually done for diﬀerent reactor conﬁgurations
and various operating conditions. For steady-state problems, the precursor concentration
equations can be ignored and the neutron transport equation becomes time-independent.
A second application comprises the calculation of power transients that last in the
order of seconds to minutes. This type of analysis is done at a full-core level and it is
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governed by the space-time kinetics equations.
Finally, the transport equation is also employed for the calculation of fuel burn-up
and buildup of ﬁssion products. These problems are considered as much slower transients
than the described above as they involve changes in the core isotopic composition over
more extended periods of time. These problems also require the solution of the burnup
equations which are not presented here as there are beyond the scope of this work.
The present work covers the use of the transport equation for the ﬁrst two applications: (i)
steady-state full-core solutions and (ii) power transient (or spatial-kinetics) calculations.
2.2 Computational neutron transport
Except for a couple of simple cases, it is not possible to ﬁnd the exact solution of the
neutron transport equation. Approximate solutions can be provided by two diﬀerent
approaches, which are usually referred to as deterministic and stochastic methods. The
deterministic techniques are those where the neutron transport equation is discretized in
each independent variable (space, angle, energy and time) and solved numerically. On
the other hand, stochastic methods (also known as Monte Carlo) do not require to solve
the transport equation; they instead simulate neutrons one at a time and use probability
distributions to predict the interactions that each neutron will undergo during its lifetime.
Monte Carlo transport methods have the ability to produce very accurate results but
they require large computer power as compared to deterministic solutions.
While Monte Carlo techniques are generally advantageous for problems where high
accuracy is needed and the computational cost can be aﬀorded, deterministic methods
show a much better performance for production calculations. In addition, time-dependent
Monte Carlo simulations are in an early stage of development [8, 9]; whereas time-
dependent deterministic solutions are very well established. Both approaches have been
evolving for the past 60 years, and have been seen as complementary. A more in-depth
comparison between both methods will be later presented.
As it will be shown later, the solution of the neutron transport problem with deterministic
and Monte Carlo methods is of relevance to this work and in particular for the neutronics
analysis of the CROCUS reactor. The sections below will attempt to provide general
information about these methods. Amongst the various deterministic methods, focus will
be given to the neutron diﬀusion theory.
2.2.1 Deterministic methods
As mentioned above, deterministic methods are based on numerically solving the dis-
cretized transport equation. The derivatives and integrals appearing in the continuous
form of the transport equation must also be replaced by a corresponding discrete represen-
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tation. Diﬀerent techniques have been developed to cope with the complex dependence of
the transport equation on its seven independent variables (three spatial, one for energy,
two angular and one for time).
Angular dependence
Many of the methods available for solving the transport equation have been developed
to handle the angular dependency. There are three techniques for approximating the
angular variable:
• Continuous angle expansion: spherical harmonics (PN) method
• Discrete angle representation: discrete-ordinates (SN) method and method of char-
acteristics (MOC)
• Integration over all angles assuming isotropy: collision probability method (CPM)
Details on the above-listed methods are beyond the scope of this work, and therefore they
are not described here. However, it is worth mentioning that the P1 method (1st order
spherical harmonics) is closely related to the diﬀusion theory as it will be described later
(see p. 14).
It is also relevant to note that a less accurate but more straightforward method than the
PN approximations is the so-called simpliﬁed spherical harmonic (SPN) approximation
[10]. Numerical techniques that are appropriate for diﬀusion problems can generally be
easily extended to these equations because the SPN approximation takes a similar form
than the diﬀusion equations. The SPN method provides an eﬃcient solution technique for
full-core calculations as higher angular order relations are used to “enhance” the diﬀusion
solutions.
In particular, the SP3 approximation was used in this work to study the transport eﬀects
in full-core calculations as it considers a higher order angular ﬂux moment than diﬀusion
theory.
Technicalities concerning the PN, SN, MOC and CPM methods can be found in literature
from Lewis and Miller [11], Larsen and Morel [12], Askew [13] and Askew [14], respectively.
Energy dependence
Having discussed the most common approaches to handle the angular dependence in
the transport equation, one can proceed with the treatment of the energy dependence.
This is typically done with the standard multigroup approximation [15]. The multigroup
formulation diﬀers from the original transport equation (Eq. 2.1) in that the energy
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variable is discrete rather than continuous, so all the integrals over the energy variable
can be replaced by sums over the energy groups. The choice of the number of groups and
group structure (energy boundaries between each group) depends on each speciﬁc problem.
For each group, the neutron cross-sections are represented as constants (multigroup cross-
sections) that are computed by ﬂux-weighting the continuous energy cross-sections on
each energy interval. However, at this calculation stage, the ﬂux spectrum (that is used
as weighting function) is unknown and therefore it is required to use an approximated (or
guessed) ﬂux
Σg ∼=
∫ Eg−1
Eg
Σ(E) φapprox(r, E) dE∫ Eg−1
Eg
φapprox(r, E) dE
(2.3)
On top of that, the neutron cross-sections can be extremely complicated functions of
the energy variable and thus the biggest challenge of the multigroup approximation is to
accurately calculate the multigroup cross-sections.
Space dependence
Diﬀerent techniques are available to treat the spatial dependence of the transport equation.
Fine-mesh ﬁnite-diﬀerences, nodal methods, and ﬁnite elements are the most common
approaches. While ﬁnite diﬀerence and nodal methods are relatively easy to implement
on Cartesian spatial grids, other discretization methods, such as ﬁnite element, are
advantageous for non-Cartesian grids (triangular, tetrahedral, or unstructured). Because
the PARCS code employs both ﬁnite diﬀerence and nodal methods, only these methods
will be brieﬂy introduced below. Details about ﬁnite element methods are provided by
Zienkiewicz et al. [16].
The spatial dependence of the transport equation was early treated with classical ﬁnite
diﬀerence schemes. This method consists of approximating the spatial derivatives of the
ﬂux by divided diﬀerences of various orders obtained from a truncated Taylor expansion.
Given that a low-order truncation error is introduced, ﬁnite-diﬀerences schemes require a
ﬁne mesh spacing for acceptable accuracy. The mesh size should be around the smallest
group-wise diﬀusion length1, even if the geometry can be deﬁned using a larger mesh size
[17]. For that reason, ﬁne-mesh ﬁnite-diﬀerence solutions generally treat each fuel pin
separately.
There are two varieties of the ﬁnite diﬀerence method: the mesh-corner and mesh-centered
ﬁnite diﬀerences. The latter has been the most widely used in production codes. The
mesh-centered ﬁnite diﬀerences method assumes that the average neutron ﬂux in a region
1the thermal diﬀusion length in the CROCUS reactor core is ∼ 1.8 cm
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is equal to the neutron ﬂux at the center of that region. The set of ﬁnite-diﬀerence
equations can be obtained, for example, by integrating the diﬀusion equation over each
mesh cell. The resulting diﬀerential terms of the integrated equation are replaced with
ﬁnite-diﬀerence relations obtained from the ﬁrst two terms of the Taylor-expanded neutron
ﬂux. The equations resulting from the ﬁnite diﬀerence relationships are presented in
various classic textbooks as the numerical solution of the neutron diﬀusion equation. In
particular, the textbook by Hébert [18] provides the diﬀerent ﬁnite diﬀerences formulations
for diﬀusion problems.
The posterior development of nodal methods [19] resulted in a more computationally
eﬃcient approach to tackle the spatial discretization. Because these methods allow the
reactor core to be discretized in larger regions (nodes) achieving the same or greater
accuracy than with classical ﬁnite diﬀerence schemes, they have been extensively used
in the nuclear reactor community. However, in order to achieve acceptable accuracy,
nodal techniques need to employ a higher order spatial treatment within each mesh than
classical ﬁnite diﬀerence schemes.
Nodal methods have been evolving over the years and therefore there exist diﬀerent
classes [20]. Only those based on the transverse integration procedure will be discussed
here as they are the ones implemented by the PARCS code. Although they have been
developed in the mid-1970s, they are considered as modern nodal methods, and they
are still used today by most advanced nodal codes [21]. Essentially, this type of nodal
methods approximates the multi-dimensional transport equation by a coupled system
of one-dimensional (1-D) transport equations as it will be later shown. The diﬀusion
approximation is presented in detail on page 14, and will be used here to describe the
transverse integrated nodal methods.
Transverse integrated nodal methods convert the 3-D diﬀusion equation into a system
of three 1-D equations coupled through a transverse leakage term. For example, the
steady-state form of the diﬀusion equation can be integrated over the y- and z- directions
to yield the transverse integrated equation for the x- direction
−Dmg
d2
dx2
φ¯mgx(x) + Σ
m
rgφ¯
m
gx(x)− q¯mgx(x) = −L¯mgx(x) (2.4)
where φ¯mgx is the transverse-integrated ﬂux in the x-direction in node m, q¯mgx is the
transverse-averaged source, and L¯mgx is the transverse leakage term. The transverse-
integrated ﬂux and the transverse leakage term can be computed as
φ¯mgx(x) =
1
ΔyΔz
∫ yn+Δy/2
ym−Δy/2
∫ zm+Δz/2
zm−Δzn/2
φmg (x, y, z) (2.5)
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L¯mgx(x) = −
Dmg
ΔzΔy
[∫ zm+Δz/2
zm−Δz/2
dz
∂
∂y
φmg (x, y, z)
∣∣∣∣ym+Δy/2
ym−Δy/2
+
∫ ym+Δy/2
ym−Δy/2
dy
∂
∂z
φmg (x, y, z)
∣∣∣∣zm+Δz/2
zm−Δz/2
]
(2.6)
where Δy, and Δz are the node dimensions the y- and z-directions, respectively. The
transverse leakage term (L¯mgx) accounts for the neutrons leaving the node in the transverse
directions. The majority of the modern transverse-integrated nodal methods employ an
approximation which uses quadratic polynomials to describe this term. Then, equation
2.6 can be approximated as
L¯mgx(x) = L
m
0gx + p1(x)L
m
1gx + p2(x)L
m
2gx (2.7)
where pj is a polynomial of order j. One-dimensional equations in the y- and z-directions
are derived in an analogous manner and they can all be extended to the time-dependent
form of the neutron diﬀusion equation (2.24). This set of 1-D equations are solved to
satisfy the node balance condition
1
Δx
(
Jmgx+ − Jmgx−
)
+
1
Δy
(
Jmgy+ − Jmgy−
)
+
1
Δz
(
Jmgz+ − Jmgz−
)
+Σmrgφ¯
m
g = q¯
m
g (2.8)
where the plus (+) and minus (-) subindices denote the right directed and left directed
faces of the node m.
It is possible to solve the one-dimensional equations (2.4) with a polynomial expansion of
the 1-D nodal ﬂuxes φ¯mgx(x) (typically in a 4th order) using the Nodal Expansion Method
(NEM), or even analytically using the Analytic Nodal Method (ANM). An excellent
review of transverse integrated nodal methods is that of Lawrence [22]. The paper by
Sutton and Aviles [20] provides an extension to time-dependent problems and a good
summary of methods for solving the neutron diﬀusion equation.
Time dependence
Last but not least, for time-dependent problems (space-time reactor kinetics) the time
variable also needs to be discretized. This is a relevant matter with respect to the subject
of this thesis. The simplest solution is to use the forward-diﬀerence (explicit) scheme.
While it requires low computational eﬀort, a small time-step must be used to obtain
a reliable result. A coarser time-step in the explicit scheme might lead to numerical
instabilities. These instabilities can be solved by employing backward-diﬀerence (implicit)
schemes. The implicit scheme has the advantage that it can provide the unconditional
numerical stability that allows for larger time steps. The time step size is usually limited
by the accuracy of the solution (due to truncation error) rather than by numerical
stability. The downside of the implicit scheme is that it requires a longer computation
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is required because a matrix inversion is carried out at each time step. Another class
of implicit schemes is the theta-diﬀerence method, which is generally stable but also
requires the inversion of a matrix leading to longer computational times. The theta-
diﬀerence method can be reduced, for particular values of theta, to the forward-diﬀerence,
backward-diﬀerence or even the Crank-Nicolson schemes [23].
Diﬀerent approximations to the solution of time-dependent neutron transport problem
(i.e. point reactor kinetics, space-time kinetics) will be discussed later in Section 2.3.2 (p.
22).
More speciﬁcs on classical and modern deterministic techniques for solving the neutron
transport problem can be found in textbooks by Hébert [18] or Azmy and Sartori [24].
2.2.2 Monte Carlo methods
In contrast to deterministic techniques that solve the neutron transport equation, stochas-
tic (or Monte Carlo) methods present a diﬀerent approach where the neutron transport
process is simulated directly without referring to the transport equation. This transport
equation (used by deterministic methods) describes the average neutron behavior in a
medium; however, due to the statistical nature of particle interactions, the actual neutrons
behavior ﬂuctuates around the average with a magnitude that depends on the population
size. This statistical nature provides a logical reason for using stochastic sampling or
Monte Carlo methods to simulate neutron transport processes. Monte Carlo methods
are said to be stochastic because they rely on random numbers to simulate and track
neutrons moving through a certain domain from their birth to death. As a consequence,
Monte Carlo results are slightly diﬀerent if the same problem is run several times.
The Monte Carlo method is the most accurate but also the most computer-intensive
technique for solving the neutron transport problem. The essential idea behind this
method is to simulate millions or billions of random neutron histories and to average
results to determine the behavior of neutrons [25, 26]. Random numbers are used in
each neutron history to sample appropriate probability distributions for travel distances
between collisions, type of reaction after collision, scattering angles and so on. The
following algorithm exempliﬁes the Monte Carlo technique to simulate a neutron history:
1. The neutron’s initial energy, position, and direction are determined by sampling
the source distribution.
2. The distance that the neutron will travel before colliding is sampled stochastically.
3. The material and point of collision are determined.
4. Cross section data is sampled to determine what nuclide will interact with the
neutron (through a collision) and whether the collision is an absorption or a
12
2.2. Computational neutron transport
scattering reaction.
5. If the neutron experiences an absorption reaction, the history is ended. In the case
that the absorption is a ﬁssion reaction, the position of the collision is saved as a
potential starting point for tracking the next generation of neutrons.
6. If the neutron experiences scattering, the outgoing scattering angle and energy are
sampled from the appropriate distributions. In the case of elastic scattering, the
outgoing energy is determined by conservation of energy and momentum.
7. With the energy, position, and direction after the collision, the procedure is repeated
for successive collisions until the neutron is absorbed or leaks out from the system.
Because Monte Carlo results are generated stochastically, they are distributed randomly
and are represented by the mean value and its associated uncertainty (i.e., variance).
A Monte Carlo result reported without its associated uncertainty is meaningless. This
uncertainty is related to the number of neutron histories used for simulating the transport
problem. The standard deviations associated with the mean value varies inversely to
the square root of the number of histories [25]. However, in criticality calculations, a
low uncertainty level does not necessarily ensure good results; convergence of the source
distribution also needs to be assessed for a reliable calculation [27].
Monte Carlo results, such as the reaction rate over a speciﬁc volume, need to be collected
through the course of the simulation. This process is known as tallying or scoring [26].
One of the most serious drawbacks of Monte Carlo techniques is precisely related to the
collection of information averaged over a very small volume, or worse, at a point. For
a ﬁnite number of histories, the variance of the result will rise rapidly as the volume
decreases, since few if any of the particles will collide or even pass through the volume.
Ultimately, the results will become unreliable as one approaches the point limit since for
a given number of N histories the most likely result will be that no particles contribute
to the tally [11].
2.2.3 Deterministic vs. Monte Carlo
Monte Carlo methods present certain advantages over deterministic methods. To begin
with, it is possible to solve problems for the exact geometry (no spatial discretization is
required) and to build arbitrarily complex geometries. With deterministic methods, the
geometry needs to be approximated and if the model is complex, a sophisticated mesh
generation process needs to be carried out.
Monte Carlo codes can also beneﬁt from the use of continuous-energy point-wise cross-
section data directly with no need of self-shielding approximations (with exception of the
unresolved resonance region where probability tables need to be used). This means that
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they be employed to solve problems with extremely complex energy-dependence cross-
section data. As opposed to Monte Carlo, deterministic methods require an extra step in
the calculation scheme to generate multi-group resonance-treated cross-sections that take
into account the valleys and peaks in the resonance region. This can be accomplished by
performing ultra-ﬁne group calculations.
One of the fundamental advantages of Monte Carlo methods is that few approximations
are made to simulate the transport process. The continuous treatment of energy, as
well as space and angle, reduces discretization errors such as those resulting from the
use of multigroup approximations. If the geometry of the system and the probability
distributions that govern the transport process are known, results contain only statistical
errors. Very accurate results can be therefore obtained, provided that enough neutron
histories are run. This is the reason why Monte Carlo methods are used to study
non-standard situations and to verify deterministic results.
Monte Carlo methods are also very versatile and are applicable to any reactor type.
Due to the several approximations made to solve the transport equation, deterministic
methods are, in general, more restricted to speciﬁc reactor types.
On the other hand, deterministic methods can also be advantageous. The clearest
advantage is that, for certain applications, accurate deterministic solutions can be obtained
very quickly. Monte Carlo techniques are much slower and resource-intensive because
they rely on repeated random sampling.
As earlier mentioned, Monte Carlo methods provide results that are collected stochastically
through events (such as collisions) taking place in the volume of interest. This is a serious
shortcoming of these methods since they are extremely time-consuming when detailed
information (e.g. ﬂux) is desired in small regions. Monte Carlo methods are more
eﬃcient for estimating global parameters such as criticality eigenvalue than for local
parameters such as the response of detector located in the core periphery (i.e., far from
the source). Contrarily, deterministic methods provide good knowledge of the average
behavior everywhere.
Last but not least, deterministic methods can provide a solution to reactor kinetics
problems. Time-dependent Monte Carlo transport methods are being developed [8, 7, 9],
however, preliminary results are limited and remain highly computationally expensive.
2.2.4 The diﬀusion approximation
Monte Carlo and deterministic transport methods are not best suited for full-core calcu-
lations because they need large computational eﬀort and memory. What is done instead,
is to use neutron diﬀusion theory to simplify the problem by nearly eliminating the
angular dependence from the transport equation. This simpliﬁcation reduces substantially
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the ﬁnal number of unknowns in a full-core problem. For this reason, the diﬀusion
approximation is the simplest method for solving the neutron transport problem and has
been widely used since the early development of nuclear reactors.
The diﬀusion approximation can be derived from the transport theory by ﬁrst reducing
the angular dependency [15]. This can be done by integrating the transport equation
over angle, which yields the neutron balance in the system, and can be expressed as
1
v
∂φ
∂t
(r, E, t) +∇ · J(r, E, t) + Σt(r, E, t)φ(r, E, t) =∫ ∞
0
Σs(r, E
′ → E, t)φ(r, E′, t)dE′ + Q(r, E, t) (2.9)
The previous equation is known as the neutron continuity equation. In this equation, the
production from ﬁssion reactions is included in the sources term Q(r, E, t).
The continuity equation has two unknowns, the scalar ﬂux φ(r, E, t) and a newly in-
troduced variable: the net current J(r, E, t). This implies that integrating over angle
is not suﬃcient to simplify the problem because a new unknown has appeared. It is
therefore required to introduce a relation between φ(r, E, t) and J(r, E, t) that limits the
angular variation of φ(r, E, t). An elegant way to accomplish this is to expand the angular
dependence of the angular ﬂux ψ using spherical harmonics. As a matter of fact, this
type of expansion is used to derive the PN equations as described in the previous section
(2.2.1). If we retain the ﬁrst two terms, the expansion yields the P1 approximation, which
assumes that the angular ﬂux is a linear function of angle
ψ(r, E,Ω, t) ≈ 1
4π
[φ(r, E, t) + 3Ω · J(r, E, t)] (2.10)
The previous equation is known as the linearly anisotropic ﬂux approximation which, in
practical terms, implies that the ﬂux is nearly isotropic. The P1 equations are then given
by
1
v
∂φ
∂t
(r, E, t) +∇ · J(r, E, t) + Σt(r, E, t)φ(r, E, t) =∫ ∞
0
Σs0(r, E
′ → E, t)φ(r, E′, t)dE′ +Q0(r, E, t) (2.11)
1
v
∂J
∂t
(r, E, t) +
1
3
∇φ(r, E, t) + Σt(r, E, t)J(r, E, t) =∫ ∞
0
Σs1(r, E
′ → E, t)J(r, E′, t)dE′ +Q1(r, E, t) (2.12)
Where Eqs. 2.11 and 2.12 are the zeroth and ﬁrst-moment P1 equations respectively.
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Note that the zeroth moment equation corresponds to the continuity equation (Eq. 2.9).
Σs0 and Σs1 are the isotropic and linearly anisotropic components of the diﬀerential cross
section characterizing elastic scattering. They are approximated as a sequence of terms
in a Legendre polynomial expansion and they are typically referred to zeroth and ﬁrst
scattering moments, respectively [15].
To derive the diﬀusion approximation from the P1 equations (Eqs. 2.11 and 2.12), further
assumptions need to be made. By assuming that all neutron sources are isotropic and
that the neutron current J varies slowly in time, it is possible to arrive to Fick’s law for
neutrons
J(r, E, t) = −D(r, E, t)∇φ(r, E, t) (2.13)
Fick’s law constitutes the basis of the diﬀusion approximation as it expresses that neutrons
tend to diﬀuse from regions of high to lower neutron densities. In this equation, D(r, E, t)
is the diﬀusion coeﬃcient which can be approximated in several ways. The most general
form of the diﬀusion coeﬃcient is given by
D(r, E, t) =
1
3Σtr(r, E, t)
(2.14)
where Σtr is the so-called transport cross-section and can take diﬀerent forms. The
diﬀerent deﬁnitions of the transport cross-section deserve detailed discussion and is
addressed in the following section (p. 17).
Fick’s law (Eq. 2.13) can be used to replace the net current (J) in the continuity equation
(Eq. 2.9) to ﬁnally arrive at the continuous-energy time-dependent diﬀusion equation
1
v(E)
∂φ
∂t
(r, E, t)−∇ ·D(r, E, t)∇φ(r, E, t) + Σt(r, E, t)φ(r, E, t)
=
∫ ∞
0
Σs(r, E
′ → E, t)φ(r, E′, t)dE′
+ χpr (E)
∫ ∞
0
νpr
(
r, E′
)
Σf
(
r, E′, t
)
φ
(
r, E′, t
)
dE′
+
N∑
i=1
χdel,i (E)λiCi (r, t) + q(r, E, t)
(2.15)
The detailed derivation of the diﬀusion approximation can be found in classic textbooks
such as Duderstadt and Hamilton [15].
The neutron diﬀusion theory provides a valid mathematical description of the neutron
behavior when the problem satisﬁes the assumptions made in the derivation of the diﬀusion
approximation. These assumptions are (1) the neutron ﬂux has a weak (linear) angular
dependence, (2) neutron sources -including ﬁssion- are isotropic, and (3) the neutron
current varies slowly in time as compared to the mean time between neutron-nuclei
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collisions. As a matter of fact, only the ﬁrst of these approximations is restrictive since a
weak angular dependence can be associated with neutron ﬂuxes having a weak spatial
dependence. This assumption is violated in the following cases:
(i) near boundaries or interfaces where material properties change abruptly over
distances comparable to a mean free path,
(ii) near localized sources,
(iii) in strongly absorbing media.
It is important to keep these limitations in mind as we apply the diﬀusion approximation
to the analysis of nuclear reactors, in particular for the CROCUS reactor.
Transport cross-section variants
The transport cross section can be regarded as a correction accounting for anisotropies in
the scattering collision process.
The transport cross-section can be derived from the P1 equations (Eqs. 2.11 and 2.12)
and can be formally written as [15]
Σtr(r, E) = Σt(r, E)−
∫ ∞
0
Σs1(r, E
′ → E)J(r, E′)dE′
J(r, E)
(2.16)
where Σs1(r, E′ → E) is the ﬁrst moment scattering cross-section from E′ to E. The
previous equation represents the rigorous deﬁnition of P1 transport cross-section and
implies that the P1 scattering cross-sections are current-weighted. In the context of P1
equations, the neutron current can be represented by the ﬁrst moment of the angular
ﬂux (φ1), which leads to the so-called in-scatter method for the calculation of transport
cross-sections. However this method results impractical because the evaluation of the P1
component of the angular ﬂux (φ1) requires a prior detailed transport calculation [28].
Diﬀerent approximations can be made on Equation 2.16 for a more eﬃcient evaluation
of transport cross-sections. The most elemental (non-corrected) form of the transport
cross-section is given in the case where isotropic scattering is assumed in the laboratory
reference frame (LAB), which implies that Σs1(r, E, t) = 0. In such a case, the transport
correction takes the form of
Σtr(r, E) = Σt(r, E) (2.17)
The previous equation is known as P0 transport cross-section because it consider only the
zeroth moment (P0 component) of the scattering and neglects higher orders. Unfortunately,
the assumption of isotropic scattering is very weak, particularly for low mass number
nuclei scatterers such as hydrogen in light water reactors. Several methods were developed
to correct this P0 transport cross-section by accounting for anisotropy in the scattering
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process. This correction is precisely the reason why the transport cross-section was
introduced for computing diﬀusion coeﬃcients.
The most usual approach to account for scattering anisotropy without having to deal
with the in-scatter method is to simplify Equation 2.16 by assuming that the in-scatter
and out-scatter sources are equal∫ ∞
0
Σs1(r, E
′ → E)J(r, E′)dE′ ≈
∫ ∞
0
Σs1(r, E → E′)J(r, E)dE′ (2.18)
This approximation –known as the out-scatter approximation– can be used to factor out
the neutron current (J) from the integral in Equation 2.16. This yields the out-scatter
transport-corrected-P0 transport cross-section
Σtr(r, E) = Σt(r, E, t)− Σs1(r, E)
= Σt(r, E)− μ0Σs0(r, E)
(2.19)
where μ0 is the average cosine scattering angle and Σs0 the zeroth moment (P0) scattering
cross-section.
The out-scatter approximation neglects the anisotropic contribution to energy transfer
in a scattering collision. This a reasonable assumption in the thermal energy region
where the neutrons are in quasi-equilibrium with the nucleus, however at higher energies,
the scattering becomes more anisotropic, and the assumption loses validity. This is the
reason why the out-scatter (Eq. 2.19) and in-scatter methods (Eq. 2.16) show the most
signiﬁcant discrepancies in the fast energy region. The work by Liu et al. [29] compares
the two methods and conﬁrm the diﬀerences for high neutron energies. For the analysis
of light water reactors and in particular for high-leakage systems like CROCUS, the
in-scatter method is preferred.
Alternative approaches to treat anisotropic scattering can be derived from the in-scatter
method. In these methods, the current spectrum (J) in Equation 2.16 can be approximated
for example by the scalar ﬂux (φ0) or by the ratio of the scalar ﬂux to the total cross-
section (φ0/Σt). A good review of methods for treating anisotropic scattering can be
found the work by Yamamoto et al. [28].
2.3 Practical solution to full-core steady-state and kinetics
problems
Monte Carlo transport methods have the ability to produce very accurate results, however,
full three-dimensional Monte Carlo solutions demand excessive computational task,
with the added inconvenience that time-dependent simulations are in an early stage of
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development [8, 9].
Three-dimensional heterogeneous full-core deterministic transport is also computationally
impractical due to the large number of unknowns (up to 1013) that result from the
discretization of the transport equation. An alternative method to reduce the computer
requirements is that one followed by codes such as DeCART [30], nTRACER [31] and
MPACT code2 [33] where the transport equations are solved only in the radial plane and
diﬀusion theory (or simpliﬁed transport) solutions are used to provide axial coupling.
Unfortunately, full-core solutions using this approach remain computationally expensive.
What is done instead for a more practical approach is to reduce the spatial resolution
of the problem and to simplify the energy dependence by solving the equations for
few-energy groups. The spatial detail is reduced by partitioning the core into unit cells
that are spatially homogeneous. The basic idea behind this simpliﬁcation is to replace
the heterogeneous components of the reactor (such fuel pins or fuel assemblies) with
homogeneous ones. This process is referred to as homogenization and group condensation.
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Figure 2.1 – Multi-step computational scheme for full-core analysis
The general procedure for solving the full-core problem is then based on various stages of
calculations interconnected together. This is shown schematically in Figure 2.1 where the
starting point is the generation of spatially-homogenized few-group cross-sections for each
2The MPACT code also provides 3-D full-core heterogeneous transport solutions, however they demand
prohibitive computer power [32]
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reactor sub-unit. This ﬁrst step is known as a lattice calculation. These homogenized
few-group cross-sections are later used in the second calculation step that typically consists
of using diﬀusion or simpliﬁed transport methods for solving the homogenized (simpliﬁed)
full-core problem.
The sections below will discuss ﬁrst some details about homogenization and group conden-
sation theory and secondly some practical methods for dealing with full-core steady-state
and time-dependent solutions. The computer codes and methods that were chosen in this
thesis for both purposes are also brieﬂy introduced.
2.3.1 Spatial homogenization and group condensation
The lattice calculation is the ﬁrst stage of the calculation scheme and involves the solution
of the steady-state transport problem over a pin-cell or a fuel assembly. At the start of
this procedure, continuous-energy microscopic cross-sections are pre-processed to produce
multigroup cross-sections in hundreds of energy groups. In the case of employing a
Monte Carlo code for the lattice calculation, continuous-energy cross-section data can
be used directly during the transport calculation. Once the ﬁne-group cross-section
library is generated, the materials in each pin-cell (or fuel assembly) of the reactor are
homogenized and cross-sections are further collapsed into few-energy groups (typically to
two groups for light water reactors). The result of the lattice calculation are few-group
spatially-homogenized data (such as macroscopic cross-sections) that are used in the
following step of the calculation scheme: the full-core calculation. There is no unique
process for spatial homogenization since it is possible to preserve diﬀerent quantities3.
There has been extensive debate about the proper manner in which homogenization
should be done [34].
Because the homogenization process involves replacing heterogeneous components with
homogeneous ones, correction factors need to be introduced in order to nearly reproduce
the heterogeneous solution. The generalized equivalence theory (GET) [35] and the
superhomogenization (SPH) equivalence technique [36] are the most common approaches.
The generalized equivalence theory (GET) [35] was introduced as a homogenization
technique applied to nodal methods4. The GET method uses the traditional ﬂux-volume
weighting to obtain the homogeneous cross-sections, which can be computed as:
Σhomg =
∫ Eg−1
Eg
∫
V
Σ(r, E)φhet(r, E)dV dE∫ Eg−1
Eg
∫
V
φhet(r, E)dV dE
(2.20)
3The most relevant quantities that need to be preserved are the surface group-wise neutron currents,
the average group-wise reaction rates and the multiplication factor [17]
4Modern nodal methods are described in page 9
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where φhet is the scalar ﬂux in the heterogeneous system. The integration is carried out
over the homogenized volume V and energy group g.
Interface ﬂux discontinuity factors (fSg ) are then deﬁned as follows to preserve leakage
rates
fSg =
∫ Eg−1
Eg
∫
S
φhet(r, E)dSdE∫
S
φhomg (r)dS
(2.21)
where φhomg is the group-g homogeneous ﬂux. The integration is carried out over the
interface surface S of the homogenized volume.
Since these interface discontinuity factors are deﬁned for each surface, several of them
are assigned to each homogeneous node. Therefore, each factor carries information
about orientation. Finally, the formulation of interface currents can be obtained in
diﬀerent manners depending on the method used for the full-core calculation (for example
ﬁnite-diﬀerence diﬀusion).
Fine-mesh (pin-by-pin) solutions require a diﬀerent homogenization approach. The super-
homogenization (SPH) technique [36] is well suited since it is based on the conservation
of pin-by-pin average reaction rates. The main idea behind the SPH method is to pre-
serve the reaction rates of the heterogeneous problem by using factors that adjust the
homogenized cross-sections.
Homogeneous cross-sections (Σhomg ) can be calculated using traditional ﬂux-volume
weighting (Eq. 2.20). However, if the boundary conditions in the homogenized system
are diﬀerent from those in the heterogeneous system, reaction rates are not preserved.
Therefore, SPH factors (μg) are introduced to correct the homogenized cross-sections
μg =
∫ Eg−1
Eg
∫
V
φhet(r, E)dV dE∫
V
φhomg (r)dV
(2.22)
Then, the SPH correction is applied as
Σhom-SPHg = μg · Σhomg (2.23)
Since the neutron ﬂux in the homogenized system (φhomg ) depends on the SPH-corrected
homogenized cross-sections (Σhom-SPHg ), the SPH factor set (μg,i) needs to be obtained
through iterative calculations.
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Spatial homogenization and group condensation has traditionally been done with deter-
ministic transport codes such as CASMO [6] and HELIOS [37]. Any of the transport
methods discussed in Section 2.2 can be used for the lattice calculation stage. Even
Monte Carlo techniques can be now used for the generation of homogenized data. In
the past decade there has been considerable progress precisely on using Monte Carlo
techniques for spatial homogenization and group condensation purposes [26, 38]. Monte
Carlo oﬀers several advantages over traditional deterministic methods; some of which
are described in the comparison between deterministic and Monte Carlo methods (see
p. 13). In the particular case of the CROCUS reactor, Monte Carlo lattice calculations
are of great advantage due to the complicated assembly design and the impossibility to
subdivide the core into repeatable units (such as fuel assemblies). The Serpent code
[39] is a good example of a Monte Carlo code that can produce homogenized data for
the full-core calculation. It has been chosen primarily for the generation of few-group
constants and kinetic data for the CROCUS reactor, and secondly to provide full-core
steady-state reference solutions for some numerical benchmarks. Section 2.3.3 provides a
brief description of the code.
A review of lattice calculation techniques and homogenization theory has been published
by Knott and Yamamoto [40].
2.3.2 Full-core calculations: steady-state and neutron kinetics
The last stage in the multi-step computational approach is the full-core calculation.
At this level, continuous-energy microscopic cross-sections have already been reduced
to few-group macroscopic cross-sections that are problem-dependent. Because spatial
homogenization was performed during the lattice calculation stage, full-core spatial detail
is reduced to homogeneous unit blocks. If the full-core solutions are provided by ﬁnite
diﬀerence schemes (i.e., spatial discretization with low order polynomials), these unit
blocks are typically represented by pin-cells. The use of coarse-mesh and nodal methods
(i.e., discretization with higher order polynomials) allow the choice of much coarser unit
blocks such as fuel assemblies. Figure 2.2 illustrates the diﬀerences between typical
ﬁne-mesh and coarse-mesh full core computational schemes.
Although not strictly limited to diﬀusion-like methods, diﬀusion theory or simpliﬁed
transport methods such as SP3 [41] are the simplest approaches to solve the full-core level
problem. The problem is solved typically for few-energy groups and is represented, for
example, by the multi-group form of the time-dependent diﬀusion equations
1
vg
∂φg
∂t
(r, t) = ∇ ·Dg(r, t)∇φg(r, t)− Σrg(r, t)φg(r, t) + qg(r, t)
g = 1, ..., G. (2.24)
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where g is the energy group index, Σrg ≡ Σtg − Σsgg is the removal cross-section deﬁned
as the diﬀerence between the total cross-section and the in-group scattering cross-section.
qg is the group-g source representing the scattering transfer matrix, prompt ﬁssion source
and delayed neutron source.
The spatial discretization methods mentioned above allow transforming the multi-group
diﬀusion (or simpliﬁed transport) equations into a matrix system that can be solved
by standard numerical analysis techniques. These techniques are well described in the
textbook by Hébert [18].
The methods that allow the calculation of steady-state parameters can also be extended
to calculate the time evolution of neutron ﬂux distribution [17]. This can be achieved by
adding the time derivative and delayed neutron precursor source terms to the steady-state
diﬀusion (or transport) equations and coupling them to the delayed neutron precursor
equations (Eq. 2.2, p. 6). This whole set of equations are known as space-time kinetics
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equations.
There are several approaches to solve the time-dependent problem [20]. The most
relevant with respect to the subject of this thesis are point-reactor kinetics approximation,
space-time factorization methods and direct space-time kinetics methods.
Point-reactor kinetics approximation
In the ﬁfties, the lack of reliable numerical methods and limited computer power encour-
aged the development of computer-eﬃcient methods to solve the time-dependent transport
problem. The point-reactor kinetics approximation is one of the earliest methods [42]
based on the factorization of the neutron ﬂux into the product of two functions
φ(r, E,Ω, t) = Ψ0(r, E,Ω) · p(t) (2.25)
where Ψ0(r, E,Ω) is the position- energy- and angle-dependent shape function calculated
at t = 0, and p(t) the ﬂux amplitude function that depends only on time.
The assumption that the neutron ﬂux varies in amplitude without changing its spatial
distribution implies that the reactor can be conceptually reduced to zero-dimensions in
space, that is a point. Even though this assumption may not be valid for all reactor types
and problems, the point-reactor kinetics approximation has had strong physical relevance
and is still an important utility for nuclear engineering, in particular for tightly coupled
systems.
The derivation of the point-reactor kinetics equations can be done in several diﬀerent
ways, however this is beyond the scope of this work. It can be found in classic textbooks
such as Duderstadt and Hamilton [15] or Ott and Neuhold [43].
In the case of an initially critical reactor, the most traditional form of the point-reactor
kinetics equations is given by
p˙(t) =
ρ(t)− β(t)
Λ(t)
p(t) +
N∑
i
λiCi(t) (2.26)
C˙i(t) =
1
Λ(t)
βi(t)p(t)− λiCi(t), i = 1, 2, ..., N. (2.27)
where p(t) is the instantaneous power being generated in the reactor, Ci(t) is the delayed
neutron precursor population for the ith group, N the number of delayed neutron
groups, λi the decay constant of ith group delayed neutron precursors, βi the eﬀective
delayed neutron fraction for the ith group, β(t) =
∑N
i βi(t) the total eﬀective fraction,
ρ(t) = [k(t)− 1]/k(t) the reactivity, and Λ(t) the mean neutron generation time.
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Equations 2.26 and 2.27 are a set of N+1 coupled equations that describe the time-
dependence of the neutron population (or power) in the reactor and the decay of the
delayed neutron precursors respectively.
It is important to diﬀerentiate the physical from the eﬀective delayed neutron fraction.
The physical delayed neutron fraction is simply the fraction of neutrons emitted from
the radioactive decay of certain precursors of the ﬁssion products. Because delayed
neutrons appear with somewhat lower energies than do the prompt ﬁssion neutrons, in
a thermal reactor they undergo a more favorable slow down process which results in
a higher probability of inducing thermal ﬁssions. To take account for this eﬀect, the
physical delayed neutron fraction can be corrected to produce the eﬀective delayed neutron
fraction. The calculation of eﬀective delayed neutron fraction is typically performed
employing the adjoint ﬂux as a weighting function. This allows accounting for the spatial
and energy-dependence of the emitted neutrons. This which is rigorously presented in the
textbook by Ott and Neuhold [43]. The adjoint ﬂux is typically referred to as neutron
importance function which is subject of study in the ﬁeld of perturbation theory [17].
Having stated the diﬀerences between the eﬀective and physical delayed neutron data,
it is important to bear in mind that the former ones should be used to account for the
spatial and spectral eﬀects.
The major limitation of the point-reactor kinetics model is in the assumption that the
neutron ﬂux shape is calculated at t = 0 and remains constant in time. This assumption
is valid for transients where ﬂux perturbations are uniform across the core or for tightly
coupled small reactors, where the ﬂux shape remains fairly invariant during a transient. For
rapid transients where spatial eﬀects are important, one needs to rely on spatial-kinetics
treatment, which is governed by the coupled time-dependent diﬀusion (or simpliﬁed
transport) and precursor concentration equations.
Space-time factorization kinetics
More sophisticated methods were developed in the late ﬁfties to account for the deﬁciencies
in the point-reactor kinetic approximation. Many of these methods are also based on
the space-time factorization of the neutron ﬂux. However it is important to note that,
as compared to the point-reactor kinetic model, the shape function is allowed to vary in
time
φ(r, E,Ω, t) = Ψ(r, E,Ω, t) · p(t) (2.28)
where Ψ(r, E,Ω, t) is the position-, energy-, and time-dependent shape function and p(t)
the time-dependent amplitude function.
The incentive for using these techniques is that in many situations the shape function
is only weakly dependent on time, and thus it can be computed or updated on a less
25
Chapter 2. Theoretical background and current methods
frequent basis than the amplitude function. Because the shape function is considerably
more computationally expensive to calculate than the amplitude function, space-time
factorization methods can often produce results with less computer resources than direct
methods (described next) with minimal accuracy losses.
The most elemental of these space-time factorization methods is the so-called adiabatic
approximation [44]. In this method, the time-dependent shape function Ψ(r, E,Ω, t),
determining the spatial distribution of the neutron ﬂux, is computed from solutions
of the static problem. The amplitude function p(t) is found from the solution of the
point-reactor kinetics approximation.
The adiabatic method is essentially an extension of the point-reactor kinetics model
because the shape function is not only calculated at t = 0 but also updated at diﬀerent
times along the transient. Because the time-dependent changes are reﬂected in the spatial
distribution of the ﬂux, the adiabatic approximation is expected to produce signiﬁcantly
better results than the point-reactor kinetics approximation. However, one cause of
inaccuracies in this approach is that delayed neutrons are not taken into account for
the solution of the shape function. In other words, the neutron ﬂux distribution is
determined in absence of delayed neutrons. This approximation may become weak for
large and weakly coupled cores undergoing fast perturbations, where the ﬂux shape slowly
approaches its perturbed static state. Stacey [17] referrers to this retardation in the
establishment of the ﬂux as delayed neutron holdback eﬀect.
A series of similar but more elaborate approximations known as quasi-static and improved
quasi-static approximations were later developed to account for the eﬀect delayed neutrons
on the ﬂux shape. These methods are presented in detail in the textbook by Ott and
Neuhold [43].
Direct space-time kinetics
The most straightforward techniques for solving the space-time kinetics equations are
those referred to as direct space-time kinetics methods. These methods ﬁrst discretize
the time-dependent multigroup diﬀusion and associated precursor equations in space to
form a coupled set of equations in time. The equations can then be solved using diﬀerent
time discretization schemes to ﬁnally obtain the space- and time-dependent behavior of
the neutron ﬂux.
The PARCS code [45, 46] is a good example of a three-dimensional neutron kinetics code
that can solve the time-dependent problem using direct methods. It has been chosen for
the 3-D steady-state and time-dependent modeling of the CROCUS reactor. Section 2.3.4
provides a brief description of the code.
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2.3.3 The Serpent Code
Serpent [39] is a three-dimensional continuous-energy Monte-Carlo code that has been
speciﬁcally designed for lattice physics applications. The Serpent code has been developed
at VTT Technical Research Center of Finland and it is now being extended to a multitude
of other applications including time-dependent and coupled multi-physics simulations [47].
It has been used in the present work primarily for the generation of few-group constants
and kinetic data for the CROCUS reactor, and secondly to provide full-core steady-state
reference solutions for some numerical benchmarks.
In general, cross-section homogenization are performed using a sub-region of the core such
as a fuel assembly using periodic of reﬂective boundary conditions; which assumes that
the sub-region can be decoupled from the other regions of the core. This conﬁguration
produces inaccuracies in spatial and energy dependence of the neutron ﬂux, which
are later translated as inaccuracies of homogenized parameters. This problem can be
corrected by introducing artiﬁcial leakage into the system with leakage models such the
B1 fundamental mode [48]. The problem can be also solved, and in a more accurate
manner, if the full-scale geometry is used to spatially homogenize the cross-sections and
generate delayed neutron data for 3-D spatial kinetics solutions. In most cases, this is
impractical due to the high computational cost that results from full-scale Monte Carlo
transport calculations. Fortunately, the small size of the CROCUS reactor core and the
absence of fuel burn-up eﬀects reduce the computational cost and therefore make full-core
Monte Carlo calculations feasible.
The Serpent code uses a universe-based geometry model for describing structures. Uni-
verses also deﬁne the regions where spatial homogenization and energy collapsing take
place. By using the full-core Serpent model of the reactor, the exact neutron ﬂux spectrum
is used for the ﬂux-volume weighting of cross-section and there is no need to rely on
leakage models. The whole few-group constants data is produced in multiple universes
within a single run.
The Serpent code approach for spatial homogenization and energy condensation to
few-energy groups is handled in two steps [49]
(1) In the ﬁrst place, ﬁne-group homogenized cross-sections (Σhomh ) and ﬂuxes (φ
hom
h )
are calculated using the standard ﬂux-volume weighting
Σhomh =
∫ Eh−1
Eh
∫
V
Σ(r, E)φhet(r, E)dV dE∫ Eh−1
Eh
∫
V
φhet(r, E)dV dE
(2.29)
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φhomh =
∫ Eh−1
Eh
∫
V
φhet(r, E)dV dE (2.30)
where h is the index for the ﬁne-group structure. The integrals in Equations 2.29 and
2.30 are obtained using standard Monte Carlo tallies.
(2) Secondly, the ﬁne-group cross-sections are ﬂux-weighted to be condensed into a
coarser energy group structure
Σhomg =
∑
h∈g
Σhomh φ
hom
h∑
h∈g
φhomh
(2.31)
As earlier mentioned, if the spatial homogenization is carried out over a sub-assembly
with reﬂective boundary conditions, leakages models can be used to account for the
non-physical inﬁnite-lattice approximation and to condense cross-sections with a corrected
spectra.
Equations 2.29 to 2.31 can be used as the standard approach to derive the total, absorption
ﬁssion cross-section and inverse neutron velocities. On the other hand, group transfer
scattering matrices are generated using an analog estimator [49]. The generation of
delayed neutron data represents an area where a great deal of eﬀort needs to be made
[50] and is later discussed. However, as Leppänen et al. [26] stated in his work, the real
challenge of Monte Carlo few-group constant generation is in the calculation of transport
cross-sections (or diﬀusion coeﬃcients).
Diﬀusion coeﬃcients
Serpent uses two approaches to estimate diﬀusion coeﬃcients from ﬂux-weighted ho-
mogenized parameters. The ﬁrst one is based on calculating transport cross-section
deriving from the P1 equations as described in Section 2.2.4. The rigorous deﬁnition of
the P1 transport cross-section requires the evaluation of current integrals to weight the P1
scattering cross-sections. However, this is diﬃcult to achieve in Monte Carlo simulations
[49] and therefore, the Serpent code needs to rely on the out-scatter approximation
to compute transport-corrected-P0 transport cross-section. In that case, the diﬀusion
coeﬃcients are given by
Dg(r) =
1
3 [Σt,g(r)− μ0Σs0,g(r)]
(2.32)
where μ0 is the average cosine scattering angle and Σs0,g the zeroth moment (P0) group
scattering cross-section. The cosine scattering angle is obtained from the direction vectors
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of the incident and emitted neutron in the scattering event and Σs0,g from the group
transfer scattering matrix.
The second approach used by the Serpent code to estimate diﬀusion coeﬃcients is related to
the solution of the B1 leakage model. Because cross-sections have been homogenized using
the full-core geometry, the use of leakage models are irrelevant to this work, and will not
be discussed here. More details concerning Serpent’s methods for spatial homogenization
and group condensation can be found in a publication by Leppänen et al. [49].
Delayed neutron data
The importance of using adjoint-weighted delayed neutron data has been already stated
in Section 2.3.2, hence the generation of physical kinetic parameters is not discussed here.
The deterministic approach for producing adjoint-weighted parameters requires the explicit
solution for the adjoint ﬂux which is a diﬃcult task for continuous-energy Monte Carlo
codes. For this reason, there exist diﬀerent methods developed for Monte Carlo codes
to calculate importance-weighted kinetic parameters without the need for an explicit
solution of the adjoint ﬂux. Each of the techniques yields a slightly diﬀerent result as
shown in the paper by Leppänen et al. [50].
One of the methods implemented in Serpent that accounts for delayed neutron importance
has been initially proposed by Meulekamp and van der Marck [51]. The method consists
in approximating the βeﬀ as the ratio of the average number of ﬁssions generated by
delayed neutrons to the average number of ﬁssions generated by all neutrons.
Recently, the Serpent code has implemented a more accurate approach based on the
iterated ﬁssion probability (IFP) method [52]. Speciﬁcs about the IFP method exceeds
the scope of this work, however, the theory and implementation in Serpent can be found
in the publication by Leppänen et al. [50]. The current limitation of the iterated ﬁssion
probability method is that it produces core-averaged kinetic parameters instead of a set
of parameters for each homogenized region.
Other methods for calculating kinetic parameters are available in Serpent, however, the
iterated ﬁssion probability produces the best results [50], and for this reason, it was
chosen for the kinetic modeling of the CROCUS reactor.
2.3.4 The PARCS code
One of the main objectives of the present work is to employ advanced diﬀusion codes
that have been adopted by industry for the modeling of non-conventional research core
reactors like CROCUS. PARCS [45, 46] is a multi-dimensional diﬀusion kinetics code
developed by the U.S. Nuclear Regulatory Commission (NRC) for the full-core analysis
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of commercial power reactors. It represents, as of today, the state-of-the-art for diﬀusion
calculations in thermal reactors.
PARCS has been extensively used for the analysis of commercial light water reactors
(LWR), and it is precisely for this application where veriﬁcation and validation eﬀorts
have been made [53, 54, 55]. The extension of the PARCS code to the analysis of small
high-leakage systems like CROCUS is interesting not only for research reactors but also
for small modular reactors (SMR) applications. However, PARCS performance for these
kind of reactors has not been exhaustively examined yet. For the reason stated above,
the PARCS code has been selected for the 3-D steady-state and time-dependent modeling
of the CROCUS reactor.
Early versions of PARCS were limited to a two-group nodal diﬀusion scheme. Later
developments implemented other solution kernels such as time-dependent multi-group
diﬀusion and simpliﬁed P3 solvers [46]. The PARCS code is essentially a nodal code,
however, it also provides the ability to solve the neutron diﬀusion equation using the
classical ﬁnite diﬀerence method (FDM), which is more suitable for ﬁner mesh structures
such as the one in the CROCUS reactor. The PARCS code can be coupled to an external
thermal-hydraulics code for calculations with cross sections feedback, however, as earlier
stated, this is not necessary for the CROCUS reactor due to the low power that limits
the thermal feedback eﬀects.
Spatial treatment
To solve the three-dimensional multigroup diﬀusion equations, PARCS employs a trans-
verse integration procedure (described in Section 2.2.1) where the thee-dimensional
equations are converted into three one-dimensional equations coupled through a trans-
verse leakage terms. The resulting set of 1-D equations can be solved using various high
order methods such as the analytic nodal method (ANM), the nodal expansion method
(NEM) or a hybrid combination of both.
PARCS nodal solutions are implemented within the framework of the nonlinear coarse
mesh ﬁnite diﬀerence (CMFD) iterative solution scheme introduced by Smith [56]. In the
CMFD method, a coarse level ﬁnite diﬀerence discretization scheme is used to solve the
diﬀusion problem. The coarse mesh solution is updated by a high order nodal method after
a given number of iterations to improve the CMFD accuracy. The CMFD is essentially
an acceleration scheme designed to minimize memory requirement and computing time
associated with the higher-order nodal methods above mentioned.
In addition to nodal methods, PARCS implements the classical ﬁne-mesh ﬁnite diﬀerence
(FMFD) scheme for the spatial discretization of the three-dimensional diﬀusion problem.
The coarse mesh ﬁnite diﬀerence (CMFD) or coarse mesh rebalancing (CMR) strategies
can be used to accelerate global FMFD solution. The FMFD solver is designed for
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three-dimensional pin-by-pin diﬀusion calculations where the explicit representation of
pin cells is required.
Time-dependent solutions
To solve the time-dependent equations, the PARCS code ﬁrst initializes the transient by
solving the steady-state core condition. Even though this can be accomplished by solving
a steady-state ﬁxed source problem, most time-dependent analyses are based on an initial
condition achieved by an eigenvalue calculation because the external source is meaningful
only for low power physics test conditions. The eigenvalue is determined during the initial
steady-state calculation and remains constant during the transient calculation.
The PARCS code treats the temporal dependence in a manner that results in a ﬁxed
source problem, which is formulated by employing the analytic precursor integration,
the theta method temporal diﬀerencing, and the CMFD spatial diﬀerencing. Once the
problem is initialized by the eigenvalue calculation, the transient calculation begins by
constructing the transient ﬁxed source and solving it at the ﬁrst time point, which is then
repeated at each subsequent time step.
Although PARCS is essentially a diﬀusion code with multi-group capabilities, it also
provides simpliﬁed P3 (SP3 transport solutions implemented in the FMFD kernel. Time-
dependent SP3 solutions are therefore also available in PARCS for situations where
transport eﬀects are signiﬁcant and diﬀusion theory loses validity.
The following PARCS solvers have been used the present work. The CMFD-only (i.e.,
CMFD with no nodal update) kernel was used to provide two-group diﬀusion solutions
and the FMFD kernel was used to provide multigroup diﬀusion and multigroup SP3
solutions. The reason for using the CMFD-only kernel instead of the FMFD kernel for
two-group diﬀusion solutions is that the later does not allow to use detectors and albedo
boundary conditions which are needed for the CROCUS modeling. In addition, the nodal
update option was not required as the spatial mesh size is in the order of the smallest
group-wise diﬀusion length, which allows achieving numerical and spatial convergence for
the CROCUS solution.
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3 The CROCUS zero-power reactor
The present work has been based on the CROCUS zero-power reactor [1] for carrying out
a variety of reactor physics experiments for the validation of computational models. This
chapter provides detailed information about the CROCUS facility, which is required, on
one side as a basis for the description of the experimental activities, and on the other side
for the description of the computational studies. The experimental and computational
analyses of the CROCUS reactor are presented in Chapters 4 and 5, respectively.
CROCUS is a light-water-moderated nuclear reactor located at the EPFL Lausanne
campus in Switzerland. It is operated by the Laboratory for Reactor Physics and Systems
Behaviour (LRS) of the Swiss Federal Institute of Technology Lausanne (EPFL). The
reactor power is limited to a maximum of 100 W, producing practically no heat which
allows it to be classiﬁed as a zero-power reactor. The magnitude of the neutron ﬂux
reaches approximately 2.5× 107 neutrons/cm2/s at the center of the core for a reactor
power of 1 W.
The CROCUS reactor core presents a nearly cylindrical shape with a diameter of ap-
proximately 58 cm and a height of 100 cm. The distinct feature of the reactor is its core
composed by two radial fuel zones which are arranged in two diﬀerent square lattices as
illustrated in Figure 3.1.
The core reactivity is controlled by a variation of the water level with an accuracy of
±0.1 mm (equivalent to ±0.4 pcm) or by means of two control rods containing natural
boron carbide (B4C) sintered pellets located symmetrically within the outer fuel region
as shown in Figure 3.1b.
Light water (H2O) is used as neutron moderator. The outer fuel zone is surrounded by
light water up to a diameter of 130 cm, which serves as neutron reﬂector. The core and
reﬂector are contained within an aluminum water tank with a thickness of 1.2 cm and
diameter of 132.4 cm. The water temperature is adjusted and kept at approximately
20 ◦C by a hydraulic circuit system.
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Figure 3.1 – Overview of the CROCUS reactor
There are two grid plates (as shown in Figure 3.1a) that are used to arrange the fuel in
the diﬀerent lattice structures and to keep them in a vertical position. The upper grid
plate is ﬁxed to a solid stainless steel structure to prevent the radial displacement of the
upper core region. This metallic structure is not shown in the ﬁgures and not included
in the description either because it is located far enough from the reactor core and thus
has negligible inﬂuence on the reactor’s reactivity . Figure 3.1a shows an overview of the
main reactor structure and components.
The essential nuclear instrumentation is composed by four detection channels (see Fig.
3.1): two pulse channels (ﬁssion chambers) and two current channels (ionization chambers)
which are used for safety and core monitoring purposes, repetitively. The four detectors
are located in the core periphery and are kept in place through supports attached to the
upper grid plate.
The reactor possesses six independent shut down mechanisms allowing it to be brought
to a sub-critical state in less than one second. There are two cruciform shaped cadmium
(Cd) blades at the core center and four safety tanks operated by a valve system that allow
to decrease the moderator level.
A biological shield is placed around the reactor to protect operating personal from the
radiation released during the reactor’s operation. This concrete enclosure has a ground
area of 6.5 m x 7 m and is 6.1 m high. The thickness of the walls is 130 cm. A lateral
door with the same thickness, weighting 14 tons, allows the access inside the cavity for
the operating personal. At the top, a 50 tons movable cover can leave an aperture of 2 m
by 3 m over the core to handle the core using a polar crane.
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Because of the low power of the CROCUS reactor, the behavior of the neutron population
inside the core is virtually not inﬂuenced by thermal eﬀects. An additional advantage
of the low neutron ﬂux levels is that fuel burn-up eﬀects can also be neglected. Given
that the neutronics phenomena can be addressed in an isolated manner (without thermal
feedback and fuel burn-up eﬀects), zero-power reactors like CROCUS provide an optimal
and powerful mean to validate stand-alone neutronics codes.
3.1 Fuel description
As mentioned earlier, the CROCUS reactor core presents two diﬀerent kinds of fuel rods.
The central core region is fueled with 336 UO2 fuel rods (1.806 wt.%-enriched) that are
arranged in a square lattice with a pitch of 1.837 cm. The peripheral region is loaded
with 176 U-metal fuel rods (0.947 wt.%-enriched) with a pitch of 2.917 cm. The U-metal
fuel rods have a larger diameter than the UO2 ones. A two-fold rotational symmetry is
achieve with this fuel arrangements. Although several other arrangements are possible in
the CROCUS reactor, the one previously described is the only one used for the present
work.
The UO2 and U-metal fuel rods use an aluminum cladding to contain the fuel pellets.
The cladding is kept in vertical position by means of the upper grid and lower grid plates,
which are spaced 100 cm apart. Helium is used to ﬁll the gap between the fuel pellets and
336 U02 cells (square lattice with 18.37mm pitch)
 
 
UO2 cell
Umetal cell
Helium (used for gap between fuel and clad)
176 Umetal cells (square lattice with 29.17mm pitch) Light water moderator and reflector
B4C control rod
583.41300
Not to scale
18.37
29.17
10.52
10.9
12.6
17.0
17.35
19.3
Cladding
He gap
Fuel
Water gap
between lattices
Figure 3.2 – Radial arrangement of the CROCUS components. Dimensions in mm.
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aluminum cladding. Springs at the top of the fuel rod are used to keep the fuel pellets
together (see Fig. 3.3).
Both grid plates contain a 0.50 mm thick cadmium layer that are used to limit the thermal
ﬂux in the axial direction. The active part of the fuel has a length of 100 cm and begins
at the top surface of the lower cadmium layer. All fuel rods sit on an aluminum base
plate, which is ﬁxed to a core support structure. The lower grid is screwed to the base
plate using spacers of 2.15 cm (see Figure 3.3).
The radial and axial arrangement of the fuel rods are shown in Figure 3.2 and 3.3
respectively. Figure 3.4 shows the dimensions for the base and grid plates. Tables 3.1
and 3.2 provide speciﬁc information about the fuel rods and structural components of the
reactor core.
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Figure 3.3 – Axial arrangement of the CROCUS components. Dimensions in mm.
Table 3.1 – CROCUS reactor fuel rod information
UO2 Umetal
Fuel diameter [mm] 10.52 17.00
Internal cladding diameter [mm] 10.90 17.35
External cladding diameter [mm] 12.60 19.35
Fuel lattice pitch [mm] 18.37 29.17
235U enrichment [wt. %] 1.806 0.947
Fuel density [g/cm3] 10.556 18.677
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Figure 3.4 – Top view of CROCUS grids and base plates. Dimensions in mm.
Table 3.2 – Materials data for structural components in the CROCUS reactor
Component Material Density [g/cm3]
Base plate and grid plates
Aluminum 2.70Fuel cladding
Fuel rod plugs
Cadmium layers Cadmium 8.65
Springs Fe - Cr - Ni - Mn 7.8270.35 - 19.15 - 8.50 - 2.00 (%)
Moderator Light water 9.98× 10−1
Fuel rod ﬁller gas Helium 1.64× 10−4
Material above water level Air 1.20× 10−3
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3.2 Control rods description
Two B4C control rods can be used in the CROCUS reactor to be able to adjust the reactor
power without having to vary the moderator level. The reactor is typically operated with
both control rods withdrawn, in which case the critical moderator level is approximately
952 mm. Alternatively, critical state can be reached with a maximum moderator level of
1000 mm. In such a case, the control rods need to be partially inserted to compensate for
the reactivity excess. The reactivity worth of each control rod is about 175 pcm (or 0.23
$).
An automatized system allows to move the control rods with a precision below 1 mm at
diﬀerent speeds. The rods can be inserted or withdrawn from the core in less than one
second. The drop speed of the control rod is essentially limited by gravity.
Each control rod consists of a pile of natural B4C pellets contained within a thin stainless
steel tube (0.46 mm thick) as illustrated in Figure 3.5. This thin inner tube is protected
by an outer 2 mm thick stainless steel tube that holds the entire control rod. The control
rod is suspended from a cable and is inserted into the aluminum guide tubes that are
identical to the cladding used for the U-metal fuel rods. Two Teﬂon rings surround the
outer (thick) stainless steel tube on the top and bottom to allow a smooth gliding between
surfaces and to avoid horizontal oscillations. Table 3.3 provides detailed information
about the control rods. The geometrical and material information for the guide tube are
the same than for the U-metal rods.
Al guide tube (fixed)
Dext=19.3  t=0.975
Outer SS tube
Dext=16.0  t=2.0
Inner tube
Dext=9.57  t=0.46
B4C pellets
Dext=8.47
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Figure 3.5 – CROCUS B4C control rods. Dimensions in mm.
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Table 3.3 – B4C control rods data. Guide tube not included
B4C pellets Inner tube Outer tube
Material
10B(19.9%) 11B (80.1%) SS† 316 SS 31612C (98.9%)13C (1.1%)
External diameter [mm] 8.47 9.57 16
Thickness [mm] - 0.46 2.00
Height [mm] 1003‡ 1024 1025
Density [g/cm3] 1.79 8.10 8.1
† Stainless steel, ‡ stack of pellets
3.3 Nuclear instrumentation
Out-of-core detectors
As mentioned earlier, the reactor possesses four main out-of-core neutron detection
channels. Two Photonis CFUM21 ﬁssion chambers are used in pulse mode primarily for
safety purposes but also for core monitoring. These detectors are double deposit 235U
ﬁssion chambers with a sensitivity of 0.01 cps/nv1.
The second series of detectors consists of two Merlin Gerin CC54 10B-coated compensated
ionization chambers that are used in current mode for core monitoring. While the main
purpose of the 10B-coated electrodes is to detect neutrons, they also interact with the
ﬁeld of gamma radiation. To compensate for this eﬀect, a second electrode insensitive
to neutrons is used to detect the gamma photons and to remove the gamma-generated
currents from the main signal. These ionization chambers have a sensitivity of 3× 10−5
nA/nv. Table 3.4 provides detailed data for these four out-of-core detectors.
Table 3.4 – Data for CROCUS nuclear instrumentation
Ionization chambers Fission chambers
Active deposit 10B (92 wt. % enriched) 235U (> 90 wt. % enriched)
Surface density [mg/cm2] 1 0.07
Sensitive length [mm] 355 120
Sensitive surface [cm2] 769 N/A
Inner electrode φext [mm] 25 N/A
Outer electrode φext [mm] 36 25.4
Coordinates∗ (x, y, h) [cm] -8.60, 36.35, 47.65 (IC-1) 35.80, 8.70, 9.9 (FC-1)8.60, -36.35, 47.65 (IC-2) -35.80, -8.70, 9.9 (FC-2)
∗Coordinates for center of sensitive part, φext: external diameter
1 nv = neutron ﬂux measured in neutrons/cm2/sec.
39
Chapter 3. The CROCUS zero-power reactor
In-core detectors
In addition to the four detectors earlier mentioned, an in-core miniature ﬁssion chamber
(Photonis CFUF34) is used for local ﬂux measurements. The ﬁssion chamber is allowed
to move axially and radially within the active core and reﬂector regions. The sensitive
part of the detector has a diameter of φ = 4.7 ± 0.5 mm, a sensitive length of 27 mm
and is loaded with approximately 1 mg of 235U (∼ 100 wt%-enriched). The chamber is
ﬁlled with a mixture of Argon (96 %) and Nitrogen (4 %) at a pressure of 1500 kPa.
The detector is used in pulse mode, where the sensitivity to thermal neutrons is of 0.001
cps/nv. The detector is mounted at the end of a vertical shaft, which is suspended from
rails running parallel to the central slit in the upper grid plate (see Fig. 3.6).
A computerized system, known as TRAX (french acronym for Translateur Radial AXial),
controls the radial and axial movement of the miniature ﬁssion chamber with a precision
of 1 mm. In the axial direction, the chamber can move from top to bottom, and in the
radial direction, the displacement is limited to the central slit as shown in Figure 3.6.
Supporting structure
Radial direction of motion
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Mobile fission chamber
Figure 3.6 – Translateur Radial AXial (TRAX) system for in-core ﬁssion chamber scans
40
4 Experimental analysis
Numerical studies on reactor physics have always been a key tool for research and industry.
Today, more sophisticated simulations are possible as a result of the continuous and
enormous advances in computing power seen over the past decades. These simulations
often rely on validated computer codes or techniques to verify results and computational
schemes. The high-ﬁdelity and accuracy of Monte Carlo methods provide a logical basis
for code veriﬁcation. However experimental studies are still of paramount importance to
validate the consistency between computational results and experimental observations.
In the present work, it is of particular interest to estimate the accuracy of the Serpen-
t/PARCS scheme for the steady-state and transient modeling of the CROCUS reactor.
This can be achieved by comparing the computational results with experimental data. In
an attempt to do so, a series of experimental measurements were carried out focusing
on the estimation of static parameters such as ﬁssion rate proﬁles and control rods reac-
tivity worth. A second experimental phase focused on time-dependent experiments that
involve not only the measurement of global ﬂux amplitude variations but also space-time
eﬀects. The latter was expected to be addressed through the measurement of local
time-dependent ﬂux perturbations induced by the movement of a small neutron absorber
inside the CROCUS reactor core.
This chapter is organized into three sections. The ﬁrst one focuses on the measurements
of control rod reactivity worth, the second one on ﬁssion rate proﬁles and the third one
on the measurement of neutronics transients. Each section describes the experimental
setup and methods, discusses the evaluation of uncertainties and presents relevant results.
The analysis and discussion of experimental results are reserved for Chapter 6, where
measured data is compared against computer simulations. The computational models of
the CROCUS reactor are reported in Chapters 5.
41
Chapter 4. Experimental analysis
4.1 Control rod reactivity worth measurements
The ﬁrst series of experiments consisted of measuring the reactivity worth of the control
rods using two diﬀerent dynamic techniques. The asymptotic period method was employed
for the measurement of reactivity resulting from the removal of control rods (i.e., positive
reactivities) and the inverse kinetics method1 was used for the same experiments and also
for the case in which the rods are inserted (i.e., negative reactivities). Both techniques
are said to be dynamic [57, 58] because they rely on the measurement of time-dependent
data and they both derive from the point-reactor kinetics approximation as described in
Section 2.3.2.
4.1.1 Methods
Asymptotic period
The simplest type of kinetic measurement is to induce a reactivity change (Δρ) in the
reactor by removing or inserting a control rod. In the case of a control rod removal, the
result is a positive reactivity insertion (Δρ > 0) as shown in Figure 4.1. This example
illustrates the power evolution in a time scale of milliseconds following a step change in
reactivity, which represents an inﬁnitely fast rod withdrawal.
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Figure 4.1 – Power transient following a positive reactivity step of 0.23 $ in the CROCUS
reactor
If the reactor power is low enough to neglect temperature feedbacks eﬀects2, a constant
1Formally called inverse point-kinetics to diﬀerentiate from the inverse spatial-kinetics
2This was indeed the case for the reactivity eﬀect measurements conducted at the CROCUS reactor.
42
4.1. Control rod reactivity worth measurements
positive reactivity of smaller magnitude than the β –such as shown in Figure 4.1– will
cause the neutron population to rise exponentially with a stable period (T ). To be more
precise, after a very rapid initial transient3, the power rise will asymptotically approach
a stable period. The asymptotic behavior is illustrated in Figure 4.2, where the power
evolution following a reactivity insertion of 0.23 $ is shown on a larger time scale than in
Figure 4.1. The transient behavior can be described in terms of power by the analytic
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Figure 4.2 – Asymptotic behavior of a transient following a positive reactivity step of
0.23$
solution of the point-reactor kinetics equations [43]
p(t)
p(0)
=
N+1∑
i=n
Ane
ωnt (4.1)
where N is the number of delayed neutron groups and ωn are the N+1 roots that yield
from the so-called inhour equation. The inhour equation is derived from the point-reactor
kinetics equations and can be written as
ρ(ω) = ω ·
(
Λ +
N∑
i=1
βi
ω + λi
)
(4.2)
The largest root of the inhour equation is known as inverse reactor period ω1 = ωs = T−1,
where the index s stands for stable.
The contribution from the exponential terms in Equation 4.1 that are driven by the other
roots (ωn, n > 1) die oﬀ after a delayed adjustment period, after which the power is
governed only by the largest root exponential term, leading to the asymptotic behavior
3Approximately 10 ms for the CROCUS reactor, based on the prompt inverse period ωp = ρ−βΛ
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of the neutron population
p(t)
p(0)
≈ Aseωst (4.3)
Figure 4.2 shows an example of the rapid initial transient referred to a as prompt jump,
and the delayed adjustment period where the power asymptotically approaches the stable
exponential growth driven by the largest root of the inhour equation. The curves in
Figure 4.2 are given by the analytical solution of the point-kinetics equations using kinetic
parameters from the CROCUS reactor. The delayed adjustment period to approach a
stable exponential behavior can be approximately computed as 1/(ω1 − ω2) where ω1
and ω2 are the two largest roots of the inhour equation [43]. In the case of the CROCUS
reactor, this period is of about 30 seconds.
The asymptotic period technique is ideal for studying this kind of reactivity eﬀects because
it essentially relates the stable reactor period (T = ω−1s ) to the worth of the control rod
(ρ). From the measurement of the stable period one can use the inhour equation (4.2) to
estimate the perturbation’s reactivity worth.
The asymptotic period method has, however, certain limitations. First of all, the method
is practically limited to positive reactivities, since for negative ones, the (negative)
asymptotic period is dominated by the decay time of the longest living delayed neutron
precursor (− 1ω1 → 1λlongest ≈ 80 s) and it is relatively insensitive to the value of reactivity
[15]. From a rigorous standpoint, this method could be potentially employed for the
control rod insertion experiments in the CROCUS reactor (i.e. small negative reactivities).
However there are two major constraints: the ﬁrst one is related to the transition time
(or delayed adjustment time) before the power level reasonably approaches a stable
behavior. Figure 4.3 shows that, in the CROCUS reactor, the stable asymptotic behavior
is approached much faster in the case of a positive reactivity insertion than for the
negative case for the same magnitude of reactivity. Given the dynamics of the reactor, the
asymptotic period method could be used for control rod insertion experiments provided
that (1) the power measurements are recorded for a long time after the rod drop to allow
the exponential decay to become stable and dominated by the negative reactor period
(T− = −105 s), and (2) the initial power before the rod drop is high enough to provide
reasonable counting statistic during the measurement period.
The second limitation of using the asymptotic period for the measurement of negative
reactivities was already brieﬂy mentioned and it is related to the solution of the inhour
equation (Eq.4.2). The stable reactor period is given by the largest root of the inhour
equation, which is shown in Figure 4.4. From the ﬁgure it is possible to see that a
reactivity insertion of -0.23$ and +0.23$ corresponds to a reactor period (inverse of largest
root) of -105 s and 28 s respectively. From the ﬁgure it is also clear that for negative
reactivities, the solution of the inhour equation is very sensitive to the value of reactor
period, and thus a small error in the measurement of the reactor period will propagate as
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insertion. Analytical solution of the point-kinetics equations for the CROCUS reactor.
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Figure 4.4 – Solution for the largest root of the inhour equation in the CROCUS reactor.
Another limitation of the asymptotic period method is that, for reactivities close to 1 $
(i.e., reactor close to prompt supercritical state), the assumption of time-invariant shape
function (Ψ(r, E)) and time-invariant kinetic parameters (βi(t) = βi, Λ(t) = Λ) might
not be valid. Therefore, this method is, in practice, limited to a reactor in a delayed
supercritical state and moderate reactivities insertions (0 < ρ  β).
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Inverse point kinetics
A more general method for estimating reactivity is the inverse point kinetics technique,
where an on-line estimate of the reactivity ρ(t) is possible to be obtained from the
measurement of an instantaneous power signal p(t).
The inverse point kinetics method is derived from the point-reactor kinetics approximation
by reformulating the equations to solve ρ(t) in terms of p(t). For a reactor with no external
source, the inverse kinetics equation can be written as [43]:
ρ(t) = β + Λ
p˙(t)
p(t)
− 1
p(t)
N∑
i=1
λiβi
∫ t
−∞
p(t′)e−λi(t−t
′)dt′ (4.4)
The inverse point kinetics (IK) method can be used for the measurement of any type
of reactivity insertion, especially for negative reactivities where the asymptotic period
method presents limitations as mentioned above. Examples of the application of the IK
method are provided in Section 4.1.3
4.1.2 Measurements by asymptotic period method
Experimental procedure
The asymptotic period method was employed only for the measurement of reactivity
resulting from the removal of control rods. During these experiments, the reactor power
was measured with two 235U ﬁssion chambers (Photonis CFUM21) located in the reﬂector
region near the core periphery as depicted in Figure 3.1. Details about these detectors
have been included in Section 3.3 (p. 39). The detectors’ signal was acquired and
digitalized by a multichannel scaling (MSC) counter which is computer-controlled and
allows to record the detectors count rate as a function of time. An integration time (a.k.a.
dwell time) of 200 or 400 ms was typically used, although in some cases, the integration
time was increased up to 1 s. The acquisition system has a total of 8192 channels, which
provided enough time span for the measurements. For the described CROCUS reactor
detection system, the work published in OECD/NEA [59] showed that at powers greater
than 40 W, an eﬀect known as pulse pile-up4 could alter the count rate to neutron ﬂux
ratio of these detectors. Accordingly, the power level during the experiments was limited
to a maximum of 30 W.
Both control rods are almost identical in composition and geometry and are symmetrically
placed in the core; therefore their reactivity worth should be similar. However, since
experiments were performed by removing only one rod at a time, they will be diﬀerentiated
as follows: SE control rod for the one located on the South East side of the core and NW
4This occurs when multiple pulses overlap and cannot be discriminated as individual counting events.
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control rod for the one located on the North West side of the core.
All control rod removal measurements were started with the reactor critical at about 100
mW and the start-up source withdrawn. The power level was selected as low as possible
to allow suﬃcient range for the exponential growth before reaching the operational limit,
but high enough to provide reasonable counting statistics. Given that CROCUS is a
zero-power reactor with a maximum operating power of 100 W, reactivity feedbacks
eﬀects resulting from heat generation were neglected.
To begin each measurement, the reactor was brought to critical with only one of the two
B4C control rods completely inserted. The measured critical water level was typically of
991 mm at 20.0 ◦C. The inserted control rod was completely removed at full speed (i.e.,
< 1 s). The power was allowed to increase up until a range of 10–30 W at which point
both control rods were inserted bringing the reactor into a subcritical state to lower the
power level. The power evolution following the reactivity insertion was recorded by the
acquisition system and saved for later post-processing. A typical experiment lasted in
the order of 200 s and produced data as shown in Figure 4.5. Count rate uncertainty
was estimated assuming a Poisson distribution of the total counts per integration time
step; therefore the standard deviation follows the law σ =
√
counts. Details concerning
the assumption of Poisson statistics for neutron counting will be presented later. The
uncertainty band shown in Figure 4.5 is only visible at low power (see zoomed area). The
detectors’ power calibration factor is approximately 2500 cps/W [60].
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Figure 4.5 – Count rate (power) as a function of time for a typical rod withdrawal
experiment
To estimate the control rod worth, the stable inverse periods were obtained by ﬁtting
an exponential curve into the experimental data. The least-squares method was used to
ﬁt a single-term exponential. The ﬁrst 40 seconds of the transient were skipped in the
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ﬁtting to ensure that the exponential growth is mostly governed by the stable period.
The adjusted coeﬃcient of determination R2 was employed to evaluate the goodness of
ﬁt.
The inverse reactor period (ω = T−1) and the reactor kinetic parameters (βi, λi,Λ) are the
input quantities that are used to estimate the reactivity worth through a physical model
represented by the inhour equation. All these input quantities introduce uncertainty in
the estimation of reactivity worth. Random sampling methods were used to obtain the
expected reactivity value E(ρ) and its associated uncertainty u(ρ). To do so, a Matlab R©
script was written to process the experimental data in the following manner:
1. The inverse reactor periods ω (resulting from the exponential ﬁt), the kinetic
parameters βi, λi,Λ, and associated uncertainties u(ω), u(βi), u(λi), u(Λ)5 were
loaded into the script.
2. Using the mean values and associated uncertainties, independent normal distribu-
tions of S = 105 samples were generated for each input quantity ω, βi, λi,Λ.
3. The probability density functions (PDF) for each input quantity were propagated
through the inhour equation using random sampling (a total of S trials) to obtain
a PDF for the reactivity.
4. The expected reactivity value E(ρ) was computed as the arithmetic mean of all
samples from the output probability distribution.
E(ρ) = ρ˜ =
1
S
S∑
k=1
ρk
5. The associated standard uncertainty u(ρ) was computed from the output PDF
variance.
u(ρ) =
√
σ2(ρ) =
√√√√ 1
S − 1
S∑
k=1
(ρk − ρ˜)2
Given that the previous technique is performed with a ﬁnite number of samples, the
value of ρ˜ and σ2(ρ) are just estimations of the mean and variance that converge to
the true values as the number of samples S tends to inﬁnity. The uncertainty in the
estimation of the mean follows the law σ(ρ˜) = σ(ρ)/
√
S and therefore decreases with a
rate proportional to
√
S. Uncertainty propagation through random sampling was also
applied to other experiments as it will be later described.
Figures 4.6 and 4.7 provide examples of the experimental data post-processing (using the
Matlab R© script) for the estimation of control rod worth by asymptotic period method.
5Uncertainties on kinetic parameters taken from JEF/DOC-920: [61]
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Figure 4.6 – Exponential ﬁtting for the asymptotic period in typical rod withdrawal
experiment.
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Figure 4.7 – Typical output PDF generated from statistical sampling for the estimation
of reactivity and associated uncertainty.
Results
All reactivity worth results were obtained using the CROCUS reactor kinetic parameters
listed in Table 4.4 (Section 4.1.4, p. 54). They were computed by the MCNP5-1.6 code
using the JEFF-3.1.1 nuclear data library [60]. The uncertainties on the kinetic parameters
were obtained from JEF/DOC-920 [61]. It was assumed no correlation between input
uncertainties.
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The measurements for control rod withdrawal were repeated 18 times for the South East
(SE) control rod, and three times for the North West (NW). The diﬀerence in the amount
of measurements was due to time constraints related to the availability of the reactor
for experiments. Table 4.1 shows the full list of measurements by the asymptotic period
method. The notation used to identify each run is Xi where X is a number denoting the
experimental run and i represents the detector used for the run. For example, 1a and 1b
correspond to measurements with the North and South ﬁssion chambers, respectively,
for the ﬁrst experimental run. A summary and discussion of the results are presented in
Section 4.1.5 (p. 56).
The results shown in Table 4.1 are reported with two uncertainty values. These un-
certainties were evaluated by statistical methods (i.e. derived from observed frequency
distributions) and are reported with a coverage factor k = 1, providing a conﬁdence
level of approximately 68%. The ﬁrst value that follows the ± sign represents the com-
bined standard uncertainty (total uncertainty) and it was computed by random sampling
propagation on the kinetic parameters and the inverse reactor period. This uncertainty
will be denoted by “uT ” and may be used (a) for the comparison between predictions
from computer codes and experimental values or (b) for comparing experimental values
Table 4.1 – Reactivity worth by AP method - Rod withdrawal experiments
Run # Control rod Detector Inverse period [s−1] Reactivity worth∗ [$]
1a SE FC North 0.0379 ± 0.0003 0.234 ± 0.008 (0.001)
1b SE FC South 0.0378 ± 0.0003 0.234 ± 0.008 (0.001)
2b NW FC South 0.0378 ± 0.0006 0.234 ± 0.008 (0.002)
3a SE FC North 0.0366 ± 0.0003 0.229 ± 0.008 (0.001)
3b SE FC South 0.0367 ± 0.0003 0.230 ± 0.008 (0.001)
4a NW FC North 0.0389 ± 0.0006 0.238 ± 0.008 (0.002)
4b NW FC South 0.0389 ± 0.0006 0.238 ± 0.008 (0.002)
5a SE FC North 0.0372 ± 0.0003 0.232 ± 0.008 (0.001)
5b SE FC South 0.0372 ± 0.0003 0.232 ± 0.008 (0.001)
6a SE FC North 0.0373 ± 0.0003 0.232 ± 0.008 (0.001)
6b SE FC South 0.0374 ± 0.0003 0.232 ± 0.008 (0.001)
7a SE FC North 0.0374 ± 0.0003 0.232 ± 0.008 (0.001)
7b SE FC South 0.0374 ± 0.0003 0.232 ± 0.008 (0.001)
8a SE FC North 0.0374 ± 0.0003 0.232 ± 0.008 (0.001)
8b SE FC South 0.0373 ± 0.0003 0.232 ± 0.008 (0.001)
9a SE FC North 0.0374 ± 0.0003 0.232 ± 0.008 (0.001)
9b SE FC South 0.0373 ± 0.0003 0.232 ± 0.008 (0.001)
10a SE FC North 0.0374 ± 0.0003 0.232 ± 0.008 (0.001)
10b SE FC South 0.0374 ± 0.0003 0.232 ± 0.008 (0.001)
11a SE FC North 0.0373 ± 0.0003 0.232 ± 0.008 (0.001)
11b SE FC South 0.0375 ± 0.0003 0.232 ± 0.008 (0.001)
∗Value after the ± sign: combined standard uncertainty (uT ). Value in parenthesis: sample standard deviation (σexp).
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calculated with diﬀerent kinetic parameters. On the other hand, the uncertainty value
in parenthesis represents the experimental uncertainty, therefore it will be denoted by
“σexp”. It was computed as the standard deviation of each set of measurements for the
SE and NW control rods,
σexp = σ(ρi) =
√√√√ 1
N − 1
N∑
i=1
(ρi − ρ˜)2 (4.5)
where N is the number of measurements (or experimental runs) for each control rod, ρi
the reactivity value for each measurement and ρ˜ = 1N
∑N
i=1 ρi is the mean value. The
uncertainty given by Equation 4.5 provides an idea of the uncertainty associated with
the measuring process; however it does not take into account the inﬂuence of the kinetic
parameters’ uncertainty. The value given by Equation 4.5 may be employed for the
comparison between experimental values that have been calculated with the same kinetic
parameters. Note that the uncertainty estimation does not consider the correlation
between runs within each set of measurements. The reported uncertainty values are
therefore lower than if this correlation had been taken into account.
4.1.3 Measurements by inverse point kinetics method
Experimental procedure
The inverse kinetic method was used for the estimation of control rod worth from control
rod withdrawal (Δρ > 0) and control rod insertion experiments (Δρ < 0).
The experimental procedure for the control rod withdrawal measurements was already
explained in the previous section (4.1.2). With respect to the control rod insertion
measurements, they were all carried out adopting the procedure that follows. The reactor
was brought to critical at powers between 10 and 15 W with both control rods and the
start-up source withdrawn. The measured critical water level was typically of 952 mm at
20.0 ◦C. One control rod was completely inserted at full speed (< 1 s), and the power
was allowed to decrease below 100 mW. The detection and acquisition system was the
same as the one used for the control rod withdrawal measurements.
Since the control rod withdrawal and insertion experiments were performed having the
reactor start-up source withdrawn, the inverse kinetics equation with no source (Eq. 4.4)
was employed to estimate the reactivity worth as a function of the reactor power p(t)
(or detectors’ count rate) and the reactor kinetic parameters βi, λi,Λ. A Matlab R© script
was written to solve the inverse kinetics equation and to estimate the reactivity worth
and associated uncertainty using random sampling techniques. The script processes the
experimental data in the following manner:
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1. The power signal p(t) given by the detectors’ count rate was down-sampled to 1
Hz (integration time of 1 s) to increase the number of counts per channel (hence
reduce the statistical uncertainty) and to normalize all experimental data to a single
sampling rate.
2. An algorithm allowed to select the time interval [ti, tf ] after the rod insertion/with-
drawal where the power signal p(t) provides good counting statistics and the resulting
reactivity function ρ(t) is reasonably invariant in time (see Fig. 4.8). The time
interval was used to average the time-dependent reactivity 〈ρ〉 = 1tf−ti
∫ tf
ti
ρ(t)dt
and it was computed as follows:
(a) For the rod withdrawal case, the time interval begins when the count rate
exceeds 1× 103 cps (∼400 mW) and ﬁnishes 5 seconds before the end of the
exponential growth.
(b) For the rod insertion case, the time interval begins 5 seconds after the rod
drop and ﬁnishes when the count rate drops below 1× 103 cps (∼400 mW).
3. Independent probability distributions of S samples were randomly generated for the
input parameters. A Poisson distribution was used for the power p(t) and normal
distributions were used for the kinetic parameters βi, λi,Λ.
4. The probability density functions (PDF) for each input quantity were randomly
propagated through the inverse kinetics equation to obtain a PDF for the reactivity.
The reactivity output PDF is contained within a matrix of size T × S, where T is
the length of the power signal sampled at 1 Hz during the time interval [ti, tf ] and
S is the number of random samples.
5. The expected reactivity value was computed as the arithmetic mean of all samples
from the output probability distribution E(ρ) = ρ˜. The associated standard
uncertainty was computed as the standard deviation of the output PDF u(ρ) = σ(ρ).
Figure 4.8 shows an example of the power response following a rod insertion and the
calculated reactivity by inverse kinetics. The ﬁgure also shows the time interval [ti, tf ]
where the reactivity was averaged to obtain an estimate of the reactivity worth. The
uncertainty propagation by random sampling yields a probability density function for the
reactivity similar to that one showed for the asymptotic period method in Figure 4.7.
Results
Measurements for control rod insertion were repeated three times for the South East
(SE) control rod, and six times for the North West (NW). Table 4.2 shows the full list
measurements using the inverse kinetics method. Uncertainties were calculated in an
equivalent way than for the asymptotic period measurements. They are expressed with a
coverage factor of k = 1, providing a conﬁdence level of ∼ 68%.
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Figure 4.8 – Example rod insertion measurement and reactivity estimation by inverse
kinetics.
Table 4.2 – Reactivity worth by IK method - Rod insertion experiments
Run # Control rod Detector Reactivity worth∗ [$]
12a NW FC North -0.233 ± 0.023 (0.005)
12b NW FC South -0.228 ± 0.031 (0.005)
13b SE FC South -0.235 ± 0.014 (0.003)
14a NW FC North -0.232 ± 0.013 (0.005)
14b NW FC South -0.233 ± 0.015 (0.005)
15a SE FC North -0.241 ± 0.015 (0.003)
15b SE FC South -0.239 ± 0.016 (0.003)
16a NW FC North -0.240 ± 0.013 (0.005)
16b NW FC South -0.240 ± 0.014 (0.005)
∗Result expressed as: ρ ± uT (σexp).
It is worthwhile noting that the experimental conditions for rod insertion experiments
were not always optimal because, in some cases, the reactor power before the rod drop
was not high enough to provide good counting statistics. The experimental run #12 (see
Table 4.2) exempliﬁes the case where the initial power before the rod insertion was low
(in the order of 1 W). Due to the low power, the detectors’ signal –that is proportional to
the power p(t)– carried a large statistical noise that was propagated towards the ﬁnal
estimation of reactivity. The whole set of rod insertion experiments was executed at lower
power ranges (15 to 0.4 W) than the withdrawal ones (0.4 to 30 W), and therefore all
reactivity values from rod insertion measurements carried larger uncertainties than their
withdrawal counterparts.
The measurements for control rod withdrawal (presented in the previous section) were
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also used to estimate the reactivity worth by inverse kinetics. These results are listed in
Table 4.3 and summarized in Section 4.1.5.
Table 4.3 – Reactivity worth by IK method - Rod withdrawal experiments
Run # Control rod Detector Reactivity worth∗ [$]
1a SE FC North 0.232 ± 0.007 (0.001)
1b SE FC South 0.233 ± 0.008 (0.001)
2b NW FC South 0.233 ± 0.008 (0.002)
3a SE FC North 0.229 ± 0.007 (0.001)
3b SE FC South 0.229 ± 0.008 (0.001)
4a NW FC North 0.236 ± 0.007 (0.002)
4b NW FC South 0.236 ± 0.009 (0.002)
5a SE FC North 0.230 ± 0.007 (0.001)
5b SE FC South 0.231 ± 0.008 (0.001)
6a SE FC North 0.231 ± 0.008 (0.001)
6b SE FC South 0.231 ± 0.007 (0.001)
7a SE FC North 0.231 ± 0.007 (0.001)
7b SE FC South 0.230 ± 0.007 (0.001)
8a SE FC North 0.231 ± 0.008 (0.001)
8b SE FC South 0.231 ± 0.008 (0.001)
9a SE FC North 0.232 ± 0.007 (0.001)
9b SE FC South 0.232 ± 0.008 (0.001)
10a SE FC North 0.232 ± 0.007 (0.001)
10b SE FC South 0.232 ± 0.008 (0.001)
11a SE FC North 0.231 ± 0.007 (0.001)
11b SE FC South 0.231 ± 0.008 (0.001)
∗Result expressed as: ρ ± uT (σexp).
4.1.4 Eﬀect of kinetic parameters and nuclear data on reactivity worth
The eﬀect of nuclear data libraries on the estimation of reactivity worth was investigated.
Nuclear libraries need to be chosen for the calculation of kinetic parameters that are later
used for the reactivity estimation by asymptotic period (AP) or inverse kinetics (IK)
methods.
The experiment #1a for control rod withdrawal (see Table 4.3) was used as an example
to quantify the reactivity dependence on the kinetic parameters. The reactivity worth
was estimated using the inverse kinetics method and the following kinetic parameters
(a) Calculated by MCNP5-1.6 using the JEFF-3.1.1 nuclear data library with associated
uncertainties taken from U235 thermal ﬁssion from JEF/DOC-920 [61].
(b) Calculated by MCNP5-1.6 using the ENDF/B-VII.1 nuclear data library with
associated uncertainties taken from U235 thermal from Tuttle [62].
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Figure 4.9 – Reactivities calculated with kinetic parameters from JEFF-3.1.1 and ENDF/B-
VII.1 nuclear data - Experiment #1a .
Table 4.4 – CROCUS kinetic parameters from JEFF-3.1.1 & U235 thermal from JEF/DOC-
920
λi [s−1] βi ∗ σλi [%] σβi [%] Λ [s
−1]
1.247× 10−2 2.300× 10−4 0 12.80 4.751× 10−5
2.829× 10−2 1.110× 10−3 0 4.42
4.252× 10−2 6.400× 10−4 0 9.85
1.330× 10−1 1.440× 10−3 0 11.68
2.925× 10−1 2.460× 10−3 0 1.99
6.665× 10−1 8.000× 10−4 0 4.98
1.635 6.600× 10−4 0 1.97
3.555 2.400× 10−4 0 41.48
∗Eﬀective delayed neutron data
Figure 4.9 illustrates the diﬀerence of reactivities derived from JEFF-3.1.1 and ENDF/B-
VII.1 nuclear data. In relative terms, results obtained with the two libraries diﬀer by
about 10 %, which is larger than the 2σ uncertainty. The work by Perret [63] suggests
that kinetic parameters derived from the JEFF-3.1.1 library are more reliable than those
obtained from the ENDF/B-VII.1 library. This conclusion was reached after comparing
the average period
∑
i βi/λi obtained from both libraries against that one obtained by
Tuttle [62]. Consistent conclusions were reached after the comparison of experimental
and Monte Carlo calculated values for the reactivity worth [64]. This work pointed out
that the diﬀerences between experimental and computer simulated values were lower with
use of the JEFF-3.1.1 library than with the ENDF/B-VII.1 library.
Therefore, the kinetic parameters from JEFF-3.1.1 were chosen for all the reactivity
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measurements, and are listed in Table 4.4. The kinetic parameters from ENDF/B-VII.1
are shown in the Appendix A (Table A.1). A diﬀerence between the kinetic parameters
from the two libraries resides in the delayed neutron group structure: the ENDF/B-VII.1
library uses the traditional 6-group structure, whereas the JEFF-3.1.1 library uses eight
groups.
In conclusion, this study revealed that the reactivity results are highly dependent on the
reactor kinetic parameters. More speciﬁcally, the dependence is on the choice of nuclear
data library used for the calculation of kinetic parameters. This eﬀect was observed
for the reactivity estimation by the asymptotic period (AP) and inverse kinetics (IK)
methods.
4.1.5 Summary and discussion of results
Table 4.5 summarizes the reactivity worth from control rod withdrawal and insertion
experiments. The reactivity worth estimates are taken as the arithmetic mean of the
total number of evaluations (ρ¯) for each measurement set. The experimental uncertainty
was computed as the standard error of the mean (SE), where SE = σexp/
√
N .
Table 4.5 – Summary of reactivity worth measurements
Control rod withdrawal experiments
Control rod No. of measurements Worth∗ [$] (AP) Worth∗ [$] (IK)
SE 18 0.232 ± 0.008 (0.0003) 0.231 ± 0.008 (0.0002)
NW 3 0.236 ± 0.008 (0.0013) 0.235 ± 0.008 (0.0010)
Control rod insertion experiments
Control rod No. of measurements Worth∗ [$] (IK)
SE 3 -0.238 ± 0.015 (0.002)
NW 6 -0.234 ± 0.019 (0.002)
∗Result expressed as: ρ ± uT (SE). AP: asymptotic period - IK: inverse kinetics
Results from Table 4.5 indicate that the asymptotic period (AP) and the inverse kinetic
(IK) methods yield similar total uncertainties that are in the order of 3% of the reactivity
value. Results suggest that both methods are equivalent for evaluating reactivities.
The comparison between the SE and NW rods’ results suggests that both control rods
have slightly diﬀerent reactivity worth. Their worth diﬀerence resulted in ∼ 0.004 $
(or 3 pcm) and fell outside the 2σ uncertainties. Note that the standard error of the
mean (value in parenthesis) is considered in this analysis instead of the total uncertainty
because the reactivity worth values were computed with the same kinetic parameters.
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4.2 Fission rate distribution measurements
The second series of experiments consisted in measuring relative ﬁssion rate distributions
in the axial and radial directions. This section reports the experimental procedure
including the characterization of the acquisition system, the measurements results and
the evaluation of uncertainties.
4.2.1 Experimental procedure
The measurements were performed using an in-core miniature size ﬁssion chamber (Pho-
tonis CFUF34) and an out-of-core ﬁssion chamber (Photonis CFUM21). The out-of-core
detector is the same as used for the reactivity worth measurements. Details about these
detectors have been included in Section 3.3 (p. 39).
The position of the miniature ﬁssion chamber is controlled by the system described
in Section 3.3 as TRAX (Translateur Radial AXial) that allows vertical and radial
displacement of the chamber with a precision of ±1 mm. In the axial direction, the
chamber can move from top to bottom of the core. In the radial direction, the displacement
can be extended from the radial center of the core to the reﬂector region. However, all
ﬁssion chamber movements are contained within a single plane located in the central
water gap between the fuel rods as shown in Figure 4.10. A full 3-D ﬁssion rate mapping
of the core is therefore not possible with the current system.
In spite of the small size of the detector, it introduces reactivity changes as it moves
FC direction of motion for 
radial fission rate profiles
FC direction of motion for 
axial fission rate profiles
Figure 4.10 – In-core ﬁssion chamber (FC) scans. Radial and axial measurements
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Figure 4.11 – Eﬀect of partial rod insertion on axial ﬁssion rate proﬁle - Monte Carlo
simulation
inside the core. This eﬀect can be compensated by adjusting the critical water level or by
moving the control rods to preserve the reactor at a critical state. However, since the
ﬁssion rate proﬁles are water-level-dependent, the level must remain constant during the
experiment. In this context, reactivity changes introduced by the mobile chamber need
to be compensated by moving one of the control rods. Monte Carlo simulations were
run to investigate whether the partial insertion of the control rod alters the shape of the
ﬁssion rate proﬁles. The ﬁrst set of Monte Carlo proﬁles were obtained for the case where
no rods are inserted, and the second set of proﬁles were obtained for the case in which
the South East control rod is partially (50 %) inserted. The Serpent code was used for
these simulations. A total of 9900 active cycles of 106 source neutrons each were run to
achieve relative statistical uncertainties on the tallies below 0.5 % (1σ conﬁdence). The
relative diﬀerence between the two cases was computed as d% = (Rf −Rf,ref)/Rf,ref · 100
where Rf denotes ﬁssion rate and the reference corresponds to the case where no rods
are inserted. Uncertainties on the relative diﬀerence were propagated using the classical
law of propagation based on ﬁrst-order Taylor expansion [65].
The Monte Carlo simulations (shown in Figures 4.11 and 4.12) revealed that for the axial
proﬁles, the partial insertion of the control rod produced a shape tilt of the order of 1 % at
the top region of the core with respect to the axial midpoint (h = 50 cm), and a distortion
of about 2 % at the bottom region. The simulations for the radial proﬁles showed that the
shape distortion due to partial rod insertion are in the order of 1 %. Even though these
shape distortions are not very signiﬁcant, they were taken into account for the estimation
of experimental uncertainty as it will be shown later (see p. 63). Having quantiﬁed the
impact, the South East control rod was used to compensate for the chamber’s reactivity
changes. Note that the Monte Carlo simulations were taken as a conservative bound
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Figure 4.12 – Eﬀect of partial rod insertion on radial ﬁssion rate proﬁle - Monte Carlo
simulation
estimate since they express the case where the South East control rod is inserted 50 %
whereas in reality (during the experiments), the rod was only inserted between 30% and
40 %.
During the course of the measurements, the reactor presented small power variations in
time for two main reasons:
(a) In practice it is not possible to preserve the critical state in time. Hence, the
reactor was either in a slight subcritical or supercritical condition.
(b) The critical state of the reactor was altered when the ﬁssion chamber was moved
to a new position. The reactor was brought back to a critical state by means of the SE
control rod, however, at a slightly diﬀerent power.
These power variations were accounted for by normalizing the readings from the mobile
ﬁssion chamber (Rmobf ) with respect to those taken from the out-of-core ﬁssion chambers
(Rreff ) located in the reﬂector region at a distance of about 37 cm from the radial center.
Note that the active core region is extended up to a radius of 30 cm. Therefore, these
reference chambers can detect the global variations of the neutron ﬂux (or ﬁssion rate),
but they are insensitive to the local perturbations caused by the mobile ﬁssion chamber.
All mobile chamber’s ﬁssion rate readings were normalized in the following way
R̂f (r, t) =
Rmobf (r, t)
Rreff (t)
(4.6)
To run the axial proﬁle measurements, the mobile ﬁssion chamber’s radial position was
ﬁxed at r = 0 (radial center of the core). The axial center of the chamber’s sensitive part
was taken as the reference point for the position of the ﬁssion chamber. Measurements
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were typically taken in steps of 5 cm along the axial direction for a total of 19 positions.
At each position, two measurements of 30 seconds each were taken and were later averaged.
The ﬁrst set of measurements was carried out for a critical water level of 970 mm, and
the second set of measurements for a critical water level of 1000 mm. The purpose of
performing measurements at two diﬀerent water level is to determine if diﬀerences in the
axial proﬁle can be resolved experimentally.
The radial proﬁle measurements were performed having the reactor critical with a water
level of 960 mm at a power of about 0.8 W. The power level was selected to operate in
the linear range of the detector and at the same times as high as possible to provide
good counting statistics. Characterization of the detector response was made prior to
executing the experiments and is presented below. The South East control rod was again
used to compensate for the reactivity changes introduced by the ﬁssion chamber. The
radial measurements were initiated ﬁxing the mobile ﬁssion chamber’s axial position at
h = 50 cm (axial mid-plane). Measurements were taken starting from the radial center of
the core (r = 0) and were extended to the reﬂector region in steps of 1 cm. In the area
near the water gap between fuel lattices (r = 20 cm), the step size was decreased to 0.5
cm to improve the spatial resolution. The radial scans were performed only for one half
of the core taking advantage of the reactor’s rotational symmetry.
Fission chamber response
Fission chambers are a class of neutron detectors that contain a ﬁssionable material
deposited on the detector’s electrode. Neutrons interact with the ﬁssionable material
inducing ﬁssions. The ﬁssion products ionize the chamber ﬁlling gas producing ion-electron
pairs. The high voltage between the electrodes allows collecting the charges that are later
converted into an electrical signal (current pulses). In this experience, the mobile ﬁssion
chamber (Photonis CFUF34) is used in pulse mode6, which implies that the detector’s
output signal are deﬁned and separated pulses that can be counted individually as events.
However, in this mode, the acquisition system has a limited maximum count rate at
which the proportionality with the neutron ﬂux is lost. This breakup point takes place
when pulses begin to overlap (pile-up occurs), and pulses cannot be longer counted as
individual events.
Because the count rate varies signiﬁcantly as the detector moves across and along the
core, the proper evaluation of reaction rate proﬁles requires a linear relationship between
the count rate and the magnitude of the neutron ﬂux. This issue does not concern the
reference ﬁssion chamber (Photonis CFUM21) since its position is ﬁxed and also because
it exhibits a linear response up to powers of about 40 W (as discussed in Section 4.1.2);
limit that is far beyond the power range used during the present experiments.
6Other modes, such as ﬂuctuation (a.k.a. Campbelling) can be used for higher ﬁssion rates.
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Preliminary measurements have been made to assess the range of linear response for the
mobile ﬁssion chamber acquisition system, which consisted of
- a miniature size ﬁssion chamber (Photonis CFUF34)
- a charge preampliﬁer (Tennelec TC 174)
- a high voltage supply (Tennelec TC 952)
- a voltage ampliﬁer (Tennelec TC 243)
- a timer (Tennelec TC 534)
- pulse amplitude discriminator and counter (Tennelec TC 533)
The linearity of the above listed acquisition system was evaluated by measuring the
detector’s counts for diﬀerent reactor powers. The measurements were carried out with
the detector located at the radial and axial center of the core, point at which the magnitude
of the neutron ﬂux is maximum. The reference power was measured from one of the
two safety channels (Photonis CFUM21 out-of-core ﬁssion chambers). The linearity
measurements are illustrated in Figure 4.13 and show the clear departure from linearity
at powers near 1 W. The raw measured data is shown in the Appendix A (Table A.2).
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Figure 4.13 – Mobile ﬁssion chamber response versus power
In addition, a pulse-height-analysis test (a.k.a. charged-particle spectroscopy) was run
to complement the linearity test. The goal of this second experiment was to investigate
the behavior of the detector signal’s spectrum at diﬀerent powers. For these series of
measurements, the counter and timer systems were replaced by a multi-channel pulse-
height analyzer (Ortec 926 MCB). A spectrometry software (Ortec MAESTRO) was
employed to process the multi-channel analyzer data. The detector was located at the
same position as in the previous linearity test (core center). The same ampliﬁer shaping
time was used for this spectral study (2 μs). The results of this second test are shown
in Figure 4.14 and were obtained for an acquisition time of 180 seconds. The spectra
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were normalized with respect to their integrals starting from channel no. 600 to exclude
the background noise. The results are consistent with the previous linearity test as they
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Figure 4.14 – Mobile ﬁssion chamber signal’s spectra at various reactor powers
evidence that the detector’s spectrum is distorted and spreads towards higher energies
(i.e. higher channel numbers) for reactor powers over 1 W. This phenomenon arises from
the fact that, at powers over 1 W, pulse pile-up manifests which increases the mean height
of the pulses.
The spectral information provided by the pulse-height-analysis conﬁrmed the hypothesis
that the mobile ﬁssion chamber should be operated at count rates below 6000 cps –
equivalent to a power of 1 W when the detector is placed in the core center–. This
limitation is associated with the acquisition system electronics but not necessarily with
the detector itself. According to the manufacturer, the ﬁssion chamber can operate up to
1× 106 cps in pulse mode7, which is far beyond the limit that was found for the entire
acquisition chain by the linearity and pulse height tests.
4.2.2 Results
Figure 4.15 shows the results for the two sets of axial measurements and Figure 4.16
shows the results of the measurements along the radial direction. Note that the spline
curves shown in the plots are simply employed for the sake of connecting each pair of
measured data points, yet they have no physical meaning. Uncertainties bars shown in
both plots are the combined (total) standard uncertainty (uT ) and are expressed with
a coverage factor of k = 1 to provide a conﬁdence level of approximately 68 % (1σ).
A complete description of the uncertainty sources and propagation of uncertainties are
7Source: Photonis CFUF34 data sheet
62
4.2. Fission rate distribution measurements
presented in Section 4.2.3.
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Figure 4.15 – Axial ﬁssion rate distribution measurements in the CROCUS reactor for
diﬀerent critical water levels (hcrit)
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Figure 4.16 – Radial ﬁssion rate distribution measurements in the CROCUS reactor
4.2.3 Evaluation of uncertainties
The evaluation of uncertainties has been done following the The Guide to the expression
of Uncertainty in Measurement [65]. The potential sources of uncertainty listed below
have been identiﬁed, quantiﬁed and propagated to compute the total uncertainties for
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each R̂i measured data point8, where i denotes a diﬀerent axial or radial position
• Detectors’ signal. The uncertainty associated with the detectors’ signal was
estimated assuming that the detectors’ counts approximately follow a Poisson
distribution. In accordance with Poisson statistics, the standard uncertainty (1σ)
for the counts is given by: ucounts =
√
counts
The relative ﬁssion rate R̂i (deﬁned in Eq. 4.6) is computed as the ratio of the mobile
to the reference ﬁssion chamber’s readings; hence its standard uncertainty can be
obtained using the classical law for error propagation, assuming no correlation
between terms (zero covariance)
ucounts(R̂i) = R̂i ·
√√√√(√countsmob
countsmob
)2
+
(√
countsref
countsref
)2
• Shape tilt due to partial rod insertion. As shown by the Monte Carlo simula-
tion, the partial insertion (50 %) of a control rod produces a maximum tilt of about
2 % and 1 % in the axial and radial directions respectively. Results could have been
corrected for this eﬀect because the bias is known. However due to time constraints,
the tilts were considered as part of the experimental uncertainty. A conservative
but reasonable estimate for the uncertainty associated with this eﬀect is given by:
utilt(R̂i) = R̂i · 2% for the axial proﬁles
utilt(R̂i) = R̂i · 1% for the radial proﬁles
• Detector’s position. The mobile ﬁssion chamber’s positioning system has a stated
precision of ±1 mm. By assuming that all values of the uncertainty within this
band are equally probable (i.e. they follow a rectangular distribution), the standard
uncertainty on the position can be computed as u(xi) = 1 mm√3 [65], where x is the
spatial variable (radial or axial).
Given that the proﬁles are not ﬂat, the ﬁssion rate changes signiﬁcantly with
position, in particular for the radial case where the magnitude of the gradient
(or slope) is appreciable as it is shown in Figure 4.17. The position’s uncertainty
contribution to the ﬁssion rate distribution can be calculated through the spatial
derivative (or gradient) deriving from the classical law for error propagation
upos(R̂i) =
∣∣∣∣∣dR̂dx
∣∣∣∣∣ · u(xi)
For the axial case, the gradient was calculated by ﬁtting the measured data to a
single-term sinusoidal and evaluating the derivative of this function. As expected,
8In this section, the notation for ﬁssion rate is simpliﬁed to R̂, which is otherwise denoted as R̂f
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the uncertainty contribution is negligible in the axial center (where the derivative is
zero) and increases towards the extremes.
In the radial direction, the fuel/moderator heterogeneities are much stronger than
for the axial case. The spatial resolution of the measured data is not high enough to
resolve such heterogeneities, and therefore we needed to rely on a higher resolution
Monte Carlo simulation to compute the gradient as shown in Figure 4.17.
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Figure 4.17 – Fission rate gradient in the radial direction. Monte Carlo simulation
The ﬁssion rate spatial derivative was then approximated by divided ﬁnite diﬀerences:
dR̂
dx
=
R̂j+1 − R̂j
xj+1 − xj
where j denotes each mesh used to tally the ﬁssion rate in the Monte Carlo simula-
tion. Since the resulting radial gradient is highly ﬂuctuating with the position, the
envelope curve of the gradient was used as a conservative estimate for the derivative.
• Local distortion due to the presence of the detector: An additional potential
source of uncertainty comes from the fact that the local ﬁssion rate (or neutron ﬂux)
is distorted due to the interaction of the neutron ﬁeld with the detector’s materials.
This eﬀect has not been quantiﬁed in the present work due to time constraints and
hence it is not included in the uncertainty analysis.
All uncertainties sources quantiﬁed above are assumed independent from each other and
need to be combined to produce a total uncertainty for the measurement. The general
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approach to do so is to take the square root of the sum of the squares
uT(R̂i) =
√[
ucounts(R̂i)
]2
+
[
utilt(R̂i)
]2
+
[
upos(R̂i)
]2
(4.7)
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4.3 Neutron kinetics measurements
Much numerical work has been done in the ﬁeld of neutron reactor kinetics since the early
development of nuclear reactors. However, there is a recognized need to perform relevant
transient measurements for testing numerical methods and codes. Unfortunately, little
work has been carried out in this subject, in particular for spatial-dependent kinetics.
The most noteworthy of the kinetic experiments have been the Special Power Excursion
Reactor Test (SPERT) experiments [66] which provides data on rapid positive transients.
However, much of the SPERT transient data do not speciﬁcally concern space-time
eﬀects. They rather involve feedback eﬀects between the neutronics and thermal-hydraulic
behavior of the reactor. Therefore, proper modeling of these experiments requires the
use of coupled neutron kinetics/thermal-hydraulics codes. Experiments performed on the
Transient Reactor Test Facility (TREAT) [67] also address neutron kinetics with thermal
feedback eﬀects.
Experimental evidence addressing space-time eﬀects without signiﬁcant thermal feedback
has been much more limited in open literature. Some of the available publications have
reported on transient experiments [68, 69] designed to emphasize the delayed neutron
holdback eﬀect. This eﬀect is the delay in the establishment of the asymptotic ﬂux shape
following a fast perturbation such as a rod insertion [17]. This is most pronounced in
large and weakly coupled cores where space- and time-dependent eﬀects such as transient
ﬂux tilts are easily observed. In small tightly coupled reactors like CROCUS, transient
ﬂux tilts with delayed neutron holdback are more diﬃcult to observe.
Most of the experimental work related to neutron kinetics on small zero-power reactors
concerns noise analysis. An example is a work performed on the NORA reactor [70, 71] to
develop the reactor transfer function using noise techniques. In the context of accelerator
driven systems (ADS), the MUSE-4 experimental data [72] was used to account for space
and time eﬀects on the determination of reactivity [73].
The lack of transient experimental data on zero-power reactors encouraged the development
of a last experimental phase in the CROCUS reactor with the objective of measuring
global kinetic data and most importantly, space-dependent kinetics eﬀects. A series of
time-dependent measurements were performed in the CROCUS reactor. The ﬁrst set of
transient experiments were initiated by the movement of control rods and intended to
produce data for global ﬂux amplitude variations, where the reactor can be regarded as a
point. These experiments will be hereafter referred to as global ﬂux kinetics measurements.
The second set of measurements aiming to capture spatial eﬀects were initiated by
the movement of a small neutron absorber inside the CROCUS reactor core. These
experiments will be hereafter referred to as space-time kinetics measurements.
This section is organized into two major parts. The ﬁrst one deals with global ﬂux kinetics
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measurements, and the second one with measurements of space-time kinetics eﬀects.
4.3.1 Global ﬂux kinetic measurements
These transient measurements were performed using the same experimental arrangement
than for the control rod reactivity worth measurements described in Section 4.1 (p. 42).
The detection of global ﬂux amplitude variations was done by means of out-of-core ﬁssion
chambers.
Two diﬀerent control rod initiated transients were measured: the ﬁrst one characterized by
fast insertion and withdrawal speeds and the second one by slow ones. The fast transient
sequence consists of
1. The reactor is at a critical state with one control rod fully inserted
2. At t = 0 s the rod is completely withdrawn at full speed (∼ 2 m/s)
3. The positive reactivity addition produces an exponential reactor power rise
4. At t = 137.3 s the control rod is completely inserted at full speed (∼ 2 m/s)
Figure 4.18 shows the experimental data for this transient.
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Figure 4.18 – Fast control rod withdrawal and insertion transient measurements in the
CROCUS reactor
The second transient is characterized by the following sequence of events
1. The reactor is at a critical state with one control rod 50% inserted
2. At t = 0 s the rod starts to be removed at low speed (1.47× 10−2 m/s)
3. At t = 34 s the rod reaches its fully withdrawn position
4. The control rod remains out of the for a period of 100 seconds while the power
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continues to increase
5. At t = 134 s, the rod begins its insertion at low speed (1.47× 10−2 m/s)
6. At t = 202 s, the rod reaches its fully inserted position
The experimental data for this transient are displayed in Figure 4.19.
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Figure 4.19 – Slow control rod withdrawal and insertion transient measurements in the
CROCUS reactor
4.3.2 Space-time kinetics measurements
The objective of these experiments is to capture the spatial ﬂux perturbation from the
movement of a small neutron absorber along the axial direction of the core. This required
a speciﬁc experimental setup that was not part of the standard for the CROCUS operation.
The speciﬁc experimental arrangement is described below along with the experimental
procedure.
This section also reports, on page 72, a characterization of the acquisition system and
detector response that was made prior to executing the experiments. The signal processing
techniques for reducing the statistical noise are also reported on page 74, followed by a
description of uncertainty propagation on page 79. The measurement results are presented
on page 81.
Experimental procedure
The small neutron absorber piece was built from a 1 mm thick cadmium sheath rolled
onto a Plexiglas cylinder as shown in Figure 4.20. The absorber has an eﬀective length of
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Figure 4.20 – Experimental arrangement for ﬂux perturbation measurements
81 mm and an outer diameter of 7 mm. While the cadmium sheath’s thickness is reported
with an uncertainty of 0.05 mm, the active length and diameter have been measured with
an uncertainty of 1 mm (1σ). The latter uncertainty value is related to the cadmium
rolling process that resulted in small imperfections.
The idea behind the experimental design was to maximize the absorber’s reactivity worth
to length ratio. The reactivity worth of the piece at the axial center of the core resulted
of approximately −0.13 $ (or −100 pcm), which is almost 60% of the B4C control rods
worth for a piece that is 12 times smaller in length.
The absorber piece was suspended from a nylon string and inserted into an empty (air-
ﬁlled) aluminum guide tube with a thickness of 1 mm and an outer diameter of 10 mm.
The aluminum guide tube was located in the radial center of the core. The absorber was
allowed to move axially from bottom to top by means of a stepping motor that is coupled
to the nylon string through a pulley. The motor is computer-controlled, providing speed
adjustment and positioning with a precision better than 0.5 mm. The absorber piece can
be withdrawn in less than 0.2 seconds. The maximum insertion velocity is, naturally,
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larger than the withdrawal one since it is limited by gravity and the eventual friction
between the absorber and guide tube. The absorber piece’s position and withdrawal
speed were calibrated using the computer software that controls the motor.
The speciﬁc purpose of these experiments was to capture local spatial variations of the ﬂux
relative to the global variations induced by the departure from a critical state. The global
behavior of the ﬂux –as it may be described by the point-reactor kinetics approximation–
can be measured by the out-of-core detectors that are located in the reﬂector region,
approximately seven centimeters away from the active core. The in-core ﬁssion chamber
–located once centimeter away from the absorber’s guide tube– can measure the local
distortion of the ﬂux, but also the global power amplitude variations induced by the
departure from criticality. Hence, the time-dependent local distortion can be “isolated”
by calculating the ratio of the in-core (i-c) to the out-of-core (o-c) detectors’ readings:
φ̂(t)local =
φ(t)i-c
φ(t)o-c
(4.8)
The acquisition system for the time-dependent measurements comprises two main detectors
(in-core and out-of-core) and their associated electronics. Figure 4.21 shows a schematic
representation of the acquisition chain. The preampliﬁer and ampliﬁer associated to
the out-of-core detector (Photonis CFUM21) were in-house developed and remained
unchanged with respect to the previous ﬁssion rate distribution measurements (discussed
in Section 4.2). A high-speed PCI-bus multi-channel scaler (Ortec MCS-pci) collected
the signal from the ampliﬁer’s output to record the count rate as a function of time.
Pre-amp
HV
Reactor cavity room
Out-of-core detector
In-core detector
Pre-amp
HV
Amp
Reactor control room
PCI-bus MCS cards
Amp
CROCUS reactor
core
Figure 4.21 – Acquisition system schematic diagram. Time-dependent ﬂux perturbation
measurements
For the in-core measurements, the miniature-size ﬁssion chamber (Photonis CFUF34)
was one more time employed but with diﬀerently associated electronics. The detector’s
output signal was connected to a high voltage supply and a charge preampliﬁer (Ortec
142A). The preampliﬁer signal was shaped and ampliﬁed by a voltage shaping ampliﬁer
71
Chapter 4. Experimental analysis
(Canberra 2022). The ampliﬁer’s output was connected to a second PCI-bus MCS card.
The integration time of the multi-channel scalers can be set at a minimum of 100 ns,
with a maximum number channels of 65536. This is more than suﬃcient for the time
resolution and span needed in these experiments. A LabVIEW software [60] was used
to control the MCS cards and to record the data. The MCS cards and the LabVIEW
software allow synchronized acquisition from multiple signals.
The counting system (MCS cards and software) had been previously developed and
installed for neutron noise measurements in the CROCUS reactor [60].
The transients were initiated by withdrawing the absorber piece at diﬀerent speeds.
Integration times between 5 ms to 400 ms were used for the measurements that lasted
between 10 and 60 seconds depending on the withdrawal speed. The measurements
started with the reactor at the following conditions:
- stable critical state,
- power level of approximately 1 W,
- critical water level of 1000 mm,
- absorber located at the bottom of the core,
- detector ﬁxed at r = 15 mm and various axial positions.
The fact that the detector was ﬁxed at r = 15 mm implies that the distance between the
aluminum guide tube and the detectors is of 7.65 mm as illustrated in Figure 4.22.
detector (miniature FC)
Al. guide tube 15 mm
7.65 mm
x [mm]
y [mm]
Figure 4.22 – Schematic representation of detector radial positioning with respect to Al.
guide tube
The axial center of the absorber’s active part was set as the reference point for its position.
Therefore, h = 5.35 cm is the lower achievable axial level when it is lowered to the bottom
of the core (recall Fig. 4.20).
In-core detector response
These measurements need to be carried out in the range of power where the detection
system provides a linear response with respect to neutron ﬂux. Even though the detectors
are the same than those used for the ﬁssion rate distribution measurements (see p. 60),
some components of the acquisition system for in-core detection were modiﬁed. The
preampliﬁer (Tennelec TC 174) and ampliﬁer (Tennelec TC 243) were replaced by more
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modern ones (Ortec 142A and Canberra 2022). These changes motivated the reassessment
of the in-core detection system response. As mentioned earlier, the out-of-core detector
(Photonis CFUM21) exhibits a linear response up to powers of about 40 W hence it was
not included in this analysis.
A pulse-height charged-particle spectroscopy test was performed to analyze the detector
signal’s spectrum at diﬀerent powers. To do so, the output of the voltage ampliﬁer
(Canberra 2022) was connected to a multi-channel pulse-height analyzer (Ortec 926 MCB).
A spectrometry software (Ortec MAESTRO) was employed to process the multi-channel
analyzer data. The detector was located at the core center (r = 0, h = 50 cm) which
corresponds to the point of maximum neutron ﬂux. The ampliﬁer shaping time was
ﬁxed to 1 μs. Pulse-height spectra were measured and recorded for 180 seconds at
various powers. Figure 4.23 shows the diﬀerent spectra generated at 0.5, 1.1, 2 and 5 W,
which were normalized with respect to their integrals starting from channel no. 400 to
exclude the background noise. From these integrals (representing the total counts) and
the acquisition time, it was possible to calculate data for the detector counts rate as a
function of power. The count rate vs. power curve is shown in Figure 4.24.
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Figure 4.23 – In-core detector signal’s spectra at various reactor powers
Results from the pulse-height spectroscopy and linearity test (Figures 4.23 and 4.24)
suggest that the signal does not manifest signiﬁcant pulse pile-up at powers below 2 W. In
particular, the spectroscopy results show an improvement with respect to the electronics
previously used (recall Figure 4.14). With the currently associated electronics, is it then
reasonable to operate the detector at count rates below 9000 cps (or a power level around
1.5 W if the detector is located in the center of the core).
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Figure 4.24 – In-core detector response versus power
Noise reduction
Due to the linearity constraints described earlier, the experiments had to be run at low
power levels which derived in large statistical uncertainty associated with the measure-
ments. Therefore, noise reduction techniques were employed to treat the in-core and
out-of-core detectors signals. The techniques applied in this work to improve the quality
of the measurements include signal ﬁltering and signal averaging and are described below.
Prior to describing the noise reduction techniques, it is required to brieﬂy discuss about
the statistical uncertainty associated with neutron detection.
Poisson statistics play a fundamental role in the description of uncorrelated events
occurring randomly in time, such as the disintegration of radioactive nuclei. The detection
of neutrons in a nuclear reactor does not strictly follow a Poisson distribution because
neutrons born from the same ﬁssion chain are time-correlated. As a matter of fact, this
non-Poisson nature of ﬁssion-born neutrons is used for neutron noise measurements [74].
However, for the purposes of the present work (i.e., noise reduction and uncertainty
estimation), the deviation from the Poisson statistics is small enough (in the order of few
percents) to approximate the neutron counting events as a Poisson process.
Having assumed that neutron counting can be described as a Poisson process, the measured
signal N(t,Δt) will ﬂuctuate around the mean with a magnitude of
√
N(t+Δt), where N
denotes the number of events (counts) that occur in the integration time Δt. This implies
that the ﬂuctuation (or noise) is signal-dependent and the signal-to-noise ratio (SNR)
is improved only if the number of events increase (SNR = N/
√
N =
√
N). For a given
reactor power, this derives in a trade-oﬀ between temporal resolution and noise, because
the statistical noise can be reduced only at the expense of increasing the integration time.
Signal ﬁltering
Diﬀerent noise ﬁltering techniques were tested on artiﬁcial data. A reference signal was
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generated from Monte Carlo simulations to reproduce noise-free experimental data for
the ﬂux perturbation measurements. The simulated data intends to replicate a typical
experiment where the absorber piece is withdrawn from bottom to top at a speed of 1.7
cm/s. A series of steady-state Serpent code simulations were run for diﬀerent absorber’s
positions. In each run, the reference signal is computed as the ratio of two detector
tallies (ﬁssion rate) following equation 4.8. For simplicity, this reference signal will be
hereafter denoted by Xref(t) = φ(t)Monte Carloi-c /φ(t)
Monte Carlo
o-c , where i-c and o-c are the
in-core and out-of-core detectors. The actual transient is then approximated by a series
of instantaneous Monte Carlo steady-state criticality calculations using the so-called
adiabatic approximation discussed in Section 2.3.2. Thirty-two steady-state calculations
were computed for diﬀerent absorber axial positions (zi, i = 1, ..., 32). The results were
expressed in the time domain through the position and speed as ti = z˙ · zi, where z˙ is
the absorber speed. The computational cost of this set of simulations was very large as
the calculation time was approximately 2400 CPU hours to resolve the transient with 32
points, achieving a statistical uncertainty in detector tallies of 1%.
A Matlab R© script was written to process the simulated data and to test some denoising
techniques. Noise was added to the signals by assuming that the detector counts are
Poisson-distributed and that the experiment is run at a power level of 1 W. At that power,
the in-core and out-of-core detectors yield a count rate of 6000 and 2500 cps respectively.
Because the reference signal is deﬁned as the ratio of two Monte Carlo detectors tallies
Xref(t) = φ(t)
Monte Carlo
i-c /φ(t)
Monte Carlo
o-c , noise was not added directly to the reference
signal, but rather to each of the signals resulting from the Monte Carlo simulation. The
ﬁnal noisy signal is computed as:
Xnoisy(t) =
φ(t)Monte Carloi-c + Pois
[
φ(t)Monte Carloi-c
]
φ(t)Monte Carloo-c + Pois [φ(t)Monte Carloo-c ]
(4.9)
where Pois(λ) is a function delivering Poisson-distributed noise following a expected value
of λ.
Figure 4.25 shows an example of the simulation for reference and noisy signals at diﬀerent
sampling rates. The ﬁgure clearly shows that the magnitude of the noise increases with
increasing time-resolution.
Having mentioned the importance of the sampling rate, the ﬁlters were tested on a noisy
signal generated at a sampling rate of 200 Hz (i.e., an integration time of 5 ms), which
was the typical sampling rate used for the actual measurements. The noisy signal will be
referred to as “unﬁltered.”
A frequency-domain analysis was ﬁrst performed on the reference and unﬁltered signals
using fast Fourier transforms (FFT). This analysis revealed that, for the simulated
experiment, the transient is represented in the frequency domain below 0.2 Hz. Therefore,
according to the Nyquist sampling theorem [75], the signal can be discretized to a minimum
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Figure 4.26 – Diﬀerent ﬁltering techniques on simulated signals
while leaving the low ones. The cut-oﬀ frequency was selected to 0.2 Hz. This ﬁlter
introduces a frequency-dependent time shift (or phase distortion) that was automatically
corrected by a built-in Matlab R© function (filtfilt) that eliminates the non-linear phase
distortion. The 1000 trial test on this ﬁlter yielded a mean SNR of 37.5± 1.5 dB. The
detailed description of each ﬁltering technique is beyond the scope of this work but can
be found in textbooks by Oppenheim [75] or Smith et al. [76].
A moving average ﬁlter was also tested. The ﬁlter was set up using 500 points for the
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Figure 4.26 – Diﬀerent ﬁltering techniques on simulated signals
while leaving the low ones. The cut-oﬀ frequency was selected to 0.2 Hz. This ﬁlter
introduces a frequency-dependent time shift (or phase distortion) that was automatically
corrected by a built-in Matlab R© function (filtfilt) that eliminates the non-linear phase
distortion. The 1000 trial test on this ﬁlter yielded a mean SNR of 37.5± 1.5 dB. The
detailed description of each ﬁltering technique is beyond the scope of this work but can
be found in textbooks by Oppenheim [75] or Smith et al. [76].
A moving average ﬁlter was also tested. The ﬁlter was set up using 500 points for the
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averaging, which is equivalent to smoothing the signal over a period of 500× 5 ms = 2.5
s. The 1000 trial test on this ﬁlter yielded a mean SNR of 38.3± 1.5 dB.
Lastly, an adaptive Wiener ﬁlter was also tested on the unﬁltered data. The 1000 trial
test on this ﬁlter yielded a mean deviation of 35.2± 1.0 dB.
Figure 4.26 shows the reference, unﬁltered and ﬁltered signals using the various techniques
mentioned above. While the down-sampling technique yields the lowest performance in
terms of signal to noise ratio, the low-pass and moving average techniques yield the best
results. The adaptive Wiener ﬁlter seems to show lower performance than the latter two.
Note that the parameters for each of these ﬁlters need to be optimized for each particular
problem.
The moving average ﬁlter was selected in this work to reduce the statistical noise of the
in-core and out-of-core detectors. This ﬁlter was used in conjunction with the signal
averaging technique whenever multiple measurements were made possible.
Signal averaging
Let us consider a measured time-dependent signal that is corrupted by random noise such
as the one coming from the in-core detector used in the present experiences. If we are
able to repeat that measurement N times, it is then possible to sum the set of N signals
and divide them by N to obtain an average with improved signal-to-noise ratio. Even
though this technique is quite simple to implement, certain conditions need to be met
before applying it:
- Naturally, it is required to repeat the time-dependent experiment more than
once to be able to compute the average. This was indeed possible for some of the
time-dependent measurements carried out in the CROCUS reactor.
- The temporal position of each signal must be accurately known for a proper
time-synchronization. For every time-dependent measurement, the start of the
transient was recorded with an uncertainty of 0.5 seconds.
- The noise associated to the signal has to be stochastic because its random nature
allows to canceled out the noise in the averaging process. Given that, in this work,
the total counts per integration time step can be reasonably assumed to be Poisson
distributed, the noise associated to the measured signals have a large stochastic
component that allows to implement this technique.
Figure 4.27 provides an example of a time-dependent signal (Reference) that has been
measured with associated Poisson noise with a SNR of 30 dB (Single trial). The mea-
surement was repeated 100 times to improve the signal-to-noise ratio to 50 dB using
the signal averaging technique (100 trials average). The SNR improvement is given by
SNRN = N ·SNRsingle or alternatively in decibels as SNRN,dB = 10·log10(N)·SNRsingle,dB,
where N is the number of trials.
The example shown above represents only a simulation and has no relation with the
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experiments. For the actual measurements, this technique has been applied using a total
of nine samples as it will later shown, which improves the SNR by 10 dB.
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Figure 4.27 – Example of signal averaging for 100 trials
Evaluation of uncertainties
A. Statistical uncertainty. Provided that signal denoising is performed in an optimum
way where the amplitude of the noise is reduced as much as possible while retaining the
shape of the signal, the statistical uncertainty can be then reduced without introducing a
bias.
The statistical uncertainty after denoising was evaluated by a Matlab R© script in the
following manner:
1. The reference (noise-free) signal was generated as explained in the signal ﬁltering
section.
2. A total of S noisy signals were generated in a loop using Poisson statistics and
following equation 4.9.
3. Each of these S signals were ﬁltered using the Moving average, Butterworth low-pass
and adaptive Wiener ﬁlter.
4. The deviation (or error) of these ﬁltered signals from the reference signal was
computed as:
d%(ti) =
Xﬁltered(ti)−Xref(ti)
Xref(ti)
· 100
5. The probability distributions of the deviations –as computed from the previous
equation– provide information about the uncertainty and a potential bias due to
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ﬁltering. The standard uncertainty was computed as the square root of the variance
when the curves followed a normal distribution. The mean value and shape of the
distribution provides information about the bias.
6. The same approach taken in items 1 to 5 was followed to assess the uncertainty due
to signal averaging in addition to ﬁltering. Before ﬁltering, each of the S signals had
been previously averaged in a nested loop using N noisy signals. In other words,
from N noisy signals, we obtain one averaged signal that is later ﬁltered; and the
procedure is repeated S times.
Figure 4.28 shows the probability distributions of the relative deviations d% of the ﬁltered
signals with respected to the reference. The probability distributions were obtained for
S = 1000 trials. On the right-hand side of the ﬁgure, results are shown for the case
where the moving average ﬁlter is applied after performing signal averaging over 9 signals.
The distribution no. 5 (green) corresponds to the case where the signal is over ﬁltered,
resulting in a bias (or systematic error). The shape of the distribution shows a clear
departure from the normal one, indicating that the error is no longer random. If the
ﬁlters are properly applied (i.e. being optimized), the probability distributions follow a
normal shape and the mean value tends to zero. The uncertainties (taken as the square
root of the variances) and mean values are listed in Table 4.6. The mean values listed in
the Table in conjunction with the shape of the distribution, express that the deviation
(or error) is random and that there is no bias.
B. In-core detector’s position. The in-core detector’s position inﬂuences the accuracy
of the measured data such as shown for the Reaction rate distribution measurements.
The contribution of detector’s axial position to the uncertainty in the time-dependent
measurements was computed in Section 4.2.3. For this calculation, it was assumed that
the detector positioning system has a precision of ±1 mm. Results are shown in Table
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Figure 4.28 – Probability distributions of the error after signal denoising
80
4.3. Neutron kinetics measurements
Table 4.6 – Statistical uncertainty after signal denoising
Denoising technique Std. uncertainty σ [%] Mean μ± σμ [%]†
Moving average ﬁlter 1.3 −0.02± 0.04
Butterworth low-pass ﬁlter 1.4 −0.01± 0.04
Adaptive Wiener ﬁlter 1.8 −0.02± 0.05
Averaging + moving avg. ﬁlter 0.5 −0.01± 0.02
†σμ = σ√
S
, S = 1000 trials
4.7.
Table 4.7 – Uncertainty due to in-core detector’s axial position
Axial position [cm] 50 45 40 35 30 25 20
Axial position [cm] 50 55 60 65 70 75 80
Uncertainty [%] 0.0 0.1 0.2 0.3 0.3 0.4 0.5
When the detector is located in the axial center, the contribution of detector position to
the uncertainty is minimal because the gradient of the neutron ﬂux is almost zero. This
is reﬂected in Table 4.7.
C. Other sources of uncertainty. The uncertainty on the detector’s radial position
represents a potential source of uncertainty for the time-dependent measurements because
the measured distortion (φ̂(t)local) is reduced as the detector moves away from the absorber
piece’s line of motion. This source of uncertainty has not been quantiﬁed in the present
work, however it could be assessed through a set of Monte Carlo simulations.
Also, as discussed in the Reaction rate distribution measurements (Section 4.2.3), an
additional potential source of uncertainty comes from the fact that the local neutron ﬂux
is distorted due to the interaction of the neutron ﬁeld with the detector’s materials. This
eﬀect has not been quantiﬁed in the present work either and could also be assessed by
means of Monte Carlo simulations.
Results
The ﬁrst set of measurements was performed to identify the maximum speed of the
absorber at which the transient can be resolved from the statistical noise. For these
measurements, the mobile absorber was initially placed at the axial mid-plane (h = 50
cm) and the detector was located 30 cm higher (h = 80 cm). The radial position of
the detector was ﬁxed to r = 15 mm for all measurements as indicated earlier. The
transients started after withdrawing the absorber at speeds of 17.3± 0.9 cm/s, 8.7± 0.3
cm/s, 3.47± 0.06 cm/s and 1.74± 0.03 cm/s. An integration time of 400 ms was used for
these measurements. The uncertainties on the speeds represent the standard uncertainty
(1σ) with a coverage factor of k = 1. They were computed using the standard law for
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Figure 4.29 – Local distortion measurements for diﬀerent withdrawal speeds. In-core
detector at h = 80 cm
uncertainty propagation, with an uncertainty in the time measurements of 0.5 s and
equally probable (rectangular) distributions.
The results for the ﬁrst series of measurements are shown in Figure 4.29 and suggest that
the distortion is reasonably discriminated from the signal’s noise for speeds below 3.5
cm/s. In the plot A –top left, corresponding to an absorber speed of 17.3 cm/s–, the
second depression observed near t = 37 s was caused by the lowering of the piece to its
initial position (h = 50 cm). The beginning of the transient has been measured with an
uncertainty of ±1 s. Note that the plots in the bottom (C and D) are displayed in a
larger time scale because the experiments were performed at lower speeds.
A second series of measurements were taken for diﬀerent in-core detector positions along
the axial direction. The mobile absorber was initially placed at the bottom of the core
(h = 5.35 cm), and later withdrawn at a speed of 1.7 cm/s. At that speed, it takes in
the order of 55 seconds for the absorber to move from bottom to top of the core. The
measurements were carried out for the in-core detector located at h = 15, 32.5, 50, 67.5
and 85 cm. Figure 4.30 shows the results in separated plots (A, B, C, D and E) and also
as a whole (F). The plots illustrate how the measured ﬂux distortion is shifted towards
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Figure 4.30 – Local distortion measurements for absorber speed of 1.7 cm/s and various
in-core detector positions
larger times as the detector is moved to the top of the core. The plots show no clear
evidence of the optimal detector position for better distortion discrimination.
Given that the previous series of measurements were aﬀected by statistical noise, the last
series of measurements attempted to improve the quality of the measured signal. Several
measurements were repeated under the same conditions (i.e., same absorber speed and
detector position) to reduce the noise using the signal averaging technique. For these
measurements, the mobile absorber was initially placed at the bottom of the core (h =
5.35 cm), and later withdrawn at a speed of 1.7 cm/s. The in-core detector was ﬁxed at
h = 50 cm (axial center).
A total of nine measurements were repeated following the same experimental procedure
and were synchronized in time. Because the signal averaging technique can be only
applied to signals with random noise, the average signal was ﬁrst computed from the
unﬁltered signals. The average signal was later ﬁltered using a moving average ﬁlter.
Figure 4.31 shows the individual measurements (left) and the average resulting from the
nine measurements (right). The transients started at t = 0 s. The individual measurements
shown in the ﬁgure were ﬁltered using a moving average ﬁlter. The uncertainty bounds for
the individual runs were not plotted for the sake of clarity. The average signal represents
a clear improvement in terms of signal quality and uncertainty reduction.
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84
5 Numerical analysis
As outlined earlier, the PARCS code has been chosen for the 3-D steady-state and time-
dependent modeling of the CROCUS reactor. Details about the code have been discussed
in Section 2.3.4 (p. 29).
The few-group macroscopic cross sections and delayed neutron data required by the
PARCS code were generated by the Serpent code [26]. Serpent is a three-dimensional
continuous-energy Monte Carlo code that has been speciﬁcally designed for lattice physics
applications. The Serpent code has also been used in this work for full-core steady-state
calculations. The entire calculation scheme for the modeling of the CROCUS reactor is
depicted in Figure 5.1.
This chapter is divided into three sections. A ﬁrst part describes the few-group constant
parameters generation and full-core modeling with the Serpent code, a second part
presents the PARCS code modeling of the CROCUS reactor and a third part presents
some computational results with Serpent and PARCS codes. The comparison of the
simulation results against experimental data is presented in Chapter 6.
5.1 Serpent code modeling of the CROCUS reactor
The Serpent code has been primarily used for group constant and delayed neutron
data generation. The relatively small size of the CROCUS reactor made full-core three-
dimensional reactor calculations feasible. These full-core calculations were also used as a
reference for the comparison against PARCS steady-state solutions.
The Serpent model of the CROCUS reactor has been built in detail with no major
approximations. It comprises all reactor components within the water tank including the
supporting structure below the core and main nuclear instrumentation. Figure 5.2 shows
the geometry and reaction rate plots for the full-core Serpent model of the CROCUS
reactor. The exterior surfaces of the aluminum grid plates were used as computational
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Figure 5.1 – Calculation scheme for CROCUS reactor modeling
boundaries for the radial and bottom directions. The top boundary is deﬁned by the end
of the fuel rods as shown in Figure 5.2. Vacuum boundary conditions were imposed on
all external surfaces.
The Serpent code version 2.1.27 and the JEFF-3.1.1 nuclear data library were used for
the simulations. A typical full-core calculation was run using 104 cycles of 106 neutrons
each to achieve eigenvalue estimates within ±0.7 pcm. The calculation time for a run
with this number of neutron histories was approximately 1600 CPU hours on a 2.93 GHz
machine (i.e. using a single processor). The nuclear data was evaluated at 300 K. The
thermal scattering data for hydrogen in light water was taken from the JEFF-3.1 library
and was evaluated at 294 K.
To improve Serpent results accuracy, probability tables were used to sample cross section
data in the unresolved energy resonance regions. The input ﬁle for the Serpent model of
the CROCUS reactor is listed in Appendix B.1.
5.1.1 Few-group constants generation
The input parameters used by the PARCS code to compute steady-state and transient
solutions for the CROCUS reactor are:
1. Transport cross-sections Σtr,G (or alternatively, diﬀusion coeﬃcients DG)
2. Absorption cross-sections Σa,G
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Figure 5.2 – Top and side views of full-core Serpent model of the CROCUS reactor.
Geometry plots (left) and reaction rate plots (right)
3. Fission cross-sections Σf,G
4. Average number of neutrons released per ﬁssion ν
5. Group-to-group scattering cross-sections Σs,GG′
6. Fission spectrum χG
7. Energy release per ﬁssion κ
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8. Eﬀective delayed neutron fraction βi
9. Decay constant of delayed neutron precursors λi
10. Inverse neutron velocities v−1G
11. Albedos βG
12. Detector cross-sections Σdet,G
13. Form functions FF
While items 1 to 6 are needed for solving the multi-group diﬀusion equations, items 8
to 10 are employed in time-dependent problems to solve the delayed neutron precursor
concentration equations. The energy released by ﬁssion is used to normalize the absolute
value of neutron ﬂux. Finally, each of the items from 11 to 13 are employed to set
boundary conditions, for detectors modeling and for the reconstruction of heterogeneous
quantities from homogenized solutions, respectively.
The parameters listed above were generated with the Serpent Monte Carlo code because,
recalling the discussion on the use of Monte Carlo codes for lattice physics application,
the main advantages of using the Serpent code for this purpose are:
• Few-group constants can be generated from the full-core geometry rather than from
the traditional 2-D assemblies with reﬂective boundary conditions.
• The full-core transport calculation can be used as a reference steady-state solution.
The Serpent code uses universes to describe geometries and also to deﬁne the regions
where spatial homogenization and energy collapsing take place. The whole few-group
constants data can be produced for multiple universes within a single run. Almost all of
the parameters needed by PARCS can be extracted directed from the Serpent output ﬁle,
with exception of the detector cross-sections, form functions, and albedos that require
additional treatment with user-deﬁned tallies.
The group-wise macroscopic cross-sections were homogenized using seven non-overlapping
universes deﬁned within the full-core geometry of the reactor as shown in Figure 5.3. The
choice of each universe was based on homogenizing over regions where material properties
are already rather homogeneous, namely UO2 cells with water, U-metal cells with water,
water reﬂector, control rod cells with water, UO2 cells with air, U-metal cells with air,
and control rod cells with air. It should have been possible to further subdivide these
regions, for example by deﬁning an inner and outer UO2 fuel region, and also an inner
and outer U-metal region such that the core is represented by four concentric ring-shaped
regions. Likewise, the reﬂector region could have been represented by concentric universes.
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However, this has not been tested in the present work. Each color in Figure 5.3 represents
a diﬀerent homogenization universe. These universes were deliberately deﬁned to match
the PARCS mesh structure. The homogenization region was axially limited by the lower
and upper grid plates where partial currents were tallied for the estimation of albedos.
The few-group constants were converted into a PARCS-readable format using the
GenPMAXS v6.1.3co code [77]. The GenPMAXS code was speciﬁcally built as an
interface between various lattice physics codes and PARCS. It provides cross-section
data in PMAXS ﬁle format, which allows PARCS to perform steady-state, transient and
core-depletion calculations. There are other ways to input cross-section data into the
PARCS code, however the PMAXS format is the most extended one because it allows to
use almost all PARCS capabilities.
As it will be speciﬁed in the following section (p. 95), two solution kernels were used
in PARCS: the coarse-mesh ﬁnite diﬀerence (CMFD) and the ﬁne-mesh ﬁnite diﬀerence
(FMFD) kernels. While cross-section data for the CMFD kernel was provided in the form
of PMAXS ﬁles, the FMFD kernel requires a speciﬁc format and does not support PMAXS
ﬁles. A Matlab R© script was written to convert Serpent’s output to FMFD-formatted
cross-section data (see Appendix B.2). This script can generate multi-group cross-section
data, however it does not produce kinetic parameters because time-dependent simulations
were not run with the FMFD solver.
The following sections address speciﬁcs about correction of diﬀusion coeﬃcients, generation
2. U-met fuel
5. Top UO2 fuel
6. Top U-met fuel
1. UO2 fuel
Surfaces for computing albedos
3. Water reflector
4. Control rods
7. Top segment of the control rods not shown
Different Serpent regions (universes) for cross-section homogenization. Full-scale geometry 
Figure 5.3 – Serpent regions for cross-section homogenization in the CROCUS reactor
89
Chapter 5. Numerical analysis
of albedos, detector cross-sections, form functions, control rod cross-sections and kinetic
parameters.
In-scatter correction of diﬀusion coeﬃcients
As discussed in Section 2.3.3 (p. 27) Serpent code uses two approaches to estimate
diﬀusion coeﬃcients. The ﬁrst method is derived from the P1 equations and uses the
out-scatter approximation to obtain the transport cross-sections. A second deﬁnition is
derived from the B1 equations to correct diﬀusion coeﬃcients based on an artiﬁcial leakage
spectrum. Because the full-scale geometry was used to generate few-group constants for
the CROCUS reactor, leakage models were not needed and therefore leakage-corrected
diﬀusion coeﬃcients were not implemented. The following section focuses only on the
ﬁrst approach.
Various manners to derive transport cross-section from the P1 equations have been
presented in Section 2.2.4, amongst which the in-scatter and out-scatter methods deserve
special consideration in the present context. With the exception of a few lattice physics
codes such as CASMO [6] and HELIOS [37], many codes rely on the out-scatter method
for the generation of diﬀusion coeﬃcients. The out-scatter method yields acceptable
results for most for most reactors, however it has been reported that this approximation
leads to important errors in light water reactors (LWR) with large neutron leakages
[78, 29]. These errors are attributed to the fact that the out-scatter approximation does
not properly treat scattering anisotropy at high neutron energies.
Herman et al. [79] developed a correction method that accounts for the out-scatter
method’s deﬁciencies in the treatment of scattering anisotropy. Because in LWRs the
hydrogen bound to water is the main responsible for this anisotropy1, the method was
initially applied to the 1H isotope, however it can be extended to any isotope. This
correction is applicable to Monte Carlo codes and allows to generate diﬀusion coeﬃcients
consistent with the in-scatter method. The approach is equivalent to that one used by
CASMO [6] and has been recently implemented in the second version of the Serpent
Monte Carlo code (Serpent 2).
The idea behind this method is to correct the transport cross-section of the isotope
responsible for the scattering anisotropy such as Hydrogen, if we are dealing with a
LWR. This is achieved by ﬁrst generating transport cross-sections that treat in-scattering
without approximations to later obtain an energy-dependent transport-to-total correction
curve. The transport and total cross-sections can be obtained from a ﬁxed-source problem
of a one-dimensional homogeneous slab of this isotope. The simplicity of this problem
allows to obtain the diﬀusion coeﬃcient directly with no approximations. Then, the
1as seen from the laboratory (LAB) reference frame
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transport-to-total correction curve is computed as follows
fi(E) =
1
3D(E)
· 1
Σt,i(E)
=
Σtr,i(E)
Σt,i(E)
(5.1)
where i stands for isotope used in the slab problem. Note that no other isotope is present
in the homogeneous slab problem and that the energy dependence in Eq. 5.1 is in practice
handled using a very ﬁne energy group structure.
This curve can be later used by the lattice code (Serpent) to perform the in-scattering cor-
rection on the out-scatter-approximated transport cross-sections. The general procedure
is the following one:
• The lattice code computes the total and non-corrected transport cross-sections of
the isotope i : Σt,i(E) and Σtr,i(E)
• The lattice code computes the total and non-corrected transport cross-section for
all other isotopes: Σt,all(E) and Σtr,all(E)
• The lattice code corrects the transport cross-sections of the isotope i using the
pre-computed correction curve:
ΣICtr,i(E) = Σt,i(E) · fi(E)
where the superscript IC indicates that the cross-section has been in-scatter cor-
rected.
• The lattice code removes the non-corrected isotope i component from the transport
cross-section of all other isotopes and adds the corrected transport cross-section of
isotope i :
ΣICtr,all(E) = Σtr,all(E)− Σtr,i(E) + ΣICtr,i(E)
Herman [81] showed that this correction yields transport cross-sections consistent with
the in-scatter approximation. A numerical study addressing the impact of this correction
for the CROCUS reactor and also for diﬀerent reactor core sizes will be presented later in
Section 5.3.
Albedos
Albedos are used to establish general boundary conditions for the solution of the multi-
group diﬀusion equations. The albedo factors (βG) essentially represent the ratio of
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in-going to out-going group-wise currents in a boundary surface.
βG =
J−G
J+G
(5.2)
Albedo factors set to zero (βG = 0) represent zero incoming current (a.k.a., void) boundary
conditions whereas albedos set to one (βG = 1) represent reﬂective boundary conditions.
To set albedo boundary conditions, the PARCS code requires the user to input an albedo-
dependent function (αG). This function is used by the code to relate the neutron current
to the neutron ﬂux and is computed as follows [18]:
αG =
1
2
· 1− βG
1 + βG
(5.3)
Albedos were computed by tallying Serpent’s group-wise partial currents at the following
surfaces:
1. X-Y plane at the top of lower grid plate
2. X-Y plane at the bottom of upper grid plate
The previously listed planes were used to compute albedos because they represent the
axial limits of the volume used for cross-section homogenization. Since diﬀerent water
levels were used to run simulations, albedos had to be computed for the various water
levels. Table 5.1 shows diﬀerent albedo values (βG) for water levels of 952.2 mm and 960
mm.
Detector cross-sections
PARCS detectors have been used to model the response of a ﬁssion chamber that moves
along and across the core and reﬂector region. The Serpent code was used to generate
detector cross-sections. They were computed as the ratio of group-wise 235U ﬁssion rates
to neutron ﬂuxes.
Table 5.1 – Two-group axial albedos for the CROCUS reactor
Top boundary βG Bottom boundary βG
Water level [mm] Fast Thermal Fast Thermal
952.2 0.290 0.053 0.452 0.358
960.0 0.294 0.055 0.452 0.358
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Σdet,G =
∫
V
∫ Ei+1
Ei
Σ
235U
f (r, E)φ(r, E) dE dV∫
V
∫ Ei+1
Ei
φ(r, E) dE dV
(5.4)
The ﬁssion rates and neutron ﬂuxes were tallied following the mesh is shown in Figure
5.4. The mesh has a length equivalent to the PARCS mesh size (i.e., 1.837 cm as it will
be described later on page 95) and a width equivalent to the ﬁssion chamber diameter
(0.47 cm) which was presented in the experimental section (4.2).
y
x
Mesh for Serpent tallies (not to scale)
1.837 cm - equivalent to PARCS mesh size
Figure 5.4 – Serpent mesh for tallying ﬂux and ﬁssion rate
Form functions
Even though PARCS is able to model ﬁssion rate proﬁles through the use of detectors,
they only provide cell-wise information. Form functions (FF ) can be used as follows to
reconstruct within-cell heterogeneities from homogeneous (cell-wise) solutions,
Rhetf (r) = R
hom
f (r) · FF (r) (5.5)
where Rf stands for ﬁssion rate.
The Serpent code was employed to compute these form functions. The homogeneous
ﬁssion rate (Rhomf ) was approximated as the average ﬁssion rate in a volume of length
equivalent to the PARCS mesh size and width equivalent to the ﬁssion chamber diameter
(0.47 cm). This meshing is represented in Figure 5.4.
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The heterogeneous ﬁssion rate (Rhetf ) was computed in a similar way, but for a much ﬁner
spatial discretization. To tally the heterogeneous ﬁssion rate, each of the meshes shown
in Figure 5.4 was subdivided in the x-direction into 10 smaller meshes (length of 0.1837
cm), while the width (y-dimension) was kept constant.
The form functions were then computed as
FF (m) =
Rhetf (m)
Rhomf (i)
(5.6)
Where i and m represent the indices for coarse (1.837 cm) and ﬁne (0.1837 cm) meshes,
respectively. Figure 5.5 shows a schematic representation of the ﬁssion rates tallied
within a coarse mesh. These ﬁssion rates were calculated over the entire energy spectrum,
therefore the form functions are not group-wise parameters.
The form functions were used for heterogeneous ﬁssion rate reconstruction and covered
the radial direction from the center of the core (r = 0 cm) to the reﬂector region (r = 66.1
cm).
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Figure 5.5 – Schematic representation of coarse and ﬁne-mesh ﬁssion rate tallies for the
generation of form functions
Control rods
The control rods were modeled using 2 by 2 meshes as shown in Figure 5.6. The cross-
section data consist of two branch cases: a reference one corresponding to the unrodded
state, and second one corresponding to the rodded state. The latter was generated from
an additional full-core Serpent calculation having one control rod fully inserted.
Since the extent of the perturbation caused by the insertion of the control rod goes
further away than the four radial meshes used to model each rod, the outer lattice fuel
(U-metal fuel) cross-sections need to account for this perturbation as well. Therefore, the
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cross-sections for the outer lattice fuel are also represented by:
• A reference branch in which control rods are withdrawn
• A second branch case in which the control rods are fully inserted, which accounts
for the perturbation induced by the proximity to the control rods.
Figure 5.6 illustrates the approach taken for modeling the control rods. The ﬁgure shows
a quarter core only for the sake of clarity. Control rod cross-section data were generated
using the full 3-D core model.
y, South
x,East
U-met fuel 
cross-section
REF state: unrodded
CR state: rodded
Control rod cross-section
REF state: unrodded
CR state: rodded
Neighboring U-met region is affected by rod insertion
Figure 5.6 – CROCUS reactor control rod modeling
Kinetic parameters
The Serpent code was also used to produce the kinetic parameters required by PARCS
for time-dependent simulations. Adjoint-weighted eﬀective delayed neutron data were
calculated using the iterated ﬁssion probability (IFP) method [52]. Because the IFP
method calculates the kinetic parameters over the entire geometry, a single set of kinetic
parameters were generated for the whole reactor. The kinetic data are listed in Table 5.2.
Note that the table presented earlier in the experimental section (Chapter 4) provides
kinetic parameters computed by the MCNP5 code.
5.2 PARCS code modeling of the CROCUS reactor
The use of PARCS for modeling the CROCUS reactor is challenging due to the small size
of the core that leads to large neutron leakage, the presence of regions with high neutron
absorption (Cadmium layers), and the incongruence of the two fuel lattices.
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Table 5.2 – CROCUS adjoint-weighted eﬀective kinetic parameters from Serpent - IFP
method & JEFF-3.1.1 nuclear data
λi [s−1] βi Λ [s−1]
1.247× 10−2 2.270× 10−4 4.763× 10−5
2.829× 10−2 1.094× 10−3
4.252× 10−2 6.481× 10−4
1.330× 10−1 1.434× 10−3
2.925× 10−1 2.455× 10−3
6.665× 10−1 8.066× 10−4
1.635 6.715× 10−4
3.555 2.513× 10−4
PARCS has been built as a nodal diﬀusion code that can provide full-core solutions with
the same accuracy as traditional ﬁne-mesh ﬁnite diﬀerence diﬀusion codes but at a much
lower computational cost. The advantage of advanced nodal codes such as PARCS derives
from the fact that the reactor can be discretized using a much coarser mesh (such as an
entire fuel assembly) than that one used by ﬁnite diﬀerence schemes. In the CROCUS
reactor, the core cannot be subdivided into simple repeatable subsections because of
the incongruence between the two fuel lattices. It is then natural to utilize a pin-by-pin
spatial discretization, where nodal methods are no longer of advantage.
Two solution kernels were used in PARCS. The coarse mesh ﬁnite diﬀerence (CMFD)
kernel was used to provide the main solutions and the ﬁne-mesh ﬁnite diﬀerence (FMFD)
kernel was employed only for a parametric analysis presented in Section 5.3.2 (p. 105).
It is worth recalling the diﬀerences between the two solution kernels. While the CMFD
was implemented as acceleration scheme for nodal and ﬁne-mesh solutions, the FMFD
is a standard ﬁnite diﬀerence solver intended to provide pin-by-pin solutions. In the
CMFD method, a ﬁnite diﬀerence discretization is used to solve the diﬀusion problem,
which is updated by a high order nodal method after a given number of iterations to
improve the CMFD accuracy. However, provided that the spatial mesh is ﬁne enough,
the CMFD solution can converge in space without the need of a nodal method. The use
of CMFD with no nodal update will be referred to as CMFD-only. In this work this is
the preferred method because it can provide ﬁne-mesh ﬁnite diﬀerence solutions using
the regular PMAXS cross-section ﬁles. The CMFD-only kernel also allows to use certain
PARCS features that the FMFD kernel does not such as the use of detectors and albedo
boundary conditions. The PARCS modeling of the CROCUS reactor has been therefore
performed using a two-group ﬁnite diﬀerence solver (CMFD-only) in Cartesian geometry.
All PARCS results were run using this solver unless otherwise stated.
As described in Section 3 (p. 33), there are two radial fuel zones arranged in two diﬀerent
fuel squared lattices, an inner one with a pitch of 1.837 cm and an outer one with a
pitch of 2.917 cm. The spatial discretization for the PARCS solution has been chosen
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to match the inner fuel pins for two reasons: (1) from a safety standpoint accurate pin
power prediction in the inner lattice is of greater importance than for the outer lattice,
and (2) accurate ﬁne-mesh ﬁnite diﬀerence solutions require the mesh spacing to be in the
order of the smallest group-wise diﬀusion length (∼ 1.8 cm for the CROCUS reactor). In
a previous publication [82], two PARCS models were built to represent both fuel regions:
a ﬁrst model used a ﬁner mesh equivalent to the UO2 fuel pitch, and a second one a
larger mesh equivalent to the U-metal fuel pitch. This scheme was discarded because of
the limitations to predict power in the inter-lattice region and because the most relevant
phenomena take place in the core center.
The mesh structure used in the current PARCS model consists of 72 x 72 x 54 meshes in
the x-th, y-th and z-th directions respectively. A mesh spacing of 1.837 cm (equivalent to
the UO2 fuel pitch) is used in the radial plane whereas a spacing of 1.857 cm is used in the
axial direction. To model the reactor at a water level2 of 95.22 cm, the axial meshing for
the fuel region surrounded by air needs to be reduced to 1.593 cm. The reactor meshing
includes explicit modeling of the radial reﬂector. Because the reference for water level is
set to the top of the lower Cadmium layer and the PARCS model begins 0.5 cm higher
(i.e., at the top of the lower grid plate as deﬁned by the planes used to calculate albedos),
this diﬀerence needs to be subtracted to calculate the water level in PARCS. Accordingly,
the fuel region under water is deﬁned following a structure of 51/meshes× 1.857 = 94.71
cm and the air region as 3/meshes× 593 = 4.78 cm, which yields a total fuel length of
99.49 cm. Figure 5.7 shows the radial discretization of the active core region. The colors
represent diﬀerent homogenized cross-section sets. The reﬂector meshes are not shown in
the ﬁgure.
Figure 5.7 illustrates the agreement between the meshing and fuel pins in the inner lattice
region and also the mismatch between the meshing and fuel pins in the outer lattice
region. The ﬁgure also shows that the control rods were modeled using 2 x 2 meshes for
each control rod. Details concerning the spatial homogenization process are presented in
Section 5.1.
The axial meshing with the diﬀerent cross-section sets and model boundaries are shown
in Figure 5.8. While in the radial direction the model is extended to the water reﬂector
periphery, in the axial direction the model was limited by the grid plates. By cutting
the reactor geometry at the grid plates, the number of spatial mesh points is largely
reduced and also problem convergence is tightened. Albedo boundary conditions (βG)
were used to relate the incoming and the outgoing ﬂuxes at the axial boundaries. The
albedo functions (αG) were computed by the Serpent code as described in Section 5.1.
Zero-incoming current boundary conditions were imposed to represent the external radial
boundaries.
2the entire axial mesh structure varies for diﬀerent water levels. A level of approximately 95.22 cm
corresponds to the basic conﬁguration with all the control rods withdrawn.
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6
5
7
Control rods
UO2 fuel
U-met fuel
Mesh size:
1.837 x 1.837 cm
Figure 5.7 – Top view of PARCS model spatial discretization
The use of the ﬁnite diﬀerence (CMFD-only) kernel over nodal methods for PARCS
solutions is based on the following reasons:
• Numerical stability issues are observed when using nodal solvers.
• Albedo boundary conditions for rectangular geometries can be used only with the
ﬁnite diﬀerence kernel.
• As seen in Figure 5.8, the air on top of the water reﬂector was replaced by dummy
regions to avoid numerical convergence issues caused by the low air cross-section
values. Dummy regions are only supported by the ﬁnite diﬀerence solver, which is
another reason for choosing this solver over the nodal ones.
• The mesh size used for CROCUS modeling is in the order of the smallest group-wise
diﬀusion length (∼ 1.8 cm) and allows spatial convergence of the ﬁnite diﬀerence
solution [83].
However, the use of the ﬁnite diﬀerence (CMFD-only) kernel presents several limitations
such as:
• Multi-group diﬀusion theory is not supported.
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Water reflector
U-met fuel
Dummy region
UO2 top fuel
U-met top fuel
UO2 fuel
PARCS model boundaries
Upper grid plate with Cd layer
(PARCS model upper limit)
Lower grid plate with Cd layer
(PARCS model lower limit)
mesh size: 51 x 1.857 cm 
mesh size: 3 x 1.593 cm 
Figure 5.8 – Side view of PARCS model spatial discretization
• Interface Discontinuity Factors cannot be implemented.
• The SP3 transport solution is not implemented.
A two-group energy structure has been used for steady-state and time-dependent solutions.
Section 5.3.2 documents an analysis of the group-structure performed over a 2-D model
of the CROCUS reactor using the ﬁne-mesh ﬁnite diﬀerence (FMFD) kernel. This section
also addresses transport eﬀects by comparing diﬀusion to an SP3 transport solution.
Neutron leakage is important in the CROCUS reactor due to the small size of the core.
Leakage eﬀects have been partially accounted for with the use of an in-scatter correction
of diﬀusion coeﬃcients as explained in Section 5.1.1. A numerical study addressing the
impact of this correction for the CROCUS reactor and also for diﬀerent reactor core sizes
will be presented later in Section 5.3.
The PARCS code provides the ability to simulate detector responses, which are computed
as
Ri = Vi
∑
G
Σdet,G · φ¯i,G (5.7)
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where φ¯i,G is the Gth group mesh-averaged ﬂux in mesh i and Σdet,G is the detector
cross-section. These cross-sections were read from the PMAXS ﬁles and were generated
by the Serpent code as discussed in Section 5.1.1.
PARCS detectors were used to compute ﬁssion rate proﬁles. These responses are mesh-
averaged (Equation 5.7) and even though a ﬁne spatial mesh is used, they cannot capture
the heterogeneities within the mesh. These heterogeneities were reconstructed from the
PARCS homogeneous solution with the use of form functions (FF ):
Rhetf (r) = R
PARCS
f (r) · FF (r) (5.8)
5.2.1 Neutron kinetics modeling
The solution of time-dependent problems in PARCS is provided through the direct solution
of space-time kinetic equations. The core conditions that initialize the transient problem
are obtained with the solution of the eigenvalue problem.
While the kinetic parameters are core-averaged values, the neutron inverse velocities are
space-dependent, i.e., a set of group-wise inverse velocities is assigned to each homogenized
region. The inverse velocities were calculated by Serpent and homogenized by ﬂux-volume
weighing over each region as described in Section 2.3.3.
The transient consisted in moving either the control rods or the small absorber piece
as described in the experimental section (Sec. 4.3). The modeling of the ﬁrst type of
transients is trivial and is therefore not described.
The simulation of transients initiated by the movement of a small neutron absorber was
done as follows. The absorber was modeled in PARCS as one mesh cell of 1.837 by 1.837
cm in the center of the core as shown in Figure 5.9. In the axial direction, the absorber
was modeled with a length of 8.1 cm. The cross-section data for the absorber had been
generated accordingly with the full-core Serpent model. PARCS detectors were used
to replicate the response of the out-of-core and in-core ﬁssion chambers. The in-core
detector response was represented by the average ﬁssion rate of two cells near the core
center as illustrated in Figure 5.9. The out-of-core detector response was represented by
the average ﬁssion rate at a cell in the reﬂector region at a distance of seven centimeters
from the core.
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Absorber guide tube
at radial center
Cross-section homogenization
over 2 by 2 cells 
Cells for detector
modelling
x
y
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y
Figure 5.9 – Small absorber and detector modeling in PARCS for kinetics simulations
5.3 Numerical results
5.3.1 Steady-state results
This section deals with the steady-state analysis and veriﬁcation of PARCS results against
Serpent Monte Carlo simulations. The comparison between PARCS and Serpent was
done for eigenvalue, control rod reactivity worth, neutron ﬂuxes and 235U ﬁssion rate
distributions. The comparison is based on the choices described in the preceding sections
and is summarized in Table 5.3.
Table 5.3 – Models and parameters for the CROCUS full-core reactor calculations
Nuclear data library JEFF-3.1.1
Lattice physics code Serpent v2.1.27
Theory Monte Carlo
Geometry Exact heterogeneous, 3-D
Energy structure Continuous-energy
Full-core calculation code PARCS v32m19
Theory Diﬀusion
Geometry Homogenized pin-by-pin, 3-D Cartesian
Mesh size (x,y,z) 1.837× 1.837× 1.851 cm
Energy structure Two-group
Delayed neutron precursor groups Eight
Reactivity feedback Not required
Given the ability of Monte Carlo codes to perform full-core steady-state calculations with
a high level of detail, the Serpent solution was used as reference for the comparison. For
this code-to-code comparison, a higher number of neutron histories (104 cycles of 106
neutrons each) were used in Serpent to reduce the eigenvalue statistical uncertainty to
0.7 pcm, and below 0.5% for ﬁssion rates and neutron ﬂuxes.
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Eigenvalue
The multiplication factor diﬀerence was computed as follows
Δk
k
=
kPARCSeﬀ − kSerpeﬀ
kSerpeﬀ
(5.9)
The eigenvalue comparison between Serpent and PARCS is shown in Table 5.4. Con-
sidering the limitations of diﬀusion theory for high leakage system like CROCUS, good
eigenvalue agreement was achieved. The diﬀerence was of -418 pcm with respect to the
Serpent solution. The eﬀect of core size in the prediction of the eigenvalue is reﬂected in
the diﬀusion coeﬃcient study presented in the parametric analysis section (5.3.2).
keﬀ
Δk
k [pcm]
Serpent (reference) 1.00166 ± 0.7× 10−5
PARCS - 2G diﬀusion 0.99747 -418
Table 5.4 – Eigenvalue comparison
Reactivity worth
The integral control rod reactivity worth was also compared with Serpent in Table 5.5.
The worth values have been computed as
Δρ = ρu − ρr = ku − kr
kukr
(5.10)
where ku and kr are the eﬀective multiplication factors for the unrodded and rodded
cases, respectively.
Control rod reactivity worth [pcm]
Serpent (reference) 170 ± 1
PARCS - 2G diﬀusion 171
PARCS - 2G diﬀusion 159(no neighboring correction)
Table 5.5 – Control rod reactivity worth comparison
PARCS estimate for reactivity worth agrees within 1 pcm with respect to Serpent. This
high level of agreement was achieved after considering the eﬀect of the rod insertion on the
neighboring fuel area. This is also reﬂected in Table 5.5, where it is shown that PARCS
reactivity worth diﬀers by 11 pcm (or 6%) with respect to Serpent if the neighboring fuel
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is not taken into account.
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Figure 5.10 – Extent of thermal ﬂux perturbation due to rod insertion
Figure 5.10 shows the extent of the thermal ﬂux perturbation due to rod insertion3. The
control rods cross-sections are represented by a 2x2 mesh, which encompasses most of
the perturbed area. However, if the perturbation induced on the neighboring meshes
(of up to 40%) is neglected, the diﬀerence of PARCS estimate with respect to Serpent
increases from 1 pcm to 11 pcm (or 0.5% to 6%) as shown in Table 5.5. The procedure
for accounting for this eﬀect is explained in detail in Section 5.1.
Steady-state neutron ﬂux and ﬁssion rate distributions
As earlier mentioned, PARCS detectors and form functions were used for the reconstruction
of heterogeneous ﬁssion rate from homogenized solutions. The PARCS homogeneous and
reconstructed solutions will be hereafter referred to as PARCS homogeneous and PARCS
reconstructed, respectively.
Figure 5.11 shows the comparison of relative 235U ﬁssion rate distributions between the
PARCS and Serpent codes. The relative diﬀerence shown in the ﬁgure was calculated
between the PARCS reconstructed ﬁssion rate and the Serpent reference. The PARCS
homogeneous solution (in circles) was added to the ﬁgure to highlight the diﬀerence
with the reconstructed proﬁles. All proﬁles were obtained from a radial slice of the core
mid-plane. The proﬁles start at the radial center of the core (r = 0) and ﬁnish in the
reﬂector region. Each proﬁle was normalized with respect to their integral under the
curve.
The diﬀerence between codes for radial ﬁssion rate proﬁles does not exceed 3% in the
3The ﬁgure is ﬂipped across the horizontal axis (x, y) → (x,−y)
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Figure 5.11 – PARCS and Serpent simulations of CROCUS radial 235U ﬁssion rate proﬁles
central region of the core. As expected, larger diﬀerences were found in the UO2 /U-metal
fuel lattices interface (r = 20.2 cm), at the outer fuel lattice where the PARCS mesh and
explicit fuel pins are incongruent, and near the core periphery (r = 29.17 cm).
Comparison at a coarser mesh level was done for thermal and fast ﬂuxes, with no
reconstruction for the PARCS proﬁles. With respect to Serpent proﬁles, the neutron
ﬂuxes were tallied using a mesh structure that matches that one of PARCS (i.e. mesh
size of 1.837 cm x 1.837 cm x 1.857 cm). Due to the relatively large size of the mesh, the
resulting Serpent proﬁles will be referred to as Serpent coarse.
Figure 5.12 shows the thermal and fast neutron ﬂux radial proﬁles predicted by the PARCS
and Serpent codes. The Serpent continuous proﬁles were obtained with a ﬁner mesh
and were included in the ﬁgure to emphasize the diﬀerence with respect to coarser-mesh-
averaged solutions. All proﬁles were obtained from a radial slice of the core mid-plane.
They were also normalized with respect to the integral under each curve.
The right axis in Figure 5.12 shows the relative diﬀerences between PARCS and Serpent
coarse-mesh-averaged ﬂuxes. Diﬀerences in the inner fuel region (r < 20 cm) are within
5% and 1% for the thermal and fast ﬂuxes respectively. However, in the outer fuel
lattice region, the mismatch between the PARCS meshing and fuel pins leads to higher
diﬀerences. These diﬀerences can be understood by observing Figure 5.13 where the
Serpent meshing for tallying neutron ﬂuxes are compared to the PARCS meshing.
Figure 5.13 shows that each PARCS cell in the outer lattice contains the same homogeneous
mixture of fuel and moderator. On the other hand, in the explicit Serpent representation,
the fuel/moderator ratio varies from cell to cell. Figure 5.13 shows that cell # 3 of
the Serpent model has a larger fuel/moderator ratio than its neighboring counterparts.
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Figure 5.12 – PARCS and Serpent simulations of CROCUS radial neutron ﬂux proﬁles
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PARCS
Serpent
Figure 5.13 – Fuel/moderator inconsistencies between homogeneous (PARCS) and hetero-
geneous (Serpent) models
Therefore, the explicit Serpent model is expected to reﬂect, at that point, a dip in the
thermal ﬂux and a bump in the fast ﬂux. This is reﬂected in Figure 5.12 in the region
near r = 25.7 cm. Finally, concerning the fast neutron ﬂux proﬁles, relative diﬀerences are
high in the reﬂector region because more fast neutrons are slowed-down without getting
absorbed in the fuel and hence the absolute value of the fast ﬂux is small.
5.3.2 Parametric analysis
The calculation of neutronics parameters with the PARCS code is subjected to various
potential sources of bias. In the context of the CROCUS reactor, special consideration
was given to the transport corrections of diﬀusion coeﬃcients, the discretization of the
energy variable, and the use of the diﬀusion approximation. The purpose of this analysis
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is to provide and insight of the most relevant modeling parameters that may alter results
in such a magnitude that diﬀerences can be resolved experientially. The impact of these
parameters has been measured in terms of the eigenvalue and reaction rate proﬁles
calculations.
In-scatter correction of diﬀusion coeﬃcients
The in-scatter correction of diﬀusion coeﬃcients (TRC), discussed in Section 5.1.1, has
been compared against the traditional out-scatter approximation for diﬀusion coeﬃcients.
The acronym TRC will be used to make reference to those results obtained with the
in-scatter correction. For the sake of simplicity, results obtained with the out-scatter
approximation will be referred to as non-corrected.
keﬀ
Δk
k [pcm]
Serpent (reference) 1.00166 ± 0.7× 10−5
PARCS - no correction 0.98543 -1620
PARCS - with TRC 0.99747 -418
Table 5.6 – Impact of transport-corrected diﬀusion coeﬃcient on CROCUS keﬀ
The eﬀect of the in-scatter correction was ﬁrst investigated for the full 3-D PARCS model
of the CROCUS reactor. Table 5.6 shows the comparison in terms of the eigenvalue. The
last column shows the diﬀerence with respect to Serpent, which is taken as the reference.
These results indicate that the in-scatter correction produces an important improvement
in the eigenvalue predictions. The PARCS eigenvalues diﬀered by approximately 1200
pcm, suggesting that the eﬀect of this correction on core criticality is signiﬁcant.
Figure 5.14 shows the comparison in terms of radial ﬂux proﬁles. The relative diﬀerences
between the corrected and non-corrected proﬁles are also plotted in the ﬁgure. Larger
diﬀerences are observed for thermal ﬂux than for the fast ﬂux. The thermal ﬂux predicted
with the non-corrected diﬀusion coeﬃcients is ﬂatter than for the corrected counterpart.
A more in-depth analysis requires the examination of group-wise diﬀusion coeﬃcient
values. Table 5.7 displays them for the corrected (TRC) and non-corrected cases. Values
in the Table indicate that the in-scatter correction shows the tendency to increase the
thermal diﬀusion coeﬃcient and to reduce the fast one. The fact that fast diﬀusion
coeﬃcients are reduced with the in-scatter correction may explain the diﬀerences in
the eigenvalue results as neutron leakage is driven by fast neutrons. The increase of
the thermal diﬀusion coeﬃcient is also consistent with the eigenvalue improvement as
it implies that, in the fuel/reﬂector interface, there is an increase of thermal neutron
reﬂection back to the core (see the slope of thermal ﬂux proﬁle in Fig. 5.14 near r = 29
cm).
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Figure 5.14 – Impact of transport-corrected diﬀusion coeﬃcient on neutron ﬂux proﬁles
To further study the eﬀect of the in-scatter correction in the eigenvalue prediction, simpler
models were built. The objectives of the study are:
• To verify that the improvements shown in Table 5.6 and Figure 5.14 are not due to
compensation of errors.
• To determine if the impact of the in-scatter correction is more signiﬁcant for smaller
cores with large neutron leakage than for cores with more limited leakage.
Figure 5.15 shows the three models that were built based on a standard assembly containing
16x16 fuel pins. The assembly fuel pitch is 1.837 cm loaded with U-metal fuel and light
water moderated. The same reﬂector thickness (29.39 cm) was used for all models and
reﬂective boundary conditions were imposed in all three directions. Two sets of few-group
constants (for fuel and reﬂector) were generated by Serpent using quarter-core symmetry
as shown in Figure 5.15. Two-group diﬀusion solutions were computed using the PARCS
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Diﬀusion coeﬃcient [cm]
Fast Thermal
UO2 fuel
with TRC 1.261 0.241
no correction 1.367 0.232
Rel. diﬀ [%] -7.8 4.0
U-metal fuel
with TRC 1.172 0.209
no correction 1.251 0.201
Rel. diﬀ [%] -6.3 3.9
Reﬂector
with TRC 1.196 0.151
no correction 1.422 0.147
Rel. diﬀ [%] -15.9 3.3
Table 5.7 – Comparison of diﬀusion coeﬃcients for the CROCUS reactor. In-scatter
corrected vs. out-scatter approximation
code.
keﬀ
Δk
k [pcm]
Model I (core width: 58.7 cm)
Serpent (reference) 0.95574 ± 2× 10−5
PARCS - no correction 0.94556 -1065
PARCS - with TRC 0.95359 -225
Model II (core width: 176.3 cm)
Serpent (reference) 1.05662 ± 1× 10−5
PARCS - no correction 1.05548 -108
PARCS - with TRC 1.0566 -2
Model III (core width: 352.7 cm)
Serpent (reference) 1.07040 ± 1× 10−5
PARCS - no correction 1.07017 -21
PARCS - with TRC 1.07046 +6
Table 5.8 – Impact of transport-corrected diﬀusion coeﬃcient on keﬀ for various core sizes.
Table 5.8 shows the Serpent and PARCS eigenvalue results for all three models. The
eﬀect of the in-scatter-corrected diﬀusion coeﬃcient becomes clear for Model I (CROCUS-
equivalent size), where the improvement in keﬀ with respect to the Serpent reference is
840 pcm. For Model III (PWR-equivalent size), the transport correction seems to have
a minor eﬀect on eigenvalue, however as the core size decreases (Model II and I), this
correction has a larger impact potentially due to an increase in the neutron leakage from
fuel to reﬂector zone.
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Model I.
2x2 std. fuel assemblies + 29.392cm reflector
Active core width: 58.7cm (CROCUS size)
Model II.
6x6 std. fuel assemblies + 29.392cm reflector
Active core width: 176.3cm (1/2 PWR size)
Model III.
12x12 std. fuel assemblies + 29.392cm reflector
Active core width: 352.7cm (PWR size)
Standard Assembly
16x16 fuel pins
1.837cm fuel pitch
Note: Figures correspond to an x-y cut of a quarter core.  
Reflective BC are used in the xy and z direction
Figure 5.15 – Models used for the study of in-scatter-corrected diﬀusion coeﬃcients
From this analysis, it is possible to conclude that in reactors with large neutron leakage
like CROCUS, diﬀusion coeﬃcients play a big role in producing good eigenvalues. In
particular, the fast diﬀusion coeﬃcient is crucial because leakage is driven by fast neutrons.
Energy group structure
As seen in the previous section, neutron leakage plays a signiﬁcant role in the estimation
of neutronics parameters for the CROCUS reactor. Important spectral changes may
be seen in the radial plane at the fuel/reﬂector interface due to the large variation of
neutronics properties from one region to the other. If the energy dependence of the
problem is treated with a coarse energy group structure, the leakage spectrum may not
be properly captured. However, this hypothesis needs to be demonstrated.
To isolate the eﬀects of energy-group structure on PARCS steady-state calculations, it
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was required to simplify the CROCUS model while retaining the speciﬁcities in the radial
plane. To do so, two-dimensional models based on an axial slice of the CROCUS core
were built in Serpent and PARCS codes as shown in Figure 5.16. The Serpent code
was also used to generate few-group constant parameters for the PARCS model. The
materials and geometric dimensions remained unaﬀected with respect to the full 3-D
CROCUS model. Reﬂective boundary conditions were used in all directions.
Serpent model
Lo
w 
PARCS FMFD model
2-D CROCUS model
Each quarter is modelled as an assembly
Reflective BC in all three directions
72 x 72 meshes. Mesh size: 1.837 cm
132.4 cm
58.34 cm
Figure 5.16 – PARCS and Serpent simulations of CROCUS radial neutron ﬂux proﬁles
The PARCS simulations were run using the ﬁne-mesh ﬁnite diﬀerence (FMFD) kernel,
which supports multi-group diﬀusion and SP3 transport calculations. A whole block of
input cards is required to run the FMFD kernel to specify pin-wise composition maps for
each assembly. In particular for the 2-D CROCUS model, each quarter of the core was
considered as a whole ‘assembly’ of 36 x 36 pins. While some of these pins within each of
these quarters deﬁne a part of the active core region, some other pins are composed only
of light water to represent the reﬂector region (see Figure 5.16).
The eﬀect of energy group structure on PARCS solution for the 2-D CROCUS model will
be ﬁrst examined in terms of eigenvalue. The FMFD multi-group diﬀusion solver was
used in the PARCS code to compute solutions for 2, 4, 8, 70, and 70 energy groups. The
energy-group structures were taken from CASMO-4 [84].
Table 5.9 shows the PARCS eigenvalue estimations for diﬀerent energy-group structures
and their diﬀerence with respect to the Serpent reference. These results correspond to a
simpliﬁed 2-D model as described above and not to the full CROCUS model. Results
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suggest that, for this reactor type, the eigenvalue tends to be under-predicted as the
energy-group structure is reﬁned to eight energy groups. For 8, 40 and 70 energy groups,
eigenvalue estimations diﬀer in the order of -700 pcm with respect to Serpent. Also, in
the limit of 70 energy groups, the change in keﬀ with respect to the two-group solution is
limited to around 350 pcm. Given that the critical eigenvalue is an integral parameter,
the two-group result can be interpreted as error compensation of local estimates that lead
to a better eigenvalue prediction. The two-group diﬀusion solution was also computed
using the CMFD-only kernel to check for consistency between PARCS models and kernels.
As shown in 5.9, both kernels yield virtually the same eigenvalue result. The one pcm
diﬀerence is attributed to decimal rounding.
keﬀ
Δk
k [pcm]
Serpent (reference) 1.03249 ± 1.3× 10−5
PARCS - 2G diﬀusion 1.02885 -364
PARCS - 2G diﬀusion (CMFD-only)† 1.02884 -365
PARCS - 4G diﬀusion 1.02677 -572
PARCS - 8G diﬀusion 1.02540 -709
PARCS - 40G diﬀusion 1.02561 -688
PARCS - 70G diﬀusion 1.02558 -691
†All other PARCS results were computed with the FMFD kernel
Table 5.9 – Impact of energy-group structure on keﬀ - Simpliﬁed 2-D model of CROCUS.
Ideally, the eﬀect of reﬁning the energy-group structure should also be studied in terms
of neutron ﬂux and pin power distributions by comparison to a Monte Carlo reference.
Unfortunately, this is not feasible for this model because the mismatch between fuel pins
and PARCS meshing produce important biases as it was reﬂected in Figure 5.13. A pin
power comparison was performed between PARCS solutions using the most extreme cases:
70-groups and 2-groups.
Figure 5.17 shows the radial pin power distribution diﬀerences between 70-groups and
2-groups. On the left side, diﬀerences are shown for a radial slice in the center of the
core. Diﬀerences are contained within 1-2% in almost all pins across the core. Because
the absolute power generated in the control rod guide tube regions is small, relative
diﬀerences are expected to be larger. Note that all these simulations were run with the
control rods withdrawn, therefore the control rods cross-section correspond to the case
where the guide tube ﬁlled with air.
From the radial slice shown in Figure 5.17, it is possible to see that the two-group solution
predicts higher power in the central region of the core. The opposite can be observed
for the peripheral pins where the two-group solution predicts lower power. However, all
diﬀerences are small and contained within 0.8 %.
In conclusion, results of the eigenvalue comparison for diﬀerent energy group structures
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Figure 5.17 – Multi-group diﬀusion pin power comparison for 2D CROCUS model
are counter-intuitive as group reﬁnement should approach continuous energy results
(Serpent). The accuracy of the two-group result can be therefore attributed to the fact
that the eigenvalue is an integral parameter and thus error compensation of inaccurate
local estimates can lead to a better eigenvalue prediction. In terms of pin power prediction,
the advantage of reﬁning the energy group structure is not clear as diﬀerences between two
and seventy groups predictions are within 3% for all fuel pins. The pin power comparison
does not intend to provide arguments to understand diﬀerences in the eigenvalue as a
more exhaustive analysis is required focusing on spectral changes across the core, and
in particular in the fuel/reﬂector interface. The purpose of this comparison is rather
to investigate whether the impact of group structure on pin power prediction can be
reﬂected in the experimental comparison.
Transport eﬀects
The impact of using the diﬀusion approximation was investigated using the 2-D CROCUS
model described above and compared against homogeneous simpliﬁed transport (SP3)
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solutions. The objective is to observe transport eﬀects and spatially dependent spectral
eﬀects, in particular near interfaces. To do so, the PARCS code was used to compute
SP3 solutions for 2, 4, 8, 70, and 70 energy groups. The FMFD kernel was also used for
this series of simulations.
A ﬁrst comparison was done in terms of eigenvalue, and a second one in terms of pin
power prediction. Table 5.10 shows the PARCS eigenvalue estimations using the SP3
transport solver. As compared to the diﬀusion solution (listed in Table 5.9), the SP3
solver shows an important improvement. The most accurate solution in terms of the
eigenvalue is that one computed with two-groups SP3 where the diﬀerence with respect
to Serpent is only of -15 pcm. This represents a non-negligible improvement with respect
to diﬀusion theory solutions, where for two energy groups the diﬀerence with respect to
Serpent is of -364 pcm.
keﬀ
Δk
k [pcm]
Serpent (reference) 1.03249 ± 1.3× 10−5
PARCS - 2G SP3 1.03234 -15
PARCS - 4G SP3 1.03191 -58
PARCS - 8G SP3 1.03054 -195
PARCS - 40G SP3 1.03103 -146
PARCS - 70G SP3 1.03100 -149
Table 5.10 – Impact of SP3 multi-group solutions on keﬀ - Simpliﬁed 2-D model of
CROCUS.
The eﬀect to energy group reﬁnement is also shown for the SP3 eigenvalue estimations.
Results are consistent with the multi-group analysis performed with diﬀusion theory
where the eigenvalue is lowered as the energy group structure is reﬁned from two to eight
energy groups. The eigenvalue diﬀerence with respect to Serpent is maximum for eight
energy groups and for further reﬁned structures the diﬀerence remains approximately
constant. This behavior was also observed in the multi-group diﬀusion analysis.
In terms of pin power prediction, a comparison was performed between diﬀusion and
SP3 for seventy and two energy groups. The results of the comparison are shown in
Figure 5.18 and suggest that diﬀusion theory predicts ﬂatter power proﬁles. The largest
discrepancies are found for the 70-groups case, with diﬀerences in the order of 5 % for
the peripheral pins.
Overall, results suggest that transport eﬀects have a signiﬁcant impact on pin power
prediction, in particular near the fuel/water reﬂector interface. In terms of eigenvalue,
simpliﬁed transport solutions show a clear improvement with respect to diﬀusion solutions.
Unfortunately, the SP3 method is not implemented in the CMFD-only kernel, which is
required to provide full-core CROCUS solutions due to the reasons stated earlier in this
chapter.
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Figure 5.18 – Diﬀusion vs. SP3 pin power comparison for 2D CROCUS model
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The objective of the present section is to employ CROCUS experimental data to evaluate
the performance of the Serpent/PARCS code sequence for the steady-state and kinetics
modeling of the reactor. Numerical results for the steady-state simulation of the CROCUS
reactor have been presented in Chapter 5. The experimental data has been obtained
using the procedures described in Chapter 4.
This section is organized as follows. A ﬁrst part covers the comparison of steady-state
parameters, namely, ﬁssion rate proﬁles and control rod reactivity worth. A second
part focuses on the time-dependent analysis starting with global ﬂux kinetics eﬀects and
following by space-time kinetics.
6.1 Control rod reactivity worth
As suggested by Stacey [17], the accuracy of neutron kinetics simulations is dependent
on the ability of the model to predict static characteristics. In particular, for transients
involving the movement of control rods, an accurate prior prediction of control rod worth
is required.
The experimental results for control rod reactivity worth were compared against those
computed by the PARCS code. Table 6.1 displays the measured and computed values,
which are given in dollars. PARCS results were converted to dollars using a total eﬀective
delayed neutron fraction of 7.580× 10−3. This value is the same one used to normalize
experimental values and has been obtained with the JEFF-3.1.1 library (see Section 4.1.4).
The given experimental uncertainties represent the 68% conﬁdence interval (1 σ).
Table 6.1 also shows the relative bias between the calculated (C) and the experimentally
measured (E) values which has been computed as eC = C/E − 1. The uncertainty value
on eC has been computed using the classical error propagation law. It was assumed no
uncertainty associated with the calculated value.
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Table 6.1 – Summary of reactivity worth measurements
Control rod reactivity worth [$]
Control rod Experimental (AP∗) PARCS Rel. bias (C/E − 1) [%]
SE 0.232 ± 0.008 0.225 -2.9 ± 3.3
NW 0.236 ± 0.008 0.225 -4.5 ± 3.2
∗Asymptotic period method - JEFF-3.1.1 library
Results from Table 6.1 indicate that the worth of the SE and NW rods are underestimated
by about 3 % and 4% respectively. Diﬀerences between measured and calculated values
are encompassed by the 68% (1 σ) and 95% (1 σ) conﬁdence bands for the SE and NW
rods, respectively. Hence, PARCS calculated worth are in good agreement with the
measured values. This agreement will later be reﬂected in the evaluation of transients
initiated by control rod movement.
6.2 Fission rate proﬁles
Measured and PARCS calculated ﬁssion rate proﬁles were also compared. The comparison
was ﬁrst done for the axial proﬁles. Figure 6.1 shows the axial ﬁssion rate proﬁles for
the measurements at hcrit = 970 mm. Each proﬁle was normalized with respect to their
integral under the curve. The diﬀerences between measured and calculated values are also
displayed in the Figure and were calculated as eC = C/E − 1, where C and E are the
PARCS calculated and experiential values, respectively. Even though PARCS axial proﬁles
were computed using more than 50 axial points, the axial position corresponding to each
data point does not necessarily match that one of the experimental data. For that reason,
an interpolation of PARCS data points was required to be able to compute diﬀerences.
The uncertainty on eC has been computed using the classical error propagation law, and
provides a conﬁdence level of about 68%. It was assumed no uncertainty associated with
PARCS values.
The shape of PARCS axial proﬁle agrees well with the experimental data for most the
axial length with exception of the top region, where diﬀerences are as large as eight and
twenty percent. In particular, in the bottom and central part of the core, the values
agree within two percent, which is below the experimental uncertainty. Larger diﬀerences
are observed in the top region of the core, which might reﬂect potential limitations of
diﬀusion theory in the water/air interface. Note that the last experimental data point
was measured at 950 mm. While for that point the detector was fully under water, the
distance between the active part of the detector and the interface was less than 10 mm
considering that half of the active length (27/2 mm) is above 950 mm. In addition,
relative diﬀerences are magniﬁed at the extremes because of the small ﬁssion rate values.
Fission rate proﬁles were also compared in the radial direction. As compared to the axial
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Figure 6.1 – Calculated vs. measured axial 235U ﬁssion rate proﬁles
proﬁles, the radial ones present a rippled shape as described in Section 5.3 (p. 101).
This adds certain complexity to the comparison since homogeneous solutions cannot
capture this shape. Form functions were employed to reconstruct these heterogeneities
from PARCS homogeneous solution. While the axial proﬁles were limited to the core, the
radial proﬁles included a part of the reﬂector region.
The measured and calculated radial proﬁles are shown in Figure 6.2. Relative diﬀerences
with associated uncertainties are also displayed in the Figure. The diﬀerences were
computed as eC = C/E − 1, where C is the PARCS reconstructed solution and E the
experimental value. In a similar way as done for the axial proﬁles, an interpolation of
the reconstructed solution was required to compute the diﬀerence between C and E
values. The uncertainties shown in Figure 6.2 have been computed using the classical
error propagation law and provide a conﬁdence level of 68%.
Figure 6.2 shows that experimental and calculated values agree within 5% for the inner
core region. The diﬀerences are enlarged near the interface between inner and outer fuel
lattices (∼ 20 cm), potentially due to the pin/mesh mismatch extensively discussed in the
previous Chapters. The degree of agreement between measured and computed values is
much lower for the outer core and reﬂector regions. The fact that PARCS uses a unique
mesh size in the radial plane represents the most severe limitation for predicting spatial
dependent quantities in the outer core region.
For a better understanding of the radial shapes, Figure 6.3 illustrates the correlation
between shape and detector position. The dips take place where the detector passes nearby
two fuel rods (i.e., #1, #3 and #5). At these points, there is less neutron moderation,
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Figure 6.2 – Calculated vs. measured axial radial 235U ﬁssion rate proﬁles
hence the magnitude of the thermal ﬂux is lower than at points #2 and #4. Because the
ﬁssion rate is proportional to the thermal ﬂux, points #1, #3 and #5 will exhibit a local
decrease of the ﬁssion rate, and points #2 and #4 a local increment. This eﬀect is not
visible in the axial direction (Fig. 6.1) because the distance between the detector and
fuel rods remains constant as the detector is moved.
#1 #2 #3 #4 #5 different detector positions
shape of fission rate
Figure 6.3 – Shape of radial 235U ﬁssion rate
6.3 Neutron kinetics
So far, we have focused on the steady-state modeling of the CROCUS reactor with the
Serpent/PARCS code sequence. This section deals with the performance assessment
of the PARCS code for the kinetic modeling of the CROCUS reactor. The evaluation
consisted in simulating diﬀerent types of transients and comparing them against measured
data.
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The time-dependent analysis is structured as follows:
1. Transients initiated by control rods movement as described in Section 4.3.1. Because
the variable of interest is the amplitude of the global ﬂux (i.e., the reactor can be
seen as a point), there are no spatial eﬀects involved and thus they can be considered
as simple transients and hence the ﬁrst step for neutron kinetics modeling. The
temporal variation of the ﬂux amplitude is typically measured by out-of-core
detectors.
2. Transients initiated by the movement of a small neutron absorber inside the CRO-
CUS reactor core as described in Section 4.3.2. The calculation of these transients
presents a larger degree of diﬃculty as compared with the ones mentioned above
because spatial eﬀects are considered with the use of local, or in-core detectors.
6.3.1 Global ﬂux transients
These transients are characterized by the experimental cases detailed in Section 4.3.1 and
brieﬂy described below.
The ﬁrst transient sequence consists of a fast rod withdrawal at t = 0, which is followed
by fast rod drop at t = 137.3 s. Measured and calculated results for this transient are
shown in Figure 6.4 along with their relative diﬀerences. The curves were normalized
with respect to their respective values at t = 0. Experimental points are scattered at the
beginning of the transient because of the low counting statistics. The Figure shows that
during the ﬁrst 60 seconds of the power increase period, PARCS results closely follow
the measured data. However, as the transient advances, the diﬀerences between PARCS
and measured data increase up to 10%. Naturally, diﬀerences are magniﬁed as the power
continues to rise. Overall, PARCS shows the tendency to slightly underestimate the
global power level, which is consistent with the underestimation of control rod worth
shown in the static results.
The second transient sequence is characterized by a slow withdrawal and posterior insertion
of a control rod. The control rod is 50% inserted for t < 0. At t = 0, the rod starts to
be removed at low speed (1.47× 10−2 m/s), and the rod reaches the fully withdrawn
position at t = 34 s. The control rod remains out for a period of 100 seconds, and ﬁnally
at t = 134 s, the rod is 100% inserted in the core.
Calculated and measured results for this transient are displayed in Figure 6.5. Diﬀerences
between calculated measured results are within 10% for the whole transient. PARCS
results exhibit small deviations with respect to the measured data at times greater than
100 s for the positive reactivity insertion period. The same power under-prediction trend
can be observed in this and the previous (faster) transient.
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Figure 6.4 – Calculated vs. measured results for fast control rod withdrawal and insertion
transient
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Figure 6.5 – Calculated vs. measured results for slow control rod withdrawal and insertion
transient
Overall, the analysis of the control rod-initiated transients suggests that the global ﬂux
responses predicted by PARCS are consistent with experimental data.
6.3.2 Space-time kinetic transients
The purpose of this section is to study PARCS code performance for space-time kinetics
modeling in the CROCUS reactor. The study focuses on the comparison between PARCS
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Figure 6.6 – Calculated vs. measured results for space-time kinetic transient - Global
ﬂux data
simulations and transient experimental data that capture spatial eﬀects.
The transients were initiated by the movement of a small neutron absorber along the
axial direction of the core as described in Section 4 (p. 41). The spatial distortion
introduced by the movement of the absorber was measured by an in-core ﬁssion chamber
located nearby the piece’s path of motion. An out-of-core detector recorded the global
ﬂux amplitude variations induced by the departure from criticality. The PARCS modeling
of these transients is documented in Section 5.2.1 (p. 100).
Although spatial eﬀects are the main focus of the present study, the transients will be
examined from diﬀerent perspectives. The ﬁrst simulations aimed at reproducing the
global ﬂux changes introduced by the absorber’s movement. The comparison between
calculated and measured data for these simulations is shown in Figure 6.6. The transient
curves were normalized with respect to their respective values at t = 0. Relative diﬀerences
calculated as eC = C/E − 1 are also shown in the plot. During the ﬁrst 20 seconds,
PARCS results closely follow experimental data. However, small deviations of about 2.5%
are observed between 20 and 40 seconds.
The same experiment was further analyzed focusing on the spatial eﬀects. This time,
experimental data was measured with the in-core detector, which captures the spatial
distortion and also the global ﬂux changes. Figure 6.7 displays the comparison between
PARCS and experimental data and their relative diﬀerences. The curves in Figure 6.7 are
similar to those shown in the previous one (Fig. 6.6) with the diﬀerence that a pronounced
negative peak is observed near 25 seconds. This peak is precisely related to the local
distortion measured when the absorber approaches the detector. In a similar way than for
Figure 6.6, PARCS simulation closely follows experimental data for the ﬁrst 20 seconds.
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Figure 6.7 – Calculated vs. measured results for space-time kinetic transient - Local ﬂux
data
However, PARCS simulations deviate from experimental data at times between 20 and
30 seconds. At longer times, PARCS results start to approach the measured data.
As above mentioned, the in-core detector captures the spatial distortion as well as
the global ﬂux changes. The spatial eﬀect can be detached from the global eﬀect by
computing the ratio of local to global responses shown in Figures 6.7 and 6.6, respectively.
The experimentally measured and PARCS calculated ratios are displayed in Figure 6.8
along with their relative diﬀerences. These curves were normalized with respect to their
respective values at t = 0 as done in the previous transient plots. The ratios reﬂect
the eﬀect seen by the in-core detector that is not seen by the out-core one, and can
be regarded as the time-dependent deformations of the local ﬂux. Close agreement is
observed between calculated and measured ratios, and suggest that PARCS adequately
captures spatial eﬀects for these kinetic transients, where maximum diﬀerences are in the
order of 5%.
6.4 Discussion of benchmarking results
As stated earlier, the accuracy of kinetic simulations is dependent on the ability of
the model to predict static characteristics. The comparison between calculated and
experimental data for control rod reactivity worth shows that PARCS closely predicts the
experimental values with diﬀerences below (4.5± 3)%. With respect to the comparison
of ﬁssion rate distributions, PARCS results manifest considerable disagreement with
radial experimental data for the outer core region. This is attributed to the fact that
PARCS does not allow using adaptable mesh sizes in the radial plane, which results in
the repeatedly mentioned fuel pins/mesh mismatch. It is this author’s opinion that this
represents the most important limitation of the PARCS code for modeling the CROCUS
122
6.4. Discussion of benchmarking results
-40 -20 0 20 40 60 80
Time [s]
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
1.02
1.04
L
o
c
a
l
-
t
o
-
g
l
o
b
a
l
 
f
l
u
x
 
r
a
t
i
o
 
[
-
]
-4
-3
-2
-1
0
1
2
3
R
e
l
a
t
i
v
e
 
d
i
f
f
e
r
e
n
c
e
 
[
%
]
Measured data PARCS (C/E-1)
Uncertainty bands
Local-to-global flux ratio
Figure 6.8 – Calculated vs. measured results for space-time kinetic transient - Local/global
ﬂux ratio
reactor. This constraint did not allow to discriminate whether diﬀerences with respect to
experimental data can be attributed to potential sources of biases such as energy group
structure or transport eﬀects. Concerning the axial ﬁssion rate proﬁles, PARCS results
agree with experimental data for the bottom and mid regions for the core, however larger
deviations are encountered for the top region. This may be attributed to transport eﬀects
in the surroundings of the water/air interface.
The comparative analysis for neutron kinetic problems has veriﬁed that the PARCS code
is capable of modeling the transient experiments with spatial eﬀects in the CROCUS
reactor. In particular, the experiments addressing global ﬂux changes are well predicted
by PARCS. Proper treatment of delayed neutrons data, as well as the accurate prediction
of static reactivity curves, are probably a fundamental prior condition to ensure good
results for this type of transients.
The modeling of transients with spatial eﬀects deserve particular examination. Because
of the compact size of CROCUS reactor core relative to the diﬀusion length [17, 15],
neutronic responses of the reactor are tightly coupled and the eﬀect of delayed neutron
on the ﬂux shape is insigniﬁcant. In other words, changes in the ﬂux shape appear almost
promptly with no time delay. Although these transient experiments were analyzed with
direct space-time diﬀusion methods, the insigniﬁcant contribution of delayed neutron on
the ﬂux shape would allow to treat these experiments using the adiabatic approximation
discussed in Section 2.3.2. This implies using steady-state diﬀusion theory or even Monte
Carlo transport to predict the shape function (i.e., the local to global ratio shown in
Figure 6.8), and point-reactor kinetics for the amplitude function (i.e., global ﬂux). In
the context of the CROCUS reactor, evaluating the shape function with a Monte Carlo
code is unpractical because, to properly resolve the shape function in time, many several
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full-core calculations are needed with consequent large computational cost. For instance,
with the Serpent code it takes approximately 2400 CPU hours on a 2.93 GHz machine to
resolve the transient with 32 points (i.e., 75 CPU-hours/data point), achieving a statistical
uncertainty in detector tallies of 1%. On the other hand, PARCS takes only 0.74 CPU
hours to resolve the transient with 800 points (i.e., 3.3 CPU-seconds/data point), which
implies that PARCS consumes 80 thousand times less CPU resources per data point.
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7.1 Conclusions
In summary, the purpose of this dissertation was to study the use of the Serpent/PARCS
code sequence for the steady-state and spatial kinetics modeling of the CROCUS re-
actor. Reliable experimental data was generated and used for the comparison against
computational results. The theoretical framework that provides support to this disser-
tation is discussed in Chapter 2 along with the choice of computer codes. The PARCS
code, representing the state-of-the-art for diﬀusion calculations in thermal reactors, has
been selected for the modeling of the CROCUS reactor along with the Serpent code for
few-group constants generation.
The CROCUS reactor has shown to be an interesting tool for the validation of stand-alone
neutronics models not only due to the absence of thermal feedback and fuel burn-up
eﬀects but also by virtue of the peculiarities in design such as two radial fuel zones, the
presence of Cadmium layers and a water/air interface amongst others. The experimental
and numerical studies are based upon the CROCUS reactor, whose detailed description
is documented in Chapter 3.
The evaluation of steady-state and transient experimental data is covered in Chapter 4
and presented several challenges. The most relevant one is related to the non-linearity
between count rate and actual neutron ﬂux that prevented measurements from being
taken at higher power to reduce the statistical uncertainty. Linearity and pulse-height-
analysis tests were performed to account for these diﬃculties and to ﬁnd the range of
linear response. A second challenge that is related to the previous one was found in the
treatment of time-dependent signals with low counting statistics, i.e., large associated
uncertainties. The use of moving average ﬁlters indicated that they are an eﬀective way
to improve the signal-to-noise ratio. In addition, if the time-dependent experiment can
be repeated multiple times, the signal averaging technique results adequate for further
improving the signal’s quality. The measurement of faster spatial-dependent transients
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than those presented in this dissertation would require measuring at higher reactor power
to be able to increase the temporal resolution without compromising the signal-to-noise
ratio. Ideally, this type of measurements should be performed with a combination of faster
electronics and the use of signal averaging techniques. The measurement of transients
that capture delayed neutron eﬀects on the ﬂux shape is impractical with the current
core conﬁguration and measurement system because of the tightly coupled nature of the
CROCUS reactor.
The measurements of control rod reactivity worth by asymptotic period and inverse
kinetic methods revealed that results are highly dependent on the choice of nuclear data
libraries for the calculation of kinetic parameters. Diﬀerences between results obtained
with JEFF-3.1.1 and ENDF/B-VII.1 nuclear data libraries exceed the 95% uncertainty
level, which is an indication that nuclear data for kinetic parameter generation should
be reassessed. It was also found that the kinetic parameters are the main responsible
for the total uncertainty in the measurement by asymptotic period and inverse kinetics
techniques. The comparison between experimental results has conﬁrmed that both
methods are equivalent for evaluating reactivity worth.
The CROCUS modeling approach is reported in Chapter 5. CROCUS is a high-leakage,
tightly coupled reactor that presents some of the situations where the adequacy of diﬀusion
theory is questionable. A PARCS model of CROCUS has been developed using strategies
to improve the accuracy of the model. In the ﬁrst place, albedo boundary conditions were
used to limit the axial geometry to the grid plates, where diﬀusion theory may be invalid
due to the presence of Cadmium layers. In addition, the diﬀusion coeﬃcients were found
to be a critical parameter for producing accurate eigenvalues in the CROCUS reactor.
In particular, the fast group diﬀusion coeﬃcient is critical as neutron leakage from the
system is driven by fast neutrons. The classical out-scatter-transport-corrected diﬀusion
coeﬃcients tend to overestimate leakage and therefore under predict eigenvalue. The
in-scatter correction of the diﬀusion coeﬃcient can cope with the previous deﬁciencies
and thus becomes fundamental for producing more accurate eigenvalues in high-leakage
systems.
A numerical study addressing the impact of energy discretization was performed using
a 2-D model of CROCUS. This analysis revealed that a two-group scheme produces
more accurate eigenvalues than ﬁner group structures. While seventy-group diﬀusion
solutions underestimate eigenvalue by about 700 pcm with respect to the Monte Carlo
reference, the two-group solution eigenvalue is underestimated only by 364 pcm. Given
that the critical eigenvalue is an integral parameter, the better result obtained with a
two-group scheme is attributed to error compensation of local estimates. Regarding pin
power distributions, the group structure has shown to produce a minimal impact as the
diﬀerences between two and seventy energy groups solutions were contained within 0.8%.
In addition to the group structure study, transports eﬀects were investigated through the
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use of simpliﬁed transport (SP3) solutions for the 2-D model of CROCUS. In terms of
eigenvalue, results showed that the SP3 method is able to predict keﬀ within 15 pcm with
respect to the Monte Carlo reference. This represents an improvement of about 350 pcm
with respect to the two-group diﬀusion solutions. Concerning pin power distributions,
diﬀerences between SP3 and diﬀusion solutions are limited to 1% and 5% for the inner and
outer core regions respectively. The SP3 method could not be employed for 3-D full-core
CROCUS calculations because the use of detectors and albedo boundary conditions
is not supported by the FMFD solution kernel required for the SP3 method. Given
that diﬀerences between SP3 and diﬀusion solutions are larger than the experimental
uncertainties, it should have been possible to determine whether SP3 estimates are more
accurate than those obtained with diﬀusion theory.
The comparison between PARCS simulations and experimental data is documented in
Chapter 6. Results for control rod reactivity worth show that PARCS predicts the
experimental values within 4% which is covered by experimental uncertainty. This level of
agreement was achieved as a result of extending the region where the control rod induces
spectral changes to the whole outer fuel lattice.
The comparative assessment on ﬁssion rate distributions indicates that PARCS results
are in considerable disagreement with radial experimental data for the outer core region,
where diﬀerences are as large as 15%. This was attributed to the fact that PARCS does
not allow using adaptable mesh sizes in the radial plane, which results in a mismatch
between the mesh and actual fuel rods of the outer core region. Moreover, due to the large
radial diﬀerences resulting from this incongruity, any other potential source of bias such as
the energy group structure or transport eﬀect cannot be exposed. Thus, the impossibility
of using ﬂexible mesh sizes is, perhaps, the most important limitation of the PARCS
code for modeling the CROCUS reactor. Naturally, this issue can be tackled through
the use of codes that have the ability to work with unstructured grids. Concerning the
axial ﬁssion rate proﬁles, PARCS results agree within 1% with experimental data for the
bottom and mid regions for the core. On the other hand, larger deviations of about 20%
were encountered for the top region. The fact that large discrepancies are only seen in the
data points near the water/air interface suggests that diﬀusion theory does not properly
capture the transport eﬀects in the interface region.
The investigation of neutron kinetic eﬀects veriﬁed that the PARCS code is capable
of modeling the transient experiments with spatial eﬀects in the CROCUS reactor. In
particular, the experiments addressing global ﬂux changes are well predicted by PARCS.
A proper treatment of delayed neutrons data and accurate prediction of static reactivity
worth are a prior condition to ensure good results for this type of transients. Concerning
the transients with spatial eﬀects, PARCS results agree well with experimental data.
Although these transients were analyzed with direct space-time diﬀusion methods, the
insigniﬁcant contribution of delayed neutron on the ﬂux shape would allow modeling
these kinetic experiments using the adiabatic approximation.
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7.2 Recommendations
Considering the work performed for modeling the neutronics behavior of the CROCUS
reactor, it is recommended to focus future research on the following areas. First and
foremost, the fact that PARCS does not allow using adaptable mesh sizes in the radial
plane represents the most important limitation of the code for modeling the reactor.
In order to evaluate the impact of this constraint, it is suggested to employ CROCUS
cross-section data generated by the Serpent code) to benchmark PARCS results against a
3-D diﬀusion or transport code that allows explicit modeling of the inter-lattice water
gap as well as the pin-cells of both fuel zones. Computer codes in accordance with these
conditions are those that allow the use unstructured meshes through ﬁnite element of
ﬁnite volume discretization schemes.
In the second place, it is also recommended to investigate the eﬀect of reﬁning the energy
group structure by comparison of PARCS ﬂux distributions against Monte Carlo solutions.
In order to avoid introducing an unknown bias due to the fuel pins/mesh mismatch, a
simpler model with single lattice arrangement is recommended to be used.
Even though the CROCUS core is rather homogeneous, the presence of a water gap in
the inter-lattice region produces large spectral changes. If the homogenization process
is carried out without accounting for these heterogeneities, the estimation of neutronics
parameters may be subjected to inaccuracies. It is, therefore, recommended to investigate
on the eﬀect of implementing superhomogenization (SPH) factors for the correction of
homogenized cross-sections. Particular focus should be given to the inter-lattice water
gap and the fuel cells bordering the core periphery.
The development of the experimental setup for the space-time kinetic measurements
required a great deal of time and has shown to provide reliable data. Because the
computer software controlling the motor allows precise adjustment of the absorber’s
position, speed, and acceleration, it is recommended that future research on this area
focuses on testing more complex transients such as absorber oscillations. This would
allow using the experimental setup for noise techniques such as the measurement of the
reactor transfer function. With that said, the use of faster detection electronics is also
recommended to be able to measure data at higher reactor power and thus reduce the
statistical noise.
Concerning space-time kinetics measurements, it remains an open question whether it is
possible to observe the eﬀect of delayed neutrons on the ﬂux shape during a transient
in the CROCUS reactor. Preliminary numerical studies can be used to determine if the
current experimental setup allows observing such an eﬀect by running faster transients.
The analysis should be based on the comparison of direct space-time kinetic simulations
against transients approximated by a series of steady-state criticality calculations (i.e.,
using the adiabatic approach). While direct space-time kinetics consider the eﬀect of
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delayed neutrons on the ﬂux shape, the adiabatic approach does not and thus the diﬀerence
between both simulations would reveal the eﬀect of delayed neutrons.
With reference to the radial ﬁssion rate proﬁles experiments, it is recommended to perform
measurements with a ﬁner spatial resolution (2 mm) to better resolve the heterogeneities
in the shape. Also, a potential source of bias of these measurements comes from the
fact that the local ﬁssion rate (or neutron ﬂux) is distorted due to the interaction of the
neutron ﬁeld with the detector’s materials. It is, therefore, recommended to investigate
this eﬀect and to perform a correction on the measured data if it is required.
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A Additional data
Table A.1 – CROCUS kinetic parameters from ENDF/B-VII.1 & U235 thermal ﬁssion
products from Tuttle (1975)
λi [s−1] βi ∗ σλi [%] σβi [%] Λ [s
−1]
0.01336 0.00024 2.4 10.5 4.768× 10−5
0.03259 0.00130 3.7 3.2
0.12110 0.00125 3.5 12.7
0.30604 0.00279 3.9 2.5
0.86235 0.00128 8.6 9.4
2.89645 0.00051 14.3 15.4
∗Eﬀective delayed neutron data
Table A.2 – Mobile ﬁssion chamber (Photonis CFUF34) response versus power
Power [W] Detector’s signal [cps] u(signal) [cps]
0.05 330 6
0.10 622 8
0.19 1208 11
0.30 1856 14
0.49 2923 17
0.71 3985 20
0.98 5388 23
1.20 6387 25
1.44 7409 27
1.75 8683 29
1.97 9300 30
2.45 10916 33
4.99 15297 39
u(signal): standard statistical uncertainty
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B Scripts and models
B.1 Serpent model of the CROCUS reactor
% --- Serpent model of the CROCUS reactor by Adolfo Rais
% adolfo.rais@epfl.ch - March 2016
set title "CROCUS-Serpent2"
% | 1. Surface Definitions | 2. Cell Definitions | 3. Transformation Cards |
% | 4. Material Definitions | 5. Serpent parameters | 6. Notes and comments |
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% --- 1. Surface Definitions
% --- 1.1 Model + Vessel
surf 1 cylz 0 0 66.2 -47 117.3 % Vessel & Model OD
surf 2 cylz 0 0 65 %-44 102.3 % Vessel ID
surf 3 pz -47 % Vessel bottom OS & Model bottom
surf 4 pz -44 % Vessel bottom OS
surf 5 pz 102.3 % Vessel top
surf 6 pz 117.3 % Model top
% --- 1.2 Structures below core and start-up source
% Hexagonal support with re-inforcement
surf 10 hexyprism 0 0 36.0 -44.0 -5.7 % x0,y0,d,z0,z1 Outer prism
surf 11 hexyprism 0 0 33.5 -44.0 -8.7 % x0,y0,d,z0,z1 Inner prism
surf 12 px -12.5 % Inner reinforcement
surf 13 px -10.0
surf 14 px 10.0
surf 15 px 12.5
% Tunnel for the start-up source
surf 16 cuboid -70 70 -13 13 -44 -5.7 % Tunnel outer limit
surf 17 cuboid -70 70 -10.5 10.5 -44 -8.7 % Tunnel inner limit
% Start-up source (L=5.131cm, radius=1.41cm)
surf 18 cylx 0 -13.2 1.41 -2.56 2.571 % y0,z0,r,x1,x2
% --- 1.3 Base plate (Octogonal)
surf 20 octa 0 0 36 36 % x0,y0,d1,d2 replaces surf 20 and 21 in MCNP
surf 22 pz -5.7 % bottom of base plate
surf 23 pz -2.7 % top of base plate
% --- 1.3 Lower grid plate (Octogonal)
surf 30 octa 0 0 38 38 % x0 y0 d1 d2 replaces surf 30 and 21 in MCNP
surf 32 pz -0.55 % bottom of lower grid
surf 33 pz -0.05 % bottom of lower Cd (thickness 0.05 cm)
surf 34 pz 0 % top of lower Cd
surf 35 pz 0.5 % top of lower grid plate
% --- 1.4 Water level in cm (max is 100 cm)
surf 40 pz 95.22
% --- 1.5 Upper grid plate
surf 50 octa 0 0 42 42 % x0 y0 d1 d2 replaces surf 50 and 51 in MCNP
surf 52 pz 100.5 % bottom of upper grid
surf 53 pz 101 % bottom of upper Cd
surf 54 pz 101.05 % top of upper Cd
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surf 55 pz 102.55 % top of upper grid
% --- 1.6 UO2 Zone
% UO2 zone outer radial boundaries
surf 60 cuboid -20.207 20.207 -5.511 5.511 -2.7 117.3
surf 61 cuboid -16.533 16.533 -11.022 11.022 -2.7 117.3
surf 62 cuboid -11.022 11.022 -16.533 16.533 -2.7 117.3
surf 63 cuboid -5.511 5.511 -20.207 20.207 -2.7 117.3
% UO2 cell
surf 160 cuboid -0.9185 0.9185 -0.9185 0.9185 -200 200
% UO2 fuel rod model
surf 161 cylz 0 0 0.526 % fuel rod outer surface
surf 162 cylz 0 0 0.545 % inner surface of cladding
surf 163 cylz 0 0 0.63 % outer surface of cladding
surf 164 pz 100 % top of fuel
surf 165 pz 100.5 % top of spring
% --- 1.7 Umetal Zone
% Umetal zone outer radial boundaries
surf 70 octa 0 0 32.087 32.087
surf 71 cuboid -29.17 29.17 -29.17 29.17 -2.7 117.3
%% surf 71 cuboid -32.087 32.087 -32.087 32.087 -2.7 117.3 %%
% Umetal zone inner radial boundaries
surf 72 cuboid -20.419 20.419 -5.834 5.834 -2.7 117.3
surf 73 cuboid -17.502 17.502 -11.668 11.668 -2.7 117.3
surf 74 cuboid -11.668 11.668 -17.502 17.502 -2.7 117.3
surf 75 cuboid -5.834 5.834 -20.419 20.419 -2.7 117.3
% Umetal cell boundary
surf 170 cuboid -1.4585 1.4585 -1.4585 1.4585 -200 200
% Umetal fuel rod
surf 171 cylz 0 0 0.85 % fuel rod
surf 172 cylz 0 0 0.8675 % inner surface of clad
surf 173 cylz 0 0 0.9675 % outer surface of clad
surf 174 pz 100 % top of fuel
surf 175 pz 101.47 % top of spring
% --- 1.8 Control Rod
surf 200 cylz 0 0 0.4235 % B4C pellet (rmax=0.4238cm)
surf 201 cylz 0 0 0.4325 % cladding ss - inner
surf 202 cylz 0 0 0.4785 % cladding ss - outer
surf 203 cylz 0 0 0.6 % outer ss tube - inner part
surf 204 cylz 0 0 0.8 % outer ss tube - outer part
surf 205 pz -0.4 % al bottom of fixed tube and mobile part
surf 206 pz -0.3 % top of ss
surf 207 pz 0.0 % bottom of B4C pellets
surf 208 pz 0.2 % lower ss piece
surf 209 pz 100.25 % top of B4C pellets
surf 210 pz 101.3 % top of ss tube
surf 211 pz 102 % upper ss piece
% --- 1.9 Operation monitor: Ionisation chamber
surf 300 cylz 0 0 2.75 26.95 117.3 % casing outer dim - universe limit
surf 301 cylz -8.6 36.35 2.75 26.95 117.3 % for u=31 North Ionization chamber casing outer dim
surf 302 cylz 8.6 -36.35 2.75 26.95 117.3 % for u=32 South Ionization chamber casing outer dim
surf 303 cylz 0 0 2.5 29.95 229.95 % casing inner dim - infinite in height
surf 304 pz 65.45 % sensitive part limit
surf 305 cylz 0 0 1.80 % outer electrode out dim
surf 306 cylz 0 0 1.75 % outer electrode int dim
surf 307 cylz 0 0 1.25 % inner electrode out dim
surf 308 cylz 0 0 1.20 % inner electrode int dim
% --- 1.10 Operation monitor: Fission chamber
surf 310 cylz 0 0 2.05 1.36 117.3 % outer dim - universe limit
surf 311 cylz 0 0 1.50 % upper part tube/water
surf 312 cylz 0 0 1.2 26.75 226.75 % upper part inner dim - inf. in height
surf 313 cylz 0 0 1.7 5.16 26.75 % lower part inner dim
surf 314 pz 14.56 % sensitive part limit
surf 315 cylz 0 0 1.55 % outer electrode out dim
surf 316 cylz 0 0 1.50 % outer electrode int dim
surf 317 cylz 0 0 1.40 % inner electrode out dim
surf 318 cylz 0 0 1.35 % inner electrode int dim
surf 319 cylz 35.8 8.7 2.05 1.36 117.3 % for u=34 North FC outer dim
surf 320 cylz -35.8 -8.7 2.05 1.36 117.3 % for u=35 South FC outer dim
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% --- 2. Cell Definitions
% --- 2.1 Model and Vessel
cell 1 0 outside 1 % outside
cell 2 0 Al6060 -1 ((2 -5 4):(3 -4)) % vessel
cell 3 0 Air -1 2 -6 5 #((-70 -71) -6 23) % air above vessel
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% --- 2.2 Support Structures below core
cell 5 0 H2O -2 16 10 -22 4 % Water around support
cell 6 0 Al6060 -2 -16 17 % Tunnel walls
cell 7 0 fill 1 -2 -17 % Tunnel
cell 8 0 Al6060 -10 11 16 % North hexagonal support walls
cell 10 0 fill 2 -11 16 % North hexagonal support inside
% --- 2.3 Base plate
cell 12 0 H2O -2 20 -23 22 % Water around base plate
cell 13 0 Al6060 -20 -23 22 % base plate
% --- 2.4 Fuel zones
cell 15 0 fill=10 (-60:-61:-62:-63) -6 23 % UO2 fuel zone
cell 16 0 fill=3 (-72:-73:-74:-75) -6 23 (60 61 62 63) % Gap between Umetal & UO2 fuel
cell 17 0 fill=15 -70 -71 (72 73 74 75) -6 23 % U metal fuel zone
cell 18 0 fill=3 -2 (70:71) -6 23 #20 #21 #22 #23 % Periphery (water&grid)
cell 20 0 fill=31 -301 % Ionisation chamber North
cell 21 0 fill=32 -302 % Ionisation chamber South
cell 22 0 fill=34 -319 % Fission chamber North
cell 23 0 fill=35 -320 % Fission chamber South
% u = 1: Tunnel with reactor startup source
cell 30 1 Air -18 % cylindrical source (replace by PuBe for source)
cell 31 1 Air 18 % around the source
% u = 2: Reinforcement for the lower support structures
cell 35 2 Air -12 % Air between support
cell 36 2 Al6060 -13 12 % Support
cell 37 2 Air -14 13 % Air between support
cell 38 2 Al6060 -15 14 % Support
cell 39 2 Air 15 % Air between support
% u = 3: Generic description of grids and water for fuel zone
% Water/Lower grid plate/Water/Air/Upper grid plate/Air
cell 40 3 H2O -32 % Water below lower grid
cell 41 3 Al6060 -30 32 -33 % lower grid - lower Al layer
cell 42 3 Cd -30 33 -34 % lower grid - Cd layer
cell 43 3 Al6060 -30 34 -35 % lower grid - upper Al layer
cell 44 3 H2O 30 32 -35 % Water around lower grid
cell 45 3 H2O 35 -40 % Water between grids
cell 46 3 Air 40 -52 % Air between grids
cell 47 3 Al6060 -50 52 -53 % upper grid - lower Al layer
cell 48 3 Cd -50 53 -54 % upper grid - Cd layer
cell 49 3 Al6060 -50 54 -55 % upper grid - upper Al layer
cell 50 3 Air 50 52 -55 % Air around upper grid
cell 51 3 Air 55 % Air above upper grid
% u = 10: UO2 fuel lattice
lat 10 1 0 0 24 24 1.837 % <u0> <type> <x0> <y0> <nx> <ny> <p>
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
% u = 11: UO2 fuel cell
cell 110 11 Al6060 162 -163 % Al-cladding
cell 111 11 Al6060 -162 -34 % bottom plug
cell 112 11 He 161 -162 34 -164 % He-gap
cell 113 11 UO2 -161 34 -164 % UO2 - fuel
cell 114 11 springUO2 -162 164 -165 % spring region
cell 115 11 Al6060 -162 165 % upper plug
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cell 116 11 fill 3 163 % pin surroundings
% u = 15: Umetal fuel lattice with 176 fuel pins and 2 CR
lat 15 1 0 0 22 22 2.917 % <u0> <type> <x0> <y0> <nx> <ny> <p>
17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17
17 17 17 17 17 17 17 17 16 16 16 16 16 16 17 17 17 17 17 17 17 17
17 17 17 17 17 17 16 16 16 16 16 16 16 16 16 16 16 17 17 17 17 17
17 17 17 17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17 17 17 17
17 17 17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17 17 17
17 17 17 16 16 16 16 16 16 16 16 16 16 16 16 16 19 16 16 16 17 17
17 17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17 17
17 17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17
17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17
17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17
17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17
17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17
17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17
17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17
17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17 17
17 17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17 17
17 17 16 16 16 18 16 16 16 16 16 16 16 16 16 16 16 16 16 17 17 17
17 17 17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17 17 17
17 17 17 17 16 16 16 16 16 16 16 16 16 16 16 16 16 16 17 17 17 17
17 17 17 17 17 16 16 16 16 16 16 16 16 16 16 16 17 17 17 17 17 17
17 17 17 17 17 17 17 17 16 16 16 16 16 16 17 17 17 17 17 17 17 17
17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17
% u = 16: Umetal fuel cell with pin
cell 160 16 Al6060 172 -173 % cladding
cell 161 16 He 171 -172 34 -174 % gap
cell 162 16 Al6060 -172 -34 % bottom plug
cell 163 16 Umet -171 34 -174 % fuel Um
cell 164 16 springUmet -172 174 -175 % spring region
cell 165 16 Al6060 -172 175 % upper plug
cell 166 16 fill=3 173 % pin surroundings
% u = 17: Umetal fuel cell wihtout pin
cell 170 17 H2O -173 -40 % Water instead of pin
cell 171 17 Air -173 40 % Air instead of pin
cell 172 17 fill=3 173 % Hole surroundings
% u = 18: Control rod North (axial position tr8)
cell 180 18 fill=20 -172 % CR inner part
cell 181 18 Al6060 172 -173 % Um pin tube
cell 182 18 fill=3 173 % tube surroundings
% u = 19: Control rod South (axial position tr9)
cell 190 19 fill=20 -172 % CR inner part
cell 191 19 Al6060 172 -173 % Um pin tube
cell 192 19 fill=3 173 % tube surroundings
% u = 20: Control rod inner part (2 concentric SS tubes + B4C pellets)
cell 200 20 Air (204 205):-205 % air below/around outer SS tube
cell 201 20 SS (203 -204 205):(-203 205 -206) % outer ss tube
cell 202 20 Air (202 -203 208 -211) % air between tubes
cell 203 20 SS (202 -203 206 -208) % lower centering ss piece
cell 204 20 SS (201 -202 206):(-201 206 -207) % inner ss tube
cell 205 20 Air -201 200 207 % air around B4C
cell 206 20 Air -200 209 -210 % air upper B4C
cell 207 20 SS -200 210 % top ss rod
cell 208 20 SS 202 -203 211 % upper centering ss piece
cell 209 20 B4C -200 207 -209 % B4C pellets
% Ionisation chambers
% u = 30: Ionisation chamber
cell 300 30 Al6060 303 % Casing
cell 301 30 Air -303 304 % Non sensitive part
cell 302 30 Air -303 -304 305 % Around outer electrode
cell 303 30 Al6060 -303 -304 -305 306 % Outer electrode
cell 304 30 Air -303 -304 -306 307 % Between electrodes
cell 305 30 Al6060 -303 -304 -307 308 % Inner electrode
cell 306 30 Air -303 -304 -308 % Central sensitive part
% u = 31: Ionisation chamber North
cell 307 31 fill=30 -300 % North IC
% u = 33: Ionisation chamber South
cell 308 32 fill=30 -300 % South IC
% Fission chambers chambers
% u = 33: Fission chamber
cell 310 33 fill=3 311 -312 % Water/grid upper part
cell 311 33 Al6060 312 -311 -312 % Casing upper part
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cell 312 33 Air -312 % Inside upper part
cell 313 33 Al6060 313 312 % Casing lower part
cell 314 33 Air -313 314 % Non sensitive lower part
cell 315 33 Air -313 -314 315 % Around outer electrode
cell 316 33 Al6060 -313 -314 -315 316 % Outer electrode
cell 317 33 Air -313 -314 -316 317 % Between electrodes
cell 318 33 Al6060 -313 -314 -317 318 % Inner electrode
cell 319 33 Air -313 -314 -318 % Central sensitive part
% u = 34: Fission chamber North
cell 320 34 fill=33 -310 % North FC
% u = 35: Fission chamber South
cell 321 35 fill=33 -310 % South FC
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% --- 3. Transformation Cards (unverse ’trans’ and surfaces ’strans’)
% Translation of the control rods (z=0 CR inserted, z=100 CR withdrawn)
trans 20 0 0 100 % <u> <x> <y> <z>
% Translation for the operation monitors <CHECK> not used currently
trans 31 -8.6 36.35 0 % Ionisation chamber North
trans 32 8.6 -36.35 0 % Ionisation chamber South
trans 34 35.8 8.7 0 % Fission chamber North
trans 35 -35.8 -8.7 0 % Fission chamber South
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% --- 4. Material Definitions
mat Al6060 -2.702 rgb 192 191 192 % m1 Plugs & vessel material
13027.03c -0.98000
14028.03c -0.00551 14029.03c -0.00029 14030.03c -0.00020
26054.03c -0.00017
26056.03c -0.00276 26057.03c -0.00006 26058.03c -0.00001
29063.03c -0.00068 29065.03c -0.00032 25055.03c -0.00100
12024.03c -0.00468 12025.03c -0.00062 12026.03c -0.00071
24050.03c -0.00002 24052.03c -0.00042
24053.03c -0.00005 24054.03c -0.00001
22046.03c -7.92e-5 22047.03c -7.30e-5 22048.03c -7.38e-4
22049.03c -5.53e-5 22050.03c -5.40e-5
30000.03c -0.00150
mat He -1.6422e-4 rgb 255 255 150 % m2 Helium
2004.03c 1
mat H2O -0.9983 rgb 51 153 255 moder lwtr 1001 % m3 Water
1001.03c 0.6665
1002.03c 0.0001
8016.03c 0.3334
mat Cd -8.65 rgb 0 153 0 % m4 Nat. Cadmium
48106.03c 1.25
48108.03c 0.89
48110.03c 12.49
48111.03c 12.80
48112.03c 24.13
48113.03c 12.22
48114.03c 28.73
48116.03c 7.49
mat UO2 -10.55553 rgb 255 153 50 % m5 1.086% U235
92235.03c -0.015920
92238.03c -0.865593
8016.03c -0.118487
mat springUO2 -1.2 rgb 0 0 128 % m6 Spring located in the UO2 rod
26054.03c 0.04115
26056.03c 0.64546 26057.03c 0.01491 26058.03c 0.00197
24050.03c 0.00833 24052.03c 0.16046 24053.03c 0.01819
24054.03c 0.00452 28058.03c 0.05787 28060.03c 0.02229
28061.03c 0.00097 28062.03c 0.00309 28064.03c 0.00079
25055.03c 0.02
mat springUmet -2.93 rgb 0 0 139 % m6 Spring located in the Umet rodmpirun
26054.03c 0.04115
26056.03c 0.64546 26057.03c 0.01491 26058.03c 0.00197
24050.03c 0.00833 24052.03c 0.16046 24053.03c 0.01819
24054.03c 0.00452 28058.03c 0.05787 28060.03c 0.02229
28061.03c 0.00097 28062.03c 0.00309 28064.03c 0.00079
25055.03c 0.02
mat Umet -18.67655 rgb 250 0 0 % m7 Uranium metal
92235.03c -0.00947
137
Appendix B. Scripts and models
92238.03c -0.99053
mat Al6012 -2.75 rgb 191 192 192 % m8 alu 6012 for grid plates
13027.03c -0.941
14028.03c -0.00919 14029.03c -0.00048 14030.03c -0.00033
26054.03c -0.000292 26056.03c -0.004588
26057.03c -0.000106 26058.03c -1.4e-005 29063.03c -0.0006917
29065.03c -0.0003083 25055.03c -0.0007
12024.03c -0.00702 12025.03c -0.00093 12026.03c -0.00106
24050.03c -0.00013 24052.03c -0.00251 24053.03c -0.000285
24054.03c -7.1e-005
22046.03c -1.58e-4 22047.03c -1.46e-4 22048.03c -1.48e-3
22049.03c -1.11e-4 22050.03c -1.08e-4
30000.03c -0.003
83209.03c -0.007
82204.03c -0.000165 82206.03c -0.002870 82207.03c -0.002650
82208.03c -0.006310
mat Air -5.058e-005 rgb 250 250 250 moder lwtr 1001 % m9 Air
7014.03c 4e-005
8016.03c 1e-005
1001.03c 5.79913e-007
1002.03c 8.7e-011
mat SS -8.1 rgb 47 79 79 % m11 Stainless steel - 316 type
24052.03c -0.14206
24053.03c -0.0152 24050.03c -0.00274 28058.03c -0.087138
28060.03c -0.033565 28062.03c -0.004666 28061.03c -0.002631
12024.03c -0.00008 12025.03c -0.00001 12026.03c -0.00001
25055.03c -0.019 14028.03c -0.0054 14029.03c -0.0003
14030.03c -0.0002 26054.03c -0.03916 26056.03c -0.63204
26057.03c -0.0158
mat B4C -1.799 rgb 0 250 0 % m12 B4C pellet (control rods)
5010.03c -0.1442
5011.03c -0.6384
6000.03c -0.2174
mat PuBe -2.695 rgb 174 0 255 % m14 Fixed source for approach to critical
94239.03c -0.9637
4009.03c -0.0363
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% --- 5. Serpent parameters
% --- 5.1 Thermal scattering data for light water:
therm lwtr lwj3.00t % JEFF-3.1 Data for Serpent 1.1.0 (HinH20 at 293.60K)
% --- 5.2 Cross section data library file path:
set acelib "/afs/psi.ch/project/stars/archive/COD/SERP/SB-SERP-ACT-001-11/Libraries/jeff311/sss_jeff311u.xsdata"
% --- 5.3 Unresolved resonance probability tables
set ures 1 % ptables turned on.
% --- 5.4 Boundary condition:
set bc 1 1 1
% --- 5.5 Neutron population and criticality cycles:
%set pop 1000000 1100 100 % keff within 2 pcm
set pop 1000000 10000 100 % keff within 0.7 pcm
% --- 5.6 Geometry and mesh plots:
plot 10 1058 1314 0.9185 -66.2 66.2 -47 117.3 % YZ cut
plot 30 1000 1000 50 -66.2 66.2 -66.2 66.2 % XY cut
mesh 3 1000 1000
mesh 2 1058 1314
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% --- 6. Notes and comments
% 6.1 The hexagonal support structure below the core is not very close but not
% exaclty the same as in reality
% 6.2 The fission and ionization chambers are only composed by aluminum and air.
% << End of model >>
138
B.2. Serpent to FMFD-compatible cross-section
B.2 Serpent to FMFD-compatible cross-section
% Matlab script to covert SERPENT2 cross sections to fmfd format of PARCS
% Author: Adolfo Rais - E-mail: adolfo.rais at epfl.ch
% Notes. Kinetic data not avaible.
clear all; clc; close all
% Load data from Serpent output file ?<input>_res.m?
disp(’1. Select the Serpent output file’)
[FileName,PathName] = uigetfile(’*.m’,’Select the Serpent < _res.m > file’);
run(FileName);
cd(PathName);
NG = MACRO_NG(1); % Number of energy groups
NXS = idx; % Numnber of cross section sets
% XS reading from Serpent2 output file
% XS format: sigxx(NXS,NG) where NXS is the component and NG
% the energy group. (fast group first)
for i=1:NXS
for j=1:NG
sigtr(i,j) = TRC_TRANSPXS(i,j*2-1); % Transport corrected TRANSXS
siga(i,j) = INF_RABSXS(i,j*2-1); % Reduced Absoption - OK
signf(i,j) = INF_NSF(i,j*2-1); % Nu-fission - OK
sigkf(i,j) = INF_KAPPA(i,j*2-1)*INF_FISS(i,j*2-1)*1.6021765E-13; % Kappa-fission with MeV to Joule conversion
sigscatt(i,:) = INF_S0(i,1:2:end); % Scattering matrix
%sig12corr(i,:) = INF_S0(i,3) - INF_S0(i,5)*INF_FLX(i,3)/INF_FLX(i,1); % Up-scattering corrected down-scattering
velocity(i,j) = INF_INVV(i,j*2-1);
% chi_delay(i,j) = INF_CHID(i,j*2-1); %not used
chi_total(i,j) = INF_CHIT(i,j*2-1);
end
for j=1:(length(FWD_ANA_LAMBDA)/2-1) %iterate over delayd neutron param
lambda(i,j) = FWD_ANA_LAMBDA(i,j*2-1);
beta(i,j) = ADJ_MEULEKAMP_BETA_EFF(i,j*2-1);
end
end
% Write fmfd compatible file
%%%%%%%%%%%%%%%%%%%%%%%% FMFD file %%%%%%%%%%%%%%%%%%%%%%%%
for i=1:NXS %iterate over number of universes
filename = (sprintf(’%dG_%d_fmfd.xsec’, NG, i));
fid=fopen(filename,’w’);
fprintf(fid, [ ’ tr ab nuf kaf \n’]);
for j=1:NG %iterate over number of groups
fprintf(fid, [ ’ %E %E %E %E\n’],sigtr(i,j), siga(i,j), signf(i,j), sigkf(i,j));
end
fprintf(fid, [ ’ scat g‘->g, UPP TRI is DOWNSCAT, LOW TRI is UPSCAT \n’]);
scattmat = reshape(sigscatt(i,:),[NG,NG]);
for j=1:NG %iterate over number of groups
fprintf(fid, [ ’ %E ’],scattmat(:,j));
fprintf(fid, [ ’\n’]);
end
fprintf(fid, [ ’ lambda \n’]);
fprintf(fid, [ ’ %E ’],lambda(i,:)’);
fprintf(fid, [ ’\n’]);
fprintf(fid, [ ’ beta \n’]);
fprintf(fid, [ ’ %E ’],beta(i,:)’);
fprintf(fid, [ ’\n’]);
fprintf(fid, [ ’ velocity \n’]);
fprintf(fid, [ ’ %E ’],velocity(i,:)’);
fprintf(fid, [ ’\n’]);
fprintf(fid, [ ’ chi_delay \n’]);
for j=1:NG % all zeros
fprintf(fid, [ ’ %E ’],zeros(8,1));
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fprintf(fid, [ ’\n’]);
end
fprintf(fid, [ ’ chi_total \n’]);
fprintf(fid, [ ’ %E ’],chi_total(i,:)’);
fprintf(fid, [ ’\n’]);
for i=1:5 % dtm, dtf, ddm, cra and ppm
if i == 1
fprintf(fid, [ ’ dtm tr ab nuf kaf\n’]);
elseif i == 2
fprintf(fid, [ ’ dtf tr ab nuf kaf\n’]);
elseif i == 3
fprintf(fid, [ ’ ddm tr ab nuf kaf\n’]);
elseif i == 4
fprintf(fid, [ ’ cra tr ab nuf kaf\n’]);
elseif i == 5
fprintf(fid, [ ’ ppm tr ab nuf kaf\n’]);
end
for j=1:NG % all zeros
fprintf(fid, [ ’ %E ’],zeros(4,1));
fprintf(fid, [ ’\n’]);
end
fprintf(fid, [ ’ scat g‘->g, UPP TRI is DOWNSCAT, LOW TRI is UPSCAT \n’]);
for j=1:NG % all zeros
fprintf(fid, [ ’ %E ’],zeros(NG,1));
fprintf(fid, [ ’\n’]);
end
end
fprintf(fid, [ ’ \n’]);
end
fclose(fid);
%%%%%%%%%%%%%%%%%%%%%% END FMFD file %%%%%%%%%%%%%%%%%%%%%%%
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