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Abstract
Adaptive randomly reinforced urn (ARRU) is a two-color urn model where the updating
process is defined by a sequence of non-negative random vectors {(D1,n, D2,n);n ≥ 1} and
randomly evolving thresholds which utilize accruing statistical information for the updates. Let
m1 = E[D1,n] and m2 = E[D2,n]. Motivated by applications, in this paper we undertake a
detailed study of the dynamics of the ARRU model. First, for the case m1 6= m2, we establish
L1 bounds on the increments of the urn proportion at fixed and increasing times under very weak
assumptions on the random threshold sequence. As a consequence, we deduce weak consistency
of the evolving urn proportions. Second, under slightly stronger conditions, we establish the
strong consistency of the urn proportions for all finite values ofm1 andm2. Specifically, we show
that when m1 = m2 the proportion converges to a non-degenerate random variable. Third, we
establish the asymptotic distribution, after appropriate centering and scaling, of the proportion
of sampled balls in the case m1 = m2. In the process, we settle the issue of asymptotic
distribution of the number of sampled balls for a randomly reinforced urn (RRU). To address
the technical issues, we establish results on the harmonic moments of the total number of balls
in the urn at different times under very weak conditions, which is of independent interest.
Keywords: generalized Po´lya urn, reinforced processes, strong and weak consistency, central
limit theorems, crossing times, harmonic moments.
MSC Subject Classification: 60F05, 60F15, 97K50.
1 Introduction
In recent years, randomly reinforced urn (RRU) has been investigated in statistical and prob-
ability literature as a model for clinical trial design, computer experiments and in the context
of vertex reinforced random walk (see [12, 13, 16]). Introduction of accruing information in the
implementation of these urn models in practice, leads to an adaptive randomly reinforced urn
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(ARRU). In this paper, we study the properties concerning the urn composition of an ARRU.
We now turn to a precise description of the ARRU.
A randomly reinforced urn (RRU) model (see [15]) is characterized by a pair (Y1,n, Y2,n) of
real random variables representing the number of balls of two colors, red and white. The process
is described as follows: at time n = 0, the process starts with (y1,0, y2,0) balls. A ball is drawn at
random. If the color is red, the ball is returned to the urn along with the random numbers D1,1
of red balls; otherwise, the ball is returned to the urn along with the random numbers D2,1 of
white balls. Let Y1,1 = y1,0+D1,1 and Y2,1 = y2,0 denote the urn composition when the sampled
ball is red; similarly, let Y1,1 = y1,0 and Y2,1 = y2,0 + D2,1 denote the urn composition when
the sampled ball is white. The process is repeated yielding the collection {(Y1,n, Y2,n);n ≥ 1}.
The quantities {D1,n;n ≥ 1} and {D2,n;n ≥ 1} are independent collections of independent
and identically distributed (i.i.d.) non-negative random variables. Hence, an RRU model is
characterized by the replacement matrix
Dn =
 D1,n 0
0 D2,n
 .
Letm1 := E[D1,n] and m2 := E[D2,n]. The asymptotic properties of the urn composition in the
above model were investigated by Muliere et al. (see [15]) and Aletti et al. (see [1]); specifically,
they established that
Zn =
Y1,n
Y1,n + Y2,n
a.s.→

1 if m1 > m2,
Z∞ if m1 = m2,
0 if m1 < m2,
(1.1)
where
a.s.→ stands for almost sure convergence and Z∞ is a non-degenerate random variable
supported on (0, 1). The properties of the distribution of Z∞ were studied in Aletti et al.
(see [1, 2]). Specifically, it is shown in Aletti et al. (see [1]) that when m1 = m2, P (Z∞ = x) = 0
for any x ∈ [0, 1]. Denoting {(N1,n, N2,n);n ≥ 1} the number of balls of red and white colors
sampled from the urn, one can deduce from (1.1) that N1,n/n converges to the same limit as
Zn.
Notice that the limit of the RRU in (1.1) is always 1 or 0 when m1 6= m2, and the rate
of convergence and the limit distribution has been established in May and Flournoy (2009)
(see [14]). However, motivated by applications in clinical trials (see [12]), it is common to target
a specific value ρ ∈ (0, 1). This was achieved in Aletti et al. (see [3]), where the modified
randomly reinforced urn (MRRU) model was introduced. The MRRU model is an RRU model
with two fixed thresholds 0 < ρ2 ≤ ρ1 < 1, such that if Zn < ρ2, no white balls are replaced in
urn, while if Zn > ρ1, no red balls are replaced in the urn. The replacement matrix in this case
is
Dn =
 D1,n · 1{Zn−1≤ρ1} 0
0 D2,n · 1{Zn−1≥ρ2}
 .
The strong consistency in the case m1 6= m2 was established in Aletti et al. (see [3]); i.e. they
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showed that
Zn
a.s.→
ρ1 if m1 > m2,ρ2 if m1 < m2. (1.2)
A second order result for Zn, namely the asymptotic distribution of Zn after appropriate cen-
tering, was derived in Ghiglietti et al. (see [9]).
In applications, especially in clinical trials (see [12]), ρ1 and ρ2 are unknown and depend
on the parameters of the distributions of D1,1 and D2,1. Let Fn−1 be the σ-algebra generated
by the information up to time n − 1 and let ρˆ1,n−1 and ρˆ2,n−1 be two random variables that
are Fn−1-measurable. Ghiglietti et al. proposed in [10] an adaptive randomly reinforced urn
model that uses accruing information to construct random thresholds ρˆ1,n−1 and ρˆ2,n−1 which
converge a.s. to specified targets ρ1 and ρ2. Thus, using the replacement matrix
Dn =
 D1,n · 1{Zn−1≤ρˆ1,n−1} 0
0 D2,n · 1{Zn−1≥ρˆ2,n−1}
 , (1.3)
an MRRU becomes an Adaptive Randomly Reinforced Urn (ARRU). It is worth mentioning
here that the random thresholds ρˆ1,n−1 and ρˆ2,n−1 depend on the adaptive estimators of the
parameters of the distributions of D1,1 and D2,1.
In a recent work, Ghiglietti et al. (see [10]) studied the asymptotic properties of an ARRU
when m1 6= m2 under strong conditions on the rate of convergence of the adaptive thresholds.
Specifically, they established a strong consistency and asymptotic normality for the number
of sampled balls under an exponential rate of convergence assumption on the adaptive thresh-
olds. In this paper, first we establish that under very weak conditions, weak consistency of
the proportion Zn. This is achieved by providing useful and non-trivial L1 bounds on (i) the
increments of the distace ∆n = |Zn−ρ1| (Theorem 4.2) and (ii) the increments of ∆n at linearly
increasing times (Theorem 4.5 and Theorem 4.6). These results provide insight into the dynam-
ics of the ARRU and are of independent interest. The proofs of these results need estimates
on the harmonic moments of the total number of balls in the urn under weak assumptions on
the thresholds. This result, of independent interest, is established in Theorem 4.1. Second, we
undertake a detailed analysis of the ARRU model when m1 = m2. Specifically, we establish
strong consistency of the proportion Zn and the limit distribution of the proportion of sampled
balls for the ARRU. In the process, we also address the issue of limit distribution of the number
of sampled balls from a randomly reinforced urn (RRU) thus settling one of the long-standing
open problems in the field.
The rest of the paper is structured as follows: Section 2 contains the model, assumptions and
main results; Section 3 is concerned with preliminary estimates and results on the urn process.
Sections 4 and 5 are concerned with the proofs of the consistency of the urn proportion and
Section 6 is concerned with the proof of the limit distribution of the proportion of sampled balls.
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2 Model assumptions, notation and main results
We begin by describing our model precisely. Let ξ1 = {ξ1,n;n ≥ 1} and ξ2 = {ξ2,n;n ≥ 1} be
two sequences of i.i.d. random variables, with probability distributions µ1 and µ2 respectively.
Without loss of generality (wlog), assume that the support of ξ1,n and ξ2,n is the same. We
denote it by S. Consider an urn containing y1,0 > 0 red balls and y2,0 > 0 white balls, and
define y0 = y1,0+y2,0 and z0 = y
−1
0 y1,0. In general, y1,0 and y2,0 may not assume integer values.
At time n = 1, a ball is drawn at random from the urn and its color is observed. Let the random
variable X1 be such that
X1 =
1 if the extracted ball is red,0 if the extracted ball is white.
We assume X1 to be independent of the sequences ξ1 and ξ2. To make this assumption more
explicit, we define X1 = 1{U1≤z0}, where U1 is a uniform random variable in (0,1) independent
of ξ1 and ξ2. Note that X1 Bernoulli random variable with parameter z0.
Let ρˆ1,0 and ρˆ2,0 be two random variables such that ρˆ1,0, ρˆ2,0 ∈ [0, 1] and ρˆ1,0 ≥ ρˆ2,0. Let
u : S → [a, b], 0 < a ≤ b <∞. If X1 = 1 and z0 ≤ ρˆ1,0, we return the extracted ball to the urn
together with D1,1 = u (ξ1,1) new red balls. While, if X1 = 0 and z0 ≥ ρˆ2,0, we return it to the
urn together with D2,1 = u (ξ2,1) new white balls. If X1 = 1 and z0 > ρˆ1,0, or if X1 = 0 and
z0 < ρˆ2,0, the urn composition is not modified. To ease notation, let denote w1,0 = 1{z0≤ρˆ1,0}
and w2,0 = 1{z0≥ρˆ2,0}. Formally, the extracted ball is always replaced in the urn together with
X1D1,1w1,0 + (1−X1)D2,1w2,0
new balls of the same color; now, the urn composition becomes
Y1,1 = y1,0 +X1D1,1w1,0
Y2,1 = y2,0 + (1−X1)D2,1w2,0.
Set Y1 = Y1,1 + Y2,1 and Z1 = Y
−1
1 Y1,1. Now, by iterating the above procedure we define ρˆ1,1
and ρˆ2,1 to be two random variables, with ρˆ1,1, ρˆ2,1 ∈ [0, 1] and ρˆ1,1 ≥ ρˆ2,1 a.s., measurable with
respect to the σ-algebra F1 = σ (G1, ϕ1), where G1 = σ (X1, X1ξ1,1 + (1−X1)ξ2,1) and ϕ1 is
a r.v. independent of G1. Let m1 =
∫
u (y)µ1 (dy) and m2 =
∫
u (y)µ2 (dy) be the means of
{D1,n;n ≥ 1} and {D2,n;n ≥ 1} respectively.
The urn process is then repeated for all n ≥ 1. Let ρˆ1,n and ρˆ2,n be two random variables
with ρˆ1,n, ρˆ2,n ∈ (0, 1) and ρˆ1,n ≥ ρˆ2,n a.s., measurable with respect to the σ-algebra Fn =
σ (Gn, ϕ1, .., ϕn), where
Gn = σ (X1, X1ξ1,1 + (1−X1) ξ2,1, ..., Xn, Xnξ1,n + (1−Xn) ξ2,n) ,
and ϕn are a collection of r.v. independent of Gn. We will refer to ρˆj,n j = 1, 2 as threshold
parameters.
At time n+1, a ball is extracted and let Xn+1 = 1 if the ball is red and Xn+1 = 0 otherwise.
Equivalently, we can define Xn+1 = 1{Un+1≤Zn}, where Un+1 is a uniform random variable in
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(0,1) independent of Fn, ξ1 and ξ2. Then, the ball is returned to the urn together with
Xn+1D1,n+1W1,n + (1−Xn+1)D2,n+1W2,n
balls of the same color, where D1,n+1 = u (ξ1,n+1), D2,n+1 = u (ξ2,n+1), W1,n = 1{Zn≤ρˆ1,n},
W2,n = 1{Zn≥ρˆ2,n} and Zn+1 = Y1,n+1/Yn+1 for any n ≥ 1, where
Y1,n+1 = y1,0 +
∑n+1
i=1 XiD1,iW1,i−1
Y2,n+1 = y2,0 +
∑n+1
i=1 (1−Xi)D2,iW2,i−1
and Yn+1 = Y1,n+1 + Y2,n+1. If Xn+1 = 1 and Zn > ρˆ1,n, i.e. W1,n = 0, or if Xn+1 = 0
and Zn < ρˆ2,n, i.e. W2,n = 0, the urn composition does not change at time n + 1. Note that
condition ρˆ1,n ≥ ρˆ2,n a.s., which implies W1,n +W2,n ≥ 1, ensures that the urn composition
can change with positive probability for any n ≥ 1, since the replacement matrix is never a zero
matrix. Since, conditionally to the σ-algebra Fn, Xn+1 is assumed to be independent of ξ1, ξ2,
Xn+1 is Bernoulli distributed with parameter Zn.
2.1 Weak consistency of the urn composition
A particulary relevant result of this paper is concerned with the consistency of the urn proportion
Zn when the random thresholds ρˆ1,n and ρˆ2,n converge in probability to some constants in
ρ1, ρ2 ∈ (0, 1). To obtain this result, we need to assume that the thresholds sequence are
bounded away from 0 and 1 with high probability, which is expressed in the following condition:
there exist two constants 0 < ρmin ≤ ρmax < 1 and 0 < cρ <∞ such that
P (ρmin ≤ ρˆ2,n ≤ ρˆ1,n ≤ ρmax) ≥ 1− exp (−cρn) (2.1)
for large n. Hence, we can establish the consistency result as follows
Theorem 2.1 Assume (2.1) and there exist two constant ρ1, ρ2 ∈ (0, 1), with ρ1 ≥ ρ2, such
that
ρˆ1,n
p→ ρ1 ρˆ2,n p→ ρ2. (2.2)
Then, when m1 6= m2,
Zn
p→
ρ1 if m1 > m2,ρ2 if m1 < m2. (2.3)
We present the proof of Theorem 2.1 in Section 4.
Remark 2.2 The strong consistency of the urn proportion presented in Ghiglietti et al. (see [10]),
i.e. ρˆ1,n
a.s.→ ρ1 implies Zn a.s.→ ρ1, may suggest to prove Theorem 2.1 by applying subsequence
arguments. Specifically, Zn
p→ ρ1 in (2.3) implies that for any subsequence {nk; k ≥ 1} there ex-
ists a further subsequence {nkj ; j ≥ 1} such that Znkj
a.s.→ ρ1. Moreover, assumption ρˆ1,n p→ ρ1
in (2.2) guarantees the existence of {nkj ; j ≥ 1} such that ρˆ1,nkj
a.s.→ ρ1. Nevertheless, the
strong consistency result in [10] does not prove that Znkj
a.s.→ ρ1 with the only assumption that
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ρˆ1,nkj
a.s.→ ρ1, because this condition does not provide any information on the behavior of ρˆ1,i at
times i /∈ {nkj ; j ≥ 1}. Hence, the convergence of ρˆ1,nkj would imply the convergence of Znkj
only if the urn composition was updated exclusively at times {nkj ; j ≥ 1}.
2.2 Strong consistency of the urn composition
The following theorem states the consistency of the urn proportion Zn for any values of m1 and
m2, when the random thresholds ρˆ1,n and ρˆ2,n converge with probability one.
Theorem 2.3 Assume there exist two constant ρ1, ρ2 ∈ [0, 1], with ρ1 ≥ ρ2, such that
ρˆ1,n
a.s.→ ρ1 ρˆ2,n a.s.→ ρ2. (2.4)
Then,
Zn
a.s.→

ρ1 if m1 > m2,
Z∞ if m1 = m2,
ρ2 if m1 < m2,
(2.5)
where Z∞ is a random variable such that P (Z∞ ∈ [ρ2, ρ1]) = 1.
We present the proof of Theorem 2.3 in Section 5. When the limit of the urn proportion
is different from 1 or 0, the following convergence result on the total number of balls to the
smaller mean holds.
Lemma 2.4 Assume (2.4) with ρ1 > ρ2 and let m
∗ = min{m1,m2}. Then, on the set
{limn→∞ Zn 6= {0, 1}},
Yn
n
a.s.→ m∗.
The above lemma can be applied for the RRU model only whenm1 = m2. For the casem1 6= m2
in an RRU model, May and Flournoy (2009) established in (see [14]) that Yn
n
a.s.→ max{m1;m2}.
In the case m1 = m2, we are able to establish that the limiting proportion Z∞ has no point
mass within the open interval (ρ2, ρ1). This is stated in the following lemma.
Lemma 2.5 Assume (2.4) with ρ1 > ρ2 and m1 = m2 = m. Then, for any x ∈ (ρ2, ρ1), we
have P (Z∞ = x) = 0.
Point masses of probability are possible at values ρ1 and ρ2.
2.3 Asymptotic distribution of the sampled balls
The second order asymptotic results of the proportion of sampled balls are concerned with
the concept of stable convergence (see [11]), which provides a particularly elegant approach to
martingale central limit theory. Formally, let {Xn;n ≥ 1} be a random sequence on a probability
space (Ω,F ,P ); thus, we say that Xn d→ X (stably) if, for every point x of continuity for the
cumulative distribution function of X and for every event E ∈ F ,
lim
n→∞
P ( Xn ≤ x,E ) = P ( X ≤ x,E ) .
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We now present the asymptotic distribution for the proportion of sampled balls in an RRU
model. Let us denote by N1n :=
∑n
i=1Xi and N2n :=
∑n
i=1(1−Xi) = n−N1n the number of red
and white balls, respectively, sampled form the urn up to time n. Moreover, let σ21 := V ar[D1,1]
and σ22 := V ar[D2,1]. The result is the following
Theorem 2.6 Consider an RRU model and assume m1 = m2 = m. Then,
√
n
(
N1n
n
− Z∞
)
d→ N (0,Σ), (stably)
where
Σ :=
(
1 +
2Σ¯
m2
)
Z∞(1− Z∞), Σ¯ := (1− Z∞)σ21 + Z∞σ22 . (2.6)
We now present the asymptotic distribution for the proportion of sampled balls in an ARRU
model. This result can be derived by Theorem 2.6 on the set of trajectories that do not cross the
thresholds ρˆ1,n and ρˆ2,n infinitely often, and hence {Z∞ 6= {ρ2, ρ1}}. To this end, we introduce
a sequence of random sets {An;n ≥ 1} such that An ∈ Fn and An ⊂ An+1 for any n ≥ 1, and
∪n≥1An = (ρ2, ρ1). In particular, we fix 0 < α < 1/2 and we define An as follows:
An :=
(
ρ2 + CY
−α
n , ρ1 − CY −αn
)
, (2.7)
where 0 < C < ∞ is a positive constant. The choice of {An;n ≥ 1} in (2.7) allows us to
apply the estimates of Lemma 3.6 in the proof of the limit distribution, in order to obtain the
equivalence: {Zn ∈ An, ev.} = {Z∞ ∈ (ρ2, ρ1)} a.s., where ev. stands for eventually, which
means for all but a finite number of terms. The limit distribution for the ARRU model is
expressed in the following result.
Theorem 2.7 Assume (2.4) with ρ1 > ρ2 and m1 = m2 = m. Then,
limn{Zn ∈ An} = limn{Zn ∈ An} = {Z∞ ∈ (ρ2, ρ1)},
and, on the sequence of sets ({Zn ∈ An}, n ≥ 1), we have
√
n
(
N1n
n
− Z∞
)
d→ N (0,Σ), (stably)
where, as in (2.6),
Σ :=
(
1 +
2Σ¯
m2
)
Z∞(1− Z∞), Σ¯ := (1− Z∞)σ21 + Z∞σ22 .
It is worth noticing that the limiting distribution obtained in Theorem 2.6 and Theorem 2.7 is
not Gaussian but a mixture distribution.
As a corollary of the methods of proof of Theorem 2.6 and Theorem 2.7 one can obtain the
asymptotic distribution of
√
n(Zn − Z∞). We state this result without proof.
Theorem 2.8 Assume (2.4) with ρ1 > ρ2 and m1 = m2 = m. Then, conditionally on Fn, on
the sequence of sets ({Zn ∈ An}, n ≥ 1), we have
√
n (Zn − Z∞) d→ N (0,ΣZ), (stably)
where
ΣZ :=
(
1 +
Σ¯
m2
)
Z∞(1− Z∞), Σ¯ := (1− Z∞)σ21 + Z∞σ22 .
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3 Preliminary results
In this section, we present some preliminary estimates that are required to understand the
dynamics of the ARRU model and to prove the main results of the paper. Most of the proofs
of the results gathered by the literature are omitted, since the original proofs hold for all values
of m1 and m2.
Initially, we show a useful expression of the excepted increments (Zn+1 − Zn) conditionally
to the story of the process Fn, which is required to prove the consistency result and in particular
in the proof of Theorem 4.2 in Section 4.
Lemma 3.1 For any n ≥ 0,
E [Zn+1 − Zn|Fn] = Zn(1− Zn)Bn,
where
Bn := E
[
D1,n+1W1,n
Yn +D1,n+1W1,n
− D2,n+1W2,n
Yn +D2,n+1W2,n
|Fn
]
. (3.1)
Proof. The proof of this Lemma is based on a modification of the proof of Theorem 2 in [15].
First, note that, by definition
Zn+1 = Xn+1
Y1,n +D1,n+1W1,n
Yn +D1,n+1W1,n
+ (1−Xn+1) Y1,n
Yn +D2,n+1W2,n
and since Xn+1 is conditionally to Fn independent of D1,n+1 and D2,n+1, we can get that
E[Zn+1|Fn] = E
[
Zn
Y1,n +D1,n+1W1,n
Yn +D1,n+1W1,n
+ (1− Zn) Y1,n
Yn +D2,n+1W2,n
|Fn
]
= E
[
Zn
(
Y1,n +D1,n+1W1,n
Yn +D1,n+1W1,n
+
Y2,n
Yn +D2,n+1W2,n
)
|Fn
]
Analogously, we have that
E[1− Zn+1|Fn] =
[
(1− Zn)
(
Y2,n +D2,n+1W2,n
Yn +D2,n+1W2,n
+
Y1,n
Yn +D1,n+1W1,n
)
|Fn
]
.
Therefore,
E[Zn+1 − Zn|Fn] = E[(1− Zn)Zn+1 − Zn(1− Zn+1)|Fn]
= Zn(1− Zn)E
[
Y1,n +D1,n+1W1,n
Yn +D1,n+1W1,n
+
Y2,n
Yn +D2,n+1W2,n
−Y2,n +D2,n+1W2,n
Yn +D2,n+1W2,n
− Y1,n
Yn +D1,n+1W1,n
|Fn
]
= Zn(1− Zn)E
[
D1,n+1W1,n
Yn +D1,n+1W1,n
− D2,n+1W2,n
Yn +D2,n+1W2,n
|Fn
]
.
This concludes the proof.
Now, we show that the number of balls sampled from the urn N1,n, N2,n and the total
number of balls in the urn Yn, increase to infinity almost surely. To do that, we first need to
show a lower bound for the increments of the process Yn, which is given by the following:
Lemma 3.2 [10, Lemma 4.1] For any i ≥ 1, we have that
E [Yi − Yi−1|Fi−1] ≥ a ·
(
min{y1,0; y2,0}
y0 + (i− 1) b
)
.
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Here, we present the lemma on the divergence of the sequences Yn, N1,n and N2,n. This
result is obtained by using the conditional Borel-Cantelli lemma.
Lemma 3.3 [10, Lemma 4.2] Consider the urn model presented in Section 2. Then,
(a) Yn
a.s.→ ∞;
(b) min{N1,n;N2,n} a.s.→ ∞.
The following lemma is needed in the proof of Theorem 2.3. This result provides multiple
equivalent ways to show the almost sure convergence of a real-valued process. We consider a
general real-valued process {Zn;n ≥ 0} and two real numbers d (down) and u (up), with d < u.
The result requires two sequences of times tj(d, u) and τj(d, u) defined as follows: for each j ≥ 0,
tj(d, u) represents the time of the first up-cross of u after τj−1(d, u), and τj(d, u) represents the
time of the first down-cross of d after tj . Note that tj(d, u) and τj(d, u) are stopping times,
since the events {tj(d, u) = k} and {τj(d, u) = k} depend on {Zn;n ≤ k}, which are measurable
with respect to Fk.
Lemma 3.4 [3, Theorem 2.1] Let {Zn;n ≥ 0} be a real-valued process in [0, 1]. Let τ−1(d, u) =
−1 and define for every j ≥ 0 two stopping times
tj(d, u) =
inf{n > τj−1(d, u) : Zn > u} if {n > τj(d, u) : Zn > u} 6= ∅;+∞ otherwise.
τj(d, u) =
inf{n > tj(d, u) : Zn < d} if {n > tj−1(d, u) : Zn < d} 6= ∅;+∞ otherwise.
(3.2)
Then, the following three events are a.s. equivalent
(a) Zn converges a.s.;
(b) for any 0 < d < u < 1,
lim
j→∞
P (tj(d, u) <∞) = 0;
(c) for any 0 < d < u < 1, ∑
j≥1
P (tj+1(d, u) =∞|tj(d, u) <∞) =∞;
using the convention that P (tj+1(d, u) =∞|tj(d, u) <∞) = 1 when P (tj(d, u) =∞) = 1.
The following lemma provides lower bounds for the total number of balls in the urn at the
times of up-crossings, Ytj . The lemma gets used in the proof of Theorem 2.3, where conditioning
to a fixed number of up-crossing ensures to have at least a number of balls Yn determined by
the lower bounds of this lemma. This result has been taken by Lemma 2.1 of [3] and the proof is
omitted since the adaptive thresholds and the values of m1 and m2 do not play any role during
up-crossings. Hence, the proof reported in Lemma 2.1 of [3] carries over to our model, with Dn
replaced by Yn.
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Lemma 3.5 [3, Lemma 2.1] For any 0 < d < u < 1, we have that
Ytj(d,u) ≥
(
u (1− d)
d (1− u)
)
Ytj−1(d,u) ≥ ... ≥
(
u (1− d)
d (1− u)
)j
Yt0(d,u).
The following lemma provides a uniform bound for the generalized Po´lya urn with same
reinforcement means, which is needed in the proof of Theorem 2.3.
Lemma 3.6 [3, Lemma 3.2] Consider an RRU with m1 = m2. If Y0 ≥ 2b, then
P
(
sup
n≥1
|Zn − Z0| ≥ h
)
≤ b
Y0
(
4
h2
+
2
h
)
for every h > 0.
Finally, we present an auxiliary result that provides an upper bound on the increments of
the urn process Zn, by imposing a condition on the total number of balls in the urn Yn.
Lemma 3.7 [10, Lemma 3.1] For any ǫ ∈ (0, 1), we have that{
Yn > b
(
1− ǫ
ǫ
) }
⊆ { |Zn+1 − Zn| < ǫ } . (3.3)
4 Proof of weak consistency and related results
In this section, we prove the weak consistency for the urn proportion of the ARRU model,
which is established in Theorem 2.1. This proof requires some probabilistic results concerning
the ARRU model, which have been gathered in different subsections. The proof of the weak
consistency based on these results is then provided in Subsection 4.4.
Let us start by describing the general structure of the proof. The weak consistency is proved
by showing that the process {∆n;n ≥ 1}, defined as
∆n := |ρ1 − Zn|, ∀ n ≥ 0, (4.1)
converges to zero in probability. To prove this, we want to exploit the fact that, unless ∆n is
arbitrarily close to zero, the conditional expected increments of ∆n are negative. This result is
obtained in Subsection 4.2 by studying the conditional expected increments of Zn. Hence, to
show that ∆n is asymptotically close to zero, we need to investigate the expected increments
of the process {∆n;n ≥ 1}. Since the increments of ∆n are at the same order of Y −1n , we first
determine how fast the total number of balls in the urn, Yn, increase to infinity. This is addressed
in Theorem 4.1, where we show that the total number of balls in the ARRU model increases
linearly with the number of extractions from the urn. For this reason, the increments of ∆n
are of the order of n−1; hence, we consider differences of ∆n evaluated at linearly increasing
times, i.e. G(n, c) := (∆n+nc −∆n), such that the L1 bounds obtained for such differences do
not vanish as n goes to infinity. More specifically, we provide a negative upper bound for the
expected differences G(n, c), which is not negligible unless ∆n is asymptotically close to zero.
Formally, for any δ > 0, we show that for some 0 < C <∞
E [G(n, sδ)] ≤ −CP (Q(δ, n)) + o(1), (4.2)
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where 0 < sδ < ∞ is an appropriate constant and Q(δ, n) := {∆n > δ}. To obtain (4.2), we
prove that the expected differences G(n, sδ) are: (i) negative for moderate values of ∆n (see
Theorem 4.5); (ii) negligible for small values of ∆n (see Theorem 4.6). These results are derived
using comparison arguments with specific auxiliary urn models. Finally, in Subsection 4.4 we
use (4.2) and other preliminary results to establish the weak consistency.
4.1 Harmonic moments of Yn
In this subsection, we establish that the total number of balls in the ARRU model increases
linearly with the number of extractions from the urn. Moreover, this result ensures uniform
bounds for the harmonic moments of the total number of balls.
Before presenting the main result, we introduce some notation. For any 0 < c ≤ C <∞ and
for all n ≥ 0, let Fn(c, C) ∈ Fn be the set defined as follows
Fn(c, C) := {y0 + cn ≤ Yn ≤ y0 + Cn}.
Here, we show that, for some c and C, P (Fn(c, C)) converges to one exponentially fast, which
implies P (F cn(c, C), i.o.) = 0. Moreover, this result provides uniform bounds for the moments
of n/Yn. The following theorem makes this result precise.
Theorem 4.1 Under assumption (2.1), for any 0 < zmin < ρmin and ρmax < zmax < 1, there
exists ǫz > 0 such that
P (zmin ≤ Zn ≤ zmax) ≥ 1− exp(−ǫzn). (4.3)
Moreover, there exist 0 < c1 < C1 <∞ and ǫy > 0 such that
P (y0 + c1n ≤ Yn ≤ y0 + C1n) ≥ 1− exp(−ǫyn), (4.4)
for large n. As a consequence, for any j ≥ 1
sup
n≥0
{
E
[(
n
Yn
)j]}
< ∞. (4.5)
To ease notation in the rest of paper, we will refer to Fn as
Fn := {y0 + c1n ≤ Yn ≤ y0 + C1n}, (4.6)
where 0 < c1 < C1 <∞ are the constants determined in Theorem 4.1 to obtain (4.4).
Proof. Let cmin := min{ρmin; 1−ρmax}, fix an arbitrary 0 < c < cmin and consider the following
sets
Ad,n :=
 ⋃
n/2≤i≤n
{Zi < c}
 ,
Ac,n :=
 ⋂
n/2≤i≤n
{c < Zi < 1− c}
 ,
Au,n :=
 ⋃
n/2≤i≤n
{Zi > 1− c}
 .
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In the proof of Theorem 3.1 in [10], it is proved that P (Ad,n) and P (Au,n) converges exponen-
tially fast to zero, provided that for some ǫ1, ǫ2 > 0
P (ρˆ1,n > ρ1 + ǫ1) ≤ c0 exp
(−nǫ21) , (4.7)
and
P (ρˆ2,n < ρ2 − ǫ2) ≤ c0 exp
(−nǫ22) . (4.8)
Thus, setting ǫ1 and ǫ2 such that ρ1 + ǫ1 > ρmax and ρ2 − ǫ2 < ρmin and using (2.1), we
can follow the same arguments obtaining that, for any 0 < c < cmin, P (Ad,n) and P (Au,n)
converges exponentially fast to zero, which naturally implies (4.3) since zmin < ρmin ≤ cmin and
zmax > ρmax ≥ 1− cmin.
Now, we prove (4.4). Since the reinforcements are a.s. bounded, i.e. |Dj,n| < b for any n ≥ 1
and j = 1, 2, we trivially have that P (Yn ≥ y0 + nb) = 0. Thus, we will show the exponential
decay of P (Yn − y0 ≤ c1n). Moreover, since from (4.3) for any 0 < c < cmin there exists ǫz such
that P (Ac,n) ≥ 1− exp(−ǫzn) , we will focus on the probability P ({Yn − y0 ≤ c1n} ∩ {Ac,n}).
First, consider the following relation on the increments of the total number of balls
Yi − Yi−1 = D1,iXiW1,i−1 +D2,i (1−Xi)W2,i−1 ≥ a [XiW1,i−1 + (1−Xi)W2,i−1]
Then, note that, on the set Ac,n, the random variables
XiW1,i−1 + (1−Xi)W2,i−1, i = n/2, .., n
are, conditionally to the σ-algebra Fi−1, Bernoulli with parameter with parameter greater than
or equal to c. Hence, if we introduce {Bi; i ≥ 1} a sequence of i.i.d. Bernoulli random variable
with parameter c,
P ({Yn − y0 ≤ c1n} ∩ {Ac,n}) ≤ P
({
Yn − Yn/2 ≤ c1n
} ∩ {Ac,n})
≤ P
a
n∑
i=n/2
Bi ≤ c1n
 ∩ {Ac,n}

≤ P

n∑
i=n/2
Bi ≤ c1
a
n

 .
Now, we want to use the Chernoff’s bound for i.i.d. random variables in [0, 1] (see [7]):
P (Sn ≤ c0 ·E[Sn]) ≤ exp
(
− (1− c0)
2
2
·E[Sn]
)
, (4.9)
where c0 ∈ (0, 1) and Sn =∑ni=n/2Bi. In our case, we have E[Sn] = nc/2 and so c0 = 2c1/(ac).
Hence, by choosing c1 small enough we can obtain c0 < 1 which let us apply Chernoff’s bound.
This implies (4.4).
Finally, we get the harmonic moments as follows
E
[(
n
Yn
)j]
= E
[(
n
Yn
)j
1Fn(c1,C1)
]
+E
[(
n
Yn
)j
1F cn(c1,C1)
]
≤ E
[(
n
y0 + c1n
)j
1Fn(c1,C1)
]
+
(
n
y0
)j
E
[
1F cn(c1,C1)
]
≤ c−j1 + y−j0 nj exp(−ǫyn).
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4.2 L1 Bound for the increments of ∆n
For any ε > 0, let R(ε, n) := {|ρˆ1,n − ρ1| < ε} and Q(ε, n) := {∆n > ε}, where we recall
from (4.1) that ∆n = |ρ1−Zn|. The following result provides an upper bound on the increments
of ∆n.
Theorem 4.2 Let m1 > m2 and assume (2.1) and (2.2). For any ε > 0, there exists 0 < c2 <
∞ and a sequence of random variables {ψn;n ≥ 0} with E[|ψn|] = o(n−1), such that
E
[
G(n, n−1)1Q(ε,n)|Fn
] ≤ −n−1 · c21Q(ε,n) + ψn, (4.10)
where we recall G(n, n−1) = (∆n+1 −∆n).
The behavior and the sign of the excepted increments of the urn proportion G(n, n−1)
required to prove Theorem 4.2 depend on the position of Zn respect to ρ1. For this reason, we
study separately the cases when Zn is above or below ρ1. Formally, we define
Q−(ε, n) := {Zn < ρ1 − ε}, Q+(ε, n) := {Zn > ρ1 + ε}, (4.11)
so that Q(ε, n) = Q+(ε, n)∪Q−(ε, n). Specifically, we present Lemma 4.3 and Lemma 4.4 that
provide bounds for the expected increments G(n, n−1) on the sets Q−(ε, n) and Q+(ε, n), re-
spectively. The proof of Theorem 4.2 is presented after the proofs of Lemma 4.3 and Lemma 4.4.
Lemma 4.3 Let An ∈ Fn be such that An ⊂ Q−(ε, n). Then, we have that
E [(Zn+1 − Zn)1An ] ≥ n−1 · c2P (An) − o(n−1). (4.12)
Proof. Let In := E [(Zn+1 − Zn)1An ] and, since An ∈ Fn, we can use Lemma 3.1 obtaining
In = E [E [Zn+1 − Zn|Fn]1An ] = E [Zn(1− Zn)Bn1An ] , (4.13)
where we recall that Bn is defined in (3.1) as follows
Bn := E
[
D1,n+1W1,n
Yn +D1,n+1W1,n
− D2,n+1W2,n
Yn +D2,n+1W2,n
∣∣Fn] .
Now, note the following relation
{Zn ≤ ρˆ1,n} ⊃ Q−(ε, n) ∩R(ε, n)
where R(ε, n) = {|ρˆ1,n − ρ1| < ε}. Since An ⊂ Q−(ε, n), on the set An the previous relation
becomes {Zn ≤ ρˆ1,n} ⊃ R(ε, n), which implies W1,n ≥ 1R(ε,n). Combining this argument with
W2,n ≤ 1, we obtain on the set An the following inequality
Bn ≥ E
[(
D1,n+11R(ε,n)
Yn +D1,n+11R(ε,n)
− D2,n+1
Yn +D2,n+1
) ∣∣Fn] .
Then, by using D2,n+1 ≥ 0 and D1,n+11R(ε,n) ≤ b a.s., we obtain that, on the set An,
Bn ≥ E
[(
D1,n+11R(ε,n)
Yn + b
− D2,n+1
Yn
) ∣∣Fn] = E1n − E2n,
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where
E1n :=
m11R(ε,n) −m2
Yn + b
, and E2n :=
m2b
Yn(Yn + b)
.
First, note that
E [Zn(1− Zn)E2n1An ] ≤ E [E2n] ≤ m2b sup
k≥1
E
[(
k
Yk
)2]
n−2.
Now, using (4.5) it follows that
E [Zn(1− Zn)E2n1An ] = O(n−2).
Thus, from (4.13) we have
In ≥ E [Zn(1− Zn)E1n1An ]− o(n−1). (4.14)
Now, consider the set Fn defined in (4.6) as
Fn = { c1n ≤ Yn − y0 ≤ C1n } ,
where we recall that, by (4.4) in Theorem 4.1, P (F cn) ≤ exp (−ǫyn). Moreover, let 1An =
J1n + J2n, where J1n := 1An∩Fn and J2n := 1An∩F cn . Thus, concerning J2n we have that
|E [Zn(1− Zn)E1nJ2n] | ≤ max
n≥0
{|E1n|}P (F cn) = o(n−1),
since maxn≥0{|E1n|} ≤ b/y0 a.s. Thus, returning to (4.14) we have that
In ≥ E [Zn(1− Zn)E1nJ1n]− o(n−1). (4.15)
Now, consider the further decomposition J1n = J11n + J12n, where J11n := 1An∩Fn∩{E1n≥0}
and J12n := 1An∩Fn∩{E1n<0}. Thus, concerning J12n we have that
E [Zn(1− Zn)E1nJ12n] ≥ −
(
m2
y0 + c1(n+ 1)
)
P (An ∩ {E1n < 0}) ;
moreover, since P (Zn < zmin) and P (Zn > zmax) converge to zero exponentially fast from (4.3)
in Theorem 4.1, we obtain
E [Zn(1− Zn)E1nJ11n] ≥
(
zmin (1− zmax) (m1 −m2)
y0 + C1(n+ 1)
)
P (An ∩ {E1n > 0}) − o(n−1)
Therefore, from (4.15) we have
In ≥ n−1c2P (An) − O(n−1)P (E1n < 0) − o(n−1),
where 0 < c2 < ∞ is an appropriate constant. Hence, since from m1 > m2 we have {E1n <
0} ≡ Rc(ε, n), result (4.12) is obtained by establishing P (E1n < 0)→ 0. To this end, note that
P (E1n < 0) = 1−P (R(ε, n)) → 0,
where P (R(ε, n))→ 1 follows from ρˆ1 p→ ρ1, which is stated in (2.2) since m1 > m2.
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Let us recall that from (4.11) Q+(ε, n) = {Zn > ρ1 + ε}. We have the following result
Lemma 4.4 Let An ∈ Fn be such that An ⊂ Q+(ε, n). Then, we have that
E [(Zn+1 − Zn)1An ] ≤ −n−1 · c2P (An) + o(n−1). (4.16)
Proof. The proof of this Lemma is obtained by following analogous arguments of the proof of
Lemma 4.3. In fact, we can first apply Lemma 3.1, then note that
{Zn ≤ ρˆ1,n} ⊂ Q+c(ε, n) ∪Rc(ε, n),
and
{Zn ≥ ρˆ2,n} ⊃ Q+(ε, n) ∩R(ε, n),
where we recall that R(ε, n) := {|ρˆ1,n − ρ1| < ε}. Hence, since An ⊂ Q+(ε, n), on the set An
we have that W1,n ≤ 1Rc(ε,n) and W2,n ≥ 1R(ε,n), which lead to the following inequality
Bn ≤ E
[(
D1,n+11Rc(ε,n)
Yn +D1,n+11Rc(ε,n)
− D2,n+11R(ε,n)
Yn +D2,n+11R(ε,n)
)
|Fn
]
.
Then, by applying some standard calculations, we obtain that, on the set A+n ,
Bn ≤ E
[(
D1,n+11Rc(ε,n)
Yn
− D2,n+11R(ε,n)
Yn + b1R(ε,n)
)
|Fn
]
=
m11Rc(ε,n)
Yn
− m21R(ε,n)
Yn + b1R(ε,n)
=
m11Rc(ε,n) −m21R(ε,n)
Yn + b
.
Now, we can go through the same previous calculations using P (F cn) = o(n
−1), (4.1) and
P (Rc(ε, n))→ 0, in order to prove (4.16).
Proof. [Theorem 4.2] First, note that establishing (4.10) is equivalent to proving that for any
An ∈ Fn and letting An := An ∩Q(ε)n:
E
[
G(n, n−1)1An
] ≤ −n−1 · c2P (An) + o(n−1),
where we recall that G(n, n−1) = (∆n+1 −∆n). Hence, consider A+n := An∩Q+(ε, n) and A−n :=
An ∩Q−(ε, n). Since A+n ∩A−n = ∅ and A+n ∪A−n = An, we have the following decomposition
E
[
G(n, n−1)1An
]
= I+n − I−n , (4.17)
where
I+n := E
[
(Zn+1 − Zn)1A+n
]
, I−n := E
[
(Zn+1 − Zn)1A−n
]
.
By applying Lemma 4.3 and 4.4 to I−n and I
+
n , respectively, we obtainI
−
n ≥ n−1 · c2P (A−n ) − o(n−1),
I+n ≤ −n−1 · c2P (A+n ) + o(n−1).
This concludes the proof.
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4.3 L1 Bound for ∆n at linearly increasing times
In this subsection, we provide an upper bound for the increments of ∆n evaluated at linearly
increasing times, i.e. G(n, c) = (∆n+nc − ∆n) and c > 0, where we recall from (4.1) that
∆n = |ρ1 − Zn|. To this end, we claim that, for any fixed δ > 0, there exist a value c > 0 such
that
P ( {|Zn+nsδ − Zn| > δ/2} ∩ Fn ) = 0,
where we recall from (4.6) that Fn := {y0 + c1n ≤ Yn ≤ y0 + C1n}. We will denote by sδ one
of these values of c.
We can compute precisely the range of values admissible for sδ: on the set Fn, we obtain
|Zn+nc − Zn| ≤ b
n+nc∑
i=n
1
Yi
≤ b
c1
n+nc∑
i=n
1
i
=
b
c1
log (1 + c) ,
where we recall that b is the maximum value of the urn reinforcements, i.e. D1,n, D2,n ≤ b a.s.
for any n ≥ 1. Then, imposing |Zn+nc − Zn| < δ/2, we obtain
sδ ∈
(
0 , exp
( c1
2b
δ
)
− 1
)
. (4.18)
This ensures that P ({|Zn+nsδ − Zn| > δ/2} ∩ Fn) = 0.
The next theorem provides an L1 upper bound for the differenceG(n, sδ) = (∆n+nsδ−∆n) on
the set Q(δ, n) = {∆n > δ}. An L1 upper bound on the set Qc(δ, n) is presented in Theorem 4.6.
Theorem 4.5 Let m1 > m2, (2.1) and (2.2). Then, for any δ > 0 there exists a constant
0 < C <∞ such that
E
[
G(n, sδ)1Q(δ,n)
] ≤ −CP (Q(δ, n)) + o(1). (4.19)
Proof. First, note that using (4.4) in Theorem 4.1, we have∣∣E [G(n, sδ)1Q(δ,n)∩F cn]∣∣ ≤ P (F cn) → 0.
Hence, define
Gn := E
[
G(n, sδ)1Q(δ,n)∩Fn
]
,
and consider the following expression
Gn =
n+nsδ−1∑
i=n
E
[
G(i, i−1)1Q(δ,n)∩Fn
]
, (4.20)
where we recall that G(i, i−1) = (∆i+1 −∆i). From the definition of sδ in (4.18), on the set Fn
we have that for all i ∈ {n, .., n+ nsδ}
Q(δ, n) ⊂ Q(δ/2, i),
where we recall that Q(δ, n) = {∆n > δ} and Q(δ/2, i) = {∆i > δ/2}. Hence, by applying
Theorem 4.2 to each term of the sum in (4.20), since Q(δ, n)∩Fn ∈ Fi for all i ∈ {n, .., n+nsδ},
we obtain
E
[
G(i, i−1)1Q(δ,n)∩Fn
]
= E
[
E
[
G(i, i−1)1Q(δ/2,i)|Fi
]
1Q(δ,n)∩Fn
]
≤ E [(−i−1 · c21Q(δ/2,i) + ψi)1Q(δ,n)∩Fn]
= − i−1 · c2P (Q(δ, n) ∩ Fn) + E
[
ψi1Q(δ,n)∩Fn
]
.
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Now, note that from (4.4) in Theorem 4.1 we have that P (Q(δ, n) ∩ Fn) = P (Q(δ, n))−o(i−1);
moreover, from Theorem 4.2 |E [ψi1Q(δ,n)∩Fn] | ≤ E [|ψi|] = o(i−1). Thus, from (4.20) we have
that
Gn ≤ −
n+nsδ−1∑
i=n
i−1 · c2P (Q(δ, n)) +
n+nsδ−1∑
i=n
o
(
i−1
)
≤ − log (1 + sδ) · c2P (Q(δ, n)) + o(1).
The result follows after calling C := c2 log (1 + sδ).
Now, we show that the expected difference G(n, sδ) is asymptotically non-positive on the set
Qc(δ, n), for any δ > 0, where we recall that G(n, sδ) = (∆n+nsδ − ∆n), Q(δ, n) = {∆n > δ}
and ∆n = |ρ1 − Zn|. The result is stated precisely in the following theorem.
Theorem 4.6 Let m1 > m2, (2.1) and (2.2). Then, for any δ > 0,
limnE
[
G(n, sδ)1Qc(δ,n)
] ≤ 0. (4.21)
To prove Theorem 4.6, we need to compare the ARRU model with two new urn models:
{Z˜+n ;n ≥ 1} and {Z˜−n ;n ≥ 1}. The dynamics of these processes is based on a sequence of
random times {tn;n ≥ 1} which describes relation between the process {∆n;n ≥ 1} and an
arbitrary fixed value ν > 0. Specifically, fix ν > 0 and, for any n ≥ 0, define the set
Tn := {0 ≤ k ≤ n : Qc(ν, n− k)} ,
where we recall Qc(ν, n− k) = {∆n−k ≤ ν}. Let {tn;n ≥ 1} be the sequence of random times
defined as
tn =
inf{Tn} if Tn 6= ∅;∞ otherwise. (4.22)
The time (n − tn) indicates the last time up to n the urn proportion is in the interval (ρ1 −
ν, ρ1 + ν).
First, let us describe the urn model {Z˜−n ;n ≥ 1}. Let I˜− = 1, y˜0 ∈ (0, y0) and z˜−0 ∈ (0, ρ1−ν).
The process {Z˜−n ;n ≥ 1}, Z˜−n = Y˜1,n/(Y˜1,n+Y˜2,n), evolves as follows: if tn−1 = 0, i.e. ∆n−1 ≤ ν,
or tn−1 =∞, then X˜n = 1{Un<z˜−0 } and
Y˜1,n = z˜
−
0 · y˜0 + X˜nD1,nI˜−,
Y˜2,n =
(
1− z˜−0
) · y˜0 + (1− X˜n)D2,n; (4.23)
if tn−1 = k ≥ 1, i.e. ∆n−1 > ν, then X˜n = 1{Un<Z˜n−1} and
Y˜1,n = Y˜1,n−1 + X˜nD1,nI˜
−,
Y˜2,n = Y˜2,n−1 +
(
1− X˜n
)
D2,n
(4.24)
then, Y˜n := Y˜1,n + Y˜2,n and Z˜n := Y˜1,n/Y˜n. The urn model is well defined since tn−1 is
Fn−1-measurable.
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Analogously, the urn model {Z˜+n ;n ≥ 1}, Z˜+n = Y˜1,n/(Y˜1,n + Y˜2,n), is defined by the same
equations (4.23) and (4.24), with I˜− and z˜−0 are replaced by I˜
+ = 1 and z˜+0 ∈ (ρ1 + ν, 1),
respectively.
In the next lemma, we state an important relation among the processes {Z˜−n ;n ≥ 1},
{Z˜+n ;n ≥ 1} and the urn proportion of the ARRU model {Zn;n ≥ 1}. This result is needed in
the proof of Theorem 4.6. To ease calculations, let h > 0 and fix the initial proportions z˜−0 and
z˜+0 as follows:
ρ1 − z˜−0 = z˜+0 − ρ1 = ν + h. (4.25)
Let Mn :=
∑n+nsδ
i=n 1Rc(ν,n) and, for any ǫ > 0 define the set
Mǫn := {Mn < nsδǫ}, (4.26)
where we recall that R(ν, n) = {|ρˆ1,n− ρ1| ≤ ν}, sδ is such that P ({|G(n, sδ)| > δ/2} , Fn) = 0,
with Fn = {y0+c1n ≤ Yn ≤ y0+C1n} from (4.6). Moreover, for any n ≥ 1 and k ∈ {n, .., n+nsδ}
let us define the set
E(n, k) := ∪kj=nQc(ν, j) ≡ { ∃j ∈ {n, .., k} : {∆j ≤ ν} } . (4.27)
We also introduce the following notation: ∆˜−l := |ρ1 − Z˜−l |, ∆˜+l := |ρ1 − Z˜+l | and ∆˜∗l :=
max
{
∆˜−l , ∆˜
+
l
}
. Thus, we have the following result:
Lemma 4.7 Let m1 > m2, (2.1) and (2.2). Fix n ≥ 1, y˜0 ∈ (0, y0 + c1n), z˜−0 and z˜+0 as
in (4.25). Consider the set Mǫn as defined in (4.26) with
0 < ǫ <
c1h
bsδ
. (4.28)
Then, for any n ≥ 1 and ln ∈ {n+ 1, .., n+ nsδ}, on the set Mǫn ∩ Fn we have that
E(n, ln) ⊂ Qc(∆˜∗l , l) a.s., (4.29)
for all l ∈ {ln + 1, .., n+ nsδ}.
Proof. The proof will be by induction on l ∈ {ln + 1, .., n + nsδ}. First, note that, from the
definition of {tn;n ≥ 1} in (4.22) and E(n, k) in (4.27), we always have
{tl−1 =∞} ∩ E(n, ln) = ∅.
Hence, we never consider in this proof the set {tl−1 =∞}.
Then, consider the set {tl−1 = 0} and note that, from the definition of tn in (4.22), {tl−1 =
0} ≡ Qc(ν, l − 1), which implies that, on the set {tl−1 = 0} ∩ {Xl = 0},
Zl ≥ (ρ1 − ν)Yl−1
Yl−1 +D2,lW2,l−1
≥ z˜
−
0 y˜0
y˜0 +D2,l
= Z˜−l a.s., (4.30)
and, on the set {tl−1 = 0} ∩ {Xl = 1},
Zl ≤ (ρ1 + ν)Yl−1 +D1,lW1,l−1
Yl−1 +D1,lW1,l−1
≤ z˜
+
0 y˜0 +D1,l
y˜0 +D1,l
= Z˜+l a.s. (4.31)
From (4.30) and (4.31) we have Z˜−l ≤ Zl ≤ Z˜+l a.s., that ensures that (4.29) is verified whenever
{tl−1 = 0}.
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To prove (4.29) on the set {1 ≤ tl−1 < ∞}, we will show that, defining A˜−l :=
{
Z˜−l ≤ Zl
}
,
A˜+l :=
{
Zl ≤ Z˜+l
}
and Bn :=Mǫn ∩ Fn ∩ {1 ≤ tl−1 <∞},
P
({
A˜−l ∩Q−(ν, l − tl−1)
}
∪
{
A˜+l ∩Q+(ν, l − tl−1)
}
|Bn
)
= 1, (4.32)
for any l ∈ {ln + 1, .., n + nsδ}. Moreover, from the definition of {tn;n ≥ 1} in (4.22), on the
set {1 ≤ tl−1 <∞}, we note that
{Xl−tl−1 = 1} ≡ {Zl−tl−1 ≥ ρ1 + ν} = Q+(ν, l − tl−1),
{Xl−tl−1 = 0} ≡ {Zl−tl−1 ≤ ρ1 − ν} = Q−(ν, l − tl−1).
Hence, showing (4.32) is equivalent to establish the following
P
({
A˜−l ∩ {Xl−tl−1 = 0}
}
∪
{
A˜+l ∩ {Xl−tl−1 = 1}
}
|Bn
)
= 1, (4.33)
Now, consider {1 ≤ tl−1 < ∞} ∩ {Xl−tl−1 = 0}, and by inductive hypothesis let ω belongs to
the set
l−1⋂
i=l−tl−1
A˜−i , (4.34)
where we recall that A˜−i =
{
Z˜−i ≤ Zi
}
. Note that by (4.30) it follows that, on the set {tl−1 = 1},
condition (4.34) is verified. Hence, the result is achieved by establishing that (4.34) implies ω
belongs to A˜−l .
To this end, consider
Zl =
Zl−tl−1−1Yl−tl−1−1 +
∑l
i=l−tl−1+1
XiD1,iW1,i−1
Yl−tl−1−1 +
∑l
i=l−tl+1
XiD1,iW1,i−1 +
∑l
i=l−tl−1
(1−Xi)D2,iW2,i−1
.
Now, note that by (4.34) we have Xi = 1{Ui<Zi−1} ≥ 1{Ui<Z˜−i−1} = X˜
−
i+1 for any i = l− tl−1 +
1, ..., l. Moreover, since Zl−tl−1−1 ≥ ρ1 − ν, Yl−tl−1−1 ≥ y˜0 and Xl−tl−1 = 0 it follows that
Zl ≥
(ρ1 − ν)y˜0 +∑li=l−tl−1+1 X˜−i D1,iW1,i−1
y˜0 +
∑l
i=l−tl+1
X˜−i D1,iW1,i−1 +
∑l
i=l−tl−1
(
1− X˜−i
)
D2,iW2,i−1
.
Note that, letting n0 such that P (R(ν, n0)) > η > 0, for any n ≥ n0 we have the following
relation
{Zn ≤ ρˆ1,n} ⊃ Q−(ν, n) ∩ R(ν, n),
where we recall that R(ν, n) = {|ρˆ1,n − ρ1| < ν} and Q−(ν, n) = {Zn < ρ1 − ν}. Hence, by
definition of tl−1 in (4.22), we haveQ
−(ν, i) for any i = l−tl−1, ..., l−1, and {Zi ≤ ρˆ1,i} ⊃ R(ν, i),
which implies W1,i ≥ 1R(ν,i). Combining this argument with W2,i ≤ 1, we have that
Zl ≥
(ρ1 − ν)y˜0 +∑li=l−tl−1+1 X˜−i D1,i1R(ν,i−1)
y˜0 +
∑l
i=l−tl−1+1
X˜−i D1,i1R(ν,i−1) +
∑l
i=l−tl−1+1
(
1− X˜−i
)
D2,i
.
In addition, on the set Mǫn we have that
l∑
i=l−tl−1+1
X˜−i D1,i1R(ν,i−1) ≥
l∑
i=l−tl−1+1
X˜−i D1,i − bMn
≥
l∑
i=l−tl−1+1
X˜−i D1,i − nbsδǫ.
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Moreover, condition (4.28) ensures that
(ρ1 − ν)y˜0 − nbsδǫ ≥ z˜−0 y˜0,
which implies Zl ≥ Z˜−l . This concludes the proof of {Z˜−l ≤ Zl}.
Analogous arguments can be followed when we consider {1 ≤ tl−1 < ∞} ∩ {Xl−tl−1 = 1}.
In this case, by inductive hypothesis let ω belongs to the set
l−1⋂
i=l−tl−1
A˜+i , (4.35)
where A˜+i =
{
Z˜+i ≥ Zi
}
. Then, note that condition (4.35) is verified for tl−1 = 1 using (4.31).
Hence, the result can be achieved by establishing in an analogous way that (4.35) implies ω
belongs to A˜+l .
Finally, combining A˜−l and A˜
+
l , we obtain (4.33). This concludes the proof.
In the next lemma, we show an important result required in the proof of Theorem 4.6,
concerning the probability that Z˜n exceeds an arbitrary threshold l > 0. This result is obtained
by using comparison arguments between the process {∆˜∗n;n ≥ 1} and the urn proportion of an
RRU model, where we recall that ∆˜∗n = max{∆˜−l , ∆˜+l }, ∆˜−l := |ρ1 − Z˜−l | and ∆˜+l := |ρ1 − Z˜+l |.
The result is the following,
Lemma 4.8 Let m1 > m2, and
T˜n := {kn < tn <∞} , Hn :=
{
∆˜∗n > ν
}
, (4.36)
where {kn;n ≥ 1} is a deterministic sequence such that kn → ∞. Fix 0 < y˜0 < ∞ and define
z˜−0 and z˜
+
0 as in (4.25). Then,
lim
n→∞
P
(
Hn ∪ T˜n
)
= 0. (4.37)
Proof. Since Hn = H
−
n ∪H+n where
H−n :=
{
Z˜−n < ρ1 − ν
}
, and H+n :=
{
Z˜+n > ρ1 + ν
}
,
equation (4.37) is established by proving
lim
n→∞
P
(
H−n ∪ T˜n
)
+ P
(
H+n ∪ T˜n
)
= 0.
We will show that P
(
H−n ∪ T˜n
)
→ 0, since the proof of P
(
H−n ∪ T˜n
)
→ 0 is analogous.
First, we recall that tn, defined in (4.22), satisfies that Q
c(ν, n − tn) = {∆n−tn ≤ ν} and
when tn > 0, Q(ν, i) = {∆i > ν} for any n− tn < i ≤ n. Hence, on the set T˜n the process Z˜−i
evolves at times n− tn < i ≤ n as described in (4.24), yielding X˜i = 1{Ui<Z˜−i−1} and
Y˜ −1,n = z˜
−
0 y˜0 +
∑n
i=n−tn+1
X˜iD1,i,
Y˜ −2,n = (1− z˜−0 )y˜0 +
∑n
i=n−tn+1
(
1− X˜i
)
D2,i.
(4.38)
Now, consider an RRU model {ZRj ; j ≥ 1} with initial composition (y˜R1,0, y˜R2,0) = (z˜−0 y˜0, (1−
z˜−0 )y˜0); the reinforcements are defined as D
R
1,j = D1,n−tn+j and D
R
2,j = D2,n−tn+j for any i ≥ 1
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a.s.; the sampling process is modeled by XRj := 1{UR
j
<ZR
j−1}
and URj = Un−tn+j a.s., Hence,
the composition of the RRU model at time j ≥ 1 can be expressed as follows:
Y R1,j = y˜
R
1,0 +
j∑
i=1
Xn−tn+iD1,n−tn+i
= z˜−0 y˜
−
0 +
n−tn+j∑
i=n−tn+1
XiD1,i,
Y R2,j = y˜
R
2,0 +
j∑
i=1
(1−Xn−tn+i)D2,n−tn+i
= (1− z˜−0 )y˜0 +
n−tn+j∑
i=n−tn+1
(1−Xi)D2,i.
(4.39)
Hence, combining (4.38) and (4.39) with j = tn, we have that on the set T˜n
(Y˜ −1,n, Y˜
−
2,n) = (Y
R
1,tn , Y
R
2,tn).
Now, from the asymptotic behavior of the RRU studied in [15] we have that (since m1 > m2)
P (limn→∞ Z
R
n = 1) = 1. Thus, on the set T˜n we have {limn→∞ ZRn = 1}, which implies
P
(
H−n ∪ T˜n
)
→ 0. This concludes the proof.
Proof. [Theorem 4.6] First, consider the set Fn = {y0 + c1n ≤ Yn ≤ y0 +C1n} defined in (4.6)
and by using (4.4) in Theorem 4.1 we have
limnP (F
c
n) = 0.
Hence, since |G(n, sδ)| ≤ max{Zn+nsδ ;Zn} < 1 a.s., to prove (4.21) it is enough to show that
for any 0 < h < 1/2
E
[
Gn,sδ1Qc(δ,n)∩Fn
] ≤ h + o(1), (4.40)
where we recall that G(n, sδ) = (∆n+nsδ−∆n) and Q(δ, n) = {∆n > δ}. Now, defineH := [δ/h]
and note that
[0, δ] ⊂ [0, (H + 1)h] = ∪Hi=0[ih, (i+ 1)h];
then, calling
Q¯((i+ 1)h, n) := Qc((i+ 1)h, n) \Qc(ih, n) = {ih < ∆n < (i+ 1)h}, (4.41)
(where for any two sets A and B, A \ B = A ∩Bc), we have Qc(δ, n) = ∪Hi=0Q¯((i+ 1)h, n) and
hence the left-hand side of (4.40) can be written as
E
[
G(n, sδ)1Qc(δ,n)∩Fn
]
=
H∑
i=0
E
[
G(n, sδ)1Q¯((i+1)h,n)∩Fn
]
;
thus, result (4.40) can be achieved by establishing the following
E
[
G(n, sδ)1Q¯((i+1)h,n)∩Fn
] ≤ h · P (Q¯((i+ 1)h, n)) + o(1), (4.42)
for any i ∈ {1, .., H}. Now, fix i ∈ {0, .., H}, call ν := (i + 1)h and consider the set Mǫn :=
{Mn < nsδǫ} defined in (4.26), where we recall that Mn =
∑n+nsδ
i=n 1Rc(ν,n). The left-hand side
of (4.42) can be so decompose E
[
G(n, sδ)1Q¯(ν,n)∩Fn
]
= G1n + G2n, where
G1n := E
[
G(n, sδ)1Q¯(ν,n)∩Fn∩Mǫn
]
, and G2n := E
[
G(n, sδ)1Q¯(ν,n)∩Fn∩Mǫcn
]
.
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Since P (R(ν, n))→ 1 from (2.2), and by using Markov’s inequality we have that
P (Mǫcn ) ≤ ǫ−1 1nsδ
n+nsδ∑
i=n
P (Rc(ν, n)) → 0;
thus, since |G(n, sδ)| ≤ max{Zn+nsδ ;Zn} < 1 a.s., we have G2n → 0 and hence result (4.42) can
be achieved by establishing the following
G1n = E
[
G(n, sδ)1Q¯(ν,n)∩Fn∩Mǫn
]
≤ h · P (Q¯(ν, n)) + o(1), (4.43)
where we recall that Q¯(ν, n) = {ν − h < ∆n < ν}.
Now, following the same arguments used to determine sδ in (4.18), we can fix a value sh
such that
P ( {|G(n, sh)| > h/2} ∩ Fn ) = 0,
where we recall that G(n, sh) = (∆n+nsh − ∆n). Analogously to (4.18), the range of values
admissible for sh is
sh ∈
(
0 , exp
( c1
2b
h
)
− 1
)
, (4.44)
where we recall that c1 > 0 is a constant introduce in (4.6) to define Fn.
Now, consider the random time tj defined in (4.22) as the smallest time k such that Q
c(ν, n−
k) occurs, i.e. n − tn indicates the last time up to n the urn proportion is in the interval
(ρ1−ν, ρ1+ν). Then, call τn := tn+nsδ and note that, since barQ(ν, n) ⊂ Qc(ν, n) by definition
of Q¯(ν, n), we have that
P
(
τn ≤ nsδ | Q¯(ν, n)
)
= 1.
Hence, define SH := [sδ/sh] and, assuming wlog that sδ = SHshh+1, on the set Q¯(ν, n), consider
the partition {0, .., nsδ} = ∪SHk=0T nk , where T nk := {nksh, .., n(k+ 1)sh}; thus, the left-hand side
of (4.43) can be decompose as G1n =∑SHk=0 Tnk , where for any k ∈ {0, .., SH}
Tnk := E
[
G(n, sδ)1Q¯(ν,n)∩Fn∩Mǫn∩{τn∈T nk }
]
. (4.45)
Hence, equation (4.43) can be achieved by establishing the following
Tnk ≤ h · P
(
Q¯(ν, n) ∩ {τn ∈ T nk }
)
+ o(1), ∀k ∈ {0, .., SH}. (4.46)
First, consider k = 0 in (4.46). From the definition of τn, we have
{τn ∈ T n0 } ⊂ Qc(ν + h, n+ nsδ), (4.47)
where we recall that Qc(ν + h, n+ nsδ) = {∆n+nsδ < ν + h}. Hence, using (4.47) in (4.45), it
is immediate to obtain (4.46).
For k ∈ {1, .., SH} in (4.46), from the definition of τn and En,k in (4.27), we have that
{τn ∈ T nk } ⊂ E(n, n+ n(sδ − ksh)), (4.48)
where we recall E(n, k) = ∪kj=nQc(ν, j). Hence, we can use Lemma 4.7 with ln = n+n(sδ−ksh),
to obtain, on the set Mǫn ∩ Fn, for any j ∈ {n+ n(sδ − ksh) + 1, .., n+ nsδ}
Qc(ν, n+ n(sδ − ksh)) ⊂ Qc(∆˜∗j , j) a.s., (4.49)
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where we recall that Qc(ν, j) = {∆j < ν} and Qc(∆˜∗j , j) = {∆j < ∆˜∗j}, ∆˜∗j = max
{
∆˜−j , ∆˜
+
j
}
,
∆˜−j = |ρ1 − Z˜−j | and ∆˜+j = |ρ1 − Z˜+j |. In particular, by using (4.49) and since Q¯(ν, n) ⊂
Q(ν − h, n) = {∆n > ν − h}, from (4.45) we obtain
Tnk ≤ E
[
(∆˜∗n+nsδ − ν + h)1Q¯(ν,n)∩Fn∩Mǫn∩{τn∈T nk }
]
. (4.50)
Note that, from the definition of τn and T nk , we have
{τn ∈ T nk } ⊂ {nksh < tn+nsδ < n(k + 1)sh}.
Hence, we can apply Lemma 4.8 with kn+nsδ = nksh, T˜j :=
{
∆˜∗j > ν
}
andHj := {kj < tj <∞}
as defined in (4.36), so obtaining
E
[
(∆˜∗n+nsδ − ν)+1{τn∈T nk }
]
≤ P
(
Hn+nsδ ∪ T˜n+nsδ
)
→ 0.
Hence, applying these results to (4.50), we obtain
Tnk ≤ h · P
(
Q¯(ν, n) ∩ {τn ∈ T nk }
)
+ o(1),
that corresponds to (4.46). This concludes the proof.
4.4 Proof of weak consistency
Proof. [Theorem 2.1] The result is established by proving that, for any l > 0 and any ǫ > 0,
there exists n0 ∈ N such that
P (Q(l, n)) < ǫ, (4.51)
for any n ≥ n0, where we recall that Q(l, n) = {∆n > l} and ∆n = |ρ1 − Zn|. To this end, fix
0 < ǫ′ < lǫ
3
and 0 < δ < ǫ′ to define the conditions
An := {P (Q(δ, n)) < ǫ′}, Bn := {E[∆n] < 2ǫ′}.
It is immediate to see that Bn implies (4.51). Thus, (4.51) can be established by proving that
(a) for any N ≥ 1 there exists n0 ≥ N such that An0 occurs;
(b) there exists n0 ≥ 1 such that for any n ≥ n0 An ⊂ Bk for all k ∈ {n+ 1, .., n(1 + sδ)};
(c) there exists n0 ≥ 1 such that for any n ≥ n0 Bn ⊂ Bk for all k ∈ {n(1 + sδ), .., (n+ 1)(1 +
sδ)}.
For part (a), we will show that cannot exist N ≥ 1 such that
Acn := {P (Q(δ, n)) ≥ ǫ′}, (4.52)
occurs for all n ≥ N . First, we combine Theorem 4.5 and Theorem 4.6 to obtain
E [G(n, sδ)] ≤ −C
(
P (Q(δ, n)) − ǫ
′
2
)
, (4.53)
with 0 < C < ∞, where we recall that G(n, sδ) = (∆n+nsδ − ∆n). Now, if (4.52) holds, then
there exists a subsequence {kn;n ≥ 1} such that, k1 = N and kn = kn−1(1 + sδ) for all n ≥ 2,
and by (4.53)
E [∆kn ] =
n∑
i=1
E [G(ki−1, sδ)] ≤ −
n∑
i=1
C
ǫ′
2
= −∞,
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where G(ki−1, sδ) = (∆ki − ∆ki−1), which is a contradiction and hence part (a) holds. For
part (b), consider the time n at which An occurs. Fix k ∈ {n + 1, .., n + nsδ} and note that
E[∆k] ≤ J1n + J2n,k where
J1n := E[∆n], and J2n,k := E[|∆k −∆n|].
From definition of sδ in (4.18) we have
J2n,k ≤ E[|∆k −∆n|1Fn ] + E[|∆k −∆n|1F cn ]
≤ δ + P (F cn),
and using P (F cn) → 0 from (4.4) in Theorem 4.1 we have that limn→∞ J2n,k ≤ δ. Thus, there
exists n0 ≥ 1 such that J2n,k < 2δ for any n ≥ n0. Then, note that J1n = J3n + J4n where
J3n := E[∆n1Qc(δ,n)], and J4n := E[∆n1Q(δ,n)].
Notice that J3n ≤ δP (Qc(δ, n)) < δ and J4n ≤ P (Q(δ, n)) < ǫ′, and hence we have J1n < δ+ ǫ′.
Thus, combining J1n and J2n, since δ < ǫ
′/3, we obtain for any n ≥ n0
E[∆k] ≤ J1n + J2n,k < δ + ǫ′ + 2δ < 2ǫ′,
that implies (b). For part (c), for any k ∈ {n(1 + sδ), .., (n+ 1)(1 + sδ)} consider
E[|∆k −∆n+nsδ |] ≤ E[|∆k −∆n+nsδ |1Fn ] + E[|∆k −∆n+nsδ |1F cn ].
First, note that P (F cn) → 0 from (4.4) in Theorem 4.1. Then, since |k − (n+ nsδ)| ≤ (1 + sδ)
and |Zn+1 − Zn| < b/Yn a.s., we have that
P
( {
|Zk − Zn+nsδ | >
(
b
y0 + c1n
)
(1 + sδ)
}
∩ Fn
)
= 0.
Thus, for any k ∈ {n(1 + sδ), .., (n+ 1)(1 + sδ)} we have
E[|∆k −∆n+nsδ |] ≤
(
b(1 + sδ)
y0 + c1n
)
+ P (F cn) → 0. (4.54)
Now, since Bn ⊂ An ∪ Cn, where Cn = (Bn ∩ Acn), part (c) is established by proving that there
exists n0 ≥ 1 such that, for any n ≥ n0,
(c1) An ⊂ Bk for all k ∈ {n(1 + sδ), .., (n+ 1)(1 + sδ)};
(c2) Cn ⊂ Bk for all k ∈ {n(1 + sδ), .., (n+ 1)(1 + sδ)};
For part (c1), we can follow the same arguments of part (b), except for J2n,k since here k ∈
{n(1 + sδ), .., (n+ 1)(1 + sδ)} and hence
J2n,k ≤ E[|∆k −∆n|1Fn ] + E[|∆k −∆n|1F cn ]
≤ E[|∆k −∆n+nsδ |1Fn ] + E[|∆n+nsδ −∆n|1Fn ] + P (F cn)
≤ E[|∆k −∆n+nsδ |1Fn ] + δ + P (F cn);
However, by using (4.54), we still have limn→∞ J2n,k ≤ δ and so, analogously to part (b), there
exists n0 ≥ 1 such that Jn2 < 2δ for any n ≥ n0. Since J1n does not depend on k, (c1) follows.
For part (c2), we combine (4.53) and Acn to obtain
E [G(n, sδ)] ≤ −C ǫ
′
2
(4.55)
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where we recall that G(n, sδ) = (∆n+nsδ −∆n). Moreover, by (4.54) there exists n0 ≥ 1 such
that E[|∆k −∆n+nsδ |] ≤ C ǫ
′
2
for any n ≥ n0. Hence, (c2) follows by combining (4.54), (4.55)
and Bn as follows:
E[∆k] ≤ E[|∆k −∆n+nsδ |] + E[G(n, sδ)] + E[∆n] = 2ǫ′.
Remark 4.9 It is possible to present a modification of the current arguments along the tradi-
tional probabilistic lines. We chose to present the above alternative logical argument.
5 Proof of strong consistency
In this section, we provide the proof of the strong consistency of the urn proportion Zn for any
values of m1 and m2, when the random thresholds ρˆ1,n and ρˆ2,n converge with probability one.
Proof. [Theorem 2.3] We divide the proof in three steps:
(a) P
(
ρ2 ≤ limnZn ≤ limnZn ≤ ρ1
)
= 1,
(b) P (limnZn ≥ ρ1) = 1 if m1 > m2,P (limnZn ≤ ρ2) = 1 if m1 < m2.
(c) P ( limn Zn exists ) = 1.
For part (a), firstly note that, when ρ1 = 1 and ρ2 = 0, result (a) is trivially true, hence
consider 0 < ρ2 ≤ ρ1 < 1. We show that P (limnZn ≤ ρ1) = 1, since the proof of P (limnZn ≥
ρ2) = 1 is completely analogous. To this end, we show that cannot exist ǫ > 0 and ρ
′ > ρ1 such
that
P
(
limnZn > ρ
′
1
) ≥ ǫ > 0. (5.1)
We prove this by contradiction using a comparison argument with an RRU model. The proof
involves last exit time arguments. Now, suppose (5.1) holds and let A1 := {limnZn > ρ′1}. Let
R1 :=
{
k ≥ 0 : ρˆ1,k ≥ ρ
′
1 + ρ1
2
}
,
and denote the last time the process {ρˆ1,n;n ≥ 1} is above (ρ′1 + ρ1) /2 by
t ρ′1+ρ1
2
=
sup{R1} if R1 6= ∅;0 otherwise.
Since ρˆ1,n
a.s.→ ρ1 by (2.4), then we have that P
(
t ρ′1+ρ1
2
<∞
)
= 1. Hence, there exists nǫ ∈ N
such that
P
(
t ρ′1+ρ1
2
> nǫ
)
≤ ǫ
2
. (5.2)
Setting B1 :=
{
t ρ′1+ρ1
2
> nǫ
}
and using (5.2), it follows that
ǫ ≤ P (A1) ≤ ǫ/2 + P (A1 ∩Bc1) .
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Now, we show that P (A1 ∩Bc1) = 0. Setting
C1 =
{
ω ∈ Ω : limnZn <
ρ′1 + ρ1
2
}
,
we decompose P (A1 ∩ Bc1) as follows:
P (A1 ∩Bc1) ≤ P (E1) + P (E2) ,
where E1 = A1 ∩Bc1 ∩ C1 and E2 = A1 ∩Bc1 ∩ Cc1 .
Consider the term P (E2). Note that on the set C
c
1 , we have
{
limnZn ≥ ρ
′
1+ρ1
2
}
and on
the set Bc1 we have {ρˆ1,n ≤ ρ
′
1+ρ1
2
} for any n ≥ nǫ. Hence, since Bc1 ∩ Cc1 ⊃ E2, on the set E2
we have that W1,n = 1{Zn≤ρˆ1,n}
a.s.→ 0. Then, letting τW := sup{k ≥ 1 : W1,k = 1} we have
P (E2 ∩ {τW < ∞}) = P (E2) and, on the set E2, for any n ≥ τW the ARRU model can be
written as follows: 
Y1,n+1 = Y1,τW
Y2,n+1 = Y2,τW +
∑n+1
i=τW
(1−Xi)D2,i,
where W1,i−1 = 0 for any i ≥ τW , andW2,i−1 = 1 because W2,i−1+W2,i−1 ≥ 1 by construction.
Now, consider an RRU model {ZRi ; i ≥ 1} with initial composition (Y R1,0, Y R2,0) = (Y1,τW , Y2,τW )
a.s.; the reinforcements are defined as DR1,i = 0 and D
R
2,i = D2,τW+i for any i ≥ 1 a.s.; the
drawing process is modeled by XRi+1 := 1{UR
i+1<Z
R
i
} and U
R
i = UτW+i a.s., where {Un;n ≥ 1}
is the sequence such that Xn+1 = 1{Un<Zn} for any n ≥ 1. Formally, this RRU model can be
described for any n ≥ 1 as follows:
Y R1,n+1 = Y
R
1,0 = Y1,τW
Y R2,n+1 = Y
R
2,0 +
∑n+1
i=0
(
1−XRi
)
DR2,i = Y2,τW +
∑n+τW+1
i=τW
(1−Xi)D2,i.
Hence, on the set E2 we have that for any n ≥ τW
(Y1,n, Y2,n) = (Y
R
1,n−τW , Y
R
2,n−τW ).
Since from [15] P (limnZ
R
n = 0) = 1, on the set E2 we have that {limnZn = 0}. This is
incompatible with the set A1 which includes E2. Hence P (E2) = 0.
We now turn to the proof that P (E1) = 0. To this end, let
τǫ := inf
{
k ≥ nǫ :
{
Zk <
ρ′1 + ρ1
2
}
∩
{
Yk >
b
(ρ′1 − ρ1)/2
} }
and note that, since by Lemma 3.3 Yn
a.s.→ ∞, P (C1 ∩ {τǫ < ∞}) = P (C1). Moreover, on
the set Bc1 we have that {ρˆ1,n ≤ ρ
′
1+ρ1
2
} for any n ≥ nǫ. We now show by induction that
on the set Bc1 ∩ C1 we have {Zn < ρ′1 ∀n ≥ τǫ}. By definition we have Zτǫ < ρ
′
1+ρ1
2
, and
by Lemma 3.7 this implies Zτǫ+1 < ρ
′
1; now, consider an arbitrary n > τǫ; if Zn <
ρ′1+ρ1
2
,
then by Lemma 3.7 we have Zn+1 < ρ
′
1; if
ρ′1+ρ1
2
< Zn < ρ
′
1 we have W1,n = 0 and so
Zn+1 ≤ Zn < ρ′1. Hence, since Bc1 ∩ C1 ⊂ E1, on the set E1 we have {Zn < ρ′1 ∀n ≥ τǫ}.
This is incompatible with the set A1 which also includes E1. Hence P (E1) = 0. Combining all
together we have ǫ ≤ ǫ/2 + P (E1) + P (E2) = ǫ/2, which is impossible. Thus, we conclude
that P (Ac1) = P (limnZn ≤ ρ1) = 1.
26
For part (b), wlog we assume m1 > m2 to show that P (limnZn ≥ ρ1) = 1, since the proof
of P (limnZn ≤ ρ2) = 1 when m1 < m2 is completely analogous. To this end, we now show that
cannot exist ǫ > 0 and ρ′ < ρ1 such that
P
(
limnZn < ρ
′
1
) ≥ ǫ > 0. (5.3)
We prove this by contradiction, using a comparison argument with an RRU model. Now sup-
pose (5.3) holds and let A2 := {limnZn < ρ′1}. Let
R2 :=
{
k ≥ 0 : ρˆ1,k < ρ
′
1 + ρ1
2
}
,
and define the last time the process {ρˆ1,n;n ≥ 1} is less than (ρ′1 + ρ1) /2 by
τ ρ′
1
+ρ1
2
=
sup{R2} if R2 6= ∅;0 otherwise.
Since ρˆ1,n
a.s.→ ρ1, then we have that P
(
τ ρ′1+ρ1
2
<∞
)
= 1. Hence, there exists nǫ ∈ N such
that
P
(
τ ρ′1+ρ1
2
> nǫ
)
≤ ǫ
2
. (5.4)
Setting B2 :=
{
τ ρ′
1
+ρ1
2
> nǫ
}
and using (5.4), it follows that
ǫ ≤ P (A2) ≤ ǫ/2 + P (A2 ∩Bc2) .
Let E3 := A2 ∩ Bc2. We now show that P (E3)=0. On the set A2, we have {limnZn ≤ ρ′1} and
on the set Bc2, we have {ρˆ1,n ≥ ρ
′
1+ρ1
2
} for any n ≥ nǫ. Hence, on the set E3 we have that
W1,n = 1{Zn≤ρˆ1,n}
a.s.→ 1. Then, letting τW := sup{k ≥ 1 : W1,n = 0} we have P (E3 ∩ {τW <
∞}) = P (E3). Now, analogously to the proof of P (E2) = 0, we can use comparison arguments
with the RRU model to show that on the set E3 we have {limnZn = 1}. This is incompatible
with the set A2, which also includes E3. Hence P (E3) = 0. Combining all together we
have ǫ ≤ ǫ/2 + P (E3) = ǫ/2, which is impossible. Thus, we conclude that the event
Ac2 = {limnZn ≥ ρ1} occurs with probability one.
For part (c), note that, combining (a) and (b), we have shown that
P (limnZn = ρ1) = 1 if m1 > m2,
P (ρ2 ≤ limnZn ≤ limnZn ≤ ρ1) = 1 if m1 = m2,
P (limnZn = ρ2) = 1 if m1 < m2.
(5.5)
Therefore, if the process {Zn;n ≥ 1} converges almost surely, we obtain (2.5). Wlog, assume
m1 ≥ m2, since the proof of the case m1 ≤ m2 is completely analogous.
First, let d, u, γ and ρ′1 (d < u < γ < ρ
′
1 < ρ1) be four constants in (0, 1). Let {τj(d, u); j ≥ 1}
and {tj(d, u); j ≥ 1} be the sequences of random variables defined in (3.2). Since d and u are
fixed in this proof, we sometimes denote τj(d, u) by τj and tj(d, u) by tj . It is easy to see that
τn and tn are stopping times with respect to {Fn;n ≥ 1}.
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Recall that, by Lemma 3.4, we have that for every 0 < d < u < 1
Zn converges a.s. ⇔ P (tn(d, u) <∞)→ 0,
⇔
∞∑
n=1
P (tn+1(d, u) =∞|tn(d, u) <∞) =∞.
Now, to prove that Zn converges a.s., it is sufficient to show that
P (tn(d, u) <∞)→ 0,
for all 0 < d < u < 1. Suppose Zn does not converges a.s.. This implies that P (tn <∞) ↓ φ1 >
0, since P (tn <∞) is a non-increasing sequence. We will show that for large j there exists a
constant φ < 1 dependent on φ1, such that
P (tj+1 <∞|tj <∞) ≤ φ. (5.6)
This result implies that
∑
n P (tn+1 =∞|tn <∞) =∞, establishing by Lemma 3.4 that P (tn <∞)
converges to zero as n goes to infinity, which is a contradiction.
Consider the term P (ti+1 <∞|ti <∞). First, let us denote by τρ′1 the last time the process
ρˆ1,n is below ρ
′
1, i.e.
τρ′1 =
sup{n ≥ 1 : ρˆ1,n ≤ ρ
′
1} if {n ≥ 1 : ρˆ1,n ≤ ρ′1} 6= ∅;
0 otherwise.
Since ρˆ1,n
a.s.→ ρ1, we have that P
(
τρ′1 <∞
)
= 1. Hence, for any ǫ ∈ (0, 1
2
)
there exists nǫ ∈ N
such that
1
φ1
P
(
τρ′1 > nǫ
)
≤ ǫ. (5.7)
By denoting Pi (·) = P (·|ti <∞) and using ti ≤ τi ≤ ti+1 we obtain
P (ti+1 <∞|ti <∞) ≤ Pi (τi <∞) .
Hence
Pi (τi <∞) ≤ Pi
(
{τi <∞} ∩ {τρ′1 ≤ nǫ}
)
+ Pi
(
τρ′1 > nǫ
)
. (5.8)
We start with the second term in (5.8). Note that
Pi
(
τρ′1 > nǫ
)
≤
P
(
τρ′1 > nǫ
)
P (ti <∞) ≤
P
(
τρ′1 > nǫ
)
φ1
≤ ǫ,
where the last inequality follows from (5.7).
Now, consider the first term in (5.8). Since the probability is conditioned to the set {ti <∞},
in what follows we will consider the urn process at times n after the stopping time ti. Since we
want to show (5.6) for large i, we can choose an integer i ≥ nǫ and
i > log u(1−d)
d(1−u)
(
b
Y0 (γ − u)
)
,
so that
(i) ti ≥ i ≥ nǫ a.s.;
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(ii) from Lemma 3.5, we have that Yτi > b/ (γ − u) a.s.
These two properties imply respectively that, on the set {n ≥ ti}
(i) ρˆ1,n ≥ ρ′1, since from {τρ′1 ≤ nǫ} we have that n ≥ τρ′1 ;
(ii) Zti ∈ (u, γ), since Zti−1 ≤ u and Zti > u and from Lemma 3.7 we have that |Zn−Zn−1| <
(γ − u).
Now, let us define two sequences of stopping times {t∗n;n ≥ 1} and {τ∗n ;n ≥ 1}, where t∗n
represents the first time after τ∗n−1 the process Zti+n up-crosses ρ
′
1, while τ
∗
n represents the first
time after t∗n the process Zti+n down-crosses γ. Formally, let τ
∗
0 = 0 and define for every j ≥ 1
two stopping times
t∗j =
inf{n > τ
∗
j−1 : Zti+n > ρ
′
1} if {n > τ∗j : Zti+n > ρ′1} 6= ∅;
+∞ otherwise.
τ∗j =
inf{n > t
∗
j : Zti+n ≤ γ} if {n > t∗j−1 : Zti+n ≤ γ} 6= ∅;
+∞ otherwise.
(5.9)
Note that, since Zti+τ∗j −1 ≥ γ and Zti+τ∗j < γ, from (ii) we have that Zti+τ∗j ∈ (u, γ).
For any j ≥ 0, let {Z˜jn;n ≥ 1} be an RRU model defined as follows:
(1)
(
Y˜ j1,0, Y˜
j
2,0
)
=
(
Y1,ti+τ∗j , Y1,ti+τ∗j
u+d
2−u−d
)
a.s., which implies that Z˜j0 =
u+d
2
;
(2) the drawing process is modeled by X˜jn+1 = 1{U˜j
n+1<Z˜
j
n}
, where U˜ jn+1 = Uti+τ∗j +n+1 a.s.
and Un is such that Xn = 1{Un<Zn−1};
(3) the reinforcements are defined as D˜j2,n+1 = D2,ti+τ∗j +n+1+(m1 −m2), D˜
j
1,n+1 = D1,ti+τ∗j +n+1
a.s.; this means E[D˜j1,n] = E[D˜
j
2,n] for any n ≥ 1;
(4) the urn process evolves as an RRU model, i.e. for any n ≥ 0
Y˜ j1,n+1 = Y˜
j
1,n + X˜
j
n+1D˜
j
1,n+1,
Y˜ j2,n+1 = Y˜
j
2,n +
(
1− X˜jn+1
)
D˜j2,n+1,
Y˜ jn+1 = Y˜
j
1,n+1 + Y˜
j
2,n+1,
Z˜jn+1 =
Y˜
j
1,n+1
Y˜
j
n+1
.
We will compare the process {Z˜jn;n ≥ 1} with the ARRU process {Zti+n;n ≥ 1}. Note that at
time n, we have defined only the processes Z˜j such that τ∗j < n.
We will prove, by induction, that on the set {τρ′1 ≤ nǫ}, for any j ∈ N and for any n ≤ t
∗
j+1− τ∗j
Z˜jn < Zti+τ∗j +n, Y˜
j
2,n ≥ Y2,ti+τ∗j +n, Y˜
j
1,n < Y1,ti+τ∗j +n. (5.10)
In other words, we will show, provided that ti > τρ′1 , that for each j ≥ 1 the process Z˜
j
n is
always dominated by the original process Zti+τ∗j +n, as long as Zti+τ∗j +n is dominated by ρ
′
1 (i.e.
for n ≤ t∗j+1 − τ∗j ). By construction we have that
Z˜j0 =
d+ u
2
< u < Zti+τ∗j , Y˜
j
1,0 = Y1,ti+τ∗j
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which immediately implies Y˜ j2,0 > Y2,ti+τ∗j . To this end, we assume (5.10) by induction hy-
pothesis. First, we will show that Y˜ j2,n+1 > Y2,ti+τ∗j +n+1. Since from (5.10) Z˜
j
n < Zti+τ∗j +n for
n ≤ t∗j+1 − τ∗j , by construction we obtain that
X˜jn+1 = 1{U˜jn<Z˜jn}
≤ 1{Uti+τ∗j +n+1<Zti+τ∗j +n} = Xti+τ∗j +n+1.
As a consequence, since Wn ≤ 1 for any n ≥ 1, we have that(
Y2,ti+τ∗j +n+1 − Y2,ti+τ∗j +n
)
=
(
1−Xti+τ∗j +n+1
)
D2,ti+τ∗j +n+1W2,ti+τ
∗
j
+n
≤ (1− X˜jn+1)D˜j2,n+1
=
(
Y˜ j2,n+1 − Y˜ j2,n
)
,
which, using hypothesis (5.10), implies Y˜ j2,n+1 > Y2,ti+τ∗j +n+1. Similarly, we now show that
Y˜ j1,n+1 ≤ Y1,ti+τ∗j +n+1. We have(
Y1,ti+τ∗j +n+1 − Y1,ti+τ∗j +n
)
= Xti+τ∗j +n+1D1,ti+τ∗j +n+1W1,ti+τ∗j +n.
From (i) we have that, as long as Z remains below ρ′1, Z is also above the process ρˆ1,n. Since
we consider the behavior of Zti+τ∗j +n when it is below ρ
′
1, i.e. n ≤ τ∗j+1 − t∗j , we have that
W1,ti+τ∗j +n = 1. Thus,(
Y1,ti+τ∗j +n+1 − Y1,ti+τ∗j +n
)
≥ X˜jn+1D˜j1,n+1 =
(
Y˜ j1,n+1 − Y˜ j1,n
)
,
which using hypothesis (5.10) implies Y˜ j1,n+1 ≤ Y1,ti+τ∗j +n+1. Thus, we have shown that, on
the set {τρ′1 ≤ nǫ}, for any n ≤ t
∗
j+1 − τ∗j , Z˜jn+1 < Zti+τ∗j +n+1, Y˜
j
1,n+1 ≤ Y1,ti+τ∗j +n+1 and
Y˜ j2,n+1 > Y2,ti+τ∗j +n+1 hold.
Now, for any j ≥ 1, let Tj be the stopping time for Z˜jn to exit from (d, u), i.e.:
Tj =
inf{R3} if R3 6= ∅;+∞ otherwise,
where R3 := {n ≥ 1 : Z˜jn ≤ d or Z˜jn ≥ u}. Note that, on the set {τρ′1 ≤ nǫ},
{τi <∞} =
{
inf
n≥1
{Zti+n} < d
}
⊂
{
∪j:τ∗
j
≤n
{
inf
n≥1
{
Z˜jn−τ∗
j
}
< d
}}
⊂ {∪∞j=0 {Tj <∞}} .
Hence, by denoting Pi (·) = P (·|ti <∞) and Ei [·] = E [·|ti <∞], we have that
Pi
(
{τi <∞} ∩ {τρ′1 ≤ nǫ}
)
≤ Pi
({∪∞j=0 {Tj <∞}} ∩ {τρ′1 ≤ nǫ})
≤
∞∑
j=0
Pi
(
{Tj <∞} ∩ {τρ′1 ≤ nǫ}
)
,
and, by setting h = u−d
2
, each term of the series is less or equal than
Pi
({
sup
n≥1
|Z˜jn − Z˜j0 | ≥ h
}
∩ {τρ′1 ≤ nǫ}
)
≤ Pi
(
sup
n≥1
|Z˜jn − Z˜j0 | ≥ h
)
.
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Note that {Z˜jn;n ≥ 1} is the proportion of red balls in an RRU model with same reinforcement
means. Then, by using Lemma 3.6 we obtain
Pi
(
sup
n≥1
|Z˜jn − Z˜j0 | ≥ h
)
= Ei
[
P
({
sup
n≥1
|Z˜jn − Z˜j0 | ≥ h
}∣∣∣∣Fτi+t∗j)]
≤ Ei
[
b
Yt∗
j
](
4
h2
+
2
h
)
.
Moreover, by using Lemma 3.5, the right hand side can be expressed as
Ei
[
b
Yti
](
ρ′1 (1− γ)
γ (1− ρ′1)
)j (
4
h2
+
2
h
)
.
Since by Lemma 3.3 Yn converges a.s. to infinity, and since τi →∞ a.s. because τi ≥ i, we have
that Ei
[
Y −1ti
]
tends to zero as i increases. As a consequence, we can choose an integer i large
enough such that
Ei
[
b
Yti
](
4
h2
+
2
h
)(
1− ρ′1
1− ρ′1/γ
)
<
1
2
,
which by setting φ = 1/2 + ǫ implies (5.6), i.e.
P (ti+1 <∞|ti <∞) ≤ φ < 1.
This concludes the proof.
Proof. [Lemma 2.4] We divide the proof in two parts:
(i) m1 6= m2 and 0 < ρ2 < ρ1 < 1;
(ii) m1 = m2 and 0 ≤ ρ2 < ρ1 ≤ 1, on the set {Z∞ 6= {0, 1}};
For part (i), assume m1 > m2, since the proof in the case m1 < m2 is completely analogous.
In this case m∗ = m2 and, by using Theorem 2.3, we have Zn
a.s.→ ρ1; thus, since ρˆ2,n a.s.→ ρ2
and ρ1 > ρ2, denoting by τ ∈ N the last time Zn crosses ρˆ2,n, i.e. τ := sup{k ≥ 1, Zk < ρˆ2,k},
we have that P (τ < ∞) = 1. Then, since {τ ≤ n} ⊂ {W2,k = 1, ∀k ≥ n}, we use the following
decomposition, on the set {τ ≤ n},
Y2,n
n
=
1
n
n∑
i=1
(1−Xi)D2,iW2,i−1 = W0,n +W1,n,
where
W0,n := 1
n
τ∑
i=1
(1−Xi)D2,i(W2,i−1 − 1),
W1,n := 1
n
n∑
i=τ
(1−Xi)D2,i
.
Since P (τ <∞) = 1, we have W0,n a.s.→ 0, while since
E[(1−Xi)D2,i|Fi−1] = (1− Zi−1)m2 a.s.→ (1− Z∞)m2,
we have that W1,n a.s.→ (1−Z∞)m2. Finally, since Yn = (1−Zn)−1Y2,n, we have Ynn
a.s.→ m2 =
m∗.
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For part (ii), since m1 = m2 = m, by using Theorem 2.3 we have Zn
a.s.→ Z∞ ∈ [ρ2, ρ1]; then,
on the set {Z∞ ∈ (0, 1)}, we can follow the arguments of part (i), so obtaining
Y2,n
n
a.s.→ (1− Z∞)m, Y1,n
n
a.s.→ Z∞m.
Thus, Yn
n
=
Y1,n
n
+
Y2,n
n
a.s.→ m.
The proof of Lemma 2.5 is based on comparison arguments between the ARRU and RRU
model. Specifically, for any n0 ≥ 1, we consider an RRU process {Z˜k(n0); k ≥ 0} coupled with
the ARRU process {Zn0+k; k ≥ 0} as follows: the initial composition is (Y˜1,0(n0), Y˜2,0(n0)) =
(Y1,n0 , Y2,n0) and for any k ≥ 1 Y˜1,k(n0) = Y˜1,k−1(n0) + X˜1,k(n0)D1,kY˜2,k(n0) = Y˜2,k−1(n0) + (1− X˜k(n0))D2,k, , (5.11)
where X˜k(n0) = 1{Uk≤Z˜k−1(n0)}. The relation between Z˜k(n0) and Zn0+k required in the proof
of Lemma 2.5 is expressed in the following result.
Lemma 5.1 For any n0, n1 ≥ 1, we have that
∩n1k=1 {ρˆ2,n0+k ≤ Zn0+k ≤ ρˆ1,n0+k } ⊂ ∩n1k=1{ Zn0+k = Z˜k(n0) }. (5.12)
Proof. First, consider the dynamics of the RRU process {Z˜k(n0); k ≥ 0} expressed in (5.11)
and the dynamics of the ARRU process {Zn0+k; k ≥ 0} expressed as follows: Y1,n0+k = Y1,n0+k−1 +X1,n0+kD1,n0+kW1,n0+k−1Y2,n0+k = Y2,n0+k−1 + (1−X1,n0+k)D2,n0+kW2,n0+k−1, (5.13)
where Xn0+k = 1{Uk≤Zn0+k−1}. Hence, (5.12) follows by noticing that for any 1 ≤ k ≤ n1
{ρˆ2,n0+k ≤ Zn0+k ≤ ρˆ1,n0+k } ⊂ {W1,n0+k−1 =W2,n0+k−1 = 1}.
Proof. [Lemma 2.5] The proof is structured as follows: we assume there exist x ∈ (ρ2, ρ1) and
p > 0 such that P (Z∞ = x) = p and we show that this assumption leads to a contradiction.
To this end, fix ǫ > 0 such that ρ2 < x− ǫ < x+ ǫ < ρ1 and denote by τ ∈ N the last time Zn
exceeds Iǫ := (x− ǫ, x+ ǫ): formally,
τ =
sup{k > 1 : Zk /∈ Iǫ, } if {k > 1 : Zk /∈ Iǫ} 6= ∅;−∞ otherwise.
Since {Z∞ = x} ⊂ {τ < ∞} and by (2.4) ρˆj,n a.s.→ ρj /∈ Iǫ, j ∈ {1, 2}, there exists an integer
k0 ∈ N such that,
P ( {ρˆj,n /∈ Iǫ,∀n ≥ k0} ∩ {τ ≤ k0} ∩ {Z∞ = x} ) ≥ p
2
. (5.14)
Now, by using Lemma 5.1, we have that
{ρˆj,n /∈ Iǫ,∀n ≥ k0} ∩ {τ ≤ k0} ⊂
{
Zk0+n = Z˜n(k0),∀n ≥ k0
}
,
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and hence (5.14) is equivalent to
P
(
{ρˆj,n /∈ Iǫ, ∀n ≥ k0} ∩ {τ ≤ k0} ∩ {Z˜∞(k0) = x}
)
≥ p
2
.
Finally, the contradiction follows by noticing that by Theorem 2 in [1], for RRU model, we have
P (Z˜∞(k0) = x) = 0.
6 Proofs of limit distribution of the proportion of
sampled balls
We start by presenting the limit distribution of the proportion of sampled balls for the RRU
model.
Proof. [Theorem 2.6] Note that
√
n
(
N1n
n
− Z∞
)
= T1n + T2n,
where
T1n := n
−1/2
(
N1n −
n∑
i=1
Zi−1
)
, T2n := n
−1/2
n∑
i=1
(Zi−1 − Z∞) .
Now, calling ∆Zj = Zj − Zj−1 and (j ∧ n) := min{j, n}, we have that
T2n = n
−1/2
n∑
i=1
∞∑
j=i
(−∆Zj) = −n−1/2
∞∑
j=1
j∧n∑
i=1
∆Zj
= − n−1/2
∞∑
j=1
(j ∧ n)∆Zj = −(T3n + T4n),
where, since (j ∧ n) = n for all j ≥ n+ 1, we have
T3n := n
−1/2
n∑
j=1
j∆Zj , T4n := n
1/2(Z∞ − Zn).
Now, by using the Doob’s decomposition ∆Zj = ∆Mj+∆Aj (see [8]), where E[∆Mj |Fj−1] = 0
and Aj ∈ Fj−1, we have T3n = T5n + T6n, where
T5n := n
−1/2
n∑
j=1
j∆Mj , T6n := n
−1/2
n∑
j=1
j∆Aj .
Then, recalling that
√
n
(
N1n
n
− Z∞
)
= T1n − T4n − T5n − T6n,
the limit distribution is established by proving the following results:
(a) T4n|Fn d→ N (0,Σa) (stably), where Σa = Z∞(1− Z∞)(1 + Σ¯m2 );
(b) T6n
p→ 0;
(c) (T1n − T5) d→ N (0,Σc) (stably), where Σc = Z∞(1− Z∞) Σ¯m2 ;
(d) T4n + (T1n − T5n) d→ N (0,Σa + Σc) (stably).
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Part (a) follows from Theorem 1 in Aletti et al. (see [1]) and Crimaldi et al. (2007) and
Crimaldi (2009) (see [5, 6]).
For part (b), by using Lemma 3.1, for any j ≥ 0, we have that
∆Aj = E [∆Zj |Fj−1] = Zj−1(1− Zj−1)Bj−1,
with W1,j−1 = W2,j−1 = 1 (since for any j ≥ 1 since the process is an RRU model). By using
Lemma 2 in [1], we have |Bj−1| < c1Y −2j−1 a.s. for some constant c1 > 0, and hence
T6n ≤ n−1/2
n∑
j=1
j|∆Aj | ≤ c1n−1/2
n∑
j=1
jY −2j−1;
in addition, by using Lemma 3 in [1], we have E[Y −2j−1] ≤ c2(j − 1)−2 for some constant c2 > 0
and hence
E[T6n] ≤ c1c2n−1/2
n∑
j=1
j(j − 1)−2 = O
(
n−1/2 log(n)
)
.
Thus, (b) follows
For part (c), let T1n − T5n =∑nj=1∆Sjn where
∆Sjn := n
−1/2(Xj − Zj−1 − j∆Mj).
Since (T1n − T5n) is a martingale with respect to the filtration {Fn;n ≥ 1}, we apply the
Martingale CLT (MCLT) after establishing the following conditions (see Theorem 3.2 in [11]):
(i) max1≤j≤n |∆Sjn| p→ 0;
(ii) supn≥1E[max1≤j≤n(∆Sjn)
2] <∞;
(iii)
∑n
j=1E[(∆Sjn)
2|Fj−1] p→ Σc.
For part (i), since |Xj − Zj−1| ≤ 1 a.s. and ∆Mj = (∆Zj −∆Aj), we have that
|∆Sjn| ≤ n−1/2(|Xj − Zj−1|+ |j∆Mj |) ≤ n−1/2(1 + |j(∆Zj −∆Aj)|).
Now, since |∆Zj | < bY −1j−1 and |∆Aj | < c1Y −2j−1 a.s. by Lemma 2 in [1], we have
|∆Sjn| ≤ n−1/2(1 + bjY −1j−1 + c1jY −2j−1) a.s.
Since by Lemma 2.4 (jY −1j )
a.s.→ m−1, we have supj≥1(jY −1j ) <∞ a.s., and thus |∆Sjn| a.s.→ 0.
For part (ii), using the relation E[S] =
∫∞
0
P (S > t)dt that holds for any non negative r.v.
S, we obtain
E
[
max
1≤j≤n
(∆Sjn)
2
]
≤
n∑
j=1
∫ ∞
0
P ((∆Sjn)
2 > t)dt.
By applying arguments analogous to part (i), we obtain
n(∆Sjn)
2 ≤ 2 [(Xj − Zj−1)2 + (j∆Mj)2]
≤ 2 [1 + 2 [(j∆Zj)2 + (j∆Aj)2]]
≤ 2 [1 + 2 [b2(jY −1j−1)2 + c21(jY −2j−1)2]] .
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Thus, by using Markov’s inequality we obtain
P ((∆Sjn)
2 > t) ≤ P
(
C
(
j
Yj−1
)2
> nt
)
≤ max
{
1 ;
(
C
nt
)2
E
[(
j
Yj−1
)4] }
.
Now, since by Lemma 3 in [1] supj≥1E
[(
j
Yj−1
)4]
<∞, it follows that there exists a constant
C independent of j such that
∫∞
0
P ((∆Sjn)
2 > t) ≤ Cn−2 and hence
sup
n≥1
E
[
max
1≤j≤n
(∆Sjn)
2
]
≤ sup
n≥1
Cn−1 ≤ C.
For part (iii), since ∆Mj = ∆Zj−∆Aj, ∆Aj ∈ Fj−1 and henceE[∆Zj∆Aj |Fj−1] = (∆Aj)2,
we have the following decomposition
E[(∆Sjn)
2|Fj−1] = 1
n
E[Q2j |Fj−1] + 2n (j∆Aj)
2,
where Qj := (Xj−Zj−1−j∆Zj). Since |∆Aj | < c1Y −2j−1 a.s. and by Lemma 2.4 (jY −1j ) a.s.→ m−1,
we have that (j∆Aj)
2 a.s.→ 0. Thus, 2
n
∑n
j=1(j∆Aj)
2 a.s.→ 0 and hence (iii) is obtained by
establishing
n∑
j=1
E[(∆Sjn)
2|Fj−1] = 1
n
n∑
j=1
E[Q2j |Fj−1] p→ Σc. (6.1)
To this end, we will show that E[Q2j |Fj−1] a.s.→ Σc. First, note that, since Xj ∈ {0, 1}, we express
∆Zj as follows
∆Zj = Xj
(
(1− Zj−1)D1,j
Yj−1
)
+ (1−Xj)
(
−Zj−1 D2,j
Yj−1
)
.
As a consequence, we consider Q2j = XjQ
2
j,1+(1−Xj)Q2j,0, where, denoting byMj−1 := Yj−1/j,
Qj,1 := (1− Zj−1)
(
1− D1,j
Mj−1
)
=
(
1− Zj−1
Mj−1
)
(Mj−1 −D1,j) ,
Qj,0 := Zj−1
(
−1 + D2,j
Mj−1
)
=
(
Zj−1
Mj−1
)
(−Mj−1 +D2,j) .
Then, since D1,j , D2,j and Xj are independent conditionally to Fj−1 and using
E[(Mj−1 −D1,j)2 |Fj−1] = (Mj−1 −m)2 + σ21 ,
E[(−Mj−1 +D2,j)2 |Fj−1] = (Mj−1 −m)2 + σ22 ,
we have that
E[Q2j |Fj−1] = Zj−1E[Q2j,1|Fj−1] + (1− Zj−1)E[Q2j,0|Fj−1]
= Zj−1
(
1− Zj−1
Mj−1
)2 [
(Mj−1 −m)2 + σ21
]
+ (1− Zj−1)
(
Zj−1
Mj−1
)2 [
(Mj−1 −m)2 + σ22
]
.
Finally, since by Lemma 2.4 Mj−1
a.s.→ m and by Theorem 2.3 Zj−1 a.s.→ Z∞, it follows that
n∑
j=1
E[(∆S˜jn)
2|Fj−1] a.s.→ Σc = Z∞(1− Z∞)
(
Σ¯
m2
)
.
For part (d), the result follows by combining part (a), (c), Crimaldi et al. (2007) and
Crimaldi (2009) (see [5, 6]), and by noticing that (T1n − T5) ∈ Fn.
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We now turn to consider the ARRU model. The limit distribution for the ARRU model
can be obtained by Theorem 2.6 on the set of trajectories that do not cross the thresholds ρˆ1,n
and ρˆ2,n i.o., and hence {Z∞ ∈ (ρ2, ρ1)}. Since this set is not Fn-measurable, we consider a
sequence of sets {An;n ≥ 1} such that {Zn ∈ An, ev.} = {Z∞ ∈ (ρ2, ρ1)} a.s. Specifically, we
consider the sequence of sets {An;n ≥ 1} defined in (2.7) as follows
An :=
(
ρ2 + CY
−α
n , ρ1 − CY −αn
)
, (6.2)
where 0 < C <∞ is a positive constant and 0 < α < 1
2
. Consider the partition Ω = A1∪A2∪A3,
where
A1 := {Zk ∈ Ak, ev.},
A2 := {Zk ∈ Ak, i.o.} ∩ {Zk 6∈ Ak, i.o.},
A3 := {Zk /∈ Ak, ev.}.
(6.3)
The following lemma establish the relation between Aj , j ∈ {1, 2, 3}, and Z∞.
Lemma 6.1 Assume m1 = m2 = m and (2.4) with ρ1 > ρ2. Then,
(a) A1 = {Z∞ ∈ (ρ2, ρ1)} a.s.;
(b) P (A2) = 0;
(c) A3 = {Z∞ ∈ {ρ2, ρ1}} a.s.
The proof of Lemma 6.1 is based on comparison arguments between the ARRU and an RRU
model presented in Lemma 5.1. This relation is possible when only one random threshold modify
the dynamics of the ARRU. For this reason, we fix ǫ ∈ (0, (ρ1 − ρ2)/2) and we introduce the
following times
T1 := sup { n ≥ 1 : Zn > min{ρˆ1n; ρ1 − ǫ} } ,
T2 := sup { n ≥ 1 : Zn < max{ρˆ2n; ρ2 + ǫ} } .
(6.4)
Let T1 := {T1 <∞} and T2 := {T2 <∞}. Since ρˆ1n, ρˆ2n and Zn converge a.s., P (T1 ∪ T2) = 1.
Then, by comparing the ARRU process with the RRU process defined in (5.11) we have the
following result.
Lemma 6.2 On the set T1, for any n0, k ≥ 1 we have
{n0 ≥ T1} ⊂
{
Z˜k(n0) ≤ Zn0+k ≤ ρ1 − ǫ
}
. (6.5)
Analogously, on the set T2, for any n0, k ≥ 1 we have
{n0 ≥ T2} ⊂
{
ρ2 + ǫ ≤ Zn0+k ≤ Z˜k(n0)
}
. (6.6)
Proof. Consider the dynamics of the RRU process {Z˜k(n0); k ≥ 0} expressed in (5.11) and
the dynamics of the ARRU process {Zn0+k; k ≥ 0} expressed in (5.13). Then, since {n0 ≥
T1} ⊂ {W1,n0+k−1 = 1} and W2,n0+k−1 ≤ 1 we obtain (6.5). Analogously, since {n0 ≥ T2} ⊂
{W2,n0+k−1 = 1} and W1,n0+k−1 ≤ 1 we have (6.6).
Proof. [Lemma 6.1] First, let A := [ρ2, ρ1], t0 = 0 and define for every j ≥ 1
τj =
inf{k > tj−1 : Zk ∈ Ak} if {k > tj−1 : Zk ∈ Ak} 6= ∅;+∞ otherwise.
tj =
inf{k > τj : Z˜k−τj (τj) /∈ A} if {k > τj : Z˜k−τj (τj) /∈ A} 6= ∅;+∞ otherwise.
Denoting by T0 the last finite time in {tj , τj , j ≥ 1}, we have the following partition Ω =
St ∪ S∞ ∪ Sτ , where
St := {T0 ∈ {tj , j ≥ 1}} = ∩k≥T0{Zk /∈ Ak},
S∞ := {T0 =∞},
Sτ := {T0 ∈ {τj , j ≥ 1}} = ∩k≥T0{Z˜k−T0 (T0) ∈ (ρ2, ρ1)}.
Thus, we establish the following result:
(i) P (S∞) = 0,
(ii) Sτ ⊂ A1, and
(iii) Sτ ⊂ {Z∞ ∈ (ρ2, ρ1)}.
For part (i), this result is obtained by establishing that there exists i0 ≥ 1 such that, for any
i ≥ i0,
P (ti <∞|τi <∞) ≤ 1
2
.
To see this, we recall that by Lemma 3.6 we have, for any h ∈ (0, 1),
P
(
sup
k≥1
|Z˜k − Z˜0| ≥ h
)
≤ b
Y0
(
4
h2
+
2
h
)
≤ 6b
Y0
h−2.
Thus, by using Lemma 3.6 with h = C(Y˜0(τj))
−α we obtain
P (ti <∞|τi <∞) = P
(
∪k≥1Z˜k(τi) /∈ [ρ2, ρ1]
∣∣τi <∞)
≤ P
(
sup
k≥1
|Z˜k(τj)− Z˜0(τj)| > C(Y˜0(τj))−α
∣∣τi <∞)
≤ E
[ (
6b
Y˜0(τj)
)(
C(Y˜0(τj))
−α
)−2 ∣∣τi <∞]
=
6b
C2
E
[
(Y˜0(τj))
2α−1
∣∣τi <∞] ,
and hence the result follows by recalling that 0 < α < 1
2
and Y˜0(τj) = Yτj ≥ Y0 + ja a.s. For
part (ii), by Lemma 6.2, we have that
Sτ ∩ T1 ⊂ ∩k≥T0{Z˜k−T0 (T0) ≤ Zk ≤ ρ1 − ǫ},
Sτ ∩ T2 ⊂ ∩k≥T0{ρ2 + ǫ ≤ Zk ≤ Z˜k−T0(T0)}.
Thus, the result follows by P (T1 ∪ T2) = 1 and Z˜k−T0(T0) a.s.→ Z˜∞(T0) ∈ (ρ2, ρ1). For part (iii),
from part (ii) we have that
Sτ ⊂ {min{ρ2 + ǫ, Z˜∞(T0)} ≤ Z∞ ≤ max{ρ1 − ǫ, Z˜∞(T0)}};
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thus, the result follows by noticing that(
min{ρ2 + ǫ, Z˜∞(T0)},max{ρ1 − ǫ, Z˜∞(T0)}
)
⊂ (ρ2, ρ1).
Now, to complete the proof of Lemma 6.1, we notice that from (i), (ii) and {A3 = St}, it follows
that P (A2) = 0 and {Sτ = A1}. Then, combining (iii) and A3 ⊂ {Z∞ ∈ {ρ2, ρ1}}, we obtain
the result.
We now present the proof of the limit distribution of the proportion of sampled balls for the
ARRU model.
Proof. [Theorem 2.7] First, take the sets A1, A2 and A3 defined in (6.3). Note that, since
A1 = limn{Zn ∈ An} and Ac3 = limn{Zn ∈ An}, by Lemma 6.1 we have
limn{Zn ∈ An} = limn{Zn ∈ An} = {Z∞ ∈ (ρ2, ρ1)}.
Then, the proof is based on applying Theorem 2.6 to the ARRU model. To this end, consider
the decomposition {Zn ∈ An} = A1n ∪ A2n ∪ A3n, where Ajn = {Zn ∈ An} ∩ Aj for any
j ∈ {1, 2, 3}. Since by using Lemma 6.2 P (A2) = 0, we have P (A2n) = 0 for any n ≥ 1.
Moreover, by definition we have that P (A3n) → 0 and P (A1n) → P (A1). Thus, calling
Nn := √n(N1nn − Z∞), we have
lim
n→∞
P ( Nn ≤ x , {Zn ∈ An} ) = lim
n→∞
P ( Nn ≤ x , A1 ) ,
and since by Lemma 6.2 A1 = {Z∞ ∈ (ρ2, ρ1)}, this is equivalent to
lim
n→∞
P ( Nn ≤ x , {Z∞ ∈ (ρ2, ρ1)} ) .
Now, consider the RRU model {Z˜k(n0), k ≥ 1} described in (5.11) coupled with the ARRU
model {Zn0+k, k ≥ 1}. By using Lemma 5.1, for any n0 ≥ 1, we have
∩∞k=n0{ρˆ2,k ≤ Zk ≤ ρˆ1,k } ⊂ ∩∞k=1{Zn0+k = Z˜k(n0) }.
Hence, on this set the ARRU process Zn0+k is equivalent to the RRU process Z˜k(n0); thus, we
can obtain the limit distribution for the ARRU by applying the limit distribution for the RRU
expressed in Theorem 2.6 on the set where the trajectories of the two processes are equivalent.
To this end, define
T ∗ := sup { k ≥ 1 : {Zk < ρˆ2,k} ∪ {Zk > ρˆ1,k} } ,
and note that, for any n0 ≥ 1,
{T ∗ ≤ n0} ⊂ ∩∞k=1{Zn0+k = Z˜k(n0) }.
Let S be a r.v. with characteristic function E[exp( 1
2
Σt2)]. Thus, by applying Theorem 2.6 we
have that, for any n0 ≥ 1 and any set T ∈ F ,
lim
n→∞
P ( Nn ≤ x , T ∩ {T ∗ ≤ n0} ) = P ( S ≤ x , T ∩ {T ∗ ≤ n0} ).
Now, since {Z∞ ∈ (ρ2, ρ1)} ⊂ {T ∗ <∞}, we have
lim
n0→∞
P ({T ∗ ≤ n0} ∩ {Z∞ ∈ (ρ2, ρ1)}) = P (Z∞ ∈ (ρ2, ρ1)),
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which implies that
lim
n→∞
P ( Nn ≤ x, {Z∞ ∈ (ρ2, ρ1)} ) = P ( S ≤ x, {Z∞ ∈ (ρ2, ρ1)} ).
This concludes the proof.
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