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Sommaire
Ce mémoire porte sur la conception et l’évaluation de solutions technologiques
d’assistance aux personnes vieillissantes par un aspect vocal. Le nombre des per-
sonnes âgées va continuer d’augmenter durant les prochaine années et de plus en
plus de nouvelles technologies se développent pour pour de l’assistance aux aînés. Ces
technologies se développent car les aînés souhaitent rester indépendants et vivre dans
leur milieu préféré [1]. De plus, ces technologies oﬀrent un accès à une assistance à
un coût plus viable, pour les aînés ou leur famille, que par une assistance à travers
une aide médicale ou un placement dans des centres spécialisés [2] [3]. Cependant,
utiliser des technologies nécessite de les adapter pour toujours rester en accords avec
les besoins des aînés [4], [5]. Des études ont déjà montré l’apport d’une interaction
vocal avec un agent virtuel pour les aînés, que ça soit pour les guider et les assister,
ou donner un aspect plus humain, réduisant la distance entre la technologie et les per-
sonnes âgées [6]. L’utilisation d’une interface tactile peut apporter des diﬃcultés telle
qu’une mauvaise compréhension de composants ou de la diﬃculté pour sélectionner
des options [7], c’est pourquoi le vocal permet à l’utilisateur de formuler une demande
sans se soucier de comprendre le fonctionnement tactile qui peut y être lié. L’objectif
de cette recherche est de fournir un dialogue entre une personne et un agent virtuel
dans le cadre de la commande d’un calendrier. L’utilisateur peut contrôler diverses
fonctionnalités d’un calendrier à travers diﬀérentes formulations. Dans l’étude de Ra-
min Yaghoubzadeh et al. [6], la discussion avec l’agent virtuel était centré simplement
sur l’ajout de rendez-vous. Cependant, cette étude montre que les aînés ont besoin
de retours vocaux fréquents pour leur permettre de suivre l’aciton en cours. De plus,
l’utilisateur est libre d’engager une conversation avec l’agent virtuel sur des sujets
divers. Des solutions comme Siri, ou Ok Google n’instaurent pas un dialogue avec
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l’utilisateur dès lors que ce dernier fait une demande plus générale. L’agent personnel
se contente de faire une recherche internet et de donner à l’utilisateur des liens en
rapport avec sa demande [8]. Le travail de cette recherche se base sur une approche
de conception centrée utilisateur, participative et pluridisciplinaire [9], faisant appel
à des connaissances sur l’ergonomie et le dialogue pour faciliter l’interaction Homme-
Machine, et l’informatique pour développer des technologies d’assistance. L’interac-
tion Homme-Machine s’appuie sur deux modes de dialogues :
— Un dialogue par règles permettant de contrôler le calendrier par des com-
mandes vocales. Il existe déjà des modèles par règles comme CleverBot [10],
mais peu sont centré sur l’assistance aux aînés. Le dialogue par règles a ici à la
fois pour but de fournir un contrôle d’une application comme certains modèles
déjà existants, mais d’apporter en plus une aide adaptée aux aînés. L’âge joue
sur plusieurs aspects cognitifs, comme la vitesse de compréhension, l’agilité
mentale et la mémoire [11]. C’est pourquoi le dialogue doit être plus fourni
pour permettre aux aînés d’avoir plus de retours et de savoir à chaque fois où
en est rendu l’agent virtuel avec lequel ils dialoguent, pour à la fois être sûr
d’être compris et à la fois de comprendre ce qui est en cours. ;
— Un dialogue libre utilisant des réseaux de neurones pour oﬀrir la possibilité
à l’utilisateur de discuter de sujets libres. Les applications, comme celle dans
l’étude de Ramin Yaghoubzadeh et al. [6], se focalisent principalement sur
l’assistance aux aînés à travers le dialogue, et se servent d’un agent virtuel
pour apporter un aspect plus humain. Cependant, une interaction naturelle
passe aussi par des échanges libres qui n’ont pas de rapport avec des demandes
spéciﬁques. L’importance du dialogue libre est de réduire la distance homme-
machine à laquelle font face certains aînés [12].
En plus de l’utilisation de dialogues, tout en restant dans l’idée d’assister et de per-
mettre aux aînés de toujours savoir où ils en sont, l’utilisation d’une interface gra-
phique est nécessaire [13]. Lier une interface tactile à une modalité vocale permet
aux aînés d’avoir à la fois un retour vocal ainsi qu’un retour visuel. Le retour visuel
est d’autant plus important pour ces personnes puisqu’elles peuvent faire face à des
problèmes de mémoire [11]. L’interaction vocale a été testée selon deux expérimenta-
tions :
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— Une première expérimentation à domicile pour valider le dialogue par règles ;
— Une deuxième expérimentation par rencontres avec les participants et à domi-
cile pour valider l’évolution du dialogue par règles, l’apport d’un dialogue libre
et la communication entre la modalité vocale et la modalité tactile ;
Les résultats ont montré que les aînés interagissent principalement avec le calendrier
en le tactile. Le vocal est moins utilisé par un manque de performance du dialogue.
Néanmoins, la modalité vocale couplée à la modalité tactile permet à l’utilisateur
d’adapter ses actions. Le tactile est privilégié pour des actions courtes comme la na-
vigation, et le vocal est privilégié pour des actions plus complexes. Les aînés se disent
prêts à utiliser le vocal s’il est plus performant. L’agent virtuel doit aider les aînés
dans leurs tâches, leur expliquer des actions et savoir discuter avec eux.
Mots-clés: Vieillissement ; autonomie ; agent virtuel ; dialogue homme-machine ; dia-
logue libre
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Introduction
Au cours de ces dernières années, les nouvelles technologies, telles qu’Internet, les
téléphones portables ou encore les ordinateurs ont grandement évolué et sont devenus
des outils incontournables dans notre vie quotidienne [14]. Mais le fait de leur perpé-
tuelle évolution implique un temps d’adaptation et un eﬀort cognitif plus important
[15]. Un autre phénomène marquant, de ces dernières années, est l’augmentation de
la population vieillissante [16].
Des technologies pour l’aide à domicile se répandent de plus en plus [17]. Il existe
également des aides pour comprendre ces technologies et pour pallier les déﬁciences
physiques ou cognitives que développent les utilisateurs. Les outils intelligents, tant au
niveau physique que cognitif sont une réelle nécessité pour permettre aux personnes
âgées de retrouver une autonomie dans leur vie quotidienne. Ces appareils connec-
tés ont pour but d’aider l’utilisateur à accéder plus facilement et plus rapidement à
l’information recherchée. Le premier obstacle, auquel sont confrontées les personnes
âgées, est l’interaction avec l’appareil. L’ergonomie est un point important pour per-
mettre une meilleure compréhension des nouvelles technologies pour des personnes
âgées ou avec des déﬁcits. Selon Beaudouin-Lafon [18], le paradoxe des interfaces
homme-machine est que les meilleures interfaces sont celles qui sont invisibles, celles
que l’utilisateur ne remarque pas et avec lesquelles il trouve l’interaction naturelle.
La communication homme-machine moderne se développe selon deux axes majeurs
(1) l’interaction tactile [19] et (2) l’interaction vocale [20].
Notre travail étant centré sur des personnes vieillissantes, cela oriente vers un
design simpliﬁé [21]. Notre projet, étant principalement construit au tour d’un calen-
drier pour aider à la prise de rendez-vous, il ne peut faire appel à un design classique
de calendrier, tel que google calendar [22]. Bien que ce dernier puisse paraître simple
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d’utilisation pour des personnes familières avec la technologie, il inclut beaucoup des
fonctionnalités, dont certaines peu intuitives, le rendant trop complexe pour le type
de personnes que nous visons.
Une autre approche de notre projet est la mise en place d’un dialogue entre l’uti-
lisateur et un agent virtuel. Les personnes âgées font souvent face à des diﬃcultés
concernant l’utilisation des nouvelles technologies [4]. Des solutions ont donc été mises
en place, telles que des ateliers avec des aidants [23], ou l’aide venant de membres
ou d’amis de la famille. L’agent virtuel a donc pour but de guider l’utilisateur, de
l’aider dans ses tâches et de simpliﬁer l’utilisation du calendrier, tout cela en permet-
tant à l’utilisateur de formuler ses requêtes oralement, plutôt que d’utiliser le tactile,
permettant ainsi de réduire la charge cognitive de l’utilisateur [15].
Thématique de recherche
Notre recherche a pour but de permettre aux personnes âgées de conserver ou de
développer leur autonomie en mettant à leur disposition une technologie intelligente.
La proposition d’un calendrier interactif intégrant un agent virtuel, servant d’aidant,
apporterait des services d’assistance adaptés au contexte d’utilisation.
Nous nous centrons ici sur une utilisation du calendrier au sein du domicile.
Amelis est un calendrier électronique mural développé au sein du laboratoire de
recherche DOMUS de l’Université de Sherbrooke [24]. Le calendrier Amelis consiste
en une application installée sur une tablette tactile qui intègre un agent virtuel.
Amelis oﬀre diﬀérentes fonctionnalités tant au niveau du traitement des rendez-
vous que de la navigation au sein du calendrier. Les fonctionnalités qui y sont liées
sont des actions précises qui demandent d’avoir une structure bien déﬁnie si l’on
souhaite interagir en vocal. Pour cela, la mise en place d’un dialogue par règles [25]
est nécessaire. Le dialogue par règles permet de diﬀérencier les actions et de traiter
les informations en conséquence. Ce processus passe par un traitement de la phrase
de l’utilisateur pour la décomposer selon les informations qu’il faut retenir, on parle
alors de pattern matching [26]. Un deuxième type de dialogue doit être mis en place,
il s’agit d’un dialogue libre. En eﬀet, l’utilisateur peut avoir pour but de converser
avec l’agent virtuel sans vouloir faire de requête. Ce dialogue permet à l’utilisateur
de discuter librement avec l’agent virtuel sans pour autant chercher à eﬀectuer une
tâche spéciﬁque sur le calendrier.
2
Introduction
Objectifs de recherche
Le projet Amelis vise à permettre aux aînés de préserver une autonomie dans
leur vie quotidienne en adaptant notre solution pour permettre aux aînés d’avoir des
interactions simples et compréhensibles avec le calendrier. Dans cet objectif global
s’intègre l’objectif de cette recherche qui est de fournir un dialogue entre une personne
et un agent virtuel dans le cadre de la commande d’un calendrier.
Organisation du document
Ce mémoire est organisé de la manière suivante :
1. La revue de littérature sur le dialogue homme-machine ;
2. Les objectifs et la méthodologie de cette recherche ;
3. La conception du dialogue homme-machine et la vériﬁcation de ce dialogue ;
4. Les résultats techniques sur l’application et l’évaluation de l’application par les
utilisateurs ;
5. La discussion des résultats ;
6. La conclusion sur l’aboutissement de cette recherche.
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Chapitre 1
Revue de littérature
1.1 Personnes âgées et technologies
L’évolution démographique se dirige vers une population plus âgée. Le taux de
fertilité en Europe et celui au Canada sont tels qu’une structure de population de plus
en plus âgée se met en place. Il devient nécessaire de réﬂéchir à de nouveaux moyens
de prise en charge des aînés. Des technologies pour l’aide à domicile se répandent
de plus en plus [17]. Les aînés souhaitent être le plus possible indépendants et rester
à domicile. Les nouvelles technologies le permettent grâce à un coût économique [2]
viable. Toutefois, il faut s’assurer d’une acceptabilité sociale surtout par les personnes
âgées. En eﬀet, le caractère impersonnel, la complexité ou la vitesse d’évolution de ces
dispositifs contrastent avec l’exigence de qualité des services qui doivent être rendus à
cette population aux besoins très spéciﬁques. L’écart générationnel avec la technologie
oblige à adapter les technologies et leurs interactions [4], [5]. Beaucoup de travaux sont
réalisés par rapport au design de ces technologies pour qu’elles soient plus facilement
acceptées par les aînés. Une des solutions proposées pour une aide à domicile pour
les personnes âgées est la communication avec un agent virutel [27] [6]. Par exemple,
l’agent virtuel Alexa [8] allume la télé, fait des réservations, fait des rappels et raconte
des blagues. Cependant, utiliser une telle solution requiert qu’elle soit acceptée par les
personnes devant s’en servir [28] et que ces personnes puissent interagir de manière
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simple avec l’agent virtuel, tout en obtenant un résultat satisfaisant à leurs attentes.
1.2 Importance du dialogue homme-machine
Une question importante est de savoir comment une personne âgée et/ou non
experte avec la technologie peut interagir de manière naturelle et intuitive. L’interac-
tion vocale est le moyen le plus commun d’interagir avec quelqu’un ou une machine
et d’exprimer des besoins [29]. Des problèmes, pouvant être évités, rencontrés lors
de l’utilisation d’une interface tactile, telle qu’une mauvaise compréhension de com-
posants ou la diﬃculté pour sélectionner des options [7]. Cependant, les aînés font
souvent face à des problèmes de mémoire, des problèmes cognitifs et/ou des problèmes
de compréhension. Il est donc important d’identiﬁer les besoins des personnes âgées.
Dans l’étude de Godde et al. [30], il est démontré que les aînés ont plus de diﬃcul-
tés à se faire comprendre lors d’une interaction vocale, car ils peuvent faire face à
des problèmes tels que la fragmentation de phrases, un faux début de phrase ou une
interruption dans l’élocution de phrases. L’âge joue sur plusieurs aspects cognitifs,
comme la vitesse de compréhension, l’agilité mentale et la mémoire [11]. Néanmoins,
les interfaces vocales peuvent réduire certaines diﬃcultés quotidiennes auxquelles font
face les aînés, et sont considérées comme des solutions moins intrusives [31].
1.2.1 Force et limites des interactions utilisateur vocal (IUV)
L’interaction utilisateur vocal (IUV) oﬀre plusieurs avantages :
— La vitesse. Il est plus rapide d’énoncer une idée que de l’écrire comme l’explique
Adams K. [32]. Cela s’applique encore plus pour les aînés qui peuvent être
victimes de tremblements, d’un retard envers la technologie ou encore d’un
mauvais contact de leur peau avec l’écran [33];
— Avoir les mains libres. Cela peut permettre de se déplacer tout en parlant à
l’IUV. Par exemple, une application vocale destinée à aider à suivre des recettes
pendant qu’une personne cuisine [34];
— L’intuition. Il est parfois plus simple de parler que d’avoir à interagir en tactile
avec une technologie qui ne nous est pas familière ;
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— L’empathie. Le vocal permet d’intégrer un ton, une sonorité sur un message. Un
message écrit est souvent interprété d’une autre manière que celle souhaitée.
Cependant, il existe aussi des inconvénients à l’utilisation d’IUV :
— La vie privée. Est-ce qu’une conversation peut être enregistrée ? Dans quelles
mesures l’utilisateur souhaite garder ses informations privées ? Il faut toujours
prendre en compte le choix de l’utilisateur sur ce qu’il veut partager [35];
— L’inconfort avec la technologie. Il n’est pas toujours aisé de parler avec une
machine, qui plus est pour des aînés qui ne sont pas habitués aux nouvelles
technologies [36];
— La reconnaissance vocale. La reconnaissance de la parole peut être troublée par
plusieurs facteurs tels que le bruit environnant, la prononciation de l’utilisateur
ou encore le temps d’écoute (quand commencer à écouter et quand arrêter).
Avant de rentrer plus en profondeur dans l’utilisation d’IUV, il est nécessaire de
choisir la relation que l’utilisateur aura avec la machine.
1.2.2 Typologie des dialogues
Daniel Luzzati propose une typologie des dialogues homme-machine (DHM) [37].
La liste suivante reprend cette typologie :
— Un dialogue où l’utilisateur est maître et le système est esclave. Les systèmes
à réponse vocale interactive (RVI) [38] en sont un exemple. Un répondeur
automatique de banque qui demande à l’utilisateur de taper un chiﬀre pour
faire un choix et un dialogue où le système est esclave et l’utilisateur maître,
car l’utilisateur veut acquérir un certain nombre d’informations qu’il sait être
connues du système ;
— Un dialogue où l’utilisateur est maître et le système est serviteur. Dans ce
cas, l’utilisateur ne sait pas exactement ce qu’il veut ou comment l’obtenir.
Le système est serviteur, car il a pour but d’essayer de faire des propositions
à l’utilisateur pour trouver ce qu’il cherche. Par exemple, l’utilisateur cherche
une rue, le système essaie de trouver la ville, un quartier, un magasin... en
posant des questions à l’utilisateur pour trouver le nom de la rue ;
— Un dialogue où l’utilisateur et le système sont maîtres. Cela à lieu dans le cas
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d’un dialogue naturel ou d’un dialogue libre. L’utilisateur et le système parlent
d’égaux à égaux. Leur but est simplement d’instaurer un échange.
Plusieurs types de dialogues peuvent donc être mis en place entre l’utilisateur et
la machine selon les besoins. Mais il est nécessaire de se demander ce qui englobe la
mise en place d’un dialogue.
1.2.3 Composants d’un dialogue vocal
Pour concevoir un dialogue, il faut répondre à ces trois caractéristiques :
— La reconnaissance vocale ;
— La correction de la sortie ;
— Les tours de parole.
1.2.3.1 Reconnaissance vocale
La reconnaissance vocale s’est grandement améliorée ces dernières années [39],
tant au niveau des mots à reconnaître qu’au niveau du traitement des nuisances
sonores externes [40]. La reconnaissance vocale peut même associer des émotions selon
l’intonation de la voix [41]. Les systèmes de reconnaissance vocale tentent d’atteindre
ou de dépasser le niveau de reconnaissance vocale d’un humain [42]. Il existe de
nombreux modules pour réaliser de la reconnaissance vocale, ce qui oblige à faire une
sélection selon nos besoins :
— Utiliser un logiciel libre d’utilisation et gratuit ;
— Avoir un module de reconnaissance suﬃsamment entraîné, comme Google
Speech API, Siri ou Cortana [43];
— Avoir un module capable de comprendre le français ;
— Pouvoir améliorer le logiciel de reconnaissance pour traiter des exceptions et
l’adapter aux utilisateurs.
Tout système demande une adaptation à nos besoins. La reconnaissance vocale de
Google est entraînée sur un grand nombre de mots et fournit une liste de mots par
rapport à ce qui a été reconnu. Il est ensuite nécessaire de ﬁltrer cette liste de mots
en fonction du contexte de l’application. Ce traitement sur la liste peut être eﬀectué
lors de l’apprentissage du module de reconnaissance vocale ou par un module déjà
7
Chapitre 1. Revue de littérature
entraîné et non modiﬁable. Ce traitement sera eﬀectué après la sortie pour exclure
les mots non souhaités et identiﬁer le mot adéquat à la situation.
1.2.3.2 Module d’auto correction
Tel que présenté précédemment, le module de reconnaissance vocale propose pour
chaque mot reçu une liste de mots pour lesquels correspondent des calculs probabi-
listes [44] (ex : entrée –> "dix heures", sortie –> ["10h", "dix heures", "Deezer"]. Le
système de reconnaissance vocale comprend qu’il est probable que l’utilisateur puisse
parler d’heure ou du site de musique, car la prononciation est proche). La sortie sélec-
tionnée dépend de l’entraînement qu’a subi le module de reconnaissance vocale. Dans
le cas où il n’est pas possible de modiﬁer l’entraînement, la solution est de prendre
en compte le contexte pour connaître la meilleure sortie à utiliser. Cela donne deux
solutions :
— Entraîner un module de reconnaissance vocale pour ne reconnaître que les mots
liés aux besoins souhaités ;
— Utiliser un module de reconnaissance vocale déjà entraîné et ﬁltrer la sortie du
module pour récupérer les mots correspondant au contexte d’utilisation.
En reprenant l’exemple précédent, si le contexte du dialogue est musical, le mot
"Deezer" sera privilégié à "10h", et dans le cas d’un contexte de prise de rendez-vous,
ça sera "10 heures".
1.2.3.3 Les tours de paroles
Dans les premiers systèmes de dialogue homme-machine (DHM), il était courant
de voir un bouton permettant à l’utilisateur d’indiquer lorsqu’il commençait à parler
et lorsqu’il ﬁnissait. Ce sont des systèmes " de commande et de contrôle" [45]. Cela
oblige l’utilisateur à appuyer sur un bouton dès qu’il souhaite parler. Cette méthode
est acceptable lors de requêtes isolées, mais cela devient problématique si l’utilisateur
converse avec la machine. Aujourd’hui, il existe des systèmes qui s’occupent automa-
tiquement de détecter le début et la ﬁn d’une intervention, les systèmes "conversation-
nels" [46]. Néanmoins, les systèmes détectant automatiquement la ﬁn d’une phrase ont
aussi leurs inconvénients. Comment être sûr que l’utilisateur a réellement terminé de
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parler ? Par exemple, les utilisateurs fragmentent parfois leurs phrases. La personne
dit "Je veux..." se met à réﬂéchir à la suite de la phrase perdant trop de temps. Ceci
provoque l’arrêt de l’écoute du système, qui analyse la phrase reçue qui est incom-
plète. Selon l’utilisation du vocal, une solution est plus adaptée qu’une autre. Dans
le cas d’une détection automatique de ﬁn de phrase, il est possible de jouer avec le
temps d’écoute. Cela est à adapter selon le public visé. Pour un public plus âgé, il est
possible de rallonger le temps d’écoute pour pallier au problème de fragmentation de
phrase qui est fréquent. Mais, le temps d’écoute de la machine ne doit pas être trop
long, pour éviter que l’utilisateur pense que la machine ne l’écoute pas, car elle ne
réagit pas, alors qu’elle est encore en train d’écouter. Une solution peut être d’avoir
un visuel montrant l’état de la machine, comme trois petits points ou un cercle de
chargement pour montrer qu’une action de la machine est en cours.
Les trois caractéristiques présentées montrent ce qui entoure le dialogue. Il faut
maintenant concevoir ce dialogue.
1.2.4 Étapes du design du dialogue
Pour introduire le design d’Interaction Utilisateur Vocale (IUV), il faut introduire
les systèmes à réponse vocale interactive (RVI) [38] car ils représentent l’apparition
des IUV. Les systèmes RVI sont utilisés pour aider l’utilisateur à choisir certaines
options. Cela permet à l’appelant de pouvoir obtenir une réponse à sa question sans
être directement en relation avec une personne. Cela oﬀre l’avantage de prendre son
temps pour répondre. Cependant, ces systèmes, eﬃcaces dans leurs cas d’utilisation,
ne sont pas suﬃsamment poussés pour répondre aux attentes du projet. Pour le
projet, l’utilisateur peut faire des demandes variées qui ne suivent pas toujours un
ordre prédéﬁni. Le but est de garder un aspect naturel. De plus, la réalisation d’un
système de dialogue homme-machine (DHM) est complexe si l’on veut aller au-delà
des simples suites de questions-réponses [47]. Avant de se lancer dans la mise en place
du dialogue, certaines questions se posent :
— Comment représenter le dialogue ?
— Quelle est la profondeur du dialogue recherchée ?
— Comment rendre le dialogue compréhensible ?
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1.2.4.1 Un aspect visuel
L’aspect visuel du dialogue peut avoir lieu sous deux formes qui peuvent très bien
cohabiter :
— Une visualisation textuelle du dialogue (chatbot [48] ou interface graphique) ;
— Un agent virtuel.
Chatbot ou interface graphique
Un chatbot est un “programme visant à stimuler une conversation avec les utilisa-
teurs” [49]. Dan Grover stipule que : "les bots ne remplaceront jamais des applications.
Selon applications remplaceront les anciennes." [13]. Il y compare deux bots démon-
trant qu’une interface graphique (GUI) liée à la discussion en cours avec le chatbot
apporte une meilleure compréhension de l’application pour l’utilisateur. Cependant,
comme le dit Emmet Connolly "les bots doivent être utilisés dans le but d’améliorer
l’expérience utilisateur." [50]. Le fait d’avoir un dialogue écrit permet, dans le cas
d’une utilisation par une population âgée, de garder le ﬁl de la conversation et de
conﬁrmer si le bot a compris ou non ce que l’utilisateur vient de dire [51].
Agent virtuel
Un agent virtuel oﬀre un visage sur la voix que l’utilisateur entend, créant ainsi
un lien de conﬁance et diminuant l’anxiété face à une voix inconnue [52]. L’agent
permet de rendre une interaction plus humaine [53]. L’agent virtuel n’est cependant
pas toujours la solution. L’utilisateur peut se sentir observer [54] et préfère un simple
système de dialogue. Il est donc nécessaire de déterminer le public ciblé et de laisser
le choix aux utilisateurs l’usage d’un agent virtuel, étant donné qu’un système vocal
simple peut suﬃre. Mais l’agent virtuel peut rendre le dialogue plus vivant, entre
autres par des gestes qui indiquent à l’utilisateur quand prendre la parole et quand
écouter [55].
1.2.4.2 Profondeur du dialogue
Comme évoqué précédemment, le dialogue peut ne consister qu’en de simples com-
mandes vocales, mais peut aussi être une suite de questions/réponses. De nouveau, la
typologie du dialogue est impliquée. En eﬀet, un dialogue maître (utilisateur) - maître
(système) est plus poussé, car chaque phrase est une nouvelle phrase en réponse à
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une autre, tandis que dans le cas d’un dialogue maître (utilisateur) - esclave (sys-
tème), le système réagit de manière prédéﬁnie. L’utilisateur peut utiliser diﬀérentes
formulations mais le système réagit de la même manière et fournit les mêmes ré-
ponses. Le tableau 1.1 montre deux exemples de dialogue. Le premier est un dialogue
maître-maître et le deuxième est un dialogue maître-esclave.
tableau 1.1 – Exemple d’un dialogue maître-maître et d’un dialogue maître-esclave
L’exemple 1 montre que le dialogue maître-maître est plus profond que dans
l’exemple 2, où le dialogue consiste en une suite de questions-réponses où les ré-
ponses sont prédéﬁnies pour réagir à certaines questions. Le dialogue maître-esclave
de l’exemple 2 peut donc être autant élaboré que le dialogue maître-maître au niveau
du langage et de la syntaxe, mais il est moins profond. Cela amène donc le point sur
l’élaboration du dialogue et comment le rendre compréhensible.
1.2.4.3 Créer un dialogue compréhensible
Pour que le dialogue soit compréhensible par l’utilisateur, il faut suivre certaines
règles de conception.
1.2.4.3.1 Un dialogue facile à suivre Dans un dialogue, une réponse est géné-
ralement liée à une demande. Lorsqu’un sujet est en cours, il ne faut pas chercher à
changer de sujet [56]. Eﬀectivement, si la conversation n’a pas de structure logique,
l’utilisateur se sent perdu. Cependant, il arrive que des changements de sujets sur-
viennent, soit pour revenir par la suite au sujet initial, soit pour entraîner la discussion
sur un nouveau sujet si cela ne bloque la discussion qui était en cours. Le tableau
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1.2 montre trois exemples de conversations et montre l’importance de la structure du
dialogue.
tableau 1.2 – Exemple de discussions avec et sans changement de sujet
Dans l’exemple 1, il n’y a pas de changement de sujet, tout se déroule normale-
ment. Dans l’exemple 2, l’utilisateur change de sujet alors qu’il est en pleine action.
Le dialogue est ici maître-esclave. Le système répond à la demande de l’utilisateur
bien que ce dernier n’ait pas terminé l’action sur le rendez-vous en cours. Le sys-
tème reprend ensuite la conversation qui était en cours, ce qui permet de recentrer
l’utilisateur dans la conversation. Dans l’exemple 3, le dialogue est ici maître-maître.
L’utilisateur et le système discutent de sujets divers. L’utilisateur a beau changer
de sujet, cela ne mène pas à une incompréhension. Les sujets de conversation étant
libres, il est possible de changer de sujet et d’en débuter un nouveau.
Chaque type de dialogue a donc un mode de traitement qui lui est propre. Cepen-
dant, les dialogues utilisés doivent avoir en commun un niveau de langage adapté au
public visé.
1.2.4.3.2 Un niveau de langage adapté Il existe trois niveaux de langage : le
langage familier, le langage courant et le langage soutenu. Le niveau de langage est
choisi selon le public visé [57]. Par exemple, des jeunes d’une dizaine d’années n’auront
pas le même niveau de langage que des aînés ayant 70 ans et plus. Cependant, il faut
maintenir un dialogue simple et naturel, quel que soit le niveau de langage à adopter
[58]. De plus, pour un même niveau de langage, les expressions peuvent diﬀérer selon
les générations.
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1.2.4.3.3 Diversiﬁer le dialogue Même en adoptant un niveau de langage un
dialogue doit être diversiﬁé. S’il est demandé à plusieurs personnes de formuler une
phrase sur une idée, celles-ci exprimeront diﬀéremment cette idée. Par exemple, les
demandes de consultations de la météo sont variables. "Je veux connaître la météo",
"Quelle est la météo de demain ?", "Quel temps fait-il.".... Avoir un dialogue diversiﬁé
ne change pas la compréhension du dialogue, mais l’améliore en donnant un aspect
plus humain. Si une machine répète en boucle les mêmes réponses, l’aspect d’un
dialogue plus naturel entre l’utilisateur et la machine disparaît. Des études psycholo-
giques sont réalisées pour améliorer cet aspect de relation naturelle entre l’homme et
la machine [59].
1.2.4.3.4 Enrichir le dialogue En plus de diversiﬁer le langage il est possible
de l’enrichir avec la voix répondant à l’utilisateur. Les personnages utilisent leur voix
pour exprimer leurs sentiments [60]. De plus, les personnes sont plus réceptives à
certaines voix, des voix féminines, des voix masculines, graves ou aiguës [61]. En eﬀet,
la voix est importante car des malentendus peuvent survenir dans les échanges non
verbaux, car il n’y a pas d’intonation [62]. Les émoticons sont parfois utilisés pour
pallier à la neutralité de l’écrit. Le dialogue doit donc reﬂéter la richesse de l’échange
sonore. Il est donc important de choisir une certaine intonation selon "l’atmosphère"
du dialogue, de même que les mots utilisés.
Maintenant que les informations nécessaires à la mise en place du dialogue sont
réunies, il faut structurer le dialogue.
1.2.5 Avoir un dialogue structuré
Pour chaque type de dialogue, une structure doit être adoptée. En eﬀet, un dia-
logue maître-esclave a pour but d’aider à répondre aux demandes de l’utilisateur,
tandis qu’un dialogue maître-maître est un échange d’égal à égal entre l’utilisateur
et la machine. Par exemple, pour instaurer un dialogue maître-esclave, il faut récu-
pérer de l’information des demandes de l’utilisateur. On parle alors d’une solution
par reconnaissance de forme ou "pattern matching" [63]. Plusieurs langages d’intel-
ligence artiﬁcielle proposent cette solution, comme AIML, Rivescript ou ChatScript.
Il est alors nécessaire de concevoir une structure pour le dialogue aﬁn de récupérer
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des informations. Une pratique pour concevoir la base de cette structure est d’écrire
des exemples de dialogue [64]. En écrivant ces exemples, cela permet de savoir les
sujets qui doivent être retrouvés dans le dialogue. La ﬁgure 1.1 montre l’exemple de
la structure d’un dialogue autour des rendez-vous.
ﬁgure 1.1 – Exemple de la structure du dialogue autour de la prise de rendez-vous
Les exemples de discussion permettent de déﬁnir des termes communs et de créer
des sous-structures plus spéciﬁques. La structure du dialogue permet de traiter chaque
demande de manière adaptée et donc de conﬁrmer à l’utilisateur que sa requête a été
reçue.
1.2.6 Retour du système sur la demande de l’utilisateur
La conﬁrmation ou l’inﬁrmation de la demande de l’utilisateur est une caractéris-
tique du DHM [65]. Le retour peut soit être une conﬁrmation du système à l’utilisateur
pour dire que la demande de l’utilisateur est comprise, soit une demande de précision
ou de reformulation car le système n’a pas compris l’utilisateur. Il existe diﬀérents
types de conﬁrmation listés ci-dessous :
— Les tiers de conﬁance [66] [67];
— Les conﬁrmations implicites [68];
— Les conﬁrmations génériques [69];
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— Les conﬁrmations visuelles [70].
Tiers de conﬁance
Le tiers de conﬁance se base sur le pourcentage de compréhension. Comme le dia-
logue fonctionnant par correspondance de motif ou "pattern matching", il est possible
d’évaluer le taux de compréhension et de donner un retour selon trois cas possibles.
— Compréhension supérieure à 80%.
Ex : U :"Je veux connaître la météo du jour."
S : "Il fait ensoleillé."
La phrase est totalement reconnue, donc le système répond à la demande.
— Compréhension entre 79 et 45%.
Ex : U : "Je veux tendre un rendez-vous"
S : "Vouliez-vous prendre un rendez-vous ?"
Le système se rend compte que "tendre" ne fait pas de sens avec le reste de
la phrase mais suppose avec le contexte de rendez-vous que "tendre" a pu être
confondu avec "prendre".
— Compréhension inférieure à 45%.
Ex : U : "J’aime les bateaux." En imaginant qu’aucune règle ne prend en compte
un sujet parlant de bateau, le système répond alors :
S : "Je n’ai pas compris."
Le système n’est pas conçu pour traiter ce cas et ne connait pas de contexte
proche pour supposer qu’il y a pu avoir une mauvaise formulation. Le système
se contente d’expliquer qu’il n’a pas compris la demande.
Ce type de conﬁrmation peut être jumelé avec d’autres conﬁrmations.
Conﬁrmations implicites
Lors des conﬁrmations implicites, l’utilisateur est avisé de ce qui a été compris en
reprenant une partie de la phrase d’entrée. Cela n’implique pas que toute la demande
a été comprise. En reprenant l’exemple précédent :
U : "Je veux tendre un rendez-vous"
S : "Vouliez-vous prendre un rendez-vous ?"
La réponse indique à l’utilisateur que le système a constaté qu’il parle de rendez-
vous en reprenant ce terme, et indique également de ce qui ne peut pas être compris.
Conﬁrmations génériques
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Les conﬁrmations génériques s’appliquent plus facilement dans le cas d’un dialogue
libre, puisqu’elles visent à ouvrir le dialogue. Le tableau 1.3 donne l’exemple d’une
conﬁrmation implicite qui n’apporte pas un aspect naturel dans la conversation. A
l’inverse, la conﬁrmation générique, qui est à la fois une réponse naturelle, ouvre au
dialogue.
tableau 1.3 – Comparaison d’une conﬁrmation implicite et d’une conﬁrmation géné-
rique
Dans les deux dialogues, l’utilisateur reçoit un retour conﬁrmant qu’il est compris,
mais la seconde conﬁrmation est plus naturelle selon l’aspect humain.
Les conﬁrmations visuelles
Il n’a été évoqué jusqu’ici que des conﬁrmations vocales, or une interface graphique
peut apporter ainsi une bonne compréhension [13]. Dans le cas d’une application
incluant une GUI, il est possible de signaler à l’utilisateur qu’il a été compris en
réalisant sa requête visuellement. En prenant l’exemple d’un répertoire, si l’utilisateur
demande :
U : "Je souhaite ajouter le contact Hugo à mon répertoire"
Il est intéressant de montrer visuellement une ﬁche de contact avec le prénom
Hugo et de mettre à jour cette ﬁche à chaque nouvelle information reçue. La ﬁgure
1.2 schématise un exemple de retour visuel sur la conversation entre un agent virtuel
et l’utilisateur pour le remplissage d’une ﬁche contact.
1.2.6.1 Diﬃcultés liées aux interactions vocales
Le but du DHM est de parler vocalement avec la machine et non de parler en
écrivant le texte à la main. Cela amène des diﬃcultés puisqu’il faut reconnaître ce
que l’utilisateur dit.
Reconnaissance vocale
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ﬁgure 1.2 – Exemple de retours visuels lors de l’ajout d’un contact
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La reconnaissance vocale automatique pose des problèmes lorsqu’on l’utilise dans
un DHM. La reconnaissance vocale est le passage d’un signal audio à une transcription
suivant un code plus ou moins proche du langage écrit. Ceci nécessite une grande
source de données. Il existe aujourd’hui des systèmes très développés contenant un
très grand nombre de données, tels que Google Now ou Siri [71]. Ceux-ci oﬀrent des
taux de reconnaissance vocale élevés. Mais certains mots sont parfois confondus avec
d’autres, dû à une proximité dans leur prononciation. De plus, de nombreux noms
propres sont mal reconnus si le système ne connaît pas ces mots, comme les noms de
rues. Il est donc possible de corriger ce problème en modiﬁant la base de connaissances
du système de reconnaissance [72]. Cependant, certains systèmes libres d’accès déjà
entraînés donnent de bons résultats mais n’autorisent pas la personnalisation, tandis
que les systèmes libres permettant des modiﬁcations ne sont pas ou peu entraînés.
L’utilisation de plusieurs systèmes de dialogue
Le paragraphe sur la typologie montre les diﬀérents dialogues pouvant exister.
Pour pouvoir traiter ces types de dialogue, il est préférable d’utiliser des solutions
diﬀérentes. Néanmoins, cela apporte une diﬃculté qui est de savoir quand utiliser
les modèles. En eﬀet, le choix du modèle dépend de l’utilisation qui doit être faite
pour l’application. Par exemple, pour un agenda qui nécessite la prise de rendez-
vous, le dialogue par reconnaissance de motifs permet de recueillir les informations
données par l’utilisateur et de diriger le dialogue pour prendre un rendez-vous. Mais si
l’application doit permettre également à l’utilisateur de converser avec la machine sur
des sujets plus généraux, un deuxième modèle de dialogue plus général doit être mis
en place. Cependant, à tout moment il peut être préférable de privilégier l’utilisation
du dialogue de reconnaissance de motifs pour analyser la phrase de l’utilisateur et de
ne faire intervenir le second modèle que si le premier n’a pas pu donner de réponse,
comme illustré dans la ﬁgure 1.3. Les diﬀérentes aspects auxquels il faut réﬂéchir
pour mettre en place un dialogue ont été évoqués. Il faut maintenant développer les
solutions existantes pour construire un DHM.
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ﬁgure 1.3 – Cohabitation de deux types de dialogue
1.3 Diﬀérentes solutions pour le DHM
Le DHM a vu ses débuts dans les années 60 avec ELIZA [73], qui ne comprenait
que 53 règles pour la reconnaissance de motifs et qui donnait l’illusion d’interagir avec
l’utilisateur en substituant une partie de la phrase de l’utilisateur pour la transformer
en question. Le fait de poser beaucoup de questions permettait de cacher l’ignorance
du programme. ELIZA a aujourd’hui évolué en de nombreux chatbots utilisant désor-
mais des dizaines de milliers de règles, tels que ChatScript, AIML et pleins d’autres.
Les Chatbots ou bots, sont conçus pour simuler une conversation humaine. Ils peuvent
utiliser des IUV mais sont principalement constitués d’un environnement d’interface
textuel (TUI). Des études ont montré qu’une interface graphique est parfois plus
eﬃcace qu’un bot n’utilisant que du texte [13]. Maintenant, les chatbots intègrent
généralement une interface graphique (GUI), en plus du texte, pour permettre une
meilleure compréhension et de meilleures interactions. Il faut néanmoins garder à l’es-
prit qu’un bot n’est nécessaire que s’il apporte une aide à l’utilisateur au niveau de
l’expérience avec la technologie. Une autre approche plus récente au DHM est l’utili-
sation de réseaux de neurones [74]. Il existe diﬀérents réseaux de neurones pour des
traitements diﬀérents. Nous nous intéresserons ici au sequence to sequence [75]. Nous
allons dans un premier temps parler des solutions au dialogue par reconnaissance de
motifs, puis aux solutions pour un dialogue général.
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1.3.1 Modèles à base de reconnaissance de motifs
L’idée du dialogue par reconnaissance de motifs ou également appelé dialogue par
règles est de réaliser une action selon la demande de l’utilisateur. Le but est de pouvoir
connaître le sujet/contexte pour traiter chaque demande de manière appropriée. On
peut citer le modèle Latent Dirichlet allocation (LDA). Ce modèle découvre les sujets
liés à un document. Le modème LDA applique des probabilités à chaque mot pour
ensuite en tirer les sujets auxquels ils sont liés. Il postule que les mots contiennent
une information sémantique importante, ce qui implique que les phrases sur un sujet
similaires utiliseront probablement des mots équivalents ou proches [76]. Cependant,
ce modèle demande un apprentissage et donc des données pour réussir à reconnaître
le contexte d’une phrase ou d’un document. Une autre approche est l’utilisation d’une
correspondance de motif. Il est possible de trouver un grand nombre d’applications
permettant de mettre en place un Chatbot construit autour de règles. Il existe diﬀé-
rents bots en ligne avec lesquels on peut entamer une conversation, tels que Mitsuku
[77] (ayant remporté le prix Loebner en 2016 [78]) ou Cleverbot [10], qui apprend des
conversations avec les utilisateurs. Plusieurs logiciels construisent des bots à partir
d’une structure par règles, et ce même pour des débutants. Par exemple, Mitsuku se
base sur AIML [77] mais on peut aussi citer Chatscript [79] ou Rivescript [80]. Tous
trois se basent sur une structure similaire utilisant un système de correspondance
de motifs. L’idée est de créer plusieurs motifs pour traiter plusieurs entrées d’une
manière diﬀérente en utilisant des systèmes de priorité, voir ﬁgure 1.4.
Dans cette ﬁgure, un système de priorité est instauré où le dièse a une priorité su-
périeur à l’accent circonﬂexe. Une phrase contenant le mot "bonjour" et ne contenant
pas le mot "météo" activera la règle avec le terme "bonjour". Une phrase contenant
le mot "météo" et ne contenant pas le nom "bonjour" activera la règle avec le terme
"météo". Une phrase contenant le mot "bonjour" et le nom "météo" activera la règle
avec le terme "météo", car la règle s’activant pour le terme "météo" est prioritaire.
En 2013 a été mené une étude sur des personnes atteintes de troubles cognitifs
et des personnes âgées [6]. Cette étude se focalise sur la capacité de ces personnes
à détecter les erreurs vocales lors d’un ajout de rendez-vous avec un agent virtuel,
sur un calendrier interactif. Le dialogue se base sur des règles pour comprendre et
répondre à l’utilisateur, et il est montré que ces personnes sont plus à l’aise à suivre
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ﬁgure 1.4 – Système de règles et de priorités (ici dièse plus important que l’accent
circonﬂexe)
l’agent virtuel et à détecter des erreurs lorsque les retours vocaux sont plus fréquents.
Il est donc possible de construire un dialogue autour de règles. Cependant, cette
solution est peu adaptée pour un dialogue général.
1.3.2 Modèles pour un dialogue général
Cleverbot se développe grâce aux entrées des utilisateurs [10]. Cela permet d’avoir
une discussion générale homme-machine. Cependant, une idée peut-être exprimée
selon des manières diﬀérentes, en utilisant entre autre des synonymes ; Il faudrait
donc ajouter une règle pour chaque nouveau cas qui n’est pas encore traité et à
chaque fois il faudrait vériﬁer que la priorité d’un nouveau motif ne pose pas de
problème avec un ancien. Construire un dialogue général à partir de règles n’est
pas une solution appropriée, car il faudrait donc rajouter un nombre trop important
de règles pour couvrir le plus de cas possibles. Il existe des solutions comportant
des agents comme Siri, Alexa, ou Ok Google, qui sont des technologies permettant
à un utilisateur de prendre des notes, d’allumer une télé, de faire des recherches
[8]. Cependant, dès lors que l’utilisateur fait une demande plus large qui ne peut
traité par l’agent, une recherche est lancée sur internet pour retourner les résultats
correspondant à la demande de l’utilisateur. Cela n’engage pas dans un dialogue
puisque l’utilisateur doit par la suite étudier lui-même les résultats qu’il a reçu.
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Une autre approche pour ce type de dialogue est l’utilisation de réseaux de neu-
rones [74]. Il existe diﬀérents types de réseaux, mais certains sont plus appropriés pour
la construction d’un dialogue. On évoque principalement les "Retrieval Models" ou
modèles d’extraction [81] et les "Generative Models" ou modèles génératifs [82]. Les
modèles d’extraction sont aisés à comprendre mais ne génèrent pas de nouveau texte.
Ce type de modèle sélectionne une réponse dans sa base de données pour répondre à
la demande qui est faite. Cela est utile pour réaliser une tâche spéciﬁque et répondre
à l’utilisateur selon les mots clefs de la requête. En comparaison, un modèle génératif
est plus complexe mais permet de générer de nouvelles réponses et de s’adapter aux
entrées de l’utilisateur.
1.3.2.1 Modèles de réseaux de neurones propres au langage
Dans les modèles de réseaux de neurones pour le langage, il existe les modèles
n-grams, les modèles généralistes et les modèles de récupération (retrieval model).
Les modèles n-gram ont pour but de prédire la suite d’un mot ou d’une phrase
[83, 84]. Ces modèles donnent des probabilités à une phrase ou une séquence de mots
sur le prochain mot à venir selon les mots déjà présents. Par exemple, en tapant
un mot sur un smartphone, des propositions de mots apparaissent et changent à
chaque nouvelle lettre rentrée. Cependant, cela est plus utilisé dans la correction
orthographique ou encore la reconnaissance vocale et non pour la construction d’un
dialogue. Un modèle génératif ou de récupération sont plus adaptés aux besoins pour
un dialogue général, cependant le modèle génératif va créer du texte par rapport à
un sujet sans répondre à une question et le modèle de récupération va quant à lui
donner une réponse par rapport à une question sans créer du texte [85]. Un modèle
de récupération courant dans cette pratique de création de dialogue est le modèle
"sequence to sequence" (seq2seq) [75]. Ce modèle est constitué d’un "encodeur" et d’un
"décodeur". Le but est de convertir une phrase en une réponse. Les modèles seq2seq
sont beaucoup utilisés pour la traduction. Cependant, ce qui doit être mis en place
est un dialogue. Pour mettre en place un dialogue, il faut eﬀectuer un apprentissage
à partir de données comprenant des questions-réponses, permettant ainsi au modèle
d’apprendre de ces exemples pour ensuite générer de nouvelles phrases. Un des déﬁs
est de trouver une quantité de données suﬃsante pour l’apprentissage. En eﬀet, plus
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le nombre de données sera important, plus le modèle diversiﬁera son apprentissage et
développera ses connaissances.
Nous venons de parler des questions à se poser pour savoir comment créer un
dialogue, ainsi que les solutions pour développer et mettre en place le dialogue. Nous
allons maintenant développer les objectifs du projet et la méthodologie.
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Objectifs et méthodologie
2.1 Contexte du calendrier Amelis
Avant ce projet Amelis, il existait déjà un calendrier propre aux personnes at-
teintes d’Alzheimer. Ce précédent projet porte le nom d’AMELIS, signiﬁant Alzhei-
mer MÉmoire et LIens Sociaux. AMELIS implique une bonne compréhension des
besoins évolutifs sur le plan cognitif et physique des personnes avec une démence. Il
vise à utiliser la gérontechonologie pour que les personnes avec la maladie d’Alzhei-
mer puissent maîtriser le fonctionnement d’un outil technologique. Le nouveau projet
Amelis, quant à lui, porte le même nom mais sans les majuscules. Ce projet vise à
aider à l’organisation de la vie quotidienne d’aînés, ayant ou non de faibles troubles
cognitifs, à travers un calendrier interactif [86]. Amelis regroupe donc plusieurs buts
que nous allons maintenant évoquer.
2.1.1 Buts généraux du calendrier Amelis
Le projet Amelis a vu le jour suite à des expérimentations chez des aînés. Il est
constaté que ces personnes utilisaient soit des calendriers muraux souvent trop petits
pour noter tous leurs rendez-vous, soit des post-it que les personnes âgées avaient du
mal à retrouver. Le projet Amelis a pour but de :
— Permettre aux aînés de préserver une autonomie dans leur vie quotidienne. Les
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aînés font face, au ﬁl des ans, à plusieurs décisions diﬃciles, par exemple lors de
la demande de services à domicile ou d’hébergement en résidence privée. Tho-
mas Kleinberger et al. soulignent que le but d’une technologie ambiante permet
d’aider les personnes, handicapées ou âgées, à vivre dans leur environnement
préféré plus longtemps en répondant à des besoins spéciﬁques [1];
— Adapter les technologies aux aînés pour que leurs interactions soient simples
et compréhensibles. Durant les dernières décennies, les technologies ont radi-
calement évolué. Depuis dix ans, les appareils sont devenus plus personnali-
sés.L’eﬃcacité des applications et du design d’interfaces s’adressent aujour-
d’hui à une grande diversité de personnes [87], plus particulièrement auprès
des personnes âgées, qui ont des besoins spéciﬁques dus au vieillissement ;
— Mettre en place un agent virtuel pour faciliter l’interaction entre les aînés et
les technologies. Ramin Yaghoubzadeh développe les bénéﬁces de l’utilisation
d’un agent virtuel et la manière de le concevoir à l’aide de groupes participatifs
avec les aînés [6].
— Instaurer un dialogue convivial entre l’utilisateur et l’agent virtuel. Le dialogue
a pour but d’oﬀrir un mode d’interaction diﬀérent du tactile et d’alléger les
tâches cognitives de l’utilisateur ;
— Intégrer des émotions à l’agent virtuel et étudier les émotions que le calendrier
et l’agent virtuel créent chez les utilisateurs, pour rendre l’interaction plus
humaine et plus conviviale, et faciliter l’approche des personnes âgées face à
la technologie [88] [89].
Pour répondre à ces objectifs, le calendrier Amelis est proposé.
2.1.2 Étapes de conception du calendrier Amelis
Pour concevoir le calendrier, une méthodologie de conception participative est
adoptée auprès de personnes âgées autonomes vivant dans des résidences au Québec
et en France [9]. Trois ateliers de conception participative ont eu lieu :
— Le premier atelier, regroupant un total de 27 participants âgés vivant au Qué-
bec et en France, a pour but de connaître les fonctionnalités à intégrer au ca-
lendrier. Deux versions du calendrier sont ressorties, une version québécoise et
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une version française. Ces versions sont très similaires à l’exception de certaines
fonctionnalités, comme l’accés à la musique (ﬁgures A.1 et A.2 de l’annexe A).
Pour éviter de créer deux versions, un prototype commun a été choisi, voir
ﬁgure 2.1, qui se trouve également en annexe A.3 ;
— Le deuxième atelier, regroupant un total de 34 participants âgés vivant au Qué-
bec et en France, déﬁnit les modes d’interactions que les utilisateurs souhaitent
trouver et les modes d’interaction à associer aux diﬀérentes fonctionnalités.
Trois modes ont été proposés : tactile, vocal et agent virtuel.
— Le troisième atelier, regroupant un total de 14 participants âgés vivant au
Québec et en France, est centré sur l’agent virtuel, et plus particulièrement
son apparence. Le but est de déﬁnir l’aspect de cet agent, à savoir son sexe,
son âge, la façon dont il est habillé, comment il s’exprime et dans quel cadre
il doit se trouver (l’environnement qui se trouve derrière lui).
Suite à ces ateliers, les aînés ont manifesté leur intérêt pour les interactions avec
un agent virtuel. Le but de ce mémoire est de concevoir l’interaction vocale de l’agent
virtuel pour rendre plus convivial l’usage du calendrier. Les objectifs du mémoire et
la méthodologie seront précisés aux paragraphes 2.3 et 2.4. Au préalable, le fonction-
nement du calendrier Amelis va être présenté.
2.2 Fonctionnalités et aspect du calendrier Amelis
La conception participative avec les aînés montre l’importance de fournir des in-
teractions qui facilitent l’usage du calendrier. L’aspect du calendrier Amelis, qui se
trouve à la ﬁgure 2.1, permet de visualiser les fonctionnalités qui vont être présentées.
Pour plus de clarté, le terme application Amelis servira à parler d’Amelis, car dans
cette application, des fonctionnalités sont ajoutées à celles du calendrier, comme celle
d’écouter de la musique. Lorsqu’on évoquera le terme calendrier, il sera associé à la
page de l’application Amelis où se situe le calendrier. L’interface d’Amelis se divise
en 3 parties :
Partie gauche :
La partie gauche de l’application Amelis est utilisée pour la navigation entre les
pages et à chaque page est associ un nom et une icône. Ces icônes, ainsi que les
26
2.2. Fonctionnalités et aspect du calendrier Amelis
ﬁgure 2.1 – Maquette commune du calendrier Amelis entre le Québec et la France
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fonctionnalités de chaque page ont été choisies lors de la conception participative.
Partie droite :
La partie droite de l’application Amelis n’est visible que lorsque l’utilisateur se
trouve sur la page du calendrier. Cette partie aﬃche la météo du jour, qui est un
élément important que les participants souhaitaient retrouver, et une photo. Cette
photo permet, suite à un clic dessus, de cacher l’agenda journalier et d’aﬃcher la photo
en grand. Lors de la conception participative, certaines personnes ont indiqué le point
qu’elles ne voulaient pas que l’agenda, qui aﬃche les rendez-vous, soit toujours visible.
En eﬀet, elles préféraient garder une certaine intimité si des personnes venaient les
visiter.
Dans le haut droit de l’écran se trouvent 3 boutons. Un point rouge à gauche sert
à activer ou à désactiver l’enregistrement vocal Le bouton central avec un personnage
permet l’activation ou la désactivation de l’agent virtuel. Enﬁn, le bouton à droite
permet d’éteindre l’écran. Ce dernier bouton a été mis en place pour éviter que
l’utilisateur n’éteigne la tablette et qu’il faille redémarrer l’application. Certaines
personnes âgées souhaitaient éteindre la tablette, soit pour diminuer la luminosité la
nuit, soit pour mettre en veille l’application dans la journée.
Partie centrale :
La partie centrale varie selon la page. La page de l’agenda est diﬀérenciée des
autres pages. L’agent virtuel ne peut apparaître que dans la page de l’agenda, car les
fonctionnalités vocales sont centrées sur interactions avec l’agenda. Lorsque l’agent
virtuel s’active, l’agenda rétrécit pour aﬃcher l’agent virtuel et la conversation avec ce
dernier. Cela permet à l’utilisateur de voir l’agent virtuel et de suivre la conversation,
tout en continuant de pouvoir interagir avec l’agenda. Les autres pages ne contiennent
ni agent virtuel, ni météo, ni photo d’accueil. La page de la musique aﬃche une liste de
morceaux que l’utilisateur peut écouter. La page des photos regroupe plusieurs photos
que l’utilisateur peut consulter et il peut déﬁnir la photo de son choix comme photo
d’accueil. La page des contacts permet à l’utilisateur de consulter, modiﬁer, ajouter
ou supprimer un contact. La page des paramètres donne la possibilité à l’utilisateur
de modiﬁer son nom et celui de l’agent virtuel.
Cela résume les fonctionnalités se trouvant dans l’application Amelis. Toutes les
fonctionnalités sont accessibles de manière tactile. Le vocal, quant à lui, est princi-
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palement centré sur les rendez-vous, sur les demandes d’accès aux diﬀérentes fonc-
tionnalités du calendrier, sur la navigation, sur la date et sur la météo. Ce qui nous
amène aux objectifs de cette recherche.
2.3 Objectifs de cette recherche
L’objectif principal de cette recherche est de fournir un dialogue entre une
personne et un agent virtuel dans le cadre de la commande d’un calen-
drier. Le dialogue doit s’intégrer dans l’utilisation globale de l’application Amelis avec
l’agent virtuel, les commandes tactiles et l’aspect de l’agent virtuel. Deux contextes
du dialogue ont été établis pour oﬀrir une interaction conviviale, un premier contexte
pour commander l’application Amelis et un deuxième contexte pour instaurer un
dialogue libre. Plusieurs sous-objectifs, listés ci-dessous, ont été mis en place :
1. Construire une architecture adaptable en intégrant un dialogue et un agent
virtuel dans l’architecture d’Amelis ;
2. Oﬀrir un contrôle de l’application Amelis par la parole. Cela signiﬁe que l’uti-
lisateur peut activer des fonctionnalités de l’application Amelis en dialoguant.
On parle ici de dialogue et non de commande par liste de mots comme dans le
cas d’un RVI décrit dans le chapitre 1 [38];
3. Oﬀrir des contextes de discussion libre entre l’agent virtuel et l’utilisateur pour
donner un aspect plus humain lors des échanges ;
4. Intégrer un mode d’interaction tactile et un mode d’interaction vocal pour oﬀrir
un choix d’interaction plus large et plus simple à l’utilisateur ;
5. Évaluer les performances techniques et l’impact sur l’utilisateur du dialogue de
contrôle et libre.
De chaque sous-objectif découle des hypothèses. Elles vont maintenant être décrites
suivant chaque sous-objectif.
Hypothèses du sous-objectif 2 : oﬀrir un contrôle de l’application Amelis
par la parole : Pour répondre à ce sous-objectif, nous supposons qu’une analyse par
un dialogue par règles permet de contrôler certaines fonctionnalités d’Amelis, dont la
commande de l’accueil et les fonctionnalités liées à l’agenda.
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1. Un dialogue par règles permet d’extraire les informations nécessaires pour contrô-
ler une partie de l’application Amelis et de générer les réponses de l’agent virtuel.
Les règles collectent les informations de la demande de l’utilisateur pour diriger
l’application Amelis et pour créer des réponses ;
2. L’agent virtuel est capable avec le dialogue par règles de commander l’appli-
cation Amelis avec diverses formulations. Les règles donnent la possibilité à
l’utilisateur de faire une demande sans se soucier de la manière dont il la for-
mule. Cela lui permet de parler librement sans être contraint à des commandes.
De plus, ces règles permettent de récupérer les informations clés permettant de
contrôler l’application Amelis en s’appuyant sur la demande de l’utilisateur ;
3. L’utilisateur est capable de comprendre les demandes de l’agent virtuel pour
y répondre. Lorsque l’agent virtuel fait une demande précise, par exemple la
demande du titre d’un rendez-vous, l’utilisateur est en capacité de comprendre
cette demande et d’y répondre.
Hypothèses du sous-objectif 3 : oﬀrir des contextes de discussion libre
entre l’agent virtuel et l’utilisateur : Le dialogue libre oﬀre une aisance de com-
munication entre l’agent virtuel et l’utilisateur. Il a pour but de rendre les interactions
plus conviviales lorsque l’utilisateur n’est pas en mode commande.
1. Le dialogue libre nécessite d’utiliser les réseaux de neurones pour le modéliser.
Le dialogue par règles ne permet pas ou diﬃcilement de mettre en place un
dialogue libre ;
2. La qualité du dialogue libre impacte sur l’acceptabilité du dialogue par règles
avec l’agent virtuel. L’hypothèse spéciﬁe que l’absence d’un dialogue libre crée
un manque au niveau du dialogue entre l’agent virtuel et l’utilisateur, mais la
présence du dialogue libre inﬂuence, selon la qualité de ce dialogue, l’avis de
l’utilisateur sur le dialogue qu’il entretient avec l’agent virtuel.
Hypothèses du sous-objectif 4 : intégrer un mode vocal et un mode
tactile d’interaction :
1. Deux modes d’interaction élargissent les possibilités de choix d’interaction.
L’utilisateur peut adapter ses actions selon le mode d’interaction qui lui convient
et en changer quand il le désire ;
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2. La synchronisation entre les deux modes d’interactions simpliﬁe leur cohabita-
tion. Pour que l’utilisateur puisse change d’un mode à l’autre, les deux modes
doivent communiquer.
Hypothèses du sous-objectif 5 : évaluer les dialogues : Les sous-objectifs
précédents concernaient la conception et l’implantation du dialogue. Ce sous-objectif,
qui concerne l’évaluation, se divise en 3 hypothèses montrant comment évaluer Amelis.
1. L’utilisateur est correctement compris par le modèle de reconnaissance vocale.
Le module de reconnaissance vocale comprend les mots qu’énoncent des aînés
québécois et français ;
2. Des tests techniques permettent de valider le bon fonctionnement du dialogue
de l’application Amelis. Il est nécessaire de tester de façon technique toute l’ap-
plication Amelis pour s’assurer de fournir une application Amelis fonctionnelle ;
3. Les utilisateurs apprécient le dialogue avec l’agent virtuel et trouvent plus facile
l’utilisation de l’application Amelis avec l’agent virtuel. Il est supposé que ce
dialogue est plus chaleureux et plus simple de communiquer de manière libre
et plus humaine avec un agent virtuel, que ne n’avoir qu’un mode d’interaction
tactile.
Maintenant que les objectifs et les hypothèses de cette recherche sont expliqués,
le développement de la méthodologie va permettre de présenter le cheminement mis
en place pour répondre à ces objectifs.
2.4 Méthodologie
La méthodologie suit un déroulement en quatre parties correspondant chacune à
un objectif cité précédemment.
2.4.1 Utiliser des règles pour contrôler l’application Amelis
et générer des réponses pour l’agent virtuel
La mise en place de règles doit suivre plusieurs étapes, qui vont être décrites par
la suite, pour avoir un contrôle sûr et simple du calendrier et pour permettre à l’agent
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virtuel de donner des réponses sensées et humaines. Les règles sont appliquées lors de
l’utilisation des fonctionnalités d’Amelis, telles que les commandes de l’accueil et de
l’agenda.
2.4.1.1 Mettre en place une structure pour le dialogue par règles
La structure du dialogue par règles concerne à la fois les règles permettant de
récupérer les informations de l’utilisateur et les règles à donner à l’agent virtuel pour
répondre à l’utilisateur.
Structure de récupération des informations de l’utilisateur : Les fonction-
nalités tactiles étant déjà conçues, cela permet de connaître l’ensemble d’informations
clés pour la création de la structure du vocal. Le dialogue par règles fonctionnant sur
un principe de correspondance de termes, la structure des règles doit être basée au-
tour de ces termes. Ceci impose l’écriture de conversations, aﬁn d’identiﬁer diﬀérentes
tournures de phrases. Ceci va servir à créer diﬀérentes règles autour de termes récur-
rents. La ﬁgure 2.2 résume les étapes à suivre.
ﬁgure 2.2 – Étapes pour créer une structure pour les règles pour récupérer les infor-
mations de l’utilisateur
Structure des réponses à envoyer à l’agent virtuel : L’écriture d’exemples
de dialogues nous oblige à réﬂéchir sur les réponses à donner selon les informations
reçues. la structure de récupération des informations suit la méthodologie précédente.
Les exemples de conversation vont permettre de générer les réponses de l’agent virtuel.
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ﬁgure 2.3 – Étapes pour créer une structure pour les règles pour fournir des réponses
à l’utilisateur
Une fois la structure déﬁnie et des exemples de règles écrits, comme résumé dans
la ﬁgure 2.3, un vocabulaire doit être choisi. En eﬀet, la première étape montre trop
peu de variété de commandes du calendrier. Cela nécessite d’agrandir le vocabulaire,
en particulier en rencontrant le public visé.
2.4.1.2 Adopter un vocabulaire diversiﬁé pour comprendre et se faire
comprendre par l’utilisateur
Des rencontres avec le public visé, ici des aînés, donnent la possibilité de discuter
du type de langage à utiliser (familier, courant, soutenu) et de choisir si le vouvoiement
s’impose. Pour diversiﬁer le vocabulaire, l’écriture d’exemple des dialogues s’impose
encore, cependant, le résultat s’améliore en demandant au public visé de réaliser cet
exercice. L’écriture des règles se fait ensuite en utilisant les diﬀérentes tournures de
phrases possibles qui vont suivre la structure déﬁnie au préalable. La ﬁgure 2.4 résume
les étapes à suivre pour enrichir le vocabulaire à utiliser pour les règles.
La diversiﬁcation du vocabulaire permet à l’agent virtuel de comprendre les di-
verses formulations de l’utilisateur. Cependant, les règles suivent un enchaînement
précis. Pour que l’agent virtuel s’adapte à l’utilisateur, il faut refactoriser les règles
pour agrandir les possibilités d’actions vocales, ce que la structure initiale de l’inter-
action vocale ne permet pas.
33
Chapitre 2. Objectifs et méthodologie
ﬁgure 2.4 – Étapes pour adopter le dialogue à utiliser pour les règles
2.4.1.3 Diversiﬁer les interactions vocales pour simpliﬁer les choix d’ac-
tions
Une règle est associée à chaque demande de l’utilisateur. Néanmoins, une demande
peut comporter des sous-demandes. Par exemple, la demande pour connaître la météo
"Je veux connaître la météo qu’il fera après-demain à Québec" intègre en plus une
date et un lieu. En déﬁnissant les cas de demandes "multiples", la structure des règles
se développe pour permettre l’imbrication de règles. L’agent virtuel s’adapte ainsi à
l’utilisateur. La ﬁgure 2.5 résume les étapes à suivre pour simpliﬁer les actions de
l’utilisateur en diversiﬁant les interactions vocales.
Le dialogue par règles ne permettant que de contrôler l’application Amelis, une
nouvelle alternative permet de mettre en place un dialogue libre avec l’agent virtuel
au sein de l’application Amelis.
2.4.2 Utiliser un réseau de neurones pour un dialogue libre
L’utilisation de règles montre ses limites lors de dialogue sur des thèmes plus
divers. Il faut donc utiliser une autre technique, telle que les réseaux de neurones. Le
réseau de neurones doit être adapté à la création d’un dialogue et nécessite diﬀérents
paramètres pour obtenir le dialogue libre attendu pour l’application Amelis.
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ﬁgure 2.5 – Étapes pour diversiﬁer les interactions vocales pour simpliﬁer les choix
d’actions
2.4.2.1 Déterminer le réseau de neurones à appliquer
La revue de littérature du chapitre 1 a mis en avant les types de réseaux de
neurones propres à la création de dialogues. Pour choisir le type de réseau de neurones
à utiliser, il faut déterminer en parallèle si la mise en place manuelle d’un de ces
réseaux est plus avantageuse que la réutilisation d’un réseau déjà conçu. La ﬁgure 2.6
reprend les étapes à suivre pour déterminer le réseau de neurones à appliquer.
ﬁgure 2.6 – Étapes pour déterminer le réseau de neurones à utiliser
Avec le choix du réseau de neurones, certains paramètres sont inclus et vont per-
mettre d’améliorer la qualité de l’apprentissage en les ﬁxant à des valeurs. Le réseau
de neurones choisi, il est ensuite nécessaire de fournir un corpus pour l’apprentissage.
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2.4.2.2 Déﬁnir un corpus libre pour l’apprentissage du dialogue libre
Plus le corpus est grand, plus la capacité de comprendre et de répondre du réseau
de neurones sera variée. Le corpus se choisit ou se construit selon diﬀérents critères :
— La langue ;
— La taille ;
— Le type de langage ;
— Les sujets souhaités.
La ﬁgure 2.8 montre les étapes à suivre pour choisir le corpus à adopter.
ﬁgure 2.7 – Étapes pour déterminer le corpus libre à utiliser
Le choix de la langue et le choix d’un corpus conséquent se font à un niveau égal
car selon la langue désirée, il peut être diﬃcile de trouver ou de créer un corpus assez
grand. Bien que l’apprentissage ait pour but de mettre en place un dialogue libre, il
est possible de choisir des sujets qui seront plus développés au sein du corpus, ce qui
permettra au réseau de neurones d’avoir une discussion plus élaborée sur ces sujets.
Selon la langue du corpus adoptée, il peut être nécessaire d’adapter la langue du
corpus à celle des utilisateurs visés.
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2.4.2.3 Adapter la langue de l’apprentissage du réseau de neurones pour
communiquer avec l’utilisateur
L’apprentissage réalisé, si la langue du corpus ne correspond pas à celle des utili-
sateurs, les réponses du réseau de neurones doivent être traduites. En réalité, le choix
de traduire les réponses du réseau de neurones se fait en parallèle avec le choix de
la langue du corpus. Par exemple, si un corpus anglophone est beaucoup plus large
qu’un corpus francophone et que la langue visée est le français, il faut se demander
si la traduction des réponses de l’anglais vers le français est suﬃsamment rapide et
de bonne qualité. Le choix de la traduction se fait donc en plusieurs étapes, que l’on
retrouve dans la ﬁgure 2.8.
ﬁgure 2.8 – Étapes pour mettre en place la traduction et déterminer si c’est une
solution viable
Lorsque ces étapes sont achevées, le dialogue libre peut être déployé au sein de
l’application Amelis.
Le troisième objectif soulève le besoin d’intégrer deux modes d’interactions qui
sont le vocal et le tactile. L’hypothèse d’une synchronisation simpliﬁe leur cohabita-
tion.
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2.4.3 Synchroniser le vocal et le tactile
La synchronisation consiste en une communication entre les deux modes d’interac-
tion pour qu’ils partagent les mêmes informations et que l’un puisse prendre le relais
de l’autre. La synchronisation a lieu dans les deux sens mais d’une manière diﬀérente.
2.4.3.1 Synchroniser les liens du vocal au tactile
La synchronisation du vocal au tactile revient à envoyer les informations reçues
par le vocal au tactile. Puisque seul le dialogue par règles permet à l’agent virtuel
de contrôler le calendrier, les informations reçues pour le dialogue libre n’ont pas
besoin d’être envoyées au tactile. De plus, certaines règles comme la salutation ou
la demande de météo ne nécessitent pas de synchronisation. La synchronisation du
vocal au tactile doit suivre plusieurs étapes que l’on retrouve dans la ﬁgure 2.9.
ﬁgure 2.9 – Étapes pour la synchronisation du vocal au tactile
La synchronisation en sens inverse suit un processus proche de celui-ci.
2.4.3.2 Synchroniser les liens du tactile au vocal
Comme précédemment, toute action tactile ne nécessite pas une synchronisation.
Par exemple, la mise en marche manuelle de la musique ne peut être synchronisée
avec le vocal, car le dialogue par règles ne gère pas les fonctionnalités de la musique.
La ﬁgure 2.10 résume les étapes à suivre pour réaliser la synchronisation du tactile
au vocal.
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ﬁgure 2.10 – Étapes pour la synchronisation du tactile au vocal
Le dialogue par règles, le dialogue libre et la synchronisation doivent passer par
plusieurs vériﬁcations. On parle de tests techniques qui sont réalisés en même temps
que la création des diﬀérentes fonctionnalités, mais aussi de validations auprès des
utilisateurs.
2.4.4 Utiliser des tests pour vériﬁer sur un aspect technique
le code et valider le fonctionnement du calendrier avec
des utilisateurs
L’évaluation technique se faisant en parallèle avec la mise en place des fonctions,
elle va être abordée avant les validations avec les utilisateurs.
2.4.4.1 Vériﬁer le dialogue par règles et la synchronisation par des tests
"end-to-end"
Les tests "end-to-end" ou E2E permettent de simuler des appuis tactiles sur l’écran
et de vériﬁer que les retours visuels sont bien présents. La méthode à adopter pour
vériﬁer du code est de tester au fur et à mesure. Les tests E2E ont ici pour but de
tester le dialogue par règles et la synchronisation entre le vocal et le tactile. Les tests
réservés uniquement au tactile ne seront pas présentés ici. Tous les tests suivent un
enchaînement similaire qui est résumé dans la ﬁgure 2.11.
Le dialogue libre ne peut être testé de la même manière.
39
Chapitre 2. Objectifs et méthodologie
ﬁgure 2.11 – Étapes pour tester le dialogue par règles et la synchronisation avec des
tests E2E
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2.4.4.2 Vériﬁer les apprentissages des réseaux de neurones en comparant
leurs résultats
On parle ici d’un test de qualité d’un apprentissage et non d’un test des fonctions
permettant de créer des réseaux de neurones. Les tests eﬀectués consistent en une
comparaison de plusieurs apprentissages de réseaux de neurones. Pour vériﬁer qu’un
apprentissage est meilleur qu’un autre, on peut :
— Prendre un échantillon de phrases, par exemple 100 phrases, pour réaliser
l’apprentissage automatique et comparer manuellement leur résultats ;
— Utiliser des tests BLEU (bilingual evaluation understudy) [90]. Les tests per-
mettent d’évaluer automatiquement la qualité des réponses de l’apprentissage
suivant le corpus de base. Dans l’article de Lavie [91], il est expliqué que le
score BLEU se situe sur une échelle de 0 à 100. Pour un score entre 30 et 50,
la qualité de réponse est considérée compréhensible et au dessus de 50, elle est
considérée ﬂuide et de bonne qualité ;
— Utiliser un analyseur de similarité de phrases en analysant la sémantique de
deux phrases [92]. Cet analyseur prend en compte les informations sémantiques
et l’ordre des mots pour calculer la similarité entre deux phrases.
Les tests techniques permettent de valider le bon fonctionnement du code et que
l’application est fonctionnelle. La validation avec les utilisateurs permet quant à elle
de savoir si les utilisateurs retrouvent ce qu’ils attendent et connaître leurs critiques
par rapport à l’application Amelis.
2.4.4.3 Tester le niveau cognitif des utilisateurs
Avant de pouvoir valider le fonctionnement de l’application Amelis auprès des
utilisateurs, un test, appelé "Montreal Cognitive Assessment" (MoCA) [93], est réalisé.
Le test MoCA est conçu pour identifer le niveau cognitif de l’utilisateur. Le test
évalue l’attention, la concentration, la mémoire, le langage, la visuoconstruction, la
pensée conceptuelle, les calculs mentaux et l’orientation. Ce test dure une dizaine de
minutes et est noté sur 30. Un utilisateur est considéré sans troubles cognitifs si son
score est supérieur ou égal à 26. Pour les besoins de la première expérimentation,
les participants sont sélectionnés s’ils atteignent un score au test MoCA supérieur à
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20/30.
2.4.4.4 Tester le niveau de reconnaissance vocale des utilisateurs
En plus du test cognitif, un second critère de sélection des participants est la re-
connaissance vocale. Les participants doivent lire six textes variant d’une trentaine à
une soixantaine de mots. Trois doivent être lus sans pause (textes les plus courts) et
les trois autres doivent être lus avec une pause à chaque ﬁn de phrase. Le système
de reconnaissance vocale reconnaît les six textes des participants. Le taux de recon-
naissance vocale doit être supérieur à 70% de réussite pour qu’un participant soit
sélectionné.
2.4.4.5 Valider le dialogue par règles auprès des utilisateurs
Le dialogue par règles est validé deux expérimentations auprès des usagers. Chaque
protocole expérimental va ainsi être décrit.
Première expérimentation :
Cette expérimentation comprend une partie de trois rencontres avec les partici-
pants et une seconde partie où l’application Amelis est laissée à domicile chez la ou
le participant(e) pour une durée de trois mois.
Lors des rencontres avec les participants, l’utilisateur doit réaliser des tâches tac-
tiles et vocales pouvant être ou non sous la supervision du formateur. Lors des pre-
mières rencontres, le formateur montre comment réaliser une tâche, en tactile et en
vocal, et demande ensuite à l’utilisateur de faire une tâche similaire.
Le formateur annonce à l’utilisateur s’il doit réaliser une tâche en tactile, en vo-
cal ou en utilisant les deux. Lorsque le mode d’interaction n’est pas précisé par le
formateur, l’utilisateur est libre de choisir celui qu’il préfère.
Durant chaque tâche, les observables sont les suivants :
— Le nombre et le type d’erreurs ;
— Les demandes d’assistance (partielle ou complète) par les participants ;
— Les réactions verbales et non verbales ;
— Les dysfonctionnements du système
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Une fois ces rencontres terminées, l’application Amelis est laissée au domicile des
participants. Ils sont alors libres d’utiliser l’application Amelis comme ils le désirent.
Deuxième expérimentation :
Cette expérimentation se déroule également en deux parties comprenant des ren-
contres avec les participants et une autre partie où l’application Amelis est laissée
à domicile. Lors de cette expérimentation, une moitié d’utilisateurs avait déjà utili-
sés Amelis et l’autre non. Lors des rencontres, le formateur explique et montre de
manière brève le fonctionnement de l’application Amelis pour étudier la diﬀérence
d’adaptation entre un utilisateur nouveau et un utilisateur habitué. Il est demandé
aux participants de réaliser des tâches tactiles, vocales et des tâches mélangeant les
deux modes d’interactions. En plus des observables de la première expérimentation,
chaque tâche est chronométrée et l’utilisateur donne un retour en notant son ressenti
suite à la réalisation de la tâche.
Pendant que l’application Amelis est à domicile, l’utilisateur est libre de l’utili-
ser. Cependant, des rappels automatiques provenant d’Amelis demandant de réaliser
certaines fonctionnalités, s’activent durant cette semaine à domicile. Le mode d’in-
teraction n’est pas précisé et peu de détails sont donnés à l’utilisateur. Par exemple :
"Ajouter un rendez-vous à 16h".
2.4.4.6 Valider le dialogue libre auprès des utilisateurs
La validation du dialogue libre s’est faite lors de la deuxième expérimentation. Le
protocole expérimental va être décrit ci-dessous.
Lors des rencontres avec les participants, il leur est demandé de discuter d’un sujet
quelconque avec l’agent virtuel. Il est observé :
— La durée de l’échange ;
— Les réactions verbales et non verbales ;
— Les dysfonctionnements du système.
Lors de la semaine où l’application Amelis est laissée à domicile, des rappels
demandent à l’utilisateur de parler d’un sujet libre avec l’agent virtuel.
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Conception
Les objectifs et la méthodologie ont permis d’introduire le but de cette recherche
et la manière dont elle a été mise en place. Ce chapitre sur la conception permet de
développer et d’expliquer la réalisation permettant de répondre aux objectifs. Le plan
de ce chapitre suit le plan de la méthodologie du chapitre 2.
3.1 Conception d’une architecture adaptable pour
le dialogue et l’agent virtuel au sein de l’archi-
tecture d’Amelis
La construction de l’architecture adaptable intègre un dialogue et un agent virtuel
à l’architecture d’Amelis. Pour expliquer l’architecture liée au vocal, il faut expliquer
l’architecture de base d’Amelis liée au tactile.
3.1.1 Architecture tactile d’Amelis
Le calendrier Amelis est intégré à une tablette tactile. Toutes les fonctionnalités
sont commandées par le tactile. L’architecture du tactile est décomposé par "pages"
du calendrier Amelis (calendrier, photos, musique, fêtes, contacts, paramètres). Pour
plus de clarté, nous allons déﬁnir le terme "application Amelis" qui servira à parler
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l’agent virtuel au sein de l’architecture d’Amelis
du calendrier Amelis, et le terme calendrier ou agenda qui sera utilisé pour parler de
la page contenant le calendrier. Les fonctionnalités des pages sont expliquées dans le
chapitre précédent. La ﬁgure 3.1 montre l’architecture des fonctionnalités tactiles.
ﬁgure 3.1 – Architecture du tactile
Un événement tactile ne produit une réaction que lorsqu’une fonctionnalité est
associée à un composant visuel. Par exemple, l’appui du bouton musique provoque
l’apparition de la page des musiques, mais l’appui de la date se trouvant en haut
au centre de l’application ne provoque aucune réaction puisqu’aucune fonctionnalité
n’y est liée. Toute fonctionnalité tactile entraîne un retour visuel pour l’utilisateur.
L’architecture du vocal fonctionne sur un principe similaire.
3.1.2 Architecture vocale d’Amelis
Pour une application tactile, il est simple, d’associer une fonctionnalité à un com-
posant tactile. Pour le vocal, le traitement est plus délicat. Il faut récupérer la com-
mande vocale et y appliquer un pré-traitement. Cela veut dire qu’il faut extraire des
mots qui pourront être liés à des composants de l’application Amelis. Par exemple,
"Quelle est la météo ?" est une demande liée au composant de la météo. Des règles
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dans le dialogue sont instaurées pour traiter ces événements. La ﬁgure 3.2 montre
l’architecture du dialogue par règles traitant les évènements vocaux. Néanmoins, à
ﬁgure 3.2 – Architecture du vocal
l’inverse du tactile, les règles du vocal sont limitées à certains composants, et plus
particulièrement ceux servant au traitement des rendez-vous. Reproduire toutes les
actions tactiles en vocal avec un dialogue par règles est un travail large. C’est pourquoi
dans cette recherche, les règles sont limitées à certaines fonctionnalités.
3.2 Conception du dialogue par règles
Le développement de la conception des règles suit la méthodologie exposé au
chapitre 2.
3.2.1 Écriture des règles selon les fonctionnalités vocales de
l’application Amelis
Les règles visent les fonctionnalités accessibles depuis la page du calendrier (voir
ﬁgure 2.1 du chapitre 2 ou ﬁgure A.3 de l’annexe A). Ce choix a été fait pour limiter
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le nombre d’interactions vocales et permettre un contrôle vocal centré sur les activités
du calendrier.
3.2.1.1 Des règles centrées sur les rendez-vous
L’agent virtuel n’est présent que dans la page du calendrier. L’agent virtuel permet
d’accéder à toutes les fonctionnalités de cette page. Le dialogue par règles permet donc
d’interagir de façon vocale avec les menus de gauche, c’est-à-dire la navigation vers
ces menus (voir ﬁgure 2.1 du chapitre 2 ou ﬁgure A.3 de l’annexe A), de connaître
l’heure et la météo, et de saluer l’agent virtuel. Les autres règles sont dédiées au
calendrier, ce qui comprend la navigation entre les mois et les années, et le contrôle
des activités, c’est à dire ajout, modiﬁcation, consultation et suppression de rendez-
vous. Initialement, les règles ressemblaient à : une demande = une règle.
3.2.1.2 Construction initiale des règles
Pour construire des règles, le langage AIML, permettant de gérer la connaissance
de bots ou d’agent virtuels, est utilisé. Ce langage est choisi, car il regroupe une grande
communauté et évolue pour permettre de construire un dialogue à la fois simple et
développé [94]. Un bot, nommé Mitsuku et construit à partir du langage AIML,
a plusieurs fois remporté le prix Loebner qui est une compétition sur l’intelligence
artiﬁcielle [94]. Les règles fonctionnent par un principe de reconnaissance de mots ou
de modèles. Par exemple, une règle peut réagir au mot "météo", donc la phrase "Je
veux voir la météo" active la règle s’activant lorsque le mot "météo est présent". Il est
expliqué dans la méthodologie que des exemples de conversation ont été préalablement
écrits. Cela a permis de trouver diﬀérentes formulations similaires pour une même
tâche. Par exemple, pour les quatre formulations suivantes : "Je veux ajouter un
rendez-vous" et "Peux-tu ajouter un rendez-vous ?", ou "Je veux mettre une activité"
et "Peux-tu mettre un rendez-vous", des modèles pour les règles sont déﬁnis. Il est
constaté que "ajouter" et "rendez-vous" se répètent, de même que "mettre" et "activité".
Pour ces exemples, deux règles ont été créées, une s’applique lorsque la demande de
l’utilisateur comprend les termes "ajouter" et "rendez-vous", et une autre lorsque la
demande de l’utilisateur comprend les termes "mettre" et "activité". L’inconvénient
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est que chaque nouveau cas nécessite une règle. Les deux cas précédents peuvent
être représentés de la manière suivante : R1aj (ajouter, rendez-vous) et R2aj (mettre,
activité)
3.2.1.3 Réduire le nombre de règles
Le fait de réécrire une règle pour chaque nouveau cas multiplie le nombre de règles
à écrire, alors que par exemple "ajouter rendez-vous" et "mettre activité" ont une même
signiﬁcation. Pour cela, AIML oﬀre la possibilité d’utiliser des ﬁchiers de synonymes.
Au lieu qu’une règle s’active pour un mot, elle peut s’activer pour plusieurs.
Auparavant, les termes "ajouter" et "rendez-vous" activaient la règle "ajouter un
rendez-vous". Maintenant , à l’aide de ﬁchiers de synonymes, cette règle s’active désor-
mais selon les mots se trouvant dans le ﬁchier des synonymes à "ajouter" et le ﬁchier
des synonymes à "rendez-vous". La règle obtenue ressemble ainsi à : R1aj (ajouter,
mettre), (rendez-vous, activité)
3.2.2 Mise en place des synonymes
Comme expliqué précédemment, AIML oﬀre la possibilité de créer des ﬁchiers de
synonymes. Le nombre de règles est donc réduit, car chaque nouvelle formulation de la
part de l’utilisateur ne nécessite plus forcément de rajouter une règle. Il suﬃt d’ajouter
un synonyme à un des ﬁchiers. Cependant, là encore se pose un problème car le nombre
de synonymes et de formulations est grand. Il faut donc ajouter manuellement chaque
nouvelle exception. Le dialogue par règles bloque à toute nouvelle exception tant
qu’elle n’est pas traitée. Pour remédier à cela, un module a été conçu pour traiter
automatiquement des synonymes courants.
3.2.2.1 Utilisation d’un dictionnaire externe
Les ﬁchiers de synonymes d’AIML fonctionnent comme un dictionnaire. Dans un
dictionnaire, à un mot sont associés plusieurs synonymes. Le module mis en place
utilise un dictionnaire et traite de manière automatique les synonymes. Lorsqu’une
demande de l’utilisateur ne correspond à aucune règle, cette demande est envoyée à ce
module qui cherche un synonyme aux termes de la demande pour pouvoir activer une
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règle. Par exemple, si une règle d’ajout répond au terme "ajouter" et la demande de
l’utilisateur est "prendre un rendez-vous", cette demande est envoyée au dictionnaire
qui lance une recherche est lancée pour savoir si un des termes de la phrase a pour
synonyme "ajouter". Ici, le verbe "prendre" a pour synonyme "ajouter", cela permet
de transformer la demande de l’utilisateur qui était "prendre un rendez-vous" pour
"ajouter un rendez-vous". Cette nouvelle demande va cette fois-ci activer une règle.
La ﬁgure 3.3 permet de voir l’évolution de l’architecture du vocal au sein d’Amelis.
ﬁgure 3.3 – Architecture du dialogue par règles avec le traitement des synonymes
Les synonymes sont donc traités automatiquement et il n’y a plus besoin de les
rentrer manuellement. Les ﬁchiers de synonymes d’AIML sont maintenant destinés
au traitement de cas particuliers comme les dates.
3.2.3 Traitement des dates et des heures par le dialogue par
règles
Les formulations de dates ou d’heures sont très variées, si l’on prend en compte les
formulations de l’utilisateur et la façon dont la reconnaissance vocale retranscrit la
demande de l’utilisateur au système. Par exemple, "dix heures", "10h", "10 h", "10 :00"
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correspondent à la même information. Les dates et des heures sont complexes à traiter
avec les règles. L’utilisateur précise la date et l’heure d’un rendez-vous de façon très
variée. Pour la date, les précisions oscillent entre un jour, un mois ou un jour, un
mois et une année ou un mois ou un mois une année ou une année. De même, il peut
être nécessaire de faire préciser s’il s’agit du matin ou de l’après-midi et ainsi que
d’accepter une heure avec ou sans précision des minutes.
3.2.3.1 Traitement des dates
La gestion des dates nécessite l’usage d’un ﬁchier de synonyme dans AIML, com-
prenant toutes les formulations possibles de dates. Par exemple, "demain", "5 janvier",
"2 août 2015", .... Plusieurs règles ont ensuite été mises en place. Comme expliqué
précédemment les diﬀérentes formes sous lesquelles une date peut être retrouvée, obli-
geant à instaurer des règles diﬀérentes. Par exemple, si le jour actuel est le 5 janvier
et l’utilisateur dit "Je veux ajouter un rendez-vous le 10", cela doit être traité diﬀé-
remment que s’il avait dit "Je veux ajouter un rendez-vous le 10 février". En eﬀet,
dans le premier cas, il faut supposer que "le 10" correspond au 10 prochain ce qui
veut dire le 10 janvier. Il en faut donc écrire une règle pour chaque cas dans la liste
suivante :
— Un jour, ce qui implique de supposer que c’est le prochain jour à venir. Par
exemple, "mardi" correspond à "mardi prochain", le "10" correspond au "10
prochain" ;
— Un jour et un mois, là encore, c’est le prochain "jour" du "mois" donné ;
— Un jour, un mois et une année ;
— Un mois, c’est à dire le prochain mois si ce n’est pas déjà le mois actuel ;
— Un mois et une année ;
— Une année.
Le traitement des heures, ne nécessite pas d’utiliser plusieurs règles. Que la de-
mande comprenne simplement l’heure, l’heure et les minutes, ou juste les minutes,
n’importe pas sur le traitement de la date. Cependant, certains cas nécessitent une
précision. Il est courant de dire "il est onze heures"mais sans préciser si c’est le ma-
tin ou le soir. Une règle doit donc être mise en place pour demander à l’utilisateur
s’il fait référence au matin ou à l’après-midi lorsqu’il donne une heure entre cinq
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heures et onze heures. Les cas entre une heure et quatre heures ne sont pas pris en
compte et sont automatiquement convertis en heures de l’après-midi, car les formu-
lations d’heures sont propre aux rendez-vous et il est supposé que les utilisateurs ne
mettront pas de rendez-vous entre une heure et quatre heures du matin.
Il n’est ici question que des règles. Elles permettent simplement de récupérer
l’information, ce qui pose rapidement un problème. Aucune vériﬁcation n’est faite sur
la date ou l’heure, à part le fait qu’elles sont reconnues par le dialogue par règles.
3.2.3.2 Vériﬁcation des dates et des heures
Il est nécessaire de vériﬁer que la date reçue a un format valide. Cependant,
plusieurs vériﬁcations et ajustements sont nécessaires. Il est dit dans la liste précédente
qu’il était possible de donner un jour ou un jour et un mois, ....
Le premier ajustement consiste à déﬁnir la date avec le jour, le mois et l’année
pour permettre les traitements des rendez-vous. Si seul le jour est reçu, on suppose
que c’est le prochain jour de ce mois de cette année. Un fonctionnement similaire
s’applique pour toute date qui ne contient pas le jour, le mois et l’année.
Un autre point est la validation de l’existence de la date. Par exemple, la date
jeudi 16 mars 2018 n’existe pas. La date n’est pas valide à un jour près (jeudi 15 mars
2018). Il est alors possible de soit faire un retour vocal expliquant à l’utilisateur que la
date n’existe pas, puis de lui suggérer qu’il voulait peut-être parler du jeudi 15 mars
2018, soit de ne prendre en compte comme date que le 16 mars 2018, en supposant que
l’utilisateur s’est trompé sur le jour "jeudi" mais que la date est bonne. La deuxième
solution est pour l’instant mise en place car la première nécessite d’avoir des règles
comprenant le jour nommé, le jour chiﬀré, le mois et l’année, mais il n’est pas précisé
à l’utilisateur que la date est mauvaise puisque le jour est ici omis. Il faut également
vériﬁer les dates voisines de celle reçue pour faire des propositions. La deuxième
solution est donc plus rapidement et facilement utilisable. De plus, l’utilisateur peut
modiﬁer la date s’il le souhaite, mais cela ne lui est pas dit explicitement, l’utilisateur
doit penser à demander à modiﬁer la date.
Une dernière vériﬁcation au niveau des dates et des heures, est nécessaire lors de la
manipulation des rendez-vous. Si l’utilisateur donne une date valide, il faut regarder,
dans le cas d’un ajout ou d’une modiﬁcation d’activité, deux choses :
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— Que la date ne se situe pas dans le passé. Par exemple, le 7 janvier à 15h00,
il n’est pas possible d’ajouter un rendez-vous dans le passé. Donc la date et
l’heure fournies par l’utilisateur doivent se trouver dans le futur ;
— Qu’il n’y a pas de conﬂits horaires entre les rendez-vous. Il faut vériﬁer, qu’en
ajoutant ou en déplaçant un rendez-vous, il n’y ait pas une superposition ;
Pour la vériﬁcation de la date dans le passé, il suﬃt de comparer la date et l’heure
actuelles avec la date et l’heure fournies. Si la date se trouve dans le passé, l’agent
virtuel demande à l’utilisateur de reformuler la date, et si la date est la même que le
jour actuel mais que l’heure est dans le passé, l’agent virtuel demande une nouvelle
heure.
Pour les conﬂits d’horaires, il est décidé que les rendez-vous ont une durée d’une
heure. La complexité d’interaction augmente si l’utilisateur doit choisir une heure
de début et une heure de ﬁn pour le rendez-vous. Or le public visé des aînés n’est
pas toujours habitué à la technologie. Lors de la réception d’une date validée, il y a
une vériﬁcation pour savoir s’il y a d’autres rendez-vous dans la même journée. Si
c’est le cas, il est vériﬁé que l’heure reçue a au minimum une heure d’écart avec le
ou les rendez-vous existants. Ainsi si un rendez-vous est inscrit à 16h, l’utilisateur
ne peut pas ajouter un nouveau rendez-vous entre 15h01 et 16h59 pour un nouveau
rendez-vous. Dans le cas d’un conﬂit, l’agent virtuel annonce à l’utilisateur l’heure du
rendez-vous qui pose conﬂit et demande à ce que l’heure soit reformulée. La ﬁgure 3.4
résume les modules de traitement des dates et la ﬁgure 3.5, l’évolution de l’architecture
vocale.
L’utilisateur peut dialoguer avec l’agent virtuel en utilisant les formulations qu’il
désire. Néanmoins, il est encore contraint de suivre un schéma de dialogue déﬁni par
les règles.
3.2.4 Augmentation des choix d’actions
Bien que l’utilisateur soit libre de la formulation de sa demande, cette dernière
ne sera pas toujours traitée entièrement à cause d’un traitement au cas par cas avec
les règles. Par exemple, l’ajout de rendez-vous comporte plusieurs champs : date,
heure, titre, catégorie, .... Chaque règle est conçue pour récupérer un champ. Une
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ﬁgure 3.4 – Étapes pour traiter les dates avec le dialogue par règles
53
Chapitre 3. Conception
ﬁgure 3.5 – Architecture du dialogue par règles avec le traitement des dates
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règle peut être conçue pour traiter plusieurs champs à la fois mais cela multiplie les
possibilités. Par exemple, une règle qui gère juste les dates, une autre qui gère les
dates et les heures, et ainsi de suite. En gardant des règles adaptées pour un champ,
une multiplication du nombre de règles est évitée, mais cela impose d’utiliser un ordre
pour récupérer les informations. L’utilisateur doit donner la date, une fois validée, il
doit donner l’heure, et le processus se répète pour les autres champs. L’utilisateur ne
peut donc pas formuler une demande comme "Je veux ajouter un rendez-vous famille
demain à 18h", car seule la date est traitée en premier, puis l’agent virtuel redemande
les informations pour les champs suivants.
3.2.4.1 Refactorisation des règles pour élargir les choix
Pour éviter une multiplication du nombre de règles tout en oﬀrant à l’utilisateur la
possibilité de formuler la demande de son choix, le traitement des règles doit être revu.
Pour cela, la structure des règles est modiﬁée. Au lieu de traiter une règle à la fois,
une imbrication de règles permet d’en traiter plusieurs à la fois. Le fonctionnement
des règles avant et après l’imbrication des règles est expliqué dans les deux ﬁgures 3.6
et 3.7, qui représentent le début d’un ajout vocal d’un rendez-vous.
La structure avec imbrication des règles permet d’envoyer la demande de l’uti-
lisateur dans une boucle de vériﬁcation pour récupérer plusieurs informations à la
fois. Cependant, cette boucle n’est pas applicable pour chaque type d’information.
Par exemple, le dialogue par règles permet de reconnaître quand l’utilisateur parle
d’une date lorsque des ﬁchiers sont créés pour faire ce traitement, mais il est im-
possible ou très diﬃcile de connaître un champ tel que le titre. Si l’utilisateur dit
"Ajouter rendez-vous tournoi de pétanque demain". Les règles ne permettent pas de
détecter que "tournoi de pétanque" puisse être un titre. Il faudrait pour cela étudier
les habitudes des utilisateurs et trouver les titres qui reviennent fréquemment.
Une autre refactorisation eﬀectuée est l’augmentation des fonctionnalités couvertes
par le dialogue par règles. L’agent virtuel n’étant présent que dans la page du calen-
drier, il permet d’accéder aux autres pages de l’application Amelis. Cette refactori-
sation concerne l’élargissement des possibilités d’actions avec ses pages et la mise en
place d’une aide vocale plus importante.
Comme les fonctionnalités accessibles en vocal ne concernent que la page du ca-
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ﬁgure 3.6 – Structure des règles avec un traitement au cas par cas
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ﬁgure 3.7 – Structure des règles avec une imbrication des règles
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lendrier, aucune règle ne permet de réaliser une fonctionnalité d’une autre page. Il
est simplement possible de demander d’aller dans une autre page. Les règles ne sont
donc conçues que pour comprendre une demande de changement de page. Si l’utilisa-
teur dit "je veux voir mes photos", la page des photos s’aﬃche, mais si la commande
est "Mets en marche la musique", la fonctionnalité d’activation vocale de la musique
n’étant pas mise en place, l’agent virtuel annonce qu’il ne comprend pas la demande.
Pour gérer ce problème, il faut soit construire des règles permettant d’eﬀectuer
plus d’actions autres que celles spéciﬁées, soit rester dans un cadre de règles déﬁnies.
Pour garder une simplicité au niveau du calendrier pour les aînés, le cadre des règles
restreignant les actions avec la page du calendrier doit rester en place. Néanmoins, il
est possible d’élargir la compréhension des demandes pour ces pages. Cela veut dire
que même si la demande ne correspond pas à une demande d’accès à la page, par
exemple "jouer de la musique", la demande doit être traitée en rapport avec la page
souhaitée. En plus des règles permettant de naviguer entre les pages, des règles sont
mises en place pour comprendre si une demande un rapport avec une des pages de
l’application Amelis et de renvoyer l’utilisateur vers cette page en lui expliquant que
l’action qu’il désirait ne peut être eﬀectuée qu’en tactile. Prenons ces deux exemples :
Exemple1 :
Utilisateur (U) : Je veux voir ma musique.
Agent Virtuel (AV) : Je vous aﬃche la musique.
Exemple 2 :
U : Je veux écouter de la musique.
AV : Cette action n’est possible qu’en tactile mais je vous renvoie vers la page de
la musique.
Comme toutes les fonctionnalités du calendrier ne sont pas accessibles en vocal, de
nouvelles règles permettent d’expliquer pourquoi cela n’est pas accessible et renvoie
l’utilisateur vers la page où ces fonctionnalités se trouvent.
Un problème reste néanmoins présent. Le dialogue par règles se concentre sur
les fonctionnalités de l’application Amelis, mais ne gère pas les cas en dehors des
fonctionnalités. Si l’utilisateur demande à l’agent virtuel s’il aime regarder des ﬁlms,
ce dernier ne peut comprendre puisque cela ne se trouve dans aucune règle.
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3.2.5 Impasse du dialogue par règles sur les sujets libres
Pour pouvoir répondre à des sujets libres qui n’appartiennent pas au dialogue par
règles, il faut une solution qui apprenne de l’utilisateur ou une solution qui permette
déjà de dialoguer de manière libre.
3.2.5.1 Apprentissage automatique à partir des règles
Une première solution est l’utilisation d’un apprentissage au niveau des règles.
Pour chaque entrée n’étant pas gérée par le dialogue par règles, l’agent virtuel propose
à l’utilisateur d’apprendre une réponse à sa demande. Par exemple, l’utilisateur dit
"J’aime les bateaux", et l’agent virtuel ne peut pas répondre car cela n’est pas traité
par les règles. La solution est d’expliquer à l’utilisateur que l’agent virtuel ne peut
pas répondre à cette demande pour l’instant mais qu’il souhaite apprendre la réponse
à donner. Par exemple, l’agent virtuel dit "Je ne comprends pas votre demande,
qu’aurais-je dû répondre à ’J’aime les bateaux’ ?" et l’utilisateur donne alors la réponse
que l’agent virtuel doit retenir. Mais l’inconvénient est que pour une demande où une
réponse y est associée, la même demande qui change d’un mot ou plus ne fonctionne
pas. Pour éviter ça, un module sémantique est mis en place pour découper la phrase.
Dans une phrase, tous les mots ne sont pas obligatoirement importants. Une règle est
construite pour simplement reconnaître les mots importants, comme les verbes. Par
exemple, la phrase "J’aime les bateaux", la règle va réagir au verbe "aimer" et au nom
"bateau". La phrase "J’aimerais aller voir des bateaux" serait donc reconnue par la
règle.
Cette solution n’est pourtant pas optimale pour plusieurs raisons :
— Pour chaque nouvelle entrée non reconnue, il faut demander à l’utilisateur une
réponse ;
— Si la règle créée réagit à certains mots, il se peut qu’elle empiète sur une autre
règle qui doit proposer une réponse diﬀérente ;
— Il est compliqué de savoir quand commence la réponse à enregistrer qui est
donnée par l’utilisateur. Par exemple "Quelle doit être la réponse à ’J’aime les
bateaux’ ?", l’utilisateur répond "Je veux que la réponse soit : ’Quel type de
bateau aimes-tu ?’. Il n’y a pas moyen de savoir que la réponse à enregistrer
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est juste la deuxième partie de la phrase ;
— L’utilisateur peut se tromper dans sa réponse ou la reconnaissance vocale peut
ne pas avoir reconnue correctement la réponse, il faut donc redemander la
réponse ;
L’apprentissage par les règles n’est donc pas une solution viable sans suﬃsamment de
vériﬁcations. Un module de dialogue capable de parler préalablement de sujets libres
serait préférable.
3.3 Création d’un dialogue libre à l’aide d’un ré-
seau de neurones
Dans le chapitre 1 de la revue de la littérature, les diﬀérents réseaux de neurones
propres à la construction d’un dialogue ont été détaillés. Il a été montré que les
modèles d’attention sont plus eﬃcaces pour bâtir un dialogue. Les modèles de réseaux
de neurones sont variés mais il n’a pas été encore déterminé la supériorité d’un modèle
par rapport à un autre. Deux modèles d’attention déjà existants ont été choisis.
3.3.1 Utilisation de deux réseaux de neurones libres d’accès
3.3.1.1 Modèle proposé par Google
Le modèle de Google, appelé tf-seq2seq [95], utilise les librairies de TensorFlow
développées par Google. TensorFlow est libre d’utilisation et regroupe une large com-
munauté d’utilisateurs, comprenant des chercheurs et des professionnels industriels.
De plus, la documentation disponible, ainsi que les nombreux tutoriels sur internet
permettent de comprendre TensorFlow et les fonctions utilisées. Le modèle de Google
comprend diﬀérents réseaux de neurones adaptés pour diﬀérentes tailles de corpus et
est mis à jour régulièrement.
3.3.1.2 Modèle PyTorch
PyTorch est developpé par Facebook. PyTorch est plus récent que TensorFlow et
regroupe une plus petite communauté. Cependant, son eﬃcacité et sa vitesse sont
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adaptées pour de petits projets de recherche. PyTorch propose plusieurs modèles
adaptés selon les besoins [96].
Plusieurs sites proposent une comparaison entre TensorFlow et PyTorch. Pour ce
projet, les apprentissages sont réalisés à l’aide de ces deux solutions. Cela permet de
comparer quel apprentissage est le plus adapté pour la mise en place d’un dialogue
libre.
Les deux modèles d’apprentissage n’ont pas été modiﬁés pour le projet. Le corpus
des apprentissages et les variations des paramètres des réseaux de neurones pour les
rendre plus performants ont été adaptés au projet.
3.3.2 Choix d’un corpus
Les réseaux de neurones propres au dialogue utilisent un corpus de textes sous
forme de questions réponses pour l’apprentissage. Plus ce corpus est important, plus
le réseau de neurones aura des "connaissances variées".
3.3.2.1 Conception d’un corpus francophone
L’application Amelis vise un public québécois et français, le dialogue entre l’agent
virtuel et l’utilisateur est donc en français. Pour trouver des textes sous forme de
questions réponses, les scripts de ﬁlms et de pièces de théâtre sont idéaux. Le corpus
francophone est constitué de bribes de scripts de ﬁlms variés, ainsi que de diﬀérents
extraits de pièces de théâtre. Le corpus atteint 10000 phrases. Cette taille de corpus
est insuﬃsante pour avoir un apprentissage large. La taille du corpus est réduite car
des lois françaises imposent une restriction sur les droits d’accès aux scripts. Il est
rare de trouver des scripts complets et cela limite donc la conception d’un corpus
francophone.
A l’inverse, beaucoup de scripts anglophones sont disponibles et il est possible de
constituer un corpus conséquent.
3.3.2.2 Utilisation d’un corpus anglophone
Dans les modèles de réseaux de neurones libres d’accès dédiés au dialogue, des
corpus anglophones de grande taille sont parfois fournis. Il est donc beaucoup plus
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simple d’avoir un grand nombre de données pour l’apprentissage. Ainsi, l’apprentis-
sage sera réalisé en anglais et non en français. C’est pourquoi il faut utiliser un module
de traduction.
3.3.2.2.1 Mise en place d’un traducteur Avant d’utiliser un corpus anglo-
phone, il faut s’assurer de la viabilité de la solution et du temps de traitement des
traductions pour qu’il ne ralentisse pas le système. Si l’agent virtuel met un temps
trop important à répondre, on perd la convivialité du dialogue. La traduction doit
être réalisée dans deux les sens. Il faut traduire la phrase de l’utilisateur, du français
vers l’anglais, pour l’envoyer au réseau de neurones et ensuite traduire la réponse du
réseau de neurones, de l’anglais vers le français, pour l’envoyer à l’agent virtuel.
Le module de traduction utilisé se sert de l’API de Google translate. Cette API est
utilisée car Google travaille depuis longtemps sur son module de traduction pour le
faire évoluer et la qualité des traductions ne cesse de s’améliorer [97]. Pour vériﬁer la
rapidité de l’API, deux corpus, un en français et l’autre en anglais, d’une vingtaine de
phrases plus ou moins longues sont utilisés. La traduction du français vers l’anglais,
puis de l’anglais au français prend en moyenne une seconde. La vitesse de traduction
est donc suﬃsamment rapide.
Le module de traduction est eﬃcace pour utiliser un corpus anglophone.
3.3.2.2.2 Choix du corpus anglophone Les scripts de ﬁlms anglophones sont
courants, cependant il reste un traitement à réaliser sur ceux-ci. Il faut avoir un
corpus sous forme de questions réponses, on ne peut donc pas prendre un script et
l’utiliser tel quel. Comme évoqué précédemment, il existe des corpus déjà traités qui
sont fournis avec les modèles libres d’accès. Le corpus, utilisé pour les apprentissages,
contient des conversations extraites d’oeuvres de ﬁction. Ce corpus comprend 220000
échanges entre diﬀérents interlocuteurs provenant de 600 ﬁlms. Ce corpus est assez
large pour être utilisé pour un apprentissage. De plus, les phrases de ce corpus sont
exprimées en langage courant, ce qui correspond au langage recherché pour l’agent
virtuel.
L’apprentissage pour le dialogue libre peut donc débuter. Plusieurs apprentissages
vont être eﬀectués en faisant varier les paramètres des réseaux de neurones pour
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trouver la meilleure combinaison pour établir un réseau de neurones performant et
optimisé.
3.3.3 Variation des paramètres
Dans la liste ci-dessous se retrouvent les diﬀérents paramètres modiﬁés pour op-
timiser l’apprentissage :
— L’encodeur et le décodeur. L’encodeur prend une phrase d’entrée qu’il encode
une représentation de cette phrase. La représentation encodée est ensuite trans-
mise au décodeur pour obtenir une réponse à la phrase d’entrée. La ﬁgure 3.8
schématise le fonctionnement ;
— Le nombre de couches. Chaque couche peut appliquer une fonction à la couche
précédente pour produire une phrase de sortie. Les fonctions appliquées dé-
pendent du réseau utilisé ;
— Le taux d’apprentissage. Il fait converger la fonction d’apprentissage pour ob-
tenir le meilleur apprentissage. En eﬀet, un minimum doit être atteint pour
que la fonction d’apprentissage soit optimale. Dans la ﬁgure 3.9, trois utilisa-
tions du taux d’apprentissage sont présentées. Les ﬂèches représentent un taux
constant durant l’apprentissage. En pointillé, le taux d’apprentissage est grand
pour essayer d’arriver au point de convergence en sautant de part en part de la
fonction. Les arcs représentent un taux d’apprentissage élevé au départ pour
atteindre plus rapidement le point de convergence, puis il diminue pour trouver
le point de convergence de manière plus précise ;
— L’optimisateur. Il sert à minimiser (ou maximiser selon le but) une fonction
objective qui est une fonction "Erreur". L’idée est de modiﬁer les paramètres
de cette fonction pour réduire la perte lors de l’apprentissage.
ﬁgure 3.8 – Architecture d’un encodeur décodeur
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ﬁgure 3.9 – Convergence de la fonction d’apprentissage
L’application Amelis comporte maintenant un module de dialogue libre et un
module de dialogue par règles pour contrôler l’interface de l’application Amelis. La
ﬁgure 3.5 montrait l’architecture du dialogue par règles. Dans la ﬁgure 3.10, il est
présenté l’architecture du dialogue libre. Lors de la réception d’un événement vocal,
celui-ci est d’abord traité par le dialogue par règles pour détecter une éventuelle
demande de l’utilisateur par rapport au calendrier. Si ce n’est pas le cas, la demande
de l’utilisateur est traitée par le dialogue libre. La sortie "Retour vocal explicatif"de
la ﬁgure 3.5 est alors remplacée par le dialogue libre.
Comme expliqué dans la méthodologie, l’interaction entre l’utilisateur et l’appli-
cation est améliorée par la mise en place d’une synchronisation entre le tactile et le
vocal.
3.4 Conception de la liaison entre le vocal et le
tactile
La communication entre les deux modes d’interaction tactile et vocal doit avoir
lieu dans les deux sens. Cependant, chaque sens a son propre mode de fonctionnement.
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ﬁgure 3.10 – Architecture du dialogue libre
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3.4.1 Synchronisation du vocal vers le tactile
La synchronisation du vocal vers le tactile active une fonctionnalité tactile, déjà
mise en place et déjà fonctionnelle, à partir d’une action commandée par le vocal. Le
dialogue par règles permet déjà d’extraire des informations. La ﬁgure 3.11 reprend
l’exemple d’un début d’ajout de rendez-vous et montre comment sont transmises les
informations vocales pour activer une fonctionnalité tactile et ainsi donner le retour
visuel attendu.
ﬁgure 3.11 – Exemple de synchronisation du vocal vers le tactile
Cette synchronisation n’est cependant utilisée que pour la page du calendrier,
puisque l’agent virtuel n’est présent que dans celle-ci. Elle n’a donc lieu que pour le
traitement d’un rendez-vous, pour la navigation dans le calendrier ou pour le chan-
gement de page.
La ﬁgure 3.12 reprend l’évolution de l’architecture du vocal en incluant la syn-
chronisation du vocal vers le tactile.
Cette synchronisation ne se réalise que si les informations vocales sont valides. Par
exemple, lors d’un ajout de rendez-vous, si la date fournie n’est pas valide, la date ne
se synchronise pas. La synchronisation en sens inverse est similaire.
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ﬁgure 3.12 – Architecture du vocal comprenant la synchronisation du vocal vers le
tactile
3.4.2 Synchronisation du tactile vers le vocal
Pour chaque action tactile qui existe en vocal, des données sont envoyées pour
eﬀectuer une synchronisation. Comme pour la synchronisation du vocal vers le tactile,
la validité des informations tactiles reçues est vériﬁée. Pour que la synchronisation
ait lieu, lorsqu’une commande tactile est récupérée, elle est transformée en phrase
à envoyer au dialogue par règles. Par exemple, l’utilisateur clique sur le bouton "+
Ajouter" du calendrier, l’information "ajouter rendez-vous" est envoyée au dialogue
par règles.
Une vériﬁcation supplémentaire prend place lors de l’envoi d’informations vers le
vocal. Il est vériﬁé si l’agent virtuel est actif ou non. S’il l’est, il va alors pouvoir
donner la réponse suite à l’activation d’une règle, mais s’il n’est pas actif, la règle
est tout de même activée car l’information doit être fournie pour que les deux modes
d’interactions soient rendus au même niveau. Par contre, l’agent virtuel ne donnera
pas de réponse.
Enﬁn, dans le cas où un champ est complété en tactile, par exemple le titre,
l’application Amelis attend que l’utilisateur ﬁnisse de rentrer son titre pour ensuite
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l’envoyer au vocal. En eﬀet si la synchronisation avait lieu à chaque nouveau caractère
et que l’agent virtuel était activé, il donnerait une réponse à chaque nouveau caractère
rentré.
La ﬁgure 3.13 reprend l’évolution de l’architecture du tactile en incluant la syn-
chronisation du tactile vers le vocal.
ﬁgure 3.13 – Architecture du tactile comprenant la synchronisation du tactile vers le
vocal
Les fonctionnalités tactiles sont déjà testées et fonctionnelles, néanmoins, le dia-
logue par règles et le dialogue libre doivent être testés, ainsi que la synchronisation
entre les deux modes d’interaction.
3.5 Conception des tests de validation des fonc-
tions de l’application Amelis
La validation de l’application Amelis se déroule en deux parties. La première
partie technique teste le bon déroulement du code et des fonctionnalités créées ; la
deuxième partie est expérimentale par rapport aux rencontres avec des utilisateurs
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pour observer une utilisation réelle du calendrier et le comportement des utilisateurs
face au calendrier. Les tests techniques ainsi que les validations auprès des utilisateurs
se séparent également en deux parties, l’une sur le dialogue par règles et l’une sur le
dialogue libre.
3.5.1 Utilisation de tests end-to-end (E2E) pour le dialogue
par règles
Il est expliqué dans le chapitre 2 sur la méthodologie que les tests E2E permettent
de simuler des appuis tactiles sur l’écran et de vériﬁer que les retours visuels sont
bien présents. Le dialogue libre ne peut être testé par ce type de tests car on cherche
à avoir un événement déjà déﬁni, or la réponse du dialogue libre est aléatoire.
3.5.1.1 Tests sur les réponses de l’agent virtuel
Dans le dialogue par règles, des structures sont conçues pour répondre à certaines
demandes de l’utilisateur. Lorsqu’une règle s’active, une réponse prédéﬁnie doit être
donnée par l’agent virtuel. Les tests E2E permettent premièrement de savoir si une
règle s’active et deuxièmement si c’est celle attendue. Les règles réagissent à certains
mots, à des synonymes, à des dates ou à des heures. Plusieurs tests sont spéciﬁques à
chaque règle. Les tests comprennent donc une formulation diﬀérente pour une même
demande pour savoir si une règle s’active bien dans les cas souhaités. Il est ainsi testé
que les règles s’activent correctement pour une demande qui y est associée, et que
les règles ne s’activent pas si la demande n’y correspond pas. Le test est validé si la
réponse reçue correspond à la réponse déﬁnie dans la règle à vériﬁer.
3.5.1.2 Tests sur la synchronisation du vocal vers le tactile
Il est évoqué précédemment que chaque action vocale est associée à une fonction-
nalité tactile. Cette association implique qu’il y a un retour visuel sur l’interface pour
une commande vocale. Les retours visuels sont déjà connus. Lorsqu’un test est lancé,
une commande vocale est envoyée au dialogue par règles et le test est validé si le bon
composant apparaît ou est modiﬁé à l’écran. Il est également vériﬁé qu’il n’y a pas
d’autres composants qui s’activent ou se modiﬁent.
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3.5.1.3 Tests sur la synchronisation du tactile vers le vocal
Comme pour la synchronisation du vocal vers le tactile, à une action tactile est
associé un retour vocal. Cependant, plusieurs tests sont eﬀectués :
— Un premier test consiste à activer l’agent virtuel, puis à réaliser une action
tactile à laquelle est normalement associée une réaction vocale. Pour ce test,
il est vériﬁé que la réponse de l’agent virtuel correspond à la règle qui s’active
par rapport à l’activation de la fonctionnalité tactile à laquelle elle est liée ;
— Un second test consiste à laisser l’agent virtuel inactif lors d’une action tactile.
Il est vériﬁé qu’aucun retour vocal ne s’active. Si cela est validé, l’agent virtuel
est activé et il doit donner la réponse associée à l’action tactile réalisée puisque
le tactile et le vocal s’échangent sans cesse des messages pour être rendus au
même niveau de traitement des demandes ;
La ﬁgure 3.14 donne un exemple de test réalisé. Dans cet exemple, le début d’un
ajout de rendez-vous est testé.
Lorsque la demande d’ajout est envoyée, la règle devant réagir à l’ajout doit s’ac-
tiver. La synchronisation du tactile vers le vocal prend place ici lors de l’activation de
l’agent virtuel. En activant de façon tactile l’agent virtuel, il doit saluer l’utilisateur.
Enﬁn, la synchronisation du vocal vers le tactile est testée lorsque la demande vocale
d’ajout est réalisée. Le panneau d’ajout de rendez-vous doit s’aﬃcher à l’écran.
Les tests E2E permettent de valider le bon fonctionnement technique du dialogue
par règles et de la synchronisation entre les deux modes. Le dialogue libre est testé
autrement puisqu’il faut vériﬁer la cohérence des réponses qui sont données suite à
un apprentissage et que l’on ne peut pas prédire à l’avance.
3.5.2 Évaluation des apprentissages des réseaux de neurones
Plusieurs réseaux de neurones sont entraînés avec diﬀérents paramètres pour trou-
ver l’apprentissage le plus adapté. Un premier test est eﬀectué pour trier ces diﬀérents
apprentissages.
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ﬁgure 3.14 – Exemple de vériﬁcation du dialogue par règles et de la synchronisation
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3.5.2.1 Présélection d’apprentissages
Lors d’un apprentissage, deux points permettent de comparer des apprentissages
à chaque étape n déﬁnie :
— Le réseau de neurones utilise un petit corpus qui ne sert pas pour l’apprentis-
sage pour vériﬁer l’évolution des réponses de l’apprentissage envers de nouvelles
phrases ;
— Le calcul du taux de perte, représentant un calcul d’écart type entre les ré-
ponses fournis par l’apprentissage et les réponses du corpus. Par exemple, le
corpus comprend une question X et une réponse Y, le réseau donne une réponse
Y’ à la question X. Il y a ensuite un calcul d’écart entre la réponse attendue
Y et la réponse Y’.
A l’aide de ces deux points, il est possible d’eﬀectuer une présélection sur les appren-
tissages à conserver. Il est donc testé la diﬀérence de qualité entre un apprentissage
et un autre en se basant sur ces critères. Si un apprentissage a un taux de perte plus
bas qu’un autre à une même étape n, il est supposé meilleur, mais cela est conﬁrmé
avec la pertinence des réponses face à de nouvelles questions si les réponses sont plus
structurées d’un point de vue grammatical et si elles sont plus proches des réponses
attendues aux questions.
3.5.2.2 Test BLEU et test sémantique
Il est expliqué dans le chapitre 2 sur la méthodologie l’apport d’un test BLEU dans
l’évaluation d’un dialogue. Il est possible de trouver des modèles libres d’utilisation
déjà existants permettant d’eﬀectuer ce test [98]. Comme pour le test BLEU, il est
possible de trouver des modèles libres d’accès pour eﬀectuer un test sémantique [99].
Les deux tests sont eﬀectués sur les apprentissages retenus lors de la présélection,
permettant ainsi de choisir le meilleur apprentissage.
Suite à ces tests techniques, un apprentissage est choisi permettant d’avoir un
dialogue libre. L’application Amelis est donc testée. Pour valider l’application Amelis,
deux types de résultats vont être étudiés. Les résultats sur les tests techniques et
les résultats avec les utilisateurs. Cela permet d’avoir une validation technique de
l’application mais aussi une validation en utilisation réelle face à de réelles attentes.
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4.1 Résultats aux tests techniques
Pour chaque objectif, plusieurs hypothèses sont émises. Certaines sont validées ou
invalidées par les tests techniques et d’autres par la validation avec les utilisateurs.
Cette partie présente les résultats obtenus avec les tests techniques. Elle se décompose
en deux parties, la première réalisée avec les tests E2E, qui sont des tests consacrés aux
tests pour le dialogue par règles, la deuxième avec les tests BLEU et sémantiques qui
sont des tests liés à l’évaluation du dialogue libre et plus précisément de l’apprentissage
lié au réseau de neurones.
4.1.1 Les tests E2E
Les tests E2E ont évolué et ont augmenté à chaque nouvelle fonctionnalité ajoutée
pour le vocal ou pour la synchronisation entre le vocal et le tactile. Le module de test
comprend 638 tests. Trois quart de ces tests sont consacrés aux commandes liées
aux rendez-vous. Le quart restant est quant à lui consacré à la navigation entre
les pages en vocal pour vériﬁer que suite à diverses commandes le calendrier aﬃche
la bonne information. Les commandes peuvent être : "Aﬃche moi les photos" ou
des demandes liées à la météo et à la date du jour, telles que "Quel jour est-on ?"
ou "Quelle heure est-il ?". Durant la conception des tests, lorsque des erreurs sont
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identiﬁées, un message explique comment le test n’a pas fonctionné et quelle partie
n’a pas fonctionné. Comme illustré dans la ﬁgure 4.1, un message d’erreur est présent.
Il est marqué que c’est un test lié à la consultation de rendez-vous et que le test a
pour but d’aﬃcher un rendez-vous parmi plusieurs rendez-vous présents dans la même
journée mais à des heures diﬀérentes. L’erreur explique que l’agent virtuel aurait dû
trouver le rendez-vous et répondre "Voici le rendez-vous". Cette erreur, il est possible
de remonter au test associé. Étant donné que la demande envoyée à l’agent virtuel est
"Je veux consulter mon rendez-vous aujourd’hui à 15h" et qu’il y a un rendez-vous à
15h et un à 17h, le fait que l’agent virtuel ait répondu "Je ne trouve pas de rendez-vous
à cette date. Pouvez-vous me donner une autre date ?" implique que la règle pour la
consultation s’est bien activée mais que la requête pour récupérer le rendez-vous n’a
pas fonctionné.
ﬁgure 4.1 – Exemple d’erreur suite à un test
Les erreurs sont résolues au fur et à mesure avant de lancer de nouveaux tests.
La ﬁgure 4.2 donne un exemple d’un test sur un ajout et des sous-tests mis en place
sous la forme d’un diagramme de langage de modélisation uniﬁé (UML) [100].
1. Le module de test envoie la phrase « Je veux ajouter un rendez-vous », un
sous-test vériﬁe que la phrase apparaît dans la boite de dialogue avec l’agent
virtuel ;
2. Un sous-test vériﬁe que le panneau d’ajout de rendez-vous s’aﬃche à l’écran ;
3. Un sous-test vériﬁe que l’agent virtuel donne une réponse dans la boite de
dialogue et que c’est une demande de date ;
4. Un sous-test vériﬁe que la nouvelle phrase envoyée apparaît dans la boite de
dialogue avec l’agent virtuel ;
5. Un sous-test vériﬁe que la date dans le panneau d’ajout de rendez-vous change
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ﬁgure 4.2 – Exemple du déroulement d’un test E2E d’ajout sous la forme d’un dia-
gramme UML
et qu’elle correspond à la date souhaitée (ici, il est vériﬁé que la date est incré-
mentée de 2 jours) ;
6. Un sous-test vériﬁe que l’agent virtuel donne une réponse dans la boite de
dialogue et que c’est une demande d’heure.
Tous les tests ont un déroulement similaire, bien que certains soient plus complexes
que d’autres. Pour valider d’un point de vue technique l’application Amelis, il a
donc fallu refactoriser le code pour que les 638 tests soient validés. Il faut savoir que
beaucoup de tests se ressemblent pour une même tâche, comme le montre la ﬁgure
4.3. Cela permet de vériﬁer que plusieurs formulations obtiennent un même résultat.
Dans ces tests se trouvent à la fois diﬀérentes formulations pour le terme "rendez-
vous" et pour le verbe "ajouter", pour valider qu’une règle réagit à divers mots et à
divers ordres de ces mots. Par exemple, "Je veux ajouter un rendez-vous demain" et
"Pour demain, j’aimerais ajouter un rendez-vous".
Dans la ﬁgure 4.3, un ajout simple correspond à un ajout sans autre information.
Chaque test est séparé selon les informations à envoyer. Par exemple, il y a des tests
pour l’ajout sans information et il y a des tests pour l’ajout avec une date fournie dès
la première demande de l’utilisateur.
75
Chapitre 4. Résultats
ﬁgure 4.3 – Exemple de tests sur un ajout simple de rendez-vous
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4.1.2 Le test BLEU et le test sémantique
Deux modèles sont retenus suite à diﬀérents entraînements. Cependant, un seul est
testé car sans eﬀectuer de test technique. Il faut noter que l’apprentissage d’un réseau
de neurones prend du temps. Par exemple, pour le modèle MNIST [101], qui est un
modèle apprenant à reconnaître un chiﬀre à partir d’un corpus de plusieurs images
représentant toutes un chiﬀre, l’entraînement demande plusieurs heures, or ce modèle
est considéré comme un modèle simple à entraîner. Pour un modèle "sequence to
sequence" (seq2seq), la durée d’apprentissage pour un large modèle, c’est à dire sur un
corpus d’environ 200000-300000 phrases, il est estimé qu’en 2-3 jours et avec 8 GPUs
TitanX (processeur graphique) l’entraînement serait terminé. Pour nos apprentissage,
nous ne disposions que d’un GPU de base et notre corpus comprend 250000 phrases.
Les deux apprentissages ne sont donc pas des apprentissages ﬁnis par manque de
temps. Le test BLEU et le test sémantique ne sont réalisés que sur un apprentissage
car l’autre n’a pas encore une syntaxe correcte. L’apprentissage retenu est celui de
Google. La syntaxe de cet apprentissage est correcte, comme le montreront les extraits
de conversations présents dans les résultats de la deuxième expérimentation. Le score
BLEU obtenu est de 2%, ce qui se situe dans la zone où la qualité de réponse n’est
pas considérée comme compréhensible [91]. Pour la similarité des réponses supposées
attendues et celles obtenues d’un point de vue sémantique, le score obtenu est de 9%.
4.2 Résultats de la première expérimentation
La première expérimentation porte sur l’utilisation d’interactions tactiles et vo-
cales. L’utilisation du vocal se concentre ici sur le dialogue par règles. Le premier but
est d’observer l’utilisation faite uniquement par le dialogue par règles, de comprendre
les erreurs liées au vocal et d’identiﬁer les points manquants ou à améliorer du dia-
logue par règles. Le second but est d’observer si les utilisateurs privilégient un mode
d’interaction, soit le tactile, soit le vocal et si oui d’identiﬁer pourquoi un mode est
plus utilisé/apprécié qu’un autre.
Les résultats présentés ici se rapportent principalement à l’utilisation du dialogue
par règles. Il est également comparé l’utilisation du tactile et du vocal faites tout au
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long de l’expérimentation, qui dure 3 mois. Les résultats sont développés dans l’ordre
suivant :
— L’évaluation cognitive des participants d’après un test appelé "Montreal Cog-
nitive Assessment" (MoCA) ;
— L’utilisation du dialogue par règles ;
— Les causes des erreurs vocales ;
— L’utilisation du tactile en comparaison de l’utilisation vocale au cours de la
semaine d’expérimentation. Chaque participant est identiﬁé par un numéro
Pi-Ej où i correspond au numéro du participant, entre 1 et 4, et j correspond
au numéro de l’expérimentation entre 1 et 2. ;
— L’utilisation du dialogue libre.
4.2.1 Présentation des participants
Les participants sont âgées entre 70 et 90 ans. Les ﬁgures 4.4, 4.5, 4.6, 4.7 re-
prennent les informations essentielles de chaque participant, ainsi que le résultat de
leur test cognitif. Il est rappelé qu’un score cognitif égal ou supérieur à 26 sur 30
indique que la personne ne présente pas de troubles cognitifs.
ﬁgure 4.4 – Présentation de la participante P1_E1
78
4.2. Résultats de la première expérimentation
ﬁgure 4.5 – Présentation de la participante P2_E1
Chaque participant a également passé un test de reconnaissance vocale, comme
expliqué dans la méthodologie 2.4 du chapitre 2. Les scores sont résumés ci-dessous :
— La participante P1_E1 a obtenu un taux de reconnaissance vocale de 31% de
réussite pour les textes sans pause et 73% de réussite pour les textes avec des
pauses ;
— La participante P2_E1 a obtenu un taux de reconnaissance vocale de 75% de
réussite pour les textes sans pause et 76% de réussite pour les textes avec des
pauses ;
— La participante P3_E1 a obtenu un taux de reconnaissance vocale de 59% de
réussite pour les textes sans pause et 76% de réussite pour les textes avec des
pauses ;
— Le participant P4_E1 a obtenu un taux de reconnaissance vocale de 15% de
réussite pour les textes sans pause et 71% de réussite pour les textes avec des
pauses ;
Les résultats de chaque participant sont présentés pour chacun des résultats. Cela
permet d’analyser le comportement de chaque utilisateur face à l’application Amelis.
79
Chapitre 4. Résultats
ﬁgure 4.6 – Présentation de la participante P3_E1
ﬁgure 4.7 – Présentation du participant P4_E1
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4.2.2 Taux de réussite des actions vocales des participants
Pour une meilleure lisibilité, les résultats sont présentés sous forme graphique. Les
quatre ﬁgures suivantes comparent le nombre d’actions vocales totales eﬀectuées au
nombre d’actions réussies lors d’une utilisation d’Amelis pendant 3 mois.
La ﬁgure 4.8 permet de voir que la participante P1_E1 a beaucoup utilisé le vocal
pour ajouter des rendez-vous. Elle a également communiqué de manière libre avec
l’agent virtuel, mais sans le dialogue libre par réseaux de neurones qui n’était pas
compatible lors de la première expérimentation.
ﬁgure 4.8 – Nombre d’actions vocales réussies de la participante P1_E1
La ﬁgure 4.9 montre que la participante P2_E1 a très peu utilisé le vocal.
La ﬁgure 4.10 montre que la participante P3_E1 a réalisé une utilisation variée
des fonctionnalités vocales. De plus, l’utilisation du vocal est plus centrée que l’ajout
de rendez-vous et la discussion libre.
Dans la ﬁgure 4.11 est visible une utilisation du vocal grandement centrée sur les
rendez-vous et en particulier l’ajout.
Cela n’est pas représenté dans les ﬁgures précédentes, mais les utilisateurs ont
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ﬁgure 4.9 – Nombre d’actions vocales réussies de la participante P2_E1
ﬁgure 4.10 – Nombre d’actions vocales réussies de la participante P3_E1
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ﬁgure 4.11 – Nombre d’actions vocales réussies du participant P4_E1
enregistré des rendez-vous en plein milieu de la nuit (entre 23h et 4h du matin) :
— P1_E1 en a enregistré 10 ;
— P2_E1 en a enregistré 1 ;
— P3_E1 en a enregistré 1 ;
— P4_E1 en a enregistré 7.
Pour chaque participant, à part la deuxième qui a très peu utilisé le vocal, il est
constaté que le taux d’erreurs vocales varie entre 38 et 45%. La participante P2_E1 est
quant à elle à 88% de taux d’erreurs vocales, mais elle s’est peu servie du vocal et elle
l’a principalement utilisé pour le dialogue libre qui est, lors de cette expérimentation,
traité par le dialogue par règles. Il n’est donc pas approprié pour traiter un dialogue
libre. Les erreurs vocales se décomposent en plusieurs causes.
4.2.3 Causes des erreurs vocales
La ﬁgure 4.12 présente les causes des erreurs vocales de la participante P1_E1.
Environ la moitié des erreurs vocales sont dues à une formulation incomplète de la part
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de cette utilisatrice. Les deux autres causes d’erreurs vocales les plus importantes sont
la reconnaissance vocale et le manque de règles traitant les fonctionnalités. Il arrive
aussi que la participante ne réponde pas au sujet demandé par l’agent virtuel ce qui
mène à une erreur vocale. Pour cette participante :
— Un manque au niveau des règles représente 27% des erreurs vocales ;
— Les formulations incomplètes représentent 40% des erreurs vocales ;
— La reconnaissance vocale représente 30% des erreurs vocales ;
— Les réponses hors sujet représentent 3% des erreurs vocales.
ﬁgure 4.12 – Causes des erreurs vocales de la participante P1_E1
La ﬁgure 4.13 montre les erreurs vocales de la participante P1_E2. Elles sont
majoritairement dues à un manque au niveau des règles. Il est toutefois nécessaire de
rappeler que la participante P2_E1 a peu utilisé le vocal. Pour cette participante :
— Un manque au niveau des règles représente 87% des erreurs vocales ;
— Les formulations incomplètes représentent 19% des erreurs vocales ;
— La reconnaissance vocale représente 4% des erreurs vocales.
La ﬁgure 4.14 montre également que les erreurs vocales pour la participante P3_E1
sont principalement dues à un manque de règles. Des erreurs sont également dues
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ﬁgure 4.13 – Causes des erreurs vocales de la participante P2_E1
à un problème de reconnaissance vocale et de formulation incomplètes. Pour cette
participante :
— Un manque au niveau des règles représente 72% des erreurs vocales ;
— Les formulations incomplètes représentent 14% des erreurs vocales ;
— La reconnaissance vocale représente 14% des erreurs vocales.
Dans la ﬁgure 4.15 des causes des erreurs vocales du participant P1_E4, un fort
taux d’erreurs vocales proviennent d’un manque de règles, mais aussi de la recon-
naissance vocale. D’autres erreurs sont dues à une formulation incomplète et à des
réponses hors sujet de l’utilisateur. Pour ce participant :
— Un manque au niveau des règles représente 49% des erreurs vocales ;
— Les formulations incomplètes représentent 9% des erreurs vocales ;
— La reconnaissance vocale représente 29% des erreurs vocales ;
— Les réponses hors sujet représentent 13% des erreurs vocales ;
Les ﬁgures 4.8, 4.9, 4.10, 4.11 montre une utilisation globale du vocal. Chaque
participant a également utilisé le tactile.
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ﬁgure 4.14 – Causes des erreurs vocales de la participante P3_E1
ﬁgure 4.15 – Causes des erreurs vocales du participant P4_E1
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4.2.4 Utilisation tactile et vocale durant les 3 mois d’expéri-
mentation
L’utilisation de l’application Amelis est décomposée en deux parties, une pour
résumer la fréquence d’utilisation du tactile et du vocal, et une autre sur l’utilisation
de chaque fonctionnalité au cours des semaines.
4.2.4.1 Fréquence d’utilisation du tactile et du vocale
Les quatre tableaux suivants résument la fréquence d’utilisation globale du tactile
et du vocal. Les tableaux reprennent le nombre de jours où le tactile ou le vocal sont
utilisés et non le nombres d’actions tactiles ou vocales. Dans le tableau 4.1, il est
visible que la participante P1_E1 a une utilisation plus fréquente du tactile. De plus,
l’utilisation du vocal a presque disparu au cours du dernier mois.
tableau 4.1 – Fréquence d’utilisation tactile et vocale au cours des 3 mois d’expéri-
mentation de la participante P1_E1
Le tableau 4.2 rappelle que la participante P2_E1 a peu utilisé le vocal. Néan-
moins, la participante s’est beaucoup plus servie du tactile pour interagir avec l’ap-
plication Amelis.
tableau 4.2 – Fréquence d’utilisation tactile et vocale au cours des 3 mois d’expéri-
mentation de la participante P2_E1
Pour la participante P3_E1, la fréquence d’utilisation du tactile et du vocal sont
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à peu près similaires à la participante P2_E1 bien qu’elles soient légèrement supé-
rieures.
tableau 4.3 – Fréquence d’utilisation tactile et vocale au cours des 3 mois d’expéri-
mentation de la participante P3_E1
Pour le participant P4_E1, il est intéressant de voir qu’il y a une forte fréquence
d’utilisation du tactile tout au long des 3 mois. A l’inverse, l’utilisation a diminué
pour quasiment disparaître le dernier mois.
tableau 4.4 – Fréquence d’utilisation tactile et vocale au cours des 3 mois d’expéri-
mentation du participant P4_E1
Les tableaux précédents résument la fréquence d’utilisation tactile et du vocal. Le
prochain paragraphe montre une utilisation plus détaillée selon chacune des fonction-
nalités de l’application Amelis.
4.2.4.2 Utilisation du tactile et du vocal selon les fonctionnalités de l’ap-
plication Amelis
Les ﬁgures qui suivent reprennent l’utilisation de toutes les fonctionnalités qui
sont partagées par le tactile et le vocal. Par exemple, il n’y a pas la météo, car aucune
fonctionnalité tactile n’est liée à la météo, tandis qu’il est possible de la demander à
l’aide du vocal. Pour une meilleure visualisation des utilisations eﬀectuées, il est décidé
de présenter les résultats au ﬁl des semaines. De plus, il y a un fort contraste dans
les échelles entre l’utilisation tactile et vocale car pour faire une tâche, l’interaction
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vocale demande beaucoup moins d’actions. Par exemple, pour remplir le titre d’un
rendez-vous, il suﬃt de donner le titre en vocal comme "Tournoi de bingo" ce qui
prend une action, tandis qu’en tactile, dans le titre "Tournoi de bingo", il y a 17
caractères à rentrer et chaque appui représente une action.
La ﬁgure 4.17 montre une utilisation plus importante dans les premières semaines
de la part de la participante P1_E1 qui est une utilisation principalement tactile. Il
n’y a que pour l’ajout de rendez-vous où le vocal est utilisé de manière constante. Le
reste des fonctionnalités est utilisé majoritairement en tactile.
Pour la participante P2_E1, l’utilisation de l’application Amelis qui est principa-
lement tactile se décompose par pics d’utilisation. Par exemple, pour la participante
P1_E1, l’utilisation est plus continue. Les actions tactiles sont principalement cen-
trées autour des rendez-vous ou des contacts.
Dans la ﬁgure 4.18, la participante P3_E1 n’a utilisé l’application Amelis que
dans la première moitié des 3 mois d’expérimentation. L’utilisation est partagée entre
chaque fonctionnalité bien qu’elle soit plus importante pour la musique, les contacts,
les paramètres et l’ajout de rendez-vous. L’utilisation vocale est à peine visible car elle
est faible en la répartissant sur les semaines et la diﬀérence d’échelle entre le tactile
et le vocal est grande. Par exemple, pour l’ajout de rendez-vous, la courbe du vocal
reste le long de l’axe des abscisses alors l’utilisation vocale est la plus importante.
Pour le participant P4_E1, il y a une très forte utilisation du tactile au cours du
temps pour les actions sur les rendez-vous. Pour le vocal, il est visible que l’utilisation
est centrée autour des rendez-vous mais qu’elle cesse au bout de la 7ème semaine
d’expérimentation.
4.3 Résultats de la deuxième expérimentation
Les résultats présentés ici se rapportent principalement à l’utilisation de la syn-
chronisation entre les interactions tactiles et vocales. Il est également montré l’utilisa-
tion du dialogue libre. Pour rappel, la deuxième expérimentation a duré une semaine.
Elle se décompose entre des rencontres à domicile avec les participants pour leur de-
mander d’eﬀectuer certaines tâches et une utilisation libre de l’application Amelis par
les participants durant 4 jours à leur domicile. Lors des rencontres, les participants
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ﬁgure 4.16 – Utilisation du tactile et du vocal selon les fonctionnalités de l’application
Amelis de la participante P1_E1
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ﬁgure 4.17 – Utilisation du tactile et du vocal selon les fonctionnalités de l’application
Amelis de la participante P2_E1
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ﬁgure 4.18 – Utilisation du tactile et du vocal selon les fonctionnalités de l’application
Amelis de la participante P3_E1
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ﬁgure 4.19 – Utilisation du tactile et du vocal selon les fonctionnalités de l’application
Amelis du participant P4_E1
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sont encadrés par un formateur. Ce dernier a pour tâche d’expliquer de manière brève
l’application Amelis pour permettre à la fois au participant de savoir ce que comporte
l’application, mais aussi de découvrir par lui-même comment utiliser les diﬀérentes
fonctionnalités. Durant les rencontres, le formateur demande à l’utilisateur de réali-
ser certaines tâches pour étudier les réactions et la manière dont s’adapte l’utilisateur
face à l’application Amelis. Durant les 4 jours où la tablette est laissée au domicile
des participants, des rappels sont prévus pour demander à l’utilisateur d’eﬀectuer
certaines tâches avec l’application. Les utilisateurs sont libres d’eﬀectuer ces tâches,
ainsi que toute autre action. Les résultats sont développés dans l’ordre suivant :
— L’évaluation cognitive des participants d’après un test appelé "Montreal Cog-
nitive Assessment" (MoCA) ;
— La rencontre entre le participant et le formateur ;
— L’utilisation du dialogue par règles et du tactile ;
— Les cas d’utilisation de la synchronisation ;
— L’utilisation du dialogue libre ;
4.3.1 Présentation des participants
Il est noté qu’un participant, le participant P2_E4 a déjà pris part à la première
expérimentation. Les autres particpants n’ont quant à eux jamais utilisé Amelis.
4.3.2 Résultats des rencontres entre les participants et l’ex-
périmentateur
Durant ces rencontres, il est testé la manière dont l’utilisateur se sert du tactile et
du vocal, ainsi que de la synchronisation entre ces deux modes d’interaction. Quatre
tâches sont demandées aux participants :
— Un ajout en n’utilisant que le tactile ;
— Un ajout en utilisant le tactile puis le vocal ;
— Un ajout en utilisant le vocal puis le tactile ;
— Un ajout en n’utilisant que le vocal.
Pour chaque tâche, l’utilisateur doit évaluer sa sensation face au(x) mode(s) d’in-
teraction(s) qu’il a utilisé.
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Toutes les évaluations sont reprises dans les ﬁgures 4.20, 4.21, 4.22 et 4.23
Le critère de facilité correspond à la facilité de compréhension de la tâche, l’intui-
tivité correspond au côté intuitif de l’interaction que l’utilisateur réalise, la simplicité
correspond à la simplicité d’exécution de la tâche, l’ergonomie correspond à la sim-
plicité de compréhension et à la disposition des composants visuels et des retours à
l’écran, enﬁn la satisfaction correspond au ressenti face à la réalisation de la tâche.
Comme le montre la ﬁgure 4.20, la participante P1_E2 n’a pas apprécié l’utilisa-
tion de la synchronisation du vocal vers le tactile. Elle a également des diﬃcultés pour
la tâche uniquement tactile. A l’inverse, elle est satisfaite de l’interaction simplement
vocale et de la synchronisation lorsqu’il s’agit de passer du tactile au vocal.
ﬁgure 4.20 – Évaluation des quatre tâches d’ajout par l’utilisatrice P1_E2
Dans la ﬁgure 4.21, l’utilisatrice P2_E2 est globalement satisfaite et à l’aise avec
les diﬀérents modes d’interaction et de synchronisation dans les deux sens.
Pour la participante P3_E2, l’interaction tactile n’est pas du tout appréciée. De
plus, elle n’est pas à l’aise avec les diﬀérents modes de synchronisation. A l’inverse,
elle est fortement satisfaite de l’interaction vocale pour l’ajout de rendez-vous.
Pour le participant P4_E2, le ressenti est mitigé par rapport aux diﬀérentes in-
teractions. À part pour la synchronisation du tactile vers le vocal qui n’est pas du
tout apprécié.
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ﬁgure 4.21 – Évaluation des quatre tâches d’ajout par l’utilisatrice P2_E2
ﬁgure 4.22 – Évaluation des quatre tâches d’ajout par l’utilisatrice P3_E2
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ﬁgure 4.23 – Évaluation des quatre tâches d’ajout par l’utilisateur P4_E2
Hors évaluation, les participants ont utilisé le tactile et le vocal à leur guise.
4.3.3 Taux de réussite des actions vocales
Comme lors de la première expérimentation, un certain nombre d’actions vocales
sont eﬀectuées. Il est ici montré le nombre d’actions vocales réussies.
Pour chaque participant, le taux d’erreurs est faible. Il se situe entre 5 et 13%. Il
faut néanmoins rappeler que l’expérimentation était courte, ce qui fait que l’interac-
tion vocale est peu diversiﬁée au niveau des interactions avec les fonctionnalités, pour
l’expérimentation 1, les utilisateurs ont touché un peu à toutes les fonctionnalités en
vocales, tandis que dans l’expérimentation 2, les actions vocales sont centrés sur les
rendez-vous.
En observant les ﬁgures 4.24, 4.25, 4.26 et 4.27, l’utilisation vocale eﬀectuée par
les participants est uniquement centrée sur les rendez-vous et plus particulièrement
sur l’ajout de rendez-vous.
Les erreurs vocales sont dues à 50% du temps à une réponse hors sujet de la part
de l’utilisateur par rapport à la demande de l’agent virtuel. La reconnaissance vocale
et le manque de règles représentent chacun 25% des erreurs vocales restantes.
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ﬁgure 4.24 – Nombre d’actions vocales réussies par la participante P1_E2
ﬁgure 4.25 – Nombre d’actions vocales réussies par la participante P2_E2
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ﬁgure 4.26 – Nombre d’actions vocales réussies par la participante P3_E2
ﬁgure 4.27 – Nombre d’actions vocales réussies par le participant P4_E2
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Durant les quelques jours d’expérimentation, les utilisateurs ont également utilisé
le tactile.
4.3.4 Comparaison de l’utilisation du tactile et du vocal par
les participants
Pour chaque ﬁgure suivante, il est comparé le nombre total d’actions eﬀectuées
en tactile et en vocal selon chaque fonctionnalité. A l’inverse de la première expéri-
mentation, il n’est pas montré l’évolution au cours du temps car l’expérimentation à
domicile n’a duré que 4 jours.
Pour la participante P1_E2, la ﬁgure 4.28 montre une importante utilisation du
tactile pour l’ajout de rendez-vous. Elle a tout de même eﬀectuée quelques interactions
tactiles avec d’autres fonctionnalités.
ﬁgure 4.28 – Utilisation tactile et vocale de l’application Amelis par la participante
P1_E2
De même que la participante P1_E2, la ﬁgure 4.29 montre que la participante
P2_E2 se sert principalement du tactile pour l’ajout de rendez-vous, mais a également
interagi en tactile avec les autres fonctionnalités de l’application. Cette participante
ne s’est pas servi de la synchronisation que ce soit du tactile vers le vocal ou du vocal
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vers le tactile.
ﬁgure 4.29 – Utilisation tactile et vocale de l’application Amelis par la participante
P2_E2
Comme le montre la ﬁgure 4.30, la participante P3_E2 a principalement utilisé
le tactile pour l’ajout de rendez-vous. Cependant, elle a aussi beaucoup interagi en
tactile avec la musique, les photos et les paramètres. Cette participante ne s’est pas
servi de la synchronisation que ça soit du tactile vers le vocal ou du vocal vers le
tactile.
Pour le participant P4_E2, l’utilisation tactile est principalement orientée sur les
rendez-vous et plus précisément pour l’ajout et la modiﬁcation de rendez-vous.
Pour les participants P1_E2 et P4_E2, des synchronisations au niveau de cer-
tains ajouts de rendez-vous ont eu lieu. La ﬁgure 4.32 reprend les diﬀérents cas de
synchronisation observés auprès de ces deux participants.
Pour les sous-ﬁgures 4.32a et 4.32b, les utilisateurs ont fait face à un conﬂit horaire
après avoir donné une date en vocal. Chacun d’eux à penser à se servir du tactile pour
sortir de cette situation. La suite du rendez-vous pouvait ensuite être reprise en vocal
ou en tactile. Dans les deux autres cas de synchronisation, 4.32c et 4.32d, le début du
rendez-vous à lieux en tactile et les utilisateurs passent ensuite au vocal. Il faut savoir
que ces types de synchronisation ont eu lieu après un plusieurs cas de conﬂits horaires,
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ﬁgure 4.30 – Utilisation tactile et vocale de l’application Amelis par la participante
P3_E2
ﬁgure 4.31 – Utilisation tactile et vocale de l’application Amelis par la participante
P4_E2
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(a) Synchronisation du vocal vers le tactile à
cause d’un conﬂit horaire
(b) Synchronisation du vocal vers le tactile à
cause d’un conﬂit horaire puis retour au vocal
(c) Synchronisation du tactile vers le vocal au
milieu d’un ajout de rendez-vous
(d) Synchronisation du tactile vers le vocal à
partir du tire du rendez-vous
ﬁgure 4.32 – Synchronisations observées sur l’ajout de rendez-vous 103
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comme dans les deux cas de synchronisation 4.32a et 4.32b. En plus du dialogue par
règles et de la synchronisation, les participants utilisent le dialogue libre.
4.3.5 Utilisation du dialogue libre
Le dialogue libre n’est pas présenté dans les ﬁgures précédentes car à l’inverse de la
première expérimentation, le dialogue libre et le dialogue par règles sont maintenant
deux dialogues distincts. Hormis pour la participante P1_E2, qui n’a pas pu utiliser
le dialogue libre à cause d’un problème technique, les dialogues libres entre l’agent
virtuel et les autres participants sont présentés ci-dessous.
4.3.5.0.1 Dialogue libre de la participante P2_E2 Utilisateur : parler du
ﬁlm avatar.
Agent virtuel : qu’est ce que tu veux.
Agent virtuel : oh non.
Utilisateur : est ce que tu veux ou non.
Utilisateur : je sais pas quoi quel ﬁlm.
Agent virtuel : j’essaie.
Agent virtuel : au contraire.
Utilisateur : est ce que tu connais fanny.
Utilisateur : ça veut dire au contraire.
Agent virtuel : juste une seule idée.
Agent virtuel : nous ne l’obtenons pas, on a eu trois de ces amis.
Utilisateur : pas des amis.
Agent virtuel : oui.
Utilisateur : je sais pas quoi dire.
Utilisateur : j’ai vraiment pas d’idée pour ça.
Agent virtuel : ne vous inquiétez pas, nous pouvons trouver le reste de notre temps.
Agent virtuel : juste une douche je veux le voir.
Utilisateur : juste.
Utilisateur : je veux le voir la voiture.
Utilisateur : si tu veux voir.
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Agent virtuel : qu’en est il de.
Agent virtuel : Vouliez-vous voir un rendez-vous, les contacts, les photos ou les
fêtes ?
Utilisateur : de ça.
4.3.5.0.2 Dialogue libre de la participante P3_E2 Utilisateur : je prends
exposer de parler d’un ﬁlm d’action avec toi aujourd’hui.
Agent virtuel : Vouliez-vous prends un rendez-vous, une fête ou un contact ?
Utilisateur : non je voulais parler d’un ﬁlm d’action avec toi aujourd’hui.
Agent virtuel : Avez-vous besoin d’autre chose ?
Utilisateur : parler avec toi d’un ﬁlm d’action.
Agent virtuel : non je veux sortir d’une liste de ﬁls.
Utilisateur : ﬁlm.
Agent virtuel : oh oui.
Utilisateur : m’a demandé de te parler de ﬁlms.
Utilisateur : avec toi.
Agent virtuel : qu’est ce que tu racontes.
Agent virtuel : oui monsieur, je t’aime dans la camèra.
Utilisateur : je t’aime.
Agent virtuel : oui.
Utilisateur : avec toi mais.
Utilisateur : que je vais laisser faire la conversation aujourd’hui.
4.3.5.0.3 Dialogue libre du participant P4_E2 Utilisateur : aujourd’hui on
me demande de parler avec l’avatar de ﬁlms d’action.
Agent virtuel : Vendredi, 22 Septembre, 2017.
Utilisateur : oui.
Utilisateur : je veux parler avec toi dans le ﬁlm d’action.
Agent virtuel : qu’est ce que tu veux.
Utilisateur : je veux parler avec toi.
Agent virtuel : maintenant je n’ai jamais eu de steak.
Utilisateur : est ce que tu connais le ﬁlm.
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Agent virtuel : j’ai été vu ma première boîte mais je ne peux pas.
Utilisateur : est ce que tu connais le ﬁlm orange and black.
Agent virtuel : pour un homme.
Utilisateur : non on n’est pas dans la bonne direction est ce que tu connais le ﬁlm
la vengeance de la page.
Agent virtuel : c’est dommage qui soit construit.
Utilisateur : le ﬁlm était très beau que tu sembles pas l’avoir vu.
Agent virtuel : il fait 9 C et c’est brouillard.
Utilisateur : google.
Agent virtuel : qu’est ce que tu veux.
Utilisateur : je veux te dire c’est terminé on est pas sur la même longueur d’onde.
Agent virtuel : non, je ne sais vraiment pas ce que vous allez faire.
Utilisateur : je vais quitter.
Agent virtuel : je le pense.
Utilisateur : ken meany.
Agent virtuel : je suis désolé tellement je vous ai dit que je vous ai parlé de l’âme
de la fucking.
Utilisateur : un très beau langage.
Agent virtuel : la température est de 9 C et c’est brouillard.
Utilisateur : terminé.
Agent virtuel : A plus tard Jean 1.
Avant de discuter des résultats obtenus, les participants ont évalué l’utilisation de
l’application Amelis.
4.3.6 Évaluation de l’application Amelis par les participants
Les réponses du tableau 4.5 proviennent de formulaires que les participants ont
remplis. À la ﬁn de la semaine d’expérimentation, chaque participant a complété
un formulaire par rapport à son ressenti sur l’utilisation de l’application. Avoir une
évaluation sur le tactile et le vocal à la ﬁn de l’expérimentation permet d’avoir une
1. Prénom ﬁctif
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comparaison avec l’évaluation des premières rencontres au début de la semaine d’ex-
périmentation, pour voir s’il y a eu une évolution. De plus, cette évaluation permet
de cerner plus précisément les problèmes auxquels font face les utilisateurs, et ainsi
de pouvoir faire des corrélations avec les résultats obtenus.
tableau 4.5 – Évaluation de l’application Amelis par les participants
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Plusieurs hypothèses sont posées dans le paragraphe 2.3 sur les objectifs au cha-
pitre 2. Pour chaque hypothèse sont associés des résultats qui sont discutés pour
expliquer si l’hypothèse est validée.
5.1 Objectif 2 : Oﬀrir un contrôle de l’application
Amelis par la parole
Cet objectif contient trois hypothèses.
5.1.1 Contrôle de l’application selon un dialogue par règles
Pour l’hypothèse 1, qui est : "Un dialogue par règles permet d’extraire les infor-
mations nécessaires pour contrôler une partie de l’application Amelis et de générer les
réponses de l’agent virtuel", le paragraphe 4.1.1 sur les tests techniques E2E montre
que le dialogue par règles permet de contrôler une partie de l’application Amelis et
de donner des réponses à l’utilisateur. En eﬀet, avec 638 tests, il est possible d’aﬃr-
mer que le dialogue par règles oﬀre un large choix d’actions réalisables pour contrôler
certaines parties de l’application Amelis. De plus, il est vériﬁé que les réponses de
l’agent virtuel sont cohérentes par rapport aux demandes eﬀectuées.
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En contrepartie, l’utilisation faite par les participants apporte un point de vue plus
mitigé. Il est constaté que les interactions vocales entre l’agent virtuel et l’utilisateur
n’aboutissent pas toujours. Selon les ﬁgures 4.13, 4.12, 4.14 et 4.15 qui montrent les
causes des erreurs d’actions vocales, il apparaît qu’il manque des règles pour contrôler
l’application Amelis. En eﬀet, bien qu’il y ait un grand nombre de règles mises en place
dans l’expérimentation 1, certaines situations n’ont pu être résolues dû à un manque
de règles. Dans la deuxième expérimentation, le pourcentage d’erreurs vocales est
beaucoup moins important que lors de la première expérimentation. Cela n’est pas
visible dans les ﬁgures du chapitre des résultats, mais en comparant les impasses du
dialogue par règles entre l’agent virtuel et l’utilisateur des deux expérimentations,
il est constaté que les utilisateurs sortent le plus souvent des impasses lors de la
deuxième expérimentation, et ce grâce à la synchronisation. De plus, toutes les erreurs
provenant du dialogue par règles qui traitait le dialogue libre lors de la première
expérimentation, ne sont plus présentes car le dialogue libre est désormais un module
à part entière traité par un réseau de neurones. On peut donc aﬃrmer que le dialogue
par règles permet de contrôler une partie de l’application Amelis et de fournir des
réponses pour l’utilisateur, mais le contrôle ne peut être total que si tous les cas
d’utilisation sont traités par les règles ou qu’une synchronisation aide à traiter les
impasses du dialogue. Or d’une personne à une autre, de nouveaux cas d’utilisation
peuvent apparaître. Cela montre que le contrôle du dialogue par règles comporte
également des limites.
5.1.2 Formulations diverses des commandes dans le dialogue
par règles
D’après l’hypothèse 2 : L’agent virtuel est capable avec le dialogue par règles de
commander l’application Amelis avec diverses formulations. Cette hypothèse est liée
à l’hypothèse précédente. En eﬀet, il est montré à travers les tests E2E qu’un grand
nombre de formulations est possible. Un exemple est repris dans la ﬁgure 4.2, mon-
trant diﬀérents exemples de formulations pour l’ajout de rendez-vous. Néanmoins,
l’hypothèse est contre balancée à cause des erreurs dues à un manque de règles lors
de l’utilisation de l’application Amelis avec les participants lors des premières expé-
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rimentations. Pour que l’agent virtuel soit capable, à l’aide du dialogue par règles,
de commander l’application Amelis avec diverses formulations, l’ensemble de règles
doit être suﬃsamment large. Par exemple, le fait que les utilisateurs aient pris des
rendez-vous la nuit durant la première expérimentation est dû à un manque initial
au niveau des règles, il a fallu demander aux utilisateurs si l’heure qu’ils fournis-
saient correspondait au matin ou à l’après-midi. Dans la conception ont été évoqués
diﬀérents moyens pour élargir les règles : intégration de synonymes et combinaisons
de règles. Cependant, lors des tests avec les utilisateurs, ceux-ci s’expriment avec de
nouvelles manières qui n’avaient pas été initialement prévues.
Pour contrôler pleinement l’application Amelis avec diﬀérentes formulations, il
faut récolter autant d’exemples que possible pour la formulation de chaque tâche.
Cela peut se faire de façon manuelle en trouvant de nouveaux exemples et les ajouter
aux règles, ou de façon automatique en concevant un module capable de trouver sur
internet des formulations similaires à la demande. Par exemple, pour demander la
météo, il est possible de demander à des personnes d’écrire toutes les formulations
auxquelles elles pensent pour demander la météo. Une autre solution serait de compo-
ser non pas un dictionnaire de synonymes mais un dictionnaire de phrases similaires.
Dans l’article de Han J. et al. [102], il est montré qu’à partir d’un large corpus de
questions, il est possible de trouver les questions similaires à une nouvelle question.
Cela nécessite d’entraîner un modèle pour qu’il soit capable de retrouver des phrases
similaires. Par ces biais, il serait alors possible d’élargir les règles pour prendre en
compte le plus de formulations possible. Plus le nombre d’exemples de formulations
diverses regroupées est grand, plus les règles peuvent s’agrandir. Cependant, il est
toujours possible que des exceptions surviennent et selon le public visé, certains cas
peuvent être omis. Par exemple, un public de plus de 60 ans et plus n’utilisera pas
forcément le même langage qu’un public adolescent.
5.1.3 Demandes intelligibles de l’agent virtuel
L’hypothèse 3 suppose que l’utilisateur est capable de comprendre les demandes
de l’agent virtuel pour y répondre. Les ﬁgures 4.13, 4.12, 4.14 et 4.15 de la première
expérimentation permettent de répondre à l’hypothèse. Une cause des erreurs vocales
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est une réponse inappropriée de l’utilisateur à une demande de l’agent virtuel. Lors de
la première expérimentation, hormis la participante P2_E1 qui a peu utilisé le vocal,
les autres participants ont utilisé le vocal entre une cinquantaine et une cent vingtaines
de fois au cours de ces trois mois. Dans la majorité des cas, l’utilisateur est capable de
comprendre les demandes de l’agent virtuel et d’y répondre, le plus haut pourcentage
d’erreurs vocales dû à des réponses hors sujet durant la première expérimentation est
de 14%. Il est noté que les erreurs vocales liées à des réponses hors sujet surviennent
lors des ajouts de rendez-vous, 2 fois pour la participante P1_E1 et 7 fois pour le
participant P4_E1. Cela est probablement dû au fait que l’ajout de rendez-vous est
une tâche plus complexe et demande une interaction plus longue. Puisque l’ajout
de rendez-vous contient plusieurs champs à compléter et que l’utilisateur connaît les
informations qu’il souhaite ajouter, ce dernier a tendance à donner ces informations,
sans prêter attention aux demandes de l’agent virtuel, en pensant que l’agent virtuel
saura comprendre les informations reçues. Cela montre d’une part que l’utilisateur
peut comprendre et répondre à l’agent virtuel, mais d’autre part qu’il est nécessaire
que l’agent virtuel puisse s’adapter aux réponses de l’utilisateur. Ce point nous ramène
à la discussion sur l’hypothèse précédente où l’agent virtuel doit être capable de
comprendre plusieurs types de formulations.
5.2 Objectif 3 : Oﬀrir des contextes de discussion
libre entre l’agent virtuel et l’utilisateur pour
donner un aspect plus humain lors des échanges
Cet objectif contient deux hypothèses.
5.2.1 Réseaux de neurones et dialogue libre
Selon l’hypothèse 1 : Le dialogue libre nécessite d’utiliser les réseaux de neurones
pour le modéliser
Dans le paragraphe 5.1 précédent sur le dialogue par règles, il est montré que les
règles sont limitées dès lors qu’une nouvelle exception survient. Il faut prendre en
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compte que ces résultats concernaient l’utilisation du dialogue par règles pour des
fonctionnalités déjà prévues. Par exemple, la météo est une fonctionnalité accessible
en vocal, il faut donc instaurer toutes les règles autour pour permettre d’interagir
avec. En se concentrant simplement sur les erreurs vocales dues à un manque de
règles au niveau du dialogue par règles durant la première expérimentation, il est
constaté que ces erreurs représentent :
— 25% pour la participante P1_E1 ;
— 92% pour la participante P2_E1 ;
— 50% pour la participante P3_E1 ;
— 90% pour le participant P4_E1.
Un grand nombre de tentatives de discussion libre échoue à cause d’un manque de
règles pour pouvoir traiter chaque cas spéciﬁque. Pour répondre à cette demande de
discussion de la part de l’utilisateur, il faut construire un module de discussion libre
qui peut couvrir n’importe quel sujet de conversation. Ceci ne peut pas être réalisé
avec des règles qui couvriraient tous les sujets possibles. Toutefois, la demande de la
part des utilisateurs pour avoir une discussion libre amène d’autres algorithmes de
traitement de langage naturel. Comme vu lors de la revue de littérature, les réseaux
de neurones permettent de construire automatiquement des réponses.
5.2.2 Qualité du dialogue libre et acceptabilité du dialogue
de l’agent virtuel
L’hypothèse 2 stipule que : La qualité du dialogue libre impacte sur l’acceptabi-
lité du dialogue avec l’agent virtuel. Il est prouvé dans l’hypothèse précédente que
la qualité du dialogue libre n’est pas suﬃsante lorsque le dialogue par règles traite
le dialogue libre. La seconde expérimentation vient appuyer l’hypothèse 2. En eﬀet,
elle montre ce qu’apporte la mise en place d’un dialogue libre à l’aide de réseaux de
neurones. En comparant les discussions libres des participants avec l’agent virtuel pré-
sentées dans le chapitre précédent sur les résultats, la conversation entre l’utilisateur
et l’agent virtuel tourne rapidement en un dialogue peu compréhensible avec l’agent
virtuel. Les utilisateurs tentent au départ de se reprendre ou d’essayer d’expliquer à
l’agent virtuel ce dont ils veulent lui parler, mais ils constatent que la conversation
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reste sans queue ni tête. Les utilisateurs ﬁnissent par abandonner la discussion en
gardant en tête que l’agent virtuel ne les comprend pas lorsqu’ils discutent avec.
Pour la première expérimentation, les tableaux 4.1, 4.2, 4.3, 4.4 montre une dimi-
nution de l’utilisation du vocal. Les discussions entre les utilisateurs et l’agent virtuel
ne montrent pas une cause spéciﬁque à cette diminution. L’utilisation du dialogue
libre est répartie sur le temps. De plus bien que les participants font face à plusieurs
erreurs lors de l’utilisation du vocal, ils continuent à utiliser le dialogue par la suite.
Nous supposons que la diminution de l’utilisation du vocal s’est faite progressivement
pour trois raisons :
— Les participants ont appris à se servir du tactile, le résultat n’aboutissait pas
à un échec et ils avaient accès à plus de fonctionnalités ;
— Le dernier mois d’expérimentation présente une diminution de l’utilisation de
l’application, que ça soit en vocal ou en tactile ;
— Les utilisateurs ont manifesté avoir moins d’intérêts à entrer des rendez-vous le
dernier mois car ils ne pourraient pas se les faire rappeler, puisque le calendrier
allait leur être ôté.
Pour la deuxième expérimentation, l’utilisation de l’application et des diﬀérents dia-
logues n’est pas suﬃsante pour conclure sur l’impact que le dialogue libre peut avoir
sur le dialogue avec l’agent virtuel. Il est néanmoins constaté que les utilisateurs
cessent la discussion avec l’agent virtuel ou s’expriment d’une manière montrant que
pour eux l’agent virtuel ne comprend pas. Les utilisateurs sont donc conscients d’un
manque de qualité au niveau du dialogue libre. L’apprentissage du réseau de neurones
n’est donc pas suﬃsamment poussé pour obtenir des phrases ﬂuides et sensées. Ce-
pendant, l’apprentissage est allé assez loin pour permettre d’avoir une bonne syntaxe.
En entraînant plus longuement le réseau de neurones, il serait possible de pallier à
l’aspect sémantique qui n’est pas suﬃsamment présent pour le moment. De plus, le
pourcentage d’erreurs vocales pour le dialogue durant la deuxième expérimentation
est descendu entre 5 et 13% tandis que le pourcentage était entre 38 et 46% pour
la première expérimentation. La qualité du dialogue par règles s’est donc amélioré et
impacte sur l’acceptabilité du dialogue avec l’agent virtuel.
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5.3 Objectif 4 : Intégrer un mode d’interaction
tactile et un mode d’interaction vocal pour of-
frir un choix d’interaction plus large et plus
simple à l’utilisateur
Cet objectif contient deux hypothèses.
5.3.1 Deux modes d’interaction élargissent les possibilités de
choix d’interaction
L’hypothèse 1 énonce que : deux modes d’interaction élargissent les possibilités
de choix d’interaction. Toutes les fonctionnalités de l’application Amelis sont toutes
accessibles en tactile, mais certaines ne sont pas accessibles en vocal, comme le choix
d’une musique ou l’ajout d’un contact. Les ﬁgures 4.17, 4.16, 4.18 et 4.19 montrent
l’utilisation, au cours des semaines, des fonctionnalités accessibles à la fois en tactile
et en vocal. Le vocal est utilisé principalement par les participants P1_E1, P3_E1
et P4_E1. La participante P3_E1 a utilisé le vocal 27 fois pour l’ajout de rendez-
vous et 26 fois pour accéder aux autres fonctionnalités de l’application Amelis. Les
participants P1_E1 et P4_E1 ont surtout utilisé le vocal pour commander des actions
sur les rendez-vous, 96 fois pour la participante P1_E1 et 106 fois pour le participant
P4_E1. Pour les autres tâches, la participante P1_E1 s’est servie 56 fois du vocal et
le participant P4_E1 s’est servi 9 fois du vocal pour les autres fonctionnalités. En
comparant l’utilisation de chaque participant, l’accès aux diﬀérents menus, à la fois
accessible en tactile et en vocal, de l’application Amelis est eﬀectué en majorité en
tactile :
— La participante P1_E1 s’est servie 449 fois du tactile pour accéder aux fonc-
tionnalités autres que celles de l’agenda, contre 56 fois en vocal ;
— La participante P2_E1 s’est servie 338 fois du tactile pour accéder aux fonc-
tionnalités autres que celles de l’agenda, contre 13 fois en vocal ;
— La participante P3_E1 s’est servie 462 fois du tactile pour accéder aux fonc-
tionnalités autres que celles de l’agenda, contre 26 fois en vocal ;
114
5.3. Objectif 4 : Intégrer un mode d’interaction tactile et un mode
d’interaction vocal pour offrir un choix d’interaction plus large et
plus simple à l’utilisateur
— Le participant P4_E1 s’est servi 1139 fois du tactile pour accéder aux fonc-
tionnalités autres que celles de l’agenda, contre 9 fois en vocal ;
L’interaction tactile est plus simple et plus rapide lorsque la fonctionnalité ne nécessite
que d’un ou deux appuis pour l’activer. Le fait que le vocal soit utilisé pour les rendez-
vous peut s’expliquer par le fait que l’interaction peut être plus intuitive et plus
courte. En eﬀet, il y a beaucoup plus d’interactions tactiles à réaliser lorsqu’on ajoute
un rendez-vous, notamment lorsqu’il faut entrer sur le clavier le titre du rendez-vous,
alors qu’en vocal, il suﬃt de donner la commande et l’agent virtuel peut eﬀectuer
l’action à la place de l’utilisateur. Les deux modes d’interaction donnent la liberté à
l’utilisateur de choisir le mode qui lui convient le mieux selon l’action qu’il souhaite
réaliser.
5.3.2 Synchronisation entre les deux modes d’interactions
D’après l’hypothèse 2 : La synchronisation entre les deux modes d’interactions
simpliﬁe leur cohabitation. Dans la deuxième expérimentation, les rencontres avec
les utilisateurs montrent qu’ils ne sont pas à l’aise avec la synchronisation à part la
participante P2_E2, comme le montre les ﬁgures 4.21, 4.22, 4.20 et 4.23. Cependant,
les utilisateurs P1_E2 et P4_E2 ont su se sortir d’impasses lorsqu’ils étaient seuls
face à l’application Amelis, en changeant de mode d’interaction (voir ﬁgure 4.32).
La participante P1_E2 et le participant P4_E2 ont solutionné 2 fois une impasse
grâce la synchronisation. Outre la synchronisation en cas d’impasse, les participants
utilisent aussi la synchronisation pour compléter une action avec l’autre mode plus
adapté. Par exemple, la participante P1_E2 complète un ajout d’un rendez-vous en
vocal alors qu’elle ne faisait pas face à une impasse en tactile ; les champs comme
l’adresse étaient plus simples à remplir en donnant l’information à l’agent virtuel. La
synchronisation permet aux deux modes d’interaction de recevoir les mêmes infor-
mations et l’utilisateur peut ainsi changer de mode selon ses besoins tout en évitant
d’avoir à tout recommencer dans le nouveau mode d’interaction choisi. Ainsi, tant
que la synchronisation n’était pas implantée, comme lors de la première expérimen-
tation, si l’utilisateur commençait un ajout de rendez-vous en tactile et qu’il voulait
le continuer en vocal, il devait redonner toutes les informations en vocal.
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5.4 Objectif 5 : Évaluer les performances techniques
et l’impact sur l’utilisateur du dialogue de contrôle
et libre
5.4.1 La reconnaissance vocale comprend l’utilisateur
L’hypothèse 1 stipule que : l’utilisateur est correctement compris par le modèle
de reconnaissance vocale. Le module de reconnaissance vocale de Google a été choisi
car il est performant, rapide, et comprend le français. Dans la présentation des par-
ticipants dans le chapitre 4 sur les résultats, le taux de reconnaissance vocale pour
la lecture des textes sans pause varient entre 15 et 75% de réussite. L’exercice étant
compliqué, nous nous sommes basés sur le taux de reconnaissance vocale pour les
textes avec des pauses entre chaque phrase, car cela est plus représentatif sur la ma-
nière dont une personne parle. Pour cet exercice, le pourcentage de reconnaissance se
situe à environ 75% de réussite pour chaque participant. En regardant les ﬁgures 4.17,
4.16, 4.18 et 4.19 de la première expérimentation ou les discussions entre l’agent vir-
tuel et l’utilisateur de la deuxième expérimentation, des problèmes de reconnaissance
vocale reviennent souvent. Les problèmes de reconnaissance vocale des deux expéri-
mentations oscillent entre 20 et 30% des erreurs vocales. Diverses causes expliquent
les erreurs de reconnaissance vocale :
— L’articulation. Dans le tableau 4.5 sur les retours des utilisateurs de la deuxième
expérimentation, la participante P1_E1 constate que si elle prend le temps
d’articuler en prononçant ses mots, elle est plus facilement reconnue ;
— La vitesse de prononciation. Plus l’utilisateur parle vite, moins il articule, ce
qui complique la reconnaissance ;
— L’accent de l’utilisateur. Certains participants ont un accent prononcé, que ce
soit un accent québécois ou espagnol comme la participant P1_E1. Le système
de reconnaissance de Google est entraîné pour reconnaître des mots français
avec un accent de France. Même si le critère d’inclusion des participants né-
cessitait une reconnaissance vocale supérieure à 70%, certaines prononciations
québécoises peuvent être plus diﬃciles à comprendre ;
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— L’apprentissage du système est inﬂuencé par l’apprentissage et par les mots
appris. Par exemple, l’utilisateur P4_E1 a dit "10 heures" et le système de
reconnaissance a reconnu le terme "Deezer".
Un système de reconnaissance vocale entraîné pour l’utilisateur d’Amelis pour-
rait améliorer les résultats. Si le public visé a des caractéristiques spéciﬁques, telles
que l’accent, ou que le projet pour lequel la reconnaissance vocale est utilisé touche
un milieu plus particulier, par exemple la prise de rendez-vous, il peut être intéres-
sant d’entraîner soi-même un système de reconnaissance vocale [103]. Cela permet
de s’adapter à l’utilisateur et aussi au domaine visé. La confusion entre 10 heures et
Deezer serait ainsi évitée.
5.4.2 Validation par les tests techniques
Suivant l’hypothèse 2 : des tests techniques permettent de valider le bon fonction-
nement de l’application Amelis. Trois types de tests techniques sont eﬀectués, les tests
E2E pour le dialogue par règles, et les tests BLEU et sémantiques pour le réseau de
neurones. Les tests E2E permettent d’identiﬁer les erreurs dans l’application et ainsi
de refactoriser le code pour s’approcher le plus possible des attentes de l’utilisateur. Ils
permettent à la fois de vériﬁer le bon fonctionnement du tactile et du vocal. En outre,
ils valident que les informations échangées lors d’une synchronisation sont justes et
que les deux modes d’interaction reçoivent les mêmes informations. De plus, ils testent
un grand nombre de formulations de demandes de la part de l’utilisateur pour vériﬁer
que les règles couvrent suﬃsamment de cas. Les 638 tests E2E permettent ainsi de
valider les fonctionnalités actuellement mises en place, ainsi que les fonctionnalités
manquantes. En eﬀet, des tests sont réalisés sur des cas non traités pour vériﬁer que
l’agent virtuel aide l’utilisateur. Cela veut dire qu’au lieu d’agrandir indéﬁniment les
règles, il est possible de concentrer les règles sur les fonctionnalités les plus utilisées
en vocal. Pour des fonctionnalités moins utilisées de manière vocale il est possible de
créer une règle commune qui explique à l’utilisateur que telle fonctionnalité n’est pas
prise en charge par l’agent virtuel et d’inciter l’utilisateur à se servir du tactile.
Les tests techniques concernant l’apprentissage du réseau de neurones valident les
résultats lors de l’utilisation du dialogue libre. En eﬀet, le test sémantique donne un
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pourcentage de similarité sémantique de 9% entre la réponse attendue et la réponse
obtenue. Cela est vériﬁé par les extraits de dialogue libre de la seconde expérimen-
tation, où les réponses de l’agent virtuel présentent une sémantique mal construite.
Le test BLEU, dont la valeur est de 2, montre que les réponses obtenues ont peu de
sens et ce résultat est conﬁrmé par les dialogues libres de la deuxième expérimenta-
tion. Les réseaux de neurones actuels utilisant des modèles "sequence to sequence"
atteignent un score compris entre 25 et 40 [75], [97]. Ces modèles permettent d’ob-
tenir des réponses compréhensibles. Néanmoins, bien que l’apprentissage ne soit pas
suﬃsamment développé, il arrive que la syntaxe soit bonne. Un autre point à noter
est que lors du dialogue libre, le dialogue par règles prend le dessus. Cela est désiré
puisque nous avons considéré l’exécution d’une règle plus importante que le dialogue
libre. Par exemple, dans le dialogue libre de la participante P2_E2, la participante dit
"Je veux le voir la voiture. Si tu veux voir". L’agent virtuel répond alors "Vouliez-vous
voir un rendez-vous...". Ceci est dû à l’activation d’une règle.
5.4.3 Appréciation du dialogue avec l’agent virtuel par les
utilisateurs
L’hypothèse 3 dit que : Les utilisateurs apprécient le dialogue avec l’agent virtuel
et trouvent plus facile l’utilisation de l’application Amelis avec l’agent virtuel. En re-
gardant les tableaux 4.2, 4.1, 4.3 et 4.4, l’utilisation vocale est moins fréquente que le
tactile. Une première raison est que les fonctionnalités ne sont pas toutes accessibles
en vocal. Il est constaté que tout au long des expérimentations 1, l’utilisation du vocal
diminue, voire cesse d’exister, alors que l’utilisation du tactile subit une faible baisse
d’utilisation en comparaison. L’expérimentation 2 est trop courte pour aﬃrmer que
le tactile ou le vocal est privilégié. Cependant, la ﬁgure 4.20 montre que l’utilisatrice
P1_E1, qui n’était pas à l’aise avec la synchronisation du vocal vers le tactile, l’a
pourtant utilisé 4 fois pour ﬁnir l’ajout de rendez-vous. Durant les expérimentations
1 et 2, certaines réponses montrent une incompréhension de la part des utilisateurs
face à l’agent virtuel. Par exemple, le participant P4_E2 a répondu lors d’une discus-
sion libre "Je veux te dire c’est terminé, on est pas sur la même longueur d’onde". En
discutant avec les utilisateurs suite aux expérimentations, ils disent avoir l’impression
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de ne pas être compris par l’agent virtuel. Certains ont dit qu’ils apprécieraient dis-
cuter avec l’agent virtuel si ce dernier était capable de tenir une conversation normale
et de comprendre leurs demandes, quelles soient complexes ou non. Les utilisateurs
préfèrent se servir du tactile pour interagir avec l’application Amelis, mais sont prêts
à plus utiliser le vocal si ce dernier est plus fonctionnel.
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Ce mémoire a présenté le contexte de recherche et la problématique de la concep-
tion d’un dialogue entre les aînés et un agent virtuel au sein d’une application. Ce
mémoire a réussi à faire ressortir les diﬃcultés liées à la mise en place d’un tel dialogue,
ainsi que les besoins, les habitudes et l’adaptation des utilisateurs face au dialogue
instauré dans l’application. L’intégration d’une modalité vocale dans un calendrier
tactile a fait l’objet de conception informatique de plusieurs ordres :
— L’architecture logicielle du calendrier a dû être étendue avec une modalité
vocale synchronisée sur les interactions tactiles ;
— Un dialogue par règles a été conçu et permet d’utiliser des synonymes ;
— Un dialogue libre basé sur l’apprentissage de réseaux de neurones a été inté-
gré pour étendre le dialogue et ne pas le limiter qu’à des commandes pour
l’application Amelis ;
— Un passage entre les deux modes de dialogue (dialogue par règles et dialogue
libre) a été conçu pour que les commandes du calendrier soient prioritaires en
tout temps.
Les deux expérimentations menées auprès de 8 personnes ont permis d’apporter
un contraste sur les tests techniques de l’application. Elles ont permis d’observer
l’utilisation réelle de l’application par des personnes âgées. Cela a mis en avant les
manques et les points forts du dialogue homme-machine auprès d’aînés.
Le contrôle d’une application est possible en vocal si le dialogue mis en place per-
met de comprendre les diﬀérentes formulations de l’utilisateur. Bien que l’utilisateur
puisse adapter son dialogue pour se faire comprendre par un agent virtuel, il faut
mettre en place un dialogue capable de comprendre l’utilisateur quelque soit sa ma-
nière de s’exprimer. Cela permet à l’utilisateur d’être en conﬁance avec l’utilisation
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du vocal, ainsi que de lui permettre de déléguer des tâches plus complexes en tactile.
Pour que le dialogue soit complet, il faut que l’agent virtuel soit capable de discuter
avec l’utilisateur de manière libre tout en utilisant des phrases structurées et sensées.
Cela implique la mise en place d’un dialogue conçu pour répondre à n’importe quel
sujet de discussion.
L’apport d’une interaction vocale en plus d’une interaction tactile permet à l’utili-
sateur d’adapter ses interactions selon ses propres besoins pour tirer le meilleur retour
possible sur l’utilisation de l’application. De plus, le lien entre les deux modes d’in-
teractions donne la possibilité à l’utilisateur de changer de mode selon les tâches tout
en gardant l’information à jour entre ces deux modes.
Fournir un dialogue entre une personne et un agent virtuel dans le cadre de la
commande d’un calendrier est donc possible. Cependant, certaines diﬃcultés amenant
à des améliorations futures sont à souligner :
— Le dialogue par règles permet de contrôler une application, mais il est néces-
saire d’identiﬁer tous les cas d’utilisation possible et de pouvoir reconnaître
des données diﬃciles à récupérer ;
— L’utilisation d’un réseau de neurones pour créer un dialogue libre est avan-
tageuse, mais l’apprentissage doit être suﬃsamment pointu pour obtenir des
réponses structurées et sensées. Cela implique d’avoir un réseau de neurones
avec des paramètres adaptés et d’avoir un corpus de texte suﬃsamment large
pour permettre à l’apprentissage de couvrir le plus de sujets possible ;
— Le reconnaissance vocale nécessite un apprentissage spéciﬁque pour s’adapter
à chaque utilisateur, que ce soit son accent, sa prononciation ou sa rapidité
d’élocution.
Limiter la fracture numérique des personnes âgées requiert d’augmenter la convi-
vialité des interfaces. Proposer une modalité vocale avec un agent virtuel est une
piste que les participants ont appréciée. Toutefois, la réalisation d’un agent virtuel
et les expérimentations avec les aînés indiquent qu’il est indispensable de s’assurer
de la qualité du dialogue, que la modélisation du dialogue par règles peut faciliter
l’utilisation d’applications où le tactile demande plus d’entrées de clavier, et que le
dialogue doit être intégré à une utilisation tactile avec une synchronisation.
Mes contributions propres à ce projet de recherche ont été :
121
Conclusion
— De mettre en place l’architecture tactile suite à des rencontres avec les aînés
pour respecter leurs besoins et leur attentes sur les fonctionnalités à intégrer
au calendrier ;
— De concevoir le dialogue par règles et de le développer. Cela comprends la re-
factorisation des règles et le développement de synonymes, dans le but d’amé-
liorer les interactions vocales entre l’agent virtuel et les aînés, et de répondre
au mieux à leur attentes ;
— De développer un module de dialogue libre pour permettre de répondre au
besoin des aînés de discuter de sujets divers avec l’agent virtuel ;
— De mettre en place un système de communication entre une modalité vocale et
une modalité tactile, permettant à la fois de fournir suﬃsamment de retours
vocaux et visuels propres pour les aînés, et à la fois d’oﬀrir plus de choix
d’interaction et d’adaptabilité pour les aînés ;
Les perspectives de cette recherche sont de fournir un dialogue avec un meilleur
taux de reconnaissance pour commander le calendrier en étendant les formulations
possibles. La recherche du dialogue libre doit être poursuivie pour oﬀrir aux personnes
âgées la convivialité de dialoguer avec l’agent virtuel sans que la conversation ne
devienne incompréhensible.
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ﬁgure A.1 – Maquette du calendrier Amelis en France
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ﬁgure A.2 – Maquette du calendrier Amelis au Québec
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ﬁgure A.3 – Maquette commune du calendrier Amelis
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