The q-Weibull distribution is a generalization of the Weibull distribution and could describe complex systems. We firstly point out how to derive the maximum likelihood estimates (MLEs) and least-squares estimates (LSEs) of the q-Weibull parameters. Next, three confidence intervals (CIs) for the q-Weibull parameters are constructed based on bootstrap methods and asymptotic normality of the MLEs. Explicit expressions for the Fisher information matrix necessary for the asymptotic CIs are derived. A Monte Carlo simulation study is conducted to compare the performances of the MLEs and LSEs as well as the different CIs. The simulation results show that the MLEs are superior to the LSEs in terms of both bias and mean squared error. The bootstrap CIs based on the MLEs are shown to have good coverage probabilities and average interval widths. Finally, a real data example is provided to illustrate the proposed methods.
Introduction
Recently, q-type distributions have been introduced to describe complex systems in the context of nonextensive statistical mechanics. They have been widely applied in many fields, such as physics, chemistry, biology, mathematics, geography, economics, medicine, informatics and linguistics [1] [2] [3] . The q-type distributions are based on functions introduced in nonextensive statistical mechanics for nonextensive formalism. One of the functions is the q-exponential function defined as 
Several q-type distributions have been proposed, including the q-exponential [3] [4] [5] [6] , q-gamma [5] , q-Gaussian [3] , q-Weibull [3] [4] [5] [6] [7] and others [5] . As the Weibull model is most commonly used to describe lifetime data [8, 9] , the corresponding q-type distribution, i.e. the q-Weibull distribution, has been more focused than others. The q-Weibull distribution can describe complex systems with long-range interactions and long-term memory [10] . The Weibull distribution can only exhibit monotonic and constant shapes for its hazard rate function. However, the q-Weibull distribution can exhibit unimodal, bathtub-shaped, monotonically decreasing, monotonically increasing and constant shapes [7, 10] for its hazard rate function. Hence, it is a useful generalization of the Weibull distribution [11] . The q-Weibull distribution was considered with the autoregressive conditional duration model [12, 13] , stress-strength model [14] and maxmin processes [15] . Besides, it has been used to analyse data for dielectric breakdown regime of ultra-thin oxides [16] , natural gas recovery plants [17] and robotic welding stations [18] .
In applications, the most basic problem is accurate estimation of the q-Weibull parameters. Several methods have been proposed to estimate the q-Weibull parameters, including moment estimates [14] , maximum likelihood estimates (MLEs) [10] and least-squares estimates (LSEs) [7, 16, 17] . The confidence intervals (CIs) for the q-Weibull parameters were considered only by Xu et al. [10] . These developments motivate us to compare the different estimates and propose CIs for the q-Weibull parameters.
This study has two objectives. First, it provides clear derivations of the MLEs and LSEs of the q-Weibull parameters and compares their performance through a simulation study. The second objective is to construct CIs for the q-Weibull parameters and compare their performance.
The rest of the paper is organised as follows. The q-Weibull distribution and its MLEs and LSEs are introduced in Section 2. Different CIs are constructed in Section 3. In Section 4, a simulation study is conducted to compare the MLEs and LSEs and also to compare the different CIs. A real data example is presented in Section 5. The paper is concluded in Section 6.
Estimation of the q-Weibull parameters
Throughout, we assume complete data sets are available from the q-Weibull distribution. That is, no censoring is considered. Furthermore, the minimum life parameter is considered null throughout.
The q-Weibull distribution
The probability density function (PDF) of the q-Weibull distribution is
where β > 0 and q < 2 are shape parameters, and η > 0 is a scale parameter. By introducing λ = η −β and using exp q (x) in Eq. (1), the PDF of the q-Weibull distribution can be rewritten as
where
The limiting PDF for q = 1 is
a Weibull PDF. The cumulative distribution function (CDF) of the q-Weibull distribution is
If q < 1,
denotes the beta function. It follows that the mean and variance of the q-Weibull random variable when q < 1 are
It follows that the mean and variance of the q-Weibull random variable when 1 < q < 2 are
The MLEs of the q-Weibull parameters
Let t 1 , . . . ,t n be a random sample from the q-Weibull distribution. The logarithm of the likelihood function for this sample is
The first derivatives of the log-likelihood function with respect to q, β and λ are
The derivatives are nonlinear. So, closed-form solutions for the MLEs are difficult to obtain. Hence, the MLEs q m , β m and λ m are computed by the following constrained optimization problem
where ln L is given by (5) . It is difficult to prove the uniqueness of the solution to the optimization problem (6). An optimization algorithm described later on was applied to solve this optimization problem. Execution of the algorithm for a wide range of initial values of the parameters showed that the algorithm always converged and the solution was unique. The initial values considered corresponded to all combinations of q = 0, 0.2, . . . , 1.8, λ = 1, 2, . . . , 10 and β = 1, 2, . . . , 10.
For the objective function ln L, ln 1
accounted for the optimization problem (6). However, t i > 0 when 1 < q < 2 and 0 
The LSEs of the q-Weibull parameters
The CDF F q (t) in (4) can be rewritten as
Let ln q (x) denote the inverse function of exp q (x), that is
By (7), we have
By taking logarithm again,
(1 − F q ) and x = lnt, then we have the linear form
Let t (1) ≤ · · · ≤ t (n) be the order statistics corresponding to t 1 , . . . ,t n . Estimate the CDF F q by
according to the Bernard's median-rank estimator [19] based on the rank of order statistics. Then the LSEs q l , β l and λ l can be obtained by the following constrained optimization problem
As in Section 2.2, it is difficult to prove the uniqueness of the solution to the optimization problem (11). An optimization algorithm described later on was applied to solve this optimization problem. Execution of the algorithm for a wide range of initial values of the parameters showed that the algorithm always converged and the solution was unique. The initial values considered corresponded to all combinations of q = 0, 0.2, . . . , 1.8, λ = 1, 2, . . . , 10 and β = 1, 2, . . . , 10.
3 The CIs for the q-Weibull parameters
The asymptotic CIs
The Fisher information matrix is frequently used to construct CIs for parameters based on asymptotic normality of the MLEs. Assume the parameter Θ is of interest. Under certain regularity conditions, the MLEs Θ follow the normal distribution N Θ, I −1 (Θ) as n → ∞, where I −1 (Θ) denotes the inverse matrix of the Fisher information matrix. The elements in the Fisher information matrix are the negatives of the expected values of the second order derivatives of ln L in (5) , that is
If the expected values are difficult to derive, they can be approximated by the negatives of the second order derivatives of ln L evaluated at the MLEs. [9, 20] . Xu et al. [10] obtained the CIs for the q-Weibull parameters according to this approximation. Here, we derive the expected values. The second order derivatives of ln L are
Hence, the Fisher information matrix is
Therefore, the Fisher information matrix is
If q = 1, the Fisher information matrix is
The remaining case is q ≤ 0. The arguments of the beta function B(x, y) must satisfy x > 0 and y > 0. So, in this case, the beta function is no longer applicable and the expectations are intractable. Hence, we approximate the expected values by the negatives of the second order derivatives evaluated at the MLEs q, β and λ : that is,
evaluated at q = q, β = β and λ = λ . The covariance matrix of the MLEs is the inverse matrix of the Fisher information matrix, that is 
Hence, the 100(1 − α) percent asymptotic CIs for q, β and λ are
max 0, λ m +Uα
respectively, where q m , β m , λ m are the MLEs and U α is the α-quantile of the standard normal distribution. Here, the max and min operations are used to ensure that β > 0, λ > 0 and q < 2.
The bootstrap CIs
The bootstrap method is commonly used in applications. Suppose that the parameter of interest is θ and let θ denotes its estimate. The idea of the bootstrap method is to infer on θ using the distribution of θ according to a bootstrap sample. The bootstrap method could be classified into parametric and non-parametric bootstrap methods [10] . In this paper, a parametric bootstrap method is adopted to construct percentile bootstrap CIs [?, ?]. To construct the bootstrap CI for the q-Weibull parameters, the following algorithm is proposed to generate the bootstrap sample. Note that different bootstrap CIs could be obtained based on the MLEs and LSEs. Algorithm Given the MLEs (respectively, LSEs) q m , β m , λ m of the q-Weibull parameters and bootstrap sample size B: 1: Generate a random sample t b 1 , . . . ,t b n using the MLEs (respectively, LSEs) q m , β m , λ m through
where u ∼ Uniform (0, 1). 2: Based on the simulated sample t b 1 , . . . ,t b n , use (6) (respectively, (11) 
respectively.
The simulation study
A Monte Carlo simulation under different parameter settings is carried out in this section to compare the performance of the MLEs and LSEs as well as the asymptotic and bootstrap CIs for the q-Weibull parameters. To conduct this study, settings for the q-Weibull parameters q, β , λ and the sample size n are required. Without loss of generality, we set λ = 1. We take n to be 100, 200, 500, 800 and 1000. For the values of β and λ , we refer to [10] . The settings are tabulated in Table 1 . Besides, to cover all the ranges of q and β , the cases of q = −1, β = 0.5 and q = −1, β = 1.5 are also considered. Under each parameter setting, a sample of size n was generated using (18) . Using this random sample, the MLEs q m , β m , λ m and the LSEs q l , β l , λ l were calculated based on (6) and (11) . For the problem (6), the optimization function fmincon in the Matlab software with 'interior-point' algorithm was used to obtain the MLEs. For the problem (11), the optimization function lsqnonlin in the Matlab software with 'trust-region-reflective' algorithm was used to compute the LSEs. Next, the asymptotic 90% CIs were derived through (17) by treating the MLEs of the q-Weibull parameters as the true values. In addition, 90% bootstrap CIs based on the MLEs and LSEs were obtained by running the algorithm with B = 5000. We replicated this process 10000 times for each parameter setting. To compare the MLEs and LSEs, the biases and mean squared errors (MSEs) were estimated. Similarly, the coverage probabilities (CPs) and average interval widths of the three CIs were computed for comparison. For ease of illustration, the relative bias, relative MSE and relative average width were obtained as the ratios of bias, MSE and average width to the corresponding true values. They are depicted in Figs. 1 -2 . 
In terms of absolute bias, q m is less than q l , β m is similar to β l and λ m is larger than λ l for β = 0.5. In terms of absolute bias, q m is less than q l , β m is similar to β l and λ m is close to λ l for β = 1.5.
3. When q = −1,
The performance of q l is poor as the bias and MSE are both unacceptable especially the MSE. (2) The absolute bias and MSE of β m are both smaller than those of β l .
The absolute bias of λ m is greater than that of λ l for β = 0.5. The absolute bias of λ m is close to that of λ l for β = 1.5. But the MSE of λ m is always less than that of λ l .
For comparison of the three CIs: 1. The CP of the asymptotic CI is always the smallest. But it is far from the nominal level except when q = 0.5 with small sample size. The reason may be that the average interval width of asymptotic CIs is narrowest. In the case of q = 0.5 with small sample size, the average interval widths become large making the CP better. The sudden increase is possibly caused by the large bias of the MLE q m .
2. When q = 0.5, (1) The CPs of the two bootstrap CIs agree with the nominal level. The CP of the bootstrap CI based on the MLEs is better than that based on the LSEs.
(2) The average interval width of the bootstrap CI based on the MLEs is narrower than that based on the LSEs.
The average interval width of the bootstrap CI based on the LSEs for q is worse, which may be due to the poor performance of the LSE q l .
2. When q = 1.5, (1) The CPs of the two bootstrap CIs coincide well with the nominal level. Further, the CP of the bootstrap CI based on the MLEs is superior to that based on the LSEs.
(2) The differences between the average interval widths of the two bootstrap CIs (based on the MLEs and LSEs) are tiny. 3. When q = −1, (1) For q, when the sample size n is small, the CP of the bootstrap CI based on the LSEs is largest while the CP of the bootstrap CI based on the MLEs is smallest. But with n increasing, the CPs of the two bootstrap CIs become close. For the average interval width, the bootstrap CI based on the MLEs is always narrower.
(2) For β , the CPs of the two bootstrap CIs are similar. However, the average interval width of the bootstrap CI based on the MLEs is narrower than that based on the LSEs.
(3) For λ , when the sample size is small, the CP of the bootstrap CI based on the MLEs is less than that based on the LSEs. They become close with n increasing. But the average interval width of the bootstrap CI based on the MLEs is narrower.
The estimate with the smallest bias and the smallest MSE should be selected as the point estimate. In terms of CP and average interval width, the CI having the CP around the nominal level and the narrowest width is superior. Based on the simulation results, we recommend the MLEs and bootstrap CIs based on the MLEs for the q-Weibull parameters. In addition, the results would be more robust if larger data sets were collected.
The regularity conditions for asymptotic normality should be checked for the use of asymptotic CIs. These conditions are often hard to check analytically. We checked multivariate normality of the simulated sample of estimates q, λ , β for each n = 100, 200, 500, 800, 1000. The test for multivariate normality was performed using the R package MVN. The p value of the test for each n was above 0.05. Hence, it is reasonable to assume that normality of q, λ , β holds for n ≥ 100.
Illustrative example
In this section, an illustrative example is provided. A published dataset about the times to first failure for a group of 36 generators of 500MW [10] First, a model should be selected to describe the data. We chose the Weibull and q-Weibull distributions for comparison. After estimating F q through (10), this data set was fitted by the q-Weibull distribution through (9) and the Weibull distribution by the Weibull probability plot method [19] . The probability plots are shown in Fig. 3 . It is difficult to distinguish the two distributions from Fig. 3 as they both seem to fit the data well. But the sums of the errors resulted from the fitting are 2.98 and 3.11 for the q-Weibull and Weibull distributions, respectively. Besides, the log-likelihoods are -68.06 and -68.69, respectively. Hence, the q-Weibull distribution should be preferred to the Weibull distribution. Next, the MLEs and LSEs of the q-Weibull parameters are computed based on (6) and (11) . For the two optimization problems, the initial values are all set to be 1 (although the results were the same for a wide range of other initial values). The optimization methods for the two problems are similar to those in the simulation study. They were both solved by the Matlab software. The optimization function fmincon with 'interior-point' algorithm was used for the problem (6) . The optimization function lsqnonlin with 'trust-region-reflective' algorithm was used for the problem (11) .
Further, different CIs were constructed. For the asymptotic CI, the MLE q m = 0.4318. Through (12) and treating the MLEs as the true values, the Fisher information matrix could be obtained as 
Then the asymptotic CI is yielded by (17) . Next, after running the algorithm with B = 5000, the two bootstrap CIs based on the MLEs and LSEs were constructed using (19) . For ease of comparison, the interval widths of the three CIs were also computed. All the results are tabulated in Table 2 . The MLEs are the same as the ones in [10] . The MLEs and LSEs of β and λ are similar. But the MLE and LSE of q are different. Among the three CIs, the asymptotic CI is the narrowest. The width of the bootstrap CI based on the MLEs is smaller than that based on the LSEs.
These results agree well with the simulation results. In the simulation study, the narrowest of the CIs, the asymptotic CI, had a CP is different from the nominal level. The asymptotic CI here covers the corresponding MLE, but whether it covers the true value of the q-Weibull parameters is hard to know. Since the CP of the bootstrap CI based on the MLEs coincides with the nominal level well, the bootstrap CI based on the MLEs should be selected as the CI for the q-Weibull parameters. In addition, the MLEs could be used as the point estimates of the q-Weibull parameters.
Conclusions
We have considered point as well as interval estimation of the q-Weibull parameters. The point estimates, the MLEs and LSEs, for the q-Weibull parameters are known in the literature. For interval estimation, we have proposed three new estimates: asymptotic CIs based on the MLEs, bootstrap CIs based on the MLEs and bootstrap CIs based on the LSEs. For the asymptotic CIs, explicit expressions have been derived for the Fisher information matrix.
We have compared the performances of the different point estimates (and the different interval estimates) by a simulation study and a real data application. The point estimates were compared in terms of bias and mean squared error. The interval estimates were compared in terms of coverage probabilities and average interval widths. The MLEs are shown to perform better than the LSEs in terms of bias and mean squared error. The bootstrap CIs based on the MLEs are shown to perform better than others in terms of coverage probabilities and average interval widths.
