This paper presents joint end-to-end and deep neural networkhidden Markov model (DNN-HMM) hybrid automatic speech recognition (ASR) systems that share network components. End-to-end ASR systems have been shown competitive performance compared with the DNN-HMM hybrid ASR systems in recent studies. These systems have different advantages, which are an estimation ability based on the totally optimized model of the end-to-end ASR system and a stable processing based on a frame-by-frame manner of the DNN-HMM hybrid ASR system. In our previous study, we proposed a method to utilize an end-to-end ASR system for rescoring hypotheses generated from a DNN-HMM hybrid ASR system. However, the conventional method cannot efficiently leverage the advantages since network components are independently modeled. In order to tackle this problem, we propose a joint end-to-end and DNN-HMM hybrid ASR systems that share the network to transfer knowledge of the systems. In the proposed method, end-to-end ASR systems utilize the information from an output of an internal layer in a DNN acoustic model in the DNN-HMM hybrid ASR system for enhancing the end-to-end ASR system. This enables us to efficiently leverage sharable information for improving the joint ASR system. Experimental results show that the proposed method outperforms the conventional method. Index Terms: speech recognition, joint automatic speech recognition system, end-to-end speech recognition system, DNN-HMM hybrid ASR system 2. A Joint End-to-End and DNN-HMM hybrid ASR system 2.1. Modeling
Introduction
The performance of automatic speech recognition (ASR) systems has been dramatically improved by deep neural networks (DNNs). The most successful method in the last decade is DNN-hidden Markov model (DNN-HMM) hybrid ASR system in which DNNs are applied to frame-level context-dependent acoustic models. The DNN acoustic models have shown significant performance improvements through the investigation of several network topologies [1] [2] [3] [4] . On the other hand, end-toend ASR systems that directly convert a speech into symbols (character, words, etc.) have been paid much attention. In recent studies, various end-to-end ASR methods including connectionist temporal classification [5] [6] [7] [8] , speech-to-text encoderdecoder models [9] [10] [11] , and recurrent neural network transducers [12, 13] have been investigated.
Our motivation is to fully leverage these two different ASR systems for improving ASR performance. To this end, we focus on the fact that the both ASR systems have advantages and disadvantages. The advantage of the DNN-HMM hybrid ASR system is stable processing to estimate phoneme states in a frameby-frame manner. But, cascading processing using not only the acoustic models but also pronunciation models and language models omits total optimization. By contrast, end-to-end ASR systems can achieve the total optimization. But, end-to-end ASR systems often suffer from the problem in which redundant generatons repeat and importance symbols vanish.
In our previous work, we proposed a joint end-to-end and DNN-HMM hybrid ASR system that can leverage the advantages of both ASR systems [14] . In the joint ASR system, a end-to-end ASR system based on an encoder-decoder model was utilized for rescoring hypotheses generated from the DNN-HMM hybrid ASR system. This enables us to utilize the stable ASR processing of the DNN-HMM hybrid ASR system and the estimation ability of the totally optimized model of end-to-end ASR system.
However, in the previous work, DNN-HMM hybrid ASR system and end-to-end ASR system are independently trained although these two ASR systems process the same input speech. The part of the DNN acoustic model is regarded as a network specialized in frame-level phoneme estimation. We expect that the network in the DNN acoustic model output continuous vectors including information to discriminate phonemes so that they are valuable for enhancing the end-to-end ASR system.
In this paper, we propose a novel joint end-to-end and DNN-HMM hybrid ASR system that involves a shared network in the DNN acoustic model. In the proposed system, continuous vectors extracted by the part of DNN acoustic model is utilized as auxiliary features for the end-to-end ASR system. The continuous vectors including knowledge of estimation of phonemes enhance the end-to-end ASR system. As a results, a higher accuracy of ASR can be provided.
We carry out our experiments with the Corpus of Spontaneous Japanese (CSJ) [15] . Experimental results show that the proposed joint systems yield better ASR performance. We verify that the joint system provides better ASR performance compared with that of the DNN-HMM hybrid system and the end-to-end ASR system. This paper is organized as follows. Section 2 gives the details of a joint end-to-end and DNN-HMM hybrid ASR system and related work. Experiments are shown in Section 3. Section 4 concludes the paper. where P (w|x; Λ) and P (w|x; Θ) are the probability calculated from the end-to-end ASR system with their parameters Λ and the probability calculated from the DNN-HMM hybrid ASR system with their parameters Θ, α is the interpolation weight of the end-to-end ASR system, and N BEST denotes N -best list generated from the DNN-HMM hybrid ASR system. P (x|w; θam) and P (w; θ lm ) are calculated from an acoustic model with parameters θam and a language model with parameters θ lm . At first, probability estimation of the DNN acoustic model is described. Given the acoustic feature sequence f = {f1, · · · , fJ }, the input sequence x is concatenated vectors created from multiple frames of acoustic features as xj = [fj−M , · · · , fj, · · · , fj+M ],
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where M denotes the context size in input. Given the input sequence x, internal outputs I = {I1, · · · , IJ } of the acoustic model are calculated as Ij = NN(xj; θnn), (4) where NN(·) represents the function of a part of the neural network in the acoustic model and θnn is the parameters in θam. Then, the DNN acoustic model estimates the probability distribution of HMM states of context-dependent phones p = {p1, · · · , pJ }. The probability distribution oj of the jth frame is calculated with a softmax function as oj = SOFTMAX(Ij; θo),
where θs is the parameters in θam and oj,p j is the probability of the state pj. The conditional probability of xj in j-th frame is calculated as
where P (pj) is unigram probability of phoneme state and P (xj) is generative probability of the input. P (pj) is the count of training data and P (xj) can be regared as a constant value. The conditinal probability P (x|w; θam) in Eq. (3) is calsulaated as
where P (p|w) is the conditional probability of the phoneme states. P (p|w) is modeled by context-dependent phones and pronunciation model which decides relationship between phonemes and words. Finally, N -best lists in Eq. 
where Λ represents the model parameters. The end-to-end ASR system utilizes acoustic feature sequence f and the internal output of the part of acoustic model I as the input features:
When fj is used alone, the joint system corresponds to our previous work [14] . The acoustic feature is input to the encoder on the basis of bi-directional LSTM as
where −−→ LSTM(·) and ←−− LSTM(·) represent LSTM functions of forward and backward LSTM. λ l f and λ l b are the trainable model parameters. The encoder hidden state hi is calculated by concatenating − → h j and ← − h j as
The context vector ui is constructed in each time step when estimating generative word probabilities in the decoder as
where αj,i is calculated as
where ej,i is calculated with the previous α and matrix G as , hj, gj,i, λe) , (17) where si is the hidden state in the decoder, "*" indicates the convolutional function and G and λe are the trainable model parameters. In the decoder, the distributed representation di−1 is calculated by the weight matrix as
The hidden state in the decoder is calculated by LSTM function as vi−1], si−1, λs) .
Then, oj is calculated by concatenating the decoder hidden state with a context vector and the hyperbolic tangent function as
where si is the hidden state in the decoder. Finally, the decoder estimates the probability distribution in the target hypothesis with a conditional probability as Oi = SOFTMAX(ui, λo),
where λo is the trainable model parameter and Oi,w i denotes the conditional probaility of symbol wi. The trainable parameters of the neural network in the joint end-to-end and DNN-HMM hybrid ASR system are optimized separately. At first, the parameters of the DNN acoustic model in the DNN-HMM hybrid system is updated. Given training data set D = {(x1, p1) , · · · , (xN , pN )}, the trainable parameters in the DNN acoustic model Θ = {θnn, θo} are upadated to minimize cross entropy between estimated probabilities and their references as
whereô j,k and o j,k are the reference probability and estimated probability of state of the phoneme k at the j-th frame, respectively. Then, the parameters in the end-to-end ASR system are updated. Given training data set D = {(x ′  1 , w1) , · · · , (x ′ N , wN )}, the trainable model parameters Λ = {λ lf , λ lb , F , λe, λ d , λs, λt, λo} are optimized to minimize cross entropy loss between estimated probabilities and their references as
whereÔi,m and Oi,m are the reference probability and the estimated probability of the i-th symbol m. 
Related work
Our proposed method is closely related to neural network-based language models (NNLMs). In ASR, NNLMs are generally used for rescoring hypotheses or lattice generated from DNN-HMM hybrid ASR systems. Among the NNLMs, recurrent neural network-based language models (RNNLMs) [16, 17] and long short-term memory recurrent neural network-based langauge model (LSTM-RNNLMs) [18] have been shown to improve ASR performance significantly. RNNLMs can efficiently capture long-term dependencies of words by embedding longterm contexts into hidden representations. Our proposed systems utilize not only hidden representation of the context but also the acoustic features and internal outputs from acoustic models in the DNN-HMM hybrid ASR system. In our proposed systems, encoder-decoder models utilize internal outputs of DNN acoustic models. It is known that bottleneck features are one of the outputs from internal layers of DNNs. Bottleneck features have been widely used in several tasks such as ASR [19, 20] . The internal layer constructs a compressed continuous representation of the task-related information. In the case of ASR, the bottleneck features are created from a DNN trained to predict phoneme states. Kombrink et al. [20] used bottleneck features for the input feature of Gaussian mixture model-HMM-based ASR systems. Our proposed systems introduce internal outputs of DNN acoustic models into end-to-end ASR systems. Table 2 : Character error rates (%) on evaluation set in different systems and input fetures for end-to-end ASR systems. "AM" represents the acoustic model in the DNN-HMM hybrid ASR system.
System
Input features for end-to-end %CER (1) End-to-end 1024 cells. The LSTM output was fed into a softmax layer. We prepared a 3-gram language model. The DNN-HMM hybrid ASR system included a WFST based decoder [23] .
In the joint DNN-HMM hybrid ASR systems, the hyperparameters of end-to-end and DNN-HMM hybrid systems are the same as the systems mentioned above. The internal outputs of LSTM in the acoustic model (1024-dim) are used as the input features of the encoder-decoder network. We used 1144-dimensional vectors when both FBANK (120-dim) and the internal outputs of the acoustic model (1024-dim) are used as auxiliary input features for the end-to-end ASR system.
We prepared a word-based LSTM-RNNLM as a rescoring model for comparison. The LSTM-RNNLM had 2 hidden layers and 520 LSTM units in each layer. The vocabulary size was 67780 words corresponding to the dimensions of the input and output. The dropout ratio was set to 0.3 in each hidden layer.
We used the 100-best list generated from each utterance for rescoring. The interpolation weights in rescoring were changed from 0 to 1 in the 0.1 step, and the best one is selected by character error rate (CER) on the development set. In the case of using LSTM-RNNLM, the score was interpolated with the 3gram language model score. Table 2 shows the results in terms of CER when using different systems and input features for end-to-end ASR systems. In lines (1)-(3), the end-to-end ASR system trained from FBANK and the internal outputs was superior to the end-to-end ASR system trained from one of the two features. This results indicate that the internal outputs of acoustic models help the endto-end ASR system to improve ASR performance. On the other hand, end-to-end ASR system trained from internal outputs alone showed the worst CER. It is assumed that the neural network in the acoustic model lost necessary information for generation in end-to-end ASR systems. In lines (1), (4) and (6)-(8), the joint systems outperformed the end-to-end ASR system and DNN-HMM system. This result suggests that the end-to-end and DNN-hybrid ASR system have different characteristics derived from the target label in training. In lines (5)-(8), our proposed joint systems outperformed LSTM-RNNLM trained from lexical features even when the internal outputs of the acoustic model were used alone. This indicates that acoustic information and internal outputs are effective for the prediction of symbol probability. In lines (6)-(8), by the combination of internal outputs of the acoustic model and acoustic features, we obtained a 0.10-points CER reduction from the joint system trained from FBANK alone. This is because the joint system can efficiently leverage the information extracted from acoustic models. Figure 2 shows prediction accuracies on the development set during training of end-to-end ASR systems. The accuracies were calculated with giving previous correct characters. When the internal outputs of the acoustic model were utilized for the input features, the training of the end-to-end ASR systems started with higher accuracies than those of the model trained from only FBANK. This is because the internal outputs include the information necessary to predict phones since the acoustic model was optimized to maximize the prediction accuracy. It is assumed that the information helps the end-to-end ASR systems to predict characters accurately. The best accuracy was obtained when both FBANK and the internal outputs are used for the input features.
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Conclusions and future work
This paper presented a joint end-to-end and DNN-HMM hybrid ASR system with a shared network in a DNN acoustic model in the DNN-HMM hybrid ASR system. In the joint system, the end-to-end ASR system can leverage the information from the acoustic model through a shared network. The shared network introduces information to predict phones into the end-toend ASR system. Experiments were carried out on a Japanese lecture corpus by an ASR task. The joint system achieved better ASR performance than conventional methods without sharing networks. The results showed the shared network helped the end-to-end ASR system to predict characters more accurately. Future work includes joint training of the DNN-HMM hybrid ASR system and the end-to-end ASR system to improve their respective ASR performance.
