Based on the results in the previous papers that the boundary value problem y ′′ −y ′ +y = y 3 , y(0) = 0, y(∞) = 1 with the condition y(x) > 0 for 0 < x < ∞ has a unique solution y * (x), and a * = y * ′ (0) satisfies 0 < a * < 1/4, in this paper we show that y ′′ −y ′ +y = y 3 , −∞ < x < 0, with the initial conditions y(0) = 0, y ′ (0) = a * has a unique solution by using functional analysis method. So we get a globally well defined bounded function y * (x),−∞ < x < +∞. The asymptotics of y * (x) as x → −∞ and as x → +∞ are obtained, and the connection formulas for the parameters in the asymptotics and the numerical simulations are also given. Then by the properties of y * (x), the solution to the boundary value problem r 2 f ′′ + f = f 3 , f (0) = 0, f (∞) = 1 is well described by the asymptotics and the connection formulas.
Introduction
In this paper, we use the results obtained in [2] [3] to study the boundary value problem If we make a transformation r = e x , f (r) = y(x), the equation is changed to y ′′ − y ′ + y = y 3 . The results in [2] [3] can be briefly summarized as follows. The following boundary value problem y ′′ − y ′ + y = y 3 , 0 < x < ∞, (P + ) y(0) = 0, y(∞) = 1,
has a unique solution y * (x) for 0 < x < ∞. The formula of
is obtained, and 0 < a * < 1/4. (1.5)
In this paper, we show that the initial value problem y ′′ − y ′ + y = y 3 , −∞ < x < 0, (P − ) y(0) = 0,
has a unique solution by discussing the corresponding integral equation on a Banach space. Then we get a global solution y * (x) of y ′′ − y ′ + y = y 3 for −∞ < x < +∞ and the asymptotics as x → −∞ and as x → +∞. And any bounded solution y(x) of this equation satisfying y(−∞) = 0, y(+∞) = 1 is expressed as y(x) = y * (x − τ ), where τ is the largest zero of y(x). Therefore we have solved the boundary value problem (1.1) (1.2) (1.3). This paper is organized as follows. In Sect. 2, y * (x) is extended to the negative axis by using contraction mapping theorem. In Sect. 3 we give numerical approximations for some important values including a * , which are used to represent asymptotics of the solution. In Sect. 4, the asymptotic expressions and connection formulas are given.
Global Solution
In [2] , we have proved problem (P + ) has a unique solution y * (x) = y(x, a * ). In this section we want to extend the solution to the negative axis. Consider the following problem
2)
Then problem (P − ) is equivalent to the following integral equation
where t ≥ 0. Define
It is not difficult to prove the following lemma.
for u ∈ X.
Theorem 1 T has precisely one fixed point u * in X.
Proof. Let us first prove T (u) ∈ X when u ∈ X. By (2.7), T (u)(t) is continuous on [0, ∞). By (1.5),
Next we show T is a contraction on X. In fact, if u 1 , u 2 ∈ X, there is
So T is a contraction. By Banach fixed point theorem, this theorem is proved. 2
Theorem 2 There is a unique solution y * to the problem
And y * has infinitely many zeros x n (n = 0, 1, 2, ...)
Proof. The Theorem 2 in [2] and Theorem 1 imply that problem (P) has a unique solution y * . By (2.4), we see that y * has infinitely many zeros, and
Theorem 3 For any integer n ≥ 0, there is a unique solution y (n) to the following problem
y has precisely n zeros in (0, ∞).
Proof. By Theorem 2 , it is easy to check that
is a solution to this problem, where x n is given in Theorem 2. Now suppose there is another solutionȳ (n) to this problem. Let 0 =x 0 < x 1 <x 2 < . . . <x n be the zeros ofȳ (n) in [0, ∞). Then y(s) =ȳ (n) (s +x n ), satisfies (2.8),(2.9),(2.10) with x = s. By Theorem 2 , we have y(s) = y * (s), −∞ < s < ∞, orȳ (n) (x) = y * (x −x n ). Thenx k −x n (k = 0, 1, ..., n) are the zeros of y * , y * (x k −x n ) =ȳ (n) (x k ) = 0, satisfying −x n =x 0 −x n < x 1 −x n < · · · <x k −x n < · · · <x n −x n = 0. Because 0,x k (k = 1, . . . , n) are the consecutive zeros ofȳ (n) ,x k −x n (k = 0, 1, ..., n) are the consecutive zeros of y * . So we see that x n = −x n . Thusȳ (n) (x) = y * (x −x n ) = y * (x + x n ) = y (n) (x). So the theorem is proved. 2
Numerical Results
In this section, we present numerical computation results for some important values related to y * . First of all, as seen in the previous sections, the most important number is a * , which defines y * . In the next section, we investigate the asymptotics of y * (x) as x approaches to −∞ and as x approaches to ∞.
The following values will be used to represent the asymptotics,
(1) a * (2) y * (x) and P (z)
In Theorem 2 of [2], we obtained that
In last section, we have proved that y * (x) is the unique solution to problem (P). And it was also shown that y * (x) is the solution of the following initial value problem
So we can approach the function y * (x) by numerically solving the initial value problem with properly approximate value of a * given above. The Mathematica gives the graph of y * (x). See Figure 1 . In section 4 and 5, we discussed the function P (z) which is the solution to equation P P ′ − P = z(z − 1)(z − 2), z ∈ [0, 1] with P (z) ∼ −z as z → 0. As mentioned in [3] , P (z) gives the relation between y * ′ (x) and y * (x) for x > 0, which is y * ′ (x) = −P (1 − y * (x)).
The graph of P (z) is computed also by Mathematica, and given in Figure 2 . The numerical computation for P (z) shows that P (1) ≈ −0.1687 · · ·, which matches the result (3.4). the numerical computation for y * (x),
Asymptotics and Connection Formulas
We have seen in Sect. 2 that the problem (P) has a unique solution y * (x). Now, Let us consider the asymptotics of y * (x) as x → −∞, and x → ∞.
Theorem 4
The function y * (x) has the following asymptotics (i) As x → −∞,
2 ), (4.1)
with the connection formula
Proof. Let us first consider (4.1). Recall that if we let
then u * satisfies for t > 0
and
as t → ∞. Direct calculation shows that
= Ae It's easy to check that z(x) satisfies the differential equation
and integral equation 
