In an effort to improve the characteristics of a fluorescing metal-foil-based beam position monitor, a new bimetal ultra-thin (0.98/0.67 mm) Ti-Ni foil was introduced to replace an existing single-element ultra-thin 0.5 mm thick Cr foil. During characterization it was determined that absorption measurements on the bimetal foil could be used to fit the Ni mass absorption coefficients accurately in the vicinity of the Ni K edge. Comparison with experimental results from the literature demonstrated that the fitting procedure produced coefficients with uncertainties of the order of AE1%. Once determined, these fit coefficients allowed the thickness of an independently mounted 8 mm thick Ni foil to be computed from absorption measurements instead of relying on a tool-based measurement of the foil thickness. Using the 8 mm thick foil, a continuous map of Ni mass absorption coefficients was produced at 1 eV resolution throughout the near-edge region. This high-resolution map marks a significant improvement over the existing NIST XCOM or FFAST database mass absorption coefficients, which have estimated errors of 10-20% for the near-edge region.
Introduction
When operating a synchrotron beamline, it is of vital importance that the beam on the sample be stable and the intensity well characterized beyond the beam-defining slits. To that end, a beam position monitor was designed in the late 1990s that incorporated an ultra-thin metal foil (nominal thickness 0.5 mm) which generated fluorescence into a photodiode array. Using standard difference/sum techniques, the beam position can be determined in both the horizontal and vertical directions. When summing all four photodiode signals, the device can be used as an accurate intensity monitor. Such a device was created (Alkire et al., 2000) for the protein crystallography beamlines at the Structural Biology Center (SBC), located in sector 19 at the Advanced Photon Source (APS; Argonne National Laboratory). A commercialized version of the device was developed and is marketed today as the FMB Oxford HV QBPM (http://www.fmb-oxford.com).
Typically, the energy range of interest on the SBC bending magnet beamline 19BM is 6-13.5 keV, which is well suited to the characteristics of a Cr fluorescing metal foil (Cr K edge 5.989 keV, emission energy 5.415 keV). To expand the lowenergy range of interest on 19BM and increase the signal at higher energy, as is often required on the 19ID insertion device line, the foil needs to have a lower energy absorption edge than Cr but at the same time a higher emission energy to boost signal. Because the HV QBPM has only a single foil holder, the expanded characteristics could only be achieved simultaneously using a bimetal foil. As a test case, an ultrathin Ti-Ni foil was created. Some of the improved ISSN 1600-5767 characteristics for operating with this foil can be seen in the supporting information.
During the course of investigating the new bimetal foil it was important to know the thickness of each component. To do this required detailed knowledge of the mass absorption coefficients for both metals over the energy range of interest. Measuring the absolute mass absorption coefficients near the K edges of elements has been an ongoing effort with mixed early success. It was reported by Deslattes (1969) that a survey in 1957 (White-Grodstein, 1957) showed X-ray attenuation coefficients were known with, at best, an uncertainty level of 10%. This improved significantly by the time the report by McMaster et al. (1969) was released. The results from this report have been compiled into a computer program called MUCAL, which is available online from the Illinois Institute of Technology web site (http://csrri.iit.edu/mucal.html). A careful examination of the written report shows a three-tiered uncertainty map for the mass absorption coefficients of the elements. Limiting the discussion to the energy range of 6-40 keV, only 23 elements were known at the time to have an estimated uncertainty of less than AE2% (report error Category A) away from their K, L and M edges. Both Ti (K edge 4.966 keV) and Ni (K edge 8.333 keV) were listed in category A, while Cr was listed in Category B; this category (2-5% uncertainty) covered elements not covered in Category A. The largest errors were reported in Category C in this report, with estimated uncertainties of 5-15%, covering the near-edge K, L and M energies, ranging from the edge to 5% above the edge.
Many advances have taken place in computing mass absorption cross sections since the report by McMaster et al. (1969) . Currently there are three attenuation databases available from the US National Institute of Standards and Technology (NIST) web site (http://www.nist.gov/pml/data/ xraycoef/xraynoteb.cfm). Two of these were used for this study; the XCOM: Photon Cross Sections database (Berger et al., 2010) and the X-Ray Form Factor, Attenuation and Scattering Tables (FFAST) database (Chantler et al., 2005) . XCOM is primarily used for radiological physics and dosimetry, while FFAST was developed for crystallography. Because these two databases were developed for different purposes they have different modelling characteristics. To date there has been insufficient experimental evidence to choose between the two theoretical methods, according to the web site authors.
There are extensive references listed on the NIST web site regarding the methods and approximations used to derive the different coefficients. XCOM allows for instant retrieval of coefficients in the range of this study and has been used as the de facto comparison standard. Published error estimates are available from the FFAST error guide, and are as follows: the mass absorption coefficient errors above the edge are estimated to be 10-20% for energies E/E K 1.1, where E is the energy and E K the edge energy, 3% in the range of 1.1 < E/E K < 1.2, and 1% for E/E K > 1.2. For energies well above the L 1 edge, the errors are also estimated to be at the 1% level. Large error estimates near the absorption edges are due to the approximations used to produce accurate values far away from the edge. None of these databases, including the report by McMaster et al. (1969) , fits the absorption fine structure just past the absorption edge and so large discrepancies must occur in this region. Fig. 1 gives a representative overview of the mass absorption coefficients from the XCOM and FFAST database models and their estimated uncertainties near the Ni K edge energies. Kievit & Lindsay (1930) measured one of the first absorption spectra for Ni. While the fine structure around the Ni edge was clearly visible and noted with keen interest, no attempt was made to measure the absorption coefficients at that time. Obtaining experimental data has been the overriding problem in compiling mass absorption coefficients owing to the difficulties involved. Many of these challenges were discussed during the International Union of Crystallography X-ray Attenuation Project on Silicon (Creagh & Hubbell, 1987) , along with a presentation of the different types of experimental equipment used to determine the coefficients. At the time, most of the equipment in use employed either radioactive sources or some kind of laboratory source with a monochromator and filter to isolate a specific energy of interest. As a general rule, the largest source of error was and still is the thickness determination of thin samples (Del Grande, 1986; Angelone et al., 2001) .
With the advance of synchrotron sources, new experimental techniques, such as the X-ray extended range technique, have been pioneered (Chantler et al., 2001; Chantler, 2009 ). The multiple independent foil technique (Chantler et al., 2012) relies on mass and area measurements to determine the column density of the foil of interest, rather than a direct thickness measurement. A technique to calibrate thin foils has research papers 2 R. W. Alkire Near-edge mass absorption coefficients for Ni J. Appl. Cryst. (2017). 50, 1-13
Figure 1
The near-edge scan region, showing approximate Ni mass absorption coefficients (cm 2 g À1 ) as a function of energy compared with the XCOM and FFAST database values. Error regions are shown that reflect expected modelling errors from the NIST FFAST database. been outlined (Tran et al., 2004) which allows the comparison of a thicker foil and a thinner foil without having to rely on measuring the thickness of the thin foil directly. This transference technique was demonstrated by Islam et al. (2010) , who accurately measured a very thick reference sample (275 mm) in order to achieve sufficient accuracy to crosscalibrate a thinner (9.3 mm) foil using comparative absorption measurements.
Much progress has been made since the first Ni absorption spectrum was observed. However, with few exceptions, the user is still limited to 10-20% errors in the mass absorption coefficients near the elemental absorption edge. What would be ideal would be to create a method that would have limited reliance on the metal thickness and make more use of the available '1%' data from existing databases. While some compromises are inevitable, it would be best if the resulting coefficients could be measured close to the 1% error level. These are the conditions used in the bimetal foil method, outlined below.
The bimetal foil method
In principle, the experimental determination of the thickness of a single-element foil is straightforward. According to the Beer-Lambert law,
where I 0 is the incident intensity, I the transmitted intensity, (/) E the mass absorption coefficient (cm 2 g
À1
) at a specific energy E, the material density (g cm
À3
) and t the material thickness (cm). For a bimetal foil, where each foil layer is essentially independent of the other, a second term is added to the exponent to account for the second metal foil.
Once the second term is added to the exponent, however, there is no way of determining the thickness of either foil from a single measurement. To have any hope of determining foil thicknesses, a second measurement must be obtained at a different energy. With two equations, one at each energy, a solution can be found for the Ni metal foil thickness as a function of the Ti-Ni absorption and individual elemental absorption coefficients. This equation is
where E1 and E2 refer to the measurement energies and Ni refers to the density of the ultra-thin Ni foil. Once the absorption measurements are made, the principal unknowns are the mass absorption coefficients of both elements and the density of the Ni foil. Once the Ni foil thickness has been calculated, it can be used to calculate the Ti foil thickness using the initial starting measurement and the appropriate mass absorption cross sections and densities:
Equation (2) To minimize errors in determining the relative Ni thickness due to the errors in the Ni and Ti mass absorption coefficients, measurements taken far from the edge can be used where both the Ni and Ti coefficients have reported errors at the 1% level. Once the relative Ni thickness is known, the Ni near-edge coefficients can be fitted using equation (2) relative to a specific database model by holding the Ti coefficients fixed at their XCOM or FFAST values. The computed relative Ni thickness is used as the target number for coefficient adjustment.
The goal of this study is to use the XCOM or FFAST coefficients where their estimated accuracy is highest, combined with ultra-thin foil absorption measurements, to fit estimates of a set of mass absorption coefficients for Ni in the region very close to the K edge and extending out to an energy about 5 keV beyond the edge. Insufficient experimental evidence exists to show which database model best represents measured values away from the edge, so both models will be applied independently. To assess the precision of this technique and allow the determination of a continuous set of mass absorption coefficients in the near-edge region, the computed fit coefficients will be used to calculate the thickness of a freestanding Ni foil from a separate series of absorption measurements. To avoid confusion, the freestanding Ni foil will be referred to as fs-Ni-xc and fs-Ni-ff, with the xc (XCOM) and ff (FFAST) suffixes used to indicate which coefficients were employed in the calculations. Because the density of fsNi is known, these fit coefficients put the fs-Ni thickness on an absolute scale. The precision of the fitting technique can be judged by the average fs-Ni thickness error determined over all measured energies. The accuracy of the computed mass absorption cross sections will be judged by comparing the model-dependent results with existing experimental data from the literature. Fig. 2 shows the beamline layout for 19BM. The beamline optics consist of an Si(111) water-cooled double-crystal sagittal focusing monochromator, followed by a vertical focusing mirror. Downstream of the mirror is the first beam position monitor, BPM-1, which in this study contained the TiNi bimetal foil. This is an early model of the HV QBPM design with a pneumatic plunger that allows the foil holder to move completely out of the beam path, as shown in a cutaway view in Fig. S2 in the supporting information. A second beam position monitor, BPM-2, is an SBC design, with a fixed (nonmovable) foil position containing a nominal 0.5 mm Cr foil (Arizona Carbon Foil Co., Tuscon, Arizona, USA). The separation distance between BPM-1 and BPM-2 is 1.6 m. The vacuum enclosure terminates just upstream of the timing shutter via a 50 mm thick Be window. Downstream of the timing shutter is an He-filled nozzle that acts as a scatter guard. The circular opening at the end of the nozzle is nominally 0.65 mm. To ensure there is no backscatter into BPM-2 from the Pt-Ir timing shutter blade or any material downstream of the nozzle, a collimating tube has been placed just upstream of the timing shutter, preventing any unwanted radiation from passing through to the BPM-2 photodiodes (Alkire et al., 2006 ).
Experimental setup
An on-axis camera viewing system (not shown) is present downstream of the nozzle to examine small proteins at the sample position visually. There are, in fact, three cameras located around the sample position. One view provides a highresolution image along the direction of the incident beam, perpendicular to the sample rotation axis, while a second highresolution view is vertically offset by 90 to the first. A third camera, mounted at a 37 angle up from the incident beam, provides a low-resolution view; the image from this camera has dimensions of 7.4 Â 5.0 mm [horizontal (H) Â vertical (V)]. The three cameras are mounted on the goniometer support stage, with all crosshairs fixed on the centre of the sample rotation axis. When the phosphor images the beam, the goniometer support stage will be moved to put the beam onto the rotation centre as imaged by the cameras. In this way, reproducibility of the sample to the beam will be maintained to within a few micrometres.
Downstream of the sample is a CCD detector used for protein crystallography. This detector is mounted on an A-frame that allows the detector to be moved with Y-Zmotions. Beneath the CCD detector is a permanently mounted ion chamber, which can be moved into position by removing the beam stop and offsetting the detector vertically.
The double-crystal monochromator used at 19BM has a flat Si(111) first crystal mounted on a water-cooled copper block. The water-cooled block is thermally stabilized to 309 K in order to maintain a liquid gallium interface between the copper block and the flat crystal.
The second crystal is a sagittally bent un-ribbed crystal. Because the focusing crystal is part of the stage that rotates during energy change, the beam focus will change with energy. A schematic diagram of beamline 19BM. Optics include an Si(111) double-crystal monochromator with a horizontal focusing second crystal. An ultralow expansion glass (ULE) vertical focusing mirror with Pt and Pd coatings in addition to an uncoated lane is used to select different harmonic rejection characteristics. BPM-1 contains an ultra-thin Ti-Ni (bimetal) foil, which can be moved in and out of the beam path via a pneumatic actuator. BPM-2 contains an ultra-thin 0.5 mm thick Cr foil. BPM-1 and BPM-2 are mounted to X-Y stages (not shown), allowing independent positioning of both assemblies. After removing the cold stream and beam stop, an ion chamber, mounted beneath the CCD detector, was moved into place for the fs-Ni experiments.
In protein crystallography this is generally not a problem because the energy changes required are quite small, typically 60 eV or less. When making a larger energy change, care must be taken to refocus the second crystal to maintain the optimal beam size on the sample. The second crystal has independent adjustments that allow for focus, tune and twist; these three functions in this experiment were performed manually via optical examination at each energy setting, using a CdWO 4 crystal at the sample position to transform the X-ray beam to visible light.
Under normal conditions the horizontal beam on 19BM has a demagnification ratio of 6:1 (9:1 vertical). The beam size at the monochromator is 16 Â 2.5 mm (H Â V), with a minimum measured focus (FWHM) at the sample position of 0.045 Â 0.028 mm (H Â V). The typical photon flux at the sample position is 1.7 Â 10 11 photons s À1 at 12.66 keV, with a nominal energy resolution (ÁE/E) of 2.7 Â 10
À4
. The ultra-low expansion (ULE) glass mirror has two lane coatings, Pt and Pd, along with an uncoated lane.
Harmonic rejection depends upon the mirror angle and lane coating. The mirror is fixed at a nominal angle of 3.2 mrad. Using the uncoated glass lane, a 50% intensity cutoff occurs near 8.5 keV. This is sufficient to reduce harmonic contamination to a negligible level at 6 keV as long as the beam is not heavily attenuated. For energies above 8.0 keV, the Pd lane is used. With the Pd lane coating, harmonic rejection starts at approximately 20.7 keV, well below any third-order harmonic energy that might be encountered from a fundamental energy of 8 keV or higher.
For the Ti-Ni foil absorption measurements, the beam shape at the sample was maintained at the tightest focus. Upstream of the focal point, the beam width is much larger, with dimensions of approximately 4.1 and 0.45 mm at BPM-1 and BPM-2, respectively. Each beam position monitor has its own type of foil holder. The ultra-thin foils installed in each beam position monitor are attached to a mounting ring and the mounted foils show no visible signs of wrinkles or holes; the minimum opening diameter through each mounting ring is 10 mm.
The Ti-Ni foil was produced by the Lebow Company (Goleta, California, USA) by electron beam physical vapour deposition. First, the Ni layer is deposited onto glass, followed by Ti. Once completed, the foil is removed and mounted on a ring structure that can be installed into BPM-1. While ultrathin foils are very sensitive to air pressure and handling, they can be installed quite easily with due care. To avoid foil rupture due to excessive differential pressure during pumpdown in the beamline, a slow evacuation pump-down procedure is executed with the aid of multiple pressure gauges.
Owing to the low emission energy of Ti (4.510 keV), the uncovered Ti side faces towards the incoming X-ray beam, approximately 10 mm from the photodiodes. The uncovered Ni side faces downstream, away from the photodiodes. This works well because the Ni emission energy is higher (7.478 keV), allowing Ni fluorescence to penetrate the Ti foil thickness easily and pass through to the photodiodes. In a device of this type it is important to have the foil positioned downstream of the photodiodes to avoid possible interference from powder diffraction from the foil (Alkire et al., 2000) .
Ti-Ni foil absorption measurements
There are numerous recommendations for how to carry out absolute absorption measurements (Chantler et al., 2012; Creagh & Hubbell, 1987; Nordfors, 1960) . Most of these recommendations have to do with designing the experiment to achieve adequate counting statistics and to ensure that the counting chain is linear and not subject to dead-time losses as a result of the use of a multi-channel analyser. At a synchrotron, with comparatively little sample absorption for thin foils, adequate energy resolution and relatively high photon flux, acquiring adequate counting statistics can be accomplished with relative ease. For this experiment, errors due to counting statistics were kept at a level of less than AE0.2%.
Photodiodes have been shown to be linear over ten orders of magnitude and nearly 100% efficient at 6 keV (Jemian & Long, 1990) . While photodiodes have some capability for energy resolution (Weinheimer et al., 1992) , all detected photons in the Ti-Ni experiment resulted from monoenergetic Cr fluorescence, so no multi-channel analyser was required. All photodiodes are operated in the unbiased photovoltaic mode, where the photodiodes have essentially no dark current.
Incident beam harmonics were not directly characterized for this experiment. Unlike energy-resolving detectors, e.g. Si(Li), NaI(Tl) or Cd(Tl), which have relatively thick crystals and increased stopping power at high energy (Kaçal et al., 2012) , the ultra-thin Cr foil thickness, combined with the reduced absorption cross section at high energy, make the device extremely inefficient when absorbing high-energy harmonic radiation. In this study, harmonic rejection was performed by selecting the appropriate combination of mirror angle and mirror surface coating. Harmonics, therefore, only become a problem when the fundamental beam energy is heavily attenuated, which was not the case in these experiments.
To characterize the Ti-Ni ultra-thin foil, a series of absorption measurements were taken, covering a range from 6.1 to 13.4 keV. The Ti-Ni foil, inside BPM-1, was moved in and out of the beam by means of a pneumatic plunger built into the device. There is only a single stop, so the foil is either in or completely out. BPM-2 was used as the intensity monitor by summing all four individual photodiodes and averaging the result into a single value. Each photodiode in BPM-2 maintained the same gain setting of 2 Â 10 8 V A À1 at all energies. All electrometer offsets were zeroed at the start of the measurements.
The full beam from the monochromator was used for the measurement without being narrowed or restricted by any beam-defining slits and no attenuation was used that might influence the level of harmonics in the beam. As a result, no intensity normalization was required other than to the APS ring current decay, which was provided by a monitor signal from the APS. The X-ray current was maintained to within about 2 mA during the measurements, as is typical during APS top-up mode. Slits near BPM-2 were opened wide, roughly 3 Â 1 mm (H Â V), and BPM-2 was re-centred on the beam prior to each measurement to account for small positional shifts with energy changes.
Because of the 1.6 m separation distance between BPM-1 and BPM-2, there is no possibility of Bragg scattering entering the downstream detector. The upstream side of the BPM-2 photodiode holder is covered with lead, preventing any radiation from passing through onto the diodes from scatter sources upstream. Furthermore, with the beam unrestricted by slits, contamination by slit scatter was avoided. In addition, because these measurements are conducted in a vacuum, beam expansion due to air scatter, which might otherwise cause additional background, is avoided.
Below the K edge, data were recorded at eight energies between 6.1 and 8.25 keV. After setting the energy, separate measurements were taken with the ultra-thin Ti-Ni foil in and out. Each measurement was performed for 5 s and 30 measurement points were taken for each position of the foil at each energy. In the range just above the Ni K edge, several scans were taken to determine the location of peaks and valleys in the near-edge absorption profile. Several of these inflection points were used as target values, though not all. A total of 16 energy positions were recorded in the range 8.344-9.006 keV. Beyond that, data were recorded at an additional 11 energies from 9.5 to 13.4 keV.
In order to fit the Ni mass absorption coefficients from the Ti-Ni data, it was important to know as closely as possible what the actual measurement energy was. The 19BM monochromator is very precise, with an energy reproducibility measured at the Se peak of AE0.033 eV. However, energy accuracy as judged by reference standards varies depending upon the energy range of interest. The initial energy calibration is always performed at 12.66 keV using an Se metal foil. Reference spectra provided by EXAFS Materials (Danville, California, USA) have been compiled from measurements taken on several synchrotron beamlines. The reported edge energy (Bearden & Burr, 1967) is defined operationally as the first inflection point in the derivative spectrum. The K edge energies tabulated in the EXAFS Materials document are rounded to the nearest 1 eV. Rounded energy values for all reported K edges are within the experimental errors reported by Bearden & Burr (1967) , which are in the range AE0.3-0.9 eV for the elements Ti to Se, so only the rounded value was used.
At the low-energy end of the study, a Cr metal foil was used to check the calibration near 6 keV. Additional checks were performed at the Mn, Fe, Co, Ni and Zn K edges. The results of these calibrations showed that the accepted reference energy was 4.4 eV higher than that reported at 6.0 keV and 5.5 eV higher than that reported at the Ni K edge. Energy adjustments were correlated with the mass absorption coefficients from 6.1 to 9.7 keV on the basis of the calibration scans. At the Zn K edge the reference energy is only 2 eV higher than that recorded at the instrument. Because the Ni spectrum no longer shows significant fine structure at this energy, changes in the absorption coefficients are only expected to vary gradually, typically less than 0.06% over a 2 eV span. Since the experimental errors are much greater than this, no offsets were used for energies in the range 10.0-13.4 keV.
Using the normalized absorption spectrum shown in the EXAFS Materials document for Ni as a guide, the first fully defined absorption peak occurs 17 eV after the reported K-edge energy (8.333 keV). The centre of this peak is at 8.350 keV and this was used to define the reference energy location for the Ni spectrum. The original energy calibration from Bearden & Burr (1967) shows the Ni K edge to be 8332.8 AE 0.4 eV. Since the rounding error of 0.2 eV is within experimental error, the spectral anchor energy of 8.350 keV was left unchanged.
2.1.1. Fitting the Ni mass absorption coefficients from TiNi absorption data. In order to fit the Ni mass absorption coefficients above the K edge, it is first necessary to determine the relative ultra-thin Ni thickness. This value will be used as the target in the fitting procedure. Calculating the relative Ni thickness requires measurements of at least two energies and coefficients for both Ni and Ti, plus a nominal Ni density. If the measurements are accurate, calculating the Ni thickness with any two energies should produce the same result, as long as the coefficients are correct. However, small coefficient errors can produce large thickness errors when the adjacent energies have coefficients of similar magnitude. For this reason it is critical that the relative Ni thickness calculation be based on measurement pairs that cross the K-edge boundary. Crossing the K-edge boundary increases the magnitude of the cross sections, thereby minimizing the impact of small errors inherent in the starting coefficients. Using the FFAST error guide to limit the Ni mass absorption cross sections to errors of AE1%, the lower K-edge energies were limited to 6.1-8.0 keV and the upper energies to 10.0-13.4 keV. The measurement value taken just below the Ni K edge (8.25 keV) was avoided to ensure that there were no unusual effects due to the closeness of the edge boundary.
Applying the XCOM mass absorption coefficients to Ti and Ni for these energies, it was possible to compute a relative ultra-thin Ni foil thickness using equation (2). All combinations were used. For example, each measurement at 6.1 keV is paired with all nine energies measured from 10.0 to 13.4 keV. In total, 63 combinations are possible, yielding an Ni thickness of 0.6685 AE 0.0073 mm and an error of 1.1%. The value for Ti was 0.977 AE 0.010 mm. FFAST coefficients with the same data yielded a relative Ni thickness of 0.6671 AE 0.0081 mm and a Ti thickness of 0.987 AE 0.011 mm.
By comparison, calculations with energies on the same side of the K-edge boundary, using identical XCOM coefficients, for example, produced thickness results that were essentially meaningless: these values were 1.45 AE 1.3 mm (pre-edge, 6.1-8.0 keV, 21 permutations) and 0.81 AE 2.7 mm (post-edge energies, 10.0-13.4 keV, 36 permutations).
In order to fit the Ni mass absorption coefficients solely on the basis of the Ti-Ni absorption measurements, two assumptions were made in accordance with the assumed 'best fit' error profiles. First, all Ti mass absorption coefficients used in the fit are derived from the XCOM/FFAST database and research papers 6 R. W. Alkire Near-edge mass absorption coefficients for Ni fixed at those values during the fit. Second, the XCOM/FFAST value for Ni was used for the energy at 13.4 keV. Since this energy is well into the 1% error profile, this value seemed justified. No other assumptions were made, other than to fit the Ni coefficients until the target ultra-thin Ni thickness value was achieved. This fitting procedure is designed to target only the Ni coefficients above the K edge. Fitting coefficients below the K edge is possible, but since both metals are likely to have errors of a similar order, there is nothing to give direction to the fit. In this experiment, there are a large number of permutations possible above the K edge, since there are 27 different measurement points above the edge, 26 of which will be fitted. As it turns out, the fitting procedure is much simpler than it first appears. Starting at 13.0 keV, the fit between 13.0 and 13.4 keV is calculated by adjusting only the Ni coefficient at 13.0 keV (the Ni value for 13.4 keV was fixed at the XCOM/ FFAST value for this energy). Following this, the 12.66 keV coefficient is fitted using the 12.66-13.0 keV pair, and so on, working down to progressively lower energies. By fitting the energies that have the closest proximity to one another in order from high to low energy, all wider separation energy pairs are also fitted. The results are presented in Table 1 , along with the XCOM/FFAST coefficients used in the calculation.
While a discrete set of mass absorption coefficients is useful, to repeat this process at intervals of 1 eV over the entire nearedge energy range would be prohibitive. To obtain a finely detailed map, these fit coefficients were used to cross-calibrate the thickness of a freestanding Ni foil (fs-Ni). By making independent measurements over the same energies as in the Ti-Ni experiment, the thickness can be calculated using the newly established mass absorption coefficients for those energies. Once completed, a detailed energy scan can be performed in 1 eV increments. The fs-Ni thickness error will be used as a guide to the precision of the fitting method.
Ni foil measurements
A 4 mm diameter freestanding (i.e. unsupported) Ni foil (fs-Ni), 99.95% pure, nominally 8 mm thick, was purchased from Goodfellow Corporation (Coraopolis, Pennsylvania, USA). The fs-Ni is made from bulk material, not grown from a research papers J. Appl. Cryst. (2017). 50, 1-13 R. W. Alkire Near-edge mass absorption coefficients for Ni 7 Table 1 All the individual measurement energies, not including continuous scan data.
Theoretical mass absorption coefficients are given for Ni and Ti from the XCOM and FFAST databases, along with the Ti-Ni fit coefficients derived for Ni above the K edge using both models. Experimental fs-Ni thicknesses were calculated using the model-specific Ti-Ni fit coefficients. vapour deposition process, so the bulk density of 8.9 g cm À3 is appropriate. Because of the large thickness error reported by the manufacturer (estimated 25%), several attempts were made to measure the foil thickness via direct and indirect contact, using tools located at the Center for Nanoscale Materials at Argonne National Laboratory. Some of these included a Mitutoyo Digimatic indicator (Mitutoyo America Corporation, Aurora, Illinois, USA), an Olympus MX-61 optical microscope (Olympus Corporation of Americas, Waltham, Massachusetts, USA), a Veeco Dektak 8 threedimensional contact profilometer (Veeco, Plainview, New York, USA) and a Tescan Vega 3 scanning electron microscope (Tescan USA Inc., Warrendale, Pennsylvania, USA). Visual inspection showed that physical contact with the foil could damage and/or flatten it at the point of impact, changing its local thickness by as much as several micrometres. Contact with the foil edges, even with careful handling, would easily distort those edges, making the desired measurement error of less than 1% virtually impossible. What became clear was that the foil was globally uniform but locally distorted, characteristics similar to what was reported by Chantler et al. (2012) and Islam et al. (2010) for a thin foil of similar thickness. Edge thickness measurements could be made very precisely, but these varied greatly depending upon the local point of measurement. Even if an edge thickness could have been measured there would have been no guarantee that it would be the same as at a point near the centre of the foil where the X-ray measurements were being made.
On the basis of the above methods, no tool-based measurement was considered reliable for determining the nominal 8 mm foil thickness at the desired 1% uncertainty level. Because the focused beam is quite small at 19BM (less than 50 mm FWHM), there was no advantage to averaging several areas and creating an average profile of the foil, as was done by Islam et al. (2010) , who employed a very large foil with a much larger (2 Â 2 mm) incident beam shape. Instead, highprecision mechanical reproducibility combined with visual surface examinations were used to position the same area of the sample in the beam for all measurements.
The experimental setup was to mount the freestanding foil onto a flat surface pin using medium-temperature vacuum grease. The foil was placed at the normal sample position, perpendicular to the beam, with the cold stream removed. A nitrogen-filled ion chamber was moved into position approximately 230 mm downstream of the sample to detect the transmission signal. To focus the beam at the sample position after an energy change without removing the fs-Ni, a CdWO 4 phosphor was mounted below the fs-Ni on the same pin. The beam focus was always set at the sample position (using the phosphor as a guide) and the 1-2 mm precision of the motor drives allowed the same spot on the sample to be positioned in the beam at every measurement energy. As a secondary check, the sample contained a number of unique surface markings that were visible to the on-axis camera when the fs-Ni was aligned. These surface markings were monitored during positioning of the sample and were not seen to be visibly out of alignment at any measurement point. By reproducibly positioning the fs-Ni at the same location for every measurement, the sample thickness remains constant throughout the experiment.
Because the fs-Ni is nominally only 8 mm thick, ion-chamber measurements were conducted using only two amplifier gain settings, 4 Â 10 7 and 8 Â 10 7 (V A
À1
), and the electrometer offsets were readjusted for each setting. As with the Ti-Ni experiment, no attenuators were placed in the beam during data collection. With the limited electrometer gain range, detector linearity was not an issue. At each energy, 21 measurements were made for 10 s each at every foil position. The average value was computed from all points and normalized to the intensity monitor (BPM-2) signal to adjust for any changes in the X-ray ring current. Table 1 lists the fs-Ni thicknesses calculated from the data collected above the K edge, using all the fit coefficients plus the fixed XCOM/FFAST coefficient used at 13.4 keV. Most, but not all, of the Ti-Ni measurement energies were included in the fs-Ni experiment owing to time constraints. The fs-Ni-xc average thickness was 7.722 AE 0.055 mm (AE0.71%), while the fs-Ni-ff thickness was 7.844 AE 0.063 mm (AE0.80%).
With a reliable thickness for the freestanding foil, it is now possible to do a complete profile by scanning through the total near-edge energy range. The beam shape at the sample was controlled via slits and scan width to ensure the sample area was not enlarged owing to a changing focus size with energy. Multiple overlapping scans of 150 eV each were employed to cover the range from 8.25 to 9 keV. The last 50 eV of each scan were used to verify proper overlap and fitting between adjacent energy regions. Seven separate energy ranges were covered, with the focus reset at the start of each range. Each range required two identical energy scans, one with the foil in and one with the foil out, because the same ion chamber was used for detection in both scans. Each measurement point was collected for 3 s using the nitrogen-filled ion chamber. BPM-2 was used to normalize each ion-chamber reading to the APS ring current on a point-by-point basis. Final absorption ratios were computed using the normalized ion-chamber data. A complete listing of the computed mass absorption coefficients from fs-Ni-xc and fs-Ni-ff has been tabulated and is presented in the supporting information; a continuous range of values is presented at 1 eV step resolution with all the overlapping regions eliminated. Fig. 3 shows the results of the fs-Ni-xc energy scan in the vicinity just above the Ni K edge, along with points in this region where the fit coefficients were determined. The shortest energy separation used in the fitting procedure was 6 eV. Error bars in the plot show the fs-Ni thickness errors according to the XCOM and FFAST models. The thickness error dominates the overall uncertainty, as measurement errors due to counting statistics are less than AE0.2%.
Results and discussion
Comparing only mass absorption coefficients from the two NIST databases, the FFAST coefficients do a better job research papers 8 R. W. Alkire Near-edge mass absorption coefficients for Ni (though are still far short) of approximating the near-edge coefficients, where the uncertainties are predicted to be in the range of 3-20%, compared with the XCOM database values. By contrast, the bimetal fitting method allows very precise values to be obtained at any point in the near-edge region. While the fitting approach is model dependent, one can get an idea of the maximum spread in the coefficients using either model by looking at the error bars for the fit coefficients. The XCOM-fit coefficients from the K edge up to 10 keV have an average 1.67% higher than the FFAST-modelled fit coefficients. The fs-Ni-xc spectrum is centred about the XCOM-fit coefficients, so an fs-Ni-ff spectrum would be nearly identical to this curve, only lower by 1.67%.
From 10 to 13.4 keV, all the fit coefficients overlap at the 1 level with the database model values used in their fit derivation, assuming AE1% error for all NIST database coefficients in this energy range. XCOM fit values compared with FFAST fit coefficients are still higher in this energy range, but with a smaller 1.2% increase. Coefficients used in the fs-Ni thickness calculation vary by a factor of 3.9 for both models. Even with this large spread, the thickness error standard deviations are only AE0.71% (fs-Ni-xc) and AE0.80% (fs-Ni-ff), demonstrating that the fitting procedure is quite precise. It is important to emphasize that the only coefficients used from the NIST XCOM and FFAST databases in both the relative thickness determination and the coefficient fitting procedure were those research papers J. Appl. Cryst. (2017). 50, 1-13 R. W. Alkire Near-edge mass absorption coefficients for Ni 9 Sharanabasappa et al. (2010) with estimated errors of AE1%. The remaining question to be answered is whether or not we can distinguish between the two models. To do this we will compare the differently modelled results from this work with experimental values determined from independent investigators. Experimental results produced by other investigators have been tabulated in Table 2 and are plotted in Fig. 4 . If one was hoping for agreement among different investigators at the 1% error level, the plot reveals that this goal has not yet been achieved, even though several investigators reported uncertainties for their measurements of less than AE1% for above edge data. Roy et al. (2015) have produced a continuous set of coefficients for Ni, though only a portion of that work is shown in Table 2 and Fig. 4 . Results from the original work by Roy et al. (2015) do not yield a smoothly varying near-edge curve, indicating evidence of poor statistics. However, their general trend is very similar to the current work, with results lower on average by 1-4%. Mass absorption coefficients from Unonius & Suortti (1989) were consistently higher, with differences in the range 2.5-5%.
Experimental agreement is, however, quite good with the results from Mé nesguen & Lé py (2010) for data above the K edge. The fs-Ni-xc coefficients agree at or below the AE1.1% error level for 11 of the 13 measurements (85%), with the remaining two values off by 1.5 and 2.4%. The fs-Ni-ff coefficients differ markedly, showing agreement at or below the AE1.1% error level in only one of 13 measurements, with the remaining values off in the range of 1.5-4%. Experimental mass absorption coefficients (from Table 2 ) are plotted along with fs-Ni-xc continuous scan coefficients. For clarity, only some of the experimental values from Roy et al. (2015) are included. All fit coefficients from the current work are within experimental error compared with the XCOM coefficients, for energies in the range 10-13 keV. Most (85%) of the coefficients determined by Mé nesguen & Lé py (2010) above the Ni K edge agree with the fs-Ni-xc values at or below the 1.1% error level; their remaining values differ by 1.6 and 2.4%. The fs-Niff coefficients (not shown) only agree with Mé nesguen & Lé py (2010) at one point within the 1.1% error band, with most differences ranging from 1.5-4%. Percentage differences between independent investigator mass absorption coefficients, the fs-Ni-xc coefficients and the XCOM database values for energies below the Ni K edge. Variations in the independent investigator results make it difficult to draw definitive conclusions about the XCOM coefficient model. However, the fs-Ni-xc values produce a smoothly varying set of data from 6.1 keV to the K edge. This trend suggests that there is a drop in the mass absorption coefficients as one gets closer to the K edge, compared with the existing XCOM database coefficients.
Figure 3
The near-edge region, showing the bimetal fitting coefficients for Ni, the reference coefficients from the XCOM and FFAST databases, and fs-Nixc continuous scan coefficients. Fit coefficient error bars reflect the uncertainties determined from the model-dependent fs-Ni thickness.
Moving to the below-edge region, where the FFAST database error model indicates theoretical values should be at the AE1% error level, Table 3 and Fig. 5 present the percentage differences between the XCOM coefficients [calculated as 100 Â (XCOM À EXP)/(XCOM)], independent investigator results and the fs-Ni-xc coefficients from the current work; the results are also compiled in Table 3 for the fs-Ni-ff comparison with the FFAST database coefficients.
Most of the mass absorption coefficients presented by the experimental investigators below the K edge claim individual measurement errors in the range of AE0.5-2%. All the results presented by Del Grande (1986) are reported to have AE3% errors, caused largely by problems related to difficulties in measuring the sample weight per unit area.
As before with above-edge data, there is no consensus on what the mass absorption coefficients should be below the absorption edge. Data from Sharanabasappa et al. (2010) and Del Grande (1986) suggest close agreement with the XCOM coefficients. The Unonius & Suortti (1989) data indicate differences of the order of 2%, while Mé nesguen & Lé py (2010), even though in good agreement with the current work above the K edge, show differences of about 4% below the edge.
The fs-Ni-xc coefficients show a smoothly varying trend from 6.1 keV to the K edge, without any abrupt deviations. When considering standard deviations of 1% in the XCOM coefficients and AE0.71% in fs-Ni-xc, the two sets of data are actually within 1 in the range 6.1-7.0 keV and only diverge starting at 7.5 keV. However, the trend in the fs-Ni-xc data suggests that there is a drop in the mass absorption coefficients as one gets closer to the K edge compared with the XCOM coefficients. While the Del Grande (1986) results have higher errors, this trend may also be present in those results.
There are, of course, other possible explanations. Resonant Raman scattering occurs when the energy of an incident X-ray photon is just below the absorption edge. This effect is known to contribute strongly to the photoelectric absorption coefficient and could affect the observed results (Manninen et al., 1986) . Energy resolution is another possibility. Despite having 2.25 eV resolution at the Ni K edge, bending magnet radiation covers a wide range of energies. The range of energies passing through the monochromator depends, in part, upon the quality of the silicon reflecting surfaces (Masiello et al., 2014) . Evidence of finite energy resolution can be seen during a typical fluorescence scan of a protein. The below-edge portion of the scan is never completely flat, but instead shows a gradually increasing level of fluorescence intensity as the absorption edge is approached. This occurs at all energies, not just near the Ni K edge, indicating that the fluorescence increase is not related to harmonic contamination. However, resonant Raman scattering and finite energy resolution are likely to be important only within a few hundred electronvolts below the edge. Since this trend covers more than 2 keV, it is research papers J. Appl. Cryst. (2017). 50, 1-13 R. W. Alkire Near-edge mass absorption coefficients for Ni 11 Table 3 Comparison of fs-Ni mass absorption coefficients calculated from measured data for the energy range below the Ni K edge.
Two different Ni foil thicknesses were calculated, one for fs-Ni-xc (7.722 AE 0.055 mm) and one for fs-Ni-ff (7.844 AE 0.063 mm). The percent difference column compares the calculated values with the specific database model coefficients. As with independent investigator data, the percentage difference is greater using FFAST-modelled coefficients, suggesting that the XCOM model below the K edge is a better match to existing data than the FFAST model. The fs-Ni-xc data trend also indicates that there may be a drop in the mass absorption coefficients, relative to the XCOM model, as one approaches the absorption edge. Figure 6
Percentage differences between independent investigator mass absorption coefficients, the fs-Ni-ff coefficients and FFAST database coefficients below the Ni K edge. All data move farther away from the FFAST baseline, indicating that the FFAST mass absorption coefficients are less consistent with experimental data in this energy range than those predicted by the XCOM model.
unlikely that these effects could be responsible for more than a small part of it. In contrast, Fig. 6 shows a similar plot comparing the results with the FFAST coefficients. All of the experimental coefficients and the fs-Ni-ff results move farther away from the FFAST baseline compared with the XCOM baseline in Fig. 5 . When combined with previous observations, this suggests that the XCOM coefficients reported for energies where their estimated uncertainties are at the AE1% error level, either above or below the Ni K edge, are a closer match to existing experimental data than those computed by the FFAST model, at least for the limited energy range covered in this study.
Future work
There are a number of other possible bimetal combinations that could be explored. Ti or Cr could be combined with Co, Cu, Pt or Au as ultra-thin foils, to name a few (Lebow Corporation, private communication). To perform the bimetal measurements properly, it is important to choose a reference foil that will have mass absorption coefficients at the 1% error level throughout the measurement range, as was the case for Ti in this study. With the reliance on determining the foil thickness minimized, via the fit-coefficient transference method employed here, it should be possible to obtain usable mass absorption coefficients for a wide variety of metals in close proximity to their absorption edges. While this technique will not replace absolute determination methods, it does provide a much needed improvement in mass absorption coefficients over existing database values with an acceptable (AE1%) level of error throughout the near-edge region.
Summary
A new bimetal absorption method has been developed for determining the mass absorption coefficients of Ni in the nearedge region and extending 5 keV beyond. This method uses existing NIST database information, where expected mass absorption coefficient uncertainties are at the AE1% error level, together with experimental data taken at multiple energies on an ultra-thin bimetal foil, to arrive at a relative ultra-thin Ni thickness value. This target thickness is used to fit mass absorption coefficients from experimental measurements at two different energies without detailed knowledge of the ultra-thin foil density. With fit coefficients determined at discrete energies, it was possible to compute with better than AE1% uncertainty the thickness of a freestanding Ni foil, alleviating the difficult task of measuring the thickness of a thin foil by mechanical means. With an absolute foil thickness determined, a complete set of mass absorption coefficients was recorded in 1 eV increments. Comparison with existing absolute experimental data showed good agreement near the AE1% error level using the fs-Ni-xc coefficients. A continuous 1 eV resolution map of mass absorption coefficients in the nearedge region marks a significant improvement over the 10-20% errors inherent in the NIST XCOM and FFAST database coefficients in the near-edge region. The results of this study also provide a consistent trend of mass absorption cross sections below the Ni K edge. The below-edge results indicate that the mass absorption coefficients in this region may be lower than predicted by the XCOM model. In the energy regions explored in this study where NIST database values are estimated to have uncertainties of AE1%, this work shows the NIST XCOM mass absorption coefficients for Ni to be a closer match to the experimental data than the corresponding NIST FFAST coefficients.
