Introduction {#S1}
============

A central tenet of neuroeconomics is to exploit knowledge of the neural and cognitive principles of decision making in order to provide explanations and predictions of seemingly irrational choice behavior^[@R1]^. A prominent example of this research agenda is the concept of divisive normalization of neural value representations. According to divisive normalization, the firing rates of single neurons are normalized by the summed firing rates of a pool of neurons^[@R2]^. This property allows the brain to maintain efficient coding of information in changing environments. Importantly, divisive normalization appears to also influence the encoding of subjective values, in the sense that the neural value signal of a choice option is normalized by the sum of the value signals of all options^[@R3]^. Based on this finding, Louie and colleagues^[@R4]^ predicted a new choice phenomenon: When deciding between three options of different subjective values (V1 \> V2 \> V3), the relative choice accuracy between the two *targets* (i.e., the probability of choosing the best option relative to the probability of choosing the second-best option) should depend negatively on the value of the third (*distractor*) option. This is because higher distractor values lead to higher summed values and thus to stronger normalization, which in turn implies reduced neural discriminability of the target values. Louie and colleagues^[@R4]^ confirmed their prediction in a behavioral experiment, in which human participants made ternary decisions between food snacks (they also conducted an experiment with two monkeys, but our study is only concerned with the human experiment). Notably, this finding has strong implications for economics, as it constitutes a violation of the axiom of independence of irrelevant alternatives (IIA), according to which the choice ratio between two options must not depend on any third option^[@R5],[@R6]^.

The purpose of the current study was twofold. First, we assessed the replicability of the distractor effect reported by Louie and colleagues^[@R4]^ by conducting a direct replication that followed the original experimental procedures as closely as possible (with the exception that we tested more than 2.5 times as many participants). This attempt was motivated by the fact that the reported IIA violation in the ternary food-choice task differs from other violations of this axiom^[@R7]^, which are usually found in decisions between options that are characterized by multiple and distinct attributes, such as price and quality of consumer goods^[@R8]^ or magnitude and delay of rewards^[@R9]^. Moreover, the lack of direct replications has been identified as a central weakness of current research practices^[@R10]^.

The second goal of this study was to test an alternative account of the distractor effect, which proposes that the distractor effect is mediated by value-based attention^[@R11],[@R12]^. Notably, the idea that violations of IIA in multi-alternative choice are caused by interactions between value and attention has been entertained in previous work, including the selective-integration model^[@R13]--[@R15]^. Our specific hypothesis was that the amount of overt attention (gaze time) spent on a choice option is a function of the option's subjective value. As a consequence, low-value distractors are quickly identified as unattractive candidates and receive little attention during the choice process. This could reserve cognitive capacity for making more accurate decisions between the two target options. Thus, the value-based attention account could in principle incorporate a distractor effect (though it does not need to predict it^[@R12]^). Importantly, the account also makes specific predictions about the allocation of attention during decision making and how this allocation interacts with the distractor effect: The distractor effect emerges, because the amount of gaze time spent on the distractor is a function of its value, and because more attentional distraction reduces relative choice accuracy. This mediation of the distractor effect by eye movements is not predicted by divisive normalization. Therefore, we conducted a second study in which we recorded participants' eye movements in the ternary choice task. We preregistered both experiments at the Open Science Framework (<https://osf.io/qrv2e/registrations>) prior to data acquisition.

Unexpectedly, neither the direct replication nor the eye-tracking experiment replicated the distractor effect on choice reported in the original study^[@R4]^. In fact, we obtained very strong evidence in favor of the null hypothesis of no distractor effect. As predicted by the value-based attention account, on the other hand, the influence of distractor value on the amount of gaze time spent on distractors was confirmed by the data (i.e., low-value distractors were fixated less often than high-value distractors). In addition, we found that high-value distractors slowed down response times (RT) of target choices. Finally, we take these findings to propose an extension of the attentional Drift Diffusion Model (aDDM)^[@R16],[@R17]^, a sequential sampling decision-making model^[@R7],[@R18],[@R19]^ that accounts for the influence of attention on choice. According to our proposal, the probability to fixate an option depends on the option's accumulated value. We show that this computational model offers a comprehensive account of all qualitative patterns in our choice, RT, and eye-tracking data.

Results {#S2}
=======

Choice task and descriptive statistics {#S3}
--------------------------------------

Both experiments consisted of two computerized tasks each ([Fig. 1](#F1){ref-type="fig"}). In the first task, participants indicated their subjective value of each food snack on a continuous scale. Based on the results of this task, the choice sets for the second task were created such that on each trial, two targets from the third of snacks with the highest values and one distractor from the two-thirds of snacks with the lowest values were presented. Participants were then asked to choose their preferred snack in every trial. In the direct replication, we followed the procedures of Louie and colleagues^[@R4]^ as closely as possible using the original computer codes provided to us by the study's first author. The setup of the eye-tracking experiment differed in some aspects including the arrangement of options in the ternary choice task (see [Fig. 1b](#F1){ref-type="fig"} and [Methods](#S11){ref-type="sec"}). All tasks were incentivized.

In the direct replication experiment, participants chose the best option in 68.6% of trials on average, which was slightly higher compared to the original study (60.5%). In the eye-tracking experiment, participants made even more accurate decisions (75.3%), partially due to preregistered exclusion criteria that were added in this experiment (see [Methods](#S11){ref-type="sec"}). [Table 1](#T1){ref-type="table"} summarizes the essential descriptive statistics.

No evidence for distractor effect on target choices {#S4}
---------------------------------------------------

To investigate the distractor effect on relative choice accuracy, we performed two statistical tests. First, we compared the accuracy averaged over trials that included a high- vs. a low-value distractor ([Fig. 2a](#F2){ref-type="fig"}). In contrast to Louie and colleagues^[@R4]^, we did not find significantly lower accuracy for high-value distractor trials, neither in the direct replication (one-sided paired *t*-test, *t*(101) = -0.05, *p* = .479, effect size Cohen's *d* = -0.01, 95% confidence interval \[CI\] of the difference = \[-0.01, 0.01\]), nor in the eye-tracking experiment (*t*(36) = 0.21, *p* = .583, *d* = 0.03, 95% CI = \[-0.02, 0.02\]). For the second test, we performed a random-effects logistic regression analysis, for which relative choice accuracy was regressed onto the value of each option (i.e., V1, V2, V3) in every participant, and a one-sample *t*-test on the regression coefficients was performed on the group level ([Fig. 2b](#F2){ref-type="fig"}). Expectedly, V1 had a significantly positive influence on accuracy (direct replication: *t*(101) = 9.53, *p* \< .001, *d* = 0.94, 95% CI = \[0.88, 1.34\]; eye-tracking experiment: *t*(36) = 10.52, *p* \< .001, *d* = 1.73, 95% CI = \[0.89, 1.31\]), and V2 had a significantly negative influence (direct replication: *t*(101) = -9.75, *p* \< .001, *d* = -0.97, 95% CI = \[-0.97, -0.64\]; eye-tracking experiment: *t*(36) = -10.17, *p* \< .001, *d* = -1.67, 95% CI = \[-1.10, -0.73\]). However, there was no statistically significant effect of V3 on choice accuracy (direct replication: *t*(101) = -0.38, *p* = .351, *d* = -0.04, 95% CI = \[-0.04, 0.02\]; eye-tracking experiment: *t*(36) = -0.67, *p* = .254, *d* = -0.11, 95% CI = \[-0.07, 0.03\]). Notably, our analyses deviated from that of Louie and colleagues^[@R4]^, as we performed a random-effects rather than a fixed-effects analysis and replaced the normalized V3 predictor variable (normV3 = V3 / 0.5\*\[V1 + V2\]) by the 'raw' V3. Briefly, our reason for deviating from the original analysis was that normV3 is confounded with the target-value difference V1 -- V2 and thus with difficulty, which is particularly problematic for the fixed-effects analysis (detailed information and analyses with the original settings are provided in the [Supplementary Information](#SD1){ref-type="supplementary-material"}). These deviations from the original analyses were preregistered.

It is important to note that inferring the replicability of an effect based on its significance in the replication study has been criticized^[@R20],[@R21]^. For this reason we adopted the "Small Telescopes" approach^[@R21]^ to determine the sample size of our direct replication experiment and to infer the success of replication. According to this approach, one should test whether the 90% CI of the effect size in the replication study is closer to 0 than a (hypothetical) effect size that would give the original study a statistical power of only 33%. Using this rationale, we found that the 90% CIs (and even the 95% CIs) of the effect sizes from the two distractor effect analyses described in the previous paragraph did not overlap with the 33% threshold, indicating that our direct replication was indeed unsuccessful ([Fig. 2c](#F2){ref-type="fig"}).

Given the absence of an influence of V3 on relative choice accuracy, we sought to quantify the evidence in favor of the null hypothesis by conducting the above-mentioned logistic regression analysis within a hierarchical Bayesian framework. For the direct replication, this analysis yielded a Bayes factor in favor of the null hypothesis of BF~01~ = 241 which is seen as *very strong* evidence^[@R22]^ ([Fig. 2d](#F2){ref-type="fig"}) (95% Highest Density Interval \[HDI\] = \[-0.04, 0.04\]). Additionally, we performed a nested model comparison between the divisive normalization model, the probit model^[@R23]^, and a baseline model that assumed random choices (because the divisive normalization model assumes normally distributed errors, it can be understood as a generalization of the probit model). Both the probit and the normalization models predicted decisions of participants in the direct replication significantly better than the baseline model (probit: χ^2^(102) = 25'160; *p* \< .001; normalization: χ^2^(510) = 25'425; *p* \< .001). Critically, only for a minority of 7 out of 102 participants choices were explained significantly better by the normalization model than by the probit model ([Fig. 2e](#F2){ref-type="fig"}). Similarly, a likelihood ratio test on the group level indicated that the higher complexity of the divisive normalization model was not statistically justified by the small improvement in goodness-of-fit (χ^2^(408) = 265; *p* \> .999). The Bayesian analysis and model comparison for the eye-tracking experiment yielded equivalent results ([Supplementary Figure 4](#SD1){ref-type="supplementary-material"}). We regard these Bayesian analyses and model comparisons together with the negative results from the adopted "Small Telescopes" approach for direct replications as providing crucial and strong evidence against a negative influence of distractor value on the relative probability to choose the better out of the two targets and against the normalization model as offering additional precision in explaining multi-alternative value-based decisions.

Higher distractor values slow down choices of targets {#S5}
-----------------------------------------------------

Contrary to the absence of an impact on relative choice accuracy, we found a significantly positive effect of distractor value on RT of target choices ([Fig. 3](#F3){ref-type="fig"}). As statistical test, we performed a random-effects linear regression analysis, for which the RT of target choices was regressed onto V3 as well as onto the difference and the sum of target values (i.e., V1 -- V2; V1 + V2). In line with previous research^[@R12],[@R24]--[@R26]^, RT in both experiments were significantly reduced by higher target-value differences (direct replication: *t*(101) = -7.83, *p* \< .001, *d* = -0.78, 95% CI = \[-194, -116\]; eye-tracking experiment: *t*(36) = -8.01, *p* \< .001, *d* = -1.32, 95% CI = \[-211, -126\]) and by higher target-value sums (direct replication: *t*(101) = -6.26, *p* \< .001, *d* = -0.62, 95% CI = \[-155, -80\]; eye-tracking experiment: *t*(36) = -9.02, *p* \< .001, *d* = -1.48, 95% CI = \[-211, -134\]). More importantly, RT increased as a function of distractor value (direct replication: *t*(101) = 5.10, *p* \< .001, *d* = 0.51, 95% CI = \[29, 65\]; eye-tracking experiment: *t*(36) = 2.27, *p* = .029, *d* = 0.37, 95% CI = \[2, 32\]). Notably, this effect does not provide evidence for the divisive normalization model, which does not make any RT predictions. However, the effect is predicted by the extended aDDM (see section ["Computational modelling"](#S9){ref-type="sec"} below).

In addition to the RT effects, participants were also more likely to choose high- compared to low-value distractors (direct replication: *t*(101) = 5.52, *p* \< .001, *d* = 0.55, 95% CI = \[2.51, 5.33\]; eye-tracking experiment: *t*(36) = 3.69, *p* \< .001, *d* = 0.61, 95% CI = \[1.72, 5.90\]), confirming that they were not simply ignoring the distractors. Importantly, this effect does not constitute a violation of IIA and is not specific evidence for divisive normalization^[@R12]^.

Dynamic influences of value on attention {#S6}
----------------------------------------

Our primary eye-tracking hypothesis examined an alternative account of the distractor effect that was not based on divisive normalization but on attentional capacity. More specifically, we applied a random-effects path analysis to test whether a (potential) negative influence of the distractor value on relative choice accuracy was mediated by the amount of attention spent on the distractor ([Fig. 4a](#F4){ref-type="fig"}). In line with the attentional account, the path coefficient from V3 to relative gaze duration on the distractor was significantly positive (*t*(36) = 1.80, *p* = .040, *d* = 0.30, 95% CI = \[0, 0.04\]). On the other hand, there was no statistically significant effect of gaze duration on relative choice accuracy (*t*(36) = -0.01, *p* = .497, *d* = 0, 95% CI = \[-0.01, 0.01\]). This is not surprising given the above-mentioned absence of a distractor effect on target choices. For the same reason, there was also no statistically significant direct effect of V3 on accuracy. Consistent with our previous work^[@R12]^, we found evidence for a mediating role of attention with respect to absolute (rather than relative) choice accuracy, that is, when including trials in which the distractor was chosen ([Supplementary Figure 5](#SD1){ref-type="supplementary-material"}).

Alongside the path analysis, we predicted to find additional evidence for value-dependent gaze patterns in more detailed analyses of the eye-tracking data. First, we tested for early effects of value-based attentional capture^[@R11],[@R12],[@R27]^ by looking at the first fixation in each trial. While there was no statistically significant influence of V3 on the probability to fixate the distractor first (*t*(36) = -0.26, *p* = .604, *d* = -0.04, 95% CI = \[-0.17, 0.13\]), we found strong evidence that the first fixation depended on the type of option (*F*(2,72) = 14.51, *p* \< .001, effect size partial eta squared $\eta_{p}^{2}$ = .39): On average, 37.0% of first fixations were on the best option, 32.4% on the second-best option, and 30.6% on the distractor ([Fig. 4b](#F4){ref-type="fig"}). This effect remained significant even after excluding one participant with an exceptionally high dependency (*F*(2,70) = 16.57, *p* \< .001, $\eta_{p}^{2}$ = .32). Second, we predicted a top-down effect of value on attention, meaning that fixations on low-value options should become less likely during the choice process. Consistent with our hypothesis, the probability to fixate the distractor decreased as decisions emerged (interaction effect of option type and fixation number: *F*(12,432) = 8.09, *p* \< .001, $\eta_{p}^{2}$ = .78) ([Fig. 4c](#F4){ref-type="fig"}). Most importantly, the slope of this decrease was modulated by V3 with a steeper decline for distractors of lower values (interaction effect of V3 and fixation number: *t*(36) = 3.65, *p* \< .001, *d* = 0.60, 95% CI = \[0.02, 0.09\]) ([Fig. 4d](#F4){ref-type="fig"}). We also found effects of value on attention within the two target options, as participants looked more often at the best compared to the second-best option, both at the first fixation (*t*(36) = 4.52, *p* \< .001, *d* = 0.74, 95% CI = \[0.02, 0.05\]) as well as at ensuing fixations (*t*(36) = 3.88, *p* \< .001, *d* = 0.64, 95% CI = \[0.01, 0.03\]). Notably, the last fixation in each trial was excluded from these analyses to avoid confusion with the tendency to fixate the chosen option last^[@R16],[@R28]^.

In summary, our primary eye-tracking analyses revealed both early and late (top-down) influences of value on attention. The first fixation was made more often on target options than on distractors, but this comparatively small difference of about 5% increased to more than 20% during the emerging decision and was most pronounced in the presence of low-value distractors.

Successful replication of an influence of attention on choice {#S7}
-------------------------------------------------------------

Many eye-tracking studies on value-based decisions reported an influence of attention on choice: Options that are looked at longer are more likely to be chosen^[@R12],[@R16],[@R17],[@R28]--[@R32]^. We tested this effect using a random-effects logistic regression analysis that regressed whether an option was chosen or not onto the option's relative gaze duration while controlling for the option's relative value. Again, the last fixation per trial was excluded from this analysis. In line with the previous literature, we found strong evidence for an influence of gaze on choice (*t*(36) = 7.81, *p* \< .001, *d* = 1.28, 95% CI = \[1.45, 2.47\]).

Reanalysis of a related dataset (Krajbich & Rangel, 2011) {#S8}
---------------------------------------------------------

To test the robustness of our findings across labs, we reanalyzed an existing dataset of an eye-tracking study on ternary food choices^[@R17]^ (note that choice sets were created differently in this study, so that its statistical power for finding a distractor effect might be lower). Consistent with our results, there was no statistically significant distractor effect on relative choice accuracy in this dataset (random-effects logistic regression: *t*(29) = -0.67, *p* = .510, *d* = -0.12, 95% CI = \[-0.18, 0.09\]), and the hierarchical Bayesian analysis provided strong evidence for the null hypothesis (BF~01~ = 77, 95% HDI = \[-0.07, 0.14\]). As in our data, there were negative effects of the target-value difference (*t*(29) = -5.99, *p* \< .001, *d* = -1.09, 95% CI = \[-202, -99\]) and target-value sum (*t*(29) = -4.02, *p* \< .001, *d* = -0.73, 95% CI = \[-235, -76\]) on RT of target choices. However, RT did not depend statistically significantly on distractor value (*t*(29) = -0.58, *p* = .568, *d* = -0.11, 95% CI = \[-61, 34\]). Finally, we found some evidence for an influence of value on attention: While there was no statistically significant effect of value-based attentional capture on the first fixation (*F*(2,58) = 1.01, *p* = .349, $\eta_{p}^{2}$ = .05), we found a significantly positive interaction of option value and fixation number on the probability to fixate an option (*t*(29) = 2.81, *p* = .009, *d* = 0.51, 95% CI = \[0.01, 0.06\]), indicating that fixations on high-value options became more likely over the period of single decisions (see also [Figure 4A](#F4){ref-type="fig"} in the original study^[@R17]^). Overall, the reanalysis of an existing dataset yielded mostly consistent results with our data, in particular the absence of a distractor effect on target choices and a top-down influence of value on attention.

Computational modeling {#S9}
----------------------

Our behavioral and eye-tracking results draw a complex picture of the interplay between value, attention, RT, and decisions: no distractor effect on target choices but on RT and a small effect of option value on the first fixation that develops into a large value-dependency of fixations as decisions emerge. We reasoned that all of these effects could be captured computationally within the framework of the multi-alternative version of the aDDM^[@R17]^ -- but only if this model is extended by a mechanism of value-based attention. The aDDM assumes that (noisy) evidence for each option is accumulated proportional to the option's value, and that as soon as the difference of accumulated evidence between the highest and second-highest accumulator exceeds a threshold, the option represented by the highest accumulator is chosen ([Fig. 5a](#F5){ref-type="fig"}). To account for the influence of attention on choice, the inputs to the accumulators of options that are currently not fixated are reduced. Importantly, the aDDM does not assume a dependency of the probability to fixate an option on the option's value. As a consequence, the model does not allow to account for the effects of value on early and late fixations seen in our data ([Supplementary Figure 6](#SD1){ref-type="supplementary-material"}). Therefore, we extended the model by a mechanism that couples fixation probabilities with accumulated value signals: The higher the accumulated value of an option, the more likely it is fixated. Additionally, we initiated the evidence-accumulation process 60 ms prior to the first fixation ([Fig. 5a](#F5){ref-type="fig"}). These two assumptions should enable the aDDM to predict a small influence of value on the first fixation and an increase of this influence over the period of the emerging decision.

Based on simulating the data of our eye-tracking experiment, we searched for a parameter set that allowed the extended aDDM to capture as many qualitative patterns in our choice, RT, and gaze data as possible. Indeed, we found that the model offered a full account of our results. First, the model described the choice probabilities and RT distributions for all three options sufficiently ([Fig. 5b](#F5){ref-type="fig"}). Second, it did not predict a statistically significant distractor effect on relative choice accuracy (average effect size *d* = 0.01, 95% CI = \[-0.02, 0.04\]) ([Fig. 5c](#F5){ref-type="fig"}). Third, the model accounted for the negative influences of the difference (*d* = -2.82, 95% CI = \[-2.92, -2.72\])) and sum (*d* = -0.42, 95% CI = \[-0.46, -0.38\])) of target values on RT (the target-value difference effect is essentially a difficulty effect that is predicted by any sequential sampling model; the target-value sum effect results from the multiplicative relationship between value and attention in the aDDM^[@R33]^: high values amplify the influence of attention, inducing stronger deflections of the decision variable and thus faster crossing of the threshold). More importantly, the model also accounts for the positive influence of distractor value on RT (*d* = 0.39, 95% CI = \[0.32, 0.45\]) ([Fig. 5d](#F5){ref-type="fig"}). Fourth, the model predicted an influence of relative gaze duration on the probability to choose an option (*d* = 1.46, 95% CI = \[1.41, 1.51\]). Finally, the model captured the development of fixation probabilities on targets and distractors in its entirety ([Fig. 5e](#F5){ref-type="fig"}), including a small effect of option value on the first fixation (*d* = 0.17, 95% CI = \[0.14, 0.20\]), a steeper within-trial decay of fixations for low- compared to high-value distractors (*d* = 1.58, 95% CI = \[1.53, 1.62\]), and a higher likelihood to fixate the best compared to the second-best option initially (*d* = 0.04, 95% CI = \[0.01, 0.08\]) and at ensuing fixations (*d* = 0.61, 95% CI = \[0.58, 0.65\]). Alternative variants of the aDDM with divisive normalization or with different implementations of value-based attention did not provide such a comprehensive account of the behavioral and eye-tracking results ([Supplementary Figures 6-10](#SD1){ref-type="supplementary-material"}).

Discussion {#S10}
==========

In the present study, we set out to assess the replicability of the distractor effect on relative choice accuracy reported by Louie and colleagues^[@R4]^ and to test an alternative underlying mechanism that does not rely on divisive normalization of neural value signals but on value-based attention. The results of our two studies and the reanalysis of a previously published dataset^[@R17]^ suggest that there is no reliable distractor effect on choices (and thus no violation of the IIA axiom), and that the distribution of attention depends on value with the predicted dynamics. An extension of the multi-alternative aDDM^[@R17]^, in which the probability to fixate an option is coupled with the option's accumulated value signal, allowed us to capture a total of ten different behavioral and eye-movement patterns: effects of V1 and V2 on relative choice accuracy, no effect of V3 on choices, effects of V1 -- V2, V1 + V2 and V3 on RT, an influence of attention on choice, an effect of option type on the first fixation, the development of fixations for the three option types over time, and finally a dependency of the within-trial decay of distractor fixations on V3.

Divisive normalization has been proposed as a canonical neural computation that is remarkably ubiquitous in the brain^[@R2]^, and there is substantial evidence that neural representations of subject value also exhibit this^[@R3],[@R34]^ or related forms^[@R35]--[@R37]^ of adaptation to the range of offered values. However, the evidence for a behavioral impact of divisive normalization or value-range adaptation appears to be mixed, with some studies reporting positive evidence^[@R4],[@R38]^ but other studies reporting null findings^[@R12],[@R34],[@R36],[@R39]^ or even contradictory effects^[@R40]^. Importantly, the above-mentioned studies are not direct replications of the seminal study by Louie and colleagues^[@R4]^. Assessing the replicability of an effect via direct replications is essential for establishing the robustness of empirical research, which in turn is a prerequisite for scientific progress^[@R10],[@R20]^. Notably, researchers were not only inspired by the results reported by Louie and colleagues^[@R4]^ when conducting new behavioral and neuroscientific experiments but have also started to develop computational models that attempt to take the distractor effect into account^[@R41],[@R42]^. Therefore, we consider our unsuccessful replication being essential to open up the discussion on the implications of neural value-range adaptations on overt behavior. Notably, our study does not speak to potential dynamic effects of divisive normalization across multiple decisions^[@R43]^ or to the robustness of the effects of the monkey experiment reported by Louie and colleagues^[@R4]^ (note, however, that another monkey study reported that changing the range of values does not affect economic preferences^[@R39]^).

Violations of the IIA axiom have been found and replicated in various settings of multi-alternative decision making including consumer choice^[@R8]^, risky decision making^[@R44]^, and intertemporal choice^[@R9]^. In fact, the ability to account for specific IIA violations such as the attraction effect^[@R8],[@R9]^ has become a benchmark for decision-making models in cognitive science^[@R7]^. What all of the choice settings in which robust violations of IIA can be found have in common is that options are characterized by two (or more) distinct and well quantifiable attributes (e.g., amount and delay in the case of intertemporal choices). On the contrary, when attribute values are fuzzy^[@R45]^ or when decision are made under time pressure^[@R12]^, such that careful attribute-wise comparisons are hindered, violations of IIA are less likely to occur. Similarly, violations of IIA in experience-based decisions, in which attribute values can only be learned via feedback, appear to emerge from specific mechanisms during the processing of feedback rather than during the choice process itself^[@R46]^. We argue that the absence of IIA violations in the present study is consistent with the previous literature, given that decisions between food snacks appear to rely on a single attribute (taste) as long as people are not instructed to also consider other attributes (for example, health)^[@R47]^. On a computational level, our findings indicate that divisive normalization is not a necessary element to take into account when trying to develop models of decision making that relax the IIA assumption.

While our results provide strong evidence against a negative distractor effect on choices, we obtained significantly positive effects on RT in both experiments. This finding might motivate the speculation that our results and those of the original study could be reconciled by assuming that participants of the two different studies employed two different choice strategies, one leading to a distractor effect on choices and the other leading to a distractor effect on RT. More specifically, one could devise a DDM variant with normalized input values and two different choice-rule strategies, one strategy being that the option with the highest accumulator value is chosen at a pre-determined time point (i.e., a "deadline" strategy), and the other strategy being that the option whose accumulator reaches the decision threshold first is chosen (i.e., a "threshold" strategy). In [Supplementary Figure 11](#SD1){ref-type="supplementary-material"}, we show that such a model indeed predicts a distractor effect on choices under the "deadline" strategy and a distractor effect on RT under the "threshold" strategy. For the following reasons, however, we consider this model and the speculation that participants of the two studies employed different strategies implausible. First, under the "deadline" strategy, the model does not predict an effect of target-value difference (and thus of difficulty) on RT. Although, we do not know whether this effect was present in the original study, which did not report RT effects, we consider this prediction very unlikely given the robustness of the influence of difficulty on RT in the current study as well as in virtually any study on decision making^[@R12],[@R16],[@R17],[@R24],[@R26],[@R30],[@R32],[@R33],[@R47]--[@R49]^. Second, under the "threshold" strategy, the model neither provides a sufficient account of the overall choice and RT distributions, nor does it predict the gaze patterns in our eye-tracking experiment. Third, the assumption of normalized input values is not necessary for the prediction of a distractor effect on RT. The prediction that high-value distractors slow down responses emerges naturally from the sequential sampling framework and does not provide evidence for divisive normalization. Finally, the model does not provide a rationale for the speculation that participants in the original and the current study might have employed two extremely different choice strategies (despite the fact that the direct replication was kept as similar as possible to the original study, including the same instructions). In our view, it is much more plausible to assume that participants in the two studies (as well as in Krajbich & Rangel, 2011^[@R17]^) employed similar strategies, which are best described by our proposed extension of the aDDM.

Beyond speaking against a role of divisive normalization in shaping multi-alternative decisions, our study provides strong evidence for a dynamic dependency of attention on value. While people engage in the choice process and accumulate evidence for each option, they focus more and more on the two options that appear to be most attractive (usually the targets) and disregard more and more the seemingly worst option (usually the distractor). Notably, a positive feedback-loop between attention and preference formation that results in a "gaze cascade effect" has been proposed in a previous eye-tracking study^[@R28]^. This proposal has been criticized by a simulation study^[@R50]^, which showed that the tendency to fixate the chosen option at late choice stages could be explained without assuming that preferences drive attention. However, we found robust effects of value on attention already at the first fixation, lending new support for the feedback-loop idea^[@R51]^.

It is interesting to note that the developers of the aDDM have reported some initial evidence of value-based attention in their dataset on ternary decisions^[@R17]^ but not in their dataset on binary decisions^[@R16]^, even though a systematic mechanism was not implemented in either of the two aDDM versions. Our data provide more compelling evidence for value-based attention, possibly due to an increase in statistical power given the larger number of participants (37 vs. 30) and trials per participant (300 vs. 100), and the superior sampling rate of the eye tracker (500 vs. 50 Hz) in our study (similarly, we attribute the absence of a distractor effect on RT in the dataset of Krajbich & Rangel, 2011, to a lack of statistical power). In general, the partially divergent findings from binary and ternary decisions could indicate that people adapt their distribution of attention strategically (top-down) to reduce cognitive effort in multi-alternative decision making and to mainly sample information about the two options that appear to be better than all remaining candidates^[@R52],[@R53]^. Even if this does not improve choice accuracy, it leads to faster and thus more efficient decisions.

Importantly, our model simulations suggest that alternative implementations of value-based attention which are not based on accumulated but on input values^[@R12],[@R54]^ do not provide the same comprehensive account of all behavioral and gaze patterns. In a related study of our group^[@R12]^, we proposed a sequential sampling model that assumed an attentional mechanism based on input-values, the Mutual Inhibition with Value-based Attentional Capture (MIVAC) model. MIVAC offered a sufficient account of the behavioral and eye-tracking data in this previous study. Regarding the current study, however, MIVAC would not be able to predict the dynamic dependency of attention on (accumulated) value. Notably, the two studies differ in several aspects, including the stimulus material (food snacks vs. colored rectangles) and the amount of time available for making decisions. Thus, the comparatively weak effect of value-based attention on the first fixation in the current study (which then developed into a larger effect during the ongoing decision) could be explained by the difficulty to identify food snacks and their subjective value through initial peripheral viewing. More work and a better integration of knowledge from vision science and decision-making research will be critical to reconcile these different accounts of the influence of value on attention. Furthermore, our model simulations do not rule out that combinations of different mechanisms (e.g., value-based attention together with interim rejections of low-value options) might provide the most accurate account of the behavioral and eye-movement data. Therefore, future research should develop more principled ways of assessing goodness-of-fit of choices, RT, and gaze patterns on the single-trial level, possibly via the joint modeling approach^[@R55]^. Finally, it should be noted that the aDDM does not analyze options on the attribute level but assumes a single input value per option. Consequently, the model cannot account for the above-mentioned (robust) IIA violations in multi-attribute decision making^[@R7]^, and further extensions of the model are required to address this gap.

In conclusion, our study refutes the proposal that divisive normalization of neural value signals has a sizeable impact on multi-alternative value-based decisions. At the same time, it provides compelling evidence for a dynamic influence of value on the allocation of attention during decision making and offers a comprehensive account of the complex interplay of value, attention, response times and decisions within a well-established computational framework.

Methods {#S11}
=======

Ethics statement {#S12}
----------------

All participants gave written informed consent, and the study was approved by the Ethics Committee of the Department of Psychology at the University of Basel. All experiments were performed in accordance with the relevant guidelines and regulations.

Preregistration protocols {#S13}
-------------------------

Prior to data collection, each experiment was preregistered on the Open Science Framework (OSF) (<https://osf.io/qrv2e/registrations>). The direct replication experiment was preregistered on September 24, 2018. The eye-tracking experiment was preregistered on March 1, 2019. Preregistrations comprised descriptions of the rationale of the study, the main hypotheses, experimental procedures, power analyses, exclusion criteria, and data analysis. The protocol of the direct replication also outlined and justified the planned deviations from the original study (e.g., use of V3 instead of normV3 for testing distractor effects). For this protocol, we used OSF's "Replication Recipe" template which is based on Brandt et al.^[@R56]^. For the protocol of the eye-tracking experiment, we used the "OSF Preregistration" template. Before preregistering the direct replication, the associated protocol was sent to the first author of Louie and colleagues^[@R4]^, who approved it.

Participants {#S14}
------------

A total of 148 participants took part in the study, 103 in the direct replication experiment, 45 in the eye-tracking experiment. One participant in the direct replication had to be excluded, resulting in a final sample of 102 participants in this experiment (72 female, age: 18-51, *M* = 24.78, *SD* = 6.37; four participants did not report their age). The excluded participant did not bid any money in the auction task for more than 50% of the snacks, making it impossible to perform a median-split of high- and low-value distractors and a random-effects regression analysis with distractor value impossible (in the [Supplementary Information](#SD1){ref-type="supplementary-material"} we show that including this participant in a fixed-effects regression analysis can induce spuriously significant effects). Eight participants in the eye-tracking experiment had to be excluded, resulting in a final sample of 37 participants in this experiment (26 female, age: 19-61, *M* = 27.63, *SD* = 11.14; one participant did not report their age). Four participants were excluded due to incompatibilities with the eye-tracking device, and another four participants were excluded for not passing one of the preregistered exclusion criteria (three participants rated more than 40% of the food snacks with 0, one participant chose the low-value target more often than the high-value target). As in the original study, convenience sampling was used, and most of the participants were students of the University of Basel (87 in direct replication, 33 in the eye-tracking experiment). Participants were not allowed to be on a diet or to suffer from food allergies, food intolerances, or mental illnesses, and they had to be willing to eat (in principle) all of these food types: chocolate, crisps, nuts, candy. Participants with insufficient knowledge of the project language (German) were not invited.

Sample size determination {#S15}
-------------------------

We adopted the "Small Telescopes" approach^[@R21]^ to determine the sample size of the direct replication experiment. According to this method, the sample size of the replication study should be based on achieving ≥ 80% statistical power to find that -- when assuming a true effect size of 0 -- the effect size in the replication study is significantly lower than the (hypothetical) effect size that would give the original study only 33% statistical power. Applying this rationale to the case of Louie et al.^[@R4]^, who tested 40 participants, and our planned statistical tests (i.e., paired or one-sample *t*-tests, effect size Cohen's *d*) resulted in a suggested sample size of 103.

The sample size of the eye-tracking experiment was based on a power analysis that assumed a medium effect size of *d* = 0.5 for an effect of value-based attention on relative choice accuracy (one-sided, one-sample *t*-tests, alpha error = 5%, power = .90). This analysis resulted in a suggested sample size of 36 participants. Due to known incompatibility issues of eye-tracking devices, we tested 45 participants and then checked whether ≥ 36 full datasets that also met the behavioral inclusion criteria were collected. These procedures were described in the preregistration protocol.

Experimental design of the direct replication experiment {#S16}
--------------------------------------------------------

Following recommendations in the literature^[@R56]^, we contacted the first author of the original study before data acquisition to resolve any ambiguities regarding recruitment of participants, experimental design, and statistical analyses. Thankfully, Kenway Louie answered our questions and provided us with their codes for instructions and tasks. Instructions were translated into German by two co-authors independently (N.K., C.L.V.). Inconsistencies were resolved in a discussion with all authors.

Participants were asked to refrain from eating for four hours prior to the experiment. At the beginning of the experiment, they read and signed the consent form and filled out a brief demographic questionnaire. Participants were informed that after completing the experiment, they were required to stay in the lab for one hour and were only allowed to eat the snack they could win in the computer tasks. Snacks were present and visible in the lab, so that participants were sure of their availability. Afterwards, participants were given instructions about the first task, which was a BDM auction^[@R57]^ to assess their willingness to pay money for eating a randomly selected food snack at the end of the experiment. They were endowed with a 5 Swiss francs coin and were told that this money could be used to place a bid for each snack in the auction task. The instructions explained the rationale of the BDM auction: For each snack, a bid had to be placed on a continuous scale from CHF 0 to CHF 5. If a trial from the auction was selected at the end of the experiment, they would be asked to draw one chip from a bag that contained chips with values ranging from CHF 0 to CHF 5 in steps of CHF 0.10. The value of the drawn chip would determine the price of the snack of the selected trial. If bid ≥ price, then the snack would be paid out for the price, otherwise no transaction would happen. Two practice trials were provided. Each of the 30 snacks was presented twice during the auction. The order of presented snacks was randomized for each participant anew.

The average bid of each snack was taken as its subjective value to generate choice sets for the second task, the ternary choice task. The algorithm for generating the snack worked as follows: Snacks were ordered by value, the 10 highest snacks were used as targets, and from the remaining 20 snacks 10 distractors were selected by taking the lowest, third-lowest, ..., 19-lowest snack. Then, possible pairs of targets were generated, ordered by value difference, and binned into 5 levels. For each of the 10 distractors, 5 pairs from each value-difference level were drawn randomly (without replacement) resulting in 10\*5\*5 = 250 trials. These procedures ensured large and uncorrelated ranges of distractor values (V3) and target-value differences (V1 -- V2) (but did not ensure that normV3 and V1 -- V2 would be uncorrelated; see [Supplementary Figure 1](#SD1){ref-type="supplementary-material"}). The order of trials and the assignment of options to screen locations were randomized. Instructions of the choice task together with two practice trials were provided after the BDM auction. Participants were told that if a trial from the choice task was selected at the end of the experiment, they would receive the chosen snack from that trial.

Following Louie et al.^[@R4]^, stimuli were presented on a 13-inch laptop (Apple Inc. Mac book, year 2012) and only one participant at a time was tested. Responses were made with a computer mouse. For stimulus presentation, the Matlab-based software package Psychtoolbox-3 was used. Snack stimuli (size 400x400, resolution 72x72) were presented on a black background. In the BDM auction, a snack option was presented at the center of the screen together with the current bid amount and a horizontal bar beneath it. At the beginning of each trial, the bid was initialized at half of the maximum bid and half of the bar was filled with white (the rest with gray). By moving the bar to the left or right, participants could reduce or increase their bid, which was indicated to them by the displayed amount and the white filling of the bar. By pressing the left mouse button, they confirmed their bids. The mouse cursor was displayed by the "CrossHair" setting of Psychotoolbox-3 and was enforced to stay within the bar. An intertrial interval (ITI) of 1 s separated trials (blank screen). In the choice task, the three options of a trial were presented along the horizontal midline from left to right. The mouse cursor was initialized beneath the middle option. When moving the cursor over one of the options, the option was highlighted by a surrounding white rectangle. The option could then be chosen by pressing the left mouse button. Trials were separated with a variable ITI between 1 and 1.5 s (in steps of 0.1 s).

Food snacks were products from local Swiss supermarkets. Selection of the food snacks for the two experiments were based on a pilot study with a different pool of 21 participants that rated 60 food snacks with respect to liking, familiarity, distinctiveness and category matching (details can be found in Mechera-Ostrovsky and Gluth^[@R58]^). As in the original study, participants received a monetary reimbursement for their participation (CHF 20 per hour).

Experimental design of the eye-tracking experiment {#S17}
--------------------------------------------------

The procedures of the eye-tracking experiment were largely identical to those of the direct replication. Here, we only describe the differences between the two experiments. A higher number of snacks (45) was used to reduce the number of repetitions of options in consecutive choice trials. A higher number of decisions (300) was used to increase statistical power. The algorithm to create choice sets was adjusted accordingly (i.e., 15 distractors \* 5 target-value difference levels \* 4 random draws of target pairs per difference level). Instead of a BDM auction, participants rated their subjective liking of each snack on a continuous bar (from "like not at all" to "like very much"). The bar included red vertical lines at 20, 40, 60, 80% of its size as orientation. No monetary value was displayed. The mouse cursor for the rating task was a yellow arrow. Importantly, the rating task was incentivized: Participants were informed that if their reward at the end of the experiment was determined from the rating task, two rating trials would be selected randomly and they would receive the higher rated snack. A gray background was used during the rating and choice tasks. ITI screens included a white fixation cross at the center of the screen. Options in the choice task were presented in triangular orientation (lower left, upper middle, lower right), so that the first fixation was not automatically on the middle option. Choices were not made with the computer mouse but with the left, upper, and right arrow keyboard buttons. When a decision was made, the chosen option was highlighted by a white frame for 0.5 s. The Matlab-based software package Cogent 2000 was used for stimulus presentation. A desktop PC with a 22-inch monitor was used and the display resolution was set to 1280x1024. Participants were required to wait for 30 minutes in the lab after completing the computer tasks. During this time, they were asked to rate the snacks with respect to their distinctiveness and familiarity using the same rating scheme as for the subject value ratings (for one participant, these ratings were not recorded due to a computer crash; because these ratings were not central to any of our analyses, we decided to include this participant). The 19 psychology students of the University of Basel that took part in the experiment could choose between money (20 CHF per hour) or course credits as reimbursement.

In addition to these changes, the task was adjusted for eye-tracking purposes. Gaze positions were recorded using an SMI RED500 eye-tracking device with 500 Hz sampling rate. Eye-movements were recorded only during the choice task. Instructions of the choice task included information about the calibration procedures. The initial calibration was conducted before the first choice task. Between trials, participants were required to look at the fixation cross. If their gaze stayed within an (invisible) area of interest (AOI) with a diameter of 205 pixels around the fixation cross, a counter was initialized at 0 and increased by 1 every 10 ms until it reached 100, which started the next trial. If the gaze went out of the AOI, the counter decreased by 1 every 10 ms. Thus, in the optimal case of purely within-AOI gazes, a trial was started after 1 s. This procedure ensured a high calibration quality throughout the experiment. If a choice trial could not be started within 10 s, the eye-tracker was recalibrated. If more than 3 re-calibrations within a single trial or more than 5 re-calibrations over 10 consecutive trials were required, the experiment was aborted.

Preregistered data analyses of the direct replication experiment {#S18}
----------------------------------------------------------------

The replicability of the distractor effect was assessed by two statistical tests, a comparison of relative choice accuracy between trials with high- vs. low-value distractors and a logistic regression of relative choice accuracy with V3 (together with V1 and V2) as predictor variable. These tests were also conducted by Louie and colleagues^[@R4]^, but we modified the analyses in the following ways (modifications were preregistered): The median-split between high- and low-value distractors was performed within each participant to ensure equal trial numbers per level; the median-split was based on V3 rather than normV3; similarly, normV3 was replaced by V3 in the logistic regression; the regression was conducted within each participant and the resulting coefficients were tested against 0 (one-sample *t*-test). Our reasons for deviating from the original analyses were as follows: We replaced normV3 by V3, because normV3 is confounded with the target-value difference V1 -- V2 and thus with the difficulty of choosing between the targets (detailed information are provided in the [Supplementary Information](#SD1){ref-type="supplementary-material"}). We replaced the fixed-effects by the random-effects analysis approach, because the random-effects analysis approach allows a better generalization to the population^[@R59]^ and avoids spuriously significant effects (detailed information are provided in the see [Supplementary Information](#SD1){ref-type="supplementary-material"}). Importantly, we also provide additional analyses including analyses with normV3 and fixed-effects analyses in the [Supplementary Information](#SD1){ref-type="supplementary-material"}. None of these analyses provided evidence that would support the normalization model. Data distribution was assumed to be normal but this was not formally tested. One-sided *p*-values are reported for preregistered tests.

As stated above, replication success was assessed based on the Small Telescopes approach^[@R21]^. The effect size that would give the original study (with 40 participants) only 33% statistical power was *d~33%~* = -0.25 for both tests. The critical effect size for the replication study (with 102 participants) at which replication failure would be concluded (because the 90% CI of the replication effect size does not overlap with *d~33%~*) was *d* = -0.08. Notably, this is a more lenient criterion than inferring replication success based on statistical significance in the replication study, which would have required *d* = -0.16.

Additional data analyses of the direct replication experiment {#S19}
-------------------------------------------------------------

The Small Telescopes approach provides a systematic test of replication success within the realm of frequentist statistics without making (unjustified) inferences on the basis of non-significant hypothesis tests^[@R21]^. In addition, we sought to quantify the evidence in favor of the null hypothesis of no distractor effect on relative choice accuracy, by repeating the logistic regression analysis with V1, V2, and V3 as predictors in a hierarchical Bayesian framework. Individual regression coefficients were assumed to be drawn from group-level normal distributions with means μ(V~*i*~) and standard deviations σ(V~*i*~). Priors for group-level parameters were normal distributions with means 0 and standard deviations 5 (choosing different priors for the standard deviations did not affect the results qualitatively). Priors for group-level standard deviations were truncated to be ≥ 0. Gibbs sampling as implemented in JAGS was performed within Matlab (function *matjags.m*) with 4 chains, 2'000 burn-in samples, 10'000 recorded samples and a thinning of 10. Convergence was ensured by requiring R-hat values for all parameters to be \< 1.01. The Bayes Factor was determined using the Savage-Dickey density ratio test^[@R60]^. Notably, the hierarchical Bayesian approach circumvents the disadvantages of both the fixed-effects approach (which let to spurious effects, see [Supplementary Information](#SD1){ref-type="supplementary-material"}) and the random-effects approach (which could not be performed in one participant, see above). Therefore, we performed the Bayesian analysis twice, with and without the excluded participant, and obtained the same Bayes Factor of 241 in favor of the null hypothesis.

Random-effects linear regression analyses were conducted to test influences of V1 -- V2, V1 + V2, and V3 on RT in both experiments. RT beyond 4 SD of the group mean were excluded. Two-sided *p*-values are reported for these analyses.

Preregistered data analyses of the eye-tracking experiment {#S20}
----------------------------------------------------------

Eye-tracking data was preprocessed by recoding the raw gaze positions into events (fixations, saccades, blinks) in SMI's BeGaze software package using the high-speed detection algorithm with default values. For one participant, recoding with BeGaze did not work properly and SMI's Event Detection software was used instead. AOIs for the left, middle, and right option were defined such that fixations on the entire stimulus picture (including the black space around the snack) counted towards the respective option. The main dependent variables were relative gaze duration (i.e., the amount of time within a trial during which an option was looked at relative to the amount of time during which any option was looked at) and the number of fixations.

The behavioral data analyses matched those of the direct replication experiment. In addition, we tested for a mediation of the distractor effect by value-based attention via a path analysis, in which relative choice accuracy was regressed onto V3 and onto relative gaze duration while relative gaze duration was also regressed onto V3. A random-effects approach was applied with the path analysis being performed within each participant and the resulting regression coefficients being subjected to one-sample *t*-tests against 0 on the group level. To test for early effects of value-based attention, a random-effects logistic regression analysis was conducted regressing whether the first fixation was on the distractor onto V3. Trials with only one fixation were excluded from this analysis. To test for late effects of value-based attention, a random-effects logistic regression analysis was conducted regressing whether any fixation (except the last) was on the distractor onto V3, the within-trial fixation number, and the interaction between V3 and fixation number. To avoid nonessential multicollinearity^[@R12],[@R61]^, predictor variables were standardized before generating their interaction term. The critical test is whether the interaction term is significantly positive, as this indicates a stronger decline of attention on low- compared to high-value distractors. Trials in which the distractor was chosen were excluded from this analysis to ensure that the influence of V3 on looking at the distractor was not driven by the fact that high-value distractors are more likely to be chosen than low-value distractors. Further note that this regression analysis requires a sufficient amount of fixations at each fixation number, across trials. Therefore, we included only those fixation numbers per participant for which we had ≥ 30 fixations (e.g., if a participant had 32 fixations at fixation number 6 but only 25 fixations at fixation number 7, for that participant we would only analyze up to the 6th fixation). This procedure was described in the preregistration protocol.

Additional data analyses of the eye-tracking experiment {#S21}
-------------------------------------------------------

As an additional test for early effects of value-based attention, a repeated-measures ANOVA was conducted with option type (best, second-best, distractor) as factor and fixation probability as dependent variable. As an additional test for late effects of value-based attention, a repeated-measures ANOVA was conducted with option type and within-trial fixation number as factors and fixation probability as dependent variable. Greenhouse-Geisser correction was used when assumptions of sphericity were violated. To test for early and late effects of value-based attention on the allocation of attention between target options, paired *t*-tests were performed that compared the frequency of fixations on the best vs. the second-best option, separately for the first and for later fixations. To test for an influence of attention on choice^[@R16],[@R17]^, a random-effects logistic regression analysis was conducted with relative gaze duration towards an option and relative value of an option (i.e., the value of an option relative to the sum of values in the choice set) as predictor variables and choice of an option as dependent variable. The critical test is whether the influence of gaze is positive. The relative value predictor serves as a control variable. The last fixation per trial was excluded from all these analyses.

Statistical analyses were performed in Matlab (regression analyses) and R (path analyses with the lavaan package, ANOVAs with the packages car and heplots). Information about the re-analysis of the dataset of Krajbich & Rangel (2011)^[@R17]^ are provided in the [Supplementary Information](#SD1){ref-type="supplementary-material"}.

Computational modeling {#S22}
----------------------

Information about the model comparison between probit and divisive normalization as well as on the extended aDDM are provided in the [Supplementary Information](#SD1){ref-type="supplementary-material"}
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![Valuation and choice task in the two experiments.\
**a** Trial designs in the direct replication experiment. As in the original study^[@R4]^, subjective values for all snacks were assessed via a willingness-to-pay auction (left panel), and options in the choice task were arranged horizontally (right panel). **b** Trial designs in the eye-tracking experiment. Subjective values were assessed via incentivized ratings (left panel); options in the choice task were arranged in a triangle (right panel). A gray background was used. Instead of the snack icons shown here, photographs of the actual food products were presented in both experiments.](EMS85388-f001){#F1}

![Analyses of distractor effects on relative choice accuracy.\
**a** Comparison of trials with high- vs. low-value distractors. Individual data points (gray dots) are shown together with group means (colored lines) and 95% CIs (black error bars). **b** Regression coefficients for the influence of target and distractor values. Individual data points for effects of V1 and V2 are omitted for better visualization of the V3 effect. **c** Assessment of replicability using the Small Telescopes approach^[@R21]^. The 90% (and 95%) CIs of the effect sizes in the direct replication did not overlap with *d*~33%~ (i.e., the effect size that would give the original study 33% statistical power), indicating replication failure. **d** Prior and posterior distributions of the V3 coefficient according to a hierarchical Bayesian logistic regression (direct replication data). The posterior density at 0 is much higher than the prior density, indicating very strong evidence for the null hypothesis. **e** Improvement of model fit (i.e., deviance) for the more complex divisive normalization model compared to the probit model for each participant of the direct replication. A statistically significant improvement was found for only few participants (the normalization model was also rejected on the group level). The Bayesian analysis and model comparison for the eye-tracking experiment are shown in [Supplementary Figure 4](#SD1){ref-type="supplementary-material"}. \*\*\**p* \< .001](EMS85388-f002){#F2}

![Analyses of distractor effects on RT.\
The upper panels depict regression coefficients for the influence of target-value difference, target-value sum, and distractor value on RT in both experiments. Individual data points (gray dots) are shown together with group means (colored lines) and 95% CIs (black error bars). The lower panels show average RT (with 95% CIs) for five levels of V3 from lowest to highest. The increase of RT with increasing V3 is clearly visible in the direct replication. In the eye-tracking experiment, the effect is less pronounced (consistent with the comparatively small effect size in this experiment). \**p* \< .05, \*\*\**p* \< .001](EMS85388-f003){#F3}

![Evidence for value-based attention.\
**a** Path analysis testing a mediation of the distractor effect by attention. As predicted, distractor value was positively linked to relative gaze duration on the distractor. Due to the absence of a distractor effect on relative choice accuracy, however, there was no mediation. **b** The probability to fixate different option types at the first fixation was not random. Individual data points (gray dots) are shown together with group means (colored lines) and 95% CIs (black error bars). The effect remains significant when excluding the outlier with 58% / 10% first fixations on the best option / the distractor. **c** Development of fixations per option type over the course of single trials. **d** Development of fixations on high- and low-value distractors over the course of single trials. Consistent with value-based attention, the decline of fixation probability is modulated by distractor value. \**p* \< .05, \*\*\**p* \< .001](EMS85388-f004){#F4}

![Illustration and predictions of the aDDM with value-based attention.\
**a** Sequential sampling process of the aDDM for an example trial. The depicted relative decision values are based on a comparison between each option's accumulator and the best alternative accumulator. The choice process terminates when one decision value reaches the threshold. Fixations of options are indicated by a white background, gaps before the first fixation and between fixations are indicated by a gray background (gaps between fixations were implemented to match the empirical gaps between fixations, which lasted \~60 ms on average). The probability of each fixation is stated at the bottom and is based on accumulated value (via a logistic function; see Equation 8 in the [Supplementary Information](#SD1){ref-type="supplementary-material"}). Fixation durations are drawn from a log-normal distribution (whose parameters were fitted to the empirical fixation durations). **b** Cumulative density of empirical and model-predicted RT distributions for each option type. **c** and **d** Effect sizes of the influence of V1, V2, and V3 on relative choice accuracy (**c**) and on target-choice RT (**d**) for 100 simulations of the eye-tracking experiment with the extended aDDM. Gray dots show the effect sizes for each simulation, colored lines and black error bars show the overall means and their 95% CIs, respectively. **e** Comparison of the empirical and model-predicted development of fixations for different options types over the course of single trials. Shaded areas represent the 95% CIs of the data.](EMS85388-f005){#F5}

###### Descriptive statistics of the two experiments

  Experiment           N     best chosen    second-best chosen   distractor chosen   RT in ms
  -------------------- ----- -------------- -------------------- ------------------- ------------
  Direct replication   102   68.6% (13.0)   28.6% (11.0)         2.8% (4.5)          2261 (800)
  Eye tracking         37    75.3% (9.0)    22.6% (6.8)          2.0% (3.4)          1862 (650)

*Note*. Group means are reported together with standard deviations in parentheses. N = number of participants included in the data analysis.
