In this paper we analyze a novel diffusion strategy for adaptive networks called Decoupled Adapt-then-Combine, which keeps a fully local estimate of the solution for the adaptation step. Our strategy, which is specially convenient for heterogeneous networks, is compared with the standard Adapt-then-Combine scheme and theoretically analyzed using energy conservation arguments. Such comparison shows the need of implementing adaptive combiners for both schemes to obtain a good performance in case of heterogeneous networks. Therefore, we propose two adaptive rules to learn the combination coefficients that are useful for our diffusion strategy. Several experiments simulating both stationary estimation and tracking problems show that our method outperforms state-of-the-art techniques, becoming a competitive approach in different scenarios.
I. INTRODUCTION
Over the last years, adaptive diffusion networks have become an attractive and robust approach to estimate a set of parameters of interest in a distributed manner (see, e.g., [1] - [6] and their references). Compared to other distributed schemes, such as incremental and consensus strategies, In this work, we focus on an alternative diffusion scheme that overcomes this important drawback.
In our approach, firstly proposed in [6] , [18] , and which will be called Decoupled ATC (D-ATC), the adaptation phase is kept decoupled from the combination phase, i.e., the local estimation of each node is combined with the estimates received from its neighbors, as in standard ATC, but the resulting combined estimation is not fed back into the next adaptation step. This scheme presents a more clear separation between the adaptation and combination phases. As it will be shown later, this allows us to implement two different rules for the combination phase specially suited for heterogeneous networks.
With these rules we obtain a significant improvement in convergence and steady-state performance with respect to previous approaches, both in tracking and stationary scenarios. In addition, our proposal seems to be a more natural scheme for asynchronous environments, which are receiving increasing attention [19] . This paper extends our previous works [6] , [18] in different ways: 1) We study the influence of combination weights for the case of heterogeneous networks by means of some illustrative examples both for standard ATC and for the proposed D-ATC.
2) We analyze the mean behavior of our diffusion strategy and derive sufficient conditions for the network combiners that guarantee the mean stability of the algorithm.
3) Using energy conservation arguments [20] , we derive closed-form expressions for the steadystate mean-square deviation (MSD) of the network and of its individual nodes in a non stationary environment.
4)
We propose two new rules for adjusting the combination weights: One based on a Least-Squared (LS) approach, similar to the one introduced in [6] , [18] , and one based on the Affine Projection Algorithm (APA).
5) Finally, we include detailed simulation work, both for stationary and tracking scenarios, to illustrate the performance of the proposed schemes and to corroborate the theoretical results.
The paper is organized as follows. The Decoupled ATC diffusion strategy is presented in Section II and we theoretically analyze its performance in Section III. The APA and LS-based rules for adapting network combiners are derived in Section IV. Experimental results are provided in Section V and we close the paper by presenting our main conclusions and some possibilities for future works in Section VI.
A. Notation
We use boldface lowercase letters to denote vectors and boldface uppercase letters to matrices. is an all-ones column vector with length N . In addition, to simplify the arguments, we assume that all the quantities are real. Table I summarizes the notation that is used throughout the paper. Index of the m th node connected to node k wo(n) Unknown time-varying parameter vector
Local estimate of wo(n) (based only on local data at node k)
Combined estimate of wo(n) at node k {d k (n), u k (n)} Local desired value and regression vector at node k
Combination weight assigned by node k to the estimate received from node ∈ N k c k (n) Vector with all weights assigned by node k to the estimates from its neighbors c k (n) Vector with the same entries of c k (n), excluding c kk (n)
II. DECOUPLED ADAPT-THEN-COMBINE DIFFUSION SCHEME
A. Description of the diffusion strategy Consider a collection of N nodes connected according to a certain topology, as depicted in Fig. 1 .
Each node k shares information with its neighbors and we denote this neighborhood of k, excluding the node itself,N k , while N k =N k ∪ {k}. The network objective at every time instant n is to obtain, in a distributed manner, a vector w(n) minimizing certain global cost function J [w(n)].
In this work, we consider that the global cost and the individual cost of each agent are the meansquare error (MSE). In particular, we consider the following setting: At every time instant n, each node k has access to a scalar measurement d k (n) and a regression column vector u k (n) of length M , both realizations of zero-mean random processes. We assume that these measurements are related via some unknown column vector w o (n) of length M through a linear model
where v k (n) denotes measurement noise and is assumed to be a realization of a zero-mean white DRAFT April 9, 2015 Fig. 1 . Example of diffusion network: at every time step n, each node k takes a measurement {d k (n), u k (n)}. In this example, the neighborhood of node k is N k = {2, 3, r, k} and its cardinality is N k = 4.
random process with power σ 2 v,k and independent of all other variables across the network. The objective of the nodes is estimating the (possibly) time-varying parameter vector w o (n).
Recently, we proposed a diffusion method [6] , [18] to solve this estimation problem in an adaptive and distributed manner. Similarly to other diffusion strategies, our scheme iterates an adaptation and combination phase. However, differently from standard ATC or CTA diffusion schemes [4] , [5] , each node in our scheme preserves a purely local estimation ψ k (n), which is then combined with the combined estimates, w (n − 1), received from the neighboring nodes ∈N k at the previous iteration. Note that, although we have selected an ATC approach as the basis of our algorithm, our scheme could be straightforwardly extended to CTA. Consequently, the proposed diffusion scheme can be written as follows
In the adaptation phase (2), an updated local estimation ψ k (n) is calculated as a function of these elements: the previous local estimation ψ k (n−1), local data {d k (n), u k (n)}, and a state vector θ k that incorporates any other information that is needed for filter adaptation. Some typical choices for (2) are least-mean-squares (LMS), normalized least-mean-squares (NLMS), Affine Projections Algorithm (APA) [20] , etc. Finally, the combination at each node in (3) is characterized by a set of time-varying coefficients c k (n). To keep combined estimates unbiased, we constrain all coefficients at each node to sum up to one. For reasons that we explain in section III-B, we also impose non-negativity constraints on such combiners, This contrasts with our previous work [6] where we permitted affine, and therefore, non-positive combination weights.
In Fig. 2 we can see a schematic representation of the proposed strategy, where the dashed rectangle highlights the decoupled adaptation phase. There are some potential advantages of decoupling the adaptation step from the combination phase:
• It is easy to change the adaptation algorithm, even having different algorithms in the different nodes without affecting the scheme. This will only affect the selection of the combiners in the neighborhood. On the contrary, in standard ATC, it is not so clear how to accommodate networks composed of different estimators, because of the feedback of the combined estimate in the adaptation step.
• Related to this, the adaptation phase of our scheme is not influenced by an erroneous selection of the combination weights. In contrast, in standard ATC, if the adaptation of the combination weights is suboptimal, the adaptation phase of the diffusion algorithm is also affected.
• We can more easily deal with synchronization problems, since the adaptation of each node is completely independent of other nodes' adaptation. Furthermore, the combination stage can easily be modified to include the last available estimates received from the neighbors so that a delay in a particular node does not slow down the network.
In the next section we analyze in more detail the characteristics of the proposed diffusion strategy and compare it to the ATC approach for a simple network with just 2 nodes. As we will see, both DRAFT April 9, 2015 diffusion strategies can achieve similar performance, during convergence and in steady state, provided that the combination weights have been adequately chosen (for both schemes).
B. Comparison between ATC and D-ATC
Before presenting the full theoretical analysis of the new diffusion method, we have designed a toy experiment considering a small heterogeneous network composed by two interconnected nodes differing just in their adaptation rate. We compare the ATC scheme [4] and the proposed D-ATC scheme (Equations (2) and (3)) for this setup, considering that the combination weights remain fixed for both diffusion schemes. In this paper, we assume that an NLMS filter is used as the adaptation algorithm for both nodes. As a consequence, the general Equation (2) becomes
, µ k is a step size, δ is a regularization factor to prevent division by zero, and the local estimation error signals are
with y k (n) being the local output. For this toy experiment, we select step sizes µ k = {0. NMSD is defined as
where MSD k (n) is the mean-square deviation of each node k in the network at iteration n. The steadystate NMSD is defined as NMSD(∞) = lim n→∞ NMSD(n). The convergence rate is calculated as the slope of the NMSD learning curve computed at its initial region. There are some interesting conclusions that can be extracted from this simple experiment:
• There is a pair of optimal combination weights in terms of convergence rate and steady-state performance. In homogeneous networks, it has been proven that any fixed combination weights in the standard ATC algorithm provides the same convergence rate [16] , [17] . However, when having heterogeneous nodes, this is not true anymore.
• The optimal combination weights for convergence and steady state are different for both schemes.
• Both schemes can reach the same optimal performance if suitable combination weights are chosen. Consequently, one can use the most suitable scheme for the application in hand, provided that we are able to select appropriate combination weights.
III. THEORETICAL ANALYSIS OF D-ATC
In this section, we analyze the performance of the D-ATC diffusion strategy in the mean and meansquare sense and derive expressions for the steady-state NMSD in a stationary and nonstationary environment. Different from [6] , [21] and thanks to the energy conservation method [20] , we directly obtain steady-state results, bypassing several of the difficulties encountered when obtaining them as a limiting case of a transient analysis. In order to simplify the analysis, the combiners c k (n) are assumed to be static. Finally, although we assumed NLMS adaptation for all nodes, the analysis can be straightforwardly extended to the LMS adaptation case.
A. Data model and definitions
We start by introducing several assumptions to make the analysis more tractable:
A1-Variations of the unknown parameter vector w o (n) follow a random-walk model [20] . According DRAFT April 9, 2015 to this widespread model, the optimal solution varies in a nonstationary environment as
where q(n) is a zero-mean, independent and identically distributed (i.i.d.) vector with positive-
and of {u k (n ), v k (n )} for all k and n . Although this model implies that the covariance matrix of w o (n) diverges as n → ∞, it has been commonly used in the literature to keep the analysis of adaptive systems simpler [20] , and therefore, it is assumed throughout this paper. Additionally, assuming Q = 0 M we obtain a valid analysis for the stationary case.
A2-Input regressors are zero-mean and have covariance matrix
Furthermore, they are spatially independent, i.e.,
This assumption is widely employed in the analysis of diffusion algorithms and is realistic in many practical applications [4] . Furthermore, the noise processes {v k (n)} are assumed to be temporally white and spatially independent, i.e.,
Additionally, noise is assumed to be independent (not only uncorrelated) of the regression data u (n ), so that E{v k (n)u (n )} = 0 M , for all k, , n, and n . As a result, ψ k (n − 1) is independent of v (n) and u (n) for all k and . This condition matches well with simulation results for sufficiently small step sizes, even when the independence assumption does not hold [5] . A similar condition can be observed in the behavior of stand-alone adaptive filters [20] , [22] - [24] and is widely used in analyses of diffusion schemes [4] , [5] , [10] , [11] , [15] .
To analyze adaptive diffusion strategies, it is usual to define weight-error vectors, taking into account the local and combined estimates of each node, i.e.,
with k = 1, . . . , N .
For notational convenience, we collect all weight-error vectors and products v k (n)u k (n) across the network into column vectors:
April 9, 2015 DRAFT where col{·} represents the vector obtained by stacking its entries on top of each other. Note that the length of w(n) is equal to 2M N , whereas the length of s(n) is M N . We also define the length-
and the following M N × M N block-diagonal matrices containing the step sizes and information related to the autocorrelation matrices of the regressors:
where diag{·} generates a block-diagonal matrix from its arguments and I M is the M × M identity matrix. Finally, we also define the following matrices containing the combination weights:
and their extended versions
where ⊗ represents the Kronecker product of two matrices.
As a measure of the performance at each node, we consider the steady-state MSD at each node and the NMSD, as defined in (7).
B. Mean Stability Analysis
First, we present the mean convergence and stability analysis of our scheme. To do so, we start subtracting both sides of (3) and (5) from w o (n). Under Assumption A1, using (1) and recalling that
where (19) and (20) , using the definitions (11)- (18) and following algebraic manipulations similar to those of [4] , we obtain the following equation characterizing the evolution of the weight-error vectors:
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Under Assumption A2, all regressor vectors u k (n) are independent of ψ (n − 1) and w (n − 1)
for k, = 1, 2, · · · , N . Furthermore, independence of the noise w.r.t. the rest of variables implies that E{s(n)} = 0 M and E{z(n)} = 0 M . Thus, taking expectations on both sides of (21) and recalling
A necessary and sufficient condition for the mean stability of (22) is that the spectral radius of E{B(n)} is less than or equal to one, i.e.,
where ρ(·) denotes the spectral radius of its matrix argument and λ i , with i = 1, 2, · · · , 2M N , are the eigenvalues of E{B(n)} [4] . Since E{B(n)} is a block-triangular matrix, its eigenvalues are the eigenvalues of the blocks of its main diagonal, i.e., the eigenvalues of E{B 11 (n)} and E{B 22 } [25] .
Focusing first on matrix E{B 11 (n)}, we notice that it is also a block-diagonal matrix, so the step sizes need to be selected to guarantee
where
Condition (23) will be ensured if the step sizes µ k satisfy [20] 
This condition, which is a well-known result for the NLMS algorithm, guarantees that the local estimators {ψ k (n)} are asymptotically unbiased, i.e., E{ ψ k (n)} → 0 M as n → ∞ for all nodes of the network.
For the spectral radius of B 22 = C T 2 , we can rely on the following bound from [25] :
April 9, 2015 DRAFT A sufficient (but not necessary) condition to guarantee ρ(B 22 ) ≤ 1 is to keep all combination weights non-negative. In effect, since the sum of all combiners associated to a node is one, using non-negative weights we have
When combiners are learned by the network, non-negativity constraints can be applied at every iteration to ensure mean stability. Although our derivations show that this is just a sufficient condition, we should mention that in our previous simulation work of [6] , [18] , where we allowed combination weights to become negative, the network showed some instability problems. However, the preliminary work in [21] suggested (with no theoretical justification) that the application of these constraints resulted in the removal of the instability issues. Furthermore, for schemes that implement adaptive combiners using stochastic learning rules, it is clear that the inequalities in (26) become strict, at least at certain iterations, thus assuring also the mean convergence of the network.
C. Mean-Square Performance
We present next a mean-square performance analysis, following the energy conservation framework of [20] . First, let Σ denote an arbitrary nonnegative definite 2M N × 2M N matrix. Different choices of Σ allow us to obtain different performance measurements of the network [5] .
Thus, computing the weighted squared norm on both sides of (21) using Σ as a weighting matrix, we arrive at
As before, independence of the noise terms in z(n) with respect to all other variables implies that the last element in (27) vanishes under expectation. Furthermore, under Assumption A1, we can verify that
where Tr(·) stands for the trace of a matrix and
being J (2N ) a 2N × 2N matrix with all entries equal to one. Defining the matrices
DRAFT April 9, 2015 using (28), and taking expectations of both sides of (27) , we obtain
where x 2 Σ denotes the weighted squared norm x T Σx.
In order to make the analysis more tractable, we will replace the random matrix B(n) by its steadystate mean value B = lim n→∞ E{B(n)}, which is equivalent to replacing matrix
by its mean R k . In a sense, this approximation amounts to an ergodicity assumption on the regressors, which is a common assumption in statistical analysis of adaptive filters [20] . Thus, (32) reduces to
Mean-Square Convergence: As in [5] , the convergence rate of the series is governed by [ρ(B)] 2 , in terms of the spectral radius of B. From Section III-B, we can obtain a superior limit for ρ(B), which is given by ρ(B) ≤ max max
Choosing µ k into the interval (24) and imposing non-negativity constraints to the combiners, ρ(B) ≤ 1 and the convergence of lim n→∞ E{ w(n) 2 Σ } is ensured. Furthermore, from the superior limit (34), we can see that, in the worst case, our diffusion scheme can converge with the same convergence rate of the noncooperative solution, whose spectral radius is max k,i 1 − µ k λ i (R k ) (considering that all the nodes are adapted using NLMS). However, we show by means of simulations that in practice this limit is very conservative and the proposed diffusion scheme converges much faster than the noncooperative solution.
Steady-state MSD performance: It it important to notice that variance relations similar to (33) have often appeared in the performance analysis of diffusion schemes [5] . Iterating (33) and taking the limit as n → ∞, we conclude that (see, e.g., [26] )
To obtain analytical expressions for the steady-state MSD of the network and of its individual nodes, we will replace Σ by the the following matrices
where E k is an N × N zero matrix, except in the element (k, k), that is equal to one. Replacing Σ in (35) by either Γ and Υ k , the MSD performance of the network and of its individual nodes can be expressed, respectively, by
Since B is lower triangular, the matrix B j is given by
beingX
where we have defined
Replacing (40) and (31) in (38) and (39), we arrive at
where Q = J N ⊗ Q. Note that the N M × N M matrix Q is similar to matrix Q a , but has half its size.
In order to compute the theoretical steady-state MSD using (43) and (44), we still have to obtain approximations for matrices R k and R k , which appear inX (j) and S, respectively. For this purpose, we assume that A3-The number of coefficients M is large enough for each element of the matrix u k (n)u T k (n) to be approximately independent from M −1 l=0 |u(n − l)| 2 . This is equivalent to applying the averaging principle of [27] , since for large M , u k (n) 2 tends to vary slowly compared to the individual entries of u k (n)u T k (n). A4-The regressors u k (n), k = 1, 2, . . . , N are formed by a tapped-delay line with Gaussian entries and the regularization factor is equal to zero (δ = 0). This is a common assumption in the analysis of adaptive filters and leads to reasonable analytical results [22] .
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Under A3 and A4, we obtain the following approximations from [28] :
Under these additional assumptions, we obtain a model to compute the steady-state MSD of the network and of its individual nodes, which can be summarized as follows: (i) compute the matrices of the combination weights using (16)- (18) and the matrix Q, i.e, according to the environment variation; (ii) use the approximations (45) and (46) in the computation of matrices S andX (j), defined respectively by (30) and (41); and finally, (iii) use these matrices in (43) and (44).
IV. ADAPTIVE COMBINERS FOR D-ATC SCHEME
As shown in Section II, the implementation of adaptive combiners is crucial for heterogeneous networks, whose nodes operate under different conditions, e.g., different step sizes in the adaptation step. For instance, in such case the combiners should favor the diffusion of the estimates of the fastest nodes during network convergence, whereas in steady state the network should favor the nodes with better SNR and smaller adaptation step size, as they produce lower steady-state misadjustment.
In this section we present two strategies for learning the combiners suitable for our Decoupled ATC scheme. These two strategies are based on an approximate minimization of the network Mean-Square
Error at each step n, NMSE(n):
represents the error at node k using combined estimates, whiley k (n) stands for the corresponding combined output.
Since every node only optimizes its own combination coefficients, this is equivalent to minimizing the node-wise Mean-Square Error, MSE k (n). Note that this approach contrasts with the strategies in [10] , [29] where an approximation or bound of the steady-state NMSD is minimized.
Finally, let us emphasize that we are considering convex combination coefficients, so c k ≥ 0 ∀k, ∈ {1, · · · , N } and ∈Nk c k = 1, ∀ ∈ {1, · · · , N }. However, note that a direct application of the algorithms below may give rise to values of c k (n) outside range [0, 1]. Therefore, in order to satisfy the non-negativity constraint of Section III-B to guarantee stability (and also following the criterion of other works in this field, e.g., [4] , [10] , [11] , [14] , [15] ), we constrain the values of c k (n) to remain in the desired interval [0, 1] at each iteration. To do this, if any c k (n) results negative after its update, we simply set it to zero and then rescale the remaining combination weights so that they sum up to one. April 9, 2015 DRAFT
A. Affine Projection Algorithm
In this subsection we present an Affine Projection Algorithm (APA) for the stochastic minimization of the MSE in (47).
First, we stack the combination coefficients c k of node k, with ∈N k , in a length-N k vector c k (n). Doing so, we can write
Then, defining y k (n) = w
these differences into a column vectorỹ k (n), and using (48), MSE k (n) can be rewritten as
Applying the regularized Newton's method [20] to minimize (49), we obtain
where µ c is a step size to control the adaptation ofc k (n), Rỹ k is the autocorrelation matrix of vector y k (n), R ek,ỹk is the cross-correlation vector betweenỹ k (n) and e k (n), is a small regularization Replacing Rỹ k and R ek,ỹk by their approximations based on averages over the L most recent values ofỹ k (n) and e k (n) [20] , we obtain a regularized affine projection algorithm for the adaptation ofc k (n):
whereỸ k (n) is an L ×N k matrix whose L rows corresponds with the last L values of vectorỹ k (n),
This recursion requires the inversion of an N k ×N k matrix at each iteration, resulting in an attractive implementation if the projection order L is larger than the number of neighbors of node k,N k . Otherwise, if for any nodeN k > L, we can invoke the matrix inversion lemma [20] to rewrite (51) as
which requires the inversion of an L × L matrix.
Equations (51) 
B. Least-Squares Algorithm
In this subsection, we follow a Least-Squares approach similar to the one in [6] , [18] . Instead of minimizing (47) using an stochastic minimization algorithm, we replace MSE k (n) by the following related cost function [20] ,
where β(n, i) is a temporal weighting window, anď
representing the combined output of node k at time i when the outputs of all nodes belonging to N k are combined using the combiners at time n. Introducing (55) into (54), we obtaiň
Taking now the derivatives of (53) with respect to each combination weight c mk (n), with m = 1, 2, . . . ,N k , we obtain
Replacing (56) in (57), setting the result to zero, and after some algebraic manipulations, we obtain
We can then write for each node k a system withN k equations of the form (58) that, introducing the usual matrix notation, reads
where P k (n) is a square symmetric matrix of sizeN k with components
with p, q = 1, 2, . . . ,N k . We introduce the indexb
k which is the index of the p-th neighbor of k. In addition, z k (n) is a column vector of lengthN k , whose p th element is given by
for p = 1, 2, . . . ,N k . Thus, the solution of the problem is obtained from (59) using Tikhonov regularization method [30] asc
April 9, 2015 DRAFT where a small regularization constant is again introduced since P k (n) could be ill-conditioned [18] . Similarly to the case of combination of multiple filters [31] , P k (n) can be interpreted as the autocorrelation matrix of a vectorỹ k (n) while z k (n) would be seen as the cross-correlation vector betweenỹ k (n) and e k (n).
Temporal weighting window: The temporal weighting window β(n, i) deserves some discussion.
In this paper we propose the use of an exponential weighting window defined as
where γ is a forgetting factor 0 ≤ γ < 1.
This contrasts with our choice in previous works [6] , [18] , where we leaned towards a rectangular window, which provided a good convergence but a worse steady-state performance than standard ATC with adaptive combiners [15] . The reason for that choice was the instability problems of affine combiners when long windows were used. In this paper, as we use the more stable convex combiners (see First, we present a set of experiments with the aim to validate the theoretical analysis of Section III. Then, we compare the behavior of our rules to state-of-the-art adaptive combination algorithms for standard ATC [15] , both in stationary and tracking scenarios.
A. Validation of the theoretical analysis for D-ATC
In the first place, we carry out some numerical simulations to validate the analysis of Section III. To do so, we compare in scheme with Metropolis combiners [4] in the stationary estimation scenario. Note that these weights are not at all optimal, as we can expect from the preliminary analysis of Section II-B. However, this is not a problem since our objective in this subsection is just to show that the analysis correctly predicts the steady-state performance of each individual node, as well as the NMSD. Although we consider just the case of Metropolis combination rule, we have checked that other rules, e.g., uniform combiners, would lead to similar conclusions about the accuracy of the analysis. In Fig. 6 , we plot have been varied from those in Fig. 5 , according to Table II . From Fig. 6 we can conclude that the matching between the analysis and the simulation is quite good, even for the case when the step sizes are large, when the last part of assumption A2 in Section III-A is less accurate.
We have also studied the accuracy of the model in tacking situations. In Fig. 7 we plot the steadystate NMSD for different speeds of change, i.e., values of Tr{Q}. We can see that the matching is also quite good, in particular for fast speeds. For slow and medium speeds we observe a mismatch up to 2dB similarly to the stationary scenario depicted in Fig. 6(a) .
B. Stationary performance of D-ATC with adaptive combiners
Before comparing the performance of D-ATC and ATC with adaptive combiners we study in Fig. 8 the sensitivity of the proposed combiner learning rules, APA and LS, with respect to their parameters. We observe that there is a trade-off between convergence/reconvergence speed and steadystate performance in the selection of these parameters. In fact, we can conclude that the influences of different parameters are coupled among them.
Regarding the forgetting factor γ in the LS rule, note that, when it is correctly chosen (see Fig.   8.(b) ), we can obtain a large steady-state enhancement without dramatically affecting the convergence.
This was not the case with the rectangular window [18] , where instability issues prevented us from using a very small regularization constant, and limited the number of useful window sizes, causing degradation in the steady-state performance. algorithms with adaptive combiners: 1) ATC with adaptive combiners proposed by Takahashi et al.
[10], and 2) a newer approach by Tu et al. [4] , [15] . We also include a baseline network where the nodes do not combine their estimates. The free parameters of all algorithms are chosen to maximize the steady-state performance while keeping a similar convergence rate and, for reproducibility, are shown in Table III .
In Fig. 9 , we can see that D-ATC with both adaptive rules (APA and LS) significantly outperforms standard ATC. In Section II-B we saw that both ATC and D-ATC can reach a similar performance provided that the combination weights are correctly chosen. Consequently, our rules seem to be more effective in learning the combination weights for this setup. Note that adaptive rules for learning the combination weights for standard ATC [10] , [15] , are derived for homogeneous networks, when only the noise variance changes among the nodes. That explains most of the gap between both approaches.
Regarding the convergence rate, the gain of the proposed scheme is not so significant but it still outperforms standard ATC with adaptive combiners. This is not surprising, as their suboptimality in terms of convergence has been made clear before, even for homogeneous networks [6] , [16] , [17] . 
C. Tracking performance of D-ATC with adaptive combiners
In this section, we analyze the tracking performance of our scheme with the two proposed combination rules. We compare in Fig. 10 the performance of D-ATC and ATC, both with adaptive combiners, for two speeds of change. The parameters of these simulations, shown in Table III, are again selected to optimize the steady-state performance, trying to keep the convergence rate of all algorithms as close as possible.
From Fig. 10 , we can conclude that D-ATC outperforms both ATC techniques in terms of convergence and steady state, highlighting the behavior of the LS-based algorithm in the fast tracking scenario.
In conclusion, in all the presented experiments, the proposed D-ATC diffusion scheme outperforms standard ATC, when both schemes use adaptive rules to learn their combiners. Although, in principle both schemes could perform similarly, the proposed APA and LS rules, in conjunction with D-ATC DRAFT April 9, 2015 diffusion scheme, seem to be more effective at optimizing network MSD.
Finally, we would like to provide some information about complexity. In [6] it was shown that an LS rule with rectangular window had lower complexity than the ATC with adaptive combiners in [10] , [15] when the number of neighbors of each node is small compared to the estimated vector length M . As we use here an exponential window, both the computational cost and memory requirements are even reduced. Regarding the APA rule, the complexity can be even more reduced, as explained in Section IV-A, since we have two equivalent implementations depending on our problem setup and additionally we can control its complexity with the value of parameter L.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we analyze the performance of a novel diffusion strategy, the Decoupled ATC (D-ATC) scheme. Through some meaningful examples we have shown that both D-ATC and standard ATC can work similarly in terms of transient and steady-state performance, although these experiments illustrate the convenience of using adaptive combiners (for both schemes) to achieve the best possible performance both in convergence and steady state. Later, we derive an analytical model to compute the theoretical performance of our scheme. To do so, we have extended previous energy conservation analysis of standard ATC. This allows us to obtain closed-form expressions to evaluate the performance of the network. Then, we present two adaptive rules to compute the combination weights in our D-ATC scheme. Finally, we evaluate through numerical simulations the presented diffusion strategy and combiners learning rules in an heterogeneous network, showing a significant gain in performance with respect to other state-of-the-art approaches.
This work opens a number of research lines worth exploring. From our point of view, one of the most important is the analysis of asynchronous adaptation in networks. The decoupled nature of D-ATC strategy would make it a good option in such a case. Finally, it is also necessary to evaluate these schemes in the resolution of real tasks. We hope that this contribution helps to further develop the applicability of these networks.
