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Four models for the initial conditions of a fluid dynamic description of high energy heavy ion
collisions are analysed and compared. We study expectation values and event-by-event fluctuations
in the initial transverse energy density profiles from Pb-Pb collisions. Specifically, introducing a
Fourier-Bessel mode expansion for fluctuations, we determine expectation values and two-mode
correlation functions of the expansion coefficients. The analytically solveable independent point-
sources model is compared to an initial state model based on Glauber theory and two models based
on the Color Glass Condensate framework. We also discuss to which extent general properties of
initial conditions can be understood analytically.
I. INTRODUCTION
Relativistic heavy-ion collisions arguably constitute
one of the most spectacular physical experiments
mankind is capable of conducting in a laboratory. At
collider facilities like the Relativistic Heavy Ion Collider
(RHIC) and the Large Hadron Collider (LHC), physicists
focus beams of nuclei and make them collide at relativis-
tic energies, producing thousands of new particles per
nucleus-nucleus collision. [1–4].
The incident nuclei are Lorentz-contracted discs con-
sisting of quarks and anti-quarks as well as gluons. The
total energy density is maximal at the collision time of
the nuclei. At this moment, these constituents of the nu-
cleus strongly couple to each other and form a collective
medium called the quark-qluon plasma (QGP). During
LHC experiments, the energy density of this extremely
dense state of matter directly after the collision is twenty
times as high as that of a hadron [5–8]. A droplet of QGP
quickly expands and cools down. Below a critical tem-
perature, new hadrons are formed, which is referred to as
chemical freeze-out. These particles are still interacting;
only once the kinetic freeze-out has occurred, they move
freely [5–8].
In recent years, we understood that the QGP can be
considered as a dissipative (and almost ideal) relativistic
fluid, which offers the interesting possibility to study the
relationship between microscopic properties described by
quantum chromodynamics (QCD) and macroscopic fluid
fields like densities of energy or entropy. A recent nu-
merical scheme for solving the relativistic fluid equations
of motion is described in ref. [9]. While these simula-
tions can compute the time-evolution of fluid dynamic
fields including their fluctuations, they need informations
about initial field configurations as input. These initial
conditions cannot be directly measured because experi-
mentally accessible QGP properties like hadron spectra
result from an integrated history of time-evolution, dur-
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ing which fluctuations in the initial conditions can be
intensified or attenuated [10, 11]. An additional com-
plication rises from the fact that the initial conditions
and in particular their symmetry properties depend on
the collision centrality, i.e. whether the two nuclei col-
lide head-on or in a peripheral manner. The underlying
geometric quantity, the impact parameter, is not directly
measurable either. Most importantly, initial fields are
subject to quantum fluctuations, meaning that the ini-
tial conditions vary from event to event.
In principle, given an ensemble of initial field config-
urations, there are two strategies to calculate final state
observables. One is to time-evolve each initial field event
separately in so-called event-by-event simulations. This
is numerically expensive and has the drawback that only
one initial state model can be studied at a time. An al-
ternative consists of splitting up the initial fields into a
background field plus fluctuations around it and to evolve
the fluctuations through response functions. If these fluc-
tuations are expanded in a basis of appropriately chosen
modes, it suffices to solve – just once for a given ensemble
of events – the fluid dynamic equations of motion for the
background field and the response functions for the per-
turbations around this [12]. The response functions can
actually be used to compare models of the initial state
that agree in the background configuration but differ in
the initial conditions for perturbations.
The present paper aims at studying the statisti-
cal properties of event-by-event initial field fluctuations
in the experimentally relevant ensembles of centrality
classes with randomized reaction planes. Specifically,
choosing a particular mode expansion for field fluctua-
tions, we will examine expectation values and two-mode
correlation functions of the corresponding expansion co-
efficients. The set of basis functions constitutes Fourier-
and Bessel modes and turns out to be advantageous
for the decomposition of profiles that exhibit on event-
average rotation symmetry around the beam axis.
As the initial fields of a heavy-ion collision are not
directly measurable, we will have to rely on initial-
condition models. A large class of them are based
on Glauber theory [13, 14]. These models consider a
nucleus-nucleus collision as a superposition of indepen-
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2dent nucleon-nucleon interactions and promote the num-
ber of nucleons participating in the collision as well as
the number of binary collisions to relevant quantities.
Initial event distributions are then sampled according to
the position of these variables. We will make use of the
initial-condition model TrENTo, which is based on a
similar ansatz and proved to reproduce a large number
of LHC experiments [15].
The two-mode correlation functions of Fourier-Bessel
coefficients are compared to predictions of three addi-
tional initial condition models: The independent point-
sources model (IPSM) of initial conditions. This particu-
lar model assumes fluctuations to originate from indepen-
dent point-shaped contributions and allows closed-form
expressions for the statistical quantities of interest. As we
will see, while being limited in describing finer structures
in position space, the IPSM still allows to qualitatively
explain many properties of two-mode correlators.
As a further model we consider the Color Glass con-
densate (CGC) [16–19] (we concentrate on the leading
approximation for large Nc), where two-point functions
of energy density have been recently derived [20]. A vari-
ation of this model called Magma [21] will also be con-
sidered.
This paper is structured as follows. In section II, we
put forward our procedure of characterising fluctuations
in terms of Fourier and Bessel modes. In section III we
discuss general statistical properties of the event ensem-
bles we study. In section IV present the four initial condi-
tion models that are examined in the course of this paper.
For each model, its main ideas are highlighted. Special
emphasis is put on how the individual models allow to
compute correlation functions. A detailed comparison of
two-mode fluctuations in the four models is carried out
in section V and we draw conclusions in section VI.
II. MODE EXPANSION FOR INITIAL FIELD
FLUCTUATIONS
It is convenient to express the fluid dynamic fields of
interest at the initialization time in polar coordinates be-
cause they exhibit on average rotation symmetry around
the beam axis (in a coordinate system that is conve-
niently centred). We will express a given event profile
(r, φ) in terms of a background field plus fluctuations,
and decompose the fluctuation part in terms of Fourier
and Bessel modes, following the approach developed in
refs. [9, 22, 23].
The background field will be taken to correspond to
an event average. For this purpose, we introduce the
following function,
W (r) =
1
2
∫ 2pi
0
dφ 〈(r, φ)〉 . (1)
Throughout this paper, angle brackets 〈·〉 denote aver-
ages over a certain ensemble of events, for instance a
centrality class. (Centrality classes will be discussed in
more detail in section V A.) We will assume that (r, φ)
is non-negative everywhere and in a given ensemble on
average normalized to unity,∫ ∞
0
dr r
∫ 2pi
0
dφ 〈(r, φ)〉 = 1. (2)
In other words, (r, φ) corresponds to the transverse en-
ergy density divided by the corresponding integral over
the transverse plane for a given ensemble or centralilty
class.
This implies that the function
ρ(r) =
√
2
∫ r
0
dr′ r′W (r′), (3)
with
dρ ρ = drW (r) r, (4)
defines a map from the unbound interval [0,∞) to [0, 1).
The function W (r) is typically non-vanishing for small
radii and decays over a length scale specific to the
given centrality class, which allows a centrality-specific
parametrization of the radial dependence of a given event
profile in terms of ρ. Because it is always defined on the
same interval, ρ is particularly suited for the Bessel ex-
pansion to be discussed below.
The functions ρ(r) and W (r) define a scalar product,
(f, g) =
∫ ∞
0
dr rW (r) f∗(r) g(r)
=
∫ 1
0
dρ ρ f∗(r(ρ)) g(r(ρ)),
(5)
which can be used conveniently to construct an orthonor-
mal basis set. One possible choice could be a polynomial
basis set constructed using the Gram-Schmidt procedure
[9]. Another option is to use a set of special functions
that satisfy the same orthogonality properties and con-
venient boundary conditions, for example the cylindrical
Bessel functions Jm(z).
For m 6= 0, let z(m)l denote the l’th positive zero-
crossing of J ′m(z), the first derivative of the cylindrical
Bessel function of order m. Any choice of nodes will lead
to the imposition of a specific boundary condition, in
particular the latter corresponds to Neumann boundary
conditions [9]. For m = 0 we also include the zero cross-
ing of J ′0(z) at the origin in the counting, i.e. z
(0)
1 = 0.
The set of functions Jm(z
(m)
l ρ) are then orthogonal to
each other with respect to the scalar product in eq. (5)
[24], ∫ 1
0
dρ ρ Jm
(
z
(m)
l ρ
)
Jm
(
z
(m)
l′ ρ
)
= c
(m)
l δl,l′ , (6)
with
c
(m)
l =
(
(z
(m)
l )
2 −m2
) (Jm(z(m)l ))2
2
(
z
(m)
l
)2 , c(0)1 = 12 .
(7)
3With the case distinction in our definition of z
(m)
l , we
include with J0(z
(0)
1 ρ) ≡ 1 a basis function with no posi-
tive zero-crossings and non-vanishing behavior for ρ→ 0.
This makes our set of basis functions complete.
In summary, these considerations motivate the follow-
ing mode expansion,
(r, φ) =
∞∑
m=−∞
∞∑
l=1

(m)
l e
imφq
(m)
l (r),
q
(m)
l (r) = W (r)Jm(z
(m)
l ρ(r)).
(8)
Eq. (8) defines a mode expansion for the transverse en-
ergy density. Note that one can understand m as an
azimuthal wave number and similarly l as a radial wave
number with larger values corresponding to more zero
crossings and therefore describing finer details in space.
The inverse relation for the coefficients 
(m)
l is given by

(m)
l =
1
2pic
(m)
l
∫ ∞
0
drrJm(z
(m)
l ρ(r))
∫ 2pi
0
dφe−imφ(r, φ).
(9)
One can easily convince oneself that for real-valued fields
(r, φ) ∈ R one has

(−m)
l = (−1)m(m)∗l . (10)
Note that we have concentrated here on scalar fields, but
the expansion technique can also be used in slightly mod-
ified form for vector or tensor fields such as e. g. fluid
velocity and shear stress [22].
III. STATISTICAL DESCRIPTION
The discussion in this section follows partly the general
principles introduced in ref. [23] for a statistical charac-
terisation of initial conditions. Let us assume that the
events have been classified into centrality classes of suf-
ficiently small extent, for example one percent. Each of
these classes contains events with random orientation of
the reaction plane, so that there is a statistical azimuthal
rotation symmetry.
One may then characterise the transverse density in
such a class by an expectation value
¯(r) = 〈(r, φ)〉◦, (11)
where we denote by 〈·〉◦ an expectation value for an
ensemble with statistical azimuthal rotation symmetry.
As a consequence of the statistical rotation symmetry,
the expectation value is actually independent of the az-
imuthal angle φ. The function in eq. (11) is normalized
according to eq. (2). (This means that the overall nor-
malization or integrated transverse energy must also be
specified to characterize a given ensemble or centrality
class.) One can use ¯(r) to define the function W (r) ac-
cording to eq. (1). In terms of the Bessel-Fourier expan-
sion in eq. (8) the expectation value or one-point function
is characterised by the expectation value of weights
〈(m)l 〉◦ =
1
pi
δm,0δl,1. (12)
In other words, for a rotation symmetric ensemble, only
the (m = 0, l = 1) coefficient has a non-vanishing expec-
tation value, and as a consequence of the normalisation
(2) it is given by 1/pi.
Fluctuations around the event-averaged profile can
now be characterised in terms of correlation functions
such as the connected two-point correlation function
〈((r1, φ1)− ¯(r1)) ((r2, φ2)− ¯(r2))〉
= 〈(r1, φ1)(r2, φ2)〉c. (13)
Through eq. (8), this can also be written in terms of the
variance of Bessel-Fourier coefficients〈
(
(m1)
l1
− 〈(m1)l1 〉◦)(
(m2)
l2
− 〈(m1)l1 〉◦)
〉
=
〈

(m1)
l1

(m2)
l2
〉
c
.
(14)
As a consequence of the statistical azimuthal rotation
symmetry, the correlator in (14) is only non-vanishing
when m1 +m2 = 0.
A. Geometry
In the following sections we will investigate three initial
state models for which the one-point function is used to
specify the properties of the model. Specifically, for the
independent point-sources model, the one-point function
determines the probability distribution of sources and for
the saturation models it determines the local saturation
scale. For non-central collisions, the collision geometry
will have a particular role.
One can in fact describe the collision geometry in these
models by introducing a non-symmetric one-point func-
tion in a first step. It describes the expectation value of
the transverse density for an ensemble with fixed reaction
plane angle φR. For such an ensemble, the expectation
value of the complex Bessel-Fourier weights is actually
non-trivial and of the form
〈(m)l 〉 = ¯(m)l e−imφR . (15)
The coefficients ¯
(m)
l are real-valued and non-vanishing
only for even values of m as a consequence of the two
discrete symmetries φ − φR → φR − φ and φ − φR →
φ− φR + pi.
Note that under averaging of the reaction plane angle
φR on the interval [0, 2pi) with uniform distribution, the
expression in (15) reduces to the one in (12). In partic-
ular, all components with m 6= 0 are annihilated by this
operation, while the m = 0 component is unchanged.
This also implies that the m = 0 components of (15) are
actually given by eq. (12), i. e. ¯
(0)
l = δl,1/pi.
4Let us now consider two-point correlation functions.
For fixed reaction plane φR, they are of the form
〈(m1)l1 
(m2)
l2
〉 = 〈(m1)l1 
(m2)
l2
〉c + ¯(m1)l1 ¯
(m2)
l2
e−i(m1+m2)φR .
(16)
In particular, the right hand side features not only a con-
nected part but also a disconnected one as a consequence
of non-vanishing expectation values.
If one now performs an average over the reaction plane
angle φR, one obtains for the correlation function in a
rotation symmetric ensemble
〈(m1)l1 
(m2)
l2
〉◦ = 1
2pi
∫ 2pi
0
dφR〈(m1)l1 
(m2)
l2
〉c
+ ¯
(m1)
l1
¯
(m2)
l2
δm1+m2,0.
(17)
The first part results from the averaging of the connected
correlation function. The second term on the right hand
side of (17) arises from the geometry of the collision at
non-vanishing impact parameter. It has non-trivial com-
ponents in particular for m = 2 (and more general even
m).
B. Non-linear transformations between fields
Some initial state models are formulated for the en-
tropy density s(x) and others for the energy density (x).
In order to be able to compare them, we need to do ap-
propriate field transformations. In a close-to-equilibrium
scenario, such a transformation can be done using the
thermodynamic equations of state. A difficulty arises
here because the relation between the different fields is
in fact non-linear and as such is difficult to implement in
a stochastic theory. For our present purpose, it is conve-
nient to expand the fields around some background con-
figuration, e. g. for entropy density s(x) = s¯(x) + δs(x)
and similarly for energy density ε(x) = ε¯(x) + δε(x). Us-
ing thermal equilibrium relations in the absence of any
conserved quantum numbers besides energy and momen-
tum, one can relate the perturbations of entropy and en-
ergy density through
δε(x) = T¯ (x)δs(x), (18)
where T¯ (x) is the background temperature. Using (18)
one can relate the connected correlation functions (de-
fined as in (13)),
〈ε(x)ε(y)〉c = T¯ (x)T¯ (y) 〈s(x)s(y)〉c. (19)
While the fields used here are physical fields, not follow-
ing the normalization condition (2), it is clear that overall
normalization factors can be included easily.
IV. INITIAL CONDITION MODELS
Having put forward a mode expansion to characterise
initial fluid field fluctuations, we shall now turn to some
currently popular models for the initial condition of
heavy-ion collisions. For each model, we will recall how
one can compute initial field configurations and charac-
terize event averages and fluctuations in terms of corre-
lations using the mode expansion introduced in section
II.
We will start with the TrENTo model, which is a
Monte-Carlo implementation of a generalized Glauber
model. From the numerical implementation one can ob-
tain expectation functions and arbitrary correlation func-
tions of transverse densities in different centrality classes.
Subsequently we will discuss the independent point-
sources model (IPSM), which is a semi-analytic model
based on the assumption of strongly peaked (approx-
imately point-like) sources that are distributed in the
transverse plane according to a given probability distri-
bution.
Next we will illustrate the implementation of the color-
glass condensate, starting from the two-point function of
the energy density obtained by [20] (we concentrate on
the limit of a large Nc) and its variation called Magma
[21, 25, 26], in which the two-point function is simplified
assuming locality in position space.
A. The TrENTo initial condition model
The reduced Thickness Event-by-event Nuclear Topol-
ogy (TrENTo) initial-condition model generates event-
by-event initial transverse entropy density profiles, re-
producing the multiplicity distributions for a wide range
of LHC experiments [15]. It constitutes a Monte Carlo
model that effectively interpolates between previously ex-
isting initial condition models. TrENTo describes ini-
tial field profiles in terms of two nucleus thickness func-
tions, TA and TB . They are modeled as superpositions
of Gaussians centered around previously sampled partic-
ipating nucleon positions,
TA(~x) =
Npart∑
i=1
w
(i)
A
∫
dz ρnucleon(~x− ~xi), (20)
and similarly TB(~x). The coordinates ~xi denote the po-
sition of participant i. The strength w
(i)
A by which a
participant contributes, is sampled from a Γ-distribution
with unit mean,
Pk(w) =
kk
Γ(k)
wk−1 exp(−kw). (21)
Here, k > 0 is a continuous shape parameter regulating
the fluctuations. The distribution has a long tail for k <
1 while fluctuations are suppressed for k  1.
Given the fluctuating thickness functions of the two
nuclei, the TrENTo model assumes the initial entropy
density profile to be proportional to the generalized mean
5of TA and TB ,
(x, y) = N
(
T pA + T
p
B
2
)1/p
, (22)
with some normalization constant N . The dimensionless
parameter p ∈ R controls the mixing of the two nucleus
thickness functions. Note that for p = 1, one obtains the
Glauber Monte Carlo model [27]. The parameter k can
be tuned to match measured multiplicity distributions
once p has been chosen.
The code for TrENTo is publicly available [15]. We
compute initial transverse entropy density profiles on a
grid of 10× 10 fm2 with a grid spacing of 0.2 fm and the
following parameter values,
• reduced thickness parameter p = 0,
• fluctuation parameter k = 1.4,
• nucleon width σ = 0.6 fm,
• overall normalization factor N = 16,
• inelastic nucleon-nucleon cross section σNNinel =
6.4 fm2.
The values for p, k, σ and N have been found to best
fit Pb-Pb multiplicity measurements [15]. The nucleon-
nucleon cross section depends on the collision energy and
has been chosen such that LHC energies of
√
sNN =
2.76 TeV are reproduced [1]. Impact parameters are sam-
pled from 0-20 fm.
With initial field profiles at hand, we can compute two-
mode correlation functions of TrENTo profiles by nu-
merically evaluating (9) and averaging over the events of
a given centrality class.
While initial fields generated by the TrENTo model
correspond to entropy density profiles, we convert them
to energy density profiles. This allows us to compare to
models that are based on energy density fields. Since
the energy density scales with the power 4/3 with the
entropy density (for a thermodynamic equation of state
that is approximately of the ideal gas form p ∼ T 4), the
conversion can be done by raising each TrENTo profile
to the power of 4/3. Furthermore, the event distributions
of a given centrality class are scaled by a common factor
such that they are on average normalized to unity, cf.
(2). In addition, each event is rotated by a random angle
φR ∈ [0, 2pi] in order to realize an ensemble of events with
random orientation of the reaction plane.
B. Independent point-sources model
In contrast toTrENTo, the independent point-sources
model (IPSM) remarkably allows to derive analytic ex-
pressions for correlation functions [23]. Let us assume
that a given event profile results from N independent
and identically distributed contributions whose spatial
extension is small compared to the system size. We will
approximate them as point-like and write for the energy
density
(~x) =
1
µN
N∑
j=1
wj δ
(2)(~x− ~xj), (23)
where the positions ~xj are all sampled from the
same probability distribution p(~x), normalized to unity,∫
d2x p(~x) = 1. The contribution wj of each point fluctu-
ates in strength, following a probability distribution p˜(w)
with unit mean and standard deviation σw. In addition,
we let the contribution number N fluctuate according to
a distribution pˆ(N) with mean µN and standard devia-
tion σN .
In complete analogy to ref. [23], we can derive position
space correlation functions by introducing the partition
sum
Z[j] =
〈
exp
(∫
d2x′ j(~x′)(~x′)
)〉
=
∑
N
pˆ(N)
 N∏
j=1
∫
d2xj p( ~xj)
∫
dwj p˜(wj)

× exp
(∫
d2x′ j(~x′)(~x′)
)
.
(24)
We obtain for the one-point function simply
〈(~x)〉 = δ
δj(~x)
Z[j]
∣∣∣∣
j=0
= p(~x). (25)
Similarly, the two-point function reads
〈(~x)(~y)〉 = δ
2
δj(~x)δj(~y)
Z[j]
∣∣∣∣
j=0
= 〈(~x)(~y)〉
= (1− β) p(~x)p(~y) + αp(~x)δ(2)(~x− ~y). (26)
We have introduced here the two parameters
α =
1 + σ2w
µN
, β =
µN − σ2N
µ2N
. (27)
Let the probability distribution p(~x) describe an event
averaged field profile for fixed reaction plane angle φR.
(We will perform the averaging over φR later on.) We can
expand then along the reaction plane angle φR similarly
as in eq. (8),
p(r, φ) =
∞∑
m=−∞
m even
∞∑
l=1
eim(φ−φR)q(m)l (r)¯
(m)
l . (28)
The coefficients ¯
(m)
l are real-valued and non-vanishing
only for even values of m as a consequence of the two
discrete symmetries p(r, φR − φ) = p(r, φR + φ) and
p(r, φR + φ) = p(r, φR + φ + pi). Moreover, it follows
6from the event normalization (2) and the definition of
W (r) in (1) that ¯
(0)
1 = 1/pi and ¯
(0)
l = 0 for l > 1.
Using the inverse relation (9) and the orthogonality re-
lation (6), we can obtain two-mode correlation functions
from the position space two-point function,〈

(m1)
l1

(m2)
l2
〉
=
1
(2pi)2c
(m1)
l1
c
(m2)
l2
∫ 2pi
0
dφ1 e
−im1φ1
×
∫ 2pi
0
dφ2 e
−im2φ2
∫ ∞
0
dr1 r1
∫ ∞
0
dr2 r2
× Jm1
(
z
(m1)
l1
ρ(r1)
)
Jm2
(
z
(m2)
l2
ρ(r2)
)
〈(r1, φ1)(r2, φ2)〉.
(29)
Performing the integrals, we find〈

(m1)
l1

(m2)
l2
〉
=
(−1)m1α
2pi2c
(m1)
l1
δl1,l2δm1+m2,0
+
pi2α
2
e−i(m1+m2)φR
×
∞∑
l˜=1
c
(m1+m2)
l˜
b
(m1,m2,−m1−m2)
l1,l2,l˜
¯
(m1+m2)
l˜
+ (1− β)e−i(m1+m2)φR ¯(m1)l1 ¯
(m2)
l2
.
(30)
The numbers b
(m1,...,mn)
l1,...,ln
with m1 + · · · + mn = 0 con-
stitute integrals over Bessel functions and are defined
through
b
(m1,...,mn)
l1,...,ln
=
1
pin
1
c
(m1)
l1
. . .
1
c
(mn)
ln
×
∫ 1
0
dρ ρ Jm1
(
z
(m1)
l1
ρ
)
. . . Jmn
(
z
(mn)
ln
ρ
)
.
(31)
Let us now also introduce an ensemble average with a
randomized reaction plane angle φR using the following
notation,
〈. . . 〉◦ = 1
2pi
∫ 2pi
0
dφR 〈. . . 〉. (32)
By doing this averaging we obtain then〈

(m1)
l1

(m2)
l2
〉
◦
=
(−1)m1α
2pi2c
(m1)
l1
δl1,l2δm1,−m2
+ (1− β)δm1,−m2 ¯(m1)l1 ¯
(m2)
l2
.
(33)
Randomized two-mode correlators are thus only non-
vanishing if m1 + m2 = 0. This follows directly from
the statistical azimuthal symmetry around the beam
axis. Furthermore, two-mode correlators in the IPSM
are real-valued. From (28) we can read off that 〈(m)l 〉 =
e−imφR ¯(m)l . This implies〈

(m)
l
〉
◦
= δm,0 ¯
(m)
l . (34)
One-mode correlators of event-plane averaged events thus
vanish for modes with m 6= 0, which is again a conse-
quence of azimuthal rotation symmetry. Keeping in mind
that ¯
(0)
1 is the only non-vanishing coefficient for m = 0 in
the expansion (28), we can conclude that the two-mode
correlators above are equal to their respective connected
two-mode correlation function,〈

(m1)
l1

(m2)
l2
〉
◦
=
〈

(m1)
l1

(m2)
l2
〉
◦,c
=
〈

(m1)
l1

(m2)
l2
〉
◦
−
〈

(m1)
l1
〉
◦
〈

(m2)
l2
〉
◦
,
(35)
except for m1 = m2 = 0 and l1 = l2 = 1. In the latter
case, one obtains 〈

(0)
1 
(0)
1
〉
◦,c
=
α− β
pi2
. (36)
The first term in (33) corresponds to the connected
two-mode correlation function for a spherically symmet-
ric spatial distribution p(r, φ) = W (r)/pi, while the sec-
ond term (without the part with β) accounts for geom-
etry. Mathematically, it arises because the operations
averaging over the reaction plane angle and passing from
moments to connected correlation functions do not com-
mute with each other [23]. Specifically the contribution
due to geometry reads ,〈

(m1)
l1

(m2)
l2
〉
c,geometry
=
0
if (l1,m1, l2,m2)
= (1, 0, 1, 0),
¯
(m1)
l1
¯
(m2)
l2
δm1,−m2 otherwise.
(37)
We have now fully characterized the one-point and
two-point correlation functions within the independent
point-sources model. By taking higher order functional
derivatives of the partition sum (24) one can also calcu-
late higher order correlation functions when needed.
C. Color glass condensate large-Nc model
Recently, an analytic calculation of the connected two-
point function of energy momentum tensor directly af-
ter a heavy ion collision has been reported based on the
Color Glass Condensate (CGC) picture [20]. The latter
is essentially a model for the field theoretic description
of color fields based on the paradigm of saturation. Here
we concentrate on the result of ref. [20] in the large Nc
limit and refer to the model as the CGC large-Nc model.
Let us start with the expectation value of energy den-
sity in the McLerran-Venugopalan (MV) model [20],
〈ε(~x)〉 = 4
3g2
Q¯2s1(~x)Q¯
2
s2(~x)(−4pi∂2L(0⊥))2. (38)
7The Q¯si denote the momentum scale that characterises
the colliding nuclei and 4pi∂2L(0⊥) is a model-dependent
constant. The latter is divergent for the MV model,
− 4pi∂2L(0⊥) = lim
r→0
log
(
4
m2r2
)
, (39)
however the product Q¯2s(4pi∂
2L(0⊥)) is finite, since it is
proportional to the square root of the one-point function.
We denote by m an infrared regulator.
Note that we have been using the symbol ε (instead
of ) for the energy density, since it has not yet been
normalised according to eq. (2). For this purpose, we
introduce the scaled field (~x) = Λε(~x), with some nor-
malization constant Λ that also converts the units from
[ε] = GeV4 to [] = fm−2. In order to determine Λ con-
sider the normalized energy density for central collisions
〈(~x)〉◦ =
W (r)
pi
, (40)
with the background field W (r) obtained from eq. (38).
With the saturation scale Qs,0 := Q¯s(0)(4pi∂
2L(0⊥)) and
W0 := W (0) at the center of the fireball, we obtain
Λ =
3αsW0
Q4s,0
; αs =
g2
4pi
. (41)
Following [21, 25, 28] the saturation scale Q¯si of a sin-
gle nucleus can be related to a thickness function,
− (4pi∂2L(0⊥))Q¯si(x) =
Q¯si(0)
TA(0)
TA(x). (42)
The thickness function is defined as
TA(~x) =
∫ +∞
−∞
dzρnucl(~x, z), (43)
with ρnucl the nuclear charge density that can be approx-
imated with a Woods-Saxon profile [13]. Also, Qsi(0) is
the value of the saturation scale at the center of the nu-
clei.
The energy density defined in this way has to be con-
sidered at fixed impact parameter and reaction angle ~b
and is given by
〈(~x)〉~b =
4Λ
3g2
Q¯2s1
(
~x+~b/2
)
Q¯2s2
(
~x−~b/2
)
× (−4pi∂2L(0⊥))2.
(44)
The averaged energy density for each centrality class
can be obtained by averaging over a suitable distribution
of impact parameters. For the present paper we have
used the impact parameter distribution p(b) obtained
from TrENTo, since there is not a canonical choice for
p(b) in the CGC large-Nc model itself.
The expression for the two-point function in leading
order in the large Nc limit as given in ref. [20] is
〈(~x)(~y)〉c = Λ2
[
Cov[MV](0
+; ~x, ~y)
]
N0c
= Λ2
[
1
g4 r8
e−
r2
2 (Q
2
s1+Q
2
s2)
(
16 + 32e
Q2
s1r
2
2
−64e
Q2
s1r
2
4 − 4e r
2
4 (2Q
2
s1+Q
2
s2)
(
Q4s2r
4− 2 (4pi ∂2L(0⊥))2Q¯4s1r4 + 8Q2s2r2 + 48)
+
1
8
e
r2
4 (Q
2
s1+Q
2
s2)
(
Q4s1Q
4
s2r
8+ (4Q2s1Q
2
s2r
6 + 128 r2)
(
Q2s1 +Q
2
s2
)
+ 16 r4
(
Q2s1 +Q
2
s2
)2
+ 1024
)
+ 2e
r2
2 (Q
2
s1+Q
2
s2)
(
Q¯4s1r
4
(
Q2s2r
2 − 4)(4pi ∂2L(0⊥))2+ 40))]+ [1↔ 2]. (45)
Here, ~x and ~y are positions in the transverse plane, ~r =
~x − ~y denotes their difference. The two-point function
depends on the local nucleons saturation scale Qs. The
latter is related to the thickness function through Q¯s,
the strong coupling constant g, and the model-dependent
function Γ(x) as in [20],
r2Q2s(~x, ~y)
4
= g2
Nc
2
Γ(~x− ~y)Q¯2s
(
~x+ ~y
2
)
, (46)
with the function Γ defined in the MV model as
Γ(r) =
1
2pim2
− r
2pim
K1(mr). (47)
As pointed out before, Q¯s is divergent, only in combi-
nation with (4pi∂2L(0⊥)) will it lead to a finite result.
Therefore it is useful to express the saturation scale di-
rectly in terms of finite quantities like the the thickness
function,
r2Q2s(~x, ~y)
4
= g2
Nc
2
Γ(~x− ~y)
−4pi∂2L(0⊥)TA
(
~x+ ~y
2
)
Q¯s(0)
TA(0)
(48)
The ratio Γ(~x−~y)/4pi∂2L(0⊥) is regular for small radii,
8since the function Γ(r) has the behaviour
Γ(r) ≈ r
2
8pi
log
(
4
m2r2
)
, (49)
so that the logarithmic divergence is exactly cancelled
out by 4pi∂2L(0⊥), leading to a finite value for small
r of Q2s(~x, ~y) and consequently for the two-point func-
tion (45).
The two-point functions depend on the infrared reg-
ulator m. We verified numerically that below a certain
threshold of m, the two-point functions do not depend
on the infrared regulator significantly any more, so that
m can be set to that threshold value. In our calculation
we end up with the value of m = 5× 10−3 GeV.
The two-point function in this model, like the one-
point function, has to be considered at fixed impact pa-
rameter and reaction angle ~b. The two-point function
for a given centrality can be obtained through the im-
pact parameter distribution p(b) as a weighted average
over an impact parameter window [b1, b2]. In particu-
lar the impact parameter dependence can be introduced
in a similar way as for the one-point function, namely
by shifting the transverse plane dependence of the sat-
uration scale by a ~b/2 term. This corresponds to the
following replacement in eq. (45)
Q2s1 → Q2s1
(
~x+ ~y
2
+
~b
2
, ~x− ~y
)
,
Q2s2 → Q2s2
(
~x+ ~y
2
−
~b
2
, ~x− ~y
)
.
(50)
The dependence of this expression on the reaction
plane angle is given by the direction of ~b, so φR is fixed
in eq. (45). As we discussed in section III A, connected
two-mode correlation functions in an ensemble with ran-
domized reaction plane angle have two contributions, one
corresponding to an azimuthal average of the correlation
function, and another from the product of one-point func-
tions.
Two-mode correlation functions can be obtained us-
ing (29) with (45) as position space two-point function
and two additional integrations to account for the av-
erage over the impact parameter distribution pc(b) of a
given ensemble and the reaction plane angle. It is very
convenient to make use of some properties of the CGC
large-Nc position space two-point function (45) to reduce
the number of integrals and hence the computation time.
Indeed, the two-point function depends on the position
variables only through
r2 = |~x− ~y|2 = r21 + r22 − 2r1r2 cos(φ1 − φ2), (51)
as well as
R2± =
∣∣∣~x+ ~y ±~b∣∣∣2 = |~x+ ~y|2 + b2
± 2b (r1 cos(φ1 − φR) + r2 cos(φ2 − φR)) .
(52)
Here we parametrized the impact parameter as ~b =
b(cos(φR), sin(φR)) to make its two independent parame-
ters explicit. The two-point function thus takes the form
〈(r1, φ1)(r2, φ2)〉c =G(r1, r2, b, cos(φ1 − φ2),
cos(φ1 − φR), cos(φ2 − φR)).
(53)
Hence, introducing additional integrations over the im-
pact parameter and the reaction plance angle as well as
performing the following change of integration variables,
φ2 → φ˜ = φ1 − φ2, φR → φ2 − φR, (54)
expression (29) simplifies to〈

(m1)
l1

(m2)
l2
〉
c
=
δm1,−m2
c
(m1)
l1
c
(m2)
l2
∫ ∞
0
dr1 r1
∫ ∞
0
dr2 r2
× Jm1
(
z
(m1)
l1
ρ(r1)
)
Jm2
(
z
(m2)
l2
ρ(r2)
)
×
∫ ∞
0
db pc(b)
∫ 2pi
0
dφR
2pi
∫ 2pi
0
dφ˜
2pi
e−im1φ˜
×G(r1, r2, b, cos φ˜, cos(φ˜+ φR), cosφR).
(55)
The Kronecker-delta arises from the φ1-integration. Just
as for the IPSM, two-mode correlators thus vanish except
for m1+m2 = 0. Furthermore, G is upon integration over
φR an even function in φ˜ (the relative minus sign between
φ˜ and φR in the fifth argument of G can be handled
with a change of integration variables φR → −φR), which
implies that two-mode correlators are real-valued.
We computed two-mode correlation functions for the
CGC large-Nc model by numerically evaluating (55) with
a non-symmetric background field from (38) and adding
the contribution from geometry (37).
D. Magma model
Recently, a simplification of the CGC large-Nc model
has been proposed. Dubbed Magma, it considers the
energy density as a superposition of localised interactions
falling off like 1/r2 [21]. The connected position space
two-point correlation function of energy density in this
model can be written as
〈ε(~x)ε(~y)〉 = f
(
~x+ ~y
2
)
δ(2)(~x− ~y), (56)
with the local function
f(~x) =
16pi
9g4
Q¯2s1(~x)Q¯
2
s2(~x)
[
Q¯2s1(~x) log
(
Q¯2s2(~x)
m2
)
+Q¯2s2(~x) log
(
Q¯2s1(~x)
m2
)]
.
(57)
9In (57) an infrared cutoff regulator m has been intro-
duced. It should be chosen such that the following scale
hierarchy holds
1
Q¯s
 1
m
 R, (58)
where R denotes the nuclear radius. The saturation scale
is proportional to the thickness function, cf. (42), and its
impact parameter dependence is implemented by
Q¯2s1(~x)→ Q¯2s1
(
~x+
~b
2
)
,
Q¯2s2(~x)→ Q¯2s2
(
~x−
~b
2
)
.
(59)
The rescaled position-space two-point function is then
given by
〈(~x)(~y)〉c = f˜
(
~x+ ~y
2
)
δ(2)(~x− ~y), (60)
with
f˜(~x) = Λ2f(~x) =
W 20
piQ2s,0
√
W (r−)W (r+))
W 20
×
√W (r−)
W0
log
Q2s,0
m2
√
W (r+)
W0
+ [r+ ↔ r−]
 ,
(61)
where we defined r± = |~x±~b/2|. Remarkably, the strong
coupling constant g drops out. Following [21], we will set
m = 0.14 GeV and Qs,0 = 1.24 GeV.
At this point it is worth working out some general
properties of two-point models of the form
〈(~x)(~y)〉 = f
(
~x+ ~y
2
)
δ(2)(~x− ~y), (62)
with a model-dependent function f . Note that for f(~x) ∝
p(~x) this reproduces the connected part of the IPSM po-
sition space correlation function in eq. (26). The func-
tion f(~x) changes when one transforms fields according
to eq. (19).
An expression for two-mode correlation functions can
be obtained from (62) using (29),〈

(m1)
l1

(m2)
l2
〉
=
1
2pic
(m1)
l1
c
(m2)
l2
∫ ∞
0
dr r Jm1
(
z
(m1)
l1
ρ(r)
)
× Jm2
(
z
(m2)
l2
ρ(r)
)∫ 2pi
0
dφ
2pi
e−i(m1+m2)φf(r, φ).
(63)
The function f can in general depend on the az-
imuthal angle φ in a non-trivial way, therefore it is
natural to consider its Fourier expansion. Introducing
fm(r) = 1/(2pi)
∫
dφ e−imφf(r, φ), we obtain〈

(m1)
l1

(m2)
l2
〉
=
∑
m
δm1+m2,mB
(m1,m2;m)
l1,l2
, (64)
with
B
(m1,m2;m)
l1,l2
=
1
(2pi)c
(m1)
l1
c
(m2)
l2
∫ 1
0
dρ ρ Jm1
(
z
(m1)
l1
ρ
)
× Jm2
(
z
(m2)
l2
ρ
) fm(ρ)
W (ρ)
.
(65)
If the model function f depends on the impact parameter
vector as well, one would have to include an additional
integral
∫
db pc(b) as well as an averaging integral over
the reaction plane angle. In this case, however, thanks
to the delta-distribution in (62), the reaction plane angle
appears only as φ − φR. The φR-average then assures
that Bm11,m2;ml1,l2 vanishes for m 6= 0. Hence, the two-
mode correlation functions vanish for m1+m2 6= 0. They
are also real-valued because B
(m1,m2;m)
l1,l2
constitutes an
integral over real-valued functions if m = 0.
We computed two-mode correlation functions for the
Magma model by numerically evaluating (65) with a
non-symmetric background field from eq.(38) and, just
like for the CGC large-Nc model, by adding the contri-
bution from geometry (37).
V. COMPARISON OF INITIAL FIELD MODELS
With four initial state models at hand, we shall now
compare their predicted two-mode correlations. We will
first specify how we categorised TrENTo events into
centrality classes. Since the other model do not have an
independent way of defining a centrality class but rather
relie on the distribution of the impact parameter as an ex-
ternal input, we adopt the same distribution as obtained
in TrENTo and the corresponding centrality class def-
inition. Next we will compare the four different models
presented before in terms of their one-point functions.
Subsequently, we will focus on two-mode correlators in
the four models and compare them.
A. Centrality classes
The total initial transverse entropy is to a good approx-
imation proportional to the final charged-particle multi-
plicity per unit rapidity [29]. This allows us to categorise
TrENTo events in centrality classes according to mul-
tiplicity, the 0-1% class containing those 1% of all events
with the highest multiplicity, 1-2% referring to the suc-
ceeding 1% and so on. The multiplicity of an event is
highest in central collisions and decreases for increasing
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FIG. 1. Impact parameter distribution with 30 histogram
bins from 105 Pb-Pb events generated by TrENTo and nor-
malized such that
∫∞
0
db p(b) = 1.
impact parameters. We will mainly constrain our analy-
sis to two centrality classes: the rather central 0-1% class
as well as the 20-21% class, for which we expect a non-
vanishing impact parameter to play a role. Numerical
data for these, as well as other centrality classes will be
made available as ancillary files to this article.
Defining centrality by means of the multiplicity is use-
ful since it is directly accessible through experiments.
Another possibility is to define centrality through the
impact parameter. This is the natural choice for the two
CGC models, as they are parametrized by ~b. It is not
obvious, and typically not true, that the two centrality
definitions lead to identical ensembles. However, in the
following, we will assume ensembles to be sufficiently sim-
ilar for a comparison between the different models to be
valid.
In order to define centrality classes in terms of the
impact parameter, we take the impact parameter distri-
bution p(b) obtained from TrENTo (cf. Fig. 1) and use
its percentiles as impact parameter window [bmin, bmax]
of a given centrality class. The impact parameter dis-
tribution pc(b) for a centrality class of width 1%, which
enters into (55), is then given by
pc(b) =
{
100 p(b), if bmin < b < bmax,
0 otherwise.
(66)
A more sophisticated scheme would be to determine
the impact parameter distribution for each (multiplicity
based) centrality class with TrENTo.
B. Expectation value of energy density
The TrENTo model and the CGC models differ in
their mean energy density definition for a given central-
ity class, therefore the W -function (defined in eq. (1))
entering in the Bessel-Fourier expansion in eq. (8) is dif-
ferent for the two classes of models, as well. Recall that
the TrENTo entropy density (which determines its en-
ergy density) is defined in (22) to be proportional to a
generalized p-average of the reduced thickness functions.
In contrast, the energy density in the CGC models is
given by (44) as the product of the saturation scales Q2
of two nuclei, the position dependence of which is taken
proportional to the reduced thickness functions of the
corresponding nuclei. The Magma model and the CGC
share the same energy density definition. In the IPSM
model the energy density can be considered as an input,
therefore we choose to take TrENTo one-point func-
tions.
In Fig. 2 we show the resulting background field pro-
files W (r) as function of the radius in the two classes
of models, for the 0-1% and the 20-21% classes. The
TrENTo profile is slightly broader than the CGC en-
ergy density on average, which is due to different defi-
nitions of energy density in terms of thickness function
eq. 22 with p = 0 in TrENTo and eq. 44 for the CGC
models.
C. One-point functions
The IPSM necessitates the coefficients ¯
(m)
l in order to
predict two-mode correlations (cf. eq. (33)). They also
appear in the geometry term (37), which has to be added
to the CGC large-Nc and Magma model to compute two-
mode functions with randomized reaction angles. As has
been discussed in section III A, the coefficients ¯
(m)
l are
related to expectation values 〈(m)l 〉 at a fixed reaction
plane angle φR = 0.
In Fig. 3 we present ¯
(m)
l computed from TrENTo
events as a function of l and m for two centrality classes.
For both centrality classes, expectation values with m
odd vanish, as follows from symmetry considerations. In
addition, for m = 0, only ¯
(0)
1 = 1/pi ≈ 0.32 is non-
vanishing, as we have concluded before.
Note also that the moduli of the non-vanishing expec-
tation values decay approximately exponentially with in-
creasing values of l, which highlights a posteriori that
our chosen set of basis functions is well suited to describe
initial field profiles using a low number of expansion co-
efficients. We note that the decay as a function of l is
much more quick in the 0-1% class than in the 20-21%
class. This is only natural as the coefficients ¯
(m)
l quan-
tify azimuthal variations of the background field, cf. (28).
The background field, on the other hand, is symmetric
for central collisions and ever more elliptically deformed
for higher centrality classes.
In Fig. 4 we compare the coefficients ¯
(m)
l between
TrENTo and CGC as function of centrality. The two
models agree with each other for all m and l for central
collisions. On the other hand, for peripheral collisions
energy density fluctuations differ substantially between
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FIG. 2. Background fields W (r) as defined in eq. (1) for the 0-1% centrality class (left) and the 20-21% centrality class (right).
The background field for TrENTo will be also used for the IPSM, while the CGC background field enters into the CGC
large-Nc model and Magma.
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from 105 Pb-Pb events generated by TrENTo. The error bars correspond to the statistical uncertainty of the respective means.
Lines have been added to guide the eye.
the two models. This can be seen as a consequence of
the different definitions of the energy density in terms of
the reduced thickness functions.
The coefficients ¯
(m)
l as defined in (15) and displayed
in Fig. 3 can fully characterize the contribution to har-
monic flow coefficients from the collision geometry. To
characterize contributions from fluctuations we need also
two-point functions, to which we turn next.
D. Two-mode correlation functions
We shall now turn to our key quantity of interest,
namely connected two-mode correlation functions of en-
sembles with randomized reaction plane angles. For this
discussion we introduce the following notation
G
(m1,m2)
l1,l2
=
〈

(m1)
l1

(m2)
l2
〉
◦,c
, (67)
for the connected two-mode correlation function, and for
the diagonal part
G
(m)
l = G
(m,−m)
l,l . (68)
It follows from the statistical azimuthal rotation sym-
metry that the two-mode correlation functions are real-
valued and vanish except for m1 + m2 = 0. We can
therefore constrain our analysis to real-valued correlators
of the form G
(m,−m)
l1,l2
.
We have explained in the previous section for each
individual model how to retrieve two-mode correlators.
However, we still need to fix the constants α and β in
the IPSM for comparisons to the other models to be pos-
sible. This was carried out by fitting the IPSM expres-
sion (33) to five TrENTo correlators, namely thoseG
(m)
1
with 0 ≤ m ≤ 4. There are two reasons for this specific
choice. Firstly, we demanded correlators on the diagonal
as we can expect them to be non-vanishing regardless of
centrality. And secondly, we made sure to choose corre-
lators with a small index l. The reason is that we cannot
expect the IPSM with its point-shaped contributions to
remain valid as we pass to finer details in position space.
The best-fit values for α and β for the two centrality
classes in question are presented in Tab. I.
In Figs. 5 and 6 we present color plots of G
(m,−m)
l1l2
,
with azimuthal wave numbers m = 0, 1, 2, 3, 4, and as
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FIG. 4. Comparison of the coefficients ¯
(m)
l as defined in eq. (15) from the TrENTo model and CGC, as a function of centrality.
TrENTo data obtained from 105 Pb-Pb events. Line thickness for TrENTo reflects the statistical uncertainty.
TABLE I. Best-fit parameter values of the IPSM. Values ob-
tained by a least-squares minimization to the five TrENTo
data points G
(m)
1 , 0 ≤ m ≤ 4.
class α β
0-1% 6.1× 10−3 4.3× 10−3
20-21% 1.3× 10−2 3.2× 10−3
a function of the radial wave numbers l1 and l2 for the
two centrality classes 0-1% and 20-21% and comparing
the four models introduced before. Note that this rep-
resentation is only possible because the correlators are
real-valued and depend for fixed m only on the two in-
dices l1, l2.
In the 0-1% class, all four models show approximately
diagonal two-mode correlation functions. While the off-
diagonal correlators are almost rigorously zero in the
IPSM, they are more pronounced in TrENTo, especially
for higher values of l1, l2.
Both the IPSM and the Magma model have signifi-
cantly larger diagonal values G
(m)
l than the TrENTo
and CGC large-Nc model. This is actually the reason to
use two different color schemes in Fig. 5. Moreover, one
observes here already that the diagonal valuesG
(m)
l decay
with l in the TrENTo and CGC large-Nc model, while
they actually increase for the IPSM and Magma mod-
els. This is directly linked to the assumption of point-like
sources. We will further comment on this below.
The off-diagonal elements in the two CGC models are –
relative to the corresponding diagonal elements – smaller
than they are in TrENTo. In a direct comparison of the
two CGC models, the correlators of the Magma model
are in this sense more diagonal than those of the CGC
large-Nc model.
In the IPSM, strict diagonality is a direct consequence
of centrality: The coefficients ¯
(m)
l vanish for (m, l) 6=
(0, 1) in central events so that only the term propor-
tional to δl1,l2 in expression (33) survives. In constrast
to the IPSM, the off-diagonal elements in TrENTo are
likely to result from the fact that the assumption of point-
shaped sources is dropped in favour of an extended Gaus-
sian shape. This fits with the observation that the off-
diagonal elements become more pronounced for higher
radial wavenumbers l, l′, which probe finer structures in
position space.
When passing from the 0-1% class (Fig. 5) to the
20-21% class (Fig. 6), one can equally make out devi-
ations from the initially diagonal structure, most no-
tably for those entries with either l1 = 1 or l2 = 1 of
color plots with m = 2 and (less prominently) m = 4.
These off-diagonal contributions, however, result from
non-centrality of the collisions, expressed through the ge-
ometry term in eq. (37).
A further aspect that all color plots share, concerns
the sign of the diagonal elements. Indeed we have
sign
(
G
(m)
l
)
= (−1)m. (69)
This a direct consequence of eq. (10) which implies
G
(m)
l =
〈

(m)
l 
(−m)
l
〉
= (−1)m
〈

(m)
l 
(m)∗
l
〉
= (−1)m
〈
|(m)l |2
〉
.
(70)
The plots establish that two-mode correlation func-
tions are largest on the diagonal. On the other hand,
the correlator G
(0)
1 is vanishing in all models. It corre-
sponds to the variance of 
(0)
1 , which quantifies fluctua-
tions of the integrated field, i.e. total transverse energy.
Fluctuations of this quantity are naturally suppressed for
narrow centrality classes, as we consider them here.
In Fig. 7 we compare the variation of the correlators
G
(m)
l on the diagonal as a function of l in the four models
and for different values of m. As we established before,
the sign of the data series follows a (−1)m-pattern. Re-
gardless of centrality, the diagonal elements in TrENTo
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FIG. 5. Connected two-mode correlation functions with m1 + m2 = 0 for four initial-state models, averaged over the 0-1%
centrality class. Different colors are used to distinguish positive and negative values as well as the two colorbar scales.
and the CGC large-Nc model seem to converge towards
zero for large radial wave numbers l after peaking at
around l ≈ 3. For m = 2, the geometry part covers
the peak in the 20-21% class, making the curve decrease
monotonously. In contrast, the correlators of the IPSM
and Magma diverge linearly with l and with similar
slopes. This is likely a consequence of the point-like ap-
proximation for correlations underlying these two mod-
els. It is well possible that the higher l modes are actually
efficiently damped by a viscous fluid evolution and that
the increasing behaviour for large l is therefore not vis-
ible in final state observables. This will be investigated
in further work.
Interestingly, the TrENTo correlators agree fairly
well with those of the CGC large-Nc model, in both cen-
trality classes. For small values of l, the IPSM agrees
with the previous two models as well, only from around
l = 3 on can an increasing disparity be observed. Simi-
larly, Magma data matche the other models up to l = 3
for m = 0 and l = 1 for m = 4, while diverging away for
higher values of l.
The variation of the IPSM correlators shows that the
assumption of point-shaped sources is fairly valid as long
as one probes coarse structures in position space. How-
ever, for radial modes with large wave numbers l, the
finer structure of correlations in position space is un-
veiled. Hence, the IPSM begins to differ from models
working with finite source extensions. The close similar-
ity between the IPSM and Magma is natural, because
the latter model can be seen a generalization of the IPSM
but still shares with it a Dirac-distribution-shaped con-
tact term.
Finally in Fig. 8 we show how the diagonal parts of the
two-mode correlators G
(m)
l (defined in eq. (68)) depend
on centrality. The absolute value of the presented corre-
lators seems to be monotonously increasing as a function
of centrality. This is a natural consequence of geometry
contributing more significantly with rising centrality to
the correlators.
As for the agreement of the four models with each
other, this can be investigated with respect to the mode
numbers m and l as well as centrality. Fig. 8 suggests
that the four models lead to similar results for central
collisions and show increasing discrepancy as a function
of centrality.
Generally, for low values of l and m, the four models
lead to similar results, the discrepancy depending only
slightly on centrality. Instead, the models diverge faster
away from each as a function of centrality when increas-
ing values of m and l are chosen. The m-dependence of
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FIG. 6. Connected two-mode correlation functions with m1 + m2 = 0 for four initial-state models, averaged over the 20-21%
centrality class. Different colors are used to distinguish positive and negative values.
this phenomenon seems weaker than its l-dependence. In
addition, the TrENTo data matches up well with the
large-Nc model, and the IPSM with Magma, as we dis-
cussed before. Equally, the l-dependence supports our
previous discussion of the limits of the IPSM resulting
from the point-shaped nature of its sources.
We note also TrENTo and IPSM show in all panels
of Fig. 8 a maximum around the 80% centrality.
Interestingly the geometry contribution of the CGC
large-Nc model dominates the correlation function (dot-
ted line respect to green line in Fig. 8), meanwhile the
corresponding contribution in TrENTo (grey line) is
much smaller than the value of the two point function
(orange line).
Fig. 8 thus suggests that the four models agree fairly
well with each other for sufficiently low radial wave num-
bers l and centrality classes. In this regime, the analyt-
ically solvable independent point source model (IPSM)
would then exhibit universal properties shared with other
initial state models. A detailed investigation of our re-
sults shows that this universality is restricted to not too
large values of the radial wave number l and more pro-
nounced for the more central multiplicity classes. This is
interesting because one expects that higher l modes are
anyway damped more strongly by dissipative effects in
the fluid regime.
VI. CONCLUSION AND OUTLOOK
We have studied here models for the event-by-event
fluctuations in the initial energy density distributions of
Pb-Pb collisions at
√
sNN = 2.76 TeV in ensembles with
randomized reaction plane angles. For this purpose, we
used a complete Fourier-Bessel mode expansion scheme
for fluctuations around a background profile specific to a
given centrality class. The statistical properties of differ-
ent models for the initial state can then be characterized
through one-mode and two-mode correlation functions
depending on azimuthal wave numbersm and radial wave
numbers l.
Comparing four different initial state models that are
currently discussed in the literature, we have computed
two-mode correlation functions of initial energy density.
While TrENTo and the two Color Glass Condensate
(CGC) models demanded a numerical evaluation, the in-
dependent point-sources model (IPSM) allowed to find
analytical expressions for correlators. Presenting the re-
sults exemplary for the centrality classes 0-1% and 20-
21%, we were able to capture characteristics of fluctua-
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tions for central collisions as well as effects of the collision
geometry for less central collisions.
Indeed, the IPSM qualitatively agrees with three sig-
nificantly more extended initial state models, as non-
vanishing two-mode correlation functions are of approx-
imately diagonal form with off-diagonal corrections in
non-central collisions. For small radial wave numbers l,
the IPSM agrees even quantitatively with the other mod-
els, while differences could be explained with the point-
shaped nature of sources in the IPSM for larger l.
An important outcome of this study are actually the
concrete values of one-point functions and two-mode cor-
relators for the different models. We have obtained them
in numerical form and will make them available to the
public as ancillary files accompanying this article. In a
future publication we plan to use these initial data to-
gether with the FluiduM framework [9, 12, 22, 23, 30–
33]. This will allow to calculate from them two-particle
correlation functions and harmonic flow coefficients that
can be measured experimentally. We are curious to see
whether any of the four models discussed here is favoured
by experimental data. For a first step one could actually
use the fluid parameters (overall normalization of entropy
density, initialisation time, viscosities and freeze-out tem-
perature) obtained in ref. [33] by fitting to transverse
momentum spectra of identified particles. No additional
parameters would be needed and one could directly see
which initial state model works best.
An interesting possibility also arises from the observa-
tion that the two-mode correlation functions of all four
investigated models agree reasonably well for small ra-
dial wave numbers l and for central collisions, indicating
there a form of universality. It is expected that modes
with higher values of l are damped more strongly by shear
and bulk viscous dissipation. Also they lead to oscillat-
ing patterns on the freeze-out surface and one can there-
fore expect that they have a weaker contribution to final
state two-particle correlation functions. The observed
universality for central collisions suggests to concentrate
on those in order to constrain thermodynamic and trans-
port properties of the quark-gluon plasma, while more
peripheral centrality classes might be more suitable to
distinguish between different initial state models (see also
[34–36]).
Before closing, we would like to mention possible ways
to continue this line of research. One could extend the
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analysis in this paper to n-mode correlation functions
with n > 2. Furthermore, one should also look into other
collision systems than Pb-Pb. The general methods em-
ployed here can be applied to arbitrary collision systems
as long as a fluid description is applicable.
ACKNOWLEDGMENTS
The authors thank G. Giacalone for helpful discus-
sions and comments. They also thank S. Masciocchi,
A. Mazeliauskas and other members of the ISOQUANT
collaboration for useful discussions. This work is part of
and supported by the Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation) Collaborative Re-
search Centre SFB 1225 (ISOQUANT) as well as project
FL 736/3-1. E. G. is supported by the U.S. Department
of Energy, Office of Science, Office of Nuclear Physics,
grants Nos. DE-FG-02-08ER41450.
[1] B.I. Abelev, J. Adam, et al., “Measurement of inelastic,
single- and double-diffraction cross sections in protonpro-
ton collisions at the lhc with alice,” European physical
journal. C, particles and fields 73, 2456/1–20 (2013).
[2] K Aamodt et al. (ALICE), “Elliptic flow of charged par-
ticles in Pb-Pb collisions at 2.76 TeV,” Phys. Rev. Lett.
105, 252302 (2010), arXiv:1011.3914 [nucl-ex].
[3] John Adams et al. (STAR), “Experimental and theoret-
ical challenges in the search for the quark gluon plasma:
The STAR Collaboration’s critical assessment of the evi-
dence from RHIC collisions,” Nucl. Phys. A757, 102–183
(2005), arXiv:nucl-ex/0501009 [nucl-ex].
[4] K. Adcox et al. (PHENIX), “Formation of dense par-
tonic matter in relativistic nucleus-nucleus collisions at
RHIC: Experimental evaluation by the PHENIX collab-
oration,” Nucl. Phys. A757, 184–283 (2005), arXiv:nucl-
ex/0410003 [nucl-ex].
[5] W. Busza, K. Rajagopal, and W. van der Schee, “Heavy
ion collisions: The big picture and the big questions,”
Annual Review of Nuclear and Particle Science 68, 339–
376 (2018).
[6] Derek A. Teaney, “Viscous Hydrodynamics and the
Quark Gluon Plasma,” in Quark-gluon plasma 4 , edited
by Rudolph C. Hwa and Xin-Nian Wang (2010) pp. 207–
266, arXiv:0905.2433 [nucl-th].
[7] Paul Romatschke and Ulrike Romatschke, Relativistic
Fluid Dynamics In and Out of Equilibrium, Cambridge
Monographs on Mathematical Physics (Cambridge Uni-
versity Press, 2019) arXiv:1712.05815 [nucl-th].
[8] Charles Gale, Sangyong Jeon, and Bjoern Schenke, “Hy-
drodynamic Modeling of Heavy-Ion Collisions,” Int. J.
Mod. Phys. A 28, 1340011 (2013), arXiv:1301.5893 [nucl-
17
th].
[9] Stefan Floerchinger, Eduardo Grossi, and Jorrit
Lion, “Fluid dynamics of heavy ion collisions with
mode expansion,” Phys. Rev. C 100, 014905 (2019),
arXiv:1811.01870 [nucl-th].
[10] Ulrich Heinz and Raimond Snellings, “Collective flow
and viscosity in relativistic heavy-ion collisions,” Ann.
Rev. Nucl. Part. Sci. 63, 123–151 (2013), arXiv:1301.2826
[nucl-th].
[11] Matthew Luzum and Hannah Petersen, “Initial State
Fluctuations and Final State Correlations in Relativis-
tic Heavy-Ion Collisions,” J. Phys. G 41, 063102 (2014),
arXiv:1312.5503 [nucl-th].
[12] S. Floerchinger and U.A. Wiedemann, “Mode-by-mode
fluid dynamics for relativistic heavy ion collisions,”
Physics Letters B 728, 407 – 411 (2014).
[13] Michael L. Miller, Klaus Reygers, Stephen J. Sanders,
and Peter Steinberg, “Glauber modeling in high energy
nuclear collisions,” Ann. Rev. Nucl. Part. Sci. 57, 205–
243 (2007), arXiv:nucl-ex/0701025.
[14] B. Alver et al. (PHOBOS), “Importance of correlations
and fluctuations on the initial source eccentricity in
high-energy nucleus-nucleus collisions,” Phys. Rev. C 77,
014906 (2008), arXiv:0711.3724 [nucl-ex].
[15] J.S. Moreland, J.E. Bernhard, and S.A. Bass, “Alter-
native ansatz to wounded nucleon and binary collision
scaling in high-energy nuclear collisions,” Phys. Rev. C
92, 011901 (2015).
[16] Larry D. McLerran and Raju Venugopalan, “Comput-
ing quark and gluon distribution functions for very large
nuclei,” Phys. Rev. D 49, 2233–2241 (1994), arXiv:hep-
ph/9309289.
[17] T. Lappi, “Energy density of the glasma,” Phys. Lett. B
643, 11–16 (2006), arXiv:hep-ph/0606207.
[18] Francois Gelis, Edmond Iancu, Jamal Jalilian-Marian,
and Raju Venugopalan, “The Color Glass Conden-
sate,” Ann. Rev. Nucl. Part. Sci. 60, 463–489 (2010),
arXiv:1002.0333 [hep-ph].
[19] Javier L. Albacete and Cyrille Marquet, “Gluon satu-
ration and initial conditions for relativistic heavy ion
collisions,” Prog. Part. Nucl. Phys. 76, 1–42 (2014),
arXiv:1401.4866 [hep-ph].
[20] Javier L. Albacete, Pablo Guerrero-Rodr´ıguez, and
Cyrille Marquet, “Initial correlations of the glasma
energy-momentum tensor,” Journal of High Energy
Physics 2019, 73 (2019).
[21] Franois Gelis, Giuliano Giacalone, Pablo Guerrero-
Rodrguez, Cyrille Marquet, and Jean-Yves Ollitrault,
“Primordial fluctuations in heavy-ion collisions,” (2019),
arXiv:1907.10948.
[22] Stefan Floerchinger and Urs Achim Wiedemann, “Char-
acterization of initial fluctuations for the hydrodynami-
cal description of heavy ion collisions,” Phys. Rev. C88,
044906 (2013), arXiv:1307.7611 [hep-ph].
[23] S. Floerchinger and U.A. Wiedemann, “Statistics of ini-
tial density perturbations in heavy ion collisions and their
fluid dynamic response,” Journal of High Energy Physics
2014, 5 (2014).
[24] M. Abramowitz and I.A. Stegun, Handbook of Mathemat-
ical Functions: With Formulas, Graphs, and Mathemat-
ical Tables, Applied mathematics series (Dover Publica-
tions, 1965).
[25] Rajeev S. Bhalerao, Giuliano Giacalone, Pablo Guerrero-
Rodrguez, Matthew Luzum, Cyrille Marquet, and Jean-
Yves Ollitrault, “Relating eccentricity fluctuations to
density fluctuations in heavy-ion collisions,” (2019),
arXiv:1903.06366 [nucl-th].
[26] Giuliano Giacalone, Pablo Guerrero-Rodrguez, Matthew
Luzum, Cyrille Marquet, and Jean-Yves Ollitrault,
“Fluctuations in heavy-ion collisions generated by QCD
interactions in the color glass condensate effective the-
ory,” Phys. Rev. C 100, 024905 (2019), arXiv:1902.07168
[nucl-th].
[27] M.L. Miller, L. Michael, K. Reygers, S.J. Sanders, and
P. Steinberg, “Glauber modeling in high-energy nuclear
collisions,” Annual Review of Nuclear and Particle Sci-
ence 57, 205–243 (2007).
[28] Rajeev S. Bhalerao, Giuliano Giacalone, and Jean-
Yves Ollitrault, “Primordial non-Gaussianity in heavy-
ion collisions,” Phys. Rev. C 100, 014909 (2019),
arXiv:1904.10350 [nucl-th].
[29] H. Song and U. Heinz, “Multiplicity scaling in ideal
and viscous hydrodynamics,” Phys. Rev. C 78, 024902
(2008).
[30] Stefan Floerchinger and Urs Achim Wiedemann, “Ki-
netic freeze-out, particle spectra and harmonic flow coef-
ficients from mode-by-mode hydrodynamics,” Phys. Rev.
C 89, 034914 (2014), arXiv:1311.7613 [hep-ph].
[31] Stefan Floerchinger and Eduardo Grossi, “Causality of
fluid dynamics for high-energy nuclear collisions,” JHEP
08, 186 (2018), arXiv:1711.06687 [nucl-th].
[32] Aleksas Mazeliauskas, Stefan Floerchinger, Eduardo
Grossi, and Derek Teaney, “Fast resonance decays in
nuclear collisions,” Eur. Phys. J. C 79, 284 (2019),
arXiv:1809.11049 [nucl-th].
[33] D. Devetak, A. Dubla, S. Floerchinger, E. Grossi, S. Mas-
ciocchi, A. Mazeliauskas, and I. Selyuzhenkov, “Global
fluid fits to identified particle transverse momentum spec-
tra from heavy-ion collisions at the Large Hadron Col-
lider,” (2019), arXiv:1909.10485 [hep-ph].
[34] Giuliano Giacalone, Jacquelyn Noronha-Hostler, and
Jean-Yves Ollitrault, “Relative flow fluctuations as a
probe of initial state fluctuations,” Phys. Rev. C 95,
054910 (2017), arXiv:1702.01730 [nucl-th].
[35] Derek Teaney and Li Yan, “Triangularity and Dipole
Asymmetry in Heavy Ion Collisions,” Phys. Rev. C 83,
064904 (2011), arXiv:1010.1876 [nucl-th].
[36] D. Teaney and L. Yan, “Event-plane correlations and hy-
drodynamic simulations of heavy ion collisions,” Phys.
Rev. C 90, 024902 (2014), arXiv:1312.3689 [nucl-th].
