Abstract: Global Positioning System (GPS) is popularly used in object tracking. Current GPS tracking system is mainly based on a digital map of a GIS (geographic information system) and marks the location of an object on the map. However, it is insufficient to perceive the situation of the object. On the other hand, the deployment of cameras is toward a ubiquitous camera (UbiCam) environment, especially in the urban area. If GPS can be incorporated with UbiCam environment, the visual information acquired from a camera is useful to improve the problem of current GPS tracking systems. Therefore, an approach called GODTA (GPS-based Object Detection and Tracking Approach) is proposed in this paper. GODTA is mainly based on the coordinate transformation method. The transformation is according to the parameters computed from a set of five calibration points. If the transformed image coordinate is within the rectangle range of the camera image, it means the object is within the FOV (field-of-view) of the camera, and then the object can be labeled on the image. Two experiments, fixed position and continuous tracking, were also designed to evaluate the performance of GODTA. The lowest average locating error (LE) of the transformed image coordinate is 42 and 38 pixels, respectively. The results show that GODTA is feasible for fulfilling GPS-based visual tracking service and incorporates GPS system and UbiCam environment successfully.
INTRODUCTION
The evolution of hardware and information technology achieves the digitalization of the surveillance systems. The real-time image or recorded video can be transmitted to any place or device via Internet connection. It enhances the feasibility and efficiency of surveillance systems. This causes the deployment of cameras towards a ubiquitous camera (UbiCam) environment. For example, the area of the Taichung County, Taiwan, is only 163.4 square meters and the population is about 960,000. The number of cameras deployed on the streets is more than 3,000. The UbiCam environment causes the visual surveillance to become an emergent application domain. The moving object detection and tracking are important tasks for visual surveillance. Many researchers have proposed methods for such tasks. For example, Shah et al. (2007) proposed a system, called Knight, for the detection and classification of moving objects. Haritaoglu et al. (2000) proposed a W 4 system. It can detect, track, and identify the activity of a moving object, including talking, walking, etc. Some related studies include Ridder et al. (1995) , Stauffer et al. (2000) , Chang and Gong (2001) , Black et al. (2002) , Cucchiara et al. (2003) , Micheloni et al. (2005) , Hu et al. (2006) , and Liao and Cho (2008) .
These approaches rely on an image processing technique for object detection and tracking. However, many physical conditions must be considered, such as cluttered background, change in illumination, and occlusion of objects. More issues are encountered for the UbiCam environment, such as spatial relationship establishment, consistent labeling, and camera handoff.
On the other hand, GPS is the most popular positioning system in an outdoor environment since the removal of signal-degrading selective availability (SA) from GPS signals on May 1, 2000. A commercial differential GPS (DPGS) can even provide accuracy to less than a few meters. The application domains of GPS are very broad, such as navigation, vehicle security, positioning for observation of children or elderly relatives, etc. Many products are also developed for children, teens, adults, or elder relatives, such as the GPS phone, GPS jacket, or LiveWire-X5 (real-time GPS tracking device). They are GPS-enabled mobile devices, and also an important trend in recent years. Such devices enable the GPS to make the coordinates of a moving object easily available. For example, Dawoud et al. (2008) proposed a system using a GPS-enabled mobile device with built-in camera. The real-time GPS coordinate and camera image are used to match with virtual images stored in a database in order to compute the accurate position of the moving object.
However, current GPS tracking systems are mainly based on a digital map. It is insufficient to realize the situation of an object simply from its location or trace information. If the GPS-enabled mobile devices could be incorporated with cameras, the real-time image of an object passing through the FOVs (field-of-view) of the cameras would be useful for situation awareness.
According to the trend of GPS-enabled mobile devices and the UbiCam environment, an approach, called GODTA (GPS-based Object Detection and Tracking Approach), is proposed in this paper. The purpose of GODTA is to incorporate GPS system and the cameras, and provides a novel GPS-based visual tracking service. When an object carried a GPS-enabled device moves into the FOV of a camera, the object can be marked and seen on the real-time image. GODTA is based on a 3D-coordinate transformation method. A GPS coordinate of a moving object is transformed to the image coordinate of a calibrated camera. Then, the image coordinate can be used to mark the moving object directly on the image. The performance of the GODTA is dependant on the accuracy of the GPS receiver that is influenced by its chipset and the skyview situation. In order to realize the feasibility of GODTA in the practical environment, two experiments, fixed position and continuous tracking, were designed for two types of GPS receivers and two kinds of skyview situations. A prototype system was also implemented for the experiments. The results show that GODTA is feasible in providing a novel visual tracking service for the UbiCam environment.
APPROACH
A moving object is introduced to carry a GPS-enabled mobile device with the wireless communication capability. The real-time GPS coordinates of the object can be updated periodically. The purpose of GODTA is to detect and track the moving object in the outdoor environment using multiple cameras. Such a scenario and the model of GODTA are shown in Fig. 1 . GODTA consists of several modules. The camera calibration module is used to generate the desired parameters for the coordinate transformation. The GPS coordinate transformation module is responsible for the transformation from the GPS coordinate to the image coordinate of a calibrated camera. A camera detection and object tracking module is responsible for determining which camera image contains the moving object. Then, the moving object is labeled on a 2D map and camera image.
The process of GODTA is separated into calibration and operation phases, as shown in Fig. 2 . The DMS (degrees-minutes-seconds) format of the GPS latitude/longitude coordinate is a 3D position on The coordinate is not a Cartesian coordinate and cannot be used for the image coordinate transformation in the later step. Therefore, it is transformed to a Cartesian coordinate on a 2D plane by using a map projection. A TM2 (2-degree Transverse Mercator) coordinate is the most popular one used for map projection and thus is used in GODTA. Then, a set of calibration points is established and stored in a XML file.
After all the cameras are calibrated, GODTA can start the operation phase. A real-time GPS coordinate of a moving object is transformed to a TM2 coordinate. The TM2 coordinate is then transformed to the image coordinate via the parameters generated in the calibration phase. When the generated coordinate is within the rectangle range of a camera image, it means the moving object is within the FOV of the camera. Then, the image coordinate is used to label the moving object on the real-time image.
TM2 transformation:
The transformation is presented as follows. The coordinate acquired from the GPS receiver is in a DMS format. It is transformed to the format of the WGS84 (World Geodetic System 1984) 
Image coordinate transformation: The image coordinate transformation is based on the method proposed by Tsai (Tsai 1987 , Lenz and Tsai 1987 , and Shapiro and Stockman 2001 . The principle of Tsai's method is shown in Fig. 3 . First, a set of five coordinate points, such as mappings, are established. Each mapping is composed of one 3D world coordinate and one image coordinate. In GODTA, the 3D world coordinate is a TM2 coordinate transformed from the GPS coordinate. The unit of an image coordinate is in pixels with respect to the original point on the left-top corner.
x i , y i , z i : It is a 3D world coordinate. Although there are only x and y values in a TM2 coordinate, most of the surveillance area of a camera is limited and can be assumed to be planar. Therefore, the value of z-axis is set as zero. When the mappings of a camera are established, two parameters for the transformation from the TM2 coordinate to the image coordinate are computed, according to Tsai's method. They are intrinsic and extrinsic parameters as described below:
Intrinsic parameters: These are the true camera parameters. One parameter, focal length f, is used in the coordinate transformation of GODTA. f is the distance from the optical center to the image plane. Extrinsic parameters: These represent the position and orientation of the camera system in the 3D world. They include the translation (T) and rotation (R) matrices as shown in Eq. 2: Camera detection: This module is designed to determine the target camera image containing a moving object. From the geographical view, the FOV of a camera is usually an irregular area when there are buildings in front of the camera. For example, the image and the FOV of a camera are shown in Fig. 5 . In Fig.  5(a) , there is an open area called the "red-brick square" on our campus. The FOV of the camera is marked by the dotted area in Fig. 5(b) . The irregular area is not easily represented and checked to determine the target camera. A simple detection method is designed in this study without considering the FOV of a camera. According to the real-time GPS coordinate of the moving object, the nearby cameras can be listed. Then, the TM2 coordinate is transformed to the image coordinate for every listed camera. When the image
is within the rectangle range of the image, it means the moving object is within the FOV of the camera. Additionally, when the FOVs of multiple cameras are overlapped and a moving object is within the overlapped area, it is easy to find these cameras. 
EXPERIMENTAL STUDIES
Theoretically, GODTA can generate an accurate image coordinate if the calibration points are accurate too. Unfortunately, the current COTS (commercial, off-the-shell) GPS receiver is inaccurate. Its inaccuracy is dependant on its chipset and the skyview situation. Therefore, two experiments were designed to evaluate the performance of the GODTA in a practical environment. One is a fixed point experiment and the other is a continuous tracking experiment. Three kinds of GPS receivers are also used in the experiments to reveal all the important issues in practicing the GPS-based visual tracking service. Fig. 6 and defined in Eq. 4:
Fixed position experiment: This experiment is designed to evaluate the performance of GODTA at fixed positions. The performance is influenced by two factors, the accuracy of the GPS receiver and the skyview of the experimental site. Therefore, two different GPS receivers and two experimental sites are chosen in this experiment. The parameter settings are listed in Table 1 . A tool is also implemented on the Pocket PC for receiving the GPS coordinate and transforming it to a TM2 coordinate. Its screen shot is shown in Fig. 7 . The user can select the correct serial port and baud rate and then click the "Start" button. The real-time GPS coordinate and corresponding TM2 coordinate is transformed and displayed on the screen. The "Connection" and "Disconnection" buttons are implemented later for the continuous tracking experiment.
The following experimental steps precede every combination for the GPS receiver and experimental site:
Camera calibration: One person takes a Pocket PC with a GPS receiver and stays at a fixed position. After the GPS receiver is activated, ten real-time TM2 coordinates are recorded for every 30 seconds. Another person saves the real-time image and gets the image coordinate at the fixed position. The average of the ten TM2 coordinates and the corresponding image coordinate is deemed as one calibration point. The above process is repeated until five calibration points are collected. Fixed position test: One person stays at a randomly-chosen position but not that for the camera calibration. The real-time TM2 coordinate is recorded and the real-time image is saved simultaneously. The above process is repeated at ten different positions. For two different GPS receivers, the LE of a good skyview is several times smaller than that of a limited skyview. This means that the accuracy of the GPS receiver is influenced by the skyview situation. It causes the LE to also be influenced by the skyview situation. For two different sites, the LE of a DGPS receiver (Type B) is several times smaller than that of a general GPS receiver (Type A). This is expected since the DGPS receiver is more accurate than a general GPS receiver. For the GPS receiver of Type A, the overall average LE is 553 pixels for both sites. It is impractical to use a 640×480 camera image since the image coordinate is easily outside the image. It also means it is impractical to calibrate a camera by using a general GPS. A camera should be calibrated by a DGPS receiver.
Computation of LE:
The results also show that GODTA is feasible for a DGPS receiver under good skyview conditions. In the second experiment, a DGPS receiver is used for the calibration phase of GODTA. Then, a general GPS and DGPS are used separately in the operation phase of the GODTA for continuous tracking.
Continuous tracking experiment:
In this experiment, the LE of the GODTA is estimated in a continuous moving situation. The experimental parameters are listed in Table 3 . Two cameras are deployed at two different sites. Three different GPS receivers, including two general GPSs and one DGPS receiver, are used in the experiment. The cameras are calibrated by using the DGPS receiver. One person takes a Pocket PC with a GPS receiver and then walks along a pre-defined path. The update interval of the GPS coordinate is one second. This means that the coordinate transformation and image recording is done every second.
The experimental site and the deployment of two cameras are shown in Fig. 8 . The pre-defined path is marked with a dashed blue line. It starts at the "Car Lot" and ends at the "Design Square". The skyview situation of both sites is good. However, the path goes through the site with limited skyview in the first experiment. The design is mainly to understand the possible consequence when the accuracy of GPS receiver is changed by motion in a certain time period.
A server tool is also implemented for recording the experimental data. The client tool is enhanced to transmit the real-time TM2 coordinate to the server tool via the wireless network. The pre-defined name of a moving object is also transmitted by the client tool. The server tool labels the moving object on a 2D map, according to the TM2 coordinate. In addition, the real-time image with a red circle and a name is displayed on the server tool simultaneously when the object is detected in the FOV of a camera. The center of the circle is the image coordinate transformed by GODTA, and its radius is 50 pixels. The moving object can be found in the circle when the locating error (LE) is within 50 pixels. The received TM2 coordinates and captured camera images are stored separately for computation of the LE and playback of the moving trace. A screen shot of the server tool is shown in Fig. 9 .
A part of the camera images in the moving trace is shown in Fig. 10 . These images illustrate that the moving object can be labeled in the red circle according to the coordinate transformed by the GODTA. It is easy for people to recognize the moving object. It should be noted that a moving object can still be tracked even when the object is totally occluded. An example is shown in Fig. 10 . The experiment is repeated three times for every mobile device. When the recorded data is played back and the checkbox "Trace" of the server tool is checked, the moving trace is displayed on the screen as shown in Fig. 11 . It is close to the pre-defined path in Fig. 8 .
The actual image coordinate is acquired from the recorded image manually. All the LEs of three mobile devices with respect to the moving times are shown in Figures 12-14, separately. In Fig. 12 , the x-axis is the moving time and the y-axis is the LE. The three experiments are represented by three curves. Each point of the curve represents the LE at a specific time. There are two grey areas on the figure. They represent the time when the moving object is occluded by trees and the LE is unable to make calculations from the recorded image. The curves show that, the LE is not stable in the moving period since the GPS receiver is influenced by the skyview situation. The change of the LE is not consistent for the three experiments. For example, the LEs of Ex.1 are larger than that of Ex.3, within zero to 60 seconds. However, the LEs of Ex. 1 are smaller than that of Ex.3 after 165 sec. Similar situations can be found in Figures 13 and 14 . In the Table 4 , a sample is consisted of a received TM2 coordinate and a captured image. A sample is invalid if it is unable to identify its actual position in the image. Therefore, the total number and valid number of samples, the maximum, minimal, average, and overall LEs of the three experiments are listed in the table.
The following conclusions can be drawn from the above experimental results:
The smallest LE is found to be 38 by using the first mobile device with a general GPS receiver. It differs from our expectation that the LE of the third device with a DGPS receiver would be the smallest. After checking the process and recorded data, it is found that the refresh speed of a GPS coordinate is too slow. The GPS coordinate is unchanged when the person moves a long distance. It causes the LE to increase with time until the coordinate is refreshed. A DGPS receiver may require a longer computation time than a general GPS and thus increases the refresh speed. If the refresh speed of a DGPS is short enough, the LE should be smaller than that of a general GPS receiver. The overall LEs of the first and second devices with a general GPS receiver are 38 and 62 pixels, respectively. It is an acceptable error for the GODTA operated on a general and popular GPS receiver when a camera is calibrated by using the DGPS receiver. It shows that GODTA is feasible in the practical environment.
DISCUSSION
GODTA is the first study to incorporate the GPS system and cameras to provide GPS-based visual tracking service. There is no previous study for comparison. However, the above experimental results and demonstrations show that GODTA can provide a way to detect and track moving objects successfully. When an object carried a GPS-enabled mobile device moves into the FOV of any camera, the object can be marked on the real-time camera image. In advance, some critical issues are found and discussed as follows:
The inaccuracy and update interval of a GPS receiver limits the applicability of GODTA. Some techniques are used to reduce the noisy measurement, such as a Kalman filter (Simon 2001) . The accuracy could be improved with the technical evolution of the GPS receiver. However, GODTA could still be incorporated with image processing techniques to increase its applicability. For example, the candidate area of a moving object generated by GODTA can be used to restrict the processing area and thus increase the efficiency of these techniques. Synchronization of GPS coordinates and the camera image: The performance of GODTA is influenced by the synchronization of the GPS coordinates and the camera image. If the acquisition time of a GPS coordinate and the capture time of a camera image are synchronized, it is useful to reduce the LE. However, a GPS coordinate is usually delayed caused by the network transmission. A timestamp mechanism can be used for the synchronization of the coordinate and image. Real-time tracking of high-speed moving objects: Current experiments focus on low-speed moving objects. If the GODTA is used to track high-speed moving objects, a delay GPS coordinate cannot be used to label the moving object since the object may have moved outside the camera image. A time-shift technique, which is popularly used in digital TV software, seems suitable for solving this problem. The playback of a real-time image is delayed until the desired coordinate is received. The delay time is adaptable depending on the delay of the GPS coordinate.
Although there are some issues needing further attention in order to fulfill the novel GPS-based visual tracking service on various conditions or moving objects, the proposed GODTA is feasible under normal conditions and can be considered a basis for further development.
CONCLUSION
According to the trend of GPS receivers becoming an integral part of a mobile device, the locations of moving objects can be acquired easily in the near future. The GPS system is incorporated with cameras and an approach, called GODTA, is proposed in this paper. The image coordinate transformed from a GPS coordinate is used to label an object on the camera image directly. The periodical update of the GPS coordinate enables the tracking of a moving object. The experimental results show that GODTA is feasible for a GPS-based visual tracking service. The future works are listed below:
An automatic calibration mechanism: Although the calibration of a camera is a one-time effort, it is still a burden when there are a large number of cameras. An automatic calibration is useful to reduce the burden and increases the practicality of a GODTA. Some image processing techniques can be used for the automatic calibration. Precise labeling of moving objects: A moving object is unable to be labeled precisely simply according to its inaccurate GPS coordinate. Some feature-based approaches can be used for precise labeling, such as features extracted from the histogram of a moving object (Zhai et al. 2005) . The features can be used to distinguish this object from the others when there are many objects within the candidate area. The incorporation of GODTA and a PTZ camera: A PTZ camera provides the capability for monitoring a wide area. If the GODTA can be incorporated with a PTZ camera, the GPS coordinate can be used to direct the PTZ camera to provide a close view tracking in a wide area.
GODTA is a novel approach to the incorporate a GPS system and cameras. Future studies can aim to fulfill a GPS-based visual tracking service for the upcoming UbiCam environment.
