The river Wigger is highly anthropized, with scarce restoration areas, regular channel widths and slopes engendered by a system of check dams along the main courses which does not hinder fish movement. The catchment's morphology was obtained from a 25-m resolution digital terrain model. The river network was extracted using the Taudem routine in a GIS software [1] . Flow directions were determined by following steepest descent paths (D8 algorithm) [1] . Pixels belonging to the channeled portion of the landscape were those whose drained area was greater than or equal to 0.5 km 2 whereas details on slopeof curvature-dependent area thresholds prove immaterial at the scale of interest [2] . The extracted fluvial network was compared with the vectorial map provided by the Swiss Federal Office for the Environment (FOEN) [3] , and the overall match proved satisfactory. In order to subdivide the catchment into subunits where reasonably constant local morphological conditions apply, i.e. nodes of the metacommunity scheme, stream reaches longer than 5 km were split into equally long stretches. A subcatchment was defined by the direct contributing area drained by a single stream reach. Overall, the river network was divided into 166 subcatchments hierarchically arranged according to the network connectivity. The geological characterization of the catchment was obtained by a vectorized geological map of Switzerland provided by the Swiss Federal Office of Topography (Swisstopo) [4] . The map was processed on a GIS software and the initial 16 geological classes were grouped into five main classes, as displayed in Fig. 1e 1
Pre-sterilized plastic bottles (with 10% bleach followed by UV-B treatment) were used to collect water from the river by submerging the bottle with a gloved hand. The samples were transported to the laboratory on ice and filtered within the same day on to 5-cm diameter, 0.45-µm pore size individually packaged sterile membrane filters (Merck Millipore). A vacuum pump with a borosilicate glass filtration setup was used and sterilized in 10% bleach between each sample. Negative controls were created by filtering MilliQ water through a sterile filter at the start and end of the filtration session, as well as once during the filtration (after sample 7). Filter papers were placed in 2-mL bead beating tubes (obtained from the kit described below) and frozen at 80 o C until extraction. Filter papers were cut with sterilized scissors to break them up and eDNA was extracted from all filter papers, including controls, using a PowerSoil Table S1 : Oligonucleotide primers and probe sequences for the qPCR assay. Calculated melting (T m ) and annealing (T a ) temperatures are at 0.5 µM for primers and at 0.25 µM for probes. Reporter and quencher dyes for each probe are presented in the sequences: Cy R 3 = cyanine 3; Cy R 5 = cyanine 5; BHQ-1 = Black Hole Quencher R -1; and BHQ-2 = Black Hole Quencher R -2. The optimal primer and probe concentrations (Optimal conc) in multiplex reactions are reported in nM.
DNA kit (MO BIO Laboratories) in a dedicated clean laboratory (free of PCR products). The kit includes a bead beating step and a separate inhibitor removal step. The eDNA was eluted in 60 µL of Solution C6 and subsequently preserved at -20 o C. eDNA samples were only removed from the -20-o C freezer for screens and remained at room temperature for a maximum of 2 h. qPCR assay. Specific primers for bryozoan detection (Fs 16S F1q and Fs 16S R1q) were designed based on inspection of 16S mitochondrial sequences of all major clades of phylactolaemates. The primers were designed to amplify fredericellid phylactolaemates, with 100% identity in primer and probe sequence with the most common host in Europe, F. sultana. The size of the F. sultana PCR fragment was 71 bp. A custom internal positive control (IPC) template was spiked into all reactions and amplified in multiplex with the F. sultana probe assay. The inclusion of the IPC allowed the detection of possible PCR inhibition. The IPC primers and probe are reported in Table S1 .
The 71-bp fragment of F. sultana was amplified from genomic DNA samples derived field collected colonies. PCR reaction composition and cycling conditions were the same as those used to test primer pairs. The amplification was performed in 50-µL reactions and 5 reactions were pooled prior to gel purification using the QIAquick Gel Extraction Kit (QIAGEN). The concentration of the pooled purified products and the IPC template stock solution (100 mM) were measured using a Qubit R 2.0 Fluorometer All samples used in this study were kept at -20 o C and defrosted in a fridge at 4 o C for 30 minutes before mixing and pipetting into qPCR plates. At the end of each experiment, an absolute quantification of samples was performed using the second derivative maximum method using a high confidence algorithm on the LightCycler R software.
The Limit of Detection (LOD, see Table S2 ) of the assay was 37.097 for F. sultana, defined as the highest C q mean observed for a truly positive sample with all triplicates fluorescing. Limit of Quantification (LOQ) was set at C q value where target concentration no longer exhibited linear relationship with C q readings.
The LOQ of the assay was 34.977 for F. sultana. Reactions were considered to be positive when C q value was not greater than 34.98 for F. sultana, corresponding to 0.78 template DNA copies. NTCs either did not generate fluorescence, this was higher than the LOQ or it was not present in all triplicates. Experimental samples were considered positive if there was fluorescence in all three triplicates and the C q mean was not greater than the LOQ.
Fish sampling and prevalence assessment. Electrofishing was performed by FORNAT AG (Forschung für Naturschutz und Naturnutzung, Zurich) with an EFKO FEG8000 machine (Power: 8 kW, number of machine 130708). Two runs of electrofishing per date and stretch were performed. For density assessment purpose, caught fish were kept in tanks supplied with oxygen and fish were set back into the river after qPCR using the T. bryosalmonae specific TaqMan method according to [8] . All reactions were carried out in duplicates. As positive control, a linearized plasmid containing the amplified fragment [9] was used.
Non-target control (water) within the qPCR never showed any amplification while internal control was always amplified showing no qPCR inhibition. 
Bryozoan habitat suitability
The whole river network is divided into a suitable number of stretches N s , some of which include the sampling sites. Let A L i be the direct drainage area of stretch i, namely the subcatchment pertaining to stretch i only, and A i the upstream contributing area to stretch i, that is the catchment surface upstream of i. A i obviously includes A L i . Let c i be the average eDNA concentration that would be attained in stretch i in absence of water flow. We assume that c i is proportional to the density of bryozoan biomass pertaining to site i, and that c i does not change throughout the season. Moreover, we hypothesize that the eDNA produced from bryozoans in stretch i does not decay until it reaches the exit cross-section of stretch i. We term instead C i the eDNA concentration measured in stretch i, i.e. when waterflow is considered.
If one assumes that there are no bryozoans upstream of stretch i, which is at hydraulic steady state, it follows that the flow of incoming eDNA (from the sole source, namely stretch i) equals the flow of outgoing eDNA through the exit cross-section of stretch i. Since the contribution to discharge from subcatchment i is proportional to A L i , while the outgoing flow is proportional to A i (as already stated in Section Study area and hydro-geomorphology, see Materials and Methods in the main text), one can state that C i A i = c i A L i . Notice that, because A L i can be much smaller than A i (especially for downstream stretches), the measured concentration at site i can be small even though the bryozoan biomass in the subcatchment may be quite large. By considering all eDNA contributions upstream of the sampling site i, and weighting them by their distance L (according to the decay term exp(−L/λ B )), it is possible to derive an expression (Eq. (1) of the main text) for the measured eDNA concentration C i . Table S4 : List of covariates used for the model of bryozoan habitat suitability. UpSlp was computed as the mean slope of all upstream stretches weighted by their respective lengths. Underlined covariates were finally used in the model after multicollinearity test.
Starting from the initial set of eleven covariates of Table S4 , we checked for possible multicollinearity effects by computing the variance inflation factors (VIFs) and discarding the predictor with the highest VIF [10] . We repeated this procedure until all remaining covariates had VIFs all lower than 10. The discarded covariates were, in the order: GeoMls; UpSlp; GeoPea; LocElv. VIF values for the set of residual explanatory variables (LocMwt; LocSlp; UpElv; UpCAr; GeoAll; GeoMrn; GeoWat) are: 5.8; 4.9; 2.4; 5.4; 7.8;
2.3; 1.9. None of the correlation coefficients R between any of these seven variables were above the ruleof-thumb threshold |R| = 0.8 indicating strong correlation (Fig. S2) . We tested the performance of all models (total number: 127) generated by any subset of the residual explanatory variables. Leave-OneOut-Cross-Validation (LOOCV) [11] was used to evaluate the performance of each model. For a given subset of covariates, a site k at a time was removed from the dataset; a calibration was then performed by maximizing the Nash-Sutcliffe index NS k
where C m j is the mean eDNA concentration measured at site j and
Once calibrated, the overall performance of the model was calculated as
We retained all models achieving s > 0 (i.e. 16 models). These models were subsequently re-calibrated against the whole set of sites by maximizing the Nash-Sutcliffe index. All calibrations were performed via a particle swarm optimization algorithm [12] .
Epidemiological model
The system of equations for the time-hybrid epidemiological model is a modified version of [13] . The main modification pertains the inclusion of the YOY compartment. A list of state variables is reported in Table S5; Table S6 displays all model parameters and their reference values.
Intra-seasonal model. The set of ordinary differential equations describing the intra-season disease dynamics in stretch i reads: 
For the sake of economy in the model formulation, we introduce two new state variables Z * F = β B Z F , Z * B = β F Z B which we term equivalent spores. They represent the abundance of spores needed to infect a unit bryozoan biomass (or a single susceptible fish) per unit time and unit water volume. This assumption allows us to discard the exposure rates β B and β F with the introduction of two synthetic contamination rates π * B = β F π B and π * F = β B π F (see Table S6 ). 
where
the fraction of newborns generated by adults living in i that hatch in j (j ∈ U i , where U i contains all stretches upstream of i and i itself) and is calculated via a gravity model [15] :
where W A j is a dimensionless score for spawning suitability and λ F the shape factor of the exponential kernel representing the deterrence factor. An exponential function was also used to express spawning suitability: W A j = e −A j /A F , implying that eggs tend to be deposited in small, low-velocity stretches (as the upstream contributing area is a proxy of stretch cross-section and mean water velocity [5, 6, 2] [16, 17] .
Fish mobility. Movement rules for fish are assumed as in [13] . For the sake of completeness, details are here briefly reported.
The maximum flux of fish exiting from stretch i is l i F i (see Eqs. (S1f)- (S1m) 
Only N s − 1 of the above equations are not trivial identities: in fact, d ij = 0 only if stretches i and j are directly connected, and every stretch has one downstream connection, with the exception of the outlet stretch. The system has ∞ 1 solutions (i.e. if a set of l i is a solution, then also kl i , k ∈ R + is a solution); a set of mobility rates for all stretches is thus defined by specifying its mean value l avg .
Details on model simulations and calibration
In order to allow the system to lose memory of the initial conditions which are hardly determinable, the epidemiological model was run for 20 years (1996-2016) with real discharge data from the FOEN Zofingen station. Water temperatures before July 2014 were derived from sinusoidal interpolations of the regressed temperature time series at a local level (see Details on model simulations and calibration). At the beginning of the simulations, we assumed that half of the bryozoan biomass at each site is covertly infected, while all fish are uninfected. Initial sizes of local YOY and adult fish populations were set to their dynamical disease-free trajectory value (as in [13] ). After around 10 years, spatial patterns of prevalence
Figure S3: Maps of modelled fish density for both age-classes at the start or end of the 2016 season. Top row: simulation when PKD is present. Bottom row: simulation for the disease-free case. Calibrated parameters are set to their best fit value (see Fig. S5 ); other parameters are taken from Table S6. and population size reach an annual cycle with seasonal variations only due to hydrothermal variability.
Based on a previous sensitivity analysis [14] , seven epidemiological parameters were chosen for calibration: π * B (rate of contamination operated by bryozoans), π * F (rate of contamination operated by fish), l avg (average fish mobility rate), a i (PKD-induced mortality rate), h i (rate of disease development), γ (rate of recovery from acute infection), (probability of not developing an acute infection). As both a i and h i depend on temperature, the parabolic relationships of [14] were used. The calibrated parameters were then the values of a i and h i at 15 o C. Other parameters were set to their reference values (Table S6) . Calibration was performed via a Metropolis-Hastings algorithm [18] . As both prevalence and decline are constrained between 0 and 1, we hypothesized that errors are distributed according to a normal distribution truncated between 0 and 1, with standard deviation equal to 0. 
Results

Bryozoan habitat suitability
Confirming the sensitivity of the eDNA based detection method, multiple manual field searches for bryozoan colonies on all of the 15 eDNA sampling sites were able to locate populations only in the three sites (#9, #13, #15) corresponding to the highest eDNA concentrations and the most frequent detections (see Fig. 2d ). Similarly, sites known to be bryozoan negative through exhaustive field searches (e.g. #5) were consistently negative via eDNA.
Epidemiological model
Modelled spatial distributions of fish densities in the absence of PKD ( Fig. S3 ; bottom row) expectedly follow the imposed patterns at equilibrium (see Fish mobility), according to which fish density is proportional to mean stretch depth that, in turn, scales with the contributing area. This is particularly evident for adults (Fig. S3g, h ), where seasonal variations of the spatial density distributions appear negligible. Conversely, at the beginning of the warm season YOY are mainly concentrated in small, peripheral reaches, whose spawning suitability is higher, but they later move towards the main river course (Fig. S3e, f) , as confirmed by the bump in the YOY population in site #16 (see Fig. S4a ). When PKD is present, the equilibrium distribution is perturbed by the enhanced disease severity at the sites characterized by large contributing area [13] , thus resulting in a more spatially homogeneous distribution of adult and YOY fish density (Fig. S3a, c, d ), whereas the initial YOY density remains higher in small headwaters (Fig. S3b) .
Overall, PKD engenders a remarkable decline in the fish population abundance with respect to the disease-free case (92.5% for YOY and 95.7% for adults at the end of the warm season for the best fit simulation shown in Fig. S3 ). The bottom row of 
Water temperatures
Water temperatures were measured at 15-minute intervals in 11 sites (see 
where the baseline temperature T b (τ) (i.e. the water temperature at day t of a reach whose covariates are at a null level) and the vector of coefficients α(τ) = [α LE (τ); α LS (τ); α UC (τ); α UE (τ); α US (τ)] were cali- 
where T m,i is the annual mean temperature in stretch i; T a,i the mid-amplitude of the sinusoidal signal; τ min,i the day of minimum temperature (expressed in ordinal days). These three coefficients were estimated via a least square technique. A comparison between observed and modelled water temperatures is presented in Fig. S6 , while Fig. S7 shows the evolution of the calibrated parameters over time.
Expectedly, the baseline temperature follows a sinusoidal trend with yearly period (Fig. S7a) . During warm periods, local and upstream elevations have a positive effect on water temperature (Fig. S7b, e) , while local and upstream slope are negatively correlated with high temperatures (Fig. S7c, f in the prediction of excessively low summer temperatures in short, upstream reaches (see Fig. S8 ), due to the fact that no sampling sites are located close to the headwaters. However, this drawback has little impact in the outcomes of the PKD epidemiological model, since the reaches affected are those whose fish density is lower. On the other hand, we acknowledge that there might be some repercussions in the determination of bryozoan suitability maps, as the mean water temperature during the warm season (LocMwt) is used as a covariate for the prediction of local bryozoan density. The prediction of spatio-temporal water temperature patterns could be improved by means of a deterministic model (see [19] ), but we deemed this approach to be out of the scope of this work. Ordinal day of annual minimum temperature in stretch i T Table S7 : List of other symbols.
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