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Abstract
In the case of clamped thermoelastic systems with interior point control defined on a bounded do-
main Ω , the critical case is n = dimΩ = 2. Indeed, an optimal interior regularity theory was obtained
in [R. Triggiani, Sharp regularity of hyperbolic-dominated thermoelastic systems with point control: The
clamped case, Discrete Contin. Dyn. Syst. (Suppl.) (2007) 993–1004] for n = 1 and n = 3. However, in this
reference, an ‘-loss’ of interior regularity has occurred due to a peculiar pathology: the incompatibility of
the B.C. of the spaces H
3
2
0 (Ω) and H
3
2
00(Ω). The present paper manages to establish that, indeed, one can
take  = 0, thus obtaining an optimal interior regularity theory also for the case n = 2. The elastic variables
have the same interior regularity as in the corresponding elastic problem [R. Triggiani, Regularity with inte-
rior point control, Part II: Kirchhoff equations, J. Differential Equations 103 (1993) 394–421] (Kirchhoff).
Unlike [R. Triggiani, Sharp regularity of hyperbolic-dominated thermoelastic systems with point control:
The clamped case, Discrete Contin. Dyn. Syst. (Suppl.) (2007) 993–1004], the present paper establishes
the sought-after interior regularity of the thermoelastic problem through a technical analysis based on sharp
boundary (trace) regularity theory of Kirchhoff and wave equations. In the process, a new boundary regu-
larity result, not contained in [R. Triggiani, Sharp regularity of hyperbolic-dominated thermoelastic systems
with point control: The clamped case, Discrete Contin. Dyn. Syst. (Suppl.) (2007) 993–1004], is obtained
for the elastic displacement of the thermoelastic system.
© 2008 Elsevier Inc. All rights reserved.
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The present paper is a successor of [29], which studied the interior regularity of a thermoe-
lastic system defined on a bounded domain Ω ⊂ Rn, n = 1,2,3, subject to the action of interior
point control exercised in the elastic equation and satisfying clamped/Dirichlet boundary condi-
tions (see system (1.1a–d) below). The interior regularity results of [29]—from the control space
to the state of the corresponding solution in the mechanical and thermal variables—are optimal
for n = 1, n = 3. The spaces involved are subtle. However, a loss of  > 0 (arbitrarily small) in
the regularity of the solution, measured in a scale of Sobolev spaces occurred in the case n = 2
(that this was an artificial loss, due to the proof, was surmised in the statement in [29, line just
above Theorem 1.1]). In the argument of [29], this loss of  > 0 was due to a peculiar pathol-
ogy: the incompatibility of boundary conditions, within the same topological level, between the
Sobolev space H
3
2
0 (Ω) and the Sobolev space H
3
2
00(Ω) [20, p. 66]. This, in turn, produced an
incompatibility between the function space of a suitable “right-hand side input” or forcing term
as being only in H
3
2
0 (Ω), and the domain of the square root of the basic generator of the thermoe-
lastic semigroup which required the smaller space H
3
2
00(Ω) instead. A more precise quantitative
description of this pathology is referred to Remark 2.2 below. Reference [29] is based on two
conceptual steps. Following [5], Step 1 introduces a change of variable that has the advantage
of reducing the original given thermoelastic system with interior point control (variable w be-
low) to the corresponding elastic system (Kirchhoff equation, variable ψ below) with interior
point control (and the same clamped B.C.). For the latter purely elastic ψ -problem, optimal in-
terior regularity results for n = 1,2,3 are available from [26]. The dynamics satisfied by the
resulting variable z = w − ψ is again a thermoelastic system (still satisfying clamped/Dirichlet
B.C.), however, no longer fed by point control (the advantage of the change of variable) but by a
function (−h) of the solution of a suitable, explicit parabolic equation (variable h below) with
input ψt . It is at this point that Step 2 begins. Step 2 employs a natural semigroup approach to
analyze the optimal regularity of the thermoelastic z-problem, subject to the input (−h) due
to ψt . As already mentioned, this strategy produces optimal results for the thermoelastic point
control problem with clamped B.C. for n = 1, n = 3 (whereby the regularity of the elastic vari-
ables {w,wt } of the thermoelastic system coincides with that of the corresponding pure elastic
Kirchhoff equation {ψ,ψt }). However, it loses  > 0 in the case n = 2. The purpose of this paper
is to show that, in fact, one can take  = 0, and thus in the case n = 2 as well, the interior regu-
larity of the elastic variables {w,wt } of the thermoelastic point control problem coincides with
that of the pure elastic Kirchhoff problem {ψ,ψt }. Thus, this paper confirms what was suspected
in [29, p. 3, just above Theorem 1.1] (a paper written under a strict deadline); that is, that one
can ultimately take  = 0. Thermoelastic equations with point control, besides being of interest
in themselves, are naturally coupled with wave equations in the structural acoustic problem of
acoustic chambers [5], [16, vol. 2, p. 884], [1–4,19].
As elaborated in Remark 1.3, the results now permit a study of corresponding optimal
control/min–max game theory problems with quadratic cost functionals.
1.1. A radical change of strategy: From an interior → interior approach to a boundary →
interior approach
To be sure, a radically new approach is followed here. It replaces the interior → interior strat-
egy of [29]—which is based on the thermoelastic semigroup approach as applied to a “right-hand
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optimal interior regularity of the z-thermoelastic problem for n = 2, coming this time from a
suitable trace or boundary regularity for z|Σ . However, precisely due to the topological level
of the z-thermoelastic problem for n = 2, this boundary trace regularity for z|Σ is not available
in the literature; and, in fact, it is definitely non-trivial. It requires a technical argument. Ulti-
mately, it relies on a well-known boundary regularity result for clamped thermoelastic problems,
but only after slashing the original z-thermoelastic variable by two pseudo-differential operators:
(i) the operator Λ
1
2
tg of order 12 in the space variables which is tangential on Γ ; and (ii) the frac-
tional time derivative D
1
2
t . Then the trace/boundary result of the literature is applied to the new
slashed variables (Λ
1
2
tgz) and (D
1
2
t z). As a final step, to return to the original variable z along the
aforementioned boundary strategy, we invoke sharp (optimal) results for boundary → interior
regularity of mixed problems for wave equations, but, again, not at the level of the literature [13],
but at an interpolated level. This way, the optimal regularity of {z, zt } is obtained; from here the
optimal regularity of {w = z+ψ,wt = zt +ψt } follows.
As a bonus of the present approach, we also obtain a new boundary regularity of the elastic
displacement (Eq. (1.12d) below).
We remark that in the case of the same thermoelastic problem with point control, this time,
however, under hinged B.C.: w|Σ ≡ 0, w|Σ ≡ 0, the aforementioned pathology of incompati-
bility does not occur for any dimension n = 1,2,3 [28]. In this respect, it is worth recalling that
elastic and thermoelastic problems with clamped B.C. do display an array of pathologies, as also
documented by [18].
1.2. The model. A canonical thermoelastic point control problem with clamped/Dirichlet B.C.
Let Ω be an open bounded domain in Rn, n = 1,2,3, with sufficiently smooth bound-
ary Γ for n = 2,3. On Ω , we consider the following thermoelastic problem in the unknown
{w(t, x), θ(t, x)}:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
wtt − γwtt +2w +θ = δu in (0, T ] ×Ω ≡ Q;
θt −θ −wt = 0 in Q;
w(0, · ) = w0; wt(0, · ) = w1; θ(0, · ) = θ0 in Ω;
w|Σ ≡ 0; ∂w
∂ν
∣∣∣∣
Σ
≡ 0; θ |Σ ≡ 0 on (0, T ] × Γ ≡ Σ,
(1.1a)
(1.1b)
(1.1c)
(1.1d)
with homogeneous clamped/Dirichlet B.C., under the influence of the scalar point control term
u ∈ L2(0, T ), which acts through the Dirac distribution δ concentrated at the origin, assumed to
be an interior point of Ω . In (1.1a) the constant γ is taken to be positive: γ > 0 throughout the
paper. In this case, the free system (u ≡ 0) generates an s.c. thermoelastic contraction semigroup
(Proposition 1.3 below). Further information is available in [10]. To express the results below, we
need to introduce the following setting [17,26,27,29]: the positive self-adjoint operator B (norm
equivalence),
Bf = −f ; D(B) ≡ H 2(Ω)∩H 10 (Ω);
Bγ = (I + γB); D
(
B
1
2
γ
)= D(B 12 )= H 1(Ω), (1.2)0
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Af = 2f, D(A) =
{
f ∈ H 4(Ω): f |Γ = ∂f
∂ν
∣∣∣∣
Γ
= 0
}
. (1.3)
We recall that, with equivalent norms [27]
⎧⎪⎨
⎪⎩
D(A 34 )≡ H 3(Ω)∩H 20 (Ω) ≡
{
f ∈ H 3(Ω): f |Γ = ∂f
∂ν
∣∣∣∣
Γ
= 0
}
;
D(A 12 )≡ H 20 (Ω); D(A 14 )≡ H 10 (Ω) = D(B 12 );
(1.4a)
(1.4b)
D(A 38 )= [D(A 12 ),D(A 14 )] 1
2
= [H 20 (Ω),H 10 (Ω)] 12 ≡ H
3
2
00(Ω)
⊂ [D(B),D(B 12 )] 1
2
= D(B 34 )= D(B 34γ )= H 320 (Ω); (1.5)
D(A 18 )= [D(A 14 ),L2(Ω)] 1
2
= [H 10 (Ω),L2(Ω)] 12 = H
1
2
00(Ω) = D
(
B
1
4
)= D(B 14γ ), (1.6)
see [20] for these Sobolev spaces. We note that by (1.2), (1.4) we have (properly)
D(A 12 )⊂ D(B); hence BA− 12 ∈ L(L2(Ω)),
while A
1
2 B−1 is an unbounded operator on L2(Ω), (1.7a)
L(E) being the space of bounded linear operators on a Banach space E. Similarly, by (1.5) we
have
D(A 38 )⊂ D(B 34 ); hence B 34 A− 38 ∈ L(L2(Ω)),
while A
3
8 B−
3
4 is an unbounded operator on L2(Ω). (1.7b)
In both cases, (1.7a) and (1.7b), the topological level of D(A 12 ) and D(B), as well as of
D(A 38 ) and D(B 34 ), is the same, but subtle differences in the boundary conditions occur.
Remark 1.1. The fact that under the clamped B.C. (1.3), the operators BA− 12 and B 34 A− 38 are not
isomorphisms on L2(Ω), as noted in (1.7), are a major technical difference over the hinged case
of [28], and are responsible for additional technical difficulties. In fact, they are precisely these
differences of the B.C. between D(A 38 ) ≡ H
3
2
00(Ω) and D(B
3
4 ) = H
3
2
0 (Ω) that are responsible
for causing the pathology and the technical difficulties described in the Orientation. Refining the
information of (1.7a) by adjointness, we recall that [18, Proposition 2.3, p. 453]:
A−
1
2 Bγ g ∈ L2(Ω) ⇐⇒ g ∈ L˜2(Ω),
where the space L˜2(Ω) can be characterized in a few ways:
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1
2
γ ) as a pivot space, endowed
with the norm ‖f ‖2
D(B
1
2
γ )
= (B
1
2
γ f,B
1
2
γ f )L2(Ω) = ((I + γB)f,f )L2(Ω) [18, Eq. (2.29),
p. 452], as in (1.15) below;
(ii) or else as (isometric to) the factor space L2(Ω)/N where N ≡ {h ∈ L2(Ω): (1−γ)h = 0
in H−2(Ω)} = N (1 − γ) [18, Section 2.4, p. 456].
This fact permitted to refine in [18, Section 4.4, p. 473] the interior regularity in [28] of
the purely elastic problem (2.1a–b–c) for n = 3, to yield, ultimately, wtt ∈ L2(0, T ; L˜2(Ω)), as
in (1.9d) below, for the corresponding thermoelastic problem (1.1a–b–c) for n = 3.
1.3. Regularity results
Paper [29] showed the following results.
Theorem 1.1. (See [29].) With reference to the problem (1.1) with γ > 0 and zero initial condi-
tions: w0 = w1 = θ0 = 0, we have the following regularity result. Let
u ∈ L2(0, T ). (1.8)
Then, continuously (that is, as bounded maps), where  > 0 is arbitrary and any p, 1 <p < ∞:
(i) for n = dimΩ = 3,
w ∈ C([0, T ];D(A 12 )= H 20 (Ω)); (1.9a)
wt ∈ C
([0, T ];D(A 14 )= D(B 12 )= H 10 (Ω)); (1.9b)
θ ∈ Lp
(
0, T ;D(B 12 )= H 10 (Ω))∩C([0, T ];D(B 12 −)= H 1−20 (Ω)); (1.9c)
wtt ∈ L2
(
0, T ; L˜2(Ω)
); (1.9d)
(ii) for n = dimΩ = 2,
w ∈ C([0, T ];D(A 58 − 2 )≡ H 52 −2(Ω)∩H 20 (Ω)); (1.10a)
wt ∈ C
([0, T ];D(A 38 − 4 )= D(B 34 − 2 )≡ H 32 −0 (Ω)); (1.10b)
θ ∈ C([0, T ];D(B 34 − 2 )= H 32 −0 (Ω)); (1.10c)
Bwtt ∈ L2
(
0, T ; [D(A 38 + 2 )]′); (1.10d)
(iii) for n = dimΩ = 1,
w ∈ C([0, T ];D(A 34 )= H 3(Ω)∩H 20 (Ω)); (1.11a)
wt ∈ C
([0, T ];D(A 12 )= H 2(Ω)); (1.11b)0
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wtt ∈ L2
(
0, T ;D(B 12 )= H 10 (Ω)). (1.11d)
1.4. Main result
As already stated in the Orientation, the results of Theorem 1.1 for n = 3 and n = 1 are
optimal. The present paper improves upon the case n = 2 of Theorem 1.1 by showing that “”
there can be taken equal to zero. The main result of this paper is:
Theorem 1.2. Let n = dimΩ = 2 and assume (1.8) for the corresponding problem (1.1). Then,
continuously, the following interior regularity holds true:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w ∈ C([0, T ];D(A 58 )≡ H 52 (Ω)∩H 20 (Ω));
wt ∈ C
([0, T ];D(A 38 )= H 3200(Ω));
θ ∈ Lp
(
0, T ;D(B 34 )≡ H 320 (Ω))∩C([0, T ];D(B 34 − 2 )≡ H 32 −0 (Ω)), 1 <p < ∞.
(1.12a)
(1.12b)
(1.12c)
Moreover, still continuously in u ∈ L2(0, T ), the following boundary regularity of the elastic
component holds true:
w|Σ ∈ L2
(
0, T ;L2(Γ )
)≡ L2(Σ). (1.12d)
Remark 1.2. Theorem 1.1 for n = 3, n = 1, as well as Theorem 1.2 for n = 2, show consistency
in the following sense. The position variable w gains in regularity “ 18 in terms of fractional power
of A,” while decreasing the dimension from n = 3 to n = 2 to n = 1. The same occurs for the
velocity variable wt , which—moreover—is consistently “ 14 less regular in terms of fractional
power of A” than the corresponding regularity of w for n = 3,2,1.
1.5. Further preliminaries
For future discussion, we need further preliminary background from [26,27,29]. By (1.2),
(1.3), we may rewrite (1.1) abstractly first as
{
(I + γB)wtt +Aw −Bθ = δu;
θt +Bθ +Bwt = 0;
(1.13a)
(1.13b)
next, as the first-order equation
y˙ = −Aγ y + Bu; y(0) = [w0,w1, θ0] ∈ Yγ ; y(t) =
[
w(t),wt (t), θ(t)
]; (1.14a)
−Aγ =
⎡
⎢⎣
0 I 0
−B−1γ A 0 B−1γ B
0 −B −B
⎤
⎥⎦ ; Bu =
⎡
⎣ 0B−1γ δu
0
⎤
⎦ ;
D(Aγ ) = D
(
A
3
4
)× D(A 12 )× D(B); (1.14b)
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(
A
1
2
)× D(B 12γ )×L2(Ω); Bγ = I + γB;
(x1, x2)
D(B
1
2
γ )
= ((I + γB)x1, x2)L2(Ω). (1.15)
The space Yγ is the natural energy space for problem (1.1a–d).
Below, in Section 2, Eq. (2.10), we shall also need the following domains of fractional power
of Aγ :
D(Asγ )= [D(Aγ ), Yγ ]1−s = D(A 12 + s4 )× D(A 14 + s4 )× D(Bs), 0 s  1, (1.16)
obtained from (1.14) for D(Aγ ) and (1.15) for Yγ via{ [D(A 34 ),D(A 12 )]1−s = D(A 12 + s4 ); [D(A 12 ),D(A 14 )]1−s = D(A 14 + s4 );[D(B),L2(Ω)]1−s = D(Bs). (1.17)
For purposes of discussing the case n = 2, we also write the specialization of (1.17) to s = 12 − :
D(A 12 −γ )≡ D(A 58 − 4 )× D(A 38 − 4 )× D(B 12 −),  > 0. (1.18)
Via the Lumer–Phillips theorem, or a corollary thereof [24, pp. 14–15], one may readily show
the following known well-posedness result [17].
Proposition 1.3. The operator −Aγ in (1.14) is the infinitesimal generator of an s.c. semigroup
of contractions e−Aγ t on the space Yγ defined by (1.15), as well as on D(Asγ ), 0 < s  1.
We conclude this section with a standard regularity result for the self-adjoint, analytic semi-
group e−Bt , to be invoked repeatedly in the sequel [14, Proposition 0.1, p. 4]: the map
f →
t∫
0
e−B(t−τ)f (τ ) dτ : continuous;
L2
(
0, T ;L2(Ω)
)→ L2(0, T ;D(B))∩C([0, T ];D(B 12 )); (1.19)
Lp
(
0, T ;L2(Ω)
)→ Lp(0, T ;D(B)) for all 1 <p < ∞; (1.20)
L∞
(
0, T ;L2(Ω)
)→ C([0, T ];D(B1−)) for all 0 <   1
2
. (1.21)
In (1.19), the case p = 2 is shown by Laplace transform [12, Appendix]; the case 1 <p < ∞
in (1.20) is much harder [6]; see also [9, p. 112]. Finally, (1.21) follows by convolution of an
L1-function B1−e−Bt with an L∞-function f [25, pp. 26, 29].
Remark 1.3. The interior and boundary regularity results of Theorem 1.2 for system (1.1a–d)
allow one to introduce and study corresponding optimal control problems with quadratic cost
functional over a finite or even infinite time horizon. This analysis includes the related differen-
tial (integral) or algebraic Riccati equations that arise in the pointwise feedback synthesis of the
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vol. 2]. Moreover, corresponding min–max game theory problems could also be studied for sys-
tem (1.1a–d), this time by presumably falling into the abstract treatments of [21,22]. As a matter
of fact, inclusion of the infinite time horizon case in these analyses is possible in light of the crit-
ical property that the free dynamic (thermoelastic) semigroup e−Aγ t in Proposition 1.3 is, in fact,
exponentially stable in the uniform operator norm of L(Yγ ) [2,3], [16, Chapter 3, Appendix 3J,
p. 402], [17, Corollary 1.1.3, p. 19; see also p. 30]. (The first two references establish expo-
nential stability uniformly in the parameter 0  γ  γ0 < ∞, including the case γ = 0 where
then the semigroup is analytic (under all canonical boundary conditions [16, vol. 1, Chapter 3,
Appendices 2E through 3I]).)
2. Proof of Theorem 1.2: Preliminaries
Henceforth, we shall focus on the case n = 2 only. Thus, when invoking results from [29], we
shall confine only to the case n = 2.
2.1. The auxiliary ψ - and h-problems
First, as in [29], following [5], we introduce the uncoupled Kirchhoff problem corresponding
to (1.1) with zero I.C.:
ψtt − γψtt +2ψ = δu in (0, T ] ×Ω ≡ Q;
ψ(0, · ) = 0, ψt (0, · ) = 0 in Ω;
ψ |Σ ≡ 0; ∂ψ
∂ν
∣∣∣∣
Σ
≡ 0 in (0, T ] × Γ ≡ Σ.
(2.1a)
(2.1b)
(2.1c)
Regarding the sharp (optimal) regularity of problem (2.1), we then invoke [26, Theorem 3.1,
p. 410] and obtain that: for n = dimΩ = 2, and for u ∈ L2(0, T ) as in (1.8), then, continuously:
ψ ∈ C([0, T ];D(A 58 )≡ H 52 (Ω)∩H 20 (Ω)); (2.2a)
ψt ∈ C
([0, T ];D(A 38 )≡ H 3200(Ω))⊂ C([0, T ];D(B 34 )= H 320 (Ω)); (2.2b)
Bψtt ∈ L2
(
0, T ; [D(A 38 )]′). (2.2c)
Next, with ψt provided by problem (2.1), and hence satisfying (2.2b) (n = 2), continuously
in u ∈ L2(0, T ), we next consider the uncoupled heat problem corresponding to (1.1) with zero
I.C.:
⎧⎪⎨
⎪⎩
ht −h−ψt ≡ 0 in Q;
h(0, · ) = 0 in Ω; or ht = −Bh−Bψt ;
h|Σ ≡ 0 in Σ,
(2.3a)
(2.3b)
(2.3c)
where ψt is rewritten as −Bψt , since ψt |Σ = 0 by (2.1c). Its solution is
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t∫
0
e−B(t−τ)Bψt (τ ) dτ (2.4)
= −
t∫
0
B
1
4 e−B(t−τ)B
3
4 ψt(τ ) dτ ∈ Lp
(
0, T ;D(B 34 )= H 320 (Ω))
∩C([0, T ];D(B 34 −)), n = 2, (2.5a)
ht (t) ∈ Lp
(
0, T ; [D(B 14 )]′ ≡ [H 1200(Ω)]′), (2.5b)
for any  > 0, and for all 1 < p < ∞. The regularity in (2.5a) follows from the general regular-
ity result (1.20) and (1.21) via B 34 ψt = (B 34 A− 38 )A 38 ψt ∈ C([0, T ];L2(Ω)) ⊂ Lp(0, T ;L2(Ω))
(n = 2), see (2.2b) and (1.7b). The case for n = 2 is not using ψt in an optimal way. See Re-
mark 2.1 below. In particular, we shall use below the following specialization for p = 2:
‖h‖
L2(0,T ;D(B
3
4 ))
 CT ‖ψt‖
L2(0,T ;D(A
3
8 ))
 CT0
√
T ‖ψt‖
C([0,T ];D(A 38 )), ∀T  T0. (2.5c)
Remark 2.1. For n = 2, the regularity in (2.5a) appears to be optimal, even though we only
used ψt ∈ C([0, T ];D(B 34 ) ≡ H
3
2
0 (Ω)) rather than the slightly sharper ψt ∈ C([0, T ];D(A
3
8 ) ≡
H
3
2
00(Ω)), given by (2.2b). For n = 2, the desirable regularity h ∈ Lp(0, T ;D(A
3
8 ) ≡ H
3
2
00(Ω))
appears to be false. This subtle difference on the boundary conditions between H
3
2
0 (Ω) and
H
3
2
00(Ω) had the negative impact in the semigroup approach of [29] by forcing the use of (1.16)
for s = 12 − —that is, (1.18)—and a consequent loss of “,” in the regularity of {z, zt , q} below
in (2.10), hence of {w,wt } for n = 2. Instead, if it were true that
h ∈ Lp
(
0, T ;D(A 38 )≡ H 3200(Ω)), 1 <p < ∞, n = 2, (2.5d)
we will be allowed to use (1.16) for s = 12 , in (2.10). But (2.5d) is not true. What is true is the
weaker statement: Fh ∈ Lp(0, T ;H
1
2
00(Ω)), where F is a first-order differential operator with
smooth time-independent coefficients on Ω , which, moreover, is tangential to the boundary Γ
(i.e., without transversal derivatives to Γ , when expressed in local coordinates) [13, pp. 162,
166]. Indeed, (2.5a) yields at once Fh ∈ Lp(0, T ;H 12 (Ω) = H
1
2
0 (Ω)) [20, p. 85 and Theo-
rem 11.1, p. 55]. Moreover, [Fh]Γ = 0 implies that, in an interior collar of the boundary, in the
normal direction, say, x, from the boundary, (Fh) grows linearly in x, while ρ(x) = x is the
distance of the internal collar point to the boundary. Hence,
(Fh)√
ρ
≈ cx√
x
and
∥∥∥∥Fh√ρ
∥∥∥∥
L2(Ω)
< ∞,
so that [20, Theorem 11.7, p. 66] applies and Fh ∈ Lp(0, T ;H
1
2 (Ω)), as claimed.00
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Setting new variables as in [28, Eq. (2.12)], [29, Eq. (2.9)]
z = w −ψ; q = θ − h, (2.6)
we likewise readily find from (1.1), (2.1), (2.3) that {z, q} solves the following thermoelastic
problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ztt − γztt +2z+q = −h in Q;
qt −q −zt = 0 in Q;
z(0, · ) = 0; zt (0, · ) = 0; q(0, · ) = 0 in Ω;
z|Σ ≡ 0; ∂z
∂ν
∣∣∣∣
Σ
≡ 0; q|Σ = 0 in Σ,
(2.7a)
(2.7b)
(2.7c)
(2.7d)
with the term −h = Bh known via problem (2.3). Recall the operator Aγ in (1.14): the abstract
version of problem (2.7) is (with Bγ = (I + γB)):
{
(I + γB)ztt +Az−Bq = Bh;
qt +Bq +Bzt = 0, or
d
dt
⎡
⎣ zzt
q
⎤
⎦= −Aγ
⎡
⎣ zzt
q
⎤
⎦+
⎡
⎢⎣
0
B−1γ Bh
0
⎤
⎥⎦ . (2.8)
The solution {z, zt , q} of problem (2.8) with zero I.C. is
⎡
⎣ z(t)zt (t)
q(t)
⎤
⎦=
t∫
0
e−Aγ (t−τ)
⎡
⎢⎣
0
B−1γ Bh(τ)
0
⎤
⎥⎦dτ, (2.9)
where we seek to show well-posedness and regularity of (2.9). For the case n = 2, [29, Eq. (2.14)]
obtained, with  > 0 arbitrary, and recalling (1.18):
⎡
⎣ z(t)zt (t)
q(t)
⎤
⎦ ∈ C([0, T ];D(A 12 −γ ))
= C
⎛
⎜⎜⎝[0, T ];
⎡
⎢⎢⎣
D(A 58 − 4 ) ≡ H 52 −(Ω)∩H 20 (Ω)
D(A 38 − 4 ) ≡ H
3
2 −
0 (Ω) = D(B
3
4 − 2 )
D(B 12 −) = H 1−20 (Ω)
⎤
⎥⎥⎦
⎞
⎟⎟⎠ , n = 2.
(2.10a)
(2.10b)
(2.10c)
Indeed, (2.10) follows from (2.9), and Proposition 1.3, via the (critical) fact that by (2.5a)
(n = 2), we have a fortiori
B−1γ Bh ∈ Lp
(
0, T ;D(B 34 − 2 )= D(A 38 − 4 )), n = 2, (2.10d)
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⎣ 0B−1γ Bh
0
⎤
⎦ ∈ Lp(0, T ;D(A 12 −γ )), n = 2. (2.11)
Moreover, eAγ t restricts to an s.c. semigroup on D(Asγ ). Then, (2.11) yields (2.10), via Proposi-
tion 1.3.
Remark 2.2. We note that, in the above argument after [29], in the case n = 2, the loss of  > 0
suffered in (2.11) was incurred in order to force B−1γ Bh into the second component space of the
domain of the ‘largest’ fractional power of Aγ , see (1.16). Since D(A 38 ) = H
3
2
00(Ω)  D(B
3
4 ) =
H
3
2
0 (Ω) = H
3
2 (Ω) ∩H 10 (Ω), see (1.5), with a strictly finer topology [20, Theorem 11.7, p. 66],
then the vector [0,B−1γ Bh,0] /∈ D(A
1
2
γ ), see (1.16), or (1.18); while, instead, [0,B−1γ Bh,0] ∈
D(A
1
2 −
γ ), ∀ > 0, see (1.18).
3. Proof of Theorem 1.2: Optimal regularity of the {z,q}-problem
Section 2 amounted to a collection of preliminary results from [29], comprising Step 1 of the
strategy outlined in the Orientation, at the outset of Section 1, as well as the semigroup approach
of Step 2, in the argument spanning from (2.8) to (2.11). From now on, the proof is quite different
from that of [29] (and [28]): the latter led to optimal results for n = 1, n = 3, but incurred in a
loss of  > 0 for n = 2 (Remarks 2.2 and 2.1). Unlike [29] (and [28]), because of the techni-
cal pathologies described in these remarks and in the Orientation, we shall obtain the required
optimal regularity of the {z, q}-problem by using a radically different, technical boundary →
interior approach. The key improvement of the present paper over [29] is the following result,
which removes  > 0 over (2.10) for {z, zt }.
Theorem 3.1. Let n = dimΩ = 2. Then, with reference to the thermoelastic problem (2.7a–d),
the following regularity result holds true continuously in u ∈ L2(0, T ):
[
z(t)
zt (t)
]
∈ C
(
[0, T ];
[
D(A 58 ) ≡ H 52 (Ω)∩H 20 (Ω)
D(A 38 ) ≡ H
3
2
00(Ω)
])
,
(3.1a)
(3.1b)
q(t) ∈ Lp
(
0, T ;D(B 34 ))∩C([0, T ];D(B 34 −)), 1 <p < ∞. (3.1c)
Proof. Step 1. It does not seem possible to obtain the optimal regularity (3.1a–b) for {z, zt } by
boot-strapping on the prior regularity (2.10a–b) of the semigroup approach. Therefore, accord-
ingly, in order to break the coupling of the elastic and thermal equations (2.7a–b), we shall follow
a fixed point approach. This will be given in Sections 4 through 9 below. 
4. The corresponding elastic system and related fixed point strategy
To carry out a fixed point argument on the thermoelastic problem (2.7), we first pick a function
zˆ satisfying the same regularity properties as ψ in (2.2a–b); that is
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⎧⎨
⎩
zˆ ∈ C([0, T ];D(A 58 )≡ H 52 (Ω)∩H 20 (Ω)); zˆ|t=0 = 0; zˆt |t=0 = 0;
zˆt ∈ C
([0, T ];D(A 38 )≡ H 3200(Ω))⊂ C([0, T ];D(B 34 )).
(4.1a)
(4.1b)
For such given function zˆ, we define a parabolic problem in qˆ (counterpart of the h-problem
(2.3a–b–c)): ⎧⎪⎨
⎪⎩
qˆt −qˆ = zˆt in Q;
qˆ(0, · ) = 0 in Ω; or qˆt = −Bqˆ −Bzˆt ;
qˆ|Σ = 0 in Σ.
(4.2a)
(4.2b)
(4.2c)
Thus, qˆ has exactly the same regularity properties as h in (2.4), (2.5):
qˆ(t) = −
t∫
0
e−B(t−τ)Bzˆt (τ ) dτ ∈ Lp
(
0, T ;D(B 34 )≡ H 320 (Ω))
∩C([0, T ];D(B 34 −)); (4.3a)
qˆt (t) ∈ Lp
(
0, T ; [D(B 14 )]′ ≡ [H 1200(Ω)]′), (4.3b)
in particular, with D(B 34 ) = H
3
2
0 (Ω) and D(A
3
8 ) = H
3
2
00(Ω):
‖qˆ‖
L2(0,T ;D(B
3
4 ))
 CT ‖zˆt‖
L2(0,T ;D(A
3
8 ))
 CT0
√
T ‖zˆt‖
C([0,T ];D(A 38 )), ∀T  T0. (4.3c)
Henceforth, we are going to consider the following purely elastic problem:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ztt − γztt +2z+qˆ = −h in Q;
qˆt −qˆ −zˆt = 0 in Ω;
z(0, · ) = 0; zt (0, · ) = 0; qˆ(0, · ) = 0 in Ω;
z|Σ ≡ 0; ∂z
∂ν
∣∣∣∣
Σ
≡ 0; qˆ|Σ ≡ 0 in Σ.
(4.4a)
(4.4b)
(4.4c)
(4.4d)
By introducing, via (2.3) and (4.2), the function
F ≡ −(h+ qˆ) = B(h+ qˆ) ∈ Lp
(
0, T ; [D(B 14 )]′ ≡ [H 1200(Ω)]′) (4.5a)
≡ (ψt + zˆt )− (ht + qˆt ) = −B(ψt + zˆt )− (ht + qˆt ), (4.5b)
we rewrite problem (4.4a–d) as⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ztt − γztt +2z ≡ F in Q;
z(0, · ) = 0; zt (0, · ) = 0 in Ω;
z|Σ ≡ 0; ∂z
∂ν
∣∣∣∣
Σ
≡ 0 in Σ.
(4.6a)
(4.6b)
(4.6c)
Problem (4.6a–c), or problem (4.4a–d) will be subject to the following.
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We start with input u ∈ L2(0, T ), fixed and given, in (2.1a). This determines the corresponding
elastic solution {ψ,ψt } of problem (2.1a–c), with (optimal) regularity given by (2.2a–b); this, in
turn, determines the parabolic solution {h,ht } of problem (2.3a–c), with (optimal) regularity as
in (2.5a–c). Thus, all these data are fixed.
Next, we consider any pair of functions {zˆ, zˆt } ∈ C([0, T ];D(A 58 ) × D(A 38 )), zˆ|t=0 = 0,
zˆt |t=0 = 0 as in (4.1a–b), which then determines the parabolic solution {qˆ, qˆt } of problem
(4.2a–c), with (optimal) regularity given by (4.3a–c). Thus, problem (4.6a–c)—or (4.4a–d)—
ultimately depends through an affine map on the forcing term {zˆ, zˆt }, with fixed forcing term
{h,ht }, ultimately u ∈ L2(0, T ). All this is summarized below:
⎧⎪⎨
⎪⎩
u ∈ L2(0, T ) given and fixed in (2.1a) ⇒ {ψ,ψt } as in (2.2a–b)
⇒ {h,ht } as in (2.5a–c);
{zˆ, zˆt } in the class (4.1a–b) ⇒ {qˆ, qˆt } as in (4.3a–c)
(4.7a)
(4.7b)
⇒ solution {z, zt } of problem (4.6a–c); or (4.4a–d) with affine map
{zˆ, zˆt } → {z, zt }. (4.8)
Accordingly, our strategy is then based on two steps:
(i) Given {zˆ, zˆt } ∈ C([0, T ];D(A 58 )× D(A 38 )), zˆ|t=0 = 0, zˆt |t=0 = 0, and u ∈ L2(0, T ) fixed
once and for all, we shall first establish that the solution {z, zt } of (4.6a–c) satisfies
{z, zt } ∈ C
([0, T ];D(A 58 )× D(A 38 )). (4.9)
(ii) Next, we shall establish that the affine map
{zˆ, zˆt } ∈ C
([0, T ];D(A 58 )× D(A 38 )); zˆ|t=0; zˆt |t=0
⇒ {z, zt } = solution of (4.6) ∈ C
([0, T ];D(A 58 )× D(A 38 )) (4.10)
has a fixed point, by virtue of being contraction initially on a small interval [0, T1], with contrac-
tion constant depending only on the interval length T1. Thus,
{z, zt } ≡ {zˆ, zˆt }, hence {q, qt } = {qˆ, qˆt }, (4.11)
and the fixed point solution of problem (4.4a–d) is the solution of the original problem (2.7a–d),
with required regularity as asserted in Theorem 3.1, Eqs. (3.1a–c).
Henceforth, the symbol {z, zt } will refer to the solution of problem (4.4a–d), or (4.6a–c), for
which we seek a fixed point.
In the sequel, motivated by (4.4), we shall need to consider an elastic problem such as (4.6a–c),
however, under different input (non-homogeneous) terms. Accordingly, we introduce
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ζ(0, · ) = 0; ζt (0, · ) = 0 in Ω;
ζ |Σ ≡ 0; ∂ζ
∂ν
∣∣∣∣
Σ
≡ 0 in Σ.
(4.12a)
(4.12b)
(4.12c)
Recalling the operators Bγ and A from (1.2) and (1.3), we see that the abstract version of
problem (4.12) is
Bγ ζtt +Aζ = f ; or d
dt
[
ζ
ζt
]
= A0,γ
[
ζ
ζt
]
+
[
0
B−1γ f
]
; (4.13)
A0,γ =
[
0 I
−B−1γ A 0
]
: Y0,γ ⊃ D(A0,γ ) → Y0,γ ; (4.14)
Y0,γ = D
(
A
1
2
)× D(B 12γ ); D(A0,γ ) = D(A 34 )× D(A 12 ). (4.15)
Let Eζ (t) be the elastic energy of the ζ -problem in (4.12):
Eζ (t) =
∥∥{ζ(t), ζt (t)}∥∥2
D(A 12 )×D(B
1
2
γ )
.= ∥∥{ζ(t), ζt (t)}∥∥2H 20 (Ω)×H 10 (Ω)
=
∫
Ω
[∣∣ζ(t)∣∣2 + γ ∣∣∇ζt (t)∣∣2 + ∣∣ζt (t)∣∣2]dΩ; (4.16)
∥∥ζ(t)∥∥2
H 20 (Ω)
= ∥∥A 12 ζ(t)∥∥2
L2(Ω)
= (Aζ(t), ζ(t))
L2(Ω)
= (2ζ(t), ζ(t))
L2(Ω)
=
∫
Ω
∣∣ζ(t)∣∣2 dΩ; (4.17)
∥∥B 12γ ζt (t)∥∥2L2(Ω) = ((I + γB)ζt (t), ζt (t))L2(Ω)
= γ
∫
Ω
∣∣∇ζt (t)∣∣2 dΩ +
∫
Ω
∣∣ζt (t)∣∣2 dΩ, (4.18)
where, in (4.17) and (4.18), we have used Green’s second and first theorems, respectively, along
with the B.C. in (4.12c). Next, we collect a first set of interior and boundary regularity results for
problem (4.12).
Theorem 4.1 (Boundary trace, first version). (a) With reference to the ζ -problem (4.12), the
following boundary regularity result holds true:
T∫
0
∫
Γ
|ζ |2 dΣ = O
{ T∫
0
Eζ (t) dt +Eζ (T )
}
+
∣∣∣∣∣
T∫
0
∫
Ω
fm · ∇ζ dQ
∣∣∣∣∣, (4.19)
where m(x) is a C2(Ω)-vector field such that m|Γ = ν = the unit outward normal vector.
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T∫
0
∫
Γ
|z|2 dΣ = O
{ T∫
0
[
Ez(t)+
∥∥∇qˆ(t)∥∥2
L2(Ω)
+ ∥∥∇h(t)∥∥2
L2(Ω)
]
dt +Ez(T )
}
. (4.20)
Proof. (a) This result (4.19) is well known [10,11,14], [15, Appendix, p. 1016], [7,8,18]. It is
obtained by multiplying Eq. (4.12a) by the multiplier m · ∇ζ and integrating by parts, using
(4.12b–c). This leads to a well-known identity (Appendix A.1, Theorem A.1) from which esti-
mate (4.19) follows, as shown there.
(b) Here, according to (4.5a), (4.6a), we take f = F = −(h + qˆ) = B(h + qˆ) in the z-
problem. We then compute by Green’s first theorem:
∫
Ω
(h+ qˆ)m · ∇z dΩ =
∫
Γ
∂(h+ qˆ)
∂ν 


[m · ∇z]Γ dΓ −
∫
Ω
∇(h+ qˆ) · ∇(m · ∇z) dΩ (4.21)
= O
{∫
Ω
[|∇h|2 + |∇qˆ|2 + |z|2]dΩ}, (4.22)
recalling (4.17) in the last step, which uses Schwarz inequality. The boundary term vanishes since
[m · ∇z]Γ = [ν · ∇z]Γ = ∂z∂ν |Γ = 0 by (4.6c). Thus, estimate (4.19) for the ζ -problem (4.12), as
applied to the z-problem (4.6) with F = −(h+ qˆ), yields (4.20) by virtue of (4.22), (4.16) for
ζ = z. 
Remark 4.1. Later on, in Appendix A.2, we shall need a variation of estimate (4.19), obtained
by multiplying Eq. (4.12a) by the multiplier [(T − t)m · ∇ζ ], in order “to kill” the terms at t = T
(i.e., Eζ (T )). This will be expedient for the subsequent treatment in Section 7.
Theorem 4.2 (Interior regularity, first version). (a) With reference to the ζ -problem (4.12), the
following interior regularity result holds true. Let f ∈ L1(0, T ;H−1(Ω)), then continuously:∥∥{ζ, ζt }∥∥C([0,T ];Y0,γ ) + ‖ζtt‖L2(0,T ;L2(Ω))  CT ‖f ‖L2(0,T ;H−1(Ω)); (4.23)
Y0,γ ≡ D
(
A
1
2
)× D(B 12γ )≡ H 20 (Ω)×H 10 (Ω); H−1(Ω) = [D(B 12 )]′, (4.24)
recalling (4.15), (1.4b).
(b) With reference to the z-problem (4.6), (4.5), the regularity result (4.23), with f = B(h+ qˆ),
specializes to
max
0tT
Ez(t)+ ‖ztt‖2L2(0,T ;L2(Ω))
≡ max
0tT
∥∥{z(t), zt (t)}∥∥2H 20 (Ω×H 10 (Ω)) + ‖ztt‖2L2(0,T ;L2(Ω))
 CT
T∫ ∥∥B(h+ qˆ)∥∥2[D(B 12 )]′ dt = CT
T∫ ∥∥B 12 (h+ qˆ)∥∥2
L2(Ω)
dt (4.25)
0 0
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T∫
0
∥∥∇(h+ qˆ)∥∥2
L2(Ω)
dt (4.26)
= O
{ T∫
0
[‖∇h‖2L2(Ω) + ‖∇qˆ‖2L2(Ω)]dt
}
. (4.27)
Proof. (a) This result is well known. The interior estimate on {ζ, ζt } in C([0, T ];H 20 (Ω) ×
H 10 (Ω)) can be readily proved in various ways: (a1) by semigroup methods, using the semi-
group eA0,γ t , with generator A0,γ given by (4.13), (4.14), on the state space Y0,γ in (4.15)
[18, Proposition 4.3, Eq. (4.20)]; (a2) by energy methods; that is, by multiplying Eq. (4.12a)
by ζt and integrating by parts using the auxiliary conditions (4.12b–c).
For purposes of a future variation in Proposition 6.2, we shall sketch the main steps at the end
of the present proof.
In contrast, the validity of the interior regularity of ζtt in L2(0, T ;L2(Ω)) in (4.23) is non-
trivial. It was first shown in [17, (H.4) = (1.2.22) and Section 4.2, pp. 42–44] for f ≡ 0 and
{ζ0, ζ1} ∈ H 20 (Ω) × H 10 (Ω), precisely as a consequence of the boundary trace estimate (4.19).
It was noted in [18, Eq. (4.22)] to continue to hold true with f ∈ L2(0, T ;H−1(Ω)); see also
[7, Eqs. (7.7) and (9.14b)].
Part (b) is a direct application of part (a), as established in steps (4.25)–(4.27), where
∥∥B 12 (h+ qˆ)∥∥2
L2(Ω)
= (B(h+ qˆ), h+ qˆ)
L2(Ω)
= (−(h+ qˆ), h+ qˆ)
L2(Ω)
(4.28)
= −
∫
Γ
∂(h+ qˆ)
∂ν 


(h+ qˆ) dΓ +
∫
Ω
∣∣∇(h+ qˆ)∣∣2 dΩ, (4.29)
since h|Γ = qˆ|Γ = 0 by (2.3c) and (4.2c); or else recalling the norm equivalence between D(B 12 )
and H 10 (Ω) in (1.4b). 
4.2. The energy method with multiplier ζt
We multiply Eq. (4.12a) by ζt , use ζtt ζt = 12 ∂∂t (ζ 2t ) and integrate in time and space
1
2
∫
Ω
T∫
0
∂
∂t
(
ζ 2t
)
dt dΩ − γ
T∫
0
∫
Ω
ζtt ζt dΩ dt +
T∫
0
∫
Ω
2ζ ζt dΩ dt =
∫
Q
f ζt dQ. (4.30)
Integrating by parts in time and space (Green’s first and second theorem), we readily obtain
via (4.12b–c) and by ∇ζtt · ∇ζt = 12 ∂∂t |∇ζt |2, ζζt = 12 ∂∂t (ζ)2:
[
1
2
∫
ζ 2(T ) dΩ
]
+
[
γ
2
∫ ∣∣∇ζt (T )∣∣2 dΩ
]
+
[
1
2
∫ ∣∣ζ(T )∣∣2 dΩ]
Ω Ω Ω
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2
Eζ (T ) =
T∫
0
(f, ζt )L2(Ω) dt, for T arbitrary, (4.31)
from which estimate (4.23) for {ζ, ζt } follows readily in the form max0tT Eζ (t) bounded by
the RHS of (4.23).
Corollary 4.3 (Boundary trace, second version). With reference to the z-problem (4.6), we have
T∫
0
∫
Γ
|z|2 dΣ = O
{ T∫
0
[∥∥∇qˆ(t)∥∥2
L2(Ω)
+ ∥∥∇h(t)∥∥2
L2(Ω)
]
dt
}
. (4.32)
Proof. We substitute estimate (4.27) for Ez( · ) in the RHS of estimate (4.20), thereby obtaining
(4.32). 
5. Slashing in the tangential direction by Λ
1
2
tg . Boundary regularity
Λ
1
2
tgz|Γ ∈ L2(0,T ;H
1
2 (Γ ))
The present section critically exploits the boundary trace estimate (4.32) of Corollary 4.3. Let
Λ
1
2
tg be a pseudo-differential operator of degree 12 in the space variables in Ω , which, moreover,
is tangential on Γ . Applying Λ
1
2
tg to the z-problem (4.6a–c) yields, as Λ
1
2
tg and ∂∂t commute:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
Λ
1
2
tgz
)
t t
− γ(Λ 12tgz)t t +2(Λ 12tgz)= (Λ 12tgF )+ Kz;(
Λ
1
2
tgz
)
t=0 = 0;
(
Λ
1
2
tgz
)
t
∣∣
t=0 = 0;
(
Λ
1
2
tgz
)∣∣
Σ
≡ 0, ∂(Λ
1
2
tgz)
∂ν
∣∣∣∣
Σ
≡ 0.
(5.1a)
(5.1b)
(5.1c)
In (5.1a), Kz denotes the following lower-order commutator:
Kz = γ [Λ 12tg,]ztt − [Λ 12tg,2]z, (5.2)
where [Λ
1
2
tg,] is a pseudo-differential operator of order [ 12 + 2 − 1] = 32 on ztt in Ω ; while
[Λ
1
2
tg,
2] is a pseudo-differential operator of order [ 12 + 4 − 1] = 72 on z in Ω . As to (5.1c), we
have
z|Σ ≡ 0 ⇒
(
Λ
1
2
tgz
)∣∣
Σ
≡ 0, (5.3)
since Λ
1
2
tg is tangential on Γ . Moreover, if ∂∂τ = [Λ1tg]Γ denotes a first-order tangential operator
on Γ , we have [16, vol. 1, Eq. (3C.68), p. 309]
∂ ∂z
∣∣∣∣ =
[
∂ ∂z − (divν) ∂z
]
= ∂ ∂z
∣∣∣∣ , (5.4)∂ν ∂τ Γ ∂τ ∂ν ∂τ Γ ∂τ ∂ν Γ
R. Triggiani / J. Differential Equations 245 (2008) 3764–3805 3781since z|Γ ≡ 0, hence ∂z∂τ |Γ ≡ 0. (The first identity in (5.4) says that ∂∂ν and ∂∂τ commute either
when z|Γ ≡ 0, or else when the mean curvature divν ≡ 0, i.e., Γ is locally flat.) In view of (5.4),
we also have, therefore,
∂z
∂ν
∣∣∣∣
Σ
≡ 0 ⇒ ∂
∂ν
(
Λ
1
2
tgz
)∣∣∣∣
Σ
≡ 0, (5.5)
and thus (5.1c) is justified. Next, recalling F in (4.5a), we consider the following problem:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
χtt − γχtt +2χ = Λ
1
2
tgF ;
χ |t=0 = 0; χt |t=0 = 0;
χ |Σ ≡ 0, ∂χ
∂ν
∣∣∣∣
Σ
≡ 0;
(5.6a)
(5.6b)
(5.6c)
Λ
1
2
tgF ≡ −Λ
1
2
tg(h+ qˆ) = −Λ
1
2
tg(h+ qˆ)−
[
Λ
1
2
tg,
]
(h+ qˆ), (5.7)
which is obtained by setting
χ ≡ Λ
1
2
tgz (5.8)
in problem (5.1a–c), and neglecting the .o.t. Kz.
Theorem 5.1. (a) With reference to problem (5.6), (5.7), the following boundary trace regularity
holds true:
T∫
0
∫
Γ
|χ |2 dΣ = OT
{ T∫
0
[‖h‖2
H
3
2
0 (Ω)
+ ‖qˆ‖2
H
3
2
0 (Ω)
]
dt
}
(5.9)
= OT0
{‖ψt‖2
C([0,T ];H
3
2
00 (Ω))
+ T ‖zˆt‖2
C([0,T ];H
3
2
00 (Ω))
} (5.10)
= OT0
{‖u‖2L2(0,T ) + T ‖zˆt‖2
C([0,T ];H
3
2
00 (Ω))
}
, ∀T  T0. (5.11)
(b) With reference to problem (5.1), (5.2), the following boundary trace regularity holds true:
T∫
0
∫
Γ
∣∣Λ 12tg(z)∣∣2 dΣ = ‖z|Γ ‖2
L2(0,T ;H
1
2 (Γ ))
= OT0
{‖u‖2L2(0,T ) + T ‖zˆt‖2
C([0,T ];H
3
2
00 (Ω))
}
, ∀T  T0. (5.12)
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Λ
1
2
tgF given by (5.7). We obtain
T∫
0
∫
Γ
|χ |2 dΣ = O
{ T∫
0
[∥∥∇(Λ 12tgqˆ)∥∥2L2(Ω) + ∥∥∇(Λ 12tgh)∥∥2L2(Ω)]
}
. (5.13)
Then (5.13) yields at once estimate (5.9) since ∇Λ
1
2
tg is of order 32 , while h|Γ = 0, qˆ|Γ = 0 by(2.3c) and (4.2c). Next, to pass from (5.9) to (5.10) first and to (5.11) next, we invoke (1.5) and
the regularity results in (2.5c) for h in terms of ψt ; and in (4.3c) of qˆ in terms of zˆt ; and finally,
the regularity results of (2.2b) for ψt in terms of u. For future use in Sections 8 and 9, we have
chosen to evidence the factor T only in front of the zˆt -term in (5.10), (5.11), not in front of the
ψt -term and the u-term, as it is not important in the latter terms.
(b) Problem (5.6) in χ coincides with problem (5.1), (5.2) in (Λ
1
2
tgz) modulo .o.t. Thus,
(5.9)–(5.11), produces a bound for (Λ
1
2
tgz) = Λ
1
2
tgz+[,Λ
1
2
tg]z with the commutator [,Λ
1
2
tg]
of lower order (2 + 12 − 1) = 32 . 
6. Additional boundary/interior regularity results for systems (4.6) and (4.5)
Orientation. The next step in our analysis will be the slashing in time by the operator D
1
2
t of
fraction 12 -order, as applied to the ζ -elastic system (4.12), ultimately to the z-system (4.6). To
this end, the boundary/interior regularity results of Theorems 4.1 and 4.2—ultimately of Corol-
lary 4.3—are not sufficient. Additional boundary/interior regularity results for problem (4.6) are
needed, which exploit more deeply the precise structure of the forcing term F arising in (4.4).
This will be done in the present section. Moreover, they do not contain terms of the type Ez(T )
or [ ]T0 . This will be critical in the analysis of Section 7. See Remark 7.1 and Remark A.1 in
Appendix A.
The key result of the present section is
Theorem 6.1 (Boundary trace, third version). Let Γ , m(x) ∈ [C(Ω)]2 such that m|Γ = ν as in
Theorem 4.1. With reference to the z-problem (4.6a–b–c) with F given by (4.5), the following
boundary estimate holds true:
T∫
0
∫
Γ
(T − t)|z|2 dΣ = O
{ T∫
0
Ez(t) dt +
T∫
0
∫
Ω
∣∣(ψ + zˆ)− (h+ qˆ)∣∣2 dQ
}
. (6.1a)
Since T is arbitrary, we then obtain
‖z|Γ ‖2L2(0,T ;L2(Γ ))  CT
{ T∫
0
Ez(t) dt +
T∫
0
∫
Ω
∣∣(ψ + zˆ)− (h+ qˆ)∣∣2 dQ
}
. (6.1b)
Proof. The proof is given in Appendix A: It begins with Theorem A.2 and culminates with
Proposition A.3(c), Eq. (A.23), which is precisely Eq. (6.1a). 
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0 Ez(t) dt . However, we shall not invoke estimate (4.27) for max0tT Ez(t), as this uses
the RHS F in the form F = −(h + qˆ) from (4.5a) and provides a bound in terms of ∇h,
∇qˆ ∈ L2(0, T ;L2(Ω)). It turns out that such an upper bound is not good enough for the analysis
of the next section. Hence, for the purposes of the analysis of the next section, we shall need
to estimate
∫ T
0 Ez(t) dt in a radically different way, which uses instead the structure of F as
F = (ψt + zˆt )− (ht + qˆt ) as in (4.5b), and—ultimately—information on ztt . Such an analysis
is given in the rest of this section. It begins with the identity of the next Proposition 6.2 and
culminates with the bound in Theorem 6.4(a), Eq. (6.27) in terms of h, qˆ ∈ L2(0, T ;L2(Ω)),
as well as ψ , zˆ ∈ L2(0, T ;L2(Ω))—a critical improvement over the bound in (4.27) in the
treatment of the next section.
Proposition 6.2. With reference to the energy Ez(t) (see Eq. (4.16)) of the z-problem in (4.6a–c),
(4.5a–b), we have
T∫
0
Ez(t) dt = 2
∫
Ω
T∫
0
Fzt (T − t) dt dΩ. (6.2)
Proof. This is a variation of the argument in (4.30)–(4.31). This time we multiply Eq. (4.6a) by
(T − t)zt and integrate by parts. We obtain, in view of (4.6b–c):
1
2
∫
Ω
T∫
0
∂
∂t
(
z2t
)
(T − t) dt dΩ − γ
T∫
0
∫
Ω
ztt zt (T − t) dΩ +
T∫
0
∫
Ω
2zzt (T − t) dΩ dt
=
∫
Q
F(T − t)zt dQ; (6.3)
1
2
∫
Ω
T∫
0
∂
∂t
(
z2t
)
(T − t) dt dΩ = 1
2
[∫
Ω
z2t



(T − t) dt
]t=T
t=0
+ 1
2
∫
Ω
T∫
0
z2t (t) dQ; (6.4)
−γ
T∫
0
∫
Ω
ztt zt (T − t) dΩ dt = −γ
T∫
0
∫
Γ
∂ztt
∂ν


zt (T − t) dΓ dt + γ
∫
Ω
T∫
0
∇ztt · ∇zt (T − t) dΩ
= γ
2
∫
Ω
T∫
0
∂
∂t
(|∇zt |2)(T − t) dt dΩ
= γ
2
[∫
|∇zt |2



(T − t) dΩ
]t=T
t=0
+ γ
2
∫ T∫
|∇zt |2 dΩ; (6.5)Ω Ω 0
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0
∫
Ω
2zzt (T − t) dΩ dt =
T∫
0
∫
Ω
zzt (T − t) dΩ dt
=
∫
Ω
T∫
0
1
2
∂
∂t
(z)2(T − t) dt dΩ
= 1
2
[∫
Ω
z(t)



(T − t) dΩ
]t=T
t=0
+ 1
2
∫
Ω
T∫
0
(z)2 dt dΩ, (6.6)
via Green’s second theorem, since zzt = 12 ∂∂t (z)2. Using (6.4)–(6.6) in (6.3) yields
then
T∫
0
∫
Ω
[
z2t (t)+ γ
∣∣∇zt (t)∣∣2 + ∣∣z(t)∣∣2]dΩ dt =
T∫
0
Ez(t) dt = 2
∫
Ω
T∫
0
Fzt (T − t) dQ, (6.7)
and Proposition 6.2 is proved. 
We next estimate the RHS of (6.2) = (6.7) by using more specifically the structure of F as
F = d
dt
[(ψ + zˆ) − (h + qˆ)] by (4.5b), and integrating by parts in time. This strategy is in
sharp contrast with the space-estimate in (4.23) and (4.27), which used only the global regularity
F ∈ L2(0, T ;H−1(Ω)), not the precise structure of F .
Proposition 6.3. With reference to the RHS of (6.2), the following estimate holds true:
∣∣∣∣∣
T∫
0
∫
Ω
Fzt (T − t) dΩ dt
∣∣∣∣∣=
∣∣∣∣∣
∫
Ω
T∫
0
d
dt
[
(ψ + zˆ)− (h+ qˆ)]zt (T − t) dt dΩ
∣∣∣∣∣
 
T∫
0
∫
Ω
[|z|2 + z2t ]dQ+ 
T∫
0
‖z|Γ ‖2
H
− 12 (Γ )
(T − t) dt
+C
{ T∫
0
∫
Ω
|h+ qˆ|2 dQ+
T∫
0
∫
Ω
∣∣(ψ + zˆ)∣∣2 dQ
}
. (6.8)
Proof. Step 1. Since ψ |t=0 by (2.1b) and zˆ|t=0 = 0 by (4.1a), we obtain by integration by parts
in t , recalling F = d
dt
[(ψ + zˆ)− (h+ qˆ)] by (4.5b):
∫ T∫
Fzt (T − t) dt dΩ =
∫ T∫ [
(ψt + zˆt )− (ht + qˆt )
]
zt (T − t) dt dΩΩ 0 Ω 0
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[∫
Ω
[
(ψ + zˆ)− (h+ qˆ)]



zt (T − t) dt
]t=T
t=0
−
∫
Ω
T∫
0
[
(ψ + zˆ)− (h+ qˆ)]ztt (T − t) dt dΩ
+
∫
Ω
T∫
0
[
(ψ + zˆ)− (h+ qˆ)]zt dt dΩ = 1 + 2 , (6.9)
where with zt being a .o.t.:
∣∣ 2 ∣∣=
∣∣∣∣∣
T∫
0
∫
Ω
[
(ψ + zˆ)− (h+ qˆ)]zt dQ
∣∣∣∣∣
 C
{ T∫
0
∫
Ω
|h+ qˆ|2 dQ+
T∫
0
∫
Ω
∣∣(ψ + zˆ)∣∣2 dQ
}
+ 
T∫
0
∫
Ω
z2t dQ. (6.10)
Step 2. The challenge is to estimate 1 . We need ztt . To this end, we return to Eq. (4.6a–b–c),
rewritten now abstractly (see (2.8)) as
Bγ ztt +Az = F ; ztt = −B−1γ Az+B−1γ F ; (6.11a)
F = (ψt + zˆt )− (ht + qˆt ). (6.11b)
Let ( , )Ω and (·,·)Γ denote the inner products of the Hilbert spaces L2(Ω) and L2(Γ ), re-
spectively. As required by 1 in (6.9), we then compute via (6.11a)
(
ztt ,(ψ + zˆ)− (h+ qˆ)
)
Ω
= (−B−1γ Az+B−1γ F,−B(ψ + zˆ)− (h+ qˆ))Ω
= (Az,B−1γ B(ψ + zˆ))Ω + (Az,B−1γ (h+ qˆ))Ω (6.12)
− (F,B−1γ B(ψ + zˆ))Ω − (F,B−1γ (h+ qˆ))Ω (6.13a)
= I + II − III − IV . (6.13b)
For the third and fourth terms in (6.13), we use F = B(h + qˆ), thus obtaining since B−1γ B =
1 I −B−1:
γ γ
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=
(
h+ qˆ, 1
γ
B(ψ + zˆ)
)
Ω
+ .o.t. = − 1
γ
(
h+ qˆ,(ψ + zˆ))
Ω
; (6.14)
IV = (F,B−1γ (h+ qˆ))Ω = (B(h+ qˆ),B−1γ (h+ qˆ))Ω = 1γ ‖h+ qˆ‖2Ω + .o.t. (6.15)
Hence, recalling that we are seeking to estimate 1 in (6.9), we obtain from (6.14), (6.15):
−
T∫
0
( III + IV )(T − t) dt = Oγ
{ T∫
0
∫
Ω
|h+ qˆ|2 dQ+
T∫
0
∫
Ω
∣∣(ψ + zˆ)∣∣2 dQ
}
. (6.16)
We next estimate term I :
I = (Az,B−1γ B(ψ + zˆ))Ω = 1γ
(
Az, (ψ + zˆ))
Ω
+ .o.t.
= 1
γ
(
2z, (ψ + zˆ))
Ω
+ .o.t. = 1
γ
(
z,(ψ + zˆ))
Ω
+ .o.t.
+ 1
γ
∫
Γ
∂z
∂ν


(ψ + zˆ)|Γ dΓ − 1
γ
∫
Γ
z


∂
∂ν
(ψ + zˆ)|Γ dΓ, (6.17)
via Green’s second theorem, since ψ |Γ = zˆ|Γ = 0, ∂ψ∂ν = ∂zˆ∂ν = 0 by (2.1c) and (4.1a). Hence,
again, for the purpose of estimating term 1 , we obtain from (6.17),
∣∣∣∣∣
T∫
0
I (T − t) dt
∣∣∣∣∣= 1γ
∣∣∣∣∣
T∫
0
(
z,(ψ + zˆ))
Ω
(T − t) dt
∣∣∣∣∣+ .o.t.
 
T∫
0
∫
Ω
|z|2 dQ+CγT
T∫
0
∫
Ω
∫
Ω
∣∣(ψ + zˆ)∣∣2 dQ. (6.18)
Finally, we estimate term II in (6.13b):
II = (Az,B−1γ (h+ qˆ))Ω = (2z,B−1γ (h+ qˆ))Ω
= (z,B−1γ (h+ qˆ))Ω
+
∫
Γ
∂z
∂ν

[
B−1γ (h+ qˆ)
]
Γ
dΓ −
(
z,
∂
∂ν
B−1γ (h+ qˆ)|Γ
)
Γ
, (6.19)
where the first boundary integral vanishes since B−1γ (h+ qˆ) ∈ D(B) = H 2(Ω ∩H 10 (Ω), and so
B−1γ (h+ qˆ)|Γ = 0, with h+ qˆ ∈ D(B
3
4 ) a.e. Regarding the two terms in (6.19), we consider the
first and obtain
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= 1
γ
(
z, (h+ qˆ))
Ω
+ .o.t., (6.20)
hence, in computing the term 1 in (6.9), we need
∣∣∣∣∣
T∫
0
(
z,B−1γ (h+ qˆ)
)
Ω
(T − t) dt
∣∣∣∣∣= 1γ
T∫
0
(
z, (h+ qˆ))
Ω
(T − t) dt + .o.t.
 
T∫
0
∫
Ω
|z|2 dQ+CγT
T∫
0
∫
Ω
|h+ qˆ|2 dQ. (6.21)
We now consider the second term in (6.19) to be computed in 1 and obtain
∣∣∣∣∣
T∫
0
(
z|Γ ,
∂B−1γ
∂ν
(h+ qˆ)|Γ
)
Γ
(T − t) dt
∣∣∣∣∣

T∫
0
‖z|Γ ‖
H
− 12 (Γ )
√
T − t
∥∥∥∥∂B
−1
γ
∂ν
(h+ qˆ)|Γ
∥∥∥∥
H
1
2 (Γ )
√
T − t dt (6.22)
 
T∫
0
‖z|Γ ‖2
H
− 12 (Γ )
(T − t) dt +CT
T∫
0
∥∥∥∥ ∂∂ν B−1γ (h+ qˆ)|Γ
∥∥∥∥
2
H
1
2 (Γ )
dt. (6.23)
Thus, since ∂
∂ν
B−1γ is a fortiori bounded from L2(Ω) to L2(Γ ), we finally obtain
∣∣∣∣∣
T∫
0
(
z|Γ ,
∂B−1γ
∂ν
(h+ qˆ)|Γ
)
Γ
(T − t) dt
∣∣∣∣∣
 
T∫
0
‖z|Γ ‖2
H
− 12 (Γ )
(T − t) dt + C˜,T
T∫
0
∫
Ω
∣∣(h+ qˆ)∣∣2 dQ. (6.24)
In conclusion, combining (6.21) and (6.24) for the term II in (6.19), we obtain
∣∣∣∣∣
T∫
0
II (T − t) dt
∣∣∣∣∣ 
T∫
0
∫
Ω
|z|2 dQ+ 
T∫
0
‖z|Γ ‖2
H
− 12 (Γ )
(T − t) dt
+C
T∫ ∫ ∣∣(h+ qˆ)∣∣2 dQ. (6.25)0 Ω
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finally obtain, recalling 1 in (6.9):
∣∣ 1 ∣∣=
∣∣∣∣∣
T∫
0
(
ztt ,
[
(ψ + zˆ)− (h+ qˆ)])
Ω
(T − t) dt
∣∣∣∣∣
 2
T∫
0
∫
Ω
|z|2 dQ+ 
T∫
0
‖z|Γ ‖2
H
− 12 (Γ )
(T − t) dt
+C
{ T∫
0
∫
Ω
|h+ qˆ|2 dQ+
T∫
0
∫
Ω
∣∣(ψ + zˆ)∣∣2 dQ
}
. (6.26)
In conclusion: Estimate (6.10) for 2 and estimate (6.26) for 1 , used in (6.9), prove
estimate (6.8), as desired. Proposition 6.3 is proved. 
As a corollary of Propositions 6.2 and 6.3, we obtain:
Theorem 6.4. With reference to the z-problem (4.6), (4.5), the following estimates hold true:
(a) for the energy Ez(t) (see (4.16)):
T∫
0
Ez(t) dt  
T∫
0
‖z|Γ ‖2
H
− 12 (Γ )
(T − t) dt
+C
{ T∫
0
∫
Ω
|h+ qˆ|2 dQ+
T∫
0
∫
Ω
∣∣(ψ + zˆ)∣∣2 dQ
}
; (6.27)
(b) for the boundary trace z|Σ :
T∫
0
∫
Γ
(T − t)|z|2 dΣ = OT ,γ
{ T∫
0
∫
Ω
|h+ qˆ|2 dQ+
T∫
0
∫
Ω
∣∣(ψ + zˆ)∣∣2 dQ
}
; (6.28)
hence
‖z|Γ ‖2L2(0,T ;L2(Γ ))  CT γ
{ T∫
0
∫
Ω
|h+ qˆ|2 dQ+
T∫
0
∫
Ω
∣∣(ψ + zˆ)∣∣2 dQ
}
. (6.29)
Proof. (a) We use estimate (6.8) of Proposition 6.3 on the RHS of identity (6.2) of Proposi-
tion 6.2, exploit the “” in front of the energy term
∫ T
0
∫
Ω
[|z|2 + z2t ]dQ, and readily ob-
tain (6.27).
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exploit the “” in front of the weaker norm ‖z|Γ ‖2
H
− 12 (Γ )
and readily obtain estimate (6.28).
(c) Estimate (6.28) says that (T − t)‖z|Γ ‖2L2(0,T ;L2(Γ )) is bounded for any T > 0. Since T
is arbitrary, then the final estimate (6.29) follows. 
7. Slashing in the time direction by D
1
2
t . Boundary regularity D
1
2
t z|Γ ∈ L2(0,T ;L2(Γ ))
Let D
1
2
t be the fractional derivative operator of order 12 . Thus D
1
2
t commutes with space oper-
ations such as , 2, and ∂
∂ν
. Applying D
1
2
t to the z-problem (4.6a–b–c), (4.5) yields:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
D
1
2
t z
)
t t
− γ(D 12t z)t t +2(D 12t z)= (D 12t F ) in Q;(
D
1
2
t z
)∣∣
t=0 = 0;
(
D
1
2
t z
)
t
∣∣
t=0 = 0 in Ω;
(
D
1
2
t z
)∣∣
Σ
≡ 0; ∂(D
1
2
t z)
∂ν
∣∣∣∣
Σ
≡ 0 in Σ;
(7.1a)
(7.1b)
(7.1c)
D
1
2
t F = −
[
D
1
2
t (h+ qˆ)
]= (D 12t ψ +D 12t zˆ)t − (D 12t h+D 12t qˆ)t . (7.1d)
Theorem 7.1. With reference to problem (4.6a–b–c), the following estimate holds true:
∥∥D 12t z|Γ ∥∥2L2(0,T ;L2(Γ ))
= ‖z|Γ ‖2
H
1
2 (0,T ;L2(Γ ))
= O
{ T∫
0
∫
Ω
∣∣D 12t (h+ qˆ)∣∣2 dQ+
T∫
0
∫
Ω
∣∣(D 12t ψ +D 12t zˆ)∣∣2 dQ
}
(7.2)
 C
{‖u‖2L2(0,T ) + ∥∥{zˆ, zˆt }∥∥2L2(0,T ;D(A 58 )×D(A 38 ))
}
< ∞ (7.3)
 C
{‖u‖2L2(0,T ) + T ∥∥{zˆ, zˆt }∥∥2C([0,T ];D(A 58 )×D(A 38 ))}. (7.4)
Proof of (7.2). Step 1. We apply estimate (6.29) of Theorem 6.4 to the (D
1
2
t z)-problem
(7.1a–b–d). Thus, in estimate (6.29) for the original z-problem (4.6a–b–c), (4.4), we perform
the following substitutions:
z → D
1
2
t z; h → D
1
2
t h; qˆ → D
1
2
t qˆ; ψ → D
1
2
t ψ. (7.5)
This way, we obtain (7.2) from (6.29).
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Terms ψ , zˆ: We recall the regularity (2.2a–b) for n = 2,
ψ ∈ C([0, T ];D(A 58 )), ψt ∈ C([0, T ];D(A 38 )), continuously in u ∈ L2(0, T ) (7.6)
for the elastic problem (2.1a–c). Then, a fortiori by [20, Theorem 2.3, p. 15], we obtain (since
1
2 · 58 + 12 · 38 = 12 ):
D
1
2
t ψ ∈ L2
(
0, T ; [D(A 58 ),D(A 38 )] 1
2
)= L2(0, T ;D(A 12 )= H 20 (Ω)), (7.7)
via (1.4b), and hence
D
1
2
t ψ ∈ L2
(
0, T ;L2(Ω)
)
, continuously in u ∈ L2(0, T ). (7.8)
The same conclusion applies to zˆ which has the same regularity as ψ by its definition (4.1a–b).
Hence,
D
1
2
t zˆ ∈ L2
(
0, T ;L2(Ω)
)
. (7.9)
Thus, (7.7) and (7.8) are combined in
T∫
0
∫
Ω
∣∣(D 12t ψ +D 12t zˆ)∣∣2 dQ C
T∫
0
∣∣u(t)∣∣2 dt +
T∫
0
∥∥{zˆ, zˆt }∥∥2D(A 58 )×D(A 38 ) dt. (7.10)
Terms h, qˆ: A fortiori from (2.5a–b) we have
h ∈ L2
(
0, T ;D(B 34 )); ht ∈ L2(0, T ; [D(B 14 )]′), (7.11)
continuously in ψt ∈ L2(0, T ;D(A 38 )) as in (2.5c), ultimately continuous in u ∈ L2(0, T ) by
(7.6), that is, as bounded maps. Hence, by [20, pp. 15, 24], we obtain via (7.11):
D
1
2
t h ∈ L2
(
0, T ; [D(B 34 ), [D(B 14 )]′] 1
2
)= L2(0, T ;D(B 14 )≡ H 1200(Ω)), (7.12)
continuously in u ∈ L2(0, T ). As to qˆ defined in (4.2), we have by (4.3) the same regularity of h;
that is, in particular,
qˆ ∈ L2
(
0, T ;D(B 34 )); qˆt ∈ L2(0, T ; [D(B 14 )]′), (7.13)
continuously in zˆt ∈ L2(0, T ;D(A 38 )) by (4.1b), (4.3c). Hence, likewise, we obtain
D
1
2
t qˆ ∈ L2
(
0, T ;D(B 14 )= H 12 (Ω)), continuously in zˆt ∈ L2(0, T ;D(A 38 )). (7.14)00
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∣∣∣∣∣
T∫
0
∫
Ω
∣∣D 12t h∣∣2 + ∣∣D 12t qˆ∣∣2 dQ
∣∣∣∣∣ C
{ T∫
0
∣∣u(t)∣∣2 dt +
T∫
0
∥∥zˆt (t)∥∥2D(A 38 ) dt
}
< ∞. (7.15)
In conclusion: estimates (7.10) and (7.15) yield
∣∣∣∣∣
T∫
0
∫
Ω
∣∣(D 12t ψ +D 12t zˆ)∣∣
∣∣∣∣∣
2
dQ+
∣∣∣∣∣
T∫
0
∫
Ω
[∣∣D 12t h∣∣2 + ∣∣D 12t qˆ∣∣2]dQ
∣∣∣∣∣
= O{‖u‖2L2(0,T ) + ∥∥{zˆ, zˆt }∥∥2L2(0,T ;D(A 58 )×D(A 38 ))
}
, (7.16)
which a fortiori proves (7.3). The passage from (7.3) to (7.4) is immediate. 
Remark 7.1. In this section, we have, by stealth, taken key advantage of the results of Ap-
pendix A.2, based on the multiplier [(T − t)m · ∇ζ ], which has the virtue of eliminating the time
endpoint terms at t = T (the time endpoint terms at t = 0 vanish). For otherwise, the presence of
the resulting endpoints involving [D
1
2
t h(T ) + D
1
2
t ψ(T )] in the analysis of this section would
have created additional difficulties in the estimates. It was precisely in order to eliminate the in-
fluence of time endpoints at t = T in the analysis of this section that we have found the need to
use Appendix A.2.
8. Proof that {z, zt } ∈ C([0,T ];D(A 58 ) ×D(A 38 )) for the solution of the elastic problems
(4.6a–b–c)
Regarding the boundary trace z|Σ of problem (4.6a–b–c), we see that combining the space
regularity result (5.12) of Theorem 5.1(b), with the time regularity result (7.4) of Theorem 7.1,
we arrive at the following conclusion.
Theorem 8.1. With reference to the elastic problem (4.6a–b–c), with forcing term F as in (4.5),
the following result holds true:
‖z|Σ‖2
H
1
2 ,
1
2 (Σ)
 CT0
{‖u‖2L2(0,T ) + T ∥∥{zˆ, zˆt }∥∥2C([0,T ];D(A 58 )×D(A 38 ))}, ∀T  T0; (8.1a)
H
1
2 ,
1
2 (Σ) = L2
(
0, T ;H 12 (Γ ))∩H 12 (0, T ;L2(Γ )). (8.1b)
The remaining of our analysis is now based on sharp regularity theory of mixed problems for
second-order hyperbolic equations, after [13]. We return to Eq. (4.6a): ztt − γztt + 2z = F
in Q, set here
y = z = −Bz (by z|Γ = 0 in (4.6c)), (8.2)
and obtain the wave equation problem in y (γ > 0):
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⎪⎩
γytt = y −B−1ytt − F in Q;
y|t=0 = 0; yt |t=0 = 0 in Ω;
y = z|Σ ∈ H 12 , 12 (Σ) in Σ,
(8.3a)
(8.3b)
(8.3c)
with assigned Dirichlet boundary term y|Σ in H 12 , 12 (Σ), where the term B−1ytt is lower order, B−1
being compact on L2(Ω). We then have the desired result:
Theorem 8.2. With reference to problem (8.3) we have:
(a) {y, yt } = {z,zt } ∈ C
([0, T ];H 12 (Ω)×H− 12 (Ω)); (8.4)
(b) hence,
{z, zt } ∈ C
([0, T ];H 52 (Ω)×H 32 (Ω)); (8.5)
(c) indeed,
z ∈ C([0, T ];H 52 (Ω)∩H 20 (Ω) ≡ D(A 58 )); (8.6)
zt ∈ C
([0, T ];H 3200(Ω) = D(A 38 )), (8.7)
continuously in z|Σ ∈ H 12 , 12 (Σ), that is, as bounded maps, hence in the RHS of (8.1a), as
well as continuously on F ∈ L2(0, T ;H−1(Ω)) (this is a conservative estimate), F given
by (4.5);
(d) more precisely, the following estimate, ultimately in terms of the original data: u ∈ L2(0, T )
and {zˆ, zˆt } ∈ C([0, T ];D(A 58 )× D(A 38 )) as in (4.1a–b), holds true:
∥∥{z, zt }∥∥2
C([0,T ];D(A 58 )×D(A 38 ))
 CT
{‖z|Σ‖2
H
1
2 ,
1
2 (Σ)
+ ‖F‖2
L2(0,T ;H−1(Ω))
} (8.8)
 CT0
{‖u‖2L2(0,T ) + T ∥∥{zˆ, zˆt }∥∥2C([0,T ];D(A 58 )×D(A 38 ))}, ∀T  T0  1. (8.9)
Proof. (a) We critically invoke the optimal regularity theory of hyperbolic mixed problems, with
Dirichlet boundary datum, as in [13]. In particular, we need two theorems from this reference.
The first is the following regularity result [13, Theorem 2.3, p. 153]:
⎧⎪⎨
⎪⎩
y|Σ ∈ H 0,0(Σ) ≡ L2(Σ),
{y0, y1} = 0,
F ∈ L2
(
0, T ;H−1(Ω))
⇒ {y, yt } ∈ C
([0, T ];L2(Ω)×H−1(Ω)), (8.10)
continuously. The second is the following regularity result [13, Theorem 2.1, p. 151]:
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⎪⎪⎪⎩
y|Σ ∈ H 1,1(Σ),
{y0, y1} = 0,
with the c.c. y0|Γ = y|Γ |t=0 = z|Γ |t=0 = z0|Γ = 0,
F ∈ L2
(
0, T ;L2(Ω)
)
⇒ {y, yt } ∈ C
([0, T ];H 1(Ω)×L2(Ω)). (8.11)
Our case of interest in (8.3a–b–c) falls in between the two cases in (8.10) and in (8.11). Indeed,
by interpolation [20, Theorem 5.1, p. 27] between (8.10) and (8.11), we obtain, in particular,
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
y|Σ ∈ H 12 , 12 (Σ)
(
as in (8.1)),
{y0, y1} = 0,
y0|Γ = y|Γ |t=0 = z0|Γ = 0,
F ∈ L2
(
0, T ;H−1(Ω)) (as in (4.5a))
⇒ {y, yt } ∈ C
([0, T ];H 12 (Ω)×H− 12 (Ω)), (8.12)
continuously and (8.4) of part (a) is proved.
(b) Then, the regularity (8.5) for {z, zt } follows at once from (8.4).
(c) To obtain (8.6) and (8.7), we complement the interior regularity of {z, zt } in (8.5) with the
clamped B.C. (4.6c) satisfied by z. This gives
⎧⎪⎨
⎪⎩
z ∈ C([0, T ];H 52 (Ω)),
z|Γ = ∂z
∂ν
∣∣∣∣
Γ
= 0 ⇒ z ∈ C
([0, T ];H 52 (Ω)∩H 20 (Ω)); (8.13)
moreover,
⎧⎪⎨
⎪⎩
zt ∈ C
([0, T ];H 32 (Ω)),
zt |Γ = ∂zt
∂ν
∣∣∣∣
Γ
= 0 ⇒ z ∈ C
([0, T ];H 3200(Ω)). (8.14)
Indeed, the first B.C. says that zt ∈ C([0, T ];H
3
2
0 (Ω)); while both B.C. imply that, in an inte-
rior collar of the boundary, in the normal direction x from the boundary, zt grows quadratically
in x, while ρ(x) = x is the distance of the internal collar point from the boundary. Hence, with
∂
∂ν
= − d
dx
:
∥∥∥∥
∂
∂ν
zt√
ρ
∥∥∥∥
2
L2(Ω)
< ∞, while ∂
∂τ
zt
∣∣∣∣
Γ
= 0.
Thus, the second condition for zt to be in H
3
2
00(Ω) [20, Theorem 11.7, Eq. (11.52), p. 66] is
satisfied.
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1
2 )]′, we have for F = B(h+ qˆ)
as in (4.5a):
‖F‖L2(0,T ;H−1(Ω)) =
∥∥B(h+ qˆ)∥∥
L2(0,T ;[D(B
1
2 )]′)
= ∥∥B 12 (h+ qˆ)∥∥
L2(0,T ;L2(Ω)). (8.15)
From (2.4) for h, we estimate for 0 t  T :
∥∥B 12 h(t)∥∥
L2(Ω)
=
∥∥∥∥∥
t∫
0
B
3
4 e−B(t−τ)B
3
4 ψt(τ ) dτ
∥∥∥∥∥
L2(Ω)
(8.16)

t∫
0
∥∥B 34 e−B(t−τ)∥∥L(L2(Ω))∥∥B 34 A− 38 ∥∥L(L2(Ω))∥∥A 38 ψt(τ )∥∥L2(Ω) (8.17)
 C
∥∥A 38 ψt∥∥C([0,T ];L2(Ω))
t∫
0
1
(t − τ) 34
dτ (8.18)
 CT 14 ‖ψt‖
C([0,T ];D(A 38 ))  T
1
4 CT ‖u‖L2(0,T ). (8.19)
To obtain (8.19) from (8.16), we have used analyticity estimates for the semigroup e−Bt
(1.7b), as well as estimate (2.2b) for ψt bounded by u. Here below we are going to let 0 < T  T0,
t ↘ 0. Since the constant CT of continuity (boundedness) in (8.19) satisfies CT  CT0 , ∀T  T0,
we then obtain from (8.19),
∥∥B 12 h∥∥
C([0,T ];L2(Ω))  T
1
4 CT0‖u‖L2(0,T ), ∀T  T0. (8.20)
Then, the estimate on the quantity required in (8.15) is, via (8.20):
∥∥B 12 h∥∥
L2(0,T ;L2(Ω)) 
√
T
∥∥B 12 h∥∥
C([0,T ];L2(Ω)) (8.21)(
by (8.20)) T 12 T 14 CT0‖u‖L2(0,T ), ∀T  T0. (8.22)
The corresponding estimate for B 12 qˆ , via this time (4.3), is the same:
∥∥B 12 qˆ(t)∥∥
L2(Ω)
=
∥∥∥∥∥
t∫
0
B
3
4 e−B(t−τ)
(
B
3
4 A−
3
8
)
A
3
8 zˆt (τ ) dτ
∥∥∥∥∥ (8.23)

∥∥B 34 A− 38 ∥∥L(L2(Ω))∥∥A 38 zˆt∥∥C([0,T ];L2(Ω))4T 14 . (8.24)
Again, to obtain (8.24) from (8.22), we have invoked (1.7b), definition (4.1) for {zˆ, zˆt }, and
the analyticity of e−Bt . Hence, by (8.24),
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L2(0,T ;L2(Ω)) 
√
T
∥∥B 12 qˆ∥∥
C([0,T ];L2(Ω)) (8.25)(
by (8.24)) CT 12 T 14 ‖zˆt‖
C([0,T ];D(A 38 )), (8.26)
where C = 4‖B 34 A− 38 ‖L(L2(Ω)) does not depend on T . Combining (8.22) with (8.26) in (8.15)
for F , yields for all 0 < T  T0:
‖F‖2
L2(0,T ;H−1(Ω)) =
∥∥B 12 (h+ qˆ)∥∥2
L2(0,T ;L2(Ω))
 T 32
[
CT0‖u‖2L2(0,T ) +C‖zˆt‖2
C([0,T ];D(A 38 ))
]
, ∀T  T0. (8.27)
Then, (8.27) for F and (8.1a) for z|Σ used in (8.8) yield (8.9), where T 32  T  T0, for
T0  1, say. 
9. Conclusion of fixed point argument
In this section, we conclude the fixed point (contraction mapping) strategy described in Sec-
tion 4, in the paragraph below (4.6c). In Theorem 8.2, part (d), we have accomplished step
(i) = Eq. (4.9) of the strategy in the quantitative form of Eq. (8.9). This, actually, provides ex-
plicit dependence on T , 0 < T  T0  1, T ↘ 0, of the constant expressing the continuity or
boundedness of the required affine map in (4.10): {zˆ, zˆt } → {z, zt } for u ∈ L2(0, T ) fixed. It is
this estimate (8.9) that permits us to show the remaining step (ii) that such a map in (4.10) is, in
fact, a contraction on the space C([0, T ];D(A 58 )× D(A 38 )), for T sufficiently small.
Theorem 9.1. With u ∈ L2(0, T ) fixed once and for all, the affine map in (4.10),
{zˆ, zˆt } in (4.1a–b) ⇒ {z, zt } = solution of (4.6a–d),
is a contraction on the space C([0, T ];D(A 58 )×D(A 38 )), for (all T > 0 sufficiently small, hence
for) any finite T : and hence has a unique fixed point in such a space
{zˆ, zˆt } ≡ {z, zt } ∈ C
([0, T ];D(A 58 )× D(A 38 )), (9.1)
which, in fact, is the solution of the original thermoelastic problem (2.7a–d) with
q ≡ qˆ ∈ Lp
(
0, T ;D(B 34 ))∩C([0, T ];D(B 34 −)), 1 <p < ∞. (9.2)
Thus, Eqs. (3.1a), (3.1b) for {z, zt } and Eq. (3.1c) for q of Theorem 3.1 are proved.
Proof. Let u ∈ L2(0, T ) be given fixed. With reference to (4.7a–b), we have that {ψ,ψt } and
hence {h,ht } are fixed. Let an arbitrary pair {zˆ, zˆt } as in (4.1a–b) be given, generating {qˆ, qˆt }
as in (4.3a–c). Thus, the input F = −(h + qˆ) in (4.5a), (4.6a) produces the solution {z, zt } of
system (4.6) through the linear map L1, where the term L2u is fixed,
{z, zt } = L1(zˆ, zˆt )+ L2u, L2u ∈ C
([0, T ];D(A 58 )× D(A 38 )). (9.3)
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sponding equations in (9.3), we arrive at the relation for their differences given by
{z, zt } = L1{zˆ, zˆt }, (9.4)
where continuity of the map L1 is expressed by inequality (8.9), after taking u ≡ 0 there:
∥∥{z, zt }∥∥
C([0,T ];D(A 58 )×D(A 38 )) =
∥∥L1{zˆ, zˆt }∥∥
C([0,T ];D(A 58 )×D(A 38 )) (9.5)

√
T CT0
∥∥{zˆ, zˆt }∥∥
C([0,T ];D(A 58 )×D(A 38 )), ∀0 < T  T0  1. (9.6)
Thus, for T > 0 sufficiently small, we have that L1 is a contraction in C([0, T ];D(A 58 ) ×
D(A 38 )). Thus, a unique fixed point solution follows first for T sufficiently small and then, af-
ter finitely many steps, for any finite T . Looking back at problem (4.6a–c), that is, (4.4a–d),
versus the original thermoelastic problem (2.7a–d), we see that the fixed point solution thus
obtained is the unique solution of problem (2.7a–d) corresponding to the parabolic solution
h in (2.4) generated, ultimately, by the given fixed input u ∈ L2(0, T ). This way, Eqs. (3.1a)
and (3.1b) are established; and, at the same time, Eq. (3.1c) for q = qˆ , where the regularity
q ∈ C([0, T ];D(B 34 −)) follows via (4.3a). Theorem 9.1 is proved. 
10. Proof of Theorem 1.2
Interior regularity (1.12a–b–c). We proceed as in [29]. We use, from (2.6), w = z + ψ , and
θ = q + h. Then, the regularity of {ψ,ψt } in (2.2a–b) combined with the (same) regularity of
{z, zt } in (3.1a–b) yields the regularity of {w,wt } in (1.12a–b) of Theorem 1.2. Similarly, the
regularity of h in (2.5a) combined with the (same) regularity of q in (3.1c) yields the regularity
of θ in (1.12c) of Theorem 1.2.
Boundary regularity (1.12d). Next, we prove the boundary regularity w|Σ ∈ L2(Σ)
in (1.12d), continuously in u ∈ L2(0, T ). First, we notice that this result does not follow from the
(optimal) interior regularity w ∈ C([0, T ];H 52 (Ω)) in (1.12a), hence w ∈ C([0, T ];H 12 (Ω)),
so that trace theory is not applicable to produce the trace result (1.12d).
Accordingly, we proceed by invoking, instead, the sharp boundary regularity results of Ap-
pendix A. At the outset, we already know, as a consequence of the fixed point argument of
Section 9, that with qˆ ≡ q , zˆ ≡ z in system (4.4a–d), the solution z of the thermoelastic prob-
lem (2.7a–d) satisfies z|Σ ∈ L2(Σ) continuously in u ∈ L2(0, T ): this is explicitly stated in
estimate (6.29) with qˆ ≡ q , zˆ ≡ z:
‖z|Γ ‖2L2(0,T ;L2(Γ ))  CT γ
{ T∫
0
∫
Ω
|h+ q|2 dQ+
T∫
0
∫
Ω
∣∣(ψ + z)∣∣2 dQ
}
(10.1)
 C˜T γ ‖u‖2 . (10.2)L2(0,T )
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satisfying (3.1b) of Theorem 3.1. Thus, according to w = z + ψ from (2.6), it remains to show
that
‖ψ |Γ ‖2L2(0,T ;L2(Γ ))  CT ‖u‖2L2(0,T ) (10.3)
(a result that, likewise, does not follow from the interior regularity of ψ in (2.2a)). To this end, we
observe that the ψ -problem in (2.1a–c) coincides with the ζ -problem in (4.12a–c) for f ≡ δu(t).
We then invoke (Eq. (A.3) of Appendix A, or even better) Eq. (A.6) of Appendix A:
∫
Σ
|ψ |2(T − t) dΣ = O
{ T∫
0
Eψ(t) dt
}
+ 2
∣∣∣∣∣
T∫
0
(T − t)u(t)
∫
Ω
δm · ∇ψ dΩ dt
∣∣∣∣∣. (10.4)
As to the first term on the RHS of (10.4), we recall the interior regularity of {ψ,ψt } in (2.2a–b)
and a fortiori obtain via (4.16):
T∫
0
Eψ(t) dt  cT ‖u‖2L2(0,T ). (10.5)
Moreover, continuously in u ∈ L2(0, T ), we have that (2.2a) yields ψ ∈ C([0, T ];H 52 (Ω)),
hence ∇ψ ∈ C([0, T ]; [H 32 (Ω)]2), and m · ∇ψ ∈ C([0, T ];H 32 (Ω)) for m(x) smooth in Ω .
Hence, for dim Ω = n = 2, whereby δ ∈ [H 1+(Ω)]′,  > 0, we have a fortiori that the embed-
ding H 32 (Ω) ↪→ C(Ω) is continuous, and then
∥∥m( · ) · ∇ψ( · , t)∥∥
C(Ω)
= max
x∈Ω
∣∣m(x) · ∇ψ(x, t)∣∣
 C
∥∥m · ∇ψ( · , t)∥∥
H
3
2 (Ω)
, 0 t  T , (10.6)
so that
∣∣∣∣
∫
Ω
δm · ∇ψ dΩ
∣∣∣∣= ∣∣m(0) · ∇ψ(0, t)∣∣= max0tT
∣∣m(0) · ∇ψ(0, t)∣∣
 C‖m · ∇ψ‖
C([0,T ];H 32 (Ω))  C‖u‖L2(0,T ), (10.7)
as noted above. Then, (10.5) and (10.7), used in (10.4), say that ψ |Γ (T − t) is in L2(0, T ;
L2(Γ )), for T arbitrary, and then (10.3) follows. Thus, (10.2) and (10.3) yield (1.12d), as desired.
Theorem 1.2 is fully established.
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A.1. A classical integral identity
We begin by justifying the trace result (4.19) for the ζ -problem (4.12). The next identity holds
true for any dimension n, though it will be stated for n = 2, as needed in this paper.
Theorem A.1. (See [10,11,14], [15, Appendix, p. 1016], [23].) Let Γ be of class C2, let m(x) ∈
[C2(Ω)]2 be a vector field such that m|Γ = ν = unit outward normal vector.
(a) Let ζ be a smooth solution of Eq. (4.12a) only (no B.C.). Then, the following identity holds
true, where Σ = (0, T ] × Γ and Q = (0, T ] ×Ω :
∫
Σ
ζ
∂2ζ
∂ν2
dΣ − 1
2
∫
Σ
|ζ |2 dΣ + 1
2
∫
Σ
ζ 2t dΣ
−
∫
Σ
(
∂ζ
∂ν
− γ ∂ζtt
∂ν
)
∂ζ
∂ν
dΣ + γ
2
∫
Σ
|∇ζt |2 dΣ
= 2
∫
Q
ζ
( 2∑
i=1
∇mi · ∇ζxi
)
dQ+ 1
2
∫
Q
[
ζ 2t − (ζ)2
]
divmdQ
+
∫
Q
ζ [m1,m2] · ∇ζ dQ− γ
∫
Q
H∇ζt · ∇ζt dQ
+ γ
2
∫
Q
|∇ζt |2 divmdQ−
∫
Q
fm · ∇ζ dQ
+ [(ζt ,m · ∇ζ )L2(Ω)]T0 + γ
[∫
Ω
∇ζt · ∇(m · ∇ζ ) dΩ
]T
0
, (A.1)
where H = { ∂mi
∂xj
}: 2 × 2 matrix.
(b) Let now {ζ, ζt } ∈ C([0, T ];H 20 (Ω) × H 10 (Ω)) be the solution of problem (4.12a–b–c),
with f ∈ L1(0, T ;H−1(Ω)). Then
LHS of (A.1) = 1
2
∫
Σ
|ζ |2 dΣ, (A.2a)
RHS of (A.1) = O
{ T∫
Eζ (t) dt +Eζ (T )
}
+
∣∣∣∣
∫
fm · ∇ζ dQ
∣∣∣∣, (A.2b)0 Q
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∫
Σ
|ζ |2 dΣ = O
{ T∫
0
Eζ (t) dt +Eζ (T )
}
+
∣∣∣∣
∫
Q
fm · ∇ζ dQ
∣∣∣∣. (A.3)
Proof. [10,11,14], [15, p. 1016], [23]. (a) One multiplies Eq. (4.12a) by m · ∇ζ and integrates
by parts.
(b) When ζ satisfies the clamped B.C. (4.12c), then
on Γ : ζ = ∂
2ζ
∂ν2
+

∂
2ζ
∂τ 2
+


(∂ζ
∂ν
)
divν = ∂
2ζ
∂ν2
, (A.4)
[16, vol. 1, Eq. (3C.39), p. 305], where ∂
∂τ
= tangential derivative. Also on Γ : |∇ζ | = | ∂ζ
∂ν
| = 0,
since ζ |Γ = 0. Thus, the LHS of (A.1) reduces to (A.2a).
For the RHS of (A.1), one recalls ‖ζ‖2
H 20 (Ω)
= ‖ζ‖2L2(Ω) by (4.17) because of the
clamped B.C. Thus, the RHS of (A.1) leads to (A.2b) via the energy (4.16), and then (A.3)
follows.
Then (A.3) yields estimate (4.19) of Theorem 4.1. 
A.2. A new integral identity
Here we shall present a new integral identity which has the advantage over the one of The-
orem A.1 of eliminating the time endpoint terms [ ]T0 . For reasons explained in Remark 7.1,
elimination of the terms at t = T turns out to be very handy, perhaps critical, in the arguments of
Section 7.
Theorem A.2. Let Γ , m(x) ∈ [C2(Ω)]2, H = { ∂mi
∂xj
}: 2× 2 matrix, be as in Theorem A.1, so that
m|Γ = ν.
(a) Let ζ be a smooth solution of Eq. (4.12a) only (no B.C.). Then, the following identity holds
true: ∫
Σ
ζ
∂2ζ
∂ν2
(T − t) dΣ − 1
2
∫
Σ
|ζ |2(T − t) dΣ + 1
2
∫
Σ
ζ 2t (T − t) dΣ
−
∫
Σ
∂ζ
∂ν
∂ζ
∂ν
(T − t) dΣ + γ
2
∫
Σ
|∇ζt |2(T − t) dΣ
+ γ
∫
Σ
∂ζt
∂ν
∂ζ
∂ν
dΣ − γ
∫
Σ
(
∂ζt
∂ν
)2
(T − t) dΣ
= 2
∫
Q
ζ
( 2∑
i=1
∇mi · ∇ζxi
)
(T − t) dQ
+ 1
2
∫ [
ζ 2t − (ζ)2
]
divm(T − t) dQ+ γ
∫
∇ζt · ∇(m · ∇ζ ) dQQ Q
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∫
Q
ζ [m1,m2] · ∇ζ(T − t) dQ− γ
∫
Q
H∇ζt · ∇ζt (T − t) dQ
+ γ
2
∫
Q
|∇ζt |2 divm(T − t) dQ+
∫
Q
ζtm · ∇ζ dQ−
∫
Q
fm · ∇ζ(T − t) dQ. (A.5)
(b) Let now {ζ, ζt } ∈ C([0, T ];H 20 (Ω) × H 10 (Ω)) be the solution of problem (4.12a–b–c),
with
∫
Q
fm · ∇ζ(T − t) dQ being finite. Then
∫
Σ
|ζ |2(T − t) dΣ = O
{ T∫
0
Eζ (t) dt
}
+ 2
∣∣∣∣
∫
Q
fm · ∇ζ(T − t) dQ
∣∣∣∣. (A.6)
Proof. This time we multiply Eq. (4.12a) by [(T − t)m · ∇ζ ] and integrate by parts. In this new
situation, we provide the relevant steps.
Step 1. (Time integration) We obtain the following identities (by integration by parts in t , use
of (4.12b) and by Green’s and divergence theorems; see details below):
(i)
∫
Q
ζtt (T − t)m · ∇ζ dQ =
∫
Q
ζtm · ∇ζ dQ+ 12
∫
Q
(T − t)ζ 2t divmdQ
− 1
2
∫
Σ
(T − t)ζ 2t m · ν dΣ; (A.7)
(ii)
−γ
∫
Q
ζtt (T − t)m · ∇ζ dQ
= γ
∫
Q
∇ζt · ∇(m · ∇ζ ) dQ
− γ
∫
Q
(T − t)H∇ζt · ∇ζt dQ+ γ2
∫
Q
(T − t)|∇ζt |2 divmdQ
− γ
∫
Σ
∂ζt
∂ν
m · ∇ζ dΣ + γ
∫
Σ
(T − t) ∂ζt
∂ν
m · ∇ζt dΣ
− γ
2
∫
Σ
(T − t)|∇ζt |2m · ν dΣ. (A.8)
(iii) Hence, adding (A.7) and (A.8), since m · ν = ν · ν = 1 on Γ :
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∫
q
(ζtt − γζtt )(T − t)m · ∇ζ dQ
=
∫
Q
ζtm · ∇ζ dQ+ 12
∫
Q
(T − t)ζ 2t divmdQ+ γ
∫
Q
∇ζt · ∇(m · ∇ζ ) dQ
− γ
∫
Q
(T − t)H∇ζt · ∇ζt dQ+ γ2
∫
Q
(T − t)|∇ζt |2 divmdQ
− 1
2
∫
Σ
(T − t)ζ 2t dΣ − γ
∫
Σ
∂ζt
∂ν
m · ∇ζ dΣ
+ γ
∫
Σ
(T − t) ∂ζt
∂ν
m · ∇ζt dΣ − γ2
∫
Σ
(T − t)|∇ζt |2 dΣ. (A.9)
Details for (i) = (A.7). By (4.12b),
∫
Ω
T∫
0
ζtt (T − t)m · ∇ζ dt dΩ
=
[∫
Ω
ζt (T − t)



m · ∇ζ dΩ
]t=T
t=0
+
∫
Q
ζtm · ∇ζ dQ−
T∫
0
(T − t)
∫
Ω
ζtm · ∇ζt dΩ dt,
(A.10)
where by the divergence formula
∫
Ω
ζtm · ∇ζt dΩ =
∫
Γ
ζt ζtm · ν dΓ −
∫
Ω
ζtζt divmdΩ −
∫
Ω
ζt∇ζt ·mdΩ, (A.11)
or ∫
Ω
ζtm · ∇ζt dΩ = 12
∫
Γ
ζ 2t m · ν dΓ −
1
2
∫
Ω
ζ 2t divmdΩ, (A.12)
and (A.12) used in (A.10) yields (A.7), as desired.
Details for (ii) = (A.8). Again, by (4.12b),
∫
Ω
T∫
0
ζtt (T − t)m · ∇ζ dt dΩ
=
[∫
ζt(T − t)



m · ∇ζ dΩ
]t=T
t=0Ω
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T∫
0
∫
Ω
ζtm · ∇ζ dΩ dt −
T∫
0
(T − t)
∫
Ω
ζtm · ∇ζt dΩ dt (A.13)
=
[∫
Σ
∂ζt
∂ν
m · ∇ζ dΣ −
∫
Q
∇ζt · ∇(m · ∇ζ ) dQ
]
−
[ T∫
0
(T − t)
∫
Γ
∂ζt
∂ν
m · ∇ζt dΓ dt −
T∫
0
(T − t)
∫
Ω
∇ζt · ∇(m · ∇ζt ) dΩ dt
]
, (A.14)
where ∇ζt · ∇(m · ∇ζt ) = H∇ζt · ∇ζt + 12m · ∇(|∇ζt |2) [13, p. 156], so that
∫
Ω
∇ζt · ∇(m · ∇ζt ) dΩ
=
∫
Ω
H∇ζt · ∇ζt dΩ + 12
∫
Ω
m · ∇(|∇ζt |2)dΩ
=
∫
Ω
H∇ζt · ∇ζt dΩ + 12
[∫
Γ
|∇ζt |2m · ν dΓ −
∫
Ω
|ζt |2 divmdΩ
]
. (A.15)
Finally, using (A.15) in (A.14) yields
∫
Q
ζtt (T − t)m · ∇ζ dQ
=
∫
Σ
∂ζt
∂ν
m · ∇ζ dΣ −
∫
Q
∇ζt · ∇(m · ∇ζ ) dQ
−
∫
Σ
∂ζt
∂ν
m · ∇ζt (T − t) dΣ +
∫
Q
H∇ζt · ∇ζt (T − t) dQ
+ 1
2
∫
Σ
|∇ζt |2m · ν(T − t) dΣ − 12
∫
Q
|ζt |2 divm(T − t) dQ, (A.16)
from which (A.8) follows, as desired.
Step 2. (Space integration) On the other hand, [14, Eq. (A.8), p. 695] gives
∫
Q
2ζ(m · ∇ζ )(T − t) dQ
= 1
2
∫
|ζ |2m · ν(T − t) dΣΣ
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∫
Σ
ζ
∂2ζ
∂ν2
(T − t) dΣ +
∫
Σ
∂ζ
∂ν
(m · ∇ζ )(T − t) dΣ
+ 2
∫
Q
ζ
( 2∑
i=1
∇mi · ∇ζxi
)
(T − t) dQ
− 1
2
∫
Q
(ζ)2 divm(T − t) dQ+
∫
Q
ζ [m1,m2] · ∇ζ(T − t) dQ. (A.17)
Combining (A.9) with (A.17) in (4.12a) yields (A.5), as desired, as on Γ we have
m · ν = 1; m · ∇ζ = ∂ζ
∂ν
; m · ∇ζt = ∂ζt
∂ν
.
(b) The same proof as in part (b), Theorem A.1. 
Remark A.1. For purposes of subsequent arguments, Theorem A.2 has two advantages over
Theorem A.1:
(i) There are no time endpoints terms of the type [( , )L2(Ω)]t=Tt=0 in identity (A.5), unlike iden-
tity (A.1). Actually, only the terms at t = T are nonzero, since those at t = 0 vanish by (4.12b).
(ii) The integral term involving the forcing term f in (A.5) contains now the factor (T − t),
unlike the corresponding term in (A.1). Thus, in the subsequent Proposition A.3, computation of
this term
∫
Q
fm ·∇ζ(T − t) dQ by integration by parts in t leads, again, to the elimination of the
terms t = T (while, again, the terms at t = 0 vanish by assumption). This way, the elimination
of terms at t = T will have a (perhaps critical) benefit in the final analysis of Section 7. See
Remark 7.1.
Proposition A.3. Let Γ , m(x) ∈ [C2(Ω)]2, m|Γ = ν, be as in Theorems A.1 and A.2.
(a) In (4.12a), let
f ≡ gt , g ∈ L2(Q); g|t=0 = 0. (A.18)
Then, the following estimate holds true for the last integral term in (A.5):
∣∣∣∣∣
T∫
0
∫
Ω
fm · ∇ζ(T − t) dQ
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
∫
Ω
gtm · ∇ζ(T − t) dQ
∣∣∣∣∣ (A.19)
 
T∫
0
∫
Ω
[|∇ζt |2 + |∇ζ |2]dQ+C,m,T
T∫
0
∫
Ω
|g|2 dQ. (A.20)
(b) Application of estimate (A.20) to the z-problem (4.6), where now (see (4.5a–b))
F = f = gt , g = (ψ + zˆ)− (h+ qˆ), g|t=0 = 0 (A.21)
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gives
∣∣∣∣∣
T∫
0
∫
Ω
Fm · ∇z(T − t) dQ
∣∣∣∣∣ 
T∫
0
∫
Ω
[|∇zt |2 + |∇z|2]dQ
+C,m,T
{ T∫
0
∫
Ω
∣∣(ψ + zˆ)− (h+ qˆ)∣∣2 dQ
}
. (A.22)
(c) Applying then estimate (A.22) to estimate (A.6), this time for the z-problem (4.6), (4.5)
yields
∫
Σ
|z|2(T − t) dΣ = O
{ T∫
0
Ez(t) dt +
T∫
0
∫
Ω
∣∣(ψ + zˆ)− (h+ qˆ)∣∣2 dQ
}
. (A.23)
Proof. (a) Since g|t=0 = 0 by (A.18), we obtain by integration by parts in t :
∫
Ω
T∫
0
gt (T − t)m · ∇ζ dt dΩ =
[∫
Ω
g(T − t)



m · ∇ζ dΩ
]t=T
t=0
+
∫
Q
gm · ∇ζ dQ−
∫
Q
g(T − t)m · ∇ζt dQ, (A.24)
where the term [ ]t=Tt=0 vanishes. Then, (A.24) yields (A.20), as desired.
(b), (c) Estimate (A.22) is an immediate application of estimate (A.20), this time for the z-
problem (4.6) with forcing term given by (A.21). Then (A.22) invoked in (A.6) yields (A.23). 
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