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Abstract
The paper is the first part of a series of papers which deal with realization theory for linear hybrid
systems. Linear hybrid systems are hybrid systems in continuous-time without guards whose continuous
dynamics is determined by linear control systems and whose the discrete dynamics is determined by a
finite state automaton. In Part I of the current series of papers we will formulate necessary and sufficient
conditions for the existence of a linear hybrid system realizing a specified set of input-output maps. We
will also sketch a realization algorithm for computing a linear hybrid system from the input-output data.
In Part II we will present conditions for observability and span-reachability of linear hybrid systems and
we will show that minimality is equivalent to observability and span-reachability; we will also discuss
algorithms for checking observability and span-reachability and for transforming a linear hybrid system
to a minimal one.
The presented work was carried out during the first author’s stay at Centrum voor Wiskunde en Informatica (CWI) in
Amsterdam, The Netherlands
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2I. INTRODUCTION
Realization theory is one of the central topics of system theory. It studies the relationship
between control systems and their input-output behaviours. Realization theory helps to understand
such important system theoretic properties as observability, controllability and minimality. In
addition, realization theory provides the theoretical foundations for systems identification and
filtering. In fact, the well-known subspace identification methods for linear systems are based
on realization theory. There are several reasons for studying realization theory of linear hybrid
systems. First of all, understanding realization theory for linear hybrid systems might help solving
the realization problem for other classes of hybrid systems with linear continuous dynamics,
but with autonomous switching. In turn, the latter subclass of systems has a wide range of
applications. Second, there are applications where linear hybrid systems of the form described
below are used.
This paper develops realization theory for a special class of hybrid systems called linear hybrid
systems. Hybrid systems are systems which exhibit both discrete and continuous behaviour, for
more on the topic see [1] and the references therein. A linear hybrid system is a hybrid system
without guards of the form
H :


d
dt
x(t) = Aq(t)x(t) +Bq(t)u(t), y(t) = Cq(t)x(t)
q(t+) = δ(q(t), γ(t)), x(t+) = Mq(t+),γ(t),q(t)x(t−), and o(t) = λ(q(t))
(1)
Here q(t) ∈ Q is the discrete state at time t, x(t) ∈ Rnq(t) = Xq(t) is the continuous state at
time t, y(t) ∈ Rp is the continuous output at time t, and o(t) ∈ O is the discrete output at time
t. The behaviour of the system at time t is influenced by continuous inputs u(t) ∈ Rm, and
discrete inputs γ(t) ∈ Γ. Further, Q is the finite set of discrete states of H , Xq = Rnq , nq > 0
is the continuous state-space associated with the discrete state q ∈ Q, O is the finite set of
discrete outputs, Γ is the finite set of discrete inputs (events), Rm is the set of continuous input
values, and Rp is the set of continuous output values. The state-space of H is the set of all
pairs (q, x) where q ∈ Q is a discrete state and x ∈ Xq is a continuous state. For two different
discrete states q1, q2 ∈ Q, the dimensions of the corresponding components Xq1 and Xq2 are
allowed to be different. The continuous state x(t) lives in the continuous component Xq(t) which
corresponds to the discrete state q(t). For each discrete state q ∈ Q, the matrices Aq ∈ Rnq×nq ,
Bq ∈ R
nq×m and Cq ∈ Rp×nq define a continuous-time linear system (Aq, Bq, Cq) on Xq = Rnq .
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3The map δ : Q × Γ → Q is called the discrete state-transition map, and the map λ : Q → O
is called the discrete readout map. For each discrete state q ∈ Q and discrete input γ ∈ Γ,
the matrix Mδ(q,γ),γ,q ∈ Rnδ(q,γ)×nq is referred to as reset map. The continuous dynamics of the
linear hybrid system H is determined by the linear systems (Aq, Bq, Cq) and the reset maps. The
discrete dynamics is determined by the finite Moore-automaton A = (Q,Γ, O, δ, λ). Informally,
a Moore-automaton is just a finite-state deterministic automaton equipped with outputs. A formal
definition will be presented in Section VI. Notice that the classical linear systems are a special
subclass of linear hybrid systems.
The evolution of the system (1) takes place according to the classical definition [1]. Assume
that we feed in a Rm-valued input signal u(t) ∈ Rm. We assume that the discrete inputs (events)
are indeed inputs, that is, we can create any discrete input at any time. In other words, linear
hybrid systems have no guards; the discrete state-transition takes place independently of the con-
tinuous state. As long as the value of the discrete state does not change, the continuous state and
the continuous output change according to the linear system determined by (Aq(t), Bq(t), Cq(t)).
The discrete state q(t) changes at time t if a discrete input γ(t) arrives at time t. Then the new
discrete state is determined by the discrete state-transition rule as q(t+) = δ(q(t), γ(t)). The new
continuous state x(t+) ∈ Rnq(t+) is obtained from the current continuous state x(t−) ∈ Rnq(t)
by applying the corresponding reset map, that is, x(t+) = Mq(t+),γ(t),q(t)x(t−) ∈ Rnq(t+) . The
discrete output is obtained from the discrete state by applying the discrete readout map to the
current discrete state, that is, o(t) = λ(q(t)). After that, the continuous state and output evolve
according to the continuous-time linear system (Aq(t+), Bq(t+), Cq(t+)) associated with the new
discrete state q(t+) and the discrete state and the discrete output remain unchanged until the
arrival of the next discrete input. A more formal definition of the semantics of linear hybrid
systems will be presented in Section II.
The current paper is the first part of a series of papers devoted to realization theory of linear
hybrid systems. In Part II of the series we shall address the problem of minimality, observability
and reachability. In Part I (the current paper) we will present necessary and sufficient conditions
for existence of a realization by a linear hybrid system of sets of input-output maps. Notice that
unlike in the classical formulation of the realization problem, in this paper we are looking at
realizability of a set of input-output maps rather than a single input-output map. By looking at
families of input-output maps we hope to provide a first step towards a behavioural approach,
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4[2] for hybrid systems. Obviously, the case of a single input-output map follows from the results
of the paper. The conditions for existence of a realization by a linear hybrid system involve the
requirement that the rank of the generalized infinite Hankel-matrix computed from the input-
output maps is finite. If applied to linear systems, these conditions yield the classical ones. It
will be shown that a minimal linear hybrid system can be constructed from the columns of
the generalized Hankel-matrix. The constructions presented in the paper can be implemented; a
minimal linear hybrid system can be computed either from input-output maps or from an existing
realization. In fact, it is possible to formulate a partial realization theory for linear hybrid systems,
see [3], [4]. However, in this paper we will not present the realization algorithms in full detail.
Instead, we will just sketch the main steps of the algorithm and we will refer to [3], [4] for
details. We plan to devote Part III of the current series of papers to the algorithmic aspects of
realization theory of linear hybrid systems.
The class of hybrid systems studied in this paper is completely different from linear hybrid
automata defined in [5]. The class of hybrid systems studied in this paper bears a certain
resemblance to linear switching systems [6]. However, in [6] the external discrete events are
viewed as disturbances not as inputs and the finite state automaton is non-deterministic. To the
best of our knowledge, the only results on realization theory of hybrid systems are the ones
presented in [3] and the references therein. In [4], [7] some of the results of the current paper
were stated, but most of the proofs were omitted. The results of the current paper were included
into the first author’s PhD thesis [3].
Theory of rational formal power series [8], [9], and classical automata theory [10], [11] are the
main mathematical tools used in the paper. Formal power series were already used for realization
theory of nonlinear systems, see [12], [13], [14] and the references therein.
The outline of the paper is the following. Section II defines linear hybrid systems and presents
the basic notions and notations which will be used in the paper. Section III presents the main
theorems of the paper formally. Section VI presents the necessary background on finite Moore-
automata. Section V contains the necessary results on formal power series. Section IV presents
certain properties of the input-output maps of linear hybrid systems which are needed for the
proof of the main results. Section VII contains the proof of Theorem 1 which gives necessary
and sufficient conditions for existence of a realization. Section VIII discusses the computational
aspects of realization theory.
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5II. PROBLEM FORMULATION
We will start by fixing some notation and terminology. In Subsection II-A. we will present the
definition of a Moore-automaton, and in Subsection II-B we will define linear hybrid systems
and the related concepts.
Notation Denote by N the set of natural numbers including 0. Denote by Nk the set of k
tuples of natural numbers. Let φ : Rk → Rp be a smooth map of k variables and let α =
(α1, α2, . . . , αk) ∈ N
k be a k tuple of natural numbers. We denote by Dαφ the following partial
derivative of φ evaluated at (0, 0, . . . , 0),
Dαφ =
dα1
dtα11
dα2
dtα22
· · ·
dαk
dtαkk
φ(t1, t2, . . . , tk)|t1=t2=···=tk=0.
For each n > 0 and j = 1, . . . , n, denote by ej the jth unit vector of Rn, i.e. ej = (σ1,j , σ2,j, . . . , σn,j)T ,
where σj,j = 1 and σi,j = 0 for i 6= j. Denote by T the time-axis [0,+∞) ⊆ R formed by
all non-negative reals. Denote by PC(T,Rn) the set of piecewise-continuous maps with values
in Rn. Let Σ be a finite set which will be referred to as alphabet. Denote by Σ∗ the set of
finite strings or words of elements of Σ, i.e. an element of Σ∗ is a finite sequence of the form
w = a1a2 · · ·ak, where a1, a2, . . . , ak ∈ Σ, and k ≥ 0; k is the length of w and it is denoted
by |w|. The empty sequence (word) is denoted by , and its length is 0. The concatenation of
two strings v = v1 · · · vk, and w = w1 · · ·wm ∈ Σ∗ is the string vw = v1 · · · vkw1 · · ·wm. The
empty sequence  is a unit element with respect to the concatenation, i.e. w = w = w for all
w ∈ Σ∗. We denote by wk the string w · · ·w︸ ︷︷ ︸
k−times
. The word w0 is just the empty word . By abuse of
notation we will denote any constant function f : T → A by its value. That is, if f(t) = a ∈ A
for all t ∈ T , then f will be denoted by a. For any function f the range of f will be denoted by
Imf , i.e. if f : A→ B, then Imf = {f(a) | a ∈ A}. For any set A we will denote by card(A)
the cardinality of A. For any two sets J and X , an indexed subset of X with the index set J
is simply a map Z : J → X , denoted by Z = {aj ∈ X | j ∈ J}, where aj = Z(j), j ∈ J .
That is, Z is a collection of (not necessarily distinct) elements aj of X indexed by j ∈ J . For
any two sets A,B, denote by ΠA and ΠB the functions which map any pair (a, b) ∈ A × B
to its A-valued (respectively B-valued) component, i.e. ΠA((a, b)) = a and ΠB((a, b)) = b. For
any family of vector spaces Vi, i ∈ I , denote by
⊕
i∈I Vi the direct sum of the vector spaces
Vi, i ∈ I . If T : V →W is a linear map between vector spaces V and W , then for each element
v ∈ V , Tv stands for T (v), i.e. the value of T at v. If S : H → V is another linear map, then
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6the composition T ◦ S : H → W of the maps T and S is denoted by TS, i.e. TSv = T (S(v))
for all v ∈ H .
A. Denition of Moore-automaton
A nite Moore-automaton is a tuple A = (Q,Γ, O, δ, λ) where (1) Q is a finite set, called the
state-space of A, (2) Γ is a finite set, called the input space of A, (3) O is a (not necessarily
finite) set, called the output space of A, (4) δ : Q× Γ → Q is a map, called the state-transition
map of A, (5) λ : Q→ O is a map, called the readout map of A. The elements of the input space
Γ will sometimes be referred to as input symbols. We will denote by card(A) the cardinality
of the state-space Q of A, i.e. card(A) = card(Q). A Moore-automaton can be thought of as
a machine or system, which can be in finitely many states. The machine has an input tape and
an output tape. The machine repeats the following sequence of actions; it reads from the input
tape, changes its internal state and it writes a symbol onto the output tape. If the machine is
in the state q, and it reads the symbol γ ∈ Γ from the input tape, then it changes its state to
δ(q, γ) and writes the output symbol λ(q) on its output tape, and positions itself to read the next
symbol from the input tape.
We can extend the functions δ and λ to act on sequences of input symbols. More precisely,
define the function δ˜ : Q × Γ∗ → Q recursively as follows; let δ˜(q, ) = q, and for each word
w ∈ Γ∗ and input symbol γ ∈ Γ let δ˜(q, wγ) = δ(δ˜(q, w), γ),. Define the map λ˜ : Q×Γ∗ → O by
λ˜(q, w) = λ(δ˜(q, w)) for each input word w ∈ Γ∗ and discrete state q ∈ Q. By abuse of notation
we will denote δ˜ and λ˜ simply by δ and λ respectively. An automaton A = (Q,Γ, O, δ, λ) is
called reachable from Q0 ⊆ Q, if for all q ∈ Q there exists a sequence of input symbols w ∈ Γ∗
and a state q0 ∈ Q0 such that q = δ(q0, w). Two states q1, q2 ∈ Q are called indistinguishable
if for any input sequence w, the output produced by q1 equals the output produced by q2, i.e.
λ(q1, w) = λ(q2, w). The automaton A is called observable or reduced, if there are no two
distinct states q1, q2 ∈ Q, q1 6= q2, such that q1 and q2 are indistinguishable.
Natural candidates for input-outputs maps of a Moore-automaton A are maps of the form
f : Γ∗ → O which map words over Γ to elements in O. Let D = {φj : Γ∗ → O | j ∈ J} be an
indexed set of such functions with some index set J . Consider a map ζ : J → Q. The pair (A, ζ)
will be called an automaton realization. We will say that the automaton realization (A, ζ) is a
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7realization 1 of D if for all j ∈ J the input-output map induced by the state ζ(j) is identical to the
element ψj of D, more precisely, for each sequence of input symbols w ∈ Γ, λ(ζ(j), w) = φj(w).
The automaton A is said to be a realization of D if there exists a ζ : J → Q such that (A, ζ)
is a realization of D. Notice the function ζ is just used to specify those states of A, which
generate an input-output map identical to some element of D. An automaton realization (A, ζ)
of D is called minimal if (A, ζ) has the smallest state-space cardinality among all realizations
of D, i.e. for each automaton realization (A′, ζ ′) of D, card(A) ≤ card(A′). A realization
(A, ζ) is called reachable if A is reachable from the range of ζ , i.e if it is reachable from the set
Imζ = {ζ(j) | j ∈ J}; and (A, ζ) is called observable if A is observable. Let (A, ζ) and (A′, ζ ′)
be two automaton realizations. Assume that A = (Q,Γ, O, δ, λ) and A′ = (Q′ ,Γ, O, δ′, λ′). A
map φ : Q → Q′ is said to be an automaton morphism from (A, ζ) to (A′, ζ ′), denoted
by φ : (A, ζ) → (A′, ζ ′) if φ commutes with the state-transition and readout maps, that is,
φ(δ(q, γ)) = δ
′
(φ(q), γ), ∀q ∈ Q, γ ∈ Γ , λ(q) = λ′(φ(q)), ∀q ∈ Q, φ(ζ(j)) = ζ ′(j), ∀j ∈ J .
The automaton morphism φ is called injective (surjective) if the map φ is injective (surjective).
The automaton morphism φ is called an isomorphism, if it is bijective. Two Moore-automata
realizations are called isomorphic, if there exists an isomorphism between them.
B. Linear Hybrid System
Notation 1 (Linear hybrid systems): A linear hybrid system of the form (1) is denoted by
H = (A,Rm,Rp, (Xq, Aq, Bq, Cq)q∈Q , {Mδ(q,γ),γ,q | q ∈ Q, γ ∈ Γ})
where A = (Q,Γ, O, δ, λ) is the Moore-automaton formed by the discrete-state transition and
discrete readout map of the system H . The automaton A is denoted by AH , and the state space
of H will be denoted by HH =
⋃
q∈Q{q} × Xq.
Below we will describe the dynamics of linear hybrid systems, which follows the classical
definition [1]. Denote the set of timed sequences of discrete inputs by (Γ × T )∗, i.e. a typical
element of (Γ × T )∗ is a finite sequence of the form w = (γ1, t1)(γ2, t2) · · · (γk, tk) where
k ≥ 0, γ1, . . . , γk ∈ Γ, t1, . . . , tk ∈ T . The interpretation of the sequence w is the following.
The event γi took place after the event γi−1 and ti−1 is the elapsed time between the arrival
1Notice that here we define the concept of realization for families of input-output maps rather than for a single input-output
map as it is done in the classical literature, see [11], [10].
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8of γi−1 and the arrival of γi. That is, ti is the difference of the arrival times of γi and γi−1.
Consequently, ti ≥ 0 but we allow ti = 0, that is, we allow γi to arrive instantly after γi−1. If
i = 1, then t1 is simply the time when the first event γ1 arrived. The inputs of the linear hybrid
system H are piecewise-continuous input functions u ∈ PC(T,Rm) and timed sequences of
discrete inputs (events) w = (γ1, t1) · · · (γk, tk) ∈ (Γ× T )∗. For an arbitrary state h0 = (q0, x0)
of H define the continuous state xH(h0, u, w, tk+1) ∈ Xqk reached from h0 with inputs u and
w at time
∑k
j=1 tj + tk+1 recursively on k as follows. For each i = 0, . . . , k, denote by qi
the discrete state qi = δ(q0, γ1γ2 · · ·γi) reachable from the initial discrete state q0 with the
sequence γ1γ2 · · ·γi. Let the map x : T 3 t → xH(h0, u, , t) ∈ Xq0 be the solution of the
differential equation d
dt
x(t) = Aq0x(t) + Bq0u(t) with the initial state x(0) = x0. Let k > 0,
and assume that for v = (γ1, t1)(γ2, t2) · · · (γk−1, tk−1) the continuous state xH(h0, u, v, tk) ∈
Xqk−1 is already defined. Define xH(h0, u, w, tk+1) ∈ Xqk , where qk = δ(qk−1, γk) so that
the map x : [0, tk+1] 3 t 7→ xH(h0, u, w, tk+1) is the solution of the differential equation
d
dt
x(t) = Aqkx(t)+Bqku(t+
∑k
1 tj) with the initial condition x(0) = Mqk,γk,qk−1xH(h0, u, v, tk).
Define the state ξH(h0, u, w, tk+1) reached from h0 under inputs u, w at time
∑k+1
j=1 tj by
ξH(h0, u, w, tk+1) = (δ(q0, γ1 · · ·γk), xH(h0, u, w, tk+1)). In fact, with the notation above, using
the well-known expression for trajectories of linear systems
xH(h0, u, w, tk+1) = e
Aqk tk+1Mqk,γk,qk−1e
Aqk−1 tk · · ·
· · ·Mq1,γ1,q0e
Aq0 t1x0 +
k∑
i=0
eAqk tk+1Mqk,γk,qk−1e
Aqk−1 tk · · ·
· · ·Mqi+1,γi,qi
∫ ti+1
0
eAqi (ti+1−s)Bqiu(s+
i∑
j=1
tj)ds
(2)
Define the output υH(h0, u, w, tk+1) induced by h0 under inputs u, w at time
∑k+1
j=1 tj as
υH(h0, u, w, tk+1) = (λ(q0, w), CqkxH(h0, u, w, tk+1))
Define the input-output map of the system H induced by the state h0 ∈ HH of H as the function
υH(h, .) : PC(T,R
m)× (Γ× T )∗ × T 3 (u, w, t) 7→
υH(h, u, w, t) ∈ O × R
p
(3)
From (3) it follows that the input-output maps of interest are maps of the form f : PC(T,Rm)×
(Γ × T )∗ × T → O × Rp. We will denote the class of all such functions by F (PC(T,Rm) ×
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a set of input-output maps. It means that we will have to look at systems which have not one,
but several initial states. We will use the following formalism to deal with the issue. Let H be a
linear hybrid system of the form (1) and let Φ be a subset of the set of input-output maps. Let
µ : Φ → HH be any map. We will call the pair (H, µ) a realization . The map µ just specifies a
way to associate an initial state to each element of Φ. The statement that (H, µ) is a realization
does not imply that H is realized Φ from the set of initial states Imµ. The set Φ is said to be
realized by a hybrid realization (H, µ) where µ : Φ →HH , if for each input-output map f from
the set Φ, the map f and the input-output map υH(µ(f), .) induced by the initial state µ(f) are
identical, that is
∀f ∈ Φ: υH(µ(f), .) = f
In other words, for each input u ∈ PC(T,Rm), for each timed sequence of discrete inputs
w ∈ (Γ× T )∗ and for each time t ∈ T ,
υH(µ(f), u, w, t) = f(u, w, t)
We will say that H realizes Φ if there exists a map µ : Φ → HH such that (H, µ) realizes
Φ. With slight abuse of terminology, sometimes we will call both H and (H, µ) a realization
of Φ. Thus, H realizes Φ if and only if for each f ∈ Φ there exists a state h ∈ H such that
υH(h, .) = f . We will denote by µD the Q-valued component of µ, and by µC the continuous
valued component of µ, that is, for each f ∈ Φ, µ(f) = (µD(f), µC(f)). The map µ can be
thought of as a map which assigns to each input-output map f an initial state of the system H;
it is just an alternative way to fix a set of initial states.
Notation 2 (Products of System Matrices): The following notational convention will be used
throughout the rest of the paper. Consider a linear hybrid system H of the form (1). Let k ≥ 0
and consider an arbitrary sequence of discrete inputs γ1, . . . , γk ∈ Γ of length k. Consider an
arbitrary sequence of natural numbers α1, α2, . . . , αk+1 ≥ 0 of length k+ 1. Pick discrete states
q0, q1, . . . , qk such that for each i = 1, . . . , k, the state qi is defined recursively by qi = δ(qi−1, γi).
Consider the product of matrices
Aαk+1qk Mqk,γk,qk−1A
αk
qk−1
Mqk−1,γk−1,qk−2 · · ·
· · ·Aα2q1 Mq1,γ1,q0A
α1
q0
(4)
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Following the widespread convention, if αi = 0 for some i, then Aαiqi−1 is interpreted as the
identity matrix. Notice that (4) is uniquely dened by the choice of q0 and γ1, . . . , γk, and
α1, . . . , αk+1. In the rest of the paper, unless stated otherwise, if we use an expression of the
form (4), we will always assume that qi = δ(q0, γ1γ2 · · ·γi) holds. We will also adopt the same
assumption for expressions of the form
CqkA
αk+1
qk
Mqk,γk,qk−1A
αk
qk−1
Mqk−1,γk−1,qk−2 · · ·
· · ·Aα2q1 Mq1,γ1,q0A
α1
q0
(5)
That is, when writing (5), we will automatically assume that qi = δ(q0, γ1γ2 · · ·γi) holds for all
i = 1, . . . , k. Let l = 1, . . . , k + 1 and consider the expression
Aαk+1qk Mqk,γk,qk−1A
αk
qk−1
Mqk−1,γk−1,qk−2 · · ·
· · ·Aαl+1ql Mql,γl,ql−1A
αl
ql−1
Bql−1
(6)
Again, (6) makes sense only if qi = δ(qi−1, γi) for all i = l, . . . , k and hence we will always
assume that qi = δ(ql−1, γl · · ·γi) when we use expression (6). If k = 0 then (4) is understood to
be Aα1q1 and (4) is understood to be Cq1A
α1
q1
. If l = k+1, then (6) is understood to be the matrix
A
αk+1
qk+1 Bqk+1 . When it does not create confusion, we will use Aαk+1qk Mqk,γk,qk−1 · · ·Mq1,γ1,q0Aα0q0
instead of the full expression (4), we will use CqkAαk+1qk Mqk,γk,qk−1 · · ·Mq1,γ1,q0Aα0q0 instead of (5),
and we will use Aαk+1qk Mqk,γk,qk−1 · · ·Mql,γl,ql−1Aαlql−1Bql−1 instead of (6).
In order to illustrate the notions introduced above, we will consider the following example.
Example 1: Consider a linear hybrid system H of the form (1), with the following system parameters. Assume
that the set of discrete event Γ = {a, b} consists of two events a and b. Assume that there are 4 discrete states,
i.e. Q = {q1, q2, q3, q4}. The discrete state transitions are of the form: δ(q1, a) = q1, δ(q2, a) = q1, δ(q1, b) = q2,
δ(q2, b) = q2, δ(q3, a) = q4, δ(q3, b) = q3, δ(q4, b) = q3, δ(q4, a) = q4, and the corresponding discrete outputs are
λ(q1) = o, λ(q2) = o, λ(q3) = d and λ(q4) = g. Denote by In the n× n identity matrix. The linear systems and
the reset maps are of the following form.
Aq1 =


−1 0 0
0 −3 0
0 0 −4

 , Bq1 =


1
0
0

 , Cq1 =
[
1 1 1
]
, Mq1,a,q1 = I3, Mq2,b,q1 =

0 1 0
1 0 0

.
Aq2 =

−2 0
0 −1

 , Bq2 =

0
1

 , Cq2 = [1 1] , Mq2,b,q2 = I2, Mq1,a,q2 =


0 1
1 0
0 0

.
DRAFT
11
Aq3 =


−3 0 0
0 −1 0
0 0 0

 , Bq3 =


0
0
1

 , Cq3 =
[
0 1 0
]
, Mq3,b,q3 = I3, Mq4,a,q3 =

0 0 1
0 0 0

.
Aq4 =

−1 0
0 −0.5

 , Bq4 =

0
0

 , Cq4 = [0 0] , Mq4,a,q4 =

 1 0
0.5 0.5

 , Mq3,b,q4 =


0 0
1 0
0 0

. Consider the
state h1 = (q2,
[
1 0
]T
) and consider the input-output map υH(h1, .) induced by the state h. The analytic
expression for υH(h, .) is rather complex, therefore we will show it only for the following switching scenario;
(a, t1)(b, t2)(b, t3)(a, t4). Then for arbitrary piecewise-continuous input u, the output induced by the state h under
the sequence of discrete inputs (a, t1)(b, t2)(b, t2)(a, t4), t5) is of the form
υH(h, u, (a, t1)(b, t2)(b, t3)(a, t4), t5) = (o, e
−2t5e−3t4e−3t3e−2t2e−3t1 +
∫ t1+t2+···+t5
0
e−t1−···−t5−su(s)ds)
Consider the states h1 = (q2,
[
1 0
]T
) and h2 = (q3,
[
0 0 0
]T
). Define the input-output maps f1 = υH(h1, .)
and f2 = υH(h2, .), and consider the set Φ = {f1, f2}. Define the map µ : Φ → HH by µ(f1) = h1 and
µ(f2) = h2. Then it is immediate from the definition of Φ that (H, µ) is a realization of Φ.
III. MAIN RESULTS
The goal of the section is to present the main results of the paper in a formal way. That is, we
will present necessary and sufficient conditions for existence of a realization by a linear hybrid
system.
In order to formulate the necessary and sufficient conditions mentioned above we will introduce
the notion of hybrid kernel representation. Let Φ be a set of input-output maps, i.e. let Φ ⊆
F (PC(T,Rm) × (Γ × T )∗ × T,O × Rp). For each input-output map f ∈ Φ, denote by fC the
R
p-valued part of the map f ; and denote by fD the O-valued part of the map fD. That is,
f(u, w, t) = (fD(u, w, t), fC(u, w, t)) ∈ O × R
p for all u ∈ PC(T,Rm), w ∈ (Γ × T )∗ and
t ∈ T . Informally, Φ has a hybrid kernel representation if,
(a) For each f ∈ Φ, fD depends only on the discrete inputs.
(b) For each f ∈ Φ, fC continuous and affine in continuous inputs, moreover for constant
continuous inputs, fC is analytic in time.
More formally, the definition goes as follows.
Denition 1 (Hybrid kernel representation): Φ is said to have hybrid kernel representation if
for each input-output map f ∈ Φ
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1) The function fD depends only on Γ∗, i.e. fD can be regarded as a function fD : Γ∗ → O.
That is, for any two timed sequences of discrete inputs w1 = (γ1, t1)(γ2, t2) · · · (γk, tk) and
w2 = (γ1, τ1)(γ2, τ2) · · · (γk, τk) which differ only in the switching times, and for any two
tk+1, τk+1 ∈ T and piecewise-continuous inputs u1, u2; fD(u1, w1, tk+1) = fD(u2, w2, τk+1).
2) For each input-output map f ∈ Φ and for each sequence of discrete inputs v = γ1γ2 · · ·γk,
γ1, . . . , γk ∈ Γ there exist analytic functions Kf,Φv : Rk+1 → Rp and G
f,Φ
v,j : R
j → Rp×m
where j = 1, 2, . . . , k + 1, such that for all t1, . . . , tk+1 ∈ T
fC(u, w, tk+1) = K
f,Φ
v (t1, . . . , tk, tk+1)+
k∑
i=0
∫ ti+1
0
Gf,Φv,k+1−i(ti+1 − s, ti+2, . . . , tk+1)σk+1−iu(s)ds
(7)
where σju(s) = u(s+
∑j−1
i=1 ti) and w = (γ1, t1)(γ2, t2) · · · (γk, tk) ∈ (Γ× T )∗.
A formal theorem relating hybrid kernel representations with conditions (a) and (b) is presented in
[3] Section 7.1, Theorem 30, page 205. The role of the maps Kf,Φv and G
f,Φ
v,j is best understood by
analogy with the theory of linear systems. Consider a map of the form y : PC(T,Rm)×T → Rp
and recall from [15] that a necessary condition for existence of a linear system realization of
y is that there exists analytic functions G : T → Rp×m and K : T → Rp such that y(u, t) =
K(t)+
∫ t
0
G(t− s)u(s)ds. If the linear system (A,B,C) with the initial state x0 is a realization
of y, then G(t) = CeAtB and K(t) = CeAtx0. The requirement that Φ has a hybrid kernel
representation is analogous to requiring that y(u, t) = K(t) +
∫ t
0
G(t − s)u(s)ds with analytic
K and G.
Remark 1: Similarly to linear systems, it is impossible to check computationaly if a set
of input-output maps has a hybrid kernel representation or not. One has to treat it as an
assumption which has to be validated. To this end, the alternative characterization of hybrid
kernel representations presented in [3] might be useful. Notice that the knowledge of the functions
Kf,Φw and G
f,Φ
w,l is not at all needed for constructing a realization of Φ.
Remark 2: Let H be a hybrid system of the form (1) and let µ : Φ →HH be a map assigning
initial states. It is easy to see that (H, µ) is a realization of Φ if and only if Φ has a hybrid
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kernel representation of the form
Kf,Φw (t1, . . . , tk+1) = Cqke
Aqk tk+1Mqk,γk,qk+1 · · ·
· · ·Mq1,γ1,q0e
Aq0 t0µC(f)
Gf,Φw,k+2−l(tl, . . . , tk+1) = Cqke
Aqk tk+1Mqk,γk,qk−1 · · ·
· · · eAql tl+1Mql,γl,ql−1e
Aql−1 tlBql−1
(8)
and fD(w) = λ(µD(f), w) for each w = γ1 · · ·γk, γ1, . . . , γk ∈ Γ. Recall that the maps µD and
µC are defined by µ(f) = (µC(f), µD(f)).
Using the notation above, define for each f ∈ Φ the function the map yf,Φ0 : PC(T,Rm) ×
(Γ× T )∗ × T → Rp as
yf,Φ0 (u, w, tk+1) =
k∑
i=0
∫ ti+1
0
Gf,Φv,k+1−i(ti+1 − s, ti+2, . . . , tk+1)σk+i−1u(s)ds
for each u ∈ PC(T,Rm), w = (γ1, t1) · · · (γk, tk) ∈ (Γ× T )∗, k ≥ 0, tk+1 ∈ T . It follows that
yf,Φ0 (u, w, tk+1) = fC(u, w, tk+1)− fC(0, w, tk+1). The intuition behind the definition of y
f,Φ
0 is
the following. If (H, µ) is a realization of Φ, then yf,Φ0 = ΠRp ◦ υH((µD(f), 0), .), i.e. y
f,Φ
0 can
be thought of as the continuous-valued part of the input-output map induced by a hybrid state
whose continuous-state component is zero.
As the next step, we will define the notion of the Hankel-matrix of a family of input-output
maps admitting a hybrid kernel representation. Consider the following finite set, Γ˜ = Γ ∪ {e},
where e is chosen such that e /∈ Γ, i.e. e is not a discrete input event. Every word w ∈ Γ˜∗ can
be uniquely written as w = eα1γ1eα2γ2 · · ·γkeαk+1 for some γ1, . . . , γk ∈ Γ, α1, . . . , αk+1 ∈ N.
Recall that ek denotes the k letter word ee · · · e︸ ︷︷ ︸
k−times
.
For each input-output maps f ∈ Φ, for each continuous input u ∈ PC(T,Rm), and for each
sequence of discrete inputs w = γ1 · · ·γk ∈ Γ∗, γ1, . . . , γk ∈ Γ define the maps
fC(u, w, .) : T
k+1 3 (t1, . . . , tk+1) 7→ fC(u, (γ1, t1)(γ2, t2) · · · (γk, tk), tk+1)
yf,Φ0 (u, w, .) : T
k+1 3 (t1, . . . , tk+1) 7→ y
f,Φ
0 (u, (γ1, t1)(γ2, t2) · · · (γk, tk), tk+1)
(9)
It is easy to see that if u is constant, then the maps fC(u, w, .) and yf,Φ0 (u, w, .) are analytic.
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For each f ∈ Φ define the maps Zf : Γ˜∗ → Rp and Zf,j : Γ˜∗ → Rp as
Zf(e
α1γ1e
α2 · · ·γke
αk+1) = DαfC(0, w, .) and
Zf,j(e
α1γ1e
α2 · · ·γke
αk+1) = Dαyf,Φ0 (ej, w, .)
(10)
where w = γ1 · · ·γk and α = (α1, . . . , αk+1). Recall that ej is the jth unit vector in Rm and
that we agreed to identify ej with the constant input function T 3 t 7→ ej ∈ Rm, whose value
is the jth unit vector. Similarly, 0 denotes the constant function T 3 t 7→ 0 ∈ Rm. Notice that
the maps Zf,j and Zf can be viewed as sequences of high-order time derivatives of the maps
fC and yf,Φ0 . Notice that Zf,j(v) = 0 for all sequences of discrete inputs v ∈ Γ∗. Notice that
the exact knowledge of the functions Kf,Φw and Gf,Φw,l is not needed in order to construct the
functions Zf , Zf,j. In fact, one can think of Zf as an object containing all the information on
the behaviour of f with the zero continuous input. The functions Zf,j, j = 1, . . . , m contains
all the information on the behaviour of yf,Φ0 (ej, .). The maps Zf,j, Zf can be thought of as
generalizations of Markov parameters for linear systems. In fact, later on we will show that if
(H, µ) is realization of Φ and H is of the form (1), then Zf,j and Zf are of the form
Zf,j(e
α1γ1 · · ·γke
αk+1) =
CqkA
αk+1
qk
Mqk,γk,qk−1 · · ·Mql,γl,ql−1A
αl−1
ql−1
Bql−1ej
Zf(e
α1γ1e
α2 · · ·γke
αk+1) =
CqkA
αk
qk
Mqk,γk ,qk−1 · · ·Mq1,γ1,q0A
α1
q0
µC(f)
(11)
We define the Hankel matrix of Φ, denoted by HΦ, as the following infinite matrix formed by
values of Zf and Zf,j. Consider the index set IΦ = Φ ∪ (Φ× {1, . . . , m}) formed by elements
of Φ and pairs of the form (f, j) where f is an input-output map from Φ and j = 1, . . . , m. The
columns of the matrix HΦ are indexed by pairs (w, l) ∈ Γ˜∗×IΦ whose first component is a word
over Γ˜ and whose second component is an index from the set IΦ. The rows of the matrix HΦ
are indexed by pairs of the form (v, i), where v ∈ Γ˜∗ is a word over Γ˜ and i = 1, . . . , p. That is,
HΦ has an infinite number of columns and rows. The element of HΦ lying on the intersection of
the row indexed by (v, i) and of the column indexed by (w, l) equals the ith row of the column
vector Zl(wv) ∈ Rp if l ∈ Φ or the ith row of the column vector Zf,j(wv) ∈ Rp if l = (f, j),
f ∈ Φ, j = 1, . . . , m, that is,
(HΦ)(v,i),(w,l) = (Zl(wv))i ∈ R (12)
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for all w, v ∈ Γ˜∗, l ∈ IΦ, i = 1, . . . , p. The rank of HΦ (denoted by rank HΦ) is understood to
be the dimension of the vector space spanned by the columns of HΦ. Notice that the classical
Hankel matrix of linear systems is a special case of the Hankel matrix defined above.
Denote by HΦ,O the set of those columns of the matrix HΦ which are indexed by (w, l) where
w ∈ Γ∗ and l = (f, j) for some f ∈ Φ and j ∈ {1, . . . , m}, i.e.
HΦ,O = {(HΦ).(w,l) | w ∈ Γ
∗, l ∈ Φ× {1, . . . , m}} (13)
where (HΦ).(w,l) is the column of HΦ indexed by (w, l). For each sequence of discrete inputs
w ∈ Γ∗ and for each input-output map f ∈ Φ, define the the shift of fD by w as w ◦ fD : Γ∗ 3
v 7→ fD(wv) ∈ O. Denote by WΦD is the set of all maps of the form w ◦ fD, i.e.
WΦD = {w ◦ fD : Γ
∗ → O | w ∈ Γ∗, f ∈ Φ} (14)
Notice that the value of w ◦fD at v is the value of fD for the sequence wv, where v is preceded
by w, hence the use of the word shift. This definition is standard in automata theory [11], [10],
[8].
The intuition behind the definitions above is the following. The Hankel-matrix HΦ contains
all the information on the continuous-valued components of the input-output maps. The set WΦD
contains all the information on the discrete-valued components of the input-output maps. Finally,
HΦ,O contains information on those continuous-valued components, which should be interpreted
as discrete outputs.
Now we are ready to state the main results of the paper.
Theorem 1 (Realization By Linear Hybrid Systems): Φ has a realization by a linear hybrid
system if and only if
(1) Φ has a hybrid kernel representation, and
(2) the rank of the Hankel-matrix HΦ is finite, and the sets HΦ,O and WΦD are finite, i.e.
rank HΦ < +∞, card(WΦD) < +∞ and card(HΦ,O) < +∞.
The proof of the above theorem can be found in Section VII. As we already mentioned, we can
compute a realization of Φ from finite data, see the discussion in Section VIII or [3], [4].
IV. INPUT-OUTPUT MAPS OF LINEAR HYBRID SYSTEMS
The goal of this section is to present some technical results on input-output maps of linear
hybrid systems. These results will play an important role in the proof of the realization theorem.
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Let Φ be a set of input-output maps. Assume that Φ has a hybrid kernel representation and
recall from Section III the definition of the map yf,Φ0 for each f ∈ Φ. Recall that for each
j = 1, . . . , m, ej denotes both the jth unit vector of Rm and the constant map whose value is
the jth unit vector of Rm. Similarly, 0 denotes the constant zero map from T to Rm. Recall
from (9) Section III, the definition of maps fC(u, w, .) and yf,Φ0 (u, w, .).
Lemma 1: If Φ has a hybrid kernel representation, then the functions K f,Φw , G
f,Φ
w,j , f ∈ Φ,
w ∈ Γ∗, j = 1, . . . , |w|+ 1, f ∈ Φ are uniquely defined and their high-order derivatives at 0 are
of the form
DαKf,Φw = D
αfC(0, w, .),
DξGf,Φw,l ej = D
βyf,Φ0 (ej, w, .)
(15)
where β = (0, 0, . . . , 0, ξ1 + 1, ξ2, . . . , ξl) and, α ∈ N|w|+1, ξ ∈ Nl, and l = 1, . . . , |w|+ 1, and
j = 1, . . . , m.
Proof: Formula (15) follows from the formula d
dt
∫ t
0
f(t, τ)dτ = f(t, t) +
∫ t
0
d
dt
f(t, τ)dτ ,
(see [15]), and (7). Assume that both Kf,Φw , G
f,Φ
w,j and K˜f,Φw , G˜
f,Φ
w,j are analytic functions which
satisfy (7). Then by (15) for each α ∈ N|w|+1, the high-order derivatives DαKf,Φw and DαK˜f,Φw
coincide with DαfC(0, w, .) and hence with each other. Similarly, for each l = 1, . . . , |w| + 1,
and ξ ∈ Nl, and j = 1, . . . , m, the jth column of the high-order derivatives DξGf,Φw,l and DξG˜
f,Φ
w,l
are equal to Dβyf,Φ0 (ej, w, .) and hence to each other. Since the functions Kf,Φw , G
f,Φ
w,j , K˜f,Φw
and G˜f,Φw,j are analytic and their high-order derivatives coincide, we get that Kf,Φw = K˜f,Φw and
Gf,Φw,j = G˜
f,Φ
w,j .
Proposition 1: Let H be a linear hybrid system of the form (1) and let µ be a map of the
form µ : Φ → HH . The pair (H, µ) is a realization of Φ if and only if Φ has a hybrid kernel
representation and for each w ∈ Γ∗, f ∈ Φ, j = 1, 2, . . . , m and α ∈ N|w|+1 the following holds
Dαyf,Φ0 (ej, w, .) = D
βGf,Φw,k+2−lej =
CqkA
αk+1
qk
Mqk,γk,qk−1 · · ·Mql,γl,ql−1A
αl−1
ql−1
Bql−1ej
DαfC(0, w, .) = D
αKf,Φw =
CqkA
αk+1
qk
Mqk,γk,qk−1 · · ·Mq1,γ1,q0A
α1
q0
x0
fD(w) = λ(q0, w)
(16)
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where l is the smalles index such that αl > 0, i.e. α1 = . . . = αl−1 = 0 and αl > 0, ej is
the jth unit vector of Rm, β = (αl − 1, . . . , α|w|+1) and w = γ1 · · ·γk, γ1, . . . , γk ∈ Γ, and
µ(f) = (q0, x0).
The proposition above says that Φ is realized by a hybrid system if and only if for each f ∈ Φ,
the discrete valued component fD is realized by the automaton of the hybrid systems, and the
high-order derivatives of the continuous-valued component fC can be expressed as products of
the system matrices.
Proof: [Proposition 1] Recall the statement of Remark 2 and (8). If (H, µ) is a realization
of Φ, then yf,Φ0 = ΠRp ◦υH((µD(f), 0), .). By (15) we get that Dαy
f,Φ
0 (ej, w, .) = D
βGf,Φw,l ej and
Dαf(0, w, .) = DαKf,Φw . If we compute the high-order derivatives, then we see that (8) implies
(16). Assume that (16) holds. Then the high-order derivatives DαKf,Φw and DβG
f,Φ
w,k+2−l equal
the corresponding high-order derivatives of the right-hand sides of the expressions in (8). Notice
that due to their analyticity the high-order derivatives, DαKf,Φw and DβG
f,Φ
w,k+2−lej determine
Kf,Φw and G
f,Φ
w,k+2−l uniquely. Hence, (16) implies (8), which implies that (H, µ) is a realization
of Φ.
V. FORMAL POWER SERIES
The material of this section is based on the classical theory of formal power series, see [13],
[8]. Unlike in the classical case where rationality of a single formal power series is studied, we
will be interested in rationality of a set of formal power series. Therefore, the original framework
[13], [8] has to be extended. This extension is relatively straightforward. Therefore, we will only
formulate the most important results and we will omit the proofs, which can be found in [16],
[3] and are quite similar to the classical ones, see [13], [8].
Let J be an arbitrary set and let Σ be a finite set, which will be referred to as the alphabet.
Recall the notation introduced in Section II. A rational representation with the index set J , or
simply a reprsentation, is a tuple R = (X , {Aσ}σ∈Σ, B, C) such that (1) X is a finite-dimensional
vector space, i.e. dimX < +∞, (2) C : X → Rp is a linear map, (3) for each letter σ ∈ Σ,
Aσ : X → X is a linear map, and (4) B = {Bj ∈ X | j ∈ J} is a set of elements of X
indexed by J . The number dimX is called the dimension of R and it is denoted by dimR. In
the sequel the following short-hand notation will be used: for each word w = σ1σ2 · · ·σk ∈ Σ∗,
σ1, . . . , σk ∈ Σ, k > 0, denote by Aw the linear map obtained by composition of the linear maps
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Aσ1 , Aσ2 , . . . , Aσk , i.e. Aw = AσkAσk−1 · · ·Aσ1 ; and A will be identified with the identity map.
Define the following subspaces of X
WR = Span{AwBj ∈ X | w ∈ Σ
∗, j ∈ J} and
OR =
⋂
w∈Σ∗
kerCAw
(17)
The representation R is called reachable if dimWR = dimR and R is called observable if
OR = {0}. The space OR is analogous to the kernel of the observability matrix of a linear
system, and WR is analogous to the image of the reachability matrix of a linear system. For
a subspace W ⊆ X , the representation R is said to be W -observable if W ∩ OR = {0}.
It is clear that if R is observable, then R is W -observable for any subspace W . Let Ri =
(Xi, {Ai,σ}σ∈Σ, Bi, Ci), i = 1, 2 be two representations with the same index set J , and assume
that Bi = {Bi,j ∈ Xi | j ∈ J}, i = 1, 2. A representation morphism T : R1 → R2 is a linear
map T : X1 → X2 such that (1) for any letter σ ∈ Σ, TA1,σ = A2,σT , (2) for any index j ∈ J ,
TB1,j = B2,j, and (3) C1 = C2T . The morphism T is called surjective, injective, isomorphism
if T is a surjective, injective or isomorphism respectively, if considered as a linear map.
A formal power series S with coefficients in Rp is a map S : Σ∗ → Rp, i.e. it is simply
a function which maps finite words over Σ to vectors in Rp. We denote by Rp  Σ∗  the
set of all formal power series with coefficients in Rp. Notice that the set Rp  Σ∗  can
be regarded a vector space with point-wise addition and multiplication [8]. More precisely, if
S, T ∈ Rp  Σ∗  and α, β ∈ R, then define the linear combination αT + βS ∈ Rp  Σ∗ 
as (αT + βS)(w) = αT (w) + βS(w). Consider the indexed set of formal power series Ψ =
{Sj ∈ R
p  Σ∗ | j ∈ J}. We will often refer to indexed sets of formal power series as
families of formal power series. The family Ψ is called rational if there exists a representation
R = (X , {Aσ}σ∈Σ, B, C) with the index set J , such that for any sequence σ1, . . . , σk ∈ Σ, k ≥ 0,
Sj(σ1σ2 · · ·σk) = CAσkAσk−1 · · ·Aσ1Bj (18)
for each index j ∈ J . If (18) holds, then we will say that R is (rational) representation of Ψ.
A representation Rmin of Ψ is called minimal if for each representation R of Ψ it holds that
dimRmin ≤ dimR. Define the Hankel matrix of HΨ of Ψ as follows. The columns of HΨ are
indexed by pairs (w, j) where j ∈ J is an arbitrary index, and w ∈ Σ∗ is an arbitrary word. The
rows of HΨ are indexed by pairs (v, i) where i = 1, . . . , p and v is an arbitrary word v ∈ Σ∗.
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The element of HΨ indexed by the column index (w, j) and the row index (v, i) is the ith row
of the column vector Sj(wv). That is, if (Sj(wv))i denotes the ith row of Sj(wv) ∈ Rp, then
(HΨ)(v,i),(w,j) = (Sj(wv))i (19)
for all v, w ∈ Σ∗, i = 1, . . . , p and j ∈ J . Let w ∈ Σ∗ be a word over Σ and for any
formal power series S ∈ Rp  Σ∗  define the left shift w ◦ S ∈ Rp  Σ∗  of S by
w as (w ◦ S)(v) = S(wv) for all v ∈ Σ∗. Define the subspace WΨ of Rp  Σ∗  as the
space spanned by all the formal power series of the form w ◦ Sj with j ∈ J and w ∈ Σ∗,
i.e. WΨ = Span{w ◦ Sj ∈ Rp  Σ∗ | j ∈ J, w ∈ Σ∗}. Notice that there is a one-to-one
correspondence between the columns of HΨ indexed by (w, j) and the formal power series
w◦Sj, hence the vector space spanned by the columns of HΨ and the space WΨ are isomorphic.
The dimension of the vector space spanned by the columns of HΨ will be called the rank of
HΨ.
Theorem 2 ([16], [3]): With the notation above the following holds.
• Rationality. Ψ is rational if and only if the Hankel-matrix of Ψ is finite, i.e. dimWΨ =
rank HΨ < +∞.
• Minimality. If Ψ is rational, then there exists a minimal rational representation of Ψ. A
representation Rmin of Ψ is minimal if and only if one of the following equivalent conditions
holds; (i) Rmin is reachable and observable, or (ii) if R is a reachable representation of
Ψ, then there exists a surjective representation morphism T : R → Rmin. In addition all
minimal representations of R are isomorphic.
Remark 3: If Ψ is rational, i.e. rank HΨ < +∞, then we can construct a minimal represen-
tation Rf of Ψ on WΨ, or, which is the same, on the column space of the Hankel matrix HΨ, as
follows; Rf = (WΨ, {Aσ}σ∈Σ, B, C), where for each σ ∈ Σ, Aσ is the linear map corresponding
to the left shift by σ, i.e. for any formal power series T ∈ WΨ, Aσ(T ) = σ ◦ T ; the indexed set
B is indexed by J and it is equal to Ψ, that is, B = {Sj ∈ WΨ | j ∈ J}; and the map C simply
evaluates each formal power series at the empty sequence, that is, for any T , C(T ) = T (). It
can be shown that Rf is minimal.
Notice that the construction of Rf can be carried out on the column space of HΨ, i.e. on
a space spanned by column vectors of innite length. It is possible to replace the column
vectors of infinite length by column vectors of finite length, and thus to obtain a partial
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realization theory. The details can be found in [3], here we confine ourselves to sketching
the main ideas. Let N,L > 0 and consider the nite sub-matrix HΨ,L,N of the Hankel-matrix
HΨ which is formed by the intersection of all the columns indexed by (w, j) and all the rows
indexed by (v, i) such that w, v are words of length at most N and L respectively. That is,
(HΨ,L,N)(v,i),(w,j) = (HΨ)(v,i),(w,j) = (Sj(wv))i. If rank HΨ,N,N = rank HΨ, then we can
compute a minimal representation of Ψ by factorizing the finite sub-matrix HΨ,N+1,N of HΨ.
In particular, if rank HΨ ≤ N , then rank HΨ,N,N = rank HΨ and hence we can compute a
minimal representation of Ψ from the nite matrix HΨ,N,N . In fact, we have a complete partial
realization theory for rational formal power series, similar to that of for linear systems. For more
on computational issues for representations and partial realization theory, see [3], [4].
VI. FINITE MOORE-AUTOMATON
Realization theory of Moore-automata is among the oldest results in automata theory, see [11],
[10]. However, in this paper we are interested in realization of families of input-output maps
rather than single input output maps and this is not covered by the classical theory. In this section
we will only state the results on realization of families of input-output maps by Moore-automata.
The proofs of these results are completely analogous to the proofs of the corresponding classical
results [11], [10] and they can also be found in [3].
Let J be an arbitrary set and let D = {φj : Γ∗ → O | j ∈ J} be an indexed set of input-output
maps. For an arbitrary map φ : Γ∗ → O and for an arbitrary sequence w ∈ Γ∗ define the left
shift of φ by w as the map w ◦ φ : Γ∗ 3 v 7→ φ(wv) ∈ O. The definition above can be found
in the classical literature [11], [10]. Denote by WD the set formed by all the maps of the form
w ◦ φj with j ∈ J , and φj ∈ D, i.e. WD = {w ◦ φj : Γ∗ → O | w ∈ Γ∗, j ∈ J}. Notice that if
we apply the definition of WD to the set D = ΦD = {fD : Γ∗ → O | f ∈ Φ}, then we obtain
the set WΦD already defined in (14).
Theorem 3 (Realization Theory [3], [11], [10]): With the notation above,
• Existence of a Realization. D has a realization by a finite Moore-automaton if and only
if WD is finite, i.e. card(WD) < +∞.
• Minimality. If D has a Moore-automaton realization, then it also has a minimal Moore-
automaton realization. A realization (A, ζ) of D is minimal if and only if one of the
following equivalent conditions holds; (i) (A, ζ) is reachable and observable, or (ii) for
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each reachable realization (A′, ζ ′) of D there exists a surjective automaton morphism T :
(A
′
, ζ
′
) → (A, ζ).
In addition, any two minimal Moore-automaton realizations of D are isomorphic.
Remark 4: If WD is finite, then we can define a minimal realization (Acan, ζcan) of D with
the state-space WD as follows; Acan = (WD,Γ, O, L, T ), ζcan(j) = φj for all j ∈ J , and
L(φ, γ) = γ ◦ φ for all γ ∈ Γ, φ ∈ WD, and T (φ) = φ() for all φ ∈ WD. It can be shown that
(Acan, ζcan) is minimal.
From the construction of (Acan, ζcan) it follows that one can construct a Moore-automaton
realization of D from the finite set WD of input-output maps. However, each such input-
output map contains infinite data points. It turns out that one can construct a Moore-automaton
realization of D from finite data, i.e. one has partial realization theory. We will just sketch the
construction below, the reader is refered to [3] for details. Let M,L > 0 and denote by WD,L,M
the table whose rows are indexed by words v over Γ of length at most L and whose columns
are indexed by pairs (w, j), where w is a word over Γ of length at most M , and j ∈ J . The
entry of WD,L,M indexed by (v, (w, j)) equals to ψj(wv). If card(WD,M,M) = card(WD) then
it is possible to compute a minimal Moore-automaton realization from WD,M+1,M . In particular,
if card(WD) ≤ M , then card(WD,M,M) = card(WD) and hence it is possible to construct a
realization from WD,M+1,M . For more details on algorithms for Moore-automata see [3], [4] and
the references therein.
VII. EXISTENCE OF A LINEAR HYBRID SYSTEM REALIZATION: PROOF OF THEOREM 1
Let Φ be a set of input-output maps. It follows from Proposition 1 that if Φ has a linear hybrid
realization, then Φ has a hybrid kernel representation. Therefore, we can assume that Φ has a
hybrid kernel representation. The rest of the proof relies on the following steps.
Step 1. We will construct a certain family of formal power series ΨΦ and an indexed set of
discrete input-output maps DΦ from Φ. The family ΨΦ will have the property that the Hankel
matrix of Φ equals the Hankel-matrix of ΨΦ, i.e. HΦ = HΨΦ . In addition, in Lemma 2 we will
show that the indexed set DΦ can be realized by a Moore-automaton if and only if the sets HΦ,O
and WΦD are finite.
Step 2. Let (H, µ) be a realization, where H is of the form (1) and µ : Φ → HH is a map
assigning initial states. In Theorem 4 we will show that if (H, µ) is a realization of Φ, then we
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can construct from (H, µ) a representation RH,µ, and a Moore-automaton A¯H , such that RH,µ
is a representation of ΨΦ and (A¯H , µD) is a realization of DΦ. Here, µD denotes the discrete
Q-valued part of µ, that is, for all f ∈ Φ, µ(f) = (µD(f), µC(f)) and µD(f) ∈ Q. That is, if
(H, µ) is a realization of Φ, then ΨΦ is rational and DΦ has a realization by a Moore-automaton.
We will call RH,µ the representation associated with the linear hybrid system realization (H, µ).
We will call (A¯H , µD) the Moore-automaton realization associated with the realization (H, µ)
Step 3. In Theorem 5 we will show that if R is an observable representation of ΨΦ, and
(A¯, ζ) is a reachable realization of DΦ, then we can construct from R and (A¯, ζ) a linear
hybrid system realization (HR,A¯,ζ, µR,A¯,ζ) of Φ, and we will call the linear hybrid system
realization (HR,A¯,ζ, µR,A¯,ζ) the linear hybrid system realization associated with R and (A¯, ζ).
By Theorem 2, if ΨΦ is rational, then it has a minimal representation R and this representation is
observable. Similarly, from Theorem 3 it follows that if DΦ has a Moore-automaton realization,
then there exists a minimal, and hence reachable, Moore-automaton realization (A¯, ζ) of DΦ.
Then (HR,A¯,ζ , µR,A¯,ζ) is a well-defined linear hybrid system realization of Φ. Hence, if ΨΦ is
rational and DΦ has a Moore-automaton realization, then we can construct a linear hybrid system
realization of Φ.
Step 4. From Step 2 and Step 3 it follows that Φ can be realized by a linear hybrid system
if and only if ΨΦ is rational and DΦ has a realization by a Moore-automaton. From this, the
statement of the theorem follows easily, by noticing that by Theorem 2, ΨΦ is rational if and
only if rank HΨΦ = rank HΦ < +∞; and by Lemma 2 DΦ has a Moore-automaton realization
if and only if card(WDΦ) < +∞ and card(HΦ,O) < +∞.
Below we will carry out the steps outlined above more formally. Recall from Section III the
definition of set Γ˜ = Γ ∪ {e}, e /∈ Γ and recall the maps Zf and Zf,j , where f ∈ Φ and
j = 1, . . . , m. It is easy to see that Zf and Zf,j are formal power series over the alphabet
Σ = Γ˜ with the coefficients in Rp, i.e. Zf , Zf,j ∈ Rp  Γ˜∗ . Consider the index set IΦ =
Φ∪(Φ×{1, 2, . . . , m}) formed by elements of Φ and pairs (f, j) where f ∈ Φ and j = 1, . . . , m.
Denition 2: Define the set of formal power series ΨΦ associated with Φ as
ΨΦ = {Zj ∈ R
p  Γ˜∗ | j ∈ IΦ}
where we identify Z(f,j) with Zf,j for f ∈ Φ and j = 1, . . . , m.
That is, ΨΦ is the indexed set of formal power series formed by the formal power series Zf , Zf,j
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and indexed by the elements of IΦ. It is easy to see that the Hankel-matrix HΦ of Φ defined in
Section III and the Hankel-matrix of ΨΦ are equal, i.e. HΦ = HΨΦ . Consider the linear hybrid
system H of the form (1) and let µ : Φ →HH be a map assigning initial states.
Construction 1: Define the representation RH,µ associated with (H, µ) from Step 2. as
RH,µ = (X , {Mσ}σ∈eΓ, B˜, C˜), where (20)
State-space X . Assume that Q has N elements, i.e. card(Q) = N , and fix a basis {eq,j | q ∈
Q, j = 1, . . . , m} in RNm. Define X as the direct sum of the vector spaces Xq, q ∈ Q and RNm,
i.e. X = (
⊕
q∈QXq)⊕ R
Nm.
Notice that the vector spaces Xq, q ∈ Q and RNm can be viewed as subspaces of X .
Linear maps. The linear maps C˜ : X → Rp, Me : X → X and Mγ : X → X , γ ∈ Γ, are
defined as follows.
For all q ∈ Q and x ∈ Xq: C˜x = Cqx, Mex = Aqx ∈ Xq, and Mγx = Mδ(q,γ),γ,qx ∈ Xδ(q,γ).
For all q ∈ Q, j = 1, . . . , m: C˜eq,j = 0, Meeq,j = Bqej ∈ Xq, and Mγeq,j = eδ(q,γ),j ∈ RNm.
That is, the restriction of Me, Mγ and C˜ to any of the subspaces Xq of X equals Aq, Mδ(q,γ),γ,q
and Cq respectively. The application of Me to each eq,j ∈ RNm yields the jth column of Bq , the
restriction of C˜ to RNm is the constant zero map, and the restriction of Mγ to RNm simulates
the discrete-state transition map.
Initial states. The indexed set B˜ = {B˜j ∈ X | j ∈ IΦ} is defined by B˜f = µC(f) ∈ XµD(f)
and B˜f,l = eµD(f),l, for each f ∈ Φ, l = 1, 2, . . . , m. That is, B˜f is the continuous component
of the initial state µ(f) and B˜f,l is the vector eµD(f),l, where µD(f) is the discrete component
of the initial state µ(f). Notice that B˜f is always an element of XµD(f).
The idea behind the choice of RH,µ is the following. By ”stacking up” the matrices Aq,Mq1,γ,q2
and taking the ”state-space”
⊕
q∈QXq, we encoded most of the information on the discrete-state
dynamics which has an effect on the continuous input-output behaviour. But we still need to
keep track of the matrices Bq, and for that we need to simulate the discrete-state transitions.
This is done by introducing the vectors eq,j and defining the action of Mγ on these vectors
accordingly.
Let O¯ = Rp  Γ˜∗  ×· · · × Rp  Γ˜∗ ︸ ︷︷ ︸
m−times
be the set of m tuples of formal power series from
R
p  Γ˜∗ . Define for each f ∈ Φ the map ψf as a pair, whose first component is simply the
discrete-values part fD of f and the second component maps each sequence of discrete inputs
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w to the m tuple of shifted formal power series w ◦ Zf,j, j = 1, . . . , m, i.e.
ψf (w) = (fD(w), (w ◦ Zf,1, w ◦ Zf,2, . . . , w ◦ Zf,m)) ∈ O × O¯
for all w ∈ Γ∗.
Denition 3: Define the set of discrete valued maps DΦ associated with Φ as the indexed set
formed by all the ψf , f ∈ Φ and indexed by elements of Φ. More formally,
DΦ = {ψf : Γ
∗ → O × O¯ | f ∈ Φ}
Let H be a hybrid system of the form (1) and let µ : Φ → HH . Define the automaton realization
(A¯H , µD) associated with the realization (H, µ) described in Step 2. as follows
Construction 2: The automaton A¯H is of the form A¯H = (Q,Γ, O×O¯, δ, λ¯), i.e. the state space
and state-transition map of A¯H is the same as that of AH and the readout map λ¯ : Q→ O× O¯
is defined by λ¯(q) = (λ(q), (Zq,1, . . . , Zq,m)) for all q ∈ Q, where the formal power series
Zq,j ∈ R
p  Γ˜∗  are defined as
Zq,j(e
α1γ1 · · · e
αkγke
αk+1) =
CqkA
αk+1
qk
Mqk,γk,qk−1 · · ·Mql,γl,ql−1A
αl−1
ql−1
Bql−1ej
(21)
for all j = 1, . . . , m, for all α1, . . . , αk ∈ N, k ≥ 0, γ1, . . . , γk ∈ Γ, where l is such that
α1 = α2 = · · · = αl−1 = 0 and αl > 0. The map µD : Φ → Q is simply the Q-valued part of µ,
for all f ∈ Φ, i.e. µ(f) = (µD(f), µC(f)).
The intuition behind the definition of A¯H is the following. For each discrete state q ∈ Q, the
continuous valued part ΠRp ◦ υH((q, 0), .) of the input-output map induced by the hybrid state
(q, 0) contains information which cannot be encoded by continuous states only. That is why we
have to consider it as an additional discrete output associated with the discrete state q. Since
there is a one-to-one correspondence between ΠRp◦υH((q, 0), .) and the formal power series Zq,j,
j = 1, . . . , m, we can replace ΠRp ◦υH((q, 0), .) with the m-tuple formed by Zq,j, j = 1, . . . , m.
With the above definitions we can formulate the following theorem.
Theorem 4: If (H, µ) is a realization of Φ, then R(H,µ) is a representation of ΨΦ and (A¯H , µD)
is a realization of DΦ.
Proof:
Assume that (H, µ) is a realization of Φ. By Proposition 1 the first two equations of (16)
hold. Notice that by construction of RH,µ, for each x ∈ Xq0 , for each discrete state q0 ∈ Q, and
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for each word s = eα1γ1eα2γ2 · · · eαkγkeαk+1 ∈ Γ˜∗,
Aαk+1qk Mqk,γk,qk−1 · · ·Mq1,γ1,q0A
α1
q0
x = Msx ∈ Xqk ,
and Cqkz = C˜z for all z ∈ Xqk
(22)
and Bql−1ej = MeMγl−1Mγl−2 · · ·Mγ1eq0,j for all j = 1, . . . , m and ql−1 = δ(q0, γ1γ2 · · ·γl−1).
Hence, for q0 = µD(f) we get
Zf,j(γ1γ2 · · ·γl−1e
αlγl · · ·γke
αk+1) = CMαk+1e Mγk · · ·
· · ·MγlM
αl−1
e MeMγl−1 · · ·Mγ1B˜f,j
Zf(e
α1γ1e
α2 · · ·γke
αk+1) =
= CMαk+1e Mγk · · ·Mγ1M
α1
e B˜f
(23)
for all j = 1, . . . , m, l = 1, . . . , k, γ1, . . . , γk ∈ Γ, α1, . . . , αk+1 ∈ N, k ≥ 0. Notice that
Zf,j(γ1 · · ·γl−1) = 0 = C˜eql−1,j = C˜Mγl−1 · · ·Mγ1B˜f,j. Hence, RH,µ is indeed a representation
of ΨΦ. We will show that (A¯H , µD) is a realization of DΦ; (21) implies that for all q ∈ Q, j =
1, . . . , m, w ◦ Zq,j(s) = Zq,j(ws) = CqkA
αk+1
qk Mqk,γk,qk−1 · · ·Mql,γl,ql−1A
αlBql−1ej = Zδ(q,w),j(s)
for all w ∈ Γ∗ and s ∈ Γ˜∗, such that s is of the form s = γ1 · · ·γl−1eαl+1γleαl+1 · · ·γkeαk+1
and ql−1 = δ(q, wγ1 · · ·γl−1). That is, w ◦ Zq,j = Zδ(q,w),j . Assume that q = µD(f). Then
(21) and Proposition 1 imply that Zf,j = Zq,j for all j = 1, . . . , m, and hence w ◦ Zf,j =
w◦Zq,j = Zδ(q,w),j. Therefore, λ¯(µD(f), w) = (λ(µD(f), w), (Zδ(µD(f),w),1, . . . , Zδ(µD(f),w),m)) =
(fD(w), (w ◦ Zf,1, . . . , w ◦ Zf,m)) = ψf (w).
Let R = (X , {Mσ}σ∈eΓ, B˜, C˜) be an observable representation of ΨΦ and let (A¯, ζ) be a reachable
Moore-automaton realization of DΦ. Then define the linear hybrid realization (HR,A¯,ζ , µR,A¯,ζ)
associated with R and (A¯, ζ) as follows.
Construction 3: Require HR,A¯,ζ to be a linear hybrid system of the form (1), and require that
the system parameters of HR,A¯,ζ and the map µR,A¯,ζ are defined as follows.
Moore-automaton. Assuming that A¯ is of the form A¯ = (Q,Γ, O×O¯, δ, λ¯), define the automaton
A of (HR,A¯,ζ, µR,A¯,ζ) as A = (Q,Γ, O, δ, λ) , where the discrete state space and the state-
transition map of A are the same as those of A¯, and the readout map λ of A is defined as
λ = ΠO ◦ λ¯ . That is, the value of λ(q) is the first (O-valued) component of the value of λ¯(q)
for each discrete state q ∈ Q.
Continuous state space. For each q ∈ Q, the continuous state-space component Xq belonging
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to q is defined as follows. Denote by RS(q, f) the set of all strings s over Γ˜ such that
if s is of the form s = eα1γ1eα2γ2 · · · eαkγkeαk+1 with k ≥ 0 and γ1, . . . , γk ∈ Γ, then
q = δ(µD(f), γ1γ2 · · ·γk). That is, q can be reached from µD(f) by the string γ1 · · ·γk in the
automaton A. Let Xq be the subset of X spanned by all elements of X of the form MsMeMvB˜f,j
and MhB˜f with f ∈ Φ, j = 1, . . . , m, s, h ∈ Γ˜∗, v ∈ Γ∗ such that ves, h ∈ RS(q, f), i.e.
Xq = Span{MsMeMvB˜f,j ,MhB˜f |
s, h ∈ Γ˜∗, v ∈ Γ∗, f ∈ Φ, and ves, h ∈ RS(q, f)}
(24)
It is clear that Xq is a finite-dimensional subspace of X . Assume that nq = dimXq and fix a
basis in Xq. By identifying the elements of Xq with the vector of their coordinates in this basis,
we can identify Xq with Rnq , and we can identify linear maps from Xq1 to Xq2 or to Rp with
nq2 × nq1 , or p× nq1 matrices respectively.
System Matrices. For each q ∈ Q, define the matrices Aq ∈ Rnq×nq , Cq ∈ Rp×nq and Mδ(q,γ),γ,q ∈
R
nδ(q,γ)×nq , γ ∈ Γ as follows. We will view Aq, Cq, Mδ(q,γ),γ,q as linear maps Aq : Xq → Xq,
Cq : Xq → R
p and Mδ(q,γ),γ,q : Xq → Xδ(q,γ), γ ∈ Γ which are defined as restrictions of Me, C˜
and respectively Mγ to Xq. That is, for all x ∈ Xq,
Aqx = Mex ∈ Xq, Cqx = C˜x ∈ Rp, and
Mδ(q,γ),γ,q = Mγx ∈ Xδ(q,γ) for all γ ∈ Γ
Notice that the subspace Xq is Me invariant by construction, i.e. Me(Xq) ⊆ Xq, and Mγ maps
elements Xq to elements of Xδ(q,γ), i.e. Mγ(Xq) ⊆ Xδ(q,γ), for all γ ∈ Γ. Define the matrix
Bq ∈ R
nq×m as the matrix such that for all j = 1, . . . , m, the jth column of Bq, viewed
as an element of Rnq ∼= Xq, equals MeMwB˜f,j for some f ∈ Φ and w ∈ Γ∗ such that
δ(ζ(f), w) = q, i.e. Bqej = MeMwB˜f,j ∈ Xq. Notice that Bq is indeed well-defined for
each q ∈ Q. Indeed, since (A¯, ζ) is reachable, it follows that for each q ∈ Q there exists a
map f ∈ Φ and a word w ∈ Γ∗ such that q = δ(ζ(f), w). Hence, it is left to show that the
definition of Bq is independent of the choice of w and f . If q = δ(ζ(f), w) = δ(ζ(g), v),
then ψg(v) = ψf (w), since A¯ is a realization of DΦ. But then ΠO¯(ψg(v)) = ΠO¯(ψf(w)), i.e.
for all j = 1, . . . , m, v ◦ Zg,j = w ◦ Zf,j. Since R is a representation of ΨΦ we get that
v ◦ Zg,j(es) = Zg,j(ves) = Zf,j(wes) = C˜MsMeMwB˜f,j = C˜MsMeMvB˜g,j for each s ∈ Γ˜∗.
Hence, observability of R implies that MeMwB˜f,j = MeMvB˜g,j.
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The map µR,A¯,ζ . Define the map µR,A¯,ζ(f) as follows. For each f ∈ Φ, let µR,A¯,ζ(f) =
(ζ(f), B˜f) ∈ {ζ(f)} × Xζ(f), where B˜f is viewed as an element of Xζ(f).
It should be clear now why we needed observability of R and reachability of (A¯, ζ). If R was
not observable, we could have multiple choices for the matrices Bq. If (A¯, ζ) was not reachable,
we could have discrete states q ∈ Q for which we would have trouble defining a continuous
state space. It is also clear that if (A¯, ζ) was not realization of DΦ, but only a realization of
{fD | f ∈ Φ}, then the following scenario could take place: fD = gD, ζ(f) = ζ(g), but
yf,Φ0 6= y
g,Φ
0 for some f, g ∈ Φ; hence, we would have trouble choosing the correct Bq.
Theorem 5: If R is an observable representation of ΨΦ and (A¯, ζ) is a reachable realization
of DΦ, then (HR,A¯,ζ , µR,A¯,ζ) is a realization of Φ.
Proof: Let (H, µ) = (HR,A¯,ζ, µR,A¯,ζ). From the definition of (H, µ) it follows that for all
q0 ∈ Q and x ∈ Xq,
Msx = A
αk+1
qk
Mqk,γk,qk−1 · · ·Mq1,γ1,q0A
α1
q0
x ∈ Xqk
C˜Msx = CqkA
αk+1
qk
Mqk,γk,qk−1 · · ·Mq1,γ1,q0A
α1
q0
x
(25)
for all s ∈ Γ˜∗ of the form s = eα1γ1eα2γ2 · · · eαkγkeαk+1 for some k ≥ 0, α1, . . . , αk+1 ∈ N,
γ1, . . . , γk ∈ Γ. Moreover, B˜f ∈ Xζ(f) and for each w ∈ Γ∗, MeMwB˜f,j = Bδ(ζ(f),w)ej. First, we
will show that (H, µ) is a realization of Φ. Consider the string s = eα1γ1eα2 · · ·γkeαk+1 from
above. Assume that l > 0 is such that α1 = . . . = αl−1 = 0 and αl > 0 and let v = γ1 · · ·γl−1.
Consider an arbitrary f ∈ Φ and let q0 = µD(f). Denote by ql−1 the discrete state ql−1 = δ(q0, v).
Since R is a representation of ΨΦ, we get that
Zf,j(s) = C˜MwMeMvB˜f,j = CqkA
αk+1
qk
Mqk,γk,qk−1A
αk
qk−1
· · ·Mql,γl,ql−1A
αl−1
ql−1
Bql−1ej
Zf (s) = C˜MsB˜f = CqkA
αk+1
qk
Mqk,γk,qk−1 · · ·Mq1,γ1,q0A
α1
q0
µ(f)
(26)
for each f ∈ Φ and j = 1, . . . , m. If (A¯, ζ) is a realization of DΦ, we get that for each f ∈ Φ,
w ∈ Γ∗, fD(w) = ΠO ◦ ψf (w) = ΠO ◦ λ¯(ζ(f), w) = λ(µD(f), w). This, (26), and Proposition 1
imply that (H, µ) is a realization of Φ.
In the sequel we will formulate conditions for existence of a Moore-automata realization of DΦ.
Recall from Section III the definition of the set HΦ,O given by (13), and of the set WΦD given
by (14).
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Lemma 2: Assume that Φ has a hybrid kernel representation. Then DΦ has a realization by a
finite Moore-automaton if and only if card(WΦD) < +∞ and card(HΦ,0) < +∞.
Proof: By Theorem 3 DΦ has a realization by a Moore-automaton if and only if WDΦ =
{w ◦ ψf | f ∈ Φ, w ∈ Γ
∗} is a finite set. It is easy to see that WDΦ is finite if and only
if the sets WΦD = {w ◦ fD | f ∈ Φ, w ∈ Γ∗} and WK = {w ◦ κf | w ∈ Γ∗, f ∈ Φ} are
finite sets, where κf(v) = ΠO¯(ψf (v)), i.e. ψf (v) = (fD(v), κf(v)) for all v ∈ Γ∗. Notice that
w ◦κf(v) = (wv ◦Zf,1 . . . , wv ◦Zf,m), and there is one to one correspondence between w ◦Zf,j,
and the column of HΦ,O indexed by (w, (f, j)). Therefore, WK is finite if and only if HΦ,O is
finite.
Corollary 1: If R is a minimal representation of ΨΦ and (A¯, ζ) is a minimal realization of
DΦ, then (H, µ) = (HR,A¯,ζ, µR,A¯,ζ) is well-defined and it is a linear hybrid realization of Φ.
Proof: If R is minimal, then by Theorem 2 it is observable. If (A¯, ζ) is a minimal realization
of DΦ, then by Theorem 3 it is reachable. Hence, the linear hybrid system realization (H, µ) is
well-defined and by Theorem 5 it is a realization of Φ.
Remark 5: In fact, in Part II we will show that the realization (H, µ) from Corollary 1 is a
minimal linear hybrid system realizing Φ.
Remark 6 (Construction of a realization from the Hankel-matrix): Recall from Remark 3, Sec-
tion V that we can construct a minimal representation Rf of Φ from the column space of
the Hankel-matrix HΦ of Φ. Recall from Remark 4 of Section VI that we can construct a
minimal Moore-automaton realization (Acan, ζcan) of DΦ from the infinite set WDΦ . Notice
that WDΦ is completely determined by the collection of discrete-valued input-output maps fD,
f ∈ Φ and by those columns of the Hankel-matrix HΦ which are indexed by elements of
the form (w, (f, j)), w ∈ Γ∗, f ∈ Φ, j = 1, . . . , m. That is, (Acan, ζcan) can be constructed
from the columns of the Hankel-matrix HΦ and from the values of the discrete-valued input-
output maps fD, f ∈ Φ. Since both Rf is minimal and (Acan, ζcan) is minimal, it follows
that (Hf , µf) = (HRf ,Acan,ζcan, µRf ,Acan,ζcan) is a well-defined realization of Φ. That is, a linear
hybrid system realization of Φ can be constructed from the columns of the Hankel-matrix HΦ
and from the collection of discrete-valued input-output maps fD,f ∈ Φ.
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VIII. REALIZATION ALGORITHMS
In this section we will briefly sketch a realization algorithm for linear hybrid systems. The
interested reader can find a more detailed account on the topic in [3], [4]. Note that the realization
algorithm was implemented.
Assume that Φ is finite. Since we know how to compute a Moore-automaton realization and a
minimal rational representation from finite data, we would like to use Corollary 1 to compute a
linear hybrid realization of Φ. However, the values of ψf live in the set O×O¯ which is infinite, and
hence a minimal realization of DΦ cannot be computed. We will solve this problem by replacing
the values in O¯ with finite vectors of real numbers. To this end, let N be such that rank HΦ ≤ N
and for each f ∈ Φ, define the map ψf,N : w 7→ (fD(w), (w◦ZNf,1, w◦ZNf,2, . . . , w◦ZNf,m)) where
w ◦ ZNf,i denotes the nite vector formed by all the values Zf,i(ws) where s ∈ Γ˜∗ is any word
of length at most N , i.e. |s| ≤ N , and denote by DΦ,N the indexed set DΦ,N = {ψf,N | f ∈ Φ}
formed by all the maps of the form ψf,N .
Proposition 2 ([3], [4]): If (A¯N , ζ) is a minimal realization of DΦ,N and R is a minimal
representation of ΨΦ, then we can compute a minimal linear hybrid realization (HN , µN) =
(HR,A¯N ,ζ, µR,A¯N ,ζ) of Φ by repeating literally the same steps as for the construction of (HR,A¯,ζ , µR,A¯,ζ)
described in Construction 3, but using the automaton A¯N instead of the automaton A¯.
Notice that we have not defined the concept of minimality for linear hybrid systems so far, for
the definition of minimality see [3], [4] or Part II of the current series of papers. If we want
to construct a realization of Φ we can proceed as follows. We choose N such that rank HΦ ≤
N . Recall the definition of WDΦ,N ,L,M from Section VI and recall the definition of HΨΦ,L,K
from Section V. We choose K so that rank HΨΦ,K,K = rank HΦ and we choose D such that
card(WDΦ,N ,D,D) = card(WD). In particular, if we can assume that Φ has a (unknown) linear
hybrid realization H of the form (1), such that the number of discrete states is d, and the sum
of dimensions of the continuous components
∑
q∈Q nq is M , 2 and D = K = N ≥ dm + M ,
then the (in)equalities above always hold, i.e. rank HΦ ≤ N , card(WDΦ,N ,N,N) = card(WD)
and rank HΦ,N,N = rank HΦ. We build the finite table WDΦ,N ,D+1,D, as described in Section
VI, using nitely many discrete values and high-order time derivatives of elements of Φ. We
build the finite matrix HΦΨ,K+1,K, as described in Section V, using nitely many high-order
time derivatives of elements of Φ. Then we compute a minimal representation R of ΦΨ from
HΦΨ,K+1,K and a minimal Moore-automaton realization (A¯N , ζ) of DΦ,N from WDΦ,N ,D+1,D.
2In Part II we will define the dimension of the hybrid system H as the pair (d, M).
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Finally, we compute the linear hybrid realization (HR,A¯N ,ζ, µR,A¯N ,ζ) of Φ.
To demonstrate the procedure above, consider the following numerical example.
Example 2: Consider the linear hybrid system H defined in Example 1. Recall from Example 1 the definition
of the set of input-output maps Φ. Consider the upper-left block HΦ,5,4 of Hankel matrix HΦ of Φ. It can be shown
that rank HΦ,5,4 = rank HΦ. Consider the finite table card(WDΦ,4,1,1). It can be shown that card(WDΦ,4,1,1) =
card(WDΦ). The linear hybrid realization (Hf , µf ) computed from HΦ,5,4 and WDΦ,4,1,1 is of the following form
Hf = (Af , Rm, Rp, (X fq , A
f
q , B
f
q , C
f
q )q∈Qf , {M
f
δf (q,γ),γ,q
| q ∈ Qf , γ ∈ Γ})
where Af = (Qf , Γ, O, δf , λf ) with Qf = {q1, q2, q3}, and state stransition, δf (q3, b) = q2, δf (q2, b) = q2,
δf (q1, b) = q1 δ
f (q3, a) = q3, δf (q1, a) = q1 δf (q2, a) = q3 λf (q1) = o λf (q2) = d λf (q3) = g. The reset maps
and the linear subsystems are of the form:
Afq1 =


−3.03 −0.37 0.01
0.08 −1.97 0.1
0.04 0 −1

, Bq1 =


−0.02
0.13
1.23

, Cfq1 =
[
−0.31 0.4 0.77
]
,
M
f
q1,b,q1
=


0.22 −0.28 0.02
−0.62 0.78 0.01
0.01 0 1

, Mfq1,a,q1 =


0.92 −1.15 0.12
−0.07 0.08 0.09
0 0.02 1

,
Afq2 =

−1 0.16
0 0

, Bq2 =

−0.22
−1.37

, Cfq2 =

0.65
−0.1


T
,
M
f
q2,b,q2
=

1 −0
0 1

, Mfq3,a,q2 = [0 −1.09],
Afq3 =
[
−1
]
, Bq3 = 0, Cfq3 = 0, M
f
q2,b,q3
=

1.03
0.

, Mfq3,a,q3 = 1.
The initial states are µf (f1) = (q1, (−0.69, 1.9, 0.02)T) and µf (f2) = (q2, (0, 0)T ). We compared the output
responses of (H, µ) and (Hf , µf ) for ten different timed sequences of discrete inputs and for generated random white
noise continuous input. The responses are essentially identical, the small numerical error is caused by accumulation
of numerical errors during the computation. This is in accordance with the theory, which implies that both (H, µ) and
(Hf , µf ) are realizations of the same input-output maps {f1, f2}, hence the output responses should be identical.
As an illustration see Fig. 2.
IX. CONCLUSIONS AND FUTURE WORK
The paper is the first part of a series of papers. In this paper the solution to the realization
problem for linear hybrid systems has been presented. The realization problem considered was
to find a realization of a family of input-output maps. The paper combines the theory of formal
power series with the classical automata theory to derive the results. In Part II of the current
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Fig. 1. The value of the input-output map f1 for white noise continuous input and timed sequence of discrete inputs
(b, 1)(a, 2)(a, 3)(b, 1), 1. The left-hand side figure shows the continuous response of the original system H from the initial
state µ(f1), the right-hand side figure shows the continuous response of the system Hf from the initial state µf (f1)
series of papers we will address the issue of minimality, observability and reachability for linear
hybrid systems.
Topics of further research include realization theory for piecewise-affine systems on polytopes,
and general non-linear hybrid systems without guards. We would also like to work on subspace
identification and model reduction for hybrid systems, using the presented results.
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