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Abstract: We present a non-perturbative calculation of the 1-point probability
distribution function (PDF) for the spherically-averaged matter density field. The
PDF is represented as a path integral and is evaluated using the saddle-point method.
It factorizes into an exponent given by a spherically symmetric saddle-point solution
and a prefactor produced by fluctuations. The exponent encodes the leading sensi-
tivity of the PDF to the dynamics of gravitational clustering and statistics of the
initial conditions. In contrast, the prefactor has only a weak dependence on cosmol-
ogy. It splits into a monopole contribution which is evaluated exactly, and a factor
corresponding to aspherical fluctuations. The latter is crucial for the consistency of
the calculation: neglecting it would make the PDF incompatible with translational
invariance. We compute the aspherical prefactor using a combination of analytic
and numerical techniques. We demonstrate the factorization of spurious enhanced
contributions of large bulk flows and their cancellation due to the equivalence prin-
ciple. We also identify the sensitivity to the short-scale physics and argue that it
must be properly renormalized. The uncertainty associated with the renormalization
procedure gives an estimate of the theoretical error. For zero redshift, the precision
varies from sub percent for moderate density contrasts to tens of percent at the tails
of the distribution. It improves at higher redshifts. We compare our results with
N-body simulation data and find an excellent agreement.
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1 Introduction
Current and planned cosmological surveys are going to map the large-scale structure
(LSS) of the universe with unprecedented precision at a wide range of scales and
redshifts. These data will potentially carry a wealth of information on cosmologi-
cal parameters, the initial conditions of the universe, the properties of dark matter
and dark energy. Extracting this information requires accurate quantitative under-
standing of matter clustering in the non-linear regime, both in the standard ΛCDM
cosmology, as well as its extensions.
The direct approach relies on numerical N-body simulations that have made
an impressive progress in the last decades. However, reaching the required level
of accuracy still remains computationally expensive [1]. Moreover, while the N-
body methods have been well adapted to the ΛCDM cosmology, their modification
to include the effects of new physics is often extremely demanding. This calls for
development of the analytic approaches to LSS. Being perhaps less powerful than N-
body simulations in the description of the ΛCDM cosmology, the analytic approach
provides more flexibility in going beyond it and a deeper insight in the relevance of
different physical processes. Hence, analytic and N-body methods are complementary
to each other.
The most developed analytic approach to LSS is the cosmological perturbation
theory, where the evolution equations for the density and velocity fields are solved
iteratively treating the density contrast as a small quantity. The correlation functions
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of cosmological observables are then evaluated by averaging over the initial conditions
[2]. An intensive research in this direction in recent years has clarified various physical
effects. The developments include understanding the role of the equivalence principle
in the cancellation of the so-called ‘IR-divergences’ [3–9], accurate treatment of the
effects of large bulk flows on baryon acoustic oscillations [10–13] and systematic
accounting for the contribution of non-linear density inhomogeneities at short scales
along the lines of effective field theory (EFT) [14–19]. As a result of this progress
a sub-percent-level precision has been achieved in perturbative calculation of the
matter power spectrum and bispectrum for comoving wavenumbers1 k . 0.1h/Mpc.
In this paper we show that the analytic approach can be rigorously extended
beyond perturbation theory. The non-perturbative observable that we are going to
consider is counts-in-cells statistics (see e.g. [20]).
The counts-in-cells method amounts to splitting the cosmic density field into cells
in position space and taking an aggregate of this field inside each cell. In the case of
discrete tracers one counts the number of objects inside each cell. The distribution of
cells over the relevant variable reveals statistical properties of the underlying field. In
this paper we discuss the 1-point probability distribution function (PDF) of finding
a certain average matter density in a sphere of a given fixed radius r∗. The deviation
of this spherically-averaged density from the mean density of the universe does not
need to be small, and thus the desired PDF cannot be calculated within perturbation
theory.
Formally, the count-in-cells statistics include information from all n-point func-
tions of the density field in a compressed way which facilitates measurements, but
looses the information encoded in the shape dependence of the n-point correlators.
Therefore, it is complementary to perturbative methods in the information content.
The counts-in-cells statistics are one of the classic observables in LSS. The dis-
tribution of galaxies in 2-dimensional angular cells on the sky was first measured
by E. Hubble [21], who noticed that it is close to log-normal. For the total matter
density this has been recently tested in [22, 23]. The log-normal distribution was
also suggested as a model for the 1-point PDF in the case of three-dimensional cells
[24] and has been quite successful in describing both N-body simulations [25, 26]
and observational data [27, 28]. However, as pointed out in [29, 30], this success
appears to be accidental and is due to the specific shape of the power spectrum at
mildly non-linear scales. Recent high-accuracy N-body simulations performed in [31]
1Here h ≈ 0.7 is defined through the value of the present-day Hubble parameter,
H0 = h · 100 km
s ·Mpc .
The precision cited above refers to the quantities at zero redshift, z = 0. At higher redshifts relevant
for actual surveys the precision is further improved and the range of wavenumbers accessible to
perturbative methods increases.
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revealed significant deviations of the measured PDF from the log-normal fit.
Pioneering calculations of the counts-in-cells PDF from first principles were per-
formed in Refs. [29, 32] using insights from perturbation theory. This study was
extended beyond perturbation theory in Refs. [33–36], where it was argued that the
most probable dynamics producing a given overdensity in a spherical cell respects the
symmetry of the problem, i.e. it is given by a spherical collapse. Recently, these cal-
culations were revisited in the context of the Large Deviation Principle (LDP) [37].
In particular, Ref. [38] introduced the logarithmic density transformation to avoid
certain problems associated with the application of LDP directly to the density PDF
[39]. This formalism has been applied to joint PDF of densities in two cells [40–42]
and to biased tracers [43]. An alternative approach to the counts-in-cells statistics
developed in [44–46] is based on the Lagrangian-space description of LSS. Ref. [47]
recently derived 1-point PDF in a toy model of (1+1) dimensional universe. Counts-
in-cells statistics were suggested as promising probes of primordial non-Gaussianity
[48, 49] and as a suitable tool to analyze the future 21 cm intensity mapping data [50].
In this paper we pursue the path-integral approach to counts-in-cells pioneered
in [35, 36, 48]. In this approach the calculation of the 1-point PDF closely resembles
a calculation of instanton effects in quantum field theory (QFT). Following Ref. [9]
we introduce a formal parameter characterizing the overall amplitude of the matter
power spectrum and argue that it plays a role of the coupling constant in the the-
ory. When the coupling is small, the path integral defining the 1-point PDF can
be evaluated in the saddle-point (‘semiclassical’) approximation. Thereby the PDF
factorizes into the exponential part given by the leading saddle-point configuration
and a prefactor coming from integration over small fluctuations around the saddle-
point solution. We confirm the assertion [35, 36] that the saddle-point configuration
corresponds to the spherically symmetric dynamics. In this way we recover the well-
known result [35, 37, 38, 45, 46] for the leading exponential part of the PDF. Our
key result is computation of the prefactor due to aspherical perturbations around the
spherical collapse which has not been done in the previous works. We demonstrate
that this ‘aspherical prefactor’ is crucial for the consistency of the saddle-point cal-
culation. In particular, it is required to ensure that the mean value of the density
contrast vanishes.
In the QFT analogy, evaluation of the aspherical prefactor amounts to a 1-
loop computation in a non-trivial background. As such, it is instructive in several
respects. First, it shows how the vanishing of the mean density contrast is related
to the translational invariance of the theory, spontaneously broken by the position
of the cell. Second, the sector of dipole perturbations exhibits ‘IR divergences’ at
intermediate steps of the calculation associated to large bulk flows. We show that
the equivalence principle ensures cancellation of these divergences. We devise a
procedure to isolate the IR-enhanced contributions and cancel them analytically,
prior to any numerical evaluation. Finally, the contributions of high multipoles are
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sensitive to short-distance dynamics and must be renormalized. Unfortunately, it is
impossible to unambiguously fix the renormalization procedure from first principles.
We isolate the ‘UV-divergent’ part of the prefactor and consider two models for its
renormalization, differing by the dependence of the corresponding counterterm on
the density contrast. Both models use as input the value of the counterterm for the
1-loop power spectrum, and thus do not introduce any new fitting parameters. We
suggest to use the difference between the two models as an estimate of the theoretical
uncertainty introduced by renormalization. This uncertainty is less than percent in
the range of moderate cell densities, ρcell/ρuniv ∈ [0.5, 2], where ρuniv is the average
density of the universe, and degrades to 30% for extreme values ρcell/ρuniv = 0.1 or
ρcell/ρuniv = 10 at z = 0.
To verify our approach we ran a suite of N-body simulations2 using the FastPM
code [51]. The numerical studies are performed for the following cosmology: a flat
ΛCDM with Ωm = 0.26, Ωb = 0.044, h = 0.72, ns = 0.96, Gaussian initial conditions,
σ8 = 0.794. This is the same choice as in Ref. [42] which used the counts-in-cells
distribution extracted from the Horizon run 4 simulation [52]; it facilitates a direct
comparison between our results and those of [42]. Throughout the paper the linear
power spectrum is computed with the Boltzmann code CLASS [53].
The predictions of our method are found to be in complete agreement with the
results of N-body simulations. First, the 1-point PDF clearly exhibits the semiclas-
sical scaling. The aspherical prefactor extracted from the N-body data shows a very
weak dependence on redshift or the radius of the cell, as predicted by theory. Second,
the data fall inside the range spanned by our theoretical uncertainty. Remarkably,
one of the counterterm models matches the data within the accuracy of the simula-
tions throughout the whole range of available densities, ρcell/ρuniv ∈ [0.1, 10], at all
redshifts and for different cell radii.
The paper is organized as follows. In Sec. 2 we introduce the path integral
representation of the 1-point PDF, identify its saddle point and demonstrate the
factorization of the PDF into the leading exponent and prefactor. We evaluate
the leading exponential part. In Sec. 3 we evaluate explicitly the prefactor due
to spherically symmetric perturbations and discuss the general properties of the
aspherical prefactor. We compare the theoretical expectations with the prefactor
extracted from the N-body data and provide simple fitting formulas for it. The
rest of the paper is devoted to the calculation of the aspherical prefactor from first
principles. In Sec. 4 we compute the aspherical prefactor at small values of the
density contrast using perturbation theory. In Sec. 5 we derive the set of equations
describing the prefactor in the non-perturbative regime of large density contrasts
and present an algorithm for its numerical evaluation. In Sec. 6 we modify the
algorithm for the sector of dipole perturbations in order to explicitly factor out and
2The details of the simulations are described in Appendix B.
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cancel the IR-enhanced contributions. In Sec. 7 we compute the contributions of high
multipoles using the Wentzel–Kramers–Brillouin (WKB) approximation. In Sec. 8
we present our numerical results for the aspherical prefactor, discuss the contribution
of short-distance physics and its renormalization. Section 9 contains a summary of
our results and discussion.
Several appendices contain supplementary material. Appendix A summarizes
our conventions. Appendix B is devoted to the details of our N-body simulations. In
Appendix C we review the dynamics of spherical collapse in Einstein–de Sitter (EdS)
and ΛCDM universes. In Appendix D we derive a useful formula for the determinant
of matrices of a special form. Appendix E contains equations for the aspherical
prefactor in ΛCDM cosmology. Some technical aspects of the WKB calculation of
the high-multipole contributions are discussed in Appendix F. Appendix G contains
details of our numerical procedure. In Appendix H we comment on the log-normal
model for the counts-in-cells statistics.
2 Path integral for counts-in-cells PDF
2.1 Spherical collapse saddle point
Consider the density contrast averaged over a spherical cell of radius r∗,
δ¯W =
∫
d3x
r3∗
W˜ (r/r∗) δ(x) =
∫
k
W (kr∗)δ(k) , (2.1)
where δ(x) ≡ δρ(x)
ρuniv
, W˜ (r/r∗) is a window function, W (kr∗) is its Fourier transform,
and we have introduced the notation
∫
k
≡ ∫ d3k
(2pi)3
. We will soon specify the window
function to be top-hat in the position space, which is the standard choice for counts-
in-cells statistics. However, it is instructive to see how far one can proceed without
making any specific assumptions about W˜ , apart from it being spherically symmetric.
The window function is normalized as∫
d3x
r3∗
W˜ (r/r∗) = 1 . (2.2)
We are interested in the 1-point PDF P(δ∗) describing the probability that the
random variable δ¯W takes a given value δ∗. Due to translational invariance, the
1-point statistics do not depend on the position of the cell. Thus, without loss of
generality we center the cell at the origin, x = 0.
We assume that the initial conditions for the density perturbations at some large
redshift zi are adiabatic and Gaussian, so that their statistical properties are fully
determined by the 2-point cumulant,
〈δi(k)δi(k′)〉 = (2pi)3δ(3)D (k + k′) g2(zi)P (k) , (2.3)
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where δ
(3)
D is the 3-dimensional Dirac delta-function. Here P (k) is the linear power
spectrum at redshift zero and g(z) is the linear growth factor3. The latter is nor-
malized to be 1 at z = 0. Nevertheless, it is convenient to keep g2 explicitly in the
formulas and treat it as a small free parameter. The rationale behind this approach
is to use g2 as a book-keeping parameter that characterizes the overall amplitude of
the power spectrum and thereby controls the saddle-point evaluation of the PDF,
just like a coupling constant controls the semiclassical expansion in QFT (cf. [9]).
The true physical expansion parameter in our case is the smoothed density variance
at the scale r∗, as will become clear shortly.
Instead of working directly with the initial density field δi, it is customary to
rescale it to redshift z using the linear growth factor,
δL(k, z) =
g(z)
g(zi)
δi(k) . (2.4)
We will refer to δL as the ‘linear density field’ in what follows and will omit the
explicit z-dependence to simplify notations.
The desired PDF is given by the following path integral [35, 48],
P(δ∗) = N−1
∫
DδL exp
{
−
∫
k
|δL(k)|2
2g2P (k)
}
δ
(1)
D
(
δ∗ − δ¯W [δL]
)
, (2.5)
where different linear density perturbations are weighted with the appropriate Gaus-
sian weight. The Dirac delta-function ensures that only the configurations that
produce the average density contrast δ∗ are retained in the integration. Note that we
have written δ¯W as a functional of the linear density field, δ¯W [δL]. In general, this
functional is complicated and its evaluation requires knowing non-linear dynamics
that map initial linear perturbations onto the final non-linear density field δ(x). The
normalization factor in (2.5) is
N =
∫
DδL exp
{
−
∫
k
|δL(k)|2
2g2P (k)
}
. (2.6)
It is convenient to rewrite the delta-function constraint using the inverse Laplace
transform,
P(δ∗) = N−1
∫ i∞
−i∞
dλ
2piig2
∫
DδL exp
{
− 1
g2
[ ∫
k
|δL(k)|2
2P (k)
−λ(δ∗− δ¯W [δL])]} . (2.7)
where we introduced the Lagrange multiplier λ. Our goal is to compute the above
integral by the steepest-decent method. We expect the result to take the form,
P(δ∗) = exp
{
− 1
g2
(
α0 + α1g
2 + α2g
4 + ...
)}
. (2.8)
3The growth factor is commonly denoted by D(z) in the LSS literature. We prefer the notation
g(z) to emphasize the analogy with a coupling constant in QFT.
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The leading term α0 corresponds to the exponent of the integrand in (2.7) evaluated
on the saddle-point configuration. The first correction α1g
2 stems from the Gaussian
integral around the saddle point. It gives rise to a g-independent prefactor4 in the
PDF. As we discuss below, the evaluation of α1 corresponds to a one-loop calculation
in the saddle-point background. Higher loops give further corrections α2g
4 etc., which
can be rewritten as O(g2) corrections to the prefactor. We will not consider them in
this paper.
We are looking for a saddle point of the integral (2.7) in the limit g2 → 0. Taking
variations of the expression in the exponent w.r.t. δL and λ, we obtain the equations
for the saddle-point configuration5,
δL(k)
P (k)
+ λ
∂δ¯W
∂δL(k)
= 0 , (2.9a)
δ¯W [δL] = δ∗ . (2.9b)
Now comes a crucial observation: a spherically symmetric Ansatz for δL(k) goes
through these equations. Let us prove this. The check is non-trivial only for
Eq. (2.9a). Clearly, if the linear field is spherically symmetric, the first term in
(2.9a) depends only on the absolute value k of the momentum. We need to show
that this is also the case for the second term. To this end, expand the variational
derivative,
∂δ¯W
∂δL(k)
=
∫
d3x
r3∗
W˜ (r/r∗)
∂δ(x)
∂δL(k)
. (2.10)
Due to rotational invariance of dynamics, the derivative ∂δ(x)/∂δL(k), evaluated
on a spherically symmetric linear density configuration, is a rotationally invariant
function of the vectors x and k. Thus, it depends only on the lengths x, k and the
scalar product (kx). Upon integration with a spherically symmetric window function
W˜ , only the dependence on the absolute value of the momentum k survives. This
completes the proof.
The previous observation greatly simplifies the solution of the saddle-point equa-
tions (2.9). It implies that we can search for the saddle point among spherically
symmetric configurations. For such configurations there exists a simple mapping be-
tween the linear and non-linear density fields prior to shell-crossing, see Appendix C.
This mapping relates the non-linear density contrast averaged over a cell of radius r,
δ¯(r) ≡ 3
r3
∫ r
0
dr1 r
2
1 δ(r1) , (2.11)
4In fact, we will see that α1 also has a term ∼ ln g which introduces an overall factor 1/g in the
PDF.
5We write the variational derivatives w.r.t. the linear density field as an ordinary partial deriva-
tive ∂/∂δL(k) to avoid proliferation of deltas.
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with the linear averaged density
δ¯L(R) ≡ 3
R3
∫ R
0
dR1R
2
1 δL(R1) (2.12)
at the radius
R = r
(
1 + δ¯(r)
)1/3
. (2.13)
In the last expression one recognizes the Lagrangian radius of the matter shell whose
Eulerian radius is r. The mapping then gives δ¯L(R) as a function of δ¯(r) and vice
versa,
δ¯L(R) = F
(
δ¯(r)
) ⇐⇒ δ¯(r) = f(δ¯L(R)) . (2.14)
Evaluation of the functions F or f requires an inversion of an elementary analytic
function (in EdS cosmology) or solution of a first-order ordinary differential equation
(in ΛCDM). Both operations are easily performed using standard computer packages.
Curiously, the mapping (2.14) is almost independent of cosmology (EdS vs. ΛCDM)6.
The existence of the mapping (2.14) allows us to compute the variational deriva-
tive in Eq. (2.9a) explicitly for spherically symmetric7 δL(k). Assuming that the
non-linear density field δ(r) has not undergone shell-crossing, we transform the ex-
pression for δ¯W as follows,
δ¯W =
4pi
r3∗
∫
dr r2 W˜ (r/r∗)
(
1 + δ(r)
)− 1
=
4pi
r3∗
∫
dRR2W˜
(
R
(
1 + f
(
δ¯L(R)
))−1/3
/r∗
)
− 1 .
(2.15)
Taking into account that
δ¯L(R) =
∫
k
3j1(kR)
kR
δL(k) , (2.16)
where j1 is the spherical Bessel function (see Appendix A for conventions), we obtain,
∂δ¯W
∂δL(k)
= − 4pi
r4∗k
∫
dRR2 W˜ ′
(
R(1 + f)−1/3/r∗
) f ′
(1 + f)4/3
j1(kR) , (2.17)
where primes denote differentiation of the functions w.r.t. their arguments. Here
f and f ′ are functions of δ¯L(R) and hence functionals of δL(k). Substituting this
expression into (2.9a) we obtain,
δL(k) = λP (k)
4pi
r4∗k
∫
dRR2
W˜ ′
(
R(1 + f)−1/3/r∗
)
f ′ j1(kR)
(1 + f)4/3
. (2.18)
6At sub-percent level, see Fig. 1 and the discussion in the next subsection.
7To avoid confusion, let us stress that we do not intend to restrict the path integral (2.7) to
spherical configurations. This restriction is used only to find the saddle point.
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This is a non-linear integral equation for δL(k) which can, in principle, be solved nu-
merically. Together with Eq. (2.9b) that fixes the value of the Lagrange multiplier λ
through the overall normalization of δL(k), they form a complete system of equations
determining the saddle-point linear density. For a generic window function W˜ the
solution of this system appears challenging. We are now going to see that Eq. (2.18)
gets drastically simplified for top-hat W˜ .
2.2 Leading exponent for top-hat window function
From now on we specify to the case of a top-hat window function in position space,
W˜th(r/r∗) =
3
4pi
ΘH
(
1− r
r∗
)
⇐⇒ Wth(kr∗) = 3j1(kr∗)
kr∗
, (2.19)
where ΘH stands for the Heaviside theta-function. As the derivative of W˜th is pro-
portional to the Dirac delta-function, the integral in (2.18) localizes to R = R∗,
where
R∗ = r∗(1 + δ∗)1/3 . (2.20)
After a straightforward calculation Eq. (2.18) simplifies to
δL(k) = − λ
C
P (k)Wth(kR∗) (2.21)
with
C = F ′(δ∗) +
δ¯L(R∗)− δL(R∗)
1 + δ∗
. (2.22)
Here F is the spherical-collapse mapping function introduced in (2.14) and in deriving
(2.21), (2.22) we have used the relation,
F ′(δ∗) =
1
f ′
(
δ¯L(R∗)
) .
One observes that (2.21) fixes the k-dependence of the saddle-point configuration.
We now use Eq. (2.9b) where we act with the function F on both sides. This yields,
δ¯L(R∗) = F (δ∗) . (2.23)
Combining it with Eqs. (2.21), (2.16) gives an equation for the Lagrange multiplier,
λ = −F (δ∗)
σ2R∗
C , (2.24)
where
σ2R∗ ≡
∫
k
P (k) |Wth(kR∗)|2 (2.25)
is the linear density variance filtered at the scale R∗. Note that it depends on δ∗
through the corresponding dependence of R∗, see Eq. (2.20).
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Substituting (2.24) back into (2.21) we arrive at the final expression for the
saddle-point linear density, which will be denoted with an overhat,
δˆL(k) =
F (δ∗)
σ2R∗
P (k)Wth(kR∗) . (2.26)
In Lagrangian position space the linear density reads,
δˆL(R) =
F (δ∗)
σ2R∗
ξˆ(R) . (2.27)
where we introduced the profile function
ξˆ(R) ≡ 1
2pi2
∫
dk k2
sin(kR)
kR
Wth(kR∗)P (k) . (2.28)
Note that it coincides with the 2-point correlation function smeared with the top-
hat filter. In what follows we will also need the saddle-point value of the Lagrange
multiplier. This is obtained by substituting (2.26) into (2.22), (2.24). The result is,
λˆ = −F (δ∗)
σ2R∗
Cˆ , Cˆ(δ∗) = F ′(δ∗) +
F (δ∗)
1 + δ∗
(
1− ξR∗
σ2R∗
)
, (2.29)
where we have denoted ξR∗ ≡ ξˆ(R∗). Finally, substituting the saddle-point con-
figuration into the expression (2.7) for the PDF we obtain the leading exponential
behavior,
P(δ∗) ∝ exp
{
−F
2(δ∗)
2g2σ2R∗
}
. (2.30)
We observe that the PDF exhibits a characteristic ‘semiclassical’ scaling in the limit
g2 → 0.
Let us take a closer look at the various ingredients that define the saddle-point
configuration. We start with the function F (δ∗). It is determined exclusively by
the dynamics of spherical collapse and does not depend at all on the statistical
properties of the perturbations. We have computed it using the procedure described
in Appendix C for the cases of an EdS universe (Ωm = 1,ΩΛ = 0) and the reference
ΛCDM cosmology (Ωm = 0.26,ΩΛ = 0.74). The results are shown in Fig. 1, left
panel. The dependence on cosmology is very weak, so that the curves essentially
overlay. In the EdS case the mapping is redshift-independent. Its behavior for small
values of the argument is,
FEdS(δ∗) = δ∗ − 17
21
δ2∗ +
2815
3969
δ3∗ +O(δ4∗) , (2.31a)
whereas its asymptotics at large over/underdensities are
FEdS → 1.686 at δ∗ →∞ , (2.31b)
FEdS ∼ −(1 + δ∗)−3/2 at δ∗ → −1 . (2.31c)
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EdS approximationΛCDM
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Figure 1. Left panel: the function F mapping spherically-averaged non-linear density
contrast into its linear counterpart within the spherical collapse dynamics. The results are
shown for an EdS universe and ΛCDM cosmology at z = 0. The two curves practically
coincide. Right panel: the relative difference between FΛCDM and FEdS at two values of
the redshift.
For ΛCDM this function has a very mild redshift dependence illustrated in the right
panel of Fig. 1, which shows the relative difference between FΛCDM and FEdS. This
difference is maximal for z = 0, where it reaches a few per mil at the edges of the
considered range of δ∗. However, F enters in the exponent of the PDF (see (2.30))
and a few per mil inaccuracy in it would generate a few percent relative error at the
tails of the PDF. For these reasons we will use the exact ΛCDM mapping whenever
the function F appears in the leading exponent. In all other instances the EdS
approximation provides sufficient accuracy.
The second ingredient is the linear density variance at redshift zero σ2R∗ . In con-
trast to F , it is determined only by the linear power spectrum and is independent
of the non-linear dynamics. As already pointed out, it depends on the argument δ∗
of the PDF through the Lagrangian radius R∗. This dependence is shown in the
left panel of Fig. 2 for two different cell radii. By definition, σ2R∗ is independent of
the redshift. The redshift dependence of the PDF comes through the linear growth
factor g, shown as a function of z in the right panel of Fig. 2. From the way g2 and
σ2R∗ enter the leading exponent (2.30) it is clear that the physical expansion param-
eter controlling the validity of the saddle-point approximation is the z-dependent
linear variance g2(z)σ2R∗ . One expects the semiclassical expansion to work as long as
g2σ2R∗ . 1. The numerical values of the linear density variance for δ∗ = 0 are given
in Table 1.
The Lagrange multiplier λˆ does not appear in the leading exponent of the PDF.
However, we will see below that it enters the prefactor. So, it is instructive to plot
its dependence on δ∗, see Fig. 3. Note that it is positive (negative) for under- (over-)
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Figure 2. Left panel: the saddle point linear density variance as a function of the final
density in the cell at z = 0 for comoving cell radii 10 Mpc/h and 15 Mpc/h. Right panel:
the dependence of the linear growth factor on redhsift in ΛCDM and EdS cosmologies. In
the latter case, it is equal to (1 + z)−1.
r∗ = 10 Mpc/h r∗ = 15 Mpc/h
z=0 0.464 0.254
z=0.7 0.238 0.130
z=4 0.0325 0.0177
Table 1. The filtered density variance g2σ2r∗ for various redshifts and cell radii.
r*=10 Mpc/h
r*=15 Mpc/h
0.5 1 5 10
-1
0
1
2
3
1+δ*
λ
Saddle point Lagrange multiplier
Figure 3. The saddle-point Lagrange multiplier, Eq. (2.29), as a function of δ∗. The
computation is performed in the EdS approximation.
densities. It quickly grows at δ∗ < 0.
For completeness, we also present in Fig. 4 the saddle-point linear density profiles
for several values of δ∗. For δ∗ & 7 the density profile in the central region exceeds
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Figure 4. The saddle point linear density profiles in Lagrangian position space for several
values of δ∗ corresponding to underdensities (left panel) and overdensities (right panel).
The results are shown for the cell radius r∗ = 10 Mpc/h.
the critical value8 1.674, and therefore the innermost part of the profile experiences
shell-crossing. Conservatively, one would expect a breakdown of our saddle-point
expansion for such large overdensities. However, we will see shortly that the available
data are consistent with the semiclassical scaling even for δ∗ & 7. This robustness of
the semiclassical approach may be explained by the fact that the averaged density
at R∗ is still less than the critical value even when the central regions undergo shell-
crossing. Since the velocities of matter particles are rather low, it takes a significant
amount of time for the information about shell-crossing to propagate to the boundary
R∗. Until this happens, the dynamics of the boundary remain the same as if no shell-
crossing occurred, so that the spherical collapse mapping used in the derivation of
(2.30) still applies.
It should be stressed that having a spherical collapse saddle point does not mean
that an exact spherical collapse happens inside each cell. Recall that in the case of
tunneling in quantum mechanics the saddle-point solution, by itself, has measure zero
in the space of all possible trajectories in the path integral, and thus is never realized
precisely (see e.g. [54, 55]). What makes the tunneling amplitude finite are small
perturbations around the saddle point solution that add up coherently and eventually
contribute to the prefactor. From this argument it is clear that fluctuations around
the saddle point are crucial for the consistency of our path integral calculation. If
the saddle-point approximation works, the actual dynamics of the density field inside
each cell is spherical collapse perturbed by aspherical fluctuations.
8We give the critical value at z = 0 for our reference ΛCDM cosmology. It is somewhat lower
than the well-known EdS value δc = 1.686.
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2.3 Prefactor from fluctuations
We now consider small fluctuations around the spherical collapse saddle point found
in the previous subsection. To leading order in g2, the path integral over these
fluctuations is Gaussian and produces the prefactor in front of the leading exponent
(2.30), as was pointed out in Refs. [35, 36]. It is natural to expand the fluctuations
of the linear density field in spherical harmonics. We write,
δL(k) = δˆL(k) + δ
(1)
L,0(k) +
∑
`>0
∑`
m=−`
(−i)` δ(1)L,`m(k)Y`m(k/k) , (2.32a)
λ = λˆ+ λ(1) , (2.32b)
where we have singled out the monopole fluctuation δ
(1)
L,0. Note that due to our con-
vention for the spherical harmonics (see Appendix A), the reality condition
(
δL(k)
)∗
=
δL(−k) translates into the conditions(
δ
(1)
L,0(k)
)∗
= δ
(1)
L,0(k) ,
(
δ
(1)
L,`m(k)
)∗
= δ
(1)
L,`,−m(k) . (2.33)
Fluctuations give rise to a perturbation of the averaged density contrast which up
to second order can be written as,
δ¯W =δ∗ +
∫
[dk] 4piS(k) δ
(1)
L,0(k) +
∫
[dk]2 4piQ0(k1, k2) δ
(1)
L,0(k1)δ
(1)
L,0(k2)
+
∑
`>0,m
∫
[dk]2Q`(k1, k2) δ
(1)
L,`m(k1)δ
(1)
L,`,−m(k2) ,
(2.34)
where we introduced the notation,
[dk]n ≡
n∏
i=1
k2i dki
(2pi)3
, (2.35)
and S, Q0, Q` are some kernels. Below we will refer to Q0, Q` as response matrices.
Note the factor 4pi that we included in the definition of S and Q0; it reflects the
difference in our normalization of spherical harmonics in the monopole and higher
multipole sectors, see Eq. (A.8). In the expression (2.34) we have used the fact that
non-monopole fluctuations can contribute only at quadratic order due to spherical
symmetry. For the same reason, the kernels Q` do not depend on the azimuthal
number m.
Substituting (2.32a) and (2.34) into the path integral (2.7), after a straightfor-
ward calculation, we find that the Gaussian integrals over fluctuations with different
multipole numbers ` factorize. This leads to the following representation for the
PDF,
P(δ∗) = A0 ·
∏
`>0
A`(δ∗) · exp
{
−F
2(δ∗)
2g2σ2R∗
}
, (2.36)
– 14 –
where
A0 =N−10
∫ i∞
−i∞
dλ(1)
2piig2
∫
Dδ(1)L,0 exp
{
− 4pi
g2
[ ∫
[dk]
2P (k)
(
δ
(1)
L,0(k)
)2
+ λ(1)
∫
[dk]S(k) δ
(1)
L,0(k) + λˆ
∫
[dk]2Q0(k1, k2) δ
(1)
L,0(k1)δ
(1)
L,0(k2)
]}
,
(2.37)
A` =N−1`
∫
[Dδ(1)L,lm] exp
{
− 1
g2
∑
m
[ ∫
[dk]
2P (k)
δ
(1)
L,`m(k)δ
(1)
L,`,−m(k)
+ λˆ
∫
[dk]2Q`(k1, k2) δ
(1)
L,`m(k1)δ
(1)
L,`,−m(k2)
]}
. (2.38)
The integration measure in the last expression is [Dδ(1)L,lm] =
∏l
m=−lDδ
(1)
L,lm, whereas
the normalization factors are,
N0 =
∫
DδL,0 exp
{
− 4pi
g2
∫
[dk]
2P (k)
(
δL,0(k)
)2}
, (2.39)
N` =
∫
[DδL,lm] exp
{
− 1
g2
∑
m
∫
[dk]
2P (k)
δL,`m(k)δL,`,−m(k)
}
. (2.40)
Despite appearing more complicated, the monopole prefactor A0 can be evaluated
analytically. This is not surprising, since the dynamics in the monopole sector is
known exactly. We postpone this analysis to the next section and focus here on the
prefactor stemming from higher multipoles.
The quadratic form in the exponent of Eq. (2.38) is a convolution of the vector
δ
(1)
L,`m with the matrix
1
g2
(
1 · 1
P (k)
+ 2λˆQ`
)
δm,−m ,
where 1 is the unit operator in k-space whose kernel with respect to the measure
(2.35) is,
1(k, k′) = (2pi)3k−2δ(1)D (k − k′) , (2.41)
and δm,−m is the Kronecker symbol. The Gaussian integral over δ
(1)
L,`m is inversely
proportional to the square root of the determinant of this matrix. To get A`, this
determinant must be divided by the determinant of the corresponding matrix in the
normalization factor (2.40) which is simply
1
g2
(
1 · 1
P (k)
)
δm,−m .
In this way we obtain
A` = D−(`+1/2)` , (2.42)
where
D` = det
(
1 + 2λˆ
√
PQ`
√
P
)
, (2.43)
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is the `th aspherical fluctuation determinant. The second term in D` denotes an
operator with the kernel
√
P (k)Q`(k, k
′)
√
P (k′). It is convenient to introduce the
aspherical prefactor that aggregates contributions of all multipoles with strictly pos-
itive `,
AASP ≡
∏
`>0
A` =
∏
`>0
D−(`+1/2)` . (2.44)
We see that its computation requires knowledge of the aspherical response matri-
ces Q`.
Let us make an important remark. The growth factor g has dropped out of the
expression for the fluctuation determinants (2.43). Also, it can be shown that the
response matrices Q` do not depend on the redshift
9 (see Sec. 5). This implies that
the aspherical prefactor is redshift-independent. We are going to see in the next
section that this theoretical expectation is confirmed by the N-body data.
The redshift-independence of AASP may be somewhat puzzling. Indeed, being
a non-trivial function of δ∗, the aspherical prefactor affects the shape of PDF even
at early times, when the distribution must be Gaussian. To resolve this apparent
paradox, we notice that at high redshifts (in the limit g2 → 0) the distribution
(2.36) approaches the delta-function centered at δ∗ = 0. On the other hand, recall
that λˆ vanishes at δ∗ (see Fig. 3) and hence D`(δ∗ = 0) = 1 for all `. This implies
AASP(δ∗ = 0) = 1 and in the limit g2 → 0 the whole aspherical prefactor reduces
to unity. One concludes that the role of the aspherical prefactor decreases as the
distribution becomes sharper towards high redshifts.
3 Closer look at the prefactor
In this section we explicitly compute the monopole prefactor A0 from the spherical
collapse dynamics. We then use N-body data to extract the aspherical prefactor
AASP and discuss its main properties.
3.1 Monopole
The factorization property (2.36) implies that in the computation of the monopole
prefactor all aspherical perturbations can be set to zero. Thereby it is convenient to
consider the path integral over the spherically symmetric sector as a whole, without
splitting the density field into the saddle-point configuration and fluctuations. In
this way we arrive at what can be called ‘spherical PDF’,
PSP(δ∗) = N−10
∫
DδL,0 exp
{
− 4pi
g2
∫
[dk]
2P (k)
(
δL,0(k)
)2}
δ
(1)
D
(
δ∗ − δ¯W [δL,0]
)
, (3.1)
9Strictly speaking, this statement is true only in the EdS universe. However, the response
matrices computed in the exact ΛCDM cosmology coincide with the EdS approximation better
than at a per cent level. Another source of a weak z-dependence is a UV counterterm in the
prefactor, required to renormalize the short-distance contributions, see Sec. 8.2.
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with the normalization factor given in Eq. (2.39). We stress that PSP is not equal to
the true PDF, as it restricts the original path integral (2.5) to spherically symmetric
configurations only, and thus misses the contribution of aspherical modes.
Due to the existence of the spherical collapse mapping (2.14), the condition δ∗ =
δ¯W [δL,0] is equivalent to the condition F (δ∗) = δ¯L,0(R∗). Thus, the delta-function in
(3.1) is proportional to the delta-function of the argument F (δ∗)− δ¯L,0(R∗),
δ
(1)
D
(
δ∗ − δ¯W [δL,0]
)
= C[δL,0] · δ(1)D
(
F (δ∗)− δ¯L,0(R∗)
)
. (3.2)
The proportionality coefficient C is given in Eq. (2.22); it is fixed by the requirement
that the integral of both sides of (3.2) over δ∗ produces unity. Substituting this
relation into Eq. (3.1) and using the integral representation for the delta-function we
obtain,
PSP(δ∗) =N−10
∫ i∞
−i∞
dλ
2piig2
eλF/g
2
∫
DδL,0C[δL,0]
× exp
{
− 4pi
g2
[ ∫
[dk]
2P (k)
(
δL,0(k)
)2
+ λ
∫
[dk]Wth(kR∗)δL,0(k)
]}
.
(3.3)
It is now straightforward to evaluate this integral by the saddle point method, which
yields10,
PSP(δ∗) = Cˆ(δ∗)√
2pig2σ2R∗
exp
(
−F
2(δ∗)
2g2σ2R∗
)
, (3.4)
where Cˆ is defined in (2.29). From this expression we infer the monopole prefactor,
A0(δ∗) = Cˆ(δ∗)√
2pig2σ2R∗
. (3.5)
We plot its dependence on the density contrast in Fig. 5. It varies roughly by an
order of magnitude in the range δ∗ = [−0.9, 9]. Since it is inversely proportional
to the r.m.s density contrast gσR∗ , it significantly varies with the window function
radius and redshift. For illustration purposes we show the results for z = 0. The
curves for other redshifts are qualitatively similar and can be obtained upon rescaling
by an appropriate growth factor (shown in the right panel of Fig. 2).
By construction, the spherical PDF (3.1) is normalized to unity,∫ ∞
−1
dδ∗PSP(δ∗) = 1 . (3.6)
However, it does not reproduce the correct zero mean value of the density contrast,
〈δ∗〉SP ≡
∫ ∞
−1
dδ∗PSP(δ∗) δ∗ 6= 0 . (3.7)
10This result is actually exact as C[δL,0] is a linear functional of δL,0, and for this type of integrals
there are no corrections to the saddle-point approximation.
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Figure 5. The monopole prefactor at z = 0.
To see this, we define the variable ν = F/σR∗ and rewrite (3.4) as
PSP = 1√
2pig2
dν
dδ∗
e
− ν2
2g2 . (3.8)
The expectation value (3.7) becomes,
〈δ∗〉SP =
∫ ∞
−∞
dν√
2pig2
δ∗(ν) e
− ν2
2g2 =
g2
2
d2δ∗
dν2
∣∣∣∣
ν=0
, (3.9)
where we have evaluated the integral at leading order in g2. It is straightforward to
compute the second derivative appearing in the above equation. One finds,
d2δ∗
dν2
∣∣∣∣
ν=0
= −σ2r∗
[
F ′′(0) + 2
(
1− ξr∗
σ2r∗
)]
. (3.10)
Using also the Taylor expansion (2.31a) for the function F one obtains,
〈δ∗〉SP = −g2σ2r∗a1 , where a1 =
4
21
− ξr∗
σ2r∗
. (3.11)
The numerical values of a1 for different cell radii are given in Table 2 in the next
subsection.
At first sight, the fact that the spherical PDF fails to reproduce the zero mean
value of δ∗ may seem surprising. However, it becomes less so once we realize that
vanishing of 〈δ∗〉 is related to translational invariance. Indeed, it is implied by the
vanishing of 〈δ(x)〉, the mean density contrast at each space point. The latter, in
turn, involves two ingredients: (i) the constraint
∫
d3x δ(x) = 0 which follows trivially
from the definition of the density contrast, and (ii) the fact that, due to translational
– 18 –
N-bodySP
0.1 0.5 1 5 10
10-6
10-5
10-4
0.001
0.010
0.100
1
1+δ*
(δ *)
1-point PDF, r*=10 Mpc/h, z=0
N-bodySP
0.1 0.5 1 5 10
10-6
10-5
10-4
0.001
0.010
0.100
1
1+δ*
(δ *)
1-point PDF, r*=15 Mpc/h, z=0
Figure 6. 1-point PDF of the smoothed density field at redshift z = 0 for r∗ = 10
Mpc/h (left panel) and r∗ = 15 Mpc/h (right panel): the spherical PDF given by Eq. (3.4)
(blue line) against the N-body data (black dots). Error-bars on the data points show the
statistical uncertainty.
invariance, 〈δ(x)〉 is the same at all points. But the translational invariance has been
explicitly broken by the reduction of the path integral to the spherically symmetric
sector that singles out the origin as a preferred point in space. The correct identity
〈δ∗〉 = 0 will be restored once we take into account the aspherical prefactor generated
by fluctuations beyond the monopole sector.
3.2 Aspherical prefactor from N-body data
Before delving into the calculation of the aspherical prefactor, let us verify the semi-
classical factorization formula (2.36) against the N-body data. To this end, we have
run a suite of N-body simulations using the FastPM code [51] and obtained the
counts-in-cells statistics for a total of 518400 cells with radius r∗ = 10 Mpc/h and
153600 cells with r∗ = 15 Mpc/h. The details of our simulations are presented in
Appendix B. Figure 6 shows the data points together with the spherical PDF PSP.
The results are shown for redshift z = 0. The PDFs for other redshifts are qualita-
tively similar and will be discussed shortly. From Fig. 6 we see that although the
spherical PDF correctly captures the exponential falloff of the data points at large
over-/under-densities, it is clearly off-set from the data even at δ∗ = 0. According
to (2.36), this off-set should be compensated by the aspherical prefactor AASP. Us-
ing the full PDF Pdata(δ∗) measured from the data, we can extract the aspherical
prefactor as
AASP(δ∗) = Pdata(δ∗)PSP(δ∗) . (3.12)
The result is shown in Fig. 7 for various redshifts and cell radii. At higher redshifts
the distribution becomes sharper, which increases the measurement errors away from
the origin. This is especially visible in the case z = 4 where the available δ∗-range
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Figure 7. The aspherical prefactor AASP = Pdata/PSP extracted from the simulations.
The results are shown for the cell radii 10 Mpc/h (left panel) and 15 Mpc/h (right panel).
in the data significantly shrinks compared to z = 0. The errorbars shown in the
plots represent the statistical uncertainty of our data. It is worth noting that the
bins at the tails of the distribution are expected to contain also a systematic error
comparable to the statistical one, see the discussion in Appendix B.
The spherical PDF has an exponential sensitivity to the density variance, which
changes by an order of magnitude across the considered redshifts, see Tab. 1. Sim-
ilarly, the measured PDF’s at different redshifts and cell radii are exponentially
different. Nevertheless, we observe that the results of their division by the spheri-
cal PDF’s depend very weakly on the redshift and the size of the window function.
This is a strong confirmation of the validity of the semiclassical scaling (2.36). In
particular, we conclude that the spherical collapse saddle point indeed dominates
the probability: if it were not the case, one would expect exponentially large dif-
ference between Pdata and PSP. Moreover, the data are clearly consistent with the
redshift-independence of AASP, as predicted by the theory (see Sec. 2.3). Note that
the aspherical prefactor is a very smooth function that varies only by an order of
magnitude within the density range where the whole PDF varies by six-seven orders
of magnitude.
In complete agreement with the theoretical expectation (recall the discussion
at the end of Sec. 2.3), we see that AASP
∣∣
δ∗=0
= 1. Note that this ensures the
correct normalization of the full PDF P = AASPPSP in the leading semiclassical
approximation. Indeed, in this approximation the PDF is concentrated around δ∗ = 0
and we have,∫
dδ∗AASP(δ∗)PSP(δ∗) = AASP
∣∣
δ∗=0
∫
dδ∗PSP(δ∗) = AASP
∣∣
δ∗=0
.
Let us now see how inclusion of the aspherical prefactor restores the zero expectation
value of the density contrast. To this end, we introduce the variable ν as in (3.8)
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and write,
〈δ∗〉 =
∫ ∞
−1
dδ∗AASP(δ∗)PSP(δ∗) δ∗ =
∫ ∞
−∞
dν√
2pig2
AASP(ν) δ∗(ν) e−
ν2
2g2
= g2
(
dAASP
dν
· dδ∗
dν
+
1
2
d2δ∗
dν2
)∣∣∣∣
ν=0
,
(3.13)
where in the last equality we evaluated the integral at leading order in g2. For 〈δ∗〉
to vanish, the first derivative of AASP at δ∗ = 0 must satisfy,
dAASP
dδ∗
∣∣∣∣
δ∗=0
= −1
2
(
dδ∗
dν
)−2
d2δ∗
dν2
∣∣∣∣
ν=0
.
Comparing with Eq. (3.10) we obtain the condition
dAASP
dδ∗
∣∣∣∣
δ∗=0
= a1 , (3.14)
where a1 has been defined in (3.11).
We have checked that the N-body data are fully consistent with this requirement.
Namely, we fit the dependence AASP(δ∗) extracted from the data with the formula
AASP = 1 + a1 ln(1 + δ∗) + a2 ln2(1 + δ∗) + a3 ln3(1 + δ∗) , (3.15)
where we fix a1 to the numerical values predicted by Eq. (3.11), whereas a2 and a3
are treated as free parameters of the fit. The results of the fit are shown in Fig. 8 and
the parameters are summarized in Table 2. We observe that the expression (3.15)
accurately describes the data throughout the whole available range of densities. In
particular, there is a perfect match between the slopes of the fitting curve and the
data at the origin. Note that the precise values of the coefficients a2, a3 listed in
Table 2 should be taken with a grain of salt as they are determined by the tails of
the measured distribution, which are subject to systematic errors.
a1 a2 a3
r∗ = 10 Mpc/h −0.575 0.047 0.027
r∗ = 15 Mpc/h −0.546 0.018 0.037
Table 2. Parameters of the fitting formula (3.15) for the aspherical prefactor for two
different cell radii. The parameter a1 is computed from Eq. (3.11), and is not fitted from
the data.
We have seen that the aspherical prefactor is independent of the linear growth
factor. We also observe that the prefactor depends rather weakly on the size of the
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Figure 8. The fitting formula for the aspherical prefactor (3.15) against the N-body data
for r∗ = 10 Mpc/h (left panel) and r∗ = 15 Mpc/h (right panel). All results are shown for
z = 0.
window function. The leading response of the PDF to a change in the cosmologi-
cal model (such as e.g. variation of the cosmological parameters or beyond-ΛCDM
physics) will clearly enter through the exponent of the spherical part PSP. The
modification of the PDF due to the change of AASP is expected to be subdominant.
Hence, for practical applications of the 1-point PDF to constraining the cosmological
parameters or exploring new physics one can, in principle, proceed with the simple
fitting formula (3.15) with the parameters extracted from N-body simulations of a
fiducial ΛCDM cosmology.
Nevertheless, from the theoretical perspective, it is highly instructive to perform
the full first-principle calculation of the aspherical prefactor. The rest of the paper
is devoted to this task. In the four subsequent sections we derive and analyze the
relevant equations. A reader interested in the final results can jump directly to Sec. 8.
4 Perturbative calculation at small density contrast
In this section we compute the aspherical prefactor treating the saddle point config-
uration perturbatively. This approximation is valid at small contrasts |δ∗|  1. We
will work at quadratic order in δ∗ which, as we will see shortly, corresponds to the
1-loop order of standard perturbation theory. We first consider standard cosmolog-
ical perturbation theory (SPT) [2] and then discuss its extension, the effective field
theory (EFT) of large scale structure [14, 15]. Eventually, we are interested in large
averaged density contrasts |δ∗| ∼ 1 where perturbation theory does not apply. Still,
it will serve us to grasp important features of a fully non-linear calculation.
It is convenient to introduce an alternative representation of the aspherical pref-
actor. Let us multiply and divide the expression (2.44) by the square root of the
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monopole fluctuation determinant
D0 = det
[
1 + 2λˆ
√
PQ0
√
P
]
, (4.1)
where Q0 is the monopole response matrix introduced in (2.34). Next we observe
that
∞∏
`=0
D−(`+1/2)` = N−1
∫
Dδ(1)L exp
{
− 1
g2
[ ∫
k
(
δ
(1)
L (k)
)2
2P (k)
+ λˆ
∫
k1
∫
k2
Qtot(k1,k2) δ
(1)
L (k1) δ
(1)
L (k2)
]}
,
(4.2)
where
Qtot(k1,k2) =
1
2
∂2δ¯W
∂δL(k1)∂δL(k2)
(4.3)
is the total quadratic response operator. Note that it is defined in the space of func-
tions depending on the full 3-dimensional wavevectors k, unlike the partial multipole
operators Q` defined in the space of functions of the radial wavenumber k. The
expression on the r.h.s. of (4.2) is the inverse square root of the total fluctuation
determinant,
Dtot = det[1 + 2λˆ
√
PQtot
√
P ] . (4.4)
In this way we obtain the following formula for the aspherical prefactor,
AASP =
√ D0
Dtot . (4.5)
The monopole determinant D0 can be computed analytically for any value of δ∗,
see Appendix C.3. Note that, by itself, it does not have any physical meaning as
the quadratic monopole fluctuations are already taken into account in the monopole
prefactor A0. The introduction of the monopole determinant is just a useful trick to
simplify the calculation, Dtot being more convenient to treat in perturbation theory
than the determinants in separate multipole sectors.
4.1 Fluctuation determinant in standard perturbation theory
In order to find the response matrix we use the SPT solution [2] for the mildly
non-linear density field,
δ(k) = δL(k) +
∞∑
n=2
∫
k1
...
∫
kn
(2pi)3δ
(3)
D
(
k−
∑
i
ki
)
Fn(k1, ...,kn)
n∏
i=1
δL(ki) . (4.6)
We work in the EdS approximation, where the SPT kernels Fn are redshift-independent,
e.g.
F2(k1,k2) =
17
21
+ (k1 · k2)
(
1
2k21
+
1
2k22
)
+
2
7
(
(k1 · k2)2
k21k
2
2
− 1
3
)
. (4.7)
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We will discuss the EFT corrections later on. Using (4.6) we obtain
Qtot(k1,k2) =
∞∑
n=2
n(n− 1)
2
∫
q1
...
∫
qn−2
Fn(k1,k2,q1, ...,qn−2)
×Wth(|k12 + q1...n−2|r∗)
n−2∏
i=1
δˆL(qi) ,
(4.8)
where q1...m ≡ q1 + ...+ qm. We will keep only the first two terms in the expansion
(4.8):
Qtot(k1,k2) = F2(k1,k2)Wth(|k12|r∗) + 3
∫
q
F3(k1,k2,q)Wth(|k12 + q|r∗) δˆL(q) .
(4.9)
An important comment is in order. The SPT kernels Fn(k1, ...,kn) are known to
contain poles when one or several momenta vanish, see e.g. the second term in (4.7).
These lead to the so-called11 ‘IR divergence’ in the individual SPT loop integrals that
cancel in the final results for the correlation functions [3]. Equation (4.9) implies that
the response matrix has IR poles when k1 or k2 (or both) tend to zero. Nevertheless,
we are going to see that the IR divergences associated with these poles cancel in the
determinant Dtot. In other words, the aspherical prefactor, and hence the full 1-point
PDF, is IR safe. In Sec. 6.1 this property will be related to the equivalence principle.
To compute the determinant Dtot, we make use of the trace formula,
Dtot = exp
{
Tr ln
(
1 + 2λˆ
√
PQtot
√
P
)}
≈ exp
{[
−2 δ∗
σ2r∗
+ 6
δ2∗
σ2r∗
(
− 4
21
+
ξr∗
σ2r∗
)]
Tr(PQtot)− 2 δ
2
∗
σ4r∗
Tr(PQtotPQtot)
}
,
(4.10)
where in the second line we perturbatively expanded the Lagrange multiplier λˆ and
kept only the terms that can contribute at order δ2∗. Let us first compute the leading-
order contribution O(δ∗). From Eq. (4.9) it is proportional to
Tr(QtotP )LO = Wth(0)
∫
k
F2(k,−k)P (k) . (4.11)
But this vanishes due to F2(k,−k) = 0. Note that this property can be traced back
to the translational invariance. Indeed, the latter implies conservation of momentum,
so that at quadratic order of SPT around homogeneous background one has,
δ(k) = δL(k) +
∫
q
F2(k− q,q) δL(k− q)δL(q) .
11For the realistic power spectrum there are no true divergences, but rather spurious enhanced
contributions of soft modes.
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Averaging over the Gaussian initial conditions and recalling that 〈δ(k)〉 = 〈δL(k)〉 =
0 by construction, one obtains that the integral entering (4.11) must vanish. As this
should be true for any power spectrum, one further infers vanishing of F2(k,−k).
At next-to-leading order one has,
Tr(QtotP )NLO = 3
δ∗
σ2r∗
∫
k
∫
q
F3(q,−q,k)P (k)P (q)|Wth(kr∗)|2 . (4.12)
This term is similar to the P13-contribution to the filtered density variance in SPT. It
is known to contain a spurious IR-enhancement, which cancels upon adding the P22
contribution, whose counterpart in our calculation is the rightmost term in (4.10),
Tr(QtotPQtotP ) =
∫
k1
∫
k2
F 22 (k1,k2)P (k1)P (k2)
∣∣Wth(|k1 + k2|r∗)∣∣2 . (4.13)
The net expression for the prefactor generated by total fluctuations reads:
Atot ≡ D−1/2tot ≈ exp
{
δ2∗
2
σ21-loop
σ4r∗
}
, (4.14)
where we defined the filtered 1-loop density variance:
σ21-loop =
∫
k
P1-loop(k)|Wth(kr∗)|2 , (4.15a)
P1-loop(k) =
∫
q
(
2F 22 (k− q,q)P (q)P (|k− q|) + 6F3(k,−q,q)P (q)P (k)
)
. (4.15b)
This result has an intuitive interpretation. One can get expression (4.14) by replacing
the linear matter power spectrum in the density variance of the saddle-point exponent
(2.30) by its 1-loop version,
exp
{
− δ
2
∗
2g2(σ2r∗ + g
2σ21-loop)
}
≈ exp
{
− δ
2
∗
2g2σ2r∗
+
δ2∗
2
σ21-loop
σ4r∗
}
. (4.16)
The replacement of the linear variance by the 1-loop expression in (4.16) is reminis-
cent of the coupling constant renormalization due to radiative corrections in instanton
calculations in QFT (see e.g. [56]).
4.2 Effective field theory corrections
SPT does not capture correctly the effect of very short modes that become deeply
non-linear by z = 0. This problem is addressed in EFT of LSS. The latter augments
the pressureless hydrodynamics equations solved in SPT by the effective stress tensor,
which is treated within a gradient expansion [14, 15, 17]. At the leading (1-loop)
order it produces the following correction (counterterm) to the density contrast,
δctr(k) = −γ(z)k2δL(k) , (4.17)
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which must be added to the SPT expression (4.6). Here γ(z) is a z-dependent
coefficient with the dimension of (length)2 whose value and scaling with g(z) will
be discussed below. Note that this contribution is linear in δL. However, it has the
same order of magnitude as the one-loop correction because the combination γk2 is
assumed to be small according to the rules of gradient expansion.
Addition of the term (4.17) to the relation between linear and non-linear density
contrasts slightly modifies the saddle-point solution. To find this correction we ob-
serve that, at the order we are working, the final smoothed density contrast is related
to the linear density field as,
δ¯W =
∫
k
Wth(kr∗) δL(k) (1− γk2). (4.18)
Substituting this into the saddle-point equations (2.9) we obtain,
δˆL =
δ∗
σ2r∗
(
1 +
2γΣ2r∗
σ2r∗
)
P (k)Wth(kr∗)(1− γk2) , (4.19)
where
Σ2r∗ =
∫
k
|Wth(kr∗)|2 P (k) k2 . (4.20)
The modification of the saddle point produces a shift in the leading exponent of the
PDF and results in the following counterterm prefactor:
Actr = exp
(
−δ2∗
γ(z)
g2(z)
Σ2r∗
σ4r∗
)
. (4.21)
It is instructive to derive this result in an alternative way. One recalls that the
1-loop SPT correction to the power spectrum (4.15b) receives a large contribution
from short modes that has the form (see e.g. [17]),
g2P1-loop, UV(k) =
(
− 61
630pi2
∫
qk
dqP (q)
)
g2k2P (k) . (4.22)
This contributons would be divergent for a universe where the spectrum P (q) falls
slower than q−1 at q → ∞. In EFT of LSS it is renormalized by the counterterm
−2γk2P (k) coming from the correction (4.17). Performing the renormalization inside
the filtered 1-loop density variance we obtain the expression,
σ21-loop, ren = σ
2
1-loop −
2γ
g2
Σ2r∗ , (4.23)
which translates into the multiplication of the 1-loop prefactor Atot by the countert-
erm (4.21).
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We obtain the value of the EFT coefficient γ(z = 0) by fitting the dark matter
power spectrum of the simulations12 at z = 0 to the 1-loop IR-resummed theoretical
template of [12]. We follow Ref. [19] to include the theoretical error in our analysis,
which yields the following result:
γ0 ≡ γ
∣∣
z=0
= 1.51± 0.07 (Mpc/h)2 . (4.24)
In general, the redshift dependence of γ should be also fitted from the power spectrum
in different redshift bins. In our analysis we use a simplified model of a scaling
universe [16]. In the range of wavenumbers k ∼ 0.1h/Mpc relevant for the EFT
considerations the broad-band part of the power spectrum can be approximated as
a power law [57, 58],
P (k) ∼ 2pi
2
k3NL
(
k
kNL
)n
, (4.25)
where kNL is the non-linear scale and the spectral index is estimated in the range
n ' −(1.5÷ 1.7). In a universe with such spectrum, the EFT coefficient is expected
to scale as γ ∝ k−2NL, whereas kNL depends on the growth factor as kNL ∝
(
g(z)
)n+3
2 .
This gives the dependence,
γ(z) = γ0
(
g(z)
) 4
n+3 . (4.26)
It has been found consistent with the results of N-body simulations [17, 59]. For
numerical estimates we will adopt the value n = −3/2 and the corresponding scaling
γ(z) = γ0
(
g(z)
)8/3
.
In Fig. 9 we compare the numerical results for Atot at z = 0 computed in SPT
and upon inclusion of the EFT correction (we use the value γ0 = 1.5 (Mpc/h)
2).
We see that the EFT correction has a sizable effect on the prefactor, and somewhat
reduces its value.
4.3 Aspherical prefactor at second order in background density
In order to compute the full aspherical prefactor we have to combine the total de-
terminant with the spherical one, see Eq. (C.34). Unlike the total determinant, the
spherical determinant differs from unity at leading order in δ∗ and yields
ALOASP = D1/20 = exp
{
δ∗
(
4
21
− ξr∗
σ2r∗
)}
. (4.27)
Remarkably, the aspherical prefactor at orderO(δ∗) is fully controlled by translational
invariance which forces the corresponding terms in Atot to vanish. Thus, the slope of
the aspherical prefactor at the origin is encoded in the spherical collapse dynamics.
12For the fit we use the power spectrum of the Horizon Run 2 [52] that has the same cosmology
as assumed in this paper. This gives a better precision than our own simulations performed in
relatively small boxes and contaminated by systematic errors at large scales.
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Figure 9. The prefactor Atot due to quadratic fluctuations in perturbation theory
computed at 1-loop order in SPT and EFT. The results are shown at z = 0. Perturbation
theory is strictly applicable in the neighborhood of δ∗ = 0.
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Figure 10. Left panel: the aspherical prefactor in perturbation theory at leading
(LO) and next-to-leading (NLO) orders shown against the N-body data for cell radius
r∗ = 10 Mpc/h at z = 0. Right panel: the corresponding residuals.
Note that this slope has precisely the value necessary to restore the zero mean of the
density contrast, Eqs. (3.14), (3.11). This is an important consistency check of our
approach.
Expanding the monopole determinant, one finds at the next-to-leading order:
ANLOASP = exp
{
δ∗
(
4
21
− ξr∗
σ2r∗
)
+
δ2∗
2
σ21-loop, ren
σ4r∗
+
δ2∗
2
(
− 1180
1323
+
40ξr∗
21σ2r∗
+
r2∗Σ
2
r∗
3σ2r∗
+
ξ2r∗
σ4r∗
− 3σ
2
1 r∗
σ2r∗
)}
,
(4.28)
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where Σ2r∗ is defined in (4.20) and
σ21 r∗ =
∫
k
(
sin(kr∗)
kr∗
)2
P (k) . (4.29)
In the left panel of Fig. 10 we show the aspherical prefactor evaluated at leading and
next-to-leading orders in perturbation theory. We observe that the LO result works
surprisingly well and does not deviate from the data by more than 10% in the range
δ∗ ≈ [−0.5, 1], while the NLO results extends the agreement up to δ∗ ≈ [−0.8, 1.5]. In
the right panel of Fig. 10 we show the residuals for the perturbation theory PDF. One
sees that the NLO corrections reduce the residuals close to the origin, but quickly
blow up towards large overdensities.
One takes four main lessons from the perturbative calculation:
1. The response matrix contains spurious IR enhanced terms that cancel in the
determinant.
2. Including the aspherical corrections amounts, in part, to replacing the linear
density variance by its non-linear version.
3. The short-scale contributions should be renormalized by appropriate EFT coun-
terterms.
4. The slope of the aspherical prefactor at the origin is dictated by translational
invariance and is such that the mean value 〈δ∗〉 vanishes.
5 Aspherical prefactor at large density contrasts: main equa-
tions
In Sec. 2.3 we expressed the aspherical prefactor as the product of fluctuation de-
terminants in different multipole sectors. Calculation of these determinants requires
knowledge of the aspherical response matrices Q`. In this and the subsequent section
we set up the equations for the determination of Q` that we will solve numerically
afterwards. For simplicity, we work in the EdS approximation. The equations for
ΛCDM cosmology are summarized in Appendix E. We have checked that the differ-
ence in the final answers for the prefactor in ΛCDM and in EdS does not exceed 1%.
Thus, the EdS approximation is vastly sufficient for our purposes.
5.1 Linearized fluctuations with ` > 0
We first derive the evolution equations for linearized aspherical perturbations in the
background of the saddle-point solution. We start from the standard pressureless
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Euler–Poisson equations for the density, peculiar velocity, and the Newtonian gravi-
tational potential in an EdS universe,
∂δ
∂t
+ ∂i
(
(1 + δ)ui
)
= 0 , (5.1a)
∂ui
∂t
+Hui + (uj∂j)ui = −∂iΦ , (5.1b)
∆Φ =
3H2
2
δ , (5.1c)
where t is conformal time, H = ∂ta/a = 2/t is the conformal Hubble parameter
and a is the scale factor. We expand all quantities into background and first-order
perturbations, δ = δˆ+ δ(1), etc. Next, we take the divergence of (5.1b) and introduce
the velocity potential Ψ:
u
(1)
i = −H∂iΨ(1) , ∂iu(1)i = −HΘ(1) . (5.2)
From now on we also switch to a new time variable
η ≡ ln a(t) , (5.3)
To linear order in perturbations, the system (5.1) takes the form,
δ˙(1) −Θ(1) +H−1uˆi ∂iδ(1) +H−1∂iuˆi δ(1) − ∂iδˆ ∂iΨ(1) − δˆΘ(1) = 0 , (5.4a)
Θ˙(1) +
1
2
Θ(1) − 3
2
δ(1) +H−1uˆi ∂iΘ(1) +H−1∂i∂juˆj ∂iΨ(1) + 2H−1∂iuˆj ∂i∂jΨ(1) = 0 ,
(5.4b)
∆Ψ(1) = Θ(1) , (5.4c)
where dot denotes the derivative with respect to η. Note that the background quan-
tities have only radial dependence and the velocity uˆi has only the radial component,
so that
H−1∂iuˆj = −∂i∂jΨˆ = xixj
r2
∂2r Ψˆ +
(
δij − xixj
r2
)
∂rΨˆ
r
. (5.5)
We now expand the perturbations in spherical harmonics,
δ(1)(x) =
∑
`>0
∑`
m=−`
Y`m(x/r) δ`m(r) , (5.6)
and similarly for the other fields. To simplify notations, we have omitted the super-
script ‘(1)’ on the multipole components of the fluctuations. In what follows we will
also omit the azimuthal quantum number m as it does not appear explicitly in the
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equations. Substituting the expansion into Eqs. (5.4) we obtain,
δ˙` −Θ` − ∂rΨˆ ∂rδ` − Θˆ δ` − ∂rδˆ ∂rΨ` − δˆΘ` = 0 , (5.7a)
Θ˙` +
1
2
Θ` − 3
2
δ` − ∂rΨˆ ∂rΘ` − ∂rΘˆ ∂rΨ` − 2∂2r Ψˆ Θ`
+ 2
(
∂2r Ψˆ−
∂rΨˆ
r
)(
2
r
∂rΨ` − `(`+ 1)
r2
Ψ`
)
= 0 , (5.7b)
∂2rΨ` +
2
r
∂rΨ` − `(`+ 1)
r2
Ψ` = Θ` . (5.7c)
This is a system of (1+1)-dimensional partial differential equations for the set of
functions (δ`,Θ`,Ψ`).
To determine the initial conditions, we reason as follows. At early times the
saddle-point background vanishes and a solution to the previous system goes into
δ`(r)→ eη δL,`(r) ,
where δL,` is a linear density field. Just like one decomposes linear perturbations
over plane waves in 3-dimensional space, we need to choose a basis of functions on
the half-line which are properly normalized w.r.t. to the radial integration measure,∫ ∞
0
dr r2 δ∗L,`,k(r)δL,`,k′(r) = (2pi)
3k−2δ(1)D (k − k′) . (5.8)
The expression on the r.h.s. is the radial delta-function compatible with the mo-
mentum-space measure
∫
[dk], Eq. (A.3). A convenient basis with these properties is
provided by the spherical Bessel functions (see Appendix A),
δL,`,k(r) = 4pi j`(kr) .
We conclude that the relevant initial conditions are,
δ`,k(r) = Θ`,k(r) = e
η · 4pij`(kr) , (5.9a)
Ψ`,k = −eη · 4pi
k2
j`(kr) at η → −∞ . (5.9b)
In setting up the initial conditions for Ψ we have used that Bessel functions are
eigenstates of the radial part of the Laplace operator, see Eq. (A.15).
5.2 Quadratic fluctuations in the monopole sector
To find the response matrix, we need the second-order monopole perturbation δ
(2)
0
induced by a pair of first-order aspherical modes with a given `. For simplicity, we
will take the latter in the form,
δ
(1)
k (r) = Y`,m=0(x/r) δ`,k(r) , (5.10)
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so that, according to (A.10), δ`,k is real. Let us first focus on the diagonal elements of
the response matrix, i.e. consider the case when the fluctuation δ
(2)
0 is sourced by two
linear modes with the same wavenumber k. Generalization to a pair with different
wavenumbers will be discussed at the end of the subsection. For compactness we will
omit this wavenumber in the subscript of δ`,Θ`,Ψ` in what follows.
Expanding the Euler–Poisson equations to the quadratic order and averaging
over the angles we obtain,
δ˙
(2)
0 −Θ(2)0 − ∂rΨˆ ∂rδ(2)0 − Θˆ δ(2)0 − ∂rδˆ ∂rΨ(2)0 − δˆΘ(2)0 = Ξδ , (5.11a)
Θ˙
(2)
0 +
1
2
Θ
(2)
0 −
3
2
δ
(2)
0 −∂rΨˆ ∂rΘ(2)0 −∂rΘˆ ∂rΨ(2)0 (5.11b)
− 2∂2r Ψˆ Θ(2)0 +
4
r
(
∂2r Ψˆ−
∂rΨˆ
r
)
∂rΨ
(2)
0 = ΞΘ ,
∂2rΨ
(2)
0 +
2
r
∂rΨ
(2)
0 = Θ
(2)
0 , (5.11c)
where the sources on the r.h.s. are,
Ξδ = − 1H
∫
dΩ
4pi
∂i(δ
(1)u
(1)
i ) , ΞΘ =
1
H2
∫
dΩ
4pi
∂i(u
(1)
j ∂ju
(1)
i ) . (5.12)
Performing the angular integration and using the Poisson equation (5.7c) the sources
can be cast in a suggestive form,
Ξδ =
1
r2
∂r(r
2Υδ) , ΞΘ =
1
r2
∂r(r
2ΥΘ) , (5.13)
where
Υδ =
1
4pi
δ`∂rΨ` , (5.14a)
ΥΘ =
1
4pi
[
Θ`∂rΨ` − 2
r
(∂rΨ`)
2 +
2`(`+ 1)
r2
Ψ`∂rΨ` − `(`+ 1)
r3
Ψ2`
]
. (5.14b)
Let us introduce a second-order overdensity integrated over a sphere of ra-
dius13 rη,
µ(2) =
∫ rη
0
dr r2 δ
(2)
0 (r) , (5.15)
where we allow rη to be time dependent. We now show that if rη satisfies an ap-
propriate evolution equation, the system (5.11) reduces to an ordinary differential
equation for µ(2). It is convenient to work with the total quantities (background plus
second order perturbations), δ0 = δˆ + δ
(2)
0 etc. Then Eqs. (5.11) become,
δ˙0 − ∂rΨ0∂rδ0 − (1 + δ0)Θ0 = Ξδ , (5.16a)
Θ˙0 +
1
2
Θ0 − 3
2
δ0 − ∂rΨ0∂rΘ0 −Θ20 +
2
r2
(∂rΨ0)
2 +
4
r
∂2rΨ0∂rΨ0 = ΞΘ , (5.16b)
∂r(r
2∂rΨ0) = r
2Θ0 . (5.16c)
13Note that we do not divide by the volume of the sphere, so µ(2) differs from the spherically
averaged density contrast by a factor r3η/3.
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Let us multiply the first equation by r2 and integrate from 0 to rη,∫ rη
0
dr r2
∂δ0
∂η
−
∫ rη
0
dr r2∂rΨ0∂rδ0 −
∫ rη
0
dr r2(1 + δ0)Θ0 =
∫ rη
0
dr r2Ξδ . (5.17)
The last two terms on the l.h.s. combine into a total derivative due to Eq. (5.16c).
Also pulling the time derivative outside of the integral in the first term we obtain,
d
dη
∫ rη
0
dr r2
(
1 + δ0(r)
)− r2η(1 + δ0(rη))(r˙η + ∂rΨ0(rη)) = r2ηΥδ(rη) . (5.18)
The boundary terms on the l.h.s. cancel if we choose the time-dependence of rη in
such a way that
r˙η = −∂rΨ0(rη) . (5.19)
In other words, we shall choose the boundary to be moving with the angular-averaged
fluid velocity. Then Eq. (5.18) simplifies,
µ˙ = r2ηΥδ(rη) , (5.20)
where we introduced
µ =
∫ rη
0
dr r2
(
1 + δ0(r)
)
. (5.21)
This equation has a clear physical interpretation. It tells us that the mass inside a
spherical region comoving with the average spherical fluid flow changes due to the
inflow through the boundary generated by aspherical modes.
Equation (5.20) allows us to determine µ once the time dependence of rη is
known. However, we still need an evolution equation for rη in terms of rη and µ
to close the system14. This is obtained from (5.16b) by multiplying it with r2 and
integrating from 0 to rη. Using (5.13) and (5.14b) we obtain,
r2η
(
∂
∂η
∂rΨ0 +
1
2
∂rΨ0 − ∂rΨ0∂2rΨ0
)∣∣∣∣
rη
− 3
2
(
µ− r
3
η
3
)
= r2ηΥΘ(rη) . (5.22)
It follows from (5.19) that
r¨η =
(
− ∂
∂η
∂rΨ0 + ∂
2
rΨ0∂rΨ0
)∣∣∣∣
rη
. (5.23)
Thus, we arrive at
r¨η +
r˙η
2
− rη
2
+
3µ
2r2η
= −ΥΘ(rη) . (5.24)
There is again a transparent physical interpretation: the aspherical perturbations
exert an effective force on the spherical flow that modifies its acceleration.
14Equation (5.19) is not sufficient as it involves the monopole velocity potential Ψ0 which is
unknown.
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As a final step, we decompose µ and rη into background values and second-order
perturbations,
rη = rˆη + r
(2)
η , (5.25a)
µ = µˆ+ µ(2) + r(2)η rˆ
2
η
(
1 + δˆ(rˆη)
)
, (5.25b)
where rˆη, µˆ satisfy source-free Eqs. (5.20), (5.24). Subtracting the background con-
tributions from the evolution equations we obtain,
µ˙(2) + r˙(2)η rˆ
2
η
(
1 + δˆ(rˆη)
)
+ r(2)η
d
dη
(
rˆ2η
(
1 + δˆ(rˆη)
))
= rˆ2ηΥδ(rˆη) (5.26a)
r¨(2)η +
r˙
(2)
η
2
+
(
1 +
3
2
δˆ(rˆη)− R
3
∗
rˆ3η
)
r(2)η +
3
2rˆ2η
µ(2) = −ΥΘ(rˆη) , (5.26b)
where we have used the asymptotics rˆη → R∗, µˆ → R3∗/3 at η → −∞. Equa-
tions (5.26) provide a closed system of linear ordinary differential equations for the
variables µ
(2)
∗ , r
(2)
η once the sources Υδ,Θ are known.
We must supplement (5.26) by three boundary conditions. One of them is set at
the final time and expresses the fact that we are interested in the overdensity within
the fixed radius r∗, so that the final radius is not perturbed,
r(2)η
∣∣
η=0
= 0 . (5.27a)
The conditions at the initial time η → −∞ are more subtle. The source-free
Eqs. (5.26) admit solutions corresponding to first order monopole fluctuations, that
can also change the mass within the cell. We need to eliminate such solutions. For
this purpose, we observe that for the spurious solutions the fields δ0 etc. behave as
eη at early times, whereas the second-order perturbations that we are interested in
are proportional to e2η. We conclude that we must require,
µ(2) ∝ e2η , at η → −∞ . (5.27b)
As for r
(2)
η , it need not vanish in the beginning. Rather, it should approach a constant
value in a specific way. Indeed, from Eqs. (5.20), (5.25b) and the fact that ˙ˆµ vanishes
we conclude that the derivative of the combination r
(2)
η rˆ2η
(
1 + δˆ(rˆη)
)
must fall off as
e2η. Thus, we obtain the third condition,
r˙(2)η + r
(2)
η
d
dη
ln
[
rˆ2η
(
1 + δˆ(rˆη)
)] ∝ e2η , at η → −∞ . (5.27c)
It is straightforward to generalize the above analysis to the case when the second-
order perturbation is sourced by a pair of aspherical modes with different radial
wavenumbers k and k′ (but, of course, the same angular numbers ` and m). In that
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case the sources (5.14) are replaced by symmetric combinations constructed from the
two modes,
Υδ,kk′ =
1
8pi
δ`,k∂rΨ`,k′ + (k ←→ k′) , (5.28a)
ΥΘ,kk′ =
1
8pi
[
Θ`,k∂rΨ`,k′ − 2
r
∂rΨ`,k∂rΨ`,k′ +
2`(`+ 1)
r2
Ψ`,k∂rΨ`,k′
− `(`+ 1)
r3
Ψ`,kΨ`,k′
]
+ (k ←→ k′) . (5.28b)
The rest of the derivation goes exactly the same as above, leading to Eqs. (5.26) with
the new sources.
5.3 Summary of the algorithm
Summarizing the results of this section, one obtains the following algorithm to find
the response matrix Q`(k, k
′) and the fluctuation determinant D`:
1. One solves Eqs. (5.7) with the initial conditions (5.9) and finds the mode func-
tions δ`,Θ`,Ψ` for each basis function from a set of N+1 momenta {k0, ..., kN}.
2. One uses these solutions to construct the sources (5.28) for a pair of wavevectors
ki and kj.
3. One solves (5.26) with the initial conditions (5.27) . The final variation in the
averaged overdensity gives the element of Q`,
Q`(ki, kj) =
3
r3∗
µ(2)(η = 0) . (5.29)
4. One repeats the above procedure for all different pairs of wavenumbers (ki, kj),
construct the operator 1 + 2λˆ
√
PQ`
√
P and evaluates its determinant.
The implementation of this algorithm on a discrete grid is described in Ap-
pendix G.
The algorithm requires a modification in the dipole sector (` = 1) due to the IR
sensitivity of the matrix Q1. We now focus on this issue.
6 Removing IR divergences in the dipole contribution
A complication arises in the dipole sector (` = 1). The initial conditions (5.9b) imply
that the velocity potential Ψ1,k ∝ eη · r/k has an 1/k pole15 at kr ∼ kr∗  1. Sub-
stitution of this expressions into equations of motion (5.7a), (5.7b) leads to further
15This problem does not arise for higher multipoles. The Bessel functions behave at the origin
as (kr)`, and hence the corresponding velocity potential Ψ`,k is regular at k → 0 for ` > 1.
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1/k contributions in δ1,k and Θ1,k proportional to the derivatives of the background
configuration ∂rδˆ, ∂rΘˆ. Thus, the linear solution (δ1,Θ1,Ψ1) contains singular 1/k
terms which translate into first- and second-order poles in the matrix Q1(k, k
′) at
k, k′  1/r∗. As we discuss below, these infrared (IR) enhanced contribution must
cancel in the determinant D1 entering the prefactor (2.44), which is IR-safe16. How-
ever, the presence of the ‘IR-divergent’17 terms makes a straightforward numerical
evaluation of the determinant unfeasible. The purpose of this section is to show
that the IR-enhanced contributions can be isolated and the IR-divergences can be
removed, whereby reducing the task to numerical evaluation of IR-safe quantities
only.
6.1 IR safety of the prefactor
We start by showing that the aspherical prefactor (2.44) is IR safe. We first give a
heuristic argument and then a more direct proof. Let us assume that the mapping
from the linear to non-linear density fields is invertible18. Then the counts-in-cells
PDF can be written in the schematic form,
P(δ∗) = N−1
∫
Dδ
∫
dλ
2piig2
exp
{
−Γ[δ]
g2
+
λ
g2
(
δ∗ − δ¯(r∗)
)}
, (6.1)
where the path integral runs over all density configurations at the final moment of
time and Γ[δ] is a weighting functional obtained from the Gaussian weight using the
map δ 7→ δL. A perturbative expansion for the functional Γ[δ] was derived in [9]
and it was shown that all coefficients in this expansion are IR-safe. Extrapolating
this property to the non-perturbative level, one concludes that the matrix of second
variational derivatives around the saddle-point solution
∂2Γ
∂δ(1)(x) ∂δ(1)(x′)
∣∣∣∣
δ=δˆ(x)
(6.2)
is also IR-safe. The prefactor of the PDF is given by the determinant of this matrix,
hence it is IR-safe as well.
We now give a more rigorous argument that does not require invertibility of the
density mapping. We split the integration variables in the path integral (2.7) into
soft (k  1/r∗) and hard (k & 1/r∗) modes. Omitting for clarity the normalization
factors we obtain,
P(δ∗) =
∫
DδsoftL exp
{
−
∫
k
|δsoftL (k)|2
2g2P (k)
}
P [δ∗; δsoftL ] , (6.3)
16We have already seen this cancellation in the perturbative calculation in Sec. 4.1.
17Here the term ‘divergence’ is used in the sense adopted in the perturbation theory literature,
where it refers to the fact that loop integrals would be divergent in IR for power-law spectra
P (k) ∝ kn with n ≤ −1. The ΛCDM power spectrum vanishes quickly at small k, so the loop
integrals are actually convergent, albeit strongly enhanced.
18This would be true in the absence of shell-crossing, but in general is not correct.
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where
P [δ∗; δsoftL ] ≡
∫
DδhardL dλ exp
{
− 1
g2
[ ∫
k
|δhardL (k)|2
2P (k)
− λ(δ∗ − δ¯W [δhardL + δsoftL ])]} ,
(6.4)
has the physical meaning of the PDF for short-scale overdensities in the background
of soft modes.
Now, the addition of a soft mode corresponds to immersion of the system into a
large-scale flow. Due to the equivalence principle, the main effect of such flow is an
overall translation of the hard modes by a distance proportional to the gradient of
the Newtonian potential [4–8]. In other words,
δ[δhardL + δ
soft
L ](x, η) = δ[δ
hard
L ]
(
x− ∇
∆
δsoftL (0, η), η
)
+ . . . . (6.5)
The shift is enhanced for long-wavelength perturbations leading to 1/ksoft poles in
the perturbative expansion of the expression (6.5) in δsoftL . On the other hand, the
remaining terms represented by dots in (6.5) contain more derivatives acting on the
Newtonian potential, and thus are regular in the limit when the soft momentum ksoft
goes to zero.
The PDF (6.4) can be evaluated in the saddle-point approximation. The saddle-
point solution is
δˆL[δ
soft
L ](x) = δˆL
(
x +
∇
∆
δsoftL |x=0
)
, (6.6)
where δˆL is the saddle-point configuration in the absence of soft modes. Likewise, the
fluctuations around the solution (6.6) are obtained from those around δˆL by the same
translation, so that the integral over them does not contain any poles. We conclude
that P [δ∗; δsoftL ] is IR-safe which implies the IR safety of the original PDF P(δ∗).
6.2 Factorization of IR divergences
At ` = 1 the equations (5.7) admit an exact solution
δ1 = ∂rδˆ · eη , Θ1 = ∂rΘˆ · eη , Ψ1 = ∂rΨˆ · eη + r · eη . (6.7)
Notice that in the far past all contributions here vanish faster than eη (actually, as
O(e2η)), except for the last term in Ψ1. The latter corresponds to a uniform motion
of all fluid elements19, i.e. to a large bulk flow. Existence of the solution (6.7) follows
from the equivalence principle obeyed by the Euler-Poisson equations. Indeed, we
can impose on any solution an infinitely large bulk flow that will sweep the original
solution as a whole. The dipolar solution (6.7) precisely corresponds to imposing
such a large bulk flow on the saddle-point configuration (δˆ, Θˆ, Ψˆ).
19Recall that the gradient of Ψ is proportional to the fluid velocity, see eq. (5.2).
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The solution (6.7) can be added with an arbitrary coefficient to any other solution
of eqs. (5.7). In particular, the perturbation with the initial conditions (5.9) for ` = 1
can be written as,
δ1,k = δ˘k − 4pi
3k
∂rδˆ e
η , (6.8a)
Θ1,k = Θ˘k − 4pi
3k
∂rΘˆ e
η , (6.8b)
Ψ1,k = Ψ˘k − 4pi
3k
∂rΨˆ e
η − 4pir
3k
eη , (6.8c)
where the triple
(
δ˘k, Θ˘k, Ψ˘k
)
is also a solution of eqs. (5.7) satisfying the same initial
conditions (5.9a) for δ˘k, Θ˘k, but with modified initial condition for Ψ˘k,
Ψ˘k =
[
− 4pi
k2
j1(kr) +
4pir
3k
]
· eη . (6.9)
Importantly, this modification eliminates the dangerous 1/k pole, so that the initial
conditions for all functions (δ˘k, Θ˘k, Ψ˘k) are regular at k → 0. In fact,
δ˘k, Θ˘k, Ψ˘k = O(k) . (6.10)
Then, by linearity of eqs. (5.7), this property holds at all times.
The next step is to isolate the IR divergences in the sources Υδ, ΥΘ. Substituting
(6.8) into (5.28), we obtain
Υδ,kk′ =
Aδ
kk′
+
Bδ,k′
k
+
Bδ,k
k′
+ Υ˘δ,kk′ , (6.11a)
ΥΘ,kk′ =
AΘ
kk′
+
BΘ,k′
k
+
BΘ,k
k′
+ Υ˘Θ,kk′ , (6.11b)
where
Aδ =
4pi
9
∂rδˆ(∂
2
r Ψˆ + 1) e
2η , (6.12a)
Bδ,k = −1
6
[
(∂2r Ψˆ + 1)δ˘k + ∂rδˆ∂rΨ˘k
]
eη , (6.12b)
AΘ =
4pi
9
[
∂rΘˆ(∂
2
r Ψˆ + 1)−
2
r
(∂2r Ψˆ)
2 +
4
r2
∂rΨˆ∂
2
r Ψˆ−
2
r3
(∂rΨˆ)
2
]
e2η , (6.12c)
BΘ,k=−1
6
[
(∂2r Ψˆ+1)Θ˘k+
(
∂rΘˆ− 4
r
∂2r Ψˆ+
4
r2
∂rΨˆ
)
∂rΨ˘k+
(
4
r2
∂2r Ψˆ−
4
r3
∂rΨˆ
)
Ψ˘k
]
eη ,
(6.12d)
and Υ˘δ,kk′ , Υ˘Θ,kk′ are computed using the regular solutions (δ˘k, Θ˘k, Ψ˘k), (δ˘k′ , Θ˘k′ , Ψ˘k′).
Due to linearity of Eqs. (5.26), the pole structure of the sources (6.11) propagates
into the pole structure of the matrix
Q1(k, k
′) =
A
kk′
+
B(k′)
k
+
B(k)
k′
+ Q˘(k, k′) , (6.13)
– 38 –
where A, B, Q˘ are found by solving Eqs. (5.26) with the sources (Aδ, AΘ), (Bδ, BΘ)
and (Υ˘δ, Υ˘Θ) respectively. Due to the property (6.10) we have
B(k) = O(k) , Q˘(k, k′) = O(kk′) at k, k′ → 0 . (6.14)
We now observe that the sought-for determinant has the form,
D1 = det
(
1 + 2λˆ
√
PQ˘
√
P + a(k)b(k′) + b(k)a(k′)
)
, (6.15)
with
a(k) = λˆ
√
P (k)
k
, b(k) =
(
A
k
+ 2B(k)
)√
P (k) . (6.16)
Denoting
M(k, k′) = (2pi)3k−2δ(1)D (k − k′) + 2λˆ
√
P (k)Q˘(k, k′)
√
P (k′) (6.17)
we write,
D1 = detM · DIR , (6.18)
where all IR-sensitive contributions have been collected into
DIR = det (1 + a˜⊗ b˜+ b˜⊗ a˜) . (6.19)
We have introduced a˜ = M−1/2a, b˜ = M−1/2b and used the fact that the matrix M
is symmetric.
The determinant (6.19) can be easily evaluated using Eq. (D.1) from Appendix D,
DIR = 1 + 2(a˜ · b˜) + (a˜ · b˜)2 − a˜2 b˜2 . (6.20)
Here dot denotes the scalar product,
a˜ · b˜ =
∫
[dk] a˜(k)b˜(k) =
∫
[dk][dk′] a(k)M−1(k, k′)b(k′) ,
and similarly for a˜2 and b˜2. The inverse matrix M−1 has the form,
M−1 = 1− 2λˆ
√
PQ˚
√
P (6.21)
with
Q˚(k, k′) = Q˘(k, k′) + . . . = O(kk′) at small k, k′ . (6.22)
Using this property one isolates the ‘IR-divergences’ in the different terms20 in (6.20),
2(a˜ · b˜) 3 2λˆ
∫
[dk]
P (k)
k2
A (6.23a)
(a˜ · b˜)2 − a˜2b˜2 3 −4λˆ2
∫
[dk]2
P (k1)
k21
P (k2)
(
B(k2)
)2
+ 8λˆ3
∫
[dk]3
P (k1)
k21
P (k2)P (k3)Q˚(k2, k3)B(k2)B(k3) . (6.23b)
20 As in perturbation theory, for the realistic power spectrum these terms are finite, but still
dangerously enhanced. They would be actually divergent if the power spectrum behaved as P (k) ∝
kn with n ≤ −1 at small k.
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A necessary and sufficient condition for their cancellation in the determinant (6.20) is,
A = 2λˆ
∫
[dk]2
√
P (k1)P (k2)B(k1)M
−1(k1, k2)B(k2) . (6.24)
While we do not have a direct proof of this identity, the arguments of the previous
subsection imply that it must be satisfied. We also checked it numerically and found
that it is fulfilled in our computations within the accuracy of the numerical procedure.
Using (6.24) we can simplify the expression (6.20). A straightforward calculation
yields,
DIR =
[
1 + 2λˆ
∫
[dk]2
√
P (k1)P (k2)
1
k1
M−1(k1, k2)B(k2)
]2
. (6.25)
This is the final expression to be used in numerical evaluation. The algorithm for
the computation of D1 consists of the following steps:
1. Solve the linear equations (5.7) with initial conditions (5.9a), (6.9) to find the
functions δ˘k, Θ˘k, Ψ˘k;
2. Find the matrix Q˘(k, k′) by solving Eqs. (5.26) with the sources Υ˘δ,kk′ , Υ˘Θ,kk′ ;
3. Find the vector B(k) by solving Eqs. (5.26) with the sources Bδ,k, BΘ,k,
Eqs. (6.12b), (6.12d);
4. Construct the matrixM(k, k′), Eq. (6.17), compute its determinant and inverse;
5. Use the inverse matrix M−1(k, k′) and the vector B(k) to compute the IR
contribution (6.25);
6. Compute the full determinant in the dipole sector as a product of detM and
DIR.
7 WKB approximation for high multipoles
In general the computation of the aspherical fluctuation determinant requires solving
the system of linear partial differential equations (5.7) on a grid. However, in the
sectors with large orbital numbers ` 1 one can use the Wentzel-Kramers-Brillouin
(WKB) technique to simplify the problem and gain insights into the structure of
the aspherical response matrix. Remarkably, in the WKB regime the system (5.7)
reduces to a system of ordinary differential equations and can be easily solved, e.g.
in Mathematica. The WKB analysis serves both to cross check the results of the full
numerical integration of Eqs. (5.7) and to study the UV sensitivity of the aspherical
prefactor in Sec. 8.2.
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We start by noticing that the basis functions (5.9) are suppressed at kr < ` due
to the centrifugal barrier. Indeed, at these values of r we obtain using Eq. (10.19.3)
from [60],
j`
(
(`+ 1/2)κr
) ∼ e−(`+1/2)
(
arcch 1κr−
√
1−(κr)2
)
(2`+ 1)
√
κr[1− (κr)2]1/4 , (7.1)
where we have introduced the ratio
κ ≡ k
`+ 1/2
(7.2)
which will be kept fixed in the limit ` → ∞. We see that j`(kr) is exponentially
suppressed at κr < 1. Thus, if kr∗  ` the perturbation has support outside of
the window function and does not contribute into the variation of the overdensity:
Q`(k, k
′) ≈ 0 whenever k or k′ is much smaller than `/r∗. We conclude that the
dominant contribution into the response matrix comes from the modes with
k & `/r∗  1/r∗ . (7.3)
These modes oscillate much faster than the background, so we can use the WKB
technique to find their evolution.
We will see that we have to go up to the second order in the WKB expansion,
hence we write the following Ansatz:
δ` = (δ`1 + k
−1δ`2)eikS` + h.c. ,
Θ` = (Θ`1 + k
−1Θ`2)eikS` + h.c. ,
Ψ` =(k
−2Ψ`1 + k−3Ψ`2)eikS` + h.c.
(7.4)
where δ`1, δ`2 etc. are slowly varying functions. Note that Ψ` is suppressed by two
powers of k compared to δ` and Θ`. From the Poisson equation (5.7c) we find at
leading order
Ψ`1 = − Θ`1
(S ′`)2 + (κr)−2
. (7.5a)
The next-to-leading expansion yields,
Ψ`2 =
−Θ`2 + iS ′′` Ψ`1 + 2iS ′`Ψ′`1 + 2iS
′
`
r
Ψ`1
(S ′`)2 + (κr)−2
. (7.5b)
Further, we susbstitute the form (7.4) into the dynamical Eqs. (5.7a), (5.7b). At
leading order O(k) both equations reduce to
S˙` − ∂rΨˆS ′` = 0 . (7.6)
In the combination on the l.h.s. one recognizes the time-derivative along the back-
ground flow, so one concludes that S` is conserved along the flow,
dS`
dη
∣∣∣∣
flow
= 0 . (7.7)
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In other words, S`(r, η) = S`
(
R(r, η)
)
, where R is the Lagrangian coordinate of the
spherical shell in the background solution. It is related to the Eulerian coordinate r
and η by Eq. (2.13) where for the density contrast one takes the saddle-point profile
δˆ(r, η). At η → −∞ the Lagrangian and Eulerian coordinates coincide, R = r.
From the orders O(1) and O(1/k) of Eqs. (5.7a), (5.7b) we obtain the equations
for the coefficient functions in the WKB Ansatz:
Next-to Leading Order,
dδ`1
dη
∣∣∣∣
flow
− Θˆδ`1 − (1 + δˆ)Θ`1 = 0 , (7.8a)
dΘ`1
dη
∣∣∣∣
flow
− 3
2
δ`1 +
[
1
2
− 2(κrS
′
`)
2∂2r Ψˆ
1 + (κrS ′`)2
− 2∂rΨˆ
r(1 + (κrS ′`)2)
]
Θ`1 = 0 . (7.8b)
Next-to-Next-to-Leading Order,
dδ`2
dη
∣∣∣∣
flow
−Θˆδ`2 − (1 + δˆ)Θ`2 = i∂rδˆ S ′`Ψ`1 , (7.9a)
dΘ`2
dη
∣∣∣∣
flow
−3
2
δ`2 +
[
1
2
− 2(κrS
′
`)
2∂2r Ψˆ
1 + (κrS ′`)2
− 2∂rΨˆ
r(1 + (κrS ′`)2)
]
Θ`2
=
4iS ′`
1 + (κrS ′`)2
(
∂2r Ψˆ−
∂rΨˆ
r
)
Ψ′`1
+
[
i∂rΘˆS
′
` +
2i
1 + (κrS ′`)2
(
S ′′` −
2S ′`(κrS ′`)2
r
)(
∂2r Ψˆ−
∂rΨˆ
r
)]
Ψ`1 .
(7.9b)
We notice that Eqs. (7.8) do not contain spatial derivatives of δ`1,Θ`1, so that they
form a system of ordinary differential equations for these functions. The same is true
for Eqs. (7.9) with respect to the functions δ`2,Θ`2.
To set up the initial conditions we use the asymptotic expansion for the Bessel
function at large order (Eq. (10.19.6) from [60]),
j`
(
`+1/2
cos β
)
=
cos β
(`+1/2)
√
sin β
(
cos ξ+
1
8(`+1/2)
(
ctg β+
5
3
(ctg β)3
)
sin ξ+O(`−2)
)
,
(7.10)
where
ξ = (`+ 1/2)(tg β − β)− pi/4 . (7.11)
Substituting this into (5.9) and comparing with the WKB Ansatz (7.4) we find the
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initial conditions at η → −∞,
S` =
1
κ
[√
(κr)2 − 1− arccos 1
κr
]
, (7.12a)
δ`1 = Θ`1 = −Ψ`1 = e
η
`+ 1/2
· 2pi√
κr [(κr)2 − 1]1/4 · e
−ipi/4 , (7.12b)
δ`2 = Θ`2 = −Ψ`2 = e
η
`+ 1/2
· piκ
4
√
κr
(
1
[(κr)2 − 1]3/4 +
5
3[(κr)2 − 1]7/4
)
· e−i3pi/4 .
(7.12c)
Equation (7.7) with the initial conditions (7.12a) is readily solved giving
S` =
1
κ
[√
(κR)2 − 1− arccos 1
κR
]
. (7.13)
We observe that in the large-` limit the function S` becomes universal (`-independent).
The WKB approximation is valid as long as
S ′′` /(S
′
`)
2  k (7.14)
which is equivalent to
|κR− 1|  (`+ 1/2)−2/3 . (7.15)
Next, Eqs. (7.8) for the first-order WKB coefficients can be integrated numerically
along the flow lines (i.e. at fixed R) starting from the initial conditions (7.12b). We
will see shortly that the functions δ`1, Θ`1 need to be evaluated only in the vicinity
of the flow line R = R∗ corresponding to the boundary of the spherical region that
collapses to the cell of radius r∗ at the final time. Knowing Θ`1, one finds Ψ`1 by
Eq. (7.5a) and inserts it in the r.h.s. of (7.9). Finally, Eqs. (7.9) are integrated at
fixed R starting from the initial configuration (7.12c). Again, we will need δ`2, Θ`2
only at R∗. Notice that the r.h.s. of (7.9) involves the radial derivative Ψ′`1. Thus,
evaluating the first-order functions precisely at R∗ would be insufficient: one needs
to know them in a small vicinity of this point21.
The factor (` + 1/2)−1 in the initial conditions (7.12b), (7.12c) implies that the
WKB solution is suppressed in the limit `→∞. This leads to a suppression of the
sources Υδ,Θ appearing on the r.h.s. of Eqs. (5.26) and hence a suppression of the
response matrix Q`. Then the fluctuation determinant can be approximated using
the trace formula,
D` ≈ exp
(
2λˆTrPQ`
)
, (7.16)
and for its calculation it suffices to focus on the diagonal elements of the response
matrix Q`(k, k). The sources for these elements are obtained by substituting the
21Alternatively, one can take radial derivatives of Eqs. (7.8) and in this way obtain a system of
ordinary differential equations for δ′`1, Θ
′
`1. Then Ψ
′
`1 is computed from Θ
′
`1 by using the radial
derivative of Eq. (7.5a).
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WKB solution with a single wavenumber k into (5.14). For the first source this
yields,
Υδ =
1
4pi
[
iS ′`
k
δ`1Ψ`1 +
1
k2
(
δ`1Ψ
′
`1 + iS
′
`δ`1Ψ`2 + iS
′
`δ`2Ψ`1
)]
ei2kS`
+
1
4pik2
(
δ∗`1Ψ
′
`1 + iS
′
`δ
∗
`1Ψ`2 + iS
′
`δ
∗
`2Ψ`1
)
+ h.c.
(7.17)
The term in the first line is quickly oscillating. In the eventual integral over k that
appears in the Q`-trace it will average to zero. Neglecting it we get,
Υδ(rˆη) =
1
2pik2
[
δ˜`1
∂Ψ˜`1
∂R
+
∂S`
∂R
(δ˜`1Ψ˜`2 − δ˜`2Ψ˜`1)
]
∂R
∂r
∣∣∣∣
R∗
, (7.18a)
where the overline means averaging over the oscillations. Here we denoted by tildes
the functions with the complex phases stripped off22 and switched from the Eulerian
to the Lagrangian radial coordinate R. Similarly, for the source ΥΘ we have,
ΥΘ(rˆη) =
1
2pik2
{[
Θ˜`1
∂Ψ˜`1
∂R
+
∂S`
∂R
(Θ˜`1Ψ˜`2 − Θ˜`2Ψ˜`1) + 2
(κrˆη)2
Ψ˜`1
∂Ψ˜`1
∂R
]
∂R
∂r
− 2
rˆη
(
∂S`
∂R
)2
Ψ˜2`1
(
∂R
∂r
)2
− 1
κ2rˆ3η
Ψ˜2`1
}∣∣∣∣
R∗
.
(7.18b)
These relations allow us to extract the asymptotic dependence of the response
matrix on ` and k. We first observe that k and ` appear in the dynamical equations
(7.8), (7.9) only in the combination κ. Together with the form (7.12) of the initial
conditions this implies that the coefficient function δ`1, δ`2 etc. have a universal
dependence on κ, up to an overall factor (`+ 1/2)−1. This, in turn, implies that the
sources (7.18) are functions of κ times an overall factor k−2(`+ 1/2)−2. On general
grounds, the matrix elements of Q` are linear functionals of the sources,
Q`(k, k) =
∫ 0
−∞
dη
(
Kδ(η)Υδ(rˆη, η; k, `) +KΘ(η)ΥΘ(rˆη, η; k, `)
)
, (7.19)
with some kernels K1,2 that do not depend on ` and k. This leads to the expression,
Q`(k, k) = k
−2(`+ 1/2)−2q(κ) , (7.20)
where the function q depends only on the ratio (7.2).
We can now collect the contributions of all high-` multipoles to the prefactor,
Ahigh−` = exp
[
− 2λˆ
∑
`
(`+ 1/2)TrQ`P
]
= exp
[
− 2λˆ
∫
dκ q(κ)
∑
`
(2pi)−3P
(
κ(`+ 1/2)
)]
.
(7.21)
22In other words, δ˜`1 ≡ δ`1eipi/4, δ˜`2 ≡ δ`2ei3pi/4 and so on.
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The sum over ` converges as long as the power spectrum falls down faster than k−1
in the UV, which coincides with the condition for the convergence of the 1-loop
corrections in the standard cosmological perturbation theory. One can show that
q(κ) ∝ κ−2 at large values of κ (see below), so the integral over κ will converge
as well. Still, the expression (7.21) receives large contributions from unphysical UV
modes and must be renormalized just like the 1-loop correction to the power spectrum
is renormalized in EFT of LSS. We will return to this issue in Sec. 8.2.
Let us discuss the lower limit of integration in (7.21). From the arguments of
the beginning of this section we know that q(κ) = 0 for κR∗ < 1, so the integral in
(7.21) should be taken from κ = R−1∗ to infinity. The WKB result for the function
q(κ) and hence for the integral is valid at
κ > (1 + )/R∗ ,  `−2/3 . (7.22)
One would like to extend the WKB expression for the integral down to κ = R−1∗
hoping that the error made in the region 1 < κR∗ < 1+  is small. However, here we
encounter a problem. The expressions (7.12b), (7.12c) imply that the functions δ`1,
δ`2, etc. have a singular behavior at κ → R−1∗ . Due to the locality of Eqs. (7.8), (7.9)
this singularity survives the time evolution and gives rise to singular terms in the
sources (7.18) behaving as [(κR∗)2−1]−3/2. Further, the representation (7.19) implies
that the singularity is inherited by the function q(κ), so its integral actually diverges
at the lower limit as −1/2. As shown in Appendix F.1, this is an artifact of the WKB
approximation and the divergence is canceled by a boundary term produced by the
integral over the interval (1− )/R∗ < κ < (1 + )/R∗ which is not captured by the
WKB method. The net result is that an integral of q(κ) with a smooth function
ϕ(κ) should be understood as
−
∫
dκ q(κ)ϕ(κ) = lim
→0
(∫ ∞
(1+)/R∗
dκ q(κ)ϕ(κ)− 2C√

)
, (7.23)
with
C = R−1∗ ϕ(R
−1
∗ ) limκ→1/R∗
[κR∗ − 1]3/2 q(κ) . (7.24)
A numerically efficient way to evaluate this integral is described in Appendix F.2.
In the next section we will see that the WKB approximation becomes accurate for
orbital numbers ` ≥ 9.
Before closing this section, let us discuss the limit κ → ∞, corresponding to
k  (`+1/2)/r∗. In this limit all the above formulas greatly simplify. From Eq. (7.13)
we get S` = R. Also κ drops off the equations (7.8), (7.9) for the coefficient functions.
In the initial conditions (7.12b), (7.12c) κ factors out, so that all coefficient functions
become simply proportional to 1/κ. This translates into the following asymptotics
of the function q(κ),
q(κ) =
q∞
κ2
, at κ  1/R∗ . (7.25)
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Alternatively, for the diagonal elements of the response matrix we obtain
Q`(k, k) =
q∞
k4
, at k  (`+ 1/2)/R∗ . (7.26)
Note that this high-k asymptotics is `-independent. Although it has been derived
under the assumption of large `, one can show that in fact it holds for any23 `,
including ` = 0. Thus, we can determine q∞ using the exact expression for the
response matrix in the monopole sector. Comparing (7.26) to (C.33) we get,
q∞ =
6pi
R4∗
(
− 3Eˆ
Cˆ3
+
1
Cˆ2(1 + δ∗)
)
, (7.27)
where Cˆ, Eˆ are defined in (2.29), (C.32) respectively. We have verified that the
numerically computed function q(κ) satisfies the asymptotics (7.25) with q∞ from
(7.27) with very high precision.
8 Aspherical prefactor: results
8.1 Evaluation of fluctuation determinants
In this section we present the results obtained by a fully-nonlinear numerical cal-
culation of the aspherical prefactor. We follow the algorithm discussed in Sec. 5.3:
compute the linear aspherical fluctuations on the grid, use them to build the sources
ΥΘ,δ, solve the ODE’s governing the time evolution of the response matrix, and finally
compute the fluctuation determinants. For the dipole sector we have implemented
the IR safe algorithm discussed in Sec. 6.2. The details of our numerical procedure
are presented in Appendix G. We have evaluated the aspherical prefactor both in the
EdS approximation and for the exact ΛCDM cosmology and found that the results
agree within one percent accuracy. This is consistent with the fact that the depar-
tures from EdS appear only at late times. However, at this stage the coupling of the
fluctuations to the local spherical collapse background already dominates the effect of
the cosmological expansion, so the effect of the cosmological constant is suppressed.
In what follows we display the results obtained within the EdS approximation.
Figure 11 shows individual contributions of different multipoles to the aspherical
prefactor. We fix the cell size to r∗ = 10 Mpc/h; the results for r∗ = 15 Mpc/h
are similar. The most significant contribution comes from the dipole sector and is
shown in the upper left panel. We observe that it is a decreasing convex function
that changes by a factor ∼ 0.2 between δ∗ = −0.9 and δ∗ = 9. At large δ∗ the curve
flattens out. The contributions of the multipoles with 2 ≤ ` ≤ 5 and 6 ≤ ` ≤ 9
are shown in the upper right and lower left panels respectively. These curves are
23To obtain (7.26) at arbitrary fixed ` and k →∞, one can use a slightly modified version of the
WKB expansion based on the asymptotics of Bessel functions at large arguments.
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Figure 11. The prefactor of aspherical fluctuations in different orbital sectors. Upper left
panel: the dipole (` = 1) sector. Upper right panel: ` = 2, 3, 4, 5 sectors. Lower left panel:
` = 6, 7, 8, 9 sectors. Lower right panel: the cumulative prefactor for orbital numbers ` > 9
computed in the WKB approximation. All results are shown for r∗ = 10 Mpc/h.
quite different from the dipole: their deviation from unity in the explored δ∗-range
is only ∼ 40% for the quadrupole and even less (. 10%) for the higher multipoles.
The variation of A` decreases with the multipole number. Note that in the case of
overdensities (δ∗ > 0) all A` are less than 1 which is consistent with the expectation
that any aspherical fluctuation makes collapse less efficient. On the other hand, at
underdensities the partial contributions A` can be both larger or smaller than unity,
depending on the value of `.
The aggregate contribution of all sectors with ` > 9 is shown in the lower right
panel of Fig. 11. It has been evaluated using the WKB formula (7.21). We test
the validity of the WKB approximation by comparing it to the results of the full
numerical routine in Fig. 12. The comparison is performed for ` = 5 (left panel)
and ` = 9 (right panel). For ` = 5 there is a significant difference between the full
calculation and the WKB approximation at strong underdensities. At overdensities
the WKB approximation exhibits spurious wiggles that can be traced back to the
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Figure 12. Comparison between the WKB approximation and the full numerical calcula-
tion for ` = 5 (left panel) and ` = 9 (right panel). The results are shown for r∗ = 10 Mpc/h.
baryon acoustic oscillations in the power spectrum24. However, already for ` = 9 the
WKB approximation is in perfect agreement with the full result. We have checked
that the relative error introduced in the aggregate contribution of ` > 9 by the use
of the WKB approximation does not exceed 10−3. Given that this contribution itself
is small compared to that of lower multipoles, the error in the whole prefactor is
negligible.
The total result for the aspherical prefactor obtained upon multiplying the con-
tributions of all ` ≥ 1 is shown in Fig. 13, where it is compared with the prefactor
extracted from the N-body data (see Sec. 3.2). One observes a good qualitative
agreement between the theoretical curve and the data. However, there is a clear
quantitative discrepancy which grows towards the edges of the δ∗-interval. The dis-
crepancy is somewhat bigger for r∗ = 10 Mpc/h than for r∗ = 15 Mpc/h and reaches
30% (100%) for underdense (overdense) tail. We interpret this discrepancy as the
effect of short-scale physics that is not captured by the perfect-fluid hydrodynamics.
In the next subsection we show how our results can be improved by renormalizing
the contributions of short-scale modes.
Let us make a comment. The fact that the fluctuation determinants found in
our calculation are always positive provides a consistency check of the saddle-point
approximation developed in Sec. 2. In particular, it shows that there are no other
saddle points of the path integral (2.5) that would branch off the spherical collapse
dynamics at any value of δ∗ within the considered range. Indeed, if it were the case
the spectrum of fluctuations around the spherical collapse at this value of δ∗ would
contain a zero mode, and hence at least one of the determinants D` would vanish,
24The WKB formula (7.21) has an enhanced sensitivity to the shape of the power spectrum at
k ∼ (`+1/2)/R∗ due to the sharp increase of the function q(κ) in the vicinity of the point κ = 1/R∗.
This unphysical sensitivity disappears for higher multipoles.
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Figure 13. The aspherical prefactor computed from fluctuation determinants (solid blue
curve) against that extracted from the N-body simulations (black dots). The cell radii are
r∗ = 10 Mpc/h (left panel) and r∗ = 15 Mpc/h (right panel).
which is not observed.
8.2 Renormalization of short-scale contributions
Up to this point we have worked within pressureless perfect fluid hydrodynamics,
which is known to break down at short scales. This introduces an error in our calcu-
lation that must be corrected. A similar issue arises in the perturbative calculation
of the density correlation functions in the homogeneous background where a sys-
tematic way to take into account the corrections due to UV modes is provided by
introduction of counterterms in the hydrodynamics equations. These counterterms
are constructed as a double expansion in the number of spatial derivatives acting on
the fields and in the powers of the density contrast [18]. We have encountered this
procedure in Sec. 4 where we made contact between the calculation of the prefac-
tor at small density contrast and the calculation of 1-loop corrections to the power
spectrum. At that level the sensitivity to the short-scale physics reduced to a single
counterterm γ(z), see Eq. (4.17).
The situation is more complicated at large density contrasts δ∗ which we are
interested in now. In this case, the evaluation of the aspherical prefactor can be
viewed as a 1-loop calculation in the non-trivial background of the spherical collapse
solution. Then the counterterm is, in general, a functional of the background, re-
stricted by the symmetries of the problem, but otherwise arbitrary. It is impossible
to rigorously fix its form without going beyond the EFT framework. In what fol-
lows we consider two schemes for renormalization of the aspherical prefactor that are
based on reasonable physical assumptions. The difference between the two models
should be treated as an intrinsic theoretical uncertainty of our current determination
of AASP due to the lack of control over the UV physics.
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Figure 14. The counterterm prefactor for model 1 (left panel) and model 2 (right panel)
evaluated for γ0 = 1.5 (Mpc/h)
2, z = 0 and cell radii r∗ = 10 Mpc/h and r∗ = 15 Mpc/h.
We start by analyzing the UV sensitivity of the aspherical prefactor. The con-
tribution of modes with k > kUV  1/r∗, ` 1 is described by the WKB expression
(7.21). The sum over ` in the exponent can be rewritten as an integral,∫ ∞
kUV
dkP (k)
(2pi)3
∑
`
1
`+ 1/2
q
(
k
`+ 1/2
)
'
∫ ∞
kUV
dkP (k)
(2pi)3
−
∫
d`
`+ 1/2
q
(
k
`+ 1/2
)
=
∫ ∞
kUV
dkP (k)
(2pi)3
−
∫
dκ
κ
q(κ) . (8.1)
We observe that the integral over momenta and the background dependence con-
tained in the function q factorize. In other words, all high-k modes contribute into
AASP in a universal way. Of course, this is true only within the domain of validity
of the formula (7.21) which neglects the interaction among the short modes and the
departures from the hydrodynamic description. Precisely because of this inaccuracy,
the integral over k in (8.1) should be renormalized.
The integral in (8.1) is proportional to the high-k contribution into the velocity
dispersion
σ2v ≡
1
6pi2
∫
dk P (k) . (8.2)
The same integral arises in the 1-loop correction to the power spectrum (see (4.22))
where it is renormalized by the substitution∫
dkP (k)
(2pi)3
7→
∫
dkP (k)
(2pi)3
+
315
122pi
γ(z)
g2(z)
. (8.3)
We saw in Sec. 4.2 that this substitution also works for the aspherical prefactor at
small δ∗. Our first model for the renormalization of AASP is obtained by extending
the prescription (8.3) to finite values of δ∗. It corresponds to an assumption that the
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main effect of renormalization in all quantities is the replacement of the tree-level
velocity dispersion of high-k modes with its renormalized value25. For the redshift
dependence of the counterterm we will use the scaling-universe approximation, as we
did in Sec. 4.2. In this way we arrive at the following expression for the counterterm
prefactor,
Actr1 = exp
(
−315γ0
122pi
(
g(z)
)− 2(n+1)
n+3 × 2λˆ
∫
dκ
κ
q(κ)
)
, (8.4)
where γ0 is the 1-loop counterterm from the power spectrum and n is the slope of
the power spectrum at the mildly non-linear scales. For numerical estimates we will
use γ0 = 1.5 (Mpc/h)
2, n = −1.5. The final answer for the aspherical prefactor is
given by the product of (8.4) with the contribution obtained from the fluctuation
determinants and described in the previous subsection. We will refer to the aspherical
prefactor calculated using the counterterm (8.4) as “model 1”.
The counterterm prefactor (8.4) is plotted in the left panel of Fig. 14. We see
that it captures the main qualitative features: it has a zero derivative at the origin
where we expect the impact of shell-crossing to be negligible, and suppresses the
probability for big under- and overdensities. In the upper panels of Fig. 15 we plot
the aspherical prefactor in model 1 against the data. The aspherical prefactor without
the counterterm is also shown for comparison. In the lower panels of Fig. 15 we show
the residuals between the PDF measured from the N-body data and our theoretical
template for several values of redshift. One observes a good agreement between the
theory and the data. For r∗ = 10 Mpc/h the residuals are at sub-percent level in the
range −0.6 < δ∗ < 1. They degrade to 10% at −0.8 < δ∗ < −0.6 and 1 < δ∗ < 3.
Eventually they increase to ∼ 30% at the tails. Overall, the agreement is slightly
better for the underdensities than for the overdensities. Similar trends are observed
for r∗ = 15 Mpc/h, though the precision of the N-body data is too low to see them
unambiguously. It is worth noting that on general grounds one expects the effects of
the UV physics to be weaker for larger cells.
As clear from Fig. 15, the model 1 systematically underestimates the aspher-
ical prefactor for underdensities and overestimates for overdensities. This can be
attributed to the following deficiency. We have taken the counterterm γ to be in-
dependent of δ∗. On the other hand, one expects the overdense regions to be more
non-linear than the underdense ones, so that the effects of UV renormalization encap-
sulated by γ should be larger (smaller) at δ∗ > 0 (δ∗ < 0) than at δ∗ = 0. Comparing
this with the formula (8.4) one sees that qualitatively such a dependence would act
in the right direction to improve the agreement between the theory and the data.
25This assumption is supported by the observation [17] that the N-body data for bispectrum are
well fitted by the EFT formula without any additional counterterms beyond γ (“0-parameter fit”
in [17]). Inclusion of further independent counterterms allowed by the EFT framework does not
significantly improve the quality of the fit.
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Figure 15. Upper panels: The aspherical prefactor in model 1 (dashed red curve) against
the N-body data (black dots) for cell radii r∗ = 10 Mpc/h (left panel) and r∗ = 15 Mpc/h
(right panel) at z = 0. The aspherical prefactor without the counterterm is reproduced for
comparison (solid blue curve). Lower panels: Residuals for the PDF extracted from the
N-body data compared to our theoretical prediction at several redshifts for r∗ = 10 Mpc/h
(left panel) and r∗ = 15 Mpc/h (right panel).
To estimate a possible effect of the δ∗-dependence of γ, we use the following crude
model. We approximate the spherical collapse solution by top-hat density profile with
the final under-/over-density δ∗. Treating such a profile as an open/closed separate
universe, we replace the counterterm and the growth factor in Eq. (8.3) by γ(δ∗, z)
and D(δ∗, z) — the counterterm and the growth factor in the separate universe. The
latter is derived in Appendix C.4. To estimate γ(δ∗, z) we again use the power-law
approximation for the power spectrum and obtain γ(δ∗, z) ∝
(
D(δ∗, z)
) 4
n+3 . All in
all, this leads to the replacement of g(z) in the counterterm prefactor (8.4) by the
density-dependent growth factor D(δ∗, z). Using the explicit expression for the latter,
Eq. (C.39), we obtain model 2 for the counterterm,
Actr2 = exp
(
−315γ0
122pi
( g(z)
F ′(δ∗)(1 + δ∗)
)− 2(n+1)
n+3 × 2λˆ
∫
dκ
κ
q(κ)
)
, (8.5)
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Figure 16. Upper panels: The aspherical prefactor in model 2 (dashed red curve) against
the N-body data (black dots) for cell radii r∗ = 10 Mpc/h (left panel) and r∗ = 15 Mpc/h
(right panel) at z = 0. The aspherical prefactor without the counterterm is reproduced for
comparison (solid blue curve). Lower panels: Residuals for the PDF extracted from the
N-body data compared to our theoretical prediction at several redshifts for r∗ = 10 Mpc/h
(left panel) and r∗ = 15 Mpc/h (right panel).
This counterterm prefactor is shown in the right panel of Fig. 14. Compared
to the model 1, it gives less suppression at underdensities and stronger suppresses
overdensities. In the upper panels of Fig. 16 we compare the aspherical prefactor in
model 2 with the N-body data and the prefactor without the counterterm. In the
lower panels of Fig. 16 we show the residuals between the PDF measured from the
N-body data and our theoretical template for z = 0, 0.7, 4. One observes an excellent
agreement between the theory and the data within the precision of the latter. This
is striking given the crudeness of the model.
We leave a detailed investigation of the counterterms in the spherical collapse
background for future and propose to treat the difference between the models 1 and
2 as a proxy for the theoretical uncertainty. Notice that this uncertainty estimate
is internal to the theoretical approach and does not require any comparison with
N-body simulations. We also emphasize that none of the two counterterm models
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proposed in this section introduces any additional fitting parameter, as the coefficient
γ0 entering in Eqs. (8.4), (8.5) must be the same as the one measured from the dark
matter power spectrum.
9 Summary and Discussion
In this paper we computed the 1-point probability distribution function (PDF) of the
cosmic matter density field in spherical cells. Our approach makes use of the path
integral description of large-scale structure. We identified the saddle point of the path
integral that corresponds to the spherical collapse dynamics and yields the leading
exponent of the PDF. Then we computed the prefactor given by the determinant of
the quadratic fluctuations around the saddle-point solution. This can be viewed as
a 1-loop calculation in perturbation theory around a fully non-linear background.
We showed that the prefactor factorizes into the contributions of fluctuations in
different multipole sectors and evaluated the monopole contribution exactly. Next we
considered the contribution of fluctuations with ` > 0 which we called ‘the aspherical
prefactor’ AASP. We demonstrated that it is crucial for the consistency of the PDF,
in particular, for ensuring that the mean density contrast evaluated using the PDF
vanishes. Our final formula for the 1-point PDF has the form,
P(δ∗) = AASP(δ∗) Cˆ(δ∗)√
2pig2σ2R∗
e
− F2(δ∗)
2g2σ2
R∗ , (9.1)
where g(z) is the linear growth factor, σR∗ is the linear density variance at z = 0
filtered at the Lagrangian radius R∗ = r∗(1 + δ∗)1/3, F (δ∗) is the linear overdensity
corresponding to δ∗ through the spherical collapse mapping, and the function Cˆ(δ∗)
is defined by the formula (2.29).
We computed the aspherical prefactor using several techniques. First, we treated
the background perturbatively, which allowed us to capture the correct shape of the
prefactor for small averaged densities. Second, we computed the partial contribu-
tions to the prefactor from sectors with high orbital numbers treating the background
non-perturbatively. We showed that this limit allows one to use the WKB technique,
which made possible a semi-analytic treatment of the problem. Finally, we developed
a numerical procedure for a fully non-linear computation of the aspherical determi-
nant on the grid. This procedure includes analytic factorization and cancellation
of the so-called ‘IR-divergences’ — spurious enhanced contributions that appear in
the dipole sector and are associated with large bulk flows. We implemented this
procedure in an open-source Python code AsPy available at the following link [61].
We compared the results of our computation to the N-body data. Despite a
qualitative agreement, we observed a sizable quantitative discrepancy, which we at-
tributed to the failure of the pressureless fluid approximation at short scales. We
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Figure 17. 1-point probability distribution function computed in this work (blue band)
against that extracted from our N-body data (black dots). The results are presented for
redshift zero, z = 0, and two cell radii, r∗ = 10 Mpc/h (left panel) and r∗ = 15 Mpc/h
(right panel). The width of the theoretical band is set by the uncertainty in modelling the
short-distance physics; it exceeds the line width only at the tails of the distribution.
proposed two models for renormalization of the short-scale contributions in the spirit
of the EFT of LSS. The two models agree at the percent level at moderate density
contrasts and deviate by at most 30% at the tails of the distribution. We have sug-
gested to use the difference between the two models as an estimate of the theoretical
uncertainty of our approach stemming from the lack of control over the short-distance
physics.
The resulting theoretical PDFs for cells with radii r∗ = 10 Mpc/h and 15 Mpc/h
at z = 0 are shown against N-body data in Fig. 17. The lines corresponding to the
two counterterm models are almost indistinguishable. We see that the theory and
the data are in excellent agreement. The theoretical uncertainty is smaller for the
larger radius, which is consistent with the expectation that the UV effects should be
suppressed at large distances.
The 1-point PDF has a very distinctive sensitivity to the dynamics and initial
statistics of the matter density perturbations. One observes from Eq. (9.1) that the
dependence of the PDF on the filtered linear density variance gσR∗ factorizes. By
varying δ∗ one effectively changes the filtering radius, and thus probes the variance
of the density field at different scales. Going to the underdense tail allows one to test
the linear power spectrum at very small Lagrangian radii, i.e. at the scales which
are beyond the regime of validity of the standard cosmological perturbation theory.
We have shown that the prefactor in (9.1) has only a weak dependence on cos-
mology. Thus, any variation of the cosmological parameters or extension of ΛCDM
is expected to affect the PDF primarily through the leading exponent. Even a small
change in the growth factor or the linear variance can have a strong effect on the
PDF. On the other hand, the sensitivity to the non-linear dynamics at leading order
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is encoded in the spherical collapse mapping F (δ∗). It will be interesting to under-
stand to which extent this property of the 1-point PDF can be used to constrain
non-standard dark matter scenarios or modifications of gravity.
The expansion parameter in our approach is the linear density variance smoothed
at the scale of the window function. Thus, corrections to our result for the aspherical
prefactor are expected to scale as (gσr∗)
2, c.f. Eq. (2.8). On the other hand, our
comparison with the N-body data has not revealed any presence of such corrections
for (gσr∗)
2 as large as ∼ 0.5 (for z = 0, r∗ = 10Mpc/h, see Table 1). This indi-
cates that the coefficient in front of the correction is suppressed. Nevertheless, as
one decreases the cell radius, the corrections will grow and eventually the ‘semiclas-
sical’ approximation is expected to break down. Another limitation of our method
in its present form is its reliance on the existence of an analytic spherical collapse
saddle-point solution. As discussed in Sec. 2.2, this assumption is actually violated
for large overdensities δ∗ & 7 where the saddle-point solution exhibits shell crossing.
Remarkably, the N-body data still obey the ‘semiclassical’ scaling up to the maximal
value δ∗ = 9 that we were able to explore. We have interpreted it as a consequence
of the slow signal propagation in dark matter which implies that the information
about the shell crossing in the inner part of the density profile does not have enough
time to reach the boundary of the cell. However, an extension to yet higher overden-
sities will likely require a modification of the semiclassical method to properly take
the shell crossing into account, cf. [47]. It would be highly instructive to map the
domain of validity of the ‘semiclassical’ formula (9.1) in the space of cell radii r∗ and
densities δ∗ using high-precision counts-in-cells statistics obtained from state of the
art cosmological simulations.
Let us briefly comment on the relation between the PDF derived in this work
and the log-normal distribution that has been widely used in the literature to model
the counts-in-cells statistics. As discussed in Appendix H, the success of the log-
normal model does not appear to have any physical meaning, but is a consequence of
an accidental conspiracy between the spherical collapse dynamics and the shape of
the power spectrum in our universe, that makes the combination F (δ∗)/σR∗ entering
in the exponent of (9.1) look similar to ln(1 + δ∗)/σln, where σln is the log-density
variance. A change of the slope of the power spectrum would destroy this conspiracy.
Even for the standard ΛCDM the approximation of F/σR∗ by the logarithm does not
work for large under- and over-densities. Moreover, the log-normal model does not
incorporate the correct prefactor. As a result, it significantly deviates from the N-
body data in the tails of the distribution (cf. Refs. [31, 42]).
Before concluding, we summarize several key features of our approach:
1. It clearly separates the leading exponent from the prefactor. This allows us to
keep the saddle-point expansion under control and disentangle the cosmology-
dependent effects from those of non-linear clustering.
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2. We use the exact ΛCDM mapping for spherical collapse. This is crucial for
the accuracy of our calculation, as the PDF is exponentially sensitive to the
mapping.
3. It explicitly takes into account aspherical fluctuations along with the contribu-
tions beyond the single-stream pressureless perfect fluid approximation.
4. It is based on the first principles and does not introduce any fitting parameters.
5. It provides an intrinsic estimate of the theoretical uncertainty that does not
require an input from the N-body data.
6. It increases the range of agreement between the analytic theory and N-body
simulations compared to previous approaches.
In this paper we have studied the simplest case of non-perturbative cosmological
statistics: 1-point PDF of dark matter in real space for Gaussian adiabatic initial
conditions. Applications to realistic observations, such as galaxy surveys, Lyman-
α forest or 21 cm intensity mapping will require extension of the method to the
biased tracers in redshift space. Another line of research is the statistics of the 2-
dimensional projected density field and weak lensing convergence. Last but not least,
a generalization to the 2-point PDF will be very interesting as a way to probe the
primordial non-Gaussianity. We believe that our study paves the way for a systematic
investigation these non-perturbative statistics as potentially powerful cosmological
probes.
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A Conventions
In this Appendix we summarize our main notations and conventions. The Fourier
transform is defined as,
δ(x) =
∫
k
δ(k)eik·x , (A.1)
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where the integration measure in momentum space is∫
k
=
∫
d3k
(2pi)3
. (A.2)
We also use the shorthand notation for the radial integral in momentum space,∫
[dk] =
∫ ∞
0
k2dk
(2pi)3
, (A.3)
and its generalization to several wavenumbers,∫
[dk]n =
∫ n∏
i=1
k2i dki
(2pi)3
, (A.4)
The power spectrum is defined as,
〈δ(k)δ(k′)〉 = (2pi)3δ(3)D (k + k′)P (k) , (A.5)
where δ
(d)
D (k) is the Dirac delta-function in a d-dimensional space.
We use the following definition for the spherical harmonics:
Y0(θ, φ) = 1 , (A.6a)
Y`m(θ, φ) =
(−1)`+m
2``!
[
2`+ 1
4pi
(`− |m|)!
(`+ |m|)!
]1/2
eimφ(sin θ)|m|
(
d
d cos θ
)`+|m|
(sin θ)2`,
` > 0 , − ` < m < ` . (A.6b)
They obey the relations,
∆ΩY`m = −`(`+ 1)Y`m , Y`m(−n) = (−1)`Y`m(n) , Y ∗`m(n) = Y`,−m(n) , (A.7)
where ∆Ω is the Laplacian on a unit 2-dimensional sphere. All harmonics are or-
thogonal and normalized to 1 when integrated over a 2d sphere, except the monopole
that has the norm 4pi, ∫
dΩY`m Y
∗
`′m′ = (4pi)
δ0`δ``′δmm′ , (A.8)
where δij is the Kronecker delta symbol. Note that our definition (A.6b) differs by a
factor (−1)m−|m|2 from the standard conventions [60].
We expand the fields over spherical harmonics in position and Fourier space as,
δ(x) = δ0(r) +
∑
`>0
∑`
m=−`
δ`m(r)Y`m(x/r) , (A.9a)
δ(k) = δ0(k) +
∑
`>0
∑`
m=−`
(−i)` δ`m(k)Y`m(k/k) . (A.9b)
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Due to the relations (A.7) we have,(
δ`m(r)
)∗
=
(
δ`,−m(r)
)
,
(
δ`m(k)
)∗
=
(
δ`,−m(k)
)
. (A.10)
The coefficient functions in the above expansions are related by,
δ`m(r) = 4pi
∫
[dk] j`(kr) δ`m(k) , (A.11)
where j`(x) is the spherical Bessel function of order `. It is related to the Bessel
function of the first kind via
j`(x) =
√
pi
2x
J`+1/2(x) . (A.12)
The first few functions are,
j0(x) =
sinx
x
, j1(x) =
sinx
x2
− cosx
x
, j2(x) =
(
− 1
x
+
3
x3
)
sinx− 3
x2
cosx .
(A.13)
Spherical Bessel functions j`(kr) with different arguments k form an orthogonal basis
on the half-line with the normalization∫ ∞
0
dr r2j`(k
′r)j`(kr) =
pi
2k2
δ
(1)
D (k − k′) . (A.14)
They are eigenmodes of the radial part of the Laplace operator,
∂2r j`(kr) +
2
r
∂rj`(kr)− `(`+ 1)
r2
j`(kr) = −k2j`(kr) . (A.15)
B Description of N-body data
We use the data on the counts-in-cells 1-point PDF extracted from the N-body
simulations run with the FastPM code [51]. To generate these data we simulated 300
boxes with Lbox = 256 Mpc/h on a side, totaling the volume of 5 (Gpc/h)
3. The
number of dark matter particles per box is 10243, corresponding to mass resolution
1.1 · 109 M/h. The adopted force resolution is half the mean of the dark matter
particle separation ∼ 125 kpc/h. The boxes are initialized at z = 99 with second-
order Lagrangian perturbation theory (2LPT), and then evolved to z = 0 using the
FastPM integration scheme and 40 linearly spaced in scale factor time steps. We
assumed a flat ΛCDM with Ωm = 0.26, Ωb = 0.044, h = 0.72, ns = 0.96, Gaussian
initial conditions, σ8 = 0.794. The input linear power spectrum was generated with
the Boltzmann code CLASS [53].
For each box we saved snapshots taken at z = 0, 0.7, 4 and extracted 123
non-overlapping r∗ = 10 Mpc/h (518400 in total) and 83 r∗ = 15 Mpc/h spheres
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(153600 in total) centered on a regular grid with 2r∗ spacing. The data shown in
this paper were binned in ∼ 50 logarithmically-spaced intervals spanning the range
1 + δ∗ = [0.1, 10]. When comparing the data against theory, we also integrate the
theoretical predictions within corresponding bin intervals. The data errors shown
correspond to the Poissonian standard deviation.
The counterterm γ0 is measured from the non-linear dark matter power spectrum
of the Horizon Run 2 simulation (HR2) [52], whose cosmology is identical to ours.
The HR2 simulation box (Lbox = 7.2 Gpc/h) is significantly larger than the one of
our simulations, and therefore allows for a very precise measurements of γ0, which is
important for the accuracy of our theoretical prediction. We also estimated the non-
linear dark matter power spectrum of our simulations using the nbodykit toolkit [62],
and found that it is consistent with HR2 within statistical errors within interesting
range of k.
The simulations used in this paper compromise on accuracy in order to produce
large statistics given limited computational resources available to us. Thus, they are
much less accurate than the state-of-the-art simulations such as reported in Ref. [31].
In particular, our experiments show that numerical effects such as force resolution,
super-sample variance and particle counts are not negligible. They have a noticeable
effect on the tails of the counts-in-cells probability distribution. Our experiments
suggest that the systematic numerical errors are comparable to the statistical ones for
the most over(under)-dense bins, whose comparison with theory should be taken with
a grain of salt. We plan to use more accurate N-body simulations for an exhaustive
precision comparison in the future.
C Dynamics of spherical collapse
C.1 Spherical collapse in Einstein–de Sitter universe
Consider a spherically symmetric density perturbation in a spatially flat universe
filled with non-relativistic matter. For concreteness, we focus on the case of an
overdensity. We study the motion of a spherical shell of matter enclosing the total
mass M . Before the onset of shell-crossing the mass within the shell is conserved.
Due to Newton’s theorem (or Birkhoff’s theorem in general relativity) the mechanical
energy of the shell is conserved, so we write,
1
2
(
dy
dτ
)2
− GM
y
= E , (C.1)
where y is the physical radius of the shell and τ is the physical time. The conserved
energy E is negative for the case of an overdensity. It is straightforward to obtain
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the solution to (C.1) in a parametric form,
y = −GM
2E (1− cos θ) , (C.2a)
τ =
GM
(−2E)3/2 (θ − sin θ) . (C.2b)
Next, we switch from the variables y, τ to the comoving radius of the shell r = y/a
and the scale factor a. We use,
a =
(
8piG
3
ρia
3
i
)1/3(
3
2
τ
)2/3
, (C.3)
M =
4pi
3
ρia
3
iR
3 , (C.4)
where ρi, ai and R are the matter density, the scale factor and the comoving radius
of the shell at some early time when the universe was almost homogeneous. Note
that R has a finite limit at ai → 0 which coincides with the Lagrangian radius of the
shell. Substitution of (C.3), (C.4) into Eqs. (C.2), gives,
r = R
(
2
9
)1/3
1− cos θ
(θ − sin θ)2/3 , (C.5a)
a =
(
9
2
)1/3
4piG
3(−2E)ρia
3
iR
2(θ − sin θ)2/3 , (C.5b)
We now recall the definition of the spherically averaged density contrast (2.11).
Expressing it through the enclosed mass M , the radius of the shell and the mean
density of the universe ρuniv we obtain,
1 + δ¯(r) =
3M
4piy3ρuniv
=
(
R
r
)3
, (C.6)
where in the second equality we used that ρuniv = ρia
3
i /a
3. This gives the relation
(2.13) between the Lagrangian and Eulerian radii of the shell. Besides, we have from
(C.5a),
δ¯ = F(θ) , where F(θ) ≡ 9
2
(θ − sin θ)2
(1− cos θ)3 − 1 . (C.7)
It remains to relate the constant E to the initial overdensity. To this end, we consider
Eqs. (C.5b), (C.7) at the initial time. The parameter θ is initially small, so we can
expand,
ai =
θ2i
2
4piG
3(−2E)ρia
3
iR
2 , δ¯i(R) =
3
20
θ2i , (C.8)
which gives
E = −5
3
δ¯i(R)
ai
4piG
3
ρia
3
iR
2 . (C.9)
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Substituting E back into (C.5b) and introducing the rescaled linear density contrast
δ¯L(R) ≡ aδ¯i(R)/ai we arrive at
δ¯L(R) = G(θ) ≡ 3
20
[6(θ − sin θ)]2/3 . (C.10)
Equations (C.7), (C.10) together provide a mapping between the linear and non-
linear averaged density contrasts at a given moment of time expressed parametrically
through the so-called development angle θ. The functions f and F used in the main
text (see Eq. (2.14)) are the superpositions
f = F ◦ G−1 , F = G ◦ F−1 . (C.11)
We now derive several useful expressions for the fields characterizing the spher-
ical collapse that are required for the calculation of linear fluctuations around the
spherical collapse saddle point in Sec. 5. It is convenient to choose the logarithm of
the growth factor as a new time variable,
η = ln a . (C.12)
The key object is the linear density profile which we rescale to zero redshift. This
will be denoted by δL|0(R). All other quantities are sourced by it and should be
understood as functions of η and R. We first rewrite (C.10)
θ − sin θ = e
3η/2
6
(
20
3
δ¯L|0(R)
)3/2
, (C.13a)
which implicitly defines the function θ(η,R). Then we obtain the relations,
∂θ
∂R
=
3(θ − sin θ)
2(1− cos θ) ·
δ¯′L|0(R)
δ¯L|0(R)
,
∂θ
∂η
=
3(θ − sin θ)
2(1− cos θ) , (C.13b)
∂r
∂R
=
(
2
9
)1/3
1− cos θ
(θ − sin θ)2/3
[
1 +R
δ¯′L|0
δ¯L|0
(
3(θ − sin θ) sin θ
2(1− cos θ)2 − 1
)]
, (C.13c)
which yield the overdensity field,
δ =
[
r2
R2
∂r
∂R
]−1
− 1 = 9(θ − sin θ)
2
2(1− cos θ)3
[
1 +R
δ¯′L|0
δ¯L|0
(
3(θ − sin θ) sin θ
2(1− cos θ)2 − 1
)]−1
− 1 .
(C.13d)
We also need the velocity potential Ψ defined as
∂rΨ = −ur/H ,
where ur is the radial velocity of collapsing matter, ur =
∂r
∂t
, and H = 1
a
da
dt
. Here t is
the conformal time. We obtain,
∂rΨ = −∂r
∂η
= −R
(
2
9
)1/3
1− cos θ
(θ − sin θ)2/3
[
3(θ − sin θ) sin θ
2(1− cos θ)2 − 1
]
. (C.13e)
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Finally, the rescaled velocity divergence is
Θ ≡ −∂iuiH =
(
∂r
∂R
)−1
∂
∂R
∂rΨ +
2
r
∂rΨ . (C.13f)
In the case of an underdensity, the spherically symmetric dynamics is similar
with only minor modifications. Without repeating the analysis, we summarize the
relevant expressions,
G(θ) = 3
20
[6(sh θ − θ)]2/3 , F(θ) = 9(sh θ − θ)
2
2(ch θ − 1)3 − 1 , (C.14a)
sh θ − θ = e
3η/2
6
(
− 20
3
δ¯L|0(R)
)3/2
, (C.14b)
∂θ
∂R
=
3(sh θ − θ)
2(ch θ − 1)
δ¯′L|0
δ¯L|0
,
∂θ
∂η
=
3(sh θ − θ)
2(ch θ − 1) , (C.14c)
r = R
(
2
9
)1/3
ch θ − 1
(sh θ − θ)2/3 , (C.14d)
∂r
∂R
=
(
2
9
)1/3
ch θ − 1
(sh θ − θ)2/3
[
1 +R
δ¯′L|0
δ¯L|0
(
3(sh θ − θ) sh θ
2(ch θ − 1)2 − 1
)]
, (C.14e)
δ =
9(sh θ − θ)2
2(ch θ − 1)3
[
1 +R
δ¯′L|0
δ¯L|0
(
3(sh θ − θ) sh θ
2(ch θ − 1)2 − 1
)]−1
− 1 , (C.14f)
∂rΨˆ = −R
(
2
9
)1/3
ch θ − 1
(sh θ − θ)2/3
[
3(sh θ − θ) sh θ
2(ch θ − 1)2 − 1
]
. (C.14g)
C.2 Spherical collapse in ΛCDM
Here we discuss how the previous results are modified in ΛCDM. In the presence of
a cosmological constant Λ the equation (C.1) for the trajectory of a spherical shell
is replaced by [63, 64],
1
2
(
dy
dτ
)2
− GM
y
− Λy
2
6
= E . (C.15)
Unlike Eq. (C.1), this cannot be solved analytically, so one has to resort to numerical
integration. It is convenient to use the scale factor26 a as the time variable and switch
from y to the variable
ζ ≡ R/r , (C.16)
where r = y/a and R = lima→0 r. One uses the Hubble equation,
1
a2
(
da
dτ
)2
=
8piG
3
ρuniv +
Λ
3
, (C.17)
26We choose the scale factor to be normalized to 1 at the present epoch.
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and the relations ρuniv = ρ0/a
3, Λ = 8piGρ0ΩΛ/Ωm, with ρ0 the present-day average
matter density and ΩΛ = 1− Ωm. Then Eq. (C.15) takes the following form,(
1− d ln ζ
d ln a
)2
=
(
1 +
ΩΛ
Ωm
a3
)−1(
ζ3 +
ΩΛ
Ωm
a3 +
3E
4piGρ0R2
aζ2
)
. (C.18)
To fix the value of the energy E , we observe that Eq. (C.6) still applies in ΛCDM,
so we have,
1 + δ¯(r) = ζ3 , (C.19)
which at early times gives ζ = 1 +
(
aδ¯i(R)
)
/(3ai). Substituting this into (C.18) and
matching terms linear in a at a→ 0, we recover the same expression for E , as in the
EdS case,
3E
4piGρ0R2
= −5
3
δ¯i(R)
ai
. (C.20)
The next step is to express the initial overdensity in terms of the linear density
contrast δ¯L(R) at the redshift z, at which we want to establish the spherical collapse
mapping. To this end we write,
δ¯i(R)
ai
=
g(z)
g(zi)
δ¯i(R)
g(zi)
ai
1
g(z)
=
gΛ
g(z)
δ¯L(R) . (C.21)
In the last equality we have used that at early times the growth factor is proportional
to a,
g(zi) = gΛ · ai (C.22)
where gΛ is a constant
27. Collecting the relations (C.20), (C.21) and inserting them
into Eq. (C.18) we cast the latter in the form,(
1− d ln ζ
d ln a
)2
=
(
1 +
ΩΛ
Ωm
a3
)−1(
ζ3 − 5gΛ
3g(z)
δ¯L(R) aζ
2 +
ΩΛ
Ωm
a3
)
. (C.23)
With this in hand, the algorithm to construct the spherical collapse mapping goes
as follows:
(i) Fix a value δ¯L(R) of the spherically averaged linear overdensity at redshift z;
(ii) Solve Eq. (C.23) from a = 0 to a = (1 + z)−1 with the initial condition
ζ
∣∣
a=0
= 1;
(iii) Compute f as f
(
δ¯L(R); z
)
= ζ3
(
(1 + z)−1
)− 1.
27Recall that we normalize g(z) to be 1 at z = 0, which leads to a constant offset between g and
a in the matter-dominated era. For our reference cosmology gΛ = 1.328.
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The function F is then found as the inverse of f .
As discussed in Sec. 2.2, the functions f and F computed in this way are very
weakly depending on the redshift and, somewhat surprisingly, coincide with the
corresponding functions in EdS cosmology at the level of a few per mil in the relevant
range of density contrasts.
Before concluding this section, we note that the formulas derived above can be
used to obtain a first order differential equation for the growth factor g as a function
of a in the ΛCDM universe. To this end, we assume that the overdensity is small at
all times, so that we can linearize Eq. (C.19),
ζ = 1 +
g(a)
3g(ai)
δ¯i(R) .
Substituting this into (C.23) and also linearizing it in δ¯i(R) we arrive at,
dg
da
=
(
1 +
ΩΛ
Ωm
a3
)−1(
− 3g(a)
2a
+
5gΛ
2
)
, (C.24)
which is to be integrated with the boundary condition g
∣∣
a=1
= 1.
C.3 Monopole response matrix
In this section we derive analytic expressions for the monopole response matrix
Q0(k1, k2) introduced in Eq. (2.34) and the monopole fluctuation determinant (4.1).
These results are used in Sec. 4 for the perturbative calculation of the aspherical pref-
actor and for validating our numerical code (see Appendix G). The starting point of
the derivation is the relation provided by the spherical collapse mapping,
F (δ¯W ) = δ¯L
(
r∗(1 + δ¯W )1/3
)
. (C.25)
We consider a monopole fluctuation on top of the saddle-point configuration (2.26),
(2.27), so we write
δL(R) = δˆL(R) + δ
(1)
L,0(R) , δ¯W = δ∗ + δ¯
(1)
W + δ¯
(2)
W , (C.26)
where the terms δ¯
(1)
W and δ¯
(2)
W are linear and quadratic in δ
(1)
L,0 respectively. Substituting
these expressions into (C.25), Taylor expanding the two sides and grouping the terms
of linear and quadratic order, we obtain two equations,
F ′(δ∗) δ¯
(1)
W =
R∗
¯ˆ
δ′L(R∗)
3(1 + δ∗)
δ¯
(1)
W + δ¯
(1)
L,0(R∗) , (C.27a)
F ′(δ∗) δ¯
(2)
W +
F ′′(δ∗)
2
(
δ¯
(1)
W
)2
=
R∗
¯ˆ
δ′L(R∗)
3(1 + δ∗)
δ¯
(2)
W +
R2∗
18(1 + δ∗)2
(
¯ˆ
δ′′L(R∗)− 2¯ˆδ′L(R∗)
)(
δ¯
(1)
W
)2
+
R∗
2(1 + δ∗)
δ¯
(1)
W
(
δ¯
(1)
L,0
)′
(R∗) , (C.27b)
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where R∗ is defined in (2.20). Next we use the expressions
¯ˆ
δ′L(R∗) = −
3F (δ∗)
R∗
(
1− ξR∗
σ2R∗
)
, (C.28a)
¯ˆ
δ′′L(R∗) =
12F (δ∗)
R2∗
(
1− ξR∗
σ2R∗
)
− F (δ∗)
Σ2R∗
σ2R∗
, (C.28b)
where σ2R∗ , ξR∗ are defined in Sec. 2.2 and
Σ2R∗ = 4pi
∫
[dk] k2|Wth(kR∗)|2P (k) . (C.29)
Substituting (C.28a) into (C.27a) we get,
δ¯
(1)
W =
δ¯
(1)
L,0(R∗)
Cˆ(δ∗)
, (C.30)
where Cˆ(δ∗) is introduced in Eq. (2.29). We note in passing that this relation implies
an expression for the linear monopole response kernel S(k) (see Eq. (2.34)),
S(k) =
Wth(kR∗)
Cˆ(δ∗)
From (C.27b) we further obtain,
δ¯
(2)
W = −
Eˆ(δ∗)
Cˆ3(δ∗)
(
δ¯
(1)
L,0(R∗)
)2
+
1
(1 + δ∗)Cˆ2(δ∗)
δ
(1)
L,0(R∗) δ¯
(1)
L,0(R∗) , (C.31)
where
Eˆ(δ∗) =
F ′′(δ∗)
2
+
F ′(δ∗)
1 + δ∗
+
F (δ∗)
(1 + δ∗)2
R2∗Σ
2
R∗
18σ2R∗
, (C.32)
and we have used the identity,(
δ¯
(1)
L,0
)′
(R∗) =
3
R∗
(
δ¯
(1)
L,0(R∗)− δ(1)L,0(R∗)
)
.
Finally, switching from position to momentum space,
δ¯
(1)
L,0(R∗) = 4pi
∫
[dk]Wth(kR∗) δ
(1)
L,0(k) , δ
(1)
L,0(R∗) = 4pi
∫
[dk]
sin(kR∗)
kR∗
δ
(1)
L,0(k) ,
and comparing (C.31) to Eq. (2.34) we arrive at the following expression for the
monopole response matrix,
Q0(k1, k2) =− 4piEˆ
Cˆ3
Wth(k1R∗)Wth(k2R∗)
+
2pi
(1 + δ∗)Cˆ2
[
Wth(k1Rˆ∗)
sin(k2R∗)
k2R∗
+
sin(k1R∗)
k1R∗
Wth(k2R∗)
]
,
(C.33)
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To evaluate the monopole fluctuation determinant D0 defined in (4.1), we observe
that the matrix 1 + 2λˆ
√
PQ0
√
P can be written as
1(k1, k2) + a(k1)b(k2) + b(k1)a(k2)
with
a(k) = 2λˆ
√
P (k)Wth(kR∗) ,
b(k) =
[
− 2piEˆ
Cˆ3
Wth(kR∗) +
2pi
(1 + δ∗)Cˆ2
sin kR∗
kR∗
]√
P (k) .
The general formula for the determinant of a matrix of this form is derived in Ap-
pendix D. Applying it to the case at hand and using the expression (2.29) for λˆ
gives,
D0 = 1 + 2F
Cˆ2
[
Eˆ − Cˆ
(1 + δ∗)
ξR∗
σ2R∗
]
+
F 2
(1 + δ∗)2Cˆ2
[(
ξR∗
σ2R∗
)2
− σ
2
1R∗
σ2R∗
]
, (C.34)
where we have defined
σ21R∗ = 4pi
∫
[dk]
(
sin(kR∗)
kR∗
)2
P (k) . (C.35)
It is instructive to compare the full result (C.34) to a trace approximation which
treats the matrix 2λˆ
√
PQ0
√
P as small, (C.34),
D0 = exp
{
Tr ln(1 + 2λˆ
√
PQ0
√
P )
}
≈ 1 + 2λˆTr(
√
PQ0
√
P ) = 1 +
2F
Cˆ2
[
Eˆ − Cˆ
1 + δ∗
ξR∗
σ2R∗
]
.
(C.36)
We see that it reproduces the first two terms in (C.34), but misses the third one.
In Fig. 18 we display the trace approximation versus the full result (C.34) for our
reference cosmology. We observe that, though the trace approximation is, strictly
speaking, applicable only for δ∗  1, it works quite well in the range δ∗ ∈ [−0.9, 1].
Still, at larger overdensities it deviates significantly from the true result.
C.4 Growth factor in a spherically-symmetric separate universe
To estimate the dependence of the UV counterterm on the density in Sec. 8.2, we
need the linear growth factor for perturbations in the background of a spherical top-
hat overdensity28. Due to the Birkhoff theorem, such an overdensity can be treated
as a separate closed universe. Then the linear growth factor does not depend on the
28We are talking about overdensity for concreteness. For an underdensity the reasoning is exactly
the same.
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Figure 18. Monopole fluctuation determinant D0 (blue, solid) and it trace approximation
(orange, dashed). Note that the determinant crosses zero at δ∗ ≈ 1.75.
wavenumber of the mode and can be derived by considering spherically symmetric
top-hat perturbations.
Consider a spherically symmetric lump of matter with a top-hat profile, whose
final density contrast w.r.t. the unperturbed cosmology is equal to δ. Let us addi-
tionally perturb this lump by a linear fluctuation δ
(1)
L . According to the spherical
collapse mapping, this fluctuation produces the following perturbation of the non-
linear density δ(1),
δ(1) =
δ
(1)
L
F ′(δ∗)
. (C.37)
The density contrast in the separate universe should be normalized to the background
density of that universe,
δ(1)su =
δ(1)
1 + δ∗
. (C.38)
This gives for the growth factor in the separate universe:
D(δ∗, z) =
g(z)
F ′(δ∗)(1 + δ∗)
. (C.39)
Note that the dependence of the growth factor on redshift and density factorize.
D Determinant of a matrix made of two vectors
In this Appendix we derive the following formula:
det(δij + aibj + biaj) = 1 + 2(a · b) + (a · b)2 − a2 b2 , (D.1)
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where dot stands for the scalar product, a · b = ∑i aibi, etc. We start with the trace
representation of the determinant,
det(δij + aibj + biaj) = exp
[
Tr ln(δij + aibj + biaj)
]
= exp
[ ∞∑
n=1
(−1)n−1
n
Tr
(
(aibj + biaj)
n
)]
.
(D.2)
Next, we write an Ansatz,
(aibj + biaj)
n = Unaiaj + Vnbibj +Wn(aibj + biaj) , (D.3)
where the coefficients obey the recursion relations,
Un+1 = Un(a · b) +Wnb2 , (D.4a)
Vn+1 = Vn(a · b) +Wna2 , (D.4b)
Wn+1 = Una
2 +Wn(a · b) = Vnb2 +Wn(a · b) . (D.4c)
The last equality implies,
Un = Cna
2 , Vn = Cnb
2 (D.5)
and the system (D.4) simplifies,
Cn+1 = Cn(a · b) +Wn , (D.6a)
Wn+1 = Cna
2b2 +Wn(a · b) . (D.6b)
These are solved by the Ansatz,(
Cn
Wn
)
=
(
C0
W0
)
αn . (D.7)
Substituting this into (D.6) one obtains two lineraly independent solutions; the gen-
eral solution is their sum,(
Cn
Wn
)
= C+0
(
1√
a2b2
)
αn−1+ + C
−
0
(
1
−√a2b2
)
αn−1− , (D.8)
where
α± = (a · b)±
√
a2b2 . (D.9)
Imposing the initial conditions C1 = 0, W1 = 1 fixes
Cn =
1
2
√
a2b2
(αn−1+ − αn−1− ) , Wn =
1
2
(αn−1+ + α
n−1
− ) . (D.10)
Substituting these expressions into (D.3) and taking the trace we find,
Tr
(
(aibj + biaj)
n
)
= αn+ + α
n
− . (D.11)
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Finally, inserting it into (D.2) we get,
exp
[∑
n
(−1)n−1
n
(αn+ + α
n
−)
]
= exp
[
ln(1 + α+) + ln(1 + α−)
]
= exp
[
ln
(
(1 + (a · b))2 − a2b2)], (D.12)
which leads to (D.1).
E Perturbation equations in ΛCDM
In the real universe the linear growth factor deviates quite significantly from the scale
factor, see the right panel of Fig. 2. Thus, it is desirable to compute the prefactor
for the exact cosmological model. In this section we present the generalization of
Eqs. (5.7), (5.26) to the case of the ΛCDM universe.
The departures from the EdS approximation are parametrized by the logarithmic
growth factor29
f˜(η) ≡ d ln g
d ln a
, (E.1)
where g(η) is the linear growth factor in the ΛCDM cosmology, and η now is defined
as
η ≡ ln g . (E.2)
Starting from the fluid equations for the ΛCDM universe and proceeding as in Sec. 5.1
one obtains the set of equations for linearized fluctuations with angular number ` on
the spherical collapse solution:
δ˙` −Θ` − ∂rΨˆ ∂rδ` − Θˆ δ` − ∂rδˆ ∂rΨ` − δˆΘ` = 0 , (E.3a)
Θ˙` +
(
3Ωm,η
2f˜ 2
− 1
)
Θ` − 3Ωm,η
2f˜ 2
δ` − ∂rΨˆ ∂rΘ` − ∂rΘˆ ∂rΨ` − 2∂2r Ψˆ Θ`
+ 2
(
∂2r Ψˆ−
∂rΨˆ
r
)(
2
r
∂rΨ` − `(`+ 1)
r2
Ψ`
)
= 0 , (E.3b)
∂2rΨ` +
2
r
∂rΨ` − `(`+ 1)
r2
Ψ` = Θ` , (E.3c)
where
Ωm,η ≡ Ωm
Ωm + ΩΛa3(η)
(E.4)
is the time-dependent matter density fraction and the relations between Ψ, Θ and
the fluid velocity is now modified,
∂iΨ = − ui
f˜H , Θ = −
∂iui
f˜H . (E.5)
29We use the notation f˜ for the logarithmic growth factor to avoid confusion with the function f
appearing in the spherical collapse mapping (2.14).
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Figure 19. The ratio Ωm,η/f˜
2 as a function of η = ln g.
Equations (E.3) differ from the EdS case only in the second and third terms in (E.3b).
The departures are captured by the fraction Ωm,η/f˜
2, which is displayed in Fig. 19.
One observes that this fraction is quite close to 1 (its value in the EdS universe) until
a very recent epoch.
Proceeding along the lines of Sec. 5.2 it is straightforward to derive the equations
that replace (5.26) in the ΛCDM case,
µ˙(2) + r˙(2)η rˆ
2
η
(
1 + δˆ(rˆη)
)
+ r(2)η
d
dη
(
rˆ2η
(
1 + δˆ(rˆη)
))
= rˆ2ηΥδ(rˆη) , (E.6a)
r¨(2)η +
(
3Ωm,η
2f˜ 2
− 1
)
r˙(2)η +
Ωm,η
f˜ 2
(
1 +
3
2
δˆ(rˆη)− Rˆ
3
∗
rˆ3η
)
r(2)η +
3Ωm,η
2f˜ 2rˆ2η
µ(2) = −ΥΘ(rˆη) .
(E.6b)
Again, the only difference from the EdS equations is the presence of factors Ωm,η/f˜
2.
We have computed the aspherical prefactor for the exact reference cosmological
model using Eqs. (E.3), (E.6) and found that its deviation from the EdS approxima-
tion remains at sub-per cent level.
F Regularization of the WKB integral
F.1 Boundary term in the WKB integral
Here we derive Eq. (7.23). The linear relation (7.19) implies that it is sufficient to
prove the corresponding formulae for the κ-integrals of the sources Υ(rˆη). To be
concrete, let us focus on the source Υδ, the reasoning for ΥΘ is the same. We start
with the asymptotic expression for the Bessel function in the vicinity of the turning
point, Eq. (10.19.8) from [60],
Jν(ν + aν
1/3) =
21/3
ν1/3
Ai(−21/3a) +O(1/ν) , (F.1)
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where Ai(z) is the Airy function. Comparing it with (5.9) and recalling the definition
of spherical Bessel functions (A.12) we find the initial conditions for the perturbations
at η → −∞ in the vicinity of the point κr = 1,
δ` = Θ` =
eη
(`+ 1/2)5/6
· (2pi)3/221/3Ai[− 21/3(`+ 1/2)2/3(κr − 1)] , (F.2a)
Ψl = − e
η
(`+ 1/2)17/6
· (2pi)
3/221/3
κ2
Ai
[− 21/3(`+ 1/2)2/3(κr − 1)] . (F.2b)
From these expressions we infer the scaling of the fields and their derivatives at all
moments of time,
δ`,Θ` = O(`
−5/6) , Ψ` = O(`−17/6) , ∂rΨ` = O(`−13/6) , ∂2rΨ` = O(`
−3/2) .
(F.3)
This implies that the terms with derivatives in the Poisson equation (5.7c) are sub-
dominant compared to the last term on the l.h.s., so that the relation between Ψ`
and Θ` becomes very simple,
Ψ` = − r
2
(`+ 1/2)2
Θ` . (F.4)
Inspecting the magnitude of various terms in Eqs. (5.7a), (5.7b) we find that they
also simplify,
dδ`
dη
∣∣∣∣
flow
− Θˆδ` − (1 + δˆ)Θ` = 0 , (F.5a)
dΘ`
dη
∣∣∣∣
flow
− 3
2
δ` +
(
1
2
− 2∂rΨˆ
r
)
Θ` = 0 . (F.5b)
Similarly to Eqs. (7.8) they have the ultralocal form (no r-derivatives of the pertur-
bations), so that the fields evolve independently along different flow lines. Besides,
in the small vicinity of the ‘turning flow line’ R = 1/κ the background functions can
be considered as r-independent30. Thus, in the comoving frame the time-evolution
of the perturbations factorizes from their spatial dependence, and we obtain,
δ` =
α(η)
(`+ 1/2)5/6
· (2pi)3/221/3Ai[− 21/3(`+ 1/2)2/3(κR− 1)]; , (F.6a)
Θ` =
β(η)
(`+ 1/2)5/6
· (2pi)3/221/3Ai[− 21/3(`+ 1/2)2/3(κR− 1)]; , (F.6b)
Ψ` =
γ(η)
(`+ 1/2)17/6
· (2pi)
3/221/3
κ2
Ai
[− 21/3(`+ 1/2)2/3(κR− 1)] , (F.6c)
where α, β, γ are some functions whose precise form is not important to us31.
30Of course, they still have a non-trivial time dependence that must be taken into account.
31It follows from (F.4) that γ(η) = −κ2β(η)r2(η,R = 1/κ).
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Let us evaluate the following integral:∫ 1+
R∗
1−
R∗
dκ ϕ(κ)Υδ(rˆη, η;κ) = − 1
4pi
α(η)γ(η)
(`+ 1/2)3
· 2(2pi)3∂R
∂r
∣∣∣∣
rˆη
×
∫ 1+
R∗
1−
R∗
dκ
ϕ(κ)
κ
Ai
[− 21/3(`+ 1/2)2/3(κR∗ − 1)]Ai′[− 21/3(`+ 1/2)2/3(κR∗ − 1)]
=
1
8pi
α(η)γ(η)
(`+ 1/2)11/3
· 22/3(2pi)3∂R
∂r
∣∣∣∣
rˆη
ϕ(1/R∗)
[
Ai
(− 21/3(`+ 1/2)2/3)]2
=
1
8pi
∂R
∂r
∣∣∣∣
rˆη
ϕ(1/R∗)
R2∗
δ` Ψ`
∣∣∣
rˆη ,κ=(1+)/R∗
,
(F.7)
where we have substituted Eq. (5.14a) and in passing to the third line used that
the Airy function is exponentially suppressed at positive values of its argument. At
`−2/3    1 we can use the WKB form (7.4) for δ` and Ψ`. Substituting it into
the last expression in (F.7) and averaging away the oscillating pieces32 we obtain,∫ (1+)/R∗
(1−)/R∗
dκ ϕ(κ)Υδ(rˆη, η;κ) =
1
4pik2
ϕ(1/R∗)
R2∗
∂R
∂r
∣∣∣∣
rˆη
δ˜`1Ψ˜`1
∣∣∣
rˆη ,κ=(1+)/R∗
. (F.8)
Using the initial conditions (7.12b), (7.12c) and the ultralocality of the evolution in
the vicinity of the turning point it is straightforward to show that
δ˜`1Ψ˜`1
∣∣∣
rˆη , κ=(1+)/R∗
= −4R∗√

lim
′→0
(′)3/2δ˜`1
∂Ψ˜`1
∂R
∣∣∣
rˆη , κ=(1+′)/R∗
, (F.9a)
(δ˜`1Ψ˜`2 − δ˜`2Ψ˜`1)
∣∣∣
rˆη , κ=(1+)/R∗
= O(−1) . (F.9b)
The latter combination appears in Υδ multiplied by
∂S`
∂R
, see Eq. (7.18a). Taking into
account the expression
∂S`
∂R
=
√
(κR)2 − 1
κR
= O(
√
) , (F.10)
one concludes that the corresponding term does not contribute into lim→0 3/2Υδ.
Then Eq. (F.8) can be cast into the form,∫ (1+)/R∗
(1−)/R∗
dκ ϕ(κ)Υδ(rˆη, η;κ) = −2ϕ(1/R∗)
R∗
√

lim
′→0
(′)3/2Υδ
(
rˆη, η;κ = (1 + ′)/R∗
)
.
(F.11)
This proves the expression of the type (7.23) for the integrals involving Υδ. The
argument for the integrals involving ΥΘ is completely analogous. This completes the
derivation of Eq. (7.23).
32These pieces, if kept, would cancel the integral over κ > (1 + )/R∗ of the oscillating part of
Υδ, which we neglect anyway.
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F.2 Evaluation of the κ-integral
Numerical evaluation of the WKB integral (7.23) presents a non-trivial challenge.
Indeed, in the limit → 0 the expression on the r.h.s. contains a difference between
two large numbers that must be evaluated with very high accuracy, which may be
impractical. On the other hand, at finite values of  the error is estimated as O(
√
).
Thus, to reach an acceptable level of accuracy of, say, 1% one would have to go down
to  ∼ 10−4. To improve the convergence of the numerical procedure, we derive here
an expression that explicitly takes into account the O(
√
) corrections.
Let us introduce dimensionless variables33,
x = κR∗ − 1 , y = R/R∗ − 1 . (F.12)
At small x we have
q(x) = q 3
2
x−3/2 + q 1
2
x−1/2 +O(
√
x) , ϕ(x) = ϕ0 + ϕ1 x+O(x
2) , (F.13)
And the integral takes the form,
−
∫
dκ q(κ)ϕ(κ) =
1
R∗
[
−
2q 3
2
ϕ0√

+ 2(q 3
2
ϕ1 + q 1
2
ϕ0)
√
+
∫ ∞

dx q(x)ϕ(x) +O(3/2)
]
.
(F.14)
We expand the sources Υi, i = δ,Θ in a similar way,
Υi(rˆη) =
1
k2(`+ 1/2)2
(
Υi, 3
2
x−3/2 + Υi, 1
2
x−1/2 +O(
√
x)
)
. (F.15)
Substituting this into (7.19) and comparing with (7.20) we find,
q 3
2
=
∫ 0
−∞
dη
(
Kδ(η)Υδ, 3
2
(η) +KΘ(η)ΥΘ, 3
2
(η)
)
, (F.16a)
q 1
2
=
∫ 0
−∞
dη
(
Kδ(η)Υδ, 1
2
(η) +KΘ(η)ΥΘ, 1
2
(η)
)
. (F.16b)
Here the kernels Ki as well as the sources Υi, 3
2
, Υi, 1
2
are regular functions of time
(and are independent of x), so that q 3
2
, q 1
2
can be obtained by a straightforward
numerical integration of eqs. (5.26) with the corresponding sources. Our task is to
derive expressions for Υi, 3
2
, Υi, 1
2
.
For y  x 1 we write,
δ˜`1(η, y;x) =
(
α0(η) + α1(η)x+ α2(η)y +O(x
2, xy)
)
δ˜sing`1 (y;x) , (F.17a)
Θ˜`1(η, y;x) =
(
β0(η) + β1(η)x+ β2(η)y +O(x
2, xy)
)
δ˜sing`1 (y;x) . (F.17b)
33There should be no confusion with different uses of the notations x, y in other sections, as the
alternative usage does not appear in this appendix.
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where
δ˜sing`1 (y;x) ≡
2pi
(`+ 1/2)
· 1√
κR [(κR)2 − 1]1/4
=
2pi
(`+ 1/2)
· 1
21/4x1/4
[
1− 5
8
x− y
(
1
4x
+
23
32
)]
.
(F.18)
In the last expression we expanded to the first subleading order in x and kept only
up to linear order in y. This is sufficient for our purposes as we will only need the
values of the fields and their first derivatives at y = 0. The functions α0(η) etc. can
be found by integrating Eqs. (7.8) in the vicinity of the point x = y = 0 with smooth
x- and y-independent initial conditions δ˜`1, Θ˜`1 = e
η at η → −∞. From (F.17) one
reads off the values of the fields at y = 0,
δ˜`1(η, 0;x) =
2pi
(`+ 1/2)
· 1
21/4x1/4
[
α0 + x
(
− 5
8
α0 + α1
)]
, (F.19a)
Θ˜`1(η, 0;x) =
2pi
(`+ 1/2)
· 1
21/4x1/4
[
β0 + x
(
− 5
8
β0 + β1
)]
. (F.19b)
Next, we have,
∂S`
∂r
∣∣∣
y=0
=
∂R
∂r
∣∣∣
rˆη
·
√
2x+O(x3/2) ,
∂2S`
∂r2
∣∣∣
y=0
=
1
R∗
·
(
∂R
∂r
)2∣∣∣
rˆη
· 1√
2x
+O(x1/2) .
(F.20)
Substituting this into (7.5a) we obtain,
Ψ˜`1
∣∣∣
y=0
=− 2pirˆ
2
η
(`+ 1/2)R2∗
· 1
21/4x1/4
[
β0 + x
(
11β0
8
− 2β0
(
∂ ln rin
∂ ln r
)2
+ β1
)]
,
(F.21a)
Ψ˜′`1
∣∣∣
y=0
=− 2pirˆ
2
η
(`+ 1/2)R3∗
∂R
∂r
· 1
21/4x5/4
[
− β0
4
+ x
(
− 39
32
β0 − 3β0
2
(
∂ lnR
∂ ln r
)2
+ 2β0
(
∂ lnR
∂ ln r
)−1
− β1
4
+ β2
)]
.
(F.21b)
We now show that the second-order WKB perturbations do not contribute at
the order we are interested in. First, we demonstrate that the r.h.s. of Eqs. (7.9)
evaluated at y = 0 is of order O(x1/4). Indeed, using (F.20), (F.21a) we find for
Eq. (7.9a),
S ′`Ψ`1
∣∣∣
y=0
∼ √x · x−1/4 ∼ x1/4 . (F.22)
On the r.h.s. of (7.9b) the only term that can potentially be of order O(x−3/4) has
the form,
− 4S
′
`Ψ˜
′
`1 + 2S
′′
l Ψ˜`1
1 + (κrS ′`)2
(
∂2r Ψˆ−
∂Ψˆ
r
)∣∣∣∣
y=0
. (F.23)
– 75 –
However, from (F.20), (F.21) we find that the divergent terms cancel out, so that
(2S ′`Ψ˜
′
`1 + S
′′
l Ψ˜`1)
∣∣∣
y=0
= O(x1/4) . (F.24)
Thus, working only up to order O(x−3/4) we can neglect the r.h.s. in Eqs. (7.9) and
write,
δ˜`2(η, 0;x) =
(
α0(η) + α1(η)x
)
δ˜sing`2 (0;x) , (F.25a)
Θ˜`2(η, 0;x) =
(
β0(η) + β1(η)x
)
δ˜sing`2 (0;x) , (F.25b)
where
δ˜sing`2 (0;x) ≡
pi
4(`+ 1/2)
·
√
κ
R∗
(
5
3[(κR∗)2 − 1]7/4 +
1
[(κR∗)2 − 1]3/4
)
=
pi
4(`+ 1/2)R∗
· 1
27/4x7/4
[
5
3
+
11
8
x+O(x2)
]
.
(F.26)
Next, from (7.5b) and using (F.24) we get,
Ψ˜`2
∣∣∣
y=0
= − Θ˜`2
(S ′`)2 + (κr)−2
∣∣∣
y=0
+O(x1/4) . (F.27)
Then the term in the source Υδ containing second-order WKB perturbations is (see
Eq. (7.18a)),
S ′`(δ˜`1Ψ˜`2 − δ˜`2Ψ˜`1)
∣∣∣
y=0
= S ′`
−δ˜`1Θ˜`2 + δ˜`2Θ˜`1
(S ′`)2 + (κr)−2
∣∣∣∣
y=0
+O(
√
x) = O(
√
x) , (F.28)
where in the last equality we have used the expressions (F.17), (F.25). Similarly,
one shows that the second-order WKB contribution in ΥΘ is also of order O(
√
x).
Given that we are keeping only terms up to order O(x−1/2), we conclude that the
second-order WKB contributions can be omitted altogether.
It remains to substitute the expressions (F.19), (F.21) into (7.18). A straight-
forward calculation yields,
Υδ, 3
2
=
pirˆ2η
2
√
2R3∗
∂R
∂r
∣∣∣∣
y=0
α0(η)β0(η) , (F.29a)
ΥΘ, 3
2
=− pirˆ
2
η
2
√
2R3∗
∂R
∂r
∣∣∣∣
y=0
β20(η) , (F.29b)
Υδ, 1
2
=
√
2pirˆ2η
R3∗
∂R
∂r
∣∣∣∣
y=0
[
α0β0
(
17
16
+
3
2
(
∂ lnR
∂ ln r
)2
− 2
(
∂ lnR
∂ ln r
)−1)
+
1
4
(α0β1 + α1β0)− α0β2
]
, (F.29c)
ΥΘ, 1
2
=
√
2pirˆ2η
R3∗
∂R
∂r
∣∣∣∣
y=0
[
β20
(
− 17
16
− 1
2
(
∂ lnR
∂ ln r
)2
+
(
∂ lnR
∂ ln r
)−1)
− β0β1
2
+ β0β2
]
.
(F.29d)
These are the final expressions for the sources to be used in Eqs. (F.16).
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G Numerical procedure
In this Appendix we discuss the details of our numerical method, which is imple-
mented in the open-source code AsPy [61] written in Python using scipy and numpy
libraries.
We first cast the partial differential equations (5.7) in the form suitable for
numerical solution using finite differences. In this section we will omit the subscript
` denoting linear aspherical perturbations. We switch to the Lagrangian coordinate
R comoving with the background flow, which allows us to absorb the shift terms into
the time derivative,
∂
∂η
− ∂rΨˆ ∂
∂r
≡ d
dη
∣∣∣∣
flow
. (G.1)
Equations (5.7a), (5.7b) take the form,
dδ
dη
= A1(η,R)δ + A2(η,R)Θ + A3(η,R)∂RΨ , (G.2a)
dΘ
dη
=
3
2
δ + A4(η,R)Θ + A5(η,R)∂RΨ + `(`+ 1)A6(η,R)Ψ , (G.2b)
where we defined the following background functions:
A1 = Θˆ , A4 = −1
2
+ 2
(
Θˆ− 2
r
∂rΨˆ
)
, (G.3a)
A2 = 1 + δˆ , A5 =
1
∂r
∂R
(
1
∂r
∂R
∂RΘˆ− 4
r
(
Θˆ− 3∂rΨˆ
r
))
, (G.3b)
A3 =
1(
∂r
∂R
)2∂Rδˆ , A6 = 2
(
Θˆ− 3∂rΨˆ
r
)
1
r2
. (G.3c)
The initial conditions for the density and velocity fields are given by Eqs. (5.9a).
Note that Eqs. (G.2) do not contain spatial derivatives of δ or Θ, so we do not need
to impose any boundary conditions on them.
The Euler and continuity equations are supplemented by the Poisson equation(
∂2r +
2∂r
r
− `(`+ 1)
r2
)
Ψ(η,R) = Θ(η,R) . (G.4)
The boundary conditions for the velocity potential are given by,
Ψ(η,R) ∝ r`(R) , at R→ 0
Ψ(η,Rmax) = e
(η−ηmin)Ψ(ηmin, Rmax) .
(G.5)
The boundary condition at the origin is dictated by the structure of the Poisson
equation (5.7c). The second condition comes from the assumption that at spatial
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infinity the velocity potential follows the linear evolution, which is justified since the
background profile falls off quickly outside the window function.
We work on an equally-spaced rectangular lattice with NR×Nη nodes and physi-
cal size [Rmin, Rmax]×[ηmin, 0]. We implement an implicit second-order Runge-Kutta
scheme (RK2) for the Euler and continuity equations. For the Poisson equation we
use an implicit second-order finite difference scheme.
We use the discrete version of the fluctuation operator obtained by rewriting the
integrals in the exponent of (2.38) in a discrete form and taking the corresponding
Gaussian integral. This yields,
O` = δij + 2λˆ ∆k
(2pi)3
kikjQ`(ki, kj)
√
P (ki)P (kj) , (G.6)
with i, j = 0, . . . , N ; ∆k = (kN −k0)/N . One can check that this definition gives the
correct continuous limit for the trace34:
N∑
i=0
∆kk2i
(2pi)3
Q`(ki, ki)P (ki)
N→∞−−−→
∫ ∞
0
[dk]Q`(k, k)P (k) = TrQ`P . (G.7)
We implement the algorithm for computing the aspherical determinant from
Sec. 5.3. At the first step the code computes the background functions (G.3) required
for solving the fluid equations on the grid. To this end we make a sample of ∼ 20
values of δ∗ in the range [−0.9, 9] and use the spherical collapse linear profile (2.27)
to compute the non-linear background configuration defined by the equations from
Sec. C.1.
At the second step we sample the momentum space and compute the evolution
of linear fluctuations given by the finite difference approximation to the equations
(G.2), (G.4) with appropriate initial and boundary conditions for each momentum
ki from the sample. We use the sample of N = 200 wavenumbers which we found
sufficient for our purposes.
We found that the following grid parameters lead to a good convergence for most
of the multipoles in the δ∗-range of interest:
Rmin = 10
−2 Mpc/h , Rmax = 10 ·R∗ , NR = 1000 ,
ηmin = −7 , Nη = 500 .
(G.8)
For the dipole we increased the spatial extent of the grid to Rmax = 15 · R∗, NR =
1500. We have run several tests and found that increasing the grid resolution further
or moving the box boundaries can only change the final results at the 0.1% level.
At the third step we use the linear mode functions computed in step 2 to con-
struct the sources ΥΘ,δ for all different pairs of momenta (ki, kj), i, j = 0, . . . , N . For
the dipole sector, we also construct the sources BΘ,δ
34We do not assign the weight 1/2 to the boundary values, but choose IR and UV cutoffs to make
sure that the results are independent of them.
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At the fourth step we solve the finite difference equations for the time evolution
of µ(2) and r
(2)
η obtained by discretizing Eqs. (5.26). This yields the matrix Q`(ki, kj),
which is used to obtain the desired determinant. In the dipole sector we separately
compute Q˘`(ki, kj), B(ki), and A using (5.26) with the corresponding sources (6.12).
The final determinant is obtained upon multiplying the IR-sensitive determinant DIR
and the IR-safe determinant det(1 + 2λˆ
√
PQ˘`
√
P ). As a cross-check, we computed
A both by solving Eqs. (5.26) and from the relation (6.24), which yielded results that
agree at the per mil level.
We have validated our code by computing the determinant of the monopole
fluctuations and comparing it to the analytic expression (C.34). The results of this
test are displayed in Fig. 20. Numerical procedure agrees with the analytic formula
at per mil level.
Analytics
Numerics
0.1 0.5 1 5 10
-1
0
1
2
3
4
1+δ*
 0
Fluctuation determinant, ℓ=0
Figure 20. The fluctuation determinant in the monopole sector: the result of our
numerical procedure (dots) vs. Eq. (C.34) (line).
H A comment on log-normal model
It has long been known that the observed counts-in-cells distribution can be well
approximated by log-normal [24–27],
Plog-normal(δ∗) = 1√
2piσ2ln(1 + δ∗)
exp
{
−
(
ln(1 + δ∗) + σ2ln/2
)2
2σ2ln
}
, (H.1)
where σ2ln = 〈[ln(1 + δ∗)]2〉 is the log-density variance, to be fitted from the data.
The mean of the distribution (H.1) is adjusted to ensure 〈δ∗〉 = 0. The success of
this model is partially due to the fact that the spherical collapse mapping F (δ∗) is
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Figure 21. Left panel: The functions defining the leading exponential behavior of the
log-normal PDF (H.1) and our theoretical PDF (2.30). The log-variance σln is found from
the fit to N-body data. Right panel: Residuals of the N-body data with respect to the best
fit log-normal models at different redshifts. σln is refitted for each z independently. The
cell radius is r∗ = 10 Mpc/h.
close to ln(1 + δ∗) for moderate density contrasts, see the left panel of Fig. 21. The
difference grows for bigger |δ∗|, but, curiously enough, gets largely compensated by
the scale dependence of σR∗ . This compensation is a mere coincidence due to the
shape of the power spectrum at mildly non-linear scales [29, 30]. Indeed, consider,
for example, a universe with a power-law power spectrum P (k) ∝ kn. In such a
universe the variance scales as σ2R∗ ∝ (1 + δ∗)−1−n/3, which clearly depends on the
slope n. On the other hand, spherical collapse mapping is determined exclusively by
dynamics and is insensitive to the statistics of the initial conditions. One concludes
that changing the slope of the power spectrum would destroy the consipracy and the
log-normal model would fail.
Although the log-normal PDF gives a good leading order approximation, it does
not incorporate the correct prefactor. As a consequence, it is unable to describe the
data with the accuracy better than ∼ 10% even at moderate densities and quickly
deviates from the data in the tails [31, 42]. This is illustrated in the right panel of
Fig. 21 where we show the residuals of the N-body data with respect to the best fit
log-normal model.
The agreement between the log-normal model and the data can be improved by
artificially allowing the minimal value of δ∗ to be different from−1. This was observed
e.g. for the case of the projected density and convergence fields in Refs. [65, 66].
However, allowing δ∗,min to be different from −1 appears hard to justify on the
physical grounds.
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