Consensus in Rooted Dynamic Networks with Short-Lived Stability by Winkler, Kyrill et al.
ar
X
iv
:1
60
2.
05
85
2v
3 
 [c
s.D
C]
  1
0 F
eb
 20
17
Consensus in Rooted Dynamic Networks with
Short-Lived Stability
Kyrill Winkler1, Manfred Schwarz1 and Ulrich Schmid1
1TU Wien, Vienna, Austria, {kwinkler, mschwarz, s}@ecs.tuwien.ac.at
ABSTRACT
We consider the problem of solving consensus using de-
terministic algorithms in a synchronous dynamic net-
work with unreliable, directional point-to-point links,
which are under the control of a message adversary. In
contrast to a large body of existing work that focuses
on oblivious message adversaries where the communica-
tion graphs are picked from a predefined set, we consider
message adversaries where guarantees about stable pe-
riods that occur only eventually can be expressed. We
reveal to what extent such eventual stability is necessary
and sufficient, that is, we present the shortest period of
stability that permits solving consensus, a result that
should prove quite useful in systems that exhibit erratic
boot-up phases or recover after repeatedly occurring,
massive transient faults. Contrary to the case of longer
stability periods, where we show how standard algorith-
mic techniques for solving consensus can be employed,
the short-lived nature of the stability phase forces us to
use more unusual algorithmic methods that avoid wait-
ing explicitly for the stability period to occur.
Keywords
Dynamic networks, consensus, message adversary, even-
tual stability, short stability periods, rooted directed
graphs
1. INTRODUCTION
We consider deterministic consensus algorithms in
synchronous dynamic networks, where a potentially un-
known number n of processes that never fail1 communi-
cate via unacknowledgedmessages over unreliable point-
to-point links. Consensus, which is a pivotal service in
truly distributed applications, is the problem of com-
puting a common decision value based on local input
values of all the processes. An execution of a consensus
algorithm in our system proceeds in a sequence of lock-
step synchronous2 rounds, where message loss is mod-
1Nevertheless, a crash of some process p in some round
could easily be modelled by p sending no messages in
any later round.
2It assumes that all processes simultaneously broadcast
elled using an omniscient message adversary that de-
termines the directed communication graph Gr for each
round r. A directed edge (p, q) present in Gr means that
the message sent by p in round r is successfully received
by q.
In most existing work in this area, e.g. [2, 9, 19, 20],
the message adversary is oblivious, i.e., may choose each
Gr from the same set of admissible graphs arbitrarily in
each round. For instance, the classic result from Santoro
and Widmayer [19] states that consensus is impossible
if the adversary may suppress n − 1 or more messages
in every round. More recently, [9] introduced an equiv-
alence relation on the set of admissible communication
graphs such that consensus is solvable if and only if for
each equivalence class there is a common source (a node
that has a directed path to every other node) in every
graph. These (and similar) approaches characterize the
solvability of consensus by means of properties of the
set of admissible graphs.
We also explore the solvability/impossibility border
of consensus, albeit under non-oblivious message adver-
saries that support eventual stabilization [3,4,22]: Here,
the set of admissible choices for Gr may change with
evolving round numbers r. Rather than constraining
the set of admissible graphs, we hence constrain admis-
sible graph sequences. As it turns out, consensus can
be solved for graph sequences where the set of graphs
occurring in the sequence would render consensus im-
possible under an oblivious message adversary [9, 19].
Apart from being theoretically interesting, consider-
ing eventually stabilizing dynamic networks is also use-
ful from a practical perspective: Algorithms that work
correctly under eventually stabilizing message adver-
saries are particularly suitable for systems that suffer
from uncoordinated boot-up sequences or systems that
must recover from massive transient faults: Network
connectivity can be expected to improve over time here,
e.g., due to improving clock synchronization quality.
Since it is usually difficult to determine the time when
a message at the beginning of a round, receive the mes-
sages from each other, and then simultaneously make a
state transition at the end of the round, thereby pro-
ceeding to the next round.
such a system has reached normal operation mode, al-
gorithms that just terminate when a reasonably stable
period has been reached are obviously advantageous.
Algorithms that work correctly under short-lived sta-
ble periods are particularly interesting, since they have
higher coverage and terminate earlier in systems where
longer stable periods occur only rarely or even not at all.
Note that the occurrence of short-lived stability periods
could be confirmed in the case of a prototype wireless
sensor network [17].
Last but not least, stabilizing algorithms require less
reliable and, in our case, not inherently bidirectional
communication underneath, hence work with cheaper
and/or more energy-efficient network communication in-
terfaces. After all, guaranteeing reliable bidirectional
communication links typically incurs significant costs
and/or delays and might even be impossible in adverse
environments. We hence conjecture that our findings
may turn out useful for applications such as mobile ad-
hoc networks [12] with heavy interference or disaster-
relief applications [15].
In view of such applications, our core assumption of
a synchronous system may appear somewhat unreason-
able. However, it is not thanks to modern commu-
nication technology [24]: As synchronized clocks are
typically required for basic communication in wireless
systems anyway, e.g., for transmission scheduling and
sender/receiver synchronization, global synchrony is rea-
sonably easy to achieve: It can be integrated directly
at low system levels as in 802.11 MAC+PHY [1], pro-
vided by GPS receivers, or implemented by means of
network time synchronization protocols like IEEE 1588
or FTSP [16].
Main contributions and paper organization: In
this paper, we thoroughly answer the question of the
minimal stability required for solving consensus under
eventual stabilizing message adversaries. After the in-
troduction of our system model and our message adver-
saries in Section 2 and Section 3, respectively, we estab-
lish the following results:
(1) We provide a novel algorithm in Section 5, along
with its correctness proof, which solves consensus
for a message adversary that generates graph se-
quences consisting of graphs that (i) are rooted,
i.e., have exactly one root component (a strongly
connected component without any incoming edges
from outside of the component), and (ii) contain
a subsequence of x = D + 1 consecutive graphs
whose root component is formed by the same set of
nodes (“stable root component”). Herein, the sys-
tem parameterD 6 n−1 is the dynamic diameter,
i.e., the number of rounds required for any node in
a stable root component to reach all nodes in the
system. Thanks to (i), our algorithm is always safe
in the sense that agreement is never violated; (ii)
is only needed to ensure termination. Compared
to all existing algorithms for non-oblivious mes-
sage adversaries like [3, 4, 22], where the processes
more or less wait for the stability window to oc-
cur, our algorithm uses quite different algorithmic
techniques.
(2) In previous work [3, 5], it has been shown that
x = D−1 is a lower bound for the stability interval
for any consensus algorithm working under mes-
sage adversaries that guarantee a stable root com-
ponent to occur eventually, and that (a bound on)
D must be a priori known.3 In Section 4 of this pa-
per, we improve the lower bound to x = D, which
reveals that the previous bound was not tight and
that our new algorithm is optimal. This result
also shows that the mere propagation of some in-
put value to every process does not suffice to solve
consensus in this setting.
(3) To complement earlier results [22] about consensus
algorithms that work for stability periods longer
than 2D+1, we show in Section 6 that very large
periods of stability, namely, at least 3n − 3, also
allow to adopt the well-known uniform voting al-
gorithm [8] for solving consensus in our setting.
Some conclusions and directions of future work in Section 7
complete the paper.
As a final remark, we note that our methodology is in
stark contrast to the approach advocated in [18], which
shows, among other insightful results, that the mes-
sage adversary SOURCE+QUORUM allows to simu-
late an asynchronous message passing system with pro-
cess crashes augmented by the failure detector (Σ,Ω).
Since this is a weakest failure detector for consensus [10],
it is possible to use classic consensus algorithms on top
of this simulation. Furthermore, as Σ is the weakest fail-
ure detector to simulate shared memory on top of wait-
free asynchronous message passing [10], even shared
memory algorithms that rely on Ω could be employed.
In [5, Sec. 8], we hence investigated the potential of
simulating (Σ,Ω) on top of eventually stabilizing mes-
sage adversaries, as this would allow us to employ such
well-established consensus solutions instead of specifi-
cally tailored algorithms. Unfortunately, it turned out
that Σ cannot be implemented here, even in the case of
message adversaries that eventually guarantee an infi-
nite period of stability — not to speak of message ad-
versaries that guarantee only a finite period of stability
like the one presented in this paper. Therefore, we had
to conclude that, for this type of message adversaries,
failure detector simulations are no viable alternative to
the approach taken here.
3Whereas this may seem a somewhat unrealistic
(though inevitable) restriction at first sight, it must be
noted that D only needs to be guaranteed throughout
the stability interval. And indeed, our wireless sensor
network measurements [17] confirmed that this is not
an unrealistic assumption.
Related work
Research on consensus in synchronous message passing
systems subject to link failures dates back at least to
the seminal paper [19] by Santoro and Widmayer; gen-
eralizations have been provided in [6–9,20]. In all these
papers, consensus, resp. variants thereof, are solved in
systems where, in each round, a digraph is picked from
a set of possible communication graphs. The term mes-
sage adversary was coined by Afek and Gafni in [2] for
this abstraction.
A different approach for modeling dynamic networks
has been proposed in [13]: T -interval connectivity guar-
antees a common subgraph in the communication graphs
of every T consecutive rounds. [14] studies agreement
problems in this setting. Note that solving consensus
is relatively easy here, since the model assumes bidirec-
tional and always connected communication graphs. In
particular, 1-interval-connectivity, the weakest form of
T -interval connectivity, corresponds to all nodes consti-
tuting a perpetually constant set of source nodes.
In both lines of research, there is no notion of even-
tually stabilizing behavior of dynamic networks. To the
best of our knowledge, the first instance of a message
adversary that guarantees eventual stable root compo-
nents has been considered in [3]: It assumed commu-
nication graphs with a non-empty set of sources and
long-living periods of stability x = 4D+1. [4,23] studies
consensus under a message adversary with comparably
long-lived stability, which gracefully degrades to gen-
eral k-set agreement in case of unfavorable conditions.
However, this message adversary must also guarantee a
certain influence relation between subsequently existing
partitions. [22] established a characterization of uniform
consensus solvability/impossibility for longer stability
periods. In particular, it provides a consensus algo-
rithm that works for stability periods of at least 2D+1
but does not require graph sequences where all graphs
are rooted.
Finally, [18] used message adversaries that allow a
notion of “eventually forever” to establish a relation to
failure detectors. Albeit we do not consider this “ex-
tremal” case in this paper, which solely addresses short-
lived stability, we note that interesting insights can be
drawn from this relation.
2. MODEL
We consider a set Π of n deterministic state machines,
called processes, which communicate via message pass-
ing over unreliable point-to-point links. Processes have
unique identifiers and are typically denoted by p, q. We
call algorithms that do not depend on n uniform algo-
rithms, whereas algorithms that rely on at least some
bound on n are called non-uniform. In this paper, we
will consider exclusively non-uniform algorithms, ex-
cept for Theorem 1, where we touch upon uniform al-
gorithms as well. Processes never fail and operate syn-
chronously in lock-step rounds r = 1, 2, . . . , where each
round consists of a phase of communication followed by
a local state transition of every process. In the commu-
nication phase of a round, every process sends a message
(possibly empty) to every other process in the system,
and records the messages successfully received from the
other processes. A message adversary (see Section 3 for
the detailed definitions) is a set of graph sequences that
determine which messages are lost in each round.
The state of a process p at the end of its round r
computation is denoted by pr, and the collection of the
round r states of all processes is called round r config-
uration Cr. Those messages that are delivered by the
message adversary in a given round r > 0 are specified
via a digraph4 Gr = 〈Π, Er〉, called the round r commu-
nication graph. An edge (p → q) is in Gr if and only if
the round r message of p sent to q is not lost. We assume
that every process p always successfully receives from
itself, so the self-loops (p → p) are in every Gr. The
in-neighborhood of p in Gr, Inp(Gr) = {q | (q, p) ∈ Gr)
hence represents the processes from which p received a
message in round r.
A message adversary is characterized by the set of
infinite sequences of consecutive communication graphs
that it may generate, which are called admissible. A
sequence σ of consecutive communication graphs, rang-
ing from round a to round b, is denoted as σ = (Gr)br=a,
where |σ| = b−a+1, with b =∞ for infinite sequences.
Since we actually identify a message adversary with its
set of admissible sequences, we can compare different
message adversaries via a simple set inclusion.
We consider the consensus problem, where each pro-
cess p starts with some input value xp and has a ded-
icated write-once output variable yp; eventually, every
process needs to irrevocably decide, i.e., assign a value
to yp (termination) that is the same at every process
(agreement) and was the input of some process (va-
lidity). The assignment of the input values for each
process is summarized in some initial configuration C0.
Given a message adversaryMA and a deterministic con-
sensus algorithm A, an (admissible) execution or run
ε = 〈C0, σ〉 is uniquely determined by C0 and an ad-
missible graph sequence σ ∈ MA.
ApplyingA and a finite sequence σ′ to a configuration
C of A yields the configuration C′ = 〈C, σ′〉 of A. As
usual, we write ε ∼p ε′ if the finite or infinite executions
ε and ε′ are indistinguishable to p (i.e., the round r state
of p is the same in both executions) until p decides.
Dynamic graph concepts
First, we introduce the pivotal notion of a root compo-
nent R, often called root for brevity, which denotes the
vertex-set of a strongly connected component of a graph
where there is no edge from a process outside of R to a
process in R. Definition 1 gives its formal definition.
4We sometimes write p ∈ Gr instead of p ∈ Π to stress
that p is a vertex of Gr, and sloppily write (p→ q) ∈ Gr
instead of (p→ q) ∈ E(Gr).
Definition 1 (Root Component). R 6= ∅ is a
root (component) of graph G, if it is the set of vertices
of a strongly connected component R of G and ∀p ∈
G, q ∈ R : (p→ q) ∈ G ⇒ p ∈ R.
It is easy to see that every graph has at least one root
component. A graph G that has a single root compo-
nent is called rooted ; its root component is denoted by
root(G). Clearly, a graph G is rooted if and only if it
has a rooted spanning tree: the root component is the
union of the roots of all the spanning trees of G. Hence,
there is a directed path from every node of root(G) to
every other node of G.
Conceptually, root components have already been em-
ployed for solving consensus a long time ago: The asyn-
chronous consensus algorithm for initially dead processes
introduced in the classic paper [11] relies on a suitably
constructed initial clique, which is just a special case of
a root component.
In order to model stability, we rely on root compo-
nents that are present in every member of a (sub)sequence
of communication graphs. We call such a root compo-
nent the stable root component of a sequence and stress
that, albeit the set of processes remains the same, the
interconnection topology between the processes of the
root component and to the processes outside may vary
greatly from round to round.
Definition 2 (Stable Root Component). We
say that a non-empty sequence (Gr)r∈I of graphs has a
stable root component R, if and only if each Gr of the se-
quence is rooted and ∀i, j ∈ I : root(Gi) = root(Gj) =
R. We call such a sequence a R-rooted sequence.
We would like to clarify that while “rooted”describes
a graph property, “R-rooted” describes a property of a
sequence of graphs.
Given two graphs G = 〈V,E〉, G′ = 〈V,E′〉 with the
same vertex-set V , let the compound graph G ◦ G′ :=
〈V,E′′〉 where (p, q) ∈ E′′ if and only if for some p′ ∈ V :
(p, p′) ∈ E and (p′, q) ∈ E′. Since we assume self-loops
the compound graph can be written as the product of
the adjacency matrices of G and G′.
In order to model information propagation in the net-
work, we use a notion of causal past : Intuitively, a pro-
cess q is in p’s causal past, denoted q ∈ CPrp(r
′) if q = p
or if, by round r, p received information (either directly
or via intermediate messages) that q sent in round r′+1.
Definition 3 (Causal past). Given a sequence
σ of communication graphs that contains rounds a and
b, the causal past of process p from (the end of) round b
down to (the end of) round a is CPbp(a) = {p} if a = b
or CPbp(a) = Inp(G
a+1 ◦ · · · ◦ Gb) if a < b.
A useful fact about the causal past is that in full-
information protocols, where processes exchange their
entire state history in every round, we have q ∈ CPrp(s)
if and only if, in round r, p knows qs, the round s state
of q.
To familiarize the reader with our notation, we con-
clude this section with the following technical Lemma 1.
It describes the information propagation in a graph se-
quence containing an ordered set G = {Gr1 , . . . ,Grn},
i 6= j ⇒ ri 6= rj , and i > j ⇒ ri > rj , of n dis-
tinct communication graphs, where any G,G′ ∈ G are
both rooted, but root(G) is not necessarily the same as
root(G′). As we have mentioned earlier, every G ∈ G
has hence a rooted spanning tree and is therefore weakly
connected. In essence, the lemma shows that, by the
end of round rn, each process p received a message from
some process q that was sent after q was member of a
root component of some graph of G.
Lemma 1. Let G = {Gr1 , . . . ,Grn} be an ordered set
of rooted communication graphs and let X ⊆ Π with
X ∩ root(Gr) 6= ∅ for every Gr ∈ G. For every p ∈ Π,
there is some q ∈ X (q may depend on p) and a Gr ∈ G
s.t. q ∈ root(Gr) and q ∈ CPrnp (r).
Proof. Let Sri be the set of those processes that, in
round ri, have received information from a process of
X after it was member of a root component so far in
a graph in G. Formally, Sri := {p ∈ Π | ∃q ∈ X, ∃r ∈
{r1, . . . , ri} : q ∈ root(G
r) ∧ q ∈ CPrip (r)}. In order to
show the lemma, we prove by induction on i from 1
to n that |Sri | > i. We use the abbreviation Xri :=
X ∩ root(Gri). The base of the induction, |Sr1 | > 1,
follows from the observation that Xr1 ⊆ Sr1 . For the
induction step, assume for 1 6 i < n that |Sri | > i. We
show that then |Sri+1 | > i+1. If |Sri | > n, as obviously
Sri ⊆ Sri+1 , we are done. If |Sri | < n, consider that
Xri+1 ⊆ Sri+1. If |Xri+1 \ Sri | > 1, we immediately
have |Sri+1 | > |Sri |. If |Xri+1 \ Sri | = 0, note that
there is a path in Gri+1 from every q ∈ Xri+1 to every
p ∈ Π. Hence, (u → v) ∈ Gri+1 for some u ∈ Sri , v ∈
Π\Sri, since we assumed |Sri | < n. As u ∈ Sri , there is
some q ∈
⋃ri
r=r1
Xr with q ∈ CPriu (r). By Definition 3,
since (u→ v) ∈ Gri+1 , we have q ∈ CPri+1v (r) and thus
v ∈ Sri+1 \ Sri which implies |Sri+1| > |Sri |.
3. MESSAGE ADVERSARIES
First, we introduce the adversary that adheres to dy-
namic diameter D, which gives a bound on the duration
of the information propagation from a stable root com-
ponent to the entire network. We showed in [21, Lem. 1]
that always D 6 n − 1; a priori restricting D < n − 1
also allows modelling dynamic networks where informa-
tion propagation is guaranteed to be faster than in the
worst case (as in expander graphs [5], for example).
Definition 4 (Dynamic diameter D). DIAM(D)
is the message adversary that guarantees dynamic (net-
work) diameter D, i.e., for all graph sequences σ ∈
DIAM(D), for all subsequences
(
Gr1 , . . . ,Gr1+D−1
)
⊂ σ
of D consecutive R-rooted communication graphs, we
have R ⊆ CPr1+D−1p (r1 − 1) for every p ∈ Π.
The following liveness property, eventual stability, en-
sures that eventually every graph sequence σ has a R-
rooted subsequence σ′ ⊆ σ of length x. Here Σ denotes
the unrestricted message adversary, i.e., the set of all
communication graph sequences.
Definition 5. ♦STABILITY(x) := {σ ∈ Σ | ∃R ⊆
Π: some σ′ ⊆ σ with |σ′| > x is R-rooted }.
For finite x, ♦STABILITY(x) alone is insufficient for
solving consensus: Arbitrarily long sequences of graphs
that are not rooted before the stability phase occurs
can fool any consensus algorithm to make wrong deci-
sions. For this reason, we introduce a safety property in
the form of the message adversary that generates only
rooted graphs.
Definition 6. ROOTED := {σ ∈ Σ | every Gr of σ
is rooted }.
The short-lived eventually stabilizing message adver-
sary ♦STABLED(D+1) used throughout the main part
of our paper adheres to the dynamic diameter D, guar-
antees that every Gr is rooted and that every sequence
has a subsequence of at least x = D + 1 consecutive
communication graphs with a stable root component.
Since processes are aware under which adversary they
are, they have common knowledge of the dynamic di-
ameter D and the duration of the stability phase x.
Definition 7. We call ♦STABLED(x) = ROOTED∩
♦STABILITY(x) ∩ DIAM(D) the short-lived eventually
stabilizing message adversary with stability period x.
We observe that ♦STABILITY(x) ⊇ ♦STABILITY(D)
for any 1 6 x 6 D, hence it follows that ♦STABLED(x) ⊇
♦STABLED(D). This simple set inclusion turns out to
be quite useful for the next section.
4. IMPOSSIBILITY RESULTS AND LOWER
BOUNDS
Even though processes know the dynamic diameter
D, for very short stability periods, this is not enough
to solve consensus. In Theorem 1, we prove that if pro-
cesses do not have access to an upper bound on n (some
N with N > n), i.e., when the algorithm is uniform,
solving consensus is impossible if the period x of even-
tual stability is shorter than 2D: Here, processes can
never be sure whether a stable root component occurred
for at least D rounds, albeit detecting such a stable root
component is necessary to satisfy validity.
Theorem 1. There is no uniform consensus algo-
rithm for ♦STABLED(x) with 0 < x < 2D.
Proof. As, for x > x′, it holds that ♦STABILITY(x) ⊂
♦STABILITY(x′), it suffices to show that consensus is
impossible under message adversary MA = ROOTED ∩
♦STABILITY(2D − 1) ∩ DIAM(D).
Suppose some algorithm A solves consensus under
MA. We provide two admissible executions ε1, ε2 (based
on σ1, resp. σ2, from Figure 1) of A where ε1 ∼pD+1 ε2.
We show that pD+1 decides 0 in ε1 and, for almost all
values of n, process pn decides 1 in ε2.
Let C0 be the initial configuration with input values
x1 = . . . = xD+2 = 0 and xD+3 = . . . = xn = 1.
Consider execution ε1 = 〈C0, σ1〉 with σ1 from Figure 1,
where a dotted edge exists only in every second graph
in a sequence, and all processes not depicted have an
in-edge from every depicted process. σ1 ∈ MA, since
it guarantees eventual stability for 2D − 1 rounds, ad-
heres to the dynamic diameter D and in every round
the communication graph is rooted. By the assumed
correctness of A, there is a round τ by which every pro-
cess has decided in ε1. The decision must be 0 because
pD+1 only ever saw processes that knew of input value
0. This is indistinguishable for pD+1 from the execu-
tion where all processes did indeed start with input 0,
which, according to the validity property of consensus,
implies a decision on 0.
Now, consider the execution ε2 = 〈C0, σ2〉 with σ2
from Figure 1. Again, σ2 ∈ MA, since pn is a stable
root component for r > τ + 1. In every round r 6 τ ,
p ∈ {pD+1, pD+2} have the same view in ε1 and ε2: This
is immediately obvious for 1 6 r 6 D− 1. For D 6 r 6
2D− 1, the view of p1 is different, but this difference is
not revealed to p by the end of round 2D − 1. Finally,
in rounds 2D 6 r 6 τ , the processes {pD+1, pD+2}
hear only from themselves in both executions, hence
maintain ε1 ∼pD+1 ε2.
Consequently, by round τ , pD+1 has decided 0. Yet,
in executions where n > τ + D + 3, according to ε2
in Figure 1, we have that pn never saw a process that
had an input value different from 1. By validity and an
analogous argument as above, pn must hence decide 1 in
ε2 here, which provides the required contradiction.
As our next result, we present a lower bound for the
duration x of the stable period: We prove that even
in the non-uniform case, consensus is impossible under
♦STABLED(x) if x 6 D (Theorem 2). Note that this
result improves the lower bound x > D − 1 established
in [3] and thus reveals that the latter was not tight.
Our lower bound can be seen as a generalization of
the “lossy-link” impossibility from [20, Theorem 2], a
particular formalization of consensus for two processes.
There, it was shown that consensus is impossible in a
two-process system where all messages except one may
get lost in every round. In our terminology, this means
that, for n = 2 and D = 1, consensus is impossible un-
der ♦STABLED(1), even if processes are aware of the
size of the system. For general D, Theorem 2 below
shows that a stability period of D or less rounds is in-
sufficient for solving consensus for any value of N as
well. Informally, the reason is that there are executions
where, even with a stability phase of D rounds, some
process cannot precisely determine the root component
σ1:
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.

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Figure 1: Communication graph sequences of Theorem 1. A dotted edge represents and edge which is in Gi if and
only if it is not in Gi−1. We assume there is an edge from every process depicted in the graph to every process not
depicted in the graph.
of the stability window. In Figure 2, for instance, pD+1
cannot determine whether p1 alone or p1 and p2 to-
gether constitute the root component after a sequence
of D successive occurrences of Ga, respectively, Gb. The
determination of this root component is crucial, how-
ever, since any root component could be the “base” for
a decision in the suffix of some indistinguishable execu-
tion.
Our impossibility proof relies on a bivalence argu-
ment: Consider some algorithm A that solves the bi-
nary consensus problem, where, for every process p, the
initial value xp ∈ {0, 1}. Given some message adver-
sary MA, in analogy to [11], we call a configuration
C = 〈C0, σ〉 of A univalent or, more specifically, v-
valent, if all processes decided v in 〈C, σ′〉 for any σ′
where σσ′ ∈ MA. We call C bivalent, if it is not univa-
lent.
Before stating our main theorem, we need to establish
an essential technical lemma. It shows for n > 2 that by
adding/removing a single edge at a time, we can arrive
at any desired rooted communication graph when start-
ing from any other rooted communication graph. Fur-
thermore, during this construction, we can avoid any
graphs that contain a certain “undesirable” root com-
ponent R′′.
Lemma 2. Let n > 2, G be a rooted communication
graph with root(G) = {R}, G′ be a rooted communica-
tion graph with root(G′) = {R′}, and R′′ be some root
component with R′′ 6= R and R′′ 6= R′. Then, there is a
sequence of communication graphs, G = G1, . . . ,Gk = G
′
s.t. each Gi of the sequence is rooted, root(Gi) 6= R′′,
and, for 1 6 i < k, Gi and Gi+1 differ only in a single
edge.
Proof. We show that for any rooted communiaction
graph G with root(Gi) = R, there is such a sequence
G = G1, . . . ,Gj = G
′
for any communication graph G
′
with root(G
′
) = R
′
if R
′
differs from R in at most one
process, i.e., |R
′
∪R\R
′
∩R| 6 1. Repeated application
of this fact implies the lemma, because for n > 2 we can
always find a sequence R = R1, . . . , Rl = R
′ of subsets
of Π s.t. for each Ri of the sequence we have Ri 6= R
′′
and, for 1 6 i < l, Ri differs from Ri+1 by exactly
one process. To see this, we observe that in the Hasse
diagram of the power set of Π, ordered by set inclusion,
there are always two upstream paths leading from any
two subsets of Π to a common successor.
We sketch how to construct the desired communica-
tion graphs Gi of the sequence in three phases.
Phase 1: Remove all edges (one by one) between
nodes of R until only a cycle (or, in general, a circuit)
remains, remove all edges between nodes outside of R
until only chains going out from R remain.
Phase 2: If we need to add a node p to R = root(Gi)
to arrive at R
′
, for some q ∈ R, first add (q → p). For
any q′ 6= q where (q′ → p) ∈ Gi with p 6= q
′, remove
(q′ → p). Finally, add (p→ q).
If we need to remove a node p from R to arrive at
R
′
, for any (q → p), (p → q′) ∈ Gi, with q, q′ ∈ R
subsequently add (q → q′) and (q′ → q), then remove
(p → q) and (p → q′). Note that we perform this step
also when q = q′.
Phase 3: Since we now already have some commu-
nication graph Gi with root(Gi) = R
′
, it is easy to
add/remove edges one by one to arrive at the topology
of G
′
. First, we add edges until the nodes of R
′
are
completely connected among each other, the nodes not
in R
′
are completely connected among each other, and
there is an edge from every node of R
′
to each node
not in R
′
. Second, we remove the edges not present in
G
′
.
Theorem 2. There is no non-uniform consensus al-
gorithm for message adversary ♦STABLED(x) with 1 6
x 6 D. This holds even if the adversary must guarantee
that, in addition to ♦STABLED(x), the first D rounds
are R-rooted (provided the processes do not know R a
priori).
Proof. In the case where D = 1, we need to show
the impossibility of ♦STABLED(1). We immediately
note that σ ∈ ♦STABLED(1) if and only if we have
that each G ∈ σ is rooted and a has graph diameter of
p1
p2
..
.
pD+1
Ga
p1
p2
..
.
pD+1
Gb
p2
p1
..
.
pD+1
Gc
p2
p1
..
.
pD+1
Gd
Figure 2: Communication graphs for Theorem 2. We
assume there is an edge from every process depicted in
the graph to every process not depicted in the graph.
1. Clearly, the graph sequence where (i) two fixed pro-
cesses p, q have non-self-loop in-edges at most from each
other and at least one of those present in every Gr, and
(ii) all other processes have an in-edge from both p and
q is in ♦STABLED(1). However, a trivial modification
of [20, Theorem 2] shows that consensus (in particular,
among p and q) is impossible in this setting.
For the remainder of the proof, let us thus assume
D > 2. Since ♦STABLED(x) ⊃ ♦STABLED(D) for
x 6 D, it suffices to show the impossibility of consensus
under ♦STABLED(D): The execution ε where consen-
sus cannot be solved is admissible under ♦STABLED(x)
if it is admissible under ♦STABLED(D). The proof pro-
ceeds roughly along the lines of [20, Lemma 3]. It first
shows that there is a bivalent round-D configuration
for any consensus algorithm and proceeds to show by
induction that every bivalent configuration has a biva-
lent successor configuration. Hence, any consensus al-
gorithm permits a perpetually bivalent execution under
♦STABLED(D), where consensus cannot be solved.
We show that a bivalent execution is even contained
in the adversary♦STABLE′D(D) ⊆ ♦STABLED(D), which
consists of those executions of ROOTED ∩ DIAM(D)
where already the first D rounds are R-rooted.
For the induction base, we show that not all round D
configurations ofA can be univalent: Assume that some
algorithmA solves consensus under ♦STABLE′D(D) and
suppose that all round D configurations of A were uni-
valent.
Let C0 be some initial configuration ofA with xp1 = 0
and xp2 = 1 and recall the graphs Ga,Gb,Gc and Gd from
Figure 2. For i ∈ {a, b, c, d} let CDi = 〈C
0, (Gi)D1 〉 de-
note the configuration which results from applying Gi D
times to C0. Let S(p) denote the star-like graph where
there is an edge from the center vertex p to every other
vertex and from every vertex to itself but there are no
other edges in the graph. Clearly, CDa is 0-valent since
〈CDa , (S(p1))
∞
D+1〉 ∈ ♦STABLE
′
D(D) and for p1 this is
indistinguishable from the situation where all processes
p have xp = 0. A similar argument shows that C
D
d is
1-valent.
Consider two cases:
(1) CDb is 1-valent. But then, C
D
a cannot be 0-valent
since 〈CDa , (S(pD+1))
∞
D+1〉 ∼pD+1 〈C
D
b , (S(pD+1))
∞
D+1〉.
(2) CDb is 0-valent. Then, C
D
c is also 0-valent since
〈CDb , (S(p1))
∞
D+1〉 ∼p1 〈C
D
c , (S(p1))
∞
D+1〉. But then C
D
d
cannot be 1-valent because 〈CDc , (S(pD+1))
∞
D+1〉 ∼pD+1
〈CDd , (S(pD+1))
∞
D+1〉.
Hence, not all round D configurations are univalent.
For the induction step, let us assume that there ex-
ists a bivalent round r configuration Cr at the end of
round r > D. For a contradiction, assume that all
round r + 1 configurations reachable from Cr are uni-
valent. Thus, there exists a 0-valent round r + 1 con-
figuration Cr+10 = 〈C
r,G0〉 that results from applying
some communication graph G0 to Cr. Moreover, there
is a 1-valent round r+ 1 configuration Cr+11 = 〈C
r ,G1〉
that results from applying some communication graph
G1 to Cr.
First, let us show that for G ∈ {G0,G1}, it holds
that, if root(G) = root(Gr), there is an applicable
graph G′ s.t. 〈Cr ,G′〉 has the same valency as 〈Cr,G〉
and root(G) 6= root(G′). The reason for this is that
we can construct G′ from G by simply adding an edge
(p → q) for some q 6= p, p 6∈ root(G), q ∈ root(G)
if |root(G)| = 1, respectively, by removing (p → q)
for some q ∈ root(G) and all p 6= q if |root(G)| > 1.
This yields a graph G′ with the desired property because
〈Cr,G, (S(p))∞r+1〉 ∼p 〈C
r ,G′, (S(p))∞r+1〉. The applica-
bility of G′ follows because G′ is rooted and root(G′) 6=
root(Gr) ensures that the resulting subsequence is a
prefix of some sequence of DIAM(D) for any D > 1,
because, for these choices of D, a changing root compo-
nent trivially satisfies Definition 4.
Hence we can find graphs G′0,G
′
1 such that root(G
′
0) 6=
root(Gr), root(G′1) 6= root(G
r), and 〈Cr,G′0〉 is 0-valent
while 〈Cr,G′1〉 is 1-valent. As we assumed D > 2 it fol-
lows that n > 2. We can hence apply Lemma 2 to go
from G′0 to G
′
1 by adding/removing a single edge at a
time, without ever arriving at a graph that has more
than one root component or has the same root compo-
nent as Gr . Somewhere during adding/removing a sin-
gle edge, we transition from a graph Gi to a graph Gi+1,
by modifying an edge (p → q), where the valency of
C = 〈Cr,Gi〉 differs from the valency of C′ = 〈Cr,Gi+1〉.
Nevertheless, Gi and Gi+1, are applicable to Cr because
they are rooted and have a different root component
as Gr, hence guarantee the membership of the sequence
in DIAM(D) for any D > 1. However, C and C′ can-
not have a different valency because 〈C, (S(p))∞r+1〉 ∼p
〈C′, (S(p))∞r+1〉. This is a contradiction and hence not
all round r + 1 configurations can be univalent.
5. SOLVING CONSENSUS WITH D + 1
ROUNDS OF STABILITY
We now present Algorithm 1, which, under the mes-
sage adversary ♦STABLED(D + 1), solves consensus if
D and a bound N > n is known a priori. It relies on
an underlying graph approximation algorithm used al-
ready in [4,21], which provides each process with a local
estimate of past communication graphs. It is easily im-
plemented on top of any full-information protocol5 and
has been omitted for brevity. As stated in Corollar-
ies 1 and 2 below, the local graph estimates allow to
faithfully detect the existence of root components with
a latency of at most D rounds, with some restrictions.
In our consensus algorithm, processes operate in two
alternating states (“not locked”and“locked”). Basically,
in the “not locked” state, process p tries to find a root
component and, if successful, locks on to it, i.e., consid-
ers it a potential base for its decision. This is realized
by adapting the local propp value to the value of the
root component (which is the maximum of the proposal
values of its members) and setting lockedp ← true,
thereby entering the “locked” state. Subsequently, p
waits for contradictory evidence for a period of time
that is long enough to guarantee that every process in
the system has adapted to the value of the root compo-
nent locked-on by p. If p finds contradictory evidence,
it backs off by leaving the “locked”state through setting
lockedp ← false.
In more detail, p changes its state from“not locked”to
“locked” when it detects a root component via Line 10
that was present D rounds before the current round. In
this case, p enters the locked state by setting lockedp ←
true and propp to prop
′, the maximum value known
to any process of the root component in round r −D,
via Lines 13 and 14. It furthermore records the current
round as ℓ, the so-called lock-round, via Line 15. This is
an optimistic mechanism, i.e., the process “hopes” that
this root component was already the stable root com-
ponent promised by the adversary. In this sense, the
process starts collecting evidence, possibly contradict-
ing its hope, that stems from the lock-round itself or a
more recent round.
If p finds a root component when it is already in
the “locked” state, i.e, when it is already locked-on to
some root component, it proceeds as follows: First,
p checks whether it detected a relevant change in the
members of the root component since its lock-round
and whether the maximum value, known to the pro-
cesses of the new root component at the time, is dif-
ferent from its current proposal value. If both checks
succeed, there was enough instability for the process to
conclude that the currently locked-on root component
cannot belong to the stable period; it hence locks-on
to the newly detected root component. If the values re-
mained the same, it puts the current round in a queue of
5Since we are mainly interested in the solvability as-
pect of consensus, we consider a full-information proto-
col where processes forward their entire state in every
round. As will become apparent from the correctness
proof of Algorithm 1, however, it would in fact suffice
to exchange the relevant data structures for the last
N(D+2N) rounds at most. Hence, the same engineer-
ing improvements as outlined in [21] can be used to get
rid of the simplifying full-information-protocol assump-
tion.
candidate lock-rounds in Line 16. Later, if the process
finds evidence that indeed contradicts its hope (as de-
tailed below), it will pick the next lock round from the
candidate queue via Line 19, and tries to find contradic-
tory evidence from this round on, thereby ensuring that
it cannot miss the promised stable root component.
When p is still in a “locked” state after completing
its root component detection, it searches for contradic-
tory evidence. More precisely, contradictory evidence
means that p learned of another process q s.t. q is not
locked-on to a root component with the same value as
p. This is realized via the guard of Line 17. If p finds
such evidence, it leaves its locked state and enters the
“not locked” state again. A decision occurs when p has
received no contradictory evidence for such a long time
that every other process has seen that p might be in
this situation via Line 21. As we prove in Lemma 4
below, it is guaranteed that if p passes the guard in
Line 22, then every other process has p’s decision value
as its local proposal value forever after. Hence, all fu-
ture decisions will be based on this value, which leads
the system to a safe configuration.
Correctness proof
We now prove the correctness of Algorithm 1 under
♦STABLED(D + 1). As shown in [21, Lemmas 3 and
4], the simple graph approximation algorithm running
underneath our consensus algorithm allows processes
to faithfully detect root components under certain cir-
cumstances. Denoting process p’s round r estimate of
root(Gs) as rootrp(s), the following two key features can
be guaranteed algorithmically (we assume that rootrp(s)
returns {⊥} if p is unsure about its estimate):
Corollary 1. If rootrp(s) 6= {⊥}, then root(G
s) =
root
r
p(s). Furthermore, in round r, process p knows the
round s state qs for every q ∈ root(Gs).
We note that Corollary 1 relies critically on the fact
that the graph approximation algorithm maintains an
under-approximation of past communication graphs.
Corollary 2. If (Gr)s+Dr=s is R-rooted, then we have
root
s+D
p (s) = R for every process p.
Note that Corollary 2 is a consequence of the message
adversary respecting the dynamic diameterD: In round
s+D, for each process q ∈ R, every process received a
message containing qs, the round s state of q.
We are now ready to formally analyze Algorithm 1.
For this purpose, we introduce the useful term of v-
locked root component to denote a root component where
all members are v-locked for the same v, i.e., have the
proposal v and are in the locked state.
Definition 8. The round r state pr of p is a v-locked
state if lockedrp = true ∧ prop
r
p = v. R = root(G
r) is
a v-locked root component if all qr with q ∈ R are v-
locked.
Algorithm 1: Consensus algorithm, code for pro-
cess p
Let r∗q be the last round p heard from q in round r, i.e.,
q ∈ CPrp(r
∗
q) and q /∈ CP
r
p(r
∗
q + 1).
Initialization:
1 prop← xp /* initially, p proposes own input */
2 locked ← true /* p starts ‘locked-on’ */
3 ℓ← 1 /* initialize lock-round to start round */
4 queue← ∅ /* we assume that max(∅) = 0 */
Round r computation:
5 R← rootrp(r −D)
/* Find all roots that were detected since the
(estimated) start of the stability phase */
6 T ← {rootrp(i) | max(max(queue), ℓ)−D 6 i 6 r −D}
/* For each process, determine its known states
within the last N rounds: */
7 S ← {qs | q ∈ CPrp(r −N) ∧ s ∈ [r −N, r
∗
q ]}
/* Find the proposal values of the locked-on
processes of S */
8 S′ ←
{
propsq | q
s ∈ S ∧ lockedsq = true
}
/* Collect all known states of the last
N(D + 2N) rounds */
9 S′′ ←{
qs | q ∈ CPrp(r −N(D + 2N)) ∧ s ∈ [r − (D + 2N)
2, r∗q ]
}
10 if R 6= {⊥} then
11 prop′ ← maxq∈R prop
r−D
q
12 if locked = false or (prop′ 6= prop and |T | > 1)
then
13 prop← prop′
14 locked← true
15 ℓ← r
16 else if prop′ = prop then add r to queue
17 if r > ℓ+N and qs ∈ S s.t. lockedsq = false or
prop 6= propsq then
18 remove all r′ with r′ 6 s from queue
19 if queue 6= ∅ then ℓ← min(queue)
20 else locked← false
21 if r > ℓ+ 2N and S′ contains single element x 6= prop
then prop← x
22 if not yet decided, r = ℓ+N(D + 2N), and, for all qs
of S′′, lockedsq = true and prop
s
q = prop then decide
prop
The following technical lemma is key for the proof of
the agreement property of consensus. It assures that if
a sequence of at least D + 2N communication graphs
occurs in which all root components happen to be v-
locked by our algorithm, then all the processes’ proposal
values are v in all subsequent rounds.
Lemma 3. Let σ = (Gr)cr=a be a sequence of commu-
nication graphs such that, for some fixed value v, every
Gr ∈ σ has a v-locked root component and |σ| > D+2N .
Then, for any process p and all rounds r > c, we have
proprp = v.
Proof. Let b = a + D + N − 1 and note that c >
a + D + 2N − 1 = b + N . We prove our lemma using
the invariants I, I ′ that are defined as follows: Ip(r)⇔
lockedrp = false ∨ prop
r
p = v, I
′
p(r) ⇔ prop
r
p = v. We
use I(r), resp. I ′(r), to denote that Ip(r), resp. I ′p(r),
holds for every p ∈ Π.
First, we show I(r) for r ∈ [b, c], by proving that for
any process p, Ip(r) holds. We distinguish two cases.
(1) If p’s lockround ℓ, just before executing Line 17
in round r, satisfies ℓ > r −N , we have that propℓp = v,
because of Corollary 1 and because root(Gℓ−D) is v-
locked. If p modified propp in some round s ∈ [ℓ, r], it
must have done so via Line 13 or Line 21. The former
again means that propsp = v, due to Corollary 1 and
since root(Gs−D) is v-locked by assumption. The latter
means that the guard of Line 21 was passed and hence
s > ℓ+ 2N > b+N , which contradicts that s ∈ [ℓ, r] ⊆
[b−N + 1, c].
(2) If ℓ 6 r − N , i.e., r > ℓ + N , because we as-
sume that root(Gi) is v-locked for each Gi of (Gi)ri=a
and r ∈ [b, c] ⇒ r > a + N , it follows from Lemma 1
that there is a process q and a round s ∈ [r −N, r] s.t.
q ∈ root(Gs), q ∈ CPrp(s), and q
s is v-locked. Since
root(Gs) is v-locked by assumption, S contains some
state qs with propsq = v and locked
s
q = true. Therefore,
v ∈ S′r. It follows that if S′r contains a single element
x, we have x = v. Since Line 21 is the only place in
the code, apart from Line 13, where p assigns a value
to proprp, if prop
r−1
p = v, then prop
r
p = v. On the other
hand, if propr−1p 6= v, because r > ℓ + N , p evaluates
the guard of Line 17 to true. If queue = ∅, p executes
Line 20 and sets lockedrp ← false. If queue 6= ∅, let
ℓ′ = min(queue). Due to Line 18, we have ℓ′ > s, and
because s ∈ [r − N, r], it follows that ℓ′ > r − N >
b − N > a+D − 1. Hence ℓ′ −D ∈ [a, c−D] ⊆ [a, c].
This means that during round ℓ′, directly after execut-
ing Line 11, p already had locked = true∧prop = prop′.
But according to Corollary 1, this implies that prop = v,
because root(Gℓ
′
−D) is v-locked by assumption during
the interval [a, c].
We are now ready to complete the proof by using
induction to show that I ′(r) holds for each r > c. For
the base case, we prove I ′p(c) for an arbitrary process p:
If the lockround ℓ of p in round c, just before reach-
ing line 15, satisfies ℓ > c − 2N , we can use the same
arguments as in (1) above: It follows from the assump-
tion that root(Gi) for i ∈ [c − 2N − D + 1, c] ⊆ [a, c]
is v-locked and Corollary 1 that whenever p changes its
proposal value in some round s, we have propsp = v.
Consequently, propcp = v as well.
If ℓ 6 c − 2N , we are in a similar situation as in
(2) above as v ∈ S′cp . Since Ip(s) holds for s ∈ [b, c],
lockedsq = true implies that prop
s
q = v. Hence, there
can be no x 6= v with x ∈ S′cp . Therefore, p executes
Line 21 in round c and sets prop ← v, hence propcp = v.
For the induction step, we show that, for any process
p,
∧r
i=c I
′(i)⇒ I ′p(r + 1). We distinguish three cases:
(1) p assigns a value to prop in round r+1 in Line 13.
Irrespectively of r, we have propr+1p = v: If r < c +D,
this holds because the root of Gr+1−D is v-locked. If
r > c+D, we get the result from the fact that I ′(r−D)
holds.
(2) p assigns a value to prop in round r+1 in Line 21.
This means that S′ contains only a single value. Clearly,
for arbitrary rounds r′, I ′(r′) ⇒ I(r′). Therefore, if
S′r+1p contains prop
s
q for s > r + 1 − N > b, because
lockedsq = true and I(s) holds, we have prop
s
q = v.
(3) p does not assign a new value to propr+1p . Then,
propr+1 = v, by the hypothesis that I ′p(r) holds.
With these preparations, we can now prove agree-
ment, validity and termination of our consensus algo-
rithm.
Lemma 4. Algorithm 1 ensures agreement under each
sequence σ ∈ ♦STABLED(D + 1).
Proof. We show that if a process p decides v in
round r, all future decisions are v as well. A decision v
by p can only occur if p executed Line 22, which means
that S′′rp contains only states q
s with lockedsq = true
and propsq = v. We show below that this implies that
there was a sequence σ′′ ⊆ σ′ =
(
Gi
)r
i=r−N(D+2N)
⊂ σ
s.t. each Gi ∈ σ′′ has a v-locked root component and
|σ′′| > D+2N . We can hence directly apply Lemma 3,
which yields that proptq = v for all q ∈ Π, t > r. This
proves our claim because a decision at process q in round
t can only be on proptq.
We show the contrapositive of the above implication.
Assume there is no sequence σ′′ ⊆ σ′ with a common
v-locked root component and |σ′′| > D+2N . Thus, ev-
ery subsequence σ′′′ ⊆ σ′ that has a common v-locked
root component may have at most |σ′′′| < D + 2N and
is followed immediately by a communication graph Gri
where some process q ∈ root(Gri) has lockedriq = false
or propriq 6= v. Hence, we have a set G of at least
n such communication graphs during σ′. More accu-
rately, there is an ordered set of communication graphs
G = {Gr1 , . . . ,Grn} with r1 > r−N(D+N), rn 6 r, and
some set X ⊆ Π of processes such that X∩root(Gri) 6=
∅ for every Gri ∈ G. Thus ∃q ∈ X ∩ root(Gri) s.t.
lockedriq = false or prop
ri
q 6= v. By Lemma 1, there
is hence some process q ∈ R and a Gri ∈ G s.t. q ∈
root(Gri) and q ∈ CPrnp (r1) where r1 6 ri 6 rn. Con-
sequently, qri ∈ S′′rp , but then there is a state q
ri in S′′rp
with lockedriq = false or prop
ri
q 6= v.
Lemma 5. Algorithm 1 ensures validity.
Proof. Since decisions are only on values of proprp,
which are modified exclusively by either assigning propsq
from different processes or input values xi, validity fol-
lows.
Lemma 6. Algorithm 1 eventually terminates under
any sequence σ of ♦STABLED(D + 1).
Proof. Since σ ∈ ♦STABLED(D + 1), there is an
earliest subsequence σ′ = (Gr)br=a ⊂ σ with |σ
′| = D+1
that has a common root R. Let v = maxq∈R prop
a
q .
We prove that in any round r > b, all processes are
v-locked and have ℓb 6 b. This implies the lemma, be-
cause, by Line 9, in round b+N(D+2N), S′′b+N(D+2N)
contains only v-locked states. Hence, any process that
has not decided yet in round b+N(D+2N) will execute
Line 22 and decide v.
In order to prove this, we introduce the invariants
Jp(r) ⇔ locked
r
p = true ∧ prop
r
p = v ∧ (ℓ
r
p = b ∨ b ∈
queuerp) ∧ ℓ
r
p 6 b and J (r) ⇔ ∀p ∈ Π: Jp(r), which
state that, at the end of round r, p, resp. every process
of Π, is v-locked and either p’s lock-round is b or b is
queued at p. We use induction to show that for all r > b
it holds that
∧r
i=b J (r)⇒ J (r + 1).
For the base case, we show that Jp(b) for any p ∈ Π.
According to Corollary 2, in round b, every process p
has rootbp(a) = R and the guard of Line 10 is evaluated
to true. We distinguish two cases:
(1) p is not v-locked at the beginning of its round b
computation, i.e., lockedb−1p = false or prop
b−1
p 6= v.
If lockedb−1p = false, clearly Lines 13, 14, and 15 are
executed. If propb−1p 6= v, because σ
′ is the first sub-
sequence with the desired properties by assumption,
root(Ga−1) 6= R. According to Corollary 1, R′ = rootbp(a−
1) 6= R, thus, by construction of T , we have R′, R ∈
T with R′ 6= R and hence |T | > 1. Since we as-
sumed that propb−1p 6= v = prop
′
p, also in this subcase,
Lines 13, 14, and 15 are executed. Before executing
Line 17, we hence have ℓp = b and therefore none of the
subsequent guards can be triggered. Consequently, we
have that p is still v-locked at the end of its round b
computation and ℓbp = b.
(2) If p is already v-locked at the end of round b−1, we
have ℓb−1p < b and p executes Line 16 in round b, thereby
adding b to queuep. Since ℓ is not modified later, ℓ
b
p < b.
If p does not enter the guard of Line 17, Jp(b) holds be-
fore p executes Line 21. Otherwise, queuep still contains
b. Since now only states qs with s < b are known to p,
Line 18 cannot remove b from queuep. Hence, the guard
of Line 19 is true and Jp(b) still holds before p executes
Line 21.
Since we assume that p was already v-locked at the
end of round r, this continues to hold also in the case
when Line 21 is ever executed: Since v ∈ S′, it must be
the case that if S′ indeed contains a single value x, then
x = v. Therefore, Jp(b) holds at the end of round b as
asserted.
For the induction step, we assume that
∧r
i=b J (r) is
true for some r > b and show that then Jp(r+1) holds
for an arbitrary process p.
We first show that, if p enters Line 10, it cannot pass
the conditional of Line 12. For this, let us distinguish
two cases:
(1) For r ∈ [b, b+D], J (r) implies that either b = ℓrp
or b ∈ queuerp and p is v-locked at the end of round
r. Thus, in round r + 1, Line 12 can only be passed
if |T | > 1. Since obviously max(queue) < r and we
assumed that r ∈ [b, b + D], by the construction of T
in Line 6, T ⊆ {rootrp(i) | a 6 i 6 b}. In fact, T ⊆
{root(Gi) | a 6 i 6 b} ∪ {⊥}, as a consequence of
Corollary 2. By the assumption that σ′ is R-rooted,
after its construction in round r, T = {R} and Line 12
cannot be entered.
(2) For r > b + D + 1, by the induction hypothesis
J (r + 1 − D) holds. Thus, lockedrp = true and for
any process q, propr−Dq = v, which implies prop
′
p = v.
Therefore, the guard of Line 12 cannot be passed.
Note that, by the hypothesis Jp(r), ℓr+1p 6 b, since
Line 12 was not passed and ℓ is not modified after this
point.
Until now we have shown that Jp(r + 1) holds right
before p executes line Line 17. We again distinguish two
cases:
(1) If ℓ > b, it follows from the induction hypothesis∧r
i=b J (i) that all states from round ℓ to round r are
v-locked and hence S cannot contain any state that is
not v-locked. Consequently, p cannot pass the guard of
Line 17.
(2) If, on the other hand, ℓ < b, the hypothesis J (r)
implies that b ∈ queuep. Therefore, if the guard of
Line 17 is true, Line 19 is executed and Line 20 can-
not be entered.
In both cases Jp(r + 1) still holds before p reaches
Line 21.
Observe that, according to the induction hypothesis
J (r), p was v-locked at the end of round r. Hence,
v ∈ S′, and if S′ contains a single element x, it must
be that x = v. Hence Jp(r+1) also holds if p executed
Line 21. Since Line 22 cannot not invalidate Jp(r + 1)
either, we are done.
Lemmas 4, 5, and 6 yield the correctness of Algorithm 1:
Theorem 3. Algorithm 1 correctly solves consensus
under ♦STABLED(D + 1), provided N > n.
6. SOLVING CONSENSUS FOR LONG
PERIODS OF EVENTUAL STABILITY
While the ability to solve consensus under short-lived
periods of stability is beneficial in terms of assumption
coverage and fast termination, it comes at the price
of the rather involved Algorithm 1. In this section,
we show that a (considerably) longer period of stabil-
ity facilitates a (considerably) simpler algorithm. More
specifically, we show that, for ♦STABLED(x) with x >
3n − 3, a simple consensus algorithm can be obtained
by adopting existing algorithmic techniques [8]. Un-
fortunately, though, this approach does not work for
x < 3n− 3.
With Σ representing all possible communication graph
sequences, let NON-SPLIT be defined as those σ ∈ Σ
for which the following holds: If Gr ∈ σ, then for all
p, q ∈ Gr , there is some q′ ∈ Gr such that (q′ → p) ∈ Gr
and (q′ → q) ∈ Gr. Furthermore, let ♦UNIFORM repre-
sent those sequences where there is a round r and a set
P of processes s.t. Gr =
⋃
p∈P S
′(p), with S ′(p) denot-
ing the star graph with central node p and no self-loops
in the non-center nodes. Finally, let ♦STAR(y) be the
set of those σ ∈ Σ that contain a subsequence σ′ ⊆ σ,
|σ′| > y, with a stable root component R satisfying⋃
p∈R S
′(p) ⊆ Gr for each Gr ∈ σ′.
Note that the definition of ♦UNIFORM is such that
if (q → q) ∈ Gr then q ∈ P , i.e., processes outside of P
cannot have any outgoing edges (including self-loops).
This restriction does not hold for ♦STAR(y), however,
which is hence a strictly stronger adversary for y = 1,
i.e., ♦STAR(1) ⊃ ♦UNIFORM.
Given a sequence σ = (Gi)i>0, let the compound se-
quence σ˜ = (G˜i)i>0 be the sequence of graphs G˜r =
G(r−1)(n−1)+1 ◦ · · · ◦ Gr(n−1). We recall from [7, Lemma
4] that if σ ∈ ROOTED then σ˜ ∈ NON-SPLIT.
Since the compound graphs G˜r combine n consecutive
graphs Gr in fixed (ascending) order, this construction is
not necessarily aligned with the R-rooted subsequence
provided by ♦STABLED(y). Let σ˜ be the compound
sequence of some σ ∈ ♦STABLED(y). In the worst case,
σ˜ may contain a sequence of only ⌊ y−n+1
n−1 ⌋ compound
graphs G˜r with the property
⋃
p∈R S
′(p) ⊆ G˜r, i.e., σ˜ ∈
♦STAR(⌊ y−n+1
n−1 ⌋).
From [8, Theorem 5], we know that consensus can
be solved under NON-SPLIT ∩ ♦UNIFORM. On the
other hand, our impossibility result Theorem 2 (forD =
n − 1), implies that consensus is impossible under the
adversary NON-SPLIT∩♦STAR(1). Note carefully that
we can allow the R-rooted subsequence to be aligned
with the compound graph construction here, hence the
impossibility for ♦STAR(1).
Consequently, for i < 3, using compound graphs does
not provide a solution for ROOTED∩♦STABILITY(i(n−
1)), as σ ∈ ROOTED ∩ ♦STABILITY(i(n − 1)) implies
only σ˜ ∈ ♦STAR(i − 1) ∩ NON-SPLIT according to the
considerations above. For i > 3, however, we have that
σ˜ ∈ ♦STAR(2) ∩NON-SPLIT, which allows us to derive
a simple consensus algorithm Algorithm 2 by combin-
ing the detection of root components with the uniform
voting algorithm from [8, Algorithm 5].
Theorem 4. Algorithm 2 solves Consensus under the
adversary ♦STAR(2) ∩ NON-SPLIT.
Proof. If process q is the first to decide v, at the end
of round r, then every process has propr = v: Since q
received only messages (v, ∗) with v 6= ⊥ and Gr is non-
split, any process p received a message (v, ∗). Moreover
no message with (v′, ∗) and v′ 6= v was sent in round r,
because every message with some m 6= ⊥ was generated
based on the root of round r−1 which is, if detected by
a process, detected consistently on every process. Hence
during the round r computation, every process sets prop
to v either via line 13 or line 18. As all future decisions
are based on v, this ensures agreement.
Termination occurs at the latest when the two suc-
cessive graphs G,G′ of ♦STAR(2) occur in rounds r′,
Algorithm 2: Compound graph algorithm, code for
process p
Initialization:
1 prop← xp
2 m← ⊥
Transmit round r messages:
3 Send (m,prop) to all q with (p→ q) ∈ Gr
4 Receive (mq, propq) from all q with (q → p) ∈ G
r
Perform round r computation until decision:
5 M ←
⋃
(q→p)∈Gr (q,mq, propq)
6 Rr−1 ← rootrp(r − 1)
7 if
⋃
(q,mq ,propq)∈M
mq = {v} with v 6= ⊥ then
8 prop← v
9 m← v
10 decide v
11 else if Rr−1 6= ∅ then
12 if q ∈ Rr−1 with (q,mq, propq) ∈M s.t. mq 6= ⊥
then
13 prop← mq
14 else
15 prop← max{propq | (q,mq, propq) ∈M, q ∈
Rr−1}
16 m← prop
17 else if (q,mq, propq) ∈M with mq 6= ⊥ then
18 prop← mq
19 m← ⊥
20 else
21 m← ⊥
r′+1: In round r′+1, every process detects R, the root
component of G and sets prop = v, where v is uniquely
determined by R. Subsequently, any process sends and
receives only messages (∗, v).
7. CONCLUSIONS
We provided tight upper and lower bounds for the
solvability of consensus under message adversaries that
guarantee a stable root component only eventually and
only for a short period of time: We showed that con-
sensus is solvable if and only if each graph has exactly
one root component and, eventually, there is a period
of at least D+1 consecutive rounds (with D 6 n−1 de-
noting the number of rounds required by root members
for broadcasting) where the root component remains
the same. We also provided a matching consensus algo-
rithm, along with its correctness proof. While this kind
of short-lived periods of stability is useful from the per-
spective of assumption coverage in real systems and fast
termination time, we also demonstrated that longer pe-
riods of stability allow the development of less complex
algorithms.
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