Well-posedness and nonlinear smoothing for the "good" Boussinesq
  equation on the half-line by Compaan, Erin & Tzirakis, Nikolaos
ar
X
iv
:1
61
1.
09
25
5v
1 
 [m
ath
.A
P]
  2
8 N
ov
 20
16
WELL–POSEDNESS AND NONLINEAR SMOOTHING FOR THE
“GOOD” BOUSSINESQ EQUATION ON THE HALF-LINE.
E. COMPAAN, N. TZIRAKIS
UNIVERSITY OF ILLINOIS
URBANA-CHAMPAIGN
Abstract. In this paper we study the regularity properties of the “good” Boussinesq
equation on the half line. We obtain local existence, uniqueness and continuous dependence
on initial data in low-regularity spaces. Moreover we prove that the nonlinear part of
the solution on the half line is smoother than the initial data, obtaining half derivative
smoothing of the nonlinear term in some cases. Our paper improves the result in [12],
being the first result that constructs solutions for the initial and boundary value problem
of the “good” Boussinesq equation below the L2 space. Our theorems are sharp within
the framework of the restricted norm method that we use and match the known results
on the full line in [13] and [11].
1. Introduction
We are concerned with the following initial-boundary value problem on the half line,
known as the “good” Boussinesq equation:
(1)

utt − uxx + uxxxx + (u2)xx = 0, x ∈ R+, t ∈ R+
u(0, t) = h1(t), ux(0, t) = h2(t),
u(x, 0) = f(x), ut(x, 0) = gx(x).
The data (f, g, h1, h2) will be taken in the space H
s
x(R
+) × Hs−1x (R+) × H
2s+1
4
t (R
+) ×
H
2s−1
4
t (R
+) with the additional compatibility conditions h1(0) = f(0) when
1
2
< s0 ≤ 32
and h1(0) = f(0), h2(0) = f
′(0) when 3
2
< s0 ≤ 52 . These compatibility conditions are
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necessary since the solutions we are interested in are continuous space-time functions for
s > 1
2
.
This equation is known as the “good” Boussinesq, in contrast to that with the opposite
sign in front of the fourth derivative, which was derived by Boussinesq [5] as a water wave
model. It also appears as a model of a nonlinear string [20]. This original Boussinesq
equation is linearly unstable because of exponential growth in Fourier modes. The “good”
Boussinesq (1) has appeared in studies of shape-memory alloys [10]. The Boussinesq equa-
tion has been extensively studied on R and T. Bona and Sachs showed well-posedness
for data (f, g) ∈ Hs(R) × Hs−1(R) for s > 5
2
[1]. Linares established well-posedness for
data in L2(R)×H−1(R) [17] using Strichartz estimates and the theory which Kenig, Ponce
and Vega developed for the KdV equation in [14]. Well-posedness in H−
1
4 (R) × H− 54 (R)
was shown in [11], where the restricted norm method of Bourgain (Xs,b method, [3, 4])
was used. The result in [11] is sharp in the sense that the key bilinear estimate used in
the Xs,b theory fails for any s < −1
4
. A simple gauge transformation, [16], reduces the
“good” Boussinesq equation into a quadratic nonlinear Schro¨dinger equation, but it is not
clear how one can take advantage of this transformation on the half-line. Later in [16]
and [15], a modification of the restricted norm method of Bourgain was introduced. The
well-posedness theory was then improved for both the real line and the torus. In particular,
for the real line local well-posedness was established in H−
1
2 × H− 32 . The well-posedness
theory at the H−
1
2 × H− 32 level is known to be sharp, [15]. Our result is sharp, up to an
endpoint, in the sense that we also obtain local well-posedness in H−
1
4
+(R+)×H− 54+(R+),
noting that it is not obvious how one can modify the Xs,b norm and use an appropriate
transformation to simplify the equation in the case of the initial-boundary value problem.
In this paper we continue the program initiated in [7] of establishing the regularity
properties of nonlinear dispersive partial differential equations (PDE) on a half line using
the tools that are available in the case of the real line, where the PDE are fully dispersive. To
this end, we extend the data into the whole line and use Laplace transform methods to set
up an equivalent integral equation (on R× R) for the solution; see (5) below. We analyze
the integral equation using the restricted norm method and multilinear L2 convolution
estimates. To state the main theorem of this paper we start with a definition.
Definition 1. We say that the Boussinesq equation (1) is locally well-posed in Hs(R+) if
for any (f, g, h1, h2) ∈ Hsx(R+)×Hs−1x (R+)×H
2s+1
4
t (R
+)×H
2s−1
4
t (R
+), with the additional
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compatibility conditions mentioned above, the equation Φ(u) = u, where Φ is defined by
(5), has a unique solution in
Xs,bT ∩ C0tHsx ∩ C0xH
2s+1
4
t ,
for some b < 1
2
and some sufficiently small T , dependent only on the norms of the initial
and boundary data. Furthermore, the solution depends continuously on the initial and
boundary data.
Our main theorem is below. Note that it extends the result in [12], which established
well-posedness for s > 1
2
. In addition we prove that the nonlinear part of the solution
is smoother that the initial data. As expected the smoothing disappears at the upper
endpoint s = 5
2
but not on the lower endpoint s = −1
4
, where one can still gain a quarter of
a derivative. We consider this as an indication (along with the smoothing of order s+ 1
2
) that
the “good” Boussinesq equation should be well-posed in H−
1
2 (R+)×H− 32 (R+), although a
modification of our method will be definitely needed to overcome the failure of the bilinear
estimates below H−
1
4 . The reader can consult [6] for many examples of dispersive PDE
that enjoy nonlinear smoothing properties at regularities equal to the regularities of the
sharp local well-posedness theory. We finally note that the operator W t0 is the linear part
of the solution of the equation (1), see Section 3 below.
Theorem 1.1. For any s ∈ (−1
4
, 5
2
)
, s 6= 1
2
, 3
2
, the equation (1) is locally well-posed in
Hs(R+). Moreover, we have the following smoothing estimate. For a < min{1
2
, s+ 1
2
, 5
2
−s},
u−W t0(f, g, h1, h2) ∈ Ct0Hs+ax .
In addition, the solutions are independent of the extensions of the initial data.
To prove the above theorems we rely on a Duhamel formulation of the nonlinear system
adapted to the boundary conditions. This expresses the nonlinear solution as the super-
position of the linear evolutions which incorporate the boundary and the initial data with
the nonlinearity. Thus, we first solve two linear problems by a combination of Fourier and
Laplace transforms, [7], [2], after extending the initial data to the whole line. The idea is
then to use the restricted norm method in the Duhamel formula. The uniqueness of the
solutions thus constructed is not immediate since we do not know that the fixed points
of the Duhamel operators have restrictions on the half line which are independent of the
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extension of the data. For the case of more regular data the uniqueness property of the so-
lution is proved in [12]. For less regular data we take advantage of the smoothing estimate
we establish in Theorem 1.1 to obtain uniqueness all the way down to the local theory
threshold H−
1
4
+(R+) × H− 54+(R+). We remark that this iteration is successful because
the full nonlinear estimate we provide remains valid for any s > −1
4
, matching thus the
regularity of the local theory.
As we have already mentioned our result improves the result in [12]. The initial and
boundary value problem (IVBP) for the “good” Boussinesq equation on the half line has
also been considered in [18] and [19]. In the first paper the author obtained local well-
posedness for any s > 1
2
(having a different set of boundary data than [12]), while in the
second paper the same author obtained local well-posedness for L2 solutions. As far as
we know our paper is the first result where well-posed solutions are constructed below the
L2 space for the “good” Boussinesq equation. At this level of regularity, Strichartz type
estimates available on the full line are not useful in the construction of solutions obtained
through fixed point theorems.
We now discuss briefly the organization of the paper. In Section 2, we introduce some
notation and the function spaces that we use to obtain the well-posedness of the IBVP.
In Section 3 we define the notion of the solution. More precisely we set up the integral
representation (Duhamel’s formula) of the nonlinear solution map that we later prove is
a contraction in an appropriate metric space. We obtain the solution as a superposition
of a linear and a nonlinear evolution. The solution of the linear IBVP can be found by
a direct application of the Fourier and the Laplace transform methods. Section 4 states
the linear and nonlinear a priori estimates that we use to iterate the solution using the
restricted norm method appropriately modified for our needs. In Section 5 we put all the
estimates together and show why the solution map is a contraction thus proving the first
part of Theorem 1.1. Uniqueness is proved on Section 6. Section 7 is the main part of the
paper where all the estimates, linear and nonlinear, are established. Finally in Section 8
we provide an appendix which justifies the application of the Laplace transform on the half
line and the representation formula for the solution of the linear problem with zero initial
data.
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2. Notation & Function Spaces
We define the one-dimensional Fourier transform by
f̂(ξ) = Fxf(ξ) =
∫
R
e−ixξf(x) dx.
We set 〈ξ〉 = √1 + |ξ|2. The characteristic function on [0,∞) is denoted by χ. Sobolev
spaces Hs(R+) on the half-line for s > −1
2
are defined by
Hs(R+) =
{
g ∈ D(R+) : there exists g˜ ∈ Hs(R) with g˜χ = g
}
,
‖g‖Hs(R+) = inf
{
‖g˜‖Hs(R) : g˜χ = g
}
.
The restriction s > −1
2
is needed because multiplication with characteristic functions is
not defined for Hs distributions when s ≤ −1
2
. We will also use the Xs,b spaces ([3, 4])
corresponding to the Boussinesq flow. These are defined for functions on the full space
Rx × Rt by the norm
‖u‖Xs,b =
∥∥∥〈ξ〉s〈|τ | −√ξ2 + ξ4〉bû(ξ, τ)∥∥∥
L2ξL
2
τ
.
It is helpful to note ([11]) that there exists c such that
1
c
≤
〈
a−√b+ b2〉
〈a− b〉 ≤ c for all a, b ≥ 0,
so the above Xs,b norm is equivalent to
∥∥〈ξ〉s 〈|τ | − ξ2〉b û(ξ, τ)∥∥
L2ξL
2
τ
.
The solution to the linear problem wtt−wxx+wxxxx = 0 on R with initial data w(x, 0) =
f(x) and wt(x, 0) = gx(x) will be denoted by
W tR
(
f(x), g(x)
)
= W tR,1f(x) +W
t
R,2gx(x),
where W tR,1 andW
t
R,2 are the Fourier multiplier operators with multipliers Re e
it
√
ξ2+ξ4 and
Im eit
√
ξ2+ξ4(ξ2 + ξ4)−1/2 respectively.
Let ρ ∈ C∞ be a cut-off function such that ρ = 1 on [0,∞) and supp ρ ⊂ [−1,∞). Let
η ∈ C∞ be a bump function such that η = 1 on [−1, 1] and supp η ⊂ [−2, 2]. The notation
D0 represents evaluation at x = 0, i.e.
D0
[
u(x, t)
]
= u(0, t).
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Finally, the notation a . b indicates that a ≤ Cb for some absolute constant C. The
expression a & b is defined similarly, and a ≈ b means that a . b and a & b. The notation
a+ indicates a+ ǫ, where ǫ can be arbitrarily small. We define a− similarly.
3. Notion of Solution and Statement of Results
To obtain solutions of (1), we begin by constructing the solution of the linear initial-
boundary-value problem:
vtt − vxx + vxxxx = 0
v(0, t) = h1(t), vx(0, t) = h2(t),
v(x, 0) = f(x), vt(x, 0) = g(x),
(2)
with the compatibility condition h1(0) = f(0) for
1
2
< s ≤ 3
2
, and the additional condition
f ′(0) = h2(0) for 32 < s ≤ 52 . Denote this solution by W t0(f, g, h1, h2). For extensions f e
and ge to the full line R of the functions f and g, we may write
W t0(f, g, h1, h2) = W
t
0(0, 0, h1 − p1, h2 − p2) +W tR(f e, ge),
where p1(t) = D0
[
W tR(f
e, ge)
]
and p2(t) = D0
[
W tR(fe, ge)
]
x
. We thus decompose the
solution operator as a sum of a modified boundary operator, which incorporates zero initial
data, and the free propagator defined on the whole real line. For x > 0, this solution
formula expresses the unique solution of (2). Note that W t0(0, 0, h1, h2) is the solution to
the following problem:

vtt − vxx + vxxxx = 0
v(0, t) = h1(t), vx(0, t) = h2(t),
v(x, 0) = 0, vt(x, 0) = 0.
(3)
We will use the following explicit representation of W t0(0, 0, h1, h2) extensively. It is
proved in the Appendix using a Laplace transform argument. Similar expressions have been
derived in [18, 19] using the Laplace transform and in [12] using Fokas’ unified transform
method.
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Lemma 3.1. Suppose h1 and h2 are Schwarz functions. The solution to (3) on R
+ × R+
can be written in the form v(x, t) = 1
2pi
(−A− B + C +D), where
A =
∫ ∞
−∞
eitω
√
ω2+1−x√ω2+1
√
1 + ω2
iω
(
iω +
√
1 + ω2
)
ĥ1
(
ω
√
ω2 + 1
)
ρ
(
x
√
ω2 + 1
)
dω
B =
∫ ∞
−∞
eitω
√
ω2+1−x√ω2+1
√
1 + ω2
(
iω +
√
1 + ω2
)
ĥ2
(
ω
√
ω2 + 1
)
ρ
(
x
√
ω2 + 1
)
dω
C =
∫ ∞
−∞
eitω
√
ω2+1−ixω
(
iω +
√
1 + ω2
)
ĥ1
(
ω
√
ω2 + 1
)
dω
D =
∫ ∞
−∞
eitω
√
ω2+1−ixω
√
1 + ω2
(
iω +
√
1 + ω2
)
ĥ2
(
ω
√
ω2 + 1
)
dω.
(4)
Here by an abuse of notation, ĥi denotes the Fourier transform of χhi.
This explicit form will be used to establish bounds on W t0(0, 0, h1, h2) in the subsequent
sections. Notice that the integrals A, B, C, and D are defined on the entire space Rx ×Rt
thanks to the inclusion of the cut-off function ρ.
It is now clear that the solution to the full initial-boundary-value problem (1) satisfies,
for t ≤ T , the equation Φ(u) = u, where the operator Φ is given by
Φ
(
u(x, t)
)
= η(t/T )W tR
(
f e(x), ge(x)
)
+ η(t/T )
∫ t
0
W t−t
′
R,2 G(u) dt
′
+η(t/T )W t0(0, 0, h1 − p1 − q1, h2 − p2 − q2),
(5)
with
(6) G(u) = η(t/T )(u2)xx,
p1(t) = η(t/T )D0
[
W tR
(
f e(x), gex(x)
)]
, q1(t) = η(t/T )D0
[∫ t
0
W t−t
′
R,2 G(u) dt
′
]
,
p2(t) = η(t/T )D0
[
W tR
(
f e(x), gex(x)
)]
x
, q2(t) = η(t/T )D0
[∫ t
0
W t−t
′
R,2 G(u) dt
′
]
x
.
(7)
In the following, we will use a fixed point argument to obtain a unique solution to
Φ(u) = u in a suitable function space on R× R for sufficiently small T . The restriction of
u to R+×R is a distributional solution of (1). Furthermore, smooth solutions of Φ(u) = u
are classical solutions of (1).
The contraction argument is carried out in Xs,b spaces. To bound the solution to the
linear Boussinesq on R and the Duhamel term, we will use the following estimates from
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[11]. For any s and b, we have
(8) ‖η(t)W tR
(
f, g
)‖Xs,b . ‖f‖Hs + ‖g‖Hs−1.
Furthermore, for any −1
2
< b′ ≤ 0 ≤ b ≤ b′ + 1 and 0 < T < 1, the estimate
(9)
∥∥∥η(t/T ) ∫ t
0
W t−t
′
R,2 G(u) dt
′
∥∥∥
Xs,b
. T 1−(b−b
′)
∥∥∥M(G(u))∥∥∥
Xs,b′
holds, where M is the Fourier multiplier operator defined by M̂(f) = (ξ2+ ξ4)−1/2f̂ . Also
(10) ‖η(t/T )F‖Xs,b1 . T b2−b1‖F‖Xs,b2 ,
for any −1
2
< b1 < b2 <
1
2
[6]. Finally, we require the following lemma regarding extensions
of Hs(R+) functions. It will be used to bound the explicit linear solution given in Lemma
3.1, which is given in terms of the Fourier transforms of χhi.
Lemma 3.2. [7] Assume h ∈ Hs(R+).
(1) If −1
2
< s < 1
2
, then ‖χh‖Hs(R) . ‖h‖Hs(R+).
(2) If 1
2
< s < 3
2
and h(0) = 0, then ‖χh‖Hs(R) . ‖h‖Hs(R+).
4. A Priori Estimates
To close the contraction argument, we need a number of estimates on the terms in (5).
4.1. Linear Estimates. First, we give a Kato smoothing inequality, which is proved in
Section 7.1. Similar results are stated in [18]. This estimate is necessary to ensure that
Φ(u) lies in L∞x H
2s+1
4
t and to control the terms pi defined in (7).
Lemma 4.1. For any s,
‖η(t)W tR(f, g)‖
L∞x H
2s+1
4
t
. ‖f‖Hsx + ‖g‖Hs−1x
‖η(t)[W tR(f, g)]x‖
L∞x H
2s−1
4
t
. ‖f‖Hsx + ‖g‖Hs−1x .
For the solution to the linear initial-boundary-value problem we have the following esti-
mates, which are proved in Sections 7.2 and 7.3. These are used to bounded the W t0 term
in Φ(u), and to ensure that this term lies in the desired space C0tH
s
x ∩ C0xH
2s+1
4
t .
Lemma 4.2. For any compactly supported smooth function η and any s ≥ −1
2
with b < 1
2
,
‖η(t)W t0(0, 0, h1, h2)‖Xs,b . ‖χh1‖
H
2s+1
4
t (R)
+ ‖χh2‖
H
2s−1
4
t (R)
.
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Lemma 4.3. For any s ≥ −1 and intial data (h1, h2) such that (χh1, χh2) ∈ H 2s+14 (R) ×
H
2s−1
4 (R), we have
W t0(0, 0, h1, h2) ∈ C0tHsx(R× R)
η(t)W t0(0, 0, h1, h2) ∈ C0xH
2s+1
4
t (R× R).
4.2. Nonlinear Estimates.
Lemma 4.4. Let M be the Fourier multiplier operator with multiplier (ξ2 + ξ4)−1/2. For
s > −1
4
with a < min{1
2
, s+ 1
2
} and 1
2
− b > 0 sufficiently small, we have
‖M(uv)xx‖Xs+a,−b . ‖u‖Xs,b‖v‖Xs,b.
This lemma is proved in Section 7.4. The next requirement is to control the Duhamel
part of the correction term. This is accomplished with the following estimate, which is
proved in Section 7.5.
Lemma 4.5. For 1
2
− b > 0 sufficiently small, we have∥∥∥∥η(t) ∫ t
0
W t−t
′
R,2 G dt
′
∥∥∥∥
L∞x H
2s+1
4
t
+
∥∥∥∥η(t)[∫ t
0
W t−t
′
R,2 G dt
′
]
x
∥∥∥∥
L∞x H
2s−1
4
t
.

‖M(G)‖Xs,−b +
∥∥∥〈τ〉 2s−14 ∫ χQ(ξ, τ)〈ξ〉−1|M̂(G)(ξ, τ)| dξ∥∥∥
L2τ
if − 1
2
≤ s ≤ 1
2
‖M(G)‖Xs,−b +
∥∥∥∫ χR(ξ, τ)〈|τ | − ξ2〉 2s−34 |M̂(G)(ξ, τ)| dξ∥∥∥
L2τ
if s > 1
2
,
where Q = {‖τ | ≪ ξ2} ∩ {|ξ| & 1} and R = {|τ | ≫ ξ2} ∪ {|ξ| . 1}.
It remains to bound the left hand side of the inequality in Lemma 4.5. We use Lemma
4.4 to control the Xs,b norms; the other terms are bounded using the following lemmata,
which are proved in Sections 7.6 and 7.7 respectively.
Lemma 4.6. Let Q be the set {|τ | ≪ ξ2}∩{|ξ| & 1}. For −1
4
< s+a ≤ 1
2
and 0 ≤ a < s+ 1
2
,
we have ∥∥∥〈τ〉 2(s+a)−14 ∫ χQ(ξ, τ)〈ξ〉−1 ξ2√
ξ2 + ξ4
|ûv(ξ, τ)| dξ
∥∥∥
L2τ
. ‖u‖Xs,b‖v‖Xs,b.
Lemma 4.7. Let R be the set {|τ | ≫ ξ2} ∪ {|ξ| . 1}. For 1
2
< s + a ≤ 5
2
and a <
min{1, s+ 1
2
}, we have∥∥∥∫ χR(ξ, τ)〈|τ | − ξ2〉 2(s+a)−34 ξ2√
ξ2 + ξ4
|ûv(ξ, τ)| dξ
∥∥∥
L2τ
. ‖u‖Xs,b‖v‖Xs,b.
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5. Local Theory: Proof of Theorem 1.1
We will first show that the map Φ defined in (5) has a unique fixed point in Xs,b. Let
f e ∈ Hs(R) and ge ∈ Hs−1(R) be extensions of f and g such that ‖f e‖Hs(R) . ‖f‖Hs(R+)
and ‖ge‖Hs−1(R) . ‖g‖Hs−1(R+). Recall that
Φ
(
u(x, t)
)
= η(t/T )W tR
(
f e(x), ge(x)
)
+ η(t/T )
∫ t
0
W t−t
′
R,2 G(u) dt
′
+η(t/T )W t0
(
0, 0, h1 − p1 − q1, h2 − p2 − q2
)
,
(11)
where G(u), pi, and qi are defined in (6)-(7). To bound the first summand in Φ, apply (8)
to obtain∥∥η(t/T )W tR(f e, ge)∥∥Xs,b . ‖f e‖Hs(R) + ‖ge‖Hs−1(R) . ‖f‖Hs(R+) + ‖g‖Hs−1(R+).
For the Duhamel term, we apply (9) and Lemma 4.4 to obtain∥∥∥∥η(t/T ) ∫ t
0
W t−t
′
R,2 G(u) dt
′
∥∥∥∥
Xs,b
. T 1−2b‖M(u2)
xx
‖Xs,−b . T 1−2b‖u‖2Xs,b.
Finally, for the W t0 term, we apply Lemma 4.2 and Lemma 3.2 to obtain∥∥η(t/T )W t0(0, 0, h1 − p1 − q1, h2 − p2 − q2)∥∥Xs,b
. ‖χ(h1 − p1 − q1)‖
H
2s+1
4
t (R)
+ ‖χ(h2 − p2 − q2)‖
H
2s−1
4
t (R)
. ‖h1 − p1‖
H
2s+1
4
t (R
+)
+ ‖q1‖
H
2s+1
4
t (R
+)
+ ‖h2 − p2‖
H
2s−1
4
t (R
+)
+ ‖q2‖
H
2s−1
4
t (R
+)
.
By Kato smoothing, Lemma 4.1, we have
‖p1‖
H
2s+1
4
t (R)
+ ‖p2‖
H
2s−1
4
t (R)
. ‖f e‖Hs(R) + ‖ge‖Hs−1(R) . ‖f‖Hs(R+) + ‖g‖Hs−1(R+).
To bound the qi norms, we apply Lemma 4.5, (10), and Lemma 4.4, Lemma 4.6, and
Lemma 4.7 to obtain the bounds
‖q1‖
H
2s+1
4
t (R)
+ ‖q2‖
H
2s+1
4
t (R)
. T
1
2
−b−‖u‖2Xs,b.
Combining these estimates, we find that
‖Φ(u)‖Xs,b . ‖f‖Hs(R+) + ‖g‖Hs−1(R+) + ‖h1‖
H
2s+1
4
t (R
+)
+ ‖h2‖
H
2s−1
4
t (R
+)
+ T
1
2
−b−‖u‖2Xs,b.
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This, together with similar estimates for the difference Φ(u)−Φ(v), yields the existence
of a fixed point of Φ for T sufficiently small:
T = T
(‖f‖Hs(R+), ‖g‖Hs−1(R+), ‖h1‖
H
2s+1
4
t (R
+)
, ‖h2‖
H
2s−1
4
t (R
+)
)
.
Next, we establish continuity in Hs. For the W t0 term, this follows from Lemma 4.3. The
first term of Φ, the linear flow on R, can be seen to be continuous from its Fourier multiplier
formula. Continuity of the Duhamel term follows from the embedding Xs,b ⊂ C0tHsx for
b > 1
2
along with (9) and Lemma 4.4. The fact that the solution lies in C0xH
2s+1
4
t follows
from Lemma 4.3 for the W t0 term, from Kato smoothing (Lemma 4.1) for the linear flow
on R, and from Lemmata 4.5-4.7 for the Duhamel term.
6. Uniqueness of Solutions
In this section, we show that solutions to (1) derived in the previous section are unique.
For s > 1
2
, uniqueness of C0([0, T ], Hs(R+)) solutions to (1) holds by [12]. The solutions
obtained in the previous section also lie in this space after restriction to x ∈ R+. Thus we
have uniqueness for s > 1
2
.
Using the smoothing estimates in Theorem 1.1, we can now obtain uniqueness of local
solutions for the full range of Sobolev exponents in the local theory. First consider initial
data (f, g, h1, h2) ∈ Hsx(R+) × Hs−1x (R+) × H
2s+1
4
t (R
+) × H
2s−1
4
t (R
+) for some s ∈ (0, 1
2
)
.
Suppose f e and f˜ e are two Hs(R) extensions of f , and ge and g˜e are two Hs−1(R) extensions
of g. Let u and u˜ be the corresponding solutions of the fixed-point equation for Φ. Take a
sequence fk ∈ H 12+(R+) converging to f in Hs(R+). Let f ek and f˜ ek be H
1
2
+(R) extensions
of fk which converge to f
e and f˜ e respectively in Hr(R) for r < 1
2
−. This is possible
by Lemma 6.1 below. Similarly, obtain a sequence gk in H
− 1
2
+(R+) converging to g in
Hs−1(R+), and extensions gek and g˜
e
k of gk converging to g
e and g˜e respectively.
Using a contraction argument on the set{
u : ‖u‖
X
1
2+,b
≤ C(‖fk‖H1/2+x (R+) + ‖gk‖H−1/2+x (R+) + ‖h1‖H1/2+t (R+) + ‖h2‖H0+t (R+))}
∩
{
u : ‖u‖Xs,b ≤ C
(‖f‖Hsx(R+) + ‖g‖Hs−1x (R+) + ‖h1‖H 2s+14t (R+) + ‖h2‖H 2s−14t (R+))
}
,
we construct H
1
2
+ solutions of uk and u˜k of the Boussinesq (1) using the extensions (f
e
k , g
e
k)
and (f˜ ek , g˜
e
k) respectively. The smoothing estimates give us a time of existence proportional
to the data in the lower norm: T = T
(‖f‖Hs(R+), ‖g‖Hs−1(R+), ‖h1‖
H
2s+1
4
t (R
+)
, ‖h2‖
H
2s−1
4
t (R
+)
)
.
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By uniqueness of H
1
2
+ solutions, uk and u˜k are equal on R
+ × R+. By the fixed-point ar-
gument, uk and u˜k converge in H
s− to u and u˜ respectively. Thus u = u˜ on R+ × R+.
Iterating this argument, we obtain uniqueness for s > −1
4
.
Lemma 6.1. [8] Fix −1
2
< s < 1
2
and k > s. Let p ∈ Hs(R+) and q ∈ Hk(R+). Let pe be
an Hs extension of p to R. Then there is an Hk extension qe of q to R such that
‖pe − qe‖Hr(R) . ‖p− q‖Hs(R+) for r < s.
7. Proofs of Estimates
7.1. Proof of Lemma 4.1: Kato Smoothing. We wish to show that
‖η(t)W tR(f, g)‖
L∞x H
2s+1
4
t
. ‖f‖Hsx + ‖g‖Hs−1x
‖η(t)[W tR(f, g)]x‖
L∞x H
2s−1
4
t
. ‖f‖Hsx + ‖g‖Hs−1x .
It suffices to consider evaluation at x = 0 since Sobolev norms are invariant under
translations. Using the Fourier multiplier form of the linear flow, write
2Ft
(
ηW tR(f, g)
)
(0, τ) =
∫
η̂(τ −
√
ω2 + ω4) f̂(ω) dω +
∫
η̂(τ +
√
ω2 + ω4) f̂(ω) dω
+
∫
η̂(τ −
√
ω2 + ω4)
ω√
ω2 + ω4
ĝ(ω) dω −
∫
η̂(τ +
√
ω2 + ω4)
ω√
ω2 + ω4
ĝ(ω) dω.
On the region where ω ≤ 1, these terms can easily be bounded in H
2s+1
4
t since η is a Schwarz
function. When |ω| > 1, change variables by setting λ = ω√ω2 + 1. The first two integrals
in the above sum are then of the form∫
|λ|>2
η̂(τ ± |λ|) f̂(ω(λ))
√
1 + ω(λ)2
2ω(λ)2 + 1
dλ,
and we wish to bound∥∥∥∥∥
∫
|λ|>2
〈τ〉 2s+14 η̂(τ ± |λ|) f̂(ω(λ))
√
1 + ω(λ)2
2ω(λ)2 + 1
dλ
∥∥∥∥∥
L2τ
.
Note that the inequality 〈a+b〉 . 〈a〉〈b〉 implies that for any α, we have 〈a+b〉α . 〈a〉|α|〈b〉α.
Using this, the quantity above is bounded by∥∥∥∥∥
∫
|λ|>2
〈τ ± |λ|〉 |2s+1|4 η̂(τ ± |λ|)〈λ〉 2s+14 f̂(ω(λ))
√
1 + ω(λ)2
2ω(λ)2 + 1
dλ
∥∥∥∥∥
L2τ
.
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Since η̂ is a Schwarz function, we may use Young’s inequality and then change variables
back to ω to bound this quantity by∥∥∥∥∥〈λ〉 2s+14 f̂(ω(λ))
√
1 + ω(λ)2
2ω(λ)2 + 1
∥∥∥∥∥
L2
|λ|>2
. ‖f‖Hs(R),
as desired. The remaining integrals, those involving g, can be treated in exactly the same
way and bounded by ‖g‖Hs−1(R). We obtain the bound on ‖η(t)[W tR(f, g)]x‖
L∞x H
2s−1
4
t
by the
same argument.
7.2. Proof of Lemma 4.2: Bounds on Linear Solution. Recall that we wish to es-
tablish
‖η(t)W t0(0, 0, h1, h2)‖Xs,b . ‖χh1‖
H
2s+1
4
t (R)
+ ‖χh2‖
H
2s−1
4
t (R)
,
where 2πW t0(0, 0, h1, h2) = −A− B + C +D, and the terms A, B, C, and D are given in
(4). Notice that
C = LtφC , where φ̂C(ω) =
(
iω +
√
ω2 + 1
)
ĥ1
(
ω
√
ω2 + 1
)
,
D = LtφD, where φ̂D(ω) =
iω +
√
ω2 + 1√
ω2 + 1
ĥ2
(
ω
√
ω2 + 1
)
,
and Lt is the spatial Fourier multiplier operator with multiplier eitω
√
1+ω2 . The proof of (8)
implies that ‖η(t)C‖Xs,b . ‖φC‖Hsx and ‖η(t)D‖Xs,b . ‖φD‖Hsx . Now
‖φC‖2Hsx =
∫ ∞
−∞
(2ω2 + 1)〈ω〉2s
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣2 dω
=
∫ ∞
−∞
(ω2 + 1)1/2〈ω〉2s〈
ω
√
ω2 + 1
〉 2s+1
2
〈
ω
√
ω2 + 1
〉 2s+1
2
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣2 2ω2 + 1√
ω2 + 1
dω
.
∫ ∞
−∞
〈
ω
√
ω2 + 1
〉 2s+1
2
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣2 2ω2 + 1√
ω2 + 1
dω
=
∫ ∞
−∞
〈z〉 2s+12
∣∣∣ĥ1(z)∣∣∣2 dz = ‖χh1‖
H
2s+1
4 (R)
,
where we used the change of variable z = ω
√
ω2 + 1. Similarly,
‖φD‖2Hsx =
∫ ∞
−∞
(2ω2 + 1)〈ω〉2s
ω2 + 1
∣∣∣ĥ2(ω√ω2 + 1)∣∣∣2 dω
=
∫ ∞
−∞
〈ω〉2s
(ω2 + 1)1/2
〈
ω
√
ω2 + 1
〉 2s−1
2
〈
ω
√
ω2 + 1
〉 2s−1
2
∣∣∣ĥ2(ω√ω2 + 1)∣∣∣2 2ω2 + 1√
ω2 + 1
dω
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.
∫ ∞
−∞
〈z〉 2s−12
∣∣∣ĥ2(z)∣∣∣2 dz = ‖χh2‖
H
2s−1
4 (R)
.
Thus we have the desired bounds on C and D. Now we move on to A and B. Assume first
that s = 0 and b = 1
2
−. Let f(y) = e−yρ(y). Then
A(x, t) =
∫ ∞
−∞
iω
(
iω +
√
1 + ω2
)
√
ω2 + 1
eitω
√
ω2+1 ĥ1
(
ω
√
ω2 + 1
)
f
(
x
√
ω2 + 1
)
dω,
η̂A(ξ, τ) =
∫ ∞
−∞
η̂(τ − ω
√
ω2 + 1)
iω
(
iω +
√
1 + ω2
)
√
ω2 + 1
ĥ1(ω
√
ω2 + 1)Fx
(
f(x
√
ω2 + 1)
)
(ξ) dω
=
∫ ∞
−∞
η̂(τ − ω
√
ω2 + 1)
iω
(
iω +
√
1 + ω2
)
ω2 + 1
ĥ1(ω
√
ω2 + 1)f̂
(
ξ/
√
ω2 + 1
)
dω.
Since f is a Schwarz function, we have
|f̂(ξ/
√
ω2 + 1)| . 1
1 + ξ2/(ω2 + 1)
=
ω2 + 1
1 + ω2 + ξ2
.
Note also that since η is a Schwarz is function,
|η̂(τ − ω
√
ω2 + 1)| . 〈τ − ω
√
ω2 + 1〉−5/2+
. 〈τ − ω
√
ω2 + 1〉−2〈τ − ξ2〉−1/2+〈ω
√
ω2 + 1− ξ2〉1/2−.
Therefore, using the bounds for f , those for η, and then moving the ξ norm inside the
integral,
‖ηA‖
X0,
1
2−
.
∥∥∥∥∥〈τ − ξ2〉1/2−
∫ ∞
−∞
∣∣∣η̂(τ − ω√ω2 + 1)∣∣∣ |ω|√1 + 2ω2
1 + ω2 + ξ2
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣ dω
∥∥∥∥∥
L2ξ,τ
.
∥∥∥∥∥
∫ ∞
−∞
〈τ − ω
√
ω2 + 1〉−2 |ω|
√
1 + 2ω2
(1 + ω2 + ξ2)1/2+
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣ dω
∥∥∥∥∥
L2ξ,τ
.
∥∥∥∥∥
∫ ∞
−∞
〈τ − ω
√
ω2 + 1〉−2 |ω|
√
1 + 2ω2
(1 + ω2)1/4
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣ dω
∥∥∥∥∥
L2τ
.
∥∥∥∥∫ ∞−∞〈τ − ω√ω2 + 1〉−2〈ω√ω2 + 1〉1/4
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣ 2ω2 + 1√
ω2 + 1
dω
∥∥∥∥
L2τ
=
∥∥∥∥∫ ∞−∞〈τ − z〉−2〈z〉1/4
∣∣∣ĥ1(z)∣∣∣ dz∥∥∥∥
L2τ
.
∫ ∞
−∞
〈z〉1/2
∣∣∣ĥ1(z)∣∣∣2 dz = ‖χh1‖H 14 (R).
The last line follows from an application of Young’s inequality.
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The procedure for B is exactly the same – we drop the factor of ω and replace h1 with
h2 in the integrals above to arrive at a bound of∫ ∞
−∞
〈z〉−3/2
∣∣∣ĥ2(z)∣∣∣2 dz = ‖χh2‖H− 14 (R).
It remains to obtain bounds on A and B in Xs,
1
2
− for general s. Notice that for any
s ∈ N, the derivative ∂sx
(
ηA
)
is
η(t)
∫ ∞
−∞
iω
(
iω +
√
ω2 + 1
)
√
ω2 + 1
eitω
√
ω2+1 ĥ1
(
ω
√
ω2 + 1
)
f (s)
(
x
√
ω2 + 1
)
(ω2 + 1)s/2 dω,
with a similar formula for ∂sx
(
ηB
)
. Since (ω2 + 1)s/2 . 〈ω√ω2 + 1〉s/2, the desired result
follows for s ∈ N. By interpolation, we obtain the bound for any s > 0.
For s < 0, let 〈∂〉−1/2x be the Fourier multiplier operator 〈ξ〉−1/2. Then 〈∂〉−1/2x
(
ηA
)
is
equal to
η(t)
∫ ∞
−∞
iω
(
iω +
√
ω2 + 1
)
√
ω2 + 1
eitω
√
ω2+1 ĥ1
(
ω
√
ω2 + 1
)
〈∂〉−1/2x
[
f
(
x
√
ω2 + 1
)]
dω,
again with a similar statement for B. Now notice that
Fx
(
〈∂〉−1/2x
[
f
(
x
√
ω2 + 1
)])
= Fx
([
〈∂〉−1/2x f
](
x
√
ω2 + 1
))
(ξ)
〈ξ/√ω2 + 1〉1/2
〈ξ〉1/2 .
Noting the 〈∂〉−1/2x f is also a Schwarz function, we proceed just as in the case s = 0.
In that situation, we moved the L2ξ norm inside the integral and used the fact that
‖ 1
(1+ω2+ξ2)1/2+
‖L2ξ ≈ (1 + ω2)−1/4− ≤ (1 + ω2)−1/4. In this case, we use∥∥∥∥∥ 〈ξ/
√
ω2 + 1〉1/2
〈ξ〉1/2(1 + ω2 + ξ2)1/2+
∥∥∥∥∥
L2ξ
=
∥∥∥∥ 1(1 + ω2)1/4(1 + ξ2)1/4(1 + ω2 + ξ2)1/4+
∥∥∥∥
L2ξ
.
1
(1 + ω2)1/2
.
This bound holds since∫
1
(1 + ξ2)1/2(1 + ω2 + ξ2)1/2+
dξ ≈
∫
1
〈ξ〉〈|ω|+ |ξ|〉1+ dξ . 〈ω〉
−1
by Lemma 8.1. Then the same argument we used previously yields the bound∫ ∞
−∞
∣∣∣ĥ1(z)∣∣∣2 dz.
We obtain a similar bound for B. Interpolating between the s = −1
2
and s = 0 estimates
completes the proof.
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7.3. Proof of Lemma 4.3: Continuity of Linear Flow. Recall that 2π W t0(0, 0, h1, h2) =
−A− B + C +D. We start with the claim A,B ∈ C0tHsx(R× R). Note that
A =
∫ ∞
−∞
f
(
x
√
ω2 + 1
)
F(LtφA)(ω) dω,
B =
∫ ∞
−∞
f
(
x
√
ω2 + 1
)
F(LtφB)(ω) dω
where
φ̂A =
iω
(
iω +
√
1 + ω2
)
√
ω2 + 1
ĥ1
(
ω
√
ω2 + 1
)
, φ̂B =
iω +
√
1 + ω2√
ω2 + 1
ĥ2
(
ω
√
ω2 + 1
)
,
the function f is given by f(x) = e−xρ(x), and Lt is the Fourier multiplier operator with
multiplier eiω
√
ω2+1t. Now
‖φA‖2Hsx =
∫ ∞
−∞
ω2(2ω2 + 1)
ω2 + 1
〈
ω
〉2s ∣∣∣ĥ1(ω√ω2 + 1)∣∣∣2 dω
=
∫ ∞
−∞
ω2〈ω〉2s〈ω√ω2 + 1〉 2s+12
√
ω2 + 1
〈
ω
√
ω2 + 1
〉 2s+1
2
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣2 2ω2 + 1√
ω2 + 1
dω
.
∫ ∞
−∞
〈
ω
√
ω2 + 1
〉 2s+1
2
∣∣∣ĥ1(ω√ω2 + 1)∣∣∣2 2ω2 + 1√
ω2 + 1
dω
=
∫ ∞
−∞
〈z〉 2s+12
∣∣∣ĥ1(z)∣∣∣2 dz = ‖χh1‖2
H
2s+1
4 (R)
,
and similarly
‖φB‖2Hsx . ‖χh2‖2H 2s−14 (R).
Thus, using time continuity of the linear operator Lt, it suffices to show that the map
g 7→ T (g) =
∫ ∞
−∞
f
(
x
√
ω2 + 1
)
ĝ(ω) dω
is bounded from Hs to Hs. Consider first s = 0.
Rewrite Tg(x) as follows using the change of variables z = x
√
ω2 + 1:
Tg(x) =
∫ ∞
−∞
f
(
x
√
ω2 + 1
)
ĝ(ω) dω
=
∫ sgn(x)∞
x
f(z)
[
ĝ
(√
(z/x)2 − 1
)
+ ĝ
(
−
√
(z/x)2 − 1
)] z/x2√
(z/x)2 − 1 dz.
Then
‖Tg‖L2x .
∫
|f(z)|
∥∥∥∥∥χ[0,z](x) ĝ (±√(z/x)2 − 1) z/x2√(z/x)2 − 1
∥∥∥∥∥
L2x
dz,
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and, expanding the L2x norm,∫ z
0
∣∣∣ĝ (±√(z/x)2 − 1)∣∣∣2 z2/x4
(z/x)2 − 1 dx =
1
|z|
∫ ±∞
0
|ĝ(y)|2
√
1 + y2
y
dy.
On the region where |y| ≥ 1, the right hand side above is bounded by 1|z|‖g‖2L2. Since
|f(z)|/
√
|z| is in L1, this yields the desired bound. For the case when |y| ≤ 1, go back to
the form Tg(x) =
∫
f
(
x
√
ω2 + 1
)
ĝ(ω) dω. The region |y| ≤ 1 corresponds to |ω| ≤ 1 in this
integral. So we consider the following norm, which we bound by applying Cauchy-Schwarz
in ω and then using the change of variables y = x
√
1 + ω2 to replace the integration in x:∥∥∥∥∫ 1−1 f
(
x
√
ω2 + 1
)
ĝ(ω) dω
∥∥∥∥2
L2x
. ‖g‖2L2
∥∥∥χ[0,1](ω)f (x√ω2 + 1)∥∥∥2
L2x,ω
= ‖g‖2L2
∫ 1
−1
1√
1 + ω2
∫
f 2(y) dy dω
. ‖g‖2L2.
This completes the proof that A,B ∈ C0tHsx for s = 0.
For s > 0, notice that for any s ∈ N, we have
∂sxTg(x) =
∫ ∞
0
f (s)
(
x
√
ω2 + 1
)
(ω2 + 1)s/2 ĝ(ω) dω.
This and interpolation imply the desired bounds for A and B in Hsx for positive s.
Also, if we choose ρ such that
∫
f dx = 0 so that ∂−1x f is a Schwarz function, then we
have
∂−1x Tg(x) =
∫ ∞
0
∂−1x f
(
x
√
ω2 + 1
)
(ω2 + 1)−1/2 ĝ(ω) dω.
Combining this with the s = 0 result and interpolation, we obtain the bound for s ≥ −1.
Next, recall that
C = LtφC(x) where φ̂C(ω) =
(
iω +
√
ω2 + 1
)
ĥ1
(
ω
√
ω2 + 1
)
,
D = LtφD(x) where φ̂D(ω) =
iω +
√
ω2 + 1√
ω2 + 1
ĥ2
(
ω
√
ω2 + 1
)
.
The C0tH
s
x bounds for these terms follow from the continuity of the linear operator F
t and
the bounds for φC and φD which were proved in Lemma 4.2.
It remains to prove that ηW t0(0, 0, h1, h2) is in C
0
xH
2s+1
4
t . Recall the form of C and D as
linear flows and apply Lemma 4.1 to obtain the desired bound for these terms. For A and
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B, write
A(x, t) =
∫
Fω
(
f
(
x
√
ω2 + 1
))
(y) LtφA(y) dy,
B(x, t) =
∫
Fω
(
f
(
x
√
ω2 + 1
))
(y) LtφB(y) dy
where φA and φB are defined as before. Then A is equal to∫
1
x
Fz
(
f(sgn(x)
√
x2 + z2)
)(y
x
)
LtφA(y) dy =
∫
Fz
(
f(sgn(x)
√
x2 + z2)
)
(y)LtφA(xy) dy,
with a parallel statement for B. By Kato smoothing, Lemma 4.1, it suffices to show
that the function Fz
(
f
(
sgn(x)
√
z2 + x2
))
(y) is in L∞x L
1
y. It is enough to show that
f
(
sgn(x)
√
z2 + x2
)
is in L∞x H
1
z since∫
|k̂(y)| dy =
∫
〈y〉|k̂(y)|〈y〉−1 dy . ‖k‖H1‖〈·〉−1‖L2 .
To this end, we consider the L2z and the H˙
1
z norms separately. For the L
2
z norm, split the
integral into two regions, one where |z| is small, and its complement:∫ ∣∣∣f(sgn(x)√z2 + x2)∣∣∣2 dz
=
∫
|z|≤1
∣∣∣f(sgn(x)√z2 + x2)∣∣∣2 dz + ∫
|z|>1
∣∣∣f(sgn(x)√z2 + x2)∣∣∣2 dz.
The first term is bounded since f is bounded. Set y = sgn(x)
√
z2 + x2 in the second
integral to obtain ∫
|y2−x2|>1
|f(y)|2 y√
y2 − x2 dy,
which is bounded since f is a Schwarz function. The same argument serves to bound the
derivative since
d
dz
[
f
(
sgn(x)
√
z2 + x2
)]
= f ′
(
sgn(x)
√
z2 + x2
) sgn(x)z√
z2 + x2
and
|z|√
z2 + x2
≤ 1.
7.4. Proof of Lemma 4.4: Bilinear Xs,b Estimate. By duality, it suffices to show that
(12)
∣∣∣∣∫∫ M(uv)xxφ dx dt∣∣∣∣ . ‖u‖Xs,b‖v‖Xs,b‖φ‖X−(s+a),b
for any φ ∈ X−(s+a),b. The left-hand side of (12) is equal to∣∣∣∣∣
∫∫
ξ2 ûv(ξ, τ)√
ξ2 + ξ4
φ̂(ξ, τ) dξ dτ
∣∣∣∣∣ =
∣∣∣∣∣
∫∫∫∫
ξ2 û(ξ1, τ1)v̂(ξ − ξ1, τ − τ1)√
ξ2 + ξ4
φ̂(ξ, τ) dξ1 dτ1 dξ dτ
∣∣∣∣∣ .
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Now define
p(ξ, τ) = 〈ξ〉s〈|τ | −√ξ2 + ξ4〉b û(ξ, τ), q(ξ, τ) = 〈ξ〉s〈|τ | −√ξ2 + ξ4〉b v̂(ξ, τ),
r(ξ, τ) = 〈ξ〉−(s+a)〈|τ | −√ξ2 + ξ4〉b φ̂(ξ, τ).
The desired bound (12) is equivalent to showing that∣∣∣∣∫∫∫∫ M(ξ, ξ1, τ, τ1)p(ξ1, τ1)q(ξ − ξ1, τ − τ1)r(ξ, τ) dξ1 dτ1 dξ dτ ∣∣∣∣ . ‖p‖L2ξ,τ ‖q‖L2ξ,τ‖r‖L2ξ,τ ,
where the multiplier M is
M =
ξ2〈ξ〉s+a〈ξ1〉−s〈ξ − ξ1〉−s√
ξ2 + ξ4〈|τ | − ξ2〉b〈|τ1| − ξ21〉b〈|τ − τ1| − (ξ − ξ1)2〉b
.
There are six possibilities for the signs of τ , τ1, and τ − τ1:
(a) τ1 ≥ 0, τ − τ1 ≥ 0,
(b) τ1 ≥ 0, τ − τ1 ≤ 0, and τ ≥ 0,
(c) τ1 ≥ 0, τ − τ1 ≤ 0, and τ ≤ 0,
(d) τ1 ≤ 0, τ − τ1 ≤ 0,
(e) τ1 ≤ 0, τ − τ1 ≥ 0, and τ ≤ 0,
(f) τ1 ≤ 0, τ − τ1 ≥ 0, and τ ≥ 0.
Since L2 norms are invariant under reflections, we can use the substitution (τ, τ1) 7→ −(τ, τ1)
to reduce (d), (e), and (f) to (a), (b), and (c) respectively.
Consider first (a). By Cauchy-Schwarz in the ξ-τ integral, it suffices to show that∥∥∥∥∫∫ M(ξ, ξ1, τ, τ1)p(ξ1, τ1)q(ξ − ξ1, τ − τ1) dξ1 dτ1∥∥∥∥
L2ξ,τ
. ‖p‖L2ξ,τ ‖q‖L2ξ,τ .
Using Cauchy-Schwarz and Young’s inequalities, the left-hand side of this is bounded by∥∥∥‖M‖L2ξ1,τ1‖f(ξ1, τ1)g(ξ − ξ1, τ − τ1)‖L2ξ1,τ1∥∥∥L2ξ,τ
.
(
sup
ξ,τ
‖M‖L2ξ1,τ1
)
‖f(ξ1, τ1)g(ξ − ξ1, τ − τ1)‖L2ξ1,τ1,ξ,τ
=
(
sup
ξ,τ
‖M‖L2ξ1,τ1
)
‖f 2 ∗ g2‖1/2
L1ξ,τ
.
(
sup
ξ,τ
‖M‖L2ξ1,τ1
)
‖f‖L2ξ,τ‖g‖L2ξ,τ .
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Thus, in Case (a), it suffices to show that
sup
ξ,τ
∫∫
ξ4〈ξ〉2s+2a〈ξ1〉−2s〈ξ − ξ1〉−2s
(ξ2 + ξ4)〈τ − ξ2〉2b〈τ1 − ξ21〉2b〈τ − τ1 − (ξ − ξ1)2〉2b
dξ1 dτ1
is finite. Using the fact that 〈a〉〈b〉 & 〈a+ b〉, we can eliminate the τ dependence to obtain
sup
ξ
∫∫
ξ4〈ξ〉2s+2a〈ξ1〉−2s〈ξ − ξ1〉−2s
(ξ2 + ξ4)〈τ1 − ξ21〉2b〈τ1 − 2ξξ1 + ξ21〉2b
dξ1 dτ1
Applying Lemma 8.1 in τ1 and observing that ξ
4/(ξ2+ξ4) < 1, we are reduced to bounding
sup
ξ
∫ 〈ξ〉2s+2a〈ξ1〉−2s〈ξ − ξ1〉−2s
〈ξ1(ξ1 − ξ)〉1− dξ1.
We consider several cases.
Case 1. 〈ξ〉s . 〈ξ1〉s〈ξ − ξ1〉s.
This case reduces to bounding
sup
ξ
〈ξ〉2a
∫
1
〈ξ1(ξ1 − ξ)〉1− dξ1.
Let
x = ξ1(ξ − ξ1) ⇒ 2ξ1 = ξ ±
√
ξ2 + 4x and dx = ±
√
ξ2 + 4x dξ1.
Then the supremum above is bounded by
sup
ξ
〈ξ〉2a
∫
1
〈x 〉1−
√
ξ2 + 4x
dx.
By [7, Lemma 6.3], this is bounded by
sup
ξ
〈ξ〉2a−1+,
which is finite as long as a < 1
2
.
Case 2. 〈ξ〉 ≪ 〈ξ1〉〈ξ − ξ1〉 and s < 0.
Case 2a. |ξ| . 1.
In this case, we must control
∫ 〈ξ1〉−4s−2+ dξ1, which is possible when s > −14 .
Case 2b. |ξ1| ≫ |ξ| & 1.
In this case, we arrive at
sup
ξ
〈ξ〉2s+2a
∫
|ξ1|≫|ξ|
〈ξ1〉−4s−2+ dξ1 . sup
ξ
〈ξ〉2a−2s−1+.
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This is finite when a < s+ 1
2
.
Case 2c. |ξ| ≫ |ξ1| ≫ 1.
In this case, we arrive at
sup
ξ
〈ξ〉2a−1+
∫
|ξ1|≪|ξ|
〈ξ1〉−2s−1+ dξ1.
Since s < 0, this converges if a < s+ 1
2
.
Case 2d. |ξ1| ≈ |ξ|.
This is only possible if |ξ − ξ1| ≫ 1 and |ξ1| ≫ 1. Thus we need to bound
sup
ξ
〈ξ〉2a
∫
〈ξ − ξ1〉−1−2s+〈ξ1〉−1+ dξ1.
Using Lemma 8.1, we see that this can be bounded for s > −1
2
as long as a < s+ 1
2
. This
completes the proof for the combination of τ signs described in (a).
For the combination of signs described in (b), we follow the same procedure of estimating
using Cauchy-Schwarz and Young’s inequalites, but exchange the role of (ξ, τ) and (ξ1, τ1).
It then suffices to control
(13) sup
ξ1
∫ 〈ξ〉2s+2a〈ξ1〉−2s〈ξ − ξ1〉−2s
〈ξ(ξ1 − ξ)〉1− dξ.
Case (c) can be reduced to the same estimate by performing the change of variables
(ξ1, τ1) 7→ (ξ − ξ1, τ − τ1) and then carrying out the same series of estimates. To bound
this supremum (13), we consider similar cases.
Case 1’. 〈ξ〉s . 〈ξ1〉s〈ξ − ξ1〉s.
The procedure here is precisely the same as in Case 1.
Case 2’. 〈ξ〉 ≪ 〈ξ1〉〈ξ − ξ1〉 and s < 0.
Case 2a’. |ξ1| . 1.
In this case, we must control
∫ 〈ξ1〉2a−2+ dξ1, which is possible when a < 12 .
Case 2b’. |ξ1| ≫ |ξ| & 1.
In this case, we arrive at
sup
ξ1
〈ξ1〉−4s−1+
∫
|ξ|≪|ξ1|
〈ξ〉2s+2a−1+ dξ . sup
ξ1
〈ξ1〉−4s−1+max{2s+2a,0}+,
which is finite if a < s+ 1
2
and s > −1
4
.
Case 2c’. |ξ| ≫ |ξ1| ≫ 1.
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In this case, we arrive at
sup
ξ1
〈ξ1〉−2s
∫
|ξ|≫|ξ1|
〈ξ〉2a−2+ dξ . sup
ξ1
〈ξ1〉−2s+2a−1+,
which is finite if a < s+ 1
2
.
Case 2d’. |ξ1| ≈ |ξ|.
This case only arises if |ξ − ξ1| ≫ 1 and |ξ1| ≫ 1. Thus we need to bound
sup
ξ1
〈ξ1〉−2s
∫
〈ξ − ξ1〉−2s−1+〈ξ〉2s+2a−1+ dξ.
Using Lemma 8.1, we see that this can be bounded for −1
2
< s < 0 and a < 1
2
by
sup
ξ1
〈ξ1〉−2s+max{−2s,2s+2a}−1+.
This is finite for a < 1
2
and s > −1
4
. This completes the proof.
7.5. Proof of Lemma 4.5: Kato Smoothing for Duhamel Term. Again, it suffices to
consider evaluation at x = 0 since a spatial translation of G does not affect the magnitude
of M̂(G). At x = 0, we have∫ t
0
W t−t
′
R,2 G dt
′ =
1
2i
∫ ∫ t
0
ei(t−t
′)
√
ξ2+ξ4 − e−i(t−t′)
√
ξ2+ξ4√
ξ2 + ξ4
Fx(G)(ξ, t′) dt′ dξ.
Also, note that
Fx(G)(ξ, t′) =
∫
eiτt
′
Ĝ(ξ, τ) dτ
and ∫ t
0
eit
′(τ∓
√
ξ2+ξ4) dt′ =
eit(τ∓
√
ξ2+ξ4) − 1
i(τ ∓
√
ξ2 + ξ4)
.
Thus we wish to bound∫∫
eitτ − e±it
√
ξ2+ξ4√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
)Ĝ(ξ, τ) dξ dτ.
Let Ψ be a smooth cut-off function such that Ψ = 1 on [−1, 1] and Ψ = 0 outside [−2, 2].
Let ΨC = 1−Ψ. Then write
2η(t)
∫ t
0
F t−t
′
2 G dt
′ = η(t)
∫∫ (eitτ − e±it√ξ2+ξ4) Ψ(τ ∓√ξ2 + ξ4)√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ) dξ dτ
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+ η(t)
∫∫ eitτ ΨC(τ ∓√ξ2 + ξ4)√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
)Ĝ(ξ, τ) dξ dτ
− η(t)
∫∫ e±it√ξ2+ξ4ΨC(τ ∓√ξ2 + ξ4)√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ) dξ dτ
= I+ II− III .
By Taylor expanding, we have
eitτ − e±it
√
ξ2+ξ4(
τ ∓
√
ξ2 + ξ4
) = −eitτ ∞∑
k=1
(−it)k
k!
(τ ∓
√
ξ2 + ξ4)k−1.
Therefore ‖ I ‖
H
2s+1
4
t
is bounded by
∞∑
k=1
‖η(t)tk‖H1
k!
∥∥∥∥∥
∫∫
eitτ
(
τ ∓
√
ξ2 + ξ4
)k−1
Ψ
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ)√
ξ2 + ξ4
dξ dτ
∥∥∥∥∥
H
2s+1
4
t
.
∞∑
k=1
1
(k − 1)!
∥∥∥∥∥〈τ〉 2s+14
∫ (
τ ∓
√
ξ2 + ξ4
)k−1
Ψ
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ)√
ξ2 + ξ4
dξ
∥∥∥∥∥
L2τ
.
∥∥∥∥∥〈τ〉 2s+14
∫
Ψ
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ)√
ξ2 + ξ4
dξ
∥∥∥∥∥
L2τ
.
Using the Cauchy-Schwarz inequality in τ , this can be bounded by[∫
〈τ〉 2s+12
(∫
∣
∣
∣τ∓
√
ξ2+ξ4
∣
∣
∣<1
〈ξ〉−2s dξ
)(∫
∣
∣
∣τ∓
√
ξ2+ξ4
∣
∣
∣<1
〈ξ〉2s |Ĝ(ξ, τ)|
2
ξ2 + ξ4
dξ
)
dτ
]1/2
. sup
τ
(
〈τ〉 2s+12
∫
∣
∣
∣τ∓
√
ξ2+ξ4
∣
∣
∣<1
〈ξ〉−2s dξ
)1/2
‖M(G)‖Xs,−b
. ‖M(G)‖Xs,−b.
The first inequality holds since on the region of interest in I, we have
1 ≈ 1〈
τ ∓
√
ξ2 + ξ4
〉b ≤ 1〈|τ | −√ξ2 + ξ4〉b .
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The supremum bound holds since
〈τ〉 2s+12
∫
∣
∣
∣τ∓
√
ξ2+ξ4
∣
∣
∣<1
〈ξ〉−2s dξ .

1 if |τ | . 1
〈τ〉 2s+12 ∫∣∣
∣τ∓
√
|z|+z2
∣
∣
∣<1
〈z〉−s−1/2 dz if |τ | ≫ 1.
The latter bound comes from changing variables ξ2 7→ z. The right-hand side is finite since
the integrand is of order |τ |−s−1/2 over an interval of length ≈ 1.
Next consider III. When |ξ| ≤ 1, we have, using b < 1
2
, the bound∥∥∥∥∥∥η(t)
∫∫ e±it√ξ2+ξ4ΨC(τ ∓√ξ2 + ξ4)√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ) dξ dτ
∥∥∥∥∥∥
H
2s+1
4
t
.
∫∫
|ξ|≤1
‖η(t)e±it
√
ξ2+ξ4‖
H
2s+1
4∣∣∣τ ∓√ξ2 + ξ4∣∣∣ ΨC
(
τ ∓
√
ξ2 + ξ4
) ∣∣∣M̂(G)(ξ, τ)∣∣∣dξ dτ
.
∫∫
χ[−1,1](ξ)〈
τ ∓
√
ξ2 + ξ4
〉 ∣∣∣M̂(G)(ξ, τ)∣∣∣dξ dτ
. ‖M(G)‖Xs,−b
∥∥∥∥∥ χ[−1,1](ξ)〈τ ∓√ξ2 + ξ4〉1−b
∥∥∥∥∥
L2τ,ξ
. ‖M(G)‖Xs,−b.
To control the part of III where |ξ| ≥ 1, change variables in the ξ integral by setting
z = ±
√
ξ2 + ξ4 ≈ ±ξ2. Then, noticing that the integral is an inverse Fourier transform,
we obtain the bound∥∥∥∥∥∥η(t)
∫∫
|ξ|≥1
e±it
√
ξ2+ξ4ΨC
(
τ ∓
√
ξ2 + ξ4
)
√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ) dξ dτ
∥∥∥∥∥∥
H
2s+1
4
t
.
∥∥∥∥∥〈z〉 2s+14
∫ |Ĝ(ξ(z), τ)|
〈τ − z〉∣∣4ξ(z)3 + 2ξ(z)∣∣ dτ
∥∥∥∥∥
L2
|z|≥2
.
∥∥∥∥∥〈z〉 2s−14
∫ |Ĝ(ξ(z), τ)|
〈τ − z〉√ξ(z)2 + ξ(z)4 dτ
∥∥∥∥∥
L2
|z|≥2
.
By Cauchy-Schwarz in the τ integral, using the fact that b < 1
2
, this is bounded by∥∥∥∥∥〈z〉 2s−14 |Ĝ(ξ(z), τ)|〈τ − z〉b(ξ(z)2 + ξ(z)4)1/2
∥∥∥∥∥
L2
|z|≥2
L2τ
.
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Changing variables back to ξ, this is bounded by ‖M(G)‖Xs,−b, as desired. It remains to
bound II.
For II, let R denote the set {|τ | ≫ |ξ|2} ∪ {|ξ| . 1} and notice that
〈τ〉 . χR(ξ, τ)〈τ − |ξ|2〉+ |ξ|2
and (2s+ 1)/4 ≥ 0, so we have the bounds
‖ II‖
H
2s+1
4
t
.
∥∥∥〈τ〉 2s+14 ∫ 1〈τ ∓√ξ2 + ξ4〉 |Ĝ(ξ, τ)|√ξ2 + ξ4 dξ
∥∥∥
L2τ
.
∥∥∥∫ χR(ξ, τ)〈|τ | − ξ2〉 2s−34 |Ĝ(ξ, τ)|√
ξ2 + ξ4
dξ
∥∥∥
L2τ
+
∥∥∥∫ |ξ|s+1/2〈
τ ∓
√
ξ2 + ξ4
〉 |Ĝ(ξ, τ)|√
ξ2 + ξ4
dξ
∥∥∥
L2τ
The second term on the last line can be bounded by ‖M(G)‖Xs,b using Cauchy-Schwarz in
ξ provided that
sup
τ
∫ |ξ|〈
τ ∓
√
ξ2 + ξ4
〉2−2b dξ < ∞,
which holds since b < 1/2 and
sup
τ
∫ |ξ|〈
τ ∓
√
ξ2 + ξ4
〉2−2b dξ . sup
τ
∫ |ξ|〈|τ | − ξ2〉2−2b dξ ≈ supτ
∫
1〈|τ | − z〉2−2b dz.
For s ≤ 1
2
, we go back to∥∥∥〈τ〉 2s+14 ∫ 1〈
τ ∓
√
ξ2 + ξ4
〉 |Ĝ(ξ, τ)|√
ξ2 + ξ4
dξ
∥∥∥
L2τ
and estimate using Cauchy-Schwarz in ξ to obtain the bound[∫
〈τ〉 2s+12
(∫
1〈
τ ∓
√
ξ2 + ξ4
〉2−2b〈ξ〉2s dξ
)(∫ 〈ξ〉2s〈
τ ∓
√
ξ2 + ξ4
〉2b |Ĝ(ξ, τ)|2ξ2 + ξ4 dξ
)
dτ
]1/2
,
which can be bounded by ‖M(G)‖Xs,−b as long as
sup
τ
〈τ〉 2s+12
∫
1〈
τ ∓
√
ξ2 + ξ4
〉2−2b〈ξ〉2s dξ
is finite. To see that this holds for s ≤ 1
2
, recall that 〈τ ±
√
ξ2 + ξ4〉 ≈ 〈τ ± ξ2〉. Consider
|ξ| ≪ 1 first. In this case, change variables in the integral by ξ2 7→ z. Then apply Lemma
8.1 to bound the integral as follows:
sup
τ
〈τ〉 2s+12
∫
1
〈τ ∓ z〉2−2b〈z〉s+ 12
dz . sup
τ
〈τ〉s+ 12−min{2−2b,s+ 12} < ∞,
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assuming that b < 1
2
and −1
2
≤ s ≤ 1
2
. Similarly, if |ξ| & 1, again change variables by
setting z = ξ2 and apply Lemma 8.1 to obtain 〈τ〉s+ 12−2+2b. This is finite for b ≤ 1
2
and
s ≤ 1
2
.
For the estimate on the derivative term, the procedure is similar. We break the Duhamel
integral down into three pieces I˜ + I˜I− I˜II:
η(t)
∫ t
0
W t−t
′
R,2 Gx dt
′ = η(t)
∫∫ iξ(eitτ − e±it√ξ2+ξ4) Ψ(τ ∓√ξ2 + ξ4)√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ) dξ dτ
+ η(t)
∫∫ iξeitτ ΨC(τ ∓√ξ2 + ξ4)√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
)Ĝ(ξ, τ) dξ dτ
− η(t)
∫∫ iξe±it√ξ2+ξ4ΨC(τ ∓√ξ2 + ξ4)√
ξ2 + ξ4
(
τ ∓
√
ξ2 + ξ4
) Ĝ(ξ, τ) dξ dτ
= I˜ + I˜I− I˜II.
The only difference from the previous case is that each term now has a factor of iξ from
the spatial derivative and we will take fewer time derivatives: 2s−1
4
instead of 2s+1
4
.
To estimate I˜, notice that on the region of integration τ ≈
√
ξ2 + ξ4, so the additional
|ξ| factor is equivalent to |τ |1/2. This brings us exactly back to the situation addressed
above for I.
To estimate I˜II, when |ξ| . 1, the bounds are identical to those for III. When |ξ| ≫ 1,
we change variables as we did for III. The additional factor of ξ is equivalent to a factor
of |z|1/2, which exactly replaces the lost time derivative, and we are again back to the
situation addressed in bounding III.
Estimating I˜I is a bit more complex. If s ≥ 1
2
, we have
‖I˜I‖
H
2s−1
4
t
.
∥∥∥〈τ〉 2s−14 ∫ |ξ|〈τ ∓√ξ2 + ξ4〉 |Ĝ(ξ, τ)|√ξ2 + ξ4 dξ
∥∥∥
L2τ
.
∥∥∥∫ χR(ξ, τ)〈|τ | − ξ2〉 2s−34 |Ĝ(ξ, τ)|√
ξ2 + ξ4
dξ
∥∥∥
L2τ
+
∥∥∥∫ |ξ|s+1/2〈τ ∓√ξ2 + ξ4〉 |Ĝ(ξ, τ)|√ξ2 + ξ4 dξ
∥∥∥
L2τ
.
Thus when s ≥ 1
2
, we have the bound
‖M(G)‖Xs,−b +
∥∥∥∫ χR(ξ, τ)〈|τ | − ξ2〉 2s−34 |M̂(G)(ξ, τ)| dξ∥∥∥
L2τ
WELL–POSEDNESS AND NONLINEAR SMOOTHING FOR THE “GOOD” BOUSSINESQ EQUATION ON THE HALF-LINE.
as before. For s ≤ 1
2
, go back to∥∥∥〈τ〉 2s−14 ∫ |ξ|〈τ ∓√ξ2 + ξ4〉 |Ĝ(ξ, τ)|√ξ2 + ξ4 dξ
∥∥∥
L2τ
.
On the region where |τ | ≪ ξ2 and |ξ| & 1, we obtain the bound∥∥∥〈τ〉 2s−14 ∫ χQ(ξ, τ) 1〈ξ〉 |Ĝ(ξ, τ)|√ξ2 + ξ4 dξ
∥∥∥
L2τ
,
where Q = {|τ | ≪ |ξ|2} ∩ {|ξ| & 1}.
On the region where |τ | & |ξ|2 or |ξ| . 1, we have
‖I˜I‖
H
2s−1
4
t
.
∥∥∥〈τ〉 2s−14 ∫ |ξ|〈τ ∓√ξ2 + ξ4〉 |Ĝ(ξ, τ)|√ξ2 + ξ4 dξ
∥∥∥
L2τ
.
∥∥∥∫ |ξ|s+1/2〈τ ∓√ξ2 + ξ4〉 |Ĝ(ξ, τ)|√ξ2 + ξ4 dξ
∥∥∥
L2τ
,
which can be bounded by ‖MG‖Xs,−b as we have already seen. This completes the proof.
7.6. Proof of Lemma 4.6. We want to show that∥∥∥∥∥∥〈τ〉 2(s+a)−14
∫
|ξ|&1
|τ |≪ξ2
ξ2 ûv(ξ, τ)
〈ξ〉
√
ξ2 + ξ4
dξ
∥∥∥∥∥∥
L2τ
. ‖u‖Xs,b‖v‖Xs,b
for 1
2
− b > 0 sufficiently small.
Writing the Fourier transform of uv as a convolution, we have
ûv(ξ, τ) =
∫∫
û(ξ1, τ1)v̂(ξ − ξ1, τ − τ1) dξ1 dτ1.
Let f(ξ, τ) = û(ξ, τ)〈ξ〉s〈|τ | − ξ2〉b and g(ξ, τ) = v̂(ξ, τ)〈ξ〉s〈|τ | − ξ2〉b. Using this and
dropping the factor ξ2/
√
ξ2 + ξ4, the desired bound becomes∥∥∥∥∥∥〈τ〉 2(s+a)−14
∫∫∫
|ξ|&1
|τ |≪ξ2
f(ξ1, τ1)g(ξ − ξ1, τ − τ1)〈ξ1〉−s〈ξ − ξ1〉−s
〈ξ〉〈|τ1| − ξ21〉b〈|τ − τ1| − (ξ − ξ1)2〉b
dξ dξ1 dτ1
∥∥∥∥∥∥
L2τ
. ‖f‖L2ξL2τ‖g‖L2ξL2τ .
(14)
Case 1. sgn(τ1) = sgn(τ − τ1).
Using the Cauchy-Schwarz inequality in the ξ-ξ1-τ1 integral of (14), then Cauchy-Schwarz
in τ , and finally Young’s inequality, we obtain the bounds∥∥∥∥‖M‖L2ξ,ξ1 ,τ1(|ξ|&1,|τ |≪ξ2)‖f(ξ1, τ1)g(ξ − ξ1, τ − τ1)‖L2ξ,ξ1,τ1
∥∥∥∥
L2τ
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.
sup
τ
∫∫∫
|ξ|&1
|τ |≪ξ2
M2 dξ dξ1 dτ1
1/2 ‖f 2 ∗ g2‖1/2
L1ξ,τ
.
sup
τ
∫∫∫
|ξ|&1
|τ |≪ξ2
M2 dξ dξ1 dτ1
1/2 ‖f‖L2ξ,τ‖g‖L2ξ,τ .
where
M =M(ξ1, ξ, τ, τ1) =
〈τ〉 2(s+a)−14
〈ξ〉〈ξ1〉s〈ξ − ξ1〉s〈|τ1| − ξ21〉b〈|τ − τ1| − (ξ − ξ1)2〉b
.
Thus, it suffices to show that the supremum above is finite. Using Lemma 8.1 in the τ1
integral, along with the assumption that τ1 and τ − τ1 have the same sign, we arrive at
sup
τ
∫∫
|ξ|&1
|τ |≪ξ2
〈τ〉 2(s+a)−12 〈ξ〉−2s〈ξ − ξ1〉−2s
〈ξ〉2〈τ ± (ξ21 + (ξ − ξ1)2)〉4b−1
dξ dξ1.
Since |τ | ≪ ξ2 and ξ21 + (ξ − ξ1)2 & max{ξ21 , ξ2}, we have
〈τ ± (ξ21 + (ξ − ξ1)2)〉4b−1 ≈ 〈max{|ξ|, |ξ1|}〉8b−2.
Using this, and dropping the 〈τ〉 term, it suffices to bound∫∫ 〈ξ1〉−2s〈ξ − ξ1〉−2s
〈ξ〉2〈max{|ξ|, |ξ1|}〉8b−2 dξ dξ1.
If |ξ| & |ξ1|, this is bounded by∫∫
|ξ1|.|ξ|
〈ξ1〉−2s〈ξ〉−8b〈ξ − ξ1〉−2s dξ dξ1 .
∫∫
|ξ1|.|ξ|
〈ξ1〉−2s〈ξ〉−8b〈ξ〉max{−2s,0} dξ dξ1
.
∫
〈ξ〉1−2s〈ξ〉−8b〈ξ〉max{−2s,0} dξ,
which is finite if 1− 2s− 8b+max{−2s, 0} < −1, which holds for s > 1
2
− 2b, i.e. s > −1
2
for 1
2
− b > 0 sufficiently small. If |ξ| ≪ |ξ1|, we need to bound∫∫
〈ξ1〉2−8b−4s〈ξ〉−2 dξ dξ1 .
∫
〈ξ1〉2−8b−4s dξ1,
which is finite if s > −1
4
and 1
2
− b > 0 is sufficiently small.
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Case 2. sgn(τ1) 6= sgn(τ − τ1) and |ξ1| . |ξ|.
Using Cauchy-Schwarz and Young’s inequalities just as in Case 1 and dropping the 〈τ〉
term, it suffices to show that
sup
τ
∫∫
|ξ|&1
|ξ|&|ξ1|
|τ |≪ξ2
〈ξ1〉−2s〈ξ − ξ1〉−2s
〈ξ〉2〈τ ± ξ(ξ − 2ξ1)〉2b dξ1 dξ
is finite. Using the change of variables z = ξ(ξ − 2ξ1) in the ξ1 integral, we arrive at
sup
τ
∫∫
|z|.ξ2
|τ |≪ξ2
〈ξ − z/ξ〉−2s〈ξ + z/ξ〉−2s
〈ξ〉3〈τ ± z〉2b dz dξ.
Notice that since |z| . ξ2, we have |ξ ± z/ξ| . |ξ|. This yields
sup
τ
∫∫
|z|.ξ2
|τ |≪ξ2
〈ξ〉max{−4s,0}
〈ξ〉3〈τ ± z〉2b dz dξ .
∫
〈ξ〉max{−4s,0}〈ξ〉−3〈ξ〉2(1−2b) dξ,
which is finite for s > −1
2
and 1
2
− b > 0 sufficiently small.
Case 3. sgn(τ1) 6= sgn(τ − τ1) and |ξ| ≪ |ξ1|.
By duality, to establish (14), it suffices to show that∣∣∣∣∣∣
∫∫∫∫
|τ |≪ξ2
1.|ξ|≪|ξ1|
M f(ξ1, τ1)g(ξ − ξ1, τ − τ1) φ(τ) dξ dτ dξ1 dτ1
∣∣∣∣∣∣ . ‖φ‖L2τ‖f‖L2ξ,τ‖g‖L2ξ,τ ,
where M = M(ξ, ξ1, τ, τ1) is defined as in Case 1. Using Cauchy-Schwarz in the ξ1-τ1
integrals, it suffices to show that∥∥∥∥∥∥
∫∫
|τ |≪ξ2
1.|ξ|≪|ξ1|
M g(ξ − ξ1, τ − τ1) φ(τ) dξ dτ
∥∥∥∥∥∥
L2ξ1,τ1
. ‖φ‖L2τ‖g‖L2ξ,τ .
Using Cauchy-Schwarz in ξ-τ and then Young’s inequality, the left-hand side of this quantity
is bounded by∥∥∥∥‖M〈ξ〉 12+‖L2ξ,τ(|τ |≪ξ2,1.|ξ|≪|ξ1|)‖g(ξ − ξ1, τ − τ1)φ(τ)〈ξ〉− 12−‖L2ξ,τ
∥∥∥∥
L2ξ1,τ1
.
sup
ξ1,τ1
∫∫
|τ |≪ξ2
1.|ξ|≪|ξ1|
M2〈ξ〉1+ dξ dτ
1/2 ‖g‖L2ξ,τ‖〈ξ〉− 12−‖L2ξ‖φ‖L2τ .
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Thus it suffices to show the following supremum is finite:
sup
ξ1
∫∫
|τ |≪ξ2
1.|ξ|≪|ξ1|
〈τ〉 2(s+a)−12 〈ξ1〉−2s〈ξ − ξ1〉−2s
〈ξ〉1−〈τ ± ξ(ξ − 2ξ1)〉2b dξ dτ
. sup
ξ1
〈ξ1〉−4s
∫∫
|τ |≪ξ2
|ξ|≪|ξ1|
〈τ〉 2(s+a)−12
〈ξ〉1−〈ξ〉2b〈ξ1〉2b dξ dτ
. sup
ξ1
〈ξ1〉−2b−4s
∫
|ξ|≪|ξ1|
〈ξ〉2(s+a)+1
〈ξ〉1−〈ξ〉2b dξ
. sup
ξ1
〈ξ1〉−2b−4s〈ξ1〉max{0,2(s+a)−2b+1+}.
If the maximum in the last line is zero, we have a finite bound for s > −1
4
if 1
2
− b > 0
is sufficiently small. Otherwise we require −4b − 4s + 2(s + a) + 1 < 0, which holds for
a < s+ 1
2
as long as 1
2
− b > 0 is sufficiently small.
7.7. Proof of Lemma 4.7. Recall that we want to show that for 1
2
< s + a ≤ 5
2
and
a < min{1, s+ 1
2
}, we have
∥∥∥∫ χR(ξ, τ)〈|τ | − ξ2〉 2(s+a)−34 ξ2√
ξ2 + ξ4
|ûv(ξ, τ)| dξ
∥∥∥
L2τ
. ‖u‖Xs,b‖v‖Xs,b.
Writing the Fourier transform as a convolution and canceling the ξ2/
√
ξ2 + ξ4 factor, we
need to bound∥∥∥∫∫∫ χR(ξ, τ)〈|τ | − ξ2〉 2(s+a)−34 |û(ξ1, τ1)||v̂(ξ − ξ1, τ − τ1)| dξ1 dτ1 dξ∥∥∥
L2τ
=
∥∥∥∫∫∫ χR(ξ, τ) 〈|τ | − ξ2〉 2(s+a)−34 |f(ξ1, τ1)||g(ξ − ξ1, τ − τ1)| dξ1 dτ1 dξ〈ξ1〉s〈ξ − ξ1〉s〈|τ1| − ξ21〉b〈|τ − τ1| − (ξ − ξ1)2〉b
∥∥∥
L2τ
where
f(ξ, τ) = û(ξ, τ)〈ξ〉s〈|τ | − ξ2〉b g(ξ, τ) = v̂(ξ, τ)〈ξ〉s〈|τ | − ξ2〉b.
Using the Cauchy-Schwarz inequality in the ξ1-τ1-ξ integral, followed by Young’s inequality
as in the proof of Lemma 4.6, it suffices to show that
sup
τ
∫∫∫
χR(ξ, τ)
〈|τ | − ξ2〉 2(s+a)−32 〈ξ1〉−2s〈ξ − ξ1〉−2s
〈|τ1| − ξ21〉2b〈|τ − τ1| − (ξ − ξ1)2〉2b
dξ1 dτ1 dξ
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is finite. If τ1 and τ − τ1 have the same sign, we apply Lemma 8.1 in the τ1 integral and
obtain the bound
(15) sup
τ
∫∫
χR(ξ, τ)
〈|τ | − ξ2〉 2(s+a)−32 〈ξ1〉−2s〈ξ − ξ1〉−2s
〈|τ | − ξ2 + 2ξ1(ξ − ξ1)〉2b dξ1 dξ.
If τ1 and τ − τ1 have different signs, it’s bounded by
sup
τ
∫∫
χR(ξ, τ)
〈λτ − ξ2〉 2(s+a)−32 〈ξ1〉−2s〈ξ − ξ1〉−2s
〈λτ − ξ2 + 2ξξ1)〉2b dξ1 dξ,
where λ = sgn(τ − τ1) = ±1. Here we have taken advantage of the fact that we’re confined
to the set R to conclude that 〈|τ | − ξ2〉 ≈ 〈λτ − ξ2〉. Changing variables in the ξ1 integral
by ξ1 7→ ξ − ξ1, and dropping the λ, we obtain
(16) sup
τ
∫∫
χR(ξ, τ)
〈τ − ξ2〉 2(s+a)−32 〈ξ − ξ1〉−2s〈ξ1〉−2s
〈τ − ξ2 + 2ξ(ξ − ξ1)〉2b dξ1 dξ.
When 3
2
≤ s+ a < 5
2
, we use the inequalities
〈|τ | − ξ2〉 . 〈|τ | − ξ2 + 2ξ1(ξ − ξ1)〉〈ξ1〉〈ξ − ξ1〉 and
〈τ − ξ2〉 . 〈τ − ξ2 + 2ξ(ξ − ξ1)〉〈ξ〉〈ξ − ξ1〉
in (15) and (16) respectively. They yield the following bounds for (15) and (16):
sup
τ
∫∫
R
1
〈ξ1〉s+ 32−a〈ξ − ξ1〉s+ 32−a
dξ1 dξ for (15) and
sup
τ
∫∫
R
〈ξ〉s+a− 32
〈ξ1〉2s〈ξ − ξ1〉s+ 32−a
dξ1 dξ for (16).
Using Lemma 8.1, we see that former is finite as long as s+ 3
2
− a > 1, which holds when
a < s+ 1
2
. For the latter, we use Lemma 8.1 in the ξ1 integral, using the assumption that
a < s+ 1
2
, to obtain
∫ 〈ξ1〉s+a− 32−(s+ 32−a) dξ1, which is convergent for a < 1.
When 1
2
< s+ a < 3
2
, we use the inequality 〈τ − a〉〈τ − b〉 & 〈a− b〉 to obtain∫∫
1
〈ξ1〉2s〈ξ − ξ1〉2s〈ξ1(ξ − ξ1)〉 32−s−a
dξ1 dξ from (15) and∫∫
1
〈ξ1〉2s〈ξ − ξ1〉2s〈ξ(ξ1 − ξ)〉 32−s−a
dξ1 dξ from (16).
In the nonresonant cases, i.e. when |ξ1|, |ξ − ξ1| & 1 for the first equation and when
|ξ|, |ξ−ξ1| & 1 for the second equation, we have 〈ξ1(ξ−ξ1)〉 ≈ 〈ξ1〉〈ξ−ξ1〉 and 〈ξ(ξ1−ξ)〉 ≈
〈ξ〉〈ξ1−ξ〉 respectively. Thus we have convergence if a < s+ 12 for the first equation. In the
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second equation, we use Lemma 8.1 to the estimate the ξ1 integral. This yields a bound of∫ 〈ξ〉 32+s−a dξ, which is convergent if a < s+ 1
2
.
The resonances can be treated simply. In the first equation, when |ξ1| . 1, we have∫∫
1
〈ξ1〉2s〈ξ − ξ1〉2s〈ξ1(ξ − ξ1)〉 32−s−a
dξ1 dξ .
∫ 1
−1
∫
〈ξ − ξ1〉−2s dξ dξ1.
This converges since s > 1
2
. The remaining resonances can be handled in exactly the same
way – drop two of the three factors, and integrate, using the fact that we’re integrating
over a finite interval in one of the dimensions and that s > 1
2
to obtain convergence.
8. Appendix
8.1. Proof of Lemma 3.1: Explicit Linear Solution Formula. Denote the Laplace
transform of a function u(t) defined on [0,∞) by
u˜(λ) =
∫ ∞
0
e−λtu(t) dt.
Taking the Laplace transform in time of (3) yields the equationλ2v˜(x, λ)− v˜xx(x, λ) + v˜xxxx(x, λ) = 0,v˜(0, λ) = h˜1(λ) v˜x(0, λ) = h˜2(λ).
The characteristic equation of this is λ2 − w2 + w4 = 0, which has roots satisfying
w2 =
1
2
±
√
1
4
− λ2.
Notice that
√
1
4
− λ2 can be defined analytically on C\[−1/2, 1/2] by∣∣∣∣14 − λ2
∣∣∣∣1/2 ei(θ1+θ2+pi)/2,
where θ1 = arg(λ+
1
2
) and θ2 = arg(λ− 12). This map sends
{λ ∈ C : Reλ ≥ 0, λ /∈ [0, 1/2]} 7→ {λ ∈ C : Imλ ≥ 0, λ /∈ [−1/2, 1/2]}.
Let
a = −
(
1
2
+
√
1
4
− λ2
)1/2
b = −
(
1
2
−
√
1
4
− λ2
)1/2
,
where the outermost root in a is defined with a branch cut in the bottom half-plane and
the outermost root in b is defined with a branch cut in the top half-plane.
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R
iR
Figure 1. The contour of integration
Then a and b are analytic for λ in the closed right half-plane except for the branch cut
[−1/2, 1/2]. We also have Re a,Re b ≤ 0 for all λ in the closed right half-plane. Since we’re
interested in solutions which decay at infinity, we only need concern ourselves with these
two roots of the characteristic equation. Thus, supressing the λ dependence of a and b, we
have
u˜(x, λ) =
1
a− b
[(
ah˜1(λ)− h˜2(λ)
)
ebx −
(
bh˜1(λ)− h˜2(λ)
)
eax
]
.
By Mellin inversion, we have, for any c > 1
2
, the equality
v(x, t) =
1
2πi
∫ c+i∞
c−i∞
eλt
a− b
[(
ah˜1(λ)− h˜2(λ)
)
ebx −
(
bh˜1(λ)− h˜2(λ)
)
eax
]
dλ
=
1
2πi
∫ c+i∞
c−i∞
eλt
a2 − b2 (a+ b)
[(
ah˜1(λ)− h˜2(λ)
)
ebx −
(
bh˜1(λ)− h˜2(λ)
)
eax
]
dλ.
We can write this as an integral along the imaginary axis plus integrals along a keyhole
contour about the branch cut and integrals along s ± iR for s ∈ [0, c] with R → ∞, as
shown in Figure 1. The loop of radius ǫ about the singularity at λ = 1/2 can be disregarded
since the integrand is at most order 1/(a2 − b2) ≈ |λ − 1/2|−1/2 ≈ ǫ−1/2 there, while the
length of the contour is order ǫ.
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The integration along the lines s± iǫ for s ∈ [0, 1/2− ǫ] vanishes in the limit as ǫ → 0
– the integrals along the two lines cancel one another. This happens because a(λ¯) = a(λ)
and b(λ¯) = b(λ). Thus integration over the two lines s± iǫ for s ∈ [0, 1/2 − ǫ] is equal to
twice the imaginary part of the integral over one of the lines. But the imaginary part of
the integrand vanishes as ǫ→ 0.
The decay of the integrals along s ± iR for s ∈ [0, c] as R → ∞ is justified as follows.
By integration by parts, we have the bound∣∣∣h˜i(s± iR)∣∣∣ . R−1(‖hi‖L∞ + ‖hi‖L1 + ‖h′i‖L1)
for s ∈ [0, c]. We also have
|a|, |b| . R1/2 and |a2 − b2| ≈ R
for λ = s± iR with R large. Thus, on these segments the integrand is order at most R−1.
Since the intervals are of finite length, we obtain decay as R→∞.
Thus we change the contour of integration to the imaginary axis, and arrive at
v(x, t) =
1
2πi
∫ i∞
−i∞
eλt
a− b
[(
ah˜1(λ)− h˜2(λ)
)
ebx −
(
bh˜1(λ)− h˜2(λ)
)
eax
]
dλ
=
1
2πi
∫ i∞
−i∞
eλt
a2 − b2 (a + b)
[(
ah˜1(λ)− h˜2(λ)
)
ebx −
(
bh˜1(λ)− h˜2(λ)
)
eax
]
dλ
= 2Re
1
2πi
∫ i∞
0
eλt
a2 − b2 (a+ b)
[(
ah˜1(λ)− h˜2(λ)
)
ebx −
(
bh˜1(λ)− h˜2(λ)
)
eax
]
dλ.
Make the change of variables λ = iµ
√
µ2 + 1. Then dλ = i 2µ
2+1√
µ2+1
dµ. On the positive
imaginary axis
a = −iµ and b = −
√
µ2 + 1,
so v = 1
pi
Re(A0 +B0 + C0 +D0), where
A0 = −
∫ ∞
0
eitµ
√
µ2+1−x
√
µ2+1√
1 + µ2
iµ
(
iµ +
√
1 + µ2
)
ĥ1
(
µ
√
µ2 + 1
)
dµ
B0 = −
∫ ∞
0
eitµ
√
µ2+1−x
√
µ2+1√
1 + µ2
(
iµ+
√
1 + µ2
)
ĥ2
(
µ
√
µ2 + 1
)
dµ
C0 =
∫ ∞
0
eitµ
√
µ2+1−ixµ
(
iµ+
√
1 + µ2
)
ĥ1
(
µ
√
µ2 + 1
)
dµ
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D0 =
∫ ∞
0
eitµ
√
µ2+1−ixµ√
1 + µ2
(
iµ+
√
1 + µ2
)
ĥ2
(
µ
√
µ2 + 1
)
dµ.
For x ≥ 0, this is equivalent to 2πv(x, t) = −A−B +C +D. Here we used the formula
2Re z = z + z to rewrite the real parts of A0, B0, C0, and D0, and added the cut-off
function ρ in A and B so that the integrals converge for all x.
8.2. Calculus Estimates. The following calculus estimate is important throughout the
proofs. See, e.g. [9] for a proof.
Lemma 8.1. If β ≥ γ ≥ 0 and β + γ > 1, then we have∫
1
〈x− a〉β〈x− b〉γ dx . 〈a− b〉
−γϕβ(a− b),
where
ϕβ(c) =

1 if β > 1
log(1 + 〈c〉) if β = 1
〈c〉1−β if β < 1.
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