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Abstract
Atomic Layer Deposition (ALD) is a process used to deposit nanometer scale
films for use in nano electronics. A typical experimental reactor consist of a warm wall
horizontal flow tube, a single disc mounted halfway down the tube, and an alternating
cycle flow between a reactant gas and a wash in a carrier gas. The process is governed
by the desire to achieve a uniform coating on the substrate layer. Optimization is
currently accomplished by monitoring the precursor delivery and the growth of the
film and adjusting flow rates accordingly. Maslar et al (2008) showed that it is possible
to use in situ monitoring of the gas phase for optimization. With the data provided
from that work, it is now possible to verify a numerical model of the flow process.
The process can be thought of in 5 parts: unsteady undeveloped pipe flow, mixing,
flow around a disc, flow impinging on a disc, boundary layer reactions on a wall. In
this thesis, I numerically simulated the unsteady undeveloped pipe flow, mixing and
boundary layer reactions on the wall. I also describe but do not solve a model for the
complete process and propose criteria for optimization.
Thesis Supervisor: Kripa Varanasi
Title: d’Arbeloff Assistant Professor of Mechanical Engineering
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Chapter 1
Introduction
Atomic layer deposition (ALD) is used in the manufacture integrated circuit mem-
ory to conserve surface area and cost per bit. It allows for the deposition of single
layers of atomic thickness yielding excellent thickness control and conformality.
Chapter two describes the physical setup of a single wafer atomic layer deposition
process used in industry and the present experiment. It also describes the process
parameters, and delineates which physical parameters are need in the model. From
that point a model is constructed and a numerical scheme is written.
Chapter three describes the experimental setup and discusses the impact of the
system on the model. It also discusses the limits in regards to batch processing and
industrial procedures.
Chapter four compares the experimental results to the numerical results. It also
describes the purpose of the numerical scheme created and insights gained from the
solution general flow problem and in situ modeling. The purpose is to predict the
concentration of varying the four chemical species as a function of time and space in
combination with in situ modeling that will lead to optimal an ALD process. Possible
future expansions to the project are also discussed.
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1.1 Motivations for Atomic Layer Deposition
Atomic Layer Deposition was developed in the late 1970s to early 1980s to de-
posit thin films for electroluminescent devices using metal hydrides like ZnS. The first
patent was awarded in 1977 followed by the first major publication in 1989 [16]. To
prove that the ELDs were commercially viable, there were 3 placed in the Helsinki
Airport [6]. ALD is currently seen as a key step in gain efficiency per unit volume of
electronics. It has shown promise in the manufacture of III-V and II-VI semiconduc-
tors [4]. The need for high-κ dielectric gate oxides comes from the fact that SiO2 is
a good gate dielectric, i.e. it has low gate leakage, but not at scales less than 1 nm.
Replacements have included
HfO2,ZrO2,Al2O3,Ta2O5,Y2O3
The International Technology Roadmap for Semiconductors (ITRS) included ALD
as a technique for depositing high-κ dielectric gate oxides in Metal-Oxide Field Ef-
fect Transistor structures to reduce power consumption and increase efficiency [8].
ITRS also suggest using ALD in interconnects as conductors and diffusion barriers[7].
ALD shows potential for manufacturing reduced volume, high-aspect ratio features
on DRAM [7]. While sputtering and Metal-Oxide Chemical Vapor Deposition (CVD)
are other ways of depositing thin layers of high-κ dielectrics, like those listed above,
ALD achieves superior films to sputtering and evaporated films in terms of continuity,
smoothness, conformality and minimum size of features. Biercuk et al (2003) showed
that patterned ALD combined with lift-off procedures like electron beam lithography
or photolithography has large improvement in feature definition than typical etching
proceeders [1]. Recent advances in low temperature ALD have opened the door to
coating thermally fragile substrates such as microelectronics and biomaterials like
organic light emitting diodes (OLEDs) to prevent corrosion and other gases from
entering. Apart from its electronic development history ALD also shows promise in
producing protective coatings for optical equipment to prevent scratching and food
packaging, mostly poly(ethylene-terephalate) (PET), to prevent O2 and water from
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entering and/or leaving, CO2 from leaving beverages [1; 5]. ALD can be used to coat
large and/or multiple substrates with the correct adjustment of equipment and flow
parameters. This type of batch processing and large scale processing is not discussed
in this paper, see Lankhorst et al (2007) [11]. While not a motivation to pursue
the development of Atomic Layer Deposition, it was recognized that the self-limiting
binary reactions made it possible to study chemical reactions for growth not only
for ALD specific processes but also for Chemical Vapor Deposition (CVD) and other
procedures where it necessary to bind to a substrate.
1.2 Description of Atomic Layer Deposition
The primary control parameter for ALD is the temperature of the substrate. Laser
enhancement has also been used. These layers can be deposited uniformly over non-
planar surfaces. The rate of growth of the layers is proportional to the repetition rate.
The growth time then is the product of the number of cycles with the repetition rate
for a given monolayer thickness and the total thickness is the number of cycles times
the monolayer thickness. A condition for a successful process is the binding energy
on the surface is much greater than the binding energy of subsequent layers [16].
1.2.1 Reaction Mechanisms
Thermal ALD is similar to binary Chemical Vapor Deposition where one takes
M1X(g),M2Y (g)→ XY (s) +M(g), (1.1)
where XY is the desired metal-oxide and the choice of ligand M1,M2 is dictated by
the vapor pressure, thermal stability of the compound, the reactivity with the oxide,
and the potential for residual gas and impurities [4; 18], cf. Fig.A-1 For example
to deposit HfO2 it has been found that using tetrakis(ethylmethylamino)hafnium
(TEMAHf) has been for its high reactivity with the oxide, while there does not exist
a “best” oxide. Using H2O as an oxidant will result in water being physisorbed on
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the walls, necessitating lengthy purge times between water injection and TEMAHf
injection. Using O3 does eliminate that problem, yet increases the amount of carbon
and hydrogen impurities in the layering. A fix to the above problem has been to
increase the temperature of the substrate. TEMAHf also is thermally stable not
decomposing until T ≥ 420 celsius [12]. In another study on the use of the previous
two oxidants, Swerts et al (2010) studied the effect on the equivalent oxide thickness
(EOT). In doing so, they found that the interfacial thickness (IL) of SiO2 is dose
dependent for O3 and not temperature dependent. The IL appeared to be inversely
proportional to the EOT, leading to H2O being the preferred oxidant [17]. Using
Thermal ALD it is difficult to deposit a single element (XX) layers. Plasma/Radical
Enhanced ALD takes
X(s) +XM(g)→ XXM(s) (1.2)
XXM +M · → X(s) +M · . (1.3)
This procedure is not conformal of high aspect ratios α and has slow growth rates [4].
1.2.2 Reactor Design
There is wide room for flexibility in getting the reactants to the pre-from and
prepare for the next growth stage. Suntola (1989) and George (2009) described most
of the systems and for complete details see [4; 16]. One system was one where the
preform was rotated in and out of the reactant streams. Another, the primary one
studied here, called for gas to flow through a hot-walled CVD tube reactor. The trav-
eling wave reactor, pumping based reactors. During this discussion, Suntola indicates
that 1 Torr is optimal for inter-diffusion and entrainment [16]. An optimal design
of flow control has been Synchronously Modulated Flow and Draw reactors[4]. This
combined with the hot-walled CVD tube reactor is specifically what is being studied
here. Currently under development are cross flow, shower-head, and cold walled ALD
reactors.
14
1.2.3 Pre/Post Processing
In addition to the deposition process, pre and post processing of the substrate
is critical to the outcome of the procedure. As the substrate purity and roughness
dictate growth conditions there are multiple methods of preparing the substrate for
deposition. For example, Bieruck et al (2003) primed with separate washings in
trichloroethylene, acetone, methanol for 5 minutes each followed by baking to drive
off solvent residues. After patterning the substrate it was again cleaned for 30 s in
100 W oxygen plasma at 700 mTorr [1]. McNeill et al (2008) studied the affects of
pre annealing on silicon and germanium substrates, as well as pre-exposure to plasma
N2, and cleaning using HF. With each of the former methods, improvements on a
Capacitance - Voltage curve were noted [15].
1.2.4 Product Analysis
To monitor and explore the success of the process, auger electron spectroscopy
(AES) has been used to determine the chemical composition of the thin film, X-Ray
photoelectron spectroscopy (XPS), tunneling electron microscopy (TEM), scanning
electron microscopy (SEM) has been used to measure feature shape after deposition.[3]
Groner et al used surface proilometry, atomic force microscopy (AFM), quarts crys-
tal microbalance (QCM) and spectroscopic ellipsometry to measure film thickness,
growth rates, and optical properties respectively.[5] . Even when not engineering elec-
tronics, the metal based conductivity of most ALD films leads to capacitance-voltage
curves (CV) being used to predict the purity of the film by finding the dielectric
constant [5; 10; 15].
1.3 Advances and State of the Art in Atomic Layer
Deposition
For the manufacture of Al2O3 ALD, on silicon substrates, the optimal temperature
of the reactor is around 350 ◦C [5]. Groner, et al found that in an ALD reactor, with
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the reaction mechanism 1.4
TMA + H2O→ Al2O3, (1.4)
that the growth rate only decreased from
39 ng/cm3 → 30 ng/cm3
when going from
125 ◦C→ 33 ◦C.
While this is promising they also found that the lower the temperature the higher the
concentration of H2 and the higher concentration of H2O being physisorbed onto the
walls of the reactor.
1.4 Problems to be solved
Atomic Layer Deposition has been shown to be a useful tool for pure scientific
investigation. The two species, single layer, self-limiting reactions have been used to
find both reaction rates and reaction mechanisms. One of the problems with ALD is
determining what concentration of the species arrives at the substrate as a function
of time. One of the problems of thermally activated ALD in particular is that during
inflow the reactants may decompose before arriving at the substrate [18]. With this
model, greater predictive power will be achieved by considering binary diffusion in
addition to the convective flux. Due to the process parameters, having the model
will also allow ALD to be used as a test engine to verify current binary diffusion
coefficients. The process is not perfectly self-limiting. This problem is addressed
by reducing the residence time of the precursor according to its reaction mechanism
which is in turn dependent on the substrate temperature and the selection of the
precursor [11; 16]. Modeling just the flow processes will not address this problem.
Nonuniform coating is a problem with metal ALD such as Tungston and Molybdenum
16
on Silicon creates islands. During metal-oxide ALD on Carbon Nanotubes (CNTs)
wetting is also a problem [4]. Of the problems in ALD listed above, this project
address the time of manufacturing by specifically seeking to reduce the purge time
through numerical simulation and optimization.
17
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Chapter 2
Model Development
2.1 Process Parameters
The growth rate is the thickness added per cycle. As mentioned earlier, McNeill
(2008) studied the semi-conductors properties dependence of growth on pre-clean
schedule, deposition conditions, and post deposition annealing [15]. This study only
includes the deposition conditions in optimization. There are 4 time scales that are
important, the infiltration time, TA, TB of each of the reactants and the purge time
PA, PB. During the infiltration time a mixture of carrier gas and reactant is run in
to pure carrier gas. During the purge time, the carrier gas is used to remove any
remaining reactant from the previous cycle. The infiltration time is set by reaction
parameters as described in Sec. 2.1.1 while the purge time which is the primary
focus is determined by the diffusion/solubility of the previous reactant in the carrier
gas. For H2O as a reactant in particular it is important to consider the physisorbtion
of water on to the reactor walls. During each time, the forces driving each species
towards the preform would be the binary diffusion coefficient, DAB, that is related
to the flux due to concentration gradient, the Knudsen diffusion coefficient, DK,A,
and viscosity, µ, which determine the flux due to the pressure gradient. The binary
diffision coefficient can be viewed as the diffusion of one species A at infinite dilution
through B or vice versa. This is important when considering the mixture of the two
reactant species in the carrier gas in both purge and infiltration time. The Knudsen
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diffusion coefficient can be viewed as the mean distance a molecule travels in a pore.
This is important when considering most dilute gas flows.
2.1.1 Order & Dimensional Analysis
The cylinder under consideration has a length of L ' 0.25 m with a diameter of
D ' 0.10 m. The pressure of the system is P∞ ' 1 torr ≈ 133 Pa and the temperature
of the system is T ' 250 ◦C. The Knudsen diffusion coefficient is DK = Lc
√
RT
2piMg
where R is the ideal gas constant, Mg is the mass of the gas species. For the species
under consideration and reactor with characteristic length Lc = R the Knudsen Dif-
fusion coefficient is
DK,A ∼ O(1)cm2/s.
For the species under consideration under pressures and temperatures of typical Ther-
mal ALD systems the binary diffusion coefficient is
DAB ∼ O(0)cm2/s.
The ALD sticking model gives the reaction probability,
fs =
γs
1− γs/2
where a typical γs = 0.1. The molar flux to the surface can be written as
n˙g
′′ =
Pg√
2piMgRT
,
where Pg is the partial pressure of the precursor gas[11]. The probability of deposition
is
fdep = 1− ns
′′
χntot′′
where χ represents the number of layers deposited before growth stops. Without
gas-gas reactions, the gas behaves as an ideal gas so that the density of the system
is ρ = RT
P
= 32 kg/m3. The flow rate of the system is Q = 300 mL/min that yields a
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velocity of v = Q/A = 6.11× 10−4 m/s. Therefore the Reynolds number is
Re =
ρvD
µ
= 69.5 2100
so for pipe flow this is a laminar flow regime. The Mach number is Ma = U/a =
7.17e − 6  0.3 where a = √γRT = 85 m/s with cp = 20.786 J/mol ·K so the flow
is incompressible in the bulk. A simple mass balance would give a preliminary flux
model would give
∂cA
∂t
= −∇ ·
(
cA
∫
v · dA +DAB∇cA
)
−RAScASA, (2.1)
where the cA is the concentration of species A, v is the velocity of the flow, A is the
area of the disc times the unit normal, and RAS is the reaction coefficient of A with
the active surface SA. This model is considered as a preliminary model in Sec.2.3.1
as calculating is a step that can be eliminated as described in the following section.
2.2 One Model per Cycle
2.2.1 Governing Continuity Equation
One of the objectives of this model is to determine the minimum purge time for
the reactor to be free of all molecules of one species. Another is to predict the total
concentration of reactant arriving at the substrate as a function of time. To meet
this objective, a mass balance indicates the following continuity equation
∂Ci
∂t
= −∇ · Fi − kiCi, (2.2)
where for any chemical species 1 ≤ i ≤ ν, Ci(x, t)[=]mol · cm−3 is the concentration
and Fi(x, t)[=]mol · cm · s−1, is the flux of each chemical species i, kis is the reaction
rate of species i with the surface, either the reactor or the substrate respectively.
With this model, the reaction mechanism has been assumed to be of order 1 and the
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reaction coefficient a constant. Although for the ALD process this is a reasonable
assumption, more accuracy can be achieved by considering the sticking model as
indicated above and described further in [16]. The maximum number of species in
the reactor is ν = 4 the carrier gas, reactant gas, product gas, and undesired residue
from a previous cycle. So the total concentration is
ν∑
i=1
Ci = C.
For a straight tube reactor, the space dependence on the flux and concentration is
x = 〈r, θ, z〉
where the axial symmetry of the system allows one to neglect θ.
2.2.2 Initial and Boundary Conditions
The initial conditions of a given cycle is the output of a previous cycle except for
an vacuum tube ALD system, where the partial pressure inside the reactor would be
used. Ideally, to begin the process one would assume that the concentration of the
inert carrier gas initially uniformly fills the reactor and the entire surrounding area,
or for all space 0 +  < z < L, the concentration is
Cν(x, 0) = C(z, 0). (2.3)
While for the other gases
Ci 6=ν(x, 0) = 0. (2.4)
For any future cycle, the concentration will be the concentration from the previous
cycle, except at the left hand boundary and right hand boundary which are discussed
below. Both from the perspective of modeling a real process and the perspective of
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numerically simulating a process, at the inlet there should be a Gaussian distribution.
Ci(x, t) = Ci(z)
(
ai − bie−βiz2
)
(2.5)
For example, in the purge cycle, if the concentration of incoming carrier gas is
Cν(x, t) = C(z) and the concentration in the reactor is that of a residue product
and the carrier gas in a uniform 2:3 mixture then it is found that
Cν = C − C3(1− e−βz2) and C3 = C3(1− e−βz2)
The concentrations will be nearly discontinuous near the inlet. In the numerical
simulation, this is achieved by choosing β ≥ N2z where Nz is the number of grid
points in the zˆ direction. To maintain stability during initially it is found that either
robust methods for calculating the initial flux in such as finite volume methods must
be used or by letting β = Nz and making Nz large (cf. Sec.2.3.2). The flux out at
the right hand boundary can be given by a Neumann boundary condition where
∂Ci(x, t)
∂z
∣∣∣∣
(L,t)
= ACi(L, t) (2.6)
where the constant of proportionality, A, is determined by comparing the numerical
results with experimental data and solving the resulting inverse problem.
2.2.3 The Dusty-Gas Model for multi-species advective-diffusive
flux
In order to find the flux of a given species, it is not possible to consider bulk
flow. The development of the model here is a justification of the model developed in
Mason, 1983 [14]. Free molecule or Knudsen flow is used to model the low density
flow through conduits
FK = wnv¯,
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where w = 2
3
(
r
L
)
is the multiplicity of a collision in a tube of length L and at a given
radii r, n[=] mol
cm3
is the number of molecules per unit volume, v¯i =
(
8kBT
pimi
)1/2
is the
root mean square velocity of a species with a given mass mi, at temperature T where
kB is Boltzman’s constant . In the continuum limit the free molecule or Knudsen flux
becomes
FKi = −DKi∇ni (2.7)
where the Knudsen diffusion coefficient is defined asDKi = 43Kov¯i and the viscous flow
parameter Ko = R/2. for a long tube. To account for the flow and consequently resi-
dence time and reactions along the wall of the reactor, boundary layer flow, viscosity
is not neglected. Here the total viscous flux is calculated as
Fvisc = −nBo
µ
∇p
where the permeability Bo = R2/8[=]cm2 for a tube, p[=]dPa is the pressure and
µ[=]dPa · s is the viscosity. Therefore the flux for an specific species is
Fvisc,i =
ni
n
Fvisc. (2.8)
Finally the diffusive flux of one particle around another is given by
FDi = −Dij∇ni, (2.9)
where Dij is the binary diffusion coefficient. Using Eq. (2.7)-(2.9) Mason and Ma-
linauskas developed the Dusty-Gas model including the above terms and change in
concentration do to a temperature gradient
1
C
∑
j 6=i
CjFi − CiFj
Dij
+
Fi
DKi
= −Ci
(
1 +
BoP
µDKi
)
∇ lnP−C∇Ci
C
− 1
C
∑
i 6=j
CiCjαij∇ lnT
(2.10)
where, for completeness, [T ] = K the temperature, thermal diffusion factor, αij, is
a dimensionless factor dependent on the concentration, temperature, and species in
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the collision. For this first approximation it is assumed that this thermal diffusion is
negligible. The effective binary diffusivity for species i and j and the effective Knudsen
diffusivity of species i are have dimensions by Dij[=]cm2 · s−1 and DKi [=]cm2 · s−1,
respectively. The binary diffusion constant Dij can be calculated using the Chapman-
Enskog theory of gases 2.11
Dij = 1.8583 · 10−3
√
T 3 ∗Mij
Pσ2ijΩD,ij
(2.11)
where
Mij = 2
(
1
Mi
+
1
Mj
)−1
is twice the reduced molecular weight with M [=]g ·mol−1, σij = 12(σi + σj) is the
average of the Leonard-Jones parameters. ΩD,ij is the collision integral, here com-
puted as a dimensionless function of temperature and the geometric mean of the
Leonard-Jones parameters for each species ε, or:
ΩD,ij =
T (ξ)√
εiεj
(2.12)
The Knudsen diffusivity constant DK(r) is a function of the pore radius, temperature
and molecular weight. The Knudsen diffusion for the ith species is given by
DKi = 48.50 · d
√
T
Mi
(2.13)
where d[=]cm is the diameter of the pore. This is a kinetic theory of gases estimate
for straight cylindrical pores.[2] In general, the expression is DK = Ko
√
T/M [9]. As
the composition of the flow varies as a function of space, the viscosity should be that
of the mixture that can be found using the semi-empirical formula of Wilke (1950)
[19]
µmix =
ν∑
i
xiµi
ν∑
j
xjφij
, (2.14)
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where xi is the mole fraction of a given species i and
φij =
1√
8
(
1 +
Mi
Mj
)−1/2 [
1 +
(
µi
µj
)1/2(
Mj
Mi
)1/4]
. (2.15)
For this paper, I have made the assumption that the flow is only in the zˆ direction.
This assumption fails to capture all the desired information by not being able to
compute the concentration in the boundary layer. This can be overcome in part
by assuming the change in the boundary layer is small over the length considered
(cf. 2.1.1). Therefore the reaction rate at the walls will be proportional to the
concentration modeled here. This is a necessary modeling step yet not sufficient for
optimization. This results in
1
C
∑
j 6=i
CjFi − CiFj
Dij
+
Fi
DKi
= −Ci
(
1
P
+
Bo
µDKi
)
∂P
∂z
− C ∂
∂z
Ci
C
(2.16)
To make Eq.2.16 dimensionless let the axial distance z = Lξ where L is the length
of the reactor, the concentration Ci = Cx¯i where C is the total flux„ giving a mole
fraction, the flux F = F¯FC , the pressure P = P0P¯ where P0 is the inlet pressure and
for both diffusivity constants D = D¯Dc, to find
CFc
CDc
(∑
j 6=i
xjF¯i − xiF¯j
D¯ij
)
+
FcF¯i
D¯KiDc
= −Cxi
(
1
P¯P0
+
Bo
µD¯KiDc
)
P0
L
∂P¯
∂ξ
− C
L
∂xi
∂ξ
From the above define the characteristic diffusivity as Dc = BoP0µ and characteristic
flux Fc = DcCL . To further simplify equation define the flux do to pressure as
F¯P =
(
1
P¯
+
1
D¯Ki
)
∂P¯
∂ξ
. (2.17)
Note that if the flux due to a pressure gradient is zero then F¯p = 0. Thus, equation
2.16 becomes
F¯i
D¯Ki
+
n∑
i 6=j
x¯jF¯i − x¯iF¯i
D¯ij
= −F¯Pxi − ∂xi
∂ξ
(2.18)
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The last term on the right hand side of Eq.2.18 is diffusive flux and the first term on
the left hand side of Eq.2.18 is the advective flux. It is possible to expand the system
of equations as a system of equations for each flux of a given species as
F¯1
D¯K¯1
+
(
x¯2F¯1 − x¯1F¯2
D¯12
+
x¯3F¯1 − x¯1F¯3
D¯13
+ · · ·+ x¯νF¯1 − x¯1F¯ν
D¯1ν
)
= −F¯Px1 − ∂x1
∂ξ
F¯2
DK2
+
(
x¯1F¯2 − x¯2F¯1
D¯21
+
x¯3F¯2 − x¯2F¯3
D¯23
+ · · ·+ x¯νF¯2 − x¯2F¯ν
D¯2ν
)
= −F¯Px2 − ∂x2
∂ξ
...
F¯ν
DKν
+
(
x¯1F¯ν − x¯νF¯1
D¯ν1
+
x¯2F¯ν − x¯νF¯2
D¯2ν
+ · · ·+ 0
)
= −F¯Pxν − ∂xν
∂ξ
After a rearrangement of terms
[
1
D¯K1
+
(
x¯2
D¯12
+
x¯3
D¯13
+ · · ·+ x¯ν
D¯1ν
)]
F¯1 − x¯1
D¯12
F¯2 − x¯1
D¯13
F¯3 − · · · − x¯1
D¯1ν
F¯ν = −F¯Px1 − ∂x1
∂ξ
− x2
D¯21
F¯1 +
[
1
D¯K2
+
(
x1
D¯21
+
x3
D¯23
+ · · ·+ xν
D¯2ν
)]
F¯2 − x2
D¯23
F¯3 − · · · − x2
D¯2ν
F¯ν = −F¯Px2 − ∂x2
∂ξ
...
− xν
D¯ν1
F¯1 − xν
D¯ν2
F¯2 − xν
D¯ν3
F¯3 + · · ·+
[
1
D¯Kν
+
(
x1
D¯ν1
+
x2
D¯2ν
+
x3
D¯ν3
+ · · ·+ 0
)]
F¯ν = −F¯Pxν − ∂xν
∂ξ
which simplifies to(
1
DKi
+
ν∑
j 6=i
xj
Dij
)
Ni − xi
ν∑
j 6=i
Nj
Dij
= −FPxi − ∂xi
∂ξ
(2.19)
for i = 1, ..., ν. For the off diagonal elements let
aij = − xi
Dij
(2.20)
and for the diagonal elements let
aii =
1
DKi
+
ν∑
j 6=i
xj
Dij
(2.21)
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and define the matrix A = [aij]. Now let
bi = −F¯Pxi − ∂xi
∂ξ
= −
(
1
P¯
+
1
D¯Ki
)
∂P¯
∂ξ
− ∂xi
∂ξ
(2.22)
and define the vector B = [bi]. Thus, we have the system
a11F¯1 + a12F¯2 + a13F¯3+ · · · +a1νF¯ν = b1
a21F¯1 + a22F¯2 + a23F¯3+ · · · +a2νF¯ν = b2
a31F¯1 + a32F¯2 + a33F¯3+ · · · +a3νF¯ν = b3
...
aν1F¯1 + aν2F¯2 + aν3F¯3+ · · · +aννF¯ν = bν
or 
a11 a12 a13 · · · a1ν
a21 a22 a23 · · · a1ν
a31 a32 a33 · · · a1ν
...
...
... . . . a1n
aν1 aν2 aν3 · · · aνν


F¯1
F¯2
F¯3
...
F¯ν

=

b1
b2
b3
...
bν

Thus,
AF¯ = B (2.23)
where the flux vector is F¯ = [F¯i]. The flux of each species is then determined by
F = A−1B.
2.2.4 Complete System
In normalizing 2.2 assume that the change in the total concentration changes very
little with respect to space and time. To relax this assumption, one would have to
post-multiply the results from Eq.2.23 by the characteristic flux and find the total
concentration at each time step (cf. Sec.2.3.2). With the latter assumption and the
characteristic flux, Fc, assuming that time is t = τtc, Thus, the continuity equation
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for each species is:
∂xi
∂τ
= −tcDc
L2
∂F¯i
∂ξ
− kistcxi
Let the characteristic time, tc = L
2
Dc
so that
∂xi
∂τ
= −∂F¯i
∂ξ
− L
2kis
Dc
xi
The factor L
2kis
Dc
can be identified as a Pèclèt number resulting in the dimensionless
equation
∂xi
∂τ
= −∂F¯i
∂ξ
− Pexi (2.24)
2.3 Numerical Simulation
To numerically simulate the above system is to model a non-linear partial dif-
ferential equation. This work solves the one-dimensional case. Even by making the
assumption that the system is one-dimensional, the nonlinearity posed in the problem
makes it difficult to predict the results which is necessary in addition to experimen-
tal validation. To determine the influence of certain parameters I begin with a one
dimensional one-species reactive advective-diffusive equation. Solving this equation
in the most robust manner possible, determines the importance of the terms while
minimizing computational error. I then model the equation in 2.2.3 using an implicit
explicit model while analyzing its stability and accuracy using linear methods.
2.3.1 1D Singular Species Advection-Diffusion Simulation
For one species in one dimension, the change in concentration with respect to time
is equal to the diffusive flux and the advective flux minus the reaction against the
wall. This can be expressed as in equation Eq. 2.25
∂u
∂t
= − ∂
∂x
(
−D∂u
∂x
+ Fpu
)
− ku (2.25)
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where D is the molecular diffusivity, Fp, is the flux due to a pressure gradient and
k is the reaction coefficient. To discretize 2.25 I will use an implicit finite volume
scheme. On a spatial grid, let i = 1 . . . N such that the concentration is constant on
the interval (xi−1/2, xi+1/2) or∫ xi+1/2
xi−1/2
u(x, t)dx = u(xi, t)∆x = ui∆x,
where u(xi, t) = ui evaluated at a time to be decided later. Integrating Eq.2.25 on
the interval (xi− 1
2
, xi+ 1
2
) establishes
∫ xi+1/2
xi−1/2
∂u(x, t)
∂t
dx =
∂u(xi, t)
∂t
∆x =
=
∫ xi+1/2
xi−1/2
F (x, t)dx−
∫ xi+1/2
xi−1/2
ku(x, t)dx
= Fi− 1
2
− Fi+ 1
2
− kui∆x
where I have defined the net flux
F (x, t) = −D∂u
∂x
+ Fpu. (2.26)
Assuming that the flux do to a pressure gradient is large enough, I have assumed an
upwind scheme when evaluating the concentration gradient, so that
∂u
∂x
∣∣∣∣
x=x
i+12
=
ui+1 − ui
∆x
(2.27)
Using a forward Euler time derivative, Eq.2.27, and Eq.2.26 in Eq. 2.25 it is found
that
un+1i − uni
∆t
∆x =
(
−Du
n+θ
i − un+θi−1
∆x
+ Fpu
n+θ
i− 1
2
)
−
(
−Du
n+θ
i+1 − un+θi
∆x
+ Fpu
n+θ
i+ 1
2
)
−kun+θi ∆x
(2.28)
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where a trapezoidal rule was used in time un+θ = θun+1 + (1 − θ)un and θ ∈ [0, 1].
The concentration is not defined at xi+ 1
2
so I take an arithmatic mean,
ui+ 1
2
=
ui+1 + ui
2
. (2.29)
It would also be possible to take a geometric mean, that would induce a nonlinearity
into the system to be solved. For the left hand boundary condition I impose a Dirichlet
boundary condition, a fixed dimensionless concentration for the entire inflow time
u(0, t) = u0 incorporated into the scheme as
un+11 − un1
∆t
∆x =
(
−Du
n+θ
1 − un+θ0
∆x/2
+ Fpu
n+θ
0
)
−
(
−Du
n+θ
2 − un+θ1
∆x
+ Fpu
n+θ
1+ 1
2
)
−kun+θ1 ∆x.
(2.30)
For the right boundary condition I impose a Neumann boundary condition ∂u
∂x
∣∣∣∣
(1,t)
=
−Au(1, t) where A is an experimentally determined constant of proportionality in-
corporated into the scheme as
un+1N − unN
∆t
∆x =
(
−Du
n+θ
N − un+θN−1
∆x
+ Fpu
n+θ
N− 1
2
)
− (DAun+θN + Fpun+θN )− kun+θN ∆x
(2.31)
Choosing the implicit scheme θ = 1 and combining equations 2.28-2.31 the system
that needs to be solved can be expressed as a linear system
Aun+1 = Bun + C (2.32)
where the tri-diagonal matrix A can be expressed, here for N = 4,
A =

−∆x
∆t
− 3D
∆x
− k∆x− Fp
2
D
∆x
− Fp
2
0 0
D
∆x
+ Fp
2
−∆x
∆t
+ 2D
∆x
− k∆x D
∆x
− Fp
2
0
0 D
∆x
+ Fp
2
−∆x
∆t
+ 2D
∆x
− k∆x D
∆x
− Fp
2
0 0 D
∆x
+ Fp
2
DA− D
∆x
− Fp
2
− k∆x

(2.33)
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while B is a scalar constant
B = −∆x
∆t
(2.34)
and C is a vector constant
C =

2D
∆x
+ Fp
0
...
0
 (2.35)
In addition to this setup being unconditionally stable, it is also possible to solve
Eq.2.25 for a steady state solution uss(x) by setting ∂u∂t = 0. This results in the linear
ordinary differential equation
D
d2uss
dx2
− Fpduss
dx
− ku = .0 (2.36)
The solution to Eq. 2.36 is an exponential
uss(x) = c1e
mx + c2e
m∗x (2.37)
where the exponent is
m =
−Fp ±
√
F 2p − 4kD
2D
,
and from the Dirichlet and Neumann boundary conditions the constants are
c1 = 1− c2 = −e
m∗(A+m∗)
(m+ A)em − (m∗ + A)em∗ .
The results of the above algorithm are discussed in Chap. 4
2.3.2 1D Simulation of the Dusty-Gas Model
For the one dimensional simulation of the Dusty-Gas Model description of the
Atomic Layer Deposition flow process into the reactor I start by discretizing 2.24,
∂xi
∂τ
= −∂F¯i
∂ξ
− Pexi.
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Using a spatial discretization ξk ∈ {ξ0 = 0, ξ1, . . . , ξNξ = 1} and discretization in
time tn ∈ {t0 = 0, t1, . . . , tN = Tf}. As a first order accurate scheme in time, I use a
forward Euler scheme in time and centered difference in space except at the boundary
as
xn+1i,k − xni,k
∆t
= − 1
2δξ
[
F ni,k+1 − F ni,k−1
]− Pexni,k. (2.38)
At the left hand boundary there is no change in concentration
xn+1i,0 = x
0
i,0 (2.39)
At the right hand boundary I use a backwards difference scheme in space
xn+1i,k − xni,k
∆t
= − 1
δξ
[
F ni,k − F ni,k−1
]− Pexni,k. (2.40)
To discritize the flux, F ni,k the only term to be approximated is the concentration
gradient in B,
∂xi
∂ξ
≈ xi,k+1 − xi,k−1
2δξ
(2.41)
a centered difference scheme for the interior points. For the left boundary I use a 3
point forward difference scheme
∂xi
∂δξ
≈ xi,2 − 4xi,1 + 3xi,0
2δξ
. (2.42)
For the right hand boundary, as there is vacuum on the other side, I assume
∂xi
∂δξ
≈ ALxi,N (2.43)
where A is a constant to be determined by experiment. The algorithm starts by
initializing the concentration, calculating the Binary Diffusion matrix, the Knudsen
Diffusion Vector in space, the viscosity vector in space, the characteristic diffusivity,
and making the previous diffusivities dimensionless before the entering the main loop
• While t < Tf
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– for k = 1 to k = Nf
∗ Update flux do to pressure gradient, Fp(ξk), using Eq.2.17
∗ At Construct matrix A(ξk), using Eq.2.21,2.20
∗ Construct the vector B(ξk), using Eq.2.22
∗ Compute the flux F(ξk) = A−1B
– Update concentration x(i, k, t+ 1) using Eqs.2.38-2.38
– Update DK , µmix, Dc, using Eqs. 2.13,2.14
In the most general form, the values for Dij, DKi , αij and µ of the mixture should be
experimentally determined otherwise, estimating the initial concentrations, pressure,
temperature, Bo, L, µi, Mi, the expressions in 2.2.3 yield the results in Chapter
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Chapter 3
Experimental Desgin
To verify the model, experiments were undertaken at NIST using in situ gas analy-
sis. As the main focus of this paper is the numerical model, for full details see [13] and
an upcomming publication by the same group. The reactor is a horizontally-oriented
hot-walled impinging jet Synchronously Modulated Flow and Draw CVD reactor cf.
Fig.A-7. The cylinder under consideration has a length of L ' 0.25 m to the wafer
with a diameter of D ' 0.10 m. The pressure of the system is P∞ ' 1 torr ≈ 133 Pa
and the aluminum walls of the system are at 110 ◦C. The wafer chuck is externally
heated to 230 ◦C. The inflow water and TEMAH gas flow lines are heated to 110◦C
and 90◦C respectively. Two lines continuously deliver helium (He), and the other two
alternate between flowing He and the precursors. During purging, 75 sccm of He flow
through each of the four lines. To inject TEMAH into the reactor, fast-acting pneu-
matic valves divert He from one line into a heated bubbler at 75◦C for TTEMAH = 3 s.
The vapor pressure of TEMAH in the bubbler is approximatley 50 Pa at this tem-
perature. Afterward, the He flow is returned to its previous path, and the TEMAH
delivery line and the reactor are then purged for PTEMAH = 5 s. For water injection,
valves open the reactor to a room- temperature water vessel for TH2O = 100 ms while
momentarily stopping the flow of He through that line. The vapor pressure of water
in the vessel is 2.5 kPa; its flow into the reactor is limited to approximately 75 sccm
by a needle valve. Afterward, the water delivery line and the reactor are purged for
PH2O = 15 s. To gain optical access to the reactor, 0.05 m diameter windows are
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positioned on opposites sides of the reactor with the wafer chuck partially between
them. The windows are recessed so that the inner surfaces are inset only 0.0015 m to
0.005 m with respect to the interior walls of the reactor. The FTIR spectrometer used
in these experiments was a commercial instrument that was adapted for the purpose of
using external optics and timing electronics. This rapid-scan instrument (RS-10000,
Mattson Instruments) is based on a Michelson interferometer with a water-cooled
SiC source, cube-corner retroreflectors, a roller-bearing linear drive, and a Ge-on-
KBr beamsplitter. Data from an FTIR instrument were collected in the form of
interferograms, which are the measured intensity as a function of the position (retar-
dation) of the moving mirror as determined by laser fringes. A Norton-Beer medium
apodization function was applied before Fourier transforming the interferograms. A
transmittance spectrum T(ν), where ν is the frequency, was obtained from the ratio of
a transformed sample interferogram against a transformed background interferogram.
The absorbance spectrum A(ν) was obtained by the relationship A = log(T ).
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Chapter 4
Results & Discussion
In the following chapter, the results of the models presented in Sec.2.3.1 and
Sec.2.3.2 are discussed with their successes and short comings discussed constructively.
The model in Sec.2.3.2 is compared with experimental results from that discussed in
Chap.3. To start, the preliminary model presented in Eq.2.1 and Sec.2.3.1 resulted in
a successful model for predicted the influence of the magnitude of process parameters
on the changing concentration. The outflow rate was varied A = 0.1, 0.5, 1 in the 1D
flow front for a single species, reactive advective-diffusive.The flux due to a pressure
gradient was fixed Fp = 10, the diffusivity is D = 20 and reaction coefficient is k = 5.
The trial shown in Fig. A-3 shows that the outflow rate controls the maximum fill of
the chamber. The flux due to a pressure gradient was varied Fp = 100, 10, 0.5 in the 1D
flow front for a single species, reactive advective-diffusive. The outflow rate was fixed
A = 1, the diffusivity is D = 20 and reaction coefficient is k = 0.5. The trial shown in
Fig.A-4 shows the expected result that the Fp controls how fast the system will reach
its steady state. The reaction coefficient was varied k = 20, 10, 5 in the 1D flow front
for a single species, reactive advective-diffusive. The outflow rate was fixed at A = 1,
the flux due to a pressure gradient was fixed Fp = 10, and the diffusivity was D = 20.
The trial shown in Fig.A-5 shows that the reaction coefficient controls the maximum
fill of the system. The diffusion coefficient was varied D = 200, 20, 10 in the 1D flow
front for a single species, reactive advective-diffusive. The outflow rate was fixed at
A = 1, the flux due to a pressure gradient was fixed Fp = 10, and reaction coefficient
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was k = 0.5. The trial shown in Fig.A-6 shows that the diffusion coefficient controls
the how fast the system will reach its steady state. The advantage of the trial system
is the ability to probe the influence of above constants. The system is uncoupled and
linear that allows for standard numerical analysis on stability and accuracy. While
the solution found was unconditionally stable, understanding other algorithms could
use the same as a model system. It is also possible to solve the steady state solution
without numerical approximation. While the simulation was for a single species it
would be possible to extend it to two species by duplicating the governing equation
for each additional system and including as a constraint equation the sum total of
all concentrations must equal the total concentration. The disadvantage of the trial
system is that when it is extended to multiple species the coupling is not explicit.
The complete simulation of the process using the Dusty Gas model explicitly couples
the flux of all species. It has been proven to explain multiple gas flow behaviors
[14]. While in its present state, the model does not incorporate flux due to a thermal
gradient, the possibility for doing so is present. The current model is only solved in
1D. To extend to 3D noting the axial symmetry in the problem reduces that to 2D
would involve changing the grid and expressing the pressure in 2D. The boundary
conditions would need to be altered, that would lead to a more accurate model of the
surface gas reactions. The coupling that this model has over the preliminary model
introduces a nonlinearity. While it is common practice to analyze the stability of the
algorithm using linear analysis this does lose some information. The stability of the
algorithm used in Sec.2.2At varying times, the above graph shows the simulation of
the Thermal ALD process using the Dusty-Gas model in Sec.2.2 can be given by the
CFL condition,
∆τ ≤ 0.5∆ξ2.
The finite difference scheme used in space is not robust for sharp derivatives and leads
to oscillations with inlet gradients greater than∣∣∣∣xi,0 − xi,1∆ξ
∣∣∣∣ > 1.
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Using a finite volume scheme would smooth out the derivative. Other methods for
smoothing out the derivative, that used in the current work, include reducing the
coefficient β in the initial condition Eq.2.5 while decreasing δξ. By decreasing δξ, δτ is
decreased by the square that would increase computation time drastically. The results
for the present model are shown in Fig. A-8. The concentration of the carrier/purge
gas rising from xcarrier = 0.6 to xcarrier = 1 over the normalized length of the reactor
in a total time of t = 1.5 s. A comparison with experimental results over t = 2 s during
a purge cycle of water led to a parameter of A ≈ 1500 in Eq. 2.43 and k = 500 s−1.
This is shown in Fig. A-9. The large value of k is most likely due to assuming the
reaction is dependent on the concentration in the bulk, not the concentration in the
boundary layer above the wafer necessary for 1D modeling. There is a difference in
time scale that cannot be readily explained.
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Appendix A
Figures
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(a)
(b)
(c)
Figure A-1: A typical metal-oxide ALD process consists of depositing a metal-
precursor onto a substrate (a). Followed by the reaction of the metal precursor with
an oxidant (b). The result is a metal oxide in a single layer (c).
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i-½ i+½
ii-1 i+1
n
n+θ
n+1
x=0 x=1
Figure A-2: The grid shows what bounds along x the concentration is being evaluated
between and what value n+ θ the function is being evaluated at.
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A=1 A=0.5
A=0.1
Figure A-3: Varying the outflow rate A = 0.1, 0.5, 1 in the 1D flow front for a single
species, reactive advective-diffusive. Each graph shows the output for 9 fixed times
increasing to the steady-state solution, highlighted in red. The flux due to a pressure
gradient is fixed Fp = 10, the diffusivity is D = 20 and reaction coefficient is k = 5.
The figure shows that the outflow rate controls the maximum fill of the chamber.
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Fp=10Fp=100
Fp=0.5
Figure A-4: Varying the flux due to a pressure gradient Fp = 100, 10, 0.5 in the 1D
flow front for a single species, reactive advective-diffusive. Each graph shows the
output for 9 fixed times increasing to the steady-state solution, highlighted in red.
The outflow rate is fixed A = 1, the diffusivity is D = 20 and reaction coefficient is
k = 0.5. With the decreasing lines with increasing time, the figure shows the expected
result that the Fp controls how fast the system will reach its steady state.
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k=20 k=10
k=5
Figure A-5: Varying the reaction coefficient k = 20, 10, 5 in the 1D flow front for a
single species, reactive advective-diffusive. Each graph shows the output for 9 fixed
times increasing to the steady-state solution, highlighted in red. The outflow rate is
fixed at A = 1, the flux due to a pressure gradient is fixed Fp = 10, and the diffusivity
is D = 20. The figure shows that the reaction coefficient controls the maximum fill
of the system.
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D=200 D=20
D=10
Figure A-6: Varying the diffusion coefficient D = 200, 20, 10 in the 1D flow front for
a single species, reactive advective-diffusive. Each graph shows the output for 9 fixed
times increasing to the steady-state solution, highlighted in red. The outflow rate is
fixed at A = 1, the flux due to a pressure gradient is fixed Fp = 10, and reaction
coefficient is k = 0.5. The figure shows that the diffusion coefficient controls the how
fast the system will reach its steady state.
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Figure A-7: Experimental setup showing the in situ gas analysis reprinted with per-
mission from [13].
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Figure A-8: At varying times, the above graph shows the simulation of the Thermal
ALD process using the Dusty-Gas model in Sec. 2.2. The line in blue is the concen-
tration of the reactant dropping from xB = 0.4 to xB = 0 while the green line shows
the concentration of the carrier/purge gas rising from xcarrier = 0.6 to xcarrier = 1
over the normalized length of the reactor in a total of dimensionless time τ = 1.5
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Figure A-9: A comparison with experimental results over t = 2 s during a purge cycle
of water led to a parameter of A ≈ 1500 in Eq. 2.43 and k = 500 s−1. The large value
of k is most likely due to assuming the reaction is dependent on the concentration in
the bulk, not the concentration in the boundary layer above the wafer necessary for
1D modeling. There is a difference in time scale that cannot be readily explained.
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