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number of iterations, and this number is similar for the two of them. 
Concerning the third one, we can observe that its results are intermediate. 
In general, based on the results in Table 1, we may conclude that using 
the second hypothesis, the number of required iterations is about the 85% of 
that when using the first one. Also, the convergence is guaranteed in most of 
the cases. Thus, the computer program that implements this algorithm 
generates the initial subspace using the second hypothesis, and if conver- 
gence is not reached in a prescribed number of iterations, the process is 
interrupted and a new initial subspace is generated according to the fourth 
hypothesis. 
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ON THE GENERALIZED RICCATI 
EQUATION: EXPLICIT SOLUTIONS 
by ENRIQUE NAVARRO and LUCAS 
1. Zntroduction 
Boundary-value problems of the type 
JbDAR31 
$x(t)=A+BX(t)-X(t)C-X(t)DX(t), 
EX(b) - X(O)F = G, O,<t<b, (1.1) 
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where A, B, C, D, E, F, G, and X(t) are square complex matrices, have 
recently been studied in [4, 61, but solutions are given in terms of the block 
entries of the block partitioned matrix S(t) = (Sij(t)), defined by 
with the inconvenience that the entries Si j( t ) are not known in terms of data. 
The aim of this note is to present an explicit expression for solutions of the 
problem (1.1) in terms of solutions of algebraic Riccati equations whose 
coefficients are related to the problem. 
In order to find the explicit solution of the problem (1. l), we begin with 
the Cauchy problem associated to (1.1). Hence by considering the Cauchy 
condition X(0) = P,, where P,, is an arbitrary matrix in C nXn, we require that 
the solution X( t ) of the Cauchy problem satisfy the boundary-value condition 
of (1.1). So one gets that P,, must verify an algebraic Riccati equation. 
The problem of solving algebraic Riccati-type equations has been studied 
by many authors with different techniques; see for example [l, 3, 5, 8, 9, lo]. 
2. Boundary-Value Problems 
We begin this section with the Cauchy problem related to the differential 
equation of (1.1). 
LEMMA 1. Let us suppose that x is a solution of the algebraic 
A+BX-XC-XDX=O, (2.1) 
and let J be a neighborhood oft = 0 in the positive real line such that for all 
t E J, the matrix 
Z+ 
/ 
kxp( -vC,)Dexp(vB,)dvU, (2.2) 0 
is invertible, where 
U,=P,-x, B,=B-XD, C,=C+D% (2.3) 
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2X(t) = A + l?X(t) - X(t)C- x(t)oX(t), X(0) = I”, (2.4) 
is given by 
i 
-1 
X(t)=_%+exp(tBO)UO Z+Jkxp( -vC,)Dexp(vZ3,)dvU0 
1 
exp( -tC,), 
0 
t E J. (2.5) 
Sketch of the proof. Considering the change U(t) = X(t) - x, the prob- 
lem (2.4) is equivalent to the following one: 
$u(t) =B,U(t) -U(t)C,-u(t)zlU(t), U(O) = uo, (2.6) 
where B,, Co, and U, are given by (2.3). Now, let us consider the extended 
linear system 
Solving (2.7), it follows that 
Z(t)=exp(tB,)U, 
V(t) =exp(tC,) Z+Jkxp( -vCo)Dexp(v$)dvUo (2.8) 
0 
As V(0) = I, there exists a neighborhood J of t = 0 such that V(t) is invertible 
for all t in J [2]. Thus, if we define the matrix function U(t) = Z(t)[V(t)]-’ 
for t E _I, an easy computation yields (2.6); see [6, p. 181 for details. From [7], 
the solution is unique, and from (2.8), it is given by (2.5). W 
The next result is concerned with the problem (1.1) under the hypothesis 
of existence of a solution X of Equation (2.1). 
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THEOREM 2. Suppose that there exists a solution x of equation (2.1), 
and consider the matrices M, N, P, and Q defined by the expressions 
K=G-EX+XF. 
M= - Kexp(bC,,), Q=Fjolkxp[(b-u)Ca] Dexp(v$)dv, 
N=Eexp(b$)-K~bexp[(b-v)C,,]Dexp(vb,)du, P = Fexp( bC,). 
(2.9) 
Suppose that there exists a solution Y of the equation 
M+NX-XP-XQX=O (2.10) 
where M, N, P, Q are given by (2.9), such that for all t E [0, b], the matrix 
I + /ofexp( -UC,) D exp( uB,) dv Y is invertible. Then a solution of the prob- 
lem (1.1) is given by 
-1 
X(t)=x+exp(tB,)Y Z+/Lexp(-vC,)Dexp(r;Bo)dvY exp( -tC,). 
0 
(2.11) 
Now, we consider a class of examples for solving the boundary-value 
problem (l.l), by application of Theorem 2 and a particular way of solving 
the generalized Riccati equation (2.9)-(2.10). 
EXAMPLE 1. Let P, Q, M, and N be the coefficient matrices defined by 
(2.9), and let X be a solution of Equation (2.1). Let R and H be defined by 
the expressions 
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such that HR = R.lH, with 
where 1” is the Jordan canonical form of H. Let x be a solution of 
(2.9)-(2.10), let $, Co, and U, be defined by (2.3), and suppose that for all 
t E [0, b], the matrix 
R, + 
/ 
kxp( -&a) Dexp( u$) dvR, (2.12) 
0 
is invertible. Then a solution of the problem (1.1) is given by the expression 
X(t) = %+exp(tR,)R, R, 
i 
Xexp( -tC,). 
In fact, from the hypothesis (2.12), taking t = 0, it follows that R, is 
-1 
+ 
I 
kxp( -UC,) D exp( OR,) dv R 3 
0 
invertible. From [8], Y = R 3 R 1’ is a solution of Equations (2.9)-(2.10). Now 
the result is a consequence of Theorem 2. 
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