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Resumen
Los kd-trees [5] y los quad-trees [12] son estructuras de datos que sirven
para almacenar claves multidimensionales. Ambas son generalizaciones de
los más conocidos árboles binarios de búsqueda que almacenan claves unidi-
mensionales.
Tanto los kd-trees como los quad-trees permiten acceder a las claves que
almacenan mediante distintos modelos de búsqueda como pueden ser, entre
otras:
a) las búsquedas exactas que consisten en determinar si una clave dada está
o no almacenada en la estructura o,
b) las búsquedas por proximidad que consisten en determinar qué claves de
la estructura son cercanas o próximas a una clave dada, bajo una medida de
proximidad previamente determinada.
Ambas estructuras soportan también operaciones de actualización como
son las inserciones de nuevas claves o el borrado de claves ya existentes.
En general, la eficiencia de los algoritmos tanto de búsqueda como de ac-
tualización está directamente relacionada con la forma de los árboles en que
se realizan. Una manera de obtener un coste eficiente en promedio (esperado)
consiste en garantizar que los árboles se construyen con claves multidimen-
sionales generadas al azar de manera uniforme e independiente, a dichos
árboles se les conoce como árboles aleatorios.
Sin embargo, las aplicaciones que requieran de estructuras de datos multi-
dimensionales pueden ser muy diversas y no puede suponerse en general que
las claves cumplirán con las características de aleatoriedad mencionadas. Este
problema puede resolverse utilizando algoritmos de actualización aleatoriza-
dos, estos algoritmos preservan y producen árboles aleatorios a pesar de que
las claves no hayan sido generadas al azar.
Desafortunadamente, en el caso de árboles para claves multidimensio-
nales, no se conocen algoritmos aleatorizados de inserción eficientes (de coste
promedio logarítmico respecto al número de claves en el árbol) ni para kd-
trees de dimensión mayor a dos ni para quad-trees.
En el año 2006, Nicholas Broutin, Ketan Dalal, Luc Devroye, y Erin
McLeish propusieron, en su artículo titulado “The kd-treap” [19], un algorit-
mo aleatorizado de inserción de claves en kd-trees al que llamaron algoritmo
de inserción copy-based. En el mismo trabajo, los autores afirman que
el coste promedio de este algoritmo es de orden sublineal con respecto al
tamaño del árbol al que se aplica. Sin embargo, esta afirmación no ha podido
demostrarse formalmente.
En este trabajo se consigue demostrar que dicha afirmación es falsa me-
diante un análisis experimental del coste promedio del algoritmo de inser-
ción copy-based aplicado a kd-trees y a quad-trees aleatorios. Más aún,
se muestra que el coste promedio del algoritmo de inserción copy-based en
kd-trees y quad-trees es asintóticamente el mismo que el de reconstruir to-
talmente el subárbol afectado por la inserción, y por tanto es O(n log n) en
promedio, para subárboles de n claves [21].
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Resum
Els kd-trees [5] i els quad-trees [12] són estructures de dades que serveixen
per emmagatzemar claus multidimensionals. Totes dues són generalitzacions
dels més coneguts arbres binaris de cerca que emmagatzemen claus unidi-
mensionals.
Tant els kd-trees com els quad-trees permeten accedir a les claus que
emmagatzemen mitjançant diferents models de cerca com poden ser, entre
d’altres:
a) les cerques exactes que consisteixen en determinar si una clau donada es
troba o no emmagatzemada a l’estructura o,
b) les cerques per proximitat que consisteixen en determinar quines claus de
l’estructura són properes a una clau donada, sota una messura de proximitat
determinada prèviament.
Ambdues estructures suporten també operacions d’actualització com ara
les insercions de noves claus o l’esborrat de claus ja existents.
En general, l’eficiència dels algorismes tant de cerca com d’actualització
està directament relacionada amb la forma dels arbres en què es duen a
terme. Una manera d’obtenir un cost mitjà eficient consisteix a garantir que
els arbres es construeixen amb claus multidimensionals generades a l’atzar
de manera uniforme i independent; aquests arbres són coneguts com a arbres
aleatoris.
Tanmateix, les aplicacions que requereixen fer servir estructures de dades
multidimensionals poden ser molt diverses i no es pot suposar en general
que les claus compliran amb les característiques d’aleatorietat anteriorment
dites. Aquest problema es pot resoldre fent servir algorismes d’actualització
aleatoritzats, aquests algorismes preserven i produeixen arbres aleatoris tot
i que les claus no s’hagin pogut generar a l’atzar.
Malauradament, en el cas d’arbres per a claus multidimensionals, no es
coneixen algorismes aleatoritzats d’inserció eficients (de cost mitjà logarítmic
respecte del nombre de claus a l’arbre) ni per a kd-trees de dimensió més gran
que dos ni per a quad-trees.
L’any 2006, Nicholas Broutin, Ketan Dalal, Luc Devroye i Erin McLeish
van proposar, en el seu article titulat “The kd-treap” [19], un algorisme
aleatoritzat d’inserció de claus en kd-trees aleatoris anomenat algorisme d’in-
serció copy-based. Al mateix treball, els autors afirmen que el cost mitjà
d’aquest algorisme es d’ordre sublinial respecte de la talla de l’arbre sobre el
què s’aplica. Tot i així, aquesta afirmació no ha pogut demostrar-se formal-
ment.
En aquest treball s’aconsegueix demostrar que l’afirmació anterior es falsa
mitjançant una anàlisi experimental del cost mitjà de l’algorisme d’inserció
copy-based aplicat a kd-trees i a quad-trees aleatoris. A més, es mostra
que el cost mitjà de l’algorisme d’inserció copy-based aplicat a kd-trees i
quad-trees és asimptòticament el mateix que el de reconstruir totalment el
subarbre afectat per la inserció, i per tant és O(n log n) en mitjana, per a
subarbres de n claus [21].
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Abstract
The kd-trees [5] and quad-trees [12] are data structures for storing multi-
dimensional keys. They are both generalizations of the well known binary
search trees that handle the case of uni-dimensional keys.
Kd-trees and quad-trees support, both, several search models to access
the keys that they stored. Particular examples are:
a) exact match queries, queries that determine if a given key is or not stored
in the data structure,
b) associative or partial match queries that determine which keys in the struc-
ture are closer to or nearer to a given key (the query), under a predetermined
proximity or similarity measure.
These two data structures support also update operations such as the
insertion of a new key or the deletion of an existing one.
In general, the efficiency of the search and update algorithms is directly
related to the shape of the trees where they are performed. One way to get
an efficient average (expected) cost is to ensure that the trees are build with
uniform and independent randomly generated multidimensional keys. Such
trees are called randomly built trees or random trees.
However, one can’t assume in general that, the applications requiring
multi-dimensional data structures will uniquely involve keys with the men-
tioned random properties. This problem can be solved using randomized
update algorithms, algorithms that preserve and produce random trees even
if they hold keys that were not generated at random.
Unfortunately, there are not known efficient (with logarithmic expected
cost) randomized update algorithms neither for kd-trees of dimension greater
than two nor for quad-trees.
In 2006, Nicholas Broutin, Ketan Dalal, Luc Devroye, and Erin McLeish
suggested in their article entitled “The kd-treap” [19], a randomized insertion
algorithm for kd-trees: the copy-based insertion algorithm. In the same
paper, the authors argue that this algorithm is of sublinear (on the size of
the tree to wich it applies) expected cost. However, this assertion has’nt been
formally proved.
In this work we show that this statement is false by an experimental
analysis of the average cost of the copy-based insertion algorithm applied
to random kd-trees and quad-trees. Moreover, we show that the average
cost of the copy-based insertion algorithm on kd-trees and quad-trees is
asymptotically the same as a fully reconstruction of the subtree affected by
the insertion, and thus is O(n log n) on average, for subtrees of size n [21].
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Motivación Personal
En el momento de elegir el proyecto tuvo una gran importancia el haber
tenido la suerte de cursar la asignatura de Análisis y Diseño de Algoritmos
con la profesora Amalia Duch. Ella supo transmitir su entusiasmo hacia esta
disciplina y mantener mi interés a lo largo de todo el cuatrimestre en el que
cursé la asignatura, por lo que en el momento de elegir proyecto fin de carrera
fue a quién me dirigí, seguro de que tendría una propuesta interesante.
Me ofreció hacer un experimento con unas estructuras de datos1 hasta
el momento desconocidas por mi, los árboles multidimensionales, en concre-
to kd-trees y quad-trees. Árboles, nodos, claves y recursividad que tantos
problemas me habían dado en los primeros cursos en la Facultad para lograr
entenderlos y programarlos en asignaturas como Prácticas de Programación
volvían a aparecer al final de la carrera.
El proyecto incluía una buena parte de programación, había que imple-
mentar estructuras de datos, métodos para dotar de operaciones a esas es-
tructuras y programas de prueba para todo lo anterior.
Se trataba, pues, de ejecutar en un ordenador una idea que hasta el mo-
mento sólo se había plasmado de forma teórica en un papel: un nuevo al-
goritmo de inserción de claves en árboles multidimensionales. Debido a que
dicho algoritmo era difícil de analizar teóricamente, mi experimento debería
ser capaz de aportar suficientes datos empíricos que una vez analizados jus-
tificarían la eficiencia y ventajas de la nueva forma de inserción.
La palabra experimento atrajo mi atención y curiosidad por lo que acepté
la propuesta y este documento es el resultado de la mayor parte del traba-
jo realizado, ya que se tuvo que hacer una selección del material y docu-
mentación que, a lo largo de un año, se había recopilado, trabajado y desa-
rrollado.
Además, no hay que olvidar que uno de los mejores alicientes cuando
se hace un experimento es la posibilidad de descubrir algo, en este caso, al
profundizar en el conocimiento del algoritmo estudiado también se abría la
posibilidad, he de reconocer que remota, de aportar una idea que pudiera
mejorarlo en algún aspecto.
1Representación de un conjunto de datos que se completan con una serie de operaciones
permitidas sobre esos datos, las más usuales son crear la estructura, insertar un elemento,
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Las tecnologías de la información y la comunicación ofrecen actualmente
una serie de posibilidades impensables hace tan solo una década; casi cualquier
teléfono móvil es capaz de mantener una agenda con fotografías de los con-
tactos a los que se puede acceder mediante instrucciones dadas con la voz.
La dirección ha pasado de ser una simple colección de caracteres a ser un en-
lace con enormes bases de datos que permiten localizar la calle en un mapa,
indicar una ruta desde dónde se encuentra el teléfono e incluso el transporte
público que pueda hacernos llegar a ese destino.
Esta gran cantidad de información ha de ser gestionada de manera rápida
y eficiente mediante índices implementados con estructuras de datos que
faciliten la gestión y acceso a esa información. Los árboles multidimensionales
son una de esas estructuras, utilizados en aplicaciones relacionadas con bases
de datos en las que se necesita responder a diferentes tipos de preguntas: las
que buscan un elemento que coincide exactamente con la pregunta, las que
buscan los elementos que son parecidos al de la pregunta, las que preguntan
por los elementos más próximos o cercanos, las que buscan elementos que
cumplan más de una condición y otras similares.
En este proyecto se estudian dos tipos de árboles multidimensionales, los
árboles binarios de búsqueda multidimensionales o kd-trees [9] y los árboles
cuaternarios o quad-trees [11], y en concreto el método de inserción de ele-
mentos en este tipo de árboles propuesto por Nicholas Broutin, Ketan Dalal,
Luc Devroye y Erin McLeish en 2006 llamado copy-based [19].
El algoritmo copy-based se aplica a árboles multidimensionales aleatorios,
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1. Introducción
árboles equivalentes a los generados a partir de claves provenientes de una
distribución de probabilidad uniforme, y preserva su aleatoriedad.
Este algoritmo es difícil de analizar de manera teórica, por lo que el
proyecto medirá su eficiencia esperada mediante experimentación. Los valores
medidos al utilizar el algoritmo de inserción copy-based en la inserción de un
nodo en un árbol aleatorio serán comparados con los valores obtenidos al
realizar la reconstrucción completa de la parte del árbol que queda afectada
por la inserción.
El resultado obtenido es que, asintóticamente, ambos procedimientos son
iguales, es decir, ambos algoritmos tienen costes esperados proporcionales. A
pesar de la ligera ventaja del algoritmo copy-based, las estructuras añadidas
a cada elemento del árbol, la complicación del algoritmo, así como el mayor
requerimiento de memoria contra la sencillez y menores requerimientos de la
reconstrucción hacen que quede anulada esa escasa ventaja.
A continuación se describe cómo se ha organizado este trabajo. El proyec-
to empieza dando un panorama preliminar de los temas principales requeridos
para su desarrollo en el Capítulo 2. Para ello se recuerdan brevemente la no-
tación asintótica y el coste o complejidad como instrumento de medida de
la eficiencia de los algoritmos (Sección 2.1). A continuación se describen los
árboles en general, se recuerda el vocabulario y las definiciones relacionadas
con árboles, se comenta la visión recursiva de este tipo abstracto de datos y se
muestra la manera de implementar un árbol genérico para aclarar conceptos
y tener un esquema de la estructura de datos árbol, todo ello en la Sección
2.2.
La primera implementación realizada en este trabajo, utilizando princi-
palmente métodos recursivos, son los árboles binarios en la Sección 2.3, esta
será la base sobre la que se construirán el resto de árboles multidimensio-
nales. Además, como práctica y para mostrar que es posible tratar árboles
sin utilizar recursión, se han implementado tres recorridos de los elementos
que componen un árbol de manera iterativa utilizando una pila. También,
dado que más adelante será necesario incorporar una cola de prioridad, se ha
implementado un recorrido de los elementos por niveles que utiliza una cola.
A continuación, en la Sección 2.4, se repasan los árboles binarios de
búsqueda. Empiezan a aparecer comentarios sobre el coste asintótico de los
algoritmos de las operaciones de inserción, búsqueda y borrado de un nodo
y de la importancia de mantener el árbol equilibrado.
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En la Sección 2.5 sigue un breve comentario sobre treaps, concepto que se
aplicará a los árboles multidimensionales para completarlos. A continuación
se presentan los árboles aleatorios, se explica la necesidad de mantener los
árboles equilibrados para conservar la eficiencia de la estructura, el objetivo
es evitar que los árboles degeneren en una lista al insertar y borrar elementos
repetidamente, todo ello en la Sección 2.6.
El capítulo acaba presentando, en la Sección 2.7, otra estructura de datos
utilizada en el experimento: es la cola de prioridad que será necesaria en la
aplicación del algoritmo copy-based y a la que se dedican unas líneas para
comprender su funcionamiento.
Si el lector tiene nociones claras de los árboles que se han comentado en
los párrafos anteriores y que, como ya se ha dicho son tratados en el Capítulo
2, puede pasar directamente a la parte principal del proyecto, que empieza
en el Capítulo 3.
Los árboles binarios de búsqueda están definidos para claves de una di-
mensión, pero se pueden extender fácilmente a árboles con claves multidimen-
sionales. Desde el punto de vista geométrico estas claves representan un punto
en un espacio multidimensional de la misma dimensión que la clave. Siguiendo
este criterio, se modifican las clases y los métodos implementados para árboles
binarios para construir kd-trees y relaxed kd-trees de cualquier dimensión y
quad-trees bidimensionales. Estos árboles y sus principales características se
presentan en los Capítulos 3 y 4.
En el Capítulo 5, se obtienen los llamados kd-treaps y quad-treaps que son
implementados y probados. Falta todavía un detalle para poder aplicar el al-
goritmo de inserción copy-based, hay que dotar a los kd-treaps y quad-treaps
de una característica más que, basándose en la interpretación geométrica de
las claves, será la que determine si es necesaria o no la reorganización del
subárbol afectado por la inserción. Una vez el nuevo elemento colocado en
su lugar en el árbol original, queda por tratar el subárbol que ocupaba esa
posición y que ha sido desplazado por el nuevo nodo. El hecho de poder
reinsertar en el árbol original este subárbol, sin hacerle ninguna operación
adicional para que continúe cumpliendo las propiedades del tipo de árbol de
que se trate, es lo que supone la base de la eficiencia del algoritmo copy-based
y su posible ventaja respecto a la inserción por reconstrucción ya que esta
última debe reorganizar el citado subárbol en todos los casos.
Una vez completa la estructura, en el Capítulo 6 se diseñan, implementan
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y prueban los métodos que compondrán el algoritmo de inserción copy-based
a la vez que se desarrolla y se prueba el código para la inserción por recons-
trucción del subárbol ya mencionado. Los valores medidos al tratar ese sub-
árbol con uno y otro algoritmo de inserción aportará los datos para poder
comparar la eficiencia de la inserción copy-based respecto a la inserción apli-
cando reconstrucción. Aunque el método basado únicamente en experimentos
es incompleto en el mundo del análisis de algoritmos, la experimentación tiene
algunas ventajas. Por una parte obliga a implementar los algoritmos lo que
favorece su estudio al tener que entenderlos paso a paso, por otra, aporta un
nivel de detalle que puede desvelar características que de otro modo pasarían
desapercibidas.
Más adelante, en el mismo capítulo, llega el momento de diseñar los
experimentos, crear las clases auxiliares capaces de calcular variables estadís-
ticas, determinar los valores con los que se iniciará y los que pondrán fin a ca-
da experimento, colocar los puntos de control en los métodos que intervienen
en la inserción copy-based y en los métodos implicados en la reconstrucción
y guardar las lecturas de los indicadores medidos que la ejecución repetida
de la inserción de un nodo en un kd-treap de una dimensión determinada o
en un quad-treap bidimensional vaya dando.
Finalmente, el Capítulo 8 resume las contribuciones principales de este
proyecto. En él, a partir del análisis de los valores de los indicadores obtenidos
en las diferentes ejecuciones del experimento, se comprueba que, si bien el
algoritmo de inserción copy-based es algo más rápido en cuanto a tiempo de
ejecución que el de reconstrucción, ambos algoritmos de inserción tienen el
mismo coste asintótico en promedio y por tanto su eficiencia es asintótica-
mente equivalente.
Las estructuras de datos, los programas de prueba de esas estructuras
y los experimentos hechos en este proyecto se han implementado en JAVA
PLATFORM STANDARD EDITION DEVELOPMENT KIT 6.0 v010 de-




En este capítulo se da un pequeño repaso a la notación asintótica y al coste
o complejidad como instrumento de medida de la eficiencia de los algoritmos
(Sección 2.1), se presenta la estructura de datos árbol y se definen conceptos
relacionados con árboles; términos como nodo, raíz, padre, altura, hijo, que
aparecerán a lo largo de todos los capítulos, son presentados y estudiadas sus
características.
Los árboles genéricos son los que se definen en primer lugar, a conti-
nuación los árboles binarios fijarán las bases sobre las que se describirán e
implementarán los árboles binarios de búsqueda. Una generalización de és-
tos dará origen a los kd-trees, árboles binarios multidimensionales, y a los
quad-trees de los que sólo se estudiarán los quad-trees bidimensionales. Estos
dos últimos tipos de árboles son comentados ampliamente, implementados y
probados, ya que, con algunas modificaciones que se verán en los Capítulos 3
y 5, son las estructuras de datos a las que se aplicará el algoritmo de inserción
copy-based para determinar su coste.
Para finalizar se explican dos estructuras de datos que también serán
necesarias para poder aplicar la inserción copy-based, se trata de los treaps
y las colas de prioridad.
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2.1. Acerca del análisis de algoritmos 2. Preliminares
2.1. Acerca del análisis de algoritmos
En esta sección se comentan muy brevemente las notaciones asintóticas
y algunas nociones básicas de análisis de algoritmos que se mencionan con
frecuencia a lo largo del proyecto, sin embargo para un tratamiento formal y
para profundizar en el tema se remite al lector al libro “Estructuras de Datos
en Java” de Mark Allen Weiss, Capítulo 5, páginas 103 a 135 [1].
Una de las herramientas para el análisis teórico de algoritmos es el análisis
asintótico del coste respecto al tiempo de ejecución o calidad de la solución
expresadas mediante la notación matemática O (O grande), Ω (omega) y Θ
(zita).
El objetivo del análisis asintótico es poder hacer afirmaciones absolutas
sobre la eficiencia de un algoritmo, afirmaciones que sean independientes,
por ejemplo, del lenguaje de programación y del ordenador utilizado, además
elimina el comportamiento confuso de pequeños valores y muestra claramente
el crecimiento del tiempo de ejecución [8].
De manera informal:
O(g) es el conjunto de funciones f que asintóticamente, es decir, para
valores suficientemente grandes, crecen como mucho de manera pro-
porcional a la función g. Puede decirse que la tasa de crecimiento de
la función g es una cota superior para las tasas de crecimiento de las
funciones f .
El conjunto de funciones Θ(g) está formado por las funciones que asin-
tóticamente crecen de manera básicamente proporcional a la función
g. Por este motivo cuando f ∈ Θ(g) se dice que f y g son del mismo
orden de crecimiento, o bien el crecimiento asintótico de las funciones
f es similar al de la función g.
Ω(g) es el conjunto de funciones que asintóticamente crecen más despa-
cio que la función g. Por eso, si f ∈ Ω(g) se dice que f es de orden
inferior a g. La tasa de crecimiento de la función g puede verse en
este caso como una cota inferior para las tasas de crecimiento de las
funciones f .
Las notaciones matemáticas anteriores se utilizan para calcular el coste de
los algoritmos que, normalmente, se expresa en función del tamaño o medida
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|x| del problema a resolver x. Esta noción de tamaño normalmente tiene una
definición natural para cada problema en concreto, por ejemplo el tamaño
del problema de inserción de un elemento en un árbol se identifica con el
número de elementos que forman el árbol.
Además, hay que tener en cuenta que el tiempo de ejecución de un mismo
problema de un tamaño determinado depende de la entrada x, no tendrá
el mismo coste insertar un elemento en un árbol equilibrado, Figura 2.8,
que insertarlo en un árbol del mismo tamaño que el anterior pero que ha
degenerado en una lista, por este motivo se define el coste o complejidad de
un algoritmo en tres casos distintos [8]:
El caso peor: es del mismo orden de crecimiento (Θ) que el máximo de
los valores obtenidos al procesar cada una de las entradas. El coste en
el caso peor da unos límites claros y simplifica el análisis eliminando la
necesidad de suposiciones acerca de los datos. El resultado es fácil de
comunicar y razonablemente bien entendido, así como independiente
de la máquina, sin embargo hay algunos inconvenientes [20]:
1. El rango de valores para los que el comportamiento asintótico es
claro puede que incluya únicamente valores que están más allá de
cualquier aplicación concebible.
2. El comportamiento en el caso peor está restringido a un pequeño
subconjunto de datos que probablemente no son en absoluto los
datos que se encontrarán en la práctica.
El caso medio o promedio: si se asigna una probabilidad a cada elemento
de entrada x de tamaño n, el coste en el caso promedio será del mismo
orden de crecimiento (Θ) que el sumatorio del tiempo empleado por el
algoritmo en procesar cada una de las entradas TA(x) multiplicado por






El caso mejor: definido de manera análoga al coste en el caso peor, solo
que en este caso se toma el mínimo. No se utiliza demasiado ya que
normalmente aporta poca información.
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2.2. Árboles genéricos
Un árbol enraizado (o con raíz) es una estructura de datos formada por un
conjunto de nodos (elementos) y un conjunto de aristas que conectan pares de
nodos [1, pág. 147]. Un árbol, Figura 2.1, tiene las siguientes características:
Un nodo es distinguido como la raíz del árbol.
A cada nodo c del árbol, exceptuando la raíz, le llega una arista desde
otro nodo p llamado padre de c. Decimos que c es hijo de p. Un árbol
con N nodos debe tener N - 1 aristas, ya que a cada nodo menos a la
raíz le llega una arista.
Hay sólo un camino desde la raíz a cada nodo, el número de aristas que
deben atravesarse es la longitud del camino.
El nodo raíz es A.
Los hijos de A son B, C, D
y E. Los nodos que tienen
el mismo padre son her-
manos.
Como A es la raíz no tiene
padre; todos los demás no-
dos tienen padre, por ejem-
plo el padre de G es D.
Los nodos que no tienen hi-
jos se llaman hojas. Los no-
dos C, E, F, H e I son las
hojas de este árbol.
La longitud del camino de
A a I es 3 y la del camino
de A a A es 0. Figura 2.1: Un árbol genérico.
En un árbol se definen:
Profundidad de un nodo es la longitud del camino que va desde la raíz hasta
ese nodo. La profundidad de la raíz es siempre 0.
Altura de un nodo es la longitud del camino que va desde el nodo hasta
la hoja más profunda bajo él. La altura de un árbol se define como la
altura de su raíz. La altura del árbol de la Figura 2.1 es 3.
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Tamaño de un nodo es el número de descendientes que tiene incluyendo el
nodo. El tamaño del nodo G es 3. El tamaño de un árbol se define como
el tamaño de su raíz.
Una manera alternativa de ver los árboles es considerar cada uno de sus
nodos como la raíz del subárbol formado por esa raíz y los hijos de ese nodo,
y cada uno de esos hijos como la raíz del árbol formado por uno de los hijos
como raíz y los hijos de sus hijos y así sucesivamente. Esta visión hace que
las operaciones con árboles se puedan diseñar con algoritmos recursivos lo
que las hace más simples.
Figura 2.2: Un árbol de forma recursiva.
En el árbol de la Figura 2.2 se han marcado con triángulos los diferentes
subárboles. A su vez cada uno de estos subárboles puede ser visto como un
árbol. Por ejemplo el subárbol de más a la izquierda tiene por raíz B y un
nodo hoja F. Además, el nodo F es la raíz del subárbol formado únicamente
por F y que tiene todos sus subárboles vacíos.
Definido de manera recursiva un árbol:
o bien es un árbol vacío (no tiene ningún nodo),
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o bien tiene una raíz conectada con cero o más subárboles que pueden
ser a su vez vacíos.
Una forma de implementar el árbol sería teniendo en cada nodo, además
de los datos, un puntero a cada uno de sus hijos. Pero como el número de
hijos puede variar mucho y no se puede conocer esta cantidad de antemano,
la idea de conectar directamente cada nodo con sus hijos es poco afortunada
debido a la gran cantidad de espacio necesario y desaprovechado.
Una solución es tener los hijos de cada nodo en una lista enlazada de
nodos. Así cada nodo necesita guardar dos referencias, una a su hijo más a la
izquierda, es decir, al nodo que inicia su lista de hijos y otra a su hermano de
la derecha, que es el hermano que le sigue en la lista de hijos de su nodo padre.
Esta implementación recibe el nombre de primer hijo/siguiente hermano [1,
pág. 437].
Figura 2.3: Representación primer hijo/siguiente hermano del árbol de la Figura
2.1.
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2.3. Árboles binarios
Un árbol binario es un árbol en el que cualquiera de sus nodos puede
tener como máximo dos hijos. Para diferenciar cada uno de los dos posibles
subárboles se les llama subárbol o hijo izquierdo y subárbol o hijo derecho.
Un árbol binario definido de manera recursiva es:
o bien un árbol vacío,
o bien consta de una raíz, un subárbol izquierdo y un subárbol derecho,
estos subárboles izquierdo y derecho son, a su vez, árboles binarios.
Figura 2.4: Un árbol binario.
El proyecto incluye una implementación de árbol binario por ser la base
sobre la que se van a desarrollar el resto de estructuras tratadas, además de
ser un buen punto de partida para familiarizarse con la recursividad en el
desarrollo de rutinas de tratamiento de árboles. En esta implementación cada
nodo contiene, además de la clave, dos punteros, uno a su hijo izquierdo y el
otro a su hijo derecho, como se muestra en la Figura 2.5. La representación
de un árbol vacío es un puntero a null.
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Figura 2.5: Esquema de la representación de un árbol binario.
El objeto árbol binario se ha implementado en la clase ArbolBinario.java,
en ella se incluyen las operaciones y recorridos de todos los nodos del ár-
bol más habituales con árboles binarios. La representación de un nodo y la
implementación de las operaciones sobre el nodo se han hecho en la clase
NodoArbolBinario.java.
Por supuesto no es estrictamente necesario usar la recursión para im-
plementar los métodos que tratan árboles, y para mostrar cómo es posible
hacerlo, tres de los recorridos se han implementado también de manera ite-
rativa en los métodos: imprimirPreOrdenIter, imprimirInOrdenIter e imprimir-
PostOrdenIter, que utilizan como estructura auxiliar una pila. Otro recorrido
implementado sin recursión es imprimirNiveles, en este recorrido por niveles,
los nodos se visitan de arriba a abajo y de izquierda a derecha, de manera
que en el nivel cero tendremos solamente un nodo, la raíz, en el nivel uno
tendremos un máximo de dos nodos, los hijos de la raíz, que se visitarán,
como se ha dicho primero el de la izquierda y después el de la derecha, en
el siguiente nivel nos encontraremos hasta cuatro nodos, y así sucesivamente
hasta el nivel más profundo del árbol, que se corresponde con los nodos hoja,
que es el que se recorre en último lugar; la estructura auxiliar utilizada en
este caso es una cola.
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La utilidad para el proyecto de los recorridos del árbol iterativos es que
los métodos combinan el tratamiento del árbol con otra estructura de datos,
una pila en los tres primeros recorridos y una cola en imprimirNiveles. Como
se verá más adelante al implementar el algoritmo de inserción copy-based y
el de inserción por reconstrucción también será necesario combinar una cola
de prioridad con los kd-trees y quad-trees.
El código de las clases anteriores y los métodos de las operaciones junto
con un programa de prueba se incluye en el CD que acompaña al proyecto.
2.4. Árboles binarios de búsqueda
Por lo general un elemento en una estructura de datos se busca por su
clave. Estas claves, sean del tipo que sean, un valor entero, un valor real,
un carácter o un string de caracteres, para poderse almacenar en un árbol
binario de búsqueda han de poderse ordenar linealmente; dicho de otro modo,
debe haber una relación de orden entre las claves que defina si una clave es
mayor, igual o menor que otra clave dada, resumiendo deben ser comparables
entre ellas.
Un árbol binario de búsqueda, Figura 2.6, es un árbol binario en el que
todos sus nodos contienen elementos identificados por su clave y que cumple
para cada nodo X del árbol:
1. Los valores de todas las claves de su subárbol izquierdo son menores
que la clave de X.
2. Los valores de todas las claves de su subárbol derecho son mayores que
la clave de X.
De manera más formal y utilizando la recursión, un árbol binario T , con
hijo izquierdo Thi e hijo derecho Thd:
1. Si T es vacío, T es un árbol binario de búsqueda.
2. Si T es un árbol binario no vacío, es un árbol binario de búsqueda si y
solo si:
a) Si Thi es un árbol binario de búsqueda y Thd también lo es.
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b) Dado un nodo X de T , el valor de las claves de su hijo izquierdo
son menores que la clave de X y el valor de las claves de su hijo
derecho son mayores que la clave de X.
Las definiciones anteriores implican que los valores de las claves quedan
ordenados de menor a mayor haciendo un recorrido en inorden (hijo izquier-
do→raíz→hijo derecho) del árbol; además supone que no hay claves repetidas
en el árbol, aunque los algoritmos pueden extenderse fácilmente para permitir
construir el árbol binario de búsqueda con claves repetidas.
Figura 2.6: Un árbol binario de búsqueda. Figura 2.7: No es árbol binario de búsqueda.
El proyecto incluye una implementación de los árboles binarios de búsque-
da que utiliza dos clases:
ABB.java es la representación del objeto árbol binario de búsqueda, su
único atributo es una referencia al nodo raíz del árbol, una referencia
a null representa un árbol vacío. Las operaciones definidas son las que
se describen a continuación:
buscarNodo retorna el nodo del árbol binario de búsqueda con
valor de clave igual a un valor dado.
insertarNodo que inserta un nuevo nodo en el árbol.
buscarNodoMin que retorna el nodo del árbol binario de búsqueda
que tiene el valor de clave más pequeño.
buscarNodoMax retorna el nodo con valor de clave más grande.
borrarNodoMin borra del árbol el nodo con valor de clave más
pequeño.
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borrarNodoMax borra el nodo del árbol binario de búsqueda con
valor de clave más grande.
borrarNodo borra el nodo del árbol con valor de clave igual a un
valor de clave dado.
NodoABB.java es la representación de un nodo del árbol binario de búsque-
da, como se ha explicado, el árbol binario de búsqueda se representa
como un puntero a su nodo raíz, por lo que una gran parte de las
operaciones no son más que operaciones con los nodos raíz de los sub-
árboles que se tratan en cada llamada recursiva al método, por tanto
las operaciones definidas en esta clase serán las mismas que para el
árbol completo.
La explicación detallada de las dos clases, sus métodos y su pseudocódigo
se puede consultar en el Apéndice A. El código Java de las clases anteriores
y los métodos de las operaciones junto con un programa de prueba se incluye
en el CD que acompaña al proyecto.
El coste de los operaciones implementadas está relacionado con la altura
del árbol que depende, por un lado del número de nodos del árbol y, por otro,
de su distribución en el árbol binario de búsqueda.
En consecuencia, si un árbol, Figura 2.8, está bien equilibrado o ba-
lanceado, es decir, la altura de su subárbol izquierdo es como máximo dife-
rente en una unidad a la altura de su subárbol derecho, el coste de las ope-
raciones vistas será logarítmico; en particular, para árboles de n elementos
será del orden de O(log n); ya que en cada llamada recursiva se descartará
uno de sus dos subárboles. En el caso peor, por el contrario, si el árbol ha
degenerado en una lista (todos sus nodos están en el camino a recorrer hasta
llegar al nodo de mayor profundidad) será necesario recorrer todos los nodos
hasta llegar al de mayor profundidad y el coste será lineal, del orden de O(n).
Por lo tanto, es muy conveniente mantener el árbol bien equilibrado a
medida que se van realizando operaciones de inserción y borrado.
Aunque puede parecer que la operación borrar tiende a desequilibrar el
árbol porque siempre sustituye el nodo eliminado por un nodo del subárbol
derecho, el principal problema de desequilibrio se plantea al insertar una
secuencia de nodos ordenados por valor de clave, ya que el árbol resultante
es una lista enlazada y por tanto, el caso peor.
Para mantener el árbol binario de búsqueda equilibrado existen diversos
37
2.5. Treaps 2. Preliminares
Figura 2.8: A la izquierda un árbol binario de búsqueda equilibrado. El de la
derecha no es equilibrado.
algoritmos que permiten búsquedas más rápidas a cambio de inserciones y
borrados más lentos. El primer tipo de árbol binario de búsqueda bien equi-
librado fué el árbol AVL que debe su nombre a sus autores Adelson-Velskii y
Landis [1, pág. 484].
En este trabajo, el equilibrio de los árboles binarios de búsqueda construi-
dos se basa en la distribución uniforme de los valores de las claves aleatorias
generadas que garantiza un coste promedio del orden de O(log n) en las
operaciones insertar, borrar y buscar un nodo. Sin embargo, si se combinan
varias inserciones y borrados se destruye el equilibrio del árbol [6, pág. 4].
2.5. Treaps
Los treaps son árboles muy sencillos, propuestos por Aragon y Seidel
[18], que utilizan en su construcción números aleatorios. Únicamente se da
una descripción general de este tipo de árboles y no se han implementado
específicamente en el proyecto, la razón de dedicarles esta sección es que
forman parte de la implementación de los relaxed kd-treaps y quad-treaps que
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se verán en el Capítulo 5.
Los treaps son árboles binarios de búsqueda que cumplen lo siguiente:
1. Cada nodo en el árbol contiene una clave, los dos punteros a los hi-
jos izquierdo y derecho y una prioridad que se asigna aleatoriamente
cuando se crea el nodo.
2. Las prioridades de los nodos cumplen que la prioridad de cualquier
nodo es mayor o igual que la prioridad de su nodo padre, por tanto el
nodo con menor prioridad debe estar en la raíz.
Como consecuencia de la asignación aleatoria de la prioridad a cada nodo,
un treap de tamaño n se forma en base a las n! posibles ordenaciones de las
prioridades.
Figura 2.9: Un treap.
Insertar un nodo en un treap es fácil, después de que el nodo se coloque
en el treap como un nodo hoja, se hacen rotaciones para “hacerlo flotar”
hasta que se cumpla el orden de prioridades. El pseudocódigo que permite
implementar la inserción en un treap puede ser consultado en [2, pág. 482].
El coste en el caso promedio de cualquier inserción en el treap es del orden
de O(log n).
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Borrar un nodo en el treap tiene dos partes, la primera es localizar el
nodo que se quiere borrar, una vez localizado, se incrementa su prioridad a
∞ y haciendo rotaciones “hay que hundirlo” a través del camino de los hijos
de menor prioridad. Una vez es un nodo hoja, puede ser borrado [2, pág.
482].
La búsqueda se realiza de la misma manera que en un árbol binario de
búsqueda, ya que no interviene la prioridad.
2.6. Árboles aleatorios
En muchas aplicaciones en las que se utilizan árboles binarios de búsque-
da, es deseable mantenerlos equilibrados para tener garantías con respecto a
la eficiencia de operaciones cómo búsqueda, inserción y borrado de nodos.
En esta sección se exponen diferentes formas de construir árboles equili-
brados, unas se basan en el conocimiento previo de los datos que se deben
incluir como clave de los nodos, otras incluyen condiciones específicas para el
equilibrio y otras se basan en la distribución aleatoria uniforme de las claves.
Una vez construido el árbol, las operaciones de actualización se deben rea-
lizar de manera que el árbol se mantenga equilibrado, evitando que degenere
en una lista. Para conseguirlo los algoritmos de inserción y borrado han de
incluir condiciones específicas para comprobar el equilibrio después de cada
actualización o bien han de ser capaces de mantener la distribución aleatoria
de las claves que forman el nuevo árbol.
Árboles binarios aleatorios
Los árboles binarios aleatorios son aquellos en los que cada uno de sus
nodos tienen la misma probabilidad de ser la raíz del árbol y además sus
subárboles izquierdo y derecho son a su vez árboles aleatorios[6]. Generali-
zando la definición anterior, como se verá en los Capítulos 3 y 4, los árboles
de dimensión k, construidos con claves formadas por tuplas aleatorias de la
misma dimensión y uniformemente distribuidas en el espacio [0, 1]k son ár-
boles construidos aleatoriamente o, dicho de otro modo para abreviar, árboles
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aleatorios1.
Según la definición anterior para dimensión k = 1, un árbol binario de
búsqueda de tamaño n es aleatorio si dadas n claves diferentes, las n! per-
mutaciones posibles de las claves al ser insertadas en el árbol ocurren con
igual probabilidad como se muestra en la Figura 2.10.
Figura 2.10: Un árbol binario de búsqueda de tamaño 3 es aleatorio si todas
las posibles combinaciones del orden de inserción de las claves ocurren con igual
probabilidad.
Que un árbol binario de tamaño n sea aleatorio implica que el coste en el
caso promedio para las operaciones, insertar, borrar y buscar sea del orden
de O(log n) [9].
Desafortunadamente, no siempre el árbol conserva la aleatoriedad con la
que fue construido, por ejemplo, cuando las claves que han de ser insertadas
están ordenadas o casi ordenadas por el valor de las claves, o cuando se rea-
lizan una serie de operaciones de inserción y borrado que no tienen en cuenta
preservar la aleatoriedad [13]. Por lo tanto, después de sucesivas actualiza-
ciones, para que el árbol conserve la eficiencia esperada, podría ser necesario
reconstruirlo completamente [6].
1En inglés: random tree.
41
2.6. Árboles aleatorios 2. Preliminares
Para resolver este problema se plantean las siguientes posibilidades:
Suponiendo que los datos que se deben incluir como clave de los nodos
son conocidos de antemano se puede organizar el orden en que las claves
van a ser insertadas para conseguir árboles perfectamente equilibrados,
con lo que queda garantizado el coste logarítmico en las operaciones de
actualización y búsqueda.
Queda claro que esta alternativa no será válida cuando sean necesarias
operaciones de actualización (inserciones y borrados) de los datos que
contiene el árbol, ya que, en este caso, sería necesaria la reconstrucción
del árbol completo.
Por tanto, esta solución no es aceptable a no ser que las actualizaciones
sean muy escasas y que la mayoría de los datos sean conocidos antes
de construir el árbol.
Incluir condiciones específicas para el equilibrado de los árboles. Cual-
quier operación de actualización comprueba si los criterios predefinidos
de equilibrado se mantienen después de la inserción o el borrado de un
elemento, si la condición de equilibrio no se cumple, se realizan una
serie de complejas operaciones de reorganización del árbol.
Esta solución aporta búsquedas y actualizaciones eficientes, y en al-
gunos casos evita que se obtengan las condiciones de caso peor; sin
embargo sacrifica la simplicidad de los métodos de actualización de los
árboles y puede resultar poco práctica en entornos con gran cantidad
de inserciones y borrados.
El uso de la aleatorización para producir algoritmos sencillos y robus-
tos, ya que la aleatorización garantiza que el rendimiento esperado no
dependa de suposiciones acerca de los datos de entrada [2, pág. 395]. Un
árbol aleatorizado será aquel en que los algoritmos de inserción y borra-
do que se utilizan producen un árbol aleatorio, con lo que la estructura
(forma) del árbol se independiza de los datos de entrada.
La aleatorización ha sido aplicada con buenos resultados por Aragon y
Seidel [18] y por Martínez y Roura [17].
Aragon y Seidel proponen asignar una prioridad aleatoria elegida de
una distribución uniforme a cada nodo del árbol, el árbol binario se
construye de la misma forma que se ha visto en la Sección 2.4 con la
restricción adicional de que ningún nodo A puede tener un subárbol
que contenga un nodo B con prioridad menor que la prioridad de A,
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es decir, el árbol debe respetar el orden de prioridades por ser además
un treap, según se ha visto en la Sección 2.5.
Martínez y Roura proponen construir árboles binarios de búsqueda
usando algoritmos de actualización aleatorizados que garantizan que
siempre se obtendrán árboles aleatorios, independientemente del orden
de las inserciones y borrados y de los datos presentes en el árbol. La
idea principal es permitir inserciones y borrados en zonas del árbol
diferentes a las hojas, de manera que el árbol resultante sea un árbol
binario de búsqueda aleatorio, como consecuencia, el rendimiento en el
caso promedio de cada operación permanece independiente del orden en
que se realizan las actualizaciones ya que solo depende de las elecciones
aleatorias realizadas por los algoritmos aleatorizados2.
2.7. Cola de prioridad
Si bien los programas construidos en este proyecto utilizan la cola de
prioridad implementada por el lenguaje Java SE Development Kit (JDK),
Versión 6, en este capítulo se dan las ideas generales para entender el fun-
cionamiento de esta estructura de datos. Los detalles sobre la implementación
pueden consultarse en [1, pag.553].
Una cola de prioridad es una estructura de datos, en la que cada elemento
tiene una prioridad asociada, que sólo permite el acceso al elemento mínimo.
Las operaciones principales son: construir una cola de prioridad vacía, insertar
un elemento, buscar el elemento con prioridad mínima (o máxima pero no
ambas) y borrar el elemento con prioridad mínima (o máxima pero no ambas).
La primera idea para implementar una cola de prioridad podría ser utilizar
una lista ordenada de menor a mayor. Este orden supone que el acceso al
elemento mínimo es constante ya que siempre será el primero de la lista; sin
embargo este mismo orden obliga a insertar un nuevo elemento en el lugar
que le corresponde de la lista y en el caso peor habrá que recorrer toda la lista
por lo que el coste puede ser lineal en el caso peor y en el caso promedio. Este
comportamiento hace necesario buscar una estructura de datos que mejore
el coste de la inserción.
Una estructura que proporciona tiempos de acceso logarítmicos es el árbol
2Randomized algorithms.
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Figura 2.11: A la izquierda un árbol binario completo. El de la derecha NO es
completo.
binario de búsqueda, pero no tiene un buen comportamiento en el caso peor
y los algoritmos para mantener el árbol equilibrado pueden ser complicados
y difíciles de implementar, además, en el caso peor el coste de la búsqueda
y el borrado del elemento con prioridad más pequeña es del orden de Θ(h),
donde h es la altura del árbol, para árboles binarios de búsqueda de n nodos,
h tomará valores del orden de entre Θ(log n) y Θ(n).
La mejor implementación que se puede obtener es una que combine el
coste de acceder al elemento de menor prioridad de la lista ordenada y el coste
logarítmico del árbol binario de búsqueda en las operaciones de inserción y
borrado, para ello se define la estructura de datos llamada heap o montículo.
Antes de definir el heap es necesaria otra definición:
Árbol binario completo: Un árbol binario de tamaño n es completo si:
Su altura es Θ(log n).
Todos sus niveles están llenos, es decir no hay “huecos” en el árbol,
excepto en el último nivel.
En el último nivel todos los nodos quedan lo más a la izquierda
posible y los “huecos” lo más a la derecha.
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Figura 2.12: Un heap o montículo binario.
La Figura 2.11 muestra un árbol completo y uno que no lo es.
Visto el árbol binario completo, un heap o montículo binario es un árbol
binario completo en el que la prioridad asociada a cada nodo es menor o igual
que la prioridad asociada a los nodos de cada uno de sus dos subárboles.
Dependiendo del orden de las prioridades se distingue min-heap en el caso
de la definición dada y max-heap cuando la mayor prioridad está en la raíz
y las prioridades de los hijos son menores [1, pag.556].
Un heap de tamaño n, por su definición, tiene altura máxima, h = [log n],
ya que tendrá entre 2h (cuando sólo haya un nodo en el último nivel) y
2(h+1) − 1(cuando el árbol tenga todos los nodos del último nivel), lo que
asegurará coste logarítmico de las operaciones en el caso peor.
Para implementar un árbol de este tipo no se necesitan referencias a los
hijos izquierdo y derecho ya que el heap se puede representar, según muestra
la Figura 2.12, con un vector de tamaño n+1, siendo n el número de nodos del
heap, que almacene sus nodos recorridos por niveles de la siguiente manera:
Se coloca la raíz en la posición 1 del vector, dejando la posición 0, si el
lenguaje de programación la incluye, sin utilizar.
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Dependiendo del lenguaje de programación, se necesita un entero que
indique el número de elementos del vector.
Cualquier elemento del vector situado en la posición i, siendo i ∈ {1..n},
tendrá su hijo izquierdo en la posición 2i. Si esa cantidad sobrepasa
el número de elementos del árbol, n, entonces ese nodo no tiene hijo
izquierdo.
El hijo derecho se encuentra en la posición contigua, es decir en la
posición 2i + 1. Si esa cantidad sobrepasa el número de elementos del
árbol, n, entonces ese nodo no tiene hijo derecho.
Para acabar, el padre del nodo que ocupa la posición i, se encuentra en
la posición i/2 siempre que esa cantidad sea mayor que 0. Para el caso
de la raíz, ésta se encuentra en la posición i = 1 del vector, por lo que
no tiene padre ya que i/2 = 0.
Con lo visto hasta ahora, un heap es una manera sencilla de implementar
una cola de prioridad. Ofrece coste constante para acceder al elemento mí-
nimo (operación buscar el elemento con prioridad mínima), simplemente hay
que acceder a la posición 1 del vector.
La operación borrar mínimo, mostrada en la Figura 2.13, elimina la raíz
del árbol, la operación consta de 2 pasos:
1. Se elimina la raíz, con lo que se crea un “hueco” en el lugar de la raíz,
para ocupar este hueco, la única opción sin perder la forma de árbol
completo es utilizar el nodo más a la derecha del último nivel.
2. Es posible que la nueva raíz no cumpla con la propiedad de orden,
por lo que hay que “hundir” su clave hasta su posición correcta. Para
hacerlo se intercambia con el hijo de menor prioridad siempre que esta
prioridad sea menor que la de la raíz y así de manera recursiva para
todos los subárboles.
La operación insertar un elemento, mostrada en la Figura 2.14, consta
también de 2 pasos:
1. Para asegurar que la estructura del heap se mantiene, el único lugar
para poder insertar un nuevo nodo es lo más a la izquierda posible del
último nivel.
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Figura 2.13: Borra el mínimo en un heap.
2. Seguramente el nodo insertado no cumpla la propiedad de orden, hay
que “hacerlo flotar” hasta su posición correcta intercambiándolo con su
nodo padre si la prioridad del padre es mayor y repitiendo el proceso
de manera recursiva para todos los subárboles. Cuando la prioridad del
padre sea menor que la del nodo a insertar o el nodo a insertar haya
llegado a la raíz del árbol, el nuevo nodo estará en el lugar correcto.
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Los kd-trees son una generalización de los árboles binarios de búsqueda
que permiten manejar elementos con claves de más de una dimensión. Esta
estructura de datos presenta el inconveniente de tener algoritmos de actuali-
zación un tanto complicados, por lo que se incorporará un nuevo elemento a la
clave de los kd-trees, el discriminante, para simplificar de manera notable los
algoritmos de inserción y borrado. El nuevo tipo de árbol binario de búsqueda
multidimensional así conseguido recibe el nombre de relaxed kd-tree.
Por otra parte, es necesario garantizar la eficiencia de la estructura evi-
tando que sucesivas operaciones de inserción y borrado hagan degenerar la
forma del árbol, por lo que se recurrirá a la aleatorización para construir
relaxed kd-trees aleatorios.
3.1. Conceptos básicos
Los kd-trees tienen como clave un registro multidimensional, es decir,
cada clave multidimensional x está formada por k valores de claves unidi-
mensionales, siendo k la dimensión del espacio:
x = (x1, x2, ..., xk)
Esta clave multidimensional puede ser vista como un punto del espacio de
k dimensiones y cada componente unidimensional, xj, como la coordenada
49
3.1. Conceptos básicos 3. Kd-trees
j-ésima del punto. En este proyecto y sin pérdida de generalidad, el espacio
unidimensional para todas las claves es el intervalo real [0..1]; por tanto el
espacio multidimensional considerado será el hipercubo [0..1]k.
El kd-tree, propuesto por J. Bentley en 1975 [9] y posteriormente recomen-
dado por S. Omohundro [10] en 1987 en un estudio de posibles técnicas para
incrementar la velocidad de aprendizaje de redes neuronales, es una mejora
respecto al quad-tree (presentado en la siguiente sección) porque reduce el
factor de ramificación de cada nodo y las necesidades de espacio [12, pág.
48].
Un kd-tree, árbol binario de búsqueda de k dimensiones o árbol binario
multidimensional para un conjunto de claves de k dimensiones es un árbol
binario de búsqueda que cumple lo siguiente:
1. Cada nodo tiene como clave multidimensional un vector de tamaño k
que contiene los valores de las k claves unidimensionales y tiene asocia-
do un discriminante con valor entero entre 1 y k.
2. Para cada nodo con clave multidimensional x y discriminante j se
cumple que cualquier nodo del subárbol izquierdo con clave multidi-
mensional y cumple que su j-ésima componente es menor que la j-
ésima componente de x, es decir (yj < xj). Para el subárbol derecho se
cumple que la j-ésima componente de la clave multidimensional z de
cualquier nodo de este subárbol es mayor que la j-ésima componente
de la clave x, es decir (zj > xj).
3. La raíz del kd-tree tiene profundidad 0 y discriminante 1. Cualquier
nodo a una profundidad p tiene discriminante de valor: (p mod k) + 1.
La Figura 3.1 muestra un kd-tree en un espacio de dos dimensiones,
(k = 2), las claves bidimensionales x que representan un punto en el plano,
están formadas por dos claves unidimensionales (x1, x2). Cada una de estas
claves tiene asignado un valor de discriminante, que se calcula a partir de la
profundidad del nodo.
El discriminante de la raíz es 1, por tanto en el subárbol izquierdo estarán
todas las claves bidimensionales cuya primera componente cumpla x1 < 0.5;
de manera análoga en el subárbol derecho estarán las claves que cumplan
x1 > 0.5.
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Figura 3.1: Un árbol binario de búsqueda de 2 dimensiones ó 2d-tree.
El discriminante de la raíz del subárbol izquierdo, (0.3, 0.4), es 2, luego
será la segunda componente de la clave la que discrimine a cual de sus hi-
jos, izquierdo o derecho, corresponden las claves de sus hijos, así, en su hijo
izquierdo estarán todos los nodos con valores de clave cuya segunda com-
ponente cumpla x2 < 0.4 y además x1 < 0.5 (discriminado por el padre de
(0.3, 0.4)); a su vez en el hijo derecho estarán los nodos con claves tales que
x2 > 0.4 y además x1 < 0.5 y así sucesivamente.
Desde el punto de vista geométrico, cada nodo del 2d-tree hace una par-
tición del plano en dos “subplanos” según la recta perpendicular al eje de-
terminada por la componente que indica el discriminante del nodo. En la
Figura 3.2 todos los puntos en el “subplano” de la izquierda corresponden al
subárbol izquierdo del nodo raíz, que discrimina según el eje X, del árbol de
la Figura 3.1 y los que quedan a la derecha son los de su subárbol derecho.
Del mismo modo, para un 3d-tree tendremos un espacio cúbico de k = 3,
particionado por planos perpendiculares a la dimensión correspondiente al
discriminante. En el caso de una sola dimensión, k = 1, estaremos sobre una
recta, en este caso, el 1d-tree no es más que un árbol binario de búsqueda.
En general, para valores de k > 3 tendremos particiones del hiperespacio de
dimensión k según el hiperplano determinado por el discriminante de cada
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Figura 3.2: Particiones del plano debidas a las claves del kd-tree de la Figura 3.1.
clave multidimensional1
Los kd-trees son frecuentemente utilizados en bases de datos para satis-
facer consultas que incluyan valores de varios campos. Una consulta típica
puede ser por ejemplo obtener todos los registros de personas que tengan en-
tre 24 y 49 años y que cobren anualmente entre 40.000 y 70.000 euros. Otra
de las aplicaciones es la de representar un conjunto de puntos y la consulta
más frecuente sobre este conjunto es la de localizar el punto o puntos más
cercanos a uno dado. Esta consulta se conoce con el nombre de búsqueda del
vecino más cercano2[5].
3.2. Relaxed kd-trees
A diferencia de un árbol binario de búsqueda, no todos los subárboles de
un kd-tree son a su vez kd-trees. Por ejemplo, aunque el árbol de la Figura
3.1 es un kd-tree, sus subárboles izquierdo y derecho no lo son. La razón está
1Algunos autores hacen la observación que si un nodo no tiene hijos no es necesario el
hiperplano de partición [5].
2Del inglés: Nearest Neighbour Search.
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en que en un kd-tree de 2 dimensiones, el discriminante de la raíz es 1, y por
tanto es la primera componente de la clave la que discrimina, mientras que si
consideramos los subárboles izquierdo y derecho como árboles es la segunda.
La condición de cálculo cíclico del discriminante en los kd-trees implica
unas operaciones de actualización muy laboriosas que incluso llegan a forzar
la completa reconstrucción del árbol para garantizar que el discriminante de
cada nodo es el correcto a no ser que la actualización se localice en las hojas.
Para ilustrarlo, se puede tomar como ejemplo la Figura A.5, una vez borrado
el nodo con valor de clave 7, los nodos con clave 8 y 9 han cambiado de nivel
en el árbol, por lo que si se tratara de un kd-tree sería necesario recalcular
el discriminante de ambos nodos y seguramente también reorganizar los dos
subárboles afectados.
Evitar la complicación del cálculo del discriminante y disponer de ope-
raciones de actualización sencillas no solo en las hojas, sino también en
cualquier lugar del kd-tree sin que sea necesario reorganizar el árbol com-
pleto es el motivo por el que se incluyen en el proyecto los relaxed kd-trees.
Los relaxed kd-trees, árboles binarios de búsqueda de k dimensiones rela-
jados o simplemente r-kd-trees, propuestos por A. Duch, V. Estivill-Castro
y C. Martínez en 1998 [6, pág. 6] cumplen el objetivo del párrafo anterior.
Estos árboles son kd-trees en los que cada nodo almacena explícitamente
su discriminante y la secuencia de discriminantes desde la raíz del árbol a
cualquiera de sus hojas es arbitraria.
Más formalmente, un relaxed kd-tree para un conjunto de claves k-dimensio-
nales es un árbol binario que cumple lo siguiente:
1. Cada nodo contiene una clave de dimensión k y tiene asociado un dis-
criminante j ∈ {1, 2, . . . , k}.
2. Para cada nodo con clave x y discriminante j cualquier nodo de su
subárbol izquierdo con clave y cumple yj < xj y cualquier nodo de su
subárbol derecho con clave z cumple zj > xj.
La Figura 3.3 es un relaxed kd-tree de dos dimensiones en el que cada
nodo contiene su correspondiente par [clave, discriminante]; en la Figura 3.4
se muestra la partición del espacio de genera. Recordar que un relaxed kd-tree
de una dimensión, es decir un relaxed 1d-tree, es un árbol binario de búsqueda
y que si el mismo conjunto de claves es introducido en orden diferente resulta
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Figura 3.3: Un relaxed 2d-tree.
un relaxed kd-tree diferente. También resulta un árbol diferente si para el
mismo orden de entrada de claves se eligen diferentes discriminantes.
En la implementación del relaxed kd-tree hecha en el proyecto, partiendo
de la base de los árboles binarios de búsqueda, la clave es una tupla de
claves unidimensionales con valores en el intervalo real [0..1], por lo que se
ha utilizado un vector de tamaño igual a la dimensión k del espacio para su
implementación.
Además se ha añadido a cada nodo un parámetro entero que guardará
el valor del discriminante que se elige de manera aleatoria en el interva-
lo {0, 1, . . . , (k − 1)} en el momento de crear el nuevo nodo. El motivo de
empezar en 0 y no en 1 es para no desaprovechar espacio en memoria, ya
que Java tiene valores de índices para los vectores empezando en 0 hasta
(longitud del vector − 1) y dejar la componente 0 sin usar para cada nodo
de los que componen el árbol podría significar un espacio considerable en
árboles de gran tamaño.
Se mantienen los dos punteros uno al hijo izquierdo y otro al hijo derecho;
en la Figura 3.5 se muestra este esquema de implementación.
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Figura 3.4: Plano con las particiones correspondientes al relaxed kd-tree de la
Figura 3.3.
La implementación se ha hecho utilizando dos clases:
Kdtree.java es la representación del objeto relaxed kd-tree e incluye las
operaciones:
buscarNodo retorna el nodo del relaxed kd-tree con valor de clave
multidimensional igual a un valor multidimensional dado.
insertarNodo que inserta un nuevo nodo en el relaxed kd-tree.
borrarNodo borra del relaxed kd-tree el nodo con valor de clave
multidimensional igual al valor de clave multidimensional dado en
el caso en que el nodo sea un nodo hoja o solo tenga un hijo. Si el
nodo a borrar tiene dos hijos se marca como borrado sin eliminarlo
realmente del árbol.
NodoKdtree.java es la representación de un nodo del relaxed kd-tree, las
operaciones de esta clase son las mismas operaciones que se han descrito
para el árbol completo; esto es así ya que la implementación considera
el relaxed kd-tree completo como un puntero a su nodo raíz.
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Figura 3.5: Esquema de implementación de un relaxed kd-tree.
La explicación detallada de las dos clases, sus métodos y su pseudocódigo
se puede consultar en el Apéndice A. El código Java junto con un programa
de prueba se incluye en el CD que acompaña al proyecto.
3.3. Kd-trees aleatorios
Que un kd-tree de tamaño n sea aleatorio, implica que el coste en el caso
promedio para las operaciones, insertar, borrar y buscar sea del orden de
O(log n) [9]. Desafortunadamente, no siempre un kd-tree conserva la aleato-
riedad con la que fue construido, como se vio en la Sección 2.6 para árboles
binarios en general.
Una solución al problema, suponiendo que los datos que se deben incluir
como clave k-dimensional de los nodos son conocidos de antemano, la aportan
los kd-trees optimizados3 propuestos por Bentley[9], o la elección de una clave
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Otra solución es incluir condiciones específicas para el equilibrado de los
kd-trees, como en los kd-trees mejorados por reorganizaciones locales4 [16],
en los kd-trees balanceados dinámicamente5 [15] y en los kd-trees divididos6
[14]. Si los criterios de equilibrado no se mantienen después de cualquier
operación de actualización se realizan una serie de complejas operaciones de
reorganización del árbol.
Una tercera solución, que es la que se aplicará en este proyecto, es el uso de
la aleatorización para garantizar, con algoritmos sencillos, que el rendimiento
esperado de los kd-trees no dependa de suposiciones acerca de los datos de
entrada. Concretamente se añadirá a cada nodo una prioridad aleatoria, con
lo que el kd-tree cumplirá además las condiciones para ser un treap según
se ha visto en la Sección 2.5 siguiendo la propuesta de Aragon y Seidel [18]
comentada en la Sección 2.6.
Esta tercera solución permite definir un árbol binario aleatorizado de di-
mensión k, para abreviar kd-tree aleatorizado7 [6] como un tipo de árbol
binario de dimensión k que:
1. Admite cualquier secuencia de operaciones de actualización, inserciones
y borrados, preservando la aleatoriedad del árbol.
2. No necesita ningún tipo de prepoceso de los datos.
3. Es eficiente en operaciones de búsqueda por clave y preguntas asocia-
tivas.








Los quad-trees son un tipo de árbol multidimensional propuestos por R.
Finkel y J. Bentley en 1974 [11]. Lo que les diferencia de los kd-trees es el
número de hijos que puede tener cada nodo dependiendo de la dimensión del
árbol, lo que implica, tomando la interpretación geométrica de las claves, una
forma diferente de dividir el espacio.
4.1. Conceptos básicos
En su interpretación geométrica, los quad-trees particionan el espacio
subdividiéndolo recursivamente en hipercuadrantes o regiones. El número de
regiones definidas por cada nodo, y por tanto el número de hijos permiti-
do, dependen de la dimensión del quad-tree, de modo que en un árbol de
dimensión 2 cada nodo divide el espacio en 4 cuadrantes, en un árbol tridi-
mensional cada nodo establece una partición de 8 octantes, en general, para
k dimensiones, cada nodo establecerá una partición de 2k hyper-cuadrantes.
En el proyecto se han implementado los quad-trees o árboles cuaternarios
de puntos de 2 dimensiones [12, pág. 48], aunque este proyecto se refiera a
ellos, en adelante, como quad-trees.
Un quad-tree bidimensional cumple que:
1. Cada nodo tiene como clave un vector de 2 elementos y un máximo
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de cuatro hijos denominados SW, NW, NE y SE según su situación
geográfica en el plano.
SW → SurOeste (SouthWest)
NW → NorOeste (NorthWest)
NE → NordEste (NorthEast)
SE → SudEste (SouthEast)
2. Para cada nodo con clave de dos dimensiones x = (x1, x2) se cumple
que:
Cualquier nodo con clave ysw = (ysw1, ysw2) del subárbol SW de
x cumple que ysw1 < x1 y ysw2 < x2.
Cualquier nodo con clave ynw = (ynw1, ynw2) del subárbol NW de
x cumple que ynw1 < x1 y ynw2 > x2.
Cualquier nodo con clave yne = (yne1, yne2) del subárbol NE de x
cumple que yne1 > x1 y yne2 > x2.
Cualquier nodo con clave yse = (yse1, yse2) del subárbol SE de x
cumple que yse1 > x1 y yse2 < x2.
Figura 4.1: Un quad-tree de 2 dimensiones.
La Figura 4.1 muestra un quad-tree bidimensional, las claves de cada uno
de sus nodos representa un punto en el plano [0, 1]2. El número de cuadrantes
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en que cada nodo divide el plano es 4, uno por cada uno de sus posibles hijos,
así en la rama SW estarán los nodos que cumplan que la primera componente
es menor que 0.5 y la segunda componente es menor que 0.6, a su vez en la
rama NE estarán los nodos que cumplen que su primera componente es mayor
que 0.5 y su segunda componente es mayor que 0.6. Para las otras dos ramas,
NW y SE la distribución de nodos en el árbol cumplirá las condiciones que
se han especificado en el párrafo anterior.
La distribución de claves en el árbol se cumple recursivamente en todos
los subárboles que lo forman de manera que las claves de los nodos más
profundos cumplen las condiciones de orden del camino que hay que recorrer
desde la raíz hasta cada una de ellas; así el nodo de clave (0.35, 0.72) cumple
que 0.35 > 0.25 > 0.1 < 0.5 y 0.72 < 0.85 > 0.7 > 0.6.
En la Figura 4.2 la raíz del quad-tree de la Figura 4.1, divide el plano
inicial en 4 cuadrantes, a su vez cada raíz de cada uno de sus subárboles
divide su cuadrante en cuatro subcuadrantes de manera recursiva.
Figura 4.2: Plano con las particiones de los cuadrantes SW, NW, NE y SE del
quad-tree de la Figura 4.1.
De igual manera que para los kd-trees, el orden en que los nodos son
introducidos en el árbol determina la forma del árbol y por tanto la partición
del espacio resultante.
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Se ha hecho una implementación de los quad-trees de dos dimensiones par-
tiendo de la base de los árboles binarios de búsqueda. La clave está formada
por una tupla de dos claves unidimensionales con valores en el intervalo real
[0..1]; su implementación se ha hecho utilizando un vector de tamaño igual
a la dimensión k del espacio, en este caso 2, que por razón del lenguaje de
programación utilizado tendrá índices 0 para la primera componente y 1 para
la segunda.
Son necesarios cuatro punteros, ya que como se ha explicado antes, cada
nodo puede tener hasta 22 hijos, SW, NW, NE y SE; en la Figura 4.3 se
muestra el esquema de la implementación.
Figura 4.3: Esquema de implementación de un quad-tree de dimensión k = 2.
El programa utiliza dos clases:
Quadtree.java es la representación del objeto quad-tree, las operaciones
implementadas son:
buscarNodo retorna el nodo del quad-tree con valor de clave de dos
dimensiones (x1, x2) igual a un valor (y1, y2) dado.
insertarNodo que inserta un nuevo nodo en el quad-tree.
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borrarNodo borra del quad-tree el nodo que tiene un valor de clave
(x1, x2) igual a un valor (y1, y2) dado, solamente en el caso en
que el nodo sea un nodo hoja o solo tenga un hijo. Si el nodo a
borrar tiene más de un hijo se marca como borrado sin eliminarlo
realmente del árbol.
NodoQuadtree.java representa un nodo del quad-tree. Las operaciones son
las mismas que se han descrito para el árbol completo ya que el quad-
tree se identifica por su nodo raíz.
La explicación detallada de las dos clases, sus métodos y su pseudocódigo
se puede consultar en el Apéndice A. El código Java junto con un programa
de prueba se incluye en el CD que acompaña al proyecto.
4.2. Quad-trees aleatorios
Ya se ha visto en la Sección 2.6 primero para árboles binarios y en la
Sección 3.3 para kd-trees posteriormente, que el coste en el caso promedio
para las operaciones, insertar, borrar y buscar aumenta si el árbol pierde
la aleatoriedad con la que fue construido. Los quad-trees no escapan a este
hecho y varios autores han aportado soluciones a este problema.
La primera solución, suponiendo que los datos que se deben incluir como
clave k-dimensional de los nodos son conocidos de antemano, la aportan
Finkel y Bentley que definen el quad-tree optimizado1 [11] y [12, pág. 52].
La segunda solución es el uso de la aleatorización adaptada a las carac-
terísticas de los quad-trees según la propuesta de Aragon y Seidel [18].
Esta solución permite definir un árbol cuaternario aleatorizado de dimen-
sión k, para abreviar quad-tree aleatorizado2, de manera similar a como se
hizo para los kd-trees aleatorizados en la Sección 3.3, como un tipo de árbol
cuaternario de dimensión k que:
1. Admite cualquier secuencia de operaciones de actualización, inserciones
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2. No necesita ningún tipo de prepoceso de los datos.





En este Capítulo se entra de lleno en una de las partes principales del
proyecto, la implementación del algoritmo de inserción copy-based propuesto
por Nicholas Broutin, Luc Devroye, Ketan Dalal y Erin McLeish [19]. Para
empezar se van a realizar una serie de modificaciones en los parámetros que
componen la estructura del nodo de los kd-trees y quad-trees vistos en los
Capítulos 3 y 4.
Estas modificaciones conseguirán, de una parte, kd-trees y quad-trees
aleatorizados siguiendo la propuesta de Aragon y Seidel [18] que se comentó
en la Sección 2.6 y, de otra, poder aplicar el algoritmo de inserción copy-based.
Una vez modificados los nodos de los kd-trees y los quad-trees, se presenta
detalladamente el algoritmo de inserción copy-based y se implementa por
separado para los dos tipos de árbol.
5.1. Kd-treaps y quad-treaps
El algoritmo copy-based es un algoritmo aleatorizado que requiere modi-
ficaciones en los relaxed kd-trees, vistos en la Sección 3.2 y en los quad-trees
del Capítulo 4 a los que se aplicará. Estas modificaciones son comunes para
los dos tipos de árboles y consisten en:
1. Para conseguir árboles aleatorizados, se añade a cada nodo una prio-
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ridad aleatoria real en el intervalo [0..1]. Una vez asignada, el árbol se
construye de manera que ningún nodo del relaxed kd-tree o del quad-
tree tenga un subárbol que contenga un nodo con menor prioridad que
su nodo padre, es decir, el árbol debe respetar el orden de prioridades
por ser además un treap, según se ha visto en la Sección 2.5, para
formar las estructuras de datos que se podrían llamar relaxed kd-treaps
y quad-treaps ilustrados en las Figuras 5.1 y 5.2.
2. Como datos auxiliares que necesita el algoritmo de inserción copy-
based, a cada nodo se le añade también un “cuadro o caja delimitadora”,
aunque se conservará en adelante la denominación en inglés “bounding
box”, nombre con el que también se ha realizado la implementación.
Figura 5.1: Un relaxed 2d-treap.
Para mostrar en que consisten las bounding boxes que, como se ha dicho,
se deben añadir tanto a relaxed kd-treaps como a quad-treaps, y simplificar
los ejemplos, las explicaciones se harán tomando como base los relaxed kd-
treaps de dimensión 2.
En el Capítulo 3 se ha visto la partición del plano que hace un relaxed
2d-tree desde el punto de vista geométrico; la partición, producida en este
caso por el árbol la Figura 5.1, se muestra en la Figura 5.3.
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Figura 5.2: Un quad-treap.
Cada una de las claves de los nodos del árbol, consideradas como un punto
en el plano, están delimitadas por un plano, este plano que incluye el punto
que representa la clave del nodo, es el que se denomina “caja delimitadora”
o bounding box, de manera que a cada nodo se le puede asignar su bounding
box. Si se considera, por ejemplo, la inserción en un relaxed 2d-treap vacío
del nodo con clave (0.5, 0.6) y discriminante d1 = 1, al ser el primero, y por
ahora el único punto en el árbol, en su representación como punto sobre el
plano la bounding box que tiene asociada será el plano [0, 1]2 completo.
La bounding box en este proyecto se va a implementar considerando las
coordenadas de 4 puntos, un par formado por los dos puntos más cercanos
al origen de coordenadas, al que se llamará bbLow, en el ejemplo el punto
(0.0, 0.0), y el par de puntos más alejados del origen, al que se denominará
bbUp, en el ejemplo (1.0, 1.0), quedando así determinada la bounding box del
punto (0.5, 0.6).
Insertando el siguiente nodo, el de clave (0.2, 0.8) y d2 = 1, el punto
queda ubicado en el “subplano” a la izquierda de la recta perpendicular al
eje X en el punto (0.5) que es el valor de la coordenada de la clave de la raíz
señalada por d1; su bounding box será por tanto, para bbLow(0.0, 0.0) y para
bbUp(0.5, 1.0).
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Figura 5.3: Partición del plano producido por el relaxed 2d-treap de la Figura 5.1.
Un tercer ejemplo para determinar gráficamente la bounding box del nodo
con clave (0.8, 0.2) y d6 = 2 que valdrá bbLow = (0.6, 0.0) y bbUp = (1.0, 1.0).
El proceso completo para determinar las bounding boxes correspondientes
a los nodos del árbol de la Figura 5.1 se muestra gráficamente en las Figuras
5.4 y 5.5.
Una vez explicado en qué consisten las bounding boxes, habrá que en-
contrar un método para calcular sus 4 puntos sin necesidad de recurrir a la
representación gráfica, para ello, observando la relación entre las bounding
boxes del nodo padre y las de sus hijos directos del ejemplo anterior, se tiene
que:
El nodo raíz del relaxed 2d-treap, con clave (0.5, 0.6) y discriminante
d1 = 1, siempre tendrá como bounding box la determinada por los
puntos (0.0, 0.0) y (1.0, 1.0).
El hijo izquierdo de la raíz, en el ejemplo (0.2, 0.8) y discriminante
d2 = 1, tendrá bounding box (0.0, 0.0) y (0.5, 1.0), dónde el valor (0.5)
corresponde a la componente d1 de la clave del nodo raíz que es la que
determina la partición del plano en este caso perpendicular al eje X. En
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Figura 5.4: Cálculo de las bounding boxes del relaxed kd-treap de la Figura 5.1.
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Figura 5.5: Cálculo de las bounding boxes del relaxed kd-treap de la Figura 5.1,
(cont.).
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caso que d1 tuviera valor 2, la bounding box seria (0.0, 0.0) y (1.0, 0.6),
dónde la coordenada (0.6) correspondería a la componente d1 (ahora
con valor 2) de la clave del nodo raíz que es la que determina la recta
perpendicular al eje (en este caso el eje Y ).
El nodo hijo derecho de la raíz, en el ejemplo (0.6, 0.3) con discriminante
d3 = 1, tendrá bounding box (0.5, 0.0) y (1.0, 1.0), en este caso, la
componente d1 de la clave de la raíz, (0.5) delimita la caja que incluye
al nodo ahora por la parte izquierda.
Para cualquier nodo en el árbol, se puede calcular su bounding box
tomando inicialmente la bounding box de su nodo padre y sustituyendo
la coordenada adecuada por el valor de la componente de la clave del
padre indicada por el discriminante del padre según se ha descrito en
los dos pasos anteriores.
La Figura 5.6 muestra con marcas los atributos de cada nodo, bounding
box, clave y discriminante, que intervienen en el cálculo de las bounding
boxes.
Figura 5.6: Cálculo de las bounding boxes del relaxed kd-treap de la Figura 5.1 a
partir de los valores de bounding box del nodo padre.
En quad-treaps bidimensionales se puede aplicar de manera similar a
como se ha visto para los relaxed kd-treaps el concepto de bounding box,
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simplemente hay que tener en cuenta que cada nodo tendrá ahora un máximo
de cuatro hijos y el cálculo de las bounding boxes de cada uno de esos hijos a
partir de la bounding box del padre se hará de manera diferente. La Figura
5.7 muestra la lógica que sigue el cálculo de las bounding boxes para los
nodos de un quad-treap de dimensión 2.
Figura 5.7: Cálculo de las bounding boxes de un quad-treap a partir de los valores
del nodo padre.
5.2. Algoritmo de inserción copy-based
Una vez expuestas las modificaciones necesarias en los atributos que com-
ponen un nodo de un relaxed kd-treap o de un quad-treap, se está en situación
de abordar el algoritmo de inserción copy-based, sin embargo, antes es con-
veniente recordar que los objetivos que se persiguen son:
Conseguir un árbol, relaxed kd-treap o quad-treap con bounding boxes,
aleatorio sin que sucesivas operaciones de inserción hagan perder al
árbol su condición de aleatorio, y
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El algoritmo debe resultar eficiente, ya que la operación insertar uti-
lizando copy-based debe ser ventajosa respecto a la reconstrucción com-
pleta del subárbol afectado por la inserción.
La inserción copy-based intenta reducir el número de nodos procesados por
el algoritmo utilizando las bounding boxes de la siguiente manera:
1. Cuando se inserta un nuevo nodo en un árbol, la inserción se inicia
comparando la prioridad del nuevo nodo con la prioridad del nodo
raíz. Si el orden de prioridades es correcto, es decir, la prioridad del
nodo a insertar es más grande o igual que la de la raíz, se continúa
realizando la inserción del nodo de la forma en que se muestra en el
Apéndice A, método insertar para los relaxed kd-treaps y el método
correspondiente del mismo nombre para los quad-treaps, hasta que el
orden de prioridades no se cumple.
2. En el momento en que el orden de prioridades de los nodos no se cumple,
se debe hacer sitio para colocar en el árbol el nuevo nodo, para ello hay
que “separar” del árbol inicial el subárbol que tiene como raíz el nodo
que no cumple la prioridad.
3. Se coloca en su lugar el nodo a insertar.
4. Ahora hay que reinsertar el subárbol que se había separado del árbol.
La dificultad está en que no se puede reinsertar este subárbol tal y como
está, probablemente será necesario reconstruirlo ya que, a pesar de que
siempre cumple el orden de prioridades, la inserción del nuevo nodo
(que se convertirá en el padre de la raíz de este subárbol) puede hacer
que la distribución de los hijos, según las normas que deben cumplir
relaxed kd-trees y quad-trees, vistas en las Secciones 3.2 y 4.1, no se
cumplan si se coloca el subárbol tal cual está. Es aquí dónde, utilizando
las bounding boxes, el algoritmo de inserción copy-based decide si se
puede reinsertar el subárbol tal cual está o si es necesario tratamiento
adicional que consistirá en insertar solo su raíz y tratar cada uno de
sus hijos no vacíos como un subarbol a reinsertar.
Será correcto reinsertar el subárbol que se había separado directamente
del nuevo nodo insertado cuando la bounding box de la raíz de ese sub-
árbol y la bounding box recalculada de ese mismo nodo al ponerlo como
hijo, izquierdo o derecho según corresponda, del nuevo nodo insertado
coincidan. La razón, como se ve en la Figura 5.9 de manera gráfica, es
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que al coincidir las bounding boxes, la caja que delimita los nodos del
subárbol y la división del espacio en su interior son iguales en ambos
casos, lo que implica que los nodos del subárbol que se ha de unir al
árbol inicial, que ahora incluye el nodo insertado, estarán colocados
en el árbol de la misma manera en que lo estaban antes de insertar el
nuevo nodo.
5. Si las bounding boxes no coinciden se hará necesario un tratamiento
adicional del subárbol. Solo se podrá colocar, como hijo izquierdo o
derecho del nodo a insertar que se colocó en el paso 3, la raíz del
subárbol. Si los hijos de esa raíz del subárbol no son vacíos, cada uno de
ellos se deberá tratar según el punto 4, ya que son subárboles que deben
volverse a colocar en el árbol (que este momento no está completo), con
lo que queda planteada la iteración del algoritmo que acabará cuando
se hayan tratado todos los subárboles que componían el subárbol.
En la Figura 5.8 se puede comprobar que no siempre se consigue un
relaxed kd-treap correcto al reinsertar el subárbol del punto 4 anterior como
hijo del nuevo nodo sin reorganizar el subárbol previamente.
Un último detalle para completar el algoritmo de inserción copy-based
es que se hace necesario guardar de manera provisional todos los subárboles
de los que se ha hablado en los puntos 2 y 5 anteriores. Aprovechando que
si los nodos a insertar llegan por orden de prioridad, de menor a mayor, el
algoritmo se limita al punto 1, la estructura de datos que se utilizará para
guardarlos será una cola de prioridad de árboles.
Una vez vista la explicación informal del algoritmo, la utilidad de las
bounding boxes y como se van a guardar los subárboles que se separan del
árbol para permitir la inserción del nodo, se tienen los elementos necesarios
para plantear el algoritmo de inserción copy-based completo y abordar su
implementación para relaxed kd-treaps y para quad-treaps.
5.3. Implementación
Con el planteamiento anterior la implementación del algoritmo de in-
serción copy-based del nodo x en el relaxed kd-treap ó quad-treap T , de
dimensión k y tamaño n, se va a hacer con 3 métodos principales:
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Figura 5.8: Es incorrecto “reinsertar” el subárbol afectado por la inserción de un
nuevo nodo en un relaxed kd-treap sin reorganizar ese subárbol.
1. Un método recursivo que insertará x en T del mismo modo que el algo-
ritmo visto para insertar en relaxed kd-trees y en quad-trees (Apéndice
A) siempre que se cumpla el orden de prioridades (la prioridad de x
es mayor o igual que la prioridad del nodo ti, siendo ti un nodo de T
e i ∈ {1, 2 . . . n}, con el que se compare) con las modificaciones ade-
cuadas, que han de incluir, por un lado, la actualización de la bounding
box de x conforme va recorriendo T en busca del lugar que le corres-
ponde ocupar en el árbol y por otro, en el momento en que el orden de
prioridades no sea correcto entre x y el ti correspondiente, hacer una
llamada al método que trate este caso.
2. Un método iterativo, que se iniciará cuando el orden de prioridades
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Figura 5.9: Bounding boxes iguales del nodo (0.7, 0.3) antes y después de insertar
el nodo (0.9, 1.0). Es correcto copiar el subárbol afectado completo sin reorgani-
zarlo.
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no sea correcto y que trabajará a partir de la posición en el árbol que
debe ocupar x calculada en el método recursivo anterior. Este método
separará de T su subárbol T ′ correspondiente y lo colocará en una cola
de prioridad, además, pondrá x en su lugar correcto en T . Sólo quedará
tratar el subárbol T ′ que hay en la cola, para ello este método iterará
mientras la cola de prioridad no esté vacía.
3. Mientras la cola de prioridad tenga algún elemento, se desencola T ′
para que otro método recursivo similar al del punto 1 inserte la raíz de
T ′, x′, en el árbol de entrada (que ahora contiene x pero que le faltan
todos los nodos que componen el subárbol T ′ desencolado y otros que
puedan haber en la cola de prioridad), pero iniciando la inserción en x.
La inserción de x′, que además recalculará su nueva bounding box, será
una inserción en una hoja de T , ya que los subárboles desencolados
están ordenados por orden de prioridad por estar almacenados en una
cola de prioridad y por tanto no será necesario tener en cuenta la prio-
ridad en la inserción ya que es seguro que los nodos se insertarán en el
orden correcto de prioridades.
Si la nueva bounding box calculada para x′ coincide con la que tenia
originalmente x‘ en T , se reinserta T ′ completo en T, si son diferentes,
solo se podrá insertar x′. Sus hijos izquierdo, x′hi y derecho, x′hd, si no
son vacíos, se encolarán en la cola de prioridad.
Se cierra el bucle evaluando la condición de la iteración.
5.3.1. Inserción copy-based en relaxed kd-treaps
En la implementación del algoritmo de inserción copy-based hecha en el
proyecto, partiendo de la base de la implementación de los relaxed kd-trees,
se ha añadido a cada nodo un parámetro real en el intervalo [0..1], elegido
de manera aleatoria al crear el nodo, que indicará su prioridad. También se
le han añadido 2 vectores de números reales, de tamaño igual a la dimensión
del árbol k que almacenarán los valores de coordenadas de la bounding box
del nodo, uno para el conjunto de puntos bbLow, y el otro para el conjunto
de puntos bbUp. Ambos vectores tendrán valores de índices desde 0 hasta
(k − 1) para ser coherente con la implementación del vector que guarda la
clave y con los valores del discriminante vistos en la Sección 3. En la Figura
5.10 se muestra el esquema de implementación de nodos y árbol.
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Figura 5.10: Esquema de implementación de un relaxed kd-treap con bounding
boxes.
La implementación de los relaxed kd-treaps se ha hecho utilizando dos
clases:
Copybased.java es la representación del objeto relaxed kd-treap con bounding
boxes e incluye las operaciones:
insertarNodoRevisado, que inserta un nuevo nodo en el relaxed kd-
treap con bounding boxes utilizando el algoritmo copy-based.
buscarNodo retorna el nodo del relaxed kd-treap con valor de clave
multidimensional igual a un valor multidimensional dado.
borrarNodo borra del relaxed kd-treap el nodo con valor de clave
multidimensional igual al valor de clave multidimensional dado
solo en el caso en que el nodo a borrar sea un nodo hoja; en
cualquier otro caso, se marca como borrado sin borrarlo realmente
del árbol.
NodoCopybased.java es la representación de un nodo del relaxed kd-treap
con bounding boxes, el relaxed kd-treap se representa como un puntero
a su nodo raíz y las operaciones de esta clase son las mismas que se
han descrito para el árbol completo.
78
5.3. Implementación 5. Algoritmo Copy-based
Recordar que a lo largo de este proyecto se ha supuesto que no existirán
nodos duplicados.
La clase Copybased(Copybased.java)
El único atributo de la clase es una referencia al nodo raíz del relaxed
kd-treap.
Un relaxed kd-treap vacío se representa con un puntero a null.
Los métodos definidos en esta clase tratan el caso base de la recursión,
cuando el relaxed kd-treap es vacío, en caso de que no lo sea hacen una
llamada a la operación correspondiente de NodoCopybased.
La clase NodoCopybased (NodoCopybased.java)
Los atributos de esta clase son ocho:
La clave multidimensional del nodo representada por un vector de k posi-
ciones, siendo k la dimensión del relaxed kd-treap.
Un entero que guarda el valor del discriminante.
Un real que guarda el valor de la prioridad del nodo.
Dos vectores de tamaño k de reales que contendrán las coordenadas de los
puntos bbLow y bbUp de la bounding box del nodo.
Un booleano que indica si el nodo ha sido borrado.
Dos referencias, una al nodo raíz de su subárbol izquierdo y otra al nodo
raíz de su subárbol derecho.
La implementación del algoritmo de inserción copy-based que inserta el
nodo x en el relaxed kd-treap con bounding boxes T de dimensión k y tamaño
n, se ha hecho con 3 métodos principales:
Método insertarRevisado: Dado T , representado por su nodo raíz r y el nodo
a insertar x cuya clave no está repetida en los nodos que componen el
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árbol; este método recursivo insertará x, actualizando su bounding box,
en T siempre que su prioridad xp sea mayor o igual que la prioridad de
la raíz del subárbol de T que se esté tratando en cada momento.
Suponiendo que T no es un árbol vacío:
- Si xp es mayor o igual que la prioridad de la raíz, rp, el método sigue
el mismo algoritmo visto para relaxed kd-trees en el Apéndice A, con
la operación añadida de la actualización de la bounding box de x; sea
rd el valor del discriminante de r, el valor rd-ésimo de la clave de x se
compara con el valor rd-ésimo de la clave de r:
Si es menor, la componente rd de la bbUp de x toma por valor el
valor rd-ésimo de la clave de r, y el nodo x con su bounding box
actualizada se inserta recursivamente en el subárbol izquierdo.
Si es mayor, la componente rd de la bbLow de x toma por valor el
valor rd-ésimo de la clave de r, y x se inserta recursivamente en el
subárbol derecho.
- Si no, (xp < rp), no se cumple el orden de prioridades y la raíz del
subárbol que se está tratando en ese momento pasará a ser el resultado
de la llamada al método insertarCopyBased.
El pseudocódigo de la operación insertarRevisado se muestra en el Al-
goritmo 5.1.
Método insertarCopyBased: Este método iterativo es llamado desde inser-
tarRevisado cuando el orden de prioridad entre el nodo a insertar x y
la raíz del subárbol de T , r′, no se cumple. Este método utiliza las
bounding boxes para decidir si después del punto de inserción se coloca
el subárbol sin modificar o se debe reorganizar tratando los subárboles
de los que está compuesto. Un repaso de lo que se debe hacer en este
punto:
1. El subárbol de T , T ′ que tiene como raíz r′ se encola en una cola
de prioridad inicialmente vacía.
2. En el lugar del árbol inicial T que ocupaba r′ se coloca x, las
sucesivas inserciones de los nodos que componen T ′ se iniciarán
en este punto y no desde la raíz del árbol inicial T .
3. Mientras la cola de prioridad no esté vacía, se desencola el subárbol
T ′ para insertarlo en el subárbol de T que tiene x por raíz, a
la vez que se recalculan las bounding boxes de su raíz r′; si las
nuevas bounding boxes coinciden con las originales se coloca T ′
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sin modificar en el lugar indicado (como hijo izquierdo o derecho
del subárbol que tiene x por raíz), sino, se coloca solo la raíz de
T ′, r′ y su hijo izquierdo y su hijo derecho se encolan en la cola
de prioridad.
Algoritmo 5.1: insertarRevisado
insertarRevisado (x:NodoCopybased, r:NodoCopybased) ret1
(r:NodoCopybased);
Input: x es el nodo de relaxed kd-treap con bounding box a insertar,
r es la raíz del subárbol que se está tratando en cada llamada
recursiva
Output: r es la raíz del subárbol al que se le ha añadido el nodo x
if x.prioridad >= r.prioridad then2
if x.clave[r.discr] <r.clave[r.discr] then3
x.bbUp[r.discr] = r.clave[r.discr];4
x.bbLow[r.discr] = r.bbLow[r.discr];5
if r.hi = null then6
r.hi = x;7
else8
r.hi = insertarRevisado(x, r.hi);9
if x.clave[r.discr] >r.clave[r.discr] then10
x.bbUp[r.discr] = r.bbUp[r.discr];11
x.bbLow[r.discr] = r.clave[r.discr];12
if r.hd = null then13
r.hd = x;14
else15
r.hd = insertarRevisado(x, r.hd);16
else17
r = insertarCopyBased(x, r);18
return r;19
El método devuelve un relaxed kd-treap con bounding boxes que tiene
como raíz el nodo a insertar x y que incluye todos los nodos que com-
ponían el subárbol del que r′ era la raíz en la llamada al método.
El pseudocódigo de insertarCopyBased se muestra en el Algoritmo 5.2.
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Input: x es el nodo de relaxed kd-treap con bounding box a insertar,
r′ es la raíz del subárbol que no cumple el orden de prioridad
Output: r′ es la raíz de un relaxed kd-treap con bounding boxes que
















if (nodoAInsertar.bbUp[] = bbUpOriginal[]) and16
(nodoAInsertar.bbLow[] = bbLowOriginal[]) then
"No hay que hacer nada, el subárbol completo está en su lugar";17
else18
if nodoAInsertar.hi 6= null then19
pq.encolar(nodoAInsertar.hi.duplicar());20
nodoAInsertar.hi = null;21




Método colocaYBoundingBoxes: Dado el subárbol T ′, representado por su
nodo raíz, r′, y el nodo a insertar nodoAInsertar (este nodo es la raíz
del subárbol que se ha desencolado en el método insertarCopybased);
este método recursivo insertará nodoAInsertar en T ′ actualizando su
bounding box.
82
5.3. Implementación 5. Algoritmo Copy-based
Este método es prácticamente igual a insertarRevisado, solo que en este
caso, como nodoAInsertar procede de una cola de prioridad, no es
necesario comprobar que se cumplan las prioridades, ya que la cola se
encarga de garantizar que los nodos con menor prioridad lleguen a este
método en primer lugar. Salvo la comprobación de la prioridad, el resto
del método es igual al visto para insertarRevisado.
Hay que comentar que el parámetro r′ es el mismo NodoCopybased que
se ha tratado en insertarCopyBased y por tanto este método modificará
su contenido al tratarse del mismo elemento (paso por referencia).




Input: nodoAInsertar es el nodo raíz del subárbol que se ha
desencolado en el método insertarCopyBased y que el
método insertará en el subárbol que tiene a r′ por raíz.
Output: r′ es la raíz del subárbol al que se le ha añadido el nodo
nodoAInsertar
if nodoAInsertar.clave[r’.discr] <r’.clave[r’.discr] then2
nodoAInsertar.bbUp[r’.discr] = r’.clave[r’.discr];3
nodoAInsertar.bbLow[r’.discr] = r’.bbLow[r’.discr];4




if nodoAInsertar.clave[r’.discr] >r’.clave[r’.discr] then9
nodoAInsertar.bbUp[r’.discr] = r’.bbUp[r’.discr];10
nodoAInsertar.bbLow[r’.discr] = r’.clave[r’.discr];11




Los tres métodos anteriores conforman el algoritmo de inserción copy-
based aplicado a relaxed kd-treaps; para acabar de comprender su funciona-
miento, en las Figuras 5.11, 5.12, 5.13 y 5.14 se muestra la inserción de un
nodo en un relaxed kd-treap con bounding boxes.
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Figura 5.11: Una ejecución de insertar copy-based al insertar el nodo (0.25, 0.35)
con prioridad 0.1 en el relaxed kd-treap.
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Figura 5.12: Continuación de una ejecución de insertar copy-based al insertar el
nodo (0.25, 0.35) en el relaxed kd-treap.
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Figura 5.13: Continuación de una ejecución de insertar copy-based, la inserción
del nodo que falta es sencilla y se coloca como hijo izquierdo del nodo (0.6, 0.3).
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Figura 5.14: Insertar copy-based finaliza cuando la cola de prioridad queda vacía.
El árbol es el resultado de insertar el nodo (0.25, 0.35) en el relaxed kd-treap
inicial.
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5.3.2. Inserción copy-based en quad-treaps bidimen-
sionales
Se ha hecho una implementación de los quad-treaps de dos dimensiones
con bounding boxes partiendo de la base de los quad-trees bidimensionales,
añadiendo a los nodos un parámetro real en el intervalo [0..1], elegido de
manera aleatoria al crear cada nodo, que indicará su prioridad. También
se han les han añadido dos vectores de números reales de tamaño 2 que
almacenarán los valores de la bounding box de cada nodo, uno para el par de
puntos bbLow y el otro para el par de puntos bbUp. Ambos vectores tendrán
valores de índices 0 y 1 para ser coherente con la implementación del vector
que guarda la clave visto en la Sección 4.1. En la Figura 5.15 se muestra el
esquema de la implementación de nodos y árbol.
Figura 5.15: Esquema de implementación de un quad-treap con bounding boxes
de dimensión k = 2.
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El programa utiliza dos clases:
CopybasedQuad.java es la representación del quad-treap de dos dimen-
siones con bounding boxes, las operaciones implementadas son:
insertarNodoRevisado, que inserta un nuevo nodo en el quad-treap
con bounding boxes utilizando el algoritmo de inserción copy-
based.
buscarNodo retorna el nodo del quad-treap con valor de clave bidi-
mensional, (x1, x2), igual a un valor, (y1, y2), dado.
borrarNodo borra del quad-treap el nodo que tiene un valor de
clave, (x1, x2), igual a un valor, (y1, y2), solo en el caso que el
nodo a borrar sea un nodo hoja. Si el nodo a borrar tiene uno
o más hijos se marca como borrado sin eliminarlo realmente del
árbol.
NodoCopybasedQuad.java representa un nodo del quad-treap con boun-
ding boxes. El quad-treap se implementa como un puntero a su nodo
raíz.
Igual que en los árboles vistos hasta ahora, en la construcción de las claves
de dos dimensiones utilizadas en los quad-treaps se supone que no existirán
nodos duplicados.
La implementación del algoritmo de inserción copy-based del nodo x en
el quad-treap bidimensional con bounding boxes, T , y tamaño n, se ha hecho
con 3 métodos principales:
Método insertarRevisado: Dado T , representado por su nodo raíz, r, con clave
(r1, r2), prioridad rp, bbLow (rL1, rL2) y bbUp (rU1, rU2) y el nodo a
insertar x, cuya clave no está repetida en los nodos que componen el
árbol; este método recursivo insertará x, actualizando su bounding box,
en T siempre que la prioridad xp sea mayor o igual que la prioridad de
la raíz del subárbol de T que se esté tratando en cada momento.
Suponiendo que T no es un árbol vacío:
- Si xp es mayor o igual que la prioridad de la raíz, rp, el método sigue
el mismo algoritmo visto para quad-trees en el Apéndice A, con la
operación añadida de la actualización de la bounding box de x.
El cálculo de la bounding box se hará teniendo en cuenta la relación
entre las dos componentes de la clave de x y las dos de la clave de r:
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Si x1 < r1 y x2 < r2, la bbLow de x será igual a la bbLow de r; la
bbUp toma por valor el valor de la clave de r, y el nodo x con su
bounding box actualizada se inserta recursivamente en el subárbol
SW.
Si x1 < r1 y x2 > r2, la bbLow de x estará formada por (rL1, r2); la
bbUp toma por valor (r1, rU2), y el nodo x con su bounding box
actualizada se inserta recursivamente en el subárbol NW.
Si x1 > r1 y x2 > r2, la bbLow de x estará formada por la clave de r;
la bbUp toma por valor (rU1, rU2), y el nodo x con su bounding
box actualizada se inserta recursivamente en el subárbol NE.
Si x1 > r1 y x2 < r2, la bbLow de x estará formada por (r1, rL2); la
bbUp toma por valor (rU1, r2), y el nodo x con su bounding box
actualizada se inserta recursivamente en el subárbol SE.
- Si no, se tiene que xp < rp, con lo que no se cumple el orden de
prioridades y la raíz del subárbol que se está tratando en ese momento
pasará a ser el resultado de la llamada al método insertarCopyBased.
El pseudocódigo de la operación insertarRevisado se muestra en el Al-
goritmo 5.4.
El método auxiliar actualizaBB: Con la identificación del hijo, SW, NW,
NE ó SE, según el caso, el nodo a insertar, x y la raíz del árbol que se
está tratando, r, coloca los valores apropiados en la bbLow y la bbUp
de x de la manera en que se ha visto en los párrafos anteriores. El
pseudocódigo es muy sencillo ya que se limita a ejecutar las operaciones
indicadas.
Método insertarCopyBased: Con la misma funcionalidad vista anteriormente
para relaxed kd-treaps, este método iterativo es llamado desde inser-
tarRevisado cuando la prioridad del nodo a insertar, xp, es menor que
la prioridad de la raíz del subárbol, rp. Las bounding boxes decidirán
si el subárbol que se ha separado de T para insertar x en su lugar, se
coloca sin modificar o se debe reorganizar tratando los subárboles de
los que está compuesto. Recordando los pasos a seguir:
1. El subárbol de T , T ′ que tiene como raíz r′ se encola en una cola
de prioridad.
2. En el lugar del árbol inicial T que ocupaba r′, se coloca x, las
sucesivas inserciones de los nodos que componen T ′ se iniciarán
en este punto y no desde la raíz de T .
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Input: x es el nodo de quad-treap con bounding box a insertar, r es la
raíz del subárbol que se está tratando en cada llamada
recursiva
Output: r es la raíz del subárbol al que se le ha añadido el nodo x
if x.prioridad >= r.prioridad then2
if x.clave[1] <r.clave[1] then3
if x.clave[2] <r.clave[2] then4
actualizaBB(SW, x, r);5
if r.subQuad[SW] = null then6
r.subQuad[SW] = x;7
else8
r.subQuad[SW] = insertarRevisado(x, r.subQuad[SW]);9
if x.clave[2] >r.clave[2] then10
actualizaBB(NW, x, r);11
if r.subQuad[NW] = null then12
r.subQuad[NW] = x;13
else14
r.subQuad[NW] = insertarRevisado(x, r.subQuad[NW]);15
if x.clave[1] >r.clave[1] then16
if x.clave[2] <r.clave[2] then17
actualizaBB(SE, x, r);18
if r.subQuad[SE] = null then19
r.subQuad[SE] = x;20
else21
r.subQuad[SE] = insertarRevisado(x, r.subQuad[SE]);22
if x.clave[2] >r.clave[2] then23
actualizaBB(NE, x, r);24
if r.subQuad[NE] = null then25
r.subQuad[NE] = x;26
else27
r.subQuad[NE] = insertarRevisado(x, r.subQuad[NE]);28
else29
r = insertarCopyBased(x, r);30
return r;31
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3. Mientras la cola de prioridad no esté vacía, se desencola el subárbol
T ′ para insertarlo en el subárbol que tiene x por raíz, a la vez que
se recalculan sus bounding boxes; si las nuevas bounding boxes
coinciden con las originales se coloca T ′ sin modificar en el lugar
indicado (como hijo izquierdo o derecho del subárbol que tiene x
por raíz), sino, se coloca solo la raíz de T ′. Los hijos, SW, NW, NE
y SE de T ′ se encolan en la cola de prioridad, esta última acción es
la que diferencia este método del utilizado para relaxed kd-treaps.
El método devuelve un quad-treap con bounding boxes que tiene como
raíz el nodo a insertar x y que incluye todos los nodos que componían
el subárbol del que r′ era la raíz en la llamada al método.
El pseudocódigo de la operación insertarCopyBased se muestra en el
Algoritmo 5.5.
Método colocaYBoundingBoxes: Dado el subárbol T ′, representado por su
nodo raíz, r′, y el nodo a insertar nodoAInsertar (este nodo es la raíz
del subárbol que se ha desencolado en el método insertarCopybased); este
método recursivo insertará nodoAInsertar, actualizando su bounding
box, en T ′ igual que se hizo para relaxed kd-treaps con la diferencia del
tratamiento de 4 hijos en lugar de 2 y el cálculo de las bounding boxes.
En este método, nodoAInsertar procede de una cola de prioridad por lo
que no es necesario comprobar prioridades; la cola de prioridad garan-
tiza que los nodos se tratarán en orden de prioridades. Salvo esta falta
de comprobación de la prioridad, el resto del método es igual al visto
para insertarRevisado.
Hay que comentar que el parámetro r′ es el mismo nodo del tipo
NodoCopybasedQuad que se ha tratado en el método insertarCopyBased
y por tanto este método modificará su contenido al hacer el paso de
parámetro por referencia.
El pseudocódigo de la operación se muestra en el Algoritmo 5.6.
Los tres métodos anteriores conforman el algoritmo de inserción copy-
based aplicado a quad-treaps. La Figura 5.11 a pesar de no mostrar el de-
sarrollo del algoritmo para quad-treaps es suficientemente explicativa ya que
bastaría con tener en cuenta que en lugar de dos hijos por nodo (caso de re-
laxed kd-treaps), para quad-treaps se deben tratar 4 hijos por nodo; además
del cálculo diferente de las bounding boxes.
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Input: x es el nodo de quad-treap con bounding box a insertar, r′ es la
raíz del subárbol que no cumple el orden de prioridad
Output: r′ es la raíz del quad-treap con bounding boxes que incluye el















if (nodoAInsertar.bbUp[] = bbUpOriginal[]) and16
(nodoAInsertar.bbLow[] = bbLowOriginal[]) then
"No hay que hacer nada, el subárbol completo está en su lugar";17
else18
for i=SW to SE do19









Input: nodoAInsertar es el nodo raíz del subárbol que se ha
desencolado en el método insertarCopyBased y que el
método insertará en el subárbol que tiene a r′ por raíz.
Output: r′ es la raíz del subárbol al que se le ha añadido el nodo
nodoAInsertar
if nodoAInsertar.clave[1] <r’.clave[1] then2
if nodoAInsertar.clave[2] <r’.clave[2] then3
actualizaBB(SW, nodoAInsertar, r’);4




if nodoAInsertar.clave[2] >r’.clave[2] then9
actualizaBB(NW, nodoAInsertar, r’);10




if nodoAInsertar.clave[1] >r’.clave[1] then15
if nodoAInsertar.clave[2] <r’.clave[2] then16
actualizaBB(SE, nodoAInsertar, r’);17




if nodoAInsertar.clave[2] >r’.clave[2] then22
actualizaBB(NE, nodoAInsertar, r’);23





5.3. Implementación 5. Algoritmo Copy-based
En este capítulo han quedado implementados los relaxed kd-treaps y los
quad-treaps, así como la operación de insertar un elemento utilizando el al-
goritmo de inserción copy-based. Queda por implementar la inserción por re-
construcción para los dos tipos de árboles; una vez implementada se tendrán
disponibles los elementos para plantear, diseñar e implementar el experimen-






Siguiendo las normas de la experimentación con algoritmos que se verán
más adelante, en este capítulo se prueba de manera experimental que el coste
asintótico en el caso promedio del algoritmo de inserción copy-based no es
sublineal, cómo mantienen sus autores [19], sino que tiene un coste, del orden
de O(n log n), equivalente a la reconstrucción del subárbol afectado por la
inserción.
Los experimentos consistirán en repetir la inserción de un nodo con clave
generada aleatoriamente una cantidad determinada de veces en un árbol,
relaxed kd-treap o quad-treap, también aleatorio y recoger valores medidos
para su posterior análisis. Para medir estos valores será necesario modificar
los algoritmos vistos en el Capítulo 5 colocando en el código los puntos de
control necesarios.
6.1. Análisis experimental de algoritmos
La experimentación ayuda a evaluar el rendimiento de un algoritmo en
los casos en los que el análisis asintótico es difícil, incluso se convierte en
la única opción en los casos en los que no se sabe cómo hacer el análisis
asintótico. La planificación, desarrollo y ejecución de los experimentos deben
seguir una serie de reglas, tener en cuenta los aspectos que pueden generar
desviaciones de los resultados y deben definir claramente qué es lo que se
quiere medir. Los datos obtenidos como resultado del experimento han de
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ser finalmente presentados de manera clara para poder analizarlos fácilmente
lo que favorecerá la obtención de conclusiones.
Además, la implementación aporta un nivel de detalle, al tener que enten-
der paso a paso el algoritmo, que puede desvelar características que habían
quedado ocultas en el diseño de alto nivel y conducir a un diseño mejorado
o simplificado.
La eficiencia del algoritmo de inserción copy-based ha resultado difícil de
analizar teóricamente para determinar su coste promedio asintótico [19], por
este motivo, la evaluación de la eficiencia de la inserción copy-based, se hará
de manera empírica diseñando un experimento.
Evaluación experimental
El llamado método científico ha sido utilizado y perfeccionado desde la
Edad Media por científicos como una forma particular de conocimiento. Basa-
do en la experimentación, en su forma más básica consiste en usar los datos
obtenidos para formular una suposición sobre un modelo en particular para
posteriormente realizar experimentos adicionales para afirmar o rechazar la
suposición [20].
¿Cómo se debe llevar a cabo un estudio experimental una vez se ha iden-
tificado lo que se quiere estudiar? Lo más importante es tener en cuenta
que al diseñar un experimento, éste es una herramienta de descubrimiento
o un medio para contestar preguntas específicas [20]. Cómo herramienta de
descubrimiento tienen un inicio esencialmente arbitrario, no hay límite a la
creatividad, pero si nos centramos en el experimento como medio para re-
solver preguntas específicas, se empieza por formular una hipótesis o una
pregunta, le sigue la manera en la que se deben recoger los datos para pro-
barla o responderla, mientras se asegura la manera de poder reproducirlo y
la importancia de los resultados.
En este sentido, los experimentos con algoritmos deberían seguir las si-
guientes reglas [20]:
Empezar el trabajo con un conjunto claro de objetivos: ¿Qué preguntas
se quieren contestar?, ¿Qué casos se quieren probar?
Una vez el diseño del experimento se ha completado, simplemente se
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recogen datos.
Analizar los datos para responder sólo a los objetivos iniciales. Después
se puede considerar cómo un nuevo ciclo de experimentos puede dar in-
formación sobre otros problemas o aspectos del problema, en definitiva,
cómo mejorar el conocimiento del problema.
En todas las etapas se debe tener cuidado con aspectos que pueden ge-
nerar desviaciones de los resultados [20]:
La elección de la máquina, el lenguaje o el compilador.
La calidad del código.
La selección o generación de casos.
El método de análisis.
¿Qué medir?
Uno de los elementos clave en un experimento es definir qué se ha de
medir, cómo se debe medir y cómo se está seguro de que la medición no
afecta al experimento.
La eficiencia de un algoritmo se acostumbra a medir en función de dos
parámetros, la velocidad del algoritmo (eficiencia temporal) y la cantidad
de memoria que requiere su ejecución (eficiencia espacial). Las medidas más
habituales en el caso de algoritmos pueden incluir el valor de la solución, el
tiempo de ejecución, la ocupación de memoria, etc. También serán necesarias
medidas estructurales de varios tipos como, número de asignaciones, número
de iteraciones, número de llamadas a subrutinas, número de comparaciones,
número de asignaciones, etc.
No obstante, hay que tener en cuenta que puede ser complicado medir las
variables anteriores exactamente y que puedan ser reproducidas, por ejemplo
el tiempo de ejecución dependerá de la precisión del reloj del sistema y puede
ser necesario repetir el algoritmo varias veces con los mismos datos para
obtener lecturas del tiempo.
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Cómo presentar los datos analizados
Uno de los requisitos en la presentación de datos es que estos puedan ser
reproducidos por otros investigadores. Es necesario describir con detalle qué
datos se usan, cómo se han generado o recogido, qué medidas se han tenido
en cuenta y cómo se han obtenido.
La normalización y la escala son particularmente importantes en el análi-
sis y la presentación, no sólo porque pueden mostrar tendencias que de otro
modo no serían evidentes sino porque además pueden ayudar a filtrar el ruido
y de ese modo incrementar el significado de los datos [20].
Con lo anterior, los datos pueden ser analizados con el adecuado método
estadístico y comparados con los resultados teóricos disponibles, cualquier
diferencia importante puede así ser investigada.
Puntos Principales
Haciendo una síntesis de todo lo que se ha expuesto en esta sección, los
puntos principales de un buen experimento incluyen [20]:
1. Formular una hipótesis.
2. Diseñar un experimento capaz de aportar datos para aceptar o refutar
la hipótesis de partida.
3. Pruebas a gran escala, en cuanto a rango de datos y a número de datos
usados en cada prueba.
4. Análisis estadístico de los resultados y sus relaciones.
5. Aceptar o rechazar la hipótesis de partida.
6.2. Diseño de los experimentos
Teniendo en cuenta los puntos principales en el diseño de experimentos
con algoritmos, hay que fijar las ideas para la implementación y realización
del experimento con el algoritmo de inserción copy-based.
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Establecidos los objetivos y de acuerdo con ellos, los algoritmos de inser-
ción vistos en el Capítulo 5 en relaxed kd-treaps y quad-treaps se han modi-
ficado para que sean capaces de medir los indicadores que se han estimado
significativos y finalmente, a la vista de los datos obtenidos en las diferentes
ejecuciones del experimento, en el Capítulo 8 se exponen las conclusiones.
En este punto conviene recordar que la programación de las estructuras de
datos, los programas de prueba de esas estructuras y los experimentos hechos
en este proyecto se han realizado utilizando como lenguaje de programación
JAVA 2 PLATFORM STANDARD EDITION DEVELOPMENT KIT 6.0
v010 desarrollado por Sun Microsystems.
Objetivos
Broutin, Devroye, Dalal y McLeish [19] mantienen que las inserciones
de nodos utilizando el algoritmo copy-based tienen coste sublineal, lo que
implicaría que el coste promedio de una inserción en un relaxed kd-treap de
tamaño n sería O(log n).
En la Sección 2.6 se ha explicado que el hecho de que un árbol de tamaño
n sea aleatorio garantiza que el coste esperado para las operaciones insertar
y borrar un único elemento sea O(log n) [9]; pero en el mismo Capítulo se
ha visto que al realizar repetidamente operaciones de inserción y borrado, el
árbol pierde su condición de aleatorio, con lo que, con una probabilidad muy
alta, deja de ser un árbol equilibrado y por tanto aumenta el coste de las
operaciones de actualización.
Por un lado, el experimento construirá relaxed kd-treaps y quad-treaps
compuestos por nodos con valores de clave multidimensional elegidos al azar
de un distribución uniforme de valores, por lo que queda garantizada la
aleatoriedad de estos árboles. Además, al utilizar algoritmos aleatorizados
que asignan prioridades a los nodos, las actualizaciones (inserciones y bo-
rrados) hechas en los relaxed kd-treaps o en los quad-treaps no implicarán la
pérdida de aleatoriedad del árbol.
La inserción de un nuevo nodo en el árbol, ya sea relaxed kd-treap o
quad-treap, en general, conlleva la reorganización del subárbol que queda
afectado por la inserción como se explicó en el Capítulo 5, el experimento
hará la reorganización de ese subárbol aplicando dos algoritmos:
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1. Reconstruyendo totalmente el subárbol afectado. Esta reconstrucción
a grandes rasgos deberá hacer un recorrido del subárbol para colocar
sus nodos en una cola de prioridad. Los nodos en la cola quedarán
ordenados por prioridades, así es que el algoritmo de reconstrucción
deberá, mientras queden nodos en la cola, desencolar el primer nodo e
insertarlo en el subárbol correspondiente.
2. El algoritmo de insercion copy-based que, como se explicó en el Capítulo
5, trata de insertar el subárbol afectado por la inserción reorganizándolo
lo menos posible ayudándose de las bounding boxes.
Aunque parece que la inserción copy-based debería tener un coste menor
que la reconstrucción ya que es capaz, en algunos casos, de reinsertar como
hijo del nuevo nodo insertado el subárbol afectado completo sin reorganizarlo,
hay que tener presente que en un caso general serán necesarias un número
adicional y variable de operaciones, se harán más comparaciones al tener que
comparar los vectores de tamaño igual a la dimensión del árbol que contienen
las bounding boxes y necesitará más espacio en memoria para el árbol, ya
que se deben guardar dos bounding boxes para cada nodo y una cola de
prioridad que contendrá parte del árbol duplicado.
Además, de manera puramente intuitiva, parece difícil que la coincidencia
de bounding boxes se produzca de manera generalizada en el proceso de
inserción, lo que constituye la razón de la aplicación del algoritmo copy-
based y donde debería radicar su eficiencia; más bien da la sensación que
esta coincidencia se dará raramente y en el caso de que se produzca parece
que, en general, el tamaño del subárbol que no se tendrá que reconstruir será
más bien pequeño.
El experimento, por tanto, deberá ser capaz de aportar datos para de-
terminar si el algoritmo de inserción copy-based es más eficiente que la re-
construcción completa del subárbol o por el contrario, si su complejidad y
la poca diferencia en eficiencia respecto a la reconstrucción no representa
ninguna ventaja en cuanto a eficiencia.
La hipótesis de partida será suponer que el algoritmo de inserción copy-
based tiene el mismo coste promedio que la reconstrucción completa del
subárbol afectado, el experimento, sus ejecuciones, los resultados y las in-
terpretaciones de esos resultados deberán confirmar la hipótesis o refutarla
para finalmente concluir si la inserción copy-based tiene menor coste que la
inserción por reconstrucción del subárbol.
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La evaluación del coste del algoritmo se va ha hacer mediante la compara-
ción del rendimiento obtenido al realizar la operación de insertar un nodo
aplicando el algoritmo copy-based y la misma inserción con reconstrucción
total del subárbol que queda afectado por la inserción de ese nodo.
El coste se va a medir en cantidad de nodos visitados por los dos algo-
ritmos. Los nodos visitados se pueden definir como aquellos nodos del ár-
bol a los que el algoritmo accede a su clave en algún momento de la inser-
ción. Hay que hacer notar que visitar un nodo cuando se aplica el algoritmo
copy-based necesita más asignaciones y comparaciones que cuando se aplica
reconstrucción, pero este punto no se va a tener en cuenta.
No obstante, para complementar las medidas de nodos visitados, tener
más elementos de análisis y como uno de los parámetros más típicos al de-
terminar la eficiencia temporal, el experimento va a medir también el tiempo
de CPU empleado por los dos algoritmos en la reorganización del subárbol.
Se ha comentado antes que el éxito de la inserción copy-based puede estar
en reinsertar directamente, sin visitar sus nodos, el subárbol afectado por la
inserción del nuevo nodo, de manera que si el tamaño de este subárbol es con-
siderable, copy-based tendrá una gran ventaja respecto a la reconstrucción
ya que deberá visitar un número mucho menor de nodos; sin embargo si el
tamaño de estos subárboles es en general pequeño la diferencia de nodos visi-
tados no será importante y el número de nodos visitados en ambos algoritmos
será similar. Por tanto y como una herramienta más que reforzará la medida
de los nodos visitados el experimento calcula el tamaño de este subárbol.
Si se analizan previamente los casos en cuanto a nodos visitados en ambos
algoritmos se tiene:
Caso mejor, para el algoritmo copy-based este coste puede ser del
orden de Θ(1) en el caso de que la inserción se haga muy cercana a
la raíz del árbol y se tenga la suerte de poder reinsertar subárboles
completos sin reorganizar. Usando reconstrucción, se tiene que el caso
mejor se consigue al insertar un nodo cuya prioridad es mayor que
cualquiera de las prioridades de los nodos del relaxed-kd-tree o del
quad-tree que se encuentran en su camino de búsqueda del lugar que
le corresponde en el árbol y por tanto se inserta como nodo hoja, en el
caso de árboles aleatorios este coste es del orden de O(log n).
Caso peor, los dos algoritmos tienen el mismo rendimiento, ya que
ninguna de las bounding boxes de los nodos del subárbol afectado al
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aplicar copy-based resultarán iguales antes y después de la inserción del
nuevo nodo; esta desigualdad obliga a tratar el subárbol nodo a nodo
y por tanto se deberán visitar todos los nodos del subárbol del mismo
modo que lo hace la reconstrucción.
Caso promedio, para el algoritmo de reconstrucción se tiene un coste
del orden de Θ(n log n), el coste para el algoritmo copy-based se cal-
culará en el experimento que deberá mostrar la diferencia de eficiencia
entre los dos algoritmos en caso de que la haya.
Las pruebas: Por lo anterior, el experimento deberá realizar para cada
árbol estudiado, relaxed kd-treap de una dimensión determinada o quad-
treap, un número suficientemente elevado de repeticiones de inserción de un
nodo para garantizar que los valores medidos no corresponden a los casos
extremos.
Los indicadores medidos en cada inserción serán:
1. El tamaño del árbol.
2. La altura del árbol. Se usará para compararla con su valor teórico res-
pecto al tamaño del árbol.
3. El número de nodos visitados.
4. El número de nodos encolados, entendiendo por nodo encolado el nodo
del árbol que en algún momento de la ejecución de la inserción copy-
based es puesto en la cola de prioridad. En reconstrucción, el número
de nodos encolados es igual al tamaño del subárbol afectado por la
inserción.
5. El número de bounding boxes iguales, este contador acumula la canti-
dad de veces que se ha dado este caso.
6. El número de bounding boxes diferentes, contador que acumulará las
veces que se da este caso.
7. El tamaño del subárbol que se puede reinsertar sin reorganizar en el
árbol al haberse obtenido bounding boxes iguales en su raíz antes y
después de colocar el nodo a insertar en su lugar en el árbol.
8. Tiempo de CPU empleado por cada uno de los algoritmos en el tratamien-
to del subárbol afectado por la inserción del nodo.
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La razón para contar el número de nodos encolados, el número de bounding
boxes iguales y el número de bounding boxes diferentes es que este contaje
debe cumplir:
bounding box iguales+ bounding box diferentes = nodos encolados (6.1)
y se puede utilizar como un control más para determinar la corrección de los
algoritmos.
Una vez definido el tipo de árbol y su dimensión, para cada tamaño de
árbol se van a generar aleatoriamente un número elevado de árboles y en cada
uno de ellos se insertará un nodo generado también de manera aleatoria. El
caso promedio de los resultados de la inserción en cada uno de estos árboles
vendrá dado por la media aritmética de cada parámetro medido, se registrará
además el valor máximo y el mínimo de cada muestra.
La generación aleatoria de las claves de los nodos se realiza con el método
random de la clase Math de Java que retorna valores reales entre 0.0 y 1.0,
pero sin incluir el 1.0, elegidos pseudoaleatoriamente con una distribución
aproximadamente uniforme en ese rango [22].
El análisis de los datos estadísticos, relacionando resultados obtenidos
con algoritmo de inserción copy-based y resultados obtenidos al aplicar re-
construcción al mismo conjunto de árboles y nodos, con la ayuda de gráficas
que muestren la tendencia de esa relación, confirmarán o refutarán la hipóte-
sis de partida.
A partir de un árbol de tamaño n generado aleatoriamente, el experimento
medirá varias veces la inserción de un nodo según el algoritmo copy-based y
la misma inserción sin aplicar el algoritmo, simplemente con la reconstrucción
del subárbol que queda afectado por la inserción. Será la comparación de los
resultados obtenidos en una y otra forma de inserción la que aporte los datos
para las conclusiones.
En este punto conviene fijarse en que ambas inserciones son exactamente
iguales, y por tanto los datos a medir no tienen ninguna diferencia, mientras
la prioridad del nodo que se inserta sea correcta (los nodos que hay en el
camino del árbol desde la raíz hasta el lugar que le corresponde ocupar tienen
prioridad menor o igual que el nodo a insertar). Las diferencias en los dos
algoritmos de inserción y por tanto las medidas que van a aportar datos
útiles, se darán solamente cuando el nodo a insertar no cumpla con el orden
de prioridad y las medidas se tomarán sobre las operaciones realizadas en el
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subárbol que hay que “separar” del árbol original para colocar en su lugar el
nodo insertado.
En el caso en que corresponda colocar el nodo a insertar en una hoja del
árbol por tener la prioridad más alta que cualquiera de los nodos del árbol en
el camino que ha recorrido desde la raíz buscando el lugar que le corresponde,
no se realiza ninguna medición ya que los dos algoritmos se comportan de la
misma manera.
En la Figura 6.1 la zona marcada con una elipse corresponde a la zona en
que se producen las operaciones que diferencian los dos algoritmos de inser-
ción. Las medidas se toman durante el proceso al que se somete al subárbol
enmarcado por el triángulo hasta que se finaliza su reorganización debida a
la inserción del nodo. La zona rectangular es común a los dos algoritmos y
por tanto en ella no se realizan mediciones.
Antes de finalizar esta sección, recordar que la implementación del experi-
mento para relaxed kd-treaps y para quad-treaps es muy parecida, la mayor
parte de los algoritmos y métodos son los vistos en el Capítulo 5 a los que
se han colocado contadores en el lugar apropiado para medir los indicadores
que se consideraron relevantes al fijar los objetivos del experimento.
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Figura 6.1: Inserción del nodo (0.35, 0.45) y prioridad 0.55. De las transforma-
ciones de la zona del árbol resultante marcada con una elipse es de dónde el
experimento obtiene los datos.
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6.3. Resultados
Con la implementación del experimento hecha y comprobada la corrección
de las mediciones, el siguiente paso es ejecutar el programa con relaxed
kd-treaps de diferentes dimensiones y con quad-treaps bidimensionales para
obtener las medidas necesarias del coste de la inserción utilizando cada uno
de los dos algoritmos de inserción en estudio.
Los resultados de los experimentos, una vez obtenidos, se trasladan a
gráficas para hacer más fácil su interpretación y análisis con la finalidad de
determinar si la inserción copy-based es más eficiente que la reconstrucción.
En las leyendas de las gráficas, los valores correspondientes al algoritmo copy-
based aparecen con las iniciales CB, mientras que los valores obtenidos por
reconstrucción se indican mediante R.
Valores Iniciales
Para empezar, hay que decidir el rango de valores del tamaño de los
árboles con los que se va a realizar el experimento. Un punto de partida
en cuanto al orden de magnitud se consigue consultando los datos de otros
trabajos experimentales con árboles [6]. Se toma la decisión de que los expe-
rimentos consistirán en construir relaxed kd-treaps y quad-treaps aleatorios
de tamaños desde n = 10 a n = 50000, comprobando previamente que el
ordenador en el que se va a ejecutar soporta árboles de ese tamaño.
El incremento entre un tamaño y otro de árbol se fija en 100 nodos, de
esta manera se dispondrá de 500 lecturas de datos para cada tipo de árbol
con los que confeccionar las gráficas.
La siguiente pregunta es ¿Cuántos árboles de cada tamaño será necesario
generar para que las mediciones realizadas sean significativas experimental-
mente? Después de algunas pruebas, tanto para relaxed kd-treaps como para
quad-treaps, se ha comprobado que por debajo de las 5000 repeticiones de
inserción, hay algunas de ellas cuyo tiempo de CPU está fuera de la precisión
del ordenador utilizado y dan como resultado tiempo deCPU = 0. Por este
motivo se fueron aumentando el número de repeticiones progresivamente y
haciendo pruebas en cada paso hasta que se obtuvieron valores en todos los
casos con 8000 repeticiones. Finalmente, se decide generar 10000 árboles de
cada tamaño, en cada uno de estos árboles se insertará un nodo, con lo que
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el experimento realizará 10000 inserciones de un nodo para cada tamaño de
árbol.
En cuanto a la dimensión de los árboles, para relaxed kd-treaps, se descar-
ta la dimensión k = 1, ya que un relaxed 1d-treap no es más que un árbol
binario de búsqueda y es un caso muy estudiado y ampliamente conocido con
algoritmos de inserción eficientes que preservan la aleatoriedad [17], por lo
que el experimento se va a hacer para dimensiones k = 2 (aunque para este
caso ya hay un algoritmo de inserción eficiente [6]), k = 3, k = 4 y k = 5, y en
el caso de observar alguna tendencia, para confirmarla o rechazarla, también
se hará para k = 10. A la vista de los resultados se valorará la posibilidad de
hacerlo para más dimensiones. En cuanto a quad-treaps, el experimento se
hará con quad-treaps bidimensionales, si los resultados obtenidos son simi-
lares a los obtenidos para relaxed kd-treaps no tendrá sentido hacerlo para
dimensiones mayores, pues quedará claro que la eficiencia de copy-based para
quad-treaps de dimensión k > 2, seguirá la misma tendencia que para relaxed
kd-treaps.
Con los valores de inicio anteriores, se han ejecutado los programas en un
entorno Windows XP Professional v.2002 SP-3, con procesador Intel Pentium
de doble núcleo a 2.40 GHz con 4 Gbs de memoria RAM, los experimentos han
tardado en completarse entre 4 y 7 días, dependiendo de la dimensión cuando
se aplicaban a relaxed kd-treaps o si se aplicaba a quad-treaps. Aunque el
ordenador utilizado tarda relativamente poco en alcanzar árboles de tamaño
n = 10000, a partir de tamaños de 30000 nodos la construcción de los 10000
árboles de cada tamaño conlleva un tiempo elevado y el experimento se ralen-
tiza considerablemente.
Resultados
Antes de pasar al análisis de los datos obtenidos en los parámetros que se
han considerado significativos en la comparación de la eficiencia de los dos
algoritmos, una ojeada a los resultados descubre algunos valores que merecen
comentario.
Se ha obtenido valor 0 para los valores mínimos de nodos visitados, no-
dos encolados, bounding boxes iguales, bounding boxes diferentes y tamaño
del subárbol que se puede reinsertar sin reorganizar (tiene bounding boxes
iguales), tanto con el algoritmo de inserción copy-based como cuando se uti-
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liza la reconstrucción del subárbol. Cuando el nodo a insertar tiene mayor
prioridad que cualquiera de los nodos que ya están en el árbol, se inserta
como nodo hoja del árbol original y, como ya se ha visto, ambos algoritmos
se comportan igual en este caso por lo que el experimento no realiza ninguna
medición y por tanto los contadores permanecen con valor 0. Dado que 0
será el menor valor medido en las 10000 repeticiones de inserción, la variable
Estadistica que registra el mínimo de los valores de la muestra tendrá valor
0.
Para relaxed kd-treaps, se puede comprobar que de las 10000 inserciones
realizadas para cada tamaño de árbol, alrededor de 3500, el 35%, son nodos
que tienen prioridad mayor que cualquiera de los nodos del árbol y por tanto
inserciones que dan lectura 0 del valor mínimo medido. Para quad-treaps el
porcentaje se sitúa prácticamente en torno al 50%.
Aunque no está directamente relacionada con el objetivo del experimen-
to, la altura de los árboles construidos por el experimento es un indicador
que aporta cierta información sobre la aleatoriedad de estos árboles ya que
la altura de cada uno de los relaxed kd-treaps para cualquier dimensión y
para quad-treaps bidimensionales se ajusta a su valor teórico para árboles
equilibrados, Θ(log n), como se puede ver en la Figura 6.2.
Nodos Visitados
La inserción copy-based, como se ha visto en el Capítulo 5, trata de
minimizar el número de nodos visitados, por lo que la primera valoración de
resultados se va ha hacer sobre este valor.
Las gráficas de las Figuras 6.3 y 6.4 muestran los resultados de nodos
visitados en los dos algoritmos comparados para los relaxed kd-treaps de la
dimensión indicada y para quad-treaps.
Observando las gráficas de la Figura 6.3, se aprecia, como era de esperar,
que los nodos visitados aumentan con el tamaño del árbol en el que se hace
la inserción; también se ve que con copy-based el número de nodos visitados
es menor que aplicando reconstrucción, lo que da indicios de que copy-based
podría ser ventajoso.
Se aprecia que conforme aumenta la dimensión del relaxed kd-treap, la
diferencia entre los nodos visitados de uno y otro algoritmo disminuye, de
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Figura 6.2: Gráficas de la altura de los árboles generados y su valor teórico.
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Figura 6.3: Gráficas de la cantidad de nodos visitados en uno y otro algoritmo en
relaxed 2d-treaps y relaxed 3d-treaps.
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Figura 6.4: Gráficas de la cantidad de nodos visitados en uno y otro algoritmo en
relaxed 5d-treaps y quad-treaps bidimensionales.
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modo que para k = 10 prácticamente son los mismos valores tal como muestra
la gráfica de la Figura 6.5.
Figura 6.5: Gráficas de la cantidad de nodos visitados para relaxed 10d-treap, la
diferencia entre uno y otro algoritmo es muy pequeña y disminuye según aumenta
la dimensión.
Para observar más claramente si el número de nodos visitados en inserción
copy-based es menor asintóticamente que en reconstrucción, la relación
Nodos visitadosReconstrucción/Nodos visitadosCopybased (6.2)
dará la tendencia que debería ser ascendente en cierta medida si suponemos
que cuanto mayor tamaño tenga el árbol mayor número de nodos deberá
visitar la inserción por reconstrucción, por el contrario, se podría suponer que
cuanto mayor sea el árbol la inserción copy-based debería poder reinsertar
subárboles mayores sin tener que reorganizarlos.
Sin embargo, a la vista de las gráficas de las Figuras 6.6, 6.7 y 6.8 se puede
ver que aproximadamente a partir de un tamaño de árbol de 5000 nodos, la
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relación permanece constante. Como ya se había apuntado, se observa que
el cociente es menor y más cercano a 1 cuanto mayor es la dimensión del
relaxed kd-treap. También parece que para quad-treaps la relación empieza
a ser constante algo más tarde, a partir de tamaños de árbol de 10000 nodos.
En la figura 6.6 se han enmarcado con un rectángulo los valores de la
relación. Este rectángulo mantiene la proporción de una gráfica a otra, con lo
que se observa además que a mayor dimensión menor dispersión del cociente,
lo que significa menor diferencia entre algoritmos.
Tamaño de subárbol
Otro de los elementos con los que el algoritmo de inserción copy-based
intenta sacar ventaja a la reconstrucción es con la reinserción en el árbol
original del subárbol, que tiene por raíz el nodo que no cumplía la prioridad,
sin reorganizar cuando las bounding boxes de su raíz antes y después de la
inserción del nodo son iguales. Este proceso se ha visto con detalle en la
Sección 5.2.
Así pues, cuanto mayor sea el tamaño de este subárbol, menos nodos
visitados y por tanto mayor ventaja del algoritmo de inserción copy-based
respecto a la reconstrucción completa de este subárbol.
A la vista de los resultados mostrados en las Figuras 6.9, 6.10 y 6.11
queda claro que el tamaño medio del subárbol es muy pequeño, en ningún
caso es mayor de dos nodos, y disminuye ligeramente al hacer la inserción
en árboles de mayor dimensión o con mayor número de hijos por nodo. En
relaxed kd-treaps a medida que aumenta la dimensión, disminuye el tamaño
del subárbol, es lógico si se tiene en cuenta que a mayor dimensión menos
probable es que las bounding boxes sean iguales. El tamaño más pequeño
de este subárbol se da para quad-treaps, hay que tener en cuenta que en
este caso cada nodo tiene cuatro hijos y que la actualización de las bounding
boxes es más compleja y por tanto más difícil que coincidan los valores de
bounding box, lo que implica tamaños de subárbol más pequeños.
Se aprecia también que el tamaño de este subárbol no depende del tamaño
del árbol en que se hace la inserción y se mantiene constante para árboles de
la misma dimensión.
Observando los valores máximos obtenidos para este indicador, en la
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Figura 6.6: Gráficas de la relación nodos visitados, se observa para relaxed 2d-
treaps y relaxed 3d-treaps que la relación entre algoritmos permanece constante y
el cociente disminuye según aumenta la dimensión.
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Figura 6.7: Gráficas de la relación nodos visitados, se observa para relaxed 4d-
treaps y relaxed 5d-treaps que la relación entre algoritmos permanece constante y
el cociente disminuye según aumenta la dimensión.
117
6.3. Resultados 6. Experimentación
Figura 6.8: Gráficas de la relación nodos visitados, se observa para relaxed 10d-
treaps que la relación entre algoritmos permanece constante y el cociente disminuye
según aumenta la dimensión. Para quad-treaps bidimensionales la relación de nodos
visitados permanece constante.
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Figura 6.9: Gráficas del tamaño del subárbol, para relaxed 2d-treaps y relaxed
3d-treaps, que se incorpora sin reorganizar al árbol original con el nodo insertado
en inserción copy-based.
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Figura 6.10: Gráficas del tamaño del subárbol, para relaxed 4d-treaps y relaxed
5d-treaps, que se incorpora sin reorganizar al árbol original con el nodo insertado
en inserción copy-based.
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Figura 6.11: Gráficas del tamaño del subárbol, para relaxed 10d-treap y quad-
treap de dos dimensiones, que se incorpora sin reorganizar al árbol original con el
nodo insertado en inserción copy-based.
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ocasión más favorable el máximo ha sido de 8855, para un tamaño de ár-
bol original de 43810 nodos, algo más del 20%, pero la gran mayoría de
tamaños máximos se sitúan por debajo de los 1000 nodos. Tratándose de
quad-treaps, los máximos son mucho menores no superando en ningún caso
un tamaño de subárbol de 125 nodos.
Tiempo de CPU
Finalmente, el tiempo de CPU utilizado por cada uno de los algoritmos
dejará ver claramente cual de los dos es más rápido, y, aunque los resultados
anteriores no han sido alentadores, si la inserción copy-based demostrara ser
considerablemente más rápida que la inserción por reconstrucción podría ser
que el esfuerzo de aplicar copy-based valiera la pena.
Observando el tiempo de CPU en las gráficas generadas por los experi-
mentos para las distintas dimensiones de relaxed kd-treaps y para quad-
treaps bidimensionales mostradas en las Figuras 6.12, 6.13 y 6.14, de los
experimentos con relaxed kd-treaps, los más rápidos son los hechos con ár-
boles de 2 dimensiones; el tiempo de CPU para el algoritmo copy-based está
entre 20 y 40 µsegundos. Para 3 y 4 dimensiones este tiempo pasa a estar
alrededor de los 50 µsegundos, para superar claramente los 50 µsegundos en
relaxed 5d-treaps y relaxed 10d-treaps; siendo los tiempos registrados para
éstos últimos los más altos con valores por encima de los 100 µsegundos.
Como también pasó al medir nodos visitados, la diferencia de tiempos de
uno y otro algoritmo se reduce al aumentar la dimensión, para pasar a ser
prácticamente iguales a partir de dimensión 10.
Con diferencia los experimentos más rápidos han sido los realizados con
quad-treaps bidimensionales que se mantienen en todo momento, para ambos
algoritmos, por debajo de los 30 µsegundos de media, con poca diferencia
entre la inserción copy-based y la inserción por reconstrucción, del orden de
entre 5 y 10 µsegundos.
Las Figuras 6.15, 6.16 y 6.17, muestran la proporción entre los tiempos
de los algoritmos. Para relaxed kd-treaps de dimensión 2 y 3, copy-based es
el doble de rápido que reconstrucción, a medida que aumenta la dimensión y
para quad-treaps, el cociente va disminuyendo y se sitúa por debajo de 1,5. Lo
interesante de esta comparativa es observar que la proporción entre tiempos
se mantiene prácticamente igual a pesar de que aumente el tamaño del árbol
en el que se realiza la inserción, por tanto copy-based no es asintóticamente
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Figura 6.12: Gráficas del tiempo de CPU empleado por los experimentos con
relaxed 2d-treaps y relaxed 3d-treaps en nanosegundos.
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Figura 6.13: Gráficas del tiempo de CPU para inserciones en relaxed 4d-treaps y
relaxed 5d-treaps empleado por los experimentos en nanosegundos.
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Figura 6.14: Gráficas del tiempo de CPU empleado por los experimentos con
relaxed 10d-treaps y quad-treaps bidimensionales en nanosegundos.
125
6.3. Resultados 6. Experimentación
más rápido que reconstrucción aunque se aplique a árboles de tamaño muy
grande.
Los resultados completos de los experimentos realizados se incluyen en el
directorio datos del CD, en los archivos con extensión .cbtdata que pueden
leerse con cualquier editor de texto. Estos archivos tienen un encabezado
con los datos distribuidos en columnas con un título que da una idea de los
valores de la columna.
También se incluyen los mismos datos en hoja de cálculo Excel, con ex-
tensión .xls, aplicación que se ha utilizado para generar las gráficas.
Finalizadas las distintas ejecuciones del experimento, se han presentado y
comentado los resultados a lo largo de este capítulo. Estos mismos resultados
van a ser discutidos y analizados con más profundidad en el Capítulo 8 lo que
permitirá llegar a una conclusión sobre la hipótesis de partida. En el mismo
Capítulo se propondrán también las posibles líneas de trabajo futuro.
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Figura 6.15: Gráficas de la proporción entre el tiempo de CPU empleado por
inserción copy-based y la reconstrucción del subárbol en relaxed kd-treaps de 2 y
3 dimensiones.
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Figura 6.16: Gráficas de la proporción entre el tiempo de CPU empleado por
inserción copy-based y la reconstrucción del subárbol en relaxed kd-treaps de 4 y
5 dimensiones.
128
6.3. Resultados 6. Experimentación
Figura 6.17: Gráficas de la proporción entre el tiempo de CPU empleado por
inserción copy-based y la reconstrucción del subárbol para relaxed 10d-treaps y






En este Capítulo se expone de manera informal la planificación de los
procesos que se estimaron necesarios para la consecución de este proyecto,
teniendo en cuenta el tiempo y los recursos de que se disponía para realizarlo.
7.1. Gestión del Tiempo
Aunque previamente a la gestión del tiempo se debería haber contestado
a las pregunta ¿Que hay que hacer? utilizando el llamado modelo de requeri-
mientos [24] y a ¿Como hay que hacerlo? mediante el modelo de procesos [24];
las actividades que se han detallado en el diagrama de Gantt de la Figuras
7.1 y 7.2, el contenido de esta memoria y la documentación publicada por la
Facultat d’Informàtica de Barcelona en relación a la elección y presentación
del proyecto fin de carrera responden a esas preguntas.
El inicio del proyecto se establece al principio del cuatrimestre de otoño
del curso 2008-2009 y se planificó para una duración de un año. El motivo
es que se deberá compaginar su desarrollo con una jornada laboral de 40
horas semanales, por lo que se hace una estimación de dedicación de 3 horas
diarias, 5 días a la semana, este horario se complementará, si fuera necesario,
con más dedicación en días festivos del calendario laboral.
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Figura 7.1: Diagrama de Gantt del proyecto “Copy-based kd-trees y quad-trees”.
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Figura 7.2: Diagrama de Gantt del proyecto “Copy-based kd-trees y quad-
trees”(cont.).
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La previsión anterior hace que se estime el cuatrimestre de otoño del curso
2009-2010 como el periodo en que se finalizará el proyecto y por tanto será
el que marcará las fechas de las distintas metas del proyecto identificadas:
inscripción.
matriculación.
presentación de los primeros resultados.
presentación del informe
presentación de la memoria y
defensa del proyecto.
La duración total del proyecto ha sido de 864 horas, lo que supone una
dedicación media de 2,70 horas por día, considerando todos los meses, 4
semanas por mes y 5 días laborables cada semana. Si en el cálculo de la
dedicación media se hubieran tenido en consideración los periodos de vaca-
ciones y festivos, la media resultante sería mucho más próxima a la estimación
planificada de 3 horas diarias.
El diagrama de Gantt que se elaboró al planificar se ha ido modificando
según el desarrollo del proyecto, se han suspendido actividades que se habían
previsto y se han incorporado otras que no se habían contemplado; de modo
que el diagrama muestra la evolución del proyecto actualizada hasta el mes de
Diciembre de 2009 incluido, momento en que se hicieron las copias impresas
de la memoria, por lo que las actividades programadas de Enero de 2010 es
posible que no coincidan exactamente con el calendario real.
7.2. Gestión de Costes
La valoración económica se ha hecho de manera muy sencilla, los costes
de estructura que incluyen recursos como oficinas, mobiliario, luz y teléfono
se han considerado incluidos en el precio de la matrícula como si el trabajo
se hubiera desarrollado completamente en las aulas de ordenadores de la
Facultad, aunque la gran parte del proyecto se ha hecho trabajando desde
mi domicilio. En cuanto al software, las herramientas de desarrollo (entorno
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de programación y lenguaje Java) son gratuitas, así como el tratamiento de
textos con el que se confeccionó la memoria y otra documentación (LATEX) y
su editor (LEd). El sistema operativo es también gratuito como resultado del
acuerdo MSDNAA (Microsoft Developer Network Academic Alliance) entre
Microsoft y la Facutat d’Informàtica de Barcelona, aunque se ha incluido el
coste de la versión Windows XP para un usuario. Se ha utilizado también la
hoja de cálculo “Excel” y la herramienta de dibujo “Photodraw” ambos de
Microsoft, pero se podrían haber substituido por cualquier programa similar
de software gratuito como los incluidos en el paquete “Open Office”.
En cuanto a los costes de la actividad, se han incluido también en el precio
de la matrícula los gastos de, profesorado, dirección de proyecto, tribunal,
consultas y biblioteca que aporta la Facultad y que, en un escenario empresa-
rial, se deberían haber tenido en cuenta posiblemente con otra denominación.
En este apartado se han contabilizado además, la estimación del sueldo del
autor por las horas trabajadas, la estimación de la utilización del hardware,
el gasto en papelería que han supuesto fotocopias e impresión de borradores
y la estimación del gasto que supone la impresión y encuadernación de las
copias de la memoria.
Para el cálculo del precio/hora de programador, se han consultado varias
fuentes a través de Internet encontrando precios bastante dispares que van
desde aproximadamente 30 euros/hora recogidos en ofertas oficiales (BOE
búm. 244 de fecha 11/10/2007), ofertas de trabajo en la página web de
la Facultat d’Informàtica de Barcelona (Universitat i empresa) o los pre-
cios publicados por la empresa Netmadrid, SL (www.netmadrid.com); hasta
menos de 10 euros en diferentes consultas a ofertas de trabajo y en foros
de Internet, con lo que un promedio ligeramente por encima de los 20 euros
podría ser un precio/hora ajustado.
No se han tenido en cuenta costes de contingencia o imprevistos porque
no se consideraron necesarios.
GESTION DE COSTES Valor Cantidad Total
Salario 22 864 19008
Matrícula PFC 400 1 400
S. O. Windows XP 60 1 60
Papelería 30 1 30
Amortización hardware 100 1 100





Conclusiones y Trabajo Futuro
8.1. Conclusiones
A partir de los resultados obtenidos con la ejecución de los diferentes
experimentos se pueden realizar las siguientes afirmaciones:
Afirmación 1 : Teniendo en cuenta los resultados obtenidos para el prin-
cipal indicador, nodos visitados, se ha visto que según aumenta la di-
mensión del relaxed kd-treap, la diferencia de la cantidad de nodos visi-
tados en uno y otro algoritmo de inserción se hace menor. Es posible
que aplicado a dimensiones suficientemente grandes no haya diferencia
en el número de nodos visitados lo que indicaría que desde este punto
de vista, el algoritmo de inserción copy-based no es más eficiente que
el de reconstrucción.
Afirmación 2 : Dado que la relación,
Nodos visitadosReconstrucción/Nodos visitadosCopy−based
permanece constante a partir de un determinado tamaño de árbol, la
inserción copy-based no aporta ninguna mejora en el coste asintótico
del caso esperado respecto a la reconstrucción del subárbol.
Afirmación 3 : Cuanto mayor es la dimensión del relaxed kd-treap los datos
del cociente están menos dispersos, por tanto menor diferencia hay entre
nodos visitados por uno y otro algoritmo, lo que significa que ambos
algoritmos son asintóticamente equivalentes.
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Afirmación 4 : Los resultados al aplicar el algoritmo de inserción copy-
based a relaxed kd-treaps muestran que los tamaños medios de los
subárboles que se reinsertan sin reorganizar están por debajo de los 2
nodos y que este tamaño disminuye según aumenta la dimensión del
árbol, siendo el menor tamaño el obtenido al aplicar el algoritmo a los
quad-treaps.
Si además se tiene en cuenta que la media de bounding boxes iguales por
nodo insertado es de poco más de 1 en todos los casos experimentados,
resulta que copy-based se aplica una media de dos veces por árbol a
un subárbol de un tamaño medio de 3 nodos. Aplicar en promedio el
algoritmo de inserción por reconstrucción a dos subárboles de menos de
3 nodos no supone una gran desventaja respecto a aplicar copy-based;
este aspecto confirma que copy-based no es mucho más eficiente que
reconstrucción.
Afirmación 5 : En el caso de quad-treaps, los máximos para el tamaño del
subárbol que no es necesario reorganizar no superan los 125 nodos en
quad-treaps de tamaño 50000, por lo que, aún en el caso del máximo
no habría diferencia notable al aplicar el algoritmo de inserción por
reconstrucción del subárbol.
Afirmación 6 : Aunque dependiendo del tipo de árbol y su dimensión los
valores medidos de tiempo de CPU han llegado a ser más del doble al
aplicar reconstrucción que al aplicar copy-based, no hay que olvidar el
orden de las magnitudes medidas, ya que para árboles de 40000 nodos
o más, la diferencia máxima en tiempo de ejecución entre uno y otro
algoritmo es de menos de 100 µsegundos; esto sin perder de vista que
la proporción entre tiempos de CPU de los dos algoritmos se mantiene
constante al aumentar el número de nodos del árbol en el que se realiza
la inserción.
A partir de las afirmaciones anteriores se puede concluir que:
Aplicado a relaxed kd-treaps y quad-treaps bidimensionales, el algoritmo
de inserción copy-based tiene el mismo coste asintótico en promedio que la
inserción por reconstrucción completa del subárbol afectado por la inserción
de un nuevo nodo.
o dicho de otra manera:
La eficiencia en promedio de los dos algoritmos es asintóticamente equiva-
lente.
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8.2. Trabajo futuro
Cómo líneas de posible trabajo futuro se identifican las siguientes:
Continúa siendo un problema abierto de investigación proponer un al-
goritmo eficiente para realizar la inserción de un nodo en kd-trees de
dimensión k > 2 y en quad-trees de dimensión k >= 2.
Para facilitar la tarea propuesta en el punto anterior y favorecer la
reutilización de los programas y clases implementadas en este proyec-
to, se propone rediseñar los métodos que componen el experimento de
manera que utilizando una sencilla interfaz pudieran ser evaluados los
nuevos algoritmos de inserción propuestos. La implementación de estos
algoritmos únicamente debería cumplir con los parámetros de entrada
y salida requeridos, el método resultante se integraría en la aplicación
propuesta y sería posible medir su eficiencia comparada del mismo mo-
do que se ha hecho con el algoritmo de inserción copy-based.
Se podría dotar al programa de una interfaz gráfica de usuario que
hiciera más agradable su uso, incluso en la que se pudiera ver en tiempo
de ejecución como se iban construyendo las gráficas. Aunque esto haría
más lenta la ejecución de los experimentos, siempre hace más atractiva
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Algoritmos con Árboles Binarios de Búsqueda
Antes de pasar a la descripción de cada una de las operaciones es necesario
recordar que en esta implementación se ha supuesto que no habrá claves
repetidas y por tanto no existirán elementos duplicados.
A pesar de que es fácil modificar los algoritmos de las operaciones del árbol
binario de búsqueda para permitir valores duplicados de clave, como norma
general, es mejor guardar los nodos con la misma clave en una estructura
secundaria y en el caso en que los nodos sean duplicados exactos, la mejor
opción es tener uno solo en el árbol con un contador que indique el número
de repeticiones.
No se ha utilizado la herencia en la implementación de las clases anteriores
para que el código esté completo en cada una de ellas. La finalidad es que
el lector no tenga necesidad de consultar otras clases para comprender o
analizar el código.
La clase ABB(ABB.java)
El único atributo de la clase es una referencia al nodo raíz del árbol binario
de búsqueda.
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Un árbol binario de búsqueda vacío se representa con un puntero null.
Las operaciones en esta clase se limitan a tratar el caso base de la re-
cursión, cuando el árbol binario de búsqueda es un árbol vacío o a llamar
a la operación correspondiente de NodoABB cuando el árbol tiene algún
elemento.
La clase NodoABB (NodoABB.java)
Esta clase tiene tres atributos, la clave del elemento, una referencia al
nodo raíz de su subárbol izquierdo y una referencia al nodo raíz de su subárbol
derecho.
En la implementación del nodo no se ha incluido la información asociada
al elemento ya que no es necesaria para los propósitos de esta implementación.
Método buscar: Dado un valor de clave x, este método devuelve el nodo
del árbol que tiene valor de clave igual a x o null si no existe ese elemento
en el árbol.
Sea r la clave del nodo raíz del árbol binario de búsqueda, las compara-
ciones empiezan comparando r y x:
Si x = r la búsqueda ha terminado, se ha encontrado el nodo buscado.
Si x < r la búsqueda continuará por el subárbol izquierdo recursiva-
mente hasta encontrar un subárbol izquierdo vacío o el nodo buscado.
Si x > r la búsqueda continuará por el subárbol derecho recursivamente
hasta encontrar un subárbol derecho vacío o el nodo buscado.
El pseudocódigo para la operación buscar se muestra en el Algoritmo A.1
Por ejemplo para encontrar el nodo con valor de clave 9 en el árbol binario
de búsqueda de la Figura 2.6 se debe empezar por la clave de la raíz, de valor
4, dado que 9 > 4 la búsqueda debe continuar por el hijo derecho, se compara
ahora 9 con la clave del nodo raíz del subárbol derecho que tiene valor 14,
cómo 9 < 14, continúa la búsqueda por el hijo izquierdo, la raíz de este
subárbol tiene clave 9, luego se ha encontrado un nodo con el valor de clave
que se buscaba.
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Algoritmo A.1: buscar
buscar (x:entero) ret (buscado:NodoABB);1
Input: x es el valor de clave a buscar
Output: buscado ∈ NodoABB es el nodo del árbol binario de
búsqueda con valor de clave igual a x o null si no se
encuentra
if x <valor(raíz) then2
if hijoizquierdo 6= null then3
buscado = hijoizquierdo.buscar(x);4
if x >valor(raíz) then5
if hijoderecho 6= null then6
buscado = hijoderecho.buscar(x);7
return buscado;8
Si la clave buscada no está en el árbol, por ejemplo el 7, se procede de
la misma forma haciendo las comparaciones correspondientes: 7 > 4 →hijo
derecho; 7 < 14 →hijo izquierdo; 7 < 9 →hijo izquierdo; 7 > 6 →hijo derecho;
en este punto se tiene que el hijo derecho del subárbol que tiene por raíz 6
es vacío, y por tanto el 7 no está en el árbol. En la Figura A.1 puede verse
el camino recorrido en el árbol buscando el nodo con clave igual a 7.
En el caso peor el coste de la búsqueda es del orden de Θ(h), donde h es
la altura del árbol binario de búsqueda. Para árboles binarios de búsqueda
equilibrados de n nodos, h será del orden de Θ(log n); en el caso que el árbol
sea una lista, h será del orden de Θ(n).
Analizando un poco más el caso de la búsqueda sin éxito, y continuando
con el ejemplo de la búsqueda del nodo con valor de clave 7; se puede com-
probar que donde ha finalizado la búsqueda se corresponde con el lugar en
el que se debería insertar el 7 si se tratara de una operación de inserción.
Figura A.2.
Método insertar: Dado un valor de clave x, que se supone no está repetida
en los nodos que componen el árbol, este método añade un nodo con valor
de clave x al árbol binario de búsqueda inicial.
En el caso de que el árbol sea vacío, el nodo a insertar se colocará en la
raíz; si el árbol no es vacío, es correcto aplicar lo explicado para la búsqueda
sin éxito, por lo que el algoritmo para la operación insertar será prácticamente
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Figura A.1: Camino recorrido en el árbol binario de búsqueda buscando sin éxito
la clave 7.
el mismo que para buscar, sin más diferencia que enlazar el nuevo nodo como
hijo izquierdo o derecho del nodo hoja dónde la búsqueda haya finalizado al
encontrar un hijo null. El pseudocódigo para la operación insertar se muestra
en el algoritmo A.2.
Cómo se aprecia en la Figura A.3, el orden en que se introduzca el mis-
mo conjunto de valores de claves puede hacer que el árbol resultante tenga
diferente forma.
En el caso peor el coste de la inserción es del orden de Θ(h), donde h es la
altura del árbol. Para árboles binarios de búsqueda equilibrados de n nodos,
h será del orden de Θ(log n); en el caso que el árbol sea una lista, h será del
orden de Θ(n).
Método buscarMin: Devuelve el nodo del árbol binario de búsqueda que
tiene valor de clave mínimo. Recordando que en el subárbol izquierdo del
árbol binario de búsqueda están los nodos con valor de clave menor que el
valor de clave de la raíz, el Algoritmo A.3 se limitará a recorrer recursivamente
los subárboles izquierdos hasta que encuentre un nodo que no tenga subárbol
izquierdo, éste nodo tiene el menor valor de clave del árbol.
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Figura A.2: Insertando la clave 7 en el árbol binario de búsqueda.
En el caso peor el coste de la búsqueda del elemento con el valor de clave
más pequeño es del orden de Θ(h), donde h es la altura del árbol binario de
búsqueda. Para árboles binarios equilibrados de n nodos, h será del orden de
Θ(log n); en el caso de que el árbol sea una lista, h será del orden de Θ(n).
Método buscarMax: Devuelve el nodo del árbol binario de búsqueda que
tiene valor de clave máximo. El algoritmo es igual a buscarMin sin más que
cambiar subárbol izquierdo por subárbol derecho.
Método borrarMin: Borra del árbol binario de búsqueda el nodo con valor
de clave más pequeño, Algoritmo A.4.
Esta operación consta de una primera parte de búsqueda del elemento
menor, ya vista en el algoritmo A.3. Una vez encontrado, para borrarlo, el
puntero del padre que le apuntaba pasa a apuntar al hijo derecho del nodo
borrado. Con esto el nodo borrado queda desreferenciado y por tanto borrado
del árbol.
En el caso peor el coste de esta operación es del orden de Θ(h), donde h
es la altura del árbol binario de búsqueda. Para árboles binarios de búsqueda
equilibrados de n nodos, h será del orden de Θ(log n); en el caso que el árbol
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Algoritmo A.2: insertar
insertar (x:entero);1
Input: x es el valor de la clave del nodo a insertar
Output: Al árbol binario de búsqueda inicial se le ha añadido un
nodo con clave x
if x <valor(raíz) then2
if hijoizquierdo 6= null then3
hijoizquierdo.insertar(x);4
else5
hijoizquierdo = new NodoABB(x);6
if x >valor(raíz) then7
if hijoderecho 6= null then8
hijoderecho.insertar(x);9
else10
hijoderecho = new NodoABB(x);11
sea una lista, h será del orden de Θ(n).
Método borrarMax: Borra del árbol binario de búsqueda el nodo con valor
de clave mayor de la manera que muestra la Figura A.4, utiliza la misma
lógica que borrarMin solo que cambiando hijo izquierdo por hijo derecho.
Método borrar: Dado un valor de clave x y la raíz del subárbol que la
contiene, retorna la raíz del subárbol al que se le ha borrado el nodo con




Output: Retorna el NodoABB que tiene el valor de clave más
pequeño de los que hay en el árbol
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Figura A.3: Mismos valores y diferente orden de entrada.
Algoritmo A.4: borrarMin
borrarMin (raizSa:NodoABB) ret (raizSa:NodoABB);1
Input: raizSa es el nodo raíz del subárbol
Output: Retorna la raíz del subárbol al que se le ha borrado el nodo
con valor de clave mínimo
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Figura A.4: Borrar con un solo hijo.
La operación consta de una primera parte de búsqueda del nodo que hay
que borrar, una vez encontrado hay que considerar tres alternativas diferen-
tes:
El nodo a borrar es una hoja, el borrado no supone ningún problema,
se borra el nodo y ya está.
El nodo a borrar tiene solo un hijo, en este caso no se puede simplemente
borrar el nodo, ya que su hijo quedaría desconectado del árbol. La
solución es colocar como hijo del padre del nodo a borrar al hijo del
nodo a borrar, en la Figura A.4 se muestra como eliminar el nodo
con valor de clave 14. Este caso es el explicado para las operaciones
borrarMin y borrarMax vistas anteriormente.
El nodo a borrar tiene dos hijos, en este caso el nodo a borrar se susti-
tuye por el nodo con el valor más pequeño de su subárbol derecho, una
vez hecho esto, ese elemento estará repetido en el subárbol, por lo que
habrá que borrarlo de ese subárbol usando la operación borrarMin. La
Figura A.5 muestra como eliminar el nodo con valor de clave 7. Co-
mo alternativa se puede sustituir el nodo a borrar por el mayor de su
subárbol izquierdo.
152
A. Algoritmos con Árboles
Figura A.5: Borrar con dos hijos.
El Algoritmo A.5 reúne lo expuesto anteriormente para completar la ope-
ración borrar.
En el caso peor el coste de borrar un nodo con valor de clave x es del
orden de Θ(h), donde h es la altura del árbol binario de búsqueda. Para
árboles binarios de búsqueda equilibrados de n nodos, h será del orden de
Θ(log n); en el caso que el árbol sea una lista, h será del orden de Θ(n).
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Algoritmo A.5: borrar
borrar (x:entero, raiz:NodoABB) ret (raiz:NodoABB);1
Input: x es el valor de clave a borrar, raiz es el nodo raíz del subárbol
que se está tratando(la raíz del árbol completo en la primera
llamada)
Output: raiz es la raíz del subárbol al que se le ha borrado el nodo
con clave de valor x
if x < raiz.clave then2
if raiz.hi 6= null then3
raiz.hi = borrar(x, raiz.hi);4
else5
if x > raiz.clave then6
if raiz.hd 6= null then7
raiz.hd = borrar(x, raiz.hd);8
else9
if raiz 6= null then10









Algoritmos con relaxed kd-trees
Antes de pasar a la descripción de cada una de las operaciones es necesario
recordar que en esta implementación se ha supuesto que no existirán nodos
duplicados y por tanto con la misma clave multidimensional.
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La clase Kdtree(Kdtree.java)
El único atributo de la clase es una referencia al nodo raíz del relaxed
kd-tree. Un relaxed kd-tree vacío se representa con un puntero null.
Las operaciones de esta clase se limitan a tratar el caso base de la recur-
sión, cuando el relaxed kd-tree es un árbol vacío o a llamar a la operación
correspondiente de NodoKdtree cuando el árbol tiene algún nodo.
La clase NodoKdtree (NodoKdtree.java)
Esta clase tiene cinco atributos, la clave multidimensional del nodo re-
presentada por un vector de k posiciones, siendo k la dimensión del relaxed
kd-tree, un entero que guarda el valor del discriminante, un booleano que
indica si el nodo ha sido borrado, una referencia al nodo raíz de su subárbol
izquierdo y una referencia al nodo raíz de su subárbol derecho.
Figura A.6: Visión recursiva de un relaxed Kd-tree.
Método buscar: Sea T un relaxed kd-tree de dimensión k y x un valor de
clave de dimensión k; este método devuelve el nodo de T con valor de clave
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multidimensional y tal que yi = xi,∀i ∈ {0 . . . (k−1)} o null si no existe ese
elemento en el relaxed kd-tree.
Sea r la clave del nodo raíz de T y disc(r) su discriminante, las compara-
ciones empiezan comparando r y x:
Si xi = ri,∀i ∈ {0 . . . (k − 1)} la búsqueda ha terminado, se ha encon-
trado el nodo buscado.
En caso contrario:
• Si xdisc(r) < rdisc(r) la búsqueda continuará por el subárbol izquier-
do de T recursivamente hasta encontrar un subárbol izquierdo
vacío o el nodo buscado.
• O bien, si xdisc(r) > rdisc(r) la búsqueda continuará por el subárbol
derecho recursivamente hasta encontrar un subárbol derecho vacío
o el nodo buscado.
El pseudocódigo para la operación buscar se muestra en el Algoritmo A.6.
Por ejemplo para encontrar el nodo con valor de clave (0.3, 0.4) en el
relaxed kd-tree de la Figura A.7 se debe empezar comparándolo con el valor
de clave de la raíz, (0.5, 0.6) y su discriminante, disc = 1, dado que 0.3 < 0.5
la búsqueda debe continuar por el hijo izquierdo, se compara ahora con la
clave del nodo raíz del subárbol izquierdo que tiene valor (0.2, 0.8) y su
discriminante, disc = 1, cómo 0.3 > 0.2, continúa la búsqueda por el hijo
derecho, la raíz de este subárbol tiene clave (0.4, 0.1) y su discriminante,
disc = 2, dado que 0.4 > 0.1 la búsqueda debe continuar por el hijo derecho
dónde se encuentra el nodo con el valor de clave buscado.
Si la clave buscada no está en el árbol, por ejemplo (0.25, 0.15), se pro-
cede de la misma forma haciendo las comparaciones correspondientes según
el discriminante del nodo del relaxed kd-tree que se esté tratando:
(0.5, 0.6), disc = 1: 0.25 < 0.5 →hijo izquierdo;
(0.2, 0.8), disc = 1: 0.25 > 0.2 →hijo derecho;
(0.4, 0.1), disc = 2: 0.15 > 0.1 →hijo derecho;
(0.3, 0.4), disc = 2: 0.15 < 0.4 →hijo izquierdo; en este punto se tiene que el
hijo izquierdo del subárbol que tiene por raíz (0.3, 0.4) es vacío, y por tanto
la clave (0.25, 0.15) no está en el árbol.
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Algoritmo A.6: buscar
buscar (x:vector[0..(k-1)] de reales) ret (buscado:NodoKdtree);1
Input: x es el valor de clave multidimensional a buscar
Output: buscado ∈ NodoKdtree es el nodo del relaxed kd-tree con
valor de clave multidimensional igual a x o null si no se
encuentra
buscado = null;2




if hi 6= null then7
buscado = hi.buscar(x);8
else9
if hd 6= null then10
buscado = hd.buscar(x);11
if ((buscado 6= null) and (buscado.borrado)) then12
buscado = null;13
return buscado;14
En la Figura A.7, marcado con flechas, puede verse el camino recorrido en el
árbol buscando el nodo con clave igual a (0.25, 0.15).
El coste de la búsqueda en el caso peor es del orden de O(h), donde h es
la altura del relaxed kd-tree. Para relaxed kd-trees equilibrados de n nodos,
h será del orden de Θ(log n); en el caso que el árbol sea una lista, h será del
orden de Θ(n).
Siguiendo con el ejemplo de la búsqueda sin éxito del nodo con valor de
clave (0.25, 0.15); se puede comprobar que donde ha finalizado la búsqueda
sin éxito se corresponde con el lugar en el que se debería insertar el nodo si
se tratara de una operación de inserción. Figura A.8.
Método insertar: Dado un relaxed kd-tree de dimensión k y un valor de
clave multidimensional x que no está repetida en los nodos que componen
el árbol; este método añade un nodo con valor de clave x, y valor de dis-
criminante j elegido aleatoriamente en el intervalo {0 . . . (k − 1)} al relaxed
kd-tree.
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Figura A.7: Camino recorrido en el relaxed kd-tree buscando el (0.25, 0.15) que
no está en el árbol.
El relaxed kd-tree se construye por sucesivas inserciones de nodos en un
árbol inicialmente vacío. La primera clave multidimensional se coloca junto
con su discriminante, j1, en el nodo raíz que tendrá además dos subárboles
vacíos. El valor j1-ésimo de la segunda clave se compara con el valor j1-
ésimo de la clave de la raíz: si es menor, el nodo con la segunda clave y
su discriminante j2 se inserta recursivamente en el subárbol izquierdo; si es
mayor se inserta recursivamente en el subárbol derecho. Ahora el valor j1-
ésimo de la tercera clave se compara con el valor j1-ésimo de la clave de
la raíz para insertar el nodo como se ha descrito, pero ahora el subárbol
puede no estar vacío, ya que hay un segundo nodo en el árbol, por lo que
ahora se comparará el valor j2-ésimo de la tercera clave y el valor j2-ésimo
de la segunda clave para insertar el tercer nodo con su clave y el valor de
discriminante, j3, de manera recursiva como se ha explicado.
El algoritmo de la operación insertar será prácticamente el mismo que
para buscar con el añadido de la creación del nuevo nodo con la clave dada
y su discriminante que se enlazará con el relaxed kd-tree en el subárbol
correspondiente.
El Algoritmo A.7 muestra el pseudocódigo para la operación insertar.
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Algoritmo A.7: insertar
insertar (x:vector[0..(k-1)] de reales);1
Input: x es el valor de clave multidimensional del nuevo nodo a
insertar
Output: Al relaxed kd-tree inicial se le ha añadido un nodo con valor
de clave multidimensional igual a x y con discriminante
entero aleatorio {0 . . . ((longitud de clave)− 1)}
xDisc: entero;2




if hi = null then7
xDisc = aleatorio entre {0 . . . ((longitud de clave)− 1)};8




if hd = null then13
xDisc = aleatorio entre {0 . . . ((longitud de clave)− 1)};14
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Figura A.8: Insertando la clave (0.25, 0.15) en el relaxed kd-tree.
El orden de inserción de los nodos puede hacer que el relaxed kd-tree
resultante presente formas diferentes, igual que ocurría en los árboles binarios
de búsqueda, Figura A.3; también el valor del discriminante puede hacer que
la forma cambie como se aprecia en la Figura A.9, que crea los relaxed kd-
trees con el mismo orden de entrada de valores de clave pero con distinto
valor de discriminante.
En el caso peor el coste de la inserción es del orden de O(h), donde h es
la altura del relaxed kd-tree. Para relaxed kd-trees equilibrados de n nodos,
h será del orden de Θ(log n); en el caso que el árbol sea una lista, h será del
orden de Θ(n).
Método borrar: Dado un relaxed kd-tree de dimensión k y un valor de
clave k-dimensional x; este método marca como borrado el nodo del relaxed
kd-tree con clave y que cumpla yi = xi,∀i ∈ {0 . . . (k − 1)}.
Hay que considerar tres alternativas:
Si el nodo que se quiere borrar es una hoja, se elimina directamente sin
que esto afecte al resto de nodos.
Si se tratara de un kd-tree, cualquier otro caso sería complicado para
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Figura A.9: Diferente forma del relaxed kd-tree resultante al insertar las mismas
claves en el mismo orden de inserción pero con diferentes discriminantes.
borrar el nodo, ya que la estructura de sus dos subárboles dependen
del nodo a borrar. Una solución podría ser reconstruir el árbol por
debajo del nodo borrado, pero esta reconstrucción podría tener un alto
coste, un algoritmo de borrado se propone en [12, pág. 73] con un coste
promedio de borrado del orden de O(log n), siendo n el número de
nodos del kd-tree, este coste refleja el hecho que la mayoría de nodos
del kd-tree son nodos hoja; sin embargo el coste de borrar una raíz es
considerablemente mayor del orden de O(n).
Otra solución para el borrado de un nodo en un kd-tree propuesta
por algunos autores [5, pág. 6-18] es marcar el nodo como borrado
con un atributo extra. Cuando el árbol se reconstruye todos los nodos
marcados como borrados son eliminados definitivamente.
En el caso de los relaxed kd-tree al tener el discriminante guardado con
cada clave en los nodos, borrar los nodos con un solo hijo es posible
sin más que subir el subárbol al lugar que ocupaba el nodo borrado.
Figura A.10.
El tercer caso, cuando el nodo a borrar tiene dos hijos, como se ve en la
Figura A.11, no es correcto utilizar el mismo algoritmo de borrado que
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Figura A.10: A la derecha el árbol resultante de borrar dos nodos, uno sin hijos
y otro con sólo un hijo, del relaxed kd-tree de la izquierda.
se usó para árboles binarios de búsqueda (substituir el nodo a borrar por
el nodo más a la izquierda de su subárbol derecho), sino que se hace
necesario buscar el nodo de su subárbol derecho que tenga el menor
valor en la componente de la clave señalada por el discriminante del
nodo a borrar, lo que probablemente comportaría una reconstrucción
completa de alguna parte del árbol. Para evitar esta complejidad, bo-
rrar se ha implementado de manera que el nodo se marca como borrado
sin eliminarlo físicamente del relaxed kd-tree.
El Algoritmo A.8 muestra el pseudocódigo para la operación borrar toman-
do como base el Algoritmo A.5 de borrado aplicado a nodos de árboles bina-
rios de búsqueda.
En el caso peor el coste del borrado es del orden de O(n). Para relaxed
kd-trees equilibrados de n nodos, siendo h la altura del relaxed kd-tree, el
coste será del orden de Θ(log n); o en el caso que el árbol sea una lista, h
será del orden de Θ(n).
Una manera de abordar el problema de las claves repetidas en un relaxed
kd-tree de dimensión k es mediante listas de colisión. En este caso cada nodo
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Algoritmo A.8: borrar
borrar (x:vector[0..(k-1)] de reales, nodo:NodoKdtree)1
ret (nodo:NodoKdtree);
Input: x es el valor de clave multidimensional del nodo a borrar
Output: Retorna la raíz del subárbol que contenía el nodo borrado: Si
el nodo borrado tenía dos hijos se le ha puesto la marca de
borrado; sino se ha borrado del subárbol.
if x[nodo.disc] <nodo.clave[nodo.disc] then2
if nodo.hi 6= null then3
nodo.hi = borrar(x, nodo.hi);4
else5
if x[nodo.disc] >nodo.clave[nodo.disc] then6
if nodo.hd 6= null then7
nodo.hd = borrar(x, nodo.hd);8
else9
if nodo 6= null then10
if nodo.esIgual(x) then11
if nodo.hi 6= null andnodo.hd 6= null then12
nodo.borrado = cierto;13
else14
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Figura A.11: Al borrar un nodo con dos hijos de un relaxed kd-tree con el Algo-
ritmo A.5 para árboles binarios de búsqueda, el árbol resultante NO es un relaxed
kd-tree.
contiene, además de la clave multidimensional x , su discriminante j y los
punteros a sus hijos izquierdo y derecho, una lista de registros con clave
multidimensional y tal que yi = xi,∀i ∈ {1 . . . k}.
En el caso que las claves coinciden únicamente en el valor de una com-
ponente, en la implementación realizada de los relaxed kd-trees se permiten
nodos compatibles y no compatibles. Un nodo con clave multidimensional
x es compatible con un árbol T de dimensión k, si ∀i ∈ {1 . . . k} la com-
ponente xi es diferente de cualquier otra componente i-ésima de las claves
multidimensionales de los nodos que forman T .
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Algoritmos con quad-trees
Antes de pasar a la descripción de cada una de las operaciones es necesario
recordar que en esta implementación se ha supuesto que no existirán nodos
duplicados y por tanto con la misma clave bidimensional.
La clase Quadtree(Quadtree.java)
El único atributo de la clase es una referencia al nodo raíz del quad-tree.
Un quad-tree vacío se representa con un puntero null.
Las operaciones de esta clase tratan el caso base de la recursión, si el quad-
tree es vacío o, en caso que no lo sea, llaman a la operación correspondiente
de NodoQuadtree.
La clase NodoQuadtree (NodoQuadtree.java)
Esta clase tiene tres atributos, la clave bidimensional del nodo represen-
tada por un vector de 2 posiciones, un booleano que indica si el nodo ha sido
borrado y un vector de cuatro punteros, uno a cada de los cuatro posibles
hijos del nodo, SW, NW, NE y SE, que son a su vez nodos del quad-tree.
Además de los constructores apropiados, se han desarrollado los métodos
que se describen a continuación.
Método buscar: Sea Q un quad-tree bidimensional y x un valor de clave
también bidimensional; este método devuelve el nodo de Q con valor de clave
y tal que y0 = x0 y y1 = x1 o null si no existe ese elemento en el quad-tree.
Sea r la clave del nodo raíz de Q, para empezar se compara r y x:
Si x0 = r0 y x1 = r1, la búsqueda ha terminado, se ha encontrado el
nodo buscado.
En caso contrario, habrá que recorrer recursivamente cada uno de los
cuatro posible hijos del nodo con clave r:
• Si x0 <= r0 y x1 <= r1 la búsqueda continuará por el subárbol
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Figura A.12: Visión recursiva de un quad-tree.
SW de Q recursivamente hasta encontrar un subárbol SW vacío o
el nodo buscado.
• Si x0 < r0 y x1 > r1 la búsqueda continuará por el subárbol NW
de Q recursivamente hasta encontrar un subárbol NW vacío o el
nodo buscado.
• Si x0 > r0 y x1 > r1 la búsqueda continuará por el subárbol NE
de Q recursivamente hasta encontrar un subárbol NE vacío o el
nodo buscado.
• Si x0 > r0 y x1 < r1 la búsqueda continuará por el subárbol SE de
Q recursivamente hasta encontrar un subárbol SE vacío o el nodo
buscado.
El pseudocódigo para la operación buscar se muestra en el Algoritmo A.9.
Por ejemplo para encontrar el nodo con valor de clave (0.35, 0.72) en el
quad-tree de la Figura 4.1 se debe empezar comparándolo con el valor de clave
de la raíz, (0.5, 0.6), como 0.35 < 0.5 y 0.72 > 0.6 la búsqueda continúa por
el subárbol NW, ahora con la clave de nodo raíz del subárbol NW, (0.1, 0.7),
se compara componente a componente con la clave buscada, así se tiene que
0.35 > 0.1 y 0.72 > 0.7; la búsqueda sigue por el subárbol NE, que es el que
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Algoritmo A.9: buscar
buscar (x:vector[0..1] de reales) ret (buscado:NodoQuadtree);1
Input: x es el valor de la clave bidimensional a buscar
Output: buscado ∈ NodoQuadtree es el nodo del quad-tree con valor
de clave bidimensional igual a x o null si no se encuentra
buscado = null;2
if x[0] <= clave[0] then3




if subQuad[SW ] 6= null then8
buscado = subQuad[SW].buscar(x);9
else10
if subQuad[NW ] 6= null then11
buscado = subQuad[NW].buscar(x);12
else13
if x[1] <= clave[1] then14
if subQuad[SE] 6= null then15
buscado = subQuad[SE].buscar(x);16
else17
if subQuad[NE] 6= null then18
buscado = subQuad[NE].buscar(x);19
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corresponde a la comparación obtenida x0 > r0 y x1 > r1. La raíz de este
subárbol tiene clave (0.25, 0.85), volviendo a comparar esta clave con la del
nodo buscado, 0.35 > 0.25 y 0.72 < 0.85, por lo que la búsqueda continúa
por el subárbol SE dónde se encuentra el nodo buscado.
Figura A.13: Camino recorrido en el quad-tree buscando el (0.35, 0.72).
Si la búsqueda es de una clave que no está en el árbol, por ejemplo
(0.33, 0.71), se hacen las comparaciones correspondientes de la manera descri-
ta anteriormente y se continúa la búsqueda por el subárbol que corresponda:
(0.5, 0.6): 0.33 < 0.5 y 0.71 > 0.5 →NW;
(0.1, 0.7): 0.33 > 0.1 y 0.71 > 0.7 →NE;
(0.25, 0.85): 0.33 > 0.25 y 0.71 < 0.85 →SE;
(0.35, 0.72): 0.33 < 0.35 y 0.71 < 0.72 →SW; en este punto el subárbol SW
del subárbol que tiene por raíz (0.35, 0.72) es vacío, lo que implica que el
nodo con clave (0.33, 0.71) no está en el árbol.
En la Figura A.13 puede verse marcado con flechas el camino recorrido en el
quad-tree buscando el nodo con clave igual a (0.33, 0.71).
Para calcular el coste de las operaciones, Finkel y Bentley [11] mostraron
empíricamente que el coste medio de la búsqueda de un nodo es del orden de
O(log4 n), donde n es el número de nodos del quad-tree. Sin embargo el caso
peor es mucho más costoso y depende de la forma del quad-tree; el caso peor
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se consigue cuando el árbol degenera en una lista y el coste será del orden de
Θ(n) [12].
Siguiendo con el ejemplo de la búsqueda del nodo con valor de clave
(0.33, 0.71); se puede observar que el lugar del quad-tree donde ha finalizado
la búsqueda sin éxito corresponde al lugar de inserción de este nodo si se
tratara de una operación de inserción. Figura A.14.
Figura A.14: Insertando la clave (0.33, 0.71) en el quad-tree.
Método insertar: Dado un quad-tree bidimensional y un valor de clave
bidimensional x que no está repetida en los nodos que componen el árbol;
este método añade un nodo con valor de clave x al quad-tree.
Un quad-tree se construye por sucesivas inserciones de nodos en un árbol
inicialmente vacío. La primera clave bidimensional se coloca en el nodo raíz
que tendrá además cuatro subárboles vacíos, SW, NW, NE y SE. Al insertar
una segunda clave, x, se compara con la clave de la raíz, r, componente a
componente, es decir se compara x1 con r1 y x2 con r2, dado que no habrá
claves repetidas, el nodo se insertará en:
El subárbol SW si x1 < r1 y x2 < r2;
el subárbol NW si x1 < r1 y x2 > r2;
el subárbol NE si x1 > r1 y x2 > r2;
o en el subárbol SE si x1 > r1 y x2 < r2.
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Figura A.15: Diferente forma del quad-tree al insertar las mismas claves en dife-
rente orden.
La tercera clave a insertar se comparará de la misma manera con la clave
de la raíz, ahora el subárbol puede no estar vacío, ya que hay un segundo
nodo, por lo que después de comparar con la raíz, si este fuera el caso,
se comparará en la misma forma con la clave del segundo nodo insertado
para colocarlo en el subárbol SW, NW, NE o SE según el resultado de la
comparación.
Para inserciones sucesivas, se repite el proceso de manera recursiva en la
forma descrita.
Se observa claramente que la inserción constará de dos partes, una que
consistirá en la búsqueda del lugar dónde insertar la nueva clave y otra que
será la creación del nodo y la colocación de éste en el lugar calculado en
la primera parte. El algoritmo de la operación insertar será, por tanto, muy
parecido al de buscar, al que se le añade la creación del nuevo nodo con la
clave dada y la colocación de éste en el subárbol en la posición calculada en
la parte de búsqueda. El Algoritmo A.10 muestra el pseudocódigo para la
operación insertar.
El orden de inserción de los nodos puede hacer que el quad-tree tenga
forma diferente como se aprecia en la Figura A.15, que crea dos quad-trees
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Algoritmo A.10: insertar
insertar (x:vector[0..1] de reales);1
Input: x es el valor de clave bidimensional del nuevo nodo a insertar
Output: Al quad-tree inicial se le ha añadido un nodo con valor de
clave bidimensional igual a x
if x[0] <= clave[0] then2




if subQuad[SW ] = null then7




if subQuad[NW ] = null then12




if x[1] <= clave[1] then17
if subQuad[SE] = null then18




if subQuad[NE] = null then23
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con los mismos valores de claves de nodo insertados en orden diferente.
En el caso promedio, el coste de la inserción de un nodo es del orden de
O(log4 n), donde n es el número de nodos del quad-tree. El caso peor depende
del orden en que los nodos se insertan en el árbol, este caso se da cuando,
partiendo de un quad-tree vacío, cada nodo insertado es hijo del nodo más
profundo en el árbol, el coste será del orden de Θ(n) [12]. Para evitar el coste
en el caso peor, existen diferentes técnicas para reducir la profundidad del
árbol que se describen en [12, pág. 52].
Método borrar: Dado un quad-tree bidimensional y un valor de clave bidi-
mensional x; este método borra o marca como borrado el nodo del quad-tree
con clave bidimensional y que cumpla y1 = x1 y y2 = x2.
Hay que considerar tres alternativas:
Si el nodo que se quiere borrar es una hoja, se elimina directamente sin
que esto afecte al resto de nodos.
Si el nodo a borrar tiene solo un hijo, el hijo pasa a ocupar el lugar del
nodo borrado.
Cualquier otro caso resulta muy complejo, Finkel y Bentley [11] propo-
nen que todos los nodos del subárbol que tiene el nodo a borrar como
raíz deben ser reinsertados, lo que supone un coste elevado. Samet de-
sarrolló un método mejor que puede ser consultado en [12, pág. 54].
Pruebas empíricas mostraron que el número de comparaciones de este
método es del orden de Θ(log4 n), considerablemente menor que con el
método de Finkel y Bentley, [12, pág. 62].
En este proyecto se ha adaptado la solución propuesta por algunos au-
tores [5, pág. 6-18] para los kd-trees, que consiste en marcar el nodo co-
mo borrado con un atributo extra. Cuando el árbol se reconstruye todos
los nodos marcados como borrados serán entonces eliminados definiti-
vamente reconstruyendo los subárboles que contengan nodos borrados.
El Algoritmo A.11 muestra el pseudocódigo para la operación borrar.
Aunque se ha supuesto que no habrá claves repetidas y por tanto no
existirán nodos duplicados, se podrían tratar las repeticiones de claves en el
quad-tree bidimensional utilizando listas de colisión; cada nodo, además de
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A. Algoritmos con Árboles
Algoritmo A.11: borrar
borrar (x:vector[0..1] de reales, nodo:NodoQuadtree)1
ret (nodo:NodoQuadtree);
Input: x es el valor de clave multidimensional del nodo a borrar
Output: Retorna la raíz del subárbol que contenía el nodo borrado: Si
el nodo borrado tenía más de un hijo se le ha puesto la
marca de borrado; si no tenía hijos (era nodo hoja) o sólo
tenía un hijo se ha borrado del subárbol.
if x[0] < nodo.clave[0] then2
if x[1] < nodo.clave[1] then3
if nodo.subQuad[SW ] 6= null then4
nodo.subQuad[SW] = borrar(x, nodo.subQuad[SW]);5
else6
if nodo.subQuad[NW ] 6= null then7
nodo.subQuad[NW] = borrar(x, nodo.subQuad[NW]);8
else9
if x[1] >nodo.clave[1] then10
if nodo.subQuad[NE] 6= null then11
nodo.subQuad[NE] = borrar(x, nodo.subQuad[NE]);12
else13
if nodo.subQuad[SE] 6= null then14





for i = SW,NW,NE, SE do20
if nodo.subQuad[i] 6= null then21
hijos = hijos + 1;22
elLleno = i;23






A. Algoritmos con Árboles
la clave bidimensional x y los punteros a sus cuatro posibles hijos, contendría
una lista de registros cuya clave bidimensional y es tal que y1 = x1 y y2 = x2.
Para el caso en que las claves coincidan solo en el valor de una de sus
componentes, es necesario definir nodo compatible con un árbol Q como el
nodo con clave bidimensional (x1, x2) cuya componente xi es diferente de
cualquier otra componente i-ésima de las claves bidimensionales de los nodos
que forman T . En la implementación hecha de los quad-trees se permiten




Antes de la versión 1.5 de Java, la única manera de medir el tiempo que
tardaba un algoritmo en ejecutarse era medir el tiempo total, que se puede
definir como el periodo de tiempo que el usuario debe esperar para que la
ejecución del programa se complete.
Este modo de medir el tiempo de ejecución es muy poco preciso, ya que
cualquier otra actividad en el sistema, como los procesos en background, otras
aplicaciones en ejecución y la actividad del disco o de la red, se incluye en el
tiempo medido y la misma aplicación tardará más o menos en función de lo
ocupado que esté el sistema. Además, en algunos sistemas operativos como
Windows, si la aplicación se ejecuta con prioridad baja tarda más tiempo en
ejecutarse. En esa versión de Java las unidades para medir el tiempo eran
milisegundos.
Medir el tiempo total no es necesariamente malo si en lo que se está
interesado es en lo que el usuario se encontrará al ejecutar la aplicación,
pero hace muy difícil tener medidas apropiadas para detectar problemas en
la aplicación o para mejorar su rendimiento.
Para evitar los efectos de cualquier otra actividad del sistema, desde la
versión 1.5 en adelante, Java incluye el paquete “java.lang.management” para
monitorizar la máquina virtual Java. El paquete consta de métodos estáticos
que retornan objetos que aportan información sobre la máquina virtual Java
como el tiempo de Sistema, el tiempo de Usuario y el tiempo de CPU medido
en nanosegundos:
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B. Tiempos de Ejecución
Tiempo de Usuario es el tiempo empleado en ejecutar el código de la apli-
cación del usuario.
Tiempo de Sistema es el tiempo empleado en ejecutar código del sistema
operativo en operaciones solicitadas o necesarias para ejecutar la apli-
cación de usuario, como las operaciones de Entrada/Salida.
Tiempo de CPU es el tiempo de usuario más el tiempo de sistema, o bien,
es el tiempo empleado por la CPU en ejecutar la aplicación.
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