The remainder of this paper is organized as follows. Section 2 describes the problem formulation. Section 3 presents the NTM. Section 4 presents the design methodology for the control structure. Section 5 analyses the system's stability. Section 6 presents an illustrative example and Section 7 states some final conclusions.
Problem Formulation
Consider the NCS given in Figure 1 . It corresponds to a control structure with two control loops: an internal loop driven through the control signal uf, and an external loop driven through the control signal ut. The external loop assures tracking features and a zero steady-state error due to the discretetime integrator.
The local side of the NCS consists of the controlled process, to which a state observer is attached, and the integrator element of the external loop. The observer was placed on local side to avoid the strong influence of the disturbances induced by network transmissions (e.g. time varying delays, packet loss ( [11] )). The increase of the computational burden is considered to be acceptable. Also, at the local side, the global control signal uc is computed from ut,N and uf,N (the received signals corresponding to ut and uf).
The remote side of the NCS is composed of the controller, serving the control loops, and the QoS adapter which continuously adapts the network parameters by using information obtained from both paths of the network. The adapter manages both transmission channels (network paths) in order to maintain network transmission disturbances in certain limits imposed by the NCS design.
The aim of the current study is to design the controller and the QoS adapter for the NCS from Figure 1 , capable of stabilizing the system and ensuring good tracking performances.
In order to analyse and design the control system implemented in Figure 1 , five hypotheses are considered (H1-H4 are adopted from [22] ): H1: the process is a {u}→{yp} oriented SISO linear time-invariant system, controllable and observable; H2: the stabilization and output tracking of the control system can be achieved through state feedback integral control; H3: the network transmissions are characterized by time-varying delays, packet losses and irregular situations ( [23] ), and the network can be regarded as a switched linear system; H4: the tracking reference signal w is a stepwise signal, and can be modelled as the output of an exogenous first order reference generator; H5: from a systemic point of view, the QoS adapter represents an exogenous system that generates the switching signals of the network block bounded in certain limits. Figure 2 illustrates the block diagram associated to the NCS in Figure 1 obtained like in [22] by taking into account the above hypothesis and the following remark:
R1: a NCS with bidirectional network transmission paths (like the one in Figure 1 ) between a non-inertial controller and a timeinvariant controlled plant is equivalent -from the point of view of stability analysis -with one where the network is placed only on the feedback path (like in Figure 2 ) ( [11] ), ( [6] ).
The discreet-time networked control structure from Figure 2 , working with the sample time h, is introduced for the study of the dynamical features of the NCS. The Network Channel's transmissions are affected, at every sample 
Network Model
In order to analyse the NCS's behaviour, the switched linear system (1), derived in [22] from the nonlinear model proposed in [23] , is considered as the model of the network:
uN, xN and yN represent, respectively, the input, state and output variable of the network; α: ℕ → Ω1 and δ: ℕ → Ω2 are switching signals, Ω1 is the set of possible values taken by τ[k] at a given sample instant k: {1, 2, 3, ..., τmax}, and Ω2 is the bivalent set: {0, 1};
In and Irn are unitary matrices, Isrn is defined as an r⋅n order quadratic matrix, σ is the unitary matrix step function of scalar variable v and 0n is the quadratic zero matrix of order n.
The model (1) characterizes network transmissions as signal time shifts and deformation processes (i.e. time delay and packet loss) and captures the irregular situations along with their associated handling strategy ( [23] ). It behaves as a buffer which is continuously shifted (passing of a new sampling instance), filled (new data packet arrival) and emptied (packet drop).
Control Design
The NCS in Figure 2 uses three discrete-time control elements, namely: the state integral controller, the state observer and QoS adapter, working with the sample time h. Consequently, Figure 2 . One-channel networked control system the zero-order hold equivalent model of the SISO linear continuous-time invariant process is used for the process:
where x is the state vector of dimension np, u and y are scalar input and output, Fd is a np × np matrix, Gd and Hd are np × 1 vectors. According to the hypothesis H1, (Fd, Gd) is a controllable pair and (Fd, Hd T ) is an observable pair.
Controller design
The state feedback integral controller (see hypothesis H2), implementing the control law
is designed, as if it were directly coupled to the process (2). In (3) 
Observer design
The state observer is considered to be of Luenberger type ( [16] ), having the model
Here, x and ŷ p are of the same dimensions like x, and yp. The gain matrix L, which adapts the observer to the process (2) is also designed through pole allocation.
QoS adapter design
When using multiservice networks to design NCS, network resource utilization becomes critical. In order to maintain the quality of control with minimum bandwidth allocation, the QoS adapter has to dynamically reserve network resources for control, based on the quality of network transmissions. The NSIS protocol suite provides a generic framework capable of QoS signaling, supporting both sender and receiver initiated reservations ( [25] ), making it suitable for either local or remote QoS adapter design. The adapter implements the QoS NSIS Signaling Layer Protocol (NSLP) for signaling QoS reservations. The protocol specifications do not define a specific mechanism for obtaining QoS, permitting the definition of different methods for QoS modelling depending on the network infrastructure ( [13] ). Figure 3 presents the NSIS-based QoS adaptation for the NCS proposed in Figure 1 . The QoS NSLP messages are sent peer-to-peer through each network node both ways from the Initiator to the Receiver and backwards.
The NSIS based QoS adapter can implement several designs, based on different QoS models. Current paper proposes a finite-state machine design using the QoS model proposed in [4] for Ethernet networks which defines eight priority classes for network traffic.
It is important to mention that the networked control structure from Figure 2 can also be associated to the NSIS-based NCS from Figure  3 for the analysis stage.
Stability Analysis
In order to analyse the NCS's behaviour, the model of the closed loop from Figure 2 should be first assembled. Because all the external signals were assigned to exogenous systems, the NCS's model is autonomous. The model is obtained by coupling, according to the connexions in Figure 2 , the process model (2), the model of the associated observer (4), the 
Regarding the closed loop model's assembling, three remarks should be mentioned: R2: the model of the feedback integral controller is split into an integrator, attached to process and two proportional compensators; R3: the model of the exogenous system is omitted since this element doesn't belong to the control loop; R4: the reference generator is considered an autonomous step generator.
Hence, the NCS model is obtained through the following steps: S1: the state space model (5), of state variable xi, is associated to the integrator from (3):
where ui is the output of the controller corresponding to the gain Ki;
S2: the first order linear model (6), of state variable xw, is introduced for the reference generator:
S3: the extended state space process model (7) of the process, observer, integrator and reference generator is obtained from equations (2) and (4) - (6), by defining the aggregated state vector
T and considering the connections that appear in (3):
: the extended process model is further coupled with the network model (1) through the state aggregation
T resulting the closed loop autonomous switched linear system:
wherē
The system (8) is a time-variant system whose dynamic at any time instant k depends on the switching signal pair (α, δ) ∈ Ψ = Ω1 × Ω2. Let (α, δ) = (i, j) at moment k and (α, δ) = (u, v) at the consecutive sampling instance k + 1. Then, the following theorem gives a sufficient condition for asymptotic stability for the closed loop model of the NCS (8):
The autonomous switched linear system (8) is asymptotically stable if along each state trajectory, point by point, there exists positive definite symmetric matrices {Pi,j | (i, j) ∈ Ψ}, such that
■
The proof of the theorem, based on a switched quadratic Lyapunov candidate function of the form:
can be found in [7] for a switched linear system with a single switching signal, and in [22] for systems with two switching signals like (8) .
In principle, the application of Theorem 1 requires to investigate the existence of positive definite symmetric matrices {Pi,j | (i, j) ∈ Ψ} that verify (9) for any arbitrary switching of the signals pair (α, δ) ∈ Ψ between two consecutive moments. Now, by using the Schur complement formula, condition (9) of Theorem 1 can be replaced by the following linear matrix inequality (LMI) problem:
that can be numerically solved by formulating the problem as a convex optimization one ( [3] ). Consequently, instead of Theorem 1, the following corollary can be applied: Corollary 1. The autonomous switched linear system (8) is asymptotically stable if along each state trajectory, point by point, there exists symmetric positive definite matrices {Pi,j | (i, j) ∈ Ψ}, such that the LMI conditions from (11) are simultaneously fulfilled.
Case Study
A permanent magnet DC motor of 20 W is considered as the controlled process in Figure  2 . The motor has a moment of inertia J = 5.18⋅10 -6 kg m 2 , and a maximum speed ymax = 4000 rpm. The control variable value ranges between ±30V. Next, a second order continuous time model, established by imposing a constant load torque and by omitting frictions in bearings, is considered for the motor. The parameters of the DC motor were identified experimentally. As a final result, for the linearized model around the equilibrium point defined by yo = 1268 rpm, uo = 2.6 V and a constant load (≈ 1/4 of the nominal load), the zero-order hold equivalent corresponding to a sample rate h = 1 ms is obtained (12) .
In (12) x1 = y represents the variation of the motor's speed in respect to yo, x2 the armature current variation, and u the variation of the control variable in respect to uo given by the control law (3). The communication network, described by model (1) , is characterized by τmax = 7, which leads to Ω1 = {1, 2, 3, 4, 5, 6, 7}. The scenario corresponds to a packet switched local area communication network (LAN) with a maximum round trip time (RTT) of 6 ms (the RTT represents the combined one way delay (OWD) of both ways of the network).
The controller (3) and the observer (4) were designed according to the previous section, by allocating the poles like in Figure 4 The next design step consists in the stability assessment of the whole system (8). The problem is reduced to proofing the existence of a set of Pi,j matrices fulfilling the conditions (11) . For this, the multiple LMI conditions (11) are recasted as a single LMI, which is solved using the CVX Toolbox for Matlab ( [10] ), by formulating the problem as a convex optimization one. A solution composed of a set of 14 Pi,j matrices was obtained. Hence, according to Corollary 1, the system (8) is stable. In other words, the trajectories generated by the set of all switching signals pair (α, δ) of the control system show a stable behaviour.
Next, in order to illustrate the behaviour of the previously designed control system, a simulation scenario is presented. The scenario considers an overloaded multi-hop switched Ethernet LAN. The implementation structure, based on the NCS from Figure 3 , is depicted in Figure 5 .
For the Network block, the Network Emulator described in [23] was implemented. The logic diagram of the Network Emulator's algorithm is presented in Figure 6 . Here, µ, τ and p are the input signals (τ and p have the same meaning as in Section 2), is the output signal and φ is ƞ the states vector.
The τ and p signals are obtained using the NS-2 network simulation software ( [19] ). The scenario conducts a comparative study between two cases. In the first case, named S-SE, (Figure 7) , the network nodes communicate via standard Switched Ethernet connections, while in the second case, named NSIS-SE, (Figure 8 ), the network nodes implement the NSIS protocol suite for Switched Ethernet using a modified version of the NS-2 module proposed in [4] . The setup implemented in the NS-2 simulation software considers a LAN composed of seven network nodes (see Figure 5 ), having a maximum imposed end-to-end propagation delay of 0.3 ms. Throughout the entire simulation, two file transfer protocol (FTP) data streams generate network traffic covering 50% of the network throughput capacity. At moment t = 0 of the simulation, two additional user datagram protocol (UDP) data flows start. The first data flow considered, DF1, transmits Ethernet packets at a constant data rate (one packet of 1500 bytes maximum transmission unit (MTU) every millisecond). The second data flow, DF2, is a generic transport layer data flow, obtained from an exponential traffic source, capable of generating random data at a maximum rate of 60% of the network throughput capacity. DF1 simulates the network transport of the NCS's digital signals, while DF2 simulates a disturbance data flow capable of network congestion, when combined with the FTP streams. If the control signals distortions (time shifts and deformations) are not kept by the QoS adapter in certain limits, imposed at the analysis stage of the control system, they could lead to performance degradation and ultimately to the instability of the control system ( Figure 7 ). Figure 8 shows that by imposing a 3 ms limit to the time varying delay of the control signals on both the direct and the feedback path and by avoiding equipment saturation (information loss), the control system manage to compensate the disturbance effect of the network maintaining system's stability and performance. 
Conclusions
The article presents the modelling, design and stability analysis of a NCS based on a controlaware QoS adaptation co-design method. The NCS, composed out of a local plant, a remote controller and a network adaptation block, continuously adjust the network parameters in order to meet the control objectives. A novel QoS adapter design is proposed, using the NSIS protocol suite for end-to-end QoS. The system's stability is analysed by considering the overall system as an autonomous switched linear one with multiple switching signals. Finally, a case study illustrates through simulations the effectiveness of the control solution.
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