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ABSTRACT ;
 
A new method to compute the eigenvectors of a symmetric
 
positive definite matrix C is presented and evaluated. The
 
work is divided: -into threeiparts; V In the.: fitst; patt the :
 
Cholesky Decomposition Algorithm is used to decompose the
 
given symmetric positive definite matrix C into two matrices
 
L and D. In the second part based on L and D, data is ;
 
randomly generated that have as covariance matrix the given
 
matrix C. It was found experimentally that the more data
 
points are generated, the covariance matrix of the generated
 
data is closer to the given matrix C. In the third part the
 
data is input to the APEX neural network. The weight
 
vectors in the APEX model converge to the eigenvectors of
 
the covariance matrix of the data set, and also are
 
normalized. As with most neural networks techniques, the
 
obtained eigenvectors are not exact but approximations of
 
the actual ones. The other contribution is computing the
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Chapter 1 INTRODUCTION
 
The objective of this research is to investigate the
 
neural computation of the eigenvectors of a given symmetric
 
positive definite matrix . Since many researchers
 
consider neural networks statistical in nature
 
[1][2][16][17], the computation can also be called
 
statistical. This research shows that it is possible to
 
obtain the eigenvectors of C using neural networks. The
 
developed process is a novel way of computing the
 
eigenvectors of such matrices, and is drastically different
 
from traditional methods. The process was developed
 
theoretically and experimental results were obtained from
 
its implementation. As with most neural computations, the
 
obtained eigenvectors are not exact but approximations of
 
the actual ones.
 
There is a simple well known statistical procedure that
 
resembles the procedure in the presented research. It
 
computes the value of n experimentally, and is referred to
 
as "computing n by throwing darts" [3].
 
The experiment is that of throwing n dart^ at a Square
 
target which has a circle inscribed in it and counting the
 
number of darts, say k, which fall inside the circle (Figure
 
1). It is assumed that every dart hitting the target has
 
the same probability, and statistically the behavior of
 
these darts constructs a uniform distribution. If the
 
• • 
• •  
radius of the inscribed circle is r, then the area of the
 
circle is nr^ and the area of the square target is 4r^. The
 
ratio of the number of darts inside the circle to the total
 
number of darts in the square should equal to the area of
 
the circle over the area-of the square, which is
 
nr n
 
n 4r' 4
 
4k ■ 
Thus, 71 can be estimated as ti « —. Figure 1 shows an
 
n
 
experiment where there are 39 darts in total and 26 of them
 
are inside the circle, then k = 26 and n = 39. Therefore n
 
« 4(26)/39 = 2.67.
 
m-.':9. ■ ■■m 
Figure 1 Throwing darts to compute n. 
The process in the present research is shown in Figure 
2. A concise description of the steps in the process 
follows. The input is a symmetric positive definite matrix 
2 
step 1. The input matrix C is decomposed to two matrices
 
and using the Cholesky Decomposition
 
Algorithm [4].
 
Step 2. L and D are used to generate a set of random data
 
whose covariance matrix is C.
 
Step 3. Thd generated data is given as an input to the APEX
 
neural network model (Adaptive Principal Component
 
Extraction) [5][6] which extracts the eigenvectors
 
of the covariance matrix of the data.
 
Cholesky 
Decomposition Ch 
....4 
rA. set of^ 
randomly APEX Model Eigenvectors 
generated 
data 
Step 1 Step 2 Step 3
 
Figure 2 	The overall procedure of neural computation of
 
eigenvectors.
 
Steps 1 and 2 are used to generate data whose
 
covariance matrix is C. In Step 3 the eigenvectors of the
 
covariance matrix are obtained, which in effect are the
 
eigenvectors of C.
 
In Step 1, the Choiesky Decomposition Algorithm is used
 
to decompose C, a symmetric positive definite matrix, into L
 
and D, where L is a lower-triangular matrix with ones on the
 
diagonal and D is diagonal and nonsingular. The Choiesky
 
Decomposition Algorithm has good numerical stability [7].
 
The elements of matrices L and D remain bounded. The
 
property of C = LDL^ is a very important part of this
 
research and is used in Step 2. Additionally the Choiesky
 
Decomposition Algorithm is a simple algorithm that is easy
 
to implement using either computer programming or in
 
hardware.
 
Step 2 is to generate a set of data whose covariance
 
matrix is C. It involves two statistical transformations.
 
Initially a data set is generated and is assumed to
 
have a uniform distribution in (0, 1). It has n independent
 
random variables and each random variable has k data points.
 
Although other choices are possible, this data set is
 
assumed to have a uniform distribution because it is easy to
 
generate in most of the computer languages and it is the
 
simplest random number generator. The first transformation
 
is to transform to such that the covariance matrix
 
of Y is D. Next is transformed to , where X has
 
 covariance matrix : G,. as: desired. Thus is the data set:
 
that will be used in Step 3. The detailed procedure is
 
addressed uh Chapter 3.
 
In Step 3, the eigenvectors of the covariance matrix of
 
the generated data are obtained. The method used to extract
 
the eigenvectors of the covariance matrix of the generated
 
data is the APEX model, a neural network technique. It was
 
proposed by Kung and Diamantaras [6] in 1990, which is a
 
generalized Oja's single-unit neural network. Oja's neural
 
network was proposed by Erkki Oja [1] in 1982. It consists
 
of only one neuron, which accepts n inputs. The connection
 
strength between the output and each input is given by a
 
numerical value and it is called a weight. The n weight
 
values can be represented by a weight vector. The
 
feedforward weight vector is modified using Oja's learning
 
rule, and it was shown to extract the eigenvector which is
 
associated with the largest eigenvalue of the covariance
 
matrix of the input data set. The APEX model contains m
 
neurons and n inputs. Besides feedforward weight vectors,
 
the APEX has lateral weight vectors which are the connection
 
values among the neurons. The lateral weights, like the ,
 
feedforward weight vectors, are trained using Oja's learning
 
rule. The m feedforward weight vectors in the APEX network
 
converge to the ra (out of n) eigenvectors of C, where m < n.
 
Note thet the input of the whole process of computing
 
eigenvectors is a symmetric positive definite matrix C.
 
There are two reasons to restrict the input to such a
 
matrix. First, input matrix to the Cholesky Decomposition
 
Algorithm is required to be symmetric positive definite.
 
Second, a covariance matrix is symmetric semi-definite, but
 
in practice is almost always positive definite.
 
Both generating data having a certain covariance matrix
 
and extracting the eigenvectors of the covariance matrix are
 
well known methods in statistics and neural networks,
 
respectively. What is novel in this research is the
 
combination of both, and thereby obtaining the eigenvectors
 
of a given matrix in a new way: a "neural/statistical" way.
 
The experiment of "throwing darts to compute tt", and
 
the process presented in this research are conceptually
 
similar (Table 1). They both obtain the results
 
"unexpectedly". Both generate data having a uniform
 
distribution. Next, the former obtains the values k and n,
 
while the latter, using statistical transformations, obtains
 
a data set that has a covariance matrix C. Finally, n is ,
 
computed using k and n while the eigenvectors are obtained
 
by processing the data with APEX. Conceptually the two
 
methods are similar. The analogy of these two processes are
 
shown in table 1.
 
COMPUTE EIGENVECTORS USING
COMPUTE n BY THROWING
 
PROCEDURE OF FIGURE 2
 
DARTS
 
Generate darts based Generate data based on uniform
 
on uniform distribution.
 
distribution.
 
2 Count darts to obtain Use Cholesky Decomposition to
 
k and n. transform the uniform distributed
 
data to a data set that has
 
covariance matrix C.
 
3 Compute n from k and Use APEX to obtain the
 
eigenvectors.

n.
 
Table 1 The analogy of the experiment "throwing darts to
 
compute n" and the process of computing
 
eigenvectors given a symmetric positive-definite
 
matrix C. ­
The proposed neural technique is of theoretical
 
interest as it is a novel way to compute eigenvectors of
 
matrices, which is totally different than traditional
 
Chapter 2 gives basic concepts about eigenvectors,
 
eigenvalues, covariance matrices, and APEX neuron network.
 
The necessary definitions and theorems can be found in
 
Appendix A. The first section discusses conventional ways
 
of finding eigenvectors and eigenvalues. The second section
 
gives matrix related definitions and properties of the
 
covariance matrix. In the last section, Oja's rule is
 
briefly introduced first and then the APEX model is
 
discussed.
 
Chapter 3 presents the procedure of generating data
 
using the Cholesky Decomposition Algorithm and statistical
 
transformations, In the first section, the Cholesky
 
Decomposition Algorithm is introduced and a simple example
 
is given. The next sectibn explains how to generate data by
 
using the matrices obtained from the Cholesky Decomposition
 
Algorithm and statistical transformations. Finally the
 
generated data is fed to the APEX neuron model to compute
 
the eigenvectors.
 
Chapters presents results from the new process, and in
 
particular comparisons with the ideal eigenvectors of C
 
computed with traditional methods are.discussed. Also it
 
was found, as expected, that the more random data points
 
generated, the closer their covariance matrix was to C.
 
Coiiclusions and future studies are given in Chapters 5
 
and 6. ■ 
 ■ ■ ; ■ Clia^ter:^''2v"":BACKGR0Dl^ ;■■:
 
EigeriveGtors^ aigenyaliies, covariance matiriceS, and 
neural networks) such the APEX model, are 
the ingredients of this research. Therefore we will 
introduce them briefly in the following sections. 
Definitions and theorems can be found in Appendix A. 
In Section 2.1 definitions of eigenvectors and 
eigenvalues are given and an example follows to illustrate a 
traditional method to compute eigenvectors and eigenvalues. 
The covariance matrix is presented in Section 2.2. The 
definitions of sample mean, sample variance, and covariance 
are given. Then follows an example that demonstrates these 
definitions. The n-dimensional covariance matrix is defined 
in the end. , 
The APEX neural network is introduced and discussed in 
Section 2.3. 
Section 2.1 INTRODUCTION TO EIGENVALUES AND EIGENVECTORS
 
In many applications, a question that arises very often
 
is given a square n X n matrix A, can a vector X be found
 
that makes X and AX parallel? This question arises dn;the
 
theory of vibrations, aerodynamics, elasticity, nuclear
 
physics, meichanics, chemical engineering, biology,
 
differential equations, and many others [8]. Eigenvalues
 
and eigenvectors are at the heart of the answer to the
 
question. Background on eigenvectors and eigenvalues can be
 
found in most linear algebra books [8] [9] [10].
 
Definition 2.1.1. Let A be:an n x n matrix. The real
 
number A, is called an eigenvalue of A if there exists a
 
nonzero vector X in R" such that
 
AX = XX. - (1)'
 
Every nonzero vector X satisfying the above equation is
 
called an eigenvector of A associated with the eigenvalue 1.
 
Although the zero vector, by definition, cannot be an
 
eigenvector, the number zero can be an eigenvalue. A
 
symmetric matrix has eigenvalues that are all real. When
 
the matbix is symmetric positive definite, then all the
 
eigenvalues are positive. If a matrix is not symmetric,
 
then the eigenvalues can be real or complex numbers.
 
An eigenvalue X of A is associated with many different
 
vectors X. In fact,: rf X is,ah eigenvector of A associated
 
10
 
with X (that is, AX = ?iX) and r is any nonzero real number,
 
then A(rX) = r(AX) = r(Xx) = A.(rX). Thus rX is also an
 
eigenvector of A associated with X. For instance, if
 
r = -1, then -X is also a valid eigenvector associated with
 
eigenvalue X.
 
Symmetric matrices have special properties that are
 
interesting. If a matrix is symmetric, then all of its
 
eigenvectors are orthogonal to each other [10].
 
The spread of the data when projected in the direction
 
of the eigenvector associated with the largest eigenvalue is
 
maximal. This is illustrated in Figure 3, where the
 
eigenvalues of a symmetric positive definite matrix C are
 
1.1293 and 0.19403. The corresponding eigenvectors are
 
(0.5208, 0.85368) and (0.85368, -0.5208), respectively.
 
These two eigenvectors are orthogonal to each other and the
 
spread of the data projected in the direction of the
 
eigenvector (0.5208, 0.85368) is maximal. The data set can
 
be found in Appendix B.
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Figure 3 	 The spread of the data when projected in the 
direction of the eigenvector e^ which is 
associated with the largest eigenvalue is maximal, 
There is a traditional systematic way that we can find 
eigenvalues and eigenvectors. Its description follows. 
Definition 2.1.2. Let A = [aij] be an n x n matrix. The 
determinant 
- a^ ^11 	 , ; ^12 In 
^ o 1 A, 	 a 2 2 - af (X) =1 - A| =	 2n 
- a. - a. X 
12 
  
 
 
 
is called the characteristic polynomial of A. The equation
 
is called the characteristic equation of A, the roots of
 
which are the eigenvalues.
 
Once the eigenvalues are obtained, the eigenvectors can
 
be computed using (1). The following is an example.
 
1 1
 
Example 2.1.1. Let A = . We wish to find the
 
- 2 4
 
eigenvalues of A and their associated eigenvectors. Thus we
 
wish to find all real numbers X and all nonzero vectors
 
X
 
X = satisfying (1), that is,
 
X
 2 J
 
1 1" X, Xi 
:=■ X (2)
.-2 : 4_ _X2_ .X2 _ 
Equation (2) becomes 
X 1 ■ X 2 = ^ X ^ 
; :2'. +4X2 = ^ X 
or 
{X - 1) x^ - ■ X2 = 0 
(3)
: ; 2 Xj^ + {X - 4) X2 = 0 
Equation (3) is a homogeneous system of two equations in two 
unknowns. It follows that the homogeneous system (3) has a 
nontrivial solution if and only if the determinant of its 
coefficient matrix is zero: thus if and only if 
13 
  
 
 
 
X - 1 - 1
 
= 0.
 
2 X - 4
 
This means that
 
(^ - 1) a - 4) + 2 = 0
 
(which is the characteristic equation of A), or
 
X^ - 5X + 6 = 0 = {X - 3) {X - 2).
 
Hence
 
X^ - 2 and k' ^ = 3
 
are the eigenvalues of A. To find an eigenvector of A
 
associated with = 2, we form the linear system

MC
 
1
 
AX = 2X,
 
or
 
1 1"
 
= 2
 
.^2. .^2.
 
This gives
 
+ 2 Xj^

^2 =
 
- 2 X2 + 4 2 X2
^2 =
 
or
 
- 1)
 ^2
 
2 x^ + (2: - 4) X2
 
or
 
0
^2 =
 
2 - 2 Xj = 0.
 
All solutions to this last system are given by
 
14
 
 X2 = any real number r.
 
Hence an eigenvector associated with the eigenvalue A.,_ = 2
 
are given by , r any nonzero real number.
 
There are other traditional ways of computing
 
eigenvalues and eigenvectors, for instance, QR algorithm and
 
QZ algorithm [7] These algorithms use decomposition
 
methods, such as Schur decomposition and Jordan
 
decomposition, to get eigenvalues and eigenvectors and they
 
have numerical stability. During the process of
 
computation, condition numbers are developed and the
 
estimation of errors is permitted because of roundoff.
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Section 2.2 INTRODUCTION TO THE COVARIANCE MATRIX
 
The covariance matrix, also known as the variance-

covariance matrix, is a basic measure in statistics. It can
 
extract information,from sets of data about their
 
variability. Background for the covariance matrix and other
 
statistical terminology can be found in most statistics
 
textbooks [11][12][13] [14] [15] .
 
Statistics can be applied to many places in oUr daily
 
lives. A simple example is public opinion polls. The
 
population information is usually hard to get, therefore, a
 
sample is used. The following discussion is based on
 
samples.
 
To do a statistical analysis, we need to collect data.
 
The action of collecting data is called an experiment. For
 
example, tossing a coin is a random experiment. It is
 
called "random" because the coin was not selected with any
 
certain conditions to do the experiment. Whenever a coin is
 
tossed, there is an outcome, either heads (H) or tails (T).
 
Therefore a random variable (r.v.) X is constructed whose
 
outcomes are H or.T. We can assign a numerical value to'x,
 
say 1, when the outcome is H and 0 when it is T.
 
Definition 2.2.1. The sample mean of r.v. X is
 
X = ~ X X., where m is the sample size. A sample mean is
 
m t:i .
 
also called an average.
 
16
 
 Definition 2.2.2. The sample variance of r.v. X is
 
Var(x) = s- = —- V (x. - x)^ , where m is the sample

^ . - 1 • 
. :size..;■ ■ ■ ■ v. ■ ■ 
The mean is a measurement of center; the variance 
measures spread about the mean. When the value of the 
variance is large, the data are spread out; when the value 
of variance is small, the data are close together. 
Definition 2.2.1 and Definition 2 .2.2 refer to one 
random variable or to one dimension. They can be extended 
to two or higher dimensions. The following is a two-
dimensional example that illustrates the sample mean, the 
sample variance, and a random experiment. 
Example 2.2.1. Consider 20 students who are taking CS 310 
and CS 460 in the Computer Science department. We are 
interested in the midterm scores of these two classes of 
students The random variables are defined as follows: 
X, : test scores in CS 310. 
Xj: test scores in CS 460. 
Four students are randomly selected. This is a random 
experiment and the sample size is 4. The scores are 
recorded as follows: 
17 
  
 
 
 
 
 
Student score in CS 310 (Xi^) score in CS 460 (x^j)
 
■ .1'80 ■ 90 ■ 
85■ ■■: : B ■ ■ 95 . ■ 
90 70■ ■ ■' ■ c ■ ; . ■■ ■ 
, D 95 90 ' 
The average score / G the sample mean, of is 
: "sa ^ 90 + 95 
= 87.5 . 
" T =1 
The same formula can be applied to X^, 
;S 6 + 95 + 70 + 9 0 
X, X. = 8 6.2 5 T-12;
" 1=1 
The sample variance of Xj is 
"■ ■i ■ ■ ■ 
- 8 7.5) H—-l-(95 - 87.5);i] = 4:1.6 7 , and 
the sample varia.nce of X2 is 
Var(x,) = ^ : 8 6.2 5)^ ] - 12 2.9 2 > 
^ 4 :-;iX 
In Example 2.2.1, we are trying to extract some 
information from X^ and Xj by sample variances. However, 
yar (Xi) and VarCxs) are collected within each class. If we 
want to get relationship between X^ and X2, which are CS 310 
and CS 460, then the covariance of X^ and X2 is used. 
18 
 Definition 2.2.3. The sample covariance of r.v.'s X-, and Xj
 
:is defined as Cov(x^,x^) = s^j = — 2j ~ x^) - x^),
 
V' ~ 1 i-i
 
where m is the sample size.
 
Student *j2 ;;Xi2' ■- . (Xii - Xj) (Xi2 - Xj) 
ISJ 
(J1 
v.: 80 -7.5 90 3 .75 -28.125 ■ 
B 85 -2.5 95 8.75 -21.875 
C 90 70 -16.25 -40.625 
D 95 7.5 90 3 .75 28.125 
sum 0 ' .O. -62.500 
Table 2 The Intermediate values that are used in the 
H
 
H•
 
computation of the Cov(x,, Xj) . 
Therefore, in Example 2.2.1, the covariance of X.^ and
 
X2, using values from Table 2, is
 
Cov(x,,X2) = s,2 = - X - xj {Xi2 - X2) 
1: ^ 
(-62.5)
4-1 
= -20;83 K 
By looking at the Definition 2.2.2 and Definition 
2.2.3, there are some similarities between them. They both 
give information about the random variables, but rather than 
19 
just one random variable in Definition 2.2.2, Definition
 
2.2.3 gives information about two different random
 
variables. If in Definition 2.2.3, then it will be
 
identical to Definition 2.2.2. In order to present
 
variances and covariances together, a matrix is used and it
 
is called the variance-covariance matrix, or simply the
 
covariance matrix.
 
Definition 2.2.4. A two-dimensional covariance matrix can
 
Var(Xj^) Cov(Xj^,X2) 
be written as C = 
Cov(x2, X,) Var(x2) 
Notice that Cov(x^, = Covix^, ), which is the
 
covariance matrix is symmetric. To generalize a covariance
 
matrix to n dimensions, it can be defined as follows.
 
Definition 2.2.5. Let X = (X^, X^, ••• , X„) be a vector of
 
random variables, and the covariance matrix is defined as
 
(X - X)'^(X - X)
 
n - 1
 
where X = (X^, ••• , X„), i.e. ,■ 
(X. - Xi)'"(X. - X.) 
n - 1 
If i = j, then c^j is variance, otherwise, is covariance. 
Matrix C can be expressed as follows. 
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 .j) Cov(Xj^, X2) Cov(x^, x„_3^) Cov(Xi, X„): 
Goy{X2, X3L) ; ; Var(x2) Cov(x2, x„_J Cov(x2, x„) 
c -
Cov(x„_i/x;^^) vCoy(x„_^, X2) Var(x„_J Cov{x„_3;, X-) 
' ' Gov(x„, X2) Cov(x„, x„_J Var(x^) 
A covariance matrix is symmetric and semi-definite,
 
which means all its eigenvalues are greater than or equal to
 
zero. If a variance is zero, then all; the data values of
 
that random variable are identical, and thus there is a zero
 
eigenvalue. In practice, this happens rarely. Most often
 
the covariance matrix is symmetric and positive-definite,
 
i.e. all the eigenvalues are positive and each entry of C is
 
a nonzero real number.
 
Cdvariance is mainly used in sta.tisticai testing and is
 
a measure between two different random variables. If there
 
are two random variables Xj^ and X2 and Var(x,) and Var(Xj)
 
are close or the same, then the dependency can be measured
 
from the Gov(Xj^, X2) V If the covariance is large, then it
 
means Xj and X2 have a strong relationship. If the
 
covariance is small, then X^ and X, have a weak relationship
 
which means they are independent. But when Var(x^) and
 
Var(X2) are different, then the covariance can not decide
 
the relationship. Another measurement called correlation is
 
used. It is defined as
 
21
 
Cov ,X 
correlation of and = p = 
,) 
p is in [-1, 1}. By using this normalized measurement, the
 
relationship between two random variables can be decided no
 
matter what values of Var(Xj^) and VarlXj) are. If the
 
absolute value of p is close to 1, then and X2 have a
 
strong relationship. If the absolute value of p is close to
 
0, then they have a weak relationship.
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Section 2.3 INTRODUCTION TO THE APEX MODEL
 
The APEX neural network model was proposed by Kuhg and
 
Diamantaras ;[6]. It is a multiple principal compohent model
 
which can extract eigenvectors using Oja's single-unit rule
 
to train both lateral and feedforward weights. It is a
 
generalized Oja's neural network. Thus the Oja's neural
 
network is examined first.
 
:In Oj.a's^ ^ ^n^^ netv^brk (Figure ,4) there,:is only one
 
output neuron y and h inputs x^, --- /x„. The actiyation of y
 
is,the linear combinatipn of the inputs with the weights w^
 
y
 
or concisely y where X = [x^,••• ,x^r is the input
 
vector and W = [w^,•••,w„]^ is the weight vector. The
 
learning rule is ^ 1 ^
 
- y^w,^^j,
 
whepe (3:i learning rate, a small positive real' number,
 
k = 1,. , • . . , n is the position in the vector, and t is the
 
time Step. When the learning process begins, the weight
 
vector can be initialized to,ahy.real numbers. Oja showed
 
that the algorithm conyerges and the final weight yector
 
approaches the eigenyector which is SS&oGiatbd with the ;
 
largest eigenyalue of the covariance matrix of the input
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data. Also, the resulting W is normalized, i.e., ||w|| = 1
 
where ||w|l = w.^ , even though there is no explicit
 
normalization in the rule itself. Oja's learning rule is an
 
unsupervised learning method. This means that no desired
 
output is specified to a neuron.
 
X, ► y 
y = 
wk,t+i = j 
Figure 4 Oja's simplified neuron model. 
Oja's rule extracts the eigenvector corresponding to 
the largest eigenvalue. To extract more eigenvectors, the 
APEX model is used. 
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The APEX model (Figure 5) is a multiple principal
 
component model proposed by Kung and Diamantaras [6]. It is
 
a single-layer model with lateral weights a^j among the;
 
output neurons. There are m output neurons with n inputs
 
connected through the weights and m < n. The connections
 
are not symmetric; instead, they are hierarchically
 
organized. Specifically, neuron 1 feeds all other neurons,
 
neuron 2 feeds all other neurons except neuron 1, etc. In
 
general, neuron i feeds all other neurons except 1,••• ,i - 1.
 
The output vector Y = [yi/ ••• , y„.,]" is given by
 
y = WX - AY (4)
 
^21 0 
where A = is a 1atera1 weight 
■m-1,1 
m,l 
W,^11 ^12 
■ 21 ^22 W,matrix and W = [w , *;* / w^]"^ = 
w w 
aIS 
.^ml Wm2 • • 
feedforward weight matrix. X = [x;^, ••• , x^]*^ is the input 
veetor. The weight matrices A and W are trained with Oja's 
rule. The learning rules are 
= ;Wy,t, + P(yiXj:.- yi. w. (5) 
25 
and
 
- yi^a^.,,) , (6)
 
where i>j, i = l, ..., n and j = 1, ..., tn.
 
Assuming the eigenvalues of a covariance matrix is in 
non-decreasing orders, i.e., >•■• > and X^^ 's are 
all positive. Kung and Diamantaras proved that the 
resulting weight matrix converges; to eigenvectors, which 
correspond to the m largest eigenvalues. 
With this topology and learning druiey- A^ 
the first m eigenvectors associated with the first m largest 
eigenvalues are found by this algorithm. Locality means 
that any neuron in the network only connects to its 
immediate neighbors. 
To summarize the learning process, the input is the 
data set and at every step, an input vector is presented to 
the network. The output Y is obtained by equation (4) . The 
feedforward weights are updated using (5) and the lateral 
weights are updated using (6) in each time step. An epoch 
is the time step unit during which all the data points of 
data set are presented to the network once. The feedforward 
weights will converge to the eigenvectors of the covariance 
matrix of the data set. 
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 The input vector is X = , x^]
 
The output vector is Y - [Yi, . > y
 
a
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m-1,1 m -1,m -2
 
m,1 a m/m-i
 
X, W
 
W
 ►y 
►y 
X.
 
ml 
W 
►y 
y = WX - AY 
wij /1+ 1 Wij,t + P(yiXa ­
^ ij/t +l aij,t + P(yiyj ­
i > j
 
Figure 5 The structure of the APEX network,
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Chapter 3 A NEW METHOD TO COMPUTE EIGENVECTORS
 
The previous methods of computing eigenvectors using
 
neural networks use a given data set to calculate the
 
corresponding eigenvectors of the covariance matrix of the
 
data set. The method in this research, instead of starting
 
with the data set, starts with a symmetric positive definite
 
matrix C. First, C is decomposed to two matrices L and D by
 
the Cholesky Decomposition Algorithm. Second, L and D are
 
used to do transformations on a randomly generated data set.
 
Third, the data are fed to the APEX model which computes
 
eigenvectors of the covariance matrix of the generated data
 
set. There are no previous research on computing the
 
eigenvectors of a given matrix using neural networks.
 
In Section 3.1, the Cholesky Decomposition Algorithm is
 
introduced and an example is given. Section 3.2 explains
 
the procedure of generating data. Then in Section 3.3, the
 
final phase is presented which is to apply the generated
 
data to the APEX model and compute eigenvectors of the
 
Govariance matrix of the generated data. Section 3.4
 
discusses a way to get eigenvalues from the computed
 
eigenvectors of the new method. Related definitions and
 
theorems can be found in Appendix A.
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Section 3,1 THE CHOLESKY DECOMPOSITION ALGORITHM
 
Given a symmetric and positive definite matrix
 
the Choiesky Decomposition Algorithm decomposes C into two
 
matrices L and D such that LDL'^ = C. L is lower-triangular
 
and has ones on the diagonal. D is diagonal and
 
nonsingular. Since C is positive definite, all its diagonal
 
elements of D are strictly positive. The Cholesky
 
Decomposition Algorithm (Figure 6) is easy to implement in
 
software.
 
for j = 1 to n-;/'
 
dj = H
 
for i = j+1 to n
 
lij = - E IjklikdJd:^­
k=1 ' ■ : ■ 
where the notation is D = diag(dj) and L = dij)
 
and the summation terms are taken as 0 when j = 1.V , '
 
Figure 6 The Cholesky Decomposition Algorithm.
 
In this research, the given input matrix C is symmetric
 
positive definite. A simple way of constructing C is to
 
randomly generate the entries of a square matrix, say M,
 
with the determinant of M not equal to zero. Then
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M X = C . The resulting matrix C will be symmetric
 
positive , definite .' :
 
Following is an example that illustrates the Cholesky
 
Decomposition Algorithm.
 
Example 3.1.1. Suppose that we wish to decompose the
 
following symmetric and positive definite matrix C using
 
Cholesky decomposition:
 
^2 0: -1^
 
C = 0 1 0 . Use of the algorithm in Figure 6 yields
 
VI 0 y
 
dy.=-;C,i = 2
 
1.,- = 0
 
p31 1
 
iv-

d 2 c 22 ^ 21 1 1
 
*^32 ^21^31^1
 
32 = 0
 
ds: = C23. llxdf
 lLd2
 
2
 
/ \ /
 
1 0 0 2 0 0^
 
Thus we have L = 0 1 0 , D = 0 1 0 A numerical
 
1
 
V 
1
2 0 ij lo 0 2^
 
check shows that LDL'^ = C.
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The Cholesky Decomposition Algorithm has been widely
 
used in solving a symmetric and positive definite linear
 
n^
 
systems [8][10]. It has a time complexity of ^ [7]. The
 
S
 
roundoff errors have been tested and studied extensively by
 
Wilkinson (1968) [18]. He proved that the algorithm can
 
solve a symmetric positive definite system and no negative
 
numbers arise in the decomposed matrix D.
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Section 3.2 HOW TO GENERATE DATA
 
The oBjective is given an n x n sianmetric and positive
 
definite matrix C, generate a set of data which has a
 
covariance matriif C, or giose to it* Each of the k :rpw&^
 
matrix X is a data vector. The steps that accomplish the
 
generatidn of the data art the following:
 
Step 1. Decompose matrix C using the Chplesky Decomppsition
 
Algorithm into matrices L and D where C = LDL'^ .
 
Step 2. Generate a set of random data from a uniform 
distribution (0, 1) where each row has n 
independent random variables and each random 
variable has k observations. ■ •' 
Step 3. Transform U to Y where Var(Y) = D.
 
Proposition 3.2.1: Let = -^/lid" x u^, then
 
d. 0 0 ••• 0 
0 d, : ■ 0 
Var(Y) = D = 0 0 ■ ■■ . 0 ; r': 
^n-l ■ ; 0 
0 0 0 d, 
Proof: Var(yi) = Var(yi2di x uj = 12diVar(uJ = 12d,^
 
(Var(ax) = a^Var(x), where a is a constant.) 
Step 4. Transform Y into X where X has covariance C. 
Proposition 3♦2.2: Let X = YL'^, then Var{X) = C. 
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Proof: Var(X) = Var(YL^) = L(Var(Y)),L'^ = LDL^ = C."
 
(Var(YL'^) = L(Var(Y))L'^ where Y an L are matrices.)
 
, Therefore X has the covariance matrix C and X is the
 
data set that used as an input of the APEX mpdel'^
 
In Step 2, the data set U is generated where U is a k
 
by n matrix with n independent random variables
 
u^, u-,•• • /u„; and each random variable has k data points.
 
It is assumed that each is a uniform distribution (0, 1).
 
It can be shown that under the uniform distribution
 
assumption,
 
1 ■' ^ ■ ■ 
Var(u.,) = — (Appendix A) ,
12 ; v' .vV- :; 
and 
COV(Uj, U.y ) = 0 , 
for every j and j'= 1,2, ••• ,n; j j ' . 
Random number generators can be found in many computer 
program libraries. They are designed to produce numbers 
that behave as if they were data from uniform distribution 
(0, 1) . In the present research, a function, ranlO [19]:, 
is used to generate a uniform distribution of random data 
which is implemented in the C language. 
In Step 3, is transformed to so that Y ; 
constructs a covariance matrix, D , where it is a 
33 
decomposed matrix from the CholeskY Decomposition Algorithm.
 
The transformation is given by the following formula
 
Y^. -\jl2d.. X U.. i = i,2,-",k, and j = 1,2, ••• ,n.
 
Yij, Uij, and djj'are the entries of matrices Y, U, and D,
 
respectively, Statistically every row in are generated
 
from n independent random variables Y11Y2''"'Yn ­
y^ = yjl2d^ X for every j, then Proposition 3.2.1 holds and
 
Yj^^n has the cdvariance matrix .
 
In Step 4, transform Y,^^„ to so that the data set
 
X^xn P^^oduces a covariance matrix C„xn • This can be
 
achieved by using Proposition 3.2.2 and every row in X,^xn
 
are generated from n independent random variables
 
Xj^, Xj, , Xj^. Therefore Xj^xn the desired data set that
 
will be fed in the APEX model.
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 Section 3.3. HOW TO FIND THE EIGENVALUES
 
Since the proposed method computes eigenvectors, it is
 
natural to ask how the corresponding eigenvalues are found.
 
It can be accomplished by the following proposition.
 
Proposition 3.3.1. Let X be an eigenvector of matrix A.
 
x'^Ax :
 
Then A, = —— is the corresponding eigenvalue.
 
XX
 
Proof: If X is an eigenvector of A, then AX = A,X where A, is 
the corresponding eigenvalue. Therefore, multiply 
X'^ on both sides, we get X'^AX = X'^AX . Since A is 
,a scalar, the preceding equation can be rewritten 
as X^AX - AX^X . Divide X^X on both sides, which 
, ■ ■ ; x'^AX ; 
yields' A =
 
■ ■ ■ X^^X ^; 
Tn traditional ways, the Eigenvalues are computed first
 
and then the corresponding eig-enve.ctors. But in this new
 
method/ eigenvectors are computed first and then using
 
Proposition 3.3.1 the eigenvalues are obtained. Finding
 
eigenvalues in the neural network context does not seem to
 
have been discussed in previous research.
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Chapter 4 RESULTS AND DISCUSSION
 
The APEX has been tested using different data sets that
 
were generated from this research. The results are positive
 
and will be discussed in the following sections.
 
In Section 4.1, several measures that are used to
 
evaluate results are introduced. In Section 4.2, an
 
overview of the experiments is given. In Section 4.3,
 
results of the quality of the generated data and the
 
approximations of eigenvectors are shown and the data
 
information can be found in Appendix C.
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Section 4.1 MEASUREMENTS
 
There are several measures that are used to evaluate
 
results. The length of a weight vector is used to test
 
normalization of the vector. The cosine of the angle
 
between the computed weight vector and the ideal eigenvector
 
is used as a measure of how close they are. The Mean Square
 
Matrix Error is used to measure the quality of the generated
 
data sets.
 
; Let (x^, x^;, ,Xg) and Y = (yiwyj/ ,y^) be two
 
vectors, then the length of a vector X is {|x|{ = x^^ . If
 
||x|| « 1, then X is normalized. The angle between two ;
 
E XiYi 
" ' a- ' '■ 
vectors is cos(0) = X o Y » m. m. 11 
" 
= 
i=l... 
, 
n 
•. 
/■ I n 
' If cos(0) is 
2 
Y: 
[i=l Vi=l 
close to 1, then X and Y are close and in the same 
direction. If cos(0) is close to -1, then X is 
approximately -Y. ; If cos(0) is close to 0, then X an Y are 
almost orthogonal. 
Mean Square Matrix Error is defined as follows 
. . . ■ (cj. — c'/. )
MSME = Mean Square Matrix Error .=; . . . 
n 
37 
where C is the given matrix and C is the covariance matrix
 
computed from the generated data set. The MSME is the sum
 
of the square of the difference of the corresponding entries
 
of C and C, divided by the total number of entries (n^).
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Section 4.2 OVERVIEW OF EXPERIMENTS
 
There are several experiments that systematically show
 
that the,new method is feasible.
 
The first experiment is divided to two parts. The
 
first part is to generate forty data sets using forty
 
different two-dimensional symmetric positive matrices and
 
feed to APEX model to compute their eigenvectors. Cos(0) is
 
computed, where 0 is the angle between the computed weight
 
vector and the ideal eigenvector. A statistical analysis is
 
performed on the values of cos(0). It shows that 78.75% of
 
cos(0)'s are greater than or equal to 0.95. The second part 
is to generate ten data sets using ten different four­
dimensiqnal symmetric positive definite matrices. It shows 
that 60% of the cos(0)'s are greater than or equal to 0.95. 
The second experiment is divided into three parts and ■ 
the results are displayed in Graphs 1 to 18 in the' following 
section.' The three parts are based on the same given 
symmetric positive definite matrix C. The first part uses C 
to generate a data set D which is fed to APEX. The weight
 
matrix W = [Wj,, wj'^, where Wq and W;^ are the weight vectors,
 
is; initialized to random values. In the second part C and D
 
are fixed and the weight matrix W is initialized to
 
different values. In the third part the same C is used and
 
different data sets D are generated. This experiment Shows
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that regardless of the specific data set generated and
 
regardless of the initialization of weight vectors, the
 
weight vectors converge close to the ideal eigenvectors.
 
The third experiment is to measure the quality of the
 
generated data. By using the MSME, the results show that if
 
more data points are generated, the better the qua,lity of
 
the data is.
 
The fourth experiment is to compute the eigenvalues
 
using the Proposition 3.3.1. It shows that 75% of the ratio
 
of the computed eigenvalues to the ideal ones are in the
 
interval [0.85, 1.15].
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Section 4.3 RESULTS
 
40 different two-dimensional matrices are generated
 
(Table 3). Each matrix has two values of cos(0). Let p =
 
P(|cos(0) 1 > 0.95) where cos(0) is a random variable and p
 
is an unknown parameter. For each |cos(0)|, it could be
 
either greater than or equal to 0.95 with probability p or
 
less then 0.95 with probability (1-p). Let
 
[o, if ith |cos(0)| <0.95
 
Xi = i , I . ^ , where i = 1, 2, ••• , 80. The
 [l, if ith |cos(0)| >0.95
 
total number of cos(0) in the experiment is n = 80, which is
 
the sample size. If each trial is performed independently
 
and with the same probability p, then it can be reaspnably
 
■ 80 
assumed that ^ X a binomial distribution with
 
parameters n and,pi-[.14] where n -,80. The point estimator
 
80 ,
 
> Ex.
 
of p, that is the sample mean, is p = ^ — = -—= 0.7875.
 
80 80
 
It means that 78.75% of the |cos(0)| values are greater than
 
or equal to 0.95. The sample variance of the binomial
 
distribution is np(l - p) = 80(0.7875)(1 - 0.7875) = 13.3875. For
 
a fixed p and large n, the binomial distribution can have a
 
normal approximation. One guideline for using normal
 
approximation is when np > 5 : and n(l - p) > 5 [14]. Since
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 both np = 63 and n(l - p) = 17 are greater than 5, the
 
binomial distribution can be approximated by a normal
 
distribution. The 95% confidence interval of p is
 
. - P)
 
p ± 1.96
 
Vl3.3875
 
0.7875 ± 1.96 X -— [0.6979, 0.8771].
 
80
 
The 1.96 value in the confidence interval expression can be
 
found in the table of the standard normal distribution
 
function in statistics books [14][15]. The 95% confidence
 
interval implies,that "having 95% confidence to say that
 
[0.6979, 0.8771] covers the true p" p is the probability
 
that I cos(0) I is greater than or equal to 0.95. In other
 
words, for 100 of experiments of the same type,i100
 
confidence intervals are obtained. Among the 100 confidence
 
intervals, 95 of them cover the true p.
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matrix 
. COS(0) Xi matrix COS(0) Xi 
C1 , 0.977001 1 G21 -0.968379 1 
0.973869 „ 1 -0.969197 1 
C2 0.992624 1. G22 0.977071 1 
0.990159 1 
-0.978695 1 
^ C3:? -0.929009 0 G23 0.977071 1 
-0.937736 0 0.978695 1 
C4 0.99795 1 G24 -0.958671 1 -
0.997985 1 ^ ' 0.964096 1 
C5 , 0.999887 1 ■ . G25 0.989976 
.1 
0.999996 . . .I 0.992778 1 
C6 . : 0.989767 
0.991316 
■■■/■ ■ ■ '1 
, ■ ■14 
G26 0.986261 
0.984748 
1 
1 
C7 0.986625 G27 -0.942501 0 
G8 
-0.979235 
0.975733 
0.96944 
1 
G2 8 
-0.944053 
-0.96447 
0.969288 
: :0 
1 
■i ■ 
C9 0.994491 
0.999836 \ 
1 
1 .' ■ ■ ■ 
G29 -0.944622 
0 .945701 
0 
0 
■ : 
CIO, 
cii 
C12 
• ■ 
0.999051 , : ■■; 1 ■ .4 
- 0.999814; V: , ; ■ 1.; 
0.949108 ■; „V. O 
0.957718 4,-;'i,; : ■ ■ 
-0.947043 . 0 
0.9551 ; 1 
G3 0 
G31 , 
G32 
-0.900935 
0 . 902447 
0.999993 
-0.999998 
0.920941 
0.920256 
0 
. 0 
■ 1 ■ 
■ ■ 4 ■ 
0 
0 
; 
.013 0.954884 , 1 G33 -0.839661 0 
ei4 
-0.949729 
-0.9652 ■ ■ 
0 
1 ■ G34 
0.841749 
0 .995648 
, 0 . 
1 ■ ■ 
:C15 , 
O:. 972195 
0.994422 ■ ,;1. ,.. ; 
; 99^444 - . :4 ';4i ■ ■ ^ , . 
- G35 : 
0.994774 
-0.960903 
-0.956691 . 
-1 ■ 
1 ■■ 
■■ ' 1.;,^ 
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C16 -0.960048 036 .; v-0.939719 3-3.0 r'yy.y 
0.964922 ■:i;: ■ , -0.941665 :;,.o- . ' 
C17 0.999163 
-"T 037; -0.960256 y,y:-';;:3L . v­
-0.99919 -0.958522 I'- / 
CIS 0.978524 l;-;.v;-: C38 0.987922 , ■1; / ., ■ 
-0.978436 0.988219 ■^■yy-'yi 
C19 -0.971677 C39 0.995947 ■y-l' - ; 
: p.972041 ; ■ i;3- 0.996942 y;iy y ■ ' 
C2G ; 0.991713 C40 -0 .972273 
: 0,991792 ; V' 'y.'3i,;';' - y -0 .9760:96 ■I'^yy' 
Sum y y, :3.5;;y-y 28y 
Table 3 The results of the values of cos(0) using forty 
different two-dimensional matrices. 
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Table 4 represents similar results when the input
 
matrices are 4-dimensional. The point estimator of p, that
 
■ . 24 
is the sample mean, is p = — = — = o.6. It means that
 
40 40
 
60% of the I cos(0) I values are greater than or equal to
 
0.95. The sample variance of the binomial distribution is
 
np(l — p) = 40(0.6)(1 — 0.6) — 9.6 . The 95% confidence interval
 
. X , - p) _

of p IS p ± 1.96 -— —, I.e.,
 
■n ■ 
■ ■ ' 
0.6 ± 1.9 6 X , ^ [0.4482, 0.7518] . 
4 0 , 
The 95% confidence interval implies that "having 95% 
confidence to say that [0.4482, 0.7518] covers the true p". 
p is the probability that |cos(0) | is greater than or equal 
to 0.95. 
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matrix cos(0) matrix COS(0) Xi
' V:
 
C1 0.969834 1 G6 . -0.960884
 ■ ■ ■ ■ ^ 
0.887000 0;: -0.998157 1 
-0.852317 0 0.980033 :;1 
;0.965253 , 1 -0.923522 0 
C2 0.986333 1 G7 0.985667 1 
0.991416 ■ i 0.992406 1 
-0.985275 1 -0.820925 0 
0.262402 -0.4795800 0 
.C3 0.978861 , /.i ■ G8 0.971067 1 
- 0.920096 0.915724 0
0 
:0.885403 0 . 
-0.270138 0 
0.257988 0 0.121608 0 
G4 0.859206 0 G9 0.990158 1 
0.919915 ; Q - : -0.996711 : 
-0.992877 . fi ■' -0.954809 . ■ 1: Ir 
-0.989381 1' . 0.172796 0 
C5 0 .963571 GIO 0.963056 1 
0 .964509 1 , 0.940714 0 . 
0.96319 ■ ■ , 1 0.960311 : 1 
-0.972347 ■ i 0.994360 1­
, Sum 12 ■ 12./ . 
Table 4 The results of the values of cos(0) using ten 
different four -dimensional matrices 
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Graph 1 to Graph 6 use C as the covariance matrix to
 
generate the data set D that has 50 data points, and the
 
APEX model is used to get final weight matrix W = [w^, w^]'^ .
 
The ideal eigenvectors of C are E = [e^, ej'^. The values of
 
C, D, initial and final W, and E can be found in Appendix
 
C.l. Graph 1 shows the trajectories of the weight vectors
 
as the approached the ideal eigenvectors. The weight
 
vectors are updated with the same number of epochs.
 
47
 
12
 
T5 initial W(­
0)
 
4J
 
e U)
 
o
 
o
 
«4-l
 
initial w
 
-H
 
CQ
 
O
 
u
 
4J
 (L)
 
U
 
(D
 
l>
 
4J
 
(U
 
.a
 
Eh
 
The trajectories of the
 
computed weight vectors in
 
x-axis
 
Graph 1. The trajectories of computed weight vectors
 
Wi = [Wq, w^]*^ approaching the ideal eigenvectors
 
E, = [e^, .
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 Graph 2 shows that the final weight vectors, w., and
 
and the ideal eigenvectors, e^ and e^, are close.
 
0.8
 
0.6 ­
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Graph 2 The computed eigenvectors = [w^, w^]'' are close
 
to the ideal eigenvectors E, = [eg, e.]".
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Graphs 3 and 4 display the lengths of Wq and vs.
 
epochs. Both approach 1, which shows they become
 
normalized.
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Graph 3 The length of the computed eigenvector w„
 
associated with the largest eigenvalue vs. epochs.
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Graph 4 The length of the computed eigenvector
 
associated with the second largest eigenvalue vs
 
epochs.
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Graphs 5 and 6 show cos(0) vs. epochs. The angle 0 is
 
between Wg and e^, and between Wj^ and e^^. These cosines are
 
close to 1 which means the two vectors are very close.
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Graph 5 Cos(0), where 0 is the angle between the computed
 
eigenvector Wq and the ideal eigenvector Oq vs.
 
epochs.
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Graph 6 Cos(0), where 0 is the angle between the computed
 
eigenvector w^ and the ideal eigenvector e^, vs.
 
epochs.
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Graph 7 through Graph 12 use the same covariance matrix
 
C and the same data set D but different initial weight
 
vectors are used. The data information can be found in
 
Appendix C.2. Although we change the initial condition of
 
the weight vectors, the computed final weight Vectors are
 
still close to the ideal eigenvectors. Note that Wj^
 
approaches to -ej^V
 
m 
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LW O 
o n 
u 
m 0) 
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■H 
U U 
CQ 
•H 
initial Wi 
O X 
4-) 
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-H 
Id 
I 3 -­
Q) Q) 
■m 
fd a 
'H 
4J Q) 
-P 
(D
rlll 
Eh 
P 
Oj 
a 1 
O 
U 
The trajectories of computed weight 
vectors in x-axis 
Graph 7 Using the same data set as Graph 1 with different 
initial weight vectors = [w^, w^^] '^, the 
trajectories of the computed weight vectors are 
approaching the ideal eigenvectors = [e,., -e.J". 
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Graph 8 shows that weight vectors Wq converged to Oq
 
and Wi converged to -e^.
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Graph 8 The computed eigenvectors Wj = [Wg, w^]'^ are close
 
to the ideal eigenvectors = [eg, -e^]'^.
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9 and 10 show the lengths of Wq and Both
 
approach 1 which shows that they become normalized.
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Graphs 11 and 12 show cos(6) vs. epochs. The angle 0
 
is between Wq and and between and e^. These two 
angles are close to 1 which means the two vectors are very-
close. v; ^ ■ l'': . ii'i-. 
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Graph 11 	Cos(0), where 0 isi the angle between the computed
 
eigenvector Wq and the id.eal eigenvector Cq, vs.­
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Graph 12 Cos(0), where 0 is the angle between the eomputed
 
eigenvector Wj^ and the ideal eigenvector ei, vs.
 
epochs.
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For Graph 13 to 18, the same covariance matrix C is
 
used, but different data sets Dj are generated. Also
 
different initializations for weight vector W3 is used. The
 
data information can be found in Appendix C.3. As it can be
 
seen in Graph 13, both weight vectors, Wq and w^, converge
 
to the corresponding ideal eigenvectors, eg and e^.
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Graph 13 Using D2 as an input to APEX. The trajectories of 
the computed weight vectors W3 are approaching the 
: , ideal eigenvectors E2. 
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Graph 14 shows that weight vectors w^ converged to e,,
 
and w^ converged to e^^.
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Graph 14 	The computed eigenvectors W3 = [Wq, w^]'^ are close
 
to the ideal eigenvectors Ej = [Oq, e^]'^.
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 Graphs 15 and 16 display the lengths of and vs
 
epochs. Both approach 1, which shows they become
 
normalized.
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Graph 15 The length of w^ vs. epochs.
 
3.5
 
3.0
 
44
 
2.5 ­
r!
 
^ 2.0 ­
Pi
 
^ 1.5 ­
1.0
 
0.5
 
o o o o o o o o o o o o o o o o
 
rH ^ rH AD i—1 kD VH AD rH VD rH VD rH ^ rH VD 
H H CM (Nl rO 00 'st< ID ID KO ^O O 
Epochs 
Graph 16 The length of Wj^ vs. epochs
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Graphs 17 and 18 show cos(9) vs. epochs. The angle 0
 
is between Wq and eg/ and between w^^ and e^. These two
 
angles are close to 1 which means the two vectors are very
 
close.
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Graph 17 	Cos(6), where 0 is the angle between the computed
 
eigenvector Wq and the ideal eigenvector e^, vs.
 
epochs.
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Graph 18 	Cos(0),where 0 is the angle between the computed
 
eigenvector w. and the ideal eigenvector e,, vs.
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The Graphs 19 to 22 show the quality of the generated
 
data, with varying numbers of generated data. They show
 
that generating more data points results better quality of
 
data set. Graphs 19 to 21 represent two dimensional
 
experiments and Graph 22 represents a four-dimensional ;
 
experiment.
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Graph 19 	The quality of the data set, MSME, vs. the number
 
of data points.
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Experiment 2
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Graph 20 	The quality of the data set, MSME, vs. the number
 
of data points.
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Graph 21 	The quality of the data set, MSME, vs. the number
 
of, data,points.
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The results of the computed eigenvalues are presented
 
in Table 5, which begins on page 66. The eigenvalues can be
 
computed by using the Proposition 3.3.1. Let p = P(0.85 < R
 
Computed eigenvalue

<1.15) where R = ^ -7-— ^ is a random variable
 
Ideal exgenvalue
 
and p is an unknown parameter. If R is close to 1, then the
 
computed eigenvalue and the ideal eigenvalue are close. For
 
each eigenvalue, R e [0.85, 1.15] with probability p. The
 
experiment has 80 eigenvalues, where n= 80, is the sample
 
fo, if ith R € [0.85, 1.15]

size. Let X. = i , i = 1,..., 80.
 [1, if ith R ^ [0.85, 1.15]
 
If each trial is performed independently and with same p,
 
n
 
then it can be reasonably assume that ^X, is a binomial
 
■ ■ ■ ■ 1=1 . 
distribution with parameters n and p where n is 80. The
 
point estimator of p, that is the sample mean, is
 
. " 60
 
p = = ~~ = 0.75. The 95% confidence interval for p is
 
80 80 ^
 
^np(l - p) _
 
p + 1.96 — ——, I.e.,
 
n
 
0.75 ± 1.96 X - , [0.6551, 0.8449].
 
80
 
We have 95% confidence to say that [0.6551, 0.8449] covers
 
the true p where p is the probability that the ratio of the
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 computed eigenvalue and the ideal eigenvalue is in [0.85,
 
1.15].
 
Matrix Ideal Computed
 Computed eigenvalue
 
.
 
Ideal eigenvalue
eigenvalue eigenvalue
 
Gl 1.53950 1.47736 0.95964 1 .
 
0.17375 0,24419 : 1.40541 0
 
C2 1.90430 1.88236 0.98848 1
 
0.41302 0.44223 1.07072 1
 
C3 ir 1.94940 1.76732 0.90660 1
 
0.61956 0.78001 1.25897 0
 
C4 2.34560 2.34169 0.99833 1
 
1.38650 1.39034 1.00277 1
 
C5 1.09520 1.09520 1.00000 1
 
0.86375 ■ 0.86375 1.00000 1
 
C6 : 2,12650 2.11590 0.99502 1
 
1.60380 1.61280 1.00561 1
 
C7 2.60530 2.58100 0.99067 1
 
1.69200 1.72957 1.02220 1
 
C8 1.29870 1.24702 0.96021 1
 
0.22174 0.28656 1.29232 0
 
C9 1.86080 1.84050 0.98909 1
 
0.01441 0.01501 1.04164 1
 
C1:0 /'2.94420 hr;V- : 2.93941 ; 0.99837 1
 
0.43674' 0:43767 1.00213 ■ 1
 
Cll , 1.26090 ^1.24167 0.98475 1
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 1.06740 1.08346 1.01505 1 ■ 
C12 4.33390 4.03900 0.9.3196 1
 
1.47420 1.72527 1.17031
 0
 
C13 1.07110 0.97886 0.91388
 
0.02531 0.12781 5.04978 •;^o v;''
 
C14 1.60310 1.50894 0.94126 /l:;v,
 
0.22684 0.30231 1.33270
 
C15 1.24550 1.23599 0.99236 1
 
0.39363 0.40308 1.02401 1
 
1.07260 1.01506 0.94635 1
 
0.02083 0.07051 3.38502 0
 
C17 1.11570 1.06316 0.95291 1
 
0.44514 0.49165 1.10448 1
 
CIS 0.72144 0.72034 0.99848 1
 
0.06676 0.06782 1.01588 1
 
C19 0.75379 0.74096 0.98298 1
 
0.45171 0.46459 1.02851 1
 
C20 1.22520 1.17967 0.96284 1
 
0.41032 0.45525 1.10950 1
 
C21 1.37890 1.36584 0.99053 1
 
0.58526 0.59823 1.02216 .1
 
C22 0.60900 0.57190 0.93908
 1
 
0.01300 0.04916 3.78154
 0
 
C23 1.24680 1.19922 0.96184
 1
 
0.19751 0.24175 1.22399
 0
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;T;C24:;V'::' a.20461 : 0.19529 y :0.95445:^ 'y.. yi;y;yyy 
... 0.66210 0.07197 1.15894 :oy ' y■ ■ 
€25 : 1.09430 :i 1.01860 0.93082 yi -;,. ; 
/ 
0.15942 y 0.22535 
■'C26' :1.15730 ^ 1.14040 
0.31132:; 0.32350 
C27 : 0.84019 0.82231 
,0.IBSOI-: : y 0.20485 
G28V;;;'y 0 .654;96 0.60752 
y0.;23070 V V 0 .27684:y 
C29 y 1,36710 - y i,2822t. y. 
,0v-i:5i05:i;'y'-yy. 0.22460 
1.41356 
0.98540 
1.03912 
0 .97872 
1.10724 
0.92765 
1.20000 
0.93795 
1.48692 
,yOy,.:y'; • 
'■ly; .-­
■lyyy; , 
yiyy"; y 
ly, .> ■ 
1: ■ 
0 
1 
0 
C3 0 0.85736 0,78709 yy 0.91804 1 
0.20484 0.27378 0.33656 0 
GSi., 0.78412 0.69588 0.88747 1 
0.31558 0 .40254 1.27556 0 
,c3i2y,^-';';v yi.02800 y V 1.02804 1.00004 1 
0.84356 0.84356 1.00000 yi;;.; 
6.86608 \ 6.78719 0 . 90891; . - .1. : 
0.34662yoy 
■ yc34yyy. 0.40409y y 
0.21331 y; 
0.42617 
0.34782 
6.26891 
y 
1.22950 
0.86075 
1.26065 
0 
1 
0 
C35 
C36 
0.60685 y : :: 0,65475 
0.36445 ;yO'.;3:;6595y;^^ 
1.16400 ; iy.^tt87l6y; vyv, 
0,99654 y 
1.00694 
0 .933?9 
1 
1 
1 
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 0.16115 0;24614' 1.5274 0 
C37 0.60161 0.55221 0.91789 1 
0.17909 0.22695 1.26724 0 
C38 0.92015 0.85649 0.93082 1 
0.10075 0.16731 1.66065 0 
C39 0.34900 0.34216 0.98040 1 
0.06400 0.07067 1.10422 1 , 
C40 1.11810 1.11110 0.99374 1 
0.25512 0.26039 1.02066 1 
Sum 60 
Table 5 The comparison of computed eigenvalues with the 
ideal ones. 
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Chapter 5 CONCLUSIONS
 
In this thesis, it was found that it is possible to
 
compute the eigenvectors of a symmetric positive definite
 
matrix using neural networks.
 
• The new method that finds the eigenvectors is a new
 
approach to solving "exact" problems using neural
 
networks.
 
• Besides eigenvectors, the corresponding eigenvalues were
 
computed.
 
• It was experimentally shown that computed eigenvectors
 
and eigenvalues are close to the ideal ones.
 
• It was shown how to generate data that possess a certain
 
covariance matrix using the Cholesky Decomposition:
 
Algorithm and experimental results were obtained.
 
The most important contribution of this research that
 
it was demonstrated that neural networks can be used to find
 
the eigenvectors of a given matrix. The Statistical
 
analysis of the results showed that the obtained
 
eigenvectors where close to the ideal ones on a consistent
 
basis.
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Chapter 6 FUTURE STUDIES
 
• Extend the method to accept an input matrix that is
 
symmetric semi-definite.
 
• Extend the method to the complex domain.
 
Future studies may lead to the development of
 
alternative methods for generating data that may produce
 
even closer approximations of the ideal eigenvectors.
 
Additionally, it may be possible to relax the requirement
 
that the input matrix be symmetric and positive definite to
 
symmetric semi-definite. For this it is necessary to
 
replace Cholesky Decomposition Algorithm with some other
 
technique, since the input to the Cholesky Decomposition
 
Algorithm must be a symmetric positive definite matrix.
 
However, decomposition techniques such as QR algorithm, QZ
 
algorithm, or [20] cannot be used because they require a
 
priori knowledge of the eigenvectors.
 
Some exploratory work in the complex domain was
 
performed in this area (but was hot reported in this thesis)
 
that suggests that the extension to the complex domain
 
should be straight forward, and the results will be
 
analogous.
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 APPENDIX A DEFINITIONS AND THEOREMS
 
Definition 1. 	Population is the entire group of objects
 
about which information is wanted.
 
Definition 2. Sample is a part or subset of the population 
used to gain information about the whole. 
Definition 3. A random variable (r.v.) is a numerical 
■ ■ outcome of a random experiment 
Definition 4. 	A matrix C = [c ] is called symmetric if ■ 
C = C . That is, C is symmetric if it is
 
a square matrix for which c.^ = c^^ .
 
Definition 5. A symmetric n x n matrix C is called
 
positive definite if M'^CM > 0 for every
 
nonzero vector 	M in R".
 
Definition 6. A matrix C = [c^j] is called lower triangular 
if c^j = 0 for i < j. ■ ■ I;.;" 
Definition 7. A square matrix C = [c ] for which every 
term off the main diagonal is zero, that is, 
Cij = 0 for i ^  j, is called a dia< 
matrix.
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Theorem 1. 	A symmetric matrix C is positive definite if and
 
only if all the eigenvalues of C are positive.
 
Definition 	8. An n x n matrix C is called nonsingular if
 
there exists an n x n matrix M such that
 
CM = MC = . M is called the inverse of
 
C and is denoted as C"^.
 
Theorem 2. If C is a positive definite matrix, then there
 
exists an n X n nonsingular matrix M such that
 
C = MM ^ .
 
Definition 9. 	The cumulative distribution function (CDF) of
 
a random variable X is defined for any real x
 
by
 
F(x) = p[X < x].
 
Definition 10. A random variable X is called a continuous
 
random variable if there is a function f(x),
 
called the probability density function
 
(pdf) of X/ such that the CDF can be
 
represented as
 
F(x) = f 	 f(t)d t .
 
*'-00
 
Definition 	11. If X is a continuous random variable with
 
pdf f(x), then the expected value of X is
 
defined by
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E(X) = r xf{x)dx.
 
J-oo
 
Definition 12. The uniform distribution on the interval
 
(0, 1) is represented UNIF (0, 1), and if X
 
is a uniform distribution (0, 1), then it
 
has pdf
 
fl, if 0 < X < 1
 
f(x) = , .
 
[0, otherwise
 
By Definition 1.10, the expected value, or
 
the mean, is
 
x^ 1 _ ^
 E(X) = Txdx =
 
Jo 0 ~ 2
 
and the variance is
 
Var(X) = E(X') - [E(X)]' where
 
x^ 1 _ ^
 E(X') = Tx'dx =
 
•'0 . 0 ~ 
3
 
therefore,
 
, , . 1 . ,1,2 1 1 ,. 4-3 1
 
VarXX) = -- = -- - = : , = —
 
3 2 3 4 12 12
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Appendix B THE DATA USED IN FIGURE 3
 
0.9643
 
0.2132
 
1.7533
 
1.2278
 
2.1567
 
0.8889
 
1.5158
 
0.1549
 
1.6751
 
1.5557
 
0,, 8887
 
1.,4641
 
2., 0507
 
1.,2040
 
1. 5102
 
0.5512
,
 
0 ,.6084
 
1,.7667
 
1,. 7462
 
2 ,. 1075
 
0 ,  1685
 
0.6321
,
 
2 , 0807
 
0 .6372
,
 
1 ,1967
 
0 .8328
,
 
0,.5726
 
1,.1277
 
1.9614
 
1.9261
 
0 ,. 0801
 
2.2972
,
 
1,.5746
 
1,. 7767
 
0 , 1404
 
0 , 8904
 
1,1074
 
2 , 1969
 
2 , 1666
 
2 , 0969
 
0 , 7395
 
1,6253
 
0 , 0178
 
0 8468
 
2.3102
 
3.3830
 
4.0149
 
1.8847
 
2.2971
 
2,4610
 
3 , 0090
 
0.3062
 
3.0612
 
3 1529
 
2 0673
 
4 4100
 
4.3730
 
2.8354
 
3.7298
 
0.5633
 
2 , 7967
 
3 1419
 
4 0820
 
3 3021
 
2 0423
 
2 8133
 
4 8946
 
3 0885
 
2 0351
 
3 7243
 
3 3443
 
1 2864
 
4 0921
 
4 6420
 
2 7578
 
3 7565
 
3 6384
 
4 0898
 
0.8724
 
2.3060
 
1 6185
 
4 9206
 
4 0667
 
5 1873
 
3 8355
 
3 5030
 
1 3699
 
3 6179
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0.6169 1.5136
 
2.2870 2.5914
 
0.6423 1.6605
 
1.4593 1.7616
 
0.3860 1.7390
 
1.7062 4.7189
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APPENDIX C,1 THE DATA USED IN GRAPHS 1 TO 6
 
The data set are the following;
 
040:9
 
2301
 
8927
 
3254
 
3282 ■
 
9596
 
6363
 
1673
 
8083
 
6794
 
959:4
 
5805
 
2137
 
2997
 
6303
 
5950:
 
6567
 
1;9072
 
1.8851
 
2.275IS
 
0 i i;8T9­
0.6824
 
2.:246t::'
 
b;6879-'
 
I.2O19:
 
0 8990
 
0: 6181 ■
 
1 2174
 
2 1173
 
2 0793
 
0 0865
 
2 4798
 
1 6998
 
1 9180"
 
0 1515
 
0.9612
 
1.1954
 
2.3715
 
2.3388
 
2.2637
 
0.7983
 
1.7545
 
0.0193
 
0.9142
 
.0.6660
 
i2;4688
 
1.7445
 
2.8361
 
3.0136
 
1.4246:.
 
3.2086
 
2.2212
 
1.9997
 
1.9437
 
3.4611
 
2.9974
 
1.9605
 
2.1824
 
1.2819
 
•1:9557
 
2.2992
 
1.4246
 
2:9415
 
3.0910
 
1.2129:
 
2-5703
 
0.2010:
 
8.6959
 
2.9097
 
3;.1193
 
1.8088
 
1.6293
 
1.0817
 
3 1458
 
3 7324:
 
1 6936
 
0 2956
 
2 7648
 
2 5067
 
2 8899
 
0.5816
 
2.9538
 
:2.9067
 
2.6096
 
li4788
 
3.5982
 
2.6539
 
1.0541
 
2.2759
 
1.0821
 
2.5840:
 
2.2207
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 0.6933 0.7048
 
1.5753 1.7213
 
0.4166 1.5590
 
1.8419 1.4991
 
Govariance matrix
 
0.5218 0.2695
 
C. =
 
0.2695 0.6373
 
Eigenvectors
 0.52868 0.77767
 
Ex =
 
0.77767 - 0.62868
 
Initial lateral weight matrix
 
0 0
 
A =
 
0.12928 0
 
Learning rate 0.001
 
Epochs 1190
 
Initial weight vectors
 9.294304 9.690555
 
Wx =
 
9.044792 3.911578
 
Finial weight vectors
 
0.528529 0.849024
 
W, =
 
0.846542? — 0.532363
 
Length of Wg 1.000092
 
Length of w^ 1.000022
 
Cos(0) of Wp and Sp 0.992440
 
Cos(0) of Wi and 0;^ 0.992990
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The sample run from data set Di using initial weights. Wi,
 
EPOCH = 200
 
w[0][0] = 0.528529
 
w[0][1] = 0.849024
 
w[l][0] = 1.685753
 
w[l][1] = 0.887929
 
LENGTH = 1.000092 COS_THETA = 0.992440
 
LENGTH = 1.905303 COS_THETA = 0.395073
 
******************** * * * * * **************** * * * * * * * * *
 
EPOCH = 400
 
w[0][0] = 0.528529
 
w[0][1] = 0.849024
 
w[1] [ 0] = 0.889377
 
w[l].[l] = -0.463243
 
LENGTH = 1.000092 COS THETA = 0.992440
 
LENGTH = 1.002789 cos"THETA = 0.980135
 
**************************************************
 
EPOCH = 600
 
w[0][0] = 0.528529
 
w[0][1] = 0.849024
 
w[1][0] = 0.848070
 
w[l][1] = -0.529896
 
LENGTH = 1.000092 COS_THETA =0.992440
 
LENGTH = 1.000006 COS_THETA =0.992643
 
"k -k "k "k -k -k "k -k -k -k "k "k "k -k "k "k -k "k -k -k -k -k "k -k -k -k "k -k ie -k "k -k "k -k ie -k ie "k "k -k -k "k -k -k -k -k -k ^ "k
 
EPOCH = 800
 
w[0.][OK = 0.528529 . 1 I , :: 1
 
w[0][ld:.,;=: 0.84'9.02,4 : hi 1 :
 
w[l][0] = 0.846549
 
w[l][1] = -0.532347
 
LENGTH =1.000092 COS_THETA = 0.992440
 
. LENGTH = 1.0000T9 , V COS_THETA.= 0.992988 v .
 
ic ic ic ic ic ic ic ic -k ic ic -k -k -k -k "k ic -k -k "k -k -k -k -k -k "k -k -k -k -k "k -k -k -k -k -k -k ic "k -k -k "k -k
 
EPOCH = 1000
 
w[0][0] = 0.528529
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w[0][1] = 0.849024
 
w[l][0] = 0.846519
 
w[l][1] = -0.532401
 
LENGTH = 1.000092 COS_THETA = 0.992440
 
LENGTH = 1.000023 COS_THETA = 0.992995
 
•k'k'k'k'k'k'k'k'k^'k'k'k'k'k'kic'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k
 
EPOCH = 1190
 
w[0][0] = 0.528529
 
w[0][1] = 0.849024
 
w[l][0] = 0.846542
 
w[l][1] = -0.532363
 
LENGTH = 1.000092 COS_THETA = 0.992440
 
LENGTH = 1.000022 COS_THETA = 0.992990
 
'k'k'k'k-k'k'kic-k'k-k'k-k'k-k'k'k-k'k'k'k'k'k'k-k'k-k-k'k'k-k'k-k-k'k'k-k-k'k'k-k'k'k-k'k-k'k'k-k'k
 
79
 
 APPENDIX C.2 THE DATA USED IN GRAPHS 7 TO 12
 
Govariance matrix Ci
 
Eigenvectors 
Initial lateral weight matrix 
Learning rate 
Epochs 
Initial weight vectors 
Finial weight vectors ; 
Length of w,,
 
Length of Wi
 
Cos (0) of Wq and Sq
 
Cos (0) of Wi and Sj;
 
"0.5218 0.2695' 
= ■: _0.2695 0.6373_ 
"0.62 868 0.77767 " 
_0.77767 - 0.62 868^ 
0 ■ , 'o" > .■ 
A = 
0.878549 0_ 
0.001 : , 
1300 
"8.669024 0.4 93631" 
_7.236889 2.517949_ 
p.§28529 0.849024■;;w, 
0.846543 - 0.532363_ 
1.000092 
1.O0OO22 
0.992440 
-0.992990 
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The sample run from data set using different initial
 
weights Wj.
 
EPOCH = 200
 
w[0][0] = 0.528529
 
w[0][1] = 0.849024
 
w[l][0] = 0.527302
 
w[l][1] = 2.588445
 
LENGTH = 1.000092 COS_THETA = 0.992440
 
LENGTH = 2.641609 COS_THETA = -0.460792
 
**************************************************
 
EPOCH = 400
 
w[0][0] = 0.528529
 
w[0][1] = 0.849024
 
w[l][0] = -0.778816
 
w[l][1] = 0.641299
 
LENGTH =1.000092 COS_THETA = 0.992440
 
LENGTH = 1.008870 COS_THETA = -0.999959
 
**************************************************
 
EPOCH = 600
 
w[0][0] = 0.528529
 
w[0][1] = 0.849024
 
w[l][0] = -0.844078
 
w[l][1] = 0.536330
 
LENGTH = 1.000092 COS_THETA = 0.992440
 
LENGTH = 1.000059 COS_THETA = -0.993531
 
-k -k -k -k -k ic -k -k -k rk ic -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k rk
 
EPOCH = 800
 
w[0][0] = 0.528529
 
w[0][1] = 0.849024
 
w[l][0] = -0.846436
 
w[l][1] = 0.532530
 
LENGTH = 1.000092 COS_THETA = 0.992440
 
LENGTH = 1.000021 COS_THETA = -0.993014
 
kkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkk
 
EPOCH = 1000
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w[OT[0]" = 
w,[0][1] = 
0.528529 
0.849024 
w[l][0] = -0.846499 
■wUHlJ = 0.532428 
LENGTH = 1.000092 COS_THETA = 0.992440 
LENGTH = 1.000020 COSJTHETAs -0.952999^ 
************************************************** 
EPOCH = 
w[0] [0] 
W[0] [11 
1200 
= 0.528529 
= 0. 849024 
w [T] [0]
';w;[T]V[l] 
= -0.846537 
:■=,. 0-.,;532369';;-,; 
-
. .yv;' .V'/ 
length: = 1.000092 1^ ; c^^ 
LENGTH =1.000021 COS_THETA = -0.992991 
**********ie ***** ie ***** * * *i(*^******** ie *********** 
'epoch = -^13 0O:"-. ' -
wlo] [01 =: o.52852'9^;/':w[0] [1] = 0.849024 
■ w:tl]' [6] - 846542 '• 
'w[ii :[i] :=''o::5323-:63'' 
Z:; : 
-i 
^ 
■ v-.v 
■ . 
, 
. . ,j 
LENGTH =1.000092 
LENGTH =11000022 
COS_THETA =0.992440 ' 
COS THETA = -0.992990 
82 
APPENDIX C.3 THE DATA USED IN GRAPHS 13 TO 18
 
The data set D2 are the following;
 
1.0410
 
6.2301
 
1.8928
 
113255.
 
2.3282
 
6.9596
 
1.6363
 
0.1673
 
1.8083
 
1.6794
 
0.'9594
 
1.5866
 
2.2138
 
1.2997'
 
1.6303
 
0.5950
 
0.6567
 
1;9073:
 
1.8851
 
2.2751
 
0.1819
 
0.6824
 
2.2462
 
0.6879
 
1.2919
 
0.8990
 
0.. 6182
 
1.3174
 
2.1174
 
2.0793
 
0>0865
 
214799
 
1.6998
 
1.9180
 
0.1516:
 
0.9612
 
1.1954
 
2.3716
 
2.338'9
 
2.2637
 
0.:7983
 
1.7546
 
010193
 
G.9142
 
0.6666
 
214689
 
1.7445
 
2.8360
 
3.0136
 
1.0446
 
211102
 
0.8423
 
1.1653
 
1.8359
 
3.6979.
 
115591
 
2.5616'
 
1.1628
 
2.7845
 
2.5705
 
3^3691
 
2.4372
 
118042
 
2.3511
 
i;ii2i
 
2.4595
 
1.5511
 
0.5378
 
2.5554
 
0.7624
 
2.4212
 
2.6075
 
0.9862
 
0.8797
 
1.6893:
 
1.2652
 
2.7754
 
2.8046
 
2.5067
 
1.3823
 
-2.3802
 
1.8811:
 
2.6681
 
1.2547
 
13.1119
 
1.2131
 
2.8955
 
3.1955:
 
1.4053
 
2.0629
 
2.0576
 
2I4297
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 0.6933 1.0844
 
1.5753 3.4147
 
0.4167 2.3211
 
1.8419 3.5174
 
Covariance matrix
 
"0.5218 0.2695'
 
_0.2695 0.6373_
 
Eigenvectors El
 
'0.62868 0.77767'
 
El =
 
0.11161 - 0.62868_
 
Initial lateral weight matrix
 
o 0 0'
 
A =
 
0.217822 0_
 
II
 
Learning rate 0.001
 
Epochs 890
 
Initial weight vectors
 
'3.340389 9.998552"
 
W3 =
 
5.762894 2.474150_
 
Finial weight vectors
 
0.536746 0.843866
 
W3 =
 
0.836966 - 0.547354_
 
Length of w^ 1.000103
 
Length of w^ 1.000054
 
Cos(0) of Wq and Oq 0.993584
 
Cos(0) of Wi and e^ 0.994936
 
84
 
The sample run from data set D2.
 
EPOCH = 100
 
w[0][0] = 0.536746
 
w[0][1] = 0.843866
 
w[l][0] = 2.068860
 
w[l][1] = 1.745772
 
LENGTH = 1.000103 COS_THETA = 0.993584
 
LENGTH = 2.707010 COS_THETA = 0.188901
 
'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k ic "k k'k'k'k'k'k'k'k
 
EPOCH = 200
 
w[0][0] = 0.536746
 
w[0][1] = 0.843866
 
w[l][0] = 1.156858
 
w[l][1] = -0.037688
 
LENGTH = 1.000103 COS_THETA = 0.993584
 
LENGTH = 1.157471 COS_THETA = 0.797724
 
•k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k k k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k k -k -k -k -k -k -k -k -k
 
EPOCH = 300
 
w[0][0] = 0.536746
 
w[0][1] = 0.843866
 
w[l][0] = 0.883201
 
w[l][1] = -0.474909
 
LENGTH = 1.000103 : COS_THETA = 0.993584
 
LENGTH = 1.002787 COS_THETA = 0.982661
 
******************* * ******************************
 
EPOCH = 400
 
w[0][0] = 0.536746
 
w[0][1] = 0.843866
 
w[l][0] = 0.842827
 
w[1][1] = -0.538185
 
LENGTH = 1.000103 COS_THETA = 0.993584
 
LENGTH = 1.000001 COS_THETA = 0.993783
 
kkkkkkkk-kk-k-kkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkk
 
EPOCH = 500
 
w[0][0] = 0.536746
 
w[0][1] = 0.843866
 
w[l][0] = 0.837664
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w[l][1] = -0.546266
 
LENGTH = 1.000103 COS_THETA =0.993584
 
LENGTH = 1.000044 COS_THETA = 0.994805
 
** * * * * * * * * * * * ************** * ******** * *********** * *
 
EPOCH = 600
 
w[0][0] = 0.536746
 
w[0][T] = 0.843866
 
w[l][0] = 0.837033
 
w[l][1] = -0.547250
 
LENGTH =1.000103 COS_THETA =0.993584
 
LENGTH = 1.000053 COS_THETA = 0.994923
 
•k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k "k -k -k -k -k -k "k -k -k -k "k -k -k -k -k -k "k
 
EPOCH = 700
 
w[0][0] = 0.536746
 
w[0][1] = 0.843866
 
w[l][0] = 0.836962
 
w[l][1] = -0,547357
 
LENGTH = 1.000103 COS_THETA = 0.993584
 
LENGTH =1.000053 COS_THETA =0.994936
 
'k-k'k'k-k-k'k'k-k'k-k'k-k'k-k'k'k'k'k-k-kic-k'k'k-k'k-k-k'k-k'k-kic-k-k-k-k-k'k'k-k'k'k-k-k'k-k-k-k
 
EPOCH = 800
 
w[0][0] = 0.536746
 
w[0][1] = 0.843866
 
w[l][0] = 0.836958
 
w[1] [1] = -0.547366
 
LENGTH = 1.000103 COS_THETA = 0.993584
 
LENGTH =1.000054 COS_THETA = 0.994937
 
•k'k'k'k-k-k-kicick'k'k'k'k-k-k-k-k'kic'k-k'k'k-k'k -k -k ********* * * ***********
 
EPOCH = 890
 
w[0][0] = 0.536746
 
w[0][1] = 0.843866 7
 
w[l][0] = 0.836966
 
w[l][1] = -0.547354
 
LENGTH = 1.000103 COS_THETA = 0.993584
 
LENGTH = 1.000054 COS_THETA = 0.994936
 
* * * * * **************************************** * * * **
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