The contribution of this paper is twofolds. First, it is shown that while robust in terms of the average output error, the least squares estimate is sensitive to outliers with respect to the maximum output error. In fact the worst-case output error of the least squares can go unbounded. Then, a constrained logarithmic least squares for system identi cation is proposed. Analytic center algorithms are presented to solve this constrained logarithmic least squares problem.
Introduction
The least squares method has been extensively studied for identi cation: see for example 1], 2], 3], 5], 6] and 8]. By now, its divergence property in terms of the operator norm in the worst-case scenario is well known. In fact, it was shown in 2] that the estimated transfer function by the least squares either in H 1 or l 1 norm diverges in the worst case scenario as the order of the system goes to in nite. This implies that by taking the estimated transfer function as a system, its output could be unbounded for some bounded input. It was not clear, however, whether the same bounded input sequence that produces the estimated transfer function would give rise to a unbounded output error. This paper reports that the very same input sequence that provides the estimated transfer function by the least squares method would give rise to a unbounded output error. The implication is that while the least squares estimate is robust to outliers with respect to the average output error, it can be very sensitive with respect to the maximum output error.
To overcome this problem, the constrained least squares is proposed in this paper along with its solution, analytic center. It is shown that the analytic center not only is easily computable allowing a sequential algorithm, but also has a clear geometrical interpretation of maximizing the product of the complementary errors (recall that the least squares maximizes the summation of the complementary errors).
Consider a single input-single output discrete-time system y i = q T i + v i ; i = 1; 2; : : : ; N (1.1)
where y i 2 R is the system output, q i 2 R n the measurable regressor, 2 R n the unknown parameter vector to be identi ed, and v i 2 R the noise. In vector form, the system can be re-written more compactly as
where Y = (y 1 ; y 2 ; :::; y N ) T ; Q = (q 1 ; q 2 ; ; :::; q N ) T ; V = (v 1 ; v 2 ; :::; v N ) T :
The purpose of parametric system identi cation is to nd an estimate^ of the unknown parameter vector from available input-output measurements Y and Q. For any given estimate^ , the output error is de ned as e i (^ ) =ŷ i ? y i = q T i^ ? y i ; i = 1; 2; :::; N:
The quality of the estimate^ may be measured by the \size" of the corresponding output error using some norm in R N . There are two types of norms used in literature.
One is the minimax type^ = arg min max respectively. Note that these two noise sequences only di er by a single point value at i = 51.
The top diagram of Figure 1 shows the output error je i j; i = 1; 2; :::; 100, generated by ls with the noise sequence (1.5) and the bottom diagram shows the output error with the noise sequence (1.6). We see that a single value change of the noise sequence results in a considerable variation in the maximum output error. The sensitive nature of the least squares can be in fact proved rigorously by showing that the maximum output error max 1 i N je i j generated by the least squares estimate ls is unbounded in the worst case scenario as the order of the system n goes to in nite, even if the noise sequence is bounded and the regressor q i is persistently exciting. To be more speci c, let (1.1) be a FIR system with N = 2 p + n and q i = (u i?1 ; u i?2 ; :::; u i?n ) T . Let s k be a pseudo-random binary signal (PRBS), for instance the contains all possible n-tuples of 1. The last inequality comes from the assumptions that N = 2 p +n, v i = sign( In a sense, the objective is to minimize the average output error, but at the same time to limit the maximum sensitivity on the worst case output error. Notice that the performance in terms of the average output error min 1 N P N i=1`( e 2 i ) depends on the maximum allowable error . For large , the average output error is reduced but the maximum error increases. Notice that can not be made arbitrarily small. In fact, if is too small the solution of the minimization problem (2.1) may not exist. A su cient condition on to have a solution is that max i jv i j because in this case the parameter set under the constraints je i j , i = 1; :::; N, is not empty containing at least one parameter, the true but unknown .
It is interesting to note that if max i jv i j, the constrained average norm problem Therefore, for a given maximum allowable error , the constrained average norm problem of (2.1) may be re-formulated aŝ = arg max
2 ? e 2 i ):
Notice that the formulation of the constraint average norm problem (2.1) or (2.2) is reminiscent to the formulation of the membership set identi cation 10]. The philosophy is, however, completely di erent. In the membership set identi cation, the goal is to determine the membership set that requires a tight upper bound on the noise, as tight as possible. In the constrained average norm case here, the choice of depends on the allowable maximum output error. In fact, the larger results in the smaller average output error. Depending on the function`( ), algorithms and their corresponding complexities for nding the optimal^ are di erent. In this paper, we propose to use the logarithmic function`( 2 ? e 2 i ) = ln( 2 ? e 2 i ), called the logarithmic least squares, which allows an easy-to-compute sequential algorithm with low computational complexity. To the best of our knowledge, there does not exist any sequential algorithm for calculating the optimal^ of (3.2) besides the one reported in this paper when`( ) = ln( ). Before presenting the algorithms, we need to introduce the concept of the analytic In the rest of the paper, we will present two algorithms, one non-sequential and one sequential, for calculating a -approximate analytic center . is called the -approximate center of if it is in and -close to the analytic center a in the sense that Consider the system (1.1). Suppose the data set Q; Y , the maximum allowable output error > 0 and an arbitrarily small tolerance > 0 are given. The goal is to compute a -approximate center .
Initial: Set j = 0 and x(0) = 1 w where w = (1; :::; 1) T 2 R 2N : Phase I:
Step 1: For any j, de ne X(j) = diag(x(j)), Phase II: After Phase I, we have a 1=2-approximate center pair.
Step 3 Step 4: If kX(j + 1)(c ? A T (j + 1)) ? wk , set = (j + 1); x = x(j + 1); s = s(j + 1) and stop; otherwise, set j = j + 1 and go to Step 3.
The non-sequential algorithm has two phases. The purpose of Phase I is to nd a 1=2-approximate center from the initial x(0) and that of Phase II is to nd aapproximate center from a 1=2-approximate center. This algorithm can be carried out only if all the data from i = 1 to i = N are available. Due to the nature of identi cation, the input-output data y i ; q i are observed sequentially in time i and in many cases it is required to calculate a sequence of approximate centers n , n+1 ,..., N , preferable in a sequential way, i.e., the calculation of i is based on i?1 and the new data y i and q i . Then, the sequential algorithm can be described as follows:
Sequential Algorithm:
Consider the system (1.1), the maximum allowable output error > 0 and the tolerance > 0. Suppose the data set is given sequentially, i.e., at time i, only y k ; q k ; k = 1; 2; :::; i are available. The goal is to compute a sequence of -approximate center i , i = n; n + 1; :::; N sequentially.
Step 1: Start at i = n. Let x n (0) = (1= ; :::; 1= ) T 2 R 2n :
Apply the non-sequential algorithm with x(0) replaced by x n (0) to calculate a 1=2-approximate center and a -approximate center n for n . Let T n denotes the number of Newton iterations to nd the 1=2-approximate center n (T n ) = n =1=2 . Go to Step 2.
Step 2: When new data y i+1 ; q i+1 become available for n i < N, let x i+1 (0) = (x i (T i ); 1= ; :::; 1= ) T 2 R 2(i+1) :
Apply the non-sequential algorithm, with x(0) replaced by x i+1 (0), to calculate a 1=2-approximate center and a -approximate center i+1 for i+1 . Let T i+1 denotes the number of Newton iterations to nd the 1=2-approximate center i+1 (T i+1 ) = i+1 =1=2 at (i + 1)th iteration. If i = n ? 1, stop. Otherwise, set i = i + 1 and repeat Step 2.
It should be pointed out that both the non-sequential and the sequential algorithms were developed in our previous work 4] for a di erent purpose, the membership set identi cation. However, these two algorithms can be applied equally well here to solve the constrained logarithmic least squares problem (3.2) and all the convergence results remain the same as shown in the following theorem. For detailed proofs, see 4].
Theorem 2: Assume that the rank of the matrix A i is n for i n and for given maximum allowable output error > 0, the set has a non-empty interior, i.e., there exists some > 0 and some^ 2 so that ? + y i ? q T i^ ? ; i = 1; 2; :::; N: (3.5) Then,
1. The non-sequential algorithm terminates with a approximate center in a nite number of Newton iterations and this number is bounded by O(N ln + ln ln 2 ).
2. The sequential algorithm terminates, with a sequence of -approximate centers n , n+1 ,..., N of n ; n+1 ; :::; N , in a nite number of Newton iterations and this number is bounded by O(N (ln + ln ln 2 )). 
