We consider differential equations of the form ~ + ~f(x, ~)+x = Eu, where E > 0 is supposed to be small. For piecewise continuous controls u(t), satisfying lu(t)l--1, we present sulIicient conditions for the existence of 2¢r-periodic solutions with a given amplitude. We present a method for determining the limiting behavior of controls fi, for which the equation has a 27r-periodic solution with a maximum amplitude and for determining the limit of this maximum amplitude as • tends to zero. The results are applied to the linear system 5/+ e2+ x = eu, the Duffing equation 5i+ e(2+ x 3) +x = eu, and the Van der Pol equation 5/+ ~(x 2-1)2+x = eu.
Introduction
In this paper, we consider differential equations of the form ~+ if(x, ~)+x = Eu,
where e > 0, u e f~ := {u :R ~ [-1, +l][u is 21r-periodic and piecewise continuous}, and f is continuously differentiable. We study the behavior of 2~'-periodic solutions x(t, E, u) of (1) for small e > 0 and arbitrary u e ~. Especially for small E > 0, we ask for a control ti~ c fl such that (1) admits a 2~--periodic solution x(t, ~, ~) with a maximum amplitude. Thus, for small e>0, we want to solve the following amplitude maximization problem (AMP):
(AMP) max { max Ix(t, •, u)] Ix(t, E, u) is a 2~--periodic solution of (1)}.
ucYl O<--t<--2rr
If e> 0, u ~ ~, and x(t, •, u) is a corresponding 2~r-periodic solution of(l), then, for any ~'~ R, the shifted control u(t+ .r) is in ~ and the shifted solution x(t+ .r, E, u) is a corresponding 2~r-periodic solution of (1) . Hence, by shifting the control, it can always be arranged that the maximum amplitude is attained at t = 0. Therefore, for fixed e > 0, we formulate the so-called initial-value maximization problem (IVMP):
(IVMP) max {Ix(0, E, u)[]x(t, •, u) is a 2~r-periodic solution of (1)}.
If the IVMP has a solution, then the AMP has a solution and vice versa. Moreover, the maximum amplitude equals the maximum (absolute) initial value. It also follows that 5(0, ~, a,)= 0, for a solution where the maximum amplitude is attained at t = 0. In addition, it follows that a solution of the AMP is not unique. As far as the existence of the maximum amplitude and an optimal control is concerned, we refer to the Appendix and Ref. 1, Chapter 2. The results of this paper are based on a perturbation theorem from the synchronization theory for ordinary differential equations. This theorem is applied to differential equations of the form (1) in Section 2 and is discussed further in Sections 3 and 4, where special attention is paid to the Duffing equation ,~
ii + e( Yc + x3) + x = •u.
In Section 5, we illustrate the results for the linear differential equation 5~+ e~+x = •u.
In Section 6, we apply the results to the Van der Pol equation ~+ e(x 2-1)2+x = eu.
Sufficient Conditions for the Existence of 2~--Periodic Solutions
In this section, we derive sufficient conditions for the existence of a 2~--periodic solution of (1) (2) where f is defined and continuously differentiable on G xR x[-Eo, co], with G a region in R" and Eo> 0. Let f be periodic in t of period T. Let F: G~R" be defined by
= Ef(x, t, E),

f(x):=(1/r) f(x,t,O)dt,
and let Fx denote the corresponding functional matrix. If F(a)= 0 and
Fx(a) is nonsingular for some fixed a e G, then, for sufficiently small lel, there exists a unique T-periodic solution x(t, ~) of (2), converging to a, uniformly with respect to t for e-~ 0.
The proof of this theorem is based on the implicit function theorem. In Ref. 2 , this theorem is also proved for the case where f has finitely many discontinuity points in t on [0, T]. The n equations
F(a)=0
are called synchronization equations. In order to be able to apply this theorem to Eq. (1), we describe the solutions by polar coordinates r and ~b in the following way:
x(t)=r(t)cos(t+cb(t)), ~(t)= -r(t) sin(t+ch(t)).
The definition is completed by the conditions r(0)>--0, 0--< ~b(0) <2rr.
From the differential equation (1), we obtain, in the new coordinates, the system i ~ = e[f(r cos(t + ~b), -r sin(t + ~b)) -u] sin(t + ~b),
while the periodicity conditions
cf. Subsection 7.4. We have obtained a system of the form (2 [f(r cos(t + g5), -r sin(t+ 4~))
r -I [f(rcos(t+qS), -r sin(t + 4~))
.
-u ( t)] cos( t + dr) at
where r and 4, have to be considered as real constants. Since the integral over a complete period of a periodic function is invariant with respect to arbitrary shifts of the integrand, the synchronization equations can be written in the form a(r) = a~(6), /3(r) =/3~(6),
where f;
I; /3(r) := f(r cos t, -r sin t) cos t dt,
I?
Now, let u cfl, and let ~(30), 4~R satisfy the synchronization equations (6) , and let also det F,,x(~, q~) # 0.
Then, according to Theorem 2.1 and the transformation (3), it follows that, for sufficiently small • > 0, the differential equation (1) with control u admits 27r-periodic solutions x(t, •, u), converging to Fcos(t+4~), for • $ 0 uniformly with respect to t. A point (~, ~) satisfying the previous conditions is called a synchronization point of u.
Synchronization Points
In this section, we show" how to determine synchronization points for a given u c Ft. The Duffing equation
.~+ E(X+X3) +X = EU is used as a concrete example. From the definition of a(r), it follows that o~(r) = f(rcos(t+~), -r sin(t+ ~-)) sin(t+ or) dt
Similarly,
Hence, the function sc(r) := (,~(r), ~(r))
is odd, (sc(r) = -sc(-r)).
From the definition of a~(¢) and fl~(¢), it follows that
where
Thus, the point (a,(¢), fl,(¢)) is obtained by rotating (au, ft,) clockwise over an angle ¢ around the origin. In order to identify the set {(a,, flu)] u c ~t}, we first define a subclass of controls u ~ fL Let s c [0, 2~-). Then, the control /~ ~ f~ is defined by u,(t) := sign(sin(t -s)).
Such a control is called bang-banger: More generally, a control u ~ f~ for which u(t)=+l or u(t)=-l, for every t ~ ~, is called a bang-bang control. A discontinuity point of a bang-bang control is called a switch point. Hence, a bang-banger is a bang-bang control for which the distance between two consecutive switch points equals 7r. Then, t7 ~ f~, and it is easy to verify that (~, fix) = (p cos s, -p sin s).
On the other hand, let u ~ f~, and let p -> 0 and s ~ [0, 27r) be defined by the relation
Since p ~ R, we have
Therefore, The part of the circle x2+y 2= 16
in the upper half plane is reached by bang-bangers/xs, rr < s < 2~, whereas the part of the circle x2+y 2= 16 in the lower half plane is reached by bang-bangers/~s, 0 < s < 7r. The points (4, 0) and (-4, 0) are reached by ~o and tx~, respectively. Now that we know {(au, fl~)luef~}, it is easy to find a point (~, ~b) satisfying the synchronization equations (6) for a given u e 12. We deal with a concrete example, viz., the Duffing equation
For this case,
hence, by definition, therefore, ( -~, 4~ -7r) also satisfies the synchronization equations. This is not surprising, since, if r(t), rb(t) is a 2~r-periodic solution of the system (4), then -r(t), ~b(t)-~r is also a 2~r-periodic solution of the system (4). The two corresponding 2~-periodic solutions of (1) Similarly, Consequently, (~, q~+ r) satisfies the synchronization equations for u. This agrees with the fact that, if r(t), 4~ (t) is a 2¢r-periodic solution of the system (4) for the control u, then r(t+ r), &(t+ r)+ ~" is a 27r-periodic solution of the system (4) for the control t~, which, in turn, agrees with the shifting property of controls u and periodic solutions x, mentioned in Section 1 for the differential equation (1) .
We now consider det F~,x(r, ~). From (5) and the definitions in (7), it follows that, for arbitrary r, 4, ~ N, we have
where the prime means differentiation with respect to the argument. Since
it follows that, for a point (7, q~) satisfying the synchronization equations, we have
Hence, for a point (7, 4~) satisfying the synchronization equations,
or equivalently iff the square of the Euclidean length of the vector sc(r) is stationary at r = E Usually, in such a point the synchronization curve will be orthogonal to the radius. 
contains a nonzero odd and a nonzero even part, then o~(r) and fl(r) do depend only on the odd part, and so do the synchronization points (~, q~). Consequently, for fixed u ~ l'~, the limiting 2~r-periodic solution ? cos(t + 4,) of (1) does not depend on the even part off However, the 2¢r-periodic solutions of (1) itself will depend in general, for fixed u ~ f~ and E > 0, on the odd and even parts of f This will be shown in Section 5 for the linear system 5i+E(a+Yc)+x=eu, a~R.
Maximum Amplitude and Optimal Controls
So far, we have considered arbitrary u ~ ~2 and pointed out how to find values F, 4' such that, for sufficiently small E > 0, Eq. (1) with the control u has 27r-periodic solutions x(t, ~, u)uniformly converging to F cos(t+ ~) for E $ 0. For small • > 0, the value off71 is an approximation of the amplitude of these 2~--periodic solutions. Since we are searching for 2~r-periodic solutions with maximum amplitude, it seems to make sense to determine controls u in f~ which yield synchronization points (F, ~) with maximum I~]. The maximum tr~ for a synchronization point (F, ~) equals the maximum 1~1 for which
To avoid the need of distinguishing between positive and negative ~ and to avoid the complications resulting from it, we assume from now on that f is an odd function. Then, according to the related part of Remark 3.3, we can restrict ourselves to the maximization of £ One may wonder to what extent the maximum 7 is an approximation of the maximum amplitude for small e > 0, since the synchronization theory constitutes only a sufficient condition for the existence of 2~r-periodic solutions for small e > 0. In the next theorem, we present conditions under which the maximum F is the limiting value of the maximum amplitude as e $ 0. For a complete proof, we refer to the Appendix. 
(iv) the optimal controls G ~ ft for which there exists a 2~r-periodic solution with the maximum amplitude attained at t = 0 satisfy
We first give some comments. The uniform boundedness condition in this theorem is a rather obvious necessary condition, with the exclusion of the fact that it must hold not only for all piecewise continuous controls, but for all measurable controls. The measurability concept often appears in optimal control problems for proving closedness of reachable sets (see e.g., Ref. 3) , and so it did in the proof of Theorem 4.1 in order to prove (i).
The result (ii) follows from a result on the minimal distance of successive zeros of differential equations of the type
+ w+(l +v)x=O,
where w(t) and v(t) are small continuous functions.
If ~, as defined in (1 1), exists, then obviously sc(r) is a boundary point of {(x, y)~ E21x2+y2_< 16}, and then (iii) follows directly from the proof of Theorem 3.1. From (12) and (13) Summarizing, for the Duffing equation, the limit of the maximum amplitude equals 1.011 as E~ 0; and the optimal bang-bang controls, for which the maximum amplitude is attained at t = 0, have two switch points on [0, 27r) for sufficiently small e > 0, tending to 0.654 and 3.795, respectively, as e + 0. Furthermore, around these two switch points, for increasing t, u(t) changes from +1 to -1 and from -1 to +1, respectively. We note that, from the synchronization theory, it follows that, for the control ~ =/z~ itself, there also are 27r-periodic solutions with an amplitude tending to F as e $ 0; however, they are not necessarily optimal.
Linear Case
We consider the linear differential equation 2+Ex+x=~u
and some modifications to illustrate the results of the previous sections. Throughout this section, we assume that e ~ (0, ,J-3). We first determine, for arbitrary e 6 (0, 43) and u ~ 12, the initial values 
h~(T)U(T) d';,
Hence, for every e e (0, ~/3) and u eft, there is exactly one 2~r-periodic solution x(t, e, u), and the initial value x~ is given by (17). As we mentioned already in Section 1, the maximum amplitude A, equals the maximum initial value Ix~.l. Since, in the case of (15),
is odd, A~ equals the maximum x~u. From (17), it follows that x~ is maximized for the bang-bang control ~7~(t) := sign(h~(t)).
One can show that, for every e e (0, ,f3), the function h~ has two zeros, T~ and T2~, on (0, 27r), satisfying Consequently, the limit of the maximum amplitude A, is 4/~r as e approaches zero, and the optimal controls ~, converge to ti :=/x,~ in the sense of (14). We now deduce these results by applying the synchronization theory to Eq. (15). From the definitions in (7), we obtain, for the case 
then, obviously,
xa(t, E, u):= x(t, e, u)-ca
is a 2~r-periodic solution of (22), where, as before, x(t, e, u) is the 2~r-periodic solution of (15). From the uniqueness of 2~r-periodic solutions of (15), it follows that this is the only 2~--periodic solution of (22) 
h~("c)u(r) dt-ea[.
Hence, the maximizing controls tTa~ must satisfy
~(t)=sign(h~(t)),
if a<0,
Thus, for a < 0, z/a~ = ~ ;
and, for a > 0, where fi~ is given by (20). Consequently [cf. formula (19)], as in the case of (15), the optimal controls are bang-bang controls and have two switch points on (0, 2~r); for a < 0, these optimal controls converge to t/= ~=; for a > 0, these optimal controls converge to t/= -/~= in the sense of (14). On the other hand, for both cases, a < 0 and a > 0, we have, for the limit of We observe that the control r7 =/x~ has synchronization point (+ ?, 0), whereas the control a =-tz= has synchronization point (-~, 0). So, this example shows that, in the case off containing a nonzero even part, there are two (inverse) candidates for the limit a of the optimal controls in the sense of (14), characterized by the fact that they correspond to the synchronization points (+ ?, 0) and (-?, 0), where ? is defined by (11). The synchronization theory of the previous sections gives no decisive answer on the question of which of the two candidates is the right one. However, the limit of the maximum amplitude is ?, not depending on the nonzero even part off fo'
x(t)=XoCOS t+2o sin t+e sin(t-r)(u(r)-a) d~=
The conditions 
for the control u ~ f~, then every solution of (23) is 2~-periodic. Otherwise, there are no 2~r-periodic solutions of (23) for the control u. Consequently, for Eq. (23) the AMP has no solution.
Van der Pol Equation
We apply the synchronization theory to the Van der Pol equation 
sc(r)=(a(r),lg(r))
follows the trajectory reflected in Fig. 2 . Note that 4~r-~/9 --~ 2.418,
The point (47r.,/3/9, 0) is the point for which
r=-4/,/'3 or r=2/4r3.
For all values of r, except -2/~, 2/x/3, -2, 2, the synchronization curve is not orthogonal to the radius. Consequently, for points (r, 6) which satisfy the synchronization equations and for which r is not equal to -2/x/3, 2/',/7, -2, 2, we have det Fu, x(r, 6) ~ O.
This agrees indeed with [cf. formula (10)]
det Fu, x(r, 6) = (8~'2r)-~ (ct2(r)+/32(r) ') = (4-r2)(4-3 rZ)/64.
--r 2 COS 2 t)r sin t cos t dt = O.
is odd, has a local maximum 4~r~C3/9 at r = 2/,/3, and r = 2. Furthermore, r~oo.
From Fig. 2 , it follows that, for controls u e 12, for which 0 2 2 < au+/3, < 16=2/27, there are at least three 2=-periodic solutions for small E > 0, and the limiting value of the corresponding amplitudes is less than 4/x/3. For controls u e 12, for which 2 2 a,+/3,_> 16=2/27, there is at least one 2=-periodic solution for small e > 0, and the limiting value of the amplitude is greater than 4/.f3. Thus, the maximum amplitude A, tends to f as e + 0. Moreover, for sufficiently small E > 0, the optimal controls are bang-bang controls with two switch points on [0, 2~r); and the optimal controls aie ~ 12 for which there exists a 2~--periodic solution with the maximum amplitude attained at t--0 converge to a =/z= in the sense of (14) as E $ 0. Therefore, one switch point of ti~ tends to ~ and the other tends to either 0 or 2~r as e $ 0, Regarding the results for the linear system (15), we may expect the other switch point to tend to 27r. hence, the coefficient of the term of order one seems to be zero, as it is the case for the linear system (15).
4'-
Appendix
Here, we will prove the statements (i), (ii), (iv) of Theorem 4.1. The statement (iii) follows immediately from the proof of Theorem 3.1.
In this appendix, we do not distinguish explicitly between points in ~ and column vectors in ~". By Ix t, we mean the Euclidean norm (or Euclidean distance to zero) of the vector or point x e Nn. We extend the set of admissible controls, fY:= {u:N-~[-l, +l]lu is 27r-periodic and measurable on (0, 2zr)}. 
Existence of Optimal Measurable
2)2 = 0, x2(ZTr) = y2(2~'),
have a solution, such that Xl(27r) is maximal. This is a continuous-time optimal control problem, described in Section 5 of Ref. From the version of Pontryagin's maximum principle for this problem, derived in Ref. 8 , we obtain the following result. ~(x,, x2)-f~(x~, x2) 
~l(2~r) ---,6-¢bl, ¢/,2(2rr) = -¢b2,
X,(2rr) = -az, X2(2~) = -a2, Proof. Without toss of generality, we assume
Let T > 0 be the smallest number for which
Obviously,
We consider the transformation x(t) = r(t) cos(t+ 05(t)), :f(t) = -r(t) sin(t+ 05(t)).
In terms of the new variables r(t) and 05(t), we obtain the system 
v( t) := e[fxl(xl( t), x2( t) )-( d/ dt)(fi~(xt( t), Xz(t)))], w( t ) := -e( fx2)( x,( t ), x2( t ) ).
The optimal 2~r-periodic solution x~(t), x2(t) is uniformly bounded for small e>0, and so are v(t)/e and w(t)/e. Hence, for sufficiently small e > 0, certainly
Iv(t)l<l/8, Iw(t)l<l/8;
then, from Lemma 7.1, it follows that the distance of two zeros of 0(t) is at least 4~r/5. Consequently, for sufficiently small e > 0, g,(t) has at most three zeros on [0, 2¢r) ; then, O(t) has at most three switch points on [0, 2~r). Since a 27r-periodic bang-bang control has an even number of switch points on [0, 27r), it follows that, for sufficiently small e > 0, the optimal control is a bang-bang control ti, ~ i2 with zero or two switch points on [0, 27r). A solution r(t), ~b(t) of (4) For this control u E f~,
Limit of the Maximum Amplitude and Limiting Behavior of Optimal
is a 2~r-periodic solution of (1) for all e > 0. Consequently, for an optimal 2~r-periodic solution of (1), the maximum initial value of r(0) satisfies r(0) -> a, for all e > 0. Obviously, a -< m. If e = 0, then
is the solution of (4) From standard proofs of uniform convergence of solutions of (4) Taking /x <27r, it follows that, for sufficiently small e>0, the optimal 2~r-periodic solution of (1) with maximum initial value satisfies 05(0) = 05(2~).
Hence, we have showed that we may concentrate on 27r-periodic solutions of (4) 
We are now ready to prove the following theorem.
Theorem 7.3. Under the conditions of Theorem 4.I, the maximum initial value of 2rr-periodic solutions of (1) tends to f as e $ 0, where ~ is defined by (11).
Proof. Since (g 0) is a synchronization point of the bang-banger defined by (13), there are 2rr-periodic solutions of (1) with initial values x(0) arbitrary close to f for small e > 0. Especially, for every 6 > 0, there are 2rr-periodic solutions of (1) for the control ~i and sufficiently small e > 0 with initial values x(0) > ~-& It also follows that m -> E Without loss of generality, we assume m>f, m>l.
It remains to be proved that, for every a> 0 and ue~Z, there are no 2or-periodic solutions of (I) with an initial value x(0) -> f + 6, for sufficiently small e>0. In view of (11) and (12), there exists a 3>0 such that Jsc(r)l > lsc(~+ 6)], forall~+6<r<rn, and 6 can be chosen arbitrarily small. We now prove that, for sufficiently small e > 0 and all u ~ II, there are no 2~r-periodic solutions of (4) In view of the definition of m and e,. and the 2~--periodicity of the right-hand side of (4) with respect to 05, we may conclude that, if 0 < e < e~, then, for all u c ~, there are no 2or-periodic solutions of (4) 
where ~7 is defined by (13).
Proof. For 0 < e -< ea, we have 
t-s) sign(sin(t-s))l~,(t)~(t ) -11 dt = sin(t-s)~(t)(1-a,(t)a(t)) dt
