Given a subset X of vertices in the n-cube, i.e. the n-dimensional Hamming space, we are interested in the solution for the traveling salesman problem, namely the minimal length of a cycle passing through all vertices of X. For a given number M, we estimate the maximum of these lengths when X ranges over all possible choices of sets of M vertices. Asymptotically, our estimates mean that for a number M of vertices growing exponentially in n, this maximum is attained for a code with maximal possible minimum distance.
Introduction
The traveling salesman problem in F n 2 , the space of binary vectors of length n, can be formulated as follows. Given M 2 n , and a collection of M vectors X = fx 1 ; x 2 ; . . . ; x M g; nd an ordering of the vectors X = fx (1) 
where d(1 ; 1) stands for the Hamming distance, is a permutation of f1; . . . ng, and (M + 1) is understood as (1) in the above sum. Problems of this kind are encountered in various situations related to the design and testing of computer hardware [4] . A possible application of the problem to compressing data will be discussed in the last section.
The case when X is a linear code has been considered in [9] , where a code is said to admit a \minimal-change order" if there exists such that S (X) = dM , where d is the minimal distance of X (note that we must always have S (X) dM ). It is proved in [9] that X can be put in minimal-change order if and only if there exists a basis of codewords of X of minimum weight. Dodunekov and Manev prove [3] [2] .
In this paper we study the following function
where X ranges over all collections of M vectors of length n, and over all permutations of indices. In other words, we look for the congurations of M vectors in F n 2 for which the traveling salesman has to cover the largest Hamming distance. Clearly, for any given n, L(n; M ) is a non-decreasing function of M . Note, that if M = 2 n the problem reduces to that of the existence of a Gray code, and L(n; M ) = M .
We shall also be interested in the corresponding asymptotic function 
The study of L(n; M ) originates in [4] where several bounds are presented. Here we improve on them and give an asymptotically tight expression for functions l and l + in terms of minimal distances of optimal error-correcting codes. This gives an asymptotical proof of the conjecture stated in [4] .
Bounds
Let d(n; M ) (resp. d + (n; M )) denote the maximal possible minimal distance of a code (resp. linear code) X of length n and size M , and let (R) (resp. Let us denote k = dlog 2 M e. To simplify notation, we the convention that d + (n; 1) = d(n; 1) = n. We have the following result.
The lower bounds are attained by choosing for X the set of vectors of a binary code with maximal possible minimal distance. So we switch to proving the upper bounds.
We start with the linear case. Let X = fx 1 ; . . . ; x M g be a linear subspace of F 
where (M=2 + 1) stands for (1) in the above sum (6) , and also in (7 Clearly this cycle passes through all the vectors of X. Noticing that giving the corresponding upper bound of the theorem.
In the nonlinear case we proceed as follows. Let X = fx 1 ; . . . ; x M g be a set of M vectors of F n 2 . We construct a path, i.e. a reordering of X, recursively by dening the sequence P 0 ; P 1 ; . . . ; P M 01 , where each P i is a collection of ordered subsets of elements of X such that:
1. For all i, 0 i M 0 1, any x 2 X appears in exactly one member of P i . 2. P 0 = f(x 1 ); (x 2 ) . . . ; (x M )g 3. P i+1 is constructed from P i as follows: For any ordered subset P of X, denote by x(P ) its rst element, and look for two members A and B of P i that minimize d(x(P ); x(Q)) when fP; Qg ranges over all pairs of elements of P i . To obtain P i+1 from P i , delete A and B from P i , and replace them by their join A^B dened as: A^B = (a s ; a s01 ; . . . The lower bound just follows from the previous theorem and the denitions of functions l and l + . We will show that the upper bounds of theorem 2.1 are asymptotically the same as the corresponding lower bounds.
First note, that (R) and + (R) are nonincreasing functions of R, and both are at most 1. Moreover, it is known that both functions are continuous [1, 8] In the nonlinear case, combining theorem 2.1 and the fact that d(n; M )
is nonincreasing in M , d(n; M ) n, we have vectors. An alternative approach can be based on the traveling salesman strategy. We rst rearrange vectors according to a permutation that minimizes S (X) in (1), and then we reduce our problem to storing fx (1) We see that the last expression coincides with the optimal one if H((R)) = 1 0 R, but this is exactly equality in the Varshamov-Gilbert bound. This bound is generally believed to coincide with the true bound. Summarizing : 
