An exhaustive study has been made into the potential improvement in attenuation and focusing of phononic crystal arrays resulting from the deliberate creation of vacancies. Use is made of a stochastic search algorithm based on evolutionary algorithms called the epsilon variable multi-objective genetic algorithm which, in conjunction with the application of multiple scattering theory, enables the design of devices for effectively controlling sound waves. Several parameters are analyzed, including the symmetries used in the distribution of holes and the optimum number of holes. The validity and utility of the general rules obtained have been confirmed experimentally.
I. INTRODUCTION
During the past decade, new materials for controlling sound waves have been successfully designed and used. Devices formed by arrays of scatterers embedded in another medium with a periodical modulation of the physical properties between them have been shown to be useful alternatives to homogeneous materials. The behavior of phononic crystals ͑PCs͒ formed from periodic arrays of cylinders in the range of wavelengths larger than the separation between the scatterers is a topic of increasing interest. In the ranges of frequencies related to the periodicity of the array formed, these systems present spectral band gaps where the propagation of sound is forbidden. A considerable effort has been made studying their physical properties, [1] [2] [3] [4] and this research has lead to the development of acoustic devices based on these materials. [5] [6] [7] [8] In recent years, there has been a growing interest in increasing and optimizing the sonic properties of these materials. The main motivation has been the development of technology for controlling sound. Some studies show performance improvements by means of varying the physical properties of the scatterers used: scatterers with resonant acoustic properties [9] [10] [11] [12] or acoustic absorption. 13 Other possibilities include using scatterers with different shapes, 14, 15 or varying the position of the scatterers in order to change the properties of the array. In this context, some authors analyzed the use of high-symmetry quasicrystals as acoustic lenses. 16 The properties of defect modes and their application as waveguides and acoustic filters have attracted a great deal of interest for many years, [17] [18] [19] [20] [21] [22] [23] [24] but the discussion of this mechanism and its properties are outside the scope of this work. Nevertheless, one of the strategies often used in the enhancement of the properties of PCs is based on the creation of defects in the starting array. Some authors demonstrated the possibility of increasing the attenuation capability of these materials by creating a periodic distribution of defects in the array. 25 Other authors used the creation of vacancies in conjunction with optimization algorithms, such as the genetic algorithm, as a method to increase the attenuation properties or to create lenses based on PCs. [26] [27] [28] [29] There are clear advantages in using this method in the design of devices based on PCs, and this seems a suitable method for designing devices that are lighter and cheaper than complete PCs. Moreover, in some cases, as in the case of acoustic barriers, these new devices could be more competitive-both acoustically and economically-than the classical screens currently used.
However, a study to analyze and systematize the best strategy for the mechanism that creates the holes seems necessary.
In this paper, we investigate the optimization of the acoustic properties of these materials using the mechanism for the creation of vacancies ͑subsequently referred to as "holes"͒ in starting and complete two-dimensional ͑2D͒ PCs. Our aim is to provide general rules regarding ͑i͒ the optimum number of vacancies and ͑ii͒ how these vacancies should be distributed inside the crystal. Our approach to this problem consists of optimizing several acoustic properties simultaneously by means of a search algorithm. This situation is usually known as a multi-objective problem and may be solved with an optimization algorithm called the multiobjective evolutionary algorithm. 30 In this work, we have used a new implementation of this tool based on genetic algorithms, termed the epsilon variable multi-objective genetic algorithm ͑evMOGA͒, 31, 32 in conjunction with a multiple scattering theory ͑MST͒. 33 A parallel implementation of the evMOGA method is used here, and the execution time of the optimization process is drastically reduced. This approach has not been previously used in 2D PC design due to the fact that, until now, the optimization of the sonic properties of these materials has been considered as a single objective problem. [26] [27] [28] [29] The rest of the paper is arranged as follows. In Sec. II, we define the method of calculation. The results and discussion are developed in Sec. III. The experimental results that support our conclusions are presented in Sec. IV. Finally, we explain our conclusions in Sec. V.
II. METHOD OF CALCULATION

A. MST
Several mathematical methods have been used in recent years to study the physical behavior of PCs. These methods can be classified as theoretical or phenomenological. The former are based either on mathematical functions with a fixed symmetry or on a numerical resolution of the wave equation. 34, 35 Phenomenological methods are based on experimental data obtained in specific situations. 36 In this paper, we have used a theoretical method called MST.
When an incident sound wave travels inside a PC, a multiple scattering process is produced due to the periodicity of the scatterers in the array. MST ͑Refs. 34-37͒ is based on the well-known Korringa-Kohn-Rostoker theory 38, 39 and is a self-consistent theoretical method for calculating acoustic pressure. It includes all orders of scattering for mixed and high contrast composites. In this work, we have used a 2D MST for rigid cylinders with Neumann boundary conditions. The total acoustic pressure incident around the nth cylinder is the combined effect of the total acoustic incident pressure and the scattered pressure. Then,
We can express the total acoustic pressure incident around the jth cylinder as
The incident pressure from the source with respect to the coordinates centered at r i is
and the scattered pressure is
Using Eqs. ͑2͒-͑4͒ in Eq. ͑1͒, we obtain the following coefficient equation:
To solve Eq. ͑5͒, we have to relate the coefficients B q j and A q j . This can be achieved with the Neumann boundary condition:
where n represents the normal direction of the boundary surface. The coefficients A q j can then be obtained, and the acoustic pressure at any point outside the cylinders is
͑7͒
where N is the number of cylinders with radius r located at r l ͑with l=1, ... ,N͒, k is the wave number, i is the imaginary unit, H 0 ͑1͒ the zeroth order first-type Hankel function, r−r l the azimuthal angle of the vector r − r l to the positive x-axis, A lq are the coefficients of the series expansion of the pressure, and H lq is the qth order first-type Hankel function. Although MST can be used to calculate accurately the dispersion relation of mixed composites where the contrast between the material parameters of scatterers and the host is very high, 40 the MST method presents some problems from the point of view of its use in classical optimization methods due to the large set of parameters involved: the type of dependencies, the size of the decision space ͑number of possible configurations of structures, i.e., PCs with or without holes͒, and the computational time show the complexity of the problem. The coefficients of the series expansions in the MST, A q l , are determined numerically from the equations obtained using the boundary conditions, and their values are related to both the frequency and the parameters defining the PC. As a consequence, the acoustic pressure, Eq. ͑7͒, depends simultaneously on discrete and continuous variables and is difficult to optimize.
An optimization method looks for the best solution in the decision space ͑also known as search space, see Fig. 1͒ , that is, the space occupied by all the possible configurations of structures in our problem. Each structure is characterized by a vector of dimension N, where each coordinate is related with a position in the starting PC, so that the value of each coordinate represents the existence of a cylinder, or a hole, in each position of the starting PC. Then, the dimension of the decision space is N and the size is 2 N . We also have to take into account that the computational time to calculate A q l increases to the third power of the number of cylinders ͑dimen-sion of the decision space͒, N 3 . So, the large existing number of cylinders in the designed devices implies considerable computational time. Finally, difficulty is added by the fact that the pressure calculated by MST depends on several variables of different types ͑real, integer, etc.͒. Therefore, the use of classical optimization methods is not feasible. Fortunately, the parallel implementation of the evMOGA method used in this work enables us to overcome these problems.
B. Multi-objective evolutionary algorithm
Decisions about optimal design in many scientific or engineering areas involve searching for compromises between different objectives. It is natural to look for the best solution to each objective. However, if objectives are in conflict, an improvement in one, or more, objectives means a worsening in one, or more, of the other objectives. The difficulty is the absence of a single optimal solution. Problems where several conflicting objectives have to be optimized simultaneously are known in the literature as multi-objective optimization problems. For this type of problem, the optimal solution is a set called the Pareto set ⌰ p . The main characteristic of the members of this set is that any of the solutions is better than the other solutions for some of the objectives-meaning that all solutions are optimal in some sense. Basic concepts for these kinds of problems are illustrated in Fig. 1 for a minimization problem with two objectives ͑J 1 and J 2 ͒ and two decision variables ͑ 1 and 2 ͒. The problem is set as min J͑͒ = min͓J 1 ͑͒,J 2 ͔͑͒ subject to = ͓ 1 , 2 ͔ S. ͑8͒
One of the important definitions in this tool is the concept of dominance: a point
This is true providing the rest of the objectives are equal. Figure 1 shows, as an example, a situation where
The gray area represents all the points ͑in the objective space͒ dominated by a . We can define the Pareto set ͑and its corresponding Pareto front͒ as the set of nondominated points. The Pareto set in Fig. 1 is referred to as ⌰ p and the Pareto front as J͑⌰ p ͒.
Solving a multi-objective optimization problem by obtaining the Pareto optimal solution ͑Pareto set and Pareto front͒ is not a trivial problem. For instance, some problems present an infinite number of points, and these problems must be solved by means of classical multi-objective optimization algorithms. 41 In essence, the aim of these algorithms is to obtain a discrete approximation of the Pareto set ⌰ p * and Pareto front J͑⌰ p * ͒ in a distribution near J͑⌰ p ͒, while ensuring that solutions are not too near each other ͑since they would then be more or less the same͒ and attempting to characterize all of the Pareto front ͑see Fig. 1͒ . However, classical algorithms are sometimes not the best option in problems where the shape of the Pareto front is complicated and shows problems of discontinuity.
An interesting alternative for solving multi-objective optimization problems is based on the use of evolutionary algorithms, which enable the simultaneous generation of several elements of the Pareto optimal set in parallel and in a single run. Evolutionary algorithms ͑or evolutionary computations͒ are inspired by biological evolution: reproduction, mutation, recombination, and selection. 30 An initial population ͑a set of possible solutions͒ evolves by applying genetic operators that combine the characteristics of some of the individuals of the population. At each iteration of the algorithm, the population changes and tries to converge to the optimal solution ⌰ p , J͑⌰ p ͒.
A number of authors have developed different operators or strategies for converting the original single objective evolutionary algorithms into multi-objective optimization evolutionary algorithms that converge toward the Pareto optimal set with a set that is sufficiently discrete and diverse to be able to characterize it. 42 The good results obtained with this type of algorithm, together with their ability to handle a wide variety of problems with differing degrees of complexity, explains their increasing use in many situations. 43 The algorithm used in this work is one of the most recent developments in MOGA. The evMOGA is an elitist multi-objective evolutionary algorithm based on the concept of epsilon-dominance. 44 A complete and detailed version of the evMOGA algorithm is described in Refs. 31 and 32. The evMOGA algorithm obtains a discrete approximation of the Pareto set, ⌰ p * , that converges toward the Pareto optimal set ⌰ p in a smart way ͑in this type of distribution the more sloped a zone of the Pareto front, then the more points that are used to characterize the zone͒, and using limited memory resources.
One of the limitations of multi-objective optimization evolutionary algorithms is their high computational cost. For each individual of the chosen population, the objective functions have to be computed, and in most cases, this represents the costly part of the algorithm. Improvements in execution time have been obtained with a parallel implementation of evMOGA. Several alternatives for parallelization are possible, 45 and we have chosen the master-slave configuration. In this architecture, one processor works as master, executing the evolutionary tasks of evMOGA, while the other processors evaluate the objective function ͑see Fig. 2͒ .
The master has to send a point in the decision space ͑or a set of points͒ to each slave, which then perform an objective function evaluation, and returns the results to the master. The master works synchronously, waiting for all the objective function values from each slave. After receiving all the values, the master performs the evolution to produce the next iteration and then sends the new population to the slaves for evaluation. This type of implementation is the simplest and does not change evMOGA operators or behavior. Thus, the optimization process is divided into three main procedures: evolution, communication between master-slaves, and the objective function evaluation. If the evolution and the master-slave communication do not have a high computational cost, the overall time is theoretically divided by the number of slaves. So, the master-slave configuration offers a significant saving of time.
C. Starting conditions: Strategies in the creation of holes
In this paper, we seek to improve the acoustic properties of 2D PCs formed by isolated and rigid cylinders in air. We chose a starting PC containing 73 ͑4 cm diameter͒ cylinders, positioned in seven rows in a triangular pattern with a lattice constant a = 6.35 cm. We have calculated, by means of MST, the acoustic pressure of the optimized samples for a predetermined range of frequencies, at a point located 1 m from the middle of the PC and in the ⌫X direction ͑Fig. 3͒.
The optimized structures are obtained by means of the creation of vacancies, i.e., removing cylinders in the starting PC. To design these structures, we have used four strategies in the creation of vacancies by taking into account the symmetry axis of the starting PC ͑Fig. 3͒: ͑i͒ symmetry around the X axes ͑symX͒, ͑ii͒ symmetry around the Y axes ͑symY͒, ͑iii͒ symmetry around both the X and Y axes ͑symXY͒, and ͑iv͒ random ͑nosym͒.
D. Characterization of the devices obtained
Due to the nature of multi-objective problems, the optimized solution is represented by a set of structures ͑Pareto set, see Sec. II B͒. It seems necessary to define suitable tools to characterize these optimized structures. Moreover, these tools will enable a comparison among the different optimized samples. We have defined both optimizing and structural tools. The former help arrange the resulting samples as a function of their acoustic properties. These tools are Pareto front ͑PF͒, optimizing factor ͑O f ͒, and area of the spectrum ͑AS͒. Structural tools help establish the best arrangement of the vacancies for enhancing the acoustic properties of the resulting devices. These parameters are fraction of vacancies ͑F v ͒ and asymmetry ͑A͒. These tools are defined as follows.
Pareto front ͑PF͒. As we have mentioned above, in the approach to multi-objective optimization problems, the notion of optimized structures changes because the solution is a good compromise between the objectives involved in an optimization process. Thus, we do not normally obtain a single solution, but a set of solutions called the Pareto optimal set, which is mapped by the objective functions of the Pareto front ͑see Fig. 1͒ . All points representing the PF correspond to optimum solutions. However, in our case, with two objective functions, we can see in Fig. 1 that an optimal solution with respect to one of the objective functions implies a low optimization with respect to the other function. Therefore, we need to define some decision criteria to choose the most suitable solution. This solution is characterized by the definition of the Q-vector that is a point of the PF. If we consider k objective functions, the Q-vector is defined in such a way that its distance to the origin is minimal in the objective space,
͑9͒
This point is a compromise between all the objective functions optimized, and offers the best stability with respect to the optimization procedure.
Optimizing factor ͑O f ͒. This parameter helps determine how much better each optimization is with respect to the other optimizations, quantifying the improvement of the optimization process. Given several Pareto fronts for the same optimization problem, we define the optimization factor ͑O f ͒ as the Euclidean distance between the points Q of any two different PFs. Thus, if we consider Q 1 and Q 2 as two PF Q-vectors, then
An important parameter used to measure the improvement obtained by the Pareto fronts is the so-called ideal point. 46 The ideal point is defined as the vector formed by the lowest components among all points in the PF. That is, the first components of the ideal point are the minimum value of all first components of the points in the PF; the second component is obtained in the same way. Distances to the ideal point, measured in the objective space, are one of the classical solution quality indices in multi-objective optimization. However, the ideal point is not easy to find in practice. The Q-vector that corresponds to a real structure is easy to find in practice, and it is near to the value of the ideal point in our optimization problem. In addition, Q-vector provides infor- mation about the goodness of the optimization results.
Area of spectrum (AS)
. This is an important parameter based on the acoustic spectrum generated by the considered sample. It is defined as the area enclosed between the positive range of spectra, and the 0 dB threshold line in the range of selected frequencies. This parameter measures the sonic capability of the considered structure, and increasing its value means an improvement in sonic properties. This parameter has been used in previous works for attenuation cases. 29 Fraction of vacancies ͑F v ͒. This structural parameter provides information about the number of existing vacancies in the resulting sample. We define this parameter as the number of vacancies with respect to the total number of cylinders:
where N v is the number of created vacancies, and N is the total number of cylinders in the starting PC. F v belongs to the interval ͓0, 1͔.
Asymmetry (A).
This structural parameter enables the distribution of the created vacancies in the resulting samples to be determined-taking into account the asymmetry of the existence of each vacancy with respect to the symmetry axes of the starting PC ͑X and Y͒. We define this parameter as
where A i ͑i = x , y͒ represents the asymmetry with respect to the i-axis, which is defined as 
ͮ ͑14͒
With these definitions, A belongs to the interval ͓0, 1͔. General rules for building optimized devices for each sonic application based on these tools is given in Sec. III.
III. RESULTS AND DISCUSSION
In this section, we discuss the improvement of two main PC sonic properties by means of the creation of vacancies. Specifically, we want to independently increase their attenuation and their focusing properties. In each case, we are interested in optimizing, several spectrum properties. Because of this, we have considered these situations as multiobjective optimization problems to be resolved using the ev-MOGA method. The methodology followed involves the
evMOGA works by minimizing the functions under study ͑objective functions͒. Two objective functions based on the pressure values obtained by the MST have been used in both attenuation and focusing cases. The resulting samples that present the best values of the two objective functions are selected by evMOGA when forming the Pareto front. The analysis of the PF, and the other tools defined above, will enable us to approach the best strategy.
Multiple execution of evMOGA has been performed to increase the reliability of the results. Four runs were made for each of the analyzed symmetries. The first execution starts with differing constraints and initial populations, but takes into account the starting PC. The following runs start with the best structures found in the previous runs.
A. Attenuation sound devices
The first step in our attenuation study consists of defining the objective functions chosen for optimizing the acoustic attenuation of the starting PC, in a predetermined point of measurement, for a range of frequencies ͑f = ͓2300, 3700͔ Hz analyzed at intervals of ⌬f =50 Hz͒ and in the ⌫X direction. We are interested in maximizing the acoustic attenuation level and stability. In other words, we want to obtain a high attenuation level in a predetermined range of frequencies, with the least possible fluctuation in the attenuation spectrum.
Acoustic attenuation at a point ͑x , y͒, due to an incident plane wave of frequency f traveling through a PC formed by an array of scatterers of radius r l placed at ͑X cyl , Y cyl ͒ coordinates, is defined as
where p is the value of the acoustic pressure and is obtained by means of the MST. Attenuation is normalized for an incident acoustic pressure equal to unity. From Eq. ͑15͒, it is easy to conclude that maximizing sound attenuation means minimizing acoustic pressure. Taking into account this fact, we have defined two objective functions, J 1 and J 2 , representing the mean pressure and the mean deviation, respectively, in the range of frequencies considered,
where N f represents the number of frequencies considered in the range under study ͑N f = 29, in our case͒ and x = ͑X cyl , Y cyl ͒ represents the variable under study, meaning the position of the existing cylinders in the sample. Minimizing these functions implies obtaining a maximum for the acoustic attenuation in the chosen range of frequencies. J 1 is related with the attenuation level in Eq. ͑16͒, and J 2 represents the stability of the attenuation level in the range of considered frequencies in Eq. ͑17͒. We consider the attenuation level as the truly important function in this study-stability being a refinement of the obtained results, as shown below. Figure 4͑a͒ shows the Pareto fronts for the results obtained by evMOGA with the four vacancy generation strategies used. Their position in the plot implies the improved capability of the obtained attenuation properties. The closer the Pareto fronts are to the origin of the coordinates, the better the optimization. This is due to the fact that a low J 1 implies a high attenuation level through Eq. ͑16͒, and a low J 2 represents lower mean deviation. We can arrange the strategies used as a function of the results shown: nosym Ͼ symY Ͼ symX Ͼ symXY. It can be seen that the nosym strategy presents the highest optimization levels for the objective functions, and symXY seems the worst.
Moreover, we can compare the acoustic attenuation level for both the optimized samples and the starting PC. To do this, we will use the optimizing factor parameter. Taking into account that the Q-vector for the PF corresponding to the nosym strategy is ͑J 1 , J 2 ͒ = ͑0.0575, 0.0052͒, and the values for the starting PC are J 1 = 0.4633 and J 2 = 0.056, we can obtain the value of the optimizing factor, O f = 0.4090. It seems that the attenuation level ͑J 1 ͒ is the truly important function in our study. Because for both cases, the difference between their values is similar to the O f value. So, it seems that J 2 plays a secondary role in our attenuation study, representing the stability of the attenuation level. Finally, the value of O f indicates that, physically, the creation of vacancies in a starting PC seems a suitable strategy for improving the attenuation characteristics of PCs. Thus, the value of O f means that, in acoustic terms, there is a difference in the attenuation capacity between the starting PC and the best sample of the nosym strategy value at 18.5 dB.
After looking at Fig. 4͑a͒ , it seems possible to quantify the differences between the acoustic attenuations obtained among the four considered strategies. Regarding the Q-vectors of the best ͑nosym͒ and the worst ͑symXY͒ strategies, the value of the O f parameter is O f = 0.0907. This value represents an attenuation difference of 8.2 dB between both optimized samples.
To quantify how much better each strategy of vacancy generation is when compared to the others, we have analyzed the area of spectrum ͑AS͒ parameter, called in this case, attenuation area ͑AA͒. This parameter has been calculated for the spectra of all the optimized samples shown in Fig.  4͑a͒ . The points in Fig. 4͑b͒ represent the value of the AA parameter for each resulting optimized structure in each of the symmetries of vacancies used, and the lines represent each average value of the parameter. The biggest AA corresponds to the nosym strategy, and this fact means that the resulting optimized samples obtained with this strategy show the best improvement in their attenuation properties. Figure 5 can help us understand Figs. 4͑a͒ and 4͑b͒. Here, we present the attenuation spectra of the resulting samples marked in Fig. 4͑a͒ as Q 1 , Q 2 , Q 3 , and Q 4 , corresponding to the Q-vectors of each strategy of vacancy generation-analyzed together with that corresponding to the starting PC. The best average, as we have mentioned above, corresponds to the nosym strategy. Note that the values of the objective functions for the resulting samples shown in Fig. 4͑a͒ are in very good agreement with the MST spectra simulations shown in Fig. 5 . Thus, we can compare the improvement of both J 1 ͑mean pressure͒ in Fig. 4͑a͒ and the average attenuation in Fig. 5 . In Fig. 4͑a͒ , it can be seen that
, and this is in good agreement with the results obtained in Fig. 5 : nosymϾ symY Ͼ symX Ͼ symXY. It can also be observed that the improvement of J 2 in the process is not as significant as the improvement of J 1 . In Fig.  5 the predominance of the attenuation level criterion in the attenuation spectra of the resulting samples can be seen.
In short, taking into account the results obtained for the optimizing tools defined in Sec. II D ͑PF, SA, and O f ͒, the nosym strategy for creating vacancies in a starting PC seems the most suitable method for improving the acoustic attenuation properties of PCs. A possible explanation may be that evMOGA produces an optimized combination of holes; therefore, the multiple scattering process is able to increase the acoustic attenuation. To attenuate a range of frequencies, a large combination of distances between scatterers inside the PC is necessary to obtain an acoustic attenuation greater than that corresponding to the starting PC modulating the phase. Among the four analyzed symmetries, the random symmetry presents more varying distances and, consequently, more attenuated frequencies. The next step consists in obtaining some general rules about the number of vacancies and their distribution on the starting PC, as required to obtain structures with optimized attenuation properties. This has been achieved using the structural tools defined in Sec. II D: the fraction of vacancies ͑F v ͒ and asymmetry ͑A͒. In Fig. 6͑a͒ , we show the values of the asymmetry parameter for each of the analyzed symmetries in the creation of vacancies. In the case of the nosym strategy, it can be seen that the optimized value of the asymmetry is around 60%. This result indicates the method to create vacancies in the starting PCs to optimize attenuation properties, according to the definition of asymmetry. Note that the corresponding value of this parameter for the symXY vacancies is A symXY = 0 due to the definition of asymmetry. Moreover, taking into account the Pareto fronts shown in Fig. 4͑a͒ , symXY becomes the worst strategy to increase the attenuation properties of PCs; therefore, the value of the A parameter is in good agreement with the results obtained with the PF. Accordingly, only the three remaining symmetries have been analyzed. Figure 6͑b͒ shows the results of the study of the fraction of vacancies. This parameter gives us the optimum number of vacancies for each of the considered strategies. It can be seen that for the best strategy ͑nosym͒ obtained above, the value of this parameter is the highest, and it is around 43% of the total number of cylinders in the starting PC. We have shown in this section, by means of the use of both optimization and structural parameters, that ͑i͒ the creation of vacancies is a suitable method for increasing the acoustic attenuation properties of PCs and ͑ii͒ the nosym strategy seems the best method for creating vacancies. Moreover, we have obtained general rules for creating random ͑nosym͒ vacancies in a PC based on the structural parameters defined. The optimal values of A and F v to build an optimal structure should be 59% of asymmetry and 43% of vacancies. These values correspond to the best devices in terms of improved acoustic attenuation.
B. Focusing sound devices
This section examines the optimization of the focusing properties of PCs by means of the creation of vacancies in a starting PC. Specifically, the aim is to increase the focusing properties of these materials, in a predetermined point of measurement, for a range of frequencies ͑f = ͓1400, 2000͔ Hz, analyzed at intervals of ⌬f =50 Hz͒ and in the ⌫X direction. Note that the chosen range of frequencies is just below the first band gap, that is, inside the first transmission band. As in the case of attenuation optimization, we have defined two objective functions, taking into account that the aim is to maximize the acoustic pressure at the predetermined point. The acoustic focusing level is defined as Focalization͑dB͒ = 20 log͕͉p͑x,y,X cyl ,Y cyl , f,r l ͉͖͒, ͑18͒
where p again means acoustic pressure calculated by MST. As in the case of acoustic attenuation, the objective is to obtain a high pressure level with a small fluctuation of the pressure spectrum. Thus, the objective functions J 3 and J 2 to minimize are defined as
where x = ͑X cy , Y cy ͒ and N f are defined as in the attenuation case. Note that J 2 is the same objective function used in the optimization case explained above, and this means the stability of the pressure level is in the range of the considered frequencies. The minimization of J 3 implies a high level pressure ͑focusing effect͒. Again, the pressure level has been considered as the main parameter in this study, pushing stability into the background of the obtained results. Figure 7͑a͒ shows the Pareto fronts with the optimization results using the four strategies for creating vacancies obtained by evMOGA for the focusing case. Here, as in the case of the attenuation analysis, the same order can be seen in the strategies used as a function of the obtained optimization: nosymϾ symY Ͼ symX Ͼ symXY. Figure 7͑a͒ shows that the nosym strategy offers higher optimization levels for the objective functions, and symXY offers the worst strategy. However, due to the small separation between all the Pareto fronts, it can be concluded that the vacancy creation strategy chosen to optimize the focusing properties of the PCs is unimportant. This result is in agreement with the reasoning and the strategy followed by several authors 25 in the case of focusing optimization. Moreover, the creation of vacancies To support these results, we can analyze the area of spectrum ͑AS͒ tool, refered to as the focusing area ͑FA͒. This optimization parameter has been calculated in the same way as the attenuation case. Figure 7͑b͒ shows the FA for the analyzed strategies, and the similarity between the average values for all the strategies used can be seen. Figure 8 enables the above results to be collaborated. This figure shows increases in the acoustic level in the range of frequencies under study, and for the predetermined point of measurement of the coordinates ͑1, 0͒. It can be clearly seen that the difference in acoustic level between the analyzed symmetries is smaller when compared with the acoustic attenuation case.
We have studied the behavior of the structural tools in order to provide some general rules about the number of vacancies and their distribution on the starting PC when intending to optimize focusing properties. Figure 9͑a͒ shows the variation of the asymmetry parameter for each of the analyzed strategies. As in the attenuation case, the value for the nosym symmetry is around 0.6, and for other symmetries it is between 0.38 and 0.45. Figure  9͑b͒ shows the results regarding the fraction of vacancies necessary to optimize the focusing properties of PCs. For all cases, this parameter is around 20% of the total number of cylinders in the starting PC.
Taking into account the results obtained using both optimization and structural parameters, it can be concluded that although the creation of vacancies provides an improvement in the focusing properties of PCs, this increase is smaller than that obtained in the attenuation case. Moreover, the strategy of vacancy creation does not seem a decisive factor in this optimization process.
IV. EXPERIMENTAL RESULTS
We have shown that the sonic properties of PCs can be increased by creating vacancies. We have provided general rules for optimizing the attenuation and focusing behavior of these materials at a predetermined point and for ⌫X direction ͑0 of incidence͒. Both the mean pressure and the mean deviation of the sonic pressure are specifically used as objective functions. This section experimentally confirms the applicability and the robustness of the optimization rules obtained in Secs. II and III. To achieve this, we have designed the following random acoustic attenuation experiment. We have built a starting PC with an external shape and number of cylinders that differ from the PC used in the theoretical development. In this PC, we have created vacancies by removing a predetermined number of cylinders each time. We then measured the sound attenuation spectrum ͑the difference between the sound level recorded at the same point with and without the sample-usually called insertion loss͒ in the ⌫X direction ͑0͒. We also calculated the AA, F v , and A parameters for each of the resultant samples obtained. The experiments were performed in an anechoic chamber using a directional white noise sound source. Specifically, we used a PC with a honeycomb external shape, made from 397 cylinders of hollow aluminum with 4 cm diameters, 1 m long, and placed in a triangular array with parameter a = 6.35 cm ͑Fig. 10͒. Ten samples were created as we created vacancies by removing 40 cylinders each time. FIG. 8 . ͑Color online͒ Acoustic level in the acoustic focus zone. On the OX axis, the distance along the direction of the incident wave is shown, and frequencies for the four strategies analyzed on the OY axis are also shown. The color bar represents the acoustic level in decibels. The corresponding samples are also included. In Fig. 11 we show the value of the AA parameter as a function of the number of cylinders, and for the two ranges of frequencies analyzed ͑2300-3700 Hz and 2000-6500 Hz͒. In both cases, it can be seen that there is a maximum of AA for a percentage of the existing vacancies of around 40% of the total cylinders of the starting PC. This value agrees with the value obtained in the optimization process.
The variation of the asymmetry parameter of the samples as a function of the number of vacancies is plotted in Fig. 12 . It can be seen that the asymmetry is near 60% for the optimum number of vacancies corresponding to the best samples ͑around 40%͒ obtained in both analyzed cases. Again, this value is in good agreement with the theoretical result obtained in the optimization study.
Attenuation spectra for the best optimized sample ͑larger AA͒ and the complete starting PC are plotted in Fig.  13 -corresponding to the range of frequencies from 2300 to 3700 Hz in Fig. 13͑a͒ and from 2000 to 6500 Hz in Fig. 13͑b͒ . The best sample is also shown in each inset. In both cases, the increase of the AA when compared to the starting PC can be seen in those samples with vacancies.
In short, the validity of the general rules obtained has been experimentally shown in our theoretical research on optimization. Moreover, the devices built by means of the creation of vacancies in the starting PC, when taking into account the theoretical general rules obtained, offer the best attenuation capability-in the predetermined range of frequencies analyzed theoretically; and also in a wider range.
V. SUMMARY
Based on the numerical results obtained by means of evMOGA in conjunction with MST, we have analyzed a mechanism for the creation of vacancies in a starting PC as a tool for increasing acoustic properties. The PC is formed by isolated cylinders surrounded by air. Specifically, we have studied the optimization of the attenuation and focusing properties of these materials and interesting conclusions have been obtained. First, these acoustic phenomena are not the same from the optimization point of view. Therefore, the creation of vacancies seems a suitable method for the improvement of attenuation capability, but not for improving focusing properties. Second, we have presented general rules for constructing attenuation devices based on PCs in an optimal approach: ͑i͒ the strategy used in the creation of vacancies seems an important factor and we have concluded that the random strategy is best; ͑ii͒ the optimal number of created vacancies is around 40% of the total number of cylinders in the starting PC, and the optimal asymmetry, i.e., the approach for distributing the vacancies, is near 60%. Moreover, we have experimentally demonstrated the validity of these theoretical rules and we have shown that the obtained results are independent of the PC characteristics ͑external Comparison of attenuation spectra corresponding to the starting PC, and the best sample obtained by means of the creation of vacancies: ͑a͒ ͑2300-3700 Hz͒; ͑b͒ ͑2000-6500 Hz͒. The corresponding best structure obtained is shown in the inset.
