We have studied entropy, redundancy, complexity, and first passage times to notes for 804 pieces of 29 composers. The successful understanding of tonal music calls for an experienced listener, as entropy dominates over redundancy in musical messages. First passage times to notes resolve tonality and feature a composer. We also discuss the possible distances in space of musical dice games and introduced the geodesic distance based on the Riemann structure associated to the probability vectors (rows of the transition matrices).
Musical dice game as a Markov chain
A system for using dice to compose music randomly, without having to know neither the techniques of composition, nor the rules of harmony, named Musikalisches Würfelspiel (Musical dice game) had become quite popular throughout Western Europe in the 18 th century [1] . Depending upon the results of dice throws, the certain pre-composed bars of music were patched together resulting in different, but similar, musical pieces. "The Ever Ready Composer of Polonaises and Minuets" was devised by Ph. Kirnberger, as early as in 1757. The famous chance music machine attributed to W.A. Mozart (K 516f) consisted of numerous two-bar fragments of music named after the different letters of the Latin alphabet and destined to be combined together either at random, or following an anagram of your beloved had been known since 1787.
We can consider a note as an elementary event in the musical dice game, as notes provide a natural discretization of musical phenomena that facilitate their performance and analysis. Given the entire keyboard K of 128 notes corresponding to a pitch range of 10.5 octaves, each divided into 12 semitones, we regard a note as a discrete random variable X that maps the musical event to a value of a n-set of pitches P = {x 1 , . . . , x n } ⊆ K. In the musical dice game, a piece is generated by patching notes X t taking values from the set of pitches P that sound good together into a temporal sequence {X t } t≥1 . Herewith, two consecutive notes, in which the second pitch is a harmonic of the first one are considered to be pleasing to the ear, and therefore can be patched to the sequence. Thus tonal harmony sets up the Markov property for the sequence {X t } t≥1 that can be assessed in terms of the transition probabilities between consecutive notes, in the framework of a simple time -homogeneous model called Markov chain [2] , Pr [X t+1 | X t = y, X t−1 = z, . . .] = Pr [X t+1 | X t = y] = T yx ,
where the stochastic transition matrix T yx weights the chance of a pitch x going directly to another pitch y independently of time. The model (1) obviously does not impose a severe limitation on melodic variability, since there are many possible combinations of notes considered consonant, as sharing some harmonics and making a pleasant sound together. The relations between notes in (1) are rather described in terms of probabilities and expected numbers of random steps than by physical time. Under such circumstances, the actual length N of a composition is formally put N → ∞, or as long as you keep rolling the dice. Markov chains are widely used in algorithmic music composition, as being a standard tool, in music mix and production software.
Interactions between humans via speech and music constitute the unifying theme of research in modern communication technologies. As with music, speech and written language also have the sets of rules (crucial for establishing effective communication) that govern which particular combinations of sounds and letters may or may not be produced. However, while communications by the spoken and written forms of human languages have been paid much attention from the very onset of information theory [3, 4] , not very much is known about the relevant information aspects of music [5] . Although we use the acoustic channel in both music and speech, the acoustical and structural features we implement to encode and perceive the signals in music and speech are dramatically different, as "speech is communication of world view as the intellection of reality while music is communication of world view as the feeling of reality" [6] . With the Markov chain model (1), we could precisely quantify this difference, since it allows to appraise tonal music as a generalized communication process, in which a composer sends a message transmitted by a performer to a listener.
In our work, we report some results on the Markov chain analysis of the Titelouze (20) , A. Vivaldi (4), R. Wagner (8) . The MIDI representations of many musical pieces are freely available on the Web [7] .
The paper is organized as follows. In Sec. 2, we discuss the MIDI representations of music and the different methods to encode them into a Markov chain transition matrix. The encoding problem is not trivial, as ambiguities would arise provided a piece has more than one voice. We then consider a music as a generalized communication process in Sec. 3. While the elements of the transition matrix (1) indicate the possibility to consequently find the two notes in the musical score, an infinite number of powers of the transition matrix must be considered to estimate the eventual distance between them with respect to the entire structure of the musical dice game. First passage times to notes and the classification of composers with respect to their tone scale preferences are discussed in Sec. 4. The possible distances between the different musical dice games are discussed in Sec. 5. We conclude in the last section. To give an example of the process of getting to a transition matrix from a musical score, we consider the first bars of the Fugue BWV846 of J.S. Bach shown in Fig. 1 . The numbers below the first notes in Fig. 1 indicate the corresponding MIDI ID note numbers. In Tab. 3, we show the representation of these notes in MIDI and in MIDI::Score format. Here, the value of velocity is omitted.
For the first notes shown in Fig. 1 of the resulting transition matrices. Those matrices generated with respect to the chosen encoding method look differently, from piece to piece and from composer to composer (see the examples shown in Fig. 3 ). However, if we were treated each voice in a musical composition separately (the transitions of the upper voice and those of the lower voice might be accounted independently while computing the probabilistic vector forming a row of the transition matrix), the transition matrices were clearly dominated by a region along the main diagonal, similarly for all compositions.
It is important to mention that no mater which encoding method is used the resulting transition matrices appear to be essentially not symmetric: if piece generated as an output of the musical dice game (1) can be encoded by a sequence of independent and identically-distributed random variables representing notes which can take values of different pitches. To measure the uncertainty associated with a pitch, we can then use the Shannon entropy [9] ,
where π x is the probability to find the note x ∈ P in the musical score, and the base of the logarithm is n = |P|. Since the entropy of a musical piece defined
by (2) is affected by the number of used pitches n, the parameter of information redundancy,
where max H is the theoretical maximum entropy, might be used for comparing different musical compositions. Accordingly to information theory [10] , redundancy quantifies predictability of a pitch in the piece, as being a natural counterpart of entropy.
As we have mentioned above, a Markov chain encoding the musical dice game is not ergodic, and therefore the probability to find a pitch in the musical score cannot be found simply as the entry in the left eigenvector of the transition matrix T belonging to the maximal eigenvalue µ = 1. In order to find the probability of observing the note in the musical score, we can use the method of group generalized inverse [11, 12] that might be applied for analyzing every Markov chain regardless of its structure. As the Laplace operator corresponding to the Markov chain (1),
where 1 is a unit matrix, is always a member of a multiplicative matrix group, it always possesses a group inverse L ♯ , a special case of the Drazin generalized inverse [13, 14, 11] satisfying the Erdélyi conditions [15] :
where [A, B] = AB − BA denotes the commutator of the two matrices. The role of group inverses (5) in the analysis of Markov chains have been discussed in details in [11, 12, 16] . Here, we only mention that the stationary vector of a Markov chain can be calculated as
the rows of (6) are all equal to the corresponding components of the stationary vector π.
Determining the entropy of texts written in a natural language is an important problem of language processing. The entropy of current written and spoken languages (English, Spanish) has been estimated experimentally as ranged from 0.5 to 1.3 bit per character [4, 17] . An approximately even balance (50:50) of entropy and redundancy is supposed as necessary to achieve effective communication in transmitting a message, as it makes easier for humans to perceive information [17] . Another possible information measure that can be applied to the analysis of musical dice games is the past-future mutual information (complexity) introduced in studies of the symbolic sequences generated by dynamical systems [18] (see also [10] ). It estimates the information content of the blocks of notes and can be formally derived as the limiting excess of the block entropy
in which P (S N ) is the probability to find a patch S N of N notes, over the N times Shannon entropy H, as the size of the block N → ∞, Following [19] , we use the fact that the transition probability between states in a Markov chain determined by the matrix (1) is independent of N , so that complexity (7) can be computed simply as
In 
First passage times to notes resolve tonality and feature a composer
Statistics of entropy, redundancy, and complexity in the discrete time models of classical musical compositions suggests that tonal music generated by the musical dice game (1) constitutes the well structured data that contain conventional patterns of information. Obviously, some notes might be more "important" than others, with respect to such a structure.
In music theory [20] , the hierarchical pitch relationships are introduced based on a tonic key, a pitch which is the lowest degree of a scale and that all other notes in a musical composition gravitated toward. A successful tonal piece of music gives a listener a feeling that a particular (tonic) chord is the most stable and final. The regular method to establish a tonic through a cadence, a succession of several chords which ends a musical section giving a feeling of closure, may be difficult to apply without listening to the piece. the tonic triad as the "center of gravity" to which other chords are to lead acquires a quantitative expression. Namely, every pitch in a musical piece is characterized with respect to the entire structure of the Markov chain by its level of accessibility estimated by the first passage time to it [21, 22] , that is the average length of the shortest random path toward the pitch from any other one randomly chosen in the musical score. Analyzing the first passage times in scores of tonal musical compositions, we have found that they can help in resolving tonality of a piece, as they precisely render the hierarchical relationships between pitches.
The majority of tonal music assumes that notes spaced over several octaves are perceived the same way as if they were played in one octave [23] . Using this assumption of octave equivalency, we can chromatically transpose each musical piece into a single octave getting the 12 × 12 transition matrices, uniformly for all musical pieces, independently of the actual number of pitches used in composition. Given a stochastic matrix T describing transitions between notes within a single octave O, the first passage time to the note i ∈ O is computed [22] as the ratio of the diagonal elements,
where L is the Laplace operator corresponding to the transition matrix T, and L # is its group generalized inverse. Let us note that in the case of ergodic Markov chains the result (9) coincides with the classical one on the first passage times of random walks defined on undirected graphs [24] .
In Fig. 7 , we have shown the two examples of the arrangements of first passage times to notes in one octave, for the E minor scale (left) and E major, By analyzing the typical magnitudes of first passage times to notes in one octave, we can discover an individual music language of a composer and track five-number summaries: 3/2 the interquartile ranges, the lower quartile, the third quartile, and the median. In tonal music, the magnitudes of first passage times to the notes are completely determined by their roles in the hierarchy of tone scales. Therefore, a low median in the box plot (Fig. 8) indicates that the note was often chosen as a tonic key in many compositions. Correlation and 
The KullbackLeibler divergence (10) is neither symmetric, nor satisfies the triangle inequality.
The Euclidean distance between the two transition matrices, T A and T B , is defined by
where . . . is the Frobenius norm induced by the Euclidean inner product for
However, there is no any indication of that probabilistic space of musical dice games possesses the structure of Euclidean space.
Another possibility to compare the musical dice games by their transition matrices is to use the Riemann structure associated to the probability vectors (rows of the transition matrices) instead of (11) . Let us discuss such a distance in more details, for the case of 12 × 12 transition matrices T.
First, let us introduce the new matrix Q ij = T ij and note that the 12 rows of Q define the 12 points on the surface of a unit sphere S under any change to the musical dice game the rows of the matrix Q remain on the surface of S 11 1 , and therefore the difference between a pair of musical compositions chromatically transposed into one octave is always described by a set of 12 rotations {ω 1 , . . . , ω 12 } ∈ SO(12) relating the two sets of 12 points on S 11 1 .
Second, given Q A and Q B , representing the two different musical dice games,
A and B, on S Indeed, such a minimization is nothing else but the orthogonal Procrustes problem [27] , which is equivalent to the singular value decomposition of the matrix
The matrix Ω AB ∈ SO(12) defined in (12) We define the Riemann distance between the two musical dice games, A and B, as the length of a geodesic curve connecting Q A and Q B on the surface of 
It follows from the definition that the metric (13) satisfies the conditions of nonnegativity, identity of indiscernibles, symmetry, and subadditivity. The triangle inequality is satisfied, as the length of the geodesic curve on the unit sphere, exp (t log Ω AB ), 0 ≤ t ≤ 1, is a strictly positive function.
Conclusions
We have studied the musical dice games encoded by the transition matrices between pitches of the 804 musical compositions. Contrary to the language where the alphabet is independent of a message, musical compositions might involve different sets of pitches; the number of pitches used to compose a piece grows approximately logarithmically with its size. have discussed the possible distances in space of musical dice games and introduced the geodesic distance based on the Riemann structure associated to the probability vectors (rows of the transition matrices).
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