We propose a new method to test the effectiveness of a spatial point process forecast based on a log-likelihood score for predicted point density and the information gain for events that actually occurred in the test period. The method largely avoids simulation use and allows us to calculate the information score for each event or set of events as well as the standard error of each forecast. As the number of predicted events increases, the score distribution approaches the Gaussian law. The degree of its similarity to the Gaussian distribution can be measured by the computed coefficients of skewness and kurtosis. To display the forecasted point density and the point events, we * Yan Y. Kagan, Department of Earth and Space Sciences, University of California, Los Angeles, California, 90095-1567, USA; (e-mail: ykagan@ucla.edu) 1 use an event concentration diagram or a variant of the Error Diagram
Introduction
This paper continues our analysis of stochastic point process forecast verification (Kagan 2007b ). There (ibid.) we had discussed two interrelated methods for measuring the effectiveness of earthquake prediction algorithms: the information score based on the likelihood ratio (Kagan 1991 ) and the "Error Diagram" (ED). These methods have been applied (Kagan 2007b ) to temporal renewal stochastic processes, but only for very long processes with the number of events approaching infinity.
In this work we extend our analysis by 1) discussing spatial (not temporal) random processes (fields);
2) considering forecast testing if the number of events is relatively small; 3) applying newly developed techniques to long-term earthquake forecasts.
Two issues are related to the problem of testing point process forecasts:
• 1) Spatial random point fields density evaluation and its prediction is a mature discipline with many publications. Baddeley et al. (2005) , Baddeley (2007), Vere-Jones (2003, 2008 ) provide reviews. As we explain below, the earthquake forecasting problem is different in many respects from regular density evaluation and requires special treatment. However, some results of this paper can be applied to test the forecast of a random spatial pattern.
• 2) Well-developed application methods exist in weather and climate pre- Our main focus here is on the two most widely used approaches to assessing earthquake prediction methods (Zaliapin & Molchan 2004 ). Both approaches evaluate how a prediction method reveals new information about impending earthquake activity. The first approach starts by estimating the expected spatio-temporal distribution of seismicity and uses the classical likelihood paradigm to evaluate predictive power. Accordingly, it uses the nomenclature of statistical estimation. The second one applies the results by Molchan (1990 Molchan ( , 1997 ; see also Molchan & Keilis-Borok 2008) who proposed error diagrams for measuring prediction efficiency. The EDs plot the normalized rate of failures-to-predict (ν) versus the normalized time of alarms (τ ). The ED can be considered as a time-dependent analog of the NeymanPearson lemma on making a decision: should we expect an earthquake within a given spatio-temporal region? Consequently, it uses the language of hypothesis testing.
The error diagram is related to the Relative Operating Characteristic (ROC) (Swets 1973; Mason 2003, pp. 66-76) , used in signal detection and weather prediction efforts. In the ROC diagrams the success rate of an event 4 prediction is compared against the false alarm rate.
Starting with Molchan's (1990) paper, previous EDs were almost exclusively time-dependent. We apply the ED to time-independent spatial earthquake distributions. In some respects, the earthquake spatial pattern is more difficult to analyze than the temporal distribution. In the latter case, we have a reasonable null model (the uniform in time Poisson process) which can be compared to any test model. In the spatial case, the simple model of uniformly distributed seismicity can hardly serve as an initial approximation; even large earthquakes (which often can be well-approximated by a Poisson sorted by probability density. The sorting is largely analogous to water-level threshold analysis (Zechar & Jordan 2008) . These concentration diagrams can easily be converted to EDs by adding an ascending diagonal and then reflecting the plot in the line ordinate (ν = 1/2).
In principle, such diagrams can be treated like ROC plots where cells with events are considered as success and empty cells as false alarms. However, this interpretation encounters difficulties when the cells are not infinitesimally small, so some may contain more than one event. Moreover, as we show below, for a point process on a sphere it is difficult to define cells of equal size. Usual sphere subdivision yields unequal cells larger at the equator and smaller towards the poles.
Characterizing prediction performance is a major challenge for ED anal- 2 Long-term earthquake forecasts Kagan & Jackson (1994 , 2000 present long-term and short-term earthquake forecasts in several regions using the CMT catalog (Ekström et al. 2005;  http://www.globalcmt.org/). The forecasted earthquake rate is calculated as a spatially smoothed earthquake distribution. The spatial kernel used in the smoothing has units of earthquakes per unit area and time. In our studies it applies to all shallow (depth less or equal 70 km) earthquakes with moment
17.7 Nm (magnitude 5.8) and greater. The kernel is elongated along the fault-plane, which is estimated from available focal mechanism solutions.
To take into account the impact of earthquakes outside the forecasted regions boundaries, we consider events up to 1000 km outside the region window. The rate density from those earthquakes is added to the forecast density of 'inside' events applying the kernel estimates. This additional probability density from outside events is on average balanced by a contribution 'leakage' from many 'insider' earthquakes close to the boundaries.
An important feature of Kagan & Jackson's (1994) method is a jackknife like procedure (Silverman 1986 ) for testing the predictive power of the smoothing. It optimizes the kernel parameters choosing those values which best predict the second half of a catalogue, using a maximum likelihood criterion, from the first half. We argue that because the seismicity pattern exhibits a long-term clustering (Kagan & Jackson 1991) , such a procedure is 7 better suited to predict the future earthquake rate. We also assume on an ad hoc basis (Kagan & Jackson 1994 , 2000 that the background probability density is uniform over the whole region and integrates to 1% of the total earthquake rate
with ǫ = 0.01. Kagan (2007a) shows that the fractal dimension of earthquake hypocenters, δ, strongly depends on the earthquake catalog time interval. For temporally short catalogs δ is close to zero and approaches the asymptotic value δ ≈ 2.3 for catalogs of decades length. In a more intuitive setting, this result signifies that in short time intervals, hypocenters are concentrated in a few point clouds. With increased time, seismicity spreads over a fault system or seismic belt length, eventually occupying a set with the dimension in excess of the 2-D plane. Therefore, if one uses a set of earthquake epicenters in a relatively short catalog to predict the future seismicity rate, the optimal forecast kernel should spread beyond the presently available event points, i.e., to be smoother than the standard density estimators (Silverman 1986) would suggest.
The forecasts are expressed as the rate density (that is, the probability per unit area and time). They are updated every day and posted for two In Fig. 1 we display the long-term forecast map computed for the north- 
Log-likelihood
Kagan & Knopoff (1977, see also Vere-Jones 1998) suggested measuring the effectiveness of the earthquake prediction algorithm by first evaluating the likelihood ratio to test how well a model approximates an earthquake occurrence. In particular, they estimated the information score,Î, per one event
where ℓ − ℓ 0 is the log-likelihood ratio, n is the number of earthquakes in a catalog, log 2 is used to obtain the score measured in the Shannon bits of information, p i is the probability of earthquake occurrence according to a stochastic model, conditioned by the past:
where I(t) is the past history of the process up to the moment t, and ξ i is a similar probability for the event occurrence according to the Poisson process.
The Poisson process rate can be calculated by normalizing the seismicity level in the forecast regions. Several rates, such as shown in Table 2 , can be used in the normalization. To make our results comparable to the forecast rate density, we use υ 1 values
where υ 1 is the annual rate of earthquakes in each region in 1977-2003 (Table 2), θ u and θ l are the upper and lower latitudes, respectively, φ u and φ l ditto for longitudes. For the NW-Pacific region ξ i = 2.6289 × 10 −9 eq/(day × km 2 ); for the SW-Pacific ξ i = 3.3479 × 10 −9 eq/(day × km 2 ).
Several methods can be used in calculating the information score for a set of forecasted events. Using the forecasted rate values (λ i for cell centers in which earthquakes occurred) we compute
where n is the number of events.
In Eq. 5 and in derivations below, we assume that earthquakes in the cells As another option, instead of (5) we compute the information score for the actual epicenter (centroid) locations (λ k )
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In simulated catalogs we generate multiple (N = 10, 000) sets of n 2 events (Table 2 ) and calculate the rate for cell centers as the earthquake location (see Fig. 2 )
and
This method has an advantage in that we do not need to calculate the rate densities again, as for I 2 , but instead use the previously computed forecast tables (as shown in Table 1 ) to evaluate the scores.
In Fig. 3 we display the log-likelihood function distribution differences for the simulation as shown in Fig. 2 
Error diagrams
To test the long-term forecast efficiency numerically, we calculate the concentration diagram. To make these diagrams, we divide the region into small cells (0.5 by 0.5 degrees) and estimate the theoretical forecast rate of earthquakes above the magnitude threshold for each cell. We then count the events that actually occurred in each cell, sort the cells in the decreasing order of the theoretical rate, and compute the cumulative values of forecast and the observed earthquake rates (see Table 1 
2007
). In effect, these diagrams are equivalent to the error diagrams (EDs)
proposed by Molchan (1990 Molchan ( , 2003 and Molchan & Kagan (1992) . But in this case we use the normalized spatial area, not time, as the horizontal axis.
Relation between the error diagram and information score
We illustrate the ED by a sketch in Fig. 4 . For the spatial point distribution, this example is easier to construct and explain than for temporal renewal processes (Kagan 2007b ). The square's diagonal corresponds to the uniform Poisson distributions of the points in a region, i.e., a random guess forecast strategy. As a test example, we assume that the region consists of three sub-areas, their surfaces τ i is 0.1, 0.5, and 0.4 of the total, and the number of events ν i is 0.4, 0.5, and 0.1, in each zone respectively. The points in these zones are distributed according to the Poisson spatial process with the density ν i /τ i . Then, the information score for such a point distribution can be calculated as (see Eq. 2)
.4 log 2 4.0 + 0.5 log 2 1.0 + 0.1 log 2 0.25
For the normalized point Poisson distribution in the ED, the point density is unity. Hence its contribution to the information rate (9) is zero.
The information score can be calculated for continuous concave curves in an error diagram (Kagan 2007b )
If the ED consists of several linear segments (as in Fig. 4 ), then (10) converts
where i are cell numbers, N is the total number of grid points, and ν i and τ i are the normalized rates of occurrence and cell area:
see Table 1 (Table 1 ). In principle, the calculations such as in (12) can be made with unordered cells. The density ordering in Table 1 and Figs. 5, 6 is performed to create the ED diagrams.
The score values I 0 in Table 3 We calculate the higher order moments for the error curve (I 0 of Eq. 11 corresponds to the first moment µ 1 )
where k = 2, 3, 4, ....
The standard deviation of the log-likelihood for the set of n events is
where n 2 is the earthquake number during 2004-2006 (see Table 2 ). The coefficient of skewness is
and coefficient of kurtosis is
These coefficients characterize how the likelihood curve differs from the Gaussian distribution; for the latter law both coefficients should be zero. The
Central Limit theorem states that for large numbers of i.i.d. events their distribution should approach the Gaussian law. If the event number is small, we need to find an efficient way to numerically approximate the distribution of the sum of i.i.d. random variables.
In Table 3 both coefficients are large for one event likelihood curve (see also Fig. 7 ), but for the set of n events they are small: the distribution is close to the Gaussian law as demonstrated in Fig. 3 . The difference between the score values I 0 to I 2 is less than the standard error value (see Table 3 ).
Thus both forecasts can be considered statistically successful.
The difference
shows the predictive efficiency of a forecast, i.e., whether on average earth- we evaluate the information score
(see Table 3 ). The value of I 4 is obviously significantly larger than all the other estimates of the score. Earthquake simulations provide an explanation for this feature (see Fig. 10 below).
Two-segment error diagrams and information score
Similarly to Fig. 5 in Kagan (2007b) , in Fig. 8 we display the approximation of the ED for the NW-Pacific by several two line segment diagrams with the same value of the information score, I 0 .
For the assumed information score I, the contact point of two segments is defined by the equation (corrected Eq. 22 by Kagan 2007b)
By solving this equation for any value of the first segment slope D 1 (nonpositive by definition), one obtains the ν-value for the contact point of two
The first of these curves has the second segment coinciding with the abscissa axis. This means that one can obtain the same information score by concentrating all the points in the 2 −I 0 = 0.194 part of the region. However, though the I-value for such a pattern would be 2.36 bits, all points would have the same value of the probability gain. Hence, for such a likelihood value distribution, the variance and higher-order moments would be zero: very different from the actual probability gain pattern (Table 1) . If we modify the two-segment model to distribute the events with different densities over the whole area, the variance and the other moments would be non-zero.
In Fig. 9 we show the dependence of the lower-order moments for the Fig. 5 to the diagonal. This is equivalent to calculating the information scores by using λ i as a reference density
where ζ i is a rate density for all the other point distributions. Fig. 10 shows the difference between the forecast curve (red) and the earthquake curve In our forecast we use a broader smoothing kernel to capture the spread of seismicity with time (Section 2). Had we used the standard density estimation methods (Silverman 1986 ), the optimal kernel width would likely be
smaller, but such a smoothing would not effectively forecast future seismicity.
A similar explanation is apparently valid for the PDE score value. Helmstetter et al. (2007, Table 1 ) obtained G = 7.1 (significantly higher than the G-values for predictive algorithms) when the same data were used to build the long-term seismicity model and to test it (see Section 4.1).
In Fig. 10 we also show several curves for the simulated earthquakes.
These curves explain why the I 4 -value (18) is significantly larger than the other measures of the information score. The reason is twofold. First, the number of events in the 3-year interval is relatively small and the curves often fluctuate around the expected value (the red curve). These fluctuations increase the sum value in (18) . The curves are often below the red forecast line, which would usually cause the score value to increase. Second, the ED curve should be concave (Molchan 1997; . I 4 -values, listed in Table 3 In Fig. 10 the forecast distribution curve is used as the template. Thus, we can measure the difference between this line and the other curves using many standard statistical techniques, like the Kolmogorov-Smirnov test, the Cramer-von Mises, etc., (Stephens 1974 ) to infer whether these distributions are statistically different.
Discussion
Several information scores are displayed in Table 3 . Although these scores appear different, the difference is caused either by the small event number or a small number of simulations. The following limits can be easily conjectured
(see Eq. 8). In Table 3 the difference between these two scores is small due to the large number of simulations. Similarly,
(cf. Eq. 11). Also
(see Eqs. 5, 6).
In addition, if the model of the long-term forecast is correct, then
I , and I 4 = lim
(see Eqs. 5, 18).
In this paper we wanted to extend statistical analysis of the stochastic point processes on line (usually time) to multidimensional space. In particular, we wished to find the relation between two widely used statistical measures of prediction efficiency: likelihood scores and error diagrams. The equations derived here can be easily transformed to describe quantitative connection between the information scores and concentration diagrams (Section 1).
Summarizing our results, we list the following major points: • 2. Since we are using a Poisson process to represent the long-term spatial point pattern, the resulting models are easier to visualize and calculate.
However, the assumption of earthquake statistical independence and its influence on the information score value both need to be investigated.
• 3. We extend our analysis for relatively small samples of events and show that for such samples we should modify some of the testing criteria proposed for error diagrams.
• 4. We show that the forecasting blueprint for estimating future earthquake point density differs from standard methods of statistical density evaluation.
Nevertheless, the connection between the likelihood score and error diagrams described above can be used in many density estimation problems.
• 5. We show that for testing the long-term forecast, it is sufficient to process the forecast table to obtain the error diagram and most information scores.
Thus, the simulation which was used in previous work, and which requires significant computational resources, can be avoided in most cases (Rhoades 2008).
[ Table 3 : Information scores for one event in west Pacific regions, the standard error (σ) and coefficients of skewness (η) and kurtosis (ψ) (14) (15) (16) . The numbers in parentheses are event counts in 2004-2006 for each region, n 2 . Variables σ n , η n , and ψ n are for the set of n 2 events. Fig. 2 ). The functions are normalized to have a unit standard deviation. We simulate 10,000 sets of 108 events for the NW-Pacific and of 170 events for the SW-Pacific. The blue line is the Gaussian curve with a zero mean and unit standard deviation. Red curve corresponds to simulation distributions for NW-Pacific; green curve to SW-Pacific. Curves on the right from the Gaussian curve correspond to simulations that are worse than a real earthquake distribution; curves on the left correspond to simulations that are better than a real earthquake distribution. 
