Integraltransformationsmethoden und  Qua­dra­tur­ver­fah­ren für Molekülintegrale mit B-Funktionen by Homeier, H. H. H.
INTEGRALTRANSFORMATIONSMETHODEN 
QUADRATURVERFAHREN 
MOLEKÜLINTEGRALE MIT B-FUNKTIONEN 
D I S S E R T A T I O N 
Z U R E R L A N G U N G DES D O K T O R G R A D E S 
D E R N A T U R W I S S E N S C H A F T E N (Dr. rer. nat.) 
D E R N A T U R W I S S E N S C H A F T L I C H E N FAKULTÄT IV 
C H E M I E UND P H A R M A Z I E 
D E R UNIVERSITÄT R E G E N S B U R G 
V O R G E L E G T V O N 
HERBERT H . H. HOMEIER 
A U S H A N N O V E R 
UND 
FUR 
1990 
fl>90nsburg 
Promotionsgesuch eingereicht am: 1 8 . 4 . 1 9 9 0 
Die Arbei t wurde angeleitet von : Prof. Dr . E . 0 . Steinborn 
Prüfungsausschuß: 
Prof. Dr . J . Daub (Vorsitzender), 
Prof. Dr . E . 0 . Steinborn (Erstgutachter u . Prüfe r ) , 
Prof. Dr . G . Gl iemann (Zweitgutachter u. Prüfe r ) , 
Prof. Dr . U . Rößler (Prüfer ) . 
Herrn Professor Dr . Ot to S T E I N B O R N gilt mein herzlicher Dank für die Themenstellung, 
für die großzügigen Arbeitsbedingungen am Institut für Physikalische und Theoretische Che-
mie der Univers i t ä t Regensburg, für die fachliche Fö rde rung in Seminaren und Gesprächen 
und für sein stetes Interesse am Fortschritt und den Ergebnissen dieser Arbeit . 
Den Herren Dr . E . J . W E N I G E R und Dr . J . G R O T E N D O R S T danke ich für viele nütz l iche 
Diskussionen und die Über lassung verschiedener Computerprogramme. 
Den Mitarbei tern des Rechenzentrums der Univers i tä t Regensburg danke ich für ihre Hilfe 
bei der Durchführung von numerischen Rechnungen und dem Satz dieser Arbei t . 
Schließlich m ö c h t e ich mich bei meiner Frau bedanken, ohne deren Geduld und Aufmunte-
rung diese Arbei t nicht in der vorliegenden Form h ä t t e entstehen können . 
Inhaltsverzeichnis 
1. Einleitung 1 
1.1. Quantenchemische Näherungsver fahren 1 
1.1.1. Grundlagen 1 
1.1.2. Basissätze 3 
1.2. Übers icht über die Arbei t und Abgrenzung des Themas 6 
2. Zusammenstellung wichtiger Definitionen und Bezeichnungen . . . 9 
2.0. Abkürzungen für oft verwendete Literaturzitate 9 
2.1. Def in i t ionenvonMengensymbolenundFunkt ionenraumen 9 
2.2. Definitionen spezieller Funktionen und Symbole • 11 
2.3. Differentialoperatoren 16 
2.4. Integraltransformationen 17 
2.5. Exponentiaiartige Basisfunktionen 17 
2.6. Mehrzentrenintegrale mit B-Funkt ionen 18 
3. Allgemeine Eigenschaften von B-Funktionen und Produkten von 
B-Funktionen 21 
3.1. Modifizierte Bessel-Funktionen 21 
3.1.1. Definition und allgemeine Eigenschaften 21 
3.1.2. Numerische Berechnung 22 
3.2. Reduzierte Bessel-Funktionen 24 
3.2.1. Einführung 24 
3.2.2. Rekursionsformel und Berechnung 26 
3.2.3. Verhalten für große und kleine Argumente 26 
3.2.4. Differentiationseigenschaften 27 
3.2.5. Monotonie und modifizierte Neumannreihen 29 
3.2.6. Multiplikationstheoreme und erzeugende Funktion 29 
3.2.7. Endliche Darstellungen anderer Funktionen 30 
3.2.8. IntegraldarstelJungen 32 
3.2.9. Fourier-Transformation 34 
3.3. Produkte von reduzierten Bessel-Funktionen 35 
3.3.1. Einzentrige Produkte zweier reduzierter Bessel-Funktionen 35 
3.3.2. Andere einzentrige Produkte 37 
3.3.3. Zweizentrige Produkte 40 
3.4. ß -Fur ik t ionen 42 
3.4.1. Definition 42 
3.4.2. Approximationseigenschaften 43 
3.4.3. Rekursionsforniel 46 
3.4.4. Absorption von Potenzen und Kugelfunktioiien 47 
3.4.5. Multiplikationstheoreme 48 
3.4.6. Differentiationseigenschaften 49 
3.4.7. Integraldarstellungcn 53 
3.4.8. Fourier-Transformation und formale Darstellungen 54 
3.4.9. Zusammenhang mit anderen exponentialartigen Funktionen 56 
3.5. Produkte von B-Funktionen 60 
3.5.1. Einzentrige Produkte zweier B-Funktionen 60 
3.5.2. Zweizentrige Produkte zweier B-Funktionen 64 
4. Integraltransformationsmethoden zur Behandlung von 
Molekülintegralen mit B-Funktionen 6S 
4.1. Integraltransformationsmethoden im allgemeinen 68 
4.1.1. Einführung 68 
4.1.2. Kriterien zur Bewertung der numerischen Komplexität 69 
4.2. Laplace-TransfoiTnationsmethode 70 
4.2.1. Einführung 70 
4.2.2. Ein-Elektron-Integrale 72 
4.2.3. Zwei-Elektronen-Integrale 73 
4.2.4. Bewertung der numerischen Komplexität 75 
4.3. Bessel-Transformationsmethode 76 
4.3.1. Einführung 76 
4.3.2. Ein-Elektron-Integrale 77 
4.3.3. Zwei-Elektronen-Integrale 79 
4.3.4. Bewertung der numerischen Komplexität 81 
4.4. Fourier-Transformationsmethode 83 
4.4.1. Einführung 83 
4.4.2. Ein-Elektron-Integrale 86 
4.4.3. Zwei-Elektrouen-Integiale 89 
4.4.4. Bewertung der numerischen Komplexität 91 
4.5. E in parallelisierbarer Algorithmus zur Berechnung von 
Molekül integralen 93 
4.5.1. Einführung 93 
4.5.2. Impulsraumvariante des Algorithmus 95 
4.5.3. Ortsraumvariante des Algorithmus 100 
4.5.4. Bewertung der numerischen Komplexität 101 
5. N u m m s d i c Q u a d r a t u r v e r f a l i r e n b e i M o l e k i i l i i i t e g r a l e i i mit; 
/ ^ - F u n k t i o n e n IOCi 
5.1. Verfahren auf der Ciruiidlago von Möbius-Transformat ionen 106 
5.1.1. Kiiifiihrungund Problemstellung IOG 
5.1.2. Möbius-Transformationen und Quadraturrcgeln 113 
5.1.3. Regeln zur VVaIil des Parameters 116 
5.1.-1. Nuinerische Resultate 122 
5.2. Verfahren auf der Grundlage von Laguerre-Regeln 129 
5.2.1. Einfiiliniug und Problemstellung 129 
5.2.2. Heschreibung der Verfahren 131 
5.2.3. Verbindung mit Möbius-Regeln 137 
6. E i n - E l e k t r o n - I n t e g r a l e b e i ^ - F u n k t i o n e n : F o u r i e r - T r a n s i o n i i i e r t c v 
v o n P r o d u k t e n z w e i e r ^ - F u n k t i o n e n , U b e r l a p p u i i g s i i i t e g T a l e u n d 
v e r w a n d t e I n t e g r a l e III 
6.1. Fourier-Transforniiertedes Produkts zweier B-Funktionen: Analytische 
Darstellungen 141 
6.1.1. Definition und allgemeine Eigenschaften 141 
6.1.2. Die Integraldarstelluiig v,on Trivedi und Steinboru 112 
6.1.3. Reihendarstellung I 15 
6.1.4. Eine neue Integraldarstellung 146 
6.1.5. Darstellungen für den einzentrigen Fall 117 
6.2. Uberlappungsintegrale: AiialytischeDarstellungen 151 
6.2.1. DefinitionundallgemeineEigenscliaften 151 
6.2.2. Darstellungen für den einzentrigen Fall 152 
6.2.3. Darstellungen für den zweizentrigen Fall 151 
6.3. Verwandte Integrale: Analytische Darstellungen 160 
6.3.1. Matrixeleinente der kinetischen Energie 160 
6.3.2. Sphärische Momente von Produkten zweier VJ-Funktionen 160 
6.4. Uberlappungsintegrale: Numerische Methoden und Krgcbnissc 163 
6.4.1. Numerische Methoden 163 
6.4.2. Numerische Ergebnisse 168 
6.5. Fourier-TransformierteeinesProdukts zweier B-Funktionen: Nuiiieiiscbe 
Methoden und Ergebnisse 179 
6.5.1. Numerische Methoden 179 
6.5.2. Numerische Ergebnisse 187 
7. Ein-Elektron-Integrale mit B-Funktionen: Kernanziehungsinte-
grale 195 
7.1. Analyt ische Darstellungen 195 
7.1.1. Einzentrige Kemanziehungsintegrale 195 
7.1.2. Zweizentrige Kernanziehungsintegrale 197 
7.1.3. Dreizentrige Kernanziehungsintegrale 202 
7.2. Numerische Methoden und Ergebnisse 216 
7.2.1. Numerische Methoden 216 
7.2.2. Numerische Ergebnisse 218 
8. Zwei-Elektronen-Integrale mit B-Funktionen 227 
8.1. Analytische Darstellungen 227 
8.1.1. Coulomb-Integrale 227 
8.1.2. Allgemeine Zwei-Elektronen-Integrale 233 
8.2. Numerische Methoden und Ergebnisse 242 
8.2.1. Numerische Methoden 242 
8.2.2. Numerische Ergebnisse 244 
9. Zusammenfassung 256 
Anhang A. Einige Details über reduzierte Bessel-Funktionen . . . . 263 
A . l . E i n Satz über die Ableitungen reduzierter Bessel-Funktionen 263 
A . 2. Einige Eigenschaften von k-Funktionen 264 
Anhang B. Einige Größen mit Bezug zur Kugeldrehgruppe . . . . 268 
B . l . Kugelf lächenfunktionen 268 
B.2. Gaunt-Koeffizienten 271 
B.3 . Kugelfunktionen 276 
B . 4. Der sphär ische Tensorgradient 277 
Anhang C. Programmtechnische Details 281 
C. l . Faku l t ä t en 281 
C.2. Pochhammer-Symbole 281 
C.3. Doppe l faku l tä ten 282 
C . 4. BinomialkoefIizienten 282 
C 5 . Reduzierte Bessel-Funktionen 283 
C.6. Sphär ische Bessel-Funktionen 283 
C.7. Numerische Hilfsprogramme 285 
C S . Sonstige Hilfsprogramme 285 
Anhang D. Zweizentrige Produkte zweier B-Funktionen: 
Rekursionen 286 
Anhang E. Umrechnung von Laguerre-Regeln 290 
Anhang F. Zur Implementierung der Regel W " 291 
Anhang G. EigenschaftenderSigma-Funktionen 293 
G . 1. Definition und allgemeine Eigenschaften 293 \ 
G.2. Rekursionsformeln 294 j 
G.3. Integraldarstellungen und Zusammenhang mit anderen speziellen 
Funktionen 295 
G.4. Reihenentwicklungen 299 1 
G.5. Asymptotische Entwicklung 301 
Literaturverzeichnis 302 
Tabellenverzeichnis 
Tabelle 5.1.1 Asymptotische Formen der Gewichtsfunktion (5.1-2) 107 
Tabelle 5.1.II Asymptotische Positionen der S ingula r i t ä ten der Gewichtsfunktion 
(5.1-2) 108 
Tabelle 5.1.III Einige Gaufl-Regeln 109 
Tabelle 5.1.IV Test der Exaktheit von Möbius-Legendre-Regeln 122 
Tabelle 5.1.V Vergleich von Möbius-Legendre-Regeln mit Gauß-Regeln . . . . 123 
Tabelle 5.1.VI Vergleich von Möbius-Legendre-Regeln mit Gauß-Regeln . . . . 124 
Tabelle 5.1.VII Vergleich von Möbius-Legendre-Regeln für verschiedene 
Parameter 125 
Tabelle 5.1.VIII Vergleich von Möbius-Legendre-Regeln für verschiedene 
Parameter 126 
Tabelle 5.1.IX Vergleich von Möbius-Legendre-Regeln mit Gauß-Regeln für 
verschiedene Funktionen 127 
Tabelle 5.2.1 Quadraturverfahren auf der Grundlage von Laguerre- und 
Möbius-Regeln 138 
Tabelle 6.4.1 Möbius t rans format ion und S ingu la r i t ä t ens t ruk tu r 167 
Tabelle 6.4.II Vergleich von Berechnungsverfahren für Uberlappungsintegrale mit 
verschiedenen Exponentialparametern der B-Funkt ionen 169 
Tabelle 6.4.III Vergleich von Bereclinungsverfahreii für Uberlappungsintegrale mit 
verschiedenen Exponentialparainetern der B-Funktionen 170 
Tabelle 6.4.IV Vergleich von Berechnungsverfahren für Uberlappungsintegrale mit 
verschiedenen Exponentialparametern der B-Funkt ionen 172 
Tabelle 6.4.V Vergleich von Berechnungsverfahren für Uberlappungsintegrale mit 
verschiedenen Exponentialparametern der B-Funktionen 173 
Tabelle 6.4.VI Vergleich von Berechnungsverfahren für Uberlappungsintegrale mit 
verschiedenen Exponentialparametern der B-Funkt ionen 174 
Tabelle 6.4.VII Vergleich von Berechnungsverfahren für Uberlappungsintegrale mit 
verschiedenen Exponentialparainetern der B-Funkt ionen 175 
Tabelle 6.4.VIII Vergleich von Berechnungsverfahren für Uberlappungsintegrale mit 
verschiedenen ExponenLiaIpaiameterii der B-Funktionen 176 
Tabelle 6.4.1X Vergleich von Berechnungsverfahren für Uberlappungsintegrale mi t 
verschiedenen Exponentialparametern der B-Funkt ionen 177 
Tabelle 6.5.1 Möb ius -Legendre -Quadra tu r für gleiche Exponentialparameter: Regel 
VV (Skaliert) 139 
Tabelle 6.5.II Möb ius -Legendre -Quadra tu r für gleiche Exponentialparameter: Regel 
VV" 190 
'Tabelle 6.5.III Möb ius -Legendre -Quadra tu r für gleiche Exponentialparameter: 
Regel S 191 
Tabelle 6.5.IV Möb ius -Legendre -Quadra tu r für verschiedene Exponentialparameter: 
Regel W (Skaliert) 192 
Tabelle 6.5.V Möb ius -Legendre -Quadra tu r für verschiedene Exponentialparameter: 
Regel W " 193 
Tabelle 6.5.VI Möb ius -Legendre -Quadra tu r für verschiedene Exponentialparameter: 
Regel S 194 
Tabelle 7.2.1 Vergleich von Quadratur verfahren für Kernanziehungsintegrale . . 219 
Tabelle 7.2.II Vergleich von Quadraturverfahren für Kernanziehungsintegrale . . 220 
Tabelle 7.2.III Vergleich von Quadraturverfahren für Kernan-
ziehungsintegrale 221 
Tabelle 7.2.IV Vergleich von Quadraturverfahren für Kernan-
ziehungsintegrale 222 
Tabelle 7.2.V Vergleich von Quadraturverfahren für Kernanziehungsintegrale . . 223 
Tabelle 8.2.1 Zwei-Elektronen-Integrale als Funktion der A b s t ä n d e der 
Zentren 245 
Tahcllc 8.2.11 Zwei-Elektronen-Integrale als IAiiiktioii der Abs tände der 
Zentren 2 Ki 
labeile 8.2.1II ZweiTLlektroneii-Iiitegrale als Funktion der Abs tände der 
Zentren 217 
Tabelle 8.2.IV Zwei-Elektroiien-Integrale als Funktion der Abs tände der 
Zentren 2^ 18 
Tabelle 8.2.V Zwei-Elektronen-Integrale als Funktion der Abs tände der 
Zentren 219 
Tabelle 8.2.VI Zxvei-Elektronen-Intcgrale als Funktion der Abstand«.' der 
Zentren 250 
Tabelle 8 . 2 . V l l Zxvei-Elektronen-Integrale als luinktion der Abs tände der 
Zentren 25 J 
Tabelle 8.2.VIII Zwei-Elektronen-Iritegrale als Funktion der Abs tände der 
Zentren 252 
Tabelle 8.2.IX Test für CLL-Ver iahren 253 
rFabelle 8.2.X Test für modifiziertes LRM-Verfa l i ren 25 1 
Abbildungsverzeichnis 
Abbildung 5.1.1 Auswirkungen von Möbius-Transformat ionen auf 
Quadraturgitter 117 
Abbildung 5.1.2 Auswdrkungen von Möbius-Transformationen auf Spitzen am 
Rand 119 
Abbildung 5.1.3 Auswirkungen von Möbius-Transformationen auf Spitzen nahe am 
Rand 120 
1. Einleitung 
1 . 1 . Quantenchemische Näherungsverfahren 
1.1.1. G r u n d l a g e n 
Quantenchemische Rechnungen an Molekülen basieren normalerweise auf dem Hamilton-
Operator in B o r n - O p p e n h e i m e r - N ä h e r u n g (Born und Oppenheimer 1927) 
Dieser beschreibt in nicht-relativistischer Nähe rung die Energie von n Elektronen im Feld 
von k als statisch angesehenen Kernen. Die Koordinaten der Elektronen sind dabei die 
Vektoren T3, wäh rend R a und Za die Positionen und Ladungen der Kerne bezeichnen 
(1 < j < 7i, 1 < a < k). Es werden atomare Einheiten (a.u.) verwendet. 
Für die Wellenfunktion der Elektronen geht man i m Rahmen des Hartree-Fock-Verfahrens 
(Hartree 1928; Fock 1930) aus von einer Determinante (Slater 1929) von Ein-Teilchen-Wel-
lenfunktionen. Dadurch wird das Paul i -Pr inzip automatisch erfüllt. Die Ein-Teilchen-Wel-
lenfunktionen werden dann mittels des SCF-Verfahrens („Seif Consistent Field") bestimmt. 
Das SCF-Verfahren basiert auf dem Variationsprinzip und der Idee, die Wechselwirkung der 
Elektronen aufgrund des Coulomb-Potentiales |r; — T j I " " 1 möglichst gut durch ein effektives 
Ein-Teilchen-Potential bzw. ein gemitteltes Feld zu beschreiben. 
Fü r Moleküle mit n Elektronen verwendet man i m SCF-Verfahren eine n x n-Slater-
Determinante (Weissbluth 1978, S. 215, G l . (8.4-13)) 
* ( l , . . . , n ) = {n\)~l/2 
mit Ein-Teilchen-Funktionen oder Spinorbitalen (Parr 1969) 
tiU) = <Pi(rj)<riU)> Crl = a oder ß, ij - l , . . . , n . ( f -L3) 
.Jedes Spinorbital ist also Produkt aus einer Ortsfunktion : IR 3 —+ C und einer Spinfunk-
Iion (J1. Die Spinfunktionen a und ß stehen für Spin aufwärts bzw. Spin abwär t s . Die 
Ortsanteile •^pi kann man mit dem SCF-Verfahren bestimmen. 
0 i ( i ) - i M i ) 
</>l(2) ... Vn(2) 
i>l(n) ... 4>nM 
Jedes Molekülorbita] ( M O ) ipi wird dazu im Rahmen der L C A O - N ä h e r u n g („Linear Com-
LinaLion of Atomic Orbitals") dargestellt als eine Linearkombination 
von N Basisfunktionen X j ( r ) - Diese Basisfunktionen heißen aus historischen G r ü n d e n auch 
Atomorbitale (AO ' s , , ,Atomic Orbitals") und sind meist -wenn auch nicht notwendigerweise-
Funktion u}(r) mit dem Drehverhalten eines sphär ischen Tensors (Biedenharn und Louck 
1981) angeben, so daß Xj(r) = uj(T ~ ^a(j)) S m ^ 
Verwendet man nun das SCF-Verfahren zur Bestimmung der KoefFizienten q J ? so wird 
man auf ein System gekoppelter, nichtlinearer Gleichungen (Roothaan 1951) für diese Koef-
fizienten geführt. Diese sind in der Quantenchemie als Roothaan'sche Gleichungen bekannt. 
Die Roothaan'schen Gleichungen können iterativ gelöst werden (Weissbluth 1978, S. 561-
565), falls man die folgenden Typen von Molekül integralen der Basisfunktionen berechnen 
kann: 
a) Uberlappungsintegrale 
JV 
(1.1-4) 
an den einzelnen Atomkernen des Moleküls zentriert. Üblicherweise kann man also zu 
jedem Atomorbital Xj(r) einen Atomkern mit Zentrum an der Position R a ( j ) und eine 
(1.1-5.) 
b) Matrixelemente der kinetischen Energie 
(1.1-6) 
c) Ke r n a 11 z i e h u n gs i n t eg r a 1 e 
(1.1-7) 
d) Zwei-Elektronen-Integrale 
y- (1.1-8) 
Die Ein-Elektron-Integrale können - i m Falle der Kern anziehungsintegrale- bis zu drei, die 
Zwei-Elektronen-Integrale bis zu vier Zentren aufweisen. 
1.1.1. Grundlagen 3 
Die Berechnung dieser Molekül integrale kann sehr schwierig sein. I l inzu kommt, daß man 
eine große Zahl dieser Molekül integrale berechnen muß. Bei TV Basisfunktionen pro M O muß 
man N(N + l ) / 2 Ein-Elektron- und (A r ' 1 + 2 /V 3 + 3Zv*2 + 2/V)/8 Zwei-Elektronen-Integrale 
berechnen (z. B . Carsky und Urban 1980, S. 9). 
Verwendet man die exakten Wei le aller Molekül integrale , die im. Rahmen eines L C A O -
MO-SCF-Verfahrens bei Verwendung des Hamilton-Operators in Born-Oppenhe imer -Nä-
Iierung vorkommen, so spricht man von einem „ab initio-Verfahren1' (Carsky und Urban 
1980, S. 1). Auch die Vernachlässigung von Molekül integralen unterhalb einer gegebenen 
Genauigkeitsschranke ist bei ab initio- Verfall reu gestattet. 
Bei den sogenannten „.semiempirischen" Verfahren werden dagegen kompliziertere Mo-
lekülintegral typen komplett vernachlässigt oder durch einfache Nähe rungsausd rücke appro-
ximiert , die auch experimentellen Daten angepaßt sein können (Scholz und Köhler 1981). 
Die besten im Rahmen, von Hartree-Fock-SCF-Rechnungen erhaltenen Nähe rungen be-
zeichnet man als , ,Hartree-Fock-Limit u (Carsky und Urban 1980, S. 8). Dieser beinhaltet 
schon vom Ansatz mit nur einer SIater-Determinante her einen Fehler. W i l l man diesen Feh-
ler korrigieren, also die sogenannte „Korrela t ionsenergie" berechnen, so m u ß man über das 
1 Iartree-Fock-Verfcdiren hinausgehende und häufig auf den Hartree-Fock-Ergebnissen aufbau-
ende Verfahren verwenden. Hierzu gehören z. ß . das CI-Verfahren („Conf igura t ion Inter-
action"), Coupled-Cluster-Verfahren oder Störungstheor ie . Hier ist zu bemerken, daß diese 
Verfahren bei größeren Basissätzen sehr aufwendig werden, j a sogar nicht mehr durchführbar 
sind (Hurley 1976). Es besteht also ein Interesse daran, Basisfunktionen zu verwenden, die 
die exakten WeUenfunktionen möglichst gut schon mit wenigen Funktionen approximieren 
können . 
1.1.2. B a s i s s ä t z e 
Die wahren WeUenfunktionen erfüllen die Cusp-Bedingung (Ka to 1957) an jedem Atom-
kern des Moleküls . Die Approximat ion i m Rahmen des L C A O - A n s a t z e s bietet die Möglich-
keit, diese Cusp-Bedingung auch für die genäher ten M O ' s zu erfüllen. Voraussetzung ist, daß 
man Basisfunktionen bzw. A O ' s verwendet, die einen Cusp, also i m wesentlichen eine unste-
tige Ablei tung an der Position des Kerns, besitzen. Die Erfü l lung der Cusp-Bedingung an 
jedem Kern hat entscheidenden. Einfluß auf die Frage, wie schnell die Nähe rungen für Wel-
lenfunktion, Energie und sonstige molekulare Eigenschaften konvergieren (Schwartz 1963; 
K l a h n und Morgan 1984; H i l l 1985; Kutzelnigg 1988; Morgan 1989). Auße rdem ist bekannt, 
daß die wahren atomaren und molekularen Wellenfunktionen exponentiell für große A b s t ä n d e 
verschwinden (Ahlrichs et al. 1981; Agmon 1982). Die Mögl ichkei t , diese Eigenschaft durch 
entsprechende Walt) der BasislJmktionen zu approximieren, ist für die Konvergeuzgeschwin-
digkeil der Näherungen für die Energie aber nicht so wichtig (Klopper und Kutzelnigg 1986) 
wie für die Beschreibung anderer molekularer Größen (Morgan 1989). 
Die Iiercchnung auch mehrzeutriger Molekülintegrale mit Gauß-Funkt ionen ist besonders j 
einfach. Dies beruht auf der Tatsache, daß auch das zweizeutrige Produkt zweier Is-Gauß-
Eunktionen selbst wieder eine 1 .s-Gauß-Funkt ion ist (Shavitl 19(53, S. 3, G in . (5)-(8j). Weil 
die Molekül integrale mit Gauß-Funk t ionen so leicht berechnet werden können, verwendet 
man derzeit in ab tiiilto-Reehuuiigen an Molekülen fast ausschließlich diese Funktionen. Es 
werden verschiedene Formen von Gauß-Funk t ionen verwendet (Sauuders 1983). Es handelt 
sich dabei um ls-Ga.uß-Funktionen („Causs ian lobe fuuetions") 
e _ o r \ (1.1-9) 
kartesische Gauß-Funk t ionen 
Xa yh zc e ~ a r ' (1.1-10) 
und sphär ische Gauß-Funk t ionen 
r , . - l e - « r * W ) ^ ( l . l - l l ) 
die Kugelf lächenfunktionen YJn(i)y\p) enthalten. Bei den sphär ischen Gauß-Funkt ionen sind 
die Molekül in tegra le allerdings nur dann einfach, wenn n — ( ungerade ist. Dieser Fall 
entspricht auch den kartesischen Gauß-Funkt iu i ien . Einen Gusp können sphärische Gauß-
Funktionen darstellen, wenn n — C gerade ist. Dies bewirkt, daß ßas i s sä lzc , die sphärische 
2s -Gauß-Funk t ionen enthalten, Basissätzen überlegen sind, die nur sphär ische Gaul]-Funk-
tionen mit ungeraden Werten von n - l enthalten (Klopper und Kutzelnigg 1986). Ob sich 
die sphär ischen Gauß-Funkt ionen für gerade Werte von - ( durchsetzen können, hängt 
in entscheidender Weise davon ab, ob man vielzentrige Molekül in tegra le effizient auswerten 
kann, die diese Funktionen enthalten. Dies scheint derzeit aber noch nicht gelungen zu sein. 
Verwendet man als Basisfunktionen (ETO 1 S , „Exponen t i a l -Type Orbitals") der Struktur 
^ ' " ' ' ^ ( « » ' • W l o r r ) , (1.1-12) 
so kann man. die Cusp-Bedingung erfüllen. Hier ist .Pu^(cv,?-) ein Polynom in r — | r | und 
3 ^ ( r ) eine reguläre Kugelfunktion. Bei Verwendung von exponentialartigen Funktionen hat 
man den zusätzl ichen Vortei l , auch den exponentiellen Abfal l der Wellenfunktion korrekt 
wiedergeben zu können . Dies e rk lä r t , warum man in ab /mh'o-Rechnungen an Atomen 
und vielen semiempirischen Rechnungen an Molekülen fast ausschließlich exponentialartige 
Funktionen verwendet. 
Dem steht als Nachteil gegenüber , daß insbesondere die drei- und vierzentrigen Molekülin-
tegrale mit exponentialartigen Funktionen schwierig zu berechnen sind. Dies hat bisher den 
Einsatz exponentialartiger Basisfunktionen in molekularen ab initio-Rechnungen weitgehend 
verhindert. 
Die bisher wichtigsten exponentialartigen Funktionen sind die bekannten Slater-Funktio-
nen (Slater 1930) 
hier in unnormierter Form gegeben. Die Berechnung von Molekül integralen mi t Slater-Funk-
tionen wird ausführlich in einer ganzen Reihe von Arbeiten dargestellt (Harris und Michels 
1967; Huzinaga 1967; Browne 1971; Saunders 1975; Steinborn 1983; Steinborn 1989). Wich-
tige Informationen zu diesem Thema sind auch den Proceedings der International Conference 
of Multicenter E T O Molecular Integrals in Tallahassee, Flor ida , 1982 zu entnehmen (Weat-
herford und Jones 1982). 
Durch Vergleich der Definitionen (1.1-12) und (1.1-13) erhellt, daß Slater-Funktionen die 
einfachsten exponentialartigen Basisfunktionen i m Ortsraum sind. Allerdings m u ß man 
berücksicht igen, daß Slater-Funktionen ein übervol ls tändiges und damit linear abhäng iges 
System von Funktionen darstellen (Klahn und Bingel 1977b) und folglich zu numerischen 
Ins tab i l i t ä t en Anlaß geben können. U m das zu vermeiden, kann man vol ls tändige , ortho-
normierte Systeme i m Hi lber t -Raum L 2 ( I R 3 ) oder i m Sobolew-Raum ^ ^ ( I R 3 ) verwenden, 
die auf Laguerre-Polynomen beruhen (Shull und Löwdin 1955; Rotenberg 1970; Fi l ter und 
Steinborn 1980). 
Irn Impulsraum aber sind andere exponentialartige Funktionen viel einfacher als Slater-
Funktionen. Es handelt sich dabei um die sogenannten B-Funktionen (Fi l ter und Steinborn 
1978b, S. 2. C l . (2.14)) 
J B £ ( a , r ) = [ 2 * + V + ^ ] - 1 K ^ W m ™ ) . (1.1-14) 
Der Radialteil einer ß - F u n k t i o n ist eine reduzierte Bessel-Funktion (Steinborn und Fi l ter 
1975c, S. 275, G l . (3.1)) 
M z ) = * z"Kv(z). (1.1-15) 
Hier ist K„[z) eine modifizierte Bessel-Funktion der zweiten A r t . Für halbzahlige Indizes 
sind reduzierte Bessel-Funktionen einfach ein Produkt einer Exponentialfunktion mit einem 
beslimnten Polynom (Filter und Steinborn 1975c, S. 275, G l . (3.2)) 
Man sieht, daß man B-Funkt ionen als endliche Linearkombination von Slater-Funktionen 
(darstellen kann. Wie wir spä te r noch sehen werden, kann man ebenso Slater-Funktionen 
;als endliche Liiiearkombination von B-Funkt ionen ausdrücken. Die Beziehung zwischen 
(den leiden Funktionensystemen kann also einfach als Wechsel der Basis i m R a u m der 
(OXpoientialartigen Funktionen (1.1-12) interpretiert werden. 
Haiptvortei l der JB-Funktionen ist deren einfache Form i m Impulsraum. Die Fourier-
Transformierte einer B-Funk t ion ist durch die extrem einfache Beziehung (Weniger und 
S t e i n W n 1983a, G l . (3.7), S. 6123) 
W * ] e - ^ ß ^ ( a , r ) d 3 r = ( - ) ^ - — ^ m - i p ) (1.1-17) 
jgegeb^n. Dieses elementare Verhalten unter Fourier-Transformation ist einer der G r ü n d e , 
\«vesha[b es eine große Zahl teilweise sehr einfacher Darstellungen von Molekül in tegra len 
rint B-Funktionen gibt (Weniger et al. 1986b), für deren Auswertungen es eine Reihe von 
effizienten Algori thmen gibt (Antolovic und Delhalle 1980; Weniger und Steinborn 1983b; 
FBhattacharya und Dhabal 1986; Grotendorst et al. 1986; Weniger und Steinborn 1988). 
plbenso kann man unter Verwendung der einfachen Fourier-Transformierten von B-Funk-
tionen mehrdimensionale Integraldarstellungen für die komplizierteren Typen von Mole-
külintogralen mit diesem Basissatz herleiten, die auch schon numerisch untersucht wurden 
(Grotendorst und Steinborn 1988; Homeier und Steinborn 1990b; Steinborn und Homeier 
1990) Testrechnungen (Steinborn und Weniger 1977, 1978) zeigen, daß B-Funkt ionen als 
I-Jasissatz ebensogut geeignet sein sollten wie Slater-Funktionen. 
1.2. Übersicht über die Arbeit und Abgrenzung des Themas 
Itn Rahmen dieser Arbeit wird dargestellt, wie man Molekül in tegra le mit B-Funkt ionen 
berechnen kann. Dazu werden analytische und numerische Verfahren kombiniert. Wesent-
liche Flilfsmittel sind dabei Integraltransformationsmethoden zur Herleitung von endlichen 
Darstellungen und Integraldarstellungen einerseits, andererseits neuentwickelte Quadratur-
verfahren für die numerische Auswertung der Integraldarstellungen. 
Be i den Integraltransformationsmethoden handelt es sich um die wohlbekannte, auf Arbe i -
ten von Prosser und Planchard (1962) und Geller (1962) zurückgehende Fourier-Transforma-
1.2. Ubersicht über die Arbei t und Abgrenzung des Themas 
tionsmethode 1 sowie um die neu eingeführte Bessel-TransfonnationsinetIiode j, die allerdings 
mit der sogenannten „Claussian-transform rnethod"" (Shavitt und Karplus 1965} verwandt 
ist. 
Sowohl die Fourier-Traiisformationsrncthode als auch die Bessel-Transformationsmethodie 
erlauben es, die als schwierig einzustufenden, mehrzentrigen Molekiil i i i tegrale mit exponeiv 
tialartigen Basisfunktionen auf Integrale von einem einfacheren Typ mit weniger Zentre-n 
zurückzuführen . 
Wichtiger Baustein der im Rahmen von L C A O - M O - S C F - R e c h n u n g e n auftretenden Mole i-
kül in tegra le ist ein Produkt aus zwei Basisfunktionen, das einer (Ladungs-)Dichte entsprich^. 
Im Rahmen der Fourier-Transformationsmethode kann man für Dichten zweier B-Funk t io -
nen eine eindimensionale Integraldarstellung (Bonham et al. 1964; Trivedi und Steinborn 
1983) für die Fourier-Transforinierte solcher Dichten angeben. M i t Hilfe der Bessel-Tram$-
formationsmethode ist es möglich, eine ebenfalls eindimensionale Integraldarstellung für da^ s 
Produkt zweier B-Funkt ionen im Ortsraum herzuleiten. Die Integranden beider Integraldair-
stellungen sind einzentrige Funktionen. 
Die eingehende Analyse der Integranden der i m Rahmen der Fourier-Transformationis-
methode gewonnenen Integraldarstellungen zeigt, daß sie unter bestimmten Bedingungen 
scharfe Spitzen aufweisen. Diese erschweren die numerische Quadratur. Zur Lösung dieses 
Problems kann man Quadraturverfahren (IIomeier und Steinborn 1990a) verwenden, die aiif 
Möbius -Trans fo rmat ionen (vgl. z. B . Peschl 1967) beruhen. Die mit der Bessel-Transfoi--
mationsmethode hergeleiteten Darstellungen sind numerisch noch nicht untersucht worden. 
Aufgrund der Form der Integranden ist aber zu erwarten, daß die Quadraturverfahren, die 
in dieser Arbei t besprochen werden, auch für diese Integraldarstellungen eingesetzt werden 
können . 
Die ersten Abschnitte dieser Arbei t sind der Beschreibung der Eigenschaften von B-Funk-
tionen und Dichten zweier B-Funkt ionen, der Integraltransformationsmethoden sowie dt*r 
Quadraturverfahren gewidmet. In den weiteren Abschnitten werden diese Methoden und 
Verfahren auf die einzelnen Typen von Molekül integralen angewandt, die bei Verwcnduiig 
eines Basissatzes aus B-Funkt ionen in L C A O - M O - S C F - R e c h n u n g e n auftreten. Es wird sieh 
zeigen, daß man unter Verwendung der Integraltransformationsmethoden eine ganze Reihe 
neuer Darstellungen für Molekül integrale herleiten kann. Auße rdem werden numerische 
Testresultate p räsen t i e r t , die zeigen, daß die neuen Quadraturverfahren auch im früher 
1 Es handelt sich jeweils um Integraitransformationsmethodeii zur Behandlung von Molekülinlegralen, 
wenn in dieser Arbeit von Transformationsmethoden die Rede ist. 
2 Die Verwendung der deutschen Bezeichnung „Gauß-Transformationsmethode" wird aus später zu be-
sprechenden Gründen bewußt vermieden. 
problematischen Fall stark asymmetrischer Laclungsverteilungen die verläßliche Berechnung 
der Molekül integrale mit B-Funktionen erlauben. 
Nicht näher eingegangen wird auf Verfahren zur Berechnung von Molekül in tegra len , die 
auf Additionstheoremen der Basisfunktionen und den daraus resultierenden, mehrfach un-
endlichen Reihen beruhen. Eine neuere Arbei t zu diesem Thema ist Weniger und Steinborn 
1989a. Altere Arbeiten sind z. B . Smeyers 1966, Steinborn und Fil ter 1975a, 1975b, 1975c. 
1979, 1.980, Filter und Steinborn 1980, Trivedi und Steinborn 1982, Steinborn .1982, 1983, 
Talman 1984 und Fernändez Rico und Lopez 1986. In diesen Arbeiten sind weitere Litera-
turangaben zu finden. Eine umfassende Darstellung dieser Methoden wäre wünschenswert . 
Auch die mit Additionstheoremen eng zusammenhängenden sogenannten „single-center ex-
pansions" (Hurley 1976) werden nicht behandelt. Eine Arbei t jüngeren Datums in diesem 
Zusammenhang ist Kranz und Steinborn 1982. 
Ebensowenig kann auf Methoden eingegangen werden, die auf der Verwendung elliptischer 
Koordinaten und der Neumann-Entwicklung für die Berechnung der Molekül integrale ba-
sieren. Wichtige Arbeiten in diesem Zusammenhang sind z. B . Steinborn und Ruedenberg 
1972, Steinborn 1974 und Junker 1980, 1981. 
2. Zusammenstellung wichtiger Definitionen und 
Bezeichnungen 
2.0. Abkürzungen für oft verwendete Literaturzitate 
Für einige häufig verwendete mathematische Formelsammlungen und Monographien werden 
beim Zitieren die folgenden Abkürzungen verwendet: 
M O S : MAGNUS, W . , OBERHETTINGER, F . , S O N l , R . P . , Formulas and Theoremsforthe 
Special Functions of Mathematical Physics, Springer Verlag, New York, 1966. 
G R : GRADSHTEYN , I. S., RYSHIK, I. M . , Table of Integrals, Series and Products, Aca-
demic Press, New York, 1980. 
A S : ABRAMOWITZ, M . , STEGUN , I. S., Handbook of Mathematical Functions, Dover, 
New York, 1970. 
D R : DAVIS, P . J . , RABINOWITZ, P . , Methods of Numerical Integration, Academic Press, 
Orlando, 1984. 
E H l : E R D E L Y i , A . , MAGNUS, W . , OBERHETTINGER, F . , TRrCOMI 3 F . G . 3 Higher 
Transcendental Functions, Vo l . I, M c G r a w - H i l l , New York , 1953. 
EH2: ERDELYI , A . , MAGNUS , W . , OBERHETTINGER , F . , TRICOMI , F . G . , Higher 
Transcendental Functions, Vo l . II, M c G r a w - H i l l , New York, 1953. 
EI13: ERDELYI , A . , MAGNUS , W . , OBERHETTINGER , F . , TRICOMI , F . G . , Higher 
Transcendental Functions, Vo l . III, M c G r a w - H i l l , New York, 1955. 
E T I : ERDELYI , A . , MAGNUS , W . , OBERHETTINGER , F . , TRICOMI , F . G . , Tables of 
Integral Transforms, V o l . I, M c G r a w - H i l l , New York , 1954. 
E T 2 : ERDELYI , A . , MAGNUS , W . , OBERHETTINGER , F . , TRICOMI , F . G . , Tables of 
Integral Transforms, V o l . II, M c G r a w - H i l l , New York, 1954. 
2.1. Definitionen von Mengensymbolen und Funktionenräumen 
Natür l iche Zahlen: 
IN = {1 ,2 ,3 , . . .} , I N 0 = I N U {0} (2.1-1) 
Ganze Zahlen: 
E = I N U { 0 , - 1 , - 2 , - 3 , . . . } (2.1-2) 
Rationale Zahlen: 
Q = {x : x rational} (2.1-3) 
Reelle Zahlen und Vektoren: 
IR = {x : x reell}, R f = {x G IR : x > 0}, 
(2 1-4) 
IR j = { r = (x,ytz) : xyyyz G IR}, IR n = { ( x i , x n ) : ^  G IR, j = 1 , n } v " 
Komplexe Zahlen: 
C = {* + iy : x G IR, y G IR1 i 2 = - 1 } (2.1-5) 
Banaeh-Raum L\ (G): 
= {/ : C7 -» C; U / H , < oo}; 
l l / l l i = / l / W I G C l R n . (2-1-6) 
G 
Hi lbe r t -Raum I o ( G ) : 
I 2 ( G ) = I / : G - C ; | | / | | 2 < oo}; 
II/II? = / IZ(X)I 2 d"x; G C l R n . (2-1-7) 
G 
H i lbe r t -Raum I 2 ( G 1 U ) ) : 
I 1 ( G 1 W ) = { / : G - • C ; IIZII 2^ < o o } ; 
l l / l l t = / « ( * ) l / ( * ) | 2 d " x ; G C I R n . (2-1-8) 
Sobolew-Rauin W^(G): 
V K f 1 ( G ) ={f:G- C ; | | D ' / I | 2 < oo ; 0 < j < k}; 
n 
D>f = d{>...<%'/, = j ; 
11/111 = / IZ(X)I2 d"x; G e m . « . 
(2.1-9) 
2.2. Definitionen spezieller Funktionen und Symbole 
Camma-Funk t ion ( M O S , S. 1): 
OO 
Faku l t ä t : 
Doppe l faku l tä t : 
F(z) = / e " ' d i (2.2-1) 
n! = T(n + l ) = JJj (2.2-2) 
j = l 
(2H)ü = jj(2j) (2.2-3a) 
Tl 
( 2 n - l ) ! ! = J J ( 2 j - l ) (2.2-3b) 
(-1)!! = O!! = IU = I (2.2-3c) 
Pochhammer-Symbol ( M O S , S. 2): 
w j=i 
Binomialkoeffizient ( A S , S. 256, G l . (6.1.21)): 
r(* + i) 
\wj r ( t ü + i)r(2r-iü + i) 
Beta-Funkt ion ( M O S , S. 7): 
o 
Unvol ls tändige Gamma-Funktionen ( M O S , S. 337): 
(2.2-5) 
7 ( a , x ) = J Ia-1 e"* dt (2.2-7a) 
o 
OO 
T(a,x) = J Ia-1 e"1 dt (2.2-7b) 
Konfluente liypergeometrische Funklion (.MOS, S. 262 
~ (a)3z 
J=O 
Gauß ' s che liypergeometrische Funktion ( M O S , S. 37) 
7=0 V ' ' ; 
Verallgemeinerte hypergeometrische Funktion ( M O S , S. 37): 
, F j t a l l . • . , a , ; ^ , . . . , ^ , ) = ^ ^ 1 ^ ^ l i (2.2-10)1 
Konfiuente liypergeometrische Funktion (Exton 1976, S. 230, G l . (4.7. U ) ) : 
Bessel-Funktion erster A r t ( M O S , S. 65): 
Bessel-Funktion zweiter Ar t ( M O S , S. 66): 
sin(7r;>) 
Hankel-Funktionen ( M O S , S. 66): 
IfPiz) = Mz)+ WA*) (2.2-1!,); 
#J 2 ) (*) = . / „ ( * ) - i l ^ f * ) (2.2-I-Il;); 
Modifizierte Bessel-Funktion erster A r t ( M O S , S. 66): 
7 ^ ) = 2 ^ + l ) ° F l ( i / + 1 ^ 2 / 4 1 ( 2 - " " 1 5 ) 
Modifizierte Bessel-Funktion zweiter Ar t ( M O S , S. 66): 
K v { z ) = Il^MflM 
K } 2 sm(7n/) 
Reduzierte Bessel-Funktion (Steinborn und Fi l ter 1975c, S. 275, G L (3.1)): 
Besse l -Po lynöm (Grosswald 1978, S. 18): 
6n(z) = ezkn+i/2(z) 
Radia l te i l einer skalaren JB-Funktion (Weniger und Steinborn 1983b, S. 2028, G l . 
Sphär i sche Bessel-Funktionen ( A S , S. 437): 
Vn(z) = ( ^ ) hYn^ifi(Z) 
h\V(z)=3n(z)+iyn(z) 
hn\z) = jn(z) -iyn(z) 
!Modifizierte sphär i sche Bessel-Funktionen (Arfken 1970, S. 531): 
V2 
i n W = ( £ ) 2 / n + i / 2 ( 2 ) 
[Whittaker-Funktionen ( M O S , S. 296): 
MK>fl(z)= e - ^ + 1 ^ i F i ( M - « + %;2/i + l;z) 
T(2^) r ( - 2 ^ ) 
(2.2-16) 
(2.2-17) 
(2.2-18) 
(3.10)): 
(2.2-19) 
(2.2-20a) 
(2.2-20b) 
(2.2-20c) 
(2.2-20d) 
(2.2-21a) 
(2.2-21b) 
(2.2-21c) 
(2.2-21a) 
(2.2-21b) 
Verallgemeinertes Laguerre-Polynom ( M O S , S. 240): 
L M [ x ) = ^ ± 2 k l F l ( _ n . a + 1 . x ) 
Jacobi-Polynom ( M O S , S. 212): 
PlQ>ß\x) = (-l)n ( n + ßSj 2Fi(-n,a + 0 + n + 1; 0 + 1; (1 + x) /2) 
Gegenbauer-Polynom ( M O S , S. 220): 
c " w = r I i r ^ I f 2 F l ( _ n ' 1 1 + 2 A ; A + 1 / 2 ; ( 1 ~~ * ) / 2 ) 
Legendre-Polynom ( M O S , S. 229): 
P„(z ) = 
dn (x2 ~ 1)" 
d x n 2 n n ! 
•= 2 F i ( - n , n + l ; l ; ( l - 3 : ) / 2 ) 
(2.2-22) 
(2.2-23) 
(2.2-24) 
(2.2-25) 
Zugeordnete Legendre-Funktionen (Morse und Feshbach 1953, S. 1325; Messiah 1961, A p -
pendix B4): 
dx\m\ 
_ ( l + | m | ) ! ( l - s 2 ) H / 2 
2 M | m | ! ( ^ - | m | ) ! 
( -1 <x < 1) 
aFi(|m| - / , | m | + / + 1; |m| + 1 , ( 1 - *) /2) , ( 2.2-26) 
Kugelf lächenfunktion (Weissbluth 1978, S. 3, G L (1.2-1)): 
'2t + \(t-\m\)\^Xh 
Yf1 {6, <p) = i m + l " P ; m , ( c o s t f ) e i r 
4TT (J+|m|)!_ 
Reguläre Kugelfunktion (Steinborn und Ruedenberg 1973, S. 26, G L (131)): 
(2.2-27) 
2 ^ + 1 
47T 
{t + m)\{t - m) E 
j>0 
{-x-\y)m+3(x-\y) 
2*i+m(j + m)\j\(t - m - 2j)\ 
(2.2-28) 
I r reguläre Kugelfunktion (Steinborn und Ruedenberg 1973, S. 26, G l . (132)): 
Gaunt-Koeffizient (Gaunt 1929, Appendix) : 
(lim,\tojn2\timi) = J [K™ 1(H)] * Yir^(H)Y^(H) du 
Verallgemeinerter Gaunt-KoefTizient (Steinborn und Filter 1975d, S. 437, G l . 
( ^ m | ^ m 1 ^ 2 m 2 , . . . A - i m B - i | ^ n m n ) = J [Yf1(Q)]* Y^ (Q)... Y£"(Q) du 
Modifizierter Gaunt-KoefBzient (Homeier und Steinborn 1990b, G l . (8)): 
(2.2-29) 
(2.2-30) 
(10)): 
G(£ m\£* m') = — l l t t ^ ' l , , TTT Umltm'\£ - U m - m) 
K 1 ; (2£'+ \)\\[2(£-£l) + \}\\x 1 1 1 
U+\ / £ + i 
_47r(2f -f 1)[2(* - H- 1] V + m ' y - m ' 
Clebsch-Gordan-Koeffizient (Rose 1955, S. 92, G l . (B.2)): 
(2.2-31) 
(2.2-32) 
(j\f'fHJ2m2\j\J2hrnz) "1> 
j2+m2 Ü2 -rJZ 4 - m i ) ! 
ÜJ - J2 - J3) ! 
O l - J2 + J 3 ) l ( i i + J2 ~ h)Kh ~ rnz)\(ji - mi ' ) !(2j 3 + 1)! 
X : :—: :—: . — : : : '. 
. ( J 2 + J 3 - i O - ' Ü ' i + h +33 + 1)KJ3 + rnz)\(ji + mi)\(j2 - m2)\(j2 + m2) 
X 3 F 2 O J - J2 ~ hJi - mj + 1, - J 3 - m 3 ; ~h ~ rn$ + 1, -m\ - j2 - jy, 1) 
Wigner-Koeffizient oder 3jm-Symbol (Silver 1976, S. 38, Gl.(2.14)): 
\mi m2 mzj ( 2 j 3 + l ) / 2 
Condon-Shortley-KoefTizient (Condon und Odabasi 1980, S. 168, Gl.(20')): 
(2.2-33) 
Ck(£,m-J ,m) = 
4TT 
(£m\km-m'\£' m) 
Fntier-Funktion 
Summe in Zweierschritten 
2k+ 1_ 
x\ = max{ j G ^ : j < x, x G IR} 
(2.2-34) 
(2.2-35) 
(2.2-36) 
^ 2 ^ Ü J = an + an+2 + ... H- a ^ _ 2 + ayv (2.2-37) 
2.3. DifFerentialoperatoren 
Bessel-Operator: 
Dz=1-—; Dnz = (Dz)" 
z Az 
Partielle Ableitung: 
LapIace-Operator im n-dimensionalen Raum: 
(2.3-1)1 
(2.3-2) 
J = I 
(2.3-3) 
Nabla-Operator: 
(2.3-3a) 
a \ 
dRx 
(2.3-3b) 
Sphär i scher Tensorgradient 1 
\2l+ 1 
yp ( V ) = 
47T 
(l + m)\(t-m)\ E 22j+m(j + m ) j j ! ( / _ m _ 2j)\ (2.3-4) 
Drehimpulsoperatoren: 
Z 2 = i ^ 
i dip 
L = :—r — sin v — — 
(2.3-5) 
sin Ddd <9tf s in 2 ^ 2 
Diese Bezeichnung ist üblich, aber etwas irreführend. Denn der Gradient einer Funktion f(v) ist 
definiert als V/ (r ) . 
2.4. Integraltransformationen 17 
2.4. Integraltran^formationen 
Symmetrische Fourier-Transformation itri n-dimensionalen Raürri (Judd 1975, S. 51, G i n . 
(3.15) und (3.18)): 
/(r) = ( 2 7 r ) - n / ' | e * r / ( p ) d > 
7(p) = ( 2 ^ ) - " / 2 | e - * - r / ( r ) d " r 
Laplace-Transformation ( E T I , S. 127): 
OO 
£{f(t)\p} = £M = J e - ^ / W dt 
(2.4-la) 
(2.4-lb) 
(2.4-2) 
2.5. Exponentialartige Basisfunktionen 
Unnormierte Slater-Funktionen (STO's ; Slater 1930; Fil ter und Steinborn 1978b, S. 2, G l . 
(2.1)): 
X £ ( a , r) = ( o r ) - 1 e"ar Y i m ^ v ) , n € IN (2.5-1) 
Normierte Slater-Funktionen (Slater 1930; Grotendorst und Steinborn 1988, S. 3859, G i n . 
(2.17), (2.18)): 
2 ? < ( a , r ) = ^ > ( a ) x ^ a , r ) 
JV B(O) = O-"+ 1 [(2o) 2"+ 1/(2n)!]'A 
Unnormierte ß - F u n k t i o n e n (Fil ter und Steinborn 1978b, S. 2, G l . (2.14)): 
B £ ( o , r) = [2»+<(n + ~* £ „ _ . A ( o r ) 3 T ( « r ) 
Normierte / i -Funktionen (Homeier und Steinborn 1990b, G i n . (16), (17)): 
S^(a,r) = a 3 / W n , ^ ( a , r ) 
K 
(2n + 21 + 1)! 
(2.5-2a) 
(2.5-2b) 
(2.5-3) 
(2.5-4a) 
(2.5-4b) 
Normierte A-Funktionen (Fil ter und Steinborn 1980, S. 2728, G l . (3.4)): 
A ^ ( a , r ) = a*Af(nJ)Ln2*¥\(2ar) e~ar^(2ar) 
<n-I-Yfl 
' ( n + * + l ) ! j 
Normierte 2 Coulomb-Sturmians (Rotenberg 1970, S. 236 und S. 241): 
* ^ ( a , r ) = (2a) 
( n - * - 1)! 
4 - / - i ( 2 a r ) e " a r 3 ^ ( 2 a r ) (2.5-6) 
(2.5-5a) 
(2.5-5b) 
2n(n + *)! 
Biorthogonalfunktionen der Coulomb-Sturmians (Weniger 1985, S. 281, G l . (4.14)): 
ar. 
(2.5-7) 
2.6. Mehrzentrenintegrale mit B-Funktionen 
Uberlappungsiritegr al: 
S Ä K ^ . R ) = / [ ^ , ( ^ r ) ] * ^ 2 ( / 3 , r - R ) d 3 r (2.6-1) 
Fourier-Transformierte eines Produktes von B-Funktionen: 
Sphär isches Moment eines Produktes von B-Funktionen: 
Matrixelement der kinetischen Energie: 
C t " > . / » . R ) = - \ j {bZS^r)]* A r - R ) d 3 ) 
(2.6-2) 
(2.6-3) 
(2.6-4) 
2 Normierung gilt hier nicht wie sonst bezüglich der Norm des Hilbert-Raumes Z^(IFt3)j sondern bezüglich 
der Norm im Sobolew-Raum W 2 ( 1 )(IR 3). Vgl. z. B. Weniger 1985, S. 281, Gl . (4.10). 
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Ker n anzieh u n gsi n tegrale: 
< , ( a , R ) = / | 7 T R | K A a ' r ) d ^ (2-6-5) 
( « . R) = / [ ^ i 1 ( « . r)] * ; I Q , ( ß , v - R) d 3 r (2.6-6) 
K 0 , R 1 . R*) = / [iO, ( « , r)] * (/?, r - R 2 ) d 3 r (2.6-8) 
Zwei-Elektronen-Integrale: 
< Ä r ( ° , / ? . R ) = / / [ z O - * ) ] * j ^ s f ^ ( " . y ) d 3 i d ^ ( 2- 6- 9) 
K i k m u m t m l (PI > Pl' Pi' P*< R l . R 2 » R 3 . R-4) = 
- }- ;—l— - dÄx d^y 
|x-y| 
(2.6-10) 
Die Bezeichnungen von Mehrzentrenintegralen mit normierten B-Funkt ionen gehen aus den 
Bezeichnungen der Mehrzentrenintegrale mit unnormierten B-Funkt ionen dadurch hervor, 
daß der erste Buchstabe der Bezeichnung mit einem Dach ( ~ ) versehen wird. Es gelten also 
die folgenden Definitionen: 
U berlappungsintegral: 
• ^ r ^ ( « . ^ R ) = / [ ^ i 1 ( a , r ) ] * B ^ , ( ^ r - R ) d 3 r (2.6-11) 
Fourier-Transformierte eines Produktes von B-Funktionen: 
= / ( « . ' ) ] * e - i p " 33, (/».«• - R ) d 3 ' ' (2-6-12) 
Sphärisches Moment eines Produktes von B-Funktionen: 
^ A f K ß , R ) = / [ KX ( « , ' ) ] * W ' ) 3& 09, r - R) d 3r (2.6-13) 
Matrixelemeut der kinetischen Energie: 
te(°^'R) = ~\j fcM* A B%h(ßtT-K)A*r (2.6-14) 
Kernanziehu ngsintegrale: ' 
Ä™/a,R) = J B £ ( a , r ) d 3 r (2.6-15) 
% > . * . R ) = / J T T R J B%p,r)#r (2.6-17) 
^ Ä ( « , i 9 , R i , R 2 ) = / [ ^ i 1 C a 1 F ) ] * B'^(ß.,r - R2)d\ (2.6-18) 
Zwei-Elektronen-Integrale: 
C A ( O ^ - R ) = / / [ 5 ™ i > , x ) ] * J ^ s f % V 0 , y ) d 3 * d 3 j , (2.6-19) 
Ä ! T > ' • P3, W R l - R 2 , R.3, R4) = 
/ I [ - B ^ 1 ( P l l X - R 1 ) ] * §Z2(P2,x-R2) [ f f & f o . y - R » ) ] * B ^ ( p . , , y - R - , ) 
y y ix-yi 1 x t ^ 
(2.6-20) 
1» Allgemeine Eigenschaften von B-Funktionen und 
Produkten von B-Funktionen 
j.l* Modifizierte Bessel-Funktionen 
J . l . l . Definition und allgemeine Eigenschaften 
D a die modifizierten Bessel-Funktionen i m folgenden mehrfach Verwendung finden werden, 
sollen hier einige wichtige Eigenschaften dieser Funktionenklasse angegeben werden. 
I Die modifizierten Bessel-Funktionen h{z) und Ku(z) sind für beliebige, komplexe Zahlen 
'z und u die beiden linear unabhäng igen Lösungen der modifizierten BessePschen Differen-
tialgleichung, also der linearen, homogenen Differentialgleichung zweiter Ordnung ( M O S , S. 
!66) 
d 2 d 
u„ (z ) = 0. (3.1-1) 
Aus der Form des Differentialoperators folgt sofort, daß mit uv(z) auch u-v(z) eine Lösung 
Ist. M a n kann demnach h(z) und I-„(z) als Lösungen wählen , vorausgesetzt, diese beiden 
Funktionen sind linear unabhäng ig . Dies ist nicht der Fa l l , falls v eine ganze Zahl ist. U m 
auch für ganzzahlige u eine zweite, linear unabhäng ige Lösung zu erhalten, definiert man 
J(u{z) mittels G l . (2,2-16). Ist v eine ganze Zahl , so muß man noch einen entsprechenden 
Limes bilden. Direkt aus der Definition, G l . (2.2-16), folgt die Symmetrie 
Kv(z) = K-u(z). (3.1-2) 
F ü r große Argumente z zeigen die modifizierten Bessel-Funktionen das Verhalten ( A S , S. 
377, G l . (9.7.1). A S , S. 378, G l . (9.7.2)) 
/ „ ( Z ) - P T T Z ] - 1 ^ e * , (3.1-3) 
F ü r kleine Argumente z gilt asymptotisch ( A S , S. 375, G l . (9.6.7) und G l . (9.6.9)) 
r\V— 1 Kv(z) ~ 2 i / - T ( t / ) z ' \ iv > 0). (3.1-6) 
Es gelten die folgenden, homogenen Rekursionsformeln ( M O S , S. 67): 
Iv-X(Z) = ^h(Z) + J „ + i ( * ) , (3.1-7a) \ 
Kv+i(z) = —Kv(z) +Kv-!(z). (3.1-7b) 
Die Rekursionsformel der / -Funktionen ist abwär t s s t ab i l , die der /^-Funktionen ist aufwärts-
stabil . Dies häng t mit den folgenden Monotonieeigenschaften zusammen (Olver 1974, S. 
251): 
M l : Die Funktion Iv(z) ist für festes v > O und O < z < oo positiv und wachsend mit 
wachsendem z, für festes z > O jedoch eine streng monoton fallende Funktion des 
nichtnegativen, reellen Index v. 
M 2 : Die Funktion Kv(z) ist für festes u > O und O < z < oo positiv und abnehmend 
für wachsendes z, für festes z > O jedoch eine monoton wachsende Funktion des 
nichtnegativen, reellen Index u. 
Ebenfalls mit diesen Monotonieeigenschaften h ä n g t das unterschiedliche Konvergenzver-
halten der Multiplikationstheoreme der modifizierten Bessel-Funktionen zusammen. Weil Iv 
eine monoton fallende Funktion des Index ist, konvergiert die unendliche Reihe i m Mul t ip l i -
kationstheorem der / -Funkt ion ( A S , S. 377, G l . (9.6.51)) 
Iv(sz) = s»Y, 2 W * ) (3-1-8) 
für beliebige s G C Hingegen konvergiert die Reihe im Multiplikationstheorem der K-
Funkt ion ( A S , S. 377, G l . (9.6.51)) 
oo /1 2\j j 
Kv(sz) = s» J2 " J - i 2 K»+M ^ A ' 9 ) 
3=0 " h 
nur für |1 — s2\ < 1, da die K-Funktionen mit wachsendem Index v schnell groß werden. 
3.1.2. Numerische Berechnung 
F ü r die numerische Berechnung der / -Funkt ionen kann man entweder die Reihendarstel-
lung (2.2-15) verwenden oder die Rekursionsformel (3.1-7a) mit dem Mil ler -Algor i thmus 
(Luke 1975, Abschnitt 9.10; Luke 1977, Kap . 19; W i m p 1984) kombinieren. Letzteres liefert 
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einen ganzen Str ing von Funktionswerten {Iu+n(z) : 0 < n < n m a x } , ohne d a ß man Start-
werte der Rekursion kennen muß . Für halbzahlige Indizes v — n + '/>, n 6 LNo hat man 
zusätz l ich noch die Beziehungen (Watson 1944, S. 80, G i n . (3.71-10), (3.71.-11)) 
-i-^^t]0jy.^r^ (3.M0) 
Für die Berechnung der / -Funktionen. Diese kann man zumindest für genügend große z 
verwenden. 
Falls man Startwerte Ku(z) und Ku+i(z) kennt, kann man die aufwär tss tabi le Rekur-
sionsformel (3.1-7b) benutzen, um einen ganzen String {Ku+n(z) : 0 < n < 72 m a x } zu 
berechnen. Fü r beliebige Indizes v ist die Berechnung der beiden Startwerte ein durchaus 
ernstzunehmendes Problem. Denn G l . (2.2-16) ist nur für relativ kleine Argumente sta-
bi l : D a die / -Funkt ionen für große Argumente proportional zu exp(z) wachsen, kann man 
die A ' -Funkt ion , die wie exp(—z) fällt, numerisch nur sehr schlecht als Differenz der bei-
den / -Funkt ionen berechnen. Es gibt eine ganze Reihe von Arbei ten (Luke 1971; Temme 
1975; Campbel l 1980; Kostroun 1980; Campbel l 1981; Hautot 1982; Thomson und Barnett 
1987; Weniger und Cfzek 1989) über Algorithmen zur Berechnung der Ä ' -Funkt ionen mit 
beliebigem Index //, die die Nachteile der Darstellung (2.2-16) vermeiden. 
Irn Falle ganzzahliger Indizes v = n £ INo kann man die Startwerte KQ(Z) und K\{z) 
für positive, reelle Argumente z mittels F O R T R A N - P r o g r a m m e n aus der N A G - B i b l i o t h e k 
( N A G 1983) berechnen: Das Programm S 1 8 C C F berechnet die Funkt ion exp(z)Ko{z)} das 
Programm S 1 8 C D F die Funktion exp(z)K\{z)y jeweils über abgebrochene Tschebyscheff-
Entwicklungen. In diesem Fall ganzzahliger Indizes, wie auch i m nachfolgend besprochenen 
fa l l halbzahliger Indizes, sind also die Startwerte für die Rekursion (3.1-7b) leicht zugänglich 
und demnach ganze Striugs von /C-Funktionen leicht berechenbar. 
Völlig problemlos ist die Berechnung der modifizierten Bessel-Funktionen für halbzahlige 
Indizes v = n + y2, n E INQ. Denn in diesem Fal l kann man die Darstellung (Watson 1944, 
S. SO, G l . (3.71-12)) 
j=Q J 
-J (3.1-12) 
benutzen. Hieraus kann man SiarLwerte für die Rekursionsforuiel (3.1 -7b) berechnen. 
3.2. Reduzierte Bessel-Funktionen 
3.2.1. E i n f ü h r u n g 
Reduzierte Bessel-Funktiurien zeigen Eigenschaften, die in der Quauleueheniie von Nutzen 
sein können . Darauf wurde von Shavitt 1963 sowie in anderem Zusamnienhang von Sleinborn 
und Mitarbei tern 1975 hingewiesen. 
Shavitt (1963, S. 15, G l . (55)) betonte den Umstand, daß diese Funktionen 
- i m Gegensatz zu skalaren Slater-Funktionen - sehr einfach als Integral über Gauß-
Funktionen dargestellt werden können. Mittels dieser Integraldarstellung kann man dann 
Darstellungen für Mehrzentren-Molekül integrale von exponentialartigen Bas is lünkt ionen als 
mehrdimensionales Integral über die wesentlich einfacheren entsprechenden Molekiilintegrale 
mit Gauß -Funk t ionen erhalten. Dieses Methode wurde numerisch von Shavitt und Karplus 
(1965) für Zwei-Elektronen-Integrale mit Is-, 2s- und 2p-0rbitalen verwendet. 
Steinborn und Mitarbeiter (Steinborn und Fil ter 1975c; Steinborn und Weniger 1977; 
Steinborn und Weniger 1978; Fil ter und Steinborn 1978a; Fil ter und Steinborn 1978b; Stein-
born und Fil ter 1980; Weniger 1982; Weniger und Steinborn 1983b) untersuchten die redu-
zierten Bessel-Funktionen einerseits, um sie als exponentialartige Bas is lünkt ionen für L C A O -
Rechnungen zu verwenden, andererseits, weil Molekülintegrale mit SIater-Funktionen als 
Linearkombinationen von Molekü!integralen mit reduzierten Hessel-Funktionen (und deren 
nicht-skalaren Verallgemeinerungen) dargestellt werden können. 
Im folgenden werden wir Eigenschaften der reduzierten Bessel-Funktionen und der auch 
als „Radia l te i l einer skalaren B-Funkt ion" bezeichneten, modifizierten Funktion (Weniger 
1982, S. 29, G l . (2.6-2); Weniger und Steinborn 1983b, S. 2028, G l . (3.10)) 
(3.2-1) 
*n-Vfe(*) (3.2-2) 
zusammenstellen, die für folgende Abschnitte grundlegend sind. 
Fü r halbzahlige Indizes v = n -f 1ZJ, n £ INo, ergeben sich aus der Definition, G l . (3.2-1), 
unter Verwendung von G i n . (2.2-8), (2.2-10), (2.2-21c), (2.2-22) und (3.1-12) die Darstellun-
gen 
= zn e _ * 2 Fo ( - n , n + 1;-I/{2z)), (3.2-3b) 
= 2 n ( l / 2 ) n e - ' i F i C - n ; - 2 n ; 2z), (3.2-3c) 
= (-2)-nn\e-zL{n2n-l){2z), (3.2-3d) 
= x n + 1 f c n ( z ) . (3.2-3e) 
Die Funktion kn+^2(z) ist demnach ein Produkt eines Polynoms in z mit einer Exponential-
funktion. Der polynomiale Ante i l 
« « ( * ) = e 2 * „ + . A ( z ) (3.2-4) 
gehör t zu den in der mathematischen Literatur wohlbekannten Bessel-Polynomen (Grosswald 
1978). Unter Verwendung der Beziehung (Buchholz 1969, S. 214, G l . (Ic)) 
W m + ( j , + 1 J / 2 i ( , / 2 ( s ) = ( - l ) m m ! ^ + 1 > / 2 e - * / 2 L ^ ( Z ) 1 (m G LN) (3.2-5) 
zwischen der VVhittaker-Funktion, vgl. G l . (2.2-21b), und den verallgemeinerten Laguerre-
Polynomen sowie von G l . (3.2-3d) kann man noch folgende Darstellung der reduzierten 
Bessel-Funktionen mit halbzahligen Indizes v = n + 1ZJ angeben: 
h+>h{z) = znW0,_n_,h(2z) = znWl>^h{2z). (3.2-6) 
Hier wurde die Beziehung WKtU(z) — WKt-u(z) benutzt ( M O S , S. 299). Dies kann man 
verallgemeinern: F ü r beliebige v gilt 
k„(z) - Zv-^W0tuVz). (3.2-7) 
Dies folgt leicht aus der Beziehung W0tU(z) = (z/ir)lf*Ky(z/2) (vgl. M O S , S. 305). 
3.2.2. Rekursionsformel und Berechnung 
Unmittelbar aus der Definition der reduzierten Sessel-Funktionen und der Rekursionsbezie-
hung (3.1-7b) der K-Funktionen folgen die Rekursionsformeln 
K+i(z) = 2u kv{z) + z2 kv-i(z), (3.2-8a) 
= (2n - 1) * „ - . £ ( * ) + z2k-^(z)> (3.2-8b) 
~ 2?i — 1 ~ z2 ~ 
k ^ z ) = 2^T2 K - * { z ) + i ^ T T ) * - * ( * ) - ( 3 - 2 " 8 c ) 
die für halbzahlige Indizes v = n + unter Verwendung der Startwerte (Weniger 1982, S. 
204, G l . (A2-5)) 
M * ) = e~ z, * ^ 0 ) = (1 + z) e" z , (3.2-9a) 
M * ) = ^ e~*> M * ) = 1 Y f e " ( 3 - 2 " 9 b ) 
erlauben, ganze Strings {kn+i/2(z) : 0 < n < n m a x } bzw. { & n + y 2 ( 2 ) : 0 < n < n m a x } von 
Funktionswerten zu berechnen. Insbesondere kann selbst für sehr große n kein O V E R F L O W 
entstehen, wenn man die Funktionen (3.2-2) verwendet. Denn für positive Argumente und 
Indizes n — 1Z*, n G IN, sind diese Funktionen immer kleiner als 1 (Weniger 1982, S. 53, 
G l . (3.4-27); Weniger und Steinborn 1983b, S. 2028). F ü r ganzzahlige Indizes kann man 
die Rekursion (3.2-8a) na tü r l i ch ebenfalls verwenden, wenn man sich Startwerte über KQ[Z) 
und K\(z) verschafft; diese Funktionen können j a mittels N A G - R o u t i n e n bequem berechnet 
werden, vgl. Abschnit t 3.1. 
3.2.3. Verhalten für g r o ß e und kleine Argumente 
Aus dem asymptotischen Verhalten der / f -Funkt ion für große Argumente, G l . (3.1-4), folgt 
sofort, daß die reduzierten Bessel-Funktionen - wie schon e rwähn t - zu den exponentialar-
tigen Funktionen gehören, da sie für z —> oo exponentiell abfallen: 
%„{z)~ Zu-l^e". (3.2-10) 
Auße rdem sind die reduzierten Bessel-Funktionen mit positiv-reellen Indizes u am Nul lpunkt 
endlich, wie man unter Verwendung der G i n . (2.2-15) und (2.2-16) leicht sieht (vgl. Weniger 
1982, S. 34, G i n . (3.2-2) und (3.2-3), sowie S. 53, G l . (3.4-27); Weniger und Steinborn 
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1983b, S. 2027, G l . (3.2)): 
ku{0) = ^ - 1 Z 2 T T - 1 / 2 I » , (3 .2- l la ) 
£ n + 1 / 2 ( 0 ) = 2 B ( l / 2 ) „ = ( 2 n - 1)!!, (3 .2- l lb ) 
Z (r>y_2n-W)n-i _ ( 2 n - 3 ) ü 
2^! " (2n)ü < h ( 3 - 2 " l l c ) 
Die reduzierten Bessel-Funktionen mit negativem Index ^ besitzen dagegen am Nul lpunkt 
eine Singular i tä t vom Grade 2v, was aus der Beziehung (Weniger 1982, S. 35, G l . (3.2-5); 
Weniger und Steinborn 1983b, S. 2028, G l . (3.3)) 
k-v(z) = z-2vkv(z) (3.2-12) 
sofort folgt. Damit scheiden reduzierte Bessel-Funktionen ku(ar) mit negativen Index v < 
— y2 als Basisfunktionen aus, da die resultierenden Funktionen nicht quadratintegrabel sind. 
3.2.4. Differentiationseigenschaften 
W i r betrachten jetzt Differentiationseigenschaften der reduzierten Bessel-Funktionen. Sie 
genügen der Differentialgleichung (Weniger 1982, S. 35, Gl.(3.2-6)) 
d 2 I d ' 
kv(z) = 0, (3.2-13) 
wie aus der Differentialgleichung G l . (3.1-1) der /T-Funktion leicht folgt. 
Aus den Differentiationseigenschaften ( M O S , S.67) 
Dm WK11(Z)) = (-l)mz"-mK„.m{z) (3.2-Ma) 
Dm [z-"Kv(z)\ = (-\)mz-"-mKu+m(z) (3.2-Mb) 
der A'-l-unklionen folgen die Beziehungen (Filter und Steinborn 1978b, S. 2, Gl. (2.10)) 
Dm h[z) = ( - l ) m K-m{z) (3.2-15a) 
k„(z) =-Zk^l(Z) (3.2-15b) 
ku+m(z) = ( _ l ) - » z ^ + 2 m D m J z - ^ z ) ] (3.2-16a) 
%n-*(*) = {-Irz2m-1D? [**_*(*)] . (3.2-16b) 
Die letzten beiden Gleichungen kann man auch aus G l . (3.2-15a) durch die Ersetzungen 
u —> — v bzw. v —• - 1 Z 2 erhalten. Der Bessel-Operator D2, vgl . G l . (2.3-1), wirkt 
demnach normalerweise als Absteigeoperator für die reduzierten Bessel-Funktionen. E r 
kann aber auch dazu benutzt werden, reduzierte Bessel-Funktionen mit hohem Index aus 
solchen mi t niedrigem Index zu berechnen, wenn man geeignete Potenzen des Arguinents 
heranmultipliziert . 
Reduzierte Bessel-Funktionen mit halbzahligen Indizes besitzen eine ganze Reihe weiterer 
DifFerentiationseigenschaften. M i t den Definitionen 
S = Z-^ (3.2-17) 
und 
n / I _ \ 
P n W = IF* " + = " 1 ^ x ~ '31-{X ~ 2 , 1 + 1 J = ( - ' 2 ) n ) ( 3 - 2 " 1 8 ) 
gilt (Grosswald 1978, S. 10, Theorem 2) : 
*»+•*(*) = P » ( * ) e " * - (3.2-19) 
A u c h die folgende Rodrigues-Relation ist bekannt (Grosswald 1978, S. 56): 
*,+ *(*) = ( - 2 i " " « ^ 2 " + , - £ r [ « " " " ' e - 2 ' ] • (3.2-20) 
Anscheinend neu ist die folgende Beziehung zwischen reduzierten Bessel-Funktionen und 
ihren Ablei tungen. Die ??i-te Ablei tung einer reduzierten Bessel-Funktion mit halbzahligem 
Index kann als endliche Summe über reduzierte Bessel-Funktionen vom gleichen Argument 
geschrieben werden: 
— Ln+1/2{z) - ( -1 ) 2 ^ V ; + ' M ~ ) ' (3.2-21) 
Der Beweis dieser Beziehung ist in Anhang A zu finden. Diese Bezieiiung wird besonders 
einfach für m = 2, wie man sogar für beliebige Indizes u zeigen kann: Unter Verwendung 
der Differentialgleichung (3.2-13) und der Formel für die Ablei tung, G l . (3.2- 15b), rechnet 
man leicht 
d 2 ~ 
- r - j kv(z) = kv(z) - (2v - 1) k„-i(z) (3.2-22) 
nach. 
Aus G i n . (3.2-15b) und (3.2-22) folgt die Beziehung 
Ak„(ar) = oT \ kv(ccr) - (2v + 1) Jfe„_i (ar)] , (3.2-23) 
wobei man nur den Radial tei l A r des Laplace-Operators aus G l . (A.2-25) zu verwenden 
braucht. 
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3.2.5. Monotonie und modifizierte Neumannreihen 
D a reduzierte Bessel-Funktionen aufgrund ihrer Definit ion, G l . (2.2-17), ebenso wie die K-
Funktionen für positive Argumente positiv sind, ergibt sich aus G l . (3.2-15b), daß auf der po-
sitiven Halbachse die reduzierten Bessel-Funktionen monoton fallend sind. Die A b s c h ä t z u n g 
M*) < MO), (0 < z < oo), (3.2-24) 
ist eine einfache Folgerung. 
Die aus der Monotonieeigenschaft folgende A b s c h ä t z u n g (3.2-24) kann in Verbindung 
mit dem Majorantenkri terium benutzt werden, um Aussagen übe r die Konvergenz von 
unendlichen Reihen nach reduzierten Bessel-Funktionen vom T y p 
OO 
zu machen (modifizierte Neumann-Reihen). Denn wegen der genannten A b s c h ä t z u n g ist für 
z e IR+ 
OO 
£ M * ) | f c , + > ( 0 ) (3.2-26) 
J = J 
eine Majorante. Konvergiert die Majorante, so folgt daraus die absolute und gleichmäßige 
Konvergenz der ursprüngl ichen Reihe. 
3.2.6. Multiplikationstheoreme und erzeugende Funktion 
Als Beispiel für die Verwendung der Monotonieeigenschaft bei Konvergenzaussagen modifi-
zierter Neumann-Reihen betrachten wir das Multipl ikationstheorem der reduzierten Bessel-
Funktionen(Weniger und Steinborn 1983b, S. 2028, G l . (3.11)) 
QQ /1 _ 2 \ j 
K(SZ) = S2^ J2 -^nr **+'" w> (3-2'27) 
J = O H 
das aus dem Multiplikationstheorem der /( '-Funktionen, G l . (3.1-9), sofort folgt. Die Majo-
rante 
oo J 1 O ij 
J = O J ' 
°° 11 21 j 
= I5!2" E L I ^ T L 2 ^ r ( i / + j)(2ir) - * 
j=o l h (3.2-28) 
0 0
 ( \ 
= 2 Vrw(2irr * E 1 T I 1 - s 2 I j 
= 2 * | 5 | 2 " I > ) ( 2 * ) - , V o ( * ; I l - S 2 D 
konvergiert, falls |1 — s 2 | < 1 gilt. Also konvergiert für diese Werte von s auch die Reihe im 
Multiplikationstheorem (3.2-27) absolut und gleichmäßig. 
Durch die Variablensubstitution t = 1 — s 2 sieht man sofort, daß man als eine erzeu-
gende Funkt ion der reduzierten Bessel-Funktionen wiederum eine reduzierte Bessel-Funktion 
wählen kann: 
0 0 V 
[1 - tr M [ l - t] **) = E W * ) - (3-2-29) 
Eine andere Form des Multiplikationstheorems erhä l t man aus G l . (3.2-27), wenn man 
zunächs t die Ersetzung u —> — u vornimmt und dann G l . (3.2-12) benutzt: 
oo , 2\; 
W i e die ursprüngl iche Form (3.2-27) konvergiert die neue Form des Multiplikationstheorems 
für den Bereich |1 — s 2 | < 1. F ü r s = 0 ergibt sich daraus die interessante Beziehung 
^-¥^W)^W'%'-(Z)- (3-2"31) 
Setzt man i n der letzten Gleichung v = 1/2, so erhä l t man sofort die von Fi l te r und 
Steinborn anders abgeleitete Beziehung (Fil ter und Steinborn 1978a, S. 83, G l . (6.5)) 
OO 
I = E ^ V - / , « - (3-2-32) 
Beide Darstellungen sind aufgrund ihrer langsamen Konvergenz eher zu analytischen Unter-
suchungen als zu numerischen Berechnungen geeignet. 
3.2.7. Endliche Darstellungen anderer Punktionen 
Eine Reihe anderer Funktionen kann als endliche Summe von reduzierten Bessel-Funktio-
nen dargestellt werden. Dies wird i m folgenden gezeigt. 
F ü r das Produkt aus einer Potenz und einer reduzierten Bessel-Funktion gilt (Fi l ter und 
Steinborn 1978a, S. 83, G l . (6.1)) 
= E 2 3 ("I2) C " 2 T m ) . 0.2-33) 
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für n G IN und m G {0, - 1 } U IN. Die obere Summationsgrenze ist m/2 für gerade m und 
n + (m —1)/2 für ungerade rn aufgrund des Verschvvindens entweder des Binomialkoeffizienten 
oder des Pochhammer-Symbols. 
Aus G i n . (3.2-33) und (3.2-9a) folgt für m — k — 1 und n — 1, daß man den Radial tei l von 
skalaren Slater-Funktionen als endliche Summe von reduzierten Bessel-Fuidvtionen schreiben 
kann (Steinborn und Filter 1975c, S. 276, G l . (4.2)): 
= t ( 2 i - * X - 2 j ) " ^ ( Z ) - ( 3 ' 2 - 3 4 ) 
Dies ist gewissermaßen die Umkehrung von G l . (3.2-3a), die man auch als Darstellung einer 
reduzierten Bessel-Funktion als endliche Linearkombination von Radialteilen skalarer Slater-
Funktionen auffassen kann. Unter Verwendung von G l . (3.2-34) sieht man sofort, daß 
ganzzahlige Potenzen von z als endliche Linearkombination von Bessel-Polynomen 6n(z), 
vgl. G l . (3.2-4), dargestellt werden können (Grosswald 1978, S. 73, G l . (9)). 
Unter Verwendung der expliziten Darstellung (2.2-22) der verallgemeinerten Laguerre-
Polynome als Summe über Potenzen kann man die Beziehung (Fil ter und Steinborn 1980, 
S. 2728, G l . (3.15)) 
e~ZLia)(2-) N p ( - 2 ) j r ( n + a + J - f l ) ? 
ableiten unter Verwendung von G l . (3.2-34) und Vandermondes Theorem (Filter und Stein-
born 1978a, S. 80, G i n . (2.11) und (2.12)). Gleichung (3.2-35) kann man verwenden, um 
mittels der Rekursion der verallgemeinerten Laguerre-Polynome ( M O S , 241) 
ZLiS+1H') = (n + o + l)L{n\z) - (n + 1)4+1 W (3-2-36) 
die folgende Relation abzuleiten (Filter und Steinborn 1980, S. 2728, G l . (3.17); Weniger 
1982, S. 45, G l . (3.3-25)): 
e - tf'(2„ = (2« + a + 1) ± ^ ^ ^ ^ W«>- (3*37, 
Diese Gleichung ist mehr für analytische als für numerische Zwecke interessant: Wegen des 
alternierenden Vorzeichens wird die Beziehung für höhere Werte von n numerisch instabil 
(Weniger 1982, S. 45). Die letzte Gleichung und die Beziehung (3.2-35) wurden allerdings 
schon benutzt (Weniger 1985), um Formeln für die Fourier-Transformierten von Lambda-
Funktionen, G l . (2.5-5), Couloinb-Sturmians, G L (2.5-6), und Bioithogonalfunktionen von 
Coulomb-Sturmians, G l . (2.5-7), herzuleiten, die jeweils die Form eines Produktes eines 
verallgemeinerten Laguerre-Polynoms, einer Exponentialfunktion und einer Kugelfunktion 
haben. 
D a man andererseits jedes verallgemeinerte Laguerre-Polynoiii mit Testern oberen Index als 
endliche Summe von verallgemeinerten Laguerre-Polynomen mit einem beliebigen anderen, 
festen oberen Index schreiben kann ( M O S , S. 249) 
lassen sich aufgrund der Darstellung (3.2-3d) reduzierte Bessel-Funktionen durch exponen-
tialartige Funktionen vom Laguerre-Typ wie folgt ausdrücken: 
Dieses Ergebnis unterscheidet sich von in der Literatur (Filter und Steinborn 1980, S. 2728, 
G L (3.13); Weniger 1982, S. 45, G L . (3.3-32)) angegebenen Resultaten um den Faktor 
( — l ) n . Das hier angegebene Resultat ist das richtige, wie man z .B. dadurch sieht, daß man 
G l . (3.2-3d) für die Wahl a = -2n - 1 richtig zurückerhäl t . 
A u f Produkte von reduzierten Bessel-Funktionen, die man auch durch endliche Summen 
von reduzierten Bessel-Funktionen darstellen kann, werden wir in einem eigenen Abschnit t 
eingehen wegen ihrer Bedeutung im Rahmen der Theorie der Molekül in tegra le . 
3.2.8. Integraldarstellungen 
W i r kommen jetzt zu den Integraldarstellungen der reduzierten Bessel-I iunktionen, die oben 
schon e rwähn t wurden. Diese Darstellungen werden in späteren Abschnit ten sehr wichtig 
sein. 
(3.2-38) 
J = O V J 7 
(3.2-39) 
Ausgehend von der Beziehung ( E T I , S. 283, G l . (40)) 
OO 
(3.2-40) 
o 
erhalten wir für 2a 1 / 2 = 1 und z = plk > O die Gleichung 
(3.2-41) 
o 
Durch die Substitution t l / ( 4 i ) wird daraus 
,"-1 E - * 7 ( « ) - t d t (3.2-42) 
o 
Die erste dieser beiden Integraldarstellungen zeigt, daß bis auf einen numerischen Vorfaktor 
die reduzierte Bessel-Funktion ku(^/p) die Laplace-Transformierte g e m ä ß G l . (2.4-2) der 
Funktion. fu(t) = e-1^it^/(2t)v+l ist. M a n kann dies formal übe r K^yJp) oc Cfu{p) 
ausdrücken . 
Bemerkenswert ist auch, daß man die beiden Integraldarstellungen als lineare Abbi ldung 
von Potenzen auf reduzierte Bessel-Funktionen auffassen kann. Die Abb i ldung ist invertier-
bar, da die Laplace-Transformation diese Eigenschaft hat. Diese Beobachtung kann man 
ausnutzen, um gegebene Funktionen in Reihen nach reduzierten Bessel-Funktionen zu ent-
wickeln (Fil ter und Steinborn 1978a, Abschnit t 5; Weniger 1982, Anhang D) . M a n m u ß zu 
einer gegebenen Funktion / die inverse Laplace-Transformierte ermitteln, einen Faktor - i m 
wesentlichen eine Exponentialfunktion - abspalten und den Rest in eine Potenzreihe in l/t 
entwickeln. Aus den Koeffizienten der Potenzreihe e rhä l t man dann auf einfache Weise die 
gesuchten Entwicklungskoeffienten. 
V o m numerischen Standpunkt aus ist bemerkenswert, daß die Integranden der beiden 
Integraldarstellungen am Rand des Integrationsintervalles mitsamt allen Ableitungen expo-
nentiell verschwinden. Aufgrund der Euler-MacLaurin 'sehen Summenformel ( D R , S. 136, 
G l . (2.9.14)) ist daher zu erwarten, daß die Integrale mittels einer Trapezformel gut zu 
berechnen sind. M a n sollte in diesem Zusammenhang beachten, daß ein ähnl iches Verhalten 
des Integranden bei der IMT-Rege l ( D R , S. 142-144) erst durch eine Koordinatentrans-
formation erzwungen wird: Diese könn te hier entfallen. Das einzige Problem dabei ist, 
daß ein unendliches Integrationsgebiet vorliegt, man also die Konvergenz der Trapezregel 
.sowohl hinsichtlich Maschenweite des Quadraturgitters als auch bezüglich der oberen Inte-
grationsgrenze auszutesten hat. Dieses Problem kann man allerdings durch eine einfache 
Koordinatentransformation (Homeier und Steinborn 1990a, G l . (2.9)) 
[des halbunendlichen Mntervalles auf das endliche Intervall [—1,1] lösen: Das exponentielle 
Verschwinden des Integranden an den Integrationsgrenzen bleibt auch nach der Koordina-
^tentransformation erhalten. 
t = i 
1 4- u 
I-U 
U G [-1,1] , f G ( 0 , o o ) (3.2-43) 
3,2.9. Fourier-Transformation 
W i r wollen jetzt die Integraldarstellung (3.2-42) verwenden, u m die Fourier-Transformierte 
der reduzierten Bessel-Funktionen zu berechnen. Dazu betrachten wir etwas allgemeiner 
Funktionen 
Ku(A,a;r) = k„ {[A2 + a 2 r 2 ) ^ ) (3.2-44) 
im d-dimensionalen Raum. M i t G l . (2.4-lb) erhalten wir nach Einsetzen der Integraldar-
stellung (3.2-42) und Vertauschen der Integrationsreihenfolge ein inneres Integral, in dem 
die Fourier-Transformierte einer Gauß-Funk t ion auftaucht. 
Tc v (A 7 Qjp) = (2*)-* J e " i p r Ku(A,a\r)ddr 
(3.2-45) 
Das innere Integral läßt sich demnach problemlos ausführen. Es ergibt sich, daß man 
das entstehende eindimensionale Integral wieder mittels G l . (3.2-42) als reduzierte Bessel-
Funkt ion schreiben kann. A u f diese Weise folgt 
Jlv 
(3.2-46a) 
= C-dA2^d k_^d/2 (A{\ + p 2 / « 2 ) * ) = a-dA2»+dK_^d/2(AyA/a;p). 
(3.2-46b) 
M a n sieht also aus der zweiten Zeile, daß die Klasse der durch G l . (3.2-44) gegebenen 
Funktionen bis auf konstante Faktoren durch die Fourier-Transformation in sich abgebildet 
wird, falls A ^ O gilt. Aus der ersten Zeile ergibt sich andererseits, daß die Fourier-
Transformierte für A = O besonders einfach wird: 
(2,)-^-J e - * - ' M o r ) d ' r = ^ W ( O ) - (3.2-47) 
Besonders wichtig ist na tür l ich der Fal l d = 3. Dann ergeben sich die Beziehungen 
(3.2-48a) 
= a - 3 A 2 " + 3 (A(l +p2/a2)*) = a - 3 A 2 ^ 3 K_„_3/2(A, A / o ; p ) 
(3.2-48b) 
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(2.)-* J G - ^ % ( a r ) d * r = ^ ^ (3.2-49) 
Betrachtet man nun noch halbzahlige Indizes v — n — y 2, so folgt 
(2*)-* / e-** fcB_1A(«r)d3r = * ( p 2 ^ j „ + , . (3.2-50) 
W i r werden spä te r sehen, daß dieses Resultat zu bekannten Ergebnissen für die Fourier-
Transformierte von skalaren £?-Funktionen äquivalent ist. 
3.3. Produkte von reduzierten Bessel-Funktionen 
Wie sich spä te r genauer zeigen wird, spielen ein- und zweizentrige Produkte von Basis-
lünkt ionen eine wichtige Rolle als Bausteine von rnebrzentrigen Molekül in tegra len . In diesem 
Abschnitt werden daher teils bekannte, teils neue Darstellungen für Produkte von reduzierten 
B esse 1 - Fu n k tionen z usam mengesteilt. 
3.3.1. Einzentrige Produkte zweier reduzierter Bessel-Funktionen 
W i r behandeln zunächst einzentrige Produkte. Hier ist folgende Darstellung bekannt 
(Fil ter und Steinborn 1978a, S. 83, G i n . (6.8) und (6.9)) 
ln+>/Mr)kn+i/7(ßr) = + 0)r) , (3.3-la) 
J=Q 
min (m+n,2j'4-1) 
c™-n(a,ß) = (-\y2>-m-n Y, 
(* + l)! 
( * - » ! ( 2 ; + l - * ) ! 
K—J 
OL + i 
k 
nm'n(ß/a), 
(3.3-lb) 
" T " ( 2 " - * + 0 ' ( 2 n - q i , . , 3 1 . 
U * ( ' T ) = 2 - t\(k-l)\(m-k + l)\(n-l)\X- ( 3 3 - l c ) 
Durch Einsetzen der zweiten und der dritten in die erste Zeile sieht man, daß man mit diesen 
Beziehungen das Produkt zweier reduzierter Bessel-Funktionen mit verschiedenen Argumen-
ten als eine dreifache, endliche Summe über reduzierte Bessel-Funktionen mit der Summe 
der Argumente als Argument schreiben kann. Diese Beziehungen sind relativ kompliziert . 
W i e man sich leicht klarmacht, ist die Auswertung der Summe in GIeiehung (3.3-Ic 
numerisch für x > O völlig stabil, da nur positive Terme aufsummiert werden. In den anderen 
beiden Summen treten allerdings alternierende Vorzeichen auf, so daß mit Stellenverluster 
zu rechnen ist. 
U m alle benö t ig ten Koeffizienten { C ™ , n ( a , ß ) : O < j < m + n} mittels G l . (3.3-1 b) zu 
berechnen, scheint es am besten zu sein, den ganzen String {T[™,n(ß/a) : O < Ic < m + n 
vorher zu berechnen und abzuspeichern. 
Statt G l . (3.3-lb) direkt zu verwenden, kann man auch folgende Beobachtung ausnutzen 
M i t einer einfachen Indextransformation folgt aus G l . (3.3-lb) die Gleichung 
( i + i ) ! 
min(m+?i- j j + l) 
k fj + 1 
<y + ß 
k+i 
Ic=O X 
(3.3-2) 
Vergleicht man das mit der (j + l)-ten Potenz des Differenzenoperators A j , definiert durch 
(3.3-3) 
so erhält man das Resultat 
Cf'n{aJ) = {-iy+iy-m-"jj-^y [Aj]3+1 V?»(a,ß), (3.3-1) 
das zeigt, daß die Koeffizienten als (j + l)-te Differenzen der Größen 
7>f '-(a, ß ) = \ Ü + I)'- [gß]' n ; m ' n ( / 5 / « ) für 0 < j < m + u ( 3 - 3 _ 5 ) 
10 sonst 
dargestellt werden können . Dies zeigt, daß bei der numerischen Berechnung der Koeffizienten 
möglicherweise Ins t ab i l i t ä t en auftreten können. 
Die Formeln in G l . (3.3-1) können hergeleitet werden, indem man mittels G l . (3.2-3a) die 
beiden reduzierten Bessel-Funktionen als endliche Summen von skalaren Slater-Funktionen 
CTJ(Z) = z'-1 e~* (3.3-6) 
ausdrück t , und dann jeweils Produkte von skalaren Slater-Funktionen übe r 
m - l fin-1 
als eine skalare Slater-Funktion vom Summenargument ausdrück t . M a n erhä l t so 
W / , K ) kn+l/l(ßr) = *,•+, ((a + /?)r) ( q + ß ) } af-"(ß/a). (3.3-8) 
Schließlich ersetzt man die skalaren Slater-Funktionen via G l . (3.2-34) durch reduzierte 
\ Bessel-Funktionen und erhäl t so G l . (3.3-1). 
' 3.3.2. Andere einzentrige Produkte 
Analog zur Ablei tung der Darstellung (3.3-1), die i m letzten Abschnitt beschrieben wurde, 
soll jetzt eine Darstellung der Form 
m+n+t 
rUkm+*k(ar)kn+>h{ßr) = £ Cj1^ay ß) kJ+i+ y 2 ( (a + ß)r) (3.3-9) 
hergeleitet werden. Die linke Seite der letzten Gleichung tritt auf, wenn man ein Produkt 
zweier nichtskalarer ^-Funkt ionen am gleichen Zentrum linearisieren wi l l , wie wir spä ter 
sehen werden. Nach Abspaltung der Exponentialfunktionen steht auf beiden Seiten von 
G l . (3.3-9) ein Polynom vom Grade m + n + 2£ in r. W i r setzen nun auf der linken Seite für 
die beiden reduzierten Bessel-Funktionen ihre Darstellungen (3.2-3a) ein und erhalten 
r2ekm+1/7{ar)kn+i/2{ßr) = 
, 9 - - f f (m + j ) ! („ + *)! ( 2 a ) " - W " * „ 
J T j p J j\(m-j)\k\{n-k)\{a~r ß ) m + n - ^ k + 2 i 1^3-lUJ 
x [ ( a ^ ß ) r } m + n - ' - k + 2 £ e ~ ^ r . 
Jetzt kann man G l . (3.2-34) verwenden. Nach Umkehrung der Summationsreihenfolge und 
Indextransformationen j = m — yLz, k = n - v ergibt sich 
r 2 ^ w + 1 / 2 ( a r ) ^ n + 1 / 2 ( / 5 r ) = 2 - m - " £ *A+*+Vb ( ( ° + * 
A = O 
™ « ( 2 m - M ) ! (2n-v)\ (2q)*(2/?)" ( . 
x ( / i + i / + 2 * + l ) ! - ; 
"(2A + l - (M + */))!(2(/tf + i / + / - A ) ) ! ! 
Nach einer weiteren Indextransformation k = p -f v kann man G l . (3.3-lc) verwenden und 
erhä l t nach einigen Umformungen das Resultat 
r2lkm+1/2(ar)kn+r/2{ßr) = 
(-] \lo-m-n-e rn+n+£ 
(a + ß)M 
min(m+n,2j-f 1) 
(3.3-12) 
E 
(A + 2 / + 1 ) ! 
(k + £ - j)].{2j + 1 - fc)! 
Jk=max(0,;-£) 
Dies ist von der Form der G l . (3.3-9), wenn man 
_ wt+iy-'"—1 m i " < m g 2 ' + 1 > {k + 2i + 1)! 
(a + ß)ie 
fc=max(0,;'-£) + j)!(2j + l - * ) ! 
Il™>n(ß/a) 
setzt. 
Dies kann man analog zum Fall ^ = O auf die Form 
r1n,n,e, m { _ i y + l + h j - m - n ~ i Q > / + 1 ) ' ro>n, ß ) 
(3.3-13) 
(3.3-14) 
bringen, wenn man G l . (3.3-3) verwendet. A u c h hier kann man also die Koeffizienten 
als höhere Differenzen von Größen darstellen, die eng mit den in G l . (3.3-5) definierten 
Ausdrücken z u s a m m e n h ä n g e n . 
Schließlich soll noch eine einfache Rekursion für die C-Koeffizienten angegeben werden. 
Mult ip l iz ier t man die Definitionsgleichung (3.3-9) auf beiden Seiten mit r 2 , so kann man 
zunächs t die Gleichung wiederum erhalten, allerdings mit einem um eins e rhöh ten Wert 
von L Andererseits kann man aber auch mit Hilfe der Rekursion (3.2-8a) die Potenz in 
die reduzierten Bessel-Funktionen absorbieren. Einfache Umformungen führen dann auf die 
Relation 
C^(CtJ) = (a + ß)2C?'n'e+1(atß) + (2j + 2* + 3 ) C ; m ' n ' ' ( o , ß). (3.3-15) 
Diese Beziehung ist stets richtig, wenn man definiert, daß Cpn>c{a,ß) = 0 gil t , wenn 
0 < j < m + n + ^ nicht erfüllt ist. Die numerische Stabi l i tä t dieser zweidimensionalen 
Rekursion hängt vom Vorzeichenmuster der Koeffizienten ab und sollte numerisch untersucht 
werden. Startwerte kann man mit G l . (3.3-13) berechnen. 
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Man kann einzentrige Produkte von reduzierten Bessel-Funktionen nicht nur linearisieren, 
sondern auch direkt mittels Rekursionen behandeln. Dazu definieren wir 
O a , 0 , r ) = r ' i r a + V l ( a r ) kn+lfl(ßr). (3.3-16) 
Mittels der Rekursion (3.2-8a) der reduzierten Bessel-Funktionen kann man leicht über die 
Betrachtung von r2Pfn n(a, ß,r) die folgenden beiden Rekursionsbeziehungen herleiten: 
« " 2 k £ . + 2 , „ ( a , / 5 . ' - ) - (2m + 3 ) - P / n + 1 , „ K / ? , r ) ] = 
r i (3.3-17) 
= r 2 [ < „ + 2 ( a , / ? . » • ) - (2n + i)P,enin+i{c,ß,r)\ , 
^ + 2 , „ K / 3 ^ ) = « 2 - P n + n 1 ( " ^ , r ) + (2m + 3)P^ + 1 , n (a, i 9,r) . (3.3-18) 
Diese Rekursionen können sofort auf Integrale über t ragen werden, die die entsprechenden 
einzentrigen Dichten enthalten. Dazu definieren wir 
Qem,n(cßM = | / ( r ) P < , n ( a , / ? , r ) r 2 d r . (3.3-19) 
Es folgt unmittelbar 
[ < & + 2 , „ ( a , W ] - (2m + 3)#, + 1,B(a,/J)[/]] = 
= ß~2 [ < ? m , « + > K / ? ) [ / ] ~ (2» + VQi,»+, K / ? ) [ / ] ] -
(3.3-20) 
G m + 2 . » ( « . f l [ / ] = o 2 0 " > W ] + (2m + 3)<?<+1,n(a,/?)[/]. (3.3-21) 
Die S tab i l i t ä t dieser Rekursionen ist nicht ohne weiteres klar. Wahrscheinlich sind die beiden 
mit drei Termen stabil, wenn man sie in Richtung wachsender m verwendet, vorausgesetzt, 
alle Terme sind positiv wie in G l . (3.3-18). Denn dann werden nur positive Terme addiert, 
was numerisch stabil sein dürfte. Die Stabi l i tä t der beiden Rekursionen mit vier Termen 
bleibt numerisch zu untersuchen. Inwieweit die obigen Rekursionen anwendbar sind, h ä n g t 
natür l ich auch davon ab, ob und wie gut man geeignete Startwerte berechnen kann. 
3.3.3. Zweizentrige Produkte 
W i r behandeln im folgenden Darstellungen für Produkte von zwei reduzierten Bessel-
Funktionen an verschiedenen Zentren. 
Wenn man die Integraldarstellung (3.2-42) für beide reduzierte Bessel-Iumktionen in einem 
Produkt verwendet, e rhäl t man 
OO OO 
M « ) M v ) = ( ; ) Jy(2xr-1e-»^4x,-z(2yr1e-^4*,-»di-dy. (3.3-22) 
o o 
In diesem Doppelintegral kann man jetzt die Substitution x = st, y = *( 1 - t) vornehmen: 
it2/l + ir/([ -t) 
45 
0 
dt. 
(3.3-23) 
Offensichtlich läßt sich das innere s-Integral wiederum mittels G l . (3.2-42) ausführen. Als 
Resultat ergibt sich die folgende eindimensionale Integraldarstellung für ein beliebiges Pro-
dukt zweier reduzierter Bessel-Funktionen mit positiven Argumenten: 
Diese Darstellung kann man übrigens auch erhalten - wenn auch erst nach etwas längerer 
Rechnung - wenn man von der lntegraidarstellung (3.2-41) statt von G l . (3.2-42) ausgeht. 
Zu bemerken ist, daß die Indizes der reduzierten Bessel-Funktionen summiert werden, um 
den Index der reduzierten Bessel-Funktion im Integranden zu erhalten. Sind also ;t = ?n+ '/2 
und v = n + halbzahlig, so ist der Index der inneren reduzierten Bessel-Funktion, was für 
die Berechnung durchaus eine Rolle spielt, vgl. Abschnit t 3.2. Dort hatten wir festgestellt, 
daß zur Berechnung von reduzierten Bessel-Funktionen mit ganzzahligen Indizes spezielle 
N A G - R o u t i n e n verwandt werden können. Stehen diese Routinen zur Verfügung, ist die 
Berechnung von reduzierten Bessel-Funktionen mit ganzzahligen Indizes unproblematisch. 
Anderenfalls kann man aber auch die Integraldarstellungen (3.2-41), (3.2-42) oder sogar 
G l . (3.3-24) für (i = m und v = benutzen, um sich die benöt ig ten Startwerte für die 
Rekursion zu verschaffen. 
Auch für die Integraldarstellung (3.3-24) sollte eine Trapezformel gute Quadraturergeb-
nisse liefern, da wiederum der Integrand an den R ä n d e r n des Integrationsintervalles expo-
nentiell verschwindet. Das Problem des unendlichen Integrationsintervalles trit t gar nicht 
erst auf; vgl . hierzu die Diskussion nach G l . (3.2-42). 
Die Integraldarstellung (3.3-24) kann man verwenden, um ein zweizentriges Produkt 
von reduzierten Bessel-Funktionen als eindimensionales Integral übe r reduzierte Bessel-
Funktionen zu schreiben, die an Punkten der Verbindungsachse der beiden ursprüngl ichen 
Zentren zentriert sind. Dies wird i m folgenden dargestellt. 
Setzt man in G l . (3.3-24) u = a | r — R j | und v = ß\r — R 2 I , so erhä l t man unter der Qua-
dratwurzel i m Argument der reduzierten Bessel-Funktion des Integranden eine quadratische 
Form, die man mittels quadratischer Ergänzung umformt: 
/ I l r - R 1 I H B\r - R 2 | 2 = (A + B) ( r - ^ ± f ^ ) + ^ (Ri - R 2 ) 2 • 
Setzt man zur Abkürzung 
(3.3-25) 
und 
so folgt das Resultat 
^ ( I - Q R 1 + ^ R 2 
n n w ~ *Hi-t) + ßH ( 3 - 3 " 2 6 ) 
R 2 1 = R 2 - R i , Ä21 = | R « |, (3-3-27) 
M a I r - R 1 D M ^ I r - R 2 I ) = ( i - ) 
1 
/ a 2 ( l - t) 4- ß2t 
0 x ' 
(3.3-28) 
Zu bemerken ist, daß im Integranden eine /c-Funktion gemäß G l . (3.2-44) steht, die an einer 
Stelle zwischen den Zentren der beiden reduzierten Bessel-Funktionen zentriert ist. Dies 
ist im Rahmen der Fourier-Transformationsmethode wichtig, da die Fourier-Transformierten 
(3.2-47) der K-Funktionen ebenfalls relativ einfache Funktionen sind. 
Die neue Darstellung (3.3-28) kann man anstelle von Additionstheoremen verwenden, um 
Molekül in tegra le auf andere mi t weniger Zentren zurückzuführen. Dies wird in spä te ren 
Abschnit ten gezeigt. 
Eine rekursive Behandlung von zweizentrigen Dichten von reduzierten Bessel-Funktionen 
führt auf anisotrope Funktionen und sollte daher erst nach deren Einführung behandelt 
werden. Hierzu sei auf Anhang D verwiesen. 
3.4. ^-Funktionen 
In diesem Abschnit t werden Eigenschaften der als anisotrope Verallgemeinerung der reduzier-
ten Bessel-Funktionen eingeführten B-Funkt ionen zusammengestellt. Dabei wird zunächs t 
auf die Eignung von B-Funkt ionen als Basissatz, also ihre Approximationseigenschaften, 
eingegangen. Dann werden weitere Eigenschaften von B-Funkt ionen angegeben. 
3 .4 .1 . D e f i n i t i o n 
Unnormierte B-Funkt ionen kann man für n + £ > O folgendermaßen definieren (Fil ter und 
Steinborn 1978b, S. 2, G l . (2.14)): 
B ^ ( a , r ) = [ 2 n + £ ( n + / ) ! ] _ 1 %>-*(<*•)!?(ar). ' (3.44) 
Für -i < n < O handelt es sich dann bei den B-Funkt ionen um temperierte Distr ibutionen, 
die im allgemeinen weder absolut summierbar noch quadratintegrabel sind (Weniger und 
Steinborn 1983c, S. 2562). F ü r n < —£ kann man B-Funktionen über die Beziehung (Weniger 
und Steinborn 1983c, S. 2562, G l . (6.20)) 
B ^ M ( a , r ) = ( - 1 ) < 4 ™ - £ ~ 3 [ 1 - a ~ 2 V 2 ] f c ^ ^ ( V ) * 3(r) (3.4-2) 
für k 6 IN als Ableitungen der dreidimensionalen Delta-Funktion definieren. Wegen des in 
der letzten Gleichung auftretenden sogenannten sphärischen Tensorgradienten O-^1(V) siehe 
Anhang B . Aufgrund dieser Definition ist klar, daß es sich für diese Werte von n bei den 
B-Funkt ionen um Distributionen handelt. Die Definition ist sinnvoll, da sie die na tü r l i che 
Extension von bestimmten Differentiationsbeziehungen in diesen Bereich von n e rmögl icht . 
Aufdiese Beziehungen wird weiter unten eingegangen. Außerdem ist die Definition konsistent 
mit der ebenfalls weiter unten zu besprechenden Form der Fourier-Transformierten der B -
Funktionen: Im Fourier-Raum kann man für alle Werte von n ein und dieselbe Beziehung 
verwenden (Weniger und Steinborn 1983c, S. 2562). 
W i l l man normierte Funktionen verwenden, so kann man den Normierungsfaktor über die 
Relation (Weniger 1982, S.80, G l . (5.1-13)) 
QnAm{ n v ( I / 2 ) 2 n + H 1 / 2 ) ^ + 1 
bje' (o, et, U) = —7— — - T T - (3.4-3) 
n,t,m\ ' ' A 3 ( 2 N + U\ 1)! v ; 
für das einzentrige Uberlappungsintegral zweier gleicher B-Funkt ionen bestimmen. Es erge-
ben sich für n > 1 die normierten B-Funkt ionen (Homeier und Steinborn 1990b, G i n . (16), 
(17)): 
£ ™ , ( a , r) = a^N^B^a, r), (3.4-4a) 
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(27i + 2f+ 1)! 
(3.4-4b) 
Solange u + £ + 3/2 nicht verschwindet oder eine negative, ganze Zahl ist, kann man die 
Definition der B-Funktionen auch auf u G C verallgemeinern (Weniger und Steinborn 1983a, 
S. 6122, G l . (2.10)): 
K+mA^ r) = [ 2 " + ' + 1 / 2 r ( i / + l + 3 /2 ) ] - 1 k„{ar)y?(ar). (3.4-5) 
Die obige Einschränkung bezüglich der Wahl von // ist nöt ig , damit die Pole der auftretenden 
Gamma-Funkt ion vermieden werden. Bei dieser sehr allgemeinen Definition sollte man aber 
gleich bedenken, daß die dann auftretenden reduzierten Bessel-Funktionen u . U . nur unter 
großem Aufwand zu berechnen sind, nämlich dann, wenn die reduzierten Bessel-Funktionen 
nicht ganz- oder halbzahlige Indizes haben. 
3 .4 .2 . A p p r o x i m a t i o n s e i g e n s c h a f t e n 
Normierte und unnormierte B-Funkt ionen lassen sich als Basissatz verwenden. F ü r die 
Q u a l i t ä t der erzielten Ergebnisse sind die Approximationseigenschaften entscheidend. Diese 
werden im folgenden besprochen. 
U m Aussagen über die allgemeinen Approximationseigenschaften der B-Funkt ionen in 
quantenchemischen Rechnungen zu erhalten, kann man ausgehen von bekannten Approxi -
mationseigenschaften der Slater-Funktionen. Aufbauend auf eine Arbei t von K l a h n und 
Bingel (Klahn und Bingel 1977b) konnte Weniger zeigen, daß B-Funkt ionen die folgenden 
Eigenschaften haben (Weniger 1982, Abschnit t 4.3.): 
• B-Funkt ionen mit n > 1 gehören dem Sobolew-Raum (IR 3 ) an, also auch dem 
Sobolew-Raum VK 2 1 ^ ( IR a ) , und damit erst recht dem Hi lber t -Raum L2(IRz). Im Rahmen 
eines LCAO-Ansa t ze s kann man also die Funktionen mit n > 1 verwenden. Ferner sind 
die B-Funkt ionen für diese Werte von n absolut summierbar, also Elemente des Banach-
Raumes L 1 ( I R a ) . 
• Der Basissatz 
{ B ; ^ ( a , r) : 1 < n < oo, O < £ < oo, \m\ < £} (3.4-6) 
ist vol ls tändig irn Sobolew-Raum W 2 ^ ( I R 3 ) j also auch i m Sobolew-Raum H Z 2 ^ ( I R 3 ) j 
und damit erst recht i m Hi lber t -Raum ^ ( I R 3 ) , für a > 0. 
• Fü r festes A' E IN ist der Basissatz 
{B^antti r) : 1 < n< oo, O < £ < oo, |m| < £} (3.4-7) 
vol ls tändig im Sobolew-Raum W H ( 1 R 3 ) , also auch im Sobolew- Raum H ^ u ( I R i ) , und 
damit erst recht im Hi lber t -Raum / ^ ( I R 3 ) , falls die positiven Folgen {Of n^JJJL 1 für alle 
£ > O endliche positive Häufungspunk te besitzen. 
Damit ist gewähr le i s te t , daß für diese Basissätze das Ritz 'sche Variationsverfahren im Rah-
men der L C A O - S C F - M e t h o d e sowie nachfolgende Ct-Verfahren konvergieren (Klahn und 
Bmgel 1977a, S. 19-22; Weniger 1982, S. 72). 
Direkt aus der Definition bzw. aus der sich mit G l . (3.2-2) ergebenden Darstellung (vgl. 
auch Weniger 1982, S. 53, G l . (3.4-31)) 
3 £ ( a , r ) = l(n + l M _ 1 y > r ) > 7 ( a r / 2 ) (3,1-8) 
folgt, daß es sich bei den B-Funkt ionen um sphär ische Tensoren handelt. Das heißt, daß 
diese Funktionen das gleiche Verhalten unter Drehungen zeigen, wie die Kugel- und die 
Kugelf lächenfunkt ionen, vgl . G i n . (2.2-27) und (2.2-28): Der Winkelantei l ist eine K u -
gelflächenfunktion. Aus dieser Tatsache folgt ferner, daß es sich für m ^ O um komplexwer-
tige Funktionen handelt. Als Folgerung sind auch die Molekiilintegrale mit B-Funktionen 
i m allgemeinen komplexe Zahlen. 
A u ß e r d e m zeigen B-Funkt ionen dasjenige asymptotische Verhalten für große und kleine 
r , welches man auch von den exakten Atomorbitalen zu erwarten hat: 
F ü r n > 1 und r —-> oo folgt aus der Definition unter Verwendung von G l . (3.2-10) das 
folgende asymptotische Verhalten: 
r) ~ c r H + £ _ 1 e~°r' C = c o n s L ' Yim(rM* (3-4"9) 
d. h. für große r zeigt eine B - F u n k t i o n ein ähnl iches Verhalten wie eine Slater-Funktion mit 
einem um £ e rhöh ten Index n. Insbesondere gehören B-Funkt ionen zu den exponentialartigen 
Funktionen. Auch das exakte Atomorbi ta l verschwindet für große r bekanntlich exponentiell. 
F ü r n > 1 und r —* O gilt aufgrund der Definition und G l . (3.2-IIb) 
B ^ ( a , r ) O-Crti C = const. • Y}n(r/r). (3.4-10) 
Dies ist ebenso für ein Atomorbi ta l in einem anziehenden Zentralpotential V(r) mit 
I i m r 2 V f r ) = O (3.4-11) 
zu erwarten, falls das Atomorbi ta l wie ein sphär ischer Tensor £-iev Stufe transformiert 
(Weniger 1982, S. 47). Genau am Ursprung gilt , wie man unter Verwendung von G l . (3.2-11) 
unschwer sieht, die Beziehung (Fi l ter und Steinborn 1978b, S. 3, G l . (4.4)) 
= M m , o ( 2 " ~ f , ) ! ! ( 4 7 r ) - ^ . (3.4-12) 
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Zu bemerken ist ferner, daß die Klasse der B-Funkt ionen auch Funktionen mit einem 
nichtverschwindenden Cusp am Ursprung en thä l t : 
E in Cusp ist gleichbedeutend mit einer unstetigen ersten Able i tung. Es ist bekannt, daß 
exakte Wellenfunktionen an den Kernorten Kato's Cusp-Bedingung (Kato 1957; Kutzelnigg 
1988, S. 44, G l . (7)) 
erfüllen müssen . Hier bedeutet „av" eine sphär ische Mi t te lung . Diese sphär i sche Mit te lung 
bewirkt für Basisfunktionen, die als sphär ische Tensoren vorliegen, daß nur die s-Funk-
lionen mit £ = O eine Rolle spielen. Für eine skalare B-Funk t ion vom ns -Typ ergibt 
eine leichte Rechnung unter Verwendung der Differentiationseigenschaft (3.2-15b) und der 
Nullpunktswerte (3.2-11) in Verbindung mit G l . (3.2-12) die Beziehung 
Aus dieser Formel sieht man, daß die B-Funkt ionen mit n = 1 einen Cusp am Kernort 
besitzen. Das ist nicht sonderlich übe r r a schend , da B-Funkt ionen mit n = 1 i m wesentlichen 
gleich den Is-Slater-Funktionen sind; für Slater-Funktionen ist jedoch bekannt, daß sie in 
der Lage sind, den Cusp der Wellenfunktion am Kernort darzustellen (Kutzelnigg 1988, S. 
Aus allgemeinen Erwägungen ist klar, daß für die Approx imat ion der Wellenfunktion i m 
Rahmen einer quantenchemischen Rechnung Basissä tze sehr viel schneller konvergieren, die 
in der Lage sind, die Cusp-Bedingung an den Kernorten zu erfüllen. Inbesondere für die 
Berechnung von Größen, die von dem genauen Verhalten der Wellenfunktion am Kernort 
abhängen - z. B . Dichten an den Kernen, die Varianz des Energieerwartungswertes - sind 
B-Funkt ionen und andere exponentialartige Funktionen daher wesentlich besser geeignet als 
Funktionen vom G a u ß - T y p (Kutzelnigg 1988, S. 44). 
Diese allgemeinen Ergebnisse werden u n t e r s t ü t z t durch L C A O - M O - R e c h n u n g e n , die für 
die Systeme H j und H e H + + mit skalaren B-Funkt ionen durchgeführ t wurden (Steinborn und 
Weniger 1977; Steinborn und Weniger 1978). Dabei stellte sich heraus, daß zumindest für 
Ht ein Basissatz aus skalaren B-Funkt ionen , der B-Funkt ionen mit n = 1 enthielt, also die 
Cusp-Bedingung erfüllte, Basissä tzen mit skalaren G a u ß - F u n k t i o n e n wesentlich über legen , 
Basissätzen mit skalaren Slater-Funktionen aber zumindest e b e n b ü r t i g ist (Steinborn und 
Weniger 1977, S. 514, Table II). Auch für H e H + + ergaben sich gute Resultate schon mit 
einem L C A O - M O - A n s a t z mit skalaren B-Funkt ionen mit gleichen Skalenparametern a von 
(3.4-13) 
(3.4-14) 
44). 
der Form 
N 
= E [ajBU°>*) + b j ß % ( ^ ~ R ) ] . (3-4-15) 
j = l 
wenn auch a variiert wurde (Steinborn und Weniger 1978, S. 106, G l . ( I l ) und S. 107, Table 
I). Es ist zu erwarten, daß bei diesem heteronuklearen System ein Ansatz unter Verwendung 
von skalaren B-Funktionen mit an die Kernladungen angepaßten , also an unterschiedlichen 
Zentren verschiedenen Skalenparametern, noch bessere Ergebnisse gezeitigt hä t t e . 
Soweit zu den Approximationseigenschaften von B-Funktionen und ihrer Verwendbarkeit 
als Basissatz. Im folgenden werden weitere Eigenschaften von B-Funktionen von allgemeinem 
Interesse aufgeführt . 
3.4.3. Rekursionsformel 
Eine Rekursionsformel für die B-Funktionen im Index n kann unter Verwendung von G l . (3.2-
8) abgeleitet werden. Sie lautet (Weniger 1982, G l . (3.4-23) 1) 
j S V ^ r ) ~ B ^ r ) + 4(n + ffixn + Q * 
Diese Gleichung könn te man problemlos verwenden, u m die Werte eines ganzen Strings von 
B-Funkt ionen ausgehend von Startwerten 
1 e~ar 
£ 5 > > r ) = —-—y™(ar) (3.4-17a) 
B ^ r ) = 2^(i+l)!
 e ~ a T y ^ (3-4"17b) 
zu berechnen. Hauptsächl ich um mehrdimensionale Speicherung und entsprechend lange 
Zugriffszeiten sowie Mehrfachberechnungen der Bestandteile zu vermeiden, ist es jedoch 
empfehlenswert, die einzelnen Bestandteile der B-Funkt ionen, also reduzierte Besselfunk-
tionen und Kugelfunktionen, separat in eindimensionalen Feldern abzuspeichern (Weniger 
1982, S. 52). 
Diese Gleichung enthält einen Fehler. 
3.4.4. Absorption von Potenzen und Kugelfunktionen 
M a n kann das Produkt aus einer Potenz von r und einer B-Funk t ion darstellen als eine 
endliche Summe von B-Funktionen. Ebenso kann man das Produkt aus einer Kugelfunktion 
Und einer B-Funkt ion ausdrücken über eine endliche Summe von B-Funkt ionen. Dies ist 
im folgenden gemeint, wenn die Sprechweise „die Potenz (bzw. Kugelfunktion) in die 
B-Funkt ion absorbieren" verwandt wird . Die entsprechenden Darstellungen werden im 
folgenden zusammengestellt. 
Ausgehend von G l . (3.2-33) erhäl t man nach kurzer Rechnung die Gleichung 
r ^ a , r ) = 7 ^ X : ( ^ 2 ) ( ' ' ^ ^ ( n O - j + ^ . V ^ r ) (3.4-18) 
für n E IN und k G { — 1,0,1,...}. Ebenso wie in G l . (3.2-33) ist die obere Summationsgrenze 
k/2 für gerade k und n + (k — l ) / 2 für ungerade k aufgrund des Verschwindens entweder des 
Binomialkoeffizienten oder des Pochhammer-Symbols. Die Summe ist also endlich. 
Für k = — 1 folgt die Darstellung 
Ersetzt man dagegen k durch 2k > 0, so folgt 
SkBMc r) = (2/a)2k{n +1 + l ) 2 i £ {~ ^ S 2 I ^ W . ^ r ) ' ( 3 - 4 - 2 0 ) 
Analog ergibt sich 
r " + ^ » , ( a , r) = ( 2 / a ) » " ( n + £ + l ) 2 t + 1 £ ^ 1-iJl 0 -
(3.4-21) 
Ahnliche Darstellungen sind von Weniger angegeben worden (Weniger 1982, S. 50f, G i n . 
(3.4-15), (3.4-17) und (3.4-19) 2). 
W i r betrachten jetzt Produkte aus regulären Kugelfunktionen und B-Funkt ionen. Mi t te ls 
der Kopplungsregel (B.3-3) erhäl t man 
[ 3 T W ] , ^ A ( « . r ) = ^ M ^ . m , | l m > - ™ 0 | ^ ^ ^ 
x r2AtB27""(<*,r). 
- Diese Gleichung muß einen Fehler enthalten, da sie z.B. für r 3 ß $ i 0 ( a , r ) ein falsches Resultat liefert. 
Jetzt kann man mit G l . (3.4-20) die gerade Potenz von r absorbieren. Es ergibt sich 
[yr (>•)] * 3 S A ( ° . r) = (Vcf' (m+(2+ 
(max fc£ 
x E < 2 ) ( w ^ i A n , - M I > E ( ~ A y r i , ^ i / a ) i T O & . ^ . ' ) -
(3.4-23) 
Die Koeffizienten der inneren Summe in dieser Formel haben alternierendes Vorzeichen. 
Dadurch sollte es bei einer etwaigen numerischen Anwendung der Formel zu S teilen Verlusten 
kommen, falls A * = (^1 + t2 - t)/2 groß wird. 
3.4.5. Multiplikationstheoreme 
Aus dem Multiplikationstheorem (3.2-27) der reduzierten Bessel-Funktionen erhä l t man nach 
kurzer Rechnung das Multiplikationstheorem der B-Funkt ionen (Fi l ter und Steinborn 1978b, 
S. 4, G l . (4.8)) 
(fPgcroi-c?) Bl (3.4-24) 
Wie man sich anhand des Geltungsbereiches des Multiplikationstheorems der reduzierten 
Bessel-Funktionen über leg t , gilt das Multiplikationstheorem der B-Funkt ionen in dem Be-
reich |1 — Ot21ß2\ < 1. In dem Bereich ß > a , der von Fi l te r und Steinborn angegeben 
wurde, gilt dies sicher auch. Auße rdem sind dort die Koeffizienten der B-Funkt ionen po-
sit iv, was sich auf die numerische S tab i l i t ä t einer möglichen direkten Berechnung güns t ig 
auswirken sollte. Andererseits dürfte die Konvergenz einer solchen Rechnung für größere 
Unterschiede der Exponentialparameter recht langsam sein. Allerdings werden Mul t ip l ika -
tionstheoreme meist nicht direkt für Rechnungen herangezogen, sondern zur Herleitung von 
Reihendarstellungen für Molekül integrale verwandt. Diese sollten dann gut konvergieren für 
kleine Unterschiede der Exponentialparameter, da in diesem Falle auch das Multipl ikations-
theorem selbst gut konvergiert aufgrund der Tatsache, daß hohe Potenzen des Ausdrucks 
1 - a2/ß2 auftreten. 
Als Verallgemeinerung der aus dem Multiplikationstheorem der reduzierten Bessel-Funk-
tionen gefolgerten, unendlichen Entwicklung (3.2-32) des Coulomb-Potential.es nach reduzier-
ten Bessel-Funktionen kann man die folgende Darstellung einer i r regulären Kugelfunktion 
ansehen (Fil ter und Steinborn 1978b, S. 5, G l . (6.6)): 
Z?(ar) = [ ^ - I ) ! ! ] - 1 f I) £ B f _ ^ ( / ? , r ) . (3.4-25) 
^ a ' j=o 
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Aus der zweiten Form (3.2-30) des Multiplikationstheorems der reduzierten Bessel-Funk 
tionen ergibt sich für n < £ unter Verwendung von G l . (3.2-12) problemlos die Beziehung 
x 2n+i-l oo / D . 
J = O 5 7 B?n+jit(ß,r). (3.4-26) 
Diese Gleichung erhalt man auch, wenn man in G l . (3.4-24) formal n durch — n ersetzt. 
Durch Betrachtung von 
U M J A J » - < + 1 S ™ , , ( « , R ) ] (3.4-27) 
gewinnt man als Folgerung die Beziehung 
J = O 
Diese en thä l t für n = £ die Gleichung (3.4-25) als Spezialfall. 
3 .4.6. DifFerentiationseigenschaften 
Im folgenden werden Dilferentiationseigenschaften der ß - F u n k t i o n e n besprochen. 
Die Differentialgleichung der J3-Funktionen kann man aus der von den reduzierten Bessel-
Funktionen erfüllten Differentialgleichung (3.2-13) unschwer herleiten (Weniger 1982, S.48, 
G l . (3.4-8)): 
d2 2(n + * - l ) d Z 2 + 2 ^ ( n - l ) 2 
- + Z - Ot1 r dr B F T ( A , R ) = 0. (3.4-29) 
Iiier wirkt nur der in G l . (2.3-5) definierte Drehimpulsoperator L2 auf die Winkelvariablen. 
Unter Verwendung des Laplace-Operators im dreidimensionalen Raum in sphär ischen Koor-
dinaten, 
A - — - — - — 
dr2 r dr r 2 ' 
und mi t G l . (3.2-15b) kann man das umformen zu 
"2(n + *) d 2l[n + l)' 
(3.4-30) 
[A-a2] fO(a ,R) = BZe(a,r) = -a'B?_lti{a,r). (3.4-31) 
Man erhäl t so einerseits die wichtige Bezieluiug (Filter und Steiuborn 1978b, S. 5, G l . (5.2)) 
A ß ^ A , R ) = Oi {ß™e(a, R) - ü;;'_]e(a. R ) ) . (3,1-32) 
Andererseits erkennt man sofort, daß man zwei Differentialopetatoren angeben kann, die 
beide als Absteigeoperator wirken: Es gilt sowohl (Weniger 1982, S. 49, 01.(3.4-11)) 
fln'-U^R) = 1 - - A < £ K R) (3.4-33) 
als auch 
2(n -f t) d_ 2 l (n + t) 
a-r dr a-r- * £ ( < * , r). 
(3.4-34) 
Die letzte Beziehung stellt eine Verallgemeinerung von G l . (3.2- 15b) auf den anisotropen 
Fall dar. M a n sieht, daß auch hier der Bessel-Operator in der Form D f t r eine wichtige Rolle 
spielt. 
Aus G l . (3.4-32) kann man ablesen, daß für B-Funktionen der Laplace-Operator über den 
DifTerenzenoperator A n , definiert über 
A B / ( n ) = / ( n + l ) - / ( n ) , (3.4-35) 
dargestellt werden kann: 
A B ^ ( Q , R ) = a 2 A n 5 ™ M ( a , R ) . 
Durch Iteration e rhä l t man die Darstellung 
(3.4-36) 
A ^ ( ^ ) = a 2 t A f ; ß : _ F C > , R ) , (3.4-37) 
die zu der Beziehung (Weniger und Steinborn 1983a, S. 6127, G l . (4.27)) 
a~2k Ak B?e(a,R) = B ^ a , R) (3.4-38) 
äquivalent ist, wie man unter Verwendung von G l . (3.3-3) sofort sieht. 
Aus den G i n . (3.2-16a) und (3.2-16b) kann man die beiden Beziehungen (Weniger und 
Steinborn 1983a, S. 6125, G i n . (4.5) und (4.6)) 
(3.4-39) 
und 
a2n+£-l 
r ) = ( - 2 ) » - i ( / + 2 ) ' . : i X J S ~ 1 [ Q _ 1 " ' ß M ( Q . r ) ] ( 3- 4- 4 0) 
folgern. Aus jeder der beiden Gleichungen kann man leicht die folgende Gleichung herleiten: 
_ 2n+m 
B ? + ^ a > F ) = 2(n + / + l ) r ) ] • ( 3 ' 4 ' 4 1 } 
Man erhä l t also einen Aufsteigeoperator für B-Funkt ionen. 
Diese Beziehungen erlauben es häufig, Resultate für höhere Werte von n durch wiederholte 
Anwendung des Bessel-Operators (2.3-1) bezüglich des Skalenparameters a aus den meist 
einfacheren, entsprechenden Beziehungen für n = 1 bzw. n = O herzuleiten. Die Anwendung 
des Bessel-Operators ist für Probleme, die sich auf Bessel-Funktionen zurückführen lassen, 
sogar meist einfacher als die entsprechende Differentiation; man vergleiche hierzu z. B . die 
G i n . (3.2-15a) und (3.2-21). Be i dieser Vorgehensweise - löse das einfache Problem mit 
niedrigem n , verallgemeinere durch Anwendung von DifFerentialoperatoren - kann man u . 
U . auch die Beziehung (Weniger und Steinborn 1983a, S. 6126, G l . (4.7)) 
2 n + * - l 
ß » m < ( ° ' r ) = ( - 2 ) ^ ( n + ^ ) ! ^ [ a ' + < j B - ^ a - r ) ] ( 3 - 4 ' 4 2 ) 
vorteilhaft anwenden. Die Funktionen B™T T haben eine sehr einfache Fourier-Transformierte, 
wie wir noch sehen werden. Trotzdem ist Vorsicht geboten. Denn für £ ^ O liegen diese 
Funktionen nicht mehr i m Hi lber t -Raum L2{M?): Es handelt sich um temperierte Dis-
tributionen (Weniger und Steinborn 1983c, S. 2562). Im Falle ^ = O ist die Funktion 
BQ0 bis auf einen konstanten Faktor gleich dem Yukawa-Potential, wie G l . (3.4-17a) zeigt. 
Das Yukawa-Potential ist bekanntlich quadratintegrabel, jedoch kein Element der Sobolew-
Raume W 2 ( 1 ) ( I R 3 ) und W 2 ( 2 ) ( I R 3 ) mehr. 
Die bisher angegebenen DifFerentiationsbeziehungen ändern am Winkelanteil nichts. Wie 
die Gleichung (Weniger und Steinborn 1983a, S. 6126, G l . (4.12)) 
B £ ( a , r ) = ( - a ) " £ ( 4 ^ ) V 2 3 ; - ( V ) B ^ 0 ( a , r ) (3.4-43) 
zeigt, kann man anisotrope B-Funktionen durch Anwendung des sphär ischen Tensorgradien-
ten aus skalaren B-Funkt ionen erhalten. Diesen Umstand kann man vorteilhaft verwenden, 
um Darstellungen für Integrale über anisotrope B-Funkt ionen aus Darstellungen entspre-
chender Integrale übe r skalare B-Funkt ionen zu erhalten. E i n Beispiel ist die Herleitung 
des Faltungstheorems (Filter und Steinborn 1978b, S. 3, G l . (4.3); Weniger und Steinborn 
1983a, S. 6127, G l . (4.28)) 
I=Zrnin 
(3.4-44) 
a ^ / A A 
x D - 1 H ,• )*.7»^»,+™-i.<(°.R) 
J = O V J ' 
für das Uberlappungsintegral zweier anisotroper B-Funkt ionen mit gleichen Exponentialpa-
rametern aus der sehr einfachen Darstellung (Weniger und Steinborn 1983a, S. 6127, G l . 
(4.25)) 
S$S(a, a , R ) = il^Pß° + n i + B 2 0(a, R ) (3.4-15) 
für das entsprechende Integral mit skalaren Funktionen. Diese Herleitung ist beschrieben 
bei Weniger und Steinborn 1983a, S. 6127. 
Interessanterweise zeigt die Darstellung (3.4-44) für das Uberlappungsintegral mit gleichen 
Exponentialparametern eine starke formale Ähnlichkei t mit dem folgenden Ergebnis für den 
sphär ischen Tensorgradienten einer anisotropen B-Funkt ion (Weniger und Steinborn 1983c, 
S. 2562, G l . (6.25)): 
l>..»x 
^ ( V ) B ™ » / A ( A , r ) = ( -<*)* Z ( 2 ) ( ^ + T n 2 I f t m 1 I f t m 2 ) 
e=emin 
(3.4-46) 
A * / A A 
J = O W 7 
Diese Analogie kann durch die Anwendung des Faltungstheorems (3.4-44) auf die Dis t r i -
bution B ^ _ 1 ^ ( a , r) und Verwendung der Definition (3.4-2) e rk lär t werden (Weniger und 
Steinborn 1983c, S. 2562). Wie oben schon e rwähnt wurde, kann man die Definition (3.4-2) 
nach Fourier-Transformation i m wesentlichen ungeänder t für beliebige k verwenden. Darauf 
wird i m nächs ten Abschnitt eingegangen. 
Hier sei noch e rwähn t , daß man die letzte Gleichung - ebenso wie die Beziehung (3.4-44) 
- auch unter Verwendung des Differenzenoperators (3.4-35) schreiben kann. Es gilt 
3 C ( V ) £ £ Y A , R ) = ( - " ) * £ ( 2 ) + ^KimiIftm2) A ^ ^ W K R ) . 
e=r,n 
(3.4-47) 
Eine analoge Gleichung kann man auch für das Uberlappungsintegral mit gleichen Expo-
nentialparametern angeben. Das Auftreten des Differenzenoperators ist leicht e rk lärbar . Es 
ergibt sich daraus, daß bei der Herleitung der obigen Beziehung Gleichung (3.4-37) verwendet 
werden kann. Diese Gleichung zeigt, daß Potenzen des Lapiace-Operators bei B-Funktionen 
über höhere Differenzen ausgerechnet werden können. Das Auftreten höherer Differenzen 
sollte wie üblich, auch hier mit numerischen Ins tabi l i tä ten gekoppelt sein, die besonders 
für größere Werte von A ^ die Berechnung des Tensorgradienten von B-Funktionen und die 
Auswertung der Darstellung (3.4-44) des Uberlappungsintegrales mit gleichen Exponential-
parametern erschweren (Weniger und Steinborn 1983b, S. 2033f). 
3.4.7. Integraldarstellungen 
Unter Verwendung der Integraldarstellung der reduzierten Bessel-Funktionen sollen hier kurz 
die entsprechenden Integraldarstellungen der B-Funkt ionen abgeleitet werden. Dies dient 
dazu, den Zusammenhang zu sphär ischen Gauß-Funkt ionen zu illustrieren. 
Die folgende Definition der sphärischen Gauß-Funk t ion wird verwendet: 
G 7 > , r ) = e ~ * V y?{ar). (3.4-48) 
Neben den kartesischen Gauß-Funkt ionen sind dies die meistverwandten Gauß-Funkt ionen 
in quantenchemischen Rechnungen. 
Legt man nun die Integraldarstellung (3.2-41) der reduzierten Bessel-Funktionen zugrunde, 
so kann man die folgende Integraldarstellung der B-Funkt ionen sofort angeben: 
« : : > , • ) = ( ! ) W + o r / < « o ^ * . - « « < > r < . . ' ^ > * . o . « - « , 
o 
Ebenso folgt mit der Integraldarstellung (3.2-42) die Beziehung 
r) = (^j ? [2n+"2(n + t)\rl J(20Ä+//2"3/2e-1G?(a(40"1/2,r)d*. (3.4-50) 
o 
Setzt man hier t = c r u , so folgt 
ß">'r) = (I) 2 2n+C(+„"+0! / ^ r t , 2 - 3 / 2 ^ G T ( ( ^ \ r ) d u . (3.4-51) 
0 
Man sieht also, daß B-Funktionen im wesentlichen die Ijaplace-Transibrmierten der sphäri-
schen Gauß-Funkt ionen sind. 
Die B-Funktionen lassen sich demnach als Integrale über sphärische Gauß-Funktionen 
darstellen. M a n kann daher auch alle Molekülintegrale mit B-Funktionen als Parameter-
integrale über entsprechende Integrale mit sphärischen Gauß-Funkt ionen schreiben. Die 
Molekülintegrale der Gauß-Funkt ionen sind meist in geschlossener Form bekannt, zumin-
dest für nicht zu hohe Werte von L Man erhäl t so mehrdimensionale Integraldarstellungeu 
der Molekülintegrale mit B-Funktionen. Diese Methode kann man wegen des durch die 
letzte Gleichung angegebenen Zusammenhangs zur Laplace-Transfonnation als „Laplace-
'IVansformationsmethode" zur Berechnung von Molekülintegralen mit /J-Funktionen bezeich-
nen. Mit tels dieser Methode gewonnene Darstellungen werden in späteren Kapiteln disku-
tiert. 
3.4.8. F o u r i e r - T r a n s f o r m a t i o n u n d fo rmale D a r s t e l l u n g e n 
Für spä ter ist sehr wichtig, daß die Fourier-Transformierte der B-Funktionen eine sehr 
einfache Funktion ist. Es gilt (Weniger und Steinborn 1983a, G l . (3.7), S. 6123) 
_ 2n+e-l 
< > . P) = (^J f ^ p m W - i p ) . IS-«-«) 
Diese Beziehung kann man leicht beweisen, indem man G i n . (3.4-43) und (3.2-49) verwendet. 
W i r zeigen jetzt, daß man B-Funktionen als Kern eines Operators auffassen kann. Diese 
Beziehung scheint aber mehr von formalem Interesse zu sein. Man verwendet zur Herlei-
tung (3.4-52) und die Definition 
( x | p ) = ( L ^ ) - 3 Z - C I I I X . (3.4-53) 
Es ergibt sich 
* - y ) = M - D t " i2n+e-l 
J T ( V ) 
r a 2 _ V 2 i n + M - i 
(3.4-54) 
Die Anwendung des Differentialoperators entspricht also der Faltung mit der B-Funkt ion . 3 
Man sieht sofort die Analogie von G l . (3.4-54) zur Fourier-Darstellung (3.4-52), wenn man ip 
3 H a t O p e r a t o r A den K e r n A(x,y) =• (x\A\y), so k a n n m a n den O p e r a t o r a u f e ine F u n k t i o n p(x) = (x\p) 
a n w e n d e n d u r c h I n t e g r a t i o n ü b e r den K e r n : 
A<p{x) = (x\A\y) = J(x\A\y){y\p) ddy. 
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durch V ersetzt. Der Operator ist Funkt ion des Nabla-Operators, wird also durch Fourier-
Transformation zu einem reinen Multiplikationsoperator. M a n kann die Darstellung der B -
Funktionen als Kerne von Operatoren verwenden, um Integrale übe r B-Funkt ionen ebenfalls 
als Kerne von Operatoren zu schreiben; z. B . folgt sofort 
x ) d*z = 
1 6 T 2 { - i r , + £ a a Z B l + e i - 1 j 9 2 n a + f t - 1 ( R 
yp (V) y£2 (V) \ ( 3- 4~ 5 5) 
W i l l man aber diese Darstellung weiter auswerten, m u ß man letztlich doch genau die Techni-
ken verwenden, die i m Rahmen der Fourier-Transfbrmationsmethode verwandt werden, wie 
z. B . Kopplung von sphär i schen Tensoren, Partialbruchzerlegung oder Feynman-Identitat 
(Weniger et al 1986b; Grotendorst und Steinborn 1988). In diesem Sinne ist von der Ver-
wendung der Darstellung von B-Funkt ionen als K e r n eines Operators i m wesentlichen nichts 
^Neues gegenüber der Verwendung der Fourier-Transformationsmethode zu erwarten. 
! W i e schon in früheren Abschni t ten e r w ä h n t , kann man im Fourier-Raum für alle Werte von 
n die gleiche Beziehung (3.4-52) verwenden, j a sogar als Definition verwenden. Es besteht 
^ein enger Zusammenhang dieser Beziehung, oder auch der formalen Darstellung (3.4-54), 
sdie j a unmittelbar gefolgert werden kann, mi t der Definition (3.4-2) der B-Funkt ionen mit 
In < — £. Setzt man näml ich in G l . (3.4-54) n = — t — A:, so e rhä l t man unter Beachtung der 
formalen Beziehungen 
(x |y ) = £ 3 ( x - y ) (3.4-56a) 
(x\f(V)\<p) = / ( V ) ( x | p ) (3.4-56b) 
<xb) = ¥>(x) (3.4-56c) 
direkt G l . (3.4-2). 
Als weitere Folgerung aus G l . (3.4-54) kann man den K e r n des zum Absteigeoperator (vgl. 
G l . (3.4-33)) 
I - Q - 2 A (3.4-57) 
inversen Integraloperators angeben: 
( x | [ l - O - 2 A f 1 I y ) = ^ 7 J j 0 0 ( a , x - y ) . (3.4-58) 
Anders interpretiert bedeutet diese Beziehung, daß das Yukawa-Potent ial 
— = ( ^ 2 S 0 0 0 (a ,r ) (3.4-59) 
die Green-Funktion des modifizierten Helmholtz-Operators o? — A ist (Weniger und Stein-
born 1983c, S. 2561). 
Als Spezialfall von (3.4-54) ergeben sich für n = — t — 1 die von Weniger und Steinborn 
in etwas anderer Schreibweise angegebenen Darstellungen der sphär i schen Del ta-Funkt ion 4 
(Weniger und Steinborn 1983c, S. 2561, G l . (6.15)) 
B L V i , ^ x - y ) = 4 ^ ( - l ) V £ - 3 (x I^(V )I y ) . (3.4-60) 
In einer analogen Schreibweise kann man die sphär ische Del ta-Funkt ion mittels 
* ? ( x - y ) = { ^ r ^ n ( x W n ( V ) I y ) (3.4-61) 
definieren. Die hier verwandte Schreibweise zeigt, daß man die sphär i sche Delta-Funktion 
bis auf konstante Faktoren als den Integralkern des sphär i schen Tensorgradienten auffassen 
kann. Diese Aussage trifft na tü r l i ch ebenso für B-Funktionen mi t n — — i — 1 zu. 
3.4.9. Zusammenhang mit anderen exponentialartigen Funktionen 
W ä h r e n d Slater-Funktionen besonders einfach i m Ortsraum sind, sind die exponentialar-
tigen Funktionen mit der einfachsten Form i m Impulsraum die B-Funktionen. M a n 
kann die Fourier-Darstellung (3.4-52) dazu verwenden, die Fourier-Transformierten anderer 
gebräuchl icher exponentialartiger Basisfunktionen zu berechnen, wenn man diese im Orts-
raum als endliche Summen über B-Funktionen darstellen kann (Weniger 1985). W i r geben 
daher diese Darstellungen für Slater-Funktionen, A-Funktionen und Coulomb-Sturmians im 
folgenden an. 
Aus der Definition (2.5-1) und der Darstellung (3.2-34) folgt sofort die Darstellung 
1Izi (-\)n-£-i22i+2£-n(i 4- £V 
X W « . '> = (» - 0! E n-f 0 1 ( n - € - , • ) • ^ ( 3 ' 4 6 2 ) 
i = I ( n - M - l ) / 2 l V J M J ) 
für die unnormierten Slater-Funktionen. 
Fü r die A-Funktionen folgt mit den Gleichungen (2.5-5) und (3.2-37) 
(3.4-63a) 
4Besser wäre die Bezeichnung sphärische Delta-Distribution, da hier keine Funktion im klassischen Sinne 
vorliegt. 
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Af (n J) = 
An-£~l)\ V2 
(n + * + l ) ! . 
F ü r die Coulomb-Sturmians (2.5-6) ergibt sich mit G l . (3.2-37) die Relation 
(3.4-63b) 
^ ( a , r ) = (2a I
3A {n-£-l)\ 
2n{n + £)\ 
(3.4-64) 
zu den B-Funktionen. Fü r die Biorthogonalfunktionen der Coulomb-Sturmians (2.5-7) 
hingegen folgt 
• k ( « , r ) = (2a)* 
( n - t - 1)! 
2n(n + £)! 
/ ~ ~n : . S t t n n ~ . . , , i ^ , Acti r) j ! ( n - j - 1 ) 1 ( 2 / + 2 j + l ) ! >>* 
(3.4-65) 
bei Verwendung von G l . (3.2-35). 
Die obigen vier Darstellungen sind äquivalent zu bekannten Darstellungen (Fi l ter und 
Steinborn 1978b, S. 3, Gl.(3.3); Weniger 1985, S. 282, G i n . (4.19), (4.20), S. 283, G l . 
(4.27)). 
M a n kann natür l ich auch umgekehrt B-Funktionen als endliche Linearkombinationen von 
anderen exponentialartigen Funktionen schreiben. Hier gelten die i m folgenden angegebenen 
Beziehungen. 
M a n kann B-Funkt ionen über Slater-Funktionen mittels (Weniger 1982, S. 54, G l . (3.4-
34) 5 ) 
ausdrücken . Eine weitere Darstellung (Filter und Steinborn 1980, S. 2728, G l . (3.8)) ist 
bekannt, die zur hier angegebenen äquivalent ist. 
Drück t man B-Funkt ionen über A-Funktionen aus, so erhäl t man mit G i n . (2.5-5a), (2.5-
5b) und (3.2-39) die Beziehung 
„ . ( n r , n ' ° - 3 / 2 ,Y2n + 2< + 3\ A f + < + l t < ( a , r ) 
ß „ + 1 , ( K O - 2 ( 1 + , ( 2 n + 2 ^ + 2 ) ! l ^ ( - i ) ^ n_j jw + t + w (3-4"67) 
Dies st immt bis auf einen Faktor 2~n-e mi t einer bekannten Darstellung (Fil ter und Stein-
born .1980, S. 2728, G l . (3.14)) übere in . E i n explizites Beispiel zeigt (man betrachte 
Diese Gleichung enthält zwei Fehler. 
BjJ 1 (O^r ) ) , daß diese Darstellung ta tsächl ich fehlerhaft ist. Die hier angegebene Darstel-
lung liefert das korrekte Resultat. 
Unter Verwendung der Gleichungen (2.5-6) und (3.2-39) ergibt sich die Beziehung 
2k{k + l)\ 11/? 
J f c - Z - I ) ! ] 
(3.4-68) 
für den Zusammenhang zwischen B-Funktionen und Coulomb-Sturmians. Diese Darstellung 
scheint bisher unbekannt zu sein. 
Die letzten beiden Gleichungen liefern auch einen neuen Beweis daiür, daß die B -
Funktionen mit n > O dem Hilber t -Raum 1,2 (IR 3) und dem Sobolew-Raum (IR 3 ) an-
gehören , da die A-Funktionen eine Basis des L 2 , die Coulomb-Sturmians dagegen eine Basis 
des M / 2 ( 1 ) sind (vgl. z. B . Steinborn und Fi l ter 1980, S. 220; Weniger 1985, 3. 281). 
M a n kann die in diesem Abschnitt bisher angegebenen Gleichungen benutzen, um die 
Fourier-Transformierten der jeweiligen exponentialartigen Funktionen ineinmder umzurech-
nen: M a n e r h ä l t gül t ige Gleichungen, wenn man auf beiden Seiten der Gleichungen je-
weils die exponentialartigen Funktionen mit einem Querstrich versieht. Allerdings kann 
man die so entstehenden Beziehungen meist noch stark vereinfachen, wenn man die explizite 
Form (3.4-52) der Fourier-Transformierten einer B-Funkt ion benutzt. Im einzelnen gelten 
die folgenden Beziehungen, die i m wesentlichen schon bekannt sind. 
Die Fourier-Transformierte einer Slater-Funktion wurde bereits intensiv untersucht (Gel-
ler 1962; Geller 1963; Silverstone 1966; Henneker und Cade 1968; Kaijser und Smith 
1977; Edwards et al. 1979; Weniger und Steinborn 1983a). Einer der Gründe dafür ist 
die Bedeutung der Fourier-Transformationsmethode bei der Behandlung von Mehrzentren-
Molekü l in tegra len , ein anderer die Vie lzahl von Darstellungen, die man für dis Fourier-Trans-
formierte einer Slater-Funktion angeben kann. Letzteres häng t damit zusammen, daß sich 
diese Funkt ion als abbrechende hypergeometrische Reihe vom T y p 2 F 1 schieiben läßt . F ü r 
diese Funktionenklasse gibt es aber eine große Anzahl von linearen und nichtlinearen Trans-
formationen, die dann jeweils eine andere Darstellung der Fourier-Transforraierten liefern. 
Geht man von der Darstellung (3.4-62) der Slater-Funktion als Linearkombination von 
B-Funk t ionen aus, so erhä l t man mit G l . (3.4-52) nach einfachen Umformungen 
JS>>P)= (_l)K''-<>/2j 2»-2K„-/)/2l 
( „ - 1)! ( N - | ( N - Q / 2 | ) ! R ~ 2 I - K — ^ + 1 
o 2 + p2 
(3.4-69) 
(I(n - 0/21)! 
x a F , ( - I ( n - 0 / 2 J , n - | ( n - 0 / 2 ] + 1; \ + n - l - 2[(n -
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Diese Darstellung sollte - je nachdem, ob n — t gerade oder ungerade ist - mit den in 
Weniger und Steinborn 1983a auf Seite 6124 angegebenen Darstellungen (3.1.9) und (3.20) 
ü b e r e i n s t i m m e n . Dies trifft jedoch leider nicht zu. Durch Betrachtung der beiden Beispiele 
D 1/2 3 « ( - i p ) 
.2 X 2 
- 2 
Oi2 + p 2 
(3.4-70a) 
(3.4-70b) 
stellt man fest, daß die beiden oben angebenen Darstellungen fehlerhafte Vorfaktoren der 
hypergeometrischen Reihe aufweisen. Die hier angegebene Darstellung hingegen b e w ä h r t 
sich bei beiden Beispielen. 
Eine sehr kompakte Darstellung der Fourier-Transformierten einer A-Funktion ist (Weni-
ger 1985, S. 282, G l . (4.25)) 
(3.4-71) 
Tm , , 2 f a ( n + Z + l ) ! ( n - Z - l ) ! ] A / - f a \ 
x ^ T + 1 / 2 ) ( ^ ) ^ ( - i P ) , 
in der Jacobi-Polynome (vgl. (2.2-23)) auftreten. Die Darstellung hat neben der Kompak t -
heit den weiteren Vorteil , daß für die Berechnung der Jacobi-Polynome rekursive Algor i thmen 
verwendet werden können, z . B . die Drei-Term-Rekursionsformel dieser Orthogonalpolynome. 
Ähnliche Vorteile bieten die Darstellung (Weniger 1985, S. 282, G l . (4.24)) 
1/2 f 2a \ M 
U 2 + P 2 J 
(3.4-72) 
der Fourier-Transformierten von Coulomb-Sturmians und die Darstellung (Weniger 1985, S. 
283, G l . (4.28)) 
r \ ( o p) = tuj2n{n~£- 1 ) ! V { - ^ - ] 
x C L ( ^ ) ^ ( - i p ) 
t+i 
(3.4-73) 
der Fourier-Transformierten der Biorthogonalfunktionen der Coulomb-Sturmians. In beiden 
Darstellungen tauchen Gegenbauer-Polynome (vgl. (2.2-24)) auf. 
Die Fourier-Darstellungen zeigen, daß B-Funktionen die exponentialartigen Funktionen 
mit der einfachsten Gestalt im Fourier-Raum sind. Besonders in Verbindung mit der noch 
zu besprechenden Fourier-Transformationsmethode darf man sich also bei Verwendung von 
B-Funkt ionen Vorteile versprechen gegenüber anderen exponentialartigen Funktionen. 
3.5. Produkte von ^-Funktionen 
Produkte von B-Funktionen in Form von ein- oder zweizentrigen Dichten sind wichtig 
für die Behandlung von Molekülintegralen. Bei geeigneter Formulierung kann man die 
übl ichen Molekül in tegra le als Integrale solcher Dichten schreiben. In diesem Abschnitt 
werden zunächs t Darstellungen für einzentrige Dichten zusammengestellt. Es folgen dann 
Integraldarstellungen für zweizentrige Dichten. 
3 .5 .1 . E i n z e n t r i g e P r o d u k t e z w e i e r B - F u n k t i o n e n 
Bei der Behandlung einzentriger Produkte zweier B-Funkt ionen kann man drei Wege ein-
schlagen. Bei dem ersten Weg koppelt man die Radialanteile und die räuml ichen Kugel-
funktionen der beiden B-Funkt ionen zunächs t jeweils unabhäng ig voneinander. Dann kann 
man mittels der Formel (3.4-20) die von der Kopplung der Kugelfunktionen he r rührende , 
geradzahlige Potenz von 7^  absorbieren. Beim zweiten Weg koppelt man die Kugelfunktio-
nen und absorbiert die entstehende geradzahlige Potenz von r über die Formel (3.3-9) bzw. 
G l . (3.3-12) direkt in das Produkt der zwei reduzierten Bessel-Funktionen. Der dritte Weg 
verläuft so, daß man die beiden B-Funkt ionen jeweils mit (3.4-66) als endliche Summe von 
Slater-Funktionen ausdrück t . M a n verwendet dann die sehr einfache Kopplungsregel für das 
Produkt zweier Slater-Funktionen am gleichen Zentrum. Schließlich macht man Gebrauch 
von Formel (3.4-62), um die entstandenen Slater-Funktionen wieder als endliche Summe von 
B-Funkt ionen zu schreiben. 
W i r werden im folgenden sehen, daß man auf dem zweiten und dem dritten Wege zu 
äquiva lenten Resultaten kommt. A u f dem ersten Wege dagegen wurde bereits eine Darstel-
lung (Weniger 1982, S. 51, G l . (3.4-22)) für das einzentrige Produkt zweier B-Funktionen 
hergeleitet. Diese Darstellung ist komplizierter als die auf den anderen Wegen gewonnenen 
Darstellungen. 
A u f dem ersten Weg verwendet man die Formel (3.3-1 a) für das einzentrige Produkt 
zweier reduzierter Bessel-Funktionen und die Kopplungregel (B.3-3) der regulären Kugel-
Funktionen. M a n e rhä l t so die Beziehung 
ni+i»3-2 
x ( 2 ) ( ^ m 2 K i m 1 K m 2 - mi> (a + ß)€ £ 2 J ' + 1 (j + 1 + *i + *2)! (3.5-1) 
^ f
m i t l
 J=O 
x c n i - i , „ 2 - i , g ) ( - A Z ) f c ( - j - A Z - l / 2 ) f c TO2_mi , . , 
x S I a ' W JL JbK-J - 1 - 2AZ - t ) k " j + M M - k . * " + ^ r ' 
unter Verwendung von G l . (3.4-20) zur Absorption der entstehenden Potenz r 2 A ^ . Verwendet 
man nun die explizite Definitionen (3.3-lb) und (3.3-lc) für die C-Koeffizienten, so e rhä l t 
man eine Darstellung, die das einzentrige Produkt zweier B-Funkt ionen übe r fünf gekoppelte, 
endliche Summen von B-Funkt ionen ausdrück t . Diese Darstellung entspricht der bekannten 
Darstellung (Weniger 1982, S. 51, G l . (3.4-22)) 
23-2ni-2n 2 ^ll ßl2 
^ M A * T U + n 2 - 2 / a \ 8 A* 
X Y1 ( 2 ) (tm, + mtfamtfamt) £ ( " T f l ) D " 1 ^ ' ( • ) ( ^ + s - j + 3 /2) , 
t=im,n s=o \ Q + P/ ; = 0 \ J / 
x ( 0 + 0 + * - j + 1)! B £ £ Ü + . _ , . + M ( a + ß, r) | > + 2), (* + ( ^ ) ' 
» , » ( . + i ^ - i ) ( 2 n i _,_ i + p_ 2 ) ! ( 2 n 2_ p_ 2 ) , /^y 
X „ - m » v r o T t < _ . „ ( * + ' - P ) ! ( « i - « - * + P - l ) ! ( » » 2 - P - 1 ) ! ? ! UJ 
p=max(0,s+i—ni + 1; 
(3.5-2) 
Weniger bemerkt (Weniger 1982, S. 51), daß diese Darstellung „für numerische Anwendungen 
nicht gerade einladend 1 1 ist, eine E inschä tzung , der man sich aufgrund der hohen Zahl innerer 
Summen nur anschließen kann. 
A u f dem zweiten Weg koppelt man zunächs t die Kugelfunktionen mi t G l . (B.3-3). M a n 
erhä l t • _ . 
: i(a,r)J B - 2 ( ^ , r ) = ^ + ^ 
im 
BZ\(Sa^\ BZW^) = 2 « . + * ( B l + * 1 ) ! ( n 2 + * 2)! 
x T,(2) ( * 2 m 2 | * i r o i | f t » 2 - wi) yp~m' (r) t 3 5 " 3 ) 
2bl Xr1^t kni_lh{av)kn2_lh{ßr). 
Jetzt kann man G l . (3.3-9) verwenden, um das Produkt der beiden reduzierten Bessel-
Funktionen einschließlich der Potenz von r als endliche Summe übe r reduzierte Bessel-
Funktionen zu schreiben. Die Beziehung 
Irnax 
3=0 
ist das Resultat. Wenn man auf der rechten Seite wieder B-Funkt ionen einführ t , e rhä l t man 
(ni + Z O K n 2 + Z2)! 
x E ( 2 ) ( Z 2 m 2 | Z 1 m 1 | Z m 2 - m 1 ) ( a + ^ ) - ^ + W f . 
ni+n 2+A^-2 
x C j ^ - 1 A l ( a , ß) 2>(j + A Z + Z + iV-B^-^/a + /?, r ) . 
Die ^-Koeffizienten kann man durch zwei endliche Summen ausd rücken , wie aus G l . (3.3-13) 
folgt. Insgesamt erhä l t man so leicht eine Darstellung eines einzentrigen Produktes zweier 
B-Funkt ionen , die nur vier endliche Summen umfaßt : 
[ 0 ^ 1 K r ) ] (ß,T) = ( q + / ? ) A + € 2 2 2 n 1 + 2 n 2 - 2 ( n i + ^ ! ( ^ + ^ J l 
Imax 
x Y{2) ( Z 2 m 2 | Z 1 m 1 | Z m 2 - m 1 ) 2 £ + 1 ( - l ) A £ 
t=tmin 
n1+n2+&t-2 
x E (- 4 ) ' ' (> + A ^ + ' + 1 I 1 S 1 I 1 ^ + ^ r ) 
m i n ( u i + 2 > a i + 1 ) ( j b + 2 A / + 1 ) , r Q i * 
X ^ (* + A Z - j ) ! ( 2 j + 1 - k)\ a + ß 
min(fc,n2 —1) ^ , Ä v l 
V ( 2 m - 2 - * + a ) ! ( 2 n 2 - 2 - a ) ! 
^ a!(Jfc - a)!(m - 1 - Jt + a)!(n2 - 1 - a ) ! { P / } ' 
(3.5-6) 
Es ist aber nicht von vornherein klar, ob man durch das Einsetzen der expliziten Form 
der C-Koeffizienten in G l . (3.5-5) die beste Darstellung - z .B . für numerische Zwecke -
gefunden hat. Denn wie in Abschnitt 3.3 ausgeführt , gibt es verschiedene Wege, diese 
Koenizienten darzustellen. Auch kann man wahrscheinlich Rekursionsformeln wie z. B . 
G l . (3.3-15) vorteilhaft zur Berechnung der C-Koeffizienten heranziehen. Festzustellen, wie 
diese Koeffizienten am günst igs ten zu berechnen sind, bleibt einer ausgedehnten, numerischen 
Untersuchung vorbehalten. Die kompakte Darstellung (3.5-5) dagegen, ist flexibel, was die 
Details des Algorithmus zur Berechnung der Koeffizienten angeht. 
Der dritte Weg zur Darstellung eines einzentrigen Produktes von B-Funktionen bedient 
sich des Zusammenhangs dieser Funktionen mit den Slater-Funktionen. Für diese gibt es 
eine besonders einfache Formel zur Linearisierung eines einzentrigen Produktes. Sie lautet 
(Fi l ter und Steinborn 1978b, S.5, G l . (6.2)) 
Uax 
={Q + ß ) n i M 2 2 (trni+rn2\timi\lim,) XSgL1J*+ ß,r). 
(3.5-7) 
U m nun das Produkt von B-Funkt ionen zu linearisieren, schreibt man jede B-Funkt ion als 
endliche Summe über Slater-Funktionen und wendet die letzte Gleichung an: 
_ ( 1 / 2 ) , , - ! *f! V(I-U1)1 
~ 2<i+i(m +ti)i £ j i!(2-2ni)> xi+*'+Wa'r) 
(1/2).,-! 2*(1 - n 2 ) k 
= ( ! ^ „ - ! ( l ^ ) « , - ! ' ^ 1 2>(1 - U 1 ) , " ^ 1 2*(1 - n2)k 
2«.+^+2(N I +^)\(n2+e2)\ £ g j ! ( 2 - 2 n , ) i Jt!(2 - 2n2)k 
tmax 
Q J + t l ßk+t-> 
X
 ( A + ^ , + T + F A E ( A ) + n»2l<imi|/2m 2) X^ITm^M + 
M a n kann also ein einzentriges Produkt von B-Funkt ionen als eine endliche Dreifachsumme 
über Slater-Funktionen schreiben. Dieses Zwischenresultat kann für die Berechnung von 
Molekül integralen durchaus nützl ich sein, falls man die entsprechenden Integrale über Slater-
Funktionen berechnen kann. Drückt man nun noch auf Kosten einer einfachen endlichen 
Summe die Slater-Funktionen durch B-Funkt ionen aus, so ergibt sich 
* ™ A ( ° . r ) * O , ( 0 , r ) = 
( l / 2 ) B l - i ( l / 2 ) „ - i 
Z J , ! ( 2 - 2 » , ) , 
"2-1 c 
E 2
f c ( l - n 2 ) f c 
k\{2-2n2)k 
(3-5-9) 
2^+^+2(m +Zi)!(n 2 + Z 2 ) ! 
t, 
x ( a + 0)i+*i+*+4 ^2 
(Zm 1 + m 2 |Zimi |Z 2 m 2 ) (j + Jfc + 2AZ + 1)! 
j+Jfc+2AM-l 
x 
(2a -j -Jc- 2Ai - + Jfc + 2 A Z + 1 - a)! 
£ £ + m a ( a + 0 , r ) . 
a=l(i+Jb+2A/+2)/2l 
Man sieht, daß hier ebenfalls vier endliche Summen ausreichen, um das einzentrige Produkt 
zweier B-Funktionen zu linearisieren. Durch Vertauschung der Summationsreihenfolge kann 
Die Bedeutung der obigen Beziehungen ist zweifellos darin, zu sehen, daß man mit ihnen 
Darstellungen für Molekül integrale herleiten kann, falls die Molekül integrale als einzentrige 
Dichte ein Produkt aus zwei B-Funkt ionen enthalten. W i r werden in spä te ren Abschnitten 
Beispiele dafür sehen. Insbesondere kann man Ausdrücke für die Fourier-Transformierte 
eines einzentrigen Produktes von B-Funkt ionen herleiten, die keine Parameterintegration 
mehr enthalten. A u c h diese Beziehungen werden spä ter genauer besprochen. 
Einschränkend sollte man aber gleich hinzufügen, daß auch die Darstellungen (3.5-6) 
und (3.5-9) mit jeweils vier inneren Summen immer noch relativ kompliziert sind. In die-
sem Zusammenhang mag die Beobachtung von Kranz und Steinborn interessant sein, daß 
mehrdimensionale Summen von ähnlicher Struktur numerische Rechnungen stark verlangsa-
men können (Kranz und Steinborn 1982, S. 73); diese Summen treten bei einer Beziehung 
(Kranz und Steinborn 1982, S. 73, G l . (A4)) für zweizentrige Kernanziehungsintegrale vom 
T y p (2.6-7) über einzentrige Dichten von B-Funkt ionen mit gleichen Exponentialparameteni 
auf. 
3.5.2. Zweizentrige Produkte zweier B -Funktionen 
Ausgehend von den entsprechenden Beziehungen für reduzierte Bessel-Funktionen werden 
in diesem Abschnitt eindimensionale Integraldarstellungen für zweizentrige Produkte von 
B-Funkt ionen hergeleitet. 
Die grundlegende Bedeutung der Formeln dieses Abschnitts ist darin zu sehen, daß -
ähnlich wie bei der Anwendung von Additionstheoremen - die Zahl der Zentren erniedrigt 
wird. Im wesentlichen kann man zweizentrige Dichten als Integrale über einzentrige Dichten 
schreiben. An die Stelle u. U . mehrfacher, unendlicher Reihen bei Additionstheoremen tritt 
hier eine einfache eindimensionale Integration. 
man die Äquivalenz dieser Darstellung zu G l . (3.5-6) zeigen. 
Mult ip l iz ie r t man die Integraldarstellung (3.3-28) eines zweizentrigen Produktes von re-
duzierten Bessel-Funktionen in geeigneter Weise mit Kugelfunktionen und Konstanten, so 
e rhä l t man die Darstellung 
R T ( C ( T - R i ) ) V ( ß ( r - R 2 ) ) 
fc, <*.r - R 1 ) ] B Z l 2 (ß,r- R 2 ) = ( ^ ^ J ( W I + < I ) ! ( B > + < , } 1 
^2 ß2 R221 x / . / , A ^ - i I ^ ! - • f T ^ K r - n 2 l ( t ) Y + q 2 ( i r_t) » ß 2 t j dt 
(3.5-10) 
M a n kann ein zweizentriges Produkt von B-Funkt ionen auch unter Einbeziehung der 
beiden Kugelfunktionen in eine Form bringen, in der alle von r abhängigen funktionalen 
Bestandteile für jeden Wert der Integrationsvari ablen t an einem gemeinsamen Zentrum 
sitzen. Dazu m u ß man nur die Kugelfunktionen mit unter das Integralzeichen schreiben und 
das Additionstheorem (B.3-4) zweimal verwenden. M a n erhä l t 
[Ks',ti ( « . ' - * ) ] * ^ C A V,*-*•>) = ^ y ^ ^ l ^ + e ^ + ^i 
1 
x Jtn>-V2(l - f ) * ' " 3 / 2 E G ( Z 1 T n 1 K m i ) E G(i2m2\a2mii) 
0 <mi ^ 2 .m2 
x [ : c r ! ( 7 l 2 l ( ( ) - R l ) ] ' 3 C T * ( 7 l 2 l W _ R 2 ) ( 3 - 5 " n ) 
x [yg (r - 7l2 1(t))] * 3 ^ ( r - T l 2 1 ( O ) 
x W i (/(f+ I ^ ) < f - W » 8 + a » ( l - 0 + /Pt^") 
Nun kann man schließlich die Kopplungsregel (B.3-3) der regulären Kugelfunktionen auf 
die beiden Kugelfunktionen mit dem gleichen Argument in der vorletzten Zeile der letzten 
Gleichung anwenden. M a n e rhä l t 
[B2A (o, r - R 1 ) ]* B ? A ( A r - R 2 ) = ^ ^ f f f f i ^ , ^ + 
1 
I*»«-3/2(1 _ f ) » » - 3 / 2 £ G ( Z 1 T n 1 K m i ) G ( Z 2 m 2 | Z 2 m ' 2 ) 
o ^ . s 
f y " ' 1 ( 7 l 2 1 ( 0 - R 1 ) ] ^yl2JlT1'2 (7t 2 1(*) - R 2 ) x (3.5-12) 
 
X 
0 
x E ( 2 ) ß m i t ä m ' ^ m i - m\) |r - Tl21{t)\2" yf~m[ (r - TC21(O) 
x ^ - > ( \ / ( t + 1 3 7 ) <r - 7 ^ ' » 2 + o» ( i - 0 + / ^ 1 ) D T 
Dies ist eine eindimensionale Integraldarstellung mit einem Integranden, der i m wesentlichen 
die Struktur „gerade Potenz mal reduzierte Bessel-Funktion mal Kugelfunktion" hat. 
In all diesen Integraldarstellungen sind einige oder alle r - abhäng igen Bestandsteile des 
Integranden an den Orten 
!
R i i m Spezialfall R i = R 2 , 
(1 - t)Rx + IR2 i m Spezialfall a = ß, (3.5-13) 
"^^S?2 i m allgemeinen Fa l l 
zentriert. Aus dieser Beziehung folgt, daß alle diese i -abhängigen Zentren auf der Verbin-
dungslinie zwischen den ursprüngl ichen Zentren R i und R 2 liegen. Den Endpunkten des 
Intervalls (0,1) entsprechen dabei die beiden Vektoren R i und R 2 . Die Abhängigke i t von t 
wird dabei durch eine Möbius-Transformat ion beschrieben. Möbius -Trans fo rmat ionen wer-
den i m weiteren Verlauf dieser Arbei t noch eine wichtige Rolle spielen, wenn auch in völlig 
anderem Zusammenhang. 
Die reduzierten Bessel-Funktionen in al l diesen Integraldarstellungen kann man als /c-
Funkt ion schreiben. Wegen der Definition der «-Funkt ionen vergleiche man G l . (3.2-44). Es 
gilt 
/ cßRn /«* ß2 „ 
(3.5-14) 
Dies hat zur Folge, daß man auch nach Fourier-Transformation z. B. von GL (3.5-12) eine 
eindimensionale Integraldarstellung über K-Funktionen erhält. Dieser Punkt wird später 
ausführlich behandelt. 
Für Q = ß vereinfacht sich der Integrand aller drei angegebenen Integraldarstellungen 
wegen 
1 \ . _ , . . ,2 
= «„,+„,_, ( a Ä 2 i , a [ i ( l - 0 r 1 / 2 ; r -TC 2 1 (0 ) 
be t räch t l i ch . 
Welche der angegebenen Formen der eindimensionalen Integraldarstellung vorzuziehen ist, 
häng t vom jeweiligen Anwendungsbereich ab. 
Hervorgehoben sei, daß die oben angegebenen Formeln die anscheinend ersten eindimensio-
nalen Integraldarstellungen für zweizentrige Produkte von B-Funktionen im Ortsraum sind. 
Bisher waren nur eindimensionale Integraldarstellungen für die Fourier-Transformierte einer 
zweizentrigen Dichte bekannt. Auf diese wird in einem spä te ren Abschnit t eingegangen. 
Rekursionsbeziehungen für zweizentrige Dichten zweier B-Funkt ionen werden in Anhang 
D behandelt. 
4. Integraltrarisformationsmethoden zur Behandlung 
von Molekülintegralen mit 5-Funktionen 
4.1 . Integraltransformationsmetlioden im allgemeinen 
4.1.1. E i n f ü h r u n g 
In diesem Kapi te l sollen die Methoden, vorgestellt werden, mit denen die analytischen Resul-
tate dieser Arbei t gewonnen wurden. Bei den hier besprochenen Methoden handelt es sich 
um Integraltransformationsmethoden. Es soll ein Uberblick über die Strukturen gegeben 
werden, die den verschiedenen. Methoden zugrundeliegen. 
Al le besprochenen Methoden dienen zur Herleitung von Integraldarstellungen für Molekül-
integrale mit B-Funkt ionen. Die detaillierte Form dieser Darstellungen ist nicht das Thema 
dieses Kapitels und wird spä t e r behandelt. Stattdessen soll ganz abstrakt die Vorgehensweise 
der einzelnen Methoden beschrieben werden. In diesem Sinne sind die Integraldarstellungen 
in diesem Kapi te l von formaler Natur. 
Zwei Ziele sollen durch dieses Kap i t e l erreicht werden. Die Vorgehensweise bei den jeweili-
gen Methoden soll klar herausgearbeitet werden, ohne daß man durch technische Details der 
Herleitung abgelenkt wird . Ferner liefert der Bl ick auf die Grundstrukturen der Methoden 
eine Möglichkeit , diese miteinander zu vergleichen. 
Jede Methode wird in einem eigenen Abschni t t behandelt. Dieser beinhaltet jeweils eine 
Einführung in die Methode, formale Integraldarstellungen für E i n - und Zwei-Elektronen-
Integrale sowie eine Bewertung der numerischen K o m p l e x i t ä t von Methode und Integraldar-
stellungen. 
Im letzten Abschni t t dieses Kapitels wird a u ß e r d e m ein neuer Algorithmus zur Berechnung 
von Zwei-Elektronen-Integralen vorgestellt. Dieser Algori thmus basiert auf Integraldarstel-
lungen für diese Molekül in tegra le , die gleichzeitig für alle Zwei-Elektronen-Integrale mit nu-
merischen Quadraturverfahren ausgewertet werden. Dadurch kann man bei N Basisfunktio-
nen die Zahl rechenintensiver Schritte auf 0(N2) senken, obwohl O(NA) Integrale berechnet 
werden. Bei größeren Bas i ssä tzen sollte dieser Algori thmus konventionellen Berechnungsver-
fahren über legen sein. Dies wird anhand einfacher A b s c h ä t z u n g e n gezeigt. 
Die Bewertung der numerischen K o m p l e x i t ä t der mi t den Integraltransformationsmetho-
den gewonnenen Integraldarstellungen erfordert einige Vorüber legungen. Diese sind Gegen-
stand des folgenden Unterabschnitts. Dort wird auch der Begriff der numerischen Komple-
x i tä t etwas schärfer gefaßt. 
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4.1.2. Kri ter ien zur Bewertung der numerischen K o m p l e x i t ä t 
Die Abschnitte dieses Kapitels , i n denen eine Integraltransformationsmethode beschrieben 
ist, enthalten jeweils einen Unterabschnitt , i n dem die numerische K o m p l e x i t ä t der jewei-
ligen Methode bewertet wi rd . Die numerische K o m p l e x i t ä t einer Methode bzw. der mit 
dieser Methode hergeleiteten Darstellungen ist hierbei die Gesamtheit aller Merkmale , die 
für die numerische Auswertung der Darstellungen eine Rol le spielen. Dazu gehören also die 
analytischen Strukturen der Darstellungen in Hinblick auf numerische Fragen, die zur Aus-
wertung herangezogenen Algori thmen sowie der numerische Aufwand hinsichtlich Rechenzeit 
und Speicherbedarf. 
Die Bewertung der numerischen K o m p l e x i t ä t wird anhand der mit Hilfe der Methode her-
geleiteten, formalen Integraldarstellungen der Molekü l in tegra le vorgenommen. Diese haben 
stets als Integranden ein Molekül in tegra l vom gleichen T y p , aber mi t anderen Basisfunk-
tionen. Dieses Molekül integral wird i m folgenden als inneres Molekülintegral bezeichnet. 
Bei geschickter Wahl der Methode kann die Zahl der Zentren des inneren Molekül in tegrals 
geringer sein als beim ursprüngl ichen Integral. 
A l s ein Kr i t e r ium zur Bewertung der numerischen K o m p l e x i t ä t kann man die Dimension 
der Integraldarstellung heranziehen. M i t ihrer Hilfe kann man in einfacher Weise die Zahl 
der inneren Molekül integrale abschä tzen , die man je Molekül in tegra l mit B-Funkt ionen zu 
berechnen hat. 
Neben der Zahl der zu berechnenden inneren Molekül in tegra le ist ein weiteres Kr i t e r i um 
der numerische Aufwand hinsichtlich Rechenzeit und Speicherbedarf, der für die Auswertung 
der inneren Molekül integrale anfäll t . 
Es sei hier ausdrückl ich vermerkt, daß es bei dieser Bewertung nicht um den grundsä tz -
lichen Vergleich der verwandten Basissä tze geht. Dieser m ü ß t e neben dem Zeitbedarf zur 
Berechnung eines jeweiligen Molekül in tegra ls auch die Zahl der ü b e r h a u p t benö t ig t en Mole-
külintegrale sowie ebenso die Q u a l i t ä t aller Ergebnisse der ab initio Rechnung einschließen. 
Dieser grundsä tz l iche Vergleich kann frühestens nach der Durch füh rung solcher kompletter 
Rechnungen erfolgen. Er ist nicht das T h e m a dieser Arbe i t . Hier geht es letztl ich um den 
Vergleich verschiedener Methoden zur Berechnung von Molekü l in tegra len exponentialartiger 
Basisfunktionen. Der Basissatz ist also fest gewäh l t . 
Die Bewertung der numerischen K o m p l e x i t ä t der mi t den Integraltransformationsmetho-
den gewonnenen Integraldarstellungen ist allein aufgrund der jeweils angegebenen, mehr for-
malen Beziehungen natür l ich nicht vol ls tändig durchzuführen . Insofern sind die Ergebnisse 
des jeweiligen Abschnitts eher vorläufiger Natur , solange man die entsprechenden Darstel-
lungen nicht im Detail ausgearbeitet und in Programme umgesetzt hat. 
Diese Programme muß man wiederum mit dem Abschneiden von anderen Programmen 
vergleichen, die auf mit anderen Methoden gewonnenen Darstellungen beruhen. Dieser Ver-
gleich sollte mögl ichst so vonstatten gehen, daß alle Programme auf dem gleichen Computer 
miteinander konkurrieren. 
Aber auch dann ist noch die E inschränkung zu machen, daß man so eigentlich nicht die 
Methoden zur Gewinnung der Darstellungen miteinander vergleicht, sondern die gewonnenen 
Darstellungen einschließlich ihrer Umsetzung in Computerprogramme. 
M i t anderen Worten: Der faire Vergleich von Methoden zur Berechnung von Molekül in te-
gralen ist sehr schwierig. M a n sollte möglichst viele Vergleichsmöglichkeiten berücks icht igen. 
Neben dem Vergleich von Programmen aufgrund ihres Zeit- und Speicherbedarfs sollte man 
also auch versuchen, die numerische Komplex i tä t der zugrundeliegenden Algori thmen schon 
aufgrund ihrer analytischen Darstellungen einzuordnen. Die Ergebnisse dieses Kapitels kann 
man als Schritte in diese Richtung auffassen. Sie dienen auch als Vorüber legung, welche 
Ergebnisse man eigentlich bei der Verwendung von Integraltransformationsmethoden und 
Integraldarstellungen für Molekül integrale sinnvollerweise erwarten darf. 
4.2 . Laplace-Transformationsmethode 
4.2.1. E i n f ü h r u n g 
In diesem Abschnit t soll eine Methode zur Behandlung von Molekül in tegra len mit B-Funk-
tionen besprochen werden, die auf den äquivalenten Integraldarstellungen (3.4-49), (3.4-50) 
und (3.4-51) der B-Funkt ionen beruht. W i e G l . (3.4-51) zeigt, kann man die B-Funkt ionen 
als Laplace-Transformierte von sphär ischen Gauß-Funk t ionen auffassen. Genauer kann man 
dies unter Verwendung der Definition (2.4-2) auch als 
1/ . oo 
r ) = U J 2 ^ / 2 ( n + 0 ! / W 1 ^ 2 e " * V ( W - 1 / 2 , r) dt 
0 (4.2-1) 
= ( ! ) 2 ^ ( n + 0 ! £ { ( 2 < r < / 2 " 3 / 2 G " ( ( 4 f r l / V ) ; a 1 
schreiben. Wegen dieses Zusammenhangs soll die gesamte Methode als „Laplace-Transfor-
mationsmethode" bezeichnet werden. Die ebenfalls denkbare Bezeichnung „Gauß-Transfor-
mationsmethode" wird nicht verwendet, da sie irreführend ist. Die Gauß-Trans fo rma t ion 
ist nämlich eine bekannte Integraltransformation ( M O S , S. 398, S. 465). F ü r den d-
dimensionalen R a u m kann man die Definition 
0/(x) = J e-°^-y?f(y)ddy (4.2-2) 
für festen Parameter a verwenden. Dies ist nicht von der Form der Gleichung (4.2-1). 
In diesem Kapi te l soll nur die allgemeine Struktur der Methode behandelt werden, nicht 
aber konkrete Darstellungen für die Molekül integrale . Diese werden nötigenfalls in folgenden 
Kapi te ln gesondert aufgeführt . 
Die Laplace-Transformationsmethode zur Berechnung von Molekül integralen mit B-Funk-
tionen besteht nun darin, jede in der Definition des Molekül integrals auftauchende B-Funk-
tion durch ein Pararneterintegral über eine sphär ische Gauß-Funk t ion zu ersetzen. M a n 
erhä l t eine i.a. mehrdimensionale Integraldarstellung, die im Integrand ein Molekül integral 
vom gleichen Typ en thä l t , jedoch mit sphär ischen Gauß-Funk t ionen als Basissatz. Darstel-
lungen für diese Molekül integrale dürfen jedoch als bekannt vorausgesetzt werden. Al le die 
Molekül in tegra le mit Gauß-Funk t ionen , die in molekularen ab initio Rechnungen auftreten, 
kann man über die Hiifsfunktion (Shavitt 1963) 
Fm(t) (4.2-3) 
ausdrücken , zu deren numerischer Auswertung eine Reihe effizienter Algori thmen (Groten-
dorst und Steinborn 1986 (und Zitate darin); Weniger und Steinborn 1989) bekannt sind. 
Im Pr inzip ist die Lapiace-Transformationsmethode zur Auswertung von Molekül integra-
len schon ziemlich alt. Sie geht zurück auf eine Arbei t von K i k u c h i (Kikuchi 1954), in der 
der Gebrauch einer Integraldarstellung für die Berechnung von Molekül in tegra len mi t Is-
Slater-Funktionen vorgeschlagen wurde. Eine modifizierte Integraldarstellung (Shavitt und 
Karplus 1963) 
OO 
e - ö r = ( a / 2 ) 7 r - 1 / 2 J S-zI2 e - * 2 / ( 4 « ) - . r a ds (4.2-4) 
o 
wurde benutzt (Shavitt und Karplus 1965), um mehrdimensionale Integraldarstellungen für 
Elektron-Elektroii-Wccliselwirkungsintegrale mit Slater-Funktionen vom T y p l s , 2s und 2p 
sowie Kernanziehungsintegrale mit I^-Slater-Funktionen anzugeben. 1 Allerdings wurden in 
diesen Arbeiten eine Vielzahl von Koordinatentransformationen durchgeführ t , um schließ-
lieh in der Lage zu sein, eine der Parameterintegrationen durchzuführen. W i r werden bei 
der Behandlung der Bessel-Transformationsmethode sehen, daß diese - obwohl sicherlich 
verwandt mit der Laplace-Transformationsmethode - entsprechende Integraldarstellungen 
wesentlich eleganter herzuleiten erlaubt. 
1 Verallgemeinerungen der Methode auf andere Operatoren anstelle des Coulomb-Potentials wurden 
ebenfalls untersucht (Kern und Karplus 1965; Bowers 1974). 
Eine Variante der Laplace-Transibrmationsmetliode macht von der Laplaee-Dcirstelluiig 
( E T I , S. 137, G l . (4.3.1); Fi l ter und Steinborn 1978a, S. 83, G l . (6.5)) 
OC 
r " 1 =TC-1'2 Js-We-"7ds (4.2-5) 
ü 
des Coulomb-Potentials Gebrauch. W i r d diese Darstellung zusätzlich zur Laplace-Darstel-
lung (4.2-1) der B-Funkt ionen bei Kernanziehungs- und Wechselwirkungsintegralen ver-
wandt, so e rhä l t man um den Preis einer zusätzl ichen Parameterintegration eine mehrdimen-
sionale Integraldarstellung, deren Integrand nur noch ein Molekülintegral über sphär ische 
Gauß-Funk t ionen en thä l t , was man demnach elementar berechnen kann. M a n sollte aller-
dings beachten, daß die Laplace-Darstellung des Coulomb-Potentials einen Integranden hat, 
der bei 5 = 0 eine divergente Wurzels ingular i tä t aufweist. Diese kann dazu führen, daß auf 
einer Hyperf läche am Rand des Integrationsvolumens der Integrand der mehrdimensionalen 
Integraldarstellung ebenfalls divergiert. Die numerische Auswertung der in dieser Variante 
gewonnenen Integraldarstellung bedarf daher einer sorgfältigen Behandlung. 
4 .2 .2 . E i n - E l e k t r o n - I n t e g r a l e 
In diesem Abschni t t besprechen wir anhand einer mehr formalen Darstellung die Anwendung 
der Laplace-Transformationsmethode auf Molekül integrale vom T y p 
/ [ A 5 ^ 1 , ^ 2 R R i 1 R 2 ) = J [ ^ i ( r - R i ) ] * A $ 2 ( r - R 2 ) d 3 7 > . (4,2-6) 
Hier ist A ein zunächs t (fast) beliebiger Ein-Elektron-Operator, der je nach Zusammenhang 
der Einheitsoperator (Uberlappungsintegrale), der Laplace-Operator i (Integrale der kineti-
schen Energie) oder der Coulomb-Operator (Kernanziehungsintegrale) sein kann. 
Bezüglich der Orbitalfunktionen {Q3} setzen wir vorcius, daß sie eine Integraldarstellung 
vom T y p 
OO 
*M = J fj(u)G3(u,r)du, U = 1,2) (4.2-7) 
o 
mit reellen Funktionen {/ ;} besitzen. Unter den Funktionen {Gj} kann man sich z. B . 
sphär i sche Gauß-Funk t ionen vorstellen. Setzt man diese Integraldarstellung ein, so folgt bei 
2 Hier ist A , nicht C gemeint. 
Veitauschung der Integrationsreihen folge 
OO OO 
7 [ ^ , « i , * j ] ( R i , R 2 ) = J C lu 1 Z 1 (U 1 ) J AuoJ2(U1) / [ G i ( « i , r - R i ) ] M G 2 ( « 2 , P - R 2 J d 3 r . 
O O 
(4.2-8) 
K a n n man nun das Molekülintegral über die Funktionen G\ und G2 geschlossen ausführen, 
Cjniu1,U2,RilR2) = J[Gi{UUT- R i ) ] * A G 2 ( u 2 , r - R 2 ) d 3 r , (4.2-9) 
so e r h ä l t man die zweidimensionale Integraldarstellung 
/ [ A 1 S l l S 2 J ( R l l R 2 ) = J C l u 1 J 1 ( U 1 ) J du2f2{u2)g12(ultu2,-RuR2). (4.2- 10) 
Ob man diese Darstellung noch vereinfachen kann, häng t von der genauen funktionalen Form 
des Ausdruckes g12 für das Molekül integral mit den Funktionen {Gj} ab und kann daher 
nicht allgemein entschieden werden. 
G i l t A = |r — R 3 | ~ 3 wie im Falle eines (mehrzentrigen) Kernanziehungsintegrales, so kann 
man für das Moleküi in tegral mit den Funktionen {Gj} die Darstellung 
012(1*1, u 2 , R i , R 2 ) = J{G1 ( u i , r - R i )]*|r - R s p ' f t N , r - R 2 ) d 3 r 
OO 
= *~1'2 j S-iI2 j[G1 ( U 1 , p - R 1 ) ] * G 2 ( u 2 , r - R 2 ) tT«*-**? A3r As 
(4.2-11) 
angeben. Sind die Funktionen {Gj} Gauß-Funk t ionen , so ist das innere Integral hier elemen-
tar lösbar und kann i m wesentlichen als eine Gauß-Funk t ion in den Variablen R21, Rz1 und 
B32 geschrieben werden. Dies entspricht der oben e rwähn ten Variante der Laplace-Transfor-
mationsmethode. Dann erhä l t man eine dreidimensionale Integraldarstellung. 
4 .2 .3 . Z w e i - E l e k t r o n e n - I n t e g r a l e 
In diesem Abschni t t wird die Anwendung der Laplace-Transformationsmethode auf Integrale 
vom T y p 
J[*u $ 2 , $ 3 , $ 4 ] ( R i , R 2 , R 3 l R 4 ) 
- J|[$i(x~Ri)]^2(x-R2)^^[$3(y-R3)]^4(y--R4Jd3^d3U 
(4.2-12) 
skizziert. Bezüglich der Funktionen {<&3} setzen wir die Gül t igkei t der Integraldcirstellungen 
CO 
* i ( r ) = J J3(u)G3(u,r) du, 0 = 1,2,3,4) (4.2-13) 
o 
voraus. Einsetzen dieser Darstellung liefert 
OO OO OO OO 
J [ $ i , $ 2 , $ 3 , $ 4 ] ( R i , R 2 , R 3 , R 4 ) - J duj Z 1 (U J ) J Auof2(U2) J d u 3 Jz(Ui) J d u 4 / 4 ( u 4 ) 
O O O O 
x JJ[Gi(uux- R ! ) ] * G 2 ( « 2 , x - R 2 ) [ G 3 ( u 3 , y - R 3 ) ] * 6 ' 4 ( « 4 , y - R 4 ) d 3 ; r d 3 < / . 
(4.2-14) 
M a n erkennt, daß dies eine vierdimensionale Integraldarstellung ist, wenn man das Elektron-
Elektron-Wechselwirkungsintegral der Funktionen {Gj} im Integranden als eine A r t spezielle 
Funkt ion der u ; für i — 1,2,3,4 auffaßt. Fü r Gauß-Funk t ionen {Gj} kann man dieses 
Integral - wie bereits e rwähn t - über Hilfsfunktionen Fm(I)i die in G l . (4.2-3) definiert sind, 
vol ls tändig berechnen. 
Setzt man die Laplace-Darstellung (4.2-5) des Coulomb-Potentials ein, so erhä l t man 
eine fünfdimensionale Integraldarsteilung. Diese en thä l t im Integranden nur elementare 
Funktionen, falls Gauß-Funkt ionen für die Funktionen {Gj} genommen werden. Genauer 
gilt 
J [ $ i , $ 2 , ^ 3 , $ 4 ] ( R i , R 2 , R 3 , R 4 ) 
OO OO OO OO OO 
= n~l/2 J dss~1/2 J du i J1(Ui) J d u 2 J2(u2) J d u 3 / 3 ( u 3 ) J d u 4 / 4 ( u 4 ) 
O O O O U 
x JJ[Gi(ui,x - R i ) ] * C 2 ( u 2 , x - R 2 ) e - 5 ^ 2 [ G 3 ( u 3 , y - R 3 ) ] * G 4 ( u 4 , y - R 4 ) d 3 a :d 3 u. 
(4.2-15) 
Das sechsdimensionale Integral in der dritten Zeile dieser Formel wird also als relativ einfache 
Funkt ion der fünf Variablen 5 , Uj1 (j = 1,2,3,4) betrachtet. Die Vektoren R ; für j = 1,2,3,4 
spielen die Rolle von Parametern. Als Funktion dieser Parameter betrachtet, ist dieses innere 
Integral i m Falle von Gauß-Funkt ionen i m wesentlichen selbst wieder eine Gauß-Funk t ion in 
den Variablen Rjjc = |Ry — Rjt|. Wie in der Einführung angedeutet, en thä l t der Integrand 
dieser Darstellung Bei t räge , die für 5 = 0 singulär werden. Dies spiegelt die singulare Natur 
des Coulomb-Potentiales wider. 
4.2.4. Bewertung der numerischen K o m p l e x i t ä t 
Aufgrund der beschriebenen Strukturen kann man den numerischen Aufwand abschä tzen , 
den m a n im Rahmen der Laplace-Transformationsmethode relativ zum Aufwand bei der 
Berechnung der entsprechenden Molekül integrale mit Gauß-Funkt ionen treiben muß . Hierzu 
m u ß m a n einige Annahmen über Quadraturverfahren machen, die aber vernünft ig erscheinen. 
Hinsicht l ich der Quadratur verfahren nehmen wir an, daß es sich um Produktregeln han-
F ü r jedes eindimensionale Integral J F(x) dx der mehrdimensionalen Integraldarstellungen 
wird also eine eindimensionale Quadraturregel der Form 
verwendet. Numerische Erfahrung zeigt, daß für harmlose Integranden zwischen 10 und 30 
Auswertungen ausreichen, um eine für die meisten Anwendungen genügende Genauigkeit von 
ca. 8 bis 10 Stellen zu erzielen. Die Abszissen Xj bilden ein eindimensionales Quadraturgitter. 
Der Integrand der mehrdimensionalen Integraldarstellung wird an den Stellen eines mehr-
dimensionalen Quadraturgitters ausgewertet, das sich bei einer Produktregel als kartesi-
'sches Produkt der eindimensionalen Git ter ergibt. Braucht man für jede eindimensio-
nale Quadraturregel i m Schnitt N Punkte, so en thä l t ein c/-dimensionales Gi t ter also 
!größenordnungsmäßig Nd Punkte. 
l Bei der Laplace-Transformationsmethode erhäl t man bei Ein-Elektron-Integralen zweidi-
mensionale Integraldarstellungen. Wenn man keine der Integrationen analytisch ausführen 
kann, m u ß man demnach den Integranden zwischen IO 2 = 100 und 30 2 = 900 mal auswerten. 
Wenn für jeden Integrationspunkt im mehrdimensionalen Quadraturgitter ein entsprechen-
des Molekül in tegral mit Gauß-Funk t ionen auszuwerten ist, erwartet man demnach für die 
!Berechnung des jeweiligen Molekülintegrals mit B-Funkt ionen mittels der Laplace-Trans-
formationsmethode einen hundert- bis tausendfach größeren Zeitbedarf als für das entspre-
chende innere Integral mit Gauß-Funkt ionen . Hierbei ist der Zeitbedarf für die Ausführung 
der Quadratursummen vernachlässigt worden. 
Bei Zwei-Elektronen-Integralen ist die entsprechende Integraldarstellung vierdimensional. 
!Demnach erfordert die Auswertung eines solchen Integrals mit der Laplace-Transforma-
tionsmethode zwischen IO 4 = 10 000 und 30 4 = 810000 Auswertungen von entsprechenden 
!integralen mit Gauß-Funk t ionen . 
Verwendet man zusätzl ich die Laplace-DarsteIlung des Coulomb-Integrals, so umfaßt das 
jeweilige Quadraturgitter ca. 30 mal mehr Punkte. Hierbei ist angenommen worden, daß 
Idelt. 
(4.2-16) 
j=i 
diese Zahl von Stützs te l len im s-Integral trotz der Singular i tä t des Integranden bei s = 0 aus-
reicht. Andererseits ist der Integrand der mehrdimensionalen Integraldarstellung jetzt ein-
facher und e n t h ä l t keine F m - F u n k t i o n mehr. Die Bewertung der numerischen Komplex i t ä t 
häng t demnach davon ab, wie viele Stützs te l len eines eindimensionalen Quadraturgitters 
dem schwierigeren Integranden entsprechen. Hierzu sind keine genauen Aussagen möglich. 
Allerdings kann man die Größenordnung dieses Verhältnisses ermitteln unter der Annahme, 
daß die F m - F u n k t i o n e n selbst durch numerische Quadratur über die Definit ion (4.2-3) be-
rechnet werden 3 . Dann würde man das Verhäl tnis auf etwa N S tü tzs te l len pro F m - F u n k t i o n 
schä tzen . Die zusätz l iche Verwendung der Integraldarstellung des Coulomb-Potentials kann 
also u. U . vergleichbare Resultate liefern. 
Die Verwendung der Laplace-Transformationsmethode ohne analytische Vereinfachungen 
für die Berechnung von Zwei-Elektronen-Integralen scheint aufgrund der hohen Zahl der 
Auswertungen der Integranden kaum sinnvoll, es sei denn, es stehen sehr schnelle Routinen 
zur Berechnung der inneren Molekülintegrale mit Gauß-Funkt ionen zur Verfügung. Für die 
Berechnung dieser Molekül integrale sei auf die Literatur verwiesen (Boys 1950; Clementi 
1972; Dyczmon 1973; Ahlr ichs 1974; Saunders 1975; Dupuis et al. 1976; Davidson 1977; 
Cärsky und Urban 1980; Saunders 1983; Hehre et al. 1986, Abschnitt 3.3). 
4.3. Bessel-Transformationsmethode 
4 .3 .1 . E i n f ü h r u n g 
Die Integraldarstellungen (3.5-11) und (3.5-12) erlauben es, zweizentrige Dichten zweier B-
Funktionen 
O t m 1 2 K ß.Ri.Ä2I r) = [*™' A (a, r - R i ) ] * (ß, r - R 2 ) (4.3-1) 
durch ein eindimensionales Integral über einzentrige Dichten zu schreiben. Diese einzentri-
gen Dichten kann man als anisotrope Verallgemeinerungen der /c-Funktion aus G l . (3.2-44) 
auffassen. Die beiden Integraldarstellungen bleiben auch dann gült ig, wenn die ursprüngl iche 
Dichte einzentrig war. Die Integraldarstellungen wurden hergeleitet aus der Darstellung (3.3-
28) eines zweizentrigen Produktes zweier reduzierter Bessel-Funktionen. Dieses Produkt wird 
dabei ebenfalls durch ein eindimensionales Integral repräsen t ie r t , in dessen Integranden wie-
derum eine reduzierte Bessel-Funktion steht. Diese Integraldarstellung ergab sich wiederum 
3 I n den meisten Integralpaketen wird die Fm-Funktion nicht so berechnet. Allerdings heißt das nicht, 
daß die Annahme einer numerischen Quadratur zu falschen Größenordnungen für die Berechnungszeiten 
führt. 
sehr einfach, wenn man für beide reduzierte Bessel-Funktionen der zweizentrigen Dichte die 
Laplace-Darstellung (3.2-41) einsetzte und nach einer Koordinatentransformation eins der 
beiden Integrale ausführte. 
M a n kann diese Darstellungen zweizentriger durch einzentrige Dichten benutzen, u m In-
tegraldarstellungen für Molekül integrale von B-Funkt ionen herzuleiten. Wegen des engen 
Zusammenhangs mit reduzierten Bessel-Funktionen soll diese Methode „Bessel-Transforma-
tionsmethode" 4 genannt werden. Die Struktur dieser Methode wird i m folgenden beschrie-
ben. Wegen des oben beschriebenen Zusammenhangs mit Laplace-Darstellungen ist die 
Bessel-Transformationsmethode mit der i m letzten Abschnit t beschriebenen Laplace-Trans-
formationsmethode verwandt. 
M a n kann bis auf Integrale der kinetischen Energie alle für L C A O - M O - V e r f a h r e n benöt ig-
ten Molekül integrale als Integrale von Dichten zweier Basisfunktionen ausdrücken . Im Falle 
von B-Funkt ionen kann man unter Verwendung von G l . (3.4-32) die Integrale der kinetischen 
Energie als Differenz zweier Uberlappungsintegrale schreiben. Demnach kann man alle 
Molekül integrale von B-Funkt ionen mit der Bessel-Transformationsmethode behandeln. 
U m die Methode klar herauszuarbeiten, betrachten wir allgemein Dichten vom T y p 
P ( S l l S 2 K R i 1 R 2 I r ) = [ S i ( r - R O r S ^ r - R 2 ) , (4.3-2) 
für die eine Integraldarstellung 
l 
^ ! , ^ ! ( R i . R a j r ) = J d a 1 2 ( f ) 6 i 2 ( t , r - 7 t 2 i ( i ) ) (4-3-3) 
o 
existiert. Die sich ergebenden Darstellungen der Molekül integrale werden i m folgenden 
beschrieben. 
4 .3 .2 . E i n - E l e k t r o n - I n t e g r a l e 
In diesem Abschnitt betrachten wir Integrale vom T y p 
/ ' [ F 1 ( F l l ^ 2 ) ( R l l R 2 ) = / F ( r ) [ $ 1 ( r - R 1 ) ] * ^ 2 ( r - R 2 ) d 3 r . (4.3-4) 
4 Fs gibt keine „Bessel-Transformation" in Analogie zur Laplace- oder Fourier-Transformation. Trotzdem 
kann man die Besscl-TVansformationsmethode der Fourier-TVansformationsmethode und der Laplace-
Transfonnationsmelhode als IntegraUransformationsmeihode zur Behandlung von Molekülintegralen an 
die Seite stellen. 
Die Funktion F ( r ) kann man als Multiplikationsoperator auffassen. F ü r Uberlappungsin-
tegrale gilt F(r) = 1, für Kernanziehungsintegrale dagegen F ( r ) = |r - R | - 1 . M a n sieht 
sofort, daß man diese Integrale auch schreiben kann als Integrale über die Dichte (4.3-2): 
$ 2 ] ( R i , R 2 ) = J J P ( r ) P [ $ 1 , $ 2 ] ( R i , R 2 ; r ) d 3 r . (4.3-5) 
Setzt man die Integraldarstellung (4.3-3) ein, so folgt 
l 
I1IFt*i,$2](Ri,R2) = J dihl2(t) JF(r)612(t,r-7l2a(t))d3r. (4.3-6) 
o 
Dies kann man interpretieren als eine eindimensionale Integraldarstellung, die i m Integrandcn 
wieder ein Molekül integral en thä l t . Die Zentrenzahl dieses Integrals ist aber um Eins 
erniedrigt gegenüber dem ursprüngl ichen Molekülintegral . Wenn man in der Lage ist, das 
Molekül integral mi t der niedrigeren Zahl der Zentren zu berechnen, hat man eine explizit 
eindimensionale Integraldarstellung des ursprüngl ichen Molekülintegrals gewonnen. 
Im Falle von Uberlappungsintegralen, also für F(r) = 1, kann man i m inneren Integral 
die Koordinatentransformation r —» r + 7Z>2i{t) vornehmen. M a n erhä l t 
J b12(t,r-K2i(t))dzr = J 6 1 2 ( i , r ) d 3 r . (4.3-7) 
Verwendet man dieses Resultat in G l . (4.3-6), so ergibt sich die vereinfachte Beziehung 
l 
/ ' [ 1 , * ! , * 2 ] ( R i , R 2 ) = J dthl2(t) J & 1 2 ( < , r ) d 3 r . (4.3-8) 
o 
Diese Darstellung zeigt, daß man die Winkelintegrationen im Integral über r ausführen kann, 
falls bi2(t,r) eine Summe von sphär ischen Tensoren bezüglich r ist. Dies ist zum Beispiel 
für B-Funktionen bei Verwendung der Darstellung (3.5-12) der Fal l . Es verbleibt nur ein 
Radialintegral analytisch zu lösen, um eine explizit eindimensionale Integraldarstellung zu 
erhalten. 
Liegt ein Kernanziehungsintegral mit F(r) = I r - R a l " 1 vor, so ergibt sich die Darstellung 
/ ' [ F 1 S l l S 2 I ( R l l R 2 ) = J dthn(t) j |r - R 3 P 1 M * , r - T C 2 1 ( O ) d 3 r . (4.3-9) 
A u c h hier kann man die Koordinatentransformation r —+ r + 7£ 2 i (t) ausführen. Es folgt 
l 
/ ' [ F , ^ , ^ ( R 1 , R 2 ) = J dlk]2(l) J | r - R 3 + ^ i W r 1 * i 2 ( « , r ) d 3 r . (4.3-10) 
o 
\ Eine Methode, das Integral über r weiter zu bearbeiten, ist die Verwendung der Laplace-
; Entwicklung (B . l -5 ) des Coulomb-Potentials. Ist b ] 2 ( £ , r ) eine Summe von sphär ischen Ten-
' soren bezügl ich r , so kann man dann die Winkelintegrationen i m Integral übe r r ausführen. 
Aufgrund der Zweibereichsform der Laplace-Entwicklung verbleiben dann zwei eindimen-
sionale Integrale über r. Diese muß man entweder analytisch oder numerisch berechnen. 
Gelingt die analytische Lösung der beiden Integrale über 7', obwohl sie variable Grenzen 
haben, so ist die entstehende Integraldarstellung des Integrales I' eindimensional, i m gegen-
teiligen Fa l l aber zweidimensional. W i r werden sehen, daß man für die beiden Radialintegrale 
Darstellungen über relativ leicht zu berechnende Hilfsfunktionen angeben kann. Auch für 
diesen Integraltyp werden wir also im folgenden von eindimensionalen Integraldarstellungen 
ausgehen. 
M a n kann also bei Verwendung der Bessel-Transformationsmethode für die üblicherweise 
auftretenden Ein-Elektron-Integrale eindimensionale Integraldarstellungen angeben. 
4 .3 .3 . Z w e i - E l e k t r o n e n - I n t e g r a l e 
In diesem Abschnit t betrachten wir Elektron-Elektron-Wechselwirkungsintegrale vom Typ 
A$U $ 2 , $ 3 , $ 4 ] ( R l , R 2 , R a , R 4 ) 
= J | [ ^ ( x - R 1 ) ] ^ 2 ( x - R 2 ) ^ ^ [ $ 3 ( y - R 3 ) ] ^ 4 ( y - R 4 ) d 3 x d 3 y . 
(4.3-11) 
Ersichtlich tauchen hier wieder Dichten vom T y p (4.3-2) auf. Setzt man deren Integraldar-
stellungen gemäß (4.3-3) ein, so ergibt sich 
1 1 
J [ f c i , $ 2 , $ 3 , $ 4 ] ( R i , R 2 , R 3 , R 4 ) = J dshn(s) J dthu{t) 
O O 
xII 6 1 2 ^ x - 7 i 2 1 W ) j ^ r ^ j <>34 (*, y - ^ 4 3 W ) C i 3 X d V 
(4.3-12) 
Durch Verwendung der Integraldarstellung hat man also zunächs t die Zahl der Zentren der 
auftretenden Molekül in tegra le erniedrigen können. 
Die Frage ist jetzt, ob man das in der letzten Gleichung im Integranden neu auftretende 
Molekülintegral analytisch berechnen kann. Hilfreich wären auch einfache Integraldarstel-
lungen für dieses Tntegral. Eine Methode zur Behandlung von Molekülintegralen von diesem 
rFyp ist die Fourier-Transformationsmethode. Sie wird im folgenden Abschnitt besprochen. 
In vorliegenden Abschnitt soll dagegen eine Beobachtung geschildert werden, die man be-
nutzen kann, um relativ einfache Integraldarstellungen zu erhalten. 
Betrachtet man die Integraldarstellung (3.5-11) oder eine der verwandten Formen, so 
erkennt man, daß der Integrand wesentlich durch das Auftreten von reduzierten Bessel-
Funktionen vom Typ 
kn Q2 (x - Tl(t)Y + If1R2 (4.3-13) 
bestimmt ist. Für jede zweizentrige Dichte zweier i?-Fii i ikt ioi iei i tritt eine reduzierte Bessel-
Funktion auf. Jeder Funktion 6 in G l . (4.3-12) entspricht also eine reduzierte Bessel-Funktion. 
Obwohl die eine von x , die andere aber von y abhängt , kann man eine weitere eindimensio-
nale Integraldarstellung, nämlich die grundlegende Darstellung (3.3-24), benutzen, um das 
Produkt der beiden reduzierten Bessel-Funktionen als Integral einer weiteren reduzierten 
Bessel-Funktion zu schreiben. In der mehr formalen Schreibweise dieses Kapitels kann man 
das beispielsweise über die Gleichung -
M s , x - ^ 2 1 ( 3 ) ) bM(t, y - Tluit)) = 
1 
= J duhi23A(u)bi2u{s,t,ii,x-Tl2\(s),y ~'R.iz(t)) 
0 
(4.3-14) 
beschreiben. Hier en thä l t die Funktion b\234 eine reduzierte Bessel-Funktion ähnlich der 
oben angegebenen. Es folgt 
1 1 1 
J [ $ i , c F 2 , $ 3 , $ 4 ] ( R i , R 2 , R 3 , R 4 ) = J d 5 / 1 1 2 ( 5 ) J dthu(t) I du /11234 ( ' « ) 
ü 0 b (4.3-15) 
3 _ l 3 „ , 
y | 
61234 ( 5 , *, u , x - ^ 2 1 ( 5 ) , y - 7^43(0) d J x d6y 
Diese Darstellungsform ermöglicht jetzt, durch Variablensubstitutionen die Integrale so zu 
verändern , daß man die Laplace-Entwicklung des Coulomb-Potentials günst ig verwenden 
kann. Zunächs t transformiert man über x —> x -f ^ 2 1 ( 5 ) und y —* y -F 1Z^(t) die gesamte 
Abhängigkei t von den äußeren Vektoren R j in das Coulomb-Potential. Nach einer weiteren 
Transformation x —• x + y erhä l t man 
l l l 
J [ $ l > $ 2 , ^ 3 , ^ 4 ] ( R l , R 2 , R 3 , R 4 ) = J d3/I i 2 (S) J dt J d u Ä 1 2 3 4 ( u ) 
0 0 0 (4.3-16) 
* / d ' X | x+ TC21(S1)-TC43WI / ^ 6 1 2 3 4 ( S ' X + y • y ) ' 
Im Argument der reduzierten Bessel-Funktion i m Integral über y trit t eine quadratische 
Form auf, wie die genaue Analyse zeigt. Diese kann man nun durch eine Koordinaten-
transformation diagonalisieren, die die Integrationsvariable x nicht ve ränder t . Insbesondere 
bleibt die Form des Coulomb-Potentials i m Integral über x davon u n b e r ü h r t . W i r wer-
den sehen, daß man aufgrund der Diagonalisierung der quadratischen Form das Integral 
über y geschlossen ausführen kann. Das verbleibende Integral übe r x kann man dann mit 
der Laplace-Entwicklung des Coulomb-Potentials weiter vereinfachen. Insbesondere kann 
man alle Winkelintegrationen analytisch ausführen. Das verbleibende Radialintegral kann 
man ü b e r Hilfsfunktionen ausdrücken , die man gut berechnen kann. Es ergibt sich also eine 
dreidimensionale Integraldarstellung. Es wird sich herausstellen, daß der Integrand dieser 
Integraldarstellung ähnlich kompliziert ist wie der einer schon bekannten Darstellung für 
das betrachtete Elektron-Elektron-Wechselwirkungsintegral mit B-Funktionen. In gewisser 
Weise kann man das Resultat als eine Verallgemeinerung einer bekannten Darstellung (Sha-
vitt und Karplus 1965) betrachten, die nur Gleichungen für l — O und t = 1 en thä l t . W i r 
werden sehen, daß mittels der Bessel-Transformationsmethode Darstellungen für beliebige 
Werte von £ > O angegeben werden können. 
4 .3 .4 . B e w e r t u n g d e r n u m e r i s c h e n K o m p l e x i t ä t 
Zweizentrige Dichten zweier Gauß-Funkt ionen kann man durch elementare Umformungen 
als eine einzentrige Dichte darstellen. Bei B-Funk t ionen 5 kann man zweizentrige Dichten 
nur mittels einer eindimensionalen Integration durch einzentrige Dichten darstellen. Das 
Resultat sind also Integraldarstellungen. Dies ist ein Grund der e rhöh ten numerischen 
Komplex i t ä t gegenüber Molekülintegralen mit Gauß-Funk t ionen . 
Von entscheidender Bedeutung für die Bewertung der numerischen Komplex i t ä t sind die 
Dimensionali tat der Integraldarstellungen sowie die Struktur der Integranden. 
Wie wir bei der Bewertung der numerischen Komplex i t ä t der Laplace-Transformationsme-
thode gesehen haben, braucht man bei Zugrundelegung einer Produktregel für die Quadratur 
in der Regel Nd Auswertungen des Integranden. Hier ist N die durchschnittliche Anzahl 
5 Dies gilt natürlich auch für andere Basissätze exponentialartiger Funktionen. 
von Abszissen, die man bei jeder der eindimensionalen Quadraturregeln braucht, aus denen 
die Produktregel für die d-dimensionale Integraldarstellung aufgebaut ist. Größenordnungen 
kann man erhalten, wenn man N im Bereich zwischen 10 und 30 ansiedelt. Diese A b -
s c h ä t z u n g beruht auf der Annahme, daß keine durch Besonderheiten wie Oszillationen oder 
Spitzen als schwierig einzustufende Integranden auftreten. 
Geht man davon aus, daß bei Verwendung der Bessel-Transformationsmethode für E i n -
Elektron-Integrale eindimensionale Integraldarstellungen vorliegen, so sollte man also mit 
10 bis 30 Auswertungen der entsprechenden Integranden auskommen. Die i m Integranden 
auftretenden Molekül integrale kann man entweder analytisch darstellen oder auf relativ gut 
zu berechende Hilfsfunktionen zurückführen. 
Eine optimistische Annahme ist, daß die Berechnung dieser inneren Molekül in tegra le 
ebenso schnell vonstatten geht wie die der entsprechenden Molekül integrale mit Gauß-
Funktionen. Diese sind j a auch entweder analytisch oder unter Verwendung von Hilfs-
funktionen auswertbar. Eine pessimistische Annahme ist, daß man eine deutlich längere 
Zeit relativ zu Gauß-Funk t ionen benöt ig t . Genauere Werte kann man nur durch Vergleich 
ähnl ich ausgereifter Programme erhalten. 
In Verbindung mit der obigen Abschä tzung von Af erlaubt die optimistische Annahme 
die Folgerung, d a ß die Berechnung von Ein-Elektron-Integralen mit 5-Funkt ionen zehn-
bis dre iß igmal so aufwendig ist wie die der entsprechenden Integrale mit Gauß-Funk t ionen . 
Triift die pessimistische Annahme zu, so sind die entsprechenden Faktoren deutlich größer. 
Dies alles gilt bei Verwendung der mit der Bessel-Transformationsmethode hergeleiteten 
Integraldarstellungen. 
Sehr viel schlechter sehen die Verhäl tnisse bei den Zwei-Elektronen-Integralen aus. Denn 
hier liegt eine dreidimensionale Integraldarstellung zugrunde. Bei Verwendung von Pro-
duktregeln braucht man dann aber etwa A r 3 , also zwischen 1000 und 27000 Auswertungen des 
Integranden. Dies entspricht ebensovielen Auswertungen innerer Molekül in tegra le . Macht 
eine ebenso optimistische Annahme wie oben, so sollte die Zeit für die Berechnung eines 
Zwei-Elektronen-Integrales mit B-Funktionen zwischen tausendmal und knapp dreißigtau-
sendmal größer sein als die Zeit, die man für das entsprechende Integral mit Gauß-Funk t ionen 
braucht. M a n braucht aber sogar noch deutlich länger, wenn die pessimistische Annahme 
zutrifft. 
Diese Abschä tzungen berücksicht igen nicht, daß man im Falle von einzentrigen Dichten 
keine Integraldarstellungen verwenden m u ß , sondern z. B . die Darstellung (3.5-5) verwenden 
kann. Sie gelten hingegen für den Fal l , daß alle beteiligten Dichten zweizentrig sind und man 
die in diesem Abschnit t besprochenen Integraldarstellungen verwendet. Für Molekül in tegra le 
mit hoher Zahl der Zentren, also für drei zentrige Kernanziehungsintegrale und besonders 
für vierzentrige (oder auch dreizentrige) Elektron-Elektron-Wechselwirkungsintegrale scheint 
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aber die Verwendung von Integraldarstellungen sogar eine der effizienten Methoden zu sein. 
Die obigen Betrachtungen zeigen, daß schon aufgrund der numerischen Komplex i t ä t für diese 
Integrale die Rechenzeiten groß sein müssen. Die numerische Komplex i t ä t ist aber durch die 
St ruktur des Algorithmus begründe t und darf nicht fälschlich schlechter Programmierung 
zugeschoben werden. Letzt l ich sind die hohen Rechenzeiten also direkte Konsequenzen der 
Eigenschaften exponentialartiger Basisfunktionen, die zwar die physikalische Rea l i t ä t gut be-
schreiben, deren mathematische Eigenschaften aber eine Anwendung in Molekül rechnungen 
erschweren. 
4.4. Fourier-Transformationsmethode 
4.4.1. E i n f ü h r u n g 
Die Fourier-Transformationsmethode ist eine wichtige Methode zur Behandlung von Mo-
lekül integralen. Dementsprechend gibt es viele Arbei ten, in denen sie besprochen und an-
gewandt wurde, oder in denen Darstellungen untersucht wurden, die mit der Fourier-Trans-
formationsmethode hergeleitet werden können (Prosser und Blanchard 1962; Geller 1962; 
Bonham et al. 1964; Geller und Griffith 1964; Roberts 1966; Silverstone 1966; Silverstone 
1967a; Harris und Michels 1967; Silverstone 1968a; Silverstone 1968b; Harris 1969; Shakes-
haft 1970; Todd et al. 1970; Graovac et al 1973; Avery und Cook 1974; Edwards et al 
1979; Guidot t i et al 1979; Antolovic und Delhalle 1980; Graovac et al 1980; Steinborn 
1982; Todd et al 1982; Weniger 1982; Trivedi und Steinborn 1983; Weniger und Steinborn 
1983a; Weniger und Steinborn 1983b; Talman 1984; Weniger und Steinborn 1984; Niukkanen 
1984b; Weniger 1985; Grotendorst 1985; Grotendorst und Steinborn 1985; Bhat tacharyaund 
Dhabal 1986; Weniger et al 1986b; Grotendorst et al 1986; Grotendorst und Steinborn 
1988; Weniger und Steinborn 1988; Steinborn 1989; Homeier und Steinborn 1990b; Steinborn 
und Homeier 1990). M a n darf behaupten, daß die Fourier-Transformationsmethode eine der 
erfolgreichsten Methoden bei Mehrzentrenproblemen ist. 
Dieser Erfolg beruht auf einigen grundlegenden Eigenschaften der Fourier-Transformation 
im dreidimensionalen Raum, für die wir die symmetrische Version verwenden (Judd 1975, S. 
5.1, G i n . (3.15) und (3.18)): 
(4.4-lb) 
(4.4-la) 
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Insbesondere zählen zu diesen Eigenschaften der Verschiebungssatz und das Fal Umgs theo-
rem. Eine weitere, grundlegende Eigenschaft ist die Tatsache, daß die Fourier-Transforma-
tion eine invertierbare, un i t ä re Abbi ldung des Hilbert-Rauins L 2 ( I R a ) auf sich ist. Außerdem 
ist von Bedeutung, daß das Coulomb-Potential eine sehr einfache Fourier-Transformierte hat, 
die man allerdings als Distr ibution auffassen muß . Im folgenden werden diese Eigenschaften 
der Reihe nach kurz dargestellt. 
Der Verschiebungssatz besagt, daß die Fourier-Transformierte einer verschobenen Funktion 
sich als Produkt einer ebenen Welle mit der Fourier-Transformierten der ursprüngl ichen 
Funktion darstellen läßt . Ist g(r) — / ( r — R ) die um R verschobene Funktion, so gilt 
S ( P ) = C - i P l l J ( P ) . (4.4-2) 
Dies folgt sofort aus der Definition. 
Das Faltungstheorem besagt, daß die Fourier-Transformierte der Faltung zweier Funktio-
nen bis auf einen numerischen Faktor das Produkt der Fourier-Transformierten der beiden 
Funktionen ist. Ist 
h(r) = / * g(r) = J / ( r - x) g(x) d 3 * , (4.4-3) 
so gilt 
Ä(p) = T^ t f (P ) = (2*)+^ 7 (P ) S(P)- (4.4-4) 
Dies kann man einsehen durch Einsetzen in die Definit ion, Vertauschung der Integrations-
reihenfolge und Anwendung des Verschiebungssatzes. 
Die Un i t a r i t ä t der durch die Fourier-Transformation vermittelten Abbi ldung des / , 2 (1R 3 ) 
auf sich bedeutet, daß Skalarprodukte sich nicht ände rn . Es gilt also 
y[/(r)]*ff(r)d3r = J[J(p)}' g(p) d3p. (4.4-5) 
Diese Gleichung gilt sogar, wenn es sich bei / und g um temperierte Distributionen handelt, 
falls beide Integrale existieren. 
Im Sinne der Theorie der Distributionen gilt die folgende Darstellung" des Coulomb-
Potentials 
1 I f e i p r 
Es gibt viele verschiedene Möglichkeiten, diese Beziehung herzuleiten. Eine besonders einfa-
che Ablei tung basiert auf der Fourier-Darstellung einer J3-Funktion. Gleichung (4.4-6) folgt 
sofort aus der Darstellung (Weniger et al 1986b, S. 3691, G l . (3.7) 6) 
B m J a r) = q 2 t ^ " 1 / e i p r ^ ^ ~ ^ d 3 y (4 4-71 
6Diese Gleichung enthält einen Druckfehler im Vorfaktor. 
yvenn man berücksicht ig t , daß das Coulomb-Potential als Grenzfall des Yukawa-Potentials 
und damit einer B-Funktion geschrieben werden kann (Grotendorst 1985, S. 110, G i n . (5.3-
16), (5.3-17). Homeier und Steinborn 1990b, G l . (23)): 
- = l i m — = (47T) 1/ 2 l i m aB%0(Q, r ) . (4.4-8) 
r or—0 r a—>0 ' 
l i m Sinne verallgemeinerter Funktionen gilt also auch (Gel 'fand und Shilov 1964, S. 194, 
\Gl (2)) 
(4.4-9) 
M a n kann diese Darstellungen für das Coulomb-Potential und seine Fourier-Transformierte 
auch als mathematischen Ausdruck der Tatsache betrachten, daß das Coulomb-Potential 
die Green-Funktion zum Laplace-Operator ist. Denn aus der z. B . aus der Elektrostatik 
bekannten Poisson-Gleichung 
A ^ = -47r<53(r) ' (4.4-10) 
?' 
folgt durch Fourier-Transformation sofort, daß die Fourier-Transformierte des Coulomb-
Potentials zu p ~ 2 proportional sein muß. 
W i r werden sehen, daß man ebenso wie bei der Bessel-Transfoniiationsmethode auch 
innerhalb der Fourier-Transformationsmethode gut mit Dichten der Form 
P [ * , , * 2 ] ( R i , R 2 ; r) = [<&i(r - R i ) ]** 2 ( r - R 2 ) (4.4-11) 
arbeiten kann. Eine besondere Rolle spielen dann die Fourier-Transformierten dieser Dichten. 
Diese seien definiert über 
S [ $ i , < M ( R i * R 2 ; P ) = J e - i p r P [ $ 1 , $ 2 ] ( R i , R 2 ; r ) d 3 r . (4.4-12) 
Ganz allgemein gelten die Beziehungen 
[5 [* i , * 2 ] ( R i , R 2 ; P)]* = S [ * 2 , * i ] ( R 2 , R i ; - P ) (4.4-13) 
und 
S [ $ i , $ 2 ] ( R i > R 2 ; p ) = e - i p ' R l 5 ( ^ i , $ 2 ] ( 0 , R 2 i ; p ) (4.4-14) 
mit R 2 1 = R 2 - R 1 , Die erste dieser Gleichungen folgt aus der Definition, die zweite aus 
dem Verschiebungssatz. 
Aufbauend auf diesen allgemeinen Eigenschaften der Fourier-Transformation wird in den 
nächs ten Abschnitten gezeigt, wie Molekül integrale mi t der Fourier-Transformationsmetho-
de behandelt werden. Dabei wird es wie in den anderen Abschnit ten dieses Kapitels mehr 
auf die Strukturen ankommen, mit deren Hilfe dann die numerische K o m p l e x i t ä t bewertet 
werden kann. 
Hier soll noch einmal herausgestellt werden, daß unter den exponentialartigen Basisfunk-
tionen die J5-Funktionen die einfachste Fourier-Darstellung besitzen. Dies e rk lä r t , wieso ge-
rade für B-Funktionen besonders viele einfache Darstellungen für Molekül in tegra le bekannt 
sind. Beispiele werden in spä te ren Kapi te ln vorgestellt. 
4 .4 .2 . E i n - E l e k t r o n - I n t e g r a l e 
In diesem Abschnitt sollen Ein-Elektron-Integrale mit der Fourier-Transformationsmetho-
de behandelt werden. W i r betrachten der Reihe nach Uberlappungsintegrale, Integrale der 
kinetischen Energie und schließlich Kernanziehungsintegrale. 
Uberlappungsintegrale 
S ( $ i , $ 2 ] ( R i , R 2 ) = / [ * i ( r - R i ) l * * 2 ( r " R -2 )d 3 r (4.4-15) 
behandelt man am einfachsten mit der aus der U n i t a r i t ä t folgenden Beziehung (4.4-5) der 
Skalarprodukte i m Orts- und Impulsraum. Dazu berücksicht igt man zunächs t die Beziehung 
S [ $ i s $ 2 ] ( R i , R 2 ) = S [ $ i > $ 2 ] ( 0 , R 2 i ) , (4.4-16) 
die sofort bei einer Koordinatentransformation r -> r -(- R i unter Berücksicht igung von 
R21 = R 2 — R i folgt. N u n setzt man / ( r ) = $ i ( r ) und g(r) = $ 2 ( 1 * - R 2 i ) - Dann ergibt sich 
unter Verwendung von G l . (4.4-5) und dem Verschiebungssatz g(p) = e x p ( - i p • R21) $2 (p) 
die Darstellung 
5 [ * i l * 2 ] ( R i , R 2 ) = / [ 7 ( p ) r ? ( p ) d 3 P = / e - i P R - [ 5 1 ( p ) ] * ¥ 2 ( p ) d 3 p (4.4-17) 
für das Uberlappungsintegral. Dieses Ergebnis kann man auch über das Faltungstheorem 
beweisen. Zweizentrige Uberlappungsintegrale werden also mi t Hilfe der Fourier-Transfor-
mationsmethode durch einzentrige Integrale i m Impulsraum dargestellt. Sind die Funktionen 
$ i ( r ) und $ 2 ( r ) sphär i sche Tensoren, so trifft das auch auf ihre Fourier-Transformierten zu. 
Demnach kann man die Winkelintegrationen i m Integral übe r p i m Falle sphärischer Ten-
soren geschlossen ausführen. Verwendet man .B-Funktionen als Basissatz, so kann man das 
verbleibende Radialintegral geschlossen ausführen. Alternat iv kann man eine eindimensio-
nale Integraldarstellung zur Berechnung verwenden, die auf der Verwendung der verallge-
meinerten Feynnian- Iden t i t ä t beruht. Dies ist möglich aufgrund der speziellen Struktur der 
Fourier-Transformierten der B-Funktionen und wird gesondert behandelt. 
Ganz analog führt die Fourier-Transformationsrnethode auf die Darstellung 
S ( * i , « j ] ( 0 , R 2 i ; p ) = J e - U » R 2 ' [ $ 1 ( q - p ) ] * ? 2 ( q ) d 3 9 (4.4-18) 
für die Fourier-Transformierte einer Dichte zweier Basisfunktionen. Im Gegensatz zur Dar-
stellung für das Ubeilappungsintegral ist dieses Integral über q zweizentrig. W i e man dieses 
Integral weiter behandeln kann, hängt von der Natur der Basisfunktionen ab. Im Falle von 
B-Funktionen kann man mit Hilfe der verallgemeinerten Feynman-Identitat eine eindimen-
sionale Integraldarstellung für die Fourier-Transformierte einer Dichte zweier B-Funkt ionen 
angeben: 
1 
S ( S i 1 S 2 K O i R 2 U P ) = J d i 3 i 2 ( t , p ) . (4.4-19) 
o 
Der Integrand en thä l t im wesentlichen endliche Summen von Uberlappungsintegralen mit 
gleichen Skalenparametern. Dies wird spater im Detai l besprochen. 
Integrale der kinetischen Energie, also Matrixelemente des Operators T = — 1J2 A der Form 
T ( S l 5 S 2 K R i 5 R 2 ) = - ^ J[^iir - R i ) ] * A S 2 ( r - R 2 ) d37-, (4.4-20) 
kann man durch die Fourier-Transformation leicht i n die Form 
r | * i , * 2 ] ( R i , R 2 ) = ^ y e - i > > - E " [ * i ( p ) ] V 5 2 ( P ) d J J » (4-4-21) 
bringen. Hierzu muß man nur berücksicht igen, daß die Fourier-Transformierte von — A / ( r ) 
durch p2f(p) gegeben ist. Außerdem m u ß man zweimal den Verschiebungssatz anwenden. 
Iin Fal l von ß - F u n k t i o n e n kann man die Integrale der kinetischen Energie auch aus 
UberIappungsintegralen berechnen, wenn man G l . (3.4-32) verwendet. 
Kernanziehungsintegrale 
^ « , , « , I ( R l l R 2 l R ) = J^1(V-K1)}'——<S>2(r-R2) d3r (4.4-22) 
kann man z. B . direkt durch Einsetzen der Fourier-Darstellung (4.4-6) des Coulomb-
Potentials behandeln. M a n findet 
D [ $ i , < & 2 ] ( R i , R 2 , R ) = ^ 2 - J d ^ ~ 7 ~ / d 3 r e i p - r [ $ i ( r - R i ) ] * 4 > 2 ( r - R 2 ) . (4.4-23) 
Unter Verwendung von G l . (4.4-12) sieht man sofort, daß man das Integral über r als 
Fourier-Transformierteeiner Dichte schreiben kann. Nach einer Koordiiiatentransformation 
p —• — p lautet das Resultat 
D [ $ i , $ 2 ] ( R i , R 2 , R ) = S [ $ I , $ 2 ] ( R I , R 2 ; P ) . (4.4-24) 
Von entscheidender Bedeutung ist jetzt, ob für die verwendeten Basisfunktionen einfache 
Darstellungen für die Fourier-Transformierten der ein- oder zweizentrigen Dichten bekannt 
sind. 
Die Fourier-Transformierte einer Dichte zweier B-Funkt ionen kann man durch ein eindi-
mensionales Integral darstellen, wie in G l . (4.4-19) angegeben. Verwendet man zusätzl ich 
G l . (4.4-14), so ergibt sich 
2 > [ * i , $ 2 ] ( R i , R 2 , R ) = 2^2 I d t I dP 2 5 H ( ^ P ) - (4.4-25) 
O 
Hier ist zunächs t wichtig, daß man bei Verwendung dieser Integral darstell ung die W i n -
kelintegrationen im Integral über p ausführen kann, wenn man die Rayleigh-Entwickhmg 
verwendet. Dann ergibt sich eine zweidimensionale Integraldarstellung für das Kernanzie-
hungsintegral. Eine der Integrationen stammt von der Verwendung der verallgemeinerten 
Feynman- Iden t i t ä t , die andere ist das verbleibende Radialintegral über p. Aufgrund der Ver-
wendung der Rayleigh-Entwicklung tritt ein oszillierender Beitrag im Integranden auf. Diese 
Oszillationen werden meistens durch den exponentiellen Abfal l der Uberlappungsintegrale 
mit gleichen Exponentialparametern gedämpf t , die als Bestandteil von s i 2 ( 2 , p ) auch nach 
der Winkelintegration noch auftreten. 
Ist die Dichte der beiden B-Funktionen einzentrig, so kann man anstelle der eindimen-
sionalen Integraldarstellung eine geschlossene Darstellung für die Fourier-Transformierte der 
einzentrigen Dichte angeben. Diese folgt sofort aus der Darstellung (3.5-5) eines einzentri-
gen Produktes von B-Funktionen als endliche Summe über B-Funkt ionen, indem man beide 
Seiten dieser Darstellung der Fourier-Transformation unterwirft. Das Ergebnis ist dann eine 
endliche Linearkombination von Integralen des Typs 
/ ! [ » , K R , , R ) = J ^ T R J * i ( r - R O d 3 
1)7 1/2 f ^p- ( I l -R 1 ) ( 4 4 . 2 6 ) ' d J p 5 ^ 1 ( P ) P" 
= i 4 [ * , ] ( 0 , R - R , ) . 
Die erste Zeile dieser Gleichung ist dabei die Definition, die zweite ergibt sich bei Verwendung 
der Fourier-Transformationsmethode'analog wie bei den allgemeinen Kernanziehungsintegra-
Ien, die dritte Zeile durch eine einfache Koordinatentransformation r —» r + R i in der Defini-
tion. D a ß Integrale von diesem Typ bei Kernanziehungsintegralen mit einzentrigen Dichten 
auftreten können , sieht man natür l ich auch direkt mit G l . (3.5-5). Bei B-Funkt ionen sind 
für Integrale dieses Typs eine ganze Reihe von Darstellungen bekannt, die später ausführlich 
besprochen werden. 
4 .4 .3 . Z w e i - E l e k t r o n e n - I n t e g r a l e 
Bei den Zwei-Elektronen-Integralen betrachten wir zunächs t Integrale vom Typ 
C ( S l 5 S 2 K R l j R 2 ) = JJlQ1(X-R1)]* ^ - y * 2 { y - R 2 ) d 3 x d 3 x / . (4.4-27) 
Hier m u ß man nur die Fourier-Darstellung (4.4-6) einsetzen und kann dann die Integrale 
über x und y mit Hilfe des Verschiebungssatzes ausführen: 
C [ * i , * j ] ( R i , R j ) = 4ir J d 3 p ^ e - i p R j ' [ * i ( P ) ] * * 2 ( p ) . (4.4-28) 
Man sieht, daß die sechsdimensionale Integration im Ortsraum auf eine dreidimensionale 
Integration im Impulsraum reduziert wurde. Außerdem ist das entstandene Integral über p 
einzentrig. Im Falle sphär ischer Tensoren kann man die Winkelintegrationen in diesem In-
tegral demnach unter Verwendung der Rayleigh-Entwicklung problemlos ausführen. Ob das 
verbleibende Radial integral analytisch ausgeführt werden kann, häng t von den verwendeten 
Basisfunktionen ab. 
Im Fall von B-Funktionen gibt es eine ganze Reihe von Darstellungen für Integrale von 
diesem T y p . Dazu gehören analytische Darstellungen übe r endliche Summen, Reihendarstel-
lungen sowie eindimensionale Integraldarstellungen, die man unter Verwendung der verallge-
meinerten F e y n m a n - I d e n t i t ä t herleiten kann. A u f diese Darstellungen wird noch ausführlich 
eingegangen. 
Kann man wie im Falle der B-IumkLionen einzentrige Dichten zweier Basis lünkt ionen 
als endliche Summe von Basisfunktionen ausdrücken, so kann man alle Zwei-Elektronen-
Integrale, die nur einzentrige Dichten enthalten, als endliche Summe von Integialen vom 
oben behandelten T y p ausdrücken. 
Enthalten die Zwei-Elektronen-Integrale zweizentrige Dichten, so kann man sie auch im 
Rahmen der Fourier-Transformationsmetliode behandeln. Dazu betrachten wir Integrale 
vom T y p 
V[$u $ 2 , <h, $ 4 ] ( R i , R 2 , R 3 : R 4 ) 
= JJ[*,(x- R i ) r $ 2 ( x - R 2 ) [ * 3 ( y - R3)]"4>4(y - K O d 3 X d i V / . 
(4,4-29) 
Unter Verwendung der Fourier-Darstellung (4.4-6) des Coulomb-Fotentials ergibt sich 
V [ < l > i ^ 2 , ^ 3 , ^ ] ( R i , R 2 , R 3 , R 4 ) = ^J 
x J e i p x [ ^ ( x - R i ) r ^ 2 ( x - R 2 ) d 3 x y e - ^ ^ y - R 3 ) ] * ^ 4 ( y - R 4 J d V 
(4.4-30) 
Aus der Definition (4.4-12) der Fourier-Transformierten einer Dichte zweier Basisfunktionen 
und der Eigenschaft (4.4-13) resultieren die beiden folgenden Formen der Darstellung: 
, $ 2 , $3, $ 4 ] ( R i , R 2 , R 3 , R 4 ) 
= ^ 2 / d 3 p ^ 5 [ $ 1 , ^ 2 ] ( R 1 , R 2 ; - p ) 5 [ $ 3 , $ 4 ] ( R 3 , R 4 ; p ) 
(4.4-31a) 
= i / d ^ ^ [ ^ ^ i ] ( R 2 , R i ; p ) r S ' [ $ 3 , < i ) 4 ] ( R 3 , R 4 ; p ) . 
(4.4-31b) 
Es wurde schon bemerkt, da(3 es für die Fourier-Transformierte zweizentriger Dichten von B-
Funktionen eine eindimensionale Integraldarstellung gibt, die mit Hilfe der verallgemeinerten 
Feynman- Iden t i t ä t hergeleitet werden kann. Unter Verwendung von G l . (4.4-14) und dieser 
Integraldarstellung (4.4-19) für die beiden Fourier-Transformierten zweizentriger Dichten 
ergibt sich 
V [ $ l , $ 2 , $ 3 , $ 4 ] ( R l , R 2 , R 3 , R 4 ) = 
1 1 . R 
M i t der Rayleigh-Entwicklung kann man die Winkelintegrationen i m Integral über p aus-
führen. Es bleiben dann das Radialintegral über p und zwei Parameterintegrale, die von der 
Verwendung der verallgemeinerten Feynman- Iden t i t ä t he r rühren . Insgesamt erhä l t man also 
in diesem Fa l l eine dreidimensionale Integraldarstellung für das Zwei-Elektronen-Integral mit 
zwei zweizentrigen Dichten je zweier B-Funkt ionen. 
Verwendet man i m Falle einzentriger Dichten zweier B-Funkt ionen anstelle der eindimen-
sionalen Integraldarstellung für die Fourier-Transformierte der Dichten eine endliche Darstel-
lung, so reduziert sich die Dimensionali tat der Integraldarstellung pro einzentriger Dichte 
um Eins . M a n e rhä l t so für dreizentrige Hybr id - bzw. zweizentrige Coulomb-Integrale zwei-
bzw. eindimensionale Integraldarstellungen. 
In allen diesen Integraldarstellungen tr i t t aufgrund der Verwendung der Rayleigh-Entwick-
lung ein oszillierender Beitrag i m Integranden auf. Auch hier ist diese Oszillation gedämpf t , 
was letzt l ich auf den Abfa l l der Fourier-Transformierten einer Dichte zweier B-Funkt ionen 
für große p zurückzuführen i s t / 
4.4.4. B e w e r t u n g d e r n u m e r i s c h e n K o m p l e x i t ä t 
Ganz ähnl ich wie bei den anderen Transformationsmethoden richtet sich die Bewertung der 
numerischen K o m p l e x i t ä t der durch die Fourier-Transformationsmethode abgeleiteten Inte-
graldarstelluugen zum einen nach ihrer Dimens iona l i tä t , zum andern nach der Komplex i t ä t 
des Integranden. 
Generell sind die i m Rahmen der Fourier-Transformationsmethode auftretenden Inte-
graldarstellungen ziemlich ähnlich einzustufen wie die entsprechenden Darstellungen, die im 
Abschnit t ü b e r die Bessel-Transformationsmethode hinsichtlich ihrer numerischen Komple-
x i t ä t bewertet wurden. Es gibt aber einige kleine Unterschiede bei genauerer Betrachtung. 
Uberlappungsintegrale und Integrale der kinetischen Energie kann man gemeinsam be-
trachten, da i m Falle von B-Funktionen Integrale der kinetischen Energie als Differenz zweier 
Uberlappungsintegrale dargestellt werden können. Für Uberlappungsintegrale sind zwar ana-
lytische Darstellungen und Darstellungen durch unendliche Reihen bekannt, aber trotzdem 
bietet die Verwendung der oben angeführten, eindimensionalen Integraldarstellung i m Falle 
verschiedener Skalenparameter der beiden B-Funktionen gewisse Vorteile, wie wir später se-
hen werden. W i r werden daher die Integraldarstellung der Bewertung der numerischen K o m -
plexi tä t zugrunde legen. Der Integrand ist dann im wesentlichen ein Uberlappungsintegral 
mit gleichen Skalenparametern, für das eine sehr einfache und numerisch normalerweise gut-
artige analytische Darstellung bekannt ist. 
7 Man beachte, daß für „vernünftige" Funktionen die Fourier-Transformierte für große p immer ver-
schwindet. Dies ist ja gerade die Aussage des Riemann-Lebesgue-Lemmas. 
Macht man wieder die optimistische Annahme, daß die Berechnung dieses inneren Integrals 
genauso schnell erfolgen kann wie bei Gauß-Funk t ionen , so ergibt sich die Folgerung, daß i m 
Verhäl tnis zu Gauß-Funkt ionen soviel mehr Rechenzeit benö t ig t wi rd , wieviel Auswertungen 
des Integranden durchschnittlich nöt ig sind. Bei realistischen Annahmen übe r die erzielte 
Genauigkeit sollten zwischen zehn und dreißig Auswertungen genügen . Bei pessimistischen 
Annahmen über die Rechenzeit für das innere Integral verschlechtert sich das Verhäl tn is 
entsprechend. 
Bei den Integraldarstellungen für Kernanziehungsintegrale und Zwei-Elektronen-Integrale, 
die durch Verwendung der eindimensionalen Integraldarstellung der Fourier-Transformierten 
einer zweizentrigen Dichte zweier B-Funkt ionen in Verbindung mit der Rayleigh-Entwick-
Iung entstehen, tauchen i m Integranden oszillierende Be i t r äge auf. Obwohl diese meist 
exponentiell bedämpf t sind, erzwingen die Oszillationen vom numerischen Standpunkt aus 
eine größere Anzahl von Quadraturknoten i m Integral über p als bei den Parameterintegralen. 
Reichen hier die besagten zehn bis dreißig Abszissen h in , so braucht man dort zwischen 
fünfzig und hundert Stü tzs te l len . Daraus folgt als A b s c h ä t z u n g , daß das Quadraturgitter 
bei zweidimensionalen Integraldarstellungen zwischen 500 = 50 • 10 und 3 000 = 100 • 
30 Punkte, bei der dreidimensionalen Integraldarstellung für das Zwei-Elektronen-Integral 
jedoch 5 000 = 50-10-10 bis 90000 = 100-30-30 Punkte umfassen dürf te . Diesere la t ivhohe 
Zahl von Auswertungen kann man jedoch durch sinnvolle A u s d ü n n u n g des Quadraturgitters 
für große p erniedrigen. F ü r vernünft ige Genauigkeitsforderungen sind ca. zwanzig- bis 
dre iß ig tausend Auswertungen des Integranden ausreichend, wie wir noch sehen werden. 
D a die Integranden der Integraldarstellungen ähnl ich aufwendig zu berechnen sind wie 
i m Falle der Bessel-Transformationsmethode, sieht man, daß die größte Rechenzeit ganz 
eindeutig von den vierzentrigen Zwei-Elektronen-Integralen beansprucht wi rd , bei denen 
man die Verwendung einer dreidimensionalen Integraldarstellung kaum vermeiden kann. 
Die Zahl dieser Zwei-Elektronen-Integrale wächst für größere Bas issä tze aus N Funktionen 
proportional zu N4. 
Rechnungen an Molekülen mit deutlich mehr als vier Atomen unter Verwendung von 
größeren Basissä tzen werden dementsprechend sehr zeitaufwendig, wenn man die oben be-
sprochenen Integraldarstellungen zugrunde legt. 
;4.5. Ein parallelisierbarer Algorithmus zur Berechnung von 
Molekülintegralen 
4.5.1. E i n f ü h r u n g 
Die Zahl der Zwei-Elektronen-Integrale, die i m Rahmen eines ab initio- Verfahrens berechnet 
werden müssen , ist proportional zu N 4 . 8 Hier ist N die Zahl der Basisfunktionen. In 
diesem Abschnit t wird ein Algori thmus vorgestellt für die Berechnung von Zwei-Elektronen-
Integralen. Bei diesem Algori thmus sind die rechenintensiven Prozesse nur noch proportional 
zu N 2 . F ü r große Bas issä tze sollte dieser Algorithmus also konventionellen Verfahren zur 
Berechnung von Zwei-Elektronen-Integralen über legen sein, die rechenintensive Prozesse 
proportional zu TV4 enthalten. 9 
Wie die P r o p o r t i o n a l i t ä t zu N 2 schon vermuten läßt , spielen Dichten aus zwei Basisfunk-
tionen eine entscheidende Rolle . Denn die Zahl dieser Dichten ist proportional N 2 . 
Die generelle Idee der Verwendung von Informationen über Dichten ist sicherlich nicht 
neu. Neu ist jedoch, daß der vorgestellte Algorithmus günst ige Eigenschaften bezüglich des 
Speicherplatzes hat und zudem gut parallelisierbar ist. 
E i n wichtiges Problem bei der Verwendung von Verfahren mit Dichten ist die Abspeiche-
rung der Informationen bezüglich dieser Dichten. D a die Zahl der Dichten proportional zu 
YV2 ist, steigt der Zeitaufwand für die rechenintensive Erzeugung und Abspeicherung der 
Informationen ebenfalls proportional zu N2. Aus diesen Informationen muß man in einem 
gesonderten Schritt die Zwei-Elektronen-Integrale berechnen. Dieser Schritt darf nicht re-
chenintensiv sein. Denn sonst kann man nicht erreichen, daß die rechenintensiven Teile des 
Verfahrens nur proportional zu N2 sind. Neben der Abspeicherung ist ein weiteres Problem 
also, diesen Schritt möglichst schnell zu machen. 
Die Abspeicherung der Informationen bezüglich der Dichten kann man im Orts- oder 
Impulsrauin auf. dreidimensionalen Git tern durchführen. Algori thmen, die so arbeiten, 
benötigen normalerweise sehr viel Speicherplatz, unter U m s t ä n d e n sogar mehr, als im 
Kernspeicher vorhanden ist. Denn die Zahl der Gitterpunkte ist hoch. Alternativ kann 
man natürl ich die Information bezüglich der Dichten auf Da ten t räge rn abspeichern. Dann 
ö Durch Vernachlässigungen kann man für große Moleküle diese Abhängigkeit auf Tenne proportional zu 
A' 2 reduzieren (Clenienti 1972; Dyczrnons 1973; Ahlrichs 1974; Davidson 1977). 
9 Bei Molekülintegralen mit Gauß-Funktioneu gibt es andere Algorithmen, bei denen Informationen für 
die Berechnung der Integrale zwischengespeichert werden (Dupuis et ai 1976). Diese umgehen so 
möglicherweise ebenfalls die JV4-Problematik. 
allerdings sind die Algor i thmen „ I /O- in t ens iv" , d. h. es müssen viele Schreib- oder Lesezu-
griffe durchgeführ t werden. Diese Zugriffe aber sind beim derzeitigen Stand der Technologie 
sehr zeitaufwendig. 
Die zwei i m folgenden behandelten Varianten des Algori thmus lösen sowohl das Problem 
des Speicherplatzes als auch das Problem, wie man schnell aus den Informationen bezüglich 
der Dichten die Zwei-Elektronen-Integrale berechnet. Beide Varianten gehen von dreidimen-
sionalen Integraldarstellungen aus, deren Integranden jeweils Produkt zweier Faktoren sind. 
Jeder der beiden Faktoren e n t h ä l t nur Informationen bezüglich einer der beiden beteiligten 
Dichten. Die Idee ist jetzt, diese Integraldarstellungen mit dreidimensionalen Quadratur-
formeln auszuwerten. Jeder Punk t des Quadraturgitters kann nunmehr u n a b h ä n g i g von 
anderen Punkten des Quadraturgitters betrachtet werden. W i r werden sehen, daß dies das 
Speicherplatzproblem löst. Dieser Tei l des Algori thmus läßt sich gut parallelisieren: M a n 
läßt einfach jeden Prozessor des Computers einen Punkt des Quadraturgitters bearbeiten. 
A u ß e r d e m ist der zu N 4 proportionale Tei l des Algorithmus wenig rechenintensiv und 
zudem auch gut parallelisierbar und/oder vektorisierbar. 
Der Algori thmus ist in beiden Varianten brauchbar für alle A r t e n von Basisfunktionen, 
sowohl für exponentialartige Funktionen als auch für G a u ß - F u n k t i o n e n . E i n weiterer Vorteil 
ist die einfache Programmierbarkeit des Algori thmus. 
Die eine Variante des Algori thmus basiert auf einer Integraldarstellung i m Impulsraum, 
die andere auf einer Integraldarstellung i m Ortsraum. Die beiden Varianten werden im 
folgenden vorgestellt. 
Es sei davon ausgegangen, daß man Af Basisfunktionen (r) hat. Hier zäh l t der Index 
j also die Basisfunktionen ab (1 < j < A r ) . 1 0 Die Abhängigke i t von den Zentren wird hier 
und i m folgenden normalerweise un t e rd rück t . Betrachtet werden Dichten 
aus zwei Basisfunktionen. Die Fourier-Transformierten dieser Dichten schreiben wir in 
diesem Abschni t t kurz als 
p ü , f c ) ( r ) = [$0)( r )]*$(*)( r ) (4.5-1) 
(4.5-2) 
Entsprechend gelte hier die Bezeichnung 
| | [ / » ( M ( x ) r _ L _ ^ . - . ) ( y ) d : [ i X d 3 y (4.5-3) 
Hier wird eine andere Notation gewählt als z. B. in Abschnitt 4.4, um genau diese Tatsache zum 
Ausdruck zu bringen. 
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für das Zwei-Elektronen-Integral. Unter Verwendung dieser Schreibweise lautet dann 
G l . (4.4-31 b) 
= i j d 3 v 15(M(P)F 5("m,(p)- (4-5-4) 
Definiert man Integrale 
d M M = / r - T l PU'k)(y)d3y, (4.5-5) 
J I x y | 
die von der Form her Kernanziehungsintegrale sind, so e rhä l t man durch Vergleich mi t der 
Definition (4.5-3) sofort die Integraldarstellung 
VIIM = yV J ( * J ) Wr £ > l ' , m , ( x ) d 3 * (4,5-6) 
für die Zwei-Elektronen-Integrale. 
4.5.2. Im p u Isr au invariante des Algorithmus 
Die Impulsraumvariante des Algorithmus beruht auf der Integraldarstellung (4.5-4) des 
allgemeinen Zwei-Elektronen-Integrals. Diese Darstellung wird durch numerische Quadratur 
Iur alle Integrale gleichzeitig ausgewertet. A u f diese Weise werden einmal berechnete Fourier-
Transformierten von Dichten zweier Basisfunktionen opt imal genutzt. 
Im folgenden wird der Algorithmus zunächs t für den Fa l l reeller Basisfunktionen beschrie-
ben, für den er besonders einfach ist. 
In diesem Fall gibt es ND = N(N -f l ) / 2 voneinander u n a b h ä n g i g e Dichten, da dann 
p ( j , * ) ( r ) = p ( * J ) ( r ) ( 4 5 _ 7 ) 
gilt. Auch braucht man dann nur Nv = NQ(ND -f l ) / 2 Zwei-Elektronen-Integrale zu 
berechnen, weil direkt aus der Definition für reelle Basisfunktionen die Beziehung 
w(*,m) y{j,k) Z 4 c QV 
v{j,k) ~ v(e,m) ö) 
folgt. M a n sollte aber beachten, daß die Fourier-Transformierten der Dichten trotz reeller 
Basisfunktionen i . a. komplex sind. 
Ziel ist die gleichzeitige Berechnung aller Ny benöt ig te r Zwei-Elektronen-Integrale. Hierzu 
wird für alle Integrale (4,5-4) die gleiche Quadraturformel Q genommen. Dieser liege ein 
B l o c k d i a g r a m m : I m p u l s r a u m v a r i a n t e 
Schleife über die Quadraturpunkte p3, j = 1 , M : 
Schleife über die Dichten: 
Berechnung der Fourier-Transformierten der Dicliten bei p^. 
AbspeieIierung der Fourier-Transformierten in einem linearen Feld. 
Schleife über die Zvvei-Elektronen-Integrale mit Zähler k, k — 1,..., A V : 
Berechnung des j - t en Terms der Quadratursumme für das k-te Zwei-Elek-
tronen-Integral aus den abgespeicherten Fourier-Transformierten der Dich-
ten am Ort p3. 
Addi t ion des j - t e n Terms zur Quadratursumme für das k-te Zwei-Elektro-
nen-Integral und Abspeicherung des Ergebnisses in einem linearen Feld für 
die einzelnen Quadratursummen. 
Quadraturgitter mit M Punkten p3 und Gewichten W3 zugrunde. Das Integral J d 3 p / ( p ) 
eines Integranden / über den gesamten Impulsraum wird also numerisch über 
M 
berechnet. Damit das Ergebnis der Integration für alle Zwei-Elektronen-Integrale genügend 
genau ist, m u ß das Quadraturgitter genügend fein sein. M ist also eine relativ große Zahl . 
Den Algorithmus kann man in wenigen Zeilen programmieren. E r ist in dem obigen 
Blockdiagramm beschrieben. 
U m die einfache Struktur des Algorithmus nochmals zu betonen, folgt ein Ausschnitt eines 
F O R T R A N - P r o g r a m m s , das den Algorithmus implementiert. 
(4.5-9) 
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Programmausschnitt: Impulsraumvariante 
DO 500 J = I 1 M 
DO 100 ID = 1,ND 
AS(ID) = S(ID,P(J)) 
100 CONTINUE 
K = O 
DO 300 IDl = 1,ND 
C = CONJ(ASdDl)) 
DO 200 ID2 = ID1,ND 
K = K + 1 
AV(K) = C * AS(ID2) 
200 CONTINUE 
300 CONTINUE 
DO 400 K = I1NV 
SUM(K) = SUM(K) + AV(K) * W(J) 
400 CONTINUE 
500 CONTINUE 
In dem Programmausschnitt wird davon ausgegangen, daß ein Funktionsunterprogramm S 
die Fourier-Transformierte der d-ten Dichte am Ort pj ausrechnet. Das Ergebnis wird in 
dem linearen Feld A S abgespeichert. In den folgenden beiden Schleifen werden Werte aus 
diesem Feld passend für die Quadratursumme des k-ten Zwei-Elektronen-Integrals zusam-
menmultipliziert und in einem Feld A V zwischengespeichert. In der letzten Schleife werden 
die Ergebnisse dazu benutzt, alle Quadraturterme für diesen Punkt des Quadraturgitters 
zu bilden und aufzusummieren. D a diese Ergebnisse an anderen Quadraturpunkten noch 
gebraucht werden, werden die aktuellen Werte der Quadratursummen in einem linearen Feld 
S U M gespeichert. A u f die Zwischenspeicherung in dem Feld A V h ä t t e man auch verzichten 
können. Sie wurde nur vorgenommen, um deutlich zu machen, daß bis auf die letzte Schleife 
die einzelnen Quadraturpunkte völlig unabhäng ig voneinander bearbeitet werden können. 
M a n kann also die Bearbeitung sehr einfach parallel arbeitenden Prozessoren anvertrauen. 
M a n muß nur sicherstellen, daß der letzte Schritt des Algori thmus, in dem die Quadratur-
summen aktualisiert werden, nicht gleichzeitig von mehreren Prozessoren durchgeführ t wird. 
Dies kann man zum Beispiel durch ein System mit Semaphoren oder Flags erreichen. Be-
arbeitet gerade ein Prozessor diesen Schritt , so m u ß der Semaphor (oder das Flag) wie bei 
einer Ampe l „Rot" anzeigen und so anderen Prozessoren eine Pause signalisieren, so daß sie 
erst die Quadratursummen mit ihren Ergebnissen aktualisieren, wenn der erste Prozessor 
fertig ist und den Semaphor auf „Grün" umgeschaltet hat. 
Auch im Falle komplexer Basisfunktionen gibt es normalerweise Np = N(N + 1)/2 
voneinander unabhängige Dichten p( J , f c ) ( r ) aus zwei Basisfunktionen. 
Denn normalerweise sind dann die Basisfunktionen als sphär ische Tensoren der Form 
$ < » ( r ) - y ^ f l r - R ( > ) | ) 3 > £ ' ' ( r - R ^ ) (4.5-10) 
gegeben. Hier ist R^ ' ) das Zentrum für die ji-te Basisfunktion. Damit die Aussage über die 
Anzahl unabhängiger Dichten zutrifft, muß dann y?M(r) reell sein. Außerdem m u ß es zu 
jeder Basisfunktion <$>W der obigen Form für m3 ^ 0 eine andere Basisfunktion, sagen wir 
die Funktion ^ geben, für die 
$0 ' ) ( r ) = <pM(|r - R ^ | ) J ^ m , ( r - R ( j ) ) (4.5-11) 
gilt. Denn dann ist 
pti>k\r) = = (-l) m ^+ m *p(*' .>')(r) (4.5-12) 
wegen [y?(r)Y = ( - l ) m ^ ~ m ( r ) erfüllt. 
Etwas allgemeiner gilt die Aussage über die Anzahl unabhäng ige r Dichten für Basissä tze 
komplexer Funktionen, falls die Basissätze gegenüber der komplexen Konjugation abgeschlos-
sen sind. Dies bedeutet, daß es für jede nicht-reelle Basisfunktion eine Funktion 
im Basissatz gibt, für die 
[$0')(r)]* = A ; $ ^ ( r ) (4.5-13) 
für eine Konstante Ay erfüllt ist. Für normierte Basisfunktionen ist A j einfach ein Phasen-
faktor. Es folgt 
p ü ' * ) ( r ) = ( P ( * ' % ) ] * = Xj[XkY P ^ ' ^ ( r ) . (4.5-14) 
Aufgrund dieser Beziehungen sind dann genauso viele Dichten zweier Basisfunktionen von-
einander abhäng ig wie im Falle reeller Basisfunktionen. 
Fü r die Fourier-Transformierten der Dichten ergibt sich als Konsequenz die Gleichung 
S ^ ' ( P ) = X3IhVS^(P)- (4.5-15) 
A n die Stelle der Beziehung (4.5-8) für die Zwei-Elektronen-Integrale tritt ferner die Glei-
chung 
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wie aus der Definition sofort folgt. Aueh im Falle komplexer Basisfunktionen gibt es demnach 
Nv = Ng(Nr) -f l ) / 2 unabhäng ige Zwei-Elektronen-Integrale. 
Programmteclmisch scheint es am einfachsten zu sein, die Grundstruktur des oben an-
geführ t en Algori thmus nicht anzutasten. Als Modifikationen kann man i m obigen Pro-
grammansschnitt die Schleifen mit Zählern Dy Dl und D2 jeweils bis A / 2 laufen lassen, 
!während die Schleife mit Zähler K dann bis N2(N2 -f l ) / 2 laufen muß . Die Zahl der Spei-
c h e r p l ä t z e für die Quadratursummen ist bei dieser Verfahrenweise (für große N etwa viermal) 
igrößer als im Falle reeller Basisfunktionen. Der Rechenaufwand bleibt allerdings i m wesent-
l i c h e n u n g e ä n d e r t , wenn man die Symmetriebeziehlingen (4.5-15) bei der Berechnung der 
!Fourier-Transformierten berücksicht igt . Die Funktion S m u ß in diesem Sinne modifiziert 
werden. 
Es sei hier noch bemerkt, daß man anstelle der Verwendung einer dreidimensiona-
len Quadraturformed auch die Winkelintegrationen ausführen kann, wenn für die Fourier-
Transformiertenjeweils eine Partialwellenzerlegung bekannt ist. Anstelle der beiden Winke-
lintegrationen hat man dann eine im allgemeinen unendliche Drehimpulssumme. Denn man 
kann das Skalarprodukt von zwei Funktionen 
fAP) = £ / > > ) [ i 7 ( p / p ) ] * - U = 1,2) (4.5-17) 
, bezüglich eines drehinvarianten Maßes f.i(p) d3/? aufgrund der O r t h o n o r m a l i t ä t der K u -
gelflächen funktioneil auch über 
CXD 
I / [/i (P)]* A(P)Mrtd 3 P = J lf™t(p))* WI(P)KP) P2*P (4-5*18) 
I berechnen. Programmtechnisch wäre es am einfachsten, diese Summejeweils bei einem festen 
Wert von £ abzubrechen. A n die Stelle des dreidimensionalen Gitters i m p-Raum tr i t t dann 
\ ein dreidimensionales Git ter der Form 
{(Px,i>rrie)\l <\<n,0<£< A l i a x , -I < me < £}. (4.5-19) 
j Hier wären die p\ die Knoten einer eindimensionalen Quadraturregel mit n Stü tzs te l len . 
) Statt die Fourier-Transformierte am Ort p ; des ursprüngl ichen Gitters auszuwerten, muß 
\. man jetzt die entsprechende Drehimpulskomponente an einem Punkt des neuen Gitters 
\ berechnen. Ansonsten kann man den oben angegebenen Algorithmus weiter verwenden. 
4 .5 .3 . O r t s r a u m v a r i a n t e des A l g o r i t h m u s 
Kann man Integrale der Form (4.5-5), die Kernanziehungsintegralen mit bis zu drei Zentren 
entsprechen, sowie die Dichten P^3)fc\x) selbst schnell und genau berechnen, so kann man 
die Integraldarstellung (4.5-6) für die Zwei-Elektronen-Integrale verwenden. 
Wenn man nun die Berechnung und Abspeicherung der Fourier-Transiormierten der Dich-
ten aus der Impulsraumvariante des Algorithmus ersetzt durch die Berechnung und Abspei-
cherung der Kernanziehungsintegrale und Dichten, so kann man auch mittels dieser Infor-
mationen die Zwei-Elektronen-Integrale berechnen. Hier legt man für die Berechnung von 
Integralen J f(r) d 3 r eine Quadraturregel 
M 
fi7 = ] T > ; / ( r > ) ( 4 - 5 - 2 0 ) 
zugrunde. Im folgenden geben wir zunächs t den Algorithmus in seiner Ortsrauinvariante für 
reelle Basisfunktionen an. 
A u c h diese Variante des Algorithmus kann man in wenigen Zeilen programmieren. Hier 
e rhä l t man ein i m Vergleich zum Blockdiagramm der Impulsraumvariante leicht geänder t e s 
Blockdiagramm. Dies ist i m folgenden angegeben. 
A u c h an einem Programmausschnitt, der dem der Impulsraumvariante sehr ähnl ich ist, 
sieht man die einfache Struktur des Algorithmus. 
Die einzig bedeutsame Modifikation ist, daß man in der Ortsraurnvariante zwei Funktio-
nen P und D sowie entsprechende lineare Felder A P und A D braucht, die zur Berechnung 
bzw. Abspeicherung der Dichten und Kernanziehungsintegrale dienen. Ini Falle reeller Ba-
sisfunktionen kann man alle Größen reell wählen. 
Im Falle komplexer Basisfunktionen m u ß man die abgespeicherten Dichten noch kom-
plex konjugieren, bevor man aus ihnen und den ebenfalls gespeicherten Kernanziehungsin-
tegralen die Terme für die Quadratursummen der Zwei-Elektronen-Integrale berechnet und 
abspeichert. A u c h hier sollten die Schleifen über die Dichten jeweils bis A / 2 laufen. Die 
Berücks ich t igung von Abhängigkei ten wie G l . (4.5-14) oder der Beziehung 
[ / ^ ( x ) ] * = D ( M ( x ) (4.5-21) 
kann innerhalb der Funktionsunterprogramme P und D erfolgen. Dann bleibt der Rechenauf-
wand auch bei Ä n d e r u n g der Schleifengrenzen von Np auf N1 im wesentlichen der gleiche. 
Auch hier sei bemerkt, daß es i m Falle der Ortsraumvariante ebenfalls möglich ist, die 
Winkelintegrationen durch eine unendliche Drehimpulssumme zu ersetzen, wenn man eine 
Partialwellenzerlegung sowohl der Dichten als auch der Kernanziehungsintegrale kennt. 
B l o c k d i a g r a m m : O r t s r a u m v a r i a n t e 
Schleife ü b e r die Quadraturpunkte r,-, j = 1, . . . , M : 
Schleife übe r die Dichten: 
Berechnung der Dichten bei r ; . 
Abspeicherung der Dichten in einem linearen Feld. 
Berechnung der Kernanziehungsintegrale der Dichten bei r3. 
Abspeicherung der Kernanziehungsintegrale in einem linearen Feld. 
Schleife über die Zwei-Elektronen-Integrale mit Zähler ...,AZv r-
Berechnung des j - t e n Terms der Quadratursumme für das k-te Zwei-Elek-
tronen-Integral aus den abgespeicherten Dichten und Kernanziehungsiute-
gralen am Ort VJ. 
Addi t ion des j - t en Terms zur Quadratursumme für das k-te Zwei-Elektro-
nen-Integral und Abspeicherung des Ergebnisses in einem linearen Feld für 
die einzelnen Quadratursummen. 
4 .5 .4 . B e w e r t u n g de r n u m e r i s c h e n K o m p l e x i t ä t 
Die Quadraturregeln Q bzw. Q1 kann man im Falle beider Varianten des Algorithmus z. B . 
als Produktregeln realisieren, die aus einer Gauss-Laguerre-Regel für das Radialintegral und 
zwei Gauß-Legendre-Regeln für die VVinkelintegrationen bestehen. Allerdings sollte man 
beachten, daß die Integranden i m Falle der Impulsraumvariante Anteile aus ebenen Wellen 
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Programmausschnitt: Ortsraumvariante 
DO 500 J = 1,M 
DO 100 ID = I1ND 
AP(ID) = P(ID,R(J)) 
AD(ID) = DdD j R(J) ) 
100 CONTINUE 
K = O 
DO 300 IDl = I jND 
C = AP(IDl) 
DO 200 ID2 = IDl jND 
K = K + 1 
AV(K) = C * AD(ID2) 
200 CONTINUE 
300 CONTINUE 
DO 400 K = I jNV 
SUM(K) = SUM(K) + AV(K) * W(J) 
400 CONTINUE 
500 CONTINUE 
enthalten und der Integrand daher oszilliert. Es ist daher mit gewissen Stellenverlusten 
zu rechnen. Diese Oszillationen werden durch den Abfal l der Fourier-Transformierten der 
Dichten für große p gedämpft . Im Falle der 5-Funktionen ist der Abfal l exponentiell für 
zweizentrige Dichten, aber nur algebraisch für einzentrige Dichten. 
Legt man für die Bewertung der numerischen Komplex i t ä t solche Produkt regeln zugrunde, 
so sollten für dreidimensionale Integrationen wie i m vorliegenden Algorithmus und bei 
gutartigen Integranden Quadraturgitter eine vernünft ige Genauigkeit liefern, die zwischen 
IO 3 = 1 000 und 30 3 = 27 000 Punkte enthalten. Allerdings dürf ten die Oszillationen in den 
Integranden der Impulsraumvariante für das Radialintegral mehr als dreißig S tü tzs te l len er-
forderlich machen. Die Zahl M der Punkte des Quadraturgitters ist also für beide Varianten 
des Algori thmus durchaus keine kleine Zahl . 
Zunächs t soll darauf eingegangen werden, welchen Speicherplatz der Algorithmus in sei-
nen beiden Varianten benöt ig t . W ü r d e man die Informationen bezüglich der Dichten -
die Fourier-Transformierte i m Falle der Impulsraumvariante, die Dichte und das Kernan-
ziehungsintegral selbst bei der Ortsraumvariante - insgesamt für alle Punkte des Gitters 
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abspeichern, so brauchte man 0(M • A / 2 ) Speicherplä tze . In dem vorgestellten Algor i th-
mus braucht man jedoch zur Abspeicherung dieser Informationen nur ein oder zwei lineare 
Felder mit einer Länge der Ordnung NI. Außerdem braucht man zur Abspeicherung der 
Quadratursummen ein lineares Feld, deren Länge gleich der Anzahl zu berechnender Zwei-
Elektronen-Integrale ist. Die Länge dieses Feldes ist proportional zu A ^ 4 , es mag also sehr 
lang werden. Hier kann man sich helfen, indem man die Quadratursummen der einzelnen 
Zwei-Elektronen-Integrale in Blöcken einer bequemen Länge auf Da ten t r äge rn zwischenspei-
chert, von denen bei Bedarfjeweils ein Block eingelesen, bearbeitet und wieder abgespeichert 
wird. Bei Rechenanlagen mit mehreren parallel arbeitenden Prozessoren m u ß man dann nur 
dafür sorgen, daß ein Block nicht gleichzeitig von zwei oder mehr Prozessoren bearbeitet 
wird. 
Im folgenden wird gezeigt, daß für genügend große Basissätze der Algorithmus verhäl tn is -
mäßig geringe Rechenzeiten aufweist. 
Im Falle der Impulsraumvariante m u ß man zunächs t pro Punkt des Quadraturgitters c N2 
Fourier-Transformierte von Dichten zweier Basisfunktionen berechnen. Dabei gilt c < 1. Im 
Falle reeller Basisfunktionen kann man c = 1/2 setzen. Ist die durchschnittliche Zeit für 
die Berechnung einer Fourier-Transformierteii ts, so benöt ig t man für die Berechnung aller 
Fourier-Transformierten für alle Punkte des Quadraturgitters also die Zeit 
T1=CN2Mts. (4.5-22) 
Die Schleifen, die aus den Fourier-Transformierten die Zwei-Elektronen-Integrale berechnen, 
haben einen Zeitbedarf T2 proportional zu N 4 und zu M: 
T2=CNAM (4.5-23) 
Den gesamten Zeitbedarf für den Algorithmus kann man demnach g e m ä ß 
T = T1 + T2 = c N2 M ts + £ N4 M (4.5-24) 
abschätzen . 
Ist tp die durchschnittliche Zeit zur Berechnung einer Dichte zweier Basisfunktionen und 
td die durchschnittliche Zeit zur Berechnung eines Kernanziehungsintegrals, so braucht man 
für die Berechnung aller Dichten und Kernanziehungsintegrale für alle Quadratursummen in 
der Ortsraumvariante die Zeit 
Tt1 = cN2M(tp + td). (4.5-25) 
Die Schleifen zur Berechnung der Zwei-Elektronen-Integrale haben ebenfalls einen Zeitbedarf 
22 proportional zu A / 4 und zu M: 
T2 = e' N* M (4.5-26) 
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In der Ortsraumvariante benöt ig t man für den Algorithmus also die Zeit 
T1 = T[ +Tl1 = C N2 M (tp + td) + E' Na M (4.5-27) 
für die gesamte Berechnung aller Zwei-Elektronen-Integrale. 
Ist die durchschnittliche Zeit für die Berechnung der Zwei-Elektronen-Iutegrale mittels 
eines anderen Algorithmus tV) so braucht man mit diesem anderen Algorithmus für alte diese 
Integrale größenordungsmäßig die Zeit 
da es Ny oc N4 Zwei-Elektronen-Iiitegrale zu berechnen gilt. Im Falle reeller Basisfunktionen 
kann man k = 1/8 setzen. 
Die Größen £ und e' sollten sehr kleine Zahlen sein. Denn sie ergeben sich aus einfachsten 
Mult ipl ikat ionen und Addit ionen. Macht man die vereinfachende Annahmen e = 0 bzw. 
e' = 0, so ergibt sich die im folgenden dargestellte Bewertung der beiden Varianten des 
Algorithmus i m Vergleich zu jenem anderen, konkurrierenden Algorithmus. 
Für genügend große A ; sollten demnach beide Varianten des Algorithmus schneller sein 
als der Konkurrenzalgorithmus, da , V 4 schneller wächst als N2. 
So gilt T < T" für N > y/cMtsKktv) für allgemeine bzw. A' > 'I^jMtsJiv für reelle 
Basisfunktionen. Fü r genauere Abschä tzungen braucht man nun die Zeiten ts und tv für den 
verwendeten Basissatz. Allgemein sollte ts < tv gelten. D a man ferner M RS IO 4 annehmen 
darf, m ü ß t e folglich zumindest ab N % 200 die Impulsraumvariante des Algorithmus den 
Konkurrenzalgorithmus schlagen. Diese Abschä tzung gilt für den Fa l l reeller Basisfunktionen 
unter der sehr pessimistischen Annahme, daß die Berechnung der Fourier-Transformierten 
einer Dichte durchschnittlich ebenso lange dauert wie die Berechnung eines Zwei-Elektro-
nen-Integrals. 
Für B-Funkt ionen kann man realistischere Abschä tzungen erhalten unter den zusätz l ichen 
Annahmen, daß die Zwei-Elektronen-Integrale beim Konkurrenzalgorithmus über eine drei-
dimensionale Integraldarstellung, die Fourier-Transformierten der Dichten dagegen über eine 
eindimensionale Integraldarstellung berechnet werden. Im folgenden wird wieder davon aus-
gegangen, daß man bei einer c/-dimensionalen Integraldarstellung zwischen 10*' und 30 ( i Aus-
wertungen des Integranden braucht. Die pessimistische Annahme, daß die Integranden der 
ein- und der dreidimensionalen Integraldarstellungen von ähnl icher Komplex i t ä t sind, erlaubt 
dann die Aussage, daß größenordnungsmäßig tv/ts zwischen IO 3 /30 & 30 und 30 3 /10 = 2 700 
liegt. F ü r M = IO 4 folgt daraus, daß y/Mt$/tv zwischen etwa zwei und zwanzig liegt. Die 
Impulsraumvariante kann demnach schon für relativ kleine Bas issä tze dem Konkurrenzalgo-
rithmus über legen sein. 
T1 = kNAtv, (4.5-28) 
Die entsprechenden Abschä tzungen sind recht ähnlich im Falle der Ortsraumvariante. Be i 
den Betrachtungen braucht man eigentlich immer nur durch td + tp zu ersetzen. Falls 
td + tp ~ tv g i l t , ergibt sich wieder, daß für M « IO 4 ab iV w 200 die Ortsraumvari-
ante güns t iger als der Konkurrenzalgorithmus wird. Realistischer ist für B-Funkt ionen die 
Annahme, daß man die Kernanziehungsintegrale mit einer zweidimensionalen Integraldar-
stellung berechnet, die Zwei-Elektronen-Integrale dagegen mit einer dreidimensionalen In-
tegraldarstellung. Vernachlässigt man dann tp gegenüber td und macht die pessimistische 
Annahme, daß die Integranden der zwei- und dreidimensionalen Integraldarstellungen von 
ähnl icher K o m p l e x i t ä t sind, so kann tv/(td-rtp) ~ tv/td bis zu 3 0 3 / l 0 2 = 270 betragen. Das 
hieße, daß ^M(td + tp)/tv & 6 möglich ist für M = IO 4 . Unter diesen Annahmen wäre die 
Ortsraumvariante schon ab N »s 12 günst iger als der Konkurrenzalgorithmus. 
Inwiefern diese Voraussagen sich bewähren , läßt sich erst durch numerische Experimente 
entscheiden. Diese Experimente h ä t t e n auch zu klären, ob man mit den oben angegebenen 
Werten von M t a t sächl ich die gewünschte Genauigkeit erzielen kann. Ferner sollte dabei die 
Frage untersucht werden, ob die oben e rwähn ten Oszillationen sich bei der Impulsraumva-
riante s törend bemerkbar machen und die erzielbare Genauigkeit begrenzen. Diese Fragen 
muß man für jeden verwandten Typ von Basisfunktionen gesondert beantworten. D a der 
beschriebene Algori thmus noch nicht numerisch getestet wurde, m u ß eine abschl ießende Be-
wertung des Algori thmus noch ausgesetzt werden. Allerdings zeigen die Über l egungen dieses 
Abschnitts, daß solche Algori thmen sehr wahrscheinlich für große, möglicherweise aber auch 
schon für kleinere und mittlere Basissätze günst iger sind als Algori thmen, die ein Integral 
nach dem anderen berechnen und nicht berücksicht igen, daß man dadurch viele teuer errech-
nete Informationen verschenkt. 
5. Numerische Quadratur verfahren bei Mo 
lekülintegralen mit B-Funktionen 
5.1. Verfahren auf der Grundlage von Möbius-Transformationen 
5.1.1. E i n f ü h r u n g und Problemstellung 
Irn Rahmen dieser Arbei t werden wiederholt Integraldarstellungen auftreten, die eindimen-
sionale Integrale 
I=Ju>(s;m,n,a,0,p) f(s9p)da (5.1-1) 
mit Gewichtsfunktionen vom T y p (piaiß G IR+; m , n G IN) 
w(s; m , n , Q, ß,p) = 
[p»*(l - *) + a 2 ( l - , ) + ^ ] m + n + 1 / 2 
(5.1-2) 
enthalten. W i r werden noch im einzelnen sehen, d a ß Gewichtsfunktionen von diesem T y p 
ihren Ursprung in der Verwendung einer eindimensionalen Integraldarstellung für die Fourier-
Transformierte zweizentriger Produkte von B-Funkt ionen haben. Die Integraldarstellung 
hat dabei die Integrationsvariable Si die Fourier-Transformierte wi rd beim Argument p 
ausgewertet. Im letzten Kap i t e l wurde diese Integraldarstellung bei der Besprechung der 
Fourier-Transformationsmethode schon e rwähn t . Aus dieser Besprechung ist auch schon 
klar, daß p meist die Rolle der Integrationsvariablen eines äußeren Integrals spielen wird. 
Das Integral Jr kann also selbst wiederum Bestandteil des Integranden eines Integrals ü b e r p 
bzw. p sein. 
Die numerische Quadratur von Integralen mit Gewichtsfunktion (5.1-2) ist schwierig, 
obwohl diese Funktion auf dem Integrationsintervall (0,1) beliebig oft differenzierbar ist. 
Der Grund für die Schwierigkeiten ist das Auftreten scharfer Spitzen im Intervall (0,1) für 
gewisse Kombinationen der Parameter n , a , ß und p. 
Die Ursache dieser Spitzen erkennt man am einfachsten durch Betrachtung der drei 
Grenzfälle a —> oo, ß oo und p —» oo. In jedem der drei Fäl le kann man dann im Nenner 
zwei von drei Summanden asymptotisch vernachläss igen, außer für die unmittelbare N ä h e 
eines oder beider Randpunkte. Im Falle a —> oo dominiert beispielsweise außer bei 5 « 1 
der Term a 2 ( l — s) die beiden Terme p 2 s ( l — s) und ß2s. M a n e rhä l t dann asymptotische 
Formen der Gewichtsfunktion (5.1-2). Diese Funktionen haben aber S ingu la r i t ä t en an einem 
Randpunkt oder an beiden Randpunkten des Integrationsintervalls. Diese asymptotischen 
Formern sind in Tabelle 5.1.1 zusammengestellt. In Wirkl ichkei t jedoch hat die Gewichts-
funktio>n Nullstel len auch an den R ä n d e r n , wo die asymptotischen. Näherungsfunkt ionen 
S i n g u l a r i t ä t e n haben. Dies bewirkt für ein genügend großes, aber fest gewähl tes Q , daß 
die Gewichtsfunktion für kleine s zunächs t der asymptotischen Näherungsfunkt ion folgt und 
demnach stark anwächst bis nahe an den Wert s = 1. Schließlich muß die Gewichtsfunktion 
aber schnell auf den Wert N u l l abfallen, den sie bei s = 1 ta t sächl ich annimmt. Analoge 
Übe r l egungen gelten in den anderen Grenzfällen. Die asymptotischen Singular i tä ten bewir-
ken so zusammen mit den ta t sächl ichen Nullstellen die scharfen Spitzen, von denen oben die 
Rede war. 
T a b e l l e 5.1.1 Asymptotische Formen der Gewichtsfunktion (5.1-2) 
Das asymptotische Verhalten der Gewichtsfunktion (5.1-2) wird für verschiedene Grenzfälle ange-
geben. Singularitäten der asymptotischen Funktionen sind angegeben. 
Grenzfal l Asymptotische Funktion S ingula r i t ä ten 
a —>• oo 
Sn 
(1 _ s ) » + l / 2 Q2m+2n+l 
s = 1 
ß -> OO 
( 1 - s P 
s = O 
sm+l/2 ß2m+2n+l 
p —• OO (1 - 5 ) -
n - l / 2 5 - ™ - l / 2 p - 2 m - 2 n - l s = 0 und 5 = 1 
Eine andere Begründung für das Auftreten der scharfen Spitzen geht aus von der Tat-
sache, daß die Gewichtsfunktion selbst außerhalb des Integrationsintervalles Singular i tä ten 
besitzt. Diese rücken für bestimmte Kombinationen der Parameter allerdings dicht an das 
Integrationsintervall. Die Positionen dieser S ingular i tä ten findet man als Nullstellen des qua-
dratischen, auf dem Intervall (0,1) überal l positiven Polynoms, das i m Nenner von G l . (5.1-2) 
auftaucht: 
p2s(l s) + a 2 ( l - s ) + ß2s = 0 
ist für 
51,2 = 
P 2 + I 
2p 2 
P 2 + > 
2p* P2 
(5.1-3) 
(5.1-4) 
erfüllt. Die Nullstellen sind also reell und liegen außerha lb des Intervalls (0,1). In Ta-
belle 5.1.II sind die Positionen der Nullstellen in den drei oben angeführ ten Grenzfällen 
angegeben. Aus Tabelle 5.1.II ergibt sich z. B . , daß für große a eine Singular i tä t der Ge-
wichtsfunktion (5.1-2) sehr dicht bei der rechten Integrationsgrenze 5 = 1 liegt, w ä h r e n d die 
Position der anderen S ingula r i t ä t für a —• oo gegen — oo geht. Entsprechend kann man die 
anderen Grenzfälle interpretieren. In allen betrachteten Grenzfällen befinden sieh eine oder 
beide Singular i tä ten der Gewichtsfunktion knapp außerha lb des Integrationsintervalles. In 
Verbindung mit den Nullstellen des Zäh le rpo lynoms in G l . (5.1-2) werden so die scharfen 
Spitzen erzeugt. 
T a b e l l e 5 .1 . I I Asymptotische Positionen der S ingular i tä ten der Gewich ts lünkt ion (5.1-2) 
Die asymptotischen Positionen der S ingular i tä ten der Gewichtsfunktion (5.1-2) werden für verschie-
dene Grenzfäl le angegeben. 
Grenzfall Asymptotische Posit on der S ingula r i t ä ten 
Q —> OO s - l - r ß 2 / * 2 und 2 / 2 - a Ip 
ß —> OO s - - a 2 I ß 2 und s ~ ß2/p2 
P —• CO s ~ —a2Ip2 und 5 ~ 1 + ß2/p-
Die Position dieser Spitzen kann man durch Nullsetzen der logarithmischen Ableitung der 
Gewichtsfunktion finden. Nach kurzen Umformungen ergibt sich die Gleichung 
Zu bestimmen sind also die Nullstellen eines kubischen Polynoms. Wie man durch Be-
trachtung der Werte bei s = O und s = 1 sofort sieht, wechselt dieses Polynom i m Intervall 
(0,1) mindestens einmal sein Vorzeichen. D a die Gewichtsfunktion in diesem Intervall posi-
tiv ist und an den R ä n d e r n verschwindet, bedeutet das, daß zwei Fäl le unterschieden werden 
können . Entweder hat die Gewichtsfunktion i m Intervall (0,1) genau ein Max imum, oder 
sie hat dort zwei M a x i m a mit einem M i n i m u m dazwischen. Der erste Fal l trifft für kleine p 
zu, der zweite für genügend große p. In den betrachteten Grenzfäl len werden diese M a x i m a 
zu scharfen Spitzen. 
M a n kann demnach die Position der Spitzen leicht berechnen. Diese scharfen Spitzen 
bereiten aber Schwierigkeiten i m Rahmen der numerischen Quadratur. U m das einzusehen, 
muß man sich vergegenwärt igen, wie Integrale numerisch ausgerechnet werden. 
Der exakte, transfinite In tegra t ionsprozeß wird auf dem Computer durch ein endliches 
Quadraturverfahren approximiert. Üblicherweise ersetzt man das eindimensionale Integral 
J f(x)dx näherungsweise durch eine endliche Summe der Struktur 
O = ( n ( l - s) - ms) [p2s{l - s) + a 2 ( l - s) + ß2s] 
- (m + n + 1/2)5(1 - s) [p2(\ - 2s) - a2 + ß2} . 
(5.1-5) 
n 
(5.1-6) 
Sind die Abszissen Xj und die Gewichte Wj vorgegeben und ist n fest, so spricht man im 
Englischen von einer „fixed quadrature ru le u . Hieran anschließend wird dafür in dieser Ar-
beit die Bezeichnung „feste Quadraturregel" verwandt. Werden die Abszissen und Gewichte 
erst im Rahmen eines Computerprogramms für einen beliebigen Integranden dem speziellen 
Verhalten dieses Integranden angepaßt , so spricht man von einem „au tomat i schen Quadra-
turverfahren'1 (DR, S. 418, Kap . 6). Andere gebräuchliche Bezeichnungen für die Abszissen 
sind „Stützstel len" und „Knoten" . M a n sagt auch, die Abszissen bilden ein „Quadra tu rg i t -
ter". Die Anzahl der Knoten nennt man die „Ordung" der Quadraturregel. 
Zu den festen Quadraturregeln gehören insbesondere Gauß-Regeln (DR, S. 95, Kap . 2.7). 
Bei diesen Quadraturregeln werden die Abszissen und Gewichte so bestimmt, daß Integrale 
vom Typ J w(x)p(x) dx mit einer positiven Gewichtsfunktion iv(x) durch die Gauß-Regel ex-
akt ausgerechnet werden, wobei p(x) ein Polynom möglichst hohen Grades ist. Gauß-Regeln 
mit n Knoten sind exakt für Polynome bis zum Grad In — 1. Zu jeder Gewichtsfunktion 
gehört eine besondere Gauß-Regel . Die Knoten der Gauß-Regel zur Gewichtsfunktion w(x) 
mit n Stützstel len sind die Nullstellen des Orthogonalpolynoms vom Grade n zu dieser Ge-
wichtsfunktion (DR, S. 97). In Tabelle 5.1.III sind Bezeichnungen, Gewichtsfunktionen und 
Integrationsintervalle für die in dieser Arbeit verwendeten Gauß-Regeln zusammengestellt. 
Tabelle 5.1.III Einige Gauß-Regeln 
Bezeichnungen, Gewichtsfunktionen und Integrationsintervalle für die in dieser Arbeit verwandten 
Gauß-Regeln. Es gilt a > — 1 und ß > — 1. Allen hier angegebenen Quadraturregeln kann man 
durch lineare Koordinatentransformationen zu einem breiteren Anwendungsbereich verhelfen. Man 
erhält datin andere Gewichtsfunktionen und/oder Integrationsintervalle als die hier angegebenen 
Standardfunktionen und -intervalle. 
Bezeichnung Symbol Gewichtsfunktion Intervall 
Gauß- Legendre Gn w(x) ~ 1 ( - i . i ) 
Gauß-Jacobi w(x) = (1 -x)a{l +x)ß ( - i , i ) 
Gauß-Laguerre w(x) = xa e~ x (0,oo) 
Wichtig ist, daß demnach die Knoten einer Gauß-Regel nicht frei wählbar sind. Sie müssen 
berechnet werden, ebenso die Gewichte. Als knappe Sprechweise wird „Berechnung der 
Quadraturregel u benutzt anstelle von „Berechnung der Abszissen und Gewichte der Qua-
draturregel". Die in Tabelle 5.1.III zusammengestellten Gauß-Regeln können komfortabel 
mit dem Unterprogramm D O l B C F aus der NAG-Bib l io thek berechnet werden ( N A G 1983). 
Verwendet man Gauß-Legendre- oder Gauß-Jacobi-Regeln , so muß man Quadraturregeln 
sehr hoher Ordnung verwenden, um akzeptable Genauigkeiten bei Integralen mi t der Ge-
wichtsfunktion (5.1-2) bei Vorliegen scharfer Spitzen zu erhalten. Der G r u n d ist, daß der 
Hauptbeitrag zum Integral aus den Teilen des Integrationsintervalles kommt, wo die Ge-
wichtsfunktion diese Spitzen hat. Erst Gauß-Regeln mit sehr vielen Kno ten haben aber 
genügend Stützs te l len in diesen kleinen Regionen. Denn bei Gauß-Legendre -Rege ln ist die 
Verteilung der Abszissen über das Integrationsintervall für hinreichend große Ordnung in 
etwa gleichförmig, während Gauß-Jacobi -Regeln das Verschwinden der Gewichtsfunktion am 
Rand dadurch berücksicht igen, daß die Randpartien des Intervalls geringes Gewicht bekom-
men. Dort sitzen aber nach unseren obigen Über legungen gerade die Spitzen. Obwohl also 
der Zähler der Gewichtsfunktion (5.1-2) zur Verwendung einer Gauß-Jacob i -Rege l einzula-
den scheint, schneiden beim Vorliegen von scharfen Spitzen am Rand Gauß-Jacob i -Rege ln 
in der Regel sogar schlechter ab als Gauß-Legendre-Regeln gleicher Ordnung. 
M a n kann nun auf die Idee kommen, die Gauß-Regeln zur Gewichtsfunktion (5.1-2) zu 
verwenden. Dann sollten sich alle Schwierigkeiten mit den Spitzen eigentlich von selbst 
erledigen. Hier stellen sich allerdings zwei Probleme. Wie kann man diese Gauß-Rege ln 
berechnen? U n d wie groß ist der dazu nöt ige numerische Aufwand? 
Die Berechnung von Gauß-Regeln zu nicht standardisierten Gewichtsfunktionen ist ein 
durchaus ernstzunehmendes Problem der numerischen Mathematik ( D R , S. 95, K a p . 2.7). 
Es gibt zwar eine ganze Reihe von Verfahren dazu. Diese sind aber nicht in den Standard-
Software-Bibliotheken wie I M S L oder N A G zu finden ( I M S L 1980; N A G 1983). M a n ist 
also auf die Spezialliteratur (z. B . im D R ) angewiesen, falls man sich für den Weg entschei-
det, Gauß-Regeln zu nicht standardisierten Gewichtsfunktionen zu berechnen und dann zu 
verwenden. 
Benutzt man die oben angegebene Tatsache, daß die n Knoten die Nullstellen des Ortho-
gonalpolynoms ?2-ten Grades zur jeweiligen Gewichtsfunktion sind, so m u ß man numerisch 
diese Orthogonalpolynome generieren und ihre Nullstellen bestimmen, um allein die Knoten 
zu berechnen. Die Nullstellen eines Polynoms sagen wir vom dreißigten Grad zu bestim-
men, ist kein ganz billiger und numerisch durchaus schwieriger Prozeß . Die Generierung der 
Polynome k ö n n t e über die Momente der Gewichtsfunktion verlaufen. Im Falle der Gewichts-
funktion (5.1-2) sollte man die Momente dann aber analytisch kennen, denn ihre numerische 
Best immung ist aufgrund der Spitzen (!) sicherlich ebenfalls recht aufwendig. Dieser insge-
samt hohe Aufwand für die Berechnung der Gauß-Regeln zur Gewichtsfunktion (5.1-2) ließe 
sich durchaus vertreten, wenn man diese Regeln einmal berechnen und dann zur wiederhol-
ten Verwendung bequem abspeichern könn te . Aufgrund der großen Zahl von Parametern, 
von denen diese Gewichtsfunktion abhäng t , ist dies aber eine sehr speicheraufwendige Me-
thode. A u c h gehen bei der Verwendung hochdimensionaler Felder die ZugrifTszeiten stark in 
die Höhe. 
Andere übl iche feste Quadraturregeln, sogenannte „ interpola tor ische Regeln", haben frei 
wäh lba re Knoten. Ist ihre Ordnung n, so können sie Polynome bis zum Grade n — 1 exakt 
integrieren. Sie sind demnach nur auf einem 7z-dimensionalen, linearen Raum von Funktionen 
exakt, i m Gegensatz zu Gauß-Regeln , bei denen die entsprechende Dimension 2n be t räg t . 
Dies e rk l ä r t , warum Gauß-Regeln im Verhäl tnis so große Genauigkeit aufweisen. Diese 
interpolatorischen Regeln sind also schon vom Prinzip her nicht optimal. Außerdem gibt es 
bei bestimmten Vertretern dieser A r t numerische Ins tab i l i t ä ten . 
Verwendet man zusammengesetzte feste Quadraturregeln, bei denen in Teilintervallen je-
weils eine Gauß-Regel verwandt und die entsprechenden Quadratursummen addiert werden, 
so verschlechtert man auch das günst ige Verhäl tnis der Knotenzahl und Dimension des Po-
lynomraumes, der exakt integriert wird. Betrachten wir der Einfachheit halber eine aus zwei 
Gauß-Rege ln gleicher Ordnung n zusammengesetzte Quadraturregel. Sie hat 2n Knoten. 
Der Polynomgrad, der exakt integriert werden kann, ist allerdings der maximale Grad in 
jedem Teilintervall , also 2n — 1. Eine Gauß-Regel für das gesamte Intervall mit 2n Abszis-
sen könn te demgegenüber Polynome bis zum etwa doppelt so großen Grad 4n — 1 exakt 
integrieren. 
Automatische Quadraturverfahren sind zuverlässig und robust. M a n findet entsprechende 
Programme in Standard-Software-Bibliotheken, wie z. B . das Programm D O l A J F aus der 
N A G - B i b l i o t b e k ( N A G 1983). W i l l man nur wenige Integrale mi t schwierigen Integranden 
berechnen, so kann man dies relativ günst ig mit automatischen Verfahren machen. Allerdings 
haben auch diese Verfahren einige Nachteile (Lyness 1977; Lyness 1983; D R , S. 461). 
Z u m einen brauchen automatische Quadraturverfahren i m Schnitt etwa dreimal soviele 
Auswertungen des Integranden wie geschickt gewähl te Gauß-Regeln , um eine bestimmte 
Genauigkeit zu erzielen. Automatische Quadraturverfahren sind also teuer. 
E in weiterer Nachteil ist, daß die Näherungen , die automatische Quadraturverfahren 
produzieren, keine glatten Funktionen der Parameter der Integranden sind, selbst wenn 
die integranden glatte Funktionen dieser Parameter sind. Der Grund ist, daß selbst für 
dicht benachbarte Parameterwerte völlig unterschiedliche Quadraturgitter zur Anwendung 
kommen können . M a n erhä l t eine A r t Stufenkurve, die dem wahren Verlauf der Funktion 
superponiert ist. Dieses unruhige Verhalten der produzierten Nähe rungen als Funkt ion der 
Parameter ist einer der Gründe , weshalb man meist keine besonders guten Resultate erzielt, 
wenn man automatische Quadraturverfahren für mehrdimensionale Integrale geschachtelt 
verwendet. Denn dann bekommt das äußere automatische Quadraturverfahren das unruhige 
Ergebnis des oder der inneren Verfahren als Eingabegröße und versucht diesen scheinbar sehr 
schwierigen Integranden mit sehr vielen Auswertungen zu berechnen. Gauß-Regeln einer 
festen Ordnung liefern als Quadraturergebnis dagegen glatte Funktionen der Parameter des 
Integranden, wenn dieser nur glatt genug ist. 
Schließlich ist es bei den meisten automatischen Quadraturverfahren nicht möglich, die 
Informationen zu verwenden, die man über den Integranden schon hat. Z . B . haben wir 
gesehen, daß man die Positionen der Spitzen der Gewichtsfunktion (5.1-2) leicht ausrechnen 
kann. Wünschenswer t wäre es, diese Informationen zu verwenden, um das Quadraturgitter 
entsprechend zu wählen. 
Als Ausweg aus den geschilderten Schwierigkeiten bietet sich die Verwendung von Koordi-
natentransformationen (Newbery 1969; Iri et a/1970; Takahasi und M o r i 1973; Takahasi und 
M o r i 1974; de Doncker und Piessens 1976; Mor i 1978; Homeier und Steinborn 1990a; D R , 
S. 142, K a p . 2.9.2, S. 199, K a p . 3.1) an. Durch nichtlineare Koordinatentransformationen 
kann man aus bekannten Quadraturgittern neue Git ter erzeugen, die den eigenen W rUnschen 
genügen. Alternat iv kann man auch sagen, daß durch Koordinatentransformationen aus 
pathologischen Integranden neue Integranden entstehen, die günst igere Eigenschaften haben. 
E i n Beispiel ist die sogenannte „ IMT t l -Rege l (DR, S. 142-144). Hier erzwingt man durch 
eine komplizierte, nichtanalytische Koordinatentransformation, daß alle Ableitungen des 
neuen Integranden an den Rände rn des Integrationsintervalles verschwinden. Aufgrund der 
Euler-MacLaurin-Summenformel (DR, S. 136, G l . (2.9.14)) läßt sich daher das transfor-
mierte Integral mittels einer Trapezformel gut berechnen. 
Geht es aber nur darum, das Problem der numerischen Integration von Funktionen zu 
lösen, die eine scharfe Spitze bei oder nahe einer Integrationsgrenze aufweisen, so kann man 
eine wesentlich einfachere Klasse von Koordinatentransformationen verwenden. Es handelt 
sich dabei um die aus der Funktionentheorie wohlbekannten Möbius-Transformat ionen (vgl. 
z. B . Peschl 1967 oder Conway 1978). Verwendet man diese Transformationen als Koordina-
tentransformationen, so hängen sie normalerweise von einem Parameter ab. Durch geschickte 
Wahl des Parameters kann man die scharfe Spitze sehr stark verbreitern. Der transformierte 
Integrand hat dann ein breites Max imum, das normalerweise für herkömmliche Quadraturm-
ethoden keine Probleme mehr auf wirft. Anders ausgedrückt veränder t man das Quadratur-
gitter einer übl ichen Gauß-Regel so, daß in der Region, wo die ursprüngl iche Funktion die 
scharfe Spitze hat, ausreichend viele Stützs te l len zu finden sind. Man erzeugt also eine neue 
Quadraturregel. 
Im folgenden Abschnit t werden wir zunächs t zeigen, wie man Koordinatentransforma.-
tionen und speziell pa r ame te r abhäng ige Möbius-Transformat ionen benutzen kann, um aus 
bekannten Quadraturregeln neue Quadraturregeln zu konstruieren, in einem weiteren A b -
schnitt werden dann Regeln zur Wahl des Parameters angegeben, mit denen man das Pro-
blem der Quadratur von Funktionen mit einer scharfen Spitze an einem Rand des Integra-
tionsintervalles in der Praxis angegangen werden kann. Und schließlich werden numerische 
Resultate der Methode präsen t ie r t . 
Hier soll hervorgehoben werden, daß diese Methode einen breiteren Anwendungsbereich 
hat als nur den der Integrale mi t Gewichtsfunktion (5.1-2) und demnach auch von allgemei-
nerem Interesse sein sollte (Homeief und Steinborn 1990a; Homeier und Steinborn 1990b; 
Steinborn und Homeier 1990). 
Ö.I .2 . M ö b i u s - T r a n s f o r m a t i o n e n und Quadraturregeln 
rvoordinatentransformationen kann man in der numerischen Quadratur verwenden, um einen 
güns t ige ren Verlauf des Integranden zu erzielen. A u f den neuen Integranden kann man dann 
feste Quadraturregeln oder automatische Quadraturverfahren anwenden. 
Wendet man eine Koordinatentransformation 
x = ip{u) (5.1-7) 
mi t a = y?(c), b ~ V^ c O a u ^ e m Integral der Form 
6 
an, so erhä l t man 
mit dem „neuen Integranden" 
= J f{x)dx (5.1-8) 
U 
= J g{u)du (5.1-9) 
g{u) = /(„(«)) <p'(u). (5.1-10) 
Im folgenden wird die Bezeichnung „ t ransformier te Funkt ion" für 
A(«) = / M « ) ) (5-1-11) 
verwendet. Eine feste Quadraturregel Qn mit Gewichten W3 und Abszissen U3 liefert, 
angewandt auf den neuen Integranden, als Nähe rung für das Integral I den Ausdruck 
n 
Qn(g) = 5>;*(u,-). (5.1-12) 
; Dies kann man als eine neue Quadraturregel auffassen, die auf den ursprüngl ichen Integran-
l den f(x) wirkt: 
n 
ßn( / ) = ^ ^ v ' K ) / M « , ) ) = Q n ( 5 ) - (5-1-13) 
3=1 
Die Gewichte dieser neuen Quadraturregel sind also u>j = Wj <pf(uj), die Abszissen hingegen 
Xj = ip(iij). Das Quadraturgitter {v,j,j = 1, ...,n} der festen Regel Qn ist durch Anwendung 
der Koordinatentransformation zum Quadraturgitter {Xjij = l , . . . , n} der festen Quadra-; 
turregel Rn transformiert worden. 
Im folgenden betrachten wir nur beschränkte Integrationsintervalle 1. Durch lineare Koor-
dinatentransformationen kann man dann stets a = c = — 1 und b = d ~ 1 erreichen. Es 
ist demnach keine E inschränkung , wenn wir im folgenden nur Koordinatentransformationen 
des Intervalls ( — 1,1) auf sich selbst betrachten. 
Dann kann man Möbius-Transformat ionen der Form 
x = v>(£;«) = T~f t 5 - 1 " 1 4 ) 
1 + fu 
mit dem Parameter f als Koordinatentransformationen betrachten. Fü r — 1 < £ < 1 sind 
das Abbildungen des Intervall ( — 1,1) auf sich selbst. Die inverse Abbi ldung ist 
« = = ¥>( -€ ;*) • (5-1-15) 
Für { = O e rhä l t man die identische Abbildung. 
Für jede feste Quadraturregel Qn für das Intervall ( — 1,1) erhäl t man auf die oben be-
schriebene Weise eine neue Quadraturregel Rn vom Möbius -Typ . 
W ä h l t man für Qn Gauß-Legendre-Regeln G ' n , so erhä l t man als Regel Rn „Möbius-
Legendre-Regeln u Mn \ für Gauß-Jacobi-Regeln Gna^ e rhä l t man „Möbius-Jacobi -Regeln" 
Waren die Gauß-Regeln mit n Abszissen exakt für einen 2n-diineiisionalen Raum von 
Polynomen, so sind die Möbius-Regeln der Ordnung n exakt für einen 2n-dimensionalen 
Raum bestimmter rationaler Funktionen. Dies wird irn folgenden genauer ausgeführ t . 
Es gilt M^Pf = J ^ 1 f(x)dx für Funktionen 
2« + l f v j 
= I A ^ • 
1 Der Fall halbunendlicher Integrationsintervalle ist in Homeier und Steinboru 199Ua behandelt. Für 
Molekülintegrale ist dieser Fall noch nicht benutzt worden. 
(5.1-16a) 
(5.1-16b) 
(5.1-16c) 
Hier sind A n - i und Pin~\ zwei beliebige, aber i . a. verschiedene Polynome vom Grade 
— 1 oder kleinerem Grad. Die {bj} sind beliebige Konstanten. Hat f(x) die oben 
angegebene Form, so ist der neue Integrand g(u) nämlich ein Polynom in u, dessen Grad 
kleiner als 2n ist. Fü r solche Integranden ist aber die Gauß-Legendre-Regel Gn exakt. Die 
Äquivalenz der verschiedenen für f(x) angegebenen Ausdrücke kann man leicht beweisen, 
wenn man beachtet, daß die Argumente der beiden Polynome über lineare Transformationen 
miteinander z u s a m m e n h ä n g e n . Es gilt 
i + * 
1 - (,X 
= O - C 2 1 - {x (5.1-17) 
Analog gilt A/ ' , " " '* ' ' " ' / = J^j(x)dx für Funktionen vom T y p 
(1 - * ) « ( ! + a ) * ( * - t \ ( l - g ) t t ( l + * V » -
j(x) ~ T TZTHiTT- ' 2 n - l [ ~ — J = — TmTTT- ^2n-l (1 - f.t)*+*+ 2 1 - (x (1 - £ r ) « + / * + 2 -ix 
. (5.1-18) 
Hat nämlich f(x) diese Form, so ist die Anwendung der Möbius-Jacobi-Regel auf f(x) 
äquivalent zu einer Anwendung der entsprechenden Gauß-Jacobi -Regel auf einen neuen 
Integranden der Struktur 
Sf(U) = ( l - u ) a ( l + « ) / ? f t n - l ( t * ) . (5.1-19) 
F ü r solche Funktionen gilt aber" 
J g(u)du = Gna>ß)g. (5.1-20) 
Bekanntlieh konvergieren Gauß-Legendre-Regeln für alle beschränk ten und Riemann-
lintegrierbaren Funktionen für n —• oo gegen den richtigen Wert des Integrals ( D R , S. 129). 
Andererseits ist zu jedem beschränkten und Riemann-integrier baren Integranden f(x) der 
neue Integrand g(u) wieder beschränkt und Riemann-integrierbar, da die Möbius-Transfor-
mationen im kompakten Integrationsintervall stetig und stetig differenzierbar sind. Es folgt 
die Aussage, daß Möbius-Legendre-Regeln für alle beschränkten und Riemann-integrierbaren 
2 W i r verwenden stets sogenannte „adjusted weights" (NAG 1983, D01BCF-NAG F O R T R A N Library 
Routine Document). Diese enthalten die Gewichtsfunktion w nicht, so daß man also stets integra-
le vom Typ f f(x)dx} nicht aber vom Typ J w(x) g(x) dx betrachtet. Die Gewichtsfunktion ist also 
gewissermaßen in die Funktion f(x) absorbiert. 
Integranden für n —> oo gegen den Wert des Integrals konvergieren. Der praktische Werl 
dieser Aussage ist allerdings gering, da keine Fehlerkontrolle oder Analyse der Konvergenz-
geschwindigkeit gegeben ist. 
Wich t ig für die Anwendung der Möbius-Regeln ist die Frage, wie man den Parameter { zu 
wählen hat, um Informationen über den Verlauf des Integranden mögl ichst gut zu nutzen.; 
Dieser Frage wird im nächs ten Abschni t t nachgegangen. 
5.1.3. R e g e l n z u r W a h l des P a r a m e t e r s 
W i r haben i m letzten Abschnit t gesehen, wie man i m Rahmen der numerischen Quadratur 
Koordinatentransformationen und speziell Möbius -Trans fo rmat ionen benutzen kann, um 
neue Quadraturregeln zu erzeugen. Die betrachteten Möbius -Trans fo rmat ionen und die! 
entsprechenden Quadraturregeln h ä n g e n von einem Parameter ab. } 
In diesem Abschni t t werden einige Regeln zur Wahl des Parameters motiviert und be-l 
schrieben. Ziel ist dabei die Verwendung von Möbius -Trans fo rma t ionen zur U n t e r s t ü t z u n g ; 
der Quadratur von Funktionen mit einer scharfen Spitze an oder nahe einer Integrations-
grenze. Im nächs t en Abschnit t werden numerische Ergebnisse vorgestellt, die zeigen, daß 
die numerische Quadratur solcher Funktionen durch Möbius -Trans fo rmat ionen unter Ver-
wendung dieser Regeln wesentlich vereinfacht werden kann. 
W i r betrachten die Koordinatentransformation (5.1-14) des Intervalls ( — 1,1) auf sich 
selbst. Die Spitze des ursprüngl ichen Integranden liege i m Intervall (x — Ax/2, x + Ax/2).\ 
Dieses Intervall wird auf ein u-Intervall der ungefähren Länge i 
A u = [p'ibx&x))]'1 (5.1-21) 
abgebildet. Hier und i m folgenden bedeutet der Strich Able i tung nach u. Ist <p'{£\ x(€> x))\ 
klein, so kann das Intervall, das die Spitze e n t h ä l t , enorm vergrößer t werden. Al ternat iv 
kann man auch sagen, daß die Dichte der Abszissen der Regel Qn im Intervall A u etwa um 
den Faktor y?'(£; u)) kleiner ist als die Dichte der Abszissen der Regel Rn im Intervall Axy 
die man mittels der Koordinatentransformation (5.1-14) aus Q n erzeugt. 
Die V e r ä n d e r u n g der Quadraturgit ter unter Möbius -Trans fo rmat ionen sind in Abbildung= 
5.1.1 i l lustriert . Hier ist für f = 0.85 die Verände rung eines gleichförmigen Quadraturgittersi 
einer Trapezformel Qn auf der u-Achse zu einem hochgradig ungleichförmigen Quadratur-! 
gitter Rn auf der x-Achse dargestellt. Die Dichte der Abszissen ist groß i m x-Intervatl; 
/+ = ({ , ! ) • 
W i l l m a n Möb ius -Trans fo rma t ionen für Quadratur zwecke einsetzen, so sollte man |{ | ~ 1 
verwenden. Dies entspricht dem Fal l einer scharfen Spitze an einem der beiden R ä n d e r des 
O 
S S S S = = = = = = == = = = = = =' = =s , I ' . 1 " 
C | ' I ' I ' I 1 I 
H 1 1 i i i i 1 
U 
A b b i l d u n g 5.1.1 Auswirkungen von Möbius -Trans fo rmat ionen auf Quadraturgitter 
Dargestellt ist die Veränderung eines Quadraturgitters mit äquidistanten Abszissen auf der u-
Achse zu einem ungleichförmigen Quadraturgitter auf der x- Achse unter einer Möbius-Transforma-
tion (5.1-14) mit f = 0.85. 
Integrationsintervalles. Denn die E x t r e m a v o n <p'{£'->u)) hegen an den Integrationsgrenzen: 
*>'({; 1) = [^ jl s?'K; " I ) = (5-1-22) 
Fü r |e| « 1 gilt 
^ ( l - e ; l ) =0(c ) , ^pi(I-C--I) =O(Ife)t 
(5.1-23) 
^ ' ( - 1 + e; 1 )=0(1 / C ) , <p'(-l + C1 -l)=0(e). 
Daraus und aus der Stetigkeit von v>'({.tO folgt, daß y>'({,u) k le in ist für u % £, falls | f | « 1 
gilt . 
Außerdem sollte man beachten, daß der Punkt u — 0 dem Punk t x - f unter der 
Möbius-Transfonnat io i i entspricht. Daraus folgt, daß den u-lntervallen J+ = (0,1) bzw. 
J _ = ( — 1,0) die x-Intervaile 7 + = ({,1) und / _ = ( — l , f ) entsprechen. F ü r | { | ÄS 1 ist also 
eines der /-Intervalle sehr klein und wird auf ein sehr großes J-Intervall abgebildet. G i l t 
z. B . ( = 0.9, so ä n d e r n sich die Längen der „ + " - I n t e r v a l l e von 0.1 auf 1, also u m einen 
Faktor 10. 
Diese Tatsachen legen die folgenden beiden empirischen Regeln für die W a h l des Parame-
ters f nahe. Beide Regeln betreffen den Fa l l | { | « 1. 
R E G E L W : Hat die Funktion f eine scharfe Spitze an einer Integrationsgrenze und 
nimmt die Hälfte des Spitzenwertes bei oder nahe dem Punkt x = XQ an, so wähle man 
( = x0. 
Hat die Funktion f eine scharfe Spitze nahe einer Integrationsgrenze und nimmt die Hälfte 
des Spitzenwertes bei dem Punkt x = XQ an, der näher der Intervallmitte liegt als die Spitze, 
so wähle man { = xo. 
W ä h l t man £ gemäß dieser Regel, so liegt der wichtigste Te i l der scharfen Spitze i n einem 
der Intervalle /+ oder Diese Regel kann man benutzen, wenn sowohl die Posit ion als auch 
die (Halbwerts-)Breite der scharfen Spitze bekannt sind. Sind nur Informationen ü b e r die 
Position der Spitze zugängl ich , so kann man die folgende Regel für die Wah l von { verwenden. 
R E G E L W : Hat die Funktion f eine scharfe Spitze in der Nähe einer Integrationsgrenze 
bei oder nahe der Position x = XQ, so wähle man { = XQ. 
Die Auswirkungen dieser Regeln auf das Verhalten von Integranden sieht man am einfach-
sten durch Betrachtung einiger Beispiele. 
W i r betrachten z u n ä c h s t die Funkt ion 
f(x) = (1 + 2500(5x + 5 ) 2 ) ~ \ (5.1-24) 
Diese Funkt ion hat eine sehr scharfe Spitze genau bei x = —1. Regel W 7 kann nicht 
angewandt werden. Regel W führt zur Wahl f = -0 .996 . Dies hat den Effekt, die halbe 
Halbwertsbreite von ca. 1 — |f | w 0.004 auf 1 für die transformierte Funktion /i(u) = 
iXtPifru)) z u e rhöhen . Die transformierte Funkt ion unterscheidet sich aber vom neuen 
Integranden u m den Faktor y?'(£; u). Dieser Faktor ist groß für u « 1. Dies gibt dieser Region 
zusätzl iches Gewicht. Im Idealfall resultiert ein breites M a x i m u m des neuen Integranden in 
der Mi t t e des u-Intervalles. Diese Verhäl tn isse sind in A b b i l d u n g 5.1.2 veranschaulicht. 
Befindet sich die scharfe Spitze nicht direkt an einem Rand des Integrationsintervalles, 
sondern nur nahe daran, so kann man beide Regeln anwenden. Die Anwendung von Regel 
W führt zu ganz ähnl ichen Resultaten wie oben. Be i der Anwendung von Regel W ' hat die 
transformierte Funkt ion h(u) ihr M a x i m u m bei u = 0. Unter dem Einfluß des zusätzl ichen 
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A b b i l d u n g 5.1.2 Auswirkungen von Möb ius -Trans fo rma t ionen auf Spitzen am Rand 
Dargestellt sind die Funktion (5.1-24), die transformierte Funktion h(u) und der neue Integrand 
g(uj unter einer Möbius-Transformation (5.1-14) mit f = -0.996. 
Faktors « '^(Csu) des neuen Integranden wird bei diesem das M a x i m u m noch zusätzl ich 
verschoben. War die Spitze des u r sp rüng l i chen Integranden bei x % ± 1 , so rutscht durch 
den obigen Effekt das M a x i m u m des neuen Integranden auf den Punk t u = ^ l zu. Dies ist 
in Abb i ldung 5.1.3 am Beispiel der Funkt ion 
ttx) ~ 5 e 3 0 x - 3 0 + 2 e - (30x-30) (5.1-25) 
dargestellt. 
Die Auswirkungen auf die numerische Quadratur kann man nicht unmittelbar aufgrund 
solcher Abbildungen vorhersagen. Genauere Aussagen zu dieser Frage ergeben sich aber aus 
den numerischen Testresultaten, die i m nächs ten Abschni t t vorgestellt werden. 
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Abbi ldung 5 .1 .3 Auswirkungen von Möbius-Transformationen auf Spitzen nahe am Rand 
Dargestellt sind die Funktion (5.1-25), die transformierte Funktion h(u) und der neue Integrand 
g{u) unter einer Möbius-Transformation (5.1-14) mit f = 0.983. 
Die oben angegebenen Regeln zur Wahl von £ sind so allgemein gehalten, daß man sie auf 
die große Klasse von Funktionen anwenden kann, die eine scharfe Spitze an oder nahe einer 
Integrationsgrenze besitzen. 
Ist - wie im Falle von Integralen mit der Gewichtsfunktion (5.1-2) - eine Gewichtsfunktion 
für das Auftreten der scharfen Spitzen verantwortlich, kann man diese anstelle der Integran-
denfunktion bei der Wahl von £ mittels der beiden obigen Regeln verwenden. 
Im folgenden werden zwei weitere Regeln zur Wahl von £ kurz besprochen, die speziellere 
Anforderungen an den Integranden bzw. die Gewichtsfunktion stellen, damit sie angewendet 
werden können. Numerische Beispiele für diese Regeln werden nicht im nächsten Abschnitt, 
sondern in späteren Kapiteln präsentiert. 
Im Falle der speziellen Gewichtsfunktion (5.1-2) hat sich die folgende Regel W w für die 
Wahl von f bewähr t . 
R E G E L W " : Man stelle die Forderung 
d_ 
du 
;)] = 0 (5.1-26) 
bis Bedingung für £ und erzwinge so, daß der neue Integrand ein Maximum bei u = 0 hat. 
Regel W " ist i m Falle der Gewichtsfunktion (5.1-2) eine der effizientesten Regeln zur Wahl 
von £. Die Regeln W , W ; und W " sind miteinander verwandt, da sie als gemeinsames Zie l 
haben, daß der neue Integrand ein breites M a x i m u m in der Mi t t e des ti-Intervalles hat. Die 
[Vermutung, daß Funktionen mit solch einem M a x i m u m m i t üblichen Quadraturverfahren wie 
Standardprogrammen zur automatischen Quadratur oder Gauß-Regeln leicht zu integrieren 
sind, wird sich aufgrund der numerischen Ergebnisse als richtig erweisen. 
Für verwandte Gewichtsfunktionen, die i m Rahmen von eindimensionalen Uberlappungs-
integralen auftreten, hat sich die folgende Regel für die Wahl von f am besten b e w ä h r t . Sie 
beruht auf einer anderen Idee als die oben angeführten Regeln. 
R E G E L S: Man wähle f so, daß die nächste(n) Singularität(en) des neuen Integranden 
möglichst weit entfernt vom Mittelpunkt des u-Intervalls ist (sind). 
Beispiele für die Anwendung dieser Regel werden wir spä te r sehen. Hier sei nur kurz 
skizziert, wieso diese Regel für die Wahl von f güns t ig sein sollte bei der Verwendung von 
'Gauß-Regeln für die Quadratur des neuen Integranden. Gauß-Regeln sind exakt für Poly-
nome möglichst hoher Ordnung, die man andererseits auch als abgebrochene Taylor-Reihen 
fies Integranden auffassen kann. Der Fehler einer Gauß-Regel ist i m wesentlichen bestimmt 
äurch das erste vernachläss igte Glied dieser Taylor-Reihe. N u n ist bekannt, daß die Konver-
genzgeschwindigkeit von Taylor-Reihen durch die Position der nächstgelegenen Singular i tä t 
stark beeinflußt wird. Je näher die Singular i tä t dem Entwicklungspunkt ist, desto langsa-
mer konvergiert die Taylor-Reihe, desto größer ist also normalerweise der Beitrag des letzten 
vernachlässigten Gliedes. Der Entwicklungspunkt ist bei Gauß-Legendre-Regeln der Mi t t e l -
punkt des Integrationsintervalles. W i l l man also den Quadraturfehler bei Verwendung von 
3auß-Regeln für den neuen Integranden möglichst klein machen, sollte man demnach Regel 
B verwenden. 
T a b e l l e 5 . 1 . I V Test der Exaktheit von Möbius-Legendre-Regeln 
Integration der Funktion (5.1-27) im Intervall ( -1 ,1) . Verghchen werden M ö b i u s - L e g e n d r e - R e g e l n 
mit n Knoten und £ = 0.99, zusammengesetzte G a u ß - L e g e n d r e - R e g e l n mit jeweils n/2 Knoten inj 
den beiden Teiliiitervallen ( — l , f ) und ( f , l ) sowie G a u ß - L e g e n d r e - R e g e l n mit n Knoten im ganzen 
Intervall. 
n 2 x G n / 2 Gn 
6 0.640205S2852274E-01 0.49629079797845E-01 0.38434384730484E-01 
12 0.79999816453386E-01 0.70259513271884E-01 0.39891309049603E-01 
18 0.80000000000012E-01 0.80072771803291E-01 0.40013497300621E-01 
24 0.80000000000023E-01 0.79958305371547E-01 0.39998981860718E-01 
30 0.80000000000030E-01 0.79979915710356E-01 0.40000269339997F-01 
36 0.80000000000036E-01 0.80007575103510E-01 0.40019866647499E-03 
42 O.S0000000000049E-01 0.80000893325931E-01 0.40271528605446E-01 
4S 0.80000000000058E-01 0.79999159208116E-01 0.41362436137593E-01 
54 0.80000000000071E-01 0.79999913306S21E-01 0.43892520220912E-01 
60 0.80000000000077E-01 0.80000093496585E-01 0.47904559066779E-01 
66 0.80000000000094E-01 0.80000018643261E-01 0.52901271391736E-01 
72 O.SOOOOOOOOOOIOIE-Ol 0.79999990618991E-01 0.58200816634041E-01 
78 0.80000000000116E-01 0.79999995950312E-01 0.63224292587656E-01 
84 0.80000000000120E-01 0.80000000436095E-01 0.67605916376754E-01 
90 0.80000000000131E-01 0.80000000674113E-01 0.71185190234159E-01 
E X A K T 0.80000000000000E-01 0.80000000000000E-01 0.80000000000000E-01 
5.1.4. Numerische Resultate 
In diesem Abschnit t werden numerische Resultate vorgestellt, die zeigen, daß Möbius-
Legendre-Regeln bei der numerischen Quadratur von Funktionen mit einer scharfen Spitze 
an einem Rand des Integrationsintervalles sowohl Gauß-Legendre-Rege ln als auch zusam-
mengesetzten Gauß-Legen che-Regeln überlegen sind. 
Die Rechnungen wurden in F O R T r R A N 77 D O U B L E P R E C I S I O N durchgeführ t , wobei 
man auf dem verwendeten Computer 3 höchstens 14-15 Stellen als genau ansehen kann. 
3 Siemens 7860 unter BS3000. 
T a b e l l e 5 . 1 . V Vergleich von Möbius-Legendre-Regeln mit Gauß-Regeln 
Integration der Funktion (5.1-24) im Intervall ( — 1,1). Verglichen werden M ö b i u s - L e g e n d r e - R e g e l n 
mit n Knoten und <f = -0.996, zusammengesetzte G a u ß - L e g e n d r e - R e g e l n mit jeweils n/2 Knoten in 
den beiden TeiliiUervallen ( - ) , £ ) und ( f , l ) sowie G a u ß - L e g e n d r e - H e g e l n mit n Knoten im ganzen 
Intervall . 
/?. 2 x Gn/2 Gn 
2 0.47698736539943E+00 0.25717911961145E+00 0.76387956128794E-02 
4 0.49868181763000E+00 0.25799132918989E+00 0.25445674151040E-01 
6 0.49934319074930E+00 0.26477038341198E+00 0.53308233761193E-01 
8 0.49936278641216E+00 0.27420074113308E+00 0.90849450291002E-01 
10 0.49936336360413E+00 0.28540778107589E+00 0.13718412369478E+00 
12 0.49936338056374E+00 0.29812138170559E+00 0.190658S3335771E+00 
14 0.49936338106143E+00 0.31199282158946E+00 0.24868576778055E+00 
16 0.49936338107602E+00 0.32665991225082E+00 0.307S1504362994E+00 
18 0.4993633S107645E+00 0.34176173223231E+00 0.36414695176446E+00 
20 0.49936338107646E+00 0.35695415610957E+00 0.41403289594223E+00 
22 0.49936338107646E+00 0.37192355128466E+00 0.454S2102S39746E+00 
24 0.49936338107647E+00 0.38639762451709E+00 0.48532765320079E+00 
26 0.49936338107646 E+00 0.40015275749602E+00 0.50585083762357E+00 
28 0.49936338107647E+00 0.41301757870031E+00 0.51778976977044E+00 
30 0.49936338107647E+00 0.42487293934338E+00 0.52309853841578E+00 
36 0.49936338107647E+00 0.45389357086739E+00 0.51806138307735E+00 
42 0.49936338107647E+00 0.47354377210798E-r00 0.50659543691886E+00 
48 '0.49936338107648E+00 0.48571349775060E+00 0.50014811S20363E+00 
54 0.49936338107648E+00 0.49269135935868E+00 0.49830634397939E+00 
60 0.49936338107648E+00 0.49641372035717E+00 0.49847223443011E+00 
E X A K T 0.49936338107646E+00 0.49936338107646E+00 0.49936338107646E+00 
In Tabelle 5.1.1V werden zunächs t numerische Testresultate für die Funkt ion 
vorgestellt. Diese Funktion ist von der Form (5.1-16a). M a n sollte daher erwarten, daß 
T a b e l l e 5 . 1 . V I Vergleich von Möbius-Legendre-Regeln mit Gauß-Regeln 
IntegriUioii der Funktion (5.1-28) im Intervall ( -1 ,1) . Verglichen werden Möbius-Legendre-Rogelil 
mit n Knoten und £ = —0.9884, zusammengesetzte Gauß-Legendre-Regeln mit jeweils n/2 Knoten 
in den beiden Teilintervallen ( - 1 , 0 und (£,1) sowie Gauß-Legendre-Regeln mit n Knoten im 
ganzen Intervall. 
n 2 x Gn/2 
6 0.2S26467S634632E-06 0.72562267719665E-07 0.67834553701652E-07 
12 0.28746910945263E-06 0.11224849637843E-06 0.47906647127810E-06 
18 0.28746397652403E-06 0.18371762574296E-06 0.32496633302472E-06 
24 0.28746397641296E-06 0.24798144755885E-06 0.20140378793978E-06 
30 0.28746397641360E-06 0.28238642552707E-06 0.28387429895994E-06 
36 0.28746397641360E-06 0.29340928595350E-06 0.31321325123883E-06 
42 0.28746397641360E-06 0.29386751802794E-06 0.29236901268645E-06 
48 0.28746397641360E-06 0.29159156070307E-06 0.28005127856290E-06 ; 
54 0.28746397641360E-06 0.28955244562749E-06 0.28436796327906E-06 j 
60 0.2S746397641360E-06 • 0.28833377127955E-06 0.28S89851839569E-06 [ 
66 0.28746397641360E-06 0.28774999999869E-06 0.28879969697007E-06 \ 
72 0.28746397641360E-06 0.28752008594263E-06 0.28747732207890E-0C \ 
78 0.28746397641360E-06 0.28745069009211E-06 0.28708425062143E-06 j 
84 0.28746397641360E-06 • 0.28744080695992E-06 0.28731971558309E-06 
90 0.28746397641360E-06 0.28744706624190E-06 0.28751385246528E-06 
E X A K T 0.28746397641359E-06 0.28746397641359E-06 0.2S746397641359E-06 
für n > 12 Möbius-Legendre-Regeln mit f = 0.99 exakt werden. Wie man sieht, ist dies 
ta tsächl ich der Fa l l , abgesehen von relativen Fehlern der Größenordnung 10 1 4 x ??., die durch; 
Rundung bedingt sind. 
In Tabelle 5.1.V werden Quadraturergebnisse für die Funktion (5.1-24) verglichen, die 
eine scharfe Spitze direkt am Rand des Integrationsintervalles hat. M a n vergleiche auch 
Abbi ldung 5.1.2. W i e man aufgrund dieser Abbi ldung schon vermuten konnte, ist der neue 
Integrand mit einer Gauß-Legendre-Regel wesentlich einfacher zu quadrieren als der ur-
sprüngl iche Integrand. Dem entspricht, daß Möbius-Legendre-Regeln wesentlich schneller 
konvergieren als die Gauß-Legendre-Regeln , jeweils auf den ursprüngl ichen Integranden an-
gewandt. Aber auch zusammengesetzte Gauß-Regeln schneiden wesentlich schlechter ab 
! T a b e l l e 5 . 1 . V I I Vergleich von Möbius-Legendre-Regeln für verschiedene Parameter 
!Integration der Funktion (5.1-28) im Intervall ( -1 ,1) . Verghchen werden Möbius-Legendre-Regeln 
Imlt n Knoten und verschiedenen Werten von £. Aufgetragen ist jeweils der negative dekadische 
Logarithmus des relativen Fehlers. 
n 
-0.9884 -0.988 -0.987 -0.986 -0.983 -0.98 -0.96 -0.94 -0.92 -0.9 
6 1.8 1.8 2.0 2.6 1.7 1.6 2.2 0.9 1.7 0.8 
12 4.7 4.9 5.0 4.5 4.3 4.3 3.4 2.6 2.1 1.8 
18 9.4 8.1 8.0 7.8 7.1 6.7 4.7 4.7 3.6 2.8 
24 11.7 11.8 11.3 11.4 10.4 10.2 7.3 6.1 5.2 4.4 
30 13.7 13.7 13.7 13.8 14.4 12.7 9.1 8.6 6.0 5.3 
36 13.8 13.7 13.8 13.8 14.0 13.9 11.3 9.3 7.7 6.9 
42 13.8 13.7 13.8 13.8 13.7 14.0 14.5 ' 10.9 9.5 8.0 
48 13.7 13.7 13.7 13.7 13.9 13.8 14.1 12.7 10.8 10.5 
54 13.5 13.6 13.6 13.6 13.6 13.7 14.0 14.1 13.5 10.9 
60 13.6 13.6 13.5 13.6 13.6 13.7 14.0 14.1 15.2 12.6 
66 13.5 13.5 13.5 13.5 13.6 13.6 14.1 14.1 14.3 14.5 
72 13.5 13.5 13.5 13.5 13.6 13.6 14.0 14.1 14.0 14.0 
78 13.4 13.5 13.5 13.5 13.5 13.6 13.9 14.1 14.2 14.1 
84 13.4 13.5 13.5 13.5 13.5 13.5 14.0 14.0 14.1 14.1 
90 13.4 13.4 13.4 13.5 13.5 13.5 13.9 13.8 14.1 14.1 
als Möbius-Legendre-Regeln . In diesem Falle sind die zusammengesetzten Gauß-Regeln für 
(größere Werte von n sogar schlechter als die Gauß-Regeln mit einem Intervall. Rundungsfeh-
ler treten nur in der letzten Stelle auf. Schon für n = 20 erzielt man mi t Möbius-Legendre-
R.egeln 14 Stellen. 
In den Tabellen 5.1.VI und 5.1.VII werden Quadraturresultate für die Funktion 
/ (X) = SO f ( 5 t e + 5 0 ) 1 ° 3 / 2 (5.1-28) 
[ l + 10(50x + 5 0 ) 2 ] 1 3 / 2 
!vorgestellt. Diese Funktion besitzt eine scharfe Spitze in der Nähe eines Randes des Integra-
jti onsinterval Ies. 
In Tabelle 5.1.VI wurde £ mittels der Regel W gewähl t . Wieder konvergieren Möbius-
Legendre-Regeln wesentlich schneller als Gauß-Legendre-Regeln , sowohl für solche mit einem 
T a b e l l e 5 .1.VIII Vergleich von Möbius-Legendre-Regeln für verschiedene Parameter 
Integration der Funktion (5.1-25) im Intervall (-1,1). Verglichen werden M ö b i u s - L e g e n d r e - R e g e l n 
mit n £ {6,12,18, • •, 90} Knoten und verschiedenen Werten von £. Aufgetragen ist jeweils die 
Zahl exakter Stellen für einige Werte von n. Der Wert von n aus dem angegebenen Bereich, bei 
dem zum ersten Mal 13 Stellen exakt sind, ist als n(13) bezeichnet. 
n = 6 n= 12 n = 18 n = 24 n = 30 n(13) 
0.983 3 3 4 5 7 60 
0.966 2 5 6 7 9 42 
0.950 3 5 7 10 11 36 
0.933 3 5 8 10 13 30 
0.926 3 5 9 11 13 30 
0.920 3 5 9 11 13 30 
0.913 3 7 9 13 13 24 
0.906 3 6 9 12 13 30 
0.900 3 5 9 12 13 30 
0.893 3 7 10 13 13 24 
0.886 3 6 9 13 13 24 
0.S80 2 5 9 13 13 24 
0.873 3 5 9 13 13 24 
0.866 3 6 10 12 13 30 
0.853 3 6 9 13 13 24 
0.833 2 6 8 12 13 30 
0.766 3 5 7 10 12 36 
0.666 2 4 7 7 11 42 
0.333 0 3 3 5 7 -
0.000 1 2 3 4 5 -
Intervall als auch für zusammmengesetzte. Bei n = 30 erzielt man 13 richtige Stellen mit 
Möbius-Legendre-Regeln . Rundungsfehler sind nur in der letzten Stelle zu verzeichnen. 
In Tabelle 5.1.VII werden Ergebnisse zusammengestellt, die zeigen, daß für einen weiten 
Bereich von f gute bis sehr gute Quadraturresultate für die Funkt ion (5.1-28) mit Möbius-
Legendre-Regeln erzielt werden können . Der angegebene negative dekadische Logarithmus 
des relativen Fehlers entspricht einer effektiven Zahl korrekter Stellen. Ist z. B . der relative 
Fehler 1 0 _ i . so sind die führenden drei Ziffern exakt. M a u sieht, daß bis £ = —0.98 die 
Ergebnisse noch, sehr gut sind. Für den Wert £ = —0.9884, der der Regel W ' entspricht, 
erhalt man in diesem Fall ähnl ich gute Ergebnisse wie für f = —0.983, der zur Regel W 
korrespondiert. Der Bereich akzeptabler Werte von £ ist also groß. 
In Tabelle 5.1.VIII werden analog Quadraturresultate für die Funktion (5.1-25) vorgestellt. 
Die Ergebnisse zeigen, daß auch i m Falle der Funktion (5.1-25) für einen weiten Bereich von 
£ gute bis sehr gute Quadraturresultcite mit Möbius-Legendre-Regeln erzielt werden können . 
Aufgetragen ist die Zahl exakter Stellen als Funktion von <f und n. Die Zeile zu f — 0 
entspricht Gauß-Legendre -Rege ln , die zu f = 0.983 Regel W ' und die zu ( = 0.893 der 
Regel W . M a n sieht, daß auch hier Möbius-Legendre-Regeln den Gauß-Legendre-Regeln 
weit überlegen sind. In diesem Beispiel wird der Bereich akzeptabler <f sehr viel besser unter 
Verwendung von Regel W als von Regel W ' gefunden. Das ist auch nicht verwunderlich, da 
letztlich Regel W Informationen übe r Position und Breite der Spitze verwendet, Regel W ' 
dagegen nur über die Posi t ion der Spitze. 
T a b e l l e 5 . 1 . I X Vergleich von Möbius-Legendre-Regeln mit Gauß-Rege ln für verschiedene 
Funktionen 
Verglichen werden Möbius-Legendre-Regeln mit n Knoten und f = —0.9884, Gauß-Legendre-Regeln 
mit n Knoten im ganzen Intervall und zusammengesetzte Gauß-Legendre-Regeln mit jeweils n/2 
Knoten in den beiden Teilintervallen ( — 1,0 und (£,1) . Aufgetragen sind die Zahlen n 5 / n 1 0 von 
Auswertungen des Integranden, die für fünf bzw. zehn exakte Stellen benötigt werden. Drei Sterne 
bedeuten, daß die entsprechende Zahl größer ist als 200. Angegegeben sind die verwandten Werte 
von £ und die Regel, nach der sie gewählt wurden. 
Funktion Gn 2 x Gnj2 Regel 
(5.1-24) -0.996 7/14 74/173 148/346 W 
(5.1-27) . 0.99 12/13 183/*** 44/92 -
(5.1-28) -0.9884 13/22 104/*** 204/348 W ' 
(5.1-28) -0.983 14/24 104/*** 204/348 W 
(5.1-25) 0.893 10/18 29/59 24/96 W 
(5.1-25) Ü.9S3 19/39 29/59 54/96 W ' 
Wurde bisher eher die Frage numerisch beantwortet, welche Genauigkeit man für vor-
gegebene Knotenzahl n erzielt, kann man auch umgekehrt untersuchen, welche Ordnung 
Quadraturregeln haben m ü s s e n , u m eine vorgegebene Zahl exakter Stellen zu erreichen. Er-
gebnisse zu diesem Punk t kann man der Tabelle 5.1.IX entnehmen. Hier werden einfache 
Q u ad rat ur regeln mit bis zu 200 Abszissen zugrundegelegt, aus denen man zusammengesetzte 
Quadraturregeln mit zwei Teilintervallen und bis zu 400 Punkten aufbauen kann. Verglichen 
werden wieder Ergebnisse für Möbius-Legendre-Regeln , einfache Gauß-Legendre-Regeln und; 
zusammengesetzte Gauß-Legendre-Regeln mit jeweils gleicher Anza l i l von Abszissen in den; 
beiden Intervallen ( — 1,0 und (£ ,1 ) . Angegeben ist die Zahl von Auswertungen des Inte-
granden, die nöt ig sind, um fünf bzw. zehn exakte Stellen zu erzielen. 
Wenn auch der Schwerpunkt der in diesem Kapi te l behandelten Quadraturmethoden feste 
Quadraturregeln sind, so sei doch bemerkt, daß man Möbius-Transformat ionen auch mit au-
tomatischen Quadratur verfahren kombinieren kann. Testresultate für die Funkt ion (5.1-24) 
wurden mit Hilfe des in der NAG-Bib l io thek vorhandenen F O R T R A N - U n t e r p r o g r a m m s 
D O l A J F berechnet. Dieses Programm implementiert ein automatisches Quadraturverfah-
ren für allgemeine Anwendungen. Durch Angabe zweier Parameter E P S A B S und E P S R E L 
gibt man gewünschte absolute und relative Genauigkeiten vor. M a n e rhä l t dann als Aus-
gabe den genäher t en Wert des Integrals, die Zahl der Auswertungen des Integranden und 
einen geschä tz ten Wert des absoluten Fehlers des Verfahrens. Bei den vorliegenden Tests 
wurde E P S A B S = 0 gewähl t . Dann wird das Quadraturverfahren allein aufgrund des rela-
tiven Fehlers abgebrochen. Bei direkter Anwendung von D O l A J F auf die Funktion (5.1-24) 
benö t ig te das automatische Quadraturverfahren 357 Auswertungen des Integranden bei der 
Wahl E P S R E L = 10~ 9 , hingegen 399 Auswertungen für E P S R E L = I O " 1 3 . Schaltete man 
hingegen eine Möbius t rans fo rmat ion mit cj = —0.996 vor, wandte man also Ü 0 1 A J F auf 
den neuen Integranden g(u) entsprechend dieser Möbius-Transformat ion an, so brauchte das 
automatische Quadraturverfahren für beide gewünschten Werte der relativen Genauigkeit 
nur 63 Auswertungen des Integranden. Der ta t sächl iche Fehler bei all diesen Anwendungen 
von D O l A J F war kleiner als IO"" 1 4 . Hier sollte man bemerken, daß man bei Verwendung von 
Möbius-Legendre-Regeln mit dem angegebenen Wert von £ nur 20 Auswertungen des Inte-
granden braucht, um die gleiche Genauigkeit zu erreichen. E i n dem Integranden angepaßtes 
automatisches Quadraturverfahren braucht in diesem Fal l also etwa dreimal mehr Auswer-
tungen des Integranden als eine ebenfalls dem Integranden angepaß te feste Quadraturregel. 
Koordinatentransformationen bieten also die Möglichkeit , Wissen über den Integranden zu 
verwenden, um die Zahl der Auswertungen des Integranden zu verringern. M a n kann sie mit 
herkömmlichen Gauß-Rege ln , aber auch mit automatischen Quadraturverfahren kombinie-
ren. In beiden Fäl len gelingt es auf diese Weise, die Entwicklung hochgradig spezialisierter 
Verfahren zu vermeiden. M a n m u ß also nicht zu jeder neuen Gewichtsfunktion Gauß-Regeln 
berechnen oder automatische Quadraturverfahren für sehr spezielle Klassen von Integranden 
entwickeln. A u c h ohne diese Aufgaben für Spezialisten zu lösen, kann man bei geschickter 
Wahl der Koordinatentransformation sehr effiziente Quadratur verfahren erhalten, wie in 
diesem Abschnit t gezeigt wurde: Die Verwendung der einparametrigen Gruppe der Möbius-
Transformationen (5.1-14) ergibt i n Kombinat ion mit geeigneten Regeln zur Wahl des Para-
meters und Standardverfahren der numerischen Quadratur wie Gauß-Legendre-Regeln oder 
automatischen Verfahren eine sehr effektive Methode für die numerische Berechnung von 
Integralen, deren Integranden eine scharfe Spitze an einem Rand des Integrationsintervalles 
haben. 
5.2. Verfahren auf der Grundlage von Laguerre-Regeln 
5.2.1. E i n f ü h r u n g und Problemstellung 
W i e in Kap i t e l 4 bei der allgemeinen Besprechung der Fourier-Transformationsmethode 
schon herausgestellt wurde, gibt es bei Verwendung von B-Funkt ionen für Kernanziehungs-
integrale und Zwei-Elektronen-Integrale mehrdimensionale Integraldarstellungen. Sie ent-
halten von der Verwendung der F ey n man - Id en t i t ä t h e r r ü h r e n d e Parameterintegrale mi t Ge-
wichtsfunktion (5.1-2). Zusätzl ich enthalten die Integraldarstellungen ein weiteres Integral. 
In diesem Abschnit t geht es um Quadraturverfahren für dieses Integral. U m geeignete Qua-
draturverfahren auszuwählen , m u ß man Informationen über die Struktur des Integranden 
haben. 
Geht man von G l . (4.4-25) aus und führt die Winkelintegration mittels der Rayleigh-
Entwicklung aus, so wird man auf eine zweidimensionale Integraldarstellung der Struktur 
OO 1 
I = J dp J dsw12(s,p)f(siP) (5.2-1) 
O O 
für das Kernanziehungsintegral geführt . Hier entspricht Wu(S^p) der Gewichtsfunktion (5.1-
2). Für das Zwei-Elektronen-Integral e rhä l t man unter Verwendung von G l . (4.4-32) eine 
dreidimensionale Integraldarstellung von der Form 
OO 1 1 
J = J dp J dsw2i(s,p)g(s,p) J dtw3i(t>p) h(s,t,p). (5.2-2) 
o o o 
Hier sind u>2i(<s, p) und w^t^p) von der Struktur der Gewichtsfunktion (5.1-2). In beiden In-
tegraldarstellungen können aufgrund der Gewichtsfunktionen scharfe Spitzen i m Integranden 
auftreten. W i l l man diese lokalisieren, um Möbius-Regeln zur Quadratur der Parameterinte-
grate übe r s und t verwenden zu können , so sollte das p-Integral - so wie jeweils angegeben 
- das äußere Integral sein. Fü r kleine p haben die Gewichtsfunktionenjeweils ein M a x i m u m , 
für große p dagegen in jedem Fal l zwei scharfe Spitzen an den R ä n d e r n der b e s c h r ä n k t e n 
Integrationsintervalle. 
Das neben den Parameterintegralen übe r s und t auftretende Integral ist das Radia l in-
tegral einer Integration über p . Die entsprechenden Winkelintegrationen sind für die oben 
angeführ ten Integraldarstellungen mittels der Rayleigh-Entwicklung schon analytisch aus-
geführt und interessieren hier insofern, weil sie oszillierende Bestandteile des Integranden 
in Form von sphär ischen Bessel-Funktionen verursachen. Diese stecken in den Funktionen 
/ ( s , p ) bzw. h{s,t,p). 
Weitere Bestandteile des Integranden sind Uberlappungsintegrale mit gleichen Exponen-
tialparametern. Diese Uberlappungsintegrale sind in den Funktionen / ( s , p ) bzw. <?(s,p) 
und / i ( s ,£ ,p) enthalten. Die Exponentialparameter wiederum sind für große Werte von p 
asymptotisch proportional zu p. D a zweizentrige Uberlappungsintegrale von B-Funktioaen 
mit gleichen Exponentialparametern als endliche Linearkombinationen von B-Funktionen 
mit demselben Exponentialparameter geschrieben werden können , verschwinden diese Uber-
lappungsintegrale für große Exponentialparameter exponentiell. Demnach verschwindet für 
große p der Integrand normalerweise exponentiell. 
Es stellt sich also das numerische Problem, mehrdimensionale Integraldarstellungen aus-
zuwerten, die einerseits ein Radialintegral über p enthalten und deren Integranden für große 
p exponentiell gedämpf te Schwingungen ausführt . Z u m anderen enthalten die Integranden 
in den Parameterintegralen u. U . sehr scharfe Spitzen. 
F ü r die mehrdimensionalen Integrale sollen im wesentlichen Produktregeln verwendet 
werden. Diese bestehen aus Gauß-Laguer re -Rege ln für die p-Integration und Möbius-Regeln 
für die Parameterintegrationen. 
W i e wir in Tabelle 5.1.III gesehen haben, sind Gauß-Laguer re -Regeln Gna^ für Integrale 
auf dem Intervall (0,oo) mit Gewichtsfunktion xQ e~x geeignet. Im Anhang E wird gezeigt, 
wie man aus solchen Regeln sehr leicht auch Regeln zur Gewichtsfunktion xQ e~px gewinnen 
kann. Auch diese Regeln werden als Gauß-Laguer re -Regeln bezeichnet. 
M a n wähl t solche Laguerre-Regeln zu a = 0 und geeignetem p als Quadraturregeln für 
das p-Integral. A u f d e r Grundlage dieser Laguerre-Regeln bauen Verfahren auf, die aufgrund 
relativer und/oder absoluter Genauigkeitsschranken die Quadratursumme für das p-Integral 
abbrechen und so Auswertungen des Integranden einsparen. W i r werden i m nächsten A b -
schnitt sehen, daß man zusätz l ich Auswertungen einsparen kann, wenn das p-Integral das 
äußere Integral ist. D a nämlich der Integrand exponentiell fällt , andererseits in Summen 
nur absolute Genauigkeiten eine Rol le spielen, braucht man für größere Werte von p nur 
noch Regeln relativ niedriger Ordnung für die Approximation der inneren Parameterinte-
grale. F ü r diesen Zweck kann man die i m letzten Abschnit t beschriebenen Möbius-Regeln 
gut verwenden. W i e diese Verbindung zu den Möbius-Rege ln praktisch aussieht, wird im 
letzten Abschnit t dieses Kapitels gezeigt. 
Die hier besprochenen Qucidraturverfahren sind schon in Veröffentlichungen, beschrieben 
worden (Homeier und Steinborn 1990b; Steinborn und Homeier 1990). 
5.2.2. B e s c h r e i b u n g d e r V e r f a h r e n 
Den hier beschriebenen Quadraturverfahren für die mehrdimensionalen Integrale liegen Pro-
duktregeln zugrunde. Diese werden zunächs t kurz beschrieben. Im Anschluß daran werden 
Methoden vorgestellt, die die Einsparung von Auswertungen des Integranden erlauben. 
Das Integral J aus G l . (5.2-1) wird durch eine zweidimensionale Quadratursumme appro-
ximiert: 
U Uj 
1 w J ^ i ü j ]^]u;jfcu;i2(3jb,Pj)/(5jb,Pi)- (5.2-3) 
j'=i Jt=I 
Für das Zwei-Elektronen-Integral J aus G l . (5.2-2) wird die Nähe rung 
J « ^tWj ] T ™ k w2i[sk>Pj)g{sk>Pj) Ymi(te,Pj)h(sk>te,pj). (5.2-4) 
J=I k-1 i=l 
verwendet. Hier sind Wj bzw. pj die Gewichte bzw. Abszissen einer Quadraturregel P der 
Ordnung n für das p-Integral, Tu^ bzw. sj. die Gewichte und Abszissen einer Quadraturregel 
Sj der Ordnung n3 für das s-Integral und Wie bzw. ti die Gewichte und Abszissen einer 
Quadraturregel Tj der Ordnung n'3 für das /-Integral. Im folgenden sei die Reihenfolge 
Pi < P2 < • •• < Pn zugrundegelegt. W i e durch den Index j angedeutet, ist es möglich, 
für jede Stü tzs te l le der Regel P unterschiedliche Regeln Sj und T3 zu verwenden. 4 Die 
entsprechende Abhängigke i t der GJevvichte und Abszissen dieser Regeln von j wird zur 
Vereinfachung der Notation un te rd rück t . Quadratursummen der obigen Struktur werden 
durch die parametrische Abhängigkei t der Gewichtsfunktionen von p nahegelegt. 
Die Regeln Sj und Tj für die s- und /-Integrale sind aus Möbius-Regeln aufgebaut. Dies 
wird im nächsten Abschnit t beschrieben. 
Für P wähl t man am besten eine Gauß-Laguer re -Rege l zur Gewichtsfunktion e~pp. E i n 
Problem bei der Anwendung von Laguerre-Regeln zur Gewichtsfunktion e~pp ist die Wahl 
eines geeigneten Wertes von p. Wie man Anhang E entnimmt, ist p i m wesentlichen ein 
Skalenparameter. Er setzt gewissermaßen eine Längenska la i m p-Bereich. Im Falle der oben 
4 Man könnte im Prinzip sogar noch in Abhängigkeit von der jeweiligen Stützstelle unterschiedliche 
Regeln für die Berechnung des Mntegrals verwenden. Diese Möglichkeit soll hier aber nicht weiter 
verfolgt werden. 
angegebenen Integrale gibt es unter U m s t ä n d e n aber zwei relevante Längen . Zum einen spielt 
die durchschnittliche Wellenlänge der Oszillationen eine Rolle , zum anderen wird durch den 
exponentiellen Abfal l des Integranden für große p eine Längenska la gesetzt. B e w ä h r t hat 
sich die folgende Vorgehensweise: M a n wähl t 
p = m a x ( { / ? } , { a - 1 } ) . (5.2-5) 
Hier steht {R} für die A b s t ä n d e der Zentren, die das Molekül in tegra l charakterisieren. Hinge-
gen bedeutet { o : - 1 } die Menge der inversen Skalenparameter der beteiligten Basisfunktionen. 
Diese Längenskalen sind demnach gut geeignet, um typische Ausdehnung des Integranden 
im p-Bereich zu charakterisieren. 
Wie in der Einführung schon bemerkt, oszilliert der Integrand. Diese Oszillationen sind 
zwar gedämpf t . Trotzdem erzwingen sie relativ hohe Ordnungen der Laguerre-Regeln. Denn 
zwischen den einzelnen Nullstellen des Integranden müssen genügend viele Stützs te l len der 
Quadraturregeln zu finden sein, um ausreichend genaue Resultate zu erzielen. Es gibt auch 
Fäl le , wo die Oszillationen so heftig sind, daß sie die insgesamt erzielbare Genauigkeit auf-
grund von Rundungsfehlern stark herabsetzen. In diesen Fä l len empfiehlt sich die Verwen-
dung von Integraldarstellungen, deren Integrand nicht oszilliert. Wahrscheinlich sind die 
mit der Bessel-Transformationsmethode gewonnenen Darstellungen in diesem Zusammen-
hang besonders wertvoll. 
Fü r die mit der Fourier-Transformationsmethode hergeleiteten Darstellungen, die oben 
in ihrer Struktur beschrieben wurden, m u ß man also aufgrund der Oszillationen Laguerre-
Regeln hoher Ordnung verwenden. Dies ist deshalb unangenehm, weil die Ordnung der 
Quadraturregel für das p-Integral mit den Ordnungen der Regeln für die Berechnung der 
Parameterintegrale zu multiplizieren ist. Die Zahl der Auswertungen des relativ kompli-
zierten Integranden und die Rechenzeiten gehen also in die Höhe . In früheren Arbeiten 
(Grotendorst 1985; Grotendorst und Steinborn 1988) wurde daher eine Quadraturmethode 
verwandt, bei der die Quadratursumme für das p-Integral bei Erreichen einer vorgegebenen 
relativen Genauigkeit abgebrochen wurde. Dadurch werden unnö t ige Auswertungen des Inte-
granden vermieden. Bei diesen Arbei ten wurde das p-Integral als innerstes Integral gewähl t . 
Fü r stark asymmetrische Ladungsverteilungen, bei denen sich die Exponentialparameter der 
B-Funkt ionen stark unterscheiden, wurde dabei festgestellt, daß die damals verwendeten 
Quadraturverfahren sehr langsam konvergierten. Dies ist eine Folge der scharfen Spitzen, 
die für diese Integrationsreihenfolge nicht einfach zu lokalisieren sind. 
Ist das p-Integral außen, kann man die Spitzen gut lokalisieren und effiziente Quadratur-
regeln für die inneren Parameterintegrale angeben. Der exponentielle Abfal l und auch das 
oszillatorische Verhalten sind auch nach diesen inneren Integrationen noch vorhanden und 
bestimmen das Verhalten des Integranden des p-Integrals. Man kann daher ähnl iche Ver-
fahren zur Quadratur verwenden wie bei der anderen Integrationsreihenfolge. Insbesondere 
kann man die Quadratursumme für das p-Integral abbrechen, wenn eine bestimmte relative 
!Genauigkeit erreicht ist. Ist man nur an einer bestimmten absoluten Genauigkeit des Ge-
samtergebnisses für das Integral interessiert, weil man z. B . Bei t räge vernachlässigen kann, 
die kleiner als 10~ 8 s ind, so kann man die Quadratursumme auch aufgrund der absoluten 
Genauigkeit abbrechen. Dies wird i m folgenden gezeigt. Auße rdem kann man in beiden 
Fäl len Auswertungen des Integranden einsparen, indem man ausnü tz t , daß für große p nur 
die führenden Stellen der inneren Integrale berechnet werden müssen. Hierzu reichen aber 
Quadraturregeln geringerer Ordnung aus. 
A n einem einfachen Beispiel soll klargemacht werden, wieso nur die führenden Stellen 
eine Rol le spielen. W i l l man die drei Zahlen 0.12345678, 0.0034567890 und 0.000056789012 
addieren, wobei man das Ergebnis auf acht Stellen nach dem K o m m a genau wissen wi l l , so 
sieht die Rechnung so aus: 
0.12345678 
0.00345679 
0.00005679 
0.12697036 
Bei Summen spielt also nur die absolute Genauigkeit eine Rolle. Von den kleineren Zahlen 
^braucht man nur die führenden Stellen. 
F ü r große j sind die S tü tzs te l len pj groß, die Werte des Integranden also exponentiell 
[klein. F ü r große j braucht man also nur die führenden Stellen der inneren Integrale. Die 
[Ordnungen rij und n1- der Regeln Sj bzw. Tj können für große j also kleiner sein als für 
[kleine j. Doch wie soll die genaue Abhängigke i t der Ordnungen von j aussehen? 5 M a n muß 
? bei der Antwort auf diese Frage eine Reihe von Punkten berücksicht igen, 
i Die Regeln Sj bzw. T3 müssen berechnet werden. Verwendet man Möbius-Regeln , so 
braucht man zu deren Berechnung neben geeigneten Regeln zur Wahl von f auch die Gewichte 
; und Abszissen der Gauß-Rege ln gleicher Ordnung. W i l l man diese nicht für jede Stützs te l le 
Ip3 neu berechnen, was relativ teuer sein dürfte , muß man eine Anzahl von Gauß-Regeln 
abspeichern, aus denen dann die Möbius-Regeln je nach Verlauf der Gewichtsfunktion leicht 
!berechnet werden können . U m den Speicherplatz dafür klein zu halten, empfiehlt sich die 
!Einführung einiger Bereiche. Dann kann man für alle j eines Bereichs jeweils den gleichen 
W e r t von nj bzw. n'3 verwenden. So k ö n n t e man beispielsweise rij = 30 und n'- = 40 für alle 
j G {1, ...,20} setzen. Das hieße z. B . , daß man in diesem Bereich von j für die Berechnung 
5 Diese Frage kann man nur aufgrund von Betrachtungen der Zweckmäßigkeit beantworten. 
des S-Integrals jeweils geeignete Quadraturregeln mit 30 Stützs te l len verwendet. Handelt es 
sich dabei um Möbius-Legendre-Regeln , so braucht man für deren Berechnung für alle j des 
Bereichs nur die Abszissen und Gewichte einer einzigen Gauß-Legendre-Regel der Ordnung 
30 abzuspeichern. 
M a n könn te die Eintei lung dieser Bereiche ein für allemal nach der Größe von j oder der 
Größe der Abszissen p} vornehmen. Beispielsweise k ö n n t e man definieren, daß pj i m Bereich 
1 liegt, falls 0 < p3 < 10 gilt. Dies ist aber nicht güns t ig . Schließlich kommt es nicht auf die 
Größe von Index oder Abszisse an, sondern auf die Größe des Integranden für den Wert pj 
in Relation zum bisherigen Wert der Quadratursumme für das p-Integral. M a n sollte also 
am besten relative Genauigkeitsschranken bei der Bereichseinteilung zugrundelegen. 
Auße rdem ist zu berücksicht igen, daß der Integrand i m allgemeinen komplexwertig ist 
und oszilliert. F ü r die Bereichseinteilung ist es am einfachsten, neben dem jeweiligen kom-
plex wertigen Integral 
OO 
J / (p) dp (5.2-6) 
o 
gleichzeitig das Integral 
OO 
j | / (p ) |dp (5.2-7) 
O 
zu betrachten. Bezieht man alle Genauigkeitsschranken auf dieses Integral, hat man keiner-
lei Probleme mit Rundungsfehlern, da in der entsprechenden Quadratursumme nur positive 
Terme addiert werden. Numerisch ist der zusätz l iche Aufwand sehr gering. M a n m u ß nur 
einige Male die Betrage komplexer Zahlen ausrechnen und in einem zusätz l ichen, reellen Re-
gister für die Quadratursumme aufaddieren. Zu beachten ist allerdings noch, daß aufgrund 
der Oszillationen Nullstellen des Integranden auftauchen können . Diese t äuschen numerisch 
das Erreichen einer bestimmten, relativen Genauigkeit vor, wenn ein Term der Quadratur-
summe zufällig in der Nähe einer Nullstelle des Integranden ausgewertet wird. Hier kann 
man sich helfen, indem man fordert, daß das Kr i t e r ium für die Bereichswahl bzw. den 
Abbruch der Quadratursumme dahingehend verschärft wird, daß zwei aufeinanderfolgende 
Terme kleiner sein müssen als die geforderte Genauigkeitsschranke. Dies verhindert nor-
malerweise den fälschlichen Abbruch der Quadratursumme, da es unwahrscheinlich ist, daß 
beide Terme gleichzeitig nahe bei einer Nullstelle ausgewertet werden. 
E i n Quadraturverfahren für Integrale vom T y p (5.2-1) bzw. (5.2-2), das alle diese Punkte 
berücksicht ig t , kann man folgendermaßen beschreiben: M a n lege die Auswertung mit Pro-
duktregeln gemäß G i n . (5.2-3) bzw. (5.2-4) zugrunde. M a n wähle eine hohe Ordnung n der 
Laguerre-Regel (n « 80 — 100). M a n definiere drei p-Bereiche aufgrund relativer Genauig-
keitsschranken €\ > £o > 63 > 0. Injedem Bereich wird die Ordnung der Quadratursummen 
für die inneren Parameterintegrale konstant gehalten. Beginnend mit kleinen p im Bereich 1 
wird dieser verlassen, wenn für zwei aufeinanderfolgende Werte von p der Betrag des Terms 
T kleiner ist als das Produkt der Summe S der Bet räge der Terme für kleinere p mit £ 1 : 
\T\<eiS. (5.2-8) 
Nach Verlassen von Bereich 1 befindet man sich in Bereich 2. Ist jetzt 
\T\<e2S (5.2-9) 
für zwei aufeinanderfolgende Werte von p erfüllt, so wird Bereich 2 verlassen und man 
befindet sich in Bereich 3. Hier prüft man, ob 
| T | < £ 3 < S (5.2-10) 
für zwei aufeinanderfolgende Werte von j erfüllt ist. Ist dieses Kr i te r ium erfüllt, wird 
die gesamte Quadratursumme abgebrochen und ihr derzeitiger Wert als N ä h e r u n g für das 
integral akzeptiert. 
Der Übersicht l ichkei t halber wird ein Programmausschnitt in F O R T R A N präsen t i e r t , der 
dieses Verfahren implementiert, vorausgesetzt, man hat ein Unterprogramm F ( P , N ) , das für 
gegebenen Wert von P ( = P j ) den Wert der inneren Integrale mit einer Quadraturregel der 
Ordnung N ( =nj,n'-) berechnet. Im Programmaussschnitt wird vorausgesetzt, daß die Ge-
wichte und Abszissen der Gauß-Laguerre-Regel der Ordnung N P ( ==n) in den eindimensiona-
len Feldern W P bzw. A P abgespeichert sind. Auße rdem gibt es zwei eindimensionale Felder 
E P S und N A R mit jeweils drei Elementen, in denen die Werte der relativen Genauigkeiten 
Sfc und Ordnungen der inneren Quadraturregeln für die drei Bereiche abgespeichert sind. 
Die Quadratursumme für das p-Integral wird in S U M abgespeichert, die Quadratursumme 
S für | / (p) | in A B S S U M . Die Variable I P O L D en thä l t den Wert der Schleifenvariablen IP, 
für den das Kr i t e r ium zu Bereichseinteilung zuletzt erfüllt war und dient zur Kontrol le , ob 
das Kri ter ium ta tsächl ich für zwei auf einanderJolg ende Werte von p erfüllt ist. Die Varia-
ble E P S A B S in Programmzeile 500 ist für die bisher besprochene Variante des Verfahrens 
einlach gleich N u l l zu setzen. R E S U L T schließlich ist das Resultat des Verfahrens. 
Wie schon aufgrund der scheinbar unnöt ig komplizierten Programmzeile 500 im Pro-
grammausschnitt zu vermuten ist, gibt es eine Variante des Verfahrens, in der eine abso-
lute Genauigkeitsschranke eine Rolle spielt. Ersetzt man die obigen Gleichungen, die der 
Bereichsdefinition dienen, durch 
| T | < max(e a b s , £ jk<S) (k = 1,2,3), (5.2-11) 
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P r o g r a m m a u s s c h n i t t : Q u a d r a t u r v e r f a h r e n 
SUM = (0.D0,0.D0) 
ABSSUM = O.DO 
IP I N I T = 1 
DO 1000 NRANGE = 1 , 3 
N = NAR(NRANGE) 
EPSREL * EPS(NRANGE) 
IPOLD = -1 
DO 1100 IP = IP I N I T
J
N P 
P = AP(IP) 
TERM = WP(IP) * F(P,N) 
SUM = SUM + TERM 
ABSTRM = ABS(TERM) 
ABSSUM = ABSSUM + ABSTRM 
C CHECK OF CONVERGENCE CRITERION 
500 IF(ABSTRM .LE. MAX(EPSABS, ABSSUM * EPSREL)) THEN 
I F ( I P 0 L D .EQ. IP - 1) THEN 
I P I N I T = IP + 1 
GO TO 1000 
ELSE 
IPOLD = IP 
ENDIF 
END I F 
1100 CONTINUE 
GO TO 9999 
1000 CONTINUE 
C 
9999 CONTINUE 
RESULT = SUM 
so wird der Bereich k zusätzl ich verlassen, wenn der Term der Quadratursumme unter eine 
bestimmte absolute Genauigkeitsschranke fällt. Dies ist besonders sinnvoll, wenn man 
mit normierten Basisfunktionen arbeitet. Denn dann macht es durchaus Sinn, alle Be i t räge 
zu Integralen zu vernachlässigen, die kleiner als z. B . C3^s = I O - 8 sind. Diese zusätz l iche 
Abfrage nach der absoluten Genauigkeit führt manchmal zu falschen Resultaten. Dies ist 
verknüpf t mit einem Verschwinden des Integranden bei p = 0. Eine sichere A r t der A n -
wendung ist nach bisherigen Erfahrungen die, die zusätzl iche Abfrage nach der absoluten 
Genauigkeit nur in den Bereichen 2 und 3 durchzuführen . Dies ist durch einige Programm-
zeilen mehr sehr leicht zu realisieren. 
Der Vor te i l des Verfahrens, eine Bereichseinteilung nach relativer und u. U . absoluter 
Genauigkeit vorzunehmen, ist die Möglichkeit , eine große Anzah l von Auswertungen des 
Integranden einzusparen. Dies ist besonders wichtig, wenn der Integrand eine komplizierte 
Funkt ion ist. Beispiele werden in spä te ren Kapi te ln vorgeführt . 
i 5.2.3. Verbindung mit M Ö b i u s - R e g e l n 
r l n diesem Abschnit t wird gezeigt, wie man die Möbius-Regeln aus Abschnit t 5.1 mit den im 
|: letzten Abschnit t beschriebenen Quadraturverfahren auf der Grundlage von Laguerre-Regeln 
r verknüpfen kann. Bei der Anwendung dieser Quadraturverfahren auf die mehrdimensionalen 
l Integraldarstellungen für Kernanziehungs- und Zwei-Elektronen-Integrale mit B-Funkt ionen 
I tr i t t ein mehr technisches Problem auf, das hier kurz beschrieben werden soll. W i e i m A b -
s c h n i t t 5.1 gezeigt, hat die jeweils auftretende Gewichtsfunktion (5.1-2) je nach Größe von p 
feine oder zwei M a x i m a . Die Möbius-Regeln aus Abschnit t 5.1 sind aber nur für die Behand-
l u n g einer Spitze ausgelegt. Im Falle zweier Spitzen ist die einfachste Verfahrensweise, eine 
aus zwei Möbius-Regeln gleicher Ordnung zusammengesetzte Quadraturregel zu verwenden. 
[Das ursprüngl iche Integrationsintervall wird dabei an der Position des Minimums zwischen 
den M a x i m a aufgetrennt in zwei Teilintervalle. U m gleiche Genauigkeit zu erzielen, braucht 
;man dann er fahrungsgemäß insgesamt ca. 50% mehr Stü tzs te l len als für den Fa l l , daß man 
eine Möbius-Regel für das ungeteilte Integrationsintervall verwenden kann. 
Statt also zu jedem der drei Bereiche der Quadratursumme für das p-Integral jeweils eine 
^Ordnung für die Quadraturregel der inneren Integrale vorzugeben, m u ß man durch die oben 
•beschriebene Fallunterscheidung nach der Zahl der M a x i m a doppelt so viele Ordnungen vor-
igeben. In Tabelle 5.2.1 wird der Zusammenhang zwischen Bereichen der p-Quadratursumme, 
vorgegebenen Ordnungen und verwendeten Quadraturregeln zusammengestellt. D a die bei-
den Parameterintegrale der Integraldarstellung für das Zwei-Elektronen-Integral gleichbe-
rechtigt sind, wird in dieser Beschreibung wie auch in den Programmen zur Berechnung der 
rZwei-Elektronen-Integrale die speicherplatzsparende Vereinfachung vorgenommen, die Ord-
nungen der einander entsprechenden Quadraturregeln für das s- und das t-Integral jeweils 
gleich zu wählen (n3 = n'}). Fü r beide Integrale werden aber unterschiedliche Möbius-
Transformationen zugelassen. Die Quadraturregeln selbst werden sich also trotz gleicher 
Ordnung normalerweise erheblich unterscheiden. 
T a b e l l e 5.2.1 Quadraturverfahren auf der Grundlage von Laguerre- und Möbius-Regeln 
Angegeben sind für die LRM-Methode und die LAM-Methode die Bereiche der Quadratursumme 
für das p-Integral, die Ordnungen der Quadraturregeln., die man vorgeben muß, und die Möbius-
Regeln, die dann verwendet werden. Im Falle eines Maximums der Gewichtsfunktion (5.1-2) 
werden Möbius-Regeln der Ordnung Hj( = rij, n'-) verwendet. Im Falle zweier Maxima werden 
zusammengesetzte Möbius-Regeln verwendet (2 X Lj = Uj, n'j). Die Zusammensetzung ist durch 
„®" symbolisiert. Wie durch die unterschiedlichen Werte von f angedeutet, werden verschiedene 
Möbius-Transformationen verwendet. Die verschiedenen Werte von £ werden programmintern 
bestimmt und brauchen nicht vorgegeben zu werden. 
Bereich Ordnungen Quadratu rregeln 
1 H\, Li <> oder 
2 H2-, L2 MfJ oder B M^j] 
3 Hz7 L3 oder B Mi^p 
Programmtechnisch kann man wie folgt vorgehen. Zu vorgegebenem p löst man die 
kubische Gleichung (5.1-5) i m Intervall (0,1). M a n bestimmt so die Zahl und Posit ion der 
Ext rema der Gewichtsfunktion (5.1-2) in diesem Intervall. Hat die Gewichtsfunktion nur 
ein M a x i m u m in (0,1), so verwendet man Regel W " zur Wahl von f. Dazu ist eine weitere 
kubische Gleichung zu lösen. In Anhang F sind dazu weitere Einzelheiten zu finden. Hat 
die Gewichtsfunktion aber zwei M a x i m a , so wird das Integrationsintervall an der Position 
des Minimums aufgetrennt, wie oben e rwähn t . Die Wahl des Parameters der Möbius-
Transformation erfolgt dann in jedem Teilintervall unabhäng ig und der Einfachheit halber 
mit Regel W . Diese ist hier genau genug, da zwei M a x i m a erst für große p auftreten, wo 
die Terme der Quadratursumme schon exponentiell klein sind. 
Eine Quadraturmethode, die wie oben beschrieben auf einer Gauß-Laguerre-Regel der 
Ordnung Np zur Gewichtsfunktion e~pp beruht, das Kr i t e r ium 
\T\<ekS (k = 1,2,3) (5.2-12) 
für die Wahl dreier Bereiche der Quadratursumme des p-Integrals zugrundelegt und als 
Quadraturregeln für die inneren Parameterintegrale Möbius-Regeln gemäß Tabelle 5.2.1 
verwendet, wird i m folgenden als 
L R M Np(p) I Hu Lu(Ci)H2iL2; (S2)Hz, L3; (e3) (5.2-13) 
bezeichnet. Dies wird auch abgekürz t zu 
L R M Np(p) \ H1,L1;H2,L2;H3tL3, (5.2-14) 
wenn aus dem Zusammenhang die relativen Genauigkeitsschranken Cfc für k — 1, 2,3 bekannt 
sind. Das A k r o n y m „ L R M " steht dabei für die Anfangsbuchstaben von Laguerre, relative 
Genauigkeit und M ö b i u s . 
W i r d anstelle von G l . (5.2-12) das modifizierte Kr i t e r ium (5.2-11) verwandt, in dem 
zusätz l ich eine absolute Genauigkeitsschranke e a b s > 0 verwandt wird, so lauten die analogen 
Bezeichnungen 
L A M Np(p) I Eah^HuLl; (S1)H2i L2; (S2)HziL3; (e3) (5.2-15) 
bzw. 
I L A M Np(p) I HuLl-H2iL2-H2iLz • (5.2-16) 
•Hier geht es um absolute Genauigkeiten, weshalb auch das Akronym entsprechend geänder t 
ist. Für e a b s = 0 gehen die LAM-Verfahren in die entsprechenden LRM-Verfahren über . 
Im Falle von Kernanziehungsintegralen haben sich auch etwas andere Quadratur verfahren 
f-'auf der Grundlage von Laguerre-Regeln in Verbindung mi t Möbius-Regeln bewähr t . Bei 
^diesen Verfahren ist die p-Quadratur innen. Die entsprechende Quadratursumme wird 
^abgebrochen, wenn 
I \T\<eS (5.2-17) 
!gilt, d. h . , wenn die Terme T be t ragsmäßig kleiner sind als das Produkt aus den aktuellen 
'Werten der Quadratursumme <S selbst mit einer relativen Genauigkeitsschranke e. Fü r 
Pdie bei dieser Methode äußere Quadratur des Parameterintegrals wird eine Möbius-Regel 
^verwendet. Deren Parameter wird ähnlich wie bei den L R M - und LAM-Ver fah ren aufgrund 
!der Gewichtsfunktion (5.1-2) berechnet. Allerdings wird dabei p = 0 gewähl t . Es ist einfach 
zu sehen, daß für p = 0 die Gewichtsfunktion nur ein M a x i m u m hat. M a n braucht also nur 
leine Möbius-Regel für das gesamte Intervall. M a n kann - wie in Anhang F beschrieben -
Regel W " für die Wahl des Parameters der Möbius-Transformat ion verwenden. Verwendet 
man dabei eine Möbius-Regel der Ordnung Ns und legt eine Gauß-Laguer re -Regel mit Nv 
^StutzstelIen zur Gewichtsfunktion e~pp zugrunde, so wird dieses Quadraturverfahren als 
M L I Nv(p);e (5.2-18) 
bzw. abgekürz t als 
M L Ns I Nv(p) (5.2-19) 
bezeichnet. Das Akronym „ML" bezieht sich wieder auf M ö b i u s und Laguerre. Die 
!geänderte Integrationsreihenfolge wird ebenfalls dabei angedeutet. Bei dieser Integrations-
Ireihenfolge ist die Einbeziehung absoluter Genauigkeiten in das Abbruchkr i te r ium nicht ganz 
140 f). Numerische Qua.clra.UirveiTa.hren bei Molekülintegralen mit Funktionen 
einfach, da die Tenne der p-Quadratursumme für verschiedene Werte von s nicht unmittel-
bar miteinander verglichen werden können, da sie zumindest noch mit unterschiedlichen 
Gewichten der Quadraturregel für das Parameterintegral multipliziert werden müssen. 
Die Quadraturmetliode für das p-Integral beim ML-Verfahren ist identisch zu der Me-
thode in dem von Grotendorst und Steinborn vorgeschlagenen Verfahren (Grotendorst und 
Steiiiborn 1988) für die hier behandelten Integraldarstellungen. Auch bei diesem Verfahren 
ist die p-Quadratur innen. Für die Quadratur der äußeren Parameterintegrale wird aber 
im Gegensatz zum ML-Verfahren eine zusammengesetzte Gauß-Legendre-Regel mit den drei 
Teilintervallen (0,0.1), (0.1,0.9) und (0.9,1) verwendet. Dieses Quadraturverfahren wird im 
Falle von Keriia.nziehuiigsintegralen als (llomeier und Steinborn 1990b) 
C I J L NilNmiNu I Nv(p)-e ( 5 . 2 - 2 0 ) 
bzw. abgekürz t als 
G L L N1, Nmi Nu I Np(p) (5.2-21) 
bezeichnet, falls Ni Stützstel len im Teiliiitervall (0,0.1), dagegen Nm Stützstel len im Teil-
intervall (0.1,0.9) und Nu Stützstel len im Teilintervall (0.9,1) verwendet werden. Das 
Akronym „ C L L u bezieht sich auf die- englische Bezeichnung „composi te Legendre rules" 
und auf Laguerre. Die Indizes „^ t t , „m" und „u" stehen dabei für „Iower t t , „midd le" und 
„Upper t t . Die Ordnungen für die Teilintervalle müssen bei dieser Methode von Hand gewählt 
werden. Auf diese Weise ist es dann möglich, durch eine unsymmetrische Wahl der Ordnun-
gen die Spitzen des Integranden, die besonders für stark unterschiedliche Exponentialpara-
meter auch in diesem Falle nach der p-Integration noch vorhanden sind, näherungsweise zu 
berücksicht igen. 
Ergebnisse numerischer Vergleiche der verschiedenen Verfahren werden in späteren Kapi-
teln vorgestellt. 
6. Ein-Elektron-Integrale bei 5-Funktionen: Fourier-
Transformierte von Produkten zweier ,B-Funktionen, 
Uberlappungsintegrale und verwandte Integrale 
6.1. Pourier-Transformierte des Produkts zweier 5-Funktionen: 
Analytische Darstellungen 
6.1.1. Definition und allgemeine Eigenschaften 
Die Fourier-Transformierte einer Dichte aus zwei Basisfunktionen spielt eine wichtige Rolle 
i m Rahmen der Fourier-Transformationsmethode für die Behandlung von mehrzentrigen 
Molekül in tegra len . Dies wurde in Abschnit t 4.4 gezeigt. Hier soll die Fourier-Transformierte 
einer Dichte aus zwei B-Funkt ionen behandelt werden. W i r verwenden die Definition 
A i M a , ß , R , p) = J e - * * [ i O , ( « . r)] * B%u(ß,r - R ) d 3 r (6.1-1) 
für diesen Integral typ. M a n beachte, daß dies auch in der Nomenklatur von Abschnit t 4.4 als 
[S[$u $2 ] ( 0 , R ; p) für $! ( r ) = B ™ ^ ( a , r ) und $ 2(r) = £ ™ 2 A ( 0 , r) geschrieben werden kann. 
Die Ergebnisse des Abschnittes 4.4 können demnach ü b e r n o m m e n werden. Insbesondere gilt 
}Gleichung (4.4-14) s inngemäß . Demnach kann man eines der beiden Zentren mittels 
(6.1-2) 
\ wegtransformieren. Diese Gleichung zeigt, daß bis auf einen trivialen Faktor in Gestalt einer 
^ebenen Welle die Fourier-Transformierte einer zweizentrigen Dichte nur vom Verbindungs-
vektor R 2 1 = R 2 — R i der beiden Zentren a b h ä n g t . 
In diesem Abschnit t werden wir zunächs t eine sehr einfache und relativ kurze FIerlei-
[tung der eindimensionalen Integraldarstellung von Trivedi und Steinborn für die Fourier-
Transformierte eines ein- oder zweizentrigen Produktes zweier B-Funkt ionen i m Rahmen 
der Fourier-Transformationsmethode geben. Diese Integraldarstellung ist für das Vers tändnis 
spä te re r Abschnitte sehr wichtig. Nach der Herleitung der Integraldarstellung von Trivedi 
und Steinborn wird eine verwandte Darstellung der Fourier-Transformierten einer Dichte 
^zweier B-Funkt ionen mittels unendlicher Reihen angegeben. Im Anschluß wird eine an-
dere Integraldarstellung unter Verwendung der Ergebnisse von Abschnit t 3.5.2 hergeleitet. 
^Gegen Schluß werden Integraldarstellungen und analytische Darstellungen für die Fburier-
Transformierte einer einzentrigen Dichte zweier B-Funkt ionen behandelt. 
6.1.2. D i e I n t e g r a l d a r s t e l l u n g v o n T r i v e d i u n d S t e i n b o r n 
Für die Herleitung der Integraldarstellung von Trivedi und Steinborn, die man als (Trivedi 
und Steinborn 1983, S. 674, G i n . (2.31a)-(2.31d)) 
[2(^i - 4 ) + l]!!(2*i + 1)!! L ' 1 ^ i W J J 
(*2™2 l 4 m 2 K 2 ~ 1'2 m 2 ~ TTl12) m 2 - m > . 
[ 2 ( ^ 2 - 4 ) + l]!!(24 + l ) ! ! K 1 P ) 
x ( - I ) ^ E ( 2 ) ( W 2 W m i | / i 2 m i - m i ) f ^ - l ) ' / * ' 1 2 
In=VKn 3=0 V 7 
X 7 ( 7 ( a , / ? , £ , p ) ] 2 ( n i ^ 1 ) + 2 ( n 2 + ^ ) - f ; - ^ + i 
O 
x e _ i ( 1 _ 0 p . R ^ : ; : ^ 
(6.1-3) 
mit (Homeier und Steinborn 1990b, G l . (30)) 
7 ( * , 2 M . 9 ) = A/(1 ~ 5 ) x 2 + 5 t / 2 - b 3 ( l (6.1-4) 
schreiben kann, gehen wir aus von der Impulsraumdarstellung (4.4-18) für die Fourier-
Transformierte einer Dichte zweier Basisfunktionen. Verwendet man nun die Darstel-
lung (3.4-52) für die Fourier-Transformierte einer üNFunkt ion , so e rhä l t man sofort 
* Ä ( M , R , P ) = J e - ^ ( « . < j " P ) r C w . q ) d 8 « 
= 2 ^ » . + * - i * * * + * - i Z c - U l - R I ^ ( ^ ( q - P ) ) ] ^ r ( ^ ) d 3 7 ( 6 J " 5 ) 
TT P J [a 2 + (q - p )2 ]n 1 ^ 1 +1^2 + q2]n2+t2 + l Q <*' 
Die Darstellung (Homeier und Steinborn 1990b, G l . (33)) 
S1nl2I = ~ a 2 » ' + * + * » + * " 2 / { - i q ) ] * y £ ( ; " t q R d 3 g (6.1,6) 
7T y [ a 2 + 9 2 ] » i + ' i + » 2 + «a + -i * V y 
für das Uberlappungsintegral mi t gleichen Exponentialparametern folgt sofort. Diese Dar-
stellung wird gleich benöt ig t werden und ist deshalb festzuhalten. Vergleicht man die beiden 
•Darstellungen, so fällt auf, daß man nach Verwendung des Additionstheorems (B.3-4) der 
regulären Kugelfunktionen die Integration in der Darstellung für die Fourier-Transformierte 
der Dichte ausführen könnte , wenn statt zweier Faktoren im Nenner ein einziger von ähnl icher 
Struktur s tünde . Dies kann man unter Verwendung der verallgemeinerten Feynman- Iden t i t ä t 
(Feynman 1949; Joachain 1975, S. 678, G l . (D.3)) 
1 (j + Ar -F l ) ! / [ l - t y t k - k-r 1 ! f { ~ k 
o 
rreiehen. Formt man damit den Nenner in G l . (6.1-5) um, so e rhä l t man nach Umkehr der 
I n tegrat i oiisrci h en folge 
o 
x / , - * R l 3 g ' ( - < ( q - P ) ) ] ' 3 T ( - < q ) , d : 
J ' ((1 - t)a* + Iffi + (1 - t)(q - p)2 + tq2]nl+ll+m+l2+2a I a t -
(6.1-8) 
Transformiert man nun die Variablen gemäß q —> q + (1 — t)p, so e rhä l t man die Beziehung 
n 2+* 2 
i 
cn2t;mv a R n \ _ 2 . , 2 » I + < I - 1 ffim+h-1 ( » 1 + Ii + " 2 + £2 + 1)! f. f 
^ , . , ( ^ . « • p ) - / a ( n ] + f l ) ! ( n 2 + £ 2 ) ! y u - o 4 
o 
x r - , n - o , , R / c - u , R [ 3 y ( - « ( q - t p ) ) r 3 C ( - ' ( q + ( i -Op) ) D 3 J D F 
y [ (1 -Oa 2 + ^ 2 + « ( 1 - * ) P 2 + 9 2 ] n ' + < > + " 2 + ' 2 + 2 
(6.1-9) 
Jetzt muß man noch zweimal das Additionstheorem (B.3-4) verwenden, um die Struktur des 
Zählers dem in G l . (6.1-6) anzugleichen. 
Sn*f*™*[aJ , R ,p) 
1 
_ 2 . a m + f . - i ^ - f - f e - i ( " i + + » 2 + + 1)! / , _ n „ , + « , , n 
* ( n , + < , ) ! ( » , + / , ) ! 7 ( ' 
0 
min(^ ,im+*i-*',) 
X 4* E E "»»Ii " O t C T 1 ( U p ) ) * 
£2 min (£2,7/12+^ 2-^ 2) 
x E E G'(^  "»2|<2 m ' 2 ) ^ f M - i ( l - OP) 
^
2
=O m
2
=inax( — £'2,m2-t2+C'2) 
x / c - K , - a [ 3 ^ ( - i q ) r 3 ^ ( - i g ) 
7 [(1 - t)a2 + i /? 2 + t(l - t)p2 + 92Jn 1+/,+n 3+/ a+2 ° 9 
Jetzt kann man mit CU. (0.1-6) die Integration über q ausführen. Man erhäl t die sehr 
kompakte Beziehung 
^ ; ; ; ; ; ; ; ( a , / y , R , p ) 
' (ni + f i ) \ ( n 2 ^ t>)\ J ^ ( t t , / ^ / , / ) ) ] 2 ^ + ^ + ' ^ + ^ ) + 1 
u 
miIi(C) ,7/11 -f Ci - C 1 ) 
C 1=U •m^inaXt-C 1 ,7/11-/',+/", ) 
C2 nnu(C, ,m 2 + C v - C ) 
E ^/(c^/^i^y^)^:;/''^!!! - / ) P ) 
C2 = 0 7/7 2 = 111 a.X ( - C,,7/72 ~ H2 + C2 ) 
x | 7 ( « , / J , «, p ) ] f [ + t ^ S ' ^ : ^ ^ ( 7 ( a , /3, <,p), 7(a.,4, t, ;»), R ) d«. 
((U-11) 
Man beachte, daß hier eine Ciewichtsfunktion vom r Lyp (5.1-2) auftritt, so daß diese In-
tegraldarstellung die Struktur der Gleicliung (5.1-1) besitzt. Um das einzusehen, braucht 
man nur die Delinition (6.1-4) zu verwenden. Man erkennt dann, daß die Gewichtsfunktion 
w(t;ii\ -f t\,u> + (:2,a,ß,p) auftritt. 
Die eindimensionale lntegraldarstellung (6.1-11) ist zur liitegraldarstellung von Trivedi 
und Steinborn äquivalent . U m das zu sehen, muß man nur das Faltungstheorem (3.4-14) für 
das Uberlappungsintegral zweier / i-Funktionen mit gleichen Fxponeiitialparametern sowie 
die Definition (2.2-32) des modifizierten- Gaunt-Koeffizienten verwenden. Man erhäl t so die 
eindimensionale lntegraldarstellung (6.1-3) von JVivedi und Steinborn. Man beachte, daß das 
Faltungstheorem (3.4-44) für gleiche Fxpoiieutialparaiiieter a einen Jerm u - , i en thä l t . Hier-
aus erhellt, daß die Verteilung der Faktoren 7(07,/i,p) in G l . (6.1-11) auf Gewichtsfunktion 
und Vorfaktor des Uberlappungsintegrals sinnvoll ist. 
Die kompakte Schreibweise (6.1-11) der lntegraldarstellung von JYivedi und Steinborn 
zeigt, daß man die Fourier-Transformierte als Integral über Uberlappungsintegrale mit glei-
chen, p-abhängigen Exponentialparameterii auffassen kann, die durch Drehmipulssuimucii 
gekoppelt sind. Bemerkenswert ist auch, daß die gesamte Abhängigkei t von den Winkeln 
des Vektors p in Kugelfunktionen und einer ebenen Welle steckt. Das bedeutet, daß man 
eine Entwicklung nach Kugel- bzw. Kugell lächenfunktionen zu diesen Winkeln unter Ver-
wendung der Rayleigh-Entwicklung (B. l -4) bzw. (B.3-5) und der Kopplungsregel (B.3-3) der 
Kugelfunktionen leicht herleiten kann. Für diese Partialwellenzerlegung sei auf die Literatur 
verwiesen (Trivedi und Steinborn 1983). 
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3.1.3, R e i h e n d a r s t e l l u n g 
Neben der Integraldarstellung von Trivedi und Steinborn ist eine Darstellung der Fourier-
Transformierten als unendliche Reihe unter Verwendung der konfluenten hypergeometrischen 
Punktion $${a, bi,b2]c;x,yyz) aus G l . (2.2-11) bekannt. Es gilt (Grotendorst 1985, S. 61, 
G l . (4.1-33); Grotendorst und Steinborn 1985, S. 215, G l . (B9) ) 1 
2ni+*j - lß2n 2 +* 2 - l . ^ 
<2 
* E E mW-ThvW E E m'2)^i7^(-ip) 
^ ( n 2 + h + Ihl-Vl(ni +J1 + l)i2-i>/>+i> 
( n i + n 2 + / i + ^ + 2 ) / l _ ^ 3 _ ^ 
(n i + n 2 + I i + I 2 + 2),- p" + Z ^ - o r j - n 2 + / 2 - 4 , 4 m ; 
Z-j j | | y _ L 2 ( / 3 2 + a 2 ) J 0 »i-^i-^,+J^,»n'/ ' 1 ; 
2  2 ( / ? 2 - : 2 ) 
x S ^ n 2 + h + * i - 4 + 1, - i , - J j n i + n 2 + 2 (4 + I2) - (£\ + 4) + 2; 
2p 2 
2 } p 2 + 2 ( ^ 2 - o : 2 ) ' i P ' R ) -
(6.1-12) 
Hier gilt 8 = 7(0;, /?, 1/2, p). Diese Reihendarstellung kann man unter Verwendung des 
Multiplikationstheorems (3.4-24) der ^-Funkt ionen herleiten (Grotendorst und Steinborn 
1985, Appendix B ) . 
Diese Reihendarstellung hat allerdings den Nachteil, daß man eine Partialwellenzerlegung 
nicht zwanglos durchführen kann. Integration über die Winke l von p ist demnach schwierig. 
Außerdem en thä l t die konfiuente hypergeometrische Funktion $ ^ in dieser Darstellung 
ein rein imaginäres Argument. Es ist demnach nicht klar, ob bei der Auswertung dieser 
konfluenten Funktion übe r die definierende Darstellung (2.2-11) die numerische S tab i l i t ä t 
gewahrt ist. 
Für analytische Zwecke jedoch ist diese Reihendarstellung wichtig, wie wir noch sehen 
werden. 
Diese Gleicliungen enthalten einige Fehler. 
6.1.4. Eine neue Integraldarstellung 
Soweit wurden bekannte Darstellungen für die Fourier-Transformierte einer zweizentrigen 
Dichte von B-Funktionen behandelt. Es wird jetzt eine neue Integraldarstellung hergeleitet. 
Durch Fourier-Transformation der Darstellung (3.5-12) e rhä l t man nach Vertauschung der 
Integrationsreihenfolge und der Koordinatentransformation r —• r -f 7c2i(i) die Beziehung 
/ e - [BZ(i ( a , r - R 1 ) ]* ( ^ - R 2 ) d'r = J } ^ ^ 
l 
x JT».-3/i(1 _ T ) « - 3 / 2 £ G ( « i m , | < i n » i ) E G{hm2\H^2) 
x (Tl21(t) - R 1 ) ] t ^ m 4 ( 7 l 2 l ( < ) - R 2 ) 
(6.1-13) 
Wegen 7c 2 i ( t ) vergleiche man G l . (3.5-13). Das Integral ü b e r r i n G l . (6.1-13) kann man 
ausführen unter Verwendung von G l . (A.2-29). Es ergibt sich nach einigen Umformungen 
/ e " j - [BZ, ( « , r - R 1 )] * B Z , (ß, r - R 2 ) d'r = ^ J ^ ^ ^ y 
1 
X J i » > ( i _ i ) » a
e
- i P ^ i ( < ) Giiim1^rn11) £ C ( ^ m 2 K 2 T T i 2 ) 
O ^ 2 > m 2 
[K-T'1 {n2i(i] ~RI)] * 3 CT I ( 7 L 2 I ( T ) ~ R 2 ) x 
im 
* E ( 2 ) {£W2\^rn[\£m'2-rn',) (t(l - t))t+At ( - i p ) 
{l(a,ß,t,p)}2nl+2ni+•i>-2k+2e+,l n ' + n * + 2 i - k + t + 1 / 2 \ aHl - t) + ß*t J a U 
Im Spezialfälle a = ß gibt es bei Verwendung von (6.1-11) kaum nennenswerte Vereinfa-
chungen. Die Darstellung (6.1-14) dagegen vereinfacht sich zu 
/ e " i p - r [BZu («• r " R 0 ] * K2]e2 ( ° , r - R 2 ) d 3 r = 
4(27r) Ja' 
+*'+*("I+4L)K"2 + *2)! 
l 
x J ^ ( i . ^ ^ e - i p - I O - O ^ + ^ l Yd G(IlTnlIi11Tnfl) Y ^ 2 m 2 | / 2 m ' 2 ) 
£ n i + 7 l 2 + 2 j _ , . + m / 2 ( i ? 2 i ( a 2 + t(l - Q p 2 ) 1 / 2 ) 
(6.1-15) 
Die lntegraldarstellung (6.1-14) ist nicht sehr verschieden von der lntegraldarstellung 
von Trivedi und Steinborn. Die Struktur der Drehimpulssummen ist etwas anders, die 
Abhängigke i t von der Integrationsvariable t etwas komplizierter. 
6.1.5. Darstellungen für den einzentrigen Fall 
Im folgenden werden Darstellungen für die Fourier-Transformierte eines einzentrigen Pro-
duktes von ß - F u n k t i o n e n angegeben. In diesem Fa l l kann man se lbs tvers tändl ich auch die 
lntegraldarstellung von Trivedi und Steinborn verwenden. Geht man von der kompakten 
Darstellung (6.1-11) aus, so erhäl t man 
= - i f l * » + f t - i + *» + " 2 + ^ + / (1 
K ' P ( n i + < i ) ! ( n 2 + *2)! J ^ ( a . / i , « , ? ) ] 2 « * " + ' ' + ^ + ' ' ) + 1 
o 
x E G(i, Tn^1 m\)[y^-r[(itp)V E G ( / 2 m 2 | < i » n 3 ) 3 ^ l Q m i ( - i ( l - 0 P ) 
V1 ,rn j H2 tm'7 
x [ 7 ( a , / ? , i , p ) ] < ! + 4 + 3 5 ; ^ : ^ ; ™ ? ( 7 ( a , / ? , t ,p) , 7 (a , / J , t,p),0) dt. 
Diese Beziehung kann man noch vereinfachen durch die Verwendung der sehr einfachen 
Beziehung (Weniger 1982, S. 80, G l . (5.1-13)) 
nii2e7m7(^ ^ m _ f c ( 1 /2)n 1 +n 2 -ff 1 ( l /2)f 1 4-i . ß 
f>.lttm,(*'°>°) ~ * / . A * m . . m , a 3 ( n i + „ 2 + 2 ( l + !), (6-1-10 
für das einzentrige Uberlappungsintegral zweier B-Funktionen mit gleichen Exponentialpa-
rametern. Insbesondere vereinfacht sich die Struktur der Drehimpulssummen. Man e rhä l t 
(Air)2 rv2«i+^i-I/92n 2+6-l \ 
^ ^ ( a ' / J , ° ' P ) " ( n 1 + 4 ) ! ( « 2 + 4 ) ! 7 U ] 
o 
min(n 2) ( l / 2 ) n ] + ^ + n 2 + 6 _ ^ ( l / 2 ) ^ + 1 ^ ] + ^ _ 2 ^ J 1 - ^ n _ (6.1-18) 
P^0 [ 7 ( a , / ? , i , p ) ] 2 ( " i + ^ + ^ ^ - £ ' ) + i l l ) 
x ™i\t' m')G(t2m2\t' m'){Y™^ 
Es gibt auch analytische Darstellungen für die Fourier-Transformierte eines einzentrigen 
Produktes zweier B-Funkt ionen. Diese erhäl t man am einfachsten, indem man die Dar-
stellungen aus Abschnit t 3.5.1 für einzentrige Produkte zweier B-Funkt ionen der Fourier-
Transformation unterwirft. Bekannt ist von den im folgenden angegebenen Darstellungen 
nur eine zu G l . (6.1-20) analoge Darstellung (Grotendorst 1985, S. 177, G l . (7.1-7) 2) Diese 
Gleichung beruht auf G l . (3.5-2). Durch Fourier-Transformation folgt zunächs t 
S » ° . * O . P > = ( 2 - ) 3 / 2 ( N I + , L ) ! ( 7 I 2 + , 2 ) ! j ^ T W ^ 
x E ( 2 ) { / 2 mj|<im, | /m 2 -mi) T ( —^= ) £ ( - l ) J ' ( • J < M + s ~ J + 3 / 2 ) j 
x ( « , + / 2 + - - y + i ) i ^ r r - W i > + ^ p ) D s + 2 ) ' ( s r ) (^5)' 
m i n ^ " 2 " 1 ' ( 2 n l - s - t + q-2y.(2n2-q-2y. _ ( 
l n ±, j.n (3 + ' - « W " 1 - ^ - < + ? - 1) !(«2 - 9 - 1)!?! V a 
g=max(0,s+i-7ij +1) 
(6.1-19) 
2 Diese Gleichung enthält einige Fehler. Die innerste Summe mit Laufvariable p muß den Faktor (ß/a)p 
statt (a/ß)p enthalten. Im Vorfaktor muß 1/(2TT2) durch 4TT ersetzt werden. In der Summe über j muß 
es [1 + p2/(<* + ß)2]i heißen. 
Einsetzen der expliziten Darstellung (3.4-52) für die Fourier-Transformierte einer B-Funkt ion 
liefert nach wenigen Schritten die Beziehung 
S Ä ( " > / M , p ) = 4*-
2 3-2m -2n a allßl*(a + ß)-I1+I2-H 
^ m 1 V ,V) ( n i + £ i ) ! ( n 2 + ^ ) ! [ (a + / 3 ) 2 + p 2 ] / l + ^ + 2 
m + n 2 - 2 
X E ( 2 ) ( « + ^ ) ^ ( ^ m 2 K i m 1 K m 2 - 7 T i l ) ^ 2 - ^ ( - ^ P ) E 
A F M A 
: E ( ^ ) M • ) ( A ^ + ^ - ; + 3 / 2 ) ; ( ^ - f ^ + 5 - j + l ) ! 
;=o V / 
4c*(a + ß) 
( a - f / ? ) 2 + p 2 
(a + / ? ) 2 + p 2 "' 
, I U U ( V l 2 _ 1 ) ( 2 n i - * - t + g - 2 ) ! ( 2 n 2 - g - 2 ) ! / /9 
(6.1-20) 
Diese Darstellung en thä l t fünf endliche Summen und ist dementsprechend kompliziert zu 
programmieren. Kann man angepaßte Quadraturformeln verwenden, so dürfte die eindi-
mensionale lntegraldarstellung ein effizienterer Weg sein, die Fourier-Transforinierte einer 
einzentrigen Dichte zu berechnen. 
Äquivalent zu G l . (6.1-20) ist die mit G l . (3.5-1) gewonnene Beziehung 
fffcKß,0. P) = W12 ( Q fj£1+l2 [ 2 " ' + » ' ( n i + A)! (»2 + I 2 ) ! ] " ' 
i m a x 'H1+«2-2 
x E ^ ( ^ I f p / M l ^ - m ^ o + ^ Y 2 J + 1 ( j + l +^ i +^ 2 ) ! ( 6 J . 2 1 ) 
J-O 
AI 
Diese Gleichung macht Gebrauch von bestimmten Koeffizienten C, die in G l . (3.3-lb) definiert 
sind. 
Wie in Abschnitt 3.5.1 gezeigt wurde, gibt es Darstellungen für einzentrige Dichten zweier 
ß-Funkt ionen, die weniger innere Summen enthalten als G l . (3.5-2). Hierzu gehören die 
Beziehungen (3.5-5), (3.5-6), (3.5-8) und (3.5-9). 
Aus G l . (3.5-5) e rhä l t man durch Fourier-Transformation die Darstellung 
«mar 
X E ' 2 ' ( ^ m 2 K i m 1 K m 2 - Tn1) (a + ß)-l2Ae+M ( 6 1 2 2 ) 
Die hier auftretenden Koeffizienten C sind in G l . (3.3-13) definiert. Verwendet man diese 
Definition und G l . (3.3-lc), so folgt die Beziehung 
^ m ? ( « . ^ ° . P ) = ( 2 ? r ) 3 / 2 ( Q + / 8 ) £ 1 + f e 2 2 » i + 2 » a ^ 2 ( n i + ^ ) ! ( n 2 + £ 2 ) l 
x ^m2IixmlIirn2-TU1) 2 e + 1 ( - l ) A t 
ni+n 2 +AI-2 
x E ( ~ 4 ) J o ' + i + 1 ) 1 ^ ; ; + > + ß , P) 
x
m i n ( n i + ^ " 2 ' W ) (ifc + 2 ^ + 1)! 
(6.1-23) ; 
*=max(0j-Al) V JJ \ J < l * + ß 
y
 m i n ( ^ 2 _ 1 ) ( 2 n 1 - 2 - f c + a ) i ( 2 n a ^ 2 - a ) l 
Z - / ai(jfe _ a ) j ( n _ i _ jfc + a)\(n2 - 1 - a ) ! V P / } ' 
a=max(0,fc-n,+l) V ' V M ' 
Diese erhäl t man auch durch Fourier-Transformation aus G l . (3.5-6). M a n sieht, daß in 
diesem Falle nur vier innere Summen auftreten. 
Die letzte Gleichung ist äquivalent zu der folgenden, sich aus G l . (3.5-9) ergebenden 
Gleichung 
^ , / . « . , W . " ^ - ^ 2 < i + f t + » ( n i + / i ) ! ( n a + / a ) ! i ! ( 2 - 2 m ) J jfc!(2 - 27*2)t 
>+Jfc+2AM-l 
x { a + ß / + i l + k ^ E ( ' ( / 2 m 2 | / i m i | / m 2 - mj) (j + * + 2 A ^ + 1)! 
x (2a - j - k - 2&i - l ) ! ( i + * + 2 A ^ + 1 - a)! l " + P ' P h 
Auch hier treten vier innere Summen auf, die wie i m obigen Falle alle endlich sind. 
Bei Vergleich mit G l . (3.4-62) erkennt man, daß die letzte Summe in der letzten Gleichung 
die Fourier-Transformierte einer Slater-Funktion repräsen t ie r t . M a n erhä l t so die sehr flexible 
Darstellung 
S«^<* S O D I = (2^3/2 ( l / 2 ) . , - i ( l / 2 ) „ - i " f ? *(1 - m) , " ^ 1 2 * ( l - n 2 ) t 
^ » , W .P . •P; V ) 2 * « - ^ + a ( n i + ^ i ) ! ( n 2 + / 2 ) ! ^ j i ! ( 2 - 2 n i ) > * ! (2 -2n 2 ) t 
(6.1-25) 
Diese Gleichung ergibt sich se lbs tvers tändl ich auch durch Fourier-Transformation der Dar-
stellung (3.5-8). Die Beziehung (6.1-25) ist flexibel, denn sie läßt dem Anwender noch 
die W a h l , welche der vielen verschiedenen Darstellungen der Fourier-Transformierten einer 
Slater-Funktion eingesetzt wird. Neben der Darstellung (3.4-69) gibt es j a noch eine ganze 
Reihe anderer Darstellungen, wie in Abschnit t 3.4.9 e r w ä h n t . 
Welche der letzten vier Beziehungen für die Fourier-Transformierte einer einzentrigen 
Dichte zweier B-Funkt ionen für numerische Zwecke am güns t igs ten ist, ist a priori nicht 
zu entscheiden. K a n n man aber durch Wahl einer geeigneten Darstellung der Fourier-
Tran sformierten der Slater-Funktionen die innerste Summe in G l . (6.1-25) numerisch stabil 
ausrechnen, so dürfte auch die Auswertung der beiden äußeren Summen in dieser Gleichung 
keine Probleme numerischer S tab i l i t ä t aufwerfen, da die Koeffizienten in beiden Summen 
positiv sind. Summen mit positiven Koeffizienten sind näml ich e r fahrungsgemäß numerisch 
meistens gutartig. 
6.2. Uberlappungsintegrale: Analytische Darstellungen 
6.2.1. Definition und allgemeine Eigenschaften 
In diesem Abschnit t werden einige bekannte und einige neue Darstellungen für das Uberlap-
p ungs integral 
A 2 K A R ) = / [ B ~ i i ( a , r ) ] ' B ^ , ( / J , r - R ) d J r (6.2-1) 
zweier B-Funktionen zusammengestellt. Ganz bewußt werden nicht alle bekannten Darstel-
lungen angeführt , sondern wichtige und bewähr t e . Denn gerade das Uberlappungsintegral 
ist besonders gut untersucht. Eine volls tändige Aufzählung aller Darstellungen würde daher 
den Rahmen dieser Arbei t sprengen. E i n Schwerpunkt in diesem Abschnit t sind wieder In-
tegraldarstellungen für diesen T y p von Molekül integralen. Dies insbesondere, weil diese den 
neuen numerischen Verfahren auf der Grundlage von Möbius -Trans format ionen zugängl ich 
sind, die in Abschnit t 5.1 eingeführt wurden. 
Z u n ä c h s t sei bemerkt, daß man gült ige Darstellungen für das Uberlappungsintegral be-
kommt, wenn man in den in Abschnitt 6.1.1 angegebenen Darstellungen für die Fourier-
Transformierte eines Produktes zweier B-Funkt ionen jeweils p = O setzt. Dies beruht auf 
dem Zusammenhang 
s Ä v>R) = s«\iZ\ (Q> R - °) (6-2-2) 
zwischen beiden Integraltypen. Es ergeben sich dabei i m allgemeinen Vereinfachungen. 
Sofort aus der Definition des Uberlappungsintegrales folgt durch eine Koordinatentrans-
formation r —* r + R die Beziehung 
s::tz: («. /».R) = [ s & (/?. <*. -R)] * • (6-2-3) 
Im folgenden werden zunächs t Darstellungen für einzentrige Uberlappungsintegrale ange-
geben. Im Anschluß daran wird der zweizentrige Fal l behandelt. 
6.2.2. Darstellungen für den einzentrigen Fall 
Im Falle gleicher Exponentialparameter gilt i m einzentrigen Fa l l die einfache Gleichung 
(Weniger 1982, S. 80, G l . (5.1-13)) 
C » 2 ^ " » 2 / « „ n\ Si £ (f/2)ni-+n2+fi (1/2)^+1 (aoA\ 
S n i f t m i ( « , « , O ) = 6tut,5mum, Q 3 ( n ] + n 2 + % + 1 ) ! , (6-2-4) 
die weiter oben schon verwandt wurde. 
Im Falle ungleicher Exponentialparameter folgt aus G l . (6.1-18) die Integraldarstellung 
c » ^ 2 , „ m , c a 2 " 1 + < 1 - 1 ^ + < 1 - 1 ( l / 2 ) n l + < , + „ 2 ( l / 2 ) < 1 + i 
( 1 - < ) * » + < • ( 6 ' 2 " 5 ) 
dt. f (1-*) 
J laVl-t) + 2(1 -t)+ 02 f]n,+*,+n 2+l/2 
0 
Unter Verwendung der Integral dar Stellung ( M O S , S. 54) 
r(b)r(c 
kann man das Integral ausführen und erhäl t 
o n 2 6 m 2 , ,a n \ c c (ß/a)2^~l ( l / 2 ) W l + , | + W a ( 1 / 2 ) ^ 
K e i m i ( M , 0 ) - ^ n 1 + n 2 + % + !)! ( 6 . 2 . 7 ) 
x 2 F ] ( m + U2 + Ii + 1/2 ,n 2 + Ii + l ; n i + n 2 + 2*i + 2; 1 - ß2/a2). 
Diese Beziehung wurde auf anderem Wege schon früher hergeleitet (Weniger 1982, S. 79, 
G l . (5.1.-9)). Unter Verwendung der Symmetrierelation (6.2-3) kann man sofort eine weitere 
Darstellung angegeben, bei der überal l auf der rechten Seite a und ß sowie die Indizes 1 
und 2 jeweils ausgetauscht sind (Weniger 1982, S. 80, G l . (5.1-11)). F ü r a = ß folgt aus 
G l . (6.2-7) übr igens die Beziehung (6.2-4). 
Neben der obigen lntegraldarstellung und den Darstellungen als unendliche Reihen gibt 
es eine ganze Reihe von analytischen Darstellungen mittels endlicher Summen für das ein-
zentrige Über lappungs in tegra l . Beispiele findet man leicht, indem man in den Darstellun-
gen (6.1-21), (6.1-22), (6.1-23) oder (6.1-24) jeweils die aus der Fourier-Darstellung (3.4-52) 
der .B-Funktion sofort folgende Gleichung 
0) = ^ ) 0 6 m , o ( 2 7 r 2 ) - 1 / 2 a - 3 (6.2-8) 
verwendet, Man beachte, daß die rechte Seite dieser Beziehung von n u n a b h ä n g i g ist. 
Verwendet man in analoger Weise die Gleichung 
X ^ ( o , 0 ) = SefiSmfi (2*2)-1''2*-3 (n + 1)! (6.2-9) 
in Verbindung mit der Darstellung (6.1-25), so erhä l t man sehr einfach die Beziehung 
(Weniger 1982, S. 94, (5.2-5)) 
C « 2 6 m 2 / o n\ _ c c ( l / 2 ) n i - i ( l / 2 ) n 2 - i 
\a,m,(<*<!>>») ~ '<..**•»>.•»> 4 « 1 + i ( n i + / j ) ! ( n 2 + 
"^1 V(l - n i h ' ^ 1 2*(1 - n 2 ) t . 2 V ( 6 - 2 - 1 0 ) 
£j >!(2 - 2m)> k\(2 - 2n2)k (« + ^ . + » « + + + l)" 
Durch Ersetzen jeweils einer der beiden Summen durch eine abbrechende hypergeometrische 
Funktion 2 F i erhä l t man die beiden Darstellungen (Weniger 1982, S. 94f, G i n . (5.2-6), 
(5.2-7)) 
„ m _ x x ( l / 2 ) . , - i ( l / 2 ) » , - i J'ß*1 „ 
E 
( j + 2 r ' 1 + 2 ) ! ( l - N 1 ) > 
j ! ( 2 - 2 n i ) y 
2 F i ( 2 ^ i + j + 3,1 - n 2 ; 2 - 2n2;'2ß/(a + /3)), 
(6.2-1 la) 
a + /3 
( ! ^ - ! ( l ^ , ! c / 1 / ^ 
E 
(fc + 2^i -F 2)!(1 - 7 z 2 ) f c 
k\(2-2n2)k 
2ß 
a + ß 2
F i ( 2 ^ i + A: + 3,1 - 72i; 2 - 272 i ; 2 a / ( a -f /?))• 
(6.2-llb) 
Diese beiden Darstellungen sind äquivalent zu weiteren, in der Literatur angegebenen Dar-
stellungen (Weniger 1982, S. 96, G i n . (5.2-13), (5.2-14)). Die in diesen Gleichungen auftrc 
tenden hypergeometrischen Funktionen kann man rekursiv berechnen ( M O S , S. 46; Weniger 
1982, S. 95, G l . (5.2-10), S. 96, G in . (5.2-11), (5.2-12)). Damit die entsprechende Ilekursion 
stabil ist, sollte man G l . (6.2-l.la) für o < ß, G l . (6.2- l lb) dagegen für ß < a verwenden. 
Numerischen Ergebnisse zeigen, daß man mit den Darstellungen (6.2-11) einzentrige Uber-
lappungsintegrale sehr schnell und genau berechnen kann (Weniger 1982, Tabellen (5.3), 
(5.4)). 
6 .2.3. D a r s t e l l u n g e n für den z w e i z e n t r i g e n F a l l 
W i r kommen jetzt zu Darstellungen für zweizentrige Uberlappungsintegrale. Zunächst wird 
der Fall gleicher Exponentialparameter behandelt. 
Hier ist zunächs t das Faltungstheorem (Filter und Steinborn 1978b, S. 3, G l . (4.3); 
Weniger und Steinborn 1983a, S. 6127, G l . (4.28)) 
5 ^ ( a , a , R ) = ( - 1 ) ^ E ( 2 ) (^m2Ihm1Iim2 - mi) 
I=Vnxn 
(6.2-12) 
j=0 \ J / 
für das Uberlappungsintegral zweier anisotroper B-Funktionen mit gleichen Exponentialpa-
rametern zu nennen. 
Dieser Integraltyp ist sehr wichtig für die Praxis. Denn viele andere Molekiiliiitegrale mit 
B-Funktionen kann man als Integrale oder unendliche Reihen über solche einfachen Uber-
lappungsintegrale schreiben. 
Es soll i m folgenden daher eine andere Darstellung für diesen Integraltyp i m Rahmen der 
Bessel-Transformationsmethode hergeleitet werden. Ausgangspunkt ist die eindimensionale 
lntegraldarstellung (3.5-11). M a n setzt dort ß = a , R i = O und R 2 = R und integriert 
übe r r . Nach Vertauschung der Integrationsreihenfolge kann man dann i m Integral übe r r 
die Koordinatentransformation r - > r | £R ausführen. M a n e rhä l t die Gleichung 
Cn 2 Z 2 Tn 2 / R x _ ^ V 1 + * 2 //»»1-3/2(1 _ t)n2-3/2 
1 ' J " ( 2 * ) * 2 » » + * + » ' + f c ( n i +^i)!(n2 + ^2)! J 1 } 
o 
x J2 G ( Z i m 1 K m i ) [ ^ m j ( « R ) ] * G(e,m2\e'2m'2)y^-rH-^-tm 
x / [ ^ ( r ) f ^ ( r ) l 1 + „ 2 - i (ö^(7 + rr7) ^2 +^2) d 3 r d t 
(6.2-13) 
Die Winkelintegrationen i m Integral über r kann man sofort ausführen aufgrund der Or-
t h o n o r m a l i t ä t der Kugelf lächenfunktionen. Im verbleibenden Radialintegral kann man die 
Substi tution r = xy/t(l — t) vornehmen. Dann erhä l t man 
nn2£2m2, t>) _ Vtn) 
M j m 1 V , , ; ( 2 7 r ) 1 / 2 2 n 1 + ^ + « 2 + ^ ( n 1 + ^ 1 ) ! ( n 2 + ^ 2 ) ! 
x Y Giii Tn1 \£' m')G(£2 m2\t m') [ ^ m ' (R)I * ( - R ) 
vTn> L (6-2-14) 
1 00 
x j t n ^ ( l - t ) n ^ d t J i ^ 1 + n i . i (oV* 2 + Ä2) dx. 
0 0 
M a n sieht, daß die Integrationen separiert werden können . Die Integration über t kann 
man z. B . sofort ausführen, wenn man in der verallgemeinerten F e y n m a n - I d e n t i t ä t a = b = 1 
\ setzt. M a n erhäl t so 
1 
/ ( 1 = O T ^ w ( 6-2"1 5 ) 
0 
Alternat iv kann man dieses Integral na tür l ich auch als Beta-Funktion erkennen (siehe 
G l . (2.2-6) und M O S , S. 7). 
Die Integration über x kann man mit den Ergebnissen aus Anhang G ausführen. Es gilt 
00 
J x 2 f ' + 2 ^ , + « , - ! ( Q V /x* + ff) dx = a - 2 f - 3 ( 2 ^ ) 1 / 2 2 < ' ( l / 2 ) r + 1 f c „ 1 + n 2 + , , + 1 / 2 ( a Ä ) . 
O 
Insgesamt erhä l t man 
S ^ m H a aR) = W2J-Vt' 
min (^i ,6) 
x E ( - 2 ) ' ' ( 1 / 2 ) e . + i f c n 1 + n 2 + / . + i / 2 ( " ß ) (6.2-17) 
C=O 
J2 G(li Tnl \t m') [ y » ^ (aR)] * G(l2 m2\l' m ' ) ^ " 1 ' ( a R ) . X 
Die Summe über m! läuft dabei zwischen Grenzen 
Tn1min = m a x ( - ^ m i - E1 + ^ m 2 - 2^ + 1 ) = t - m i n ( 2 ^ i - mu£2 - m 2 ) , 
T n m a x = m i n ( / , m i + Z 1 - t ,rn2 \ I2 - H) = - ^ + min(2£ ' ,£1 + m i , f t + m 2 ) , 
(.6.2-18) 
wie man mit G l . (B.3-4) unschwer sieht. 
Es soll noch ein Multiplikationstheorem für Uberlappungsintegrale mit gleichen Exponen-
tialparametern angegeben werden. Es gilt 
S Ä ( ° , « , R ) = ( « / f l 2 
(m + I1 +n2 + I 2 + 2), 
Ä , (/». / » . R ) - ( 6 ' 2 ' 1 9 ) 
A m einfachsten sieht man das ein, indem man in G l . (6.1-6) die Taylor-Entwicklung (Weniger 
et al. 1986b, S. 3693, G l . (4.7)) 
( " + ^ ) = L T T (/?2 + 9 2 ) ; + « ( 6 - 2 - 2 0 ) 
einsetzt, die für alle q G IR gleichmäßig und absolut konvergiert, falls O < a < cLlI2ß gilt 
(Weniger et al. 1986b, S. 3693) 3 . Vertauschung von Integration und Summation ist in 
diesem Falle legitim und führt sofort auf das angegebene Multiplikationstheorem für das 
Uberlappungsintegral. Es folgt, daß die Reihe i m Multiplikationstheorem konvergiert, falls 
O < et < fIxI2ß gilt . 
3Aufgrund des Quotientenkriteriums konvergiert diese Reihe für alle q G IR absolut und gleichmäßig, 
falls |1 - a 2 / ß 2 \ < 1 erfüllt ist. 
Im Anschluß werden zweizentrige Uberlappungsintegrale mit verschiedenen Exponential-
parametern behandelt. 
Für p = Ü folgt aus G l . (6.1-9) 
CH2Zama/ flR()1_ 2 2 n ,+Z, - l ^ u 2 - H 2 - I ("1 + *1 + n 2 + *2 + 1)! 
x / (1 - * ) n , - K , t ' «1 +Zj ^W2-Ka / c - i o . a [yr'(-iq)]'3T(-iq) ((1 - t)a2 + Z/?2 + 9 2 ) » i + 4 + « i + * + 2 d 3 g d*. 
(6.2-21) 
M i t 
(6.2-22) 
7 ( a , ß , t > P ) = ( ( l - O « 2 + tf2 + *( i - O P 2 ) 1 7 2 , 
8(a,ß,t) = ~f{a,ß,t,0)=: ((l-t)a2 + tß2)1/2 
ergibt sich unter Verwendung von G l . (6.1-6) die eindimensionale lntegraldarstellung (Trivedi 
und Steinborn 1983; Bhattacharya und Dhabal 1986; Weniger und Steinborn 1988) 
2 « , + « , - ! 0 2 n a + * a - l ( » 1 + *1 + H 2 + I 2 + 1)! 
(ni +/i)!(n 2 + / 2 )! 
/
M - +Zwn2+Z2 
(6.2-23) 
Die numerischen Eigenschaften dieser lntegraldarstellung werden spä te r noch genau unter-
sucht. 
Bekannt ist ferner die Jacobi-Polynom-Darstellung (Fil ter und Steinborn 1978b, S. 4, G i n . 
(4,6) und (4.7)) 
Zm«» 
5 Ä ( ^ / ? , R ) = E ( 2 ) ^m2IiimlIlm2-Tn1) 
t = ( , n i n 
Tll -Ki n2+Z2 
J=O j=0 
W - ß 2 ) ' 
(6.2-24a) 
(6.2-24b) 
A A 1 = (A 2 + e - A i ) / 2 , A A 2 = (Ai + £ - X2) ß , (6.2-24c) 
für das Uberlappungsintegral. Diese kann man im Rahmen der Fourier-Translbrmations-
methode relativ einfach herleiten (Weniger et al. 1986b). M a n spezialisiert dazu Glei -
chung (6.1-5) auf den Wert p = 0 und verwendet eine Partialbruchzerlegung des Neuners. 
Aus dieser Herleitung wird auch klar, daß die Jacobi-Polynom-Darstel lung in der obigen 
Form um einige Distr ibut ionen mit Träger R = O e rgänz t werden m u ß , wenn man die Dar-
stellung in Integralen verwenden wi l l . F ü r die numerische Auswertung für R ^ O spielen 
diese Antei le keine Rol le . Fü r eine genauere Diskussion sei auf die Literatur verwiesen (We-
niger et al 1986b, S. 3696). 
Einfache Darstellungen durch unendliche Reihen ergeben sich direkt aus dem Mul t ip l ika -
tionstheorem (3.4-24) der B-Funkt ionen (Filter und Steiiiborn 1978b, S. 4, N . 9 ) ; Weniger 
und Steinborn 1983b, S. 28, G i n . (6.9) und (6.IO) 4) 
S l l l Z l ^ ß ^ ) =(«/ßfn>^1 £ + (1 - MtfY W ^ M * ) 
J=O \ J ' 
(6.2-25a) 
= { ß l t f ^ ~ l £ C12 + f +J) (1 - ißltfY ^ - ( a , a , R ) . 
J=O \ J ' 
(6.2-25b) 
Die unendliche Reihe (6.2-25a) konvergiert dabei für |1 - (a/ß)2\ < 1, die analoge Reihe 
(6.2-25b) dagegen für |1 — (ß/a)2\ < 1. Diese Darstellungen kann man auch i m Rahmen 
der Fourier-Transformationsmethode herleiten (Weniger et al. 1986b, S. 3696, G i n . (5.7), 
(5.8)), indem man eine Taylor-Entwicklung für einen der beiden Nenner in der auf p = 0 
spezialisierten Gleichung (6.1-5) verwendet. 
Aus Gleichung (6.1-12) ergibt sich für p = 0 
a 2n,+* , - l02n 2 +fc- l 
Sn]l]ml (Q> R ) = £ 2 ( m + n a ) + * i + * 2 - 2 
(n i + » 2 +I i . +*> + 2), 
J=O
 J P + a2 «I-I-J1Cl1Kll
v • ' 
x ^ i n 2 + + h -h " i ; " i + "2 + Ii +£2 + 2; 2 ,0,0) . 
Sofort aus den Definitionen (2.2-9) und (2.2-11) der beiden hypergeometrischen Funktionen 
folgt jedoch 
^ ( a , 61,62; c; x , 0,0) = 2 F i ( a , 61; c; x). (6.2-27) 
4 Die beiden Formeln enthalten je einen Druckfehler: Die unteren Indizes der Uberlappungsintegrale mit 
gleichem Exponentialparameter müssen jeweils mit ^ m i enden. 
Dami t ergibt sich die Reihendarstellung (Weniger et al. 1986b, S. 3697, G l . (5.9)) 
2nj +Zi-I ß2n?+e2-l 
• 3 T i i Z i m , V«iP» xxI ~ ^ q 2 + 0 2 y 2 ]»i+«2+(*i+Za)/2- l 
OO 
x 5 ^ 2 F i ( - i , n i + ^ i + l ; n i + n 2 + 4 + £ 2 + 2; 2) 
( n i + n 2 + I i + I 2 + 2)j r - 2 ^ 2 i j 
^ Ä ^ m ^ K « 2 + ^ ) / 2 ] 1 / 2 > [(a 2 + ^ 2 ) / 2 ] 1 / 2 , R ) . 
(6.2-28) 
Diese Darstellung kann man i m Rahmen der Fourier-Transformationsmethode auch etwas 
anders herleiten (Weniger et al. 1986b). Ausgangspunkt ist wieder Gleichung (6.1-5) für 
p = 0. Sodann verwendet man eine Taylor-Entwicklung für beide Nenner gemeinsam 
(Weniger et al. 1986b, S. 3694, G l . (4.18)). 
Ausgehend von G l . (3.5-11) kann man noch eine lntegraldarstellung für das Uberlappungs-
iuLegral mit verschiedenen Exponentialparametern herleiten. Integriert man diese Beziehung 
über r, vertauscht die Integrationsreihenfolge und transformiert die Koordinaten g e m ä ß 
r —» r -F 72.21 W> s o kann m a n aufgrund der O r t h o n o r m a l i t ä t der Kugel f lächenfunkt ionen 
die Winkelintegrationen sofort ausführen. M a n e rhä l t 
/ d 3 ' ' [ K \ ( " ^ " R I ) ] *
 i O 2 r - R 2 ) = 
( 4 T T ) V 1 ^ 
(27r )V22« i+Zi+» 2 +z 2 ( n i + / ! ) ! ( n 2 + / 2 ) ! 
l 
x [ln*-V2{l - t)n^2 Y G(ii Hil\C m')G(£2 m2\£'m') 
x [ ^ i / 1 ' (n21(t) - R i ) ] * y % L T ' (H2Iit) - R 2 ) 
(6.2-29) 
Das verbleibende Radial integral kann man mit G l . (6.2-16) ausführen . Es ergibt sich 
- l ) ' * ( 4 7 r ) 2 a 2 < 3 + * 0 2 * + ' 2 f tn>+ii(l - i ) n 2 + 6 • « , z , m , v ^ P » J 2 » » + ^ + » > + ^ ( n 1 + f 1 ) ! ( n 2 + £ 2 ) ! y ( a 2 ( 1 t) + ß2tf+**+W 
X X , ( ^ ) (1/2)^ + 1 ^ ^ 2 J ^ i + n ^ + i / 2 ( ^ ^ p = = 
x £ Gie1 Tn1 \e m') [y^_-er' (R)] * G(e2 m2\f m')y^_-(r' (R) dt. 
(6.2-30) 
Die Grenzen der Summe über m' sind auch hier durch G l . (6.2-18) gegeben. Diese Inte-
graldarstellung ist der Darstellung (6.2-23) in ihrer K o m p l e x i t ä t ebenbür t ig . Bemerkenswer-
terweise ist sie auch der Darstellung (6.1-18) für die Fourier-Transformierte einer einzentrigen 
Dichte von B-Funkt ionen in ihrer Struktur sehr ähnl ich. 
6.3. Verwandte Integrale: Analytische Darstellungen 
6.3 .1 . M a t r i x e l e m e n t e de r k i n e t i s c h e n E n e r g i e 
Im Rahmen von Rechnungen i m Rahmen eines L C A O - M O - A n s a t z e s mi t einer Basis aus 
B-Funktionen sind die folgenden Matrixelemente der kinetischen Energie zu berechnen: 
* Ä T K / » . R ) = ~\j [BZ\S">*)\ A ^ ( A r - R ) d 3 r . (6.3-1) 
Aufgrund der Beziehung (3.4-32) kann man jedes Matrixelement der kinetischen Energie als 
Differenz zweier Uberlappungsintegrale schreiben. Genauer gelten die beiden Gleichungen 
(Weniger 1982, S. 105, G i n . (6.1-5), (6.1-6)) 
Aufgrund dieser einfachen Beziehungen kann man alle Ergebnisse aus dem vorigen Abschnit t 
über Uberlappungsintegrale sofort auf Matrixelemente der kinetischen Energie übe r t r agen . 
6 .3.2. S p h ä r i s c h e M o m e n t e v o n P r o d u k t e n z w e i e r j B - F u n k t i o n e n 
In diesem Abschnitt sollen Darstellungen für sphär ische Momente 
von Produkten zweier B-Funkt ionen hergeleitet werden. 
Im Falle zweizentriger Produkte ist es am einfachsten, mit G l . (3.4-23) die reguläre K u -
gelfunktion in die erste B-Funk t ion zu absorbieren. A u f diese Weise kann man leicht eine 
Darstellung des sphär ischen Momentes als endliche Summe von Uberlappungsintegralen an-
geben. Es gilt 
MZkZ* = ( 2 / a ) * ( * i + ' i + I k E ( 2 ) ^imilftm 3 IZm 1 - m 3) 
e=cmtn 
(6.3-4) 
Ai
1 
X 
J=O 
^ ( - A l M - n j - A l + 1 / 2 ) , feima 
Lf j ! ( _ n i _ I1 _ \ , + 2 A H ^ r m J l a ' P ' t t ) 
Hier ist A Z = (Zi + Z 3 — Z)/2 aufgrund der Auswahlregeln der Gaunt-Koefhzienten eine 
nicht negative, ganze Zahl . Für große Werte von A Z kann es bei dieser Darstellung aufgrund 
der alternierenden Vorzeichen der Summe über j zu Rundungsfehlern kommen. In diesem 
Fall kann man die Darstellung 
M n 2 * a m 2 ; m 3 / o R x _ (^f Och ßh 
m
n i e i m i ^ P ^ ) 2 » i + ^ + » ^ ( m +Zi)!(n 2 + ft)! 
i 
x J i ^ ( l - t r E G ( f t m i K m i ) E G ( / 2 m 2 | ^ m ' 2 ) E ^ 3 m 3 | Z 3 m 3 ) 
o £ i » m i £2' m2 *3>m3 (6.3-5) 
x [3C7;ml W ) ) ] * ( m ~ R ) 3 C r i <' i m i I^mU ^ i ) 
y 9 * M / 9 1 W 1 - O l g Tr ( a ß R \ 
X ~ ( 1 / 2 ) ' + I [a '(l - 0 + *-.+-.+^+l/2 ^ q 2 ( i _ t ) + ^ J 
mit er = + Z 2 + Z' 3)/2 G IN 0 und 
verwenden. M a n beachte, daß die Grenzen der Summen übe r Z 3 und m 3 i n dieser Gleichung 
sich von den beiden Gaunt-Koefhzienten 
Gi = (C1Tn11 | Z 2 m ' 2 | Z 3 m 3 ) , G2 = C7(Z3 m 3 |Z ' 3 m 3 ) (6.3-7) 
herleiten. Die Summe über m 3 kann man dabei aufgrund der Auswahlregeln des Gaunt-
Koeffizienten G i sofort ausführen, die Summe über Z 3 läuft aus gleichem Grunde in Zweier-
schritten. 
Die Herieitung von G l . (6.3-5) gellt aus von der eindimensionalen lntegraldarstellung (3.5-
11) des Produktes zweier B-Funktionen für Werte R j = O und R 2 = R . Die lntegraldarstel-
lung wird mit 3 ^ 3 ( r ) = y T O 3 ( [ r - K(t)] + K(t)) multipliziert . Das Additionstheorem (B.3-4) 
der regulären Kugelfunktionen wird nun unter dem Integralzeichen für diese Kugelfunktion 
verwandt. Dann wird über r integriert und die Integrationsreihenfolge vertauscht. Nach der 
Koordinatentransformation r —» r + 7£(£) kann, man dann die Winkelintegrationen um den 
Preis eines Gaunt-Koeffizienten und die Radialintegration mittels G l . (6.2-16) ausführen. 
Im Falle einzentriger Dichten kann man die Darstellung (6.3-4) se lbs tvers tändl ich auch 
benutzen. Die Sumniation über £ en thä l t dann aufgrund der G l . (6.2-7) nur einen Term, 
nämlich den für t — I2. Die Summe über j bleibt allerdings bestehen. Es gibt jedoch eine 
wesentlich einfachere Darstellung. Diese wird im folgenden hergeleitet. 
M a n geht aus von der Definition des sphär ischen Moments. Die Winkelintegrationen 
ergeben einen Gaunt-Koefhzienten. M a n erhä l t so 
= ( * i m i | / j m i | « 3 m 3 ) ; P 
OO 
2n,+*i+n 2+* 2( n i + ^ ) ! ( „ 2 + t2)\ (6.3-8) 
p 2 + * 1 + 4 + * ^_ 1 / 2 (ar)^ n 2 _ 1 / 2 ( /?r) dr. 
(6.3-9) 
o 
Dies vergleicht man mit 
O 
für die nichtnegative, ganze Zahl a(£) = (£\ + £2 + £3)/2. A u f diese Weise folgt sofort 
* Ä ' A ( « . / » . ° ) 
Diese Darstellung zeigt, daß das sphär ische Moment einer einzentrigen Dichte zweier B-
Funktionen bis auf einen Gaunt-Koemzienten einem einzentrigen Über lappungs in tegra l di-
rekt proportional ist. Welche Darstellung man zur Berechnung dieses Uberlappungsintegrales 
verwendet, ist dem Anwender über lassen. Es empfiehlt sich aber, die Berechnung auf der 
Basis der Darstellungen (6.2-4) bzw. (6.2-11) durchzuführen. 
6.4. Uberlappungsintegrale: Numerische Methoden und Ergeb-
nisse 
In diesem Abschni t t werden numerische Methoden zur Behandlung von Uberlappungs-
ltitegralen sowie Testergebnisse vorgestellt. E i n Schwerpunkt sind Verfahren, die auf der 
I eindimensionalen Integraldarstellung (6.2-23) beruhen. W i r werden sehen, daß diese In-
tegraldarstellung bei Verwendung geeigneter Quadraturmethoden eine sehr effiziente Be-
rechnung zweizentriger Uberlappungsintegrale mit verschiedenen Exponentialparametern er-
laubt. 
8.4.1. Numerische Methoden 
Bei Verwendung der Integraldarstellung (6.2-23) trit t die Gewichtsfunktion 
W ( t ) = [ ( l - O a 3 + 0 T , + " 2 + ( ' 1 + ' 2 + 1 ) / 2 ( 6 ' 4 _ 1 ) 
auf (man beachte 5 ( a , a , R ) oc Q - 3 ) . Diese Gewichtsfunktion ist nicht genau von der 
Struktur der G l . (5.1-2) und erfordert daher eine gesonderte Behandlung. M a n sieht sofort, 
daß die Gewichtsfunktion (6.4-1) für a ^ ß eine Singular i tä t bei 
h (6-4-2) 
hat, da 8(a}ß,tp) = O gilt. Dies ist die einzige Singular i tä t sogar des gesamten Integranden 
der Darstellung (6.2-23), da das Uber lappüngs in tegra l zweier B-Funkt ionen mit gleichem 
Exponentialparameter a nur bei Q = O singulär wird, wie das Faltungstheorem (6.2-12) 
zeigt. Nach Abspal tung des Faktors a - 3 ist der Rest sogar eine ganze Funktion von a. Der 
singulare Ante i l des Integranden ist also in der Gewichtsfunktion w zusammengefaß t . 
Für reelle Werte von a und ß ist tp reell und liegt außerha lb des Intervalles (0,1). Ist 
Ijedoch Q > ßt so liegt die Singular i tä t bei tp > 1 sehr nahe dem rechten Endpunkt t = 1 des 
Intervalles. F ü r ß > a liegt die Singular i tä t bei tp < 0 sehr nahe dem anderen Endpunkt 
t — 0 des Intervalles. 
Welche Auswirkungen hat die Singular i tä t des Integranden auf die numerische Berechnung 
des Uberlappungsintegrals mit verschiedenen Exponentialparametern mittels der Darstel-
l u n g (6.2-23)? 
[ Die S ingular i tä t bewirkt - in Verbindung mit den erzwungenen Nullstellen von w an den 
lRändern des Integrationsintervalles - eine scharfe Spitze der Gewichtsfunktion innerhalb des 
Jlntegrationsintervalles an dem der S ingular i tä t benachbarten Rand . Diese Spitze ist um so 
schärfer und damit der numerischen Quadratur ab t rägl icher , je nähe r die S ingu l a r i t ä t dem 
Integrationsintervall liegt. 
Diese Bemerkung gilt für alle in Frage kommenden Quadraturverfahren einschließlich 
automatischer Verfahren. F ü r den Fal l von Gauß ' schen und verwandten Verfahren mi t fester 
Knotenzahl werden im folgenden genauere Aussagen gemacht. 
Bekanntlich sind Gauß-Legendre ' sche Quadraturformeln um so effizienter, je weiter die 
S ingular i tä ten des Integranden vom Integrationsintervall entfernt sind. Dies ist unmittel-
bare Folge der Tatsache, daß diese Quadraturformeln für abgebrochene Taylorentwicklungen 
bei genügend hoher Ordnung exakt werden. Ist jedoch eine S ingular i tä t des Integranden in 
der N ä h e des Integrationsintervalles oder gar darinnen, konvergieren die G a u ß ' s c h e n Qua-
draturformeln meistens sehr schlecht. 
M a n erwartet also schlechte Konvergenz Gauß-Legendre ' scher Quadraturformeln für die 
Darstellung (6.2-23), falls sich die Exponentialparameter a und ß stark unterscheiden. Dann 
nämlich befindet sich die S ingular i tä t des Integranden in der N ä h e des Integrationsintervalles. 
Wie i m analogen Fal l der Gewichtsfunktion (5.1-2) s tößt die Verwendung von Gauß-Rege ln 
zur Gewichtsfunktion (6.4-1) auf die in Abschnitt 5.1.1 diskutierten Schwierigkeiten. Diese 
nicht standardisierten Regeln sind aufwendig in der Berechnung und aufgrund der hohen 
Anzah l von Parametern schwierig abzuspeichern. 
Eine Alternative zur Entwicklung Gauß ' scher Quadraturformeln zur Gewichtsfunktion w 
ist die Verwendung von Koordinatentransformationen. Das Ziel besteht darin, bestimmte 
Eigenschaften des Integranden so abzuände rn , daß der neue Integrand numerisch einfacher 
zu integrieren ist. 
W i e schon in Abschnit t 5.1 gezeigt, sind Möbius-Transformat ionen i m Falle von Funktio-
nen mit einer Spitze in der Nähe eines Randes als Koordinatentransformationen gut geeignet. 
Im folgenden wird als Intervall jeweils (0,1) zugrunde gelegt. Den Schwerpunkt der Darstel-
lung wird die Mot ivat ion und Verwendung der in Abschnit t 5.1 e ingeführ ten Regel S zur 
Wahl des Parameters bilden. 
Möbius-Transformat ionen des Intervalls (0,1) auf sich kann man als 
t = <p(s>v)= -T^ r ; 17) = , , * , 1 2 > O (6.4-3) 
s + (1 - S)T) [s -F (1 - Sjrilji 
mit reellem und positivem Parameter 77 schreiben. 5 Die inverse Transformation ist 
s = V(t,lh). (6-4-4) 
Die Intervallmitte s = 1J2 des Bildintervalles korrespondiert zum Punkt t — 1/(1 + 7/). Fü r 
rj = 1 gilt t = 5; man erhä l t für diesen Wert von 77 also die identische Transformation. 
5 Hier und im folgenden bedeutet ein Strich (,/") an Funktionen Ableitung nach s. 
Durch die Koordinateniransformation (6.4-3) e rhä l t man als neue Gevvichtsfunktion 
w($)= w(<p(s.r)))<p'(s,7]). (6.4-5) 
Explizi tes Einsetzen liefert 
' U (* + (1 - a ) , / ' + * + 3 ) / 2 [(1 - s)rjai + ^ 2 r + - a + ( f t + f t + i ) / 2 - 1 ' b J 
Welche Eigenscliaften des Integranden bzw. der Gewichtsfunktion soll man nun durch 
Wald von ?/ ändern , um die numerische Quadratur zu erleichtern? Die Antwort auf diese 
Frage ist abhängig davon, welche Quadratur verfahren man für den neuen Integranden wähl t . 
Die meisten Quadraturverfahren dürften aber profitieren, wenn man die scharfe Spitze am 
Rande beeinflussen könn te . Das ist in der Tat möglich. Zum einen kann man die Position 
I3 der Spitze von tu auf den Punkt 5 = 1 / 2 abbilden (Regel W ' ) . Dies in der Hoffnung, daß 
die Spitze in der Mi t t e harmlos ist. M a n berücksicht igt dabei allerdings nicht den Einfluß 
des Faktors (p'(s,i]). Dieser führt dazu, daß das M a x i m u m d e r neuen Gewichtsfunktion nicht 
mehr bei s = 1/2 liegt. Durch die etwas andere Bedingung 
d 
—iu(s) 
ds 
= O (6.4-7) 
ist es aber möglich, r\ so zu wählen, daß die neue Gewichtsfunktion ein M a x i m u m bei 6 = 1/2 
hat (Regel W " ) . Normalerweise ist dieses M a x i m u m wesentlich breiter als die ursprüngl ich 
scharfe Spitze. Diese Regeln sind in Abschnit t 5.1 ausführlich behandelt worden. 
Wendet man auf den neuen Integranden Gauß ' sche Quadraturformeln an, so sind die 
Positionen der S ingula r i t ä ten des Integranden von Bedeutung. Die einzige Singular i tä t von 
w bei L = tp führt zu einer S ingular i tä t der neuen Gewichtsfunktion bei 
Q 2 
Außerdem hat die Ablei tung e/ in (6.4-5) offensichtlich eine S ingular i tä t bei 
V - 1 
(6.4-9) 
Dies sind die einzigen beiden Singular i tä ten der neuen Gewichtsfunktion (vgl. G i n . (6.4-5) 
und (6.4-6)). Scheinbar hat sich die Lage durch die Koordinatentransformation verschlim-
mert, da jetzt statt einer gar zwei S ingular i tä ten vorhanden sind. Was aber in Wirklichkeit 
die Konvergenzgeschwindigkeit bestimmt, ist hauptsäch l ich der Abstand der nächs t en Sin-
gu l a r i t ä t vom Integrationsintervall. 
Das kann man wie folgt einsehen: Als Model l für eine Funktion mit einer S ingu la r i t ä t auf 
der reellen Achse dicht beim .Integrationsintervall (0,1) nehmen wir 
/(*) = A(l + e-z)-X (6.4-10) 
mit positiven, reellen Parametern A, t und A. Den absoluten Quadraturfehler einer 
Gauß ' s chen Quadraturformel. Gn mit n Knoten für das Intervall (0,1) kann man nun schrei-
ben als 
E,J = cn\f!nHa)l 0 < C T < 1 . (6.4-11) 
Hier sind die Cn von der jeweiligen Funkt ion / u n a b h ä n g i g e Koeffizienten, deren genaue Form 
hier nicht interessiert. Der Zwischen wert a häng t von / und n ab. Der Betrag der 2?i-ten 
Able i tung am Zwischenwert kann nicht größer sein als der Wert der Ablei tung für 2 = 1, 
also \f{2n\<r)\ < | / ( 2 n ) ( l ) | - Es folgt 
Enf < C11 \A\ ( A ) 2 n £ " A - 2 n . (6.4-12) 
Dasselbe Ergebnis e rhä l t man auf analogem Weg für eine Funktion mit einer S ingula r i t ä t 
bei z = — e < 0. Verdoppelt man demnach den Abstand e der S ingula r i t ä t vom Integrati-
onsintervall, so sollte nach dieser A b s c h ä t z u n g der Quadraturfehler einer Gauß-Formel mit 
n Kno ten sich u m einen Faktor von der Größeno rdnung 2 A + 2 n verringern. Dieses Mode l l , so 
sehr vereinfacht es auch ist, zeigt doch zumindest quali tativ den großen Einfluß der Position 
der S ingu la r i t ä t en auf den Quadraturfehler Gauß ' sche r Formeln. 
Das beste, was man mittels einer Möbius -Trans format ion bei der Gewichtsfunktion (6.4-1) 
in Bezug auf S ingu la r i t ä t en erreichen kann, ist klarerweise erreicht, wenn beide S ingu la r i t ä ten 
SP und SQ den gleichen Abstand von der Intervallmitte s = 1J2 haben. Als Bedingung für ?/ 
e rhä l t man demnach 
V l 
7? - 1 2 
bzw. 
7? + Z 7] + 1 
= T ~ , 
Tj — Z TJ — 1 
F ü r T = I e rhä l t man die Lösung 77 = 0, die nicht im erlaubten Bereich für 7/ liegt. Für 
r = — l folgt hingegen 
v = y/I = ß/a. (6.4-15) 
a 2 1 
a2-ß2/i] 2 
T = ± 1 , 
a 2 ' 
(6.4-13) 
(6.4-14) 
T a b e l l e 6.4.1 Möbius t rans format ion und S i n g u l a r i t ä t e n s t r u k t u r 
Positionen der Singularitäten tp aus (6.4-2) vor und sp aus (6.4-8) nach einer Möbiustransformation 
(6.4-3) mit T) =r y/z. Asymptotisches Verhalten für große und kleine z. 
tp ~ 1 + Z 
1 
S P - 1 -
1 
Sp ~ 1 + y/z 
ß2 
OL1 
Z —• OO z ^ O 
Für große Unterschiede zwischen den Exponentialparametern geht der Effekt der Mö-
bius-Transformation auf die A b s t ä n d e der S ingu la r i t ä t en von den R ä n d e r n nach einem 
Wurzelgesetz, wie man Tabelle 6.4.1 entnehmen kann. 
U m zu veranschaulichen, welche Effekte die Möb ius -Trans fo rma t ion bei der W a h l von n 
gemäß (6.4-15) auf die Position der S ingu la r i t ä t en hat, betrachten wir zwei Zahlenbeispiele. 
Fü r Q = 1, ß = 3 gilt tv = - 1 / 8 , t) = 3, sp = - 1 / 2 , sg = 3 / 2 . M a n sieht, daß sich 
der Abstand der S ingular i tä ten zu den R ä n d e r n des Integrationsintervalles (0,1) vervierfacht 
hat. 
Fü r et = 1, ß = 9 folgt tp = - 1 / 8 0 , i? = 9, sp = - 1 / 8 , sq = 9 / 8 . M a n sieht, daß sich der 
Abstand der S ingular i tä ten zu den R ä n d e r n des Integrationsintervalles (0 ,1) in diesem Fal l 
sogar verzehnfacht hat. Andererseits hat man jetzt erst dieselbe Entfernung erreicht wie i m 
ersten Beispiel vor Ausführung der Möbius -Trans fo rma t ion . 
M a n darf also aufgrund der Beispiele erwarten, daß sich eine Möb ius -Trans fo rma t ion mit 
r; = ß/a für große Unterschiede von a und ß besonders posit iv auf die Konvergenz der 
Quadraturformeln auswirken wird. Andererseits darf man nicht mehr erwarten als in etwa die 
Konvergenzgeschwindigkeit, die man ohne Möb ius -Trans fo rma t ion für kleine Unterschiede 
der Exponentialparameter mit Gauß-Fo rme ln erzielen kann. 
Welche Gauß-Formeln soll man nach der Möbius -Trans fo rma t ion verwenden? Aus (6.4-6) 
folgt, daß die neue Gewichtsfunktion w den Faktor 
(1 (6.4-16) 
e n t h ä l t , der als eine Gewichtsfunktion vom G a u ß - J a c o b i ' s e h e n Typus zu erkennen ist. Dar-
laus erhellt, daß am besten auch eine Jacobi-Quadraturfbrmel zu verwenden ist. Dies hat 
^allerdings den Nachteil , daß diese Formeln in Abhäng igke i t von den Parametern n\ +1\ und 
T i 2 4- t'i jeweils neu berechnet werden müssen . Ob sich das lohnt, h ä n g t von der K o m p l e x i t ä t 
des restlichen Integranden ab. Dies ist für jeden verwendeten Computer durch numerische 
Experimente zu untersuchen. 
6.4.2. Numerische Ergebnisse 
W i r vergleichen jetzt verschiedene Berechnungsverfahren für Uberlappungsintegrale m i t ver-
schiedenen Exponentialparametern. In den Tabellen 6.4.II und 6.4.III werden verschiedene 
Quadratur verfahren für die Integraldarstellung (6.2-23) hinsichtlich ihres numerischen Auf-
wandes untereinander verglichen. Ebenso sind zwei Verfahren aufgeführt , die auf der Rei-
hendarstellung (6.2-28) basieren. Im einen Verfahren wird diese Darstellung ohne, i m ande-
ren mi t Beschleunigung durch den t-Algorithmus (Wynn 1956) ausgewertet. Be i allen an-
geführten Verfahren werden die Uberlappungsintegrale mit ungleichen Exponentialparame-
tern dargestellt mit Hilfe einer transfmiten Summe über Uberlappungsintegrale mi t gleichen 
Exponentialparametern. Unter einer transfiniten Summe ist dabei eine unendliche Reihe 
oder ein Integral zu verstehen; für numerische Zwecke spielen na tür l i ch nur die endlichen 
Part ial- bzw. Quadratursummen eine Rolle. Der numerische Aufwand wird dabei durch die 
Anzahl von Uberlappungsintegralen mit gleichen Exponentialparametern bestimmt, die in 
den verschiedenen Darstellungen jeweils zu berechnen sind, um bestimmte relative Genau-
igkeiten zu erzielen. Der Einfachheit halber wurde für alle Integrale die gleiche Geometrie 
zugrundegelegt. Aufgrund von <p — O sind alle Integrale reell. Es ist wegen G l . (6.2-3) keine 
E inschränkung der Allgemeinheit, daß in den betrachteten Beispielen stets et < ß gilt . 
In den Tabellen 6.4.II und 6.4.III sind die Ergebnisse in Gruppen von Integralen mit glei-
chen Quantenzahlen zusammengefaß t , in denen der zweite Exponentialparameter ß jeweils 
vergrößert wird. Der erste Exponentialparameter a wird nicht geänder t . M a n sieht so deut-
lich die starke Abhängigkei t der Resultate vom Verhäl tnis der Exponentialparameter. Schon 
für kleine Unterschiede der Exponentialparameter haben die Quadraturverfahren Vorteile 
gegenüber der Reihendarstellung, ob mit , ob ohne Beschleunigungsverfahren. F ü r große Un-
terschiede der Exponentialparameter werden diese Vorteile immer deutlicher. Hinsichtlich 
der Quadraturverfahren werden die Erwartungen bes t ä t ig t , die weiter oben geäußer t wur-
den. Die Möbius-Verfahren sind also den Gauß-Verfahren für wachsende Unterschiede der 
Exponentialparameter immer mehr über legen. Die Gauss-Jacobi Verfahren sind den Gauss-
Legendre Verfahren für kleine Unterschiede der Exponentialparameter über legen, für große 
Unterschiede der Parameter dagegen meist unterlegen. Die Möbius-Jcicobi-Varianten kon-
vergieren schneller als die Möbius-Legendre-Var ianten , außer möglicherweise für sehr große 
Unterschiede der Exponentialparameter. Trotzdem steigt auch bei den Quadraturverfahren 
der Aufwand mit zunehmendem Unterschied der Exponentialparameter. Dies ist nach den 
obigen Ausführungen hinsichtlich der Position der S i n g u l a r i t ä t e n ) j a auch nicht anders zu 
erwarten gewesen. 
T a b e l l e 6 .4 . I I Vergleich von Berechnungsverfahren für Uberlappungsintegrale mit 
verschiedenen Exponentialparametern der B-Funktionen 
Verglichen werden die folgenden Verfahren: (A) Ileihenclarstellung (6.2-28) ohne Beschleu-
nigung und (B) mit Beschleunigung durch den e-Algorithmus, (C) Gauß-Legendre - , (D) 
G a u ß - J a c o b i - , (E) Möbius -Legendre - und (F) M ö b i u s - J a c o b i - Q u ad rat urverfahren, jeweils 
angewandt auf die Integraldarstellung (6.2-23). Angegeben sind die Zahlen ns bzw. n n 
zu berechnender Uberlappungsintegrale mit gleichen Exponentialparametern für die beiden 
relativen Genauigkeiten IO" 8 bzw. 1 0 _ n , jeweils als „ n g / n n " . Ein zweifacher Stern be-
deutet, d a ß die entsprechende Zahl nicht kleiner als 50 ist. Es gilt immer a = 1.5, R = 2, 
i) = 4 5 ° , = 0 ° . 
Ill *i «2 Z 2 rri2 ß (A) (B) (C) (D) (E) (F) 
4 4 4 3 3 3 2.0 20/26 14/17 14/16 8/10 11/13 5 / 7 
4 4 4 3 3 3 3.5 •+* 23/36 24/29 19/23 15/18 9/12 
4 4 4 3 3 3 5.0 34/** 33/41 29/36 18/21 12/16 
4 4 4 3 3 3 9.0 ** y** ** y** ** ^ ** 24/29 19/24 
4 4 4 3 3 3 12.0 ** ** y** ** y** ** yT** 27/34 23/29 
5 5 5 1 0 0 2.0 21/27 12/15 11/13 6/ 8 9/10 4/ 6 
5 5 5 1 0 0 3.5 ** 24/32 20/24 15/19 12/15 7/10 
5 5 5 1 0 0 5.0 ** y** 42/** 28/35 23/30 15/18 10/13 
5 5 5 1 0 0 9.0 ** i** ** i** 46/** 20/25 15/20 
5 5 5 1 0 0 12.0 ** j** ** ** i** ** i** 23/29 18/24 
5 5 5 5 5 5 2.0 11/14 8/10 15/19 9/11 13/15 5 / 7 
5 5 5 5 5 5 3.5 39/49 18/23 25/27 21/26 16/20 10/13 
5 5 5 5 5 5 5.0 ** i** 34/** 31/45 34/43 19/24 14/18 
5 5 5 5 5 5 9.0 ** i** 
** y** ** y** ** y** 22/33 22/28 
5 5 5 5 5 5 12.0 ** y** ** y** ** y** ** ^ ** 26/38 28/34 
5 5 5 5 5 -5 2.0 9/11 7 / 8 13/17 7/ 9 12/14 4/ 6 
5 5 5 5 5 -5 3.5 28/37 10/17 18/26 17/21 13/17 7/10 
5 5 5 5 5 -5 5.0 ** i** 19/24 25/33 25/32 14/19 9/13 
5 5 5 5 5 -5 9.0 ** y** 38/** 36/** 49/** 16/22 14/19 
5 5 5 5 5 -5 12.0 ** ** i** 48/** ** y** 16/25 17/23 
3 3 3 4 4 4 2.0 20/26 15/16 10/16 8/10 11/13 5 / 7 
3 3 3 4 4 4 3.5 ** j** 23/31 19/27 18/23 14/17 9/12 
3 3 3 4 4 4 5.0 42/** 27/38 28/35 14/20 12/15 
3 3 3 4 4 4 9.0 ** ** y** 49/** ** 19/27 18/23 
3 3 3 4 4 4 12.0 ** i** 
+* I** 22/32 22/28 
1 0 0 5 5 5 2.0 23/29 12/15 9/11 6/ 8 8/10 4/ 5 
1 0 0 5 5 5 3.5 ** y** 21/27 10/16 12/16 10/12 6/ 8 
1 0 0 5 5 5 5.0 ** y** 29/47 14/20 18/24 11/13 7/10 
1 0 0 5 5 5 9.0 ** ** ^ ** 19/27 32/44 14/18 10/14 
1 0 0 5 5 5 12.0 ** /** 25/36 44/** 15/20 12/17 
T a b e l l e 6.4.III Vergleich von Berechnungsverfahren für Uberlappungsintegrale mit 
verschiedenen Exponentialparametern der ^-Funkt ionen 
Verglichen werden die folgenden Verfahren: (A) Reihendarstellung (6.2-28) ohne Beschleu-
nigung und (B) mit Beschleunigung durch den €-Algorithmus, (C) Gauß-Lege iu lre - , (D) 
Gauß-Jacob i - , (E) Möbius -Legendre- und (F) Möbius -Jacobi -Quac lra turver fahren , jeweils 
angewandt auf die lntegraldarstellung (6.2-23). Angegeben sind die Zahlen 7i.< bzw. n G zu 
berechnender Über lappungs in tegra l e mit gleichen Exponentialparametern für die beiden re-
lativen Genauigkeiten I O - 4 bzw. I O - 6 , jeweils als „114/110". Ein zweifacher Stern bedeutet, 
daß die entsprechende Zahl nicht kleiner als 50 ist. Es gilt immer a = 1.5, R = 2, d = 4 5 ° , 
<p = 0 ° . 
71! Li nii n-2 *2 ß (A) (B) (C) (D) (E) (F) 
4 4 4 3 3 3 2.0 11/15 9/10 9/12 5/ (i 8/10 3/ -I 
4 4 4 3 3 3 3.5 42/** 19/21 14/19 12/15 9/12 5/ 7 
4 4 4 3 3 3 5.0 ** y** 24/28 16/23 19/24 11/14 7/10 
4 4 4 3 3 3 9.0 ** yf** + * yf** 29/41 38/48 14/16 12/15 
4 4 4 3 3 3 12.0 ** ^ ** ** y»** 39/** ** ^ ** 13/19 15/19 
5 5 5 1 0 0 2.0 13/17 8/11 8/ 9 4 / 5 6/ 8 2 / 3 
5 5 5 1 0 0 3.5 46/** 17/19 13/17 9/12 8/10 4 / 6 
5 5 5 1 0 0 5.0 ** y+* 21/29 19/24 14/19 10/12 6/ 8 
5 5 5 1 0 0 9.0 ** i** ** 34/42 29/37 13/17 9/12 
5 5 5 1 0 0 12.0' ** y** 45/** 40/** 15/19 U / 1 5 
5 5 5 5 5 5 2.0 6/ 9 5 / 7 10/13 5 / 7 9/11 3 / 4 
5 5 5 5 5 5 3.5 24/32 12/14 14/20 14/18 10/13 6/ 8 
5 5 5 5 5 5 5.0 ** i** 19/25 16/25 23/29 12/15 9/12 
5 5 5 5 5 5 9.0 ** yf** ** i** 35/45 49/** 14/20 15/19 
5 5 5 5 5 5 12.0 ** y* + ** i** 47/** ** 13/24 19/23 
5 5 5 5 5 -5 2.0 5 / 7 4 / 5 9/12 4/ 6 9/10 2 / 3 
5 5 5 5 5 -5 3.5 16/22 7/ 9 11/15 10/13 8/11 4/ 6 
5 5 5 5 5 -5 5.0 30/42 9/11 12/19 16/21 8/11 5 / 7 
5 5 5 5 5 -5 9.0 ** y** 14/29 20/28 31/40 8/12 8/11 
5 5 5 5 5 -5 12.0 ** i** 29/44 20/28 42/** 9/12 9/13 
3 3 3 4 4 4 2.0 11/1.5 8/11 8/10 5/ 6 8/ 9 3 /4 
3 3 3 4 4 4 3.5 44/** 16/20 11/16 11/15 8/11 5 / 7 
3 3 3 4 4 4 5.0 ** y** 23/30 15/21 18/23 8/12 7/10 
3 3 3 4 4 4 9.0 ** j** 37/** 21/37 37/46 11/15 11/15 
3 3 3 4 4 4 12.0 ** y** 28/49 12/17 14/18 
1 0 0 5 5 5 2.0 15/19 7 / 9 5 / 7 3 / 5 6/ 7 2 / 3 
1 0 0 5 5 5 3.5 ** i** 13/17 5/ 8 7 / 9 7/ 9 3 / 4 
1 0 0 5 5 5 5.0 ** i*± 17/21 7/10 10/14 7/10 3 / 4 
1 0 0 5 5 5 9.0 ** i** 23/40 8/13 18/25 9/11 5 / 7 
1 0 0 5 5 5 12.0 ** i** 30/** 11/17 24/34 8/11 6 / 9 
G.4.2. N uiiierische Ergebnisse 
Weitere Darstellungen für das Uberlappungsintegral mit unterschiedlichen Exponentialpa-
rametern wurden schon auf ihre numerischen Eigenschaften hin untersucht (Weniger 1982, 
Kapitel 6; Weniger und Steinborn 1983b, Abschnitt VI) . Zu nennen sind hier die Jacobi-
Polynom-Darstellung (6.2-24) und die aus dem Multiplikationstheorein der B-Funktionen 
rasch folgenden Darstellungen (6.2-25). 
Auf der Darstellung (6.2-24) basiert das Unterprogramm BS22JP von Weniger, auf den 
beiden unendlichen Reihen (6.2-25) das Programm BS22IS von Weniger. Diese beiden 
Programme werden in den Tabellen 6.4.IV bis 6.4.IX mit dem im Kalimen dieser Arbeit 
entwickelten Unterprogramm S T 2 B M L verglichen. Dieses Prograiii in basiert auf der In-
tegraldarstellung (6.2-23). Es kann mit verschiedenen Quadraturregeln kombiniert werden. 
Dies ist im Begleittext des Programms ausführlich besehrieben. In den angeführten fIabelhui 
wurde es mit einer Möbius - Jacob i -Quadra tu r mit 30 Stützstel len verknüpft. Der Parameter 
der Möbius-Transformation wurde dabei mittels G l . (6.4-15) bestimmt. 
Injeder Tabelle wird dabei eine Gruppe von Uberlappungsintegralen untersucht, die sich 
im zweiten Exponentialparameter unterscheiden. Zu jedem Unterprogramm ist in den Spal-
ten „Zeit" jeweils der Zeitbedarf in Mikrosekunden angegeben. Diese Zeiten wurden mittels 
des Unterprogramms ( ' P F T l M F ( I B M 1988a, S. 2801') ermittelt und sind auf einige Mikrose-
kunden genau. 5 Diese Form, den Aufwand zu vergleichen, ist in diesem falle angebracht, da 
bei Verwendung der Jaeobi-Polynom-Darstelluiig keine Uberlappungsintegrale mit gleichem 
Fxponentialparameter zu berechnen sind. 
Anhand der Tabellen ( i . l . IV bis 6.4.IX sieht man, daß die Programme BS22JP und 
S T 2 B M L einen Zeit bedarf haben, der innerhalb einer Tabelle jeweils in etwa konstant ist. 
Der Zeitbedarf des Programms BS221S ist im wesentlichen proportional zur Zahl Nterm der 
verwandten Uberlappungsintegrale mit gleichen Exponentialparametern, die jeweils der letz-
ten Spalte der Tabellen zu entnehmen ist. Man sieht, daß die Zeit pro Uberlappurigsintegral 
mit gleichen Exponentialparametern bei dem Unterprogramm BS22IS etwas geringer ist als 
bei dem Programm S T 2 B M L , bei dem jeweils A q l l c u ] = 30 Integrale mit gleichen Parametern 
zu berechnen sind. Der Grund dafür liegt vor allein darin, daß bei Verwendung der In-
tegraldarstellung (6.2-23) NquaiI verschiedene Strings von reduzierten Bessel-Funktionen zu 
berechnen sind. Im CJegensatz dazu kann man die einmal errechneten reduzierten Bessel-
Funktionen mit Exponentialparameter a bzw. ß bei höheren Tennen der unendlichen Reihen 
iininer wieder verwenden. 
*' Diese Z e i t e n ge l t en n a t ü r l i c h nur für den v e r w e n d e t e n C O M F A H d O X 8 / 8 5 - C o m p u t e r des R e c h e n z e n -
t r u m s der U n i v e r s i t ä t J l e g e n s b n r g unter V M / S P l l e l ease 5. 
' A u c h d ie Y V u r z e I h e r e c h n n n g e n für d ie / - a b h ä n g i g e n E x p o n e n t i a l p a r a m e t e r kos t en Z e i t : B e i Nquad — 30 
s i n d das a u f d e i n v e r w e n d e t e n C o m p u t e r ca . 150 M i k r o s e k u n d e n . 
Berechnet wird das Über lappungs in tegra l S^'^'o ( l - 5 0 , ^ , R ) mi t R — 2.0, 1O = 4 5 . 0 ° , (p = 0 ° . S T 2 B M L verwendet eine M ö b i u s - J a c o b i -
Quadraturformel für die lntegraldarstellung (6.2-23) mit Nqua<i = 30 S tü tzs te l len . B S 2 2 J P liegt die Jacobi-Polynom-Darstel lung 
(6.2-24) zugrunde. BS22IS basiert auf den beiden einfachen Reihenentwicklungen (6.2-25). Zeitangaben in Mikrosekunden. 
ß Zeit S T 2 B M L Zeit BS22JP Zeit BS22IS Nttrm 
1.60 1249 0.521113697785D - 0 4 212 0.521135017542D- - 0 4 526 0.521113697785D- -04 19 
1.70 1193 0.380762828219D - 0 4 162 0.380762465803D - 0 4 702 0.380762828219D- -04 27 
1.80 1193 0.272000483689D - 0 4 164 0.272000482607D- -04 876 0.272000483689D- -04 34 
1.90 1194 0.188194806192D- - 0 4 162 0.188194805872D- -04 1061 0.188194806192D- -04 41 
2.00 1194 0.124012931520D- - 0 4 162 0.124012931374D- -04 1234 0.124012931520D- -04 48 
2.50 1199 -0.239654763483D- - 0 5 163 -0.239654763490D- -05 2234 -0.239654763483D- -05 88 
3.00 1208 -0.495926356428D - 0 5 162 -0.495926356428D- -05 3262 -0.495926356428D- -05. 129 
3.50 1212 -0.443160329669D- - 0 5 163 -0.443160329669D- -05 4475 -0.443160329669D- - 0 & 178 
4.00 1209 -0.338188910561D- - 0 5 162 -0.338188910561D- -05 5862 -0.338188910561D- -05 233 
4.50 1198 -0.245591139179D- - 0 5 166 -0.245591139179D- -05 7445 -0.245591139179D- -05 296 
5.00 1198 -0.175913510411D- - 0 5 163 -0.175913510411D- -05 9157 -0.17591351041 ID--05 365 
6.00 1210 -0.911841355162D- -06 163 -0.911841355162D- -06 13114 -0.911841355162D- -06 523 
7.00 1210 -0.492949261224D- -06 163 -0.492949261224D- -06 17711 -0.492949261224D- -06 707 
8.00 1207 -0.279998252630D- -06 163 -0.279998252630D- -06 22990 -0.279998252630D- -06 918 
9.00 1199 -0.166707095570D- -06 163 -0.166707095570D- -06 28968 -0.166707095570D- -06 1155 
Berechnet wird das Über lappungs in teg ra l (1.50, ,6\ R ) mit R = 2.0, = 4 5 . 0 ° , ^ = 0 ° . S T 2 B M L verwendet eine M ö b i u s - J a c o b i -
Quadraturformel für die lntegraldarstellung (6.2-23) mit Nqua^ = 30 Stü tzs te l len . B S 2 2 J P liegt die Jacobi-Polynom-Dars te l lung 
(6.2-24) zugrunde. BS22IS basiert auf den beiden einfachen Reihenentwicklungen (6.2-25). Zeitangaben in Mikrosekunden. 
ß Zeit S T 2 B M L Zeit BS22JP Zeit BS22IS Nterm 
1.60 1380 0.192770716064D - 0 4 262 0.235072544643D--01 588 0.192770716064D-- 0 4 22 
1.70 1349 0.163776067620D - 0 4 240 0.135089669909D--04 778 0.163776067620D-- 0 4 30 
1.80 1352 0.139054572704D - 0 4 240 0.138816456976D--04 978 0.139054572704D--04 38 
1.90 1352 0.118071438676D-- 0 4 239 0.118073103295D--04 1187 0.118071438676D-- 0 4 46 
2.00 1353 0.100314519689D - 0 4 239 0.100314533061D--04 1385 0.100314519689D-- 0 4 54 
2.50 1403 0.453478579375D-- 0 5 268 0.453478579619D--05 2524 0.453478579375D-- 0 5 99 
3.00 1356 0.215624955688D - 0 5 251 0.215624955688D--05 3829 0.215624955688D-- 0 5 152 
3.50 1355 0.1085621401S7D - 0 5 239 0.108562140187D--05 5358 0.10S562140187D-- 0 5 213 
4.00 1367 0.57793563403 ID - 0 6 240 0.577935634031D--06 7105 0.577935634031D - 0 6 283 
4.50 1368 0.323942212663D - 0 6 239 0.323942212663D--06 9118 0.323942212663D - 0 6 363 
5.00 1358 0.190225526746D - 0 6 254 0.190225526746D--06 11305 0.190225526746D -06 451 
6.00 1364 0.739663726812D - 0 7 239 0.739663726812D--07 16364 0.739663726812D - 0 7 653 
7.00 1364 0.328112837626D - 0 7 240 0.32S112837626D--07 22309 0.328112837626D - 0 7 891 
8.00 1355 0.161536360052D - 0 7 240 0.161536360051D--07 29147 0.161536360052D-- 0 7 1164 
9.00 1373 0.864251190542D - 0 8 240 0.864251190542D--08 36890 0.864251190542D-- 0 8 1471 
Berechnet wird das Über lappungs in tegra l (1 .50, /? ,R) mit R = 2.0, i? = 4 5 . 0 ° , ip = Q°. S T 2 B M L verwendet eine M ö b i u s - J a c o b i -
Quadraturformel für die Integraldarstellung (6.2-23) mit NQUAJI = 30 Stü tzs te l len . B S 2 2 J P liegt die Jacobi-Polynom-Dars te l lung 
(6.2-24) zugrunde. BS22IS basiert auf den beiden einfachen Reihenentwicklungen (6.2-25). Zeitangaben in Mikrosekunden. 
ß Zeit S T 2 B M L Zeit BS22JP Zeit BS22IS Nterm 
1.60 1901 0.850266924414D - 0 7 610 -0.268771111446D+09 1390 0.S50266924415D--07 22 
1.70 1854 0.725548606790D - 0 7 569 -0.394209186711D+02 1931 0.72554S606790D-- 0 7 31 
1.80 1871 0.614452562852D - 0 7 568 -0.433832955775D -01 2477 0.614452562850D-- 0 7 40 
1.90 1866 0.517337577821D - 0 7 570 0.402050433939D - 0 4 2964 0.517337577818D-- 0 7 48 
2.00 1867 0.433642910968D - 0 7 569 -0.294815384297D-- 0 6 3449 0.433642910964D-- 0 7 56 
2.50 1872 0.173589902989D - 0 7 570 0.173579318911D-- 0 7 6272 0.173589902991D-- 0 7 102 
3.00 1873 0.691927895099D - 0 8 569 0.691927914658D-- 0 8 9560 0.691927S95274D-- 0 8 156 
3.50 1872 0.284149727379D - 0 8 569 0.284149726627D-- 0 8 13413 0.2S4149727448D-- 0 8 219 
4.00 1870 0.121776221205D - 0 8 569 0.1217762211S6D--OS 17757 0.121776221162D-- 0 8 290 
4.50 1861 0.546715678225D-- 0 9 579 0.54671567S230D-- 0 9 22643 0.546715676SS3D--09 370 
5.00 1862 0.257069275231D-- 0 9 581 0.257069275234D-- 0 9 28062 0.257069272417D-- 0 9 159 
6.00 1869 0.647256375530D - 1 0 569 0.647256375538D-- 1 0 40617 0.647256312967D-- 1 0 664 
7.00 1866 0.190102339707D-- 1 0 587 0.190102339710D-- 1 0 55409 0.190102311232D-- 1 0 906 
8.00 1890 0.636467074916D--11 605 0.636467074988D--11 72326 0.636467770493D-- I i l 183 
9.00 1874 0.238036544122D--11 588 0.238036544139D--11 91341 0.238037476843D-- I l 1494 
Berechnet wird das Über lappungs in tegra l S12£»J(1.50,ß, R ) mit R = 9.9, •d = 4 5 . 0 ° , ip = 0 ° . S T 2 B M L verwendet eine M ö b i u s - J a c o b i -
Quadraturformel für die lntegraldarstellung (6.2-23) mit Nquad = 30 Stü tzs te l len . BS22JP liegt die Jacobi-Polynom-Darste l lung 
(6.2-24) zugrunde. BS22IS basiert auf den beiden einfachen Reihenentwicklungen (6.2-25). Zeitangaben in Mikrosekunden. 
ß Zeit S T 2 B M L Zeit BS22JP Zeit BS22IS Nterm 
1.60 1258 -0.104703259123D- - 0 5 207 -0.104703259065D- -05 576 -0.104703259123D- -05 21 
1.70 1199 -0.710536179823D- - 0 6 163 -0.710536179824D- -06 752 -0.710536179823D- -06 29 
1.80 1202 -0.491779879265D- - 0 6 162 -0.491779879265D- -06 927 -0.491779879265D- -06 36 
1.90 1197 -0.347016268164D - 0 6 161 -0.347016268164D- -06 1126 -0.347016268164D- -06 44 
2.00 1194 -0.249468856835D - 0 6 162 -0.249468856835D- -06 1300 -0.249468856835D- -06 51 
2.50 1197 -0.611172787988D - 0 7 162 -0.611172787988D- -07 2390 -0.611172787988D- -07 94 
3.00 1209 -0.204092379718D - 0 7 162 -0.204092379718D- -07 3653 -0.204092379718D- -07 145 
3.50 1199 -0.838386158672D - 0 8 173 -0.838386158672D- -08 5125 -0.838386158672D- -08 204 
4.00 1208 -0.397188562533D - 0 8 163 -0.397188562533D- - 0 8 6810 -0.397188562533D- -08 271 
4.50 1210 -0.208566346244D - 0 8 .163 -0.208566346244D- -OS 8699 -0.208566346244D- -08 347 
5.00 1199 -0.118346628410D - 0 8 162 -0.118346628410D- -08 10836 -0.118346628410D- -08 432 
6.00 1199 -0.451406683633D - 0 9 162 -0.4514066S3633D-- 0 9 15700 -0.451406683633D- - 0 9 626 
7.00 1220 -0.202344871162D- - 0 9 179 -0.202344S71162D--09 21394 -0.202344871162D- -09 853 
8.00 1233 -0.101669712907D - 0 9 179 -0.101669712907D- -09 27863 -0.101669712907D- -09 1113 
9.00 1213 -0.556276153208D - 1 0 163 -0.556276153208D- -10 35160 -0.556276153208D- -10 1405 
Berechnet wird das Über lappungs in tegra l (1.50,/?, R ) mit R = 9.9, i? = 4 5 . 0 ° , ip = 0°. S T 2 B M L verwendet eine M ö b i u s - J a c o b i -
Quadraturformel für die Integraldarstellung (6.2-23) mit Nquaa* = 30 Stützs te l len . B S 2 2 J P liegt die Jacobi-Polynom-Darstel lung 
(6.2-24) zugrunde. BS22IS basiert auf den beiden einfachen Reihenentwicklungen (6.2-25). Zeitangaben in Mikrosekunden. 
ß Zeit S T 2 B M L Zeit BS22JP Zeit BS22IS Nierm 
1.60 1386 -0.161674913298D - 0 5 258 -0.161331679140D - 0 5 589 -0.161674913298D- -05 22 
1.70 1359 -0.120151039881D- - 0 5 239 -0.120150959455D - 0 5 803 -0.120151039881D- -05 31 
1.80 1359 -0.899928393474D- -06 239 -0.899928385853D - 0 6 1027 -0.899928393474D- -06 40 
1.90 1361 -0.679948034232D - 0 6 238 -0.679948034080D - 0 6 1227 -0.679948034232D- -06 48 
2.00 1352 -0.518509940142D - 0 6 239 -0.518509940134D - 0 6 1469 -0.518509940142D- -06 57 
2.50 1408 -0.153868680265D- -06 270 -0.153868680265D- - 0 6 2661 -0.153868680265D- -06 104 
3.00 1368 -0.562816953685D -07 239 -0.562816953685D- - 0 7 4055 -0.562816953685D- -07 161 
3.50 1357 -0.242123804729D- - 0 7 238 -0.2421238 04729D - 0 7 5710 -0.242123804729D- -07 227 
4.00 1358 -0.117666320053D- - 0 7 249 -0.117666320053D- - 0 7 7611 -0.117666320053D- -07 303 
4.50 1367 -0.627335329214D- -08 238 -0.627335329214D- -08 9734 -0.627335329214D- -08 388 
5.00 1356 -0.359433037425D- -08 238 -0.359433037425D- -08 12130 -0.359433037425D- -08 483 
6.00 1365 -0.138627684779D- -08 238 -0.138627684779D- -08 17564 -0.138627684779D- -08 701 
7.00 1355 -0.625050579270D- - 0 9 239 -0.625050579270D- - 0 9 23941 -0.625050579270D- -09 956 
8.00 1356 -0.315149013506D- -09 239 -0.315149013506D- - 0 9 31251 -0.315149013506D- -09 1248 
9.00 1357 -0.172813190401D- -09 256 -0.172813190401D- -09 39501 -0.172813190401D- -09 1578 
Berechnet wird das Über lappungs in tegra l S s f j ( L S O 5 y O 5 R ) mit R = 9.9, = 4 5 . 0 ° , tp = 0 ° . S T 2 B M L verwendet eine M ö b i u s - J a c o b i -
Quadraturformel für die lntegraldarstellung (6.2-23) mit NquafL = 30 S tü tzs te l len . BS22JP liegt die Jacobi-Polynom-Dars te l lung 
(6.2-24) zugrunde. BS22IS basiert auf den beiden einfachen Reihenentwicklungen (6.2-25). Zeitangaben in Mikrosekunden. 
ß Zeit S T 2 B M L Zeit BS22JP Zeit BS22IS Nterm 
1.60 1328 -0.332015628123D - 0 6 218 -0.109242444636D- - 0 3 400 -0.332015628123D- -06 22 
1.70 .1307 -0.2S3753133933D - 0 6 207 -0.285789308263D- - 0 6 541 -0.283753133933D- -06 31 
1.80 1313 -0.241059171193D- - 0 6 207 -0.241062065691D- - 0 6 689 -0.241059171193D- -06 40 
1.90 1311 -0.204019470595D - 0 6 207 -0.204019486265D- - 0 6 821 -0.204019470595D- -06 48 
2.00 1309 -0.172320836362D - 0 6 207 -0.172320836941D - 0 6 968 -0.172320836362D- -06 57 
2.50 1305 -0.746235387947D- - 0 7 206 -0.746235387947D- - 0 7 1755 -0.746235387947D- -07 104 
3.00 1305 -0.342910495475D - 0 7 208 -0.342910495475D- - 0 7 2675 -0.342910495475D- -07 160 
3.50 1307 -0.1702171443S2D - 0 7 207 -0.1702171443S2D--07 3751 -0.170217144382D- -07 225 
4.00 1316 -0.90S725303104D - 0 8 207 -0.908725303104D- -08 4982 -0.908725303104D- -OS 300 
4.50 1308 -0.516754001491 D -OS 207 -0.516754001491 D- 0 8 6373 -0.516754001491D- - 0 8 384 
5.00 1309 -0.310004596991D- - 0 8 212 -0.310004596991D- -08 7910 -0.310004596991D- -08 477 
6.00 1309 -0.126S94724622D--OS 207 -0.126894724622D- -08 11465 -0.126894724622D- -08 692 
7.00 1306 -0.592873733604D- - 0 9 224 -0.592873733604D- - 0 9 15595 -0.592S73733603D--09 943 
8.00 1304 -0.305S63423566D - 0 9 207 -0.305863423566D - 0 9 20348 -0.305863423566D- -09 1230 
9.00 1306 -0.170367459114D- - 0 9 207 -0.170367459114D- - 0 9 25704 -0.170367459114D- -09 1554 
Wichtiger als der Zeitaufwand ist die Verläßlichkeit, also die erzielte Genauigkeit. Hier 
ist nun das Prograinni S T 2 B M L den anderen beiden Prograrninen über legen. Denn für 
kleine Unterschiede der Exponentialparaineter kommen die numerischen Ins t ab i l i t ä t en der 
Jacobi-Polynom-Dcirstel lung deutlich zum Vorschein. M a n stellt stets Stellenverlusle fest. 
Insbesondere für große Werte der Drehimpulsquantenzahlen erhäl t man völlig unsinnige 
Resultate. 
Auch das Unterprogramiii BS221S liefert nicht immer völlig stabile Ergebnisse. Für 
hohe Werte von Ntcrm kann es zu deutlichen Rundungsfehlern aufgrund der hohen Zahl zu 
addierender Terme kommen. Dies erkennt man z. B . an den letzten E in t r ägen von Tabelle 
6.4.VI, die zeigen, daß u. U . nur sechsstellige Genauigkeit durch BS221S erzielt wird. 
Zu bemerken ist, daß diese Ins tab i l i t ä ten anscheinend stark von der Wor t l änge a b h ä n g e n , 
mit der der Computer arbeitet. Denn ein Vergleich mit Ergebnissen ä l te rer Rechnungen 
(Weniger 1982) zeigt, daß bei der in den damaligen Rechnungen verwendeten Genauigkeit 
(ca. 23-24 Stellen) die Ins tabi l i tä ten nicht so stark in Erscheinung traten wie bei den 
vorliegenden Rechnungen, bei denen etwa die 12-13 führenden Stellen von/16 möglichen 
verläßlich sein sollten. 
Andererseits ist es auch keine Lösung, einfach die verwendete Genauigkeit auf Q U A D R U -
P L E P R E C I S I O N zu erhöhen. Denn dann gehen die benöt ig ten Rechenzeiten ebenfalls 
stark in die Höhe. A u ß e r d e m ist unwahrscheinlich, daß man allein durch die E r h ö h u n g der 
Genauigkeit die numerischen Ins tab i l i t ä ten wirklich vollständig in den Griff bekommt. 
Zu bemerken ist ferner, daß Nquaa- = 30 ein hoher Wert von Stü tzs te l len ist. W i e Tabelle 
6.4.II zeigt, ist es sicherlich möglich, ohne Verzicht auf Genauigkeit diesen Wert für kleine 
Unterschiede der Exponentialparameter wesentlich kleiner zu wählen. Dies wirkt sich dann 
selbstvers tändl ich positiv auf die Rechenzeiten aus. 
A l s Fazit bleibt folgendes festzuhalten: Reihendarstellungen sind für kleine Unterschiede 
der Exponentialparameter nützl ich, insbesondere in Verbindung mit nichtlinearen Beschleu-
nigungsverfahren. Die Jacobi-Polynom-DarsteHung ist sehr effizient für große Unterschiede 
der Parameter, hat aber Ins tab i l i t ä ten , so daß der Bereich zuverlässiger Anwendung in 
Abhängigkei t vom jeweiligen Rechner jeweils gesondert bestimmt werden muß . Möbius-
Regeln in Verbindung mit der eindimensionalen Integraldarstellung (6.2-23) erlauben eine 
schnelle und verläßliche Berechnung von Uberlappungsintegralen für kleine als auch für große 
Unterschiede der Exponentialparameter. 
6.5. Fourier-Transformierte eines Produkts zweier B-Funktionen: 
Numerische Methoden und Ergebnisse 
In diesem Abschnit t werden numerische Methoden und Ergebnisse beschrieben, die auf der 
eindimensionalen Integraldarstellung (6.1-3) von Trivedi und Steinborn bzw. der kompakten 
Darstellung (6.1-11) für die Fourier-Transformierte zweier B-Funktionen beruhen. 
6.5.1. Numerische Methoden 
Die numerischen Eigenschaften dieser Integraldarstellung sind schon intensiv untersucht wor-
den (Grotendorst 1985, Abschnit t 4.2; Grotendorst und Steinborn 1985, Abschnit t I V ) . Die 
Fourier-Transformierte des zweizentrigen Produktes wurde als (Grotendorst und Steinborn 
1985, S. 205, G l . (4.6)) 
O 
mit 
[ 7 (s)) 2 = p2s(l - s) + a2s + ß2(l - s) (6.5-2) 
geschrieben. Die Integrationsvariable <$ hier entspricht 1 — t in den oben angegebenen 
Formeln. Wegen der genauen Form der Konstante C und der Funkt ion g(s) sei hier auf 
die Literatur verwiesen, die Kombinat ion C • g(s) kann aber auch eindeutig aus G l . (6.1-3) 
abgelesen werden. Als numerisch wichtige Bestandteile des Integranden wurden die Faktoren 
w(s) = e~lspR (6.5-3) 
und 
h(s) = i / [ 7 ( 5 ) ] 2 ( * » + » ' + * + ' * ) + i (6.5-4) 
festgestellt (Grotendorst und Steinborn 1985, S. 206). Für große Werte von p • R oszilliert 
die Funktion w(s) heftig. Ferner wurde bemerkt, daß die Funktion g(s) • h(s) für größere 
Werte von p = | p | in der Nähe von 5 = 0 und/oder 5 = 1 scharfe Spitzen aufweist. Die 
Schärfe dieser Spitzen hängt von den Quantenzahlen n i , n2, und E2-, a b e r auch von den 
Exponentialparametern a und ß sowie ihrem Verhäl tnis a/ß ab (Grotendorst und Steinborn 
1985, S. 207). Graphische Darstellungen dieser Spitzen wurden angegeben (Grotendorst 
1985, S. 69, A b b . (4.1), S. 70, Abb . (4.2)). 
Als Folgerung aus diesem numerisch schwierigen Verhalten wurden automatische Quadra-
turverfahren für die Auswertung der Integraldarstellung (6.1-3) angewendet. Es handelte sich 
um den Algorithmus A I N O S (Piessens und Branders 1975) aus der Familie der Q U A D P A C K -
Programme (Piessens et al. 1983). Dieser Algorithmus basiert auf einer Kombina t ion von 
Methoden - modifizierter Clenshaw-Curtis-Integration (Clenshaw und Curt is 1960; Bran-
ders und Piessens 1975), Gauß-Legendre- und G a u ß - K r o n r o d - Q u a d r a t u r (Kronrod 1965), 
e-Algorithmus (VVynn 1956) - und ist besonders geeignet für die numerische Berechnung 
von Integralen der Form 
also der reellen Fourier-Transformierten. Dieser Algorithmus ist im Programm D O l A N F der 
NAG-Bib l io thek ( N A G 1983) implementiert. 
W i r werden sehen, daß man sehr gute Quadraturresultate erzielen kann, wenn man die 
Oszillationen gar nicht besonders berücksicht igt . Die Spitzen sind in einem gleich zu be-
sprechenden Sinn wesentlich wichtiger. W i e wir in Abschnit t 5.1 gesehen haben, hängen die 
Spitzen mit dem Auftreten der Gewichtsfunktion (5.1-2) zusammen. 
W i e ist dieser erstaunliche Erfolg von Methoden zu erk lären , die die oszillatorische Natur 
des Integranden nicht speziell berücksicht igen und im wesentlichen nur von der Gewichts-
funktion (5.1-2) ausgehen? Die Erk lä rung ist letzlich einfach. Die Oszillationen sind nur 
für große Werte von p • R s tö rend , also normalerweise (außer für sehr große Werte von R) 
besonders für große Werte von p. Fü r diese treten aber scharfe Spitzen auf. Nur in der Re-
gion dieser Spitzen ist der Integrand von Bedeutung. Die Spitzen setzen gewissermaßen ein 
Fenster. Nur dann, wenn in diesem Fenster -also in der kleinen Region der Spi tzen- der Inte-
grand oft oszilliert, kann der oszillierende Beitrag numerisch s törend in Erscheinung treten. 
M a n m u ß demnach die Wellenlänge der Oszillationen, also 2n/(p • R) , vergleichen mit den 
typischen Abmessungen der Region der Spitzen. W i r betrachten den Fall p2 > max(a 2 , / ? 2 ) . 
E i n Bl ick auf die Gewichtsfunktion w(t] ? n , n , a , ß , p ) aus G l . (5.1-2) lehrt, daß Spitzen dann 
nicht auftreten können , wenn man im Nenner a 2 ( l — t) und ß2t beide gegen p2t(l — t) ver-
nachlässigen kann. Die Spitze in der N ä h e von t = 1 hat demnach eine Ausdehnung der 
Größenordnung ß2/p2, die nahe von t = O eine Ausdehnung der Ordnung a2/p2. Die Größe 
der Fenster ist also proportional zu p~2. Diese schrumpfen also schneller als die Wellenlänge. 
Die Zahl der Halbwellen i m Fenster bei t 1 ist von der Größenordnung p • R /? 2 /(7r/; 2 ), die 
im Fenster bei t ; « O von der Größenordnung p • Ra 2 / (7 rp 2 ) . Nur wenn eine dieser Zahlen 
groß ist, also i m betrachteten Fal l nur für sehr große R, s tören die Spitzen deutlich. 
M i t anderen Worten: Die Berücksicht igung der Spitzen ist in erster N ä h e r u n g wesentlich 
wichtiger als die Berücksicht igung der Oszillationen außer für sehr große Werte von R. Dies 
b b 
(6.5-5) 
a a 
soll nicht he ißen , daß die Oszillationen ü b e r h a u p t nicht in Erscheinung treten, aber ihr 
Eini luß wird durch die sich ansonsten eher ungüns t ig auswirkenden Spitzen stark beschnitten. 
[ Wij - haben in Abschnit t 5.1 Quadraturverfahren kennengelernt, die güns t ige Eigenschaften 
haben für Integranden mit einer scharfen Spitze am Rande. Diese Quadraturverfahren 
beruhen auf Möbius -Trans format ionen , die von einem Parameter abhängen . Durch geeignete 
Wahl des Parameters kann man diese Spitzen stark verbreitern bzw. für eine ausreichend 
große Zahl von Knoten der Quadraturregel in der Spitzenregion sorgen. In Abschnitt 5.1.3 
sind Regeln zur Wahl des Parameters angegeben. Eine Gruppe von Regeln verfolgt das Ziel , 
daß der transformierte Integrand sein M a x i m u m in der Mi t t e des Integrationsintervalles hat 
(Regeln W , W ' und W " ) . Eine andere Regel wähl t den Parameter so, daß die nächstgelegene 
S ingula r i t ä t des Integranden möglichst weit vom Integrationsintervall entfernt liegt (Regel 
S). 
In Abschnit t 5.2.3 ist beschrieben, wie man Regel W 7 ' und Regel W ' i m Falle der Ge-
wichtsfunktion (5.1-2) anwenden kann. Hat die Gewichtsfunktion genau ein M a x i m u m im 
liitegratioiisintervall, so erzwingt man mit Regel W w , daß die transformierte Gewichtsfunk-
tion genau ein M a x i m u m in der Mi t t e des Integrationsintervalles hat. Im Falle zweier M a x i m a 
kann man das Integrationsintervall an der Position des Minimums dazwischen aufspalten. In 
jedem Teilintervall kann man dann der Einfachheit halber die Regel W1 anwenden. Dadurch 
wird in jedem Teilintervall die Position des Maximums auf den Mit te lpunkt des transfor-
mierten Intervalls abgebildet. 
In Abschnit t 5.1 wurde die Feststellung getroffen, daß die Verwendung der Regel W der 
Anwendung der Regel W normalerweise über legen ist. Leider ist Regel W im Falle der Ge-
wichtsfunktion (5.1-2) nicht so leicht zu implementieren. Denn man braucht Informationen 
über die Halbwertsbreite der betrachteten Spitze. Hier hat sich i m Falle zumindest dieser 
Gewichtsfunktion die folgende Modifikation der Regel W ' gut b e w ä h r t . Anstelle die Position 
der Spitze selbst auf die Mi t t e des transformierten Intervalles abzubilden, bilde man den 
Punkt auf die Mi t t e des transformierten Intervalles ab, der um einen bestimmten Faktor 
,0 < T < 1 nähe r zur Intervallmitte des nicht transformierten Intervalles liegt. In der No-
menklatur des Abschnitts 5.1.3 kann man also die folgende, modifizierte Regel aufstellen: 
Hat die Gewichtsfunktion eine scharfe Spitze nahe an einer Grenze des Intervalles ( — 1,1) 
bei der Position x = xu, so wähle man £ = TXQ. Diese skalierte Version von Regel W ' ist 
sehr einfach zu implementieren, sofern man nur die Position der Spitzen kennt. M a n hat 
nun einen zusätzl ichen Freiheitsgrad, näml ich den Parameter r . Die ursprüngl iche Regel W ' 
entspricht r = 1. Interessanterweise erhä l t man i m Falle der Gewichtsfunktion (5.1-2) gute 
Resultate, wenn man durchweg r = 0.9 wähl t . Anscheinend kann man mit dieser skalierten 
Regel W ' die besseren Resultate der Regel W simulieren. Ob diese Modifikation von Regel 
IW' von breiterem Interesse ist, kann man nicht so ohne weiteres sagen. Vergleicht man die 
Tabelle 5.1.IX, so sieht man, daß auch i m Falle der Funktion (5.1-25) ein Wert von r = 0.9 
die Regel W erfolgreich simuliert, im Fall der Funktion (5.1-28) dagegen nicht. 
In Abschni t t 6.4 zeigte sich, daß die Regel S zur Wahl des Parameters der Möbius-
Transformation vor allem in Verbindung mit Jacobi-Regeln eine sehr effiziente Quadra-
turmethode für Integrale mi t der Gewichtsfunktion (6.4-1) liefert. Liegt wie im Falle der 
lntegraldarstellung (6.1-11) der Fourier-Transformierten eines zweizentrigen Produktes von 
ß - F u n k t i o n e n dagegen eine Gewichtsfunktion vom T y p (5.1-2) vor, so ist die Analyse da-
durch etwas erschwert, daß diese Funktion statt einer Singular i tä t gleich zwei hat, wie aus 
den Gleichungen (5.1-3) und (5.1-4) hervorgeht. Wie wir noch sehen werden, e rhä l t man 
als Lohn für die etwas u m s t ä n d l i c h e Analyse aber eine neue Quadraturmethode, die für die 
Fourier-Transformierten zweizentriger Dichten, relativ schnell konvergiert. Es ist zu vermu-
ten, daß diese neue Variante der M ö b i u s - Q u a d r a t u r , die auf Regel S basiert, auch für die 
komplizierteren Integral typen in Zukunft nutzbringend eingesetzt werden kann. 
Eine erste, wichtige Beobachtung ist, daß die einzigen Singular i tä ten des gesamten In-
tegranden der lntegraldarstellung (6.1-11) bei den Werten von t gelegen sind, für die 
7 ( a , / ? , i , p ) = O gilt. Die S ingu la r i t ä t en der Gewichtsfunktion sind sogar die einzigen Singu-
l a r i t ä t en des Integranden. Denn Über l appungs in teg ra l e mi t gleichen Exponentialparametern 
sind meromorphe Funktionen des Parameters, wie z. B . die Betrachtung des Faltungstheo-
rems (6.2-12) lehrt. Nur für verschwindenden Wert des Exponentialparameters haben sie 
einen P o l höchs tens dritter Ordnung. 
Die beiden S ingu la r i t ä t en t\ und t2 der Gewichtsfunktion (5.1-2) sind als Nullstellen des 
quadratischen Polynoms 
P(t) = p2t{\ - t) + a 2 ( l -t)+ ß2t = ~p2(t - ti)(t - t2) (6.5-6) 
gegeben. Die beiden Nullstellen liegen auf der reellen J-Achse außerha lb des Intervall (0,1): 
ti < O < 1 < t2. (6.5-7) 
W i r betrachten eine Möbius -Trans fo rmat ion 
des Intervalls (0,1) auf sich selbst. Der Punkt SOQ = r)/(i} — l) außerha lb dieses Intervalls wird 
auf t = ± o o abgebildet. Die beiden Punkte und t2 sind die Bilder der neuen Positionen 
der S ingu la r i t ä t en s\ bzw. 52. Die neue Gewichtsfunktion hat auße rdem die Singular i tä t 
S 0 O - ^ a c ^ e Able i tung 
der Möbius -Trans format ion nach s übera l l positiv ist, gilt auch 
S 1 < 0 < 1 < s 2 . (6.5-10) 
A u ß e r d e m liegt S 0 0 außerha lb des Intervalles {SiiS2). M a n m ö c h t e die n ä c h s t e S ingu la r i t ä t 
möglichst weit vom Intervall (0,1) entfernen halten (Regel S). Daraus folgt, daß die A b s t ä n d e 
der beiden Punkte Si und S
2
 von der Intervallmitte gleich sein müssen : 
1 / 2 - S 1 =s2 - 1 / 2 . (6.5-11) 
Es folgt 
1 = * + « = t1 + { i - t l ) i h + 1 , + ( i - t 2 ) i / v - ( 6 - M 2 ) 
Mult ip l iz ier t man diese Gleichung mi t dem Hauptnenner und dann mi t r/ 2, so ergibt sich 
eine quadratische Gleichung in m 
(»7*1 + 1 - h)(i)t2 + 1 - t2) = Titilrit2 + 1 - t2) + 17*2(7*1 + 1 - (6.5-13) 
Dies vereinfacht sich zu 
,» = U ^ i f c M > 0. (6.5-14) 
Im Zähler steht bis auf den Faktor — p2 der Wert des quadratischen Polynoms P(t) bei 
t = 1, im Nenner bis auf denselben Faktor der Wert des Polynoms bei t = 0. Es folgt die 
über raschend einfache Formel 
T1 = - . (6.5-15) 
a 
Für diesen Wert von 77 haben die beiden S ingu la r i t ä t en den gleichen Abs tand von der 
Intervallmitte. Dann gilt 
S 2 . V 2 ' _ 1 / 2 = 1 Ä ' I i i ( 6 . 5 . 1 6 ) 
1 — q 1 — q 2 1 — q 
mit 
Es gilt 0 < q < 1. 
Für ß = Q folgt ?/ = 1. Dies entspricht der identischen Abb i ldung . Die identische A b b i l -
dung führt aber zu keinem verbesserten Quadraturverfahren. Denn die beiden S ingu la r i t ä ten 
t\ und I2 haben in diesem Fal l automatisch den gleichen Abstand von der Intervallmitte. Es 
gilt nämlich 
^ = 5 = t ^ H J - ( 6 - 5 ' 1 8 ) 
Wie aus Tabelle 5.1.II hervorgeht, rücken für p —• oo diese S ingula r i t ä ten sehr dicht an die 
Ränder des Intervalls (0,1) heran und verlangsamen so die Konvergenz der Quadraturregeln. 
Hier bietet sich an, eine Aufspaltung des Integrationsintervalles für genügend große p vorzu-
nehmen und in jedem Teilintervall gesondert eine Möbius-Transformat ion durchzuführen. 
Dann stellen sich die folgenden Fragen: Wo soll man das Intervall aufspalten? W i e groß 
muß p sein, damit sich die Aufspaltung lohnt? Welchen Wert sollte man 77 geben, wenn man 
das Intervall aufspaltet? 
Im Falle identischer Exponentialparameter spaltet man das Intervall aus Symmetr iegrün-
den bei t = 1/2 auf. Fü r O < t < 1/2 verwendet man dann die lineare Koordinatentransfor-
mation 
t = u/2 (0 < u < 1), (6.5-19) 
im Teilintervall (1/2,1) dagegen 
t = ( l + u)/2 ( 0 < v < l ) , (6.5-20) 
um jeweils die Teilintervalle auf ein Intervall (0,1) abzubilden. Die Positionen der Singu-
la r i t ä ten in den beiden neuen Intervallen bestimmt man als Nullstellen der quadratischen 
Polynome P{u/2) und P ( ( l + v)/2). Es ergeben sich u\ = 2 t i , u2 - 2t2 bzw. t>i = 2 i i — 1 
und V2 ~ 2i2 — 1 als Positionen der Singular i tä ten . In jedem Teilintervall führt man jetzt 
eine Möbius-Transformat ion durch. Dies kann man schreiben als 
U = y?(u\C), v = v?(v\0) . (6.5-21) 
Jetzt ergeben sich ganz analog zur obigen Vorgehens weise die Parameter ( bzw. d der 
Möbius-Transformat ionen aus der Forderung, daß die beiden Singular i tä ten nach der Trans-
formation den gleichen Abstand von der Mit te des u- bzw. des v-Intervalls haben. Man 
erhäl t 
1 A 2 ) » . (6.5-22) 
A i - U 1 K i - t i 2 ) y " , / a 
V1V2 
Der gemeinsame Abstand der S ingu la r i t ä t enpaa re von den jeweiligen Intervallmitten be t r äg t 
analog 
" 2 _ 1 / 2 = 2 " 2 - 1 / 2 = 2 • (6-5-23) 
Ui(I-U2)V'2 [Vi(I-V2)Vi'2 
Für ß = a kann man t\ — (1 — r ) /2 und U = (1 + r ) / 2 mit r > 1 ansetzen. Man 
erhäl t dann u\ — 1 — r, U 2 = 1 + r , ui = —r und U 2 = r sowie 1 — u i ~ U 2 , 1 — U 2 — u i , 
L — Vi = u 2 und 1 — u 2 = u i . Folglich gilt q' = q". Demnach haben die S ingula r i t ä ten in 
den neuen Intervallen nach den Möbius-Transformat ionen alle den gleichen Abstand von der 
Intervallmitte. Dies ist eine Folge der Wahl t = 1/2 als Teilungspunkt. Es gilt ferner q'2 = q: 
^ i ( I - Z 2 ) V 7 2 U j ( I - U 2 ) 
ist äquiva len t zu 
M l -h)J u2(l - « i ) 
( l - r ) / 2 • (1 - ( l + r ) / 2 ) \ 1 / 2 = 1 - r 
( l + r ) / 2 • ( l - ( l - r ) / 2 ) / ~ 1 + r ' 
(6.5-25) 
Dies ist aber erfüllt wegen r > 1 und 
/ ( l - r ) ( l - r ) \ " a 1 - r 
( ( l + r ) ( l + r ) J = - T T 7 - ( 6 ' 5 " 2 6 ) 
Die Parameter der einzelnen Möbius-Transformat ionen sind dann 
v-1/2 
C= (1 -r~2) l / \ # = 1/C (6.5-27) 
mit 
4 Q 2 
«• = A / 1 + - T - ( 6 - 5 " 2 8 ) 
Für kleine p ist sicherlich ein einzelnes Intervall opt imal , für große p dagegen eine Teilung 
des Intervalls. Wo genau der kritische Wert von p liegt, bei dem beides gleich gut ist, bleibt 
numerischen Experimenten vorbehalten. 
Für ß Q kann man zuerst eine Möbius-Transformat ion mit rj = ßja vornehmen. Nach 
der Transformation haben die beiden Singular i tä ten denselben Abstand von der Intervall-
mitte. Statt des quadratischen Polynom P(t) steht dann ein anderes quadratisches Polynom 
im Nenner: 
Q(s) = 7?" 1(s + (1 - s)r1)2P(s/(s + (1 - 5 )7 ? ) ) = (p2 + (a - ß)2)s(l - s) + aß. (6.5-29) 
Wie man sofort sieht, ist das genau von der Gestalt eines Polynoms P{1) für den Fall gleicher 
Exponentialparameter, wenn man die Ersetzungen 
Vn = p2 + (a - ß? aß, (6.5-30) 
vornimmt. Neben den beiden S ingula r i t ä ten , die durch die Nullstellen des Polynoms Q($) 
hervorgerufen werden, gibt es nach der Möbius -Trans format ion noch die S ingu la r i t ä t bei 
S 0 0 = ß/(ß — Q ) . Diese ist wegen 
= K 1 - -
2 \ a 
und 
1 / 1 aß 
4 p2 + (a - ß)2 
1 p2 + (« + ß)2 
(6.5-31) 
(6.5-32) 
ta tsächl ich stets außerha lb des Intervalls {s\,s>)>. wie oben behauptet. Fs gilt nämlich tu 
y > O und A2 > B2 ganz allgemein 
- F A 2 
y2 + B2 
(6.5-33) 
wegen 
d y2 + A2 _ y(B2 
< 0. (6.5-34) 
dy V V2 + B2 {y2 + B2)2 y y2 + A2 
Wenn man sich i m Einklang mit Regel S nur um die nächs tge legenen S ingular i tä ten 
k ü m m e r t , so braucht man also die S ingu la r i t ä t bei S00 nicht zu behandeln. Dami t hat 
man also den Fal l ungleicher Exponentialparameter auf den gleicher Exponentialparameter 
zurückgeführt , soweit es die Behandlung der S ingu la r i t ä ten angeht. 
Dies heißt zunächs t , daß man i m Falle der Aufspaltung des Intervalls dies bei s = 1/2 
bzw. bei t = 1/(1 + 77) = a/(a -f ß) aufspaltet. In den einzelnen Teilintervallen sind dann 
nach geeigneter linearer Skalierung 8 Möb ius t r ans fo rma t ionen mit 
* = i/C, (6.5-35) 
vorzunehmen, wobei 
12 -1 . r = 1 - f 
Pri 4-
(6.5-36) 
3Jeweils auf das Intervall (0,1). 
gilt. Es folgt 
C = 
y 2 + w 2 
* = i / c , (6.5-37) 
b z w . 
(6.5-38) 
Es mag noch interessieren, daß bei dieser Wahl von ( und d die beiden Punkte 
a 
t> = 
a ( l + 2( 
(6.5-39) 
a + (l+2C)jff a(l+2C) + )9 
des Intervalls (0,1) durch die Transformation auf die Mittelpunkte der beiden Teilintervalle 
abgebildet werden. 
W i e schon oben bemerkt, kann man den kritischen Wert von p, bei dem man beginnt, 
statt eines Intervalles zwei zu benutzen, nur durch numerische Experimente bestimmen. 
Hier hat sich die Vorgehens weise bewähr t , für p2 > 2(a2-\-ß2) das Intervall in zwei Intervalle 
aufzuspalten, andernfalls dagegen ein einziges Intervall zu verwenden. Die Aufspaltung 
erfolgt bei t = a/(a + ß), wie oben ausgeführt . 
Im Gegensatz zu den Regeln vom Typ W , die oben besprochen wurden, erfordert die 
Implementierung dieses Verfahrens, das auf Regel S basiert, nicht die Lösung einer kubischen 
Gleichung. Nur eine Quadratwurzel muß berechnet werden, und zwar die in G l . (6.5-38). 
Alles weitere kann man mit den vier Grundrechenarten erledigen. 
6.5.2. Numerische Ergebnisse 
In den Tabellen 6.5.1 bis 6 .5 .Vl werden Ergebnisse für die Integraldarstellung (6.1-11) für 
die Fourier-Transformierte eines zweizentrigen Produktes zweier B-Funkt ionen präsen t ie r t , 
die mi t den auf Möbius-Transformat ionen beruhenden Quadratur verfahren gewonnen wur-
den. In den Tabellen 6.5.1 bis 6.5.111 wird der Fall gleicher Exponentialparameter behandelt. 
Diese drei Tabellen können unmittelbar mit bekannten Ergebnissen (Grotendorst 1985, S. 
75, Tabelle (4.1)) verglichen werden, die mit automatischen Quadratur verfahren wie oben 
beschrieben erzielt wurden. In den Tabellen 6.5.IV bis 6.5.VI wird der Fal l verschiedener 
Exponentialparameter behandelt. Auch diese drei Tabellen kann man direkt mit der Litera-
tur vergleichen (Grotendorst 1985, S. 76, Tabelle (4.2)). Fü r jedes Integral werden in jeder 
Tabelle jeweils zwei Werte angegeben, so daß man die Konvergenz der Quadraturverfahren 
beurteilen kann. Außerdem folgen meist zwei Integrale aufeinander, die sich nur i m Wert 
von p unterscheiden, um so die Abhängigkeit von diesem wichtigen Parameter zu illustrieren. 
B e i m Vergleich mit den Daten, die mit den automatischen Verfahren erzielt wurden, fällt auf, 
daß in den behandelten Beispielen besonders genaue Resultate bei Verwendung von Regel 
S erzielt wurden. Aber auch die anderen beiden Verfahren, die auf der modifizierten Regel 
W ' mit Skalierungsfaktor r = 0.9 bzw. der Kombinat ion der Regeln W w und W beruhen, 
schneiden noch sehr gut ab. 
In Tabelle 6.5.1 sind die genaueren Werte fast alle auf acht Stellen genau. Einzige Aus-
nahme ist das vierte Integral, das nur auf sechs Stellen konvergiert ist. M a n sollte allerdings 
beachten, daß dies der gleichen absoluten Genauigkeit entspricht wie der des drit ten Integrals, 
das nur einen kleineren Wert von p aufweist. Der Verwendung z. B . in Quadratursummen 
tut die etwas geringere relative Genauigkeit demnach keinen Abbruch. Die Resultate in 
Tabelle 6.5.II sind etwas schlechter, vor allem für große p. In Tabelle 6.5.III stimmt für 
alle Integrale der jeweils genauere Wert in neun von zehn Stellen mit . den Ergebnissen in 
der Literatur übere in . Das B i l d , was sich bei den Integralen mit gleichen Exponentialpa-
rametern abzeichnet, wiederholt sich i m Falle ungleicher Exponentialparameter. In Tabelle 
6.5.1V ist der jeweils genauere Wert des Integrals immer auf mindestens sieben Stellen ge-
nau, die Resultate in Tabelle 6.5.V sind marginal schlechter. In Tabelle 6.5.VI st immen die 
genaueren Werte jeweils bis auf die letzte Stelle (ausschließlich) mit den Daten in der Lite-
ratur übere in , fast alle „ungenaueren" Werten sind ebensogut. M a n m u ß berücksicht igen, 
daß die verwendeten Möbius-Legendre-Regeln für diese hohen Genauigkeiten nur zwischen 
30 und 48 Auswertungen des Integranden (sprich Berechnungen mindestens ebensovieler 
Über lappungs in tegra le mi t gleichen Exponentialparametern) benöt igen. Die automatischen 
Verfahren dagegen brauchen - von einer Ausnahme abgesehen - stets sehr viel mehr Aus-
wertungen, näml ich in den beiden zitierten Tabellen zwischen 75 und 555 Auswertungen des 
Integranden. 
Vergleicht man die drei verschiedenen Varianten der Möbius -Legendre -Quadra tu r mitein-
ander, so m u ß man sagen, daß alle drei ähnlich gut sind. In den betrachteten Fällen schneidet 
die Regel S besonders gut ab. Es gibt aber Testfälle, in denen die Kombinat ion der Regeln 
W " und W ' besser ist als die Verfahren, die auf Regel S oder der Regel W 7 mit Skalierung 
beruhen, insbesondere für große p. 
Zu bemerken ist, daß für höhere Drehimpulsquantenzahlen aufgrund der sechs gekoppelten 
inneren Summen in der lntegraldarstellung von Trivedi und Steinborn die Berechnungszei-
ten deutlich in die Höhe gehen. Eine Möglichkeit , diese Schwierigkeit zu umgehen, liegt in 
der gleichzeitigen Berechnung aller Fourier-Transformierten zu allen für t\ und I2 erlaubten 
Werten von m\ und Tti2 bei konstanten sonstigen Parametern. Dann kann man viele Zwi -
schenergebnisse abspeichern und so mehrfach verwenden. Diese Möglichkeit ist noch nicht 
implementiert. 
Auswertung der Integraldarstellung (6.1-11) der Fourier-Transformierten eines zweizentrigen Produktes zweier B-Funktionen im Falle gleicher 
Exponentialparameter mit Möbius-Legendre-Quadraturregeln. Der Parameter der Möbius-Legendre-Regeln aufgrund Regel W' aus Abschnitt 
5.1.3 wird mit 0.9 skaliert. Hat die Gewichtsfunktion eine Spitze, so ist die Ordnung der Regel N H . Im Falle zweier Spitzen wird das Inte-
grationsintervall am Minimum aufgetrennt. In jedem Teilintervall wird dann eine Möbius-Legendre-Quadratur mit N L Stützstellen verwendet. 
Die Gesamtzahl A r e u a / zu berechnender Werte des Integranden ist demnach entweder N H oder 2 • N L . In der Spalte „Zeit" ist die CPU-Zeit in 
Millisekunden angegeb en. Hier gilt immer V P = 90.0°, = 60.0°, VR = 45.0°, tpR = 60.0° und R = 2.0 a.u.. 
m Ii n2 7712 a P Realteil Imaginär te i l Nevai N H N L Zeit 
1 0 0 1 0 0 1.2 5.0 0.1359603519E-03 -0.5651458589E-04 40 30 20 4 
1 0 0 1 0 0 1.2 5.0 0.1359603522E-03 -0.5651458598E-04 48 36 24 4 
1 0 0 1 0 0 1.2 10.0 0.6784989190E-05 -0.6818785679E-05 40 30 20 4 
1 0 0 1 0 0 1.2 10.0 0.6784988883E-05 -0.6818785370E-05 48 36 24 4 
l 1 1 5 5 5 2.0 2.0 0.1010104514E-06 0.2094445488E-06 30 30 20 20 
l 1 l 5 5 • 5 2.0 2.0 0.1010104517E-06 0.2094445489E-06 36 36 24 23 
1 1 1 5 5 5 2.0 10.0 0.99905S3493E-10 0.7499972446E-10 30 30 20 20 
1 1 1 5 5 5 2.0 10.0 0.9990580869E-10 0.7499968947E-10 36 36 24 23 
5 5 5 5 5 5 1.5 2.0 -0.1632035535E-09 0.1033750756E-08 30 30 20 63 
5 5 5 5 5 5 1.5 2.0 -0.1632035535E-09 0.I033750756E-08 36 36 24 75 
5 5 5 5 5 5 1.5 6.0 0.7786219305E-15 -0.1533779238E-14 40 30 20 84 
5 5 5 5 5 5 1.5 6.0 0.7786219305E-15 -0.1533779238E-14 48 36 24 100 
5 0 0 5 0 0 9.9 0.0 0.4194637911E-08 -0.2966056911E-38 30 30 20 4 
5 0 0 5 0 0 9.9 0.0 0.4194637911E-0S -0.2966056911E-38 36 36 24 4 
Auswertung der lntegraldarstellung (6.1-11) der Fourier-Transformierten eines zweizentrigen Produktes zweier £?-Funktionen im Falle gleicher 
Exponentialparameter mit M ö b i u s - L e g e n d r e - Q u a d r a t u r r e g e l n . Hat die Gewichtsfunktion eine Spitze, so ist die Ordnung der Regel N H . 
Der Parameter der M ö b i u s - L e g e n d r e - R e g e l n wird dann aufgrund Regel W " aus Abschnitt 5.1.3 berechnet. Im Falle zweier Spitzen wird 
das Integrationsintervall am Minimum aufgetrennt. In jedem Teilintervall wird dann eine M ö b i u s - L e g e n d r e - Q u a d r a t u r mit N L S t ü t z s t e l l e n 
verwendet. Die Parameter der M ö b i u s - L e g e n d r e - R e g e l n werden in diesem Fall aufgrund Regel VV' aus Abschnitt 5.1.3 berechnet. Die Gesamtzahl 
Nevai zu berechnender Werte des Integranden ist demnach entweder N H oder 2 • N L . In der Spalte .,Zeit" ist die CPU-Zeit in Millisekunden 
angegeben. Hier gilt immer tfp = 9 0 . 0 ° , = 6 0 . 0 ° , -dR = 4 5 . 0 ° , tpR = 60 .0 ° und R = 2.0 a.u.. 
n2 h TTX2 a P Real teil Imagi närtei l Nevai N H N L Zeit 
1 0 0 1 0 0 1.2 5.0 0.1359603288E-03 -0.5651457628E-04 40 30 20 4 
1 0 0 1 0 0 1.2 5.0 0.1359603513E-03 -0.5651458561E-04 48 36 24 4 
1 0 0 1 0 0 1.2 10.0 0.6785367773E-05 -0.6819166148E-05 40 30 20 4 
1 0 0 1 0 0 1.2 10.0 0.6785090936E-05 -0.681SSS7932E-05 48 36 24 4 
1 1 1 5 5 5 2.0 2.0 0.1010104515E-06 0.2094445489E-06 30 30 20 20 
1 1 1 5 5 5 2.0 2.0 0.1010104517E-06 0.2094445489E-06 36 36 24 24 
1 1 1 5 5 5 2.0 10.0 0.9990682586E-10 0.7499909777E-10 30 30 20 20 
1 1 1 5 5 5 2.0 10.0 0.9990572273E-10 0.749989520 i E - 1 0 36 36 24 24 
5 5 5 5 5 5 1.5 2.0 -0.1632035535E-09 0.1033750756E-0S 30 30 20 63 
5 5 5 5 5 5 1.5 2.0 -0.1632035535E-09 0.1033750756E-08 36 36 24 76 
5 5 5 5 5 5 1.5 6.0 0.7786219303E-15 -0.1533779237E-14 40 30 20 84 
5 5 5 5 5 5 1.5 6.0 0.7786219305E-15 -0.1533779238E-14 48 36 24 100 
5 0 0 5 0 0 9.9 0.0 0.4194637911E-0S -0.2966056911E-38 30 30 20 4 
5 0 0 5 0 0 9.9 0.0 0.4194637911E-08 -0.296605691 IE-38 36 36 24 4 
Auswertung der Integraldarstellung (6.1-11) der Fourier-Transformierten eines zweizentrigen Produktes zweier ^-Funktionen im Falle gleicher 
Exponentialparameter mit Möbius-Legendre-Quadraturregeln. Der Parameter der Möbius-Legendre-Regeln wird aufgrund Regel S aus Abschnitt 
5.1.3 berechnet. Für p2 > 4a2 wird das Integrationsintervall bei t = 1/2 aufgespalten. Für ein ungeteiltes Intervall wird eine Möbius-Regel 
mit N H Knoten verwendet. Im Falle zweier Teilintervalle wird in jedem eine Möbius-Legendre-Quadratur mit N L Stützstellen verwendet. Die 
Gesamtzahl NevaI zu berechnender Werte des Integranden ist demnach entweder N H oder 2 • NL . In der Spalte „Zeit" ist die CPU-Zeit in 
Millisekunden angegeben. Hier gilt immer dv = 90.0°, <pp = 60.0°, tiR = 45.0°, ipR = 60.0° und R = 2.0 a.u.. 
r%2 h m-2 OL P Real teil Imaginär te i l Nevai N H N L Zeit 
1 0 0 1 0 0 1.2 5.0 0.1359603522E-03 -0.5651458598E-04 40 30 20 4 
1 0 0 1 0 0 1.2 5.0 0.1359603522E-03 -0.5651458598E-04 48 36 24 4 
1 0 0 1 0 0 1.2 10.0 0.6784988874E-05 -0.6818785362E-05 40 30 20 4 
1 0 0 1 0 0 1.2 10.0 0.6784988873E-05 -0.6818785360E-05 48 36 24 4 
1 1 1 5 5 5 2.0 2.0 0.1010104517E-06 0.2094445489E-06 30 30 20 20 
1 1 1 5 5 5 2.0 2.0 0.1010104517E-06 0.2094445489E-06 36 36 24 23 
1 1 1 5 5 5 2.0 10.0 0.9990579655E-10 0.7499967387E-10 40 30 20 26 
1 1 1 5 5 5 2.0 10.0 0.9990579764E-10 0.7499968519E-10 48 36 24 31 
5 5 5 5 5 5 1.5 2.0 -0.1632035535E-09 0.1033750756E-08 30 30 20 63 
5 5 5 5 5 5 1.5 2.0 -0.1632035535E-09 0.1033750756E-08 36 36 24 75 
5 5 5 5 5 5 1.5 6.0 0.7786219312E-15 -0.1533779239E-14 40 30 20 84 
5 5 5 5 5 5 1.5 6.0 0.7786219305E-15 -0.1533779238E-14 • 48 36 24 100 
5 0 0 5 0 0 9.9 0.0 0.4194637911E-08 -0.2966056911E-38 30 30 20 4 
5 0 0 5 0 0 9.9 0.0 0.4194637911E-08 -0.2966056911E-38 36 36 24 4 
Auswertung der lntegraldarstellung (6.1-11) der Fourier-Transformierten eines zweizentrigen Produktes zweier B-Funktionen im Falle ver-
schiedener Exponentialparameter mit Möbius-Legendre-Quadraturregeln. Der Parameter der Möbius-Legendre-Regeln aufgrund Regel W aus 
Abschnitt 5.1.3 wird mit 0.9 skaliert. Hat die Gewichtsfunktion eine Spitze, so ist die Ordnung der Regel NH. Im Falle zweier Spitzen wird 
das Integrationsintervall am Minimum aufgetrennt. In jedem Teilintervall wird dann eine Möbius-Legendre-Quadratur mit NL Stützstellen 
verwendet. Die Gesamtzahl NEVAI zu berechnender Werte des Integranden ist demnach entweder NH oder 2 • NL. In der Spalte „Zeit" ist die 
CPU-Zeit in Millisekunden angegeben. Hier gilt immer tiv = 90.0°, y?p = 60.0°, ÖR = 45.0°, tpR = 60.0° und R = 2.0 a.u.. 
4 CY T12 h m-2 ß P Realteil Imaginär te i l Neval N H N L Zeit 
1 0 0 1.2 1 0 0 5.7 5.0 0.6987757224E-04 -0.3711105335E-04 30 30 20 3 
1 0 0 1.2 1 0 0 5.7 5.0 0.6987757224E-04 -0.3711105335E-04 36 36 24 3 
1 0 0 1.2 1 0 0 5.7 10.0 0.3755936276E-05 -0.1433025997E-04 30 30 20 3 
1 0 0 1.2 1 0 0 5.7 10.0 0.3755936867E-05 -0.1433026542E-04 36 36 24 3 
l 1 1 2.0 5 5 5 10.0 2.0 0.2797468779E-08 -0.7125726585E-08 30 30 20 20 
1 1 1 2.0 5 5 5 10.0 2.0 0.2797468779E-08 -0.7125726585E-08 36 36 24 23 
l 1 1 2.0 5 5 5 10.0 10.0 -0.1229667274E-08 0.5926748596E-08 40 30 20 26 
1 1 1 2.0 5 5 5 10.0 10.0 -0.1229667272E-08 0.5926748635E-08 48 36 24 31 
5 5 5 1.5 5 5 5 9.0 2.0 0.4765384696E-10 -0.1995075188E-11 30 30 20 64 
5 5 5 1.5 5 5 5 9.0 2.0 0.4765384696E-10 -0.1995075188E-11 36 36 24 76 
5 5 5 1.5 5 5 5 9.0 6.0 -0.1180213576E-10 -0.7939101822E-11 30 30 20 64 
5 5 5 1.5 5 5 5 9.0 6.0 -0.1180213576E-10 -0.7939101822E-11 36 36 24 76 
5 0 0 1.5 5 0 0 9.9 0.0 0.1528918287E-04 -0.2094278760E-34 30 30 20 4 
5 0 0 1.5 5 0 0 9.9 0.0 0.1528918287E-04 -0.2094278760E-34 36 36 24 4 
Auswertung der Integraldarstellung (6.1-11) der Fourier-Transformierten eines zweizentrigen Produktes zweier B-Funktionen im Falle ver-
schiedener Exponentialparameter mit Möbius-Legendre-Quadraturregeln. Hat die Gewichtsfunktion eine Spitze, so ist die Ordnung der Regel 
N H . Der Parameter der Möbius-Legendre-Regeln wird dann aufgrund Regel W " aus Abschnitt 5.1.3 berechnet. Im Falle zweier Spitzen wird 
das Integrationsintervall am Minimum aufgetrennt. In jedem Teilintervall wird dann eine Möbius-Legendre-Quadratur mit N L Stützstellen ver-
wendet. Die Parameter der Möbius-Legendre-Regeln werden in diesem Fall aufgrund Regel W ' aus Abschnitt 5.1.3 berechnet. Die Gesamtzahl 
Afevat z u berechnender Werte des Integranden ist demnach entweder N H oder 2 • NL . In der Spalte „Zeit" ist die CPU-Zeit in Millisekunden 
angege ben. Hier gilt immer *P = 90.0°, = * )0.0°, i)R = 45.0°, tpR = 60.0° und R = 2.0 a.u.. 
n\ h ITi \ Q h mo ß P Realteil Imaginär te i l Neval N H N L Zeit 
1 O O 1.2 1 0 0 5.7 5.0 0.6987757224E-04 -0.3711105335E-04 30 30 20 3 
1 O O 1.2 1 0 0 5.7 5.0 0.6987757224E-04 -0.3711105335 E-04 36 36 24 4 
1 O O 1.2 1 0 0 5.7 10.0 0.3755942519E-05 -0.1433024186E-04 30 30 20 3 
1 O O 1.2 1 0 0 5.7 10.0 0.3755936254E-05 -0.1433026191E-04 36 36 24 3 
1 1 1 2.0 5 - 5 5 10.0 2.0 0.2797468779E-08 -0.7125726585 E-08 30 30 20 20 
1 1 1 2.0 5 5 5 10.0 2.0 0.2797468779E-08 -0.7125726585E-08 36 36 24 24 
1 1 1 2.0 5 5 5 10.0 10.0 -0.1229667270E-08 0.5926748629E-08 40 30 20 26 
1 1 I 2.0 5 5 5 10.0 10.0 -0.1229667273E-08 0.592674S635E-08 48 36 24 31 
5 5 5 1.5 5 5 5 9.0 2.0 0.4765384696E-10 -0.1995075188E-11 30 30 20 63 
5 5 5 1.5 5 5 5 9.0 2.0 0.4765384696E-10 -0.1995075188E-11 36 36 24 76 
5 5 5 1.5 5 5 5 9.0 6.0 -0.1180213577E-10 -0.7939101823E-11 30 30 20 63 
5 5 5 1.5 5 5 5 9.0 6.0 -0.11S0213576E-10 -0.7939101822E-11 36 36 24 76 
5 O O 1.5 5 0 0 9.9 0.0 0.1528918287E-04 -0.209427S760E-34 30 30 20 4 
5 O O 1.5 5 0 0 9.9 0.0 0.1528918287E-04 -0.2094278760E-34 36 36 24 4 
T a b e l l e 6 . 5 . V I Möbius -Legendre -Quadra tu r für verschiedene Exponentialparameter: Regel S 
Auswertung der lntegraldarstellung (6.1-11) der Fourier-Transformierten eines zweizentrigen Produktes zweier .ß -Funkt ionen im Falle ver-
schiedener Exponentialparameter mit M ö b i u s - L e g e n d r e - Q u a d r a t u r r e g e l n . Der Parameter der M ö b i u s - L e g e n d r e - R e g e l n wird aufgrund Regel S 
aus Abschnitt 5.1.3 berechnet. Für p2 > 2 (a 2 + ß2) wird das Integrationsintervall bei t = a/(a + ß) aufgespalten. F ü r ein ungeteiltes Irrtervall 
wird eine M ö b i u s - R e g e l mit N H Knoten verwendet. Im Falle zweier Teilintervalle wird in jedem eine M ö b i u s - L e g e n d r e - Q u a d r a t u r mit NL 
S t ü t z s t e l l e n verwendet. Die Gesamtzahl A r e u a / zu berechnender Werte des Integranden ist demnach entweder N H oder 2 • N L , In der Spalte 
„Zeit" ist die CPU-Zeit in Millisekunden angegeben. Hier gilt immer tfp = 9 0 . 0 ° , (pp = 6 0 . 0 ° , -QR = 4 5 . 0 ° , v>R = 6 0 . 0 ° u n d R = 2.0 a.u.. 
Ii T7l\ Q T12 7712 ß P Realteil Imaginär te i l Nevai N H N L Zeit 
1 0 0 1.2 1 0 0 5.7- 5.0 0.6987757224E-04 -0.3711105335E-04 30 30 20 3 
1 0 0 1.2 1 0 0 5.7 5.0 0.6987757224E-04 -0.3711105335E-04 36 36 24 3 
1 0 0 1.2 1 0 0 5.7 10.0 0.3755937242E-05 -0.1433026600E-04 40 30 20 4 
1 0 0 1.2 1 0 0 5.7 10.0 0.3755937242E-05 -0.1433026600E-04 48 36 24 4 
1 1 1 2.0 5 5 5 10.0 2.0 0.2797468779E-08 -0.7125726585E-08 30 30 20 20 
1 1 1 2.0 5 5 5 10.0 2.0 0.2797468779E-08 -0.7125726585E-0S 36 36 24 23 
1 1 1 2.0 5 5 5 10.0 10.0 -0.1229667273E-0S 0.592674S634E-0S 30 30 20 20 
1 1 1 2.0 5 5 5 10.0 10.0 -0.1229667273E-08 0.5926748634E-08 36 36 24 24 
5 5 5 1.5 5 5 5 9.0 2.0 0.4765384696 E--IO -0.1995075188E-11 30 30 20 63 
5 5 5 1.5 5 5 5 9.0 2.0 0.4765384696 E-10 -0.199507518SE-11 36 36 24 75 
5 5 5 1.5 5 5 5 9.0 6.0 -0.1180213572E-10 -0.7939101901E-11 30 30 20 63 
5 5 5 1.5 5 5 5 9.0 6.0 -0.1180213576E-10 -0.7939101S21E-11 36 36 24 75 
5 0 0 1.5 5 0 0 9.9 0.0 0.1528918287E-04 -0.2094278760E-34 30 30 20 4 
5 0 0 1.5 5 0 0 9.9 0.0 0.1528918287E-04 -0.2094278760E-34 36 36 24 4 
7. Ein-Elektron-Integrale mit B-Funktionen: Kernan-
ziehungsintegrale 
7.1. Analytische Darstellungen 
Iii diesem Abschni t t werden analytische Darstellungen für Kernanziehungsintegrale mi t B-
Punktionen dargestellt. Zur Übersichtl ichkeit wird nach der Zahl der Zentren unterschieden, 
i Es sei hier bemerkt, daß viele der Darstellungen, die für höhere Zahl der Zentren beschrieben 
\ werden, auch für Integraltypen mit weniger Zentren anwendbar bleiben. Diese Darstellungen 
I werden allerdings nicht immer im einzelnen auch in den Abschnit ten aufgeführt werden, die 
[ Integralen mit weniger Zentren gewidmet sind. 
W i r werden sehen, daß sowohl mit der Fourier-Transformationsmethode als auch der 
, Bessel-Transformationsmethode eine Reihe von neuen Darstellungen hergeleitet werden 
können . Dabei wird es sich hauptsäch l ich um Integraldarstellungen für den dreizentrigen 
Fal l handeln. Diese Darstellungen ergänzen bekannte Darstellungen in dem Sinne, daß jene 
auch dort anwendbar sind, wo diese versagen und umgekehrt. 
7.1.1. Einzentrige Kernanziehungsintegrale 
: Im Rahmen von L C A O - M O - R e c h n u n g e n treten Kernanziehungsintegrale von dem T y p 
i auf. Aufgrund der Ergebnisse von Abschnit t 3.5.1 kann man einzentrige Produkte zweier 
U5-Funktionen als endliche Linearkombination von B-Funktionen schreiben. Demnach kann 
man die obigen Integrale als endliche Linearkombination von Integralen des Typs 
Alt(CttO) = J1- r ) d 3 r (7.1-2) 
schreiben. Daher soll dieser Integraltyp zunächs t besprochen werden. 
Ausführung der Winkelintegration liefert 
OO 
0 , 0 ) = Si>06m,0(^f2-^ Jrkn_1/2(ar)dr. (7.1-3) 
\ o 
p i e verbleibende Radialintegration kann man mit G l . (G.2-6) sofort ausführen . Es ergibt 
kich 
< f ( a , 0 ) = 5lfi6mfi(A*fl2^a-2kn+l,2(Q) = 6 t f i S m < 0 ( ^ ) 1 / 2 { - ^ « \ (7.1-4) 
M a n vergleiche auch die äquivalente Gleichung (6.7) in Fi l ter und Steinborn 1978b, S. 5. 
Dieses Ergebnis kann man nun in Verbindung mit den Darstellungen aus Abschni t t 3.5.1 
benutzen, um Formeln für das Kernanziehungsintegral (7.1-1) herzuleiten. Verwendet man 
beispielsweise G l . (3.5-5), so folgt sofort 
ni+n2+*i-2 
3=0 
> , / ? ) 2 ^ + 1 ( l / 2 ) ; + , H 
(7.1-5) 
Falls man die auftretenden Koeffizienten C effizient berechnen kann, ist das eine sehr einfache 
Formel. 
Geht man dagegen von G l . (3.5-8) aus, so ergibt sich ebenso einfach (Weniger 1982, S. 
101, G l . (5.2-15)) 
(7.1-6) 
£ j j ! ( 2 - 2 n 1 ) i £ j fc!(2-2n2)t(or + /9)*+*v 
F ü h r t man wie bei den entsprechenden Über lappungs in tegra len hypergeometrische Polynome 
ein, so folgen die beiden Darstellungen (Weniger 1982, S. 101, G i n . (5.2-16), (5.2-17)) 
( l / 2 ) „ , _ 1 ( l / 2 ) „ 2 _ i at'ß'* 
m - l 
* E 
(j + 2 l i + l ) ! ( l - n i ) , -
j ! ( 2 - 2 n 1 ) y 
2a 
a + , 
2 F i ( 2 ^ i + j + 2,1 - ?22; 2 - 2 n 2 ; 2ß/(a + /?)), 
(7.1-7a) 
( l / 2 ) „ , _ 1 ( l / 2 ) n 2 _ 1 a''?' -Jn 2^m 2 
n 2 — l 
* E 
Jb=O 
(fc + 2 l i + l ) ! ( l - n 2 ) * 
A: ! (2 - 2n2)jt 
2/? 
a +1 
2 F i ( 2 ^ i +fc + 2,1 - n i ; 2 - 2 n i ; 2 a / ( a + j 9 ) ) . 
(7.1-7b) 
Diese Darstellungen sind sehr geeignet für die numerische Berechnung dieser Kernanzie-
hungsintegrale, da man die hypergeometrischen Funktionen wieder rekursiv berechen kann 
( M O S , S. 46; Weniger 1982, S. 95, G l . (5.2-10), S. 96, G i n . (5.2-11), (5.2-12)). Damit die 
entsprechende Rekursion stabil ist, sollte man G l . (7.1-7a) für a < ß, G l . (7.1-7b) dagegen 
für ß < a verwenden (Weniger 1982, S. 102). 
Ferner gibt es noch Reihendarstellungen für die Berechnung dieses Integraltyps (Weniger 
1982, S. 87, G i n . (5.1-26), (5.1-27)). Diese sind den entsprechenden Reihenentwicklungen 
für Uberlappungsintegrale sehr ähnlich und nicht so effizient für die Berechnung der Kern-
anziehungsintegrale wie die oben angegebenen Darstellungen (Weniger 1982, S. 102ff). 
7 .1 .2 . Z w e i z e n t r i g e K e r n a n z i e h u n g s i n t e g r a l e 
Bei den zweizentrigen Kernanziehungsintegralen gibt es im wesentlichen die folgenden drei 
Integral typen: 
O . R ) = J J 7 ^ R i ^ ( " . r ) d 3 r , (7-1-8) 
A R ) = / [KtM>*)Y ; W . r - R ) d 3 r > ( 7 J - 9 ) 
Für die Integrale (7.1-8) sind eine ganze Reihe von Darstellungen bekannt. Neben der 
mit G L (4.4-8) folgenden, allgemeinen Beziehung (Grotendorst 1985, S. 110, G l . (5.3-18); 
Weniger et al. 1986b, S. 3698, G l . (6.4) J) 
A ^ ( a , R ) = ( 4 T ) 1 / M i m [ c 5 3 ^ U , a , - R ) ] (7-1-11) 
gehör t dazu die endliche Darstellung (Filter und Steinborn 1978a, S. 83, G l . (6.15)) 
(7.1-12) <<(a ,R) = ^ [(2* - 1)!! Z?(aR) - ] T ^ ( a , R ) 
die für R —• 0 sich gegenseitig weghebende Singular i tä ten aufweist. Ferner sei die Darstel-
lung (Filter und Steinborn 1978b, S. 5, G l . (6.5)) als unendliche Reihe 
J=O 
1 Diese Gleichung enthält einen Druckfehler. 
genannt. Diese Reihe konvergiert sehr langsam und hängt mit der endlichen Darstellung: 
übe r die aus dem Multiplikationstheorem folgende Gleichung (3.4-25) zusammen. Gle i -
chung (7.1-13) liefert übr igens durch einfache Differenzbildung die Rekursion (Weniger et 
al. 1986b, S. 3699, G l . (6.18)) 
/ C + 1 , , ( a , R ) - < , ( a , R ) = - g fl^/a, R ) . (7.1-14) 
A l l e diese Darstellungen 2 kann man auch im Rahmen der Fourier-Transformationsmethode' 
ableiten (Grotendorst 1985, S. 106ff; Weniger et al. 1986b, S. 3697f). Dabei geht man aus 
von der mit G l . (4.4-26) leicht folgenden Darstellung (Grotendorst 1985, S. 106, G l . (5.3-2) 3) 
< , ( a , R ) = J p 2 ( a 4 ' P p * n + w y r ( - i p ) c l V (7.1-15) 
F ü h r t man eine endliche Partialbruchzerlegung durch, wird man auf die endliche Darstel-
lung (7.1-12) geführt . Eine Taylor-Reihe der Funktion p~2 um den Punkt c r / ( a 2 + pl) 
dagegen führt auf die Darstellung (7.1-13) durch eine unendliche Reihe. 
Verwendet man in dem obigen Fourier-Integral die verallgemeinerte F e y n m a n - I d e n t i t ä t 
(6 .T7) , um die beiden Faktoren im Nenner zu einem zu machen, so ergibt sich sofort 
l . R 
A'nAa>R) = ^ a 2 n + < _ 1 (n + l + \) j dt tn+e J ( p 2 +
e J 0 „ , m y r ( - P ) ^ P 
o 
i 
= 4 7 r a - 2 ( n + £ - r - l ) J dt ^ - ^ ß ^ . / a v ^ , R ) (7.1-16) 
o 
l 
= 8?r o T 2 (n + ^ + 1) J duu£B^+ie(au,K). 
o 
Die letzte Form der Integraldarstellung entstand durch die Koordinatentransformation i = 
i t 2 . Dieses Integral kann man mit den Ergebnissen aus Anhang G ausführen. M a n erhäl t so 
eine gut untersuchte, spezielle Funktion. Es gilt 
l 
AZe(a,R) = S * a - 2 2 J l ^ J < W ^ „ + 1 / 2 ( u a f i ) 
' o (7.1-17) 
= 2 » + ' ( n + Z r ( ° R ) g „ + 1 / 2 ( 0 , 2 l + l,aR). 
2 Dies gilt auch für eine weitere Darstellung über eine divergente Reihe (Grotendorst 1985, S. 110, Gl. 
(5.3-15); Weniger et al. 1986, S. 3697, Gl . (6.3)). 
3 Diese Gleichung unterscheidet sich von der hier angegebenen durch eine KoordinatenLransIormalion 
p — - p . 
Diese Darstel lung kann man auch - wenngleich relativ ums tänd l i ch - herleiten aus der Defini-
tion des Kernanziehungsintegrals unter Verwendung der Laplace-Entwicklung des Coulomb-
Potentials sowie einiger Beziehungen aus Anhang G . Die in G L (7.1-17) auftretende un-
vol ls tändige Sigma-Funktion kann man auf verschiedene Weise berechnen. In Anhang G 
wird gezeigt, d a ß man sie z. B . als endliche Linearkombination von unvol l s tändigen Gamma-
Funktionen darstellen kann. M a n erhä l t so die Beziehung 
r ) = z r ( a K ) g £ ä i U + 2 1 + h a R ) - ^ 
Diese Beziehung ist auch für numerische Zwecke geeignet, da man die unvol ls tändige Gamma-
Funktionen z. B . übe r Rekursionen effizient berechnen kann und in der endlichen Summe nur 
positive Terme auftreten. Insbesondere gibt es für R « O keine numerischen Probleme. D a 
7(a ,x ) ~ xa/a für x -+ O gilt ( M O S , S. 338), e rhä l t man für R -> O problemlos G l . (7.1-4). 
Verwendet man die Formel (3.5-5) zur Linearisierung des einzentrigen Produktes zweiei-
ig- Funktionen, so ergibt sich mit den obigen Resultaten für das einfache Kernintegral die 
Beziehung 
i V f t m 1 ^ P ' 1 1 ) 2»i+»*(ni + ii)\(n2 + Z2)\ 
x Y,(2) ( ^ m 2 K i m 1 K m 2 - mi> (a + ß)~*2A£+M 
I=Imxn 
n i +Ii7+A C- 2 
x £ Cy-'^-^^ß) 2 ' ( ; + A£ + J + + ^ > R ) 
J=O 
CLu ßl* 4TT 
(7.1-19) 
x E ( 2 ) (^m 2 K 1 Tn 1 Km 2 -771, ) (a + / ? ) - ' ^ - m i ( ( a + ^)R) 
n i + n 2 + A £ - 2 
x E CT"^"^V, /?) ^+A£+3 /2 (0 , 2J + 1, (a + /?)Ä). 
J=O 
Verwendet man hingegen die mit der Laplace-Entwicklung (B . l -5 ) leicht herzuleitende 
Darstellung 
- a2{2e+l)Z?(aR) + ( + 2,aR) + (aR)2e+1T(n - l + l,aR)] 
für ein Kernanziehungsintegral vom A - T y p für Slater-Funktionen, so folgt in Verbindung mit 
G l . (3.5-8) sofort 
47T ( I f t ) n i - I ( I ^ ) n a . ! 
i V f t m A ^ - ( a + / ? ) 2 2 f t + f t + 2 ( n ] + ^ ) ! ( n 2 + ^ 2 ) | 
V (2) / , 1/ 1/ \ ^ m 2 " m i ( ( Q + ^ ) R ) x ( ^ m 2 K i m 1 K m 2 - Tnl) —* ^tTl 
I=U 
2 > ( l - n 1 ) i 2*(1 - T i 2 H «>+e>ßk+e> 
£ j j ! (2 - 2m)> *!(2 - 2n 2 ) f c (a + 0)i+*+*+* 
7 ( J + * + * i + ' 2 + * + 3 , ( a + /?)Ä) 
(7.1-21) 
+ ((<* + 0 ) Ä ) 2 ' + 1 r ( j + H- J 1 + h ~ £ + 2, (a + ^ ) Ä ) 
Diese Darstellung ist äquivalent mit einer bekannten Beziehung (Weniger 1982, S. 157, G l . 
(6.4-10)). Aufgrund der Tatsache, daß in den inneren beiden Summen nur positive Terme 
auftreten, sollte diese Darstellung numerisch sehr stabil sein. Die Darstellung sollte auch 
effizient sein, da die Gamma-Funktionen sich problemlos rekursiv berechnen lassen. Ebenso 
wie in der Darstellung (7.1-18) kann man den Grenzprozeß R —> 0 problemlos durchführen. 
Es treten keine s ingulären Terme auf, da die Klammer mit den unvol ls tändigen Gamma-
Funktionen für kleine R genügend schnell verschwindet. 
Es soll hier noch eine lntegraldarstellung für das Kernanziehungsintegral (7.1-10) herge-
leitet werden. Dazu geht man aus von der eindimensionalen lntegraldarstellung (3.5-10) für 
das Produkt zweier B-Funktionen und setzt dort R 1 = R 2 = 0. Dann multipliziert man mit 
dem Coulomb-Potential und vertauscht die Integrationsreihenfolge. M i t Hilfe der Laplace-
Entwicklung (B . l -5 ) kann man dann die Winkelintegration i m Integral über r ausführen. 
M i t ?-< = min(r, R) und r> = max(r, R) folgt auf diese Weise die Beziehung 
4icatlßi7 
J |r - R | l ß W , ( a ' p ) ] * B ^ » ( ^ r ) d 3 r " ( 2 T ) * 2 » i + * + » » + * ( n i + ' i ) K n 2 + ' 2 ) ! 
Hier kann man den Integrationsbereich des Radialintegrals in zwei Bereiche aufspalten und 
erhä l t die Gleichung 
(7.1-23) 
n i ' l W I , V } (27T) 1/22»i+^+»2+^(?2 1 +ii)\(n2 + Z 2 )! 
X I d t [ < ( 1 . 0 1 3 / 2 f ^ ( ^ m 2 I Z i w I 1 I t o 2 - T n 1 ) ' 2 ^ + y 
x [ i r * - 1 y d r r a + < ' + ' ' + < 1 k 1 + » , - i ( * ( a , / U ) r ) 
0 
OO 
+ Ä<y d r r l ^ , + ^ - ^ n i + n 2 _ i ( x ( a , / ? , 0 r ) . 
R 
Hier wurde die Abkürzung 
eingeführt . Unter Verwendung der Definitionen und Ergebnisse aus Anhang G kann man 
die beiden Integrale ausführen. Es ergibt sich die eindimensionale Integraldarstellung 
ff»'™la B R ) = ( 2 ^ ) v W ' 
"„ ,< . .» , I . v . " - ; 2 » ' + < ' + » * + < » - 1 ( n i + * i ) ! ( n 2 + *2)! 
} l'2m2\timi\lm2 - mi) — - -2 Z + 1 [ a 2 ( l - 0 + ^ 2 tHO+3/2 
1 V ; J (7.1-25) 
a » 1 + „ 2 - i ( 0 1 3 + 2 a ( f ) , x ( Q , i Ö , / ) Ä ) 
+ ( . r ( a , / ^ , O / 0 ^ H £ „ 1 + » a - i ( 0 , 2 + 2A£,x(Q, / f f ,OÄ) 
mit den Abkürzungen 
A Z = ^ i + ^ - 0 / 2 , CT(Z) = (Z1 + Z 2 + Z)/2. (7.1-26) 
Die in der eckigen Klammer in G l . (7.1-25) auftauchenden unvol l s tändigen Sigma-Funktionen 
-nicht zu verwechseln mit a(£) aus G l . (7.1-26)- haben ganzzahlige Indizes. Zu ihrer Berech-
nung müssen daher auch reduzierte Bessel-Funktionen mit ganzzahligen Indizes verwandt 
werden. Trotzdem bleibt festzuhalten, daß diese Funktionen über die in Anhang G ange-
gebenen Rekursionsformeln effizient berechenbar sind. Für Werte von t in der Nähe der 
Integrationsgrenzen geht das letzte Argument der unvol ls tändigen Sigma-Funktionen gegen 
Unendlich, so daß man für diese Werte von t die asymptotische Reilie (G.5-3) vorteilhaft 
verwenden, kann. Es ist aber trotzdem zweifelhaft, ob man mit der Darstellung (7.1-25) die 
zweizentrigen Kernanziehungsintegrale vom T y p (7.1-10) effizienter berechnen kann als mit 
der analytischen Darstellung (7.1-21). 
Für das Kernanziehungsintegral (7.1-9) folgt mit G l . (3.4-19) sofort die einfache Darstel-
lung 
Eine äquivalente Darstellung ist bereits bekannt (Weniger 1982, S. 154. Gl.(6.4-3)). Beide 
Beziehungen stellen das Kernanziehungsintegral (7.1-9) als endliche Summe von Uberlap-
pungsintegralen dar. D a die Koeffizienten der Über lappungs in tegra le in dieser Summe alle 
positiv sind, sollten keine Probleme durch Rundungsfehler entstehen. Diese Darstellung ist 
so einfach, daß hier keine weiteren Darstellungen nöt ig zu sein scheinen. 
7 .1 .3 . D r e i z e n t r i g e K e r n a n z i e h u n g s i n t e g r a l e 
Im Rahmen von L C A O - M O - R e c h n u n g e n hat das allgemeine, dreizentrige Uberlappungsin-
tegral mit jB-Funktionen die Struktur 
KfClia,ß,R,,RuR2) = J[B™i,(a,r - R 0 ) ] * B%tl(ß,T - R 2 ) d 3 r (7.1-28) 
Durch die Variablensubstitution r —> r + Ro ergibt sich 
^ A K / ? , R o , R i , R 2 ) = / [ ^ Q 1 (* • ' ) ] " r - \ - B%,(ß,r - R 2 0 J d V 
J | r - n - i o l (7.1-29) 
= R 1 0 l R 2 0 ) 
mit R j k = — Rfc- M a n erkennt also, daß man das allgemeine Integral übe r die Standard-
form 
ausdrücken kann. Durch komplexe Konjugation und eine Koordinatentransformation r 
r + R> ergibt sich die Symmetrierelation 
(7.1-31) 
Zweizentrige Kernanziehungsintegrale kann man über die Standardform gemäß 
C ( « , A J l ) = ^ Ä ( « . / ? , 0 , R ) (7.1-32) 
und 
= ^ Ä ( « » / » . R . « > ) (7-1-33) 
ausdrücken . Die i m folgenden angegebenen Darstellungen kann man demnach problemlos 
auf zweizentrige Kernanziehungsintegrale übe r t r agen . Es ist nütz l ich , sich klarzumachen, 
daß R i und R 2 in der Definition der Standardform des Kernanziehungsintegrales eine völlig 
unterschiedliche Rolle spielen. 
Dreizentrige Kern anziehungsintegrale mit B-Funkt ionen wurden mit Hilfe von Reihen-
darstellungen (Steinborn und Fil ter 1980) und Integraldarstellungen (Trivedi und Steinborn 
1983; Grotendorst 1985; Grotendorst und Steinborn 1988; Homeier und Steinborn 1990b) 
schon mehrfach untersucht. Hier werden wir uns auf Integraldarstellungen beschränken . 
Im Rahmen der Fourier-Traiisformationsmethode kann man die Darstellung (Homeier und 
Steinborn 1990b, G l . (29)) 
ö Ä ( M , R i , R 2 ) = 
= T W n ' + ' ' - 1 ß 2 » * + ^ ("1 +*! + " 2 + 12 + 1)! 
P ( n i + Z 1 W n 2 + Z 2 ) ! 
x J d p J 
dt (1 _ tyn+ti tn2+l* 
x £ GfZ 1 m i | Z X ) ( W 4 7 ( a , / M , p ) ] £ ' ' 
(7.1-34) 
L A ' = A ' 
x i A ; a ( p | ( l - 0 R 2 - R l | ) ( - l ) A A l a 
C ^ l i i : ? (7("> / M , P), 7 ( a , / M , p), R 2 ) 
( I - Q R 2 - R i 
| ( l - i ) R 2 - R i 
für das dreizentrige Kern an ziehungsintegral mi t B-Funkt ionen herleiten. Hier wurden die 
Abkürzungen X1i = U — £[ und p\ = m,* - für i — 1,2 gebraucht. Ferner wurde 
A A ' 1 2 - (A f 1 + A 2 - A ' 1 2 ) / 2 gesetzt. Wegen 7(2, «s, <?) vergleiche man G l . (6.1-4). Diese 
Darstellung ist äquivalent mit bekannten Integraldarstellungen (Trivedi und Steinborn 1983, 
S. 676, G l . (4.3); Grotendorst 1985, S. 149, G l . (6.1-5a); Grotendorst und Steinborn 1988, 
S. 3862, G l . (3.24), S. 3867, G l . (4.6)). 
Im Falle gleicher Exponentialparameter kann man die Darstellung (7.1-34) wesentlich ver-
einfachen. Dies beruht darauf, daß man in G L (7.1-34) die Substitution p = q/\/t(l — t) 
vornimmt. Wegen 7 ( a , a , £ , p ) = \JCt2 + q2 =: 6 (a , q) wird auf diese Weise der Exponential-
parameter in den Uberlappungsintegralen unabhäng ig von t. M a n erhäl t 
n , ' l t n , v ' } (n i+ / i ) ! (n 2 + ^2)! 
1 E i [ m [ G(ti m i l A m D t - g ) ^ ^ ^ ' Gjl2 m2\?2Tn!2)(-q)*[6{atq)]* 
[Sia.q)}2^+**+11*+**-1) 
0 
0 V 
y mal 
/ , K l - Q R 2 - R 1 A A A , 
(7.1-35) 
Bei Verwendung dieser Darstellung ist die Zahl von Uberlappungsintegralen mit gleichen 
Exponentialparametern, die berechnet werden müssen , um den Faktor Nt geringer. Hier ist 
Nt die Zahl der Stützs te l len , die bei der ^-Quadratur verwendet werden. D a Nt von der 
Größenordnung 30 ist, sollte die Verwendung dieser Darstellung anstelle von G l . (7.1-34) die 
Berechnung der Kernanziehungsintegrale erheblich schneller machen, da die Berechnung der 
Über lappungs in tegra le einen relativ großen Ante i l der Rechenzeit beansprucht. 
Wesentliche Charakteristika der zweidimensionalen lntegraldarstellung (7.1-34), die auch 
für die numerische Auswertung von Bedeutung sind, sind die folgenden: 
1) Gleichung (7.1-34) stellt das Kernanziehungsintegral als Integral über Überlappungs-
integrale mit gleichen Exponentialparametem dar. Es folgt, daß der Integrand für große p 
für R2 0 exponentiell fällt. Denn 7(0,/?, i ,p) ist asymptotisch für große p proportional 
zu p, und das FaUungsIkeorcm (0.2-12) zeigt, daß die Uberlappungsintegrale mit gleichen 
Expontntialpararnetern exponentiell fallen für große Werte des Parameters. Ist Ro = 0, so 
ist der Abfall des Integranden aufgrund von Gl. (6.2-4) nur noch algebraisch. 
2) Vor allem für große Werte von p und R\ oszilliert der Integrand schnell. Dies wird 
verursacht von der Summe über sphärische Bessel-Funktionen. Für diesen Fall kann es 
Stellenverluste bei der numerischen Auswertung geben. Je größer R\ ist. desto schwieriger 
wird die numerische Berechnung des Integrals über p werden. 
3) Der Integrand der Integrale über t ist proportional zur Gewichtsfunktion (5.1-1). Um 
das einzusehen, muß man nur berücksichtigen, daß bei allen Uberlappungsintegralen in 
Gl. (7.1-34) der Faktor [7(0, ß, t, p)]~ 3 auftritt, wie Vergleich mit dem Faltungstheorem (6.2-
12) zeigt. Wie in Abschnitt 5.1 diskutiert, führt diese Gewichtsfunktion zu scharfen Spitzen 
des Integranden des Integrals über l. Für große p gibt es immer zwei Spitzen, für kleinere 
p kann ts ein oder zwei scharfe Spitzen geben. Diese scharfen Spitzen behindern die di-
rekte numerische Quadratur. Dieses Problem kann aber durch die Verwendung von Möbius-
Quadraturregeln gelöst werden. 
J1) Zählt man die beiden endlichen Surmnen im Faltungstheorem mit, so enthält der Inte-
grand sieben endliche, geschachtelte Summen für t\ + I2 > 0. Diese Summen verlangsamen 
die numerische Berechnung der Kernanziehungsintegrale vor allem für hohe Drehimpuls-
quantenzahlen erheblich im Vergleich zum skalaren Fall. Bei der Beurteilung dieses Sach-
verhalts sollte man berücksichtigen, daß die meisten anderen Methoden für die Berechnung 
von Molekülintegralen ebenfalls für größere Drehimpulsquantenzahlen langsamer sind als für 
kleiuere. 
Die Darstellung (7.1-34) kann man herleiten, indem man in die allgemeine Beziehung (4.4-
24) die eindimensionale Integraldarstellung (6.1-11) für die Fourier-Transformierte eines 
zweizentrigen Produktes von ß - F u n k t i o n e n einsetzt. Unter Verwendung der Rayleigh-
Entwicklung (B. l -4) kann man dann die Winkelintegrationen ausführen. A u f diese Weise 
e rhä l t man unmittelbar die obige zweidimensionale Integraldarstellung für das dreizentrige 
Kernanziehungsintegral mit /^-Funktionen. 
Eine äquivalente Herleitung der Darstellung (7.1-34) ist die folgende. M a n setzt die 
Fourier-Darstellungen (4.4-6) für das Coulomb-Potential und (4.4-7) für die zweite B-
Funktion in die Definition (7.J-30) des Kernanziehungsintegrales ein. Dann kann man die 
Integration über r nach Vertauschung der Integrationsreihenfolge mit Hilfe von G l . (3.4-52) 
ausführen. Man erhäl t 
[y?xx (~ i (p + q ) ) ] X 2 (~ ip ) exp ( - J p - R 2 - i g » R i ) (7.1-36) 
1 1 * H 9 [a» + (p + q ) * ] " , + ' , + 1 [ ^ + p » ] " ' + ' ' + I 9 2 
(n i+ *!)!(>!+4)! 
mit 
= J d V _ i q ' ( R , ~ ( 1 ~ , ) I U ) y d 
In dieser Darstellung kann man jetzt unter Verwendung der verallgemeinerten Feynman-
I d e n t i t ä t (6.1-7) die beiden von p abhängigen Nenner zusammenlassen. Dann n immt man 
das Integral über t nach außen. Nach der Koordinatentransformation p —> p — (1 - t)q 
findet man „ „ n „ , 
D%%™](a,ß,RuR2) = TT"3 a 2 " 1 + ' 1 " 1 ß 2 « a + f 2 - i 
v ( » i + * + " » + '» + D ' jdt{i_ < ) n i + 4 i ^ 4 , , z (7.1-37) 
o 
- ^ - ( i - ^ ) / r l 3 ; j [ 3 g ' ( - i ( P + < q ) ) ] * 3 r H ( P " ( ' - Q q ) ) e - ^ 
^ [ t t 2 ( 1 _ 4 ) + ^ + 9 2 i ( 1 _ 0 + ^ » , + / . + « , + 4+2 • 
(7.1-38) 
Ähnl ich wie bei der Herleitung der lntegraldarstellung (6.1-11) für die Fourier-Transformierte 
eines zweizentrigen Produktes verwendet man jetzt die Fourier-Darstellung (6.1-6) für das 
Uberlappungsintegral mi t gleichen Exponentialparametern und das Addit ionstheorem (B.3-
4) der regulären Kugelfunktionen, um das Integral über p auszuführen. Schließlich muß 
man nur noch die Winkelintegrationen der Integration über q mit der Rayleigh-Entwicklung 
ausführen und e rhä l t so die Darstellung (7.1-34). 
Diese Herleitung von G l . (7.1-34) ist schon in der Literatur beschrieben worden (Homeier 
und Steinborn 1990b). A u f ganz analogem Wege kann man noch drei weitere, bisher unbe-
kannte Integraldarstellungen für das dreizentrige Kernanziehungsintegral herleiten. 
Hierzu betrachten wir zunächs t die Fourier-Darstellung für das zweizentrige Coulomb-
Integral (2.6-9) mit gleichen Exponentialparametern. Sie lautet (Grotendorst 1985, S. 119, 
G l . (5.4.3)) 
C n ^ m 2 ( r% \ _ o 2n,+2118+*,+6-2 / - iq-R [ ^ T H q ) ] ^fa '("" 1 ^) ,3 {n ,OQX 
0 B ^ m 1 I a ' 0 ' 1 1 ) - 8 0 J e ? 2 [ a 2 + r /2]n x+n 2+4+6 + 2 d ^ U - i ^ j 
Diese Darstellung beruht auf G l . (4.4-28), in die die Darstellung (3.4-52) der Fourier-
Transformierten der 5-Funkt ion zweimal eingesetzt wird, und wird spä te r genauer bespro-
chen. M a n sieht, daß hier ein Nenner von ähnl icher Struktur wie in G l . (7.1-38) auftaucht. 
U m diese Beobachtung auszunutzen, kann man zunächs t in G l . (7.1-38) die Substitution 
q ~> q / \ A ( l — O vornehmen und die Integrationsreihenfolge vertauschen. Es folgt 
x [y?: {-'Ap + gVW^)})}X2 Hfr - *\/Ö^W)) L7"1"4°) 
q2 [a2(l - t) + ß2t -rq2-r p 2 ] » i + * + » * + f c + 2 
Zweimalige Verwendung des Additionstheorems (B.3-4) der regulären Kugelfunktionen liefert 
I = (4*) 2 [ t ( l - t)\~1'2 J d 3 p e - i p ' R ' Y, G(^miIC1Tn11) Y G ^mtf2Tn12) 
x [y$ <-ip)]*^v ( -«P) (-i)W-*)/2(i - tf'-w2 
J d V ~ i q ( R l - n - o a , ) / , / ^ [ 3 ^ ( - i « Q ] ^ ( - i g ) 
9
2 ( a 2 ( l - 0 + ßH + q* +
 p
2 ] » > + » > + < > + * ' +
2
' 
(7.1-41) 
Dann kann man das Integral über q unter Verwendung von G l . (7.1-39) ausführen. Es ergibt 
sich 
i = 2 ^ ( i - o r ^ / D 3 P 
p-ip-R-2 
[
a
2 ( ! _ t) + ßH + p2]n 1 +A+n 2 +/ 2 -l 
x Yj G(Iirn1IZt1Tnf1) £ 0 ( ^ 2 ^ ) ^ ( - i p ) ] * J ^ ( - i p ) 
(7.1-42) 
mit 
K(t) = 
R 1 - (1 - Q R 2 
(7.1-43) 
F ü h r t man nun noch mit Hilfe der Rayleigh-Entwicklung (B . l -4 ) die Winkelintegrationen 
aus, so ergibt sich 
z = ( 2 * ) V i ) f e i ' ( i - o r I / a / <ipj-2(J _ J) + ß 2 t + p2]n,+<,+n2+*,-l 
x £ G ( ^ m 1 K X ) 5] G(^ 2m 2 |4m' 2)p A ' + Ai 
x (1 _ t )W-«i) / 2 ( a 2 ( 1 _ T ) + + P 2 ) W + « ) / » (7.1-44) 
E 1 2 ' ( V 2 Z i i i v 1 ^ i v 2 - Mi ) ;*o>Ä 2 ) K ^ - " ; ( R 2 / Ä 2 ) ( - i ) 
A n die Abkürzungen A^ = Ii — £[ und fi[ = m , — mj für i = 1,2 sei erinnert. Ferner wurde 
= (X11 + A 2 - ^)/2 gesetzt. Wegen 7l(t) siehe G l . (7.1-43). Der Phasenfaktor wurde 
aufgrund der Auswahlregeln der Gaunt-Koeffizienten folgendermaßen umgeformt: 
( _ i ) A a - A i + < ( _ l)4 = (7.1-45) 
Einsetzen in G l . (7.1-37) liefert nun das Resultat 
l 
( n i + * i + ? i 2 + ^ 2 + l ) ! 
x 
n i + f 
F U 2 +  1)! / , _ . n i +4/2-1/2 ,n a +/ a /2-l/2 
i ) ! ( n , + A ) ! y 1 j 
O 
/ d ? [ « » ( 1 - 0 + ^ + 1 
x Y G(^im1Kral) ^ G ( ^ 2 m 2 | / 2 m 2 ) p A i + A ^ 
X T W+Ai)/2 ( 1 _ 0 W + V , ) / 2 ( q 2 ( 1 _ I } + ^ + P 2 ) W+4)/2 
X 
t, 
E ( 2 ) {V 2 M 2 IAi/* ' , IV 2 - 4 ) ;<(PÄ2) ^ - ^ ( R 2 / Ä 2 ) ( - i ) A £ 
(7.1-46) 
Dies ist die erste der angekündig ten drei neuen Integraldarstellungen. M a n sieht, daß diese 
Darstellung eine gewisse Ähnlichkeit mit der bekannten Integraldarstellung (7.1-34) hat. 
Anstelle des Integrals über Uberlappungsintegrale tri t t hier aber ein Integral über Coulomb-
Integrale mit gleichen Exponentialparametern. Fü r diese werden wir im nächs ten Kapi te l 
eine Reihe von Darstellungen 4 angeben. Unter diesen werden auch endliche, analytische 
Beziehungen sein, ähnlich wie man für Uberlappungsintegrale mi t gleichen Exponentialpa-
rametern j a endliche Darstellungen kennt, wie z. B . das Faltungstheorem. Der numeri-
sche Aufwand bei der Auswertung dieser neuen Integraldarstellung unterscheidet sich bei 
Verwendung dieser endlichen Darstellungen des Coulomb-Integrales kaum von dem für die 
4 Wenn man so will, erhält man für jede dieser expliziten Darstellungen des Coulomb-Integrals eine eigene 
Darstellung des dreizentrigen Kern anziehungsintegrales. In diesem Sinne hätte man also eigentlich 
nicht nur eine neue, sondern eine ganze Reihe von neuen Darstellungen des Kernanziehungsintegiales 
gefunden. 
Auswertung der bekannten Darstellung (7.1-34), soweit es die Berechnung der inneren Inte-
grale betrifft. A u c h die Zahl der endlichen, inneren Summen ist dann die gleiche wie in der 
Darstellung (7.1-34). 
Coulomb-Integrale sind Summe zweier Anteile, die für große A b s t ä n d e der Zentren unter-
schiedliches asymptotisches Verhalten zeigen. Der eine An te i l fällt algebraisch, der andere 
exponentiell für große A b s t ä n d e der Zentren und große Exponentialparameter. Fü r große Ri 
und/oder große R2 wird das letzte Argument der Coulomb-Integrale groß, also der Abstand 
der beiden Zentren. F ü r große p wi rd der Exponentialparameter der Coulomb-Integrale groß. 
In all diesen Fä l len fällt ein Ante i l der Coulomb-Integrale algebraisch, der andere exponen-
t iel l . A n die Stelle des exponentiellen Abfalls des Integranden für große p, wie er bei der 
lntegraldarstellung (7.1-34) für R2 ^ 0 auftrat, tr i t t hier also in jedem Falle ein algebraischer 
Abfa l l des Integranden. 
In Abhäng igke i t von JRI treten hier i m Gegensatz zur Darstellung (7.1-34) keine Oszil-
lat ionen auf. Oszil lat ionen treten vielmehr auf für große Werte von pR2, dem Argument 
der sphär i schen Bessel-Funktionen. Diese sind nicht exponentiell, sondern nur algebraisch 
gedämpf t , da die Coulomb-Integraleja einen Ante i l enthalten, der nur algebraisch fällt. 
Die Herleitung von zwei weiteren, bisher unbekannten Integraldarstellungen für das drei-
tzentrige Kernanziehungsintegral geht ebenfalls von G l . (7.1-36) aus. Anstelle jetzt aber 
Niie verallgemeinerte F e y n m a n - I d e n t i t ä t (6.1-7) auf die beiden p-abhängigen Nenner anzu-
wenden, kann man diese Iden t i t ä t auch benutzen, um den Faktor q~2 in den , - abhäng igen 
Nenner zu absorbieren. Wieder nimmt man die Parameterintegration nach außen. Nach der 
Koordinatentransformation q—• q — (1— t)p ergibt sich dann 
l 
D H j ^ ( a » ^ R i » R 2 ) = 7 r ^ a 2" 1+*" 1 / ? 2 n a + ' 2 " 1 ( n i +^i + 1) J dt (1 - 0 " , + € l J 
o 
(7.1-47) 
J = JJ d ^ d ^ c - * ' ^ - 1 1 - 1 ^ ) - ^ 1 1 1 
x [^ ' ( -Hq + ^ r ^ H p ) ( 7 , 1 " 4 8 ) 
X [(1 - t)a* + «(1 - t)p* + q2]"*+e*+2[02 + P 2 ] - + * + l ' 
Einmalige Anwendung des Additionstheorems (B.3-4) der regulären Kugelfunktionen ergibt 
J = 4 * £ G ( £ , mi\em)te JJ D 3 P D 3 G e - i p ( R 2 - ( i - 0 R . ) - i q R . 
v Ki7m(-iq)l*{yr(-ip)l^<?(-ip) ( 7 ' 1 _ 4 9 ) 
mit 
W i e im Fal l der Herleitung der anderen beiden Integraldarstellungen kann man jetzt entweder 
die Integration übe r p oder übe r q ausführen. 
U m die Integration über p in G l . (7.1-49) auszuführen, vergleicht man J m i t der Fourier-
Darstellung (Grotendorst 1985, S. 81, G l . (5.2-2)) 
On2^m2/_ a n \ % 2nx+tx-l o2n2+£2-l / -ip-R 0%* HP)1* Vt? (~ 2P) ^ 
V i m i I 0 - P ' 1 1 ] - / P J e [ Q 2+p2]n ,+/x + 1 ^ 2 + p 2 ] n a + / 2 + l Ü P 
(7.1-50) 
des Uberlappungsintegrales mit verschiedenen Exponentialparametern, die aus der entspre-
chenden Darstellung (6.1-5) der Fourier-Transformierten einer zweizentrigen Dichte sofort 
folgt. U m G l . (7.1-50) anwenden zu können , zieht man zunächs t einen Faktor t(l — t) aus 
dem <?-abhängigen Nenner in G l . (7.1-49). Es folgt 
J = ^ [ t ( l - t ) ] - ^ + e ^ Y / G ^ m,|/m)t/yJ d 3 p d 3 9 e - i P - ( R . - d - « ) J l i ) - i q - a . 
[cfi/t + qVW - t)\ + p 2 ]
n i +
'
1 + 2
[ / ? 2 + p 2 ] - + « » + l • 
(7.1-51) 
Jetzt kann man das Integral über p mit FIilfe von G l . (7.1-50) ausführen. M a n e rhä l t 
J = 2ir2[t(\ - f ) ] - < B l + * 1 + 2 > £ C ? ( * i mi\tm)tl f d\ e " i q R l [VglT™Hq)]* 
X ^ ( 2 ^ 2 - I ) j a 2 / t + q 2 / [ t ( l _ 0 ] j - ( 2 ( l + n 1 + £ 1 - . ) + . - l ) / 2 (7.1-52) 
x 5 ^ > - _ ^ m ( [ a 2 / < + , 2 Z ^ l - 0 ] ] 1 / 2 , / 3 , ( R 2 - (1 - t ) R i ) ) • 
M i t der Rayleigh-Entwicklung kann man auch hier die Winkelintegrationen ausführen. Es 
gilt 
J = (27r) 3[i(l - f ) ] - ( n i + f l + 2 ) ^ G ( A 7 7 2 1 | ^ m ) ^ 2 + n i + £ l + 2 [ y ; i n : 7 m ( R 1 / / ? , ) ] * 
A m 
oo 
x/r(tal+«,-„ I d q q 2 ^ - e j ( i _ ( { q R i ) ^ 2 + q 2 / { l _ / ) ] - ( 2 ( l + „ 1 + A - ^ - 1 ) / 2 
0 
x ^ ^ . ^ « ( [ a 2 + « 2 / ( i - < ) ] 1 / 2 , M , ( R 2 - ( i - O R O M ) . 
(7.1-53) 
Hier wurde etwas vereinfacht. Insbesondere wurde die Relation 
S Ä ( 7 « . 7/», R / 7 ) = 7 " 3 5 n " ^ (a, ß, R ) (7.1-54) 
verwandt, u m einen Faktor Z - 1 / 2 aus dein ersten Exponentialparameter der Über lappungs-
integrale herauszuziehen. Nach einer Koordinateiitransformation q —• q\J\ — t ergibt sich 
J = (2TT) 3 [ /(1 _ t ) ] - ( « » + « i + 2 ) ^ - ( 2 n - J + « 2 - l ) 
x Yt G(ti mtfm) i ' / 2 + » > + * + 2 ( l - $) 3 / 2+(* * - 0 / 2 [ Y ™ ± J M ( K \ / R I ) ] * 
o * 
x 5 ^ ^ _ ^ m ( [ a 2 + * 2 ] 1 / 2 , M , ( R 2 - (1 - 0 R i ) / v ^ ) . 
Dies kann man nun in G l . (7.1-47) einsetzen mit dem Ergebnis 
0 " ! & £ ( « . 0 . R i . R i ) = S a 2 " ' + ' 1 " 1 (m +I1 + 1) 
1 
x J d ^ l - O - l 7 2 E ^ m 1 K m ) ^ 2 ( l - t ) ( / , " ' ) / 2 [ > r r r a ( R i / Ä i ) ] * 
0 <,m 
o o 
x J d 9 f / ^ ' - ^ , _ , ( < / Ä . ^ ) [ c v 2 + 9 T ( n , + ^ ' / 2 + 1 / 2 ) 
o 
x S?£%_iAm([a* + , ' ] I / 2 , M , ( R 2 - (1 ~ O R 1 J M ) . 
(7.1-55) 
(7.1-56) 
Die verbleibende Wurzels ingular i tä t bei t = l kann man durch die Substitution u = (1—t) 1^ 2 
beseitigen. Damit ergibt sich 
0 A ( q ^ -
R
L
R
S ) = 16 a 2 " ' + ' ' - 1 ( m +J 1 + 1) 
l 
x / du £ G ( * i rni\im) [ K ^ m ( R 1 Z A 1 ) ] * (1 - U 2 ^ 2 u ' ' - ' 
o '•"» 
(7.1-57) 
x ^ ^ - . A m ( K + 9*1 ' / 2 > ( R 2 - « 2 R i ) / V T ^ 5 ) . 
Die zweidimensionale lntegraldarstellung (7.1-57) für das dreizentrige Kernanziehungsinte-
jgral weist deutlich weniger innere Summen auf als die bisher angegebenen. Allerdings treten 
[hier als innere Integrale Über lappungs in tegra le mit verschiedenen Exponentialparametern 
auf. Für diese ist als endliche Darstellung nur die Jacobi-Polynom-Darstel lung bekannt. 
Diese wird für kleine A b s t ä n d e der Zentren und kleine Unterschiede der Exponentialpara-
meter aber numerisch instabil, wie wir in Kapi te l 6 gesehen haben. Für ^ < Ö und R2 ^> Ri 
sollte man diese Darstellung allerdings güns t ig verwenden können . Denn dann sind alle A r -
gumente der Uberlappungsintegrale in Bereichen, für die die Jacobi-Polynom-Darstellung 
die schnelle und sichere Berechnung der Integrale erlaubt. Falls a <C ß gilt, kann man die 
Symmetrierelation (7.1-31) verwenden und dann die obige Integraldarstellungin Verbindung 
mit der Jacobi-Polynom-Darstellung benutzen. Aufgrund der sphär i schen Bessel-Funktionen 
treten auch bei der Integraldarstellung (7.1-57) Oszillationen auf, die für große Werte von 
uqRi numerisch bedeutsam sind. Diese sind allerdings aufgrund des exponentiellen Abfalls 
der Uberlappungsintegrale wahrscheinlich ausreichend gedämpf t . 
Die Herleitung einer weiteren neuen Integraldarstellung für das dreizentrige Kernanzie-
hungsintegral geht ebenfalls von G l . (7.1-49) aus. Die Integration über q in dieser Gleichung 
läßt sich sehr einfach ausführen. Unter Verwendung der Fourier-Darstellung (4.4-7) der 
5-Funktionen erkennt man sofort, daß eine B-Funkt ion auftritt. M a n erhä l t 
J = (2«fJ2G(timi\em)te I d 3 p e - i p - ( R ' - ( 1 - ' ) R l ) 
e,m J 
y [yrHpyyrt-'p)KCki,-^1 -+<a - O P T ' . R I ) ] ' ( 7 ' 1 " 5 8 ) 
[ß2 + p 2 p + ' ' + 1 [ ( l - t)c? + t{l - i) P2]«,+(',+M-l)/2 
Die Rayleigh-Entwicklung erlaubt es, die Winkelintegrationen auszuführen. M a n erhä l t 
J = 2 ( 2 T T ) 4 ( - 1 ) 6 ] T G(ti mi\£m) te 
[ J 9 3 + p » ] " » + < ' + , ( ( l - t ) o 2 + t ( l - t ) p » ! « ' + « ' - « + 1 ) / 2 
ft~ ( 7 ' 1 " 5 9 ) 
x [ W ( ^ j m 2 K m l ^ m 2 - m ) ( - i ; 
' ' = C n 
Hier wurde der Phasenfaktor gemäß 
= (-l)A<'+<> (7.1-60) 
umgeformt, wobei die Tatsache verwendet wurde, daß A f = (£2-\-£ — £')/2 eine nichtnegative, 
ganze Zahl ist. Dies folgt aus den Auswahlregeln der Gaunt-Koeffizienten. 
Setzt man dieses Resultat in G l . (7.1-47) ein, so ergibt sich 
R J , R 2 ) = 3 2 T T ( - 1 ) ' 2 C v 2 n i ^ 1 " 1 ß2»*+**-1 
l 
x ( m + ^i + i) / dt{\-t)Hl+Cl Y G ' ( ^ m ^ h n ) t e 
0 ttm 
x J P [ß2 + v2]n7+i7+\{\-t)a2 + t{\-^^ t7"1"61) 
E ( 2 ) (4 m 2 Kml^m 2 - m) ( - 1 ) 
= C n 
* M P
1
R
2
- , I - „ M W " ( i t i r ^ ) ; -
Etwas Sorgfalt ist nöt ig an der Integrationsgrenze t = 1. Hier wird der Integrand singulär 
wie (1 — / ) - 1 / 2 . Diese Schwierigkeit ist jedoch durch die Koordinatentransformation u = 
(1 — t)1!1 leicht zu umgehen. Es ergibt sich die zweidimensionale lntegraldarstellung 
^ ! ä > > ^ R i ' R 2 ) = 6 4 T T ( - 1 ) 6 a 2 » ! + ' ' " 1 ß2^2-i 
l 
x (m + * i + 1) y du ] T "*i|€m)(l - u 2 ) V , _ / 
0 <,m 
D P 2 + w - K r ^ ^ a « 2 + - » v i i / 2 . » R o r 
P
 [ ^
 +
 p 2 ]
n a +
' '
 + 1
[
a
2
+ p
2 (
1
_
u
2 ) ] B , + ( / 1 + < + l ) / 2 (7.1-62) 
0 
x f^^{e2m2\em\Cin2-m){-\)M' 
R 2 - u 2 R i 
: j | . ( p | R 2 - « J R , | ) K < . m ' " m ( I R 2 - U 2 R i I 
für das dreizentrige Kernanziehungsintegral mit B-Funkt ionen. 
Die lntegraldarstellung (7.1-62) ist verhäl tn ismäßig kompakt. Sie en thä l t nur drei innere 
Summen. Der Integrand fällt für große p exponentiell, falls R\ ^ 0 gilt . Fü r große A b s t ä n d e 
der Zentren der beiden 5 -Funkt ionen , also für große Werte von R2, treten Oszillationen 
auf, die die numerisch erzielbare Genauigkeit begrenzen sollten. Auch für große Werte 
von R\ treten Oszillationen auf, diese sind allerdings exponentiell gedämpf t und sollten 
daher numerisch wesentlich weniger Auswirkungen haben. Es sei hier noch bemerkt, daß die 
Struktur des Integrals über p der Integraldarstellung (G.3-10) für die unvolls tändige Sigrna-
Funktion (7v(A,2n + 1,.T) stark ähnel t . Ob man diese Ähnlichkeit ausnutzen kann, um das 
Integral über p durch unvollständige Sigma-Funktionen darzustellen, ist derzeit eine offene 
Frage. 
Bisher wurden alle Iritegraldarstellungen mit der Fourier-Trarisforrnationsiiiethode her-
geleitet. Es soll jetzt eine Integraldarstellung für das dreizentrige Keriianziehungsintegral 
unter Anwendung der Bessel-Transformatioiismethode abgeleitet werden. Wie man dazu im 
Prinzip vorgehen muß , wurde schon in Abschnitt 4.3.2 beschrieben. 
Durch Mult ipl ikat ion von G l . (3.5-12) mit 7 , _ 1 und Integration über r erhäl t man nach 
Vertauschung der Integrationsreihenfolge und der Transformation r —+ —r -f 'R-2i(t) der 
Variablen die Beziehung 
( 4 T T ) W 2 / - Iß1111, (Q , r - R I )] * Bm2f (ß, r - R.,) d ; V - — , 
J v L 7 i l ^ v u J » ^ ' ' ^ ( 2 7 r ) ^ 2 w i + ^ + " ^ ( 7 i i + ^ i ) ! ( n 2 + ^ ) ! 
l 
x / tn^l'\\ -t)n*-*l'2 Yj G(Zimi^lIn1l) Y G (Z2 ™.'A£2 m'>) 
x [y?x^r (-R21 (t)-Ri)]*y^r3^21 w - R 2 ) 
y i r - ^ 2 i ( o i 1 l / ) 
x £ n i + n 2 _ ! ^ [ C ( a , / Ö , 0 ] V + [A(a,ß,t,R2i))^ d 3 r d * 
mit den Abkürzungen 
(7.1-63) 
und 
C ( O l j E U ) = ^ y + y ^ (7.1-64) 
A(a,ß,t,R2i) = , R-n- (7.1-65) 
A n die Definition (3.5-13) von 1Z2i(t) sei erinnert. W i r schreiben 3^1 (0 = \'R-2i(t)\. Außer-
dem ist wie üblich R 2 1 = R 2 — R i und R2\ = | R 2 i | gesetzt. 
Unter Verwendung der Rayleigh-Entwicklung (B. l -5) kann man nun die Winkelintegration 
ausführen. Das verbleibende Radialintegral kann man unter Verwendung der Definitionen 
und Ergebnisse von Anhang G ausführen . Es hat die Fo rm 
OO ^ 
/ ^ T T r 2 A t + t + 2 yK(cß,t)]V + {A(a,ß,t,R21)]A dr 
O
 > 
= [C(a, ß, W2IitTi-1Kici, ß, tT{2AM+2) 
x | a n i + n 2 _ ! ( A i a 1 ß,t,R21), 2M + 2^  + 3, ( (<*,ß,OBai(O) 
+ [C(a,/5, t ) » 2 i ( O l ^ + 1 S n 1 + « , - ! ( A ( a , ß % t , R 2 1 ) , 2A£ + 2, C(a,/?,0*2i(0)}• 
(7.1-66) 
Insgesamt ergibt sich 
/ ; ( « . r - R 1 ) ] * BZ, ( ß , r - R 2 ) d»r - ^ , ^ ^ i ^ W 
1 
Q ,171 j 2^,TTlj 
x [ y n r 1 ( ^ ' ( * ) - ^ r ^ - r * - R 2 ) [ c ( « , / » . o i - w + ^ + 2 ) 
x ( - 1 ) ' . + « 53(2) ( ^ m 2 ß m * . I^rn 2 - m*.) Z ^ m ' ' (««,/?,*)*«(*)) 
x | c r n j + n j _ i ( A ( a , / 9 , < , Ä 2 i ) , 2AZ+2Z + 3, C ( a , / J , t ) » 2 i ( t ) ) 
I + [<(«, / 3 , * ) 3 J 2 i ( * ) ] 2 < + 1 E „ 1 + „ 2 - i (A(a, /8,i, Ä 2 i ) , 2 A £ + 2, C(a,/?,0* 2i(0)} d i -
j (7-1-67) 
Dies ist eine eindimensionale lntegraldarstellung für das dreizentrige Kernanziehungsin-
tegral mit B-Funkt ionen. Denn die unvol l s tändigen Sigma-Funktionen kann man als gut 
untersuchte und auch im Falle ganzzahliger Indizes gut zu berechnende spezielle Funktionen 
ansehen. A u c h bei dieser lntegraldarstellung dürf te es für stark unterschiedliche Exponenti-
alparameter zu scharfen Spitzen kommen. Oszil lat ionen scheinen hingegen kein Problem zu 
sein. Eine genaue Untersuchung der numerischen Eigenschaften dieser lntegraldarstellung 
steht noch aus. Trotzdem ist zu vermuten, daß man etwaige Probleme, die durch Spitzen 
verursacht werden könn ten , mit M ö b i u s - Q u a d r a t u r v e r f a h r e n i n den Griff bekommen kann. 
Der Zusammenhang zur Standardform ist durch die Gleichungen 
/; {sZt1 K r - Ri)]* Kit, - R 2 ) d*r = DnXl>>ß>-RllR2I) (7.1-68) 
bzw. 
D Ä ( a . / » . R i . R » ) = J \ [ ' 5 n 7 , < 1 ( a . r + R i ) ] * ^ ( ^ r - R 2 i ) d 3 ' - (7-1-69) 
leicht herzustellen. 
7.2. Numerische Methoden und Ergebnisse 
In diesem Abschni t t werden numerische Methoden und Ergebnisse beschrieben, die auf der 
zweidimensionalen lntegraldarstellung (7.1-34) für das dreizentrige Kernanziehungsintegral 
mit B-Funkt ionen beruhen. 
Wicht ige Eigenschaften des Integranden der Darstellung (7.1-34), die auch für die numeri-
sche Quadratur der lntegraldarstellung von Bedeutung sind, wurden i m Abschnit t 7.1.3. auf 
Seite 204 aufgelistet. Diese Eigenschaften werden i m folgenden als bekannt vorausgesetzt. 
7.2.1. Numerische Methoden 
Als numerische Methoden für die Darstellung (7.1-34) kommen Quadraturmethoden in Be-
tracht. Nur Produktregeln werden behandelt, da sie i m Falle niedrigdimensionaler Inte-
graldarstellungen Resultate hoher Genauigkeit bei relativ geringem numerischem Aufwand 
liefern ( D R , Kap i t e l 5). Automatische Quadraturverfahren werden nicht behandelt, weil 
sie einige Probleme bei mehrdimensionaler Quadratur stellen und da sie schon für eindi-
mensionale Integrale etwa dreimal mehr Auswertungen des Integranden erfordern (Lyness 
1977; Lyness 1983). Das letzte Argument beschränk t die Anwendung von automatischen 
Quadraturverfahren auf Testfälle. 
In der folgenden Diskussion von Quadraturmethoden für die Darstellung (7.1-34) behan-
deln wir nur den dreizentrigen Fa l l , so daß R\ und R2 nicht verschwinden. Anderenfalls 
gibt es j a wesentlich einfachere Darstellungen, wie in Abschnit t 7.1 dargestellt ist. Aller-
dings kann man die lntegraldarstellung (7.1-34) im Pr inzip auch für weniger als drei Zentren 
benutzen. 
W i r werden sehen, daß es aufgrund der Oszillationen, die von den sphär ischen Bessel-
Funktionen in G l . (7.1-34) verursacht werden, numerische Probleme i m Falle großer Werte 
von R\ geben kann. In diesem Falle empfiehlt es sich, eine andere Darstellung zu benut-
zen. Vor al lem die mi t der Bessel-Transformationsmethode hergeleitete Darstellung (7.1-67) 
sollte hier güns t ige Eigenschaften haben, da ihr Integrand ü b e r h a u p t keine oszillierenden 
Bestandteile aufweist. 
Wenn allerdings die Oszillationen nicht zu stark sind und a u ß e r d e m exponentiell gedämpf t , 
so darf man erwarten, daß man die in Abschnitt 5.2 ausführlich dargestellten Quadraturver-
fahren auf der Grundlage von Laguerre-Regeln gewinnbringend einsetzen kann. Insbesondere 
ist die in Abschnitt 5.2.3 beschriebene Verbindung mit Möbius-Kegeln nützlich, um Probleme 
mit scharfen Spitzen zu lösen, die aufgrund der Cewichtsfunktion (5.1-2) auftauchen. Gra-
vierend sind diese Probleme für den Kall stark unterschiedlicher Exponentialparameter, wie 
schon in Abschnitt 5.1 diskutiert wurde. 
Numerisch muß man sich für eine Integrationsreihenfolge entscheiden.' In der C L L -
Methode (vgl. G i n . (5.2-20) und (5.2-21)) und in der ML-Methode (vgl. G i n . (5.2-18) 
und (5.2-19)) ist die p-Quadratur jeweils innen. In der L R M - M e t h o d e (vgl. C h i . (5.2-13) 
und (5.2-14)) und der L A M - M e t h o d e (vgl. C h i . (5.2-15) und (5.2-16)) dagegen ist die p-
Quadratur außen. 
Alle diese Verfahren benutzen für die p-Quadratur Laguerre-Regeln hoher Ordnung zur 
Gewichtsfunktion e~f,p. Dieempirische Regel (5.2-5) zur Wahl von p kann man hier genauer 
fassen (Homeier und Steinborn 1990b): 
p = UUixiHlJt2. 1/a, l/ß). (7.2-1) 
Den so erhaltenen Wert von p kann man mit Zahlen der Größenordnung IMIIS multiplizieren. 
Auch dann kann man zufriedenstellende Konvergenz bei Betraclitiing von p feststellen. 
Die entsprechenden Quadratursummen können aufgrund bestimmter Kriterien abgebrochen 
werden. Dies erlaubt die Einsparung von Auswertungen des jeweiligen Integranden, wie in 
Abschnitt 5.2 beschrieben wurde. Beispiele werden im nächsten Abschnitt angeführt . 
Kür die Auswertung der Integrale über / werden außer beim CLL-Verfahren 1 das auf einer 
zusammengesetzten Gauß-Legendre -Quadra tu r mit drei Teilintervalleii basiert, stets Möbius-
Legendre-RegeIn MJP verwendet. Diese Quadraturregeln sind in Abschnitt 5.1.2 beschrie-
ben. Die Verbindung dieser Regeln mit den Laguerre-Regeln, insbesondere die Berechnung 
der Parameter der Möbius-Transformat ionen ist in Abschnitt 5.2.3 beschrieben. Al le vier 
angegebenen Verfahren erlauben es, die Quadraturregeln dem Verlauf des Integranden des 
Integrals über t anzupassen. Während man bei der CLL-Methode die Ordnungen der Gauß-
Legendre-Regeln allerdings von Hand an den Verlauf des Integranden anpassen muß, um 
die Spitzen zu berücksichtigen, kann man bei den anderen Verfahren stets den gleichen 
Satz von Ordnungen der Möbius-Regeln verwenden. Das heißt nicht, daß immer die glei-
chen Möbius-Regeln verwendet werden. Denn es gibt j a als zusätzl ichen Kreiheitsgrad den 
Parameter der Möbius-Transformation. Dieser Parameter wird dem speziellen Verlauf der 
5 Denn die Auswertung mehrdimensionaler Summen mittels des Computers ist im Gegensatz zur analy-
tischen Rechnung mitunter stark von der Reihenfolge abhängig . Rechnet man die beiden Quadratur-
summen der Produktregel vom Typ (5.2-3) mit, so umfaßt die numerische Auswertung der lntegraldar-
stellung insgesamt neun endliche Summen. Diese große Anzahl geschachtelter Summen hat negative 
Auswirkungen auf die Schnelligkeit der Berechnung. 
Gewichtsfunktion (5.1-2) angepaßt . So ergeben sich effiziente Quadraturverfahren, die im 
Falle stark unterschiedlicher Exponentialparameter deutlich schneller konvergieren als die 
CLL-Methode . Dies ergibt sieh anhand der im folgenden präsent ie r ten Ergebnisse. 
7.2.2. N u m e r i s c h e E r g e b n i s s e 
In Tabellen 7.2.1 bis 7.2.V werden verschiedene Quadraturverfahren für dreizentrige Kerri-
anziehungsintegrale mit normierten YJ-Furiktionen miteinander verglichen. Die genaue De-
finition dieses Kernanziehurigsintegrales ist G l . (2.6-18) in Verbindung mit G l . (3.4-4) zu 
entnehmen. Die verglichenen Verfahren sind die CLL-Methode , die ML-Methode , die L R M -
Methode und die L A M - M e t h o d e , die in Abschnitt 5.2 eingeführt wurden. Die Integrale sind 
alle reell, da alle Zentren jeweils in der £, z-Eberre liegen. Zu jedem betrachteten Integral 
wird die Konvergenz der Verfahren sowohl für den i- als auch den p-Bereich betrachtet. 
Vergleichkriterium ist stets die Zahl Ntva\ der Auswertungen des Integranden. Für jede 
Methode werden in den einzelnen Tabellen zunächst vier Resultate für eine festgehaltene 
Laguerre-Regel und zunehmender Genauigkeit im ^-Bereich angeführt , dann noch einmal 
vier analoge Werte für eine genauere Regel im p-Bereich. Der Vergleich dieser Werte mit 
den entsprechenden vier Werten für die Laguerre-Regel mit weniger Stützstel len erlaubt Aus-
sagen über die Konvergenz im p-Bereich, Vergleiche innerhalb der Vierergruppen hingegen 
über die Konvergenz im i-Bereich. Der jeweils vierte Wert ist das genaueste Ergebnis, er 
liefert quasi den exakten Wert, mit dem die Konvergenz der drei vorangehenden Werte einer 
Vierergruppe geprüft werden kann. 
In Tabelle 7.2.1 wird ein skalares Kenianziehungsintegral mit linearer Geometrie der drei 
Zentren behandelt. In dieser Tabelle darf man aufgrund der angegebenen Werte der Ab-
bruchtoleranzen bei allen Methoden allein auf der Grundlage von relativen Genauigkeiten, 
also allen außer der L A M - M e t h o d e , keine höhere absolute Genauigkeit erwarten als etwa 
0.77 x I O - 9 . Im p-Bereich sind 60 Stützstel len einer Laguerre-Regel mit p = 2.0 völlig aus-
reichend für diese Genauigkeit. M i t der CLL-Methode erhäl t man diese Genauigkeit für 1648 
Auswertungen des Integranden, mit der ML-Methode für 756 und mit der LRM-Methode 
für 623 Auswertungen. D a der Wert des Integrales relativ groß ist, bringt die Verwendung 
der L A M - M e t h o d e kaum Einsparungen. 
In Tabelle 7.2.II wird ein nichtskalares Kernanziehungsiritegial mit linecirer Geometrie der 
drei Zentren behandelt. In dieser Tabelle darf man aufgrund der angegebenen Werte der 
Abbruchtoleranzen bei allen Methoden außer der L A M - M e t h o d e keine höhere Genauigkeit 
erwarten als etwa 0.13 x I O - 9 . Im p-Bereich ist Konvergenz auf sieben Stellen erreicht. Für-
vergleichbare Genauigkeiten benöt ig t man mit der CLL-Methode etwa doppelt so viele Aus-
wertungen wie bei der ML-Methode und der LRM-Methode . Berücksichtigt man im Rcdimen 
Verglichen werden Quadratnrverfahren für die Darstellung (7.1-34). Folgendes gilt immer: 
Geometrie: A 1 = 0.5 a. u., = 9 0 . 0 0 ° , <pi = 0 .0° , R2 = 2.0 a. u., tf2 = 9 0 . 0 0 ° , ip2 = 0 .0° 
Abbruchtoleranzen: C L L , M L : e = 10~ 8 ; L A M : £ a b s = 10~ 8; L R M , L A M : ei = I O - 4 , 
e2 = I O - 6 , e 3 = IO" 8 
B g l g g ( L O t S - Q l R i l R 2 ) Nevai Q U A D R A T U R M E T H O D E 
0.7675198674 10- 1 1017 C L L 5,10,15| 60(2.0) 
0.7675246166 10- 1 1336 C L L 5,15,20 I 60(2.0) 
0.7675237570-10-1 1648 C L L 5,20,25 I 60(2.0) 
0.7675237507-10"1 3298 C L L 30,30,30| 60(2.0) 
0.767519867L10"1 1187 C L L 5,10,15| 80(2.0) 
0.7675246165-10"1 1545 C L L 5,15,20| 80(2.0) 
0.7675237569 10- 1 1916 C L L 5,20,25 I 80(2.0) 
0.7675237506-10"1 3877 C L L 30,30,30 I 80(2.0) 
0.7675237506 10- 1 756 M L 21 I 60(2.0) 
0.7675237508 10"1 864 M L 24 I 60(2.0) 
0.7675237506T0- 1 972 M L 27 I 60(2.0) 
0.7675237506 10"1 1815 M L 50 I 60(2.0) 
0.7675237506-10"1 880 M L 21 I 80(2.0) 
0.7675237506-10"1 1010 M L 24 I 80(2.0) 
0.7675237507-10"1 1138 M L 27 I 80(2.0) 
0.7675237507-10"1 2131 M L 50 I 80(2.0) 
0.7675237542-10"1 623 L R M 60(2.0) I 21,14; 14,10; 7,7 
0.7675237542-10-1 712 L R M 60(2.0)|24,16; 16,12; 8,8 
0.7675237542 10"1 890 L R M 60(2.0) I 30,20; 20,16; 10,10 
0.7675237542 10"1 1750 L R M 60(2.0) I 50,25; 50,25; 50,25 
0.7675237533-10"1 714 L R M 80(2.0)|21,14; 14,10; 7,7 
0.7675237534 10"1 816 L R M 80(2.0) I 24,16; 16,12; 8,8 
0.7675237534-10"1 1020 L R M 80(2.0) I 30,20; 20,16; 10,10 
0.7675237534-10"1 2050 L R M 80(2.0) I 50,25; 50,25; 50,25 
0.7675237527 10"1 609 L A M 60(2.0)|21,14; 14,10; 7,7 
0.7675237527 10"1 696 L A M 60(2.0) I 24,16; 16,12; 8,8 
0.7675237527 10"1 870 L A M 60(2.0) I 30,20; 20,16; 10,10 
0.7675237527 10"1 1650 L A M 60(2.0) I 50,25; 50,25; 50,25 
0.76752376C9T0"1 693 L A M 80(2.0) I 21,14; 14,10; 7,7 
0.7675237669 10- 1 792 L A M 80(2.0) I 24,16; 16,12;8,8 
0.7675237669 10- 1 990 L A M 80(2.0) I 30,20; 20,16; 10,10 
0.7675237669 10- 1 1900 L A M 80(2.0) I 50,25; 50,25; 50,25 
Verglichen werden Quadraturverfahren für die Darstellung (7.1-34). Folgendes gilt immer: 
Geometrie: /^1 = 0.5 a. u., = 9 0 . 0 0 ° , y>i = 0 .0° , R2 = 2.0 a. u., tf2 = 9 0 . 0 0 ° , </>2 = 0 .0° 
Abbruchtoleranzen: C L L , M L : e = I O - 8 ; L A M : e a b s = I O - 8 ; L R M : C1 = 10~ 4 , e7 = IO" 6 , 
= IO- 8 
O a j j 1 ( L O j S - O j R l l R 2 ) Neval Q U A D R A T U R M E T H O D E 
-0.1302009404-10-1 1132 C L L 5,10,15|60(2.0) 
-0.1302008381-10-1 1477 C L L 5,15,20|60(2.0) 
-0.1302008251-10"1 1834 C L L 5,20,25 I 60(2.0) 
-0.1302008253 10- 1 3607 C L L 30,30,30 I 60(2.0) 
-0.1302009576-10"1 1320 C L L 5,10,15|80(2.0) 
-0.1302008526-10"1 1730 C L L 5,15,20 I 80(2.0) 
-0.1302008386-10-1 2137 C L L 5,20,25 I 80(2.0) 
-0.1302008374-10"1 4255 C L L 30,30,30|80(2.0) 
-0.1302008272-10-1 857 M L 21 I 60(2.0) 
-0.1302008249-10-1 984 M L 24 I 60(2.0) 
-0.1302008257-10"1 1108 M L 27 I 60(2.0) 
-0.1302008255-10"1 2060 M L 50 I 60(2.0) 
-0.1302008386-10"1 1016 M L 21 I 80(2.0) 
-0.1302008422-10"1 1161 M L 24 I 80(2.0) 
-0.1302008395-10"1 1311 M L 27 I 80(2.0) 
- 0 . 1 3 0 2 0 0 8 3 8 5 - l ü - 1 2445 M L 50 I 80(2.0) 
-0.1302008268-10"1 770 L R M 60(2.0) I 21,14; 14,10; 7,7 
-0.1302008246-10-1 880 L R M 60(2.0) I 24,16; 16,12; 8,8 
-0.1302008247-10"1 1100 L R M 60(2.0) I 30,20; 20,16; 10,10 
-0.1302008251-10-1 2050 L R M 60(2.0) I 50,25; 50,25; 50,25 
-0.1302008375 10"1 868 L R M 80(2.0) I 21,14; 14,10; 7,7 
-0.1302008422-10"1 992 L R M 80(2.0) I 24,16; 16,12; 8,8 
-0.1302008379 10"1 1240 L R M 80(2.0) I 30,20; 20,16; 10,10 
-0.1302008390-10"1 2350 L R M 80(2.0) I 50,25; 50,25; 50,25 
-0.1302008278-10-1 700 L A M 60(2.0) I 21,14; 14,10; 7,7 
-0.1302008255 10"1 800 L A M 60(2.0) I 24,16; 16,12; 8,8 
-0.1302008256 10"1 1000 L A M 60(2.0) I 30,20; 20,16; 10,10 
-0.1302008261 IO" 1 1800 L A M 60(2.0) I 50,25;50,25; 50,25 
-0.1302008387 10- 1 798 L A M 80(2.0) I 21,14; 14,10; 7,7 
-0.1302008434 10- 1 912 L A M 80(2.0) I 24,16; 16,12; 8,8 
-0.1302008392 10- 1 1140 L A M 80(2.0) I 30,20; 20,16; 10,10 
-0.1302008402 10"1 2100 L A M 80(2.0) I 50,25; 50,25; 50,25 
Verglichen werden Quadraturverfahren für die Darstellung (7.1-34). Folgendes gilt immer: 
Geometrie: TZ1 = 1.0 a. u., = 4 5 . 0 0 ° , = 0 .0° , R2 = 2.0 a. u., = 9 0 . 0 0 ° , = 0 .0° 
Abbruchtoleranzen: C L L , M L : e = IO" 8 ; L A M : £ a b s = IO" 8 ; L R M : e, = IO" 4 , e2 = IO" 6 , 
^ S J ( S - O 1 L O 1 R 1 1 R 2 ) Af e u a / Q U A D R A T U R M E T H O D E 
0.1436682583 1027 C L L 15,10,5 I 90(1.0) 
0.1436678447 1342 C L L 20,15,5 I 90(1.0) 
0.1436678442 1658 C L L 25,20,5 I 90(1.0) 
0.1436678442 2804 C L L 25,25,25 | 90(1.0) 
0.1436682583 . 1085 C L L 15,10,5 I 100(1.0) 
0.1436678447 1423 C L L 20,15,5| 100(1.0) 
0.1436678442 1756 C L L 25,20,5 | 100(1.0) 
0.1436678442 2979 C L L 25,25,25 I 100(1.0) 
0.1436678454 704 M L 21 I 90(1.0) 
0.1436678443 806 M L 24 I 90(1.0) 
0.1436678443 909 M L 27 I 90(1.0) 
0.1436678442 1719 M L 50 I 90(1.0) 
0.1436678454 741 M L 21 I 100(1.0) 
0.1436678443 851 M L 24 I 100(1.0) 
0.1436678442 962 M L 27 I 100(1.0) 
0.1436678442 1809 M L 50 I 100(1.0) 
0.1436678450 644 L R M 90(1.0) I 21,14; 14,10; 7,7 
0.1436678443 744 L R M 90(1.0) I 24,16; 16,12; 8,8 
0.1436678442 830 L R M 90(1.0) I 27,18;18,13;9,9 
0.1436678441 1650 L R M 90(1.0) I 50,25; 50,25; 50,25 
0.1436678451 673 L R M 100(1.0) I 21,14; 14,10; 7,7 
0.1436678443 776 L R M 100(1.0) I 24,16; 16,12; 8,8 
0.1436678441 867 L R M 100(1.0) I 27,18; 18,13; 9,9 
0.1436678441 1750 L R M 100(1.0) I 50,25; 50,25; 50,25 
0.1436678434 602 L A M 90(1.0) I 21,14;14,10;7,7 
0.1436678427 696 L A M 90(1.0) I 24,16; 16,12; 8,8 
0.1436678425 776 L A M 90(1.0) I 27,18; 18,13;9,9 
0.1436678425 1500 L A M 90(1.0) I 50,25; 50,25; 50,25 
0.1436678446 617 L A M 100(1.0) I 21,14; 14,10; 7,7 
0.1436678438 712 L A M 100(1.0) I 24,16; 16,12;8,8 
0.1436678437 795 L A M 100(1.0) I 27,18; 18,13; 9,9 
0.1436678436 1550 L A M 100(1.0) I 50,25; 50,25; 50,25 
Verglichen werden Quadratuiveifahren für die Darstellung (7.1-34). Folgendes gilt immier: 
Geometrie: R1 = 5.0 a. u., = 6 0 . 0 0 ° , ^ = 0.0° , R2 = 5.0 a. u., 1O2 = 9 0 . 0 0 ° , <p2 = 0.0° 
Abbruchtoieranzen: C L L , M L : s = IO" 8 ; L A M : £ a h s = 10~ 8; L R M : E1 = 10~ 4, E2 = 10~ 6, 
S3 = IO" 8 
5^:^(1 .5 ,9 .0 ,^ ,^ ) Neval Q U A D R A T U R M E T IlOD E 
0.1722280221-10- 4 1885 C L L 5,10,15 I 90(5.0) 
0.1722371983-10" -4 2480 C L L 5,15,20 I 90(5.0) 
0.1722371104-10" -4 3066 C L L 5,20,25 I 90(5.0) 
0.1722371101-10--4 5856 C L L 30,30,30 I 90(5.0) 
0.1722279955-10--4 2008 C L L 5,10,15 I 100(5.0) 
0.1722371706 10--4 2634 C L L 5,15,20 I 100(5.0) 
0.1722370832 10--4 3261 C L L 5,20,25 I 100(5.0) 
0.1722370830-10" -4 6252 C L L 30,30,30 I 100(5.0) 
0.1722371100-10--4 1378 M L 21 I 90(5.0) 
0.1722371104-10" -4 1578 M L 24 I 90(5.0) 
0.1722371101-10" -4 1780 M L 27 I 90(5.0) 
0.1722371102-10" -4 3307 M L 50 I 90(5.0) 
0.1722370829 10--4 1474 M L 21 I 100(5.0) 
0.1722370835 10" -4 1688 M L 24 I 100(5.0) 
0.1722370833-10" -4 ' 1904 M L 27 I 100(5.0) 
0.1722370828 10--4 3545 M L 50 I 100(5.0) 
0.1722371090 10--4 1512 L R M 90(5.0) I 21,14; 14,10; 7,7 
0.1722371091-10* -4 1728 L R M 90(5.0) I 24,16; 16,12; 8,8 
0.1722371092-10--4 2160 L R M 90(5.0) I 30,20; 20,16; 10,10 
0.1722371092-10" -4 4050 L R M 90(5.0) I 50,25; 50,25; 50,25 
0.1722370873-10--4 1603 L R M 100(5.0) I 21,14; 14,10; 7,7 
0.1722370875 10--4 1832 L R M 100(5.0) I 24,16; 16,12; 8,8 
0.1722370876-10" -4 2290 L R M 100(5.0) I 30,20; 20,16; 10,10 
0.1722370876-10--4 4300 L R M 100(5.0) I 50,25; 50,25; 50,25 
0.1722338995-10" -4 1190 L A M 90(5.0) I 21,14; 14,10; 7, 7 
0.1722338830 10--4 1360 L A M 90(5.0) I 24,16; 16,12;8,8 
0.1722338793 10" -4 1700 L A M 90(5.0) I 30,20; 20,16; 10,10 
0.1722338796-10' -4 2900 L A M 90(5.0) I 50,25; 50,25; 50,25 
0.1722237200-10-~4 1253 L A M 100(5.0) I 21,14; 14,10; 7,7 
0.1722237014 10--4 1432 L A M 100(5.0) I 24,16; 16,12;8,8 
0.1722236953-10--A 1790 L A M 100(5.0) I 30,20;20,16;10,10 
0.1722236958 10--A 3050 L A M 100(5.0) I 50,25; 50,25; 50,25 
Verghchen werden Quadraturverfahren für die Darstellung (7.1-34). Folgendes gilt immer: 
Geometrie: A 1 = 9.0 a. u., = 4 5 . 0 0 ° , = 0 .0° , A 2 = 2.0 a. u., <d2 = 9 0 . 0 0 ° , <p2 = 0.0° 
Abbruchtoleranzen: C L L , M L : e = IO" 8 ; L A M : £ a b s = IO" 8 ; L R M : = IO" 4 , e2 = IO" 6 , 
C 3 = IQ" 8 
BJSg(LO lS-O lRi lRa) Q U A D R A T U R M E T H O D E 
0.53O6456045 10- 2 2383 C L L 5,15,10 I 90(9.0) 
0.5284583689 10" 2 3153 C L L 5,20,15 I 90(9.0) 
0.5283890816 10 - 2 4380 C L L 10,25,20 I 90(9.0) 
0.5283073783-10-2 7352 C L L 30,30,30 I 90(9.0) 
0.5297556420 10- 2 2150 C L L 5,10,10 I 100(9.0) 
0.5271057636-10"2 3381 C L L 5,20,15 I 100(9.0) 
0.5271388770 10" 2 4706 C L L 10,25,20| 100(9.0) 
0.5272069719 10" 2 7954 C L L 30,30,30 | 100(9.0) 
0.5282981773-10-2 1781 M L 21 I 90(9.0) 
0.5282981777 10" 2 2035 M L 24 I 90(9.0) 
0.528298178L10- 2 2292 M L 27 I 90(9.0) 
0.5282981780 10" 2 4248 M L 50 I 90(9.0) • 
0.5272062719 10- 2 1941 M L 21 I 100(9.0) 
0.527206272L10- 2 2217 M L 24 I 100(9.0) 
0.5272062721 10"2 2495 M L 27 I 100(9.0) 
0.5272062721 10" 2 4637 M L 50 I 100(9.0) 
0.5282981775-10"2 1806 L R M 90(9.0) I 21,14; 14,10;7,7 
0.5282981780 10"2 2064 L R M 90(9.0) I 24,16; 16,12;8,8 
0.5282981781 10-'2 2580 L R M 90(9.0) I 30,20; 20,16; 10,10 
0.5282981781 10- 2 4500 L R M 90(9.0) I 50,25; 50,25; 50,25 
0.5272062718 10" 2 1834 L R M 100(9.0) I 21,14; 14,10; 7,7 
0.5272062722 10" 2 2096 L R M 100(9.0) I 24,16; 16,12; 8,8 
0.5272062723 10- 2 2620 L R M 100(9.0) I 30,20; 20,16; 10,10 
0.5272062723 10~ 2 5000 L R M 100(9.0) I 50,25; 50,25; 50,25 
0.5282981775 10- 2 1806 L A M 90(9.0) I 21,14; 14,10; 7,7 
0.5282981780 10- 2 2064 L A M 90(9.0) I 24,16; 16,12; 8,8 
0.5282981781-10-2 2580 L A M 90(9.0) I 30,20; 20,16; 10,10 
0.5282981781 10- 2 4500 L A M 90(9.0) I 50,25; 50,25; 50,25 
0.5272062718 10" 2 1834 L A M 100(9.0) I 21,14; 14,10; 7,7 
0.5272062722 10"*2 2096 L A M 100(9.0) I 24,16; 16,12; 8,8 
0.527206272340-2 2620 L A M 100(9.0) I 30,20; 20,16; 10,10 
0.5272062723 10"2 5000 L A M 100(9.0) I 50,25; 50,25; 50,25 
der L A M - M e t h o d e auch absolute Genauigkeiten, so ergeben sich bei diesem ebenfalls relativ 
großen Integral Einsparungen von etwa 10 % gegenüber der L R M - M e t h o d e . 
In Tabelle 7.2.III wird ein skalares Kernanziehungsintegral mit nichtlinearer Geometrie 
der drei Zentren behandelt. In dieser Tabelle darf man aufgrund der angegebenen Werte der 
Abbruchtoleranzen bei allen Methoden außer der L A M - M e t h o d e keine h ö h e r e Genauigkeit 
erwarten als etwa 0.14 x I O - 8 . Eine Gauß-Laguer re -Rege l mi t Np = 90 Kno ten und p = 1.0 
ergibt völlig ausreichende Konvergenz i m p-Bereich. Aufgrund der angegebenen Daten ist 
klar, daß die L R M - M e t h o d e hier der M L - M e t h o d e leicht über legen ist. F ü r E i n t r ä g e ver-
gleichbarer Genauigkeit braucht man mit der L R M - M e t h o d e ca. 10 % weniger Auswertungen 
Neval des Integranden als die ML-Methode . Beide Methoden konvergieren i m betrachteten 
Beispiel etwa doppelt so schnell wie die C L L - M e t h o d e . Dies ist auf die stark unterschiedli-
chen Exponentialparameter zurückzuführen. M i t der L A M - M e t h o d e kann man hier ebenfalls 
etwa 10 % Auswertungen gegenüber der L R M - M e t h o d e einsparen, ohne E inbußen an erziel-
ter absoluter Genauigkeit hinnehmen zu müssen . 
In Tabelle 7.2.1V wird ein weiteres nichtskalares Kernanziehungsintegral mi t nicht linearer 
Geometrie der drei Zentren behandelt. In dieser Tabelle darf man aufgrund der angegebenen 
Werte der Abbruchtoleranzen bei allen Methoden außer der L A M - M e t h o d e keine höhe re ab-
solute Genauigkeit erwarten als etwa 0.17 x I O - 1 2 . Eine Gauß-Laguer re -Rege l mi t Np = 90 
Knoten und p = 5.0 liefert etwa sieben Stellen i m p-Bereich. Dieser Wert von p entspricht 
genau G l . (7.2-1). In diesem Falle sind offensichtlich die für R\ = 5.0 a.u. relativ starken 
Oszil lat ionen der sphär i schen Bessel-Funktionen ausreichend durch den schnellen, exponen-
tiellen Abfa l l der Uberlappungsintegrale für R2 = 5.0 a.u. gedämpf t . Die Konvergenz im 
^-Bereich ist hier nicht so gut wie in Tabelle 7.2.III. Im betrachteten Fa l l braucht man mit 
der L R M - M e t h o d e etwa 10 % mehr Auswertungen als mi t der M L - M e t h o d e . Wiederum 
sind diese beiden Methoden um einen Faktor der G r ö ß e n o r d n u n g Zwei besser als die C L L -
Methode. Hier kann man bei Beschränkung auf eine absolute Genauigkeit von C a b s = I O - 8 
mit der L A M - M e t h o d e etwa 25 % der Auswertungen der L R M - M e t h o d e einsparen, wenn 
man die L A M - M e t h o d e verwendet. Dieser Prozentsatz ist höher als in den vorangegangenen 
Tabellen, da hier der Wert des Integrals bei 10~ 5 liegt. U m die absolute Genauigkeit 10~ 8 
zu erreichen, genügen demnach die ersten drei oder vier Stellen. U m diese auszurechnen, 
braucht man deutlich weniger Auswertungen. Aufgrund der angegebenen Daten ist klar, daß 
die L R M - M e t h o d e hier der M L - M e t h o d e leicht über legen ist. Für E in t r äge vergleichbarer 
Genauigkeit braucht man mit der L R M - M e t h o d e ca. 10 % weniger Auswertungen NevaI des 
Integranden als die ML-Methode . Beide Methoden konvergieren i m betrachteten Beispiel 
etwa doppelt so schnell wie die C L L - M e t h o d e . Dies ist auf die stark unterschiedlichen E x -
ponentialparameter zurückzuführen. M i t der L A M - M e t h o d e kann man hier ebenfalls etwa 
10 % Auswertungen gegenüber der L R M - M e t h o d e einsparen, ohne Einbußen an erzielter 
absoluter Genauigkeit hinnehmen zu müssen. 
In Tabelle 7.2.V schließlich wird ein Beispiel angeführt , in dem selbst Laguerre-Regeln 
mi t 90 oder 100 Kno ten i m p-Bereich nur zwei Stellen bzw. eine absolute Genauigkeit 
von etwa 10~ 5 liefern. Diese schlechte Konvergenz ist nicht begründe t durch eine falsche 
Wahl von p — 9.0. Bei Verwendung anderer Werte von p ergibt sich nämlich ähnl ich 
schlechte Konvergenz. Die Schwierigkeiten i m p-Bereich sind zurückzuführen auf die starken 
Oszil lat ionen, die der Integrand des p-Integrals aufgrund des großen Abstands R\ = 9.0 a.u. 
'und der sphär i schen Bessel-Funktionen zeigt. Im 2-Bereich hat man zumindest bei den auf 
• Möb ius -T rans fo rma t ionen beruhenden Methoden ähnlich gute Konvergenz wie in den früher 
• betrachteten Fä l l en , wie man durch Betrachtung der Daten aus jeweils einer Vierergruppe 
1 mi t gleichem Wert von Nv sieht. 
\ Die in den Tabellen 7.2.1 bis 7.2.IV vorgeführten Beispiele scheinen nach bisherigen Er-
fahrungen typisch zu sein für den Fal l sich stark unterscheidender Exponentialparameter 
aus dem Bereich zwischen 1 und 10. Demnach sollten für stark unterschiedliche Ladungs-
I Verteilungen, die solchen Paaren von Exponentialparametern entsprechen, die auf Möbius-
Transformationen beruhenden Methoden etwa zweimal schneller als die C L L - M e t h o d e kon-
vergieren. Die M L - und die L R M - M e t h o d e sind vergleichbar gut. Welche der beiden Me-
tboden besser ist, h ä n g t vom betrachteten Integral ab. Die L R M - M e t h o d e kann sehr leicht 
\ modifiziert werden, indem man das Abbruchkri ter ium auch auf absolute Genauigkeit basiert. 
L M a n e rhä l t so die L A M - M e t h o d e . Solch eine sich auch auf absolute Genauigkeiten s t ü t z e n d e 
!Methode kann man gefahrlos anwenden auf integrale mit normierten Basisfunktionen. Deut-
I liehe Einsparungen resultieren, wenn die Kernanziehungsintegrale klein sind. 
Bezüglich der Berechnungszeiten der Kernanziehungsintegrale seien hier einige typische 
Werte 6 angegeben. Im skalaren Fal l benöt igen die vorhandenen Programme ca. 50 M i k r o -
i Sekunden für jede Auswertung des Integranden. Fü r nichtskalare Kernanziehungsintegrale 
sind die Zeiten aufgrund der komplexen Ari thmetik und der mehrfachen, endlichen Summen 
[höher. Im Falle eines Integrals mi t verschiedenen Exponentialparametern und n\ = 2, l\ — 2, 
ra\ = —2, n2 = 3, I2 — 3 und m2 — —3 beispielsweise 7 b e t r äg t die Zeit pro Auswertung des 
Integranden etwa eine Mill isekunde. 
Es soll noch einmal betont werden, daß für die Berechnung aller Möbius-Regeln auch 
bei verschiedenen Integralen stets der gleiche Satz von Gauß-Regeln zugrundegelegt werden 
kann. Die Anpassung an Besonderheiten des Integranden erfolgt dann programmintern. Im 
6Diese Zeiten gelten nur für den verwendeten C O M P A R E X 8/85-Computer des Rechenzentrums der 
[ Universität Regensburg unter V M / S P Release 5. 
'{ 7 Bei diesen Werten der Drehiinpulsquantenzahlen müssen zwölf Überlappungsintegrale mit gleichen 
Exponentialparanietern für jede Auswertung des Integranden berechnet werden. 
Gegensatz dazu m u ß bei der C L L - M e t h o d e derzeit für jedes Integral z u n ä c h s t von Hand 
ein passender Satz von Knotenzahlen für die drei Intervalle der zusammengesetzten Gauß-
Quadratur gewäh l t werden, zu dem die richtigen Gauß-Regeln dann jeweils neu zu berechnen 
sind. 
8. Zwei-Elektronen-Integrale mit !^-Funktionen 
8 . 1 . A n a l y t i s c h e Darste l lungen 
In diesem Abschnitt werden analytische Darstellungen für Zwei-Elektroncn-Integrale mit B-
luinklionen dargestellt. Wir werden zunächst Darstellungen angeben für das (JouloinI) 
Integral (2.6-9). Die meisten dieser Darstellungen sind bekannt. Sie sind im Rahmen dieser 
Arbeit unter anderem deshalb wichtig, weil das dreizent rige Kernanziehungsintegral als Integral 
über Coulomb-Integrale geschrieben werden kann, wie wir im Abschnitt 7.1 gesehen haben. Im 
Anschluß daran werden wir das allgemeine Zwei-Elektronen-Integral (2.6-10) mit /^-Funktionen 
behandeln. W i r werden sehen, daß sowohl mit der Fourier- rFransformationsinethode als auch 
der Bessel-Transformationsmethode eine Reihe von Darstellungen hergeleitet werden können. 
Dabei wird es sich um Iiitegraldarstellungen handeln. 
8.1.1. C o u l o m b - I n t e g r a l e 
In diesem Abschnitt werden wir Darstellungen für das Coulomb-Integral 
mit B-Funktionen angeben. Zuerst wird der Fall gleicher Exponentialparameter behandelt, 
dann werden einige Integraldarstellungeii für den Fall verschiedener Exponentialparameter 
hergeleitet. Zuvor sei noch die Synimetrierelation 
l C Ä > . / * . R ) r = C$™(ß,a,-R) (8.1-2) 
angegeben, die direkt aus der Definition folgt. 
Geht man von G l . (4.4-28) aus, so erhäl t man leicht die Fourier-Darstellung (Grotendorst 
1985, S. 119, G l . (5.4-2); vgl. auch Weniger et al. 1986b, S. 3692, G l . (3.15)) 
rn2t2m2, /o R \ _ n2n2+£2~l [ 3 e i p 1 ( - i p ) ] * ^ 2 ( - i p ) 
mit dem Spezialfall (Grotendorst 1985, S. 119, G l . (5.4-3)) 
C^lim2Ini „ _ o / v 2 n i + £ i + 2 n 2 + £ 2 - 2 / 3 6
 i p
 R[y^ ( - i p ) ] * ^ 2 ( ~ i p ) 
cKlIimS«^*-) -*<* J d P p 2 [ a 2 + p 2 ] n 1 + / 1 + » 2 + / a + — • I 8 - 1 " 4 ) 
Wir betrachten zunächst diesen Spezialfall gleicher Exponentialparameter. 
Für diesen Fall sind die folgenden Darstellungen bekannt, die man alle mit der Fourier-Trans-
formationsmethode aus G l . (8.1-4) herleiten kann (Weniger et al. 1986b, S. 3699, G i n . (7.2), 
(7.3), S. 3700, G i n . (7.4), (7.5), (7.6)): 
M 1 + , 1 2 + ^ + ^ + 1 
4TT 9 7 t 1 + n 2 + ( £ , + 6 ) / 2 ^ 2 F i ( - j , n i -F U 2 + ^ i + ^ + 2;?ii -F n> + <+ + 2^ + 3; 2) 
x
 M ^ ^ ^ 0 - W ^ (8.1-7) 
C a 1 
= H ) S E ( 2 ) (^2^2^777,2 1 ^ 2 - m i > 
(2^1 + •U2 ~ 1)!! ( ^ 2 L W 2 K i , m i K i + ^ 2 i m , - » M ) ^ " ' ( Ü R ) 
E E < 2 ) ( ^ m 2 K 1 m 1 K m 2 - m,) L _ J i B ™ + J - ™ . R ) 
(8.1-9) 
Aus der zweiten dieser Darstellungen folgt durch DiiTerenzbildung sofort die Uekursion (Gro-
tendorst et al. 1986, S. 3724, G l . (7.23)) 
W i r kommen jetzt zu neuen Darstellungen für das Coulomb-Integral mit gleichen Exponeii-
tialparametern, die auf der Grundlage der Fourier-Darstellung (8.1-4) Iieigeleitet werden. 
8.1.1. C .1 < Ju Io111b-1111,c?gra. 1 
Verwendet man die verallgemeinerte J^ynman- Iden t i t ä t (6.1-7) in Veibindung mit C l . (8.1 1). 
so erliäll man 
( . ' ^ ; ^ ( r v , o , R ) = 8 a 2 » 1 + / 1 + 2 n , - H ' , - j ( . / ? i + f ] + U 2 + 2) 
7 ./ |o~/ ! /r'j»: r ' - " - • 7,-H 
Wenn man dies mit C l . (6.1-6) vergleicht, kann man die Integration über p sofort ausführen. 
Man erhält 
l 
( ^ ; ( a , o , R ) = — ( H
1
 + U + „ , f + 2) I dt / ^ ' + ^ V ^ I ^ ^ ^ ^ J n . / ' / ^ n / ' / ^ R j 
b 
1 
+ h + » 2 + « 2 + 2) y du « ' , + 6 + , s ; Ä r o i ( < » « , « « , R J . 
(8.1-12) 
HierwurdedieSubst i tu t ion t — u1 vorgenommen. Setzt man hier das Faltungstheorem (6.2-12; 
oder die Darstellung (6.2-17) der Über lappungsintegra le mit gleichen Fxponentialparameteru 
als endliche Summe von B-Funktionen ein, so wird man auf bestimmte Integrale geführt, die 
man mit Hilfe von C l . (G. l -2) ausführen kann: 
l 
J ukkn+lI2(UaR) Au = [ o ^ ] " ( ^ + 1 ) a 7 , + 1 / 2 ( 0 , k + \,aR). (8.1-13) 
o 
Die auftretenden unvollständigen Sigiiia-Fuiiktionenkaiiri man mit G l . ( G . 3 - l l b ) beispielsweise 
auch als endliche Summe von unvollständigen Gamma-Funktionen schreiben. Verwendet man 
Gl . (8.1-12) in Verbindung mit G l . (6.2-12), so folgt auf diese Weise 
gm** 
x E ( 2 ) ( ^ l ^ m i K m a - m O ^ - ^ H ^ M ) - ^ + ^ + 1 ) 
X ^ 7 2 2+ n '+ n*+4+'*-j(2 + 7ii + n 2 + + fr - i ) ! " 
Diese endliche Darstellung en thä l t keine sich für aR —> 0 weghebenden Singular i tä ten und sollte 
demnach auch für diesen Grenzfall brauchbar sein. Für höhere Werte von Al kann es in der 
Summe über j aufgrund der alternierenden Vorzeichen zu Stellenverlusteu bei der numerische]] 
A11swertu11g kolnmeii. 
Verwendet man dagegen die endliche Darstellung (6.2-17) in Verbindung mit G l . (8.1-12), so 
folgt 
rn2trn,2(. . H T ) 3 ( - 1 ) ' 2 2 ( o , « , R ) 
, ' ')m+ti+n2 + (2(Ul J r ^ +7/2 + ^2+ l ) ! o :
5 
i i i i I i ( / 2 ) 
x Y 0(U m i K ' m') [ j ^ V ' ' ( aR)] * G ^ 2 7 / i 2 K' m ' ) ^ ! " 1 " ' ( a R ) • 
(8.1-15) 
Diese endliche Darstellung dürfte für große Werte von min(/"i, ('•>) aufgrund des alternierenden 
Vorzeichens in der Summe über Z1 zu Stellenverlusten neigen. Ansonsten ist diese Daistc iIliiiig 
auch für kleine Werte von aR problemlos anwendbar. Für R -- 0 ergibt sich sofort 
/ W a m 2 / n n ) _ c c 4 7 r ( l / 2 ) n i + n 2 + £ 1 + 1 ( l / 2 ) ^ , 
Analog zum Multiplikationstheorem (6.2-19) kann man aus der Fourier-Darstellung (8.1-4) 
unter Verwendung der Taylor-Entwicklung (6.2-20) des Nenners ein Multiplikatioustheorem für 
die Goulouib-Integrale mit gleichen Exponentialparametern herleiten: 
E 
(Tll + ix + 7 l 2 +Z2 -T- 2)j 
ß2 
Cn2^T2 (ß,ß,R). t ^ 1 " 1 0 
Dieses Multiplikationstheorem gilt für |1 — a"/ß"\ < 1. Für reelle, positive Werte von a und ,/ 
ist das erfüllt, falls 0 < a < 2l/2ß gilt. 
W i r kommen jetzt zur Behandlung des Coulomb-Integrales mit verschiedenen Exponential-
parametern im Rahmen der Fourier-Transformationsmethode. Für diesen Intcgraltyp sind eine 
große Zahl von Darstellungen bekannt. Dazu gehören Darstellungen durch unendliche Reihen 
über Über lappungs in tegra le (Weniger et al. 1986b, S. 3701, G i n . (7.12), (7.13), (7.18), (7.19). 
(7.20)) und über Coulomb-Integralemitgleichen Exponentialparametern (Weniger et al. 1986b. 
S. 3701, G i n . (7.14), (7.15), (7.16), (7.17)). Ferner sind einige endliche, analytische Darslel 
lungen (Weniger et al. 1986b, S. 3700, G i n . (7.7), (7.8), (7.9), S. 3702, G i n . (7.21), (7.22), 
S. 3703, G l . (7.24)) bekannt, die aber für R —> 0 oder ß —• a sich weghebende Singulari täten 
besitzen und demnach numerisch instabil werden. Die eine dieser Darstellungen (Weniger et al. 
1986b, S. 3703, G l . (7.24)) en thä l t ebenfalls Jacobi-Polynome. Die numerischen Eigenschaften 
dieser Darstellungen sind ebenfalls gut untersucht (Grotendorst et al. 1986). 
Man kann diesen Kenntnisstand in starker Analogie sehen zum Wissen über Uberlappungs-
integrale. Auch dort gibt es eine Vielzahl bekannter Darstellungen über unendliche Reihen und 
endliche Darstellungen, die unter bestimmten Ums tänden numerisch instabil werden. Bei den 
Uberlappungsintegralen sind aber im Unterschied zu Coulomb-Integralen auch Integraldarstel-
lungen bekannt. In Kapi te l 6 wurde gezeigt, daß diese Iritegraldarstellungen sehr nützlich sind 
in Hinblick auf die numerische Berechnung von Uberlappungsintegralen. Es stellt sich also die 
Frage, ob nicht auch für Coulomb-Integrale mit verschiedenen Exponentialparametern einfache 
Integraldarstellungen existieren. Dies ist in der Tat der Fal l . 
Ausgangspunkt für die Analyse ist die Darstellung (8.1-3). Verwendet man hier die ver-
allgemeinerte Feynman- Iden t i t ä t (6.1-7), so kann man gleich drei Darstellungen herleiten, je 
nachdem, welche beiden der drei Bestandteile des Nenners man mit der verallgemeinerten 
Fe y n m an -1 de n t i t ä t z U s am l neu faß t. 
Man verwendet also die drei Beziehungen 
1 
p 2 [ Q 2 + p 2 ] » I + / 1 + l [ / 3 2 + p 2 ] n 2 + / 2 + l 
1 
( n i + + n 2 + ^ + l ) ! / (1 * » * + / 2 _1)| / 
(m + h)\ ( f l 2 + t2)\ J P2[a2(l ~ *) + ß2t + p 2 ] n , + / 1 + n 2 + * 2 + 2 
0 
dt, 
(8.1-18a) 
= ( - + + 1 J y [ a ' t + p r ^ l / P + P » ] " + * * ( 8 - M 8 b ) 
0 
1 
0 
: _j_ p2]m+*,+l[ß22 _|_ p2]n 2+*2+2 ' = («2 + 2^ 4 l)J [ a 2 , „ „ „ , + , , I 1 t o 2 j , _ 2 1 ^ / , + 2 d < - (8.1-lSc) 
Diese Darstellungen kann man nun in G l . (8.1-3) einsetzen. Die Integration über p kann 
man dann ausführen. Durch Vergleich mit den Darstellungen (8.1-4) und (7.1-50) erkennt 
man, daß das p-Integral im ersten Fall ein Coulomb-Integral mit gleichen Exponentialparame-
tern darstellt, in den anderen beiden Fällen jedoch Uberlappungsintegrale mit verschiedenen 
E x p o ii e n t i al p a r ai n e t e r n. 
M a n erhä l t 
c%Z7M>ßM 
= ^ n 1 + I 1 - I f f 2 H 2 - H ! , - ! ( n I + fr +^2 + f r + 1)! 
n x + f r ! n 2 + fr! 
l 
J ( l ~ } [6{a,ß,t)]*«i+'*+*'»+t>-* d t ' (8.1-19a) 
o 
l 
= 5 ( n i + £ l + ! ) / u ' , s Ä . 1 ( « ' . / » . R ) d « . ( 8 ^ 1 9 b ) 
0 
1 
C Ä ( « . / ' . R ) = ^ ( « a + ^ + 1 ) / « * S Ä ^ ( « , 0 « , R ) d « . (8-1-19C) 
0 
Hier wurde die Abkürzung 
* ( a , 0 , i ) = ((1 - O « 2 + t j 9 2 ) 1 / 2 (8.1-20) 
verwandt und in den letzten beiden Integral darstell ungen a u ß e r d e m t = u 2 substituiert. 
M a n beachte die bemerkenswerte Analogie der ersten dieser drei Integraldarstellungen zu der 
eindimensionalen lntegraldarstellung (6.2-23) für das Uberlappungsintegral mit verschiedenen 
Exponentialparameter. Wenn man in G l . (6.2-23) alle Über l appungs in t eg ra l e durch Coulomb-
Integrale ersetzt, e rhä l t man die hier angegebene Darstellung (8.1-19a). Es ist zu erwarten, 
daß die in Abschnitt 6.4 vorgestellten Methoden, die sich für die numerische Auswertung der 
lntegraldarstellung (6.2-23) bewähr t haben, ebensogut in Verbindung mit der lntegraldarstel-
lung (8.1-19a) anwendbar sind. 
Die beiden Darstellungen (8.1-19b) und (8.1-19c) sind eng miteinander verwandt. Man 
kann sie durch Anwendung der Symmetrierelationen (6.2-3) und (8.1-2) ineinander überfüh-
ren. Die beiden Darstellungen (8.1-19b) und (8.1-19c) sollte man für stark unterschiedliche 
Exponentialparameter und nicht zu kleinem Abstand der Zentren in Verbindung mit der Jacobi-
Polynom-Darstellung (6.2-24) der Über lappungs in tegra le verwenden. Ist der Abstand der 
Zentren genügend groß und gilt ß ^> et, so kann man die Jacobi-Polynom-Darstel lung in 
G l . (8.1-19b) verwenden, ohne Ins tab i l i t ä ten befürchten zu müssen . Analog sollte man für 
a >• ß die Darstellung (8.1-19c) verwenden. 
8.1.2. A l l g e m e i n e Z w e i - E l e k t r o i i e n - I n t e g r a l e 
Ini Halimcu von IXkAO-MO-Reclmungen Iiat das allgemeine, viorzontrige Zwei-Elektronen-
Integral die Struktur 
- - - • - - Ii c 
(8.1 21) 
i : i i : i 
Ix y| 
Durch komplexe Konjugation erhäl t man die Symmetriorelation 
I 1 C t l " : • w R i , I C R a , Ri ) ] * = O ^ ' Ä ' I ' ' ^ ' • /" • , ( " i - l l - u ' 
Durch Vertauschen der Integrationsvariablen in der Definition erhäl t man ferner 
. ; R i , R 2 , R , , R . . ) = v : j : : : : : ; ^ : ; : ( f n : R ,.U,U..U. 
(S.l-'j:i) 
Durch die* Koordinatontransformationen x —> x -f R j und y —> y f R j in der Definition erhält 
man 
K$Z'täZ'lPi< K< R;. R J R;., H;) = 
(
( . < ] •
 (/ 
|x - y - R 3 J I 
Dies zeigt, daß das allgemeine Zwei-Elektronen-Integral letztlich nur von drei Abstandsvekto-
ren Rj-Jt - R J — der Zentren abhäng t . Trotzdem ist die hier gewähl te Delinition (8.1-21) 
bequem für die Anwendung und wurde auch schon verschiedentlich in der Literatur so verwandt 
(Grotendorst 1985. S. 173, G l . (7.1-1); Grotendorst und Steinborn 1988, S. 3859, G l . (2.20): 
vgl. auch Trivedi und Steinborn 1983, S. 677, G l . (5.1)). Man beachte auch, daß die Defini-
tion (8.1-21) von der Struktur her mit den Gleichungen (4.3-11) und (4.4-29) übere ins t immt , 
so daß die Ergebnisse der Abschnitte 4.3.3 und 4.4.3 verwendet werden können. 
Hier soll das allgemeine Zwei-Elektronen-Integral zunächst im Rahmen der Fourier-Transfor-
mationsmethode untersucht werden. Im Anschluß daran wird die Bessel-Transformationsme-
thode dazu herangezogen. 
Im Rahmen der Fourier-Transformationsmefhode wurde das allgemeine Zwei-Elektronen-
Integral mit B-Funktionen unter Verwendung dreidimensionaler Integraldarstellungen schon 
mehrfach untersucht (Trivedi und Steinboni 1983; Grotendorst 1985; Grotendorst und Stein-
born 1988; Steinborn 1989; Steinborn und Homeier 1990). Altere Arbeiten für entsprechende In-
tegrale mit Slater-Funktionen beschränkten sich auf !^-Orbitale (Bonham et al. 1964) oder auf 
Slater-Fiinktionen mit C < 2 (Partriclge 1978), andere enthielten nicht explizit ausgewertete Dif-
ferentialoperatoren (Roberts 1966). Unendliche Reihen zur Berechnung von Zwci-Elektronen-
Integralen mit Slater-Funktionen wurden untersucht in Verbindung mit Additionsthc-iorenion 
(Silverstone 1968a; Silverstone 1968b; Todd et al. 1982; fIalinan 1984) und in Verbindung 
mit der Rayleigh-Entwicklung angewandt auf G l . (4.4-31) ((Jraovac et al. 1973; Graovac ei al. 
1980). Unendliche Reihen für Zwei-Elektronen-Integrale mit Slater . B- und Lambda-Funktio-
nen wurden ebenfalls schon angegeben (Steinborn und Filter 1975c; Filter und Steinborn 1980: 
Steinborn und Filter 1980; Steinborn 1982; Kranz und Steinborn 1982; Trivedi und Steinborn 
1982). Hier sollen Integraldarstellungen untersucht werden. 
M i t Hilfe der Fourier-Transformationsmethode kann man die Darstellung (Steinborn u';>. 
Homeier 1990, G l . (19); vgl. auch Grotendorst 1985, S. 174ff, G l . (7.1-5a), S. 182, G L (7.2. 
1), S. 196ff, G l . (7.2.2-1); ebenso Grotendorst und Steinborn 1988, S. 3863, G l . (3.28), S. 38t>.k 
GL (5.1), S. 3872, G l . (5.9)) 
y n2C2m2,IliCi T U 4 
711 77* i ,713^3 7713 
4 ; 3 4 r ; ; ; 4 ( ^ ' ^ , / > 3 , / > 4 ; R i , R 2 , R 3 , R 4 
= S(4TT) 
3 ( " l + h + n2 + h + l ) ! ( 7 " i 3 + h + nA + Ix + 1 ) ! j - r , / , . ) 
( n i + f r ) ! ( n 2 + f r ) ! ( n 3 + fr)!(n4 + fr)! I L - ; 
cLs 
( 1 - , ) Iii +ii -U2+C2 
n v 
(1 - / ) " • ' ' • t'H + U oo 1 
X J dp J _ ^ ^ ^ ^ ^ ^ ^ ( n . ^ + n , + ^ - ! ) J - \ [ 7 ( ^ , / M l / , / ; ) ] 2 ( ^ + ^ + ' ' - ^ V - l 
x £ m , l ^ m i K - p » ) * ' 1 [ 7 ( p i . p-i,»,p)f> Y, »^'2'"'>){'-Pl I - [7l/ 'i I^*,}>)f 
/JfflJ ^ 2 ? U 2 
A J 2 m a a : A^4 n a * 
X S ( ^ (A2 / 4 l A l ^ l M 2 /4 ~ A) ]C (A3 /4l A4 /4lA ' l3 /4 " /4) 
^12=^12 ^ 3 4 = ^ 3 4 
( 2 ) ^ A i 2 A2 ~ ^ilA43 Az - ^1^/4 ~ A - (A - /4)) 
IL=Lmin 
x y Ma-^i "(/*3-/*D ^ R ( M ) \ -R (N\T}{„ +\\\( n A A 
I R ( M ) I 
K ( p | R ( M ) i ) ( - i r 
herleiten. 
Die Abkürzungen 
X1t = Ii - 4 Iil = Tnl- m-, (t = 1,2,3,4), 
A A r 1 2 = ( A i - E A 2 - A r 1 2 ) A 
A A ' 3 4 = (A'3 + A i - A ' 3 4 ) / 2 , 
A A = (X11 + A 2 + A 3 + A 4 - L ) / 2 , 
(8.1-26) 
und 
-)(x,y,s,q) = \ / ( l - 5 ) : r 2 + ^ 2 + 6(1 - 5 ) ^ ? (8.1-27) 
(8.1-28) 
R i j b = R i - R j b , A i i b = IR i j b I (; ,* = 1,2,3,4), 
R ( M ) = (1 - 5 ) R 2 l - ( l - 0 R 4 3 - R 3 1 
wurden benutzt. 
Zur Herleitung von (8.1-25) geht man am einfachsten aus von der Darstellung (4.4-31), die 
man für B-Funkt ionen unter Verwendung der Gleichungen (4.4-14), (6.1-1) und (6.1-2) in der 
Form 
Ä Ä l w - ^ a « R i , R a , R 3 , R 4 ) 
i t p-'P-n-ai (8.1-29) 
= W - ^ 5 Ä > ' ^ R 2 1 > - P ) S : & 3 , / > 4 , R 4 3 , P ) 
schreiben kann. In diese Darstellung m u ß man nun nur noch zweimal die eindimensionale 
Iiitegraldarstellung (6.1-11) einsetzen, alle ebenen Wellen zusammenfassen und mit Hilfe der 
Rayleigh-Entwicklung (B. l -4) die Winkelintegration im Integral über p ausführen, um die 
dreidimensionale Darstellung (8.1-25) zu erhalten. 
Der Integrand der Darstellung (8.1-25) hat folgende Eigenschaften, die wichtig für die nume-
rische Auswertung und häufig analog zu Eigenschaften der zweidimensionalen Integraldarstel-
Iung (7.1-34) für das dreizentrige Kernanziehungsintegral sind (Steinborn und Homeier 1990): 
1) Für große Werte von p fällt der Integrand normalerweise exponentiell. Dieser Abfall 
ist bedingt durch die Uberlappungsintegrale mit gleichen Exponentialparametern, die für große 
Exponentialparameter exponentiell fallen. Falls R21 und / U 4 3 gleichzeitig verschwinden, ist der 
Abfall nur noch algebraisch. 
2) Für große Werte von p und R$\ zeigt der Integrand schnelle Oszillationen, verursacht 
von den sphärischen Bessel-Funktionen. Diese Oszillationen können Stellenverluste bei der 
numerischen Auswertung durch Quadratursummen herbeiführen. 
3) Als Folge von Gewichts funktionell von der Form (5.1-2) können die Integranden der inne-
ren Integrale über s und t an den Rändern des Integrationsintervalles scharfe Spitzen aufweisen, 
wie in Abschnitt 5.1 beschrieben. Spitzen tauchen in jedem Fall für große Werte von p auf. 
Für stark unsymmetrische Ladungsverteilungen, also normalerweise für stark unterschiedliche 
Erponcntialparametcr, können auch für kleinere p solche Spitzen auftauchen. Diese Spitzen 
behindern die simple Anwendung von Standardverfahren der numerischen Quadratur. 
4) Die Darstellung (8.1-25) enthält 15 endliche Summen unter Berücksichtigung der Dop-
pelsummen im Faltungstheorem der Überlappungsintegrale mit gleichen Exponentialparametern. 
Diese große Zahl innerer Summen macht die Berechnung im Falle großer Drehimpulsquanten-
zahlen erheblich langsamer als im skalaren Fall. 
Wir kommen jetzt zur Behandlung des allgemeinen Zwei-Elektronen-Integrals mit B-Funktio-
nen im Hahmen der Bessel-Transformationsmethode. Eine mögliche Vorgehensweise ist bereits 
im Abschnitt 1.3.3 beschrieben worden. Als Ausgangspunkt nehmen wir die eindimensionale 
lntegraldarstellung (3.5-10) für ein zweizentriges Produkt von JB-Funktionen. Diese wird zwei-
mal in die Definition (8.1-21) eingesetzt. Vertauschung der Integrationsreihenfolge und Ko-
ordinatentransformationen x —• x + R'2i(s) und y —• y 4- #43(0 s o w I e einer anschließenden 
Transformation x —> x -f y liefert 
T rU2t?Vl2,Ultimi i 
' U1U m,,,,,,C3m, (P1 > P'i> Pi' Pi I R 1 ' R 2 > R 3 . R 4 ) 
J U(I-S)F2J [ * ( i - o i 3 / 2 
0 0 
y;;< ( w ( x + Y + Ä21(.S) - R i ) ) ] * ^ ; ; ' 2 (M* + y + ftiW - R 2 ) ) 
(8.1-30) 
(p3(y + R43It) - R 3 ) ) ] * J ^ ' (Pi(y + Ruit) ~ R i ) ) 
(2^y?^+^< +'<(n3 + I3Ylni + UY 
Hier wurden die Abkürzungen (vgl. G l . (3.5-13)) 
P2l(I-S)R1-^p20SR2 _ pj(l - Q R 3 - T - Z ^ R 4 
/>? ( ! -* )+ /^s ' 1 3 1 j P2(I-I)+ p2t 
und 
verwendet. 
Jetzt kann man die i m Rahmen der Bessel-Transformationsmethode grundlegende, eindimen-
sionale Integraldarstellung (3.3-24) benutzen, u m das Produkt der beiden reduzierten Bessel-
Funktionen als eindimensionales Integral über eine einzige reduzierte Bessel-Funktion zu schrei-
ben: 
( V a 2 ( S ) (x + y ) 2 + / T ^ ) ) * . , + „ , - i ( ^ ' ß 2 ( t ) y 2 + B"-(t) 
A2(S) B2(t) ^ ( s ) ( x + y)3 ß2(t)y2 
X ^n,+n 2+.i 3+n 4-2 \ h H H — 
1 " U I - U U l — U 
<h 1 
= {h) 2 J duu",+"2""2(i-")n3+n,_2 
y t I ICt-. t „ \ • T 3 ^ ' - " ) , , . " 2 W ( 1 - " ) V , <> 2 (*) l 2 (0* 2 
u(l-u) \ 7 2 ( 5 , i , u ) J 7 2 ( 5 , t , u ) y 
(8.1-33) 
l i ie r wurden die Abkürzungen 
C2(^u) = + ß l (8.1-34, 
u 1 - U 
und 
7 2 ( 5 , t, u) = a 2 ( s ) ( l - u) + /?2(<)u (8.1-35) 
verwendet. 
Dies kann man nun in G l . (8.1-30) einsetzen, die Integration übe r u mi t denen ü b e r x und y 
vertauschen und die Substitution y —> y — xa 2 ( , s ) ( l — u)/i2(s,t,u) du rchführen . M a n erhä l t 
1 1 1 
0 0 0 
J | x - Ä ( ^ , 0 | y U ( l - U ) 72(3,t,u) J 
x J C ( y + x-TTT-,+ R»w - R l ) l " f y + *^TTS + Ä-" ^ - R^ 
« ( > - - T O j + f i » m - S l " ^ ( y - + * • • " > - R -
(8.1-36) 
Es wurde 
R{s,t) = Ä , 3 ( 0 - # 2 1 ( 5 ) , R{s,t) = \R{s,t)\ (8.1-37) 
gesetzt. 
U m die Winkelintegrationen in den Integralen übe r x und y durchführen zu können, muß; 
jetzt das Addit ionstheorem (B.3-4) für jede der regulären Kugelfunktionen gleich zweimal 
angewendet werden. 
Es ergibt sich 
(4* ) 8 A P± 
KtZ^Zim^P^P^P^ R>> R 2> R 3 , R 4 ) = ^ T 2 - II 2»J+4(n • + *•)! 
1 
d S U ( l - 5 ) ]3 /2 E G ( I i m ^ m 1 1 ) Y, Gie2Vioy2m',) 
0 , * 2 m 2 
1 
x [ ^ m S (R21(S) - R 1 ) ] * J ^ f i (R21(S) - R 2 ) 
x [DEiq m i ( Ä 4 3 ( i ) - R 3 )] * 3 £ l 7 r 1 ( Ä " W ~ R<> 
1 
X J d u u n i + n 2 " 2 ( l - u ) n 3 + n 4 " 2 £ G ( ^ i m i l ^ m i ' ) G ( 4 m 2 | 4 ' m ' 2 ' ) 
x £ G ^ m 3 K 3 W 3 ' ) £ G ( ^ m i K X ) J d3x | x _ L t ) | 
x [ ^ i " " * ( x ^ 2 ( ( W 7 2 (3, * , « ) ) ] * yfcf (xß2(t)uh2(s,*,«)) 
x [^ T-T' ( - x 0 r 2 W l 1 - ' . « ) ) ] * ^ m I ly r a y ( - xa 2 ( S ) ( l - U t f 7 2 K ' . « ) ) 
x y d 3y [ y < (y)] * (y) [ ^ f (y)] * y# (y) 
r ( IS, x y2(s,t,u) , a 2 (s)^ 2 (t) i 2 
V V — u ) 7 ( 5 J ^ U ) 
Man erhäl t jetzt einen verallgemeinerten Gaunt-Koeffizienten (siehe G i n . (2.2-31) und (B.2-
11)), wenn man die Winkelintegration im Integral über y ausführt . Dann läßt sich das Integral 
über y unter Verwendung von G l . (6.2-16) ausführen. 
Ktfä:^™^^*^**,**) = II ä ^ h r r ö ! 
l 
d S
 [,(l-6)]3/2 E G ( Z i m 1 ^ m 1 1 ) £ G(hm2%m'2) 
/ D * L M ( 1 'S/2 E G l ^ m j l ^ m ' j ) 53 G(<4m,|f 4 mi; X 
O 
x [y^-r* (Rn(s) - R i ) ] * J ^ f ' (R2i(s) - R2 
^m3-Tn13 x [y;;-r> (Ä4 3(O - R 3 JJ ^ f 4 («43 (0 - R 4) 
l (8.1-39) 
X I d u u B l + n j - 2 ( l - n ) * 1 3 + " 4 - 2 G ^ X l K X ' ) G ( 4 m 2 j ß m 2 ' ) 
x Y 3 G ^ m 3 K X ' ) E ^ X K ' ' » 4 ) ( - 1 ) ' " ' m,'|<; m 2 \ ^ ( - m ^ K > ! | ) 
[ U ( I - U ) I A ' " + ^ , , , . , - /• . 1 
X [ 7 ( , , ; , « ) p 5 " + 3 2 (1/^)5-+, y Cl x ^ - ^ - ^ 
X [y™l-f< (xß\t)uh2(sXu))]* ( x / ? 2 ( t ) U / 7 2 ( * , * > U ) ) 
x ( - x a 2 ( , ) ( i - u ) / 7 2 ( a , * ,«) ) ] ( - x « 2 ( S ) < i - U ) / 7 2 ( S , < , « ) ) 
x fcBl+nä+n3+n4+s»_i/2 ( y C 2 ( * , M i ) + a 2 ( s ) ^ 2 ( « ) ^ 2 / 7 2 ( ^ ' , « ) ) • 
Hier ist aufgrund der Auswalilregelii der verallgemeinerten Gaunt-Koelfizienten (vgl. Anhang 
B.2) 
S" = (£" + 4' + 4 + Q/2 (8.1-40) 
eine nichtnegative, ganze Zahl. Die verbleibenden Winkelintegrationen können mit der Laplace-
Entwicklung ausgeführt werden, das Integral über x löst man schließlich mit den Ergebnissen 
aus Anhcing G . Es ergibt sich mit den Abkürzungen 
und 
s' = (4 + H2 + tz + 4 ) / 2 
die dreidimensionale lntegraldarstellung 
(8.1*42) 
( " i • W R » r 2 , R a , R 4 ) = 2(4.)* n 2 , ^ , ( 4 - K i ) ' 
1 
l'Jm'J 
x ^ " " i ( f i 4 3 ( 0 - R 4 ) ^ G ^ m 3 K 3 W 3 ' ) G « m 4 | / 4 ' m ; ' ) 
x ( - 1 ) " ' 3 ( A ' m i ' K ' 2 ' m 2 ' / 3 ' ( - m 3 ' ) K m ' 4 ' > 2 S " ( 1 / 2 ) S . . + 1 
1 
x J du 
o 
[ 7 ( s , i ,u ) ] " '+3 
5 > r ( ß ( M ) ) 
TTlj - T T l 1 + T n 3 - T T l 3 
2£ + 1 
|/(0u] ^ [ - ° 2 ( ^ ) ( 1 - « ) 1 
3+2(S'-S")+* 
7 ( M i t i ) 
[a( S )/3(t)J 
x { * m ß - 4 , - K - m ? ) , 4 - £lm'2 - m J / 3 - - (m' 3 - rnj) ß - ^m14 - m'{) 
x c 7 B l + n a + B a + B 4 + 5 „ _ . 1 / 2 ( C ( s , t , u ) , 3 + 2(5 ' - 5") + X ( J , t,t*)) 
+ [X{s, *, u ) f + 1 Y n i + n M n A ^ 1 / 2 (C{s, u), 2 + 2(5 ' - 5") - / , X (s, t, u)) . 
(8.1-43) 
Zu beachten ist, daß aufgrund der Auswahlregeln der verallgemeinerten Gaunt-Koeffizienten 
gemäß Anhang B .2 die Beziehungen 
m" + m 3 ' = ITi121 + m j , 
25" = 2Jk, (k e 3No) 
III — —(•Hli — Illi) -f ID2 — in-> ~ V11Ii " ]n'\) + inA ~ ''nA 
= -ni\ + in', - 777.3 + Iii14, (<S. 1 -45) 
C -f 2(5 ' - S") - 2n, (u G INo) 
gelten müssen. Zwei der endlichen Summ(M)1 z. B. die über in und »//", kann man demnach sofort 
ausführen. Außerdem laufen zwei Summen, z. B. die über t1 und in Zwoierschritten. Die 
dreidimensionale Integraldarstellung (8.1-43) en thä l t demnach PJ innere Summen. Bei dieser 
Zählung wurden eine? bzw. zwei Summen für die beiden verallgemeinerten Gaunt-Koeffizienten 
gerechnet. Diese Summen entstehen, wenn man die verallgemeinerten Gaunt-KoefIizienten 
mittels der Kopplungsregel (13.2 8) wie in (41. (B.2-11) als Summe über gewöhnliche Gaunl-
KoefIizienten schreibt. 
Die Darstellung (8.1-43) en thä l t also mehr innen' Summen als die Darstcdlung (8.1-25). Dafür 
enthält die Darstellung (8.1-43) keine oszillierenden Bestandteile. 
Die unvollständigen Sigma-Funktionen, die in (41. (8.1-43) auftreten, haben halbzahlige Indi-
zes. Demnach braucht man zu ihrer Berechnung z. B . über die Rekursionen ((1.2-31)) oder ((4.2-
5) nur reduzierte. Bessel-Funktionen mit lialbzahligen Indizes, deren BerecIinung wiederum un-
problematisch ist. 
An die Stelle der semiinfiniten Integration in (41. (8.1-25) tritt eine dritte Parameterintegra-
tion. 
Die Darstellung (8.1-43) reduziert sich für den skalaren Fall unter Verwendung der Beziehun-
gen (G.2-3b) und (G.2-4c) auf die Darstellung 
u (. 1 4 1 
C o o " C o T ( ^ ^ 2 , ^ 3 ^ 4 ; R i , R 2 , R 3 , R 4 ) = — 
1 1 J 
X 
0 
J Wi - J [t(i - o/*2(OF2 J 11 
0 O O 
X [ # ( M ) J ^ , I 1 + n 2 + 7 t 3 + n 4 + l / 2 ( C f 5 . ^ " ) » l,X(s,t,ll)). 
(8.1-46) 
Kine ähnliche Darstellung kann für Is-Funktionen mit der Laplace-Transformationsmethode 
hergeleitet werden (Shavitt und Karplus 1965, S. 402, G l . (16)). 
Die Singular i tä t des Integranden der Darstellung (8.1-46) für R(s,t) — 0 ist nur scheinbar, 
da dann auch X(sy l,u) = 0 gilt. Denn für kleine x gilt 
wie- man aus (.JI. ((.1.4-3) sofort entnimmt. 
8 .2. Numerische Methoden und Ergebnisse 
In diesem Abschnitt werden numerische Methoden und Ergebnisse beschrieben, die auf der 
dreidimensionalen lntegraldarstellung (8.1-25) für das allgemeine Zwei-Fdektroneii-Integral mit 
B-Funktionen beruhen. 
Wichtige Eigenschaften der lntegraldarstellung (8.1-25) sind beschrieben im Abschnitt 8.1.2. 
auf Seite 235. Diese sind auch für das Verständnis der numerischen Verfahrmi und Ergebnisse 
relevant und werden daher hier vorausgesetzt. 
8.2.1. N u m e r i s c h e M e t h o d e n 
In diesem Abschnitt werden Quadraturmethoden für die dreidimensionale lntegraldarstel-
lung (8.1-25) diskutiert. Der Integrand dieser lntegraldarstellung ist dem der Zweidimeiisional(M) 
lntegraldarstellung (7.1-34) nahe verwandt. Daher kann man die in Abschnitt 7.2.1 diskutier-
ten Ergebnisse weitgehend verwenden. Hier wie dort werden nur Produktregeln behandelt. Ge-
schachtelte, automatische Quadraturverfahren werden aus den dort genannten Gründen nicht 
in Erwägung gezogen. 
Aufgrund der auch im Integranden der Darstellung (8.1-25) auftretenden sphärischen Hessel-
Funktionen darf man numerische Probleme erwarten, wenn deren Argi imenl groß wird. Dies 
ist für große p und große Werte von R(s,t) = |(1 — -sJR^i — (1 — 0^ -13 — R ;n | der Fall . Sind 
diese Oszillationen durch den exponentiellen Abfall eines der beiden UbeHappungsiutegralo für 
große p gedämpf t , verschwindet also mindestens einer der beiden Absfände R->\ und nicht, 
so sollten diese Oszillationen numerisch nicht so s törend sein. Für diesen Sachverhalt werden 
wir Beispiele im nächsten Abschnitt sehen. 
Für Werte von i fo i , die sehr viel größer sind als R21 und /143, werden die Oszillationen so 
stark, daß man mit Laguerre-Regeln üblicher Ar t keine ausreichende (Jenauigkeit im Bereich 
erzielen kann. Dann sollte man eine andere Darstellung verwenden, z. B. die mit der Bessel-
TransformationsmethodehergeleitetenDarstellungen (8.1-43) und (8.1-46). Deren Integranden 
enthalten keine oszillierende Bestandteile. 
Falls aber die Oszillationen nicht zu stark sind und außerdem exponentiell gedämpft , so kann 
man wie i m Falle des dreizentrigen Kernanziehungsintegrales die in Abschnitt 5.2 dargestellten 
Quadraturverfahren auf der Grundlage von Laguerre-Regeln verwenden. Dies ist insbesondere 
angebracht für stark asymmetrische Ladungsverteilungen, für die aufgrund des Auftretens der 
Gewichtsfunktion (5.1-2) in den Integralen über s und t die bekannten Probleme mit scharfen 
Spitzen gravierend werden. Diese Probleme kann man wieder durch Verwendung von Möbius-
Legendre-Regeln lösen. 
In Frage kommende Quadraturverfahren sind die aus Abschnitt 5.2.3 bekannten Verfahren, 
also die C L L - M e t h o d e (vgl. G i n . (5.2-20) und (5.2-21)) mit dem Integral über p ganz innen 
und zusammengesetzter Gauß-Legendre -Quadra tu r für die Parameterintegrale, sowie die L R M -
Methode (vgl. G i n . (5.2-13) und (5.2-14)) und die L A M - M e t h o d e (vgl. G i n . (5.2-15) und (5.2-
16)) mit dem Integral über p ganz außen, verschiedenen p-Bereichen und Verwendung von 
Möbius-Quadra turen für die Integrale über s und t. 
Die C L L - M e t h o d e für die Berechnung von Zwei-Elektronen-Integralen wurde schon eingehend 
untersucht (Grotendorst und Steinborn 1988). Im Falle von Zwei-Elektronen-Integralen müssen 
dabei für die zusammengesetzte Gauß-Legendre -Quadra tu r im allgemeinen drei Ordnungen 
von Legendre-Regeln für das Integral über 5 und drei andere Ordnungen für das Integral 
über t vorgegeben werden. Bei diesen Untersuchungen wurde vor allem die Konvergenz der 
Methode bezüglich der Quadraturverfahren für die beiden Parameterintegrale über s und / 
getestet, während die Ordnung und der Parameter p der Laguerre-Regeln festgehalten wurde. 
Es wurde festgestellt, daß für Exponentialparameter ähnlicher Größenordnung und einen weiten 
Bereich von Quantenzahlen und Geometrien die zusammengesetzte Gauß-Legendre-Quadra tur , 
die für die Parameterintegrale in dieser Methode verwendet wird, zufriedenstellend konvergiert. 
Im Falle stark unterschiedlicher Exponentialparameter allerdings treten Problerne mit der 
Konvergenz der Gauß-Legendre -Quadra t urverfahren auf (Grotendorst und Steinborn 1988, S. 
3875). 
Es werden auch einige Testergebnisse präsent ier t werden, die auf einem gegenüber der L R M -
Methode etwas modifizierten Verfahren beruhen. Die Modifikation besteht einfach darin, daß 
die Kombination der Regeln W " (Anwendung für eine Spitze) und W ' (Anwendung für zwei 
Spitzen) bei der Wahl des Parameters der Möbius-Transformat ionen ersetzt wird durch eine an-
dere Regel. Es handelt sich dabei um die in Abschnitt 6.5.1 beschriebene, mit r = 0.9 skalierte 
Regel W ' (Anwendung sowohl für eine Spitze als auch für zwei Spitzen). Durch diese einfache 
Regel, nach der nicht wie bei Regel W ; die Position der Spitze auf die Mi t t e des transfor-
mierten Intervalles abgebildet wird, sondern anstelle der Spitze ein um 10% der Intervallmitte 
näherer Punkt , wird anscheinend die Regel W aus Abschnitt 5.1 simuliert, die ja der Regel 
W i.a. überlegen ist. Diese skalierte Regel W ' hat sich im Falle der Fourier-Transformierten 
zweizentriger Dichten bewähr t , wie die Ergebnisse in Abschnitt 6.5.2 zeigen. Demnach liegt es 
nahe, diese Regel auch im Falle der lntegraldarstellung (8.1-25) anzuwenden. Bis auf die Wahl 
der Parameter der Möbius-Transformat ionen verfährt man bei diesen modifizierten Verfahren 
genau wie bei der L R M - M e t h o d e , so daß wir kurz von der modifizierten LRM-Methode reden 
werden. 
Die empirische Regel (5.2-5) zur Wahl des Skalenparameters p in der Gewichtsfunktion e~pp 
der Laguerre-Regeln lautet im Falle des allgemeinen Zwei-Elektronen-Integrals (Steinborn und 
Homeier 1990, G l . (25)) 
p = IBaxfA 2 1 , #43, #31, #42, P1 1 , P2 1 , Pz 1 1 P 4 1)• (8.2-1) 
Hier kann man im allgemeinen wieder Faktoren der Größenordnung Eins h inzufügen, ohne die 
Konvergenz der Verfahren i m p-Bereich nennenswert zu ve rändern . 
8.2.2. Numerische Ergebnisse 
In den Tabellen 8.2.1 bis 8.2.VIII werden verschiedene Zwei-Elektronen-Integrale mit nor-
mierten B-Funktionen als Funktion bestimmter A b s t ä n d e der Zentren untersucht. Es ist bei 
allen Integralen n\ = n2 = 112 = »14 = 1 gewähl t . Dies erlaubt wegen (Steinborn und Homeier 
unmittelbar Aussagen über bestimmte Zwei-Elektronen-Integrale mit normierten Slater-Funk-
tionen zu treffen. Die Tabellen gehören jeweils paarweise zusammen. In beiden Tabellen 
eines Paares werden jeweils die gleichen Integrale untersucht, allerdings mi t unterschiedlichen 
Quadraturverfahren. Die Werte der ersten Tabelle eines Paares sind mit der L A M - M e t h o d e 
einer bestimmten absoluten Genauigkeitsschranke e ab s berechnet, die Werte der zweiten Tabelle 
dagegen mit der L R M - M e t h o d e , wobei die Produktregel in jeder Richtung ein dichteres Qua-
draturgitter aufweist als bei der L A M - M e t h o d e . Die Werte der zweiten Tabelle eines Paares 
sind also genauer und können als Referenz genommen werden bei der Beantwortung der Frage 
nach der Genauigkeit und der Konvergenz. 
Innerhalb einer Tabelle sind die Werte der Quantenzahlen und Exponentialparameter jeweils 
konstant. Es werden immer gleichzeitig drei Integrale als Funktion eines Abstandes untersucht. 
E i n Integral ist ein echtes vierzentriges Integral in nicht-planarer Geometrie. Das zweite Integral 
ist jeweils ein dreizentriges Hybrid-Integral, das dritte ein dreizentriges Integral 1 , bei dem die 
beiden Dichten jeweils zweizentrig sind. 
Anhand der Ergebnisse in den Tabellen 8.2.1 bis 8.2. VI I I kann man zwei Fragen untersuchen. 
Die eine Frage ist die nach der Verläßlichkeit der Quadraturverfahren im Falle stark untere 
schiedlicher Exponentialparameter. Die andere Frage ist, ob für kleine und mittlere Werte der. 
A b s t ä n d e der Zentren Oszillationen die erreichbare Genauigkeit e inschränken. 
Die Daten in den Tabellen 8.2.1 bis 8.2.VIII lassen den Schluß zu, daß die i m Rahmen 
der L A M - M e t h o d e angestrebte absolute Genauigkeit von I O - 8 a.u. bei einer Wahl von 
1 Dieser Integraltyp wird manchmal auch als dreizentriges Austauschintegral bezeichnet. Austauschintegrale 
im eigentlichen Sinne sind Zwei-Elektronen-Integrale mit R i = R 3 ^ R 2 = R4. Wegen der Klassifikation 
der Molekülintegrale vgl. Steinborn 1983, S. 45, Abschnitt 3. 
1990, G l . (13)) 
X?+u(*,r) = B™ (8.2-2) 
Verschiedene Zwei-Elektronen-Integrale mit normierten B-Funktionen als Funktion des Abstan-
Ies X. DieQuadraturmethodeist L A M 9 0 ( » | I O - 9 ; 30,20;(10" 4)20,16;(10" 6)10,10;(IO" 8). Ver-
gleiche G L (5.2-15). Hier wird p g e m ä ß G l . (8.2-1) berechnet. 
X (1) (2) (3) 
0.5 0.1044434455D-01 0.3471618303D- 01 0.4458691220D- 01 
1.0 0.8961935146D-02 0.2625276958D- 01 0.3899935369D- 01 
1.5 0.7010856345D-02 0.1958144331D- 01 0.2864052436D- 01 
2.0 0.5125568690D-02 0.1512411773D- 01 0.1787104820D- 01 
I 2-5 0.3561626546D-02 0.1217235826D- 01 0.9497560366D- 02 
! 3.0 0.2384593348D-02 0.1014353277D- 01 0.4429322357D 02 
I 3.5 0.1555335879D-02 0.8683633067D- 02 0.1895663557D 02 
) 4.0 0.9962492497D-03 0.7588404518D- 02 0.7717192936D 03 
4.5 0.6301175548D-03 0.6737857238D- 02 0.3055466485D 03 
! 5.0 0.3949768214D-03 0.6058610005D 02 0.1191629221D 03 
5.5 0.2459728174D-03 0.5503739110D 02 0.4611010573D 04 
6.0 0.1524406522D-03 0.5041967309D 02 0.1777724010D -04 
6.5 0.9412598089D-04 0.4651685287D 02 0-.6845636909D 05 
7.0 0.5795528098D-04 0.4317484582D 02 0.2636614463D 05 
7.5 0.3560544185D-04 0.4028088036D 02 0.1016537862D 05 
8.0 0.2183626811D-04 0.3775049969D •02 0.3924854775D -06 
8.5 0.1337228205D-04 0.3551925017D -02 0.1517988042D -06 
9.0 0.8179397347D-05 0.3353704063D •02 0.5881566029D -07 
\ 9.5 0.4998198801D-05 0.3176433130D -02 0.2282896108D -07 
: 10.0 0.3051766189D-05 0.3016964483D -02 0.8876384226D -08 
X: Abstand in atomaren Einheiten. Alle A b s t ä n d e in atomaren Einheiten. 
(1): Das reelle Integral 
• 2): Das reelle Integral 
^ m ö 0 ^ 0 (!•0^ 2 - °> 8 0 > ° - 8 ; (-V, 0.0,0.0), ( Ä , 0.0,0.0), (0.0,0.0,0.0), (2.0,0.0,1.4)) 
3): Das reelle Integral 
PZiOuO0I
1
i0
0
O
0
 (E0,2.0,8.0,0.8; (A'. ü.ü. 0.0), (0.0,0.0,0.0), (Xy 0.0,0.0), (2.0,0.0,1.4)) 
Verschiedene Zwei-Elektronen-Integrale mit normierten B-Funktionen als Funktion des Abstan-
des X. Die Quadraturmethode ist L R M 99{p) | 33,22; (10~4)22,18; ( I ( T 6 ) I l , 11; (IO" 8 ) . Vergleiche 
G l . (5.2-13). Hier wird p g e m ä ß G l . (8.2-1) berechnet. 
X (1) (2) (3) 
0.5 0.1044434208D-01 0.3471618671D-01 0.4458692979D-01 
1.0 0.8961937037D-02 0.2625276718D-01 0.3899935099D-01 
1.5 0.7010856209D-02 0.1958144591D-01 0.2864052212D-01 
2.0 0.5125569394D-02 0.1512411898D-01 0.1787104509D-01 
2.5 0.3561627095D-02 0.1217235877D-01 0.9497563187D-02 
3.0 0.2384592826D-02 0.1014353275D-01 0.4429325303D-02 
3.5 0.1555336071D-02 0.8683633466D-02 0.1895664552D-02 
4.0 0.9962490199D-03 0.7588403429D-02 0.7717206407D-03 
4.5 0.6301175947D-03 0.6737855965D-02 0.3055474829D-03 
5.0 0.39497760S5D-03 0.6058609290D-02 0.1191633924D-03 
5.5 0.2459732925D-03 0.5503738115D-02 0.4611061437D-04 
6.0 0.1524398529D-03 0.5041968520D-02 0.1777748823D-04 
6.5 0.9412704192D-04 0.4651686567D-02 0.6845600319D-05 
7.0 0.5795612907D-04 0.4317485641D-02 0.2636587493D-05 
7.5 0.3560556333D-04 0.4028088174D-02 0.1016520696D-05 
8.0 0.2183562818D-04 0.3775050195D-02 0.3924892378D-06 
8.5 0.1337181362D-04 0.3551924647D-02 0.1518006538D-06 
9.0 0.8179081453D-05 0.3353703453D-02 0.5881549227D-07 
9.5 0.4997995590D-05 0.3176437498D-02 0.2282888074D-07 
10.0 0.3051639127D-05 0.3016970498D-02 0.8876347918D-08 
X: Abstand in atomaren Einheiten. Alle A b s t ä n d e in atomaren Einheiten. 
(1) : Das reelle Integral 
Viflfi
i
I
i
Ofi I 1 - ° > 2 - 0 > 8 . 0 , 0 . 8 ; (X,0.0,0.0),(0.0,0.0,0.0), (2.0,0.0,1.4), (0.0,1.0,0.0)) 
(2) : Das reelle Integral 
^OAi
1
t
O
0
O
0
 (1-0,2.0,8.0,0.8; (X, 0.0,0.0), {X, 0.0,0.0), (0.0,0.0,0.0), (2.0,0.0,1.4)) 
(3) : Das reelle Integral 
l^'.ojo^  /,ö^o0 (1 * 0 > 2-0> 8-0,0.8; ( X , 0.0,0.0), (0.0,0.0,0.0), (X% 0.0,0.0), (2.0,0.0,1.4)) 
Verschiedene Zwei-Elektronen-Integrale mit normierten B-Funktionen als Funktion des Auslan-
des X. Die Quadraturmethode ist L A M 90(p) | IO" 9 ; 30,20; (10"4)20,16; (I(T 6 )IO, 10; (IO" 8). Ver-
gleiche G l . (5.2-15). Hier wird p g e m ä ß Gl . (8.2-1) berechnet. 
X (1) (2) (3) 
0.5 -0.3520340225D-03 0.1338085649D-04 -0.4766833177D-04 0.1977471405D-02 
1.0 -0.4791263071D-03 0.9307100466D-05 0.1526131206D-05 0.5543680453D-02 
1.5 -0.4566313646D-03 0.5988585024D-05 0.4732134335D-04 0.8250291990D-02 
2.0 -0.3783351776D-03 0.3746036024D-05 0.6293687467D-04 0.7428127736D-02 
2.5 -0.2910926272D-03 0.2314746676D-05 0.5083800845D-04 0.4126102230D-02 
3.0 -0.2139663858D-03 0.142143-7451D-05 0.3379706108D-04 0.1522882806D-02 
3.5 -0.1524781107D-03 0.8697673742D-06 0.2216133282D-04 0.4173295840D-03 
4.0 - Ü . 1 0 6 2 5 5 3 3 4 2 D - 0 3 0.5310222612D-06 0.1526004127D-04 0.9351100213D-04 
4.5 -0.7280230767D-04 0.3237425784D-06 0.1106949070D-04 0.1831531167D-04 
5.0 -0.4922521695D-04 0.1971606429D-06 0.8378376918D-05 0.3273828798D-05 
5.5 -0.3293084641D-04 0.1199806122D-06 0.6558122336D-05 0.5491210186D-06 
6.0 -0.2183868575D-04 0.7296771106D-07 0.5271902905D-05 0.8799759878D-07 
6.5 -0.1437687231D-04 0.4436150225D-07 0.4330200149D-05 0.1364417695D-07 
7.0 -0.9406130830D-05 0.2695775415D-07 0.3620485521D-05 0.2063395577D-08 
7.5 -0.6121211423D-05 0.1637983436D-07 0.3072451812D-05 0.3062759348D-09 
8.0 -0.3964234527D-05 0.9931415172D-08 0.2639260817D-05 0.4482023331D-10 
8.5 -0.2558060589D-05 0.6041934227D-08 0.2293095121D-05 0.6484479843D-11 
9.0 -0.1644397552D-05 0.3668631130D-08 0.2009884572D-05 0.9298537099D-12 
9.5 -0.1053696917D-05 0.2227769631D-08 0.1776728088D-05 0.1323935958D-12 
10.0 -0.6732603817D-06 0.1352417656D-08 0.1581539255D-05 0.1874221429D-13 
X: Abstand in atomaren Ei nheiten. Alle A b s t ä n d e in atomaren Einheiten. 
(1) : Real- und Imaginärte i l des Integrals 
KfXioA1-0' 8-0,3.0,4.0; [X, 0.0,0.0), (0.0,0.0,0.0), (2.0,0.0,1.4), (0.0,1.0,0.0)) 
(2) : Das reelle Integral 
(3) : Das reelle Integral 
^ iVi 0 -U ,o !o ( l - °> 8.0,3.0,4.0; (X, 0.0,0.0), (0.0,0.0,0.0), (X,0.0,0.0), (2.0,0.0,1.4)) 
Verschiedene Zwei-Elektronen-Iniegrale mit normierten Vi-Funktionen als Funktion des AbStan-
des X. Die Quadraturmethode ist L R M 99(p) | 33,22; (10~4)22,18; (I(T 6)1.1, 11;(10~8). Vergleichet 
Gl . (5.2-13). Hier wird p g e m ä ß Gl . (8.2-1) berechnet. \ 
X (1) (2) (.3) 
0.5 -0.3520338491D-03 0.1338094890D-04 -0.4766809949D-04 0.197747.1516D-02 
1.0 -0.4791260956D-03 0.9307.156584D-05 0.1526067519D-05 0.5543680027D-02 
1.5 -0.4566311681D-03 0.5988618877D-05 0.4732121553D-01 0.8250292047D-02 
2.0 -0.3783352418D-03 0.3746065138D-05 0.6293678352D-04 0.7428127896D-02 
2.5 -0.2910926773D-03 0.2314764295D-05 0.5083816816D-04 0.4126101720D-02 
3.0 -0.2139665096D-03 0.1421447802D-05 0.3379712713D-04 0.1522883049D-02 
3.5 -0.1524783460D-03 0.8697698121D-06 0.2216134535D-04 0.4173295248 D-03 
4.0 -0.1062554937D-03 0.5310195961D-06 0.1526002895D-04 0.9351111454D-04 
4.5 -0.7280221420D-04 0.3237236127D-06 0.1106937223D-04 0.1831547732D-04 
5.0 -0.4922491662D-04 0.1971469274D-06 0.8378510667D-05 0.3273906586D-05 
5.5 -0.3293064759D-04 0.1199723193D-06 0.6558058994D-05 0.5491058383D-06 
6.0 -0.2183816575D-04 0.7296748462D-07 0.5271837057D-05 0.8800326486D-07 
6.5 -0.1437657451D-04 0.4435999125D-07 0.4330214436D-05 0.136434M505D-07 
7.0 -0.9405876461D-05 0.2695924741D-07 0.362036160SD-05 0.2063565080D-08 
7.5 -0.6121069335D-05 0.1637975983D-07 0.3072047740D-05 0.3063231003D-09 
8.0 -0.3965008809D-05 0.9949772927D-08 0.2639701610D-05 0.4482132771D-10 
8.5 -0.2557985925D-05 0.6042835009D-08 0.2292753154D-05 0.6484950309D-11 
9.0 -0.1644349710D-05 0.3669476318D-08 0.2010083441D-05 0.9299674766D-12 
9.5 -0.1053667235D-05 0.2227989471D-08 0.1776726655D-05 0.1324152806D-12 
10.0 -0.6732408151D-06 0.1352621625D-08 0.1581829743D-05 0.1874591998D-13 
X: Abstand in atomaren Einheiten. Alle A b s t ä n d e in atomaren Einheiten. 
(1) : Real- und Imaginärte i l des Integrals 
V};?*'l?£0{l.Q, 8.0,3.0,4.0; ( X , 0.0,0.0), (0.0,0.0,0.0), (2.0,0.0,1.4), (0.0,1.0,0.0)) 
(2) : Das reelle Integral 
(3) : Das reelle Integral 
Verschiedene Zwei-Elektronen-Integrale mit normierten B-Funktionen als Funktion des Abstan-
desX. Die Quadraturmethode ist L A M 90(/>) | I O " 9 ; 30,20; (10~4)20,16; ( I ( T 6 ) I O , 10; ( K T 8 ) . Ver-
gleiche G l . (5.2-15). Hier wird p gemäß Gl . (8.2-1) berechnet. 
X (1) (2) (3) 
0.5 -0.3038042661D-05 0.3028223907D 05 -0.4063845857D 05 -0.3957102527D-05 
1.0 -0.8239444262D-04 0.3373337166D 04 -0.4104249215D 06 -0.1310272561D-04 
1.5 -0.3993967539D-03 0.2139495954D 03 -0.6295218462D 06 -0.2834823594D-05 
2.0 -0.9829904170D-03 0.6521069087D 03 -0.4381058728D 05 0.1898610792D-05 
2.5 -0.1687890117D-02 0.1312624153D 02 -0.1430983377D 04 0.1711839451D-04 
3.0 -0.2304718178D-02 0.2039332482D 02 -0.2754781119D 04 0.3324977287D-03 
3.5 -0.2674271834D-02 0.2653820871D 02 -0.36928483291) 04 0.1301259870D-02 
4.0 0.2736705253D-02 0.30336025641) 02 0.3893080161D 04 0.2083176603D-02 
4.5 -0.2521895405D-02 0.3138287759D 02 -0.35124377851) 04 0.1925219604D-02 
5.0 -0.2112534256D-02 0.2996167292D 02 -0.28664985051) 04 0.1220248839D-02 
5.5 -0.1606053115D-02 0.2674670393D 02 -0.2193127757D 04 0.5841086175D-03 
6.0 -0.1088094819D-02 0.2252015913D 02 -0.1611531581D 04 0.2232458595D-03 
6.5 -0.6197573292D-03 0.1797871633D 02 -0.1158051363D 04 0.7007204856D-04 
7.0 -0.2355313431D-03 0.1363966951D 02 -0.8252192890D 05 0.1807588951D-04 
7.5 0.5252747857D-04 0.9822956385D 03 -0.5892091669D 05 0.3644581069D-05 
8.0 0.2481840566D-03 0.6677760037D 03 -0.4246959491D 05 0.4403828634D-06 
8.5 0.3644386774D-03 0.4227484632D 03 -0.3102364146D 05 -0.5476882504D-07 
9.0 0.4182146587D-03 0.2415934622D 03 -0.23008083081) 05 -0.6037264071 D-07 
9.5 0.4266868800D-03 0.1145825914D 03 -0.17332029211) 05 -0.2643307175D-07 
10.0 0.4051246178D-03 Ü.3066425070D 04 -0.13246932791) 05 -0.9006834229D-08 
X : Abstand in atomaren Einheiten. Alle Abstände in atomaren Einheiten. 
(1) : Real- und Imaginärteil des Integrals 
(2) : Das reelle Integral 
( L 0 ' 2 - 0 ' 3 - ° > 4 - ° ; (A'< 0.0,0.0), ( X , 0.0,0.0), (0.0,0.0, 0.0), (2.0,0.0,1.4)) 
(3) : Das reelle Integral 
Klw,-2 (1-0,2.0,3.0,4.0; ( X , 0.0,0.0), (0.0,0.0,0.0), ( X , 0.0, 0.0), (2.0,0.0,1.4)) 
Verschiedene Zwei-Elektronen-Integrale mit normierten B-Funktionen als Funktion des Abstan-
des X. Die Quadraturmethode ist L R M 99(p) | 33,22; (10"4)22,18; ( K r 6 ) I l , 11; (IO" 8 ) . Vergleiche 
G l . (5.2-13). Hier wird p g e m ä ß Gl . (8.2-1) berechnet. 
X (1) (2) (3) 
0 5 -0 3038036099D-05 0 3028221822D- 05 -0 4063844468D- 05 -0 3957101362D -05 
1 0 -0 8239445381D-04 0 3373337923D 04 -0 4104251742D- 06 -0 1310272462D -04 
1 5 -0 3993968881D-03 0 2139496438D- 03 -0 6295210278D- 06 -0 2834823452D -05 
2 0 -0 9829904442D-03 0 6521069638D- 03 -0 4381052672D- 05 0 1898610729D -05 
2 5 -0 1687890132D-02 0 1312624111D- 02 -0 1430985662D- 04 0 1711839485D -04 
3 0 -0 2304718173D-02 0 2039332446D 02 -0 2754780624D- 04 0 3324977272D -03 
3 5 -0 2674271799D-02 0 2653820918D 02 -0 3692848258D- 04 0 1301259858D 02 
4 0 -0 2736705278D-02 0 3033602574D- 02 -0 3893085969D- 04 0 2083176581D 02 
4 5 -0 2521895449D-02 0 3138287745D- 02 -0 3512379817D- 04 0 1925219582D 02 
5 0 -0 2112534232D-02 0 2996167292D- 02 -0 2866521126D- 04 0 1220248851D 02 
5 5 -0 1606053199D-02 0 2674670392D- 02 -0 2193099863D- 04 0 5841086255D 03 
6 0 -0 1088094922D-02 0 2252015924D 02 -0 1611523659D- 04 0 2232458654D 03 
6 5 -0 6197573333D-03 0 1797871626D- 02 -0 1158050106D- 04 0 7007204894D 04 
7 0 -0 2355313494D-03 0 1363966949D- 02 -0 8251998821D- 05 0 1807588945D 04 
7 5 0 5252753862D-04 0 9822956270D -03 -0 5892219445D 05 0 3644580993D 05 
8 0 0 2481839982D-03 0 6677760078D •03 -0 4246853919D 05 0 4403828566D -06 
8 5 0 3644386737D-03 0 4227484617D 03 -0 3102178627D 05 -0 5476882182D -07 
9 0 0 4182146575D-03 0 2415934609D 03 -0 2300841785D 05 -0 6037263986D -07 
9 5 0 4266868478D-03 0 1145825938D 03 -0 1733117236D 05 -0 2643307166D -07 
10 .0 0 4051246168D-03 0 3066425023D 04 -0 1324602780D 05 -0 9006834380D -08 
X: Abstand in atomaren Einheiten. Alle A b s t ä n d e in atomaren Einheiten. 
(1) : Real- und Imaginärte i l des Integrals 
( L 0 > 2 - ° « 3-0,4.0; (X, 0.0,0.0), (0.0,0.0,0.0), (2.0,0.0,1.4), (0.0,1.0,0.0)) 
(2) : Das reelle Integral 
Kiih3.-2 ( 1 0 > 2-0,3.0,4.0; {Xy 0.0,0.0), (X, 0.0,0.0), (0.0,0.0,0.0), (2.0,0.0,1.4)) 
(3) : Das reelle Integral 
Vltlii-i (1-0,2.0,3.0,4.0; (A',0.0,0.0), (0.0,0.0,0.0), (X,0.0,0.0), (2.0,0.0,1.4)) 
i Verscliiedene Zwei-Elektronen-Integiale mit normierten B-Funktionen als Funktion des Abstan-
Ies X. Die Quadraturmethode ist L A M 90(/>) | 10~ 9;30,20;(10" 4)20,16;(10- 6)10,10; (IO" 8). Ver-
gleiche G l . (5.2-15). Hier wird p g e m ä ß Gl . (8.2-1) berechnet. 
X (I ) (2) (3) 
0.5 0.7168390759D-05 0.2568412101D-05 0.9536798603D-05 -0.3588327871D-04 
1.0 0.8043685836D-04 0.2450764770D-04 0.1737737654D-06 -0.8720122192D-03 
1.5 0.2509579336D-03 0.5735904887D-04 -0.7746932828D-05 -0.4252799214D-02 
2.0 0.4777137631D-03 0.8625832446D-04 -0.1915623859D-04 -0.9066053015D-02 
2.5 0.6949414659D-03 0.1030436556D-03 -0.3223064271D-04 -0.9861304102D-02 
3.0 0.8526146330D-03 0.1067494783D-03 -0.3930153317D-04 -0.6286010254D-02 
3.5 0 . 9 3 0 1 1 4 9 8 1 6 Ü - 0 3 0.1004285190D-03 -0.3739548681D-04 -0.2722166435D-02 
4.0 0.9313834470D-03 0.8818325901D-04 -0.3008279359D-04 -0.9024611725D-03 
4.5 0.8739952552D-03 0.7354659645D-04 -0.2185597146D-04 -0.2486387206D-03 
5.0 0.7795224472D-03 0.5895474144D-04 -0.1506132155D-04 -0.6007533356D-04 
5.5 0.6675315450D-03 0.4579935579D-04 -0.1018728321D-04 -0.1318910111D-04 
6.0 0.5529251113D-03 0.3468960384D-04 -0.6915283663D-05 -0.2694803132D-05 
6.5 0 . 4 4 5 5 0 3 5 2 9 6 D - Ü 3 0.2573293019D-04 -0.4771111716D-05 -0.5210529489D-06 
7.0 0.3506795822D-03 0.1875934001D-04 -0.3365109833D-05 -0.9648008773D-07 
7.5 0.2705998374D-03 0.1347544605D-04 -0.2429981430D-05 -0.1725714449D-07 
8.0 0.2052526610D-03 0.9558356965D-05 -0.1794644967D-05 -0.3001184855D-08 
8.5 0.1533752550D-03 0.6706233185D-05 -0.1352873575D-05 -0.5099768381D-09 
9.0 0.1131153507D-03 0.4660525338D-05 -0.1038831707D-05 -0.8499565300D-10 
9.5 0.8246068187D-04 0.3211724990D-05 -0.8109923303D-06 -0.1393571490D-10 
10.0 0.5949517992D-04 0.2196886544D-05 -0.6421554698D-06 -0.2253094902D-11 
X: Abstand in atomaren Einheiten. Alle A b s t ä n d e i n atomaren Einheiten. 
1): Real- und Imaginärte i l des Integrals 
ViS£i.ojo (1-0,2.0,3.0,4.0;(A',0.0,0.0),(0.0,0.0,0.0),(2.0,0.0,1.4),(0.0,1.0,0.0)) 
'2): Das reelle Integral 
^ ° 3 0 i ! o , o ( L 0 . 2 ' ° . 3.0,4.0; (A',0.0,0.0), (A', 0.0,0.0), (0.0,0.0,0.0), (2.0,0.0,1.4)) 
[3): Das reelle Integral 
V\ A 3 0 i ! o . o ° ( L 0 , 2 . 0 , 3 . 0 , 4 . 0 ; (A,0.0.0.0), (0.0,0.0,0.0),(A',0.0,0.0),(2.0,0.0,1.4)) 
Verschiedene Zwei-Elektronen-Iiilegrale mit normierten ß-Funktionen als Punktion des Abstan-
des X. Die Quadraturmethode ist L I l M 99(/J) | 33,22; (10" 4 )22,18; (10~6)11, LI; ( I O - s V Vergleiche 
Gl . (5.2-13). Hier wird p gemäß G l . (8.2-1) berechnet. 
X (1) (2) (3) 
0.5 0.7168383733D-05 0.2568401895D-05 0.9536408313D-05 -0.3588324024D-04 
1.0 0.8043681144D-04 0.2450762290D-04 0.1737746122D-06 -0.8720123786D-03 
1.5 0.2509579064D-03 0.5735901821D-04 -0.7746930461D-05 -0.425279S574D-02 
2.0 0.4777137445D-03 0.8625828731D-04 -0.1915624006D-04 -0.9066054157D-02 
2.5 0.6949414542D-03 0.1030436211D-03 -0.3223064921D-04 -0.9861304415D-02 
3.0 0.8526145544D-03 0.1067494522D-03 -0.3930141682D-04 --0.6286010370D-02 
3.5 0.9301148776D-03 0.1004284981D-03 -0.3739551271D-04 -0.2722166760D-02 
4.0 0.9313832483D-03 0.8818322619D-04 -0.3008278137D-04 -0.9024613536D-03 
4.5 0.8739950251D-03 0.7354657677D-04 -0.2185600601D-04 -0.2486385744D-03 
5.0 0.7795221331D-03 0.5895475601D-04 -0.1506124045D-04 -0.6007533959D-04 
5.5 0.6675312811D-03 0.4579936211D-04 -0.1018737384D-04 -0.1318911274D-04 
6.0 0.5529248876D-03 0.3468963075D-04 -0.6915309086D-05 - 0 . 2 6 9 4 8 5 7 1 2 1 Ü - 0 5 
6.5 0.4455033729D-03 0.2573296795D-04 -0.4771118226D-05 -0.5210647540D-06 
7.0 0.3506795164D-03 0.1875938227D-04 -0.3365174361D-05 -0.9648237324D-07 
7.5 0.2705998360D-03 0.1347548551D-04 -0.2429905456D-05 -0.1725755186D-07 
8.0 0.2052528260D-03 0.9558408803D-05 -0.1794548195D-05 -0.3001252645D-08 
8.5 0.1533763500D-03 0.6706259273D-05 -0.1352907178D-05 -0.5099874355D-09 
9.0 0.1131167401D-03 0.4660479110D-05 -0.1038898170D-05 -0.8499718321D-10 
9.5 0.8246173829D-04 0.3211684173D-05 -0.8109290201D-06 -0.1393590786D-10 
10.0 0.5949596068D-04 0.2196853617D-05 -0.6422281779D-06 -0.2253115060D-11 
X: Abstand in atomaren Einheiten. Alle A b s t ä n d e in atomaren Einheiten. 
(1) : Real- und Imaginärte i l des Integrals 
^ j 0 I 1 i J (1.0,2.0,3.0,4.0; (^,0.0,0.0), (0.0,0.0,0.0), (2.0,0.0,1.4), (0.0,1.0,0.0)) 
(2) : Das reelle Integral 
(3) : Das reelle Integral 
£ a b g = I O - 9 a.U: in allen untersuchten Fällen erreicht wurde. Die verwendeten Laguerre-
Regeln hoher Ordnung sind in Verbindung mit der empirischen Regel (8.2-1) anscheinend für 
diese Genauigkeitsanforderung völlig ausreichend. Die Maßgabe, bei der L A M - M e t h o d e den 
Abbruch der Quadratursumme aufgrund der absoluten Genauigkeit erst im zweiten p-Hereich zu 
gestatten, bewirkt in Verbindung mit dem gewählten Wert e\ = I O - 4 , daß die Resultate dieser 
Methodejeweils mindestens auf vier Stellen mit den genauere]] Ergebnissen der LRM-Methodc-
übereinst immen. 
Auch die Fälle stark unterschiedlicher Exponentialparameter, die in den Tabellen 8.2.1 bis 
8.2.1V untersucht wurden, passen in dieses B i ld . 
In den untersuchten Fällen wurde kein Zeichen für einen genauigkeitsbegrenzenden Einfluß 
von Oszillationen festgestellt. 
Tabel le 8 . 2 . I X Test für CLL-Verfahren 
Betrachtet wird die Konvergenz der CLL-Methode für ein Zwei-Elektronen-Integral mit normierten 
Ü-Funktionen. Beim inneren Integral über p werden Np Stützstellen einer Laguerre-Rogel mit p — 1.0 
verwandt und bei einer relativen Genauigkeit von e = I O - 8 wird diese Quadfatursiimme abgebrochen. 
Beim Integral über s werden zusammengesetzte Gauß-Legendre-Regeln der Ordnung Nes in ( 0 , 0 . 1 ) , der 
Ordnung Nms in ( 0 . 1 , 0 . 9 ) und der Ordnung Nus in ( 0 . 9 , 1 . 0 ) zusammengesetzt. Die entsprechenden 
Ordnungen im Integral über / sind Nit-, Nmt und Nut. Die Ciesamtzahl Nc der Berechnungen des 
innersten Integranden und die CPlI-Zeit (sec) in Sekunden sind angegeben. Zeilen mit Nms = -1 
sind Vergleichswerte, die mit Gauß-Legendre-Regeln der Ordnung 5 0 im Intervall ( 0 . 0 , 1 . 0 ) für die 
Integration über s und t berechnet wurden. 
NP A V Nms A V AV,. / V u / Integral* A V sec 
90 50 -1 -1 50 -1 -1 0.3724305681) Ol 63412 21 
90 13 13 10 15 14 7 0.3724305()7l)-04 33677 11 
90 11 11 8 13 12 5 0.3721305851) O l 23132 8 
90 9 9 6 11 10 3 0.372431311D-04 14581 5 
90 7 7 4 9 8 1 0.372443829D-04 7987 3 
99 50 -1 -1 50 -1 -I 0.3724305081) 04 66354 22 
99 13 13 10 15 14 7 0.372430567D-04 35260 12 
99 11 11 8 13 12 5 0.372430584 D-Ol 24173 8 
99 9 9 6 11 10 3 0.3724313121)-04 15237 5 
99 7 7 4 9 8 1 0.37244382GD-04 8372 3 
* Das reelle Integral 
v 3V fo72^-2 ü( L 2» 2-°> L 2 > 6 - ° ; ( L 0 > (O.Ü. o.o, i .o), (o.o, o.o, o.o), (o.o, o . o , - i .o)) . 
Division durch 0.10912205898508 • IO 7 liefert 
V / 3 1 ! ^V/ . 2 ^ 2 Ü (1 .2 ,2 .0 ,1 .2 ,6 .0 ; (1.0,0.0,0.0), (0.0,0.0, 1.0), (0.0,0.0, 0.0), (0.0,0.0, - 1.0)). 
T a b e l l e 8 . 2 . X Test für modifiziertes LRM-Ver fahren ) 
Betrachtet wird die Konvergenz der modifizierten LRM-Methode mit r = 0.9 für ein Zwei i l 
Elektronen-Integral mit normierten i?-Funktionen. Die Quadraturmethode ist ! 
L R M Np(LO) I HuLü(10-A)Ih,L2}(lQ-6)H3,L3](lQ-8). Vgl . G l . (5.2-13). Die Gesamtzahl NG derl 
Berechnungen des innersten Integranden und die CPU-Zeit (sec) in Sekunden sind angegeben. < 
/Vp Hi H2 Hz Li L2 Lz Integral* NQ sec 
90 50 50 50 25 25 25 0.372430567D-04 55000 20 
90 36 24 12 24 16 8 0.372430561D-04 24048 9 
90 30 20 10 20 13 6 0.372430546D-04 16620 6 
90 24 16 8 16 10 5 0.372430569D-04 10608 4 
90 18 12 6 12 8 4 0.372431850D-04 6012 2 
99 50 50 50 25 25 25 0.372430568D-04 57500 21 
99 36 24 12 24 16 8 0.372430562D-04 25344 9 
99 30 20 10 20 13 6 0.372430548D-04 17520 6 
99 24 16 8 16 10 5 0.372430569D-04 11184 4 
99 18 12 6 12 8 4 0.372431836D-04 6336 2 
* Das reelle Integral 
Vl$£2\22;*2°(l.2,2.0,1.2,6.0; (1.0,0.0,0.0), (0.0,0.0,1.0), (0.0,0.0,0.0), (0.0,0.0, -1 .0 ) ) . 
Divis ion durch 0.10912205898508 • IO 7 liefert 
V 3 1 O ^ A 0 1 1 • 2 ^ 2 -°> 1-2,6.0; (1.0,0.0,0.0), (0.0,0.0,1.0), (0.0,0.0,0.0), (0 .0 ,0 .0 , -1 .0) ) . 
In den Tabellen 8.2.IX und 8.2.X werden Testergebnisse für ein Zwei-Elektronen-Integral 
p r ä sen t i e r t , die mit der C L L - M e t h o d e und der modifizierten L R M - M e t h o d e gewonnen wurden. 
Dieses Integral wurde schon früher untersucht (Grotendorst und Steinborn 1988, S. 3874, 
Tabelle V I , 3. Integral). 
In Tabelle 8.2.IX wird gezeigt, daß in diesem Falle die zusammengesetzten Gauß-Legendre-
Quadraturen relativ langsam konvergieren. Das ist zurückzuführen auf pt/pz = 5. Diese 
beiden Exponentialparameter unterscheiden sich also stark. Als Referenz ist jeweils ein Wert 
angegeben, bei dem die s- und <-Integrale jeweils mit einer nicht zusammengesetzten Gauß-
Legendre-Quadratur hoher Ordnung berechnet wurden. Außerdem stellt sich heraus, daß eine 
Laguerre-Quadratur zu p — 1 mit 90 Stützs te l len in diesem Fall völlig ausreicht, wie der 
Vergleich mit den Daten für Np = 99 belegt. B e i m dritten angegebenen Wert besteht das 
Quadraturgitter für die zweidimensionale Parameterintegration aus 3 0 - 3 0 = 900 Punkten. 
Teilt man die Zahl von 23132 Auswertungen durch diese Zahl von Stü tzs te l len , so erhellt, daß 
effektiv aufgrund des Abbruchs der Quadratursumme von den 90 Knoten der Laguerre-Regel 
i m Schnitt nur etwa 26 verwendet werden. 
In Tabelle 8.2.X gilt bezüglich der Konvergenz der G a u ß - L a g u e r r e - Q u a d r a t u r die gleiche 
Aussage. Es ist allerdings festzustellen, daß das modifizierte LRM-Verfahren mit r = 0.9 etwa 
doppelt so schnell konvergiert wie das CLL-Verfahren. Dieses Ergebnis ist ganz analog zu 
den Ergebnissen in Kapi te l 7. Es ist typisch für den Fall stark unterschiedlicher Exponenti-
alparameter. Be i Exponentialparametern ähnl icher Größenordnung liefert das CLL-Verfahren 
völlig ausreichende Ergebnisse. In diesem. Falle schneiden die auf Möbius-Transformat ionen 
beruhenden Verfahren ähnlich ab wie das CLL-Verfahren. 
In den Tabellen 8.2.IX und 8.2.X ist auch der Zeitbedarf in Sekunden je Integral, angegeben. 
Es zeigt sich, daß dieser Zeitbedarf im wesentlichen zur Zahl NQ der Auswertungen des innersten 
Integranden proportional ist. Der Zeitbedarf ist normalerweise für höhere Drehimpulsquanten-
zahlen aufgrund der vielen geschachtelten Summen höher , für kleine Drehimpulsquantenzahlen 
niedriger. Selbst im skalaren Fall liegt er allerdings im Sekundenbereich. Diese Zeitangaben 
beziehen sich se lbs tvers tändl ich auf den verwendeten Computer 2 . 
Der relativ hohe Zeitbedarf wird vers tändl ich, wenn man sich über legt , wie viele Uberlap-
pungsintegrale mit gleichen Exponentialparametern man zu berechnen hat. Abgesehen von 
den inneren Summen ist deren Zahl hauptsächl ich abhäng ig von der Zahl der Knoten des 
dreidimensionalen Quadraturgitters. Die Exponentialparameter dieser Uberlappungsintegrale 
hängen entweder nur von p und s oder nur von p und t ab. Dementsprechend braucht man 
nur nv x (ns + nt) S tü tzs te l len zu berücksicht igen. Hier sind nPl ns bzw. m die Zahlen der 
effektiv verwendeten Knoten i m p-, s- bzw. i-Quadraturgitter. Fü r np = ns ~ nt = 25 
kommt man auf 1250 Stü tzs te l len . Die Zahl zu berechnender Uberlappungsintegrale ist für 
nichtskalare Fäl le aufgrund der inneren Summen noch erheblich höher . Setzt man aufgrund 
der Ergebnisse von Abschnit t 4 den Zeitbedarf für Uberlappungsintegrale größenordnungsmäßig 
auf eine Millisekunde an, so kommt man schon aufgrund der Zahl der effektiven Stü tzs te l len 
für die Auswertung der Zwei-Elektronen-Integrale in den Sekundenbereich. 
Die auf Möbius-Transformat ionen basierenden Quadraturverfahren sind also ta t sächl ich für 
einen weiten Bereich von Exponentialparametern, Quantenzahlen und Geometrien in der Lage, 
verläßliche Näherungswer te für Zwei-Elektronen-Integrale mit 5-Funkt ionen zu liefern. 
2 C O M P A R E X 8/85 des Rechenzentrums der Universität Regensburg unter V M / S P Release 5. 
9. Zusammenfassung 
In dieser Arbeit werden analytische Darstellungen und numerische Verfahren zur Berech-
nung der im Rahmen von nicht-relativistischen L C A O - M O - S C F - R e c h n u n g e n auftretenden 
Molekülintegrale für eine spezielle Klasse exponentialartiger Funktionen untersucht. Bei den 
Funktionen handelt es sich um die sogenannten B-Funkt ionen, die durch eine besonders ein-
fache Fourier-Transformierte und eine sehr einfache Laplace-Darstellung ausgezeichnet sind. 
Damit sind B-Funktionen unter den exponentialartigen Funktionell p r ä d e s t i n i e r t für die A n -
wendung der Fourier-Transformationsmethode. Der skalare Ante i l der B-Funkt ionen ist i m 
wesentlichen durch eine reduzierte Bessel-Funktion gegeben. 
Bei diesen Untersuchungen werden Integraltransformationsmethoden zugrundegelegt. Da-
zu gehören die bereits genannte Fourier-Trarisformationsmethode und die Bessel-Transfor-
mationsmethode, die auf einer neuentdeckten, eindimensionalen lntegraldarstellung für das 
Produkt zweier beliebiger reduzierter Bessel-Funktionen beruht, aus der eindimensionale In-
tegraldarstellungen für zweizentrige Dichten zweier B-Funkt ionen hergeleitet werden. Diese 
zweizentrigen Dichten und ihre Fourier-Transformierten kann man aber als wesentlichen 
Baustein von mehrzentrigen Molekül integralen mit B-Funkt ionen auffassen. Die Verwen-
dung dieser Transformationsmethoden erlaubt folgerichtig die Herleitung einer Reihe von 
neuen Darstellungen für Molekül integrale mit B-Funkt ionen. 
Numerisch werden vor allem Integraldarsteilungen für Molekül in tegra le mit B-Funktionen, 
untersucht, die man mit der Fourier-Transformationsmethode herleiten kann. F ü r die nume-
rische Auswertung dieser Integraldarstellungen werden neue Quadraturverfahren eingeführt . 
Besondere Berücksicht igung dabei findet der Fal l stark unterschiedlicher Exponentialpara-
meter, für den herkömmliche Methoden Schwierigkeiten haben. Durch eingehende Analyse 
wird als Grund dieser Schwierigkeiten das Auftreten von bestimmten Gewichtsfunktionen 
festgestellt. Diese Gewichtsfunktionen verursachen scharfe Spitzen, die die numerische Qua-
dratur stark erschweren. Dieses Problem wird gelöst mi t Hilfe von speziellen Koordina-
tentransformationen, den Möbius-Transformat ionen , und den darauf aufbauenden, neuen 
Quadratur verfahren. 
Nach der Einlei tung in Abschnit t 1 werden i m Abschnit t 2 wichtige Definitionen und 
Bezeichnungen zusammengestellt, die für spä te re Abschnitte als Referenz dienen. 
In Abschnitt 3 werden allgemeine Eigenschaften von reduzierten Bessel-Funktionen, Pro-
dukten von reduzierten Bessel-Funktionen, B-Funktionen und Produkten von B-Funkt ionen 
dargestellt. 
E i n Großteil der Resultate über reduzierte Bessel-Funktionen ist bekannt, die meisten Re-
sultate über Produkte von reduzierten Bessel-Funktionen sind neu. Insbesondere die zweite 
Form (3.2-30) des Multiplikationstheorems sowie die Darstellung (3.2-21) der höheren A b -
Ieitungen der reduzierten Bessel-Funktionen als Linearkombination von reduzierten Bessel-
Funktionen stellen bisher unbekannte Eigenschaften dar. 
Bei den Produkten von reduzierten Bessel-Funktionen ist besonders wichtig die für das 
Vers t ändn i s der Bessel-Transformationsmethode grundlegende, eindimensionale Integraldar-
stellung (3.3-24). Hier wird das Produkt zweier reduzierter Bessel-Funktionen als Integral 
über reduzierte Bessel-Funktionen mit einem Wurzelargument geschrieben. F ü r zweizentrige 
Produkte skalarer, exponentialartiger Funktionen ergibt sich als unmittelbare Konsequenz 
die Integraldarstellung (3.3-28). Sie erlaubt es, diese Produkte als Integral über Funktionen 
zu schreiben, die ihr Zentrum an Punkten auf der Verbindungslinie der beiden ursprüngl ichen 
Zentren haben. 
Analog sind die meisten Ergebnisse über B-Funkt ionen nicht neu, dagegen waren fast 
alle Darstellungen für ein- und zweizentrige Produkte dieser Funktionen vorher unbekannt. 
Wicht ig ist hier von einem grundlegenden Standpunkt betrachtet der Abschnit t 3.4.2 übe r 
Approximationseigenschaften der Funktionen. Hier schließen wir uns eng an bekannte A r -
beiten an ( K l a h n und Bingel 1977b; Weniger 1982). In diesem Abschnit t wird herausgestellt, 
daß man B-Funkt ionen als Basissatz verwenden kann, für den das Ritz'sehe Variationsver-
fahren i m Rahmen der L C A O - S C F - M e t h o d e und nachfolgende CI-Verfahren konvergieren. 
Letzlich ist das darin beg ründe t , daß man die B-Funkt ionen als eine Basis i m R a u m der 
exponentialartigen Funktionen auffassen kann. Damit häng t zusammen, daß man -wie in 
Abschnit t 3.4.9 dargelegt- andere übliche, exponentialartige Funktionen durch endliche L i -
nearkombinationen von B-Funktionen ausdrücken kann und umgekehrt. 
in Abschnit t 3.5 werden ein- und zweizentrige Produkte zweier B-Funkt ionen behandelt. 
Bei den einzentrigen Produkten gelingt es, diese als mehrfache, endliche Summe von B -
Funktionen zu schreiben. Es stellt sich heraus, daß man dabei mit einer Summe weniger 
auskommt, als es bei einer vorher bekannten Darstellung nöt ig schien. Bei den zweizentrigen 
Produkten ergeben sich als unmittelbare Folge der Darstellung (3.3-28) verschiedene Formen 
einer eindimensionalen Integraldarstellung über einzentrige Funktionen. Es handelt sich da-
bei um die ersten eindimensionalen Integraldarstellungen für zweizentrige Produkte zweier 
B-Funkt ionen im Ortsraum. Bisher war nur die Integraldarstellung von Trivedi und Stein-
born für die Fourier-Transformierte einer zweizentrigen Dichte von B-Funkt ionen bekannt. 
In Abschnitt 4 werden die Methoden dargestellt, mit denen die analytischen Resultate 
dieser Arbe i t gewonnen wurden. Es handelt sich um Integraltransformationsmethoden. 
Der Bl ick geht dabei auf die grundlegenden Strukturen, nicht auf Details, die spä te ren 
Abschnit ten vorbehalten bleiben. Dies liefert die Möglichkeit , die numerische Komplex i t ä t 
der mit den Integraltransformationsmethoden gewonnenen Integraldarstellungen unabhäng ig 
von der jeweiligen Implementierung zu bewerten. Kr i ter ien für diese Bewertung werden 
angegeben. 
M i t der Laplace-Transformationsniethode, die auf der Laplace-Darstellung (3.4-49) der B-i 
Funktionen als Integral über Gauß-Funkt ionen beruht, kann man die Molekülintegrale mitj 
B-Funkt ionen als mehrdimensionale Integrale über Molekül integrale mit Gauß-Funkt ionen; 
schreiben. Einfache Abschä tzungen zeigen, daß diese Methode zumindest ohne analytische 
Vereinfachungen vor allem für Zvvei-Elektronen-Integrale sehr aufwendig ist, da sich dann/ 
vierdimensionale Integraldarstellungen ergeben. '}. 
Die zweite untersuchte Integraltransformationsmethode ist die Bessel-Transformations- : 
methode. Indem man jeweils Produkte von B-Funkt ionen als eindimensionales Integral 
einzentriger Funktionen schreibt, kann man für Eiu-Elektron-Integrale eindimensionale, 
für Zwei-Elektronen-Integrale zunächst zweidimensionale Integraldarstellungen für die Mo-
lekülintegrale mit B-Funktionen angeben. Diese enthalten im Integranden wiederum Mo-
lekülintegrale , die aber geringere Zentrenzahl aufweisen. Bei den Zwei-Elektronen-Integralen 
kann man diese einfacheren Molekülintegrale auf ein weiteres, wiederum eindimensionales 
Integral über spezielle Funktionen zurückführen. M a n erhäl t dann eine explizit dreidimen-
sionale lntegraldarstellung für Zwei-Elektronen-Integrale mit B-Funkt ionen. 
Die dritte Integraltransformationsmethode ist die Fourier-Transformationsmethode. Es 
wird gezeigt, wie man mit Hilfe der Fourier-Darstellung des Coulomb-Potentials und einer 
eindimensionalen lntegraldarstellung für die Fourier-Transformierte einer Dichte zweier Ba-
sisfunktionen zweidimensionale Integraldarstellungen für Kernanziehungsintegrale und drei-
dimensionale Integraldarstellungen für Zwei-Elektronen-Integrale mi t B-Funkt ionen gewin-
nen kann. Diese Integraldarstellungeri enthalten oszillierende Bestandteile im Radialintegral 
über p, die für die numerische Quadratur relevant sind. 
Bei der Bewertung der numerischen Komplex i t ä t wird festgestellt, daß vor allem die dreidi-
mensionalen Integraldarstellungen für vierzentrige Zwei-Elektronen-Integrale große Berech-
nungszeiten aufweisen müssen. Die Anzahl dieser Zwei-Elektronen-Integrale wächst aber mit 
der Anzah l N der Basis-Funktionen wie N 4 . 
Zur Lösung dieses Problems wird ein Algorithmus vorgeschlagen, der auf der gleichzeiti-
gen, numerischen Quadratur aller bzw. möglichst vieler Zwei-Elektronen-Integrale beruht. 
Dabei ist es möglich, an jedem Punkt des Quadraturgitters unabhäng ig von den anderen 
Punkten des Quadraturgitters Informationen abzuspeichern, die bei der Berechnung aller 
Zwei-Elektronen-Integrale gebraucht wird. Diese Unabhängigkei t der Git terpunkte vonein-
ander bedeutet, daß dieser Algorithmus gut für parallel arbeitende Prozessoren geeignet ist. 
Die Abhängigkei t der rechenintensiven Schritte von der Anzahl der Basisfunktionen be t r äg t 
bei diesem Algorithmus nur noch N 2 . 
In Abschnit t 5 werden numerische Quadraturverfahren bei Molekülintegralen mi t B-Funk-
tionen behandelt. Dabei geht es zunächs t um Methoden, die gut geeignet sind für die 
eindimensionale Quadratur von Integranden mit scharfen Spitzen an einem Rande des Inte-
grationsintervalles. Diese Spitzen kann man durch Koordinatentransformationen verbreitern 
und dadurch der numerischen Quadratur mi t Standardverfahren leichter zugänglich machen. 
Anders ausged rück t kann man durch die Koordinatentransformation die Quadraturgitter 
von Standard verfahren so verzerren, daß genügend Stützs te l len in die Region der scharfen 
Spitze gebracht werden. M a n erhä l t so neue Quadratur verfahren. Zu diesem Zwecke werden 
Möbius -Trans fo rma t ionen verwendet, die von einem Parameter abhängen . Durch geschickte 
Wahl des Parameters kann man die neuen Quadraturverfahren dem Verlaufdes Integranden, 
also der Posi t ion der Spitze, anpassen. Regeln für die Wahl des Parameters werden diskutiert 
und numerische Testergebnisse vorgestellt. 
Sodann werden Verfahren auf der Grundlage von Laguerre-Regeln vorgestellt, die für die 
Radialintegrale übe r p bei den mittels der Fourier-Transformationsmethode gewonnenen 
Integraldarstellungen geeignet sind. Es wird gezeigt, wie man durch den Abbruch der 
Quadratursumme Auswertungen des Integranden einsparen kann. Ist der Integrand selbst ein 
Integral, so reichen zu dessen Berechnung für große Werte von p Quadraturregeln mi t weniger 
Knoten aus. Dies erlaubt zusätz l iche Einsparungen an Auswertungen des Integranden. 
Es wird diskutiert, wie man die Verfahren auf der Grundlage von Laguerre-Regeln mit 
den auf Möbius -Trans format ionen beruhenden Quadraturverfahren kombinieren kann, um 
die mit der Fourier-Transformationsmethode gewonnenen Integraldarstellungen auszuwerten. 
M a n e rhä l t mehrere Methoden, näml ich die sogenannte L R M - M e t h o d e , die verwandte L A M -
Methode und die ML-Methode . A u ß e r d e m wird die C L L - M e t h o d e beschrieben, die auf 
einer zusammengesetzten G a u ß - L e g e n d r e - Q u a d r a t u r für die Parameterintegrale beruht und 
in früheren Arbeiten verwandt wurde. 
In Abschni t t 6 werden bestimmte Ein-Elektron-Integrale bei B-Funkt ionen behandelt. Es 
geht hier um die Fourier-Transformierte eines Produktes zweier B-Funkt ionen, um Uberlap-
pungsintegrale und verwandte Integrale. 
Es wird zunächs t eine sehr einfache Herleitung der eindimensionalen Integraldarstellung 
von Trivedi und Steinborn für die Fourier-Transformierte eines Produktes zweier B-Funkt io-
nen vorgestellt. Dann wird eine Darstellung dieses Molekülintegrales durch eine unendliche 
Reihe besprochen. Irn Anschluß wird eine neue Integraldarstellung für die Fourier-Transfor-
mierte einer Dichte zweier B-Funkt ionen hergeleitet. Dabei geht man aus von der für die 
Bessel-Transformationsmethode grundlegenden Darstellung eines Produktes von B-Funkt io-
nen durch ein eindimensionales Integral. Im Anschluß werden Darstellungen für die Fourier-
Transform ierte eines einzentrigen Produktes behandelt. 
Hinsichtlich der Uberlappungsintegrale werden zunächs t Darstellungen für den einzentri-
gen Fall zusammengestellt. Darstellungen für den zweizentrigen Fa l l werden i m Anschluß 
behandelt. Neben einer Reihe von bekannten Darstellungen werden hier eine neue Dar-
stellung des Uberlappungsintegrales mit gleichen Exponentialparametern sowie eine bisher 
unbekannte eindimensionale Integraldarstellung für den Fal l verschiedener Exponentialpara-
meter hergeleitet. 
Eng verwandt mit den Uberlappungsintegralen und durch sie darstellbar sind i m Falle von 
B-Funkt ionen die Matrixelemente der kinetischen Energie sowie sphär i sche Momente von 
Produkten zweier B-Funkt ionen, für die i m Ansch luß analytische Darstellungen angegeben 
werden. 
In Abschni t t 6.4 werden numerische Methoden zur Berechnung von Uberlappungsintegra-
Ien untersucht und Ergebnisse verschiedener Verfahren miteinander verglichen. Es stellt sich 
heraus, daß die numerische Quadratur einer bekannten, eindimensionalen Integraldarstellung 
mittels auf Möbius-Transformat ionen beruhenden Quadraturverfahren eine sehr verläßliche 
und auch effiziente Berechnungsmethode ist. Dies gilt sowohl für Exponentialparameter 
ähnl icher wie auch stark unterschiedlicher G r ö ß e n o r d n u n g . Verfahren auf der Grundlage un-
endlicher Reihen sind vor allem für kleine Unterschiede der Exponentialparameter nütz l ich , 
selbst bei Beschleunigung durch den Epsi lon-Algori thmus. Die endliche Jacobi-Polynom-
Darstellung ist aufgrund inhären te r In s t ab i l i t ä t en dagegen nur für große Unterschiede der 
Exponentialparameter brauchbar, dann allerdings sehr effizient. 
In Abschni t t 6.5 werden ähnlich gute Resultate für die numerische Quadratur der Inte-
graldarstellung von Trivedi und Steinborn erzielt, wenn man auch hier Möbius-Verfahren 
verwendet. Es zeigt sich, daß man auf diese Weise sehr viel effizienter die Fourier-Transfor-
mierte eines Produktes von B-Funkt ionen berechnen kann als mi t automatischen Verfahren, 
die aufgrund der oszillatorischen Natur des Integranden früher nö t ig schienen. 
In Abschnit t 7 werden Kernanziehungsintegrale mi t B-Funkt ionen behandelt. Zunächs t 
werden analytische Darstellungen angegeben. Es wird nach der Zahl der Zentren unter-
schieden. Fü r zweizentrige Integrale werden neben bekannten einige neue Darstellungen 
angegeben. F ü r den allgemeinen, dreizentrigen Fa l l werden die Eigenschaften einer be-
kannten zweidimensionalen Integraldarstellung diskutiert. Eine bisher unbekannte, aber 
numerisch bedeutsame Vereinfachung dieser Darstel lung wird mi t Hilfe einer Koordinaten-
transformation i m Falle gleicher Exponentialparameter durchgeführ t . Außerdem werden 
mit der Fouiier-Transformationsmethode drei weitere zweidimensionale Integraldarstellun-
gen hergeleitet. Dabei tauchen in den jeweiligen Integranden stets Oszillationen aufgrund 
von sphär i schen Bessel-Funktionen auf. Eine der Integraldarstellungen en thä l t ferner i m 
Integranden Coulomb-Integrale mit gleichen Exponentialparametern, eine andere Uberlap-
pungsintegrale mit verschiedenen Exponentialparametern, die dritte eine Summe von B -
Funktionen recht einfacher Struktur. Schließlich wird mi t der Bessel-Transformationsmetho-
de eine eindimensionale lntegraldarstellung für das allgemeine Kernanziehungsintegral mit 
B -Funk t ionen hergeleitet. Der Integrand en thä l t bestimmte Hilfsfunktionen, die sogenann-
ten Sigma-Funkt ionen, die relativ einfach zu berechnen sind. 
Im sich ansch l i eßenden numerischen Tei l dieses Abschnit ts werden aufbauend auf den 
Ergebnissen von Abschni t t 5 Quadraturverfahren beschrieben, die für die bekannte, zweidi-
mensionale lntegraldarstellung (7.1-34) verwendet werden können . Hier zeigt ein Vergleich 
I verschiedener Verfahren, daß im für die C L L - M e t h o d e schwierigen Fal l stark unterschiedli-
eher Exponentialparameter die M L - und L R M - M e t h o d e etwa zweimal schneller konvergie-
j ren als die C L L - M e t h o d e . M i t der L A M - M e t h o d e kann man zusätzl ich Auswertungen des 
\ Integrandeni gegenüber der L R M - M e t h o d e einsparen, wenn man nur an Ergebnissen einer 
\ bestimmten absoluten Genauigkeit interessiert ist. Es wurde a u ß e r d e m die Tatsache festge-
\ stellt, daß für große A b s t ä n d e des Zentrums des Coulomb-Potentials von den Zentren der 
• beiden B-Funktionen die Oszillationen i m p-Integral aufgrund der sphär ischen Bessel-Funk-
• tionen die Konvergenz der Laguerre-Regeln extrem langsam machen. 
In Abschni t t 8 werden Zwei-Elektronen-Integrale mi t B-Funkt ionen behandelt. In einem 
'l analytischem Teil werden zunächs t Darstellungen für Coulomb-Integrale und dann für allge-
\ meine Zwei-Elektronen-Integrale angegeben. 
• Irn Falle der CouIomb-Integrale werden zunächs t eine ganze Reihe bekannter Darstellungen 
aufgeführt . Im Rahmen der Fourier-Transformationsmethode werden dann ein Mul t ip l i ka -
tionstheoreim und unter Verwendung der verallgemeinerten F e y n m a n - I d e n t i t ä t zwei neue, 
endliche Darstellungen für Coulomb-Integrale mit gleichen Exponentialparametern hergelei-
tet. Für Coulomb-Integrale mi t verschiedenen Exponentialparametern ergeben sich aus der 
! Fourier-Darstellung unter Verwendung der verallgemeinerten F e y n m a n - I d e n t i t ä t drei eindi-
: mensionale Integraldarstellungen, die ebenfalls bisher unbekannt waren. 
Im Ansclhluß werden einige allgemeine Eigenschaften der Zwei-Elektronen-Integrale mit 
B-Funkt ionen diskutiert. Es wird die mittels der Fourier-Transformationsmethode fol-
gende, dreidimensionale lntegraldarstellung (8.1-25) für das allgemeine, vierzentrige Zwei-
; Elektronen-Integral in einer kompakten Schreibweise angeführ t und ihre auch für die nume-
rische Auswertung wichtigen Eigenschaften beschrieben. 
Dann w i r d mit Hilfe der Bessel-Transformationsmethode eine dreidimensionale lnte-
graldarstellung für das allgemeine Zwei-Elektronen-Integral mit B-Funkt ionen hergeleitet. 
I' Der Integrand dieser lntegraldarstellung ist etwas komplizierter als der Integrand der lnte-
graldarstellung, die mit der Fourier-Transformationsmethode hergeleitet werden kann. Dafür 
; hat er allerdings den Vorte i l , keine oszillierenden Bestandteile zu enthalten. 
Im numerischen Teil des Abschnitts 8 werden die i n Abschnit t 5 eingeführten Quadratur-
methoden auf die Jntegraldaistelluiig (8.1-25) angewandt. Aufgrund der angeführten Ergeh 
nisse kann man den Schluß ziehen, daß die auf Möbius-Verfaliren basierenden L A M - un^ 
L R M - M e t h o d e n zumindest in den untersuchten Fällen in der Lage sind, Zwei-Elektroneh 
Integrale mit B-Funktionen auch im Falle stark unterschiedlicher Exponentialparamete! 
verläßlich zu berechnen. Aiizeiclien von die Genauigkeit begrenzenden Einflüssen von Oszil 
lationea sind in den betrachteten Beispielen nicht vorhanden. A u einem typischen Beispie 
zeigt sich, daß im Fall starker Unterschiede der Exponeritialparaiiieter die LRM-Method^ 
etwa zweimal schneller konvergiert als die C L L - M e t h o d e , die auf zusammengesetzten Gauß-
Regeln basiert. 
In Anhang A werden bestimmte technische Einzelheiten übe r reduzierte Bessel-Funktionen 
zusammengestellt. 
In Anhang B werden Fakten über Kugelf lächenfunkt ionen, Gaunt-Koeffizienten, Kugel-
Funktionen und den sphär ischen Tensorgradienten zusammengestellt. Es werden Details der 
Abspeicherung von Gaunt-Koeffizienten angegeben. 
In Anhang C werden Details zur Berechnung und Abspeicherung einiger oft verwendeter 
Funktionen und Hilfsgrößen zusammengestellt. 
In Anhang D werden einige -allerdings ziemlich komplizierte- Rekursionsbezielumgen 
für zweizentrige Produkte von B-Funkt ionen und Integrale, die diese Dichten enthalten, 
hergeleitet. 
In Anhang E wird gezeigt, wie man aus Gewichten und Abszissen der Gauß-Laguerre-
Regel zur Gewichtsfunktion xa e~x auf dem Intervall (0,co) sehr leicht die Abszissen und 
Gewichte der Gauß-Laguerre-Regel zur Gewichtsfunktion pa e~ p / ' auf dem gleichen Intervall 
berechnen kann. 
In Anhang F wird gezeigt, daß die Regel W " zur Wahl des Parameters der Möbius-
Transformationen auf ein kubisches Polynom führt , wenn man die Regel auf die Gewichts-
funktion (5.1-2) anwendet. 
In Anhang G schließlich werden Eigenschaften der sogenannten Sigma-Fuuktioneti her-
geleitet und zusammengestellt. Diese Funktionen kann man als relativ gut berechenbare 
Hilfsfunktionen ansehen. Viele der Darstellungen, die mit der Bessel-Traiisforrnationsme-
thode gewonnen wurden, enthalten diese Funktionen. 
Aus P l a t zg ründen wird auf den Abdruck der in dieser Arbeit verwendeten Programme 
verzichtet. Diese Programme sind hinterlegt bei Professor Dr . E . O. Steinborn, Institut für 
Physikalische und Theoretische Chemie, Univers i tä t Regensburg. 
Anhang A 
Einige Details über reduzierte Bessel-Funktionen 
A . l . Ein Satz über die Ableitungen reduzierter Bessel-Funktionen 
S a t z : 
Ist n G INo, so gilt für die m-te Ablei tung einer reduzierten Bessel-Funktion die Beziehung 
% W = ( - D m t ( " 2 y ' ( ^ 2 ) i ( " w ) , V , - ^ W - (A . i -1) 
lFür gerades; m verschwinden aufgrund der beiden Pochhammer-Symbole alle Terme der 
JSumme mi t j > min(m/2 , n). 
Beweis: 
Der Beweis «der Formel erfolgt durch vol ls tändige Induktion nach m in Zweierschritten: 
Fü r in = (0 ist die Beziehung offensichtlich erfüllt. F ü r m = 1 gilt zunächs t 
^ + i A W = -^-.A(*) = -X)2,Ylf)(-'»)A-i+Vl(*) (A.l-2) 
\- ;>0 ' 
aufgrund vom G i n . (3.2-33), (3.2-15b). Wegen (vgl. M O S , S. 4) 
I 2,^^2A-m-*h ( A . i - 3 ) 
Ist die Behauptung also auch für m = 1 wahr. Zu zeigen reicht jetzt: Ist die Behauptung 
für m = M wahr, so ist sie auch für m = M + 2 erfüllt. Dazu über leg t man sich z u n ä c h s t 
mittels G l . ((3.2-3a) und G l . (3.2-10b) die Gül t igkei t von 
I #»+!/,(*) = ~ ( 4 - » ü W ) ' = -kn->/2(z) +z2 kn_3/2(z) = kn+lh{z)-2nkn^h(z). ( A . l - 4 ) 
Ist demnach die Behauptung für m = M erfüllt, so folgt 
= (- J) L Ti fcn->+V2(2) ( A . l - 5 ) 
Wegen 
( - M / 2 ) , - j ( - M / 2 ) J _ 1 = ( - M / 2 ) j _ i ( - A f / 2 + j - 1 - j) = ( - ( M + 2)/2)J (A. l -6) 
und 
( _ „ ) , • _ , ( - „ + = ( - „ ) , • (A. l -7) 
folgt daraus, daß die Behauptung auch für m = M + 2 gült ig ist. 
Der letzte Teil des Satzes folgt aus dem Verschwinden des Pochhammer-Symbols (~m/2)j 
für j > ?7i/2 für gerades m . 
Dami t endet der Beweis. • 
A.2. Einige Eigenschaften von /c-Funktionen 
In diesem Abschnit t werden einige Eigenschaften von /c-Funktionen 
Kv(A, a\ r) = ky ( ( A 2 + a 2 r 2 ) 1 / 2 ) (A.2-8) 
zusammengestellt. 
Die /c-Funktionen können geradzahlige Potenzen von r absorbieren. Es gilt 
( a r ) 2 » ^ ( A f a ; r ) = f^-tf ("^ 2k (\\)(-v - j)k / c , + 2 j _ , ( A , a; r ) . (A.2-9) 
y=o v ^ y fc=o W 
U m das einzusehen, braucht man die Beziehung 
Verwendet man diese Beziehung, so kann man zum Beweis der Relation (A.2-9) die Substitu-
tion z2 = A2 + a2r2 machen und braucht dann nur noch das Binomialtheorem zu verwenden: 
(z2 - A2)%(Z) = J2(-iy(n) A 2 N - 2 I * 2 ' U * ) 
= B- 1 )' (•) A2n-2i t 2 i (0 (-" - i)k W * w 
J=O K J / Jk=O
 v
 ' 
J = O 
(A.2-11) 
Damit braucht nur noch Gleichung (A.2-.10) gezeigt zu werden. Man kann jeweils einen 
Faktor zl mittels der Rekursion (3.2-8a) absorbieren. Dieser Prozess kann n-fach iteriert 
werden. M a n kann also in jedem Falle schreiben 
7i n 
Z2nIv(Z) = ] T Cn3 K+n+j(z) = Y,
 C
n - j kv+2n-j(z) (A.2-12) 
J=O J=O 
mit noch, zu bestimmenden Koeffizienten c". Fü r diese Koeffizienten kann eine Rekursion 
wie folgt hergeleitet werden: M a n betrachtet 
2
2 " + 2 ^ ( 2 ) = ^ C ; i + 1 ^ + n + 1 + J ( 2 ) 
J=O 
(A.2-13) 
= ^ C ^
1
 *,+„+!+,(*) - ^ 2 ( i / + n + 1+i)cyfc
v+n+
i+,-(z). 
J=I i=o 
Für die zweite Zeile wurde die Rekursion (3.2-8a) verwendet, um einen Faktor z2 zu ab-
sorbieren. D a die reduzierten Bessel-Funktionen linear unabhäng ig sind, erhäl t man durch 
Koeffizienitenvergleich die Rekursion 
^ + 1 = ^ _ 1 - 2 ( i / + n + l + i ) c J , 
«5+1 = <$. c S + 1 = - 2 ( „ + n + l K . 
(A.2-14) 
Zu zeigen ist, daß die Koeffizienten 
= V Q {-V -n)j (A.2-15) 
diese Rekursion erfüllen. Zu zeigen ist also 
2 i + 1 ( " + J - = 2>+J ^ J - - 2(1/ + 2« + 1 - j ) 2»' Q ( - i , - n ) y 
(A.2-16) 
bzw. 
" + I) - " - = (j 1 1 ) ( - " - n ^ ' + 1 - (" + 2n +1 - j ) (j)(-•/-n)>. (A.2-17) 
Wegen 
G : : ) - G : O + G ) 
und 
G ) ( B - i , ^ > ^ = G^) ( i + 1 , (A-2"19) 
ist dies aber erfüllt. Damit sind G i n . (A.2-9) und (A.2-10) bewiesen. Eine zu G l . (A.2-10) 
ähnl iche Gleichung ist auch bei Weniger 1982 zu linden (S. 235. G l . (1)1-11)). E in Spezialfall 
von G l . (A.2-9) ist die Rekursion 
a V L 2 ( ( ^ + Q V ) 1 / 2 ) = 
= % ((A2 + O2V2)1*2) - 2(1/ - 1)1-1 ((A2 + a V ) 1 / 2 ) - A%-2 ((A2 + « V ) 1 / * ) . 
(A.2-20) 
Schreibt man G l . (A.2-9) in der Form 
2n 
xln% ((A2 + x 2 ) 1 / 2 ) = ((A2 + a 2 ) 1 / 2 ) , (A.2-21) 
i=o 
so kann man analog zur Vorgehensweise bei G l . (A.2-12) die Beziehung (A.2-20) verwenden, 
um die folgende Rekursion der Koeffizienten herzuleiten. Diese Rekursion kann dabei helfen, 
die numerischen Probleme bei der direkten Auswertung von G l . (A.2-9) zu vermeiden, die 
aufgrund der Verwendung der Binomialentwicklung üblicherweise auftreten. Es gilt 
d»+1 = d]_2 - 2(u + 3)d1l3_x - A2Cll (A.2-22) 
Fü r die Koeffizienten kann man auch die explizite Darstellung 
min(n,j) 
E 
<=max(0,[(j + l)/2l) 
E (-UM? M 2 " - * 2 J % _ M-»-t)U-i (A.2-23) 
/Sm».»™. irr 1 m i n ^ ' \- y/ 
angeben. Dies folgt direkt aus G l . (A.2-9) in Verbindung mit der Definition (A.2-21). 
A l s nächstes zeigen wir als Verallgemeinerung von G l . (3.2-23) die Gleichung 
&ku ((A2+ Cc2T2?!2) = 
a2 [*„ ((A2 + Ct2V2)1/2) - (21/ + IJibl,-! ((A2 + aV2)1/"2) - A%-2 ((A2 + « V 2 ) 1 / 2 ) ] . 
(A.2-24) 
Der Beweis erfolgt durch direktes Nachrechnen unter Verwendung der Beziehung (Arflien 
1970, S. 85) 
O2 2 d 
für den Rad ia l t e i l des Laplace-Operators, der mit G l . (3.2-15b) leicht nachzurechnenden 
Beziehung 
j - k „ ( ( A 2 + Ct2T2)1/2) = -C2Tku., {[A2 + a 2 r 2 ? l 2 ) (A.2-26) 
und der Relcursion (A.2-20). Gleichung (A.2-26) kann man auch unter Verwendung des 
Bessel-Operators formulieren. Es gilt 
-±3% ( ( A 2 + Jr2)1'2) = - ^ 1 ( ( A 2 + Jr2)1'2) . (A.2-27) 
Es sollen hier noch kurz Verallgemeinerungen der Fourier-Transformierten der «-Funkt io-
nen i m dreidimensionalen R a u m angegeben werden. Wegen G l . (3.2-45b), aufgrund von G l . 
(B.4-6) für den Tensorgradienten und wegen G l . (A.2-27) kann man die folgende Ket te von 
Gleichungen aufstellen: 
(2TT)- 3 / 2 J e-vry'(n(r)k„ ((A2 + Cx2T2)1'2) d 3 r = 
= y?^p)(2*)-3'2 j e - ' P ^ ( ( A 2 - H a V ) 1 / 2 ) d 3 r 
= \ly?(V,)a-3A2"+3L,_
3
/2 ( A ( l + P2Ia2)1'2) (A.2-28) 
= A 2 " ( A / 0 ) " + 3 3 > r ( - i p)£-„_ 3 /2-< ( A ( l +P
2ICC2)1'2) 
7u yr(~*p) t ( , ^2\iß\ 
=
 ( a
2
+ p
2 ) , + W / 2 {^1 + P h ) ' ) -
Diese Beziehung braucht man, um die folgende Gleichung herzuleiten, die noch eine zusätz-
liche gerade Potenz von 7' aufweist. Denn diese Potenz kann mittels G l . (A.2-9) oder G l . 
. (A.2-21) absorbiert werden. M a n erhä l t 
(2TT)- 3 / 2 I e - ' i p r ^ m ( r ) r2n kv ( ( A 2 -F a V ) 1 ' 2 ) d 3 r = 
=iyy (•)
 A2n
~
23
 i 2 * (J) (-* - ( A . « * » 
T ^ - ^ ^ (A(l+p2/a2f2) . 
Anhang B 
Einige Größen mit Bezug zur Kugeldrehgruppe 
In diesem Anhang werden Fakten über Kugelf lächenfunkt ionen, Gaunt-Koeffizienten, K u -
gelfunktionen und den sphär ischen Tensorgradienten zusammengestellt. 
B . l . Kugelflächenfunktionen 
Für die Kugelf lächenfunktionen wird in dieser Arbei t die Definition (Weissbluth 1978, S. 3, 
G l . (1.2-1)) 
P j m l (cos 0 ) e i m v \ i = ( - 1 ) V 2 , (B . l -1 ) 
verwandt. Aufgrund dieser Definition erfüllen sie die in der Quantenchemie sowie der A tom-
und Molekülphysik meist verwandte Phasenkonvention von Condon und Shortley (Condon 
und Shortley 1970, S. 48, G l . (3)). 
Zu bemerken ist, daß es eine ganze Reihe von Phasenkonventionen gibt, deren Beziehung 
zueinander von Steinborn und Ruedenberg (Steinborn und Ruedenberg 1973, Abschnit t B . 3 , 
S. 17-22) ausführl ich diskutiert wurde. 
Im Rahmen der Phasenkonvention von Condon und Shortley erfüllen die Kugelflächen-
funktionen die Relat ion (Steinborn und Ruedenberg 1973, S. 16, G l . (66)) 
I W v ) ] ' = (-DmYfm^M- (B . l -2 ) 
Außerdem hat eine Kugelflächenfunktion zur Quantenzahl £ die P a r i t ä t ( —1)', da bei einer 
Raumspiegelung 
y / > - + v ) = (-veyr(^ H>) (B.I -3 ) 
erfüllt ist (Steinborn und Ruedenberg 1973, S. 16, G l . (73)). 
Fü r festes £ bilden die Kugelf lächenfunktionen die Basis einer irreduziblen, 2i -\-1 dimen-
sionalen Darstellung der Kugeldrehgruppe (Steinborn und Ruedenberg 1973, S. 41). Unter 
Drehungen transformieren sie als ein irreduzibler, sphär i scher Tensor vom Rang £ (Steinborn 
und Ruedenberg 1973, S. 42, G l . (189)). 
Die Kugelf lächenfunktionen bilden ein vol l s tändiges und orthonormiertes System i m Raum 
aller auf der Einheitkugel des IR 3 quadratintegrablen Funktionen (vgl. Grawert 1977, S. 63, 
G l . (4.2.15)). Diese Eigenschaft verbunden mi t der Rotationssymmetrie vieler Probleme 
erk lä r t , warum Entwicklungen nach Kugelf lächenfunkt ionen eine wichtige Rolle bei den 
verschiedensten Problemen in Physik und Chemie spielen. Als Beispiele kann man die 
y ™ ( ^ ) = i ™ + H 2 1 - H {£- \m\)\ 
4?r (£ + \m\)\ 
bekannte IRayleigh-Entwicklung (vgl. z. B . VVeissbluth 1978, S. 11, G l . (1.2-28)) der ebenen 
Welle, 
OO l 
e i k r = 4TT tit{kr) Y, IYTWW Yf (r/r) > ( B - 1 ' 4 ) 
£=() Vi = -I 
sowie die* Laplace-Entwicklung (vgl. z. B . Steinborn und Fi l ter 1975a, S. 254, G l . (3.20)) 
des Couloimb-Potentials , 
i 
— - = ^ £ ( 2 * + V~lr< r>~1 E PW / r ) ]* Ytm(K/R), (B. l -5a) 
1 1
 £=0 m=-l 
r< = miri(r, R), r> - m a x ( r , Ä ) , (B. l -5b) 
anführen. Beide Entwicklungen kann man unter Verwendung des sogenannten Addit ions-
theorems -der Kugel f lächenfunkt ionen (Steinborn und F i l t e r 1975a, S. 254, G i n . (3.18), (3.19); 
Grawert U977, S. 70, G l . (4.3.18)), 
e 
P£(r-R/(rR))=4ir(2£+l)-1 ] T [Yf1(Tfr)]* Yfi(RfR)1 (B . l -6 ) 
in Entwicklungen nach Legendre-Polynomen umschreiben, die vom Kosinus des eingeschlos-
senen Wiinkels abhängen . 
P roduk te von Kugelf lächenfunkt ionen kann man linearisieren, d. h. als endliche Ent-
wicklungen nach Kugelf lächenfunkt ionen schreiben. D a für die explizite Angabe der Ent-
i wicklungäjkoefhzienten jedoch Gaunt-Koeffizienten geeignet sind, wird diese Entwicklung i m 
; Abschnitit übe r Gaunt-Koeffizienten angegeben, vergleiche G l . (B.2-6). 
Die nunnerische Berechnung der Kugelf lächenfunkt ionen i m Rahmen dieser Arbei t erfolgte 
I stets unter Verwendung des F O R T R A N IV Unterprogramms R E C Y L M (Weniger und Stein-
; born 19822). In diesem Unterprogramm wird ein Str ing von Kugelf lächenfunktionen zu festem 
; m , vorgegebenem maximalen Wert ^ m a x und y = 0 
{Yf1(OjQ) : 4>in = H < i < ^max } (B . l -7 ) 
' über eine: homogene, aufwär t s s tab i le 3-Term-Rekursionsformel (Weniger und Steinborn 1982, 
S. 151, G L (2.4)) berechnet. Dieser String wird dann im eindimensionalen Feld A R Y L M 
'i fo lgendermaßen abgespeichert: 
Yf1(O9Q) A R Y L M ( ^ - £ m i n + 1). (B . l -8 ) 
In einigen der im Rahmen diesen' Arbeit entwickelten Programmen erwies es sich als cflizient. 
die mittels des Programms R E C Y L M berechneten Werte der Kugelllächeni 'unktionen zu 
Kp — O für alle Werte bis CFNIAX abzuspeichern. Dies kann man in F O R r L R A N 77 am bequemsten 
durch Eii i iührung eines zweidimensionalen Feldes Y L M ( 0 : L M A X , - L M A X : L M A X ) erreichen: 
V>m(tf,0) YLM(<V»0; ^nax => L M A X . (B.l-9) 
Zu beachten ist, daß dies günstiger ist als eine Abspeiclierung mit in als erstem Index, da 
in den meisten Anwendungsprogrammen (. dem Laulindex zu festem in entspricht. Alle 
Programme wurden so ausgelegt, daß die Verwendung von DreJiimpulsen bis (' = 5 möglich 
ist. 
Zu berechnen ist bei der XA1I-Wendung des Unl-erprogramiiis K E C Y L M immer noch der 
zugehörige Wert von exp(im^). l i m den häufigen Autruf der F O i r r R A N - R i x i t i n e n für die 
komplexe Exponentialfunktion bzw. die* reellen trigonometrischen !'1Unktioiien zu vermeiden, 
wurde im Rahmen dieser Arbeit das L 1 O R d 1 R A N 77 Unterprogramm KfX' IvX entwickelt. 
Dieses Programm berechnet aus den vorgegebenen Werten von sin und cosy>, die in den 
Variablen S l N P H I und C O S P H I abgelegt werden, sowie zu vorgegebenem Maximalwert n L m i i x 
von |?7i|, der in der Variablen M M A X abgespeichert wird, einen ganzen String 
{ c i m v P : - / H m a x < m < Zft i n a x } . (ILl-IO) 
Dieser wird im C 0 M P L E X * 1 6 Feld A R R l C X gemäß 
e\mV ^ ARREX(? /v) ( B . M I ) 
gespeichert. Die komplexe Exponentialfunktion wird dabei über die Beziehung 
Cimtp = VuMjnr-) + isin(// /v) (B.l-12) 
aus den reellen trigonometrischen Funktionen berechnet. Deren Berechnung erfolgt dabei 
über die Rekursion 
sin((/7i -f I)v?) = sin(y?) cos(rntp) + cos(c^) sin(m<£>), 
. . (B.l-13) 
cos((m -f 1)(/?) — cos((p) cos(rmp) — sin(</?) s in(m^). 
Die Rekursion (B.l-13) ist für die in dieser Arbeit vorkommenden Werte von '//^iiiax ausrei-
chend stabil. Für große Werte von m m a x und I r a m a x « I können allerdings numerische 
Ins tab i l i t ä ten auftreten (Stoer 1983, S. 221"). 
Die Werrte der reellen trigonometrischen Funktionen werden i m Unterprogramm R E C E X 
in Felderni A R R C O S und A R R S I N gemäß 
cos(m<p) A R R C O S ( m ) 
(B. l -14) 
Sin(Twp) => A R R S I N ( m ) v ; 
abgespeichert, sodaß für die Berechnung des gesamten Strings komplexer Exponentialfunk-
tionen nurr je einmal eine Kosinus- und eine Sinusfunktion berechnet werden müssen . Die 
Dirnensiomierung ( - L A R R A Y : L A R R A Y ) ist für die drei Felder A R R E X , A R R C O S und A R R -
SIN er forderl ich, wobei L A R R A Y nicht kleiner als M M A X sein darf. 
Die Verrwendung des Unterprogramms R E C E X erhöht auch die Po r t ab i l i t ä t der Pro-
gramme aiuf andere Rechner. Dies ist insofern von Bedeutung, da die C 0 M P L E X * 1 6 
Exponentiialfunktion nicht zum F O R T R A N 77 Standard gehör t . M a n kann demnach nicht 
ausschließien, daß diese Funktion bei unterschiedlichen Computerherstellern verschiedene Na-
men erhallt. Dieses Problem wird bei Verwendung des Unterprogramms R E C E X umgangen, 
da dieses Programm nur C O M P L E X * 16 Ar i thmet ik benutzt, die von den meisten F O R T -
R A N 77 Compi l e rn in gleicher Weise u n t e r s t ü t z t wird. 
B.2. Gaunt-Koeffizienten 
Gaunt-Koteffizienten sind definiert als (Gaunt 1929, Appendix) 
( / i m i f c m a l f t m j ) = J [ ^ 1 ( H ) ] * Yg>(A)J^(O) dü. (B.2-1) 
Sie bangem mit den Wigner-Koeflftzienten oder 3jm-Symbolen (Silver 1976, S. 38, Gl.(2.14)) 
\iiM m2 m3J ( 2 j 3 + l ) / 2 
über 
•(2*, + ! ) ( % + 1 ) ( % + 1) 
= (-!)" 4TT 
h \ t h h h \ 
O / \ M 3 rn2 -mi J 
h h \ f    \ (B.2-3) 
0 0 0 , 
izusammem. Die 3jm-Symbole sind in (B.2-2) übe r Clebsch-Gordan-Koeffizienten (Rose 1955, 
S. 92, G l . (B.2)) 
{3imi32im2\j}j2jzmz} = ö m i + m
 2|
m3(-lr ~r. : r r r 
Ui -32 - J 3 ) ! 
Ui ~ 32 + h)l{ji + 32 - HKh - mz)\(h - m i ) ! ( 2 j 3 + 1)! 1 ^ 
Xh + h -ji)Kh +32 + J3 + l)\(jz + m 3 ) ! 0 ' i + m i ) ! ( j 2 - rn2)\(j2 + m2)\ 
X 3 F 2 O i I - 32 - J 3 , J i - m i + 1, - J 3 - m 3 ; - J 2 - m 3 + 1, -mx - J 2 - J 3 ; 1) 
(B.2-4) 
definiert. Anstelle der Gaunt-Koeffizienten werden in atomaren Hartree-Fock Rechnungen 
häufig Condon-Shortley-Koeffizienten (Condon und Odabasi 1980, S. 168, GL(20 ' ) ) : 
Ck{i,m-i\m') = 
47T 
2k + 1 
(im\km-m'\£'m) (B.2-5) 
verwendet. 
Gaunt-Koeffizienten können benutzt werden, um ein Produkt von Kugelf lächenfunktionen 
vom gleichen Argument als Linearkombination von Kugelf lächenfunkt ionen mi t demselben 
Argument auszudrücken. Dies folgt sofort aus der Definition, wenn man berücksicht igt , daß 
die Kugelf lächenfunktionen ein vol ls tändiges, orthonormiertes Sytem auf der Einheitskugel 
bilden. Genauer gilt (Weniger und Steinborn 1982, S. 150, G l . (1.3), S. 151, G l . (3.2)): 
imax (B.2-6) 
- ^m2Ihm1Iim2- Hi1) 2 ^ 1 ( H ) . 
Die Summationsgrenzen folgen dabei aus den Auswahlregeln (Weniger und Steinborn 1982, 
S.151, G l . (3.1)) 
m = TYi2 — TTii, 
i = 2n-iY -I2, n G M o , 
Atiax = h + ^2, 
|
m a x ( ^ i - i2\, | m 2 - m i | ) falls maxfl^t - l2\, \™2 - m i | ) + Z m a x (B.2-7) 
gerade ist, 
max( |^i - i2\, \m2 - m i | ) + 1 falls max( |^i - £2\, \m2 — m\\) + ^max 
ungerade ist. 
Unter Verwendung von (B. l -2 ) kann man das auch als (Weniger und Steinborn 1985b, S. 
665, G L (2.7)) 
Ye^(WtTW)= Y{2) {^nm1+m2\tim1\i2m2) Y^m'(tl) (B.2-8) 
schreiben. In diesem Zusammenhang gilt analog (Weniger und Steinborn 1985b, S. 665, G l . 
(2.8)) 
t?r = i x + i 2 , 
max( | / i - i2\, Im1 + m2\) falls m a x ( | ^ - i2\, \mx + m 2 | ) + I112* 
gerade ist, (B.2-9) 
max( |^i - i2\, | m i + m 2 | ) + 1 falls max( |^i - £ 2 | , | m i + m 2 | ) + ^ a x 
ungerade ist. 
Im Rahimen der Theorie polypolarer Entwicklungen wurde ein verallgemeinerter Gaunt-
Koeffizienit (Steinborn und Fi l te r 1975d, S. 437, G l . (10)) 
(hn\£1mnj2m^..Jn^mn-l\lnmn) = J [Yg(Sl)}* Yg1(Q)^Ygn(U) dÜ (B.2-10) 
eingeführtt . Diesen kann man durch wiederholte Anwendung von G l . (B.2-8) offensichtlich 
auf Sumnnen von Produkten von Gaunt-Koeffizienten zurückführen. Beispielsweise gil t 
(imKimiUe2m2I^m3) = ( 2 ) (*i2"*i +Tn2^ml\£2m2) (im\il2mi+ m2\£zmz). (B.2-11) 
^ 1 2 = ^ 1 2 " 
Aufgrundl der Auswahlregeln für Gaunt-Koeffizienten ist dieser verallgemeinerte Gaunt-
Koeffiziemt höchs t ens dann von N u l l verschieden, wenn m = m\ +m2-\-mz gilt . Ebenso m u ß 
£ = 2n — ä\ — i2 — ^3, ??. E INo gelten. Diese Beziehungen stellen Auswahlregeln für diesen T y p 
des veralllgemeinerten Gaunt-Koeffizienten dar und lassen sich unschwer auf andere T y p e n 
verallgemieinerter Gaunt-Koeffizienten über t ragen . 
In einejm spä t e r en Abschnit t (Anhang B.3) wird gezeigt, daß das Addit ionstheorem 
der r egukären Kugelfunktionen relativ einfach durch die Einführung modifizierter Gaunt-
Koeffiziemten (Homeier und Steinborn 1990b, G l . (8)) 
(G(£ m\i' m1) = — ffit^L 777 (£m\£fm'\£ - i'm - m') 
v 1 ; (2 f + l ) ! ! [ 2 ( / - f ) + l jü N 1 1 ' 
4-7r(2^J 
2 1 + 1 U + m \ f £ - m \ 
" + 1)[2(* - £') + 1] \£' + m V \£' -m'J 
(B.2-12) 
formuliert werden kann. D a diese Größen häufig gebraucht werden, wurden spezielle Pro-
gramme zur Berechnung und Abspeicherung entwickelt. Darauf wird i m folgenden eingegan-
gen. 
Die mumerische Berechnung und Abspeicherung der Gaunt-Koeffizienten erfolgt über 
das F O R l T R A N IV Unterprogramm G A U N T (Weniger und Steinborn 1982) sowie mittels 
der i m Rlahmen dieser Arbei t entwickelten F O R T R A N 77 Unterprogramme G A U N T l und 
G A U N T ' 2 . 
Das Umterprogramm G A U N T berechnet mittels der Auswahlregeln (B.2-7) die extremalen 
Werte vcon £ \ , also £fm und ^ n a x , sowie den Wert von m\ = m$ — m2 und die A n z a h l 
^gnt = ( • ^ i i a x - ifm)/2 + 1 der nichtverschwindenden Gaunt-Koeffizienten zu vorgegebenen 
Größen &2,m2j iz und m%. Mit te ls des teilweise modifizierten Algori thmus von Schulten und 
Gordon (Weniger und Steinborn 1982, Abschnitt 3, S. J.51ff), der auf einer 3-Terrn-Rekursion 
der 3 jm-Symbole beruht, wird ein ganzer String 
von Gaunt-Koeffizienten berechnet und im eindimensionalen Feld A R G i N T in der Form 
abgespeichert. 
Das Programm G A U N T kann jeweils nur die Gaunt-Koeffizienten zu festen Eingaben £ 2 , 
m 2 , £z und 7713 abspeichern. Wenn bekannt ist, daß nur Quantenzahlen t\ < L l l i a x , I2 < L m a x 
und £3 < L m a x für einen vorgegebenen, maximalen ^-Wert L m a x auftreten, ist es möglich, alle 
entsprechenden Gaunt-KoefRzienten in mehrdimensionalen Feldern abzuspeichern. Dies ist 
möglich in Form von fünfdimensionalen Feldern und wurde auch ta tsächl ich so beispielsweise 
i m Programm T W E L l 2 von Grotendorst implementiert. 
Stattdessen werden i m Programm G A U N T l drei Indextransformationen als spezielle Tech-
nik verwandt, u m den benö t ig ten Speicherplatz möglichst kompakt zu halten und sich den 
sehr zeitaufwendigen Speicherzugriff auf ein fünfdimensionales Feld zu ersparen. Diese In-
dextransformationen kann man wie folgt beschreiben: 
Die dritte Indextransformation entspricht dabei genau der Zuordnung (B.2-14). Für alle 
£ -Quan tenzah len bis L m a x werden dann die Gaunt-KoefFizenteii und einige Hilfsgrößen über 
das G A U N T - P r o g r a m m berechnet und in der Form 
{ (hm3\£om2\iimz - m 2 ) : * P < h < C " } (B.2-13) 
( ^m 3 I f cm 2 I f iTTi 3 " m 2 > ^ A R G N T ( ( f , - ^ n i n )/2 + 1) (B.2-14) 
(B.2-15a) 
(B.2-15b) 
(B.2-15c) 
(B.2-16a) 
(B.2-16b) 
(B.2-16c) 
(B.2-16d) 
(B.2-16e) Wgnt N G N T A R ( L M 3 , L M 2 ) , 
abgespeichert. M i t diesen Feldern kann man das Ergebnis eines Aufrufs des Programmes 
G A U N T für ^-Werte bis einschließlich L m a x jederzeit simulieren. Für die zweite und dritte 
Dimensiom des Feldes A R G N T l reichen jeweils Obergrenzen von L m a x ( L m a x + 2) aus. Die 
entsprechenden Untergrenzen sind jeweils 0. In den entsprechenden Dimensionen ist die 
F e l d l ä n g e also jeweils L m a x ( L m a x + 2) + 1. Im Gegensatz dazu m u ß man ohne die jeweilige 
Indextramsformation die ^-Werte von O bis L m a x und die m-Werte von - L m z x bis L m a x 
laufen lassen. Dies ergibt ( L m a x + l ) ( 2 L m a x + 1) abzuspeichernde Größen , von denen aber 
sehr viele? verschwinden bzw. niemals gebraucht werden. In den Programmen dieser Arbei t 
wurde L n a a x = 5 gewähl t . Dies ergibt einen Speicherbedarf für das dreidimensionale Feld 
A R G N T 1 1 von 6-(5-7 + l ) 2 = 7776 doppelt-reellen Größen gegenüber 6-((5 +1) • (2-5 + 1 ) ) 2 = 
26136 Sp»eicherplätzen i m Falle der Verwendung eines fünfdimensionalen Feldes von Gaunt-
Koeffiziemten. Das ist mehr als das Dreifache. Be i dieser Rechnung wurde verwendet, 
daß sicher n g n t < L m a x + 1 gilt. Die entsprechende Feldlänge ist demnach 6 für L m a x = 
5. A u ß e r d e m werden vier zweidimensionale I N T E G E R - F e l d e r mit jeweils ( L m a x ( L m a x + 
2) -f- l ) 2 = 1296 Spe icherp lä tzen belegt. Diese dienen mehr dem bequemeren Aufruf; 
die gespeicherten Größen könn ten problemlos durch I N T E G E R - A r i t h m e t i k i m Bedarfsfall 
jeweils n e u berechnet werden. 
Ahnliclhe Techniken kann man auch bei der Abspeicherung der modifizierten Gaunt-
Koeffiziemten (2.2-32) verwenden. In dem Unterprogramm G A U N T 2 werden die Koeffizi-
enten üb<er die Darstellung 
( G ( i m " m > ) = U ( 2 f + i 7 ( 2 V - * ) + l] l ' + m ' 
berechnet. Diese Gleichung folgt sofort aus der Definition 
(2*+1)1! 
(B.2-17) 
G(£m\£'m') = (£m\e'm'\£-(2£ + l ) ! ! [ 2 ( * - f ) + l ]ü 
und der !Beziehung (Grotendorst und Steinborn 1985, S. 205, G l 
(2^ + l ) ! ! [ 2 ( * - 0 + l l ! ! 
t m - m!) 
4.5)) 
(B.2-18) 
(im\i'rm'\£-£'m~mf) = 
( 2 * + l ) ü 
{2t+!)(£ +m)\(£- m)\ 
1/2 
47r(i2f + l){2(£ - £') + [}(£ - £> + m - m')\{£ - £' - m + m'))!(^ + m ' ) ! ^ - m')>. 
(B.2-19) 
Irn Progiramm G A U N T l werden die modifizierten Gaunt-Koeffizienten mi t ^-Werten bis 
einschließlich L m a x berechnet. Es wird dabei davon ausgegangen, d a ß die Binomialkoeffizi-
enten in ceinem Feld abgespeichert sind. Zur platzsparenden Abspeicherung der modifizierten 
Gaunt-K«oeffizienten werden Indextransformationen 
{£\m')=> L M D = Ü(Ü + 1) + m \ 
(B.2-20a) 
(B.2-20b) 
durchgeführ t , und die modifizierten Gaunt-Koeffizienten werden i m zweidimensionalen Feld 
A R G N T 2 g e m ä ß 
G{tm\fm')=* A R G N T 2 ( L M D , L M ) (B.2-21) 
abgespeichert. F ü r L m a x = 5 werden dabei (5 - 7 + l ) 2 = 1296 doppelt-reelle Spe icherp lä tze 
belegt. 
Eine alternative Methode zur Abspeicherung wäre die Verwendung der in A R G N T l gespei-
cherten Gaunt-Koeffizienten in Verbindung mit Feldern von Doppe l faku l t ä t en . Dies h ä t t e 
jedoch den Nachtei l , daß bei jeder Verwendung der relativ häufig gebrauchten modifizierten 
Gaunt-Koeffizienten entsprechende Mult ipl ikat ionen mit den Doppe l faku l t ä t en nö t i g wären. 
A u ß e r d e m m ü ß t e man auf ein dreidimensionales Feld zugreifen. Das Feld A R G N T 2 ist je-
doch nur zweidimensional. E i n entsprechender Speicherzugriff ist demnach m i t Sicherheit 
schneller. 
B.3. Kugelfunktionen 
Regulä re Kugelfunktionen sind definiert als (Steinborn und Ruedenberg 1973, S. 26, G l . 
(131) ) 
y?(T) = rlY?(ti,<p), (B.3-1) 
während i r regu lä re Kugelfunktionen durch (Steinborn und Ruedenberg 1973, S. 26, G l . 
(132) ): 
(r) = T - ^ 1 W . V>) (B.3-2) 
gegeben sind. Ebenso wie die Kugelf lächenfunktionen sind die Kugelfunktionen sphär i sche 
Tensoren. Die numerische Berechnung der Kugelfunktionen erfolgt i m Bedarfsfalle durch 
Mul t ip l ika t ion geeigneter Potenzen mit den entsprechenden Kugelf lächenfunkt ionen. 
F ü r die r egu lä ren Kugelfunktionen folgt aus G l . (B.2-6) die Kopplungsregel 
Zmax 
[ ^ W f ^ 2 W = £ W (^m2IiimiIem2-Tn1) r2^e yp~m'(r). (B.3-3) 
Z—tmtn 
Hier ist A£ = (£i +£2 —£)/2 € INo eine ganze, nichtnegative Zahl aufgrund der Auswahlregeln 
für Gaunt-Koeffizienten, G l . (B.2-7). 
Das Addit ionstheorem der regulären Kugelfunktionen (Steinborn and Ruedenberg 1973) 
kann man mi t den modifizierten Gaunt-Koeffizienten (B.2-12) auf die Form 
£ min(£',m+i-^') 
jp(i + r2) = ^ J2 E ^yp1(T1)VTstIn'(V2) 
£'=0 m'-mä.x(-£' ,m-M) 
(B.3-4) 
bringen. D i e Grenzen der m'-Surame ergeben sich daraus, daß auße rha lb des angegebenen 
Bereichs dlie Binomialkoemzienten in G l . (B.2-12) verschwinden. 
Die Ray/leigh-Entwicklung (B . l -4 ) und die Laplace-Entwicklung (B . l -5b ) kann man auch 
mit Kugellfunktionen formulieren. 
Es folgt aus G l . (B . l -4 ) 
OO . . t 
e i k r = 4* £ \l3-fgj- Y, OTW)* y?{r). (B.3-5) 
Hieran isft bemerkenswert, daß je(z)/z* eine gerade (und analytische) Funkt ion von z ist, 
wie aus dcen Gleichungen (2.2-12) und (2.2-20a) sofort folgt. 
Aus G L . (B . l -5b ) ergibt sich 
1 0 0 1 
— — = 4* ^ ( 2 / + I ) " 1 Y [yr(r<)T *?(*>). (B.3-6) 
' 1 i~0 m=-£ 
Hier ist ir< (bzw. r>) derjenige der Vektoren r und R , der den kleineren (bzw. größeren) 
Betrag fuat. In dieser Form der Laplace-Entwicklung sieht man deutlich, daß der singulare 
Charaktejr des Coulomb-Potentials zum Auftreten von i r regulären Kugelfunktionen führt. 
B.4. D>er sphärische Tensorgradient 
Der sogemannte sphär i sche Tensorgradient ist ein Differentialoperator, definiert als 
-J—(£ + m)\(E-m)\ 
47T 
' v ( - & - j f t ) m + j ' ( f t - \d2ydtm-2> 
2«+»»( i + m ) ! i ! ( / - m - 2 i ) ! " 1 ' ' 
Er ergibit sich also, wenn man in dem homogenen Polynom 3^"(r) die Komponenten Xj 
des Vektors r durch die Komponenten dj des Nabla-Operators, G l . (2.3-3a), ersetzt. Der 
sphärisclhe Tensorgradient wurde bereits in einer Vie lzahl von Arbei ten verwendet (Hobson 
1965; Samtos 1973; Rowe 1978; Bayman 1978; Fieck 1980; Biedenharn und Louck 1981; 
Stuart 11981; Niukkanen 1983; Weniger und Steinborn 1983a; Weniger und Steinborn 1983c; 
Niukkamen 1984; Weniger und Steinborn 1985b; Grotendorst und Steinborn 1985; Weniger 
et al. 19>86b; Grotendorst und Steinborn 1988). 
D a deir Nabla-Operator unter Drehungen wie ein Vektor transformiert, transformiert der 
sphärisclhe Tensorgradient wie die entsprechende reguläre Kugelfunktion. Insbesondere ist 
der sphär ische Tensorgradient ein sphär ischer Tensor ^-ter Stufe (Biedenharn und Louck 
1981, S. 312). 
Aufgrund des identischen Transformations Verhaltens unter Drehungen kann man die! 
Kopplungsregeln der regulären Kugelfunktionen übe r t r agen in die folgende Kopplungsre-; 
geln für sphär ische Tensorgradienten (Weniger und Steinborn 1983a, S. 6127, G l . (4.24); 
Weniger und Steinborn 1983c, S. 2562, G l . (6.24)): 
J C a ( V ) ^ ( V ) = J2{2) ( ^ m 2 K i m 1 K m 2 - Tn1) V 2 A ^ l 2 " " i J ( V ) , (B.4-2)? 
} £ i ( V ) J ^ ( V ) = Ys™ {im + m 2 | / i m j I f c m 2 ) V 2 A I 3 ^ J + m a ( 7 ) . (B.4-3) 
Es gilt jeweils = (I1 + I2- £)/2 <E I N 0 . 
Ist f(r) eine Funktion, die von den Winkeln nicht abhäng t , so ist die Anwendung des 
sphär ischen Tensorgradienten eng mit dem Bessel-Operator Dr verknüpft: 
3 ? l ( V ) / ( r ) = y?(r)DeJ(r). (B.4-4) 
Diese Gleichung e rhä l t man durch die Ersetzung / ( r ) = F(r2) wegen 
Dz = 2 ^ L ( B . 4 . 5 ) 
aus der Beziehung (Weniger und Steinborn 1983a, S. 6126, G l . (4.14)) 
F(r2). (B.4-6) 
d ^ 
. d ( r J ) 
Für die Anwendung des sphär ischen Tensorgradienten auf Funktionen der Struktur 
* T ( r ) = Mr)ytm ( r / r ) (B.4-7) 
sind eine ganze Reihe von Darstellungen der Form 
tmax 
y m 1 ( v ) j P m 2 ( r ) = ^ ( 2 ) { i m i + m a | ^ i m i | ^ m 2 ) ^ | 6 ( r ) r / n i + m j ( r / r ) (B.4-8) 
bei Weniger und Steinborn 1983c zu finden. 
Den sphär i schen Tensorgradienten einer Reihe von Funktionen kann man explizit angeben: 
D a ebene Wellen Eigenfunktionen des Nabla-Operators sind, e rhä l t man sofort die Bezie-
hung (Weniger und Steinborn 1983a, S. 6126, G l . (4.10)) 
3 > n V ) e i x > - r - ^ m ( i p ) e i p ' r , (B.4-9) 
aus der man entnimmt, daß i m Impulsraum der sphär ische Tensorgradient als Mul t ip l ika t ion 
mit yp(\p) dargestellt werden kann (Weniger und Steinborn 1983c, S. 2558, G l . (4.7)). 
Verwendet man G l . (B.4-6), so folgen leicht die Beziehungen 
y?{V)r2k = ( - 2 ) ^ ( - f c ) ^ m ( r ) r 2 f c - 2 ^ (B.4-10) 
und 
yF{V)r2£ = 2e£\yp(r). (B.4-11) 
Ebenfalls einfache Funktionen erhä l t man bei Anwendung des sphär ischen Tensorgradien-
ten auf das Coulomb-Potential (Weniger und Steinborn 1983a, S. 6126, G l . (4.26)) 
U m ( V ) - = (-l)l(2l - l)\\ZT(r) (B.4-12) 
f 
und auf das Yukawa-Potential (Weniger und Steinborn 1983a, S. 6126, G l . (4.18)) 
^ ( V ) — = ( - 1 ) ' W e w ) ^ r o ( r ) . (B.4-13) 
Von Interesse ist auch die Darstellung (Weniger und Steinborn 1983c, S. 2562, G l . (6.25)) 
yil' WB%A(a,r) = E ( 2 ) +mjl/jmxl/jma) 
t=t„„„ 
A t (B.4-14) 
j=o K J ' 
die eng mit dem Faltungstheorem der B-Funkt ionen verwandt ist. 
Interessanter weise kann man die Anwendung des sphär ischen Tensorgradienten, eines 
Differentialoperators also, auf eine Funkt ion ausdrücken als Limes eines Integrals übe r diese 
Funktion: 
3?'(V)/(r) = l i m a - 2 ' ( 2 ^ + l)!!(4,r)- 1 / / ( r + a ) 3 f ( a ) d ß ( a / a ) . (B.4-15) 
Diese Beziehung kann man mit Hilfe der aus der Rayleigh-Entwicklung folgenden, formalen 
Tay Ior reihe 
/ ( a + r ) = e a V / ( r ) = e f - ^ / l r ) 
beweisen. Der über die sphär ische Bessel-Funktion vom positiven, wesentlich selbstadjungier-
ten Operator - V 2 a b h ä n g e n d e Ausdruck kann dabei problemlos als Potenzreihe interpretiert 
werden (vgl. die Potenzreihe der J-Funktionen, M O S , S. 65, sowie G l . (2.2-20a)): 
UjaV=V*) = A a 2 j V 2 j { . 
(aV^y 4 i j « r ( / + j + 3/2)" V " ; 
Alternat iv kann man zum Beweis von G l . (B.4-15) auch die Fouriertransformation ver-
wenden: Dazu setzt man in das Integral auf der rechten Seite von G l . (B.4-15) die 
Fourierdarstellung von / ein und führt die Integration über die W i n k e l zu a mittels der 
Rayleigh-Entwicklung aus; anschließend bildet man den Limes a —> 0 unter Verwendung von 
Iim 5-^o jn(z)z~n = (2n + 1 ) ! ! _ 1 ; schließlich m u ß man noch via G l . (B.4-9) den sphär ischen 
Tensorgradienten vor das Fourier-Integral ziehen und die Fourier-Integration ausführen. 
Gleichung (B.4-15) ist nützl ich für die Anwendung des sphärischen Tensorgradienten auf 
Funktionen, für die man ein Additionstheorem kennt. Als Beispiel betrachtet wird die 
Anwendung des sphär ischen Tensorgradienten auf eine reguläre Kugelfunktion. Es ergibt 
sich unter Verwendung des Additionstheorems der regulären Kugelfunktionen 
( V ) ^ » = l j m a - M ' ( 2 * i + l ) ! ! ^ * ) " 1 / y%>(v + a)3£ ' (a)dn(a/a) 
= £ G ( * 2 , » i 2 f c m ) D ^ 7 r a ( r ) l i m a - M ' ( t t i + U " / ^ i » ^ ? (a)dfl(a/o) 
' • m ° ~ (B.4-18) 
= Y ^ 6 V 2 , m , K , m ) ^ 1 7 m ( r ) ( 2 ^ + 1 ) ! % , < * , „ , _ „ „ ( - I p 
e,m 
= (2* + l)!!(-ir ,G(/a,m 2 | / i ,-mi)3^1+m '(r). 
Anhang C 
Programmtechnische Details 
Iu dieserm Anhang werden Details zur numerischen Berechnung und Abspeicherung eini-
ger oft verwendeter Funktionen und Hilfsgrößen zusammengestellt. Auße rdem werden kurz 
einige Hillfsprogramme beschrieben. Sofern nichts anderes e rwähn t ist, gilt die F O R T R A N -
Konventiton „ I M P L I C I T R E A L * 8 ( A - H 1 O - Z ) " : Al le Variablen und Funktionen mit Anfangs-
buchstabien I , J , K , L , M , N sind I N T E G E R - G r ö ß e n , alle sonstigen, nicht explizit deklarierten 
Variablem und Funktionen sind dagegen impl iz i t als R E A L * 8 bzw. D O U B L E P R E C I S I O N 
vereinbart. 
C . l . Fakultäten 
Das SUB3 ROUTINE-Unte rp rogramm F A K T O R dient zur Berechnung und Abspeicherung 
von Fakui l tä ten . Zur Berechnung der Faku l t ä t en wird die Rekursion 
n\ = n ( n - 1)! ( C l - I ) 
mit dem Startwert 0! = 1 verwendet. Die Ergebnisse werden g e m ä ß 
j ! ==» A R F A C ( j ) (C. l -2) 
in einem Feld A R F A C ( 0 : N M A X ) abgespeichert. 
C.2. Pochhammer-Symbole 
Pochhaimmer-Symbole ( l / 2 ) n werden im Programm P O H A von Weniger über die Rekursion 
( l / 2 ) „ + ) = ( n + l / 2 ) * ( l / 2 ) n (C.2-1) 
berechnet. Der Anfangswert der Rekursion ist ( l /2)o = 1. Die Ergebnisse werden gemäß 
(1 /2) B =P P H ( n + l ) (C.2-2) 
im eindiimensionalen Feld P H ( N M A X ) abgespeichert. 
Änderte Pochhammer-Symbole werden in den i m Rahmen dieser Arbei t entwickelten Pro-
grammen! nicht benöt ig t . 
C.3. Doppelfakultäten 
Doppe l faku l t ä t en der Form können aus den abgespeicherten Werten der Faku l t ä t en 
übe r 
(2j)M = Vjl (C.3-1) 
berechnet werden. 
Zur Berechnung von Doppel fakul tä ten (2j + 1)1! wird im F U N C T I O N - U n t e r p r o g r a m m 
D F C T R L von Grotendorst die Rekursion 
(2j + l)!! = (2j + l ) ( 2 i - l ) ü (C.3-2) 
mit dem Startwert lü = 1 verwendet. Be im Aufrufder Form , . D F C T R L ( N ) " ist das Ergebnis 
für N > O die Zahl (2N -f 1)!!, für negative N wird dagegen mit einer Fehlermeldung die 
gesamte P rog rammaus füh rung gestoppt. 
In dem SUBROUTINE-Unte rp rog ramrn D B F A C dagegen werden diese Doppel fakul tä ten 
aus den bereits i m Feld P t I gespeicherten Pochhammer-Symbolen ( l / 2 ) „ über die Beziehung 
(2i - l ) ! !=2*(l /2)y (C.3-3) 
berechnet und gemäß 
(2;+,I)!! D B L F C T ( j ) (C.3-4) 
i n einem eindimensionalen Feld D B L F C T ( 0 : N M A X ) abgespeichert. Das Element des Feldes 
P H mi t maximalem Index, das zur Berechnung verwendet wird, ist P H ( N M A X + 2). 
C.4. Binomialkoeffizienten 
Binomialkoeffizienten werden in dem S U B R O U T I N E - U n t e r p r o g r a m m B I N O M I über die 
Rekursion 
C t O - O + U O «"-" 
dabei 
( n ) = 1 , ( o ) = 1 , ( ° - n - N M A X ) - ( C - 4 - ' 2 ^ 
berechnet. Die Start werte sind dabei 
Die berechneten Werte werden gemäß 
B I N O ( n , m ) (C.4-3) C) 
für O < n < N M A X , O < m < n in dem zweidimensionalen Feld B I N O ( O i N D I M 1 O r N D I M ) 
mi t N D I M > N M A X abgespeichert. 
C.5. Reduzierte Bessel-Funktionen 
Die Berechnung der reduzierten Bessel-Funktionen erfolgt in dem F U N C T I O N - U n t e r p r o -
gramm D K H A T über die Rekursion 
*„+!/,(*) = (2n - l)K-i/2{z) + z2kn_3/2(z), (C.5-1) 
mit den Anfangswerten 
M * ) = e" 2 , k3/2(z) = {l + z)e~z. (C.5-2) 
Bei einem Aufruf der Form „ D K H A T ( Z , N ) " wird die reduzierte Bessel-Funktion mit Argu-
ment Z und Index N -F 1/2 berechnet. 
In dem S U B R O U T I N E - U n t e r p r o g r a m m B E S F U N von Weniger werden Realteile von ska-
laren ß - F u n k t i o n e n mittels der Rekursion 
~ 2n — 1 ~ x2 ~ 
und den Startwerten 
fc,A(x) = l e - * . * * ( * ) = I i ^ e - * (C.5-4) 
berechnet. Die Ergebnisse werden in einem eindimensionalen Feld A R B E S nach der Vor-
schrift 
V - V f e W = » A R B E S ( n ) (C.5-5) 
abgespeichert. 
C.6. Sphärische Bessel-Funktionen 
Ein ganzer String von sphärischen Bessel-Funktionen jn(x) mit O < n < N M A X kann 
mit dem SUBROUTTNE-Unte rp rog ramm B E S S E L von Grotendorst berechnet werden. Der 
Berechnung zugrunde liegt die Rekursion (AS, S. 438, 10.1.10) 
JU+1(X) = 2-^J,Ax)-Jn-l(x). (C.6-1) 
Im Unterprogramm B E S S E L werden drei Fälle unterschieden. In jedem der drei Fälle wird 
ein anderer Algorithmus zur Berechnung der sphärischen Bessel-Funktionen verwendet. Die 
drei Fäl le sind > 1 
a) x > N M A X 
b) 0.5 < x < N M A X 
c) x < 0.5 
Die entsprechenden Algorithmen werden i m folgenden besprochen. Vergleiche auch Groten-
dorst 1985, S. 168f. 
I m Fa l l a) ist die Rekursion (C.6-1) aufwär tss tabi l . Als Startwerte finden 
• / x sin a; . . . sin x cosx „ _ 
J 0 * = = - 1 (C.6-2) 
X XL X 
Verwendung. 
Im Fa l l b) ist die Rekursion (C.6-1) abwär t s s t ab i l . Es wird der Mil ler-Algori thmus ver-
wendet. Dazu werden Startwerte FM+I = 0 und FM = 1 gewähl t , wobei M > N M A X 
gil t . Ausgehend von diesen Startwerten werden dann mittels der Rekursion (C.6-1) in 
A b w ä r t s r i c h t u n g die Werte F N M A X » ^ 7 N M A X - I , •••> i*i> Fo berechnet. Diese Werte sind 
proportional zu den Werten J ' N M A X M » J N M A X - I ( Z ) , •••> j i ( z ) , Joix)- Der Proportiona-
l i t ä t s fak tor kann übe r den leicht zu errechnenden Wert jo(x) — s in(x) /x bestimmt werden. 
Im Fa l l c) werden als Startwerte für die Rekursion die beiden mittels der Taylor-Reihe 
( A S , S. 437, G L (10.1.2)) 
j n { x ) = (2n + l ) i ! ° F l ( n + 3 / 2 5 " x 2 / 4 ) ( C ' 6 " 3 ) 
berechneten Werte von J N M A X ( Z ) und J N M A X - i ( ^ ) angesehen. Die Rekursion wird dann 
ebenfalls in Abwär t s r i ch tung verwendet, u m den ganzen String von sphärischen Bessel-
Funkt ionen { J N M A X ( S ) , J N M A X - l ( z ) , i i ( z ) , Jo(*)} zu berechnen. 
Das Ergebnis der Rechnung ist in jedem Fa l l der String 
{jn{x)\0 <n < N M A X } . (C.6-4) 
E r wi rd nach der Vorschrift 
J N ( I ) S P H E R J ( n + 1) (C.6-5) 
i m eindimensionalen Feld S P H E R J abgespeichert. 
Häufig wird nur die sphär ische Bessel-Funktion jo(x) gebraucht. Diese wird für nichtne-
gative Argumente i m F U N C T I O N - U n t e r p r o g r a m m DJOS übe r die Beziehung 
io(x) = ^ i (C.6-6) 
berechnete U m auch i m Fall verschwindenden Argumentes keinen Fehler „ D I V I S I O N B Y 
Z E R O " a u erhalten, wird in diesem Unterprogramm die Größe e = I O - 6 0 z u m Argument 
addiert. Dcer Aufruf „DJOS(X)" liefert also genaugenommen als Resultat 
sin(Ä' + 1 ( T 6 0 ) / ( X + I O " 6 0 ) . (C.6-7) 
Diese Feimlheit tritt allerdings i m Normalfall ü b e r h a u p t nicht in Erscheinung. M a n e r h ä l t so 
jedoch dais richtige Ergebnis Jo(O) = 1 ohne Fallunterscheidung. 
C.7. Niiumerische Hilfsprogramme 
Im SUBIRCOUTINE-Unterprogramm C A R S P H wird die Umwandlung kartesischer in sphä-
rische Podairkoordinaten soweit ausgeführt, wie das für die meisten Anwendungen n ö t i g ist. 
Man bramcht näml ich meist statt der Winkel d und ip nur die trigonometrischen Funktionen 
COST?, sinitf', cos <p und sin . M a n kann sich demnach den Aufruf der inversen trigonometri-
schen Fumlktionen ersparen. Es gelten die Zuordnungen 
RV(3) 
r = > R 
costf = > C S T H E T 
(C.7-1) 
s ind = » S I T H E T v J 
COSVP => C O S P H I 
sinv? S I N P H I 
C.8. Sonstige Hilfsprogramme 
Das S U B R l O U T I N E - U n t e r p r o g r a m m E R R O R dient zur Ausgabe von Fehlermeldungen und 
zum erzwungenen Programmabbruch. Die Ausgabe erfolgt auf die Ausgabeeinheit N O U T = 
6. Diesels Unterprogramm erzeugt zunächst einen K o p f auf einer neuen Seite und druckt 
dann d i e ( C H A R A C T E R - V a r i a b l e T E X T beliebiger Länge , die die Fehlermeldung e n t h ä l t , 
mit 80 Zieiichen pro Zeile. Dann wird die gesamte P r o g r a m m a u s f ü h r u n g gestoppt. 
Das S t t JBROUTINE-Unte rp rogramm W A R N dient zur Ausgabe von Warnungen. Die Aus-
gabe erfcolfgt auf die Ausgabeeinheit N O U T = 6. Dieses Unterprogramm erzeugt z u n ä c h s t 
einen K o p r f auf einer neuen Seite und druckt dann die C H A R A C T E R - V a r i a b l e T E X T be-
liebiger iLiänge, die die Warnung enthä l t , mit 80 Zeichen pro Zeile. Im Gegensatz zum 
Programimi E R R O R wird die Programmausführung aber nicht abgebrochen, sondern zum 
rufendem !Programm zurückgesprungen. 
Anhang D \ 
Zweizentrige Produkte zweier B-Funktionen: Rekursionen 
In diesem Anhang sollen Rekursionsbeziehungen für zweizentrige Produkte von B-Funkt io-
nen und für Integrale über diese Dichten hergeleitet werden. Analoge Beziehungen sind für 
zweizentrige Dichten von Slater-Funktionen zum Teil bekannt (Fernändez Rico et al. 1988, 
1989a, 1989b, 1989c, 1990). ' 
W i r betrachten den Ausdruck 1 
( r - R O ^ ^ I a . / J . R L R j K r ) = ( F - R 1 ) 1 [ Ä ™ ' a (a , r - R 1 ) ] " B ™ ^ (ß, r - R 2 ) . • 
(D- l ) : 
Es soll über die Rekursionsbeziehung (3.4-16) die zusätzliche Potenz (r — R i ) 2 einmal in 
die erste, einmal in die zweite .B-Funkt ion absorbiert werden. Störend dabei ist, daß diese 
Potenz nicht am gleichen Ort wie die zweite B-Funkt ion zentriert ist. Hier kann man sich 
dadurch behelfen, daß man die Beziehung 
(r + R ) 2 = T2 + R2 + 2r • R = r 2 + R2 + T WFWY (D-2) 
6 m=- l 
ausnutzt, die sofort aus den expliziten Beziehungen 
/ o x l / 2 / 9 \ l / 2 / o x 1/2 
^"i(r)=t) ^(r)=u) *• 3^w=U) (D-3) 
folgt. Hier sind x , y und z die kartesischen Komponenten des Vektors r. Also muß man 
neben der Anwendung der Rekursionsbeziehung (3.4-16) der B-Funkt ionen auch noch eine 
Kugelfunktion zu £ = 1 in die zweite B - F u n k t i o n absorbieren. Dies kann mittels G l . (3.4-22) 
geschehen. Auf den Fall £ = 1 spezialisiert lautet diese Gleichung 
Mir)]' UM«, r) = Y <2><*m|l „IA m - M) g ^ , ' ^ { q , r) . (D-4) 
M a n kann hier A m i„ = £ — 1 setzen. Dann m u ß man allerdings berücksicht igen, daß i m Falle 
^min = £ + 1 der Gaunt-Koeffizient für A = £ — 1 verschwindet. Man e rhä l t 
[3>f (r)]* B £ ( « , r ) = ( / m | l ( i | / + l m - ( i )
 2 ("+j+ 1 ) B ^ 1 («,r) + 
+ < / m | l - I m - / . ) — ^ 7 T r'^™,-", (a, r). 
Faßt man zmsammeh, so ergibt sich 
( i - * R ) 2 f l „ > , r ) = 
= .R?B™t(a,r) + ± ( n + £ + 1) 2 
lffi7r(n + l + 1) 
3^ 
-F {£m\\fjL\£-lm-fi) 
+ £ + 
(£m\\M + lm-ß)B™J^(a,r) + (D-6) 
# n + 2 , / ! - l ( ^ r ) " n + l + 1 ^ n + l , * - l ( Q » r ) 
Die gesuclhtte Rekursionsbeziehung für die zweizentrige Dichte folgt nun aus der Gleichung 
[ ^ ™ V 2 A r - R 1 ) ]* ^ ^ ( / 3 , r - R 2 ) 
mit + 1/2 
K + i A ( Q " r - R l ) l * 2 C A ^ ' R " R 2 ) . 
( a , r - R 1 ) ] * B ^ V J A O » , r - R 2 ) -
+ i « M n y + i) ^ y r ( R 2 i ) x 
( n i + ^ i + l ) 2 = 
^ ( n 2 + ^ 2 + l)2 
(D-7) 
<(/a m 2 | l ^ 2 + l m 2 - / i ) [ / ^ i (a, r - R 1 ) ] * ^ ^ ( ^ r - R 2 ) + 
+ (lß2 m 2 | l ^ K 2 - I m 2 - /i) x 
^ + I Z L ( a > P _ R 1 ) ]* B - V a _ l ( / » , r - R 2 / 
•Dies ist eiince komplizierte, vierdimensionale Rekursion für die zweizentrigen Produkte von B-
IFunktionceni; die vier Variablen der Rekursion sind T i
1
, n 2 , £2 und ?n 2 . Fü r = £2 = 0 kann 
•sie vereinlfaicht werden und entspricht der am Ende von Abschni t t 3.3 e rwähn ten Rekursion 
zweizentriig^er Produkte von reduzierten Bessel-Funktionen. D a in diesem Falle auch B - F u n k -
tionen zu t = 1 auftreten, führt die Rekursion ü b e r die Klasse der reduzierten Bessel-Funk-
tionen himaius. 
M a n kann auch direkt für die zweizentrigen Dichten P " 2 ^ J | ^ [ a , / 9 , R i , R 2 ] ( r ) diese Rekur-
sion formulieren. Dann lautet sie 
— (ni +4 + 1)2 
or 
?2 DT12 , ^ , " l 2 f 
IX = -I 
•iß 
= Ä 2 i O ? , C ^ . / 9 - R i . R 2 ] ( r ) + ^ ( n 2 + * 2 + 1)2 x 
K:xtr R i . R > I M - p A " " [ Q ' * R i • R j 1 ( r ) 
+ (^ 2 m 2 | l A*|^ 2 - 1 ro2 - /1) X 
* c t ^ r 1 ' m 2 _ ' ' [ - . / 3 . R i . R 2 ] w - ^ ? i ^ t 1 , , ' ' > i a - f t R ^ i ( f ) ] • 
(D-8) 
Aus dieser Rekursion kann man na tü r l i ch direkt Rekursionen für Integrale ü b e r die zwei-
zentrigen Dichten herleiten. M i t 
« ^ k P l l R 2 ] / = J P:$%{a,ß,RuR2](r)md3r, (D-9) 
wobei / ( r ) eine beliebige, komplexwertige Funktion auf dem dreidimensionalem R a u m ist, 
für die alle Integrale über zweizentrige Produkte von B-Funkt ionen existieren, g;iit 
- 2 ( n i +/1 + 1 ) 2 
CL1 
Ä . » , [ « • / » • R L R 2 ] / - ^ T 2 « 2 + i A U [ « . ß ,
 R
L 
= ^ i ^ Ä K / » . R i . R J ) / + ^ t e +^2 +1)2 x 
/*=-i 
+ ( ^ 2 m 2 | l ^ | ^ 2 - 1^2 - ß ) x 
» 1 , ^ 1 , T T l 1 I ^ R i , R 2 ] / 
n2 + 1/2 
™2 
> , 0 , R i , R 2 ] / 
(D-IO) 
Es ergibt sich also i m wesentlichen die gleiche Rekursion für die Integrale über d ie Dichten 
wie für die Dichten selbst. 
Diese RleJkursionen wurden bisher nicht für numerische Rechnungen verwandt. Ihr Sta-
biii tä tswer:h;a l ten ist daher unbekannt. W i l l man Rekursionen für die Berechnung von M o -
lekülinteigrraJen mi t B-Funkt ionen einsetzen, so sollte man versuchen, weitere Rekursionsbe-
ziehungemi hierzuleiten. Eine offenkundige Möglichkeit ist die Verwendung der Symmetriebe-
zieh ung 
Kit": I«. * R i • R 2 l ( r ) = ^ « ' R 2 . R i K o ] * • (D-ii) 
War für dlie: FIerleitung der obigen Rekursionen die Rekursion der B-Funktionen bezüglich 
u der Avuisgangspunkt, so kann man ebenso eine Rekursion der B-Funkt ionen bezügl ich 
f. verwandtem. Sie folgt aus der Rekursion (Weniger 1982, S. 210, G l . (Bl -4) ) der K u -
gelfiächemifumktionen bezüglich L 
Aiiliaiig E 
Umrechnung von Laguerre-Regehi 
W i r zeigen, daß man aus den Abszissen Xj und Gewichten ••Jjj einer G a u ß - L a g u e r r o R e g e b 
Cffl zur Gewichtsfunktion xQ e~x auf dem Intervall (0, oo) sehr leicht die Abszissen pj 
und Gewichte Wj einer Laguerre-Regel für die Gewichtsfunktion e"fJp auf dem gleichen; 
Integrationsintervall berechnen kann. Für Polynome PoT T-I ) bis zum Grade 'In — l ist die-
Gauß-Laguerre-Regel Gi?^ exakt 1 : 
n 
Transformiert man hier im Integral die Koordinate gemäß x - pp, so folgt 
oo n 
f pa C-OPP2n-,(pp)dp = Yi(UjIp) (Xllp)" e-**'MpiH-l{plxi/p]). (E-2) 
OO 
J xQ e~xP2n-i(x) dx = 
O 
M a n erkennt, daß für p > O durch eine Quadraturregel mit n Gewichten w:f — ^ \j/p und 
Abszissen pj = xj/p alle Polynome bis zum Grade 2n — 1 zur Gewichtsfunktion pa 
exakt integriert werden. Durch diese Eigenschaft ist aber die Gauß-Rege l zu dieser Ge-
wichtsfunktion eindeutig gekennzeichnet. Die oben verwendete Koordinatentransformation 
ist linear. M a n kann den beschriebenen Prozeß demnach als Beispiel für die in Tabelle 5.1-IIl 
angeführ te Möglichkeit ansehen, den Anwendungsbereich von Quadraturregeln durch lineare 
Koordinatentransformationen zu erweitern. 
Dieses Resultat bedeutet eine Vereinfachung größerer Rechnungen, in denen Laguerre-
Regeln verwendet werden sollen. Häl t man die Ordnung n fest, so braucht man nur Abszissen 
und Gewichte der Standardregel G^ zu berechnen und abzuspeichern. Aus diesen kann 
man sich zu beliebigem Skalenparameter p der Gewichtsfunktion die richtige Regel durch 
einfachste Umrechnung sofort beschaffen. 
1 Es werden sogenannte „adjusted weights" verwandt. Vgl. NAG 1983, D01BCF-NAG F O R T R A N 
Library Routine Document. 
Anhang F 
Zur Implementierung der Regel W" 
W i r zeigen hier, daß für die Gewichtsfunktion (5.1-2) die Regel W " zur Wahl des Parameters 
der Möbius-Transformat ionen auf ein kubisches Polynom führt. 
W i r verwenden hier der Einfachheit halber Möbius-Transformat ionen des Intervalls (Ü, 1) 
auf sich selbst von der Form ( 3 , t G (0,1)) 
8 = *(E;t): 
Et 
1 - E +t(2Z - 1) 
mit Parameter E € (0,1). Zur Abkürzung schreiben wir G l . (5.1-2) in der Form 
w(s) — r y . 
[p2s(l - 6-) + a2(l - s) + ^ p + « + 1 / -
Nach Regel W " m u ß die transformierte Gewichts iünkt ion 
(F-I) 
« , ( * ( = ; <)) -^*(H ;0 (F-3) 
ein Extremum in der Mi t te des Intervalls, also bei t = 1/2, haben. Es muß also gelten 
u;(<l>(E; t))—<b(E; t) = 0 
/=1/2 
bzw. 
dt dt2 
d4>(E;/,) 
dt 
für t — 1/2. Man erhäl t so die Gleichung 
i / ( l - E ) + n / E - ( m + n + 1 / 2 ) -
p\ \ - 2 E ) - o- 4- J2 
( I M ) 
(F-5) 
i r r - (F-6) 
r ' E ( l - E ) + c * 2 ( l - E ) + / * 2 E E ( l 
Mult ipl iziert mau diese Gleichung mit 2 E ( 1 - E)(p2 E(l — E ) -f a 2 ( l — E ) -f ß~E), so 
ergibt sich die kubische CUeichung 
2 ( - m E + » . ( 1 - 5 ) - ( 2 E - l ) ) ( p 2 5 ( l - H ) - f V ( l - E) +HiE))-
- ( 2 m + 2 ; i+ t ) E ( l - E ) ( / r ( l - 2 E ) - a 2 + ß2) = 0. 
(F-7) 
Unter Verwendung der Abkürzung q2 = p2 - a2 + ß2 ergibt sich durch Ausmulliplizieren 
und Umsortieren die Form 
( T i + l ) t t 2 - ( ( n + ?u + 2 ) c ^ = 0. 
(F-8) 
Wie man leicht sieht bei Betrachtung der Punkte E = O und H = I, wechselt das kubische. 
Polynom für E i m Intervall (0,1) mindestens einmal sein Vorzeichen. Es gibt also mindestens 
eine Nullstelle in diesem Intervall. 
Sind mehrere Nullstellen im Intervall vorhanden, so wird diejenige als Wert des Parameters 
gewähl t , die am dichtesten bei dem Wert des Parameters liegt, den man mittels Regel W ' 
erhalten würde . Dieser ist als einzige Nullstelle des kubischen Polynoms in G l . (5.1-5) 
bestimmt. 
A n h a n g G 
Eigenschaften der S igma-Fui ik t io i ien 
In diesem Anliang werden Integrale über reduzierte Besse! Funklionen in i i . einem Wurzel 
argument behandelt. Im wesentlichen handelt, es sich um H-funktionell ans (II. (T2 I I). Die 
Integrale in diesem Anhang sind wichtig für die Auswertung einiger i m Habmen der Bessel-
Transformationsmethode gewonnenen Darstellungen für Molekülintegrale mit B-Funktionen. 
G . l . Def in i t ion und allgemeine Eigenschaften 
W i r (J(iIinierei) drei Funktionen in Analogie zu (iamma-Funktionen, die es auch in den 
drei Versionen F(~), V(z,x) und j(z,x) gibt ( v g l . Clin. (2.2-1), (2.2-7a) und (2.2-7a)) 
und die man als M o i i K M i t e zur (.Iewichtsiunktion e _ / über c*n<llichem oder halhunendlichem 
Integrationsinterva.il auffassen kann. 
Die „Sigma-Funkt ion L t sei gegeben als 
OG 
N : , ( , T : ) = I r % ( v 7 / : ' i T-') dt. (C i . i - i ) 
() 
Außerdem seien „unvolls tändige Sigma-Funktionen k i definiert über 
X. 
Cru(A1Z1X) = I tz~% ( v / / T T ^ ) dl (G. l-2) 
() 
und 
OO 
^u(A1Z1X) = I tz~% ( x / 7 - f T - ) dt. (GAS) 
x 
Alle drei Definitionen gelton für z > 0. Ganmia-Funktionen sind Spezialfälle der Sigma-
Funktiouen. Wegen e~_/ = kl/2(L) gilt 
V( = ) - ^ , / , ( O . : ) - (G.l-4a) 
-,(Z1X) = al/2(()1z1x)1 (GAAb) 
V(z,x) = ^if2(O1Z1X). (GAAc) 
Dircdvt aus der Dcdinition folgt die Beziehung 
Vu(A1Z) = CTu(A1Z1X)A Z„(A,z,x). (G. l-5) 
Ausßerdem sind die Sigma-Fuiiktioiien alle positiv, da die reduzierten Bessel-Funktionen 
diese Eigenschaft besitzen. 
G.2. Rekursionsformein 
Aus der Rekursionsformel (A.2-20) folgen sofort Rekursionformeln für Sigma-FunktionenJ 
Z„+i(Ayz) = E J / _ 1 ( / l ^ + 2 ) - r / l ^ : , - j ( / h 2 ) - r 2 ^ ( / L . ) , 
>C.2-la| 
flr„+1(A,z,x) = <T„-I(A,Z + 2 ,z ) 4- / \ -V„_i( ,4 ,2 , . r ) + 2//rj, /(/L,2,.r), 
(G.2-lb1 
E „ + J ( A , z, x) = E ; / _ j (A , z -F 2, x) + A 2 E ^ 1 (A, 2, .r) -F 2//E„( A , 2, x). 
(C.2-lc) 
Für positive */ sollten diese Rekursionen in der angegebenen Form stabil sein, da rechter 
Hand jeweils nur positive Terme addiert werden. Diese Rekursionen verknüpfen Terme 
mit unterschiedlichen Werten von z und 1/. Die Rekursionen sind also zweidimensional. 
Anfangswerte m u ß man sich mit den i m folgenden beschriebenen Verfahren verschaffen. 
Eine weitere Rekursionsformel kann man mittels partieller Integration herleiten. Hierzu 
verwendet man G l . (A.2-26) und e rhä l t 
b 
. r) ~ / , N 
dt J t z - l I u . , {Vt2 + A*) dt = - J tz-2jt%, (Vt2 - F A 2 ) 
0 
= (z - 2) J Iz-iIu ( V * 2 + A 2 ) di - [tz'2ku ( \ A 2 + / 1 2 ) ] ' ' . 
(G.2-2)' 
Spezialisiert man jetzt die Grenzen a und b entsprechend der Definition der Sigma-Funktio-
nen, so folgen die drei für z > 2 gül t igen Formeln 
Zv-i(Atz) =(z~ 2 ) E „ ( A , s - 2), (G.2-3a) 
(TU-I(AIZ1X) =(z- 2)au(A,z- 2yx) - xz~2kv (Vx2 -F A 2 ) , (G.2-3b) 
EV-I(AYZIX) = (z- 2)Ev(Ayz-2ix) d-xz~2ku (Vx2 + A 2 ) . (G.2-3c) 
Dies sind zweidimensionale, für die unvol ls tändigen Funktionen inhomogene Rekursionen, die 
wie die oben hergeleiteten homogenen Rekursionsformeln die Variablen v und 2 verknüpfen. 
F ü r z = 2 folgen aus G l . (G.2-2) die drei Beziehungen 
E „ _ i ( A , 2 ) = £ „ ( A ) , (G.2-4a) 
< 7 „ _ i ( A , 2 , z ) =Iu(A)-Iu ( > / W A 2 ) , (G.2-4b) 
E v _ i (A , 2, x) = (V.r2 + A 2 ) • (G.2-4c) 
M a n kämm nun die zweidimensionalen Rekursionsformeln miteinander verknüpfen. M a n 
grhält danin eindimensionale Rekursionen in der Variablen v. Im Falle der unvol ls tändigen 
Sigma-Fumkttionen sind diese Rekursionen inhomogen. 
S V + i i ( A , z) =(z + 2v) ^ ( A , z) + A 2 ^ _ i ( A , z), 
(G.2-5a) 
j (Jv^u(A1Z1X) = (z + 2i/)au(A1z,x) + A2av-i(A1z1x) - xzku ( V x 2 + A 2 ) , 
(G.2-5b) 
E ^ n ( A L Z
l
X ) = (z + 2v)T,u(A,z,x) + A2Zu-I(A1Z^x) + xz ku ( \ / x 2 + A 2 ) . 
(G.2-5c) 
Anhand d(er ersten Teilgleichung erhellt, daß E „ ( A , z) die gleiche Rekursion erfüllt wie die 
Funktion fkt/t+zß(A). Diese Sigma-Funktion ist demnach zumindest als Linearkombination 
der bei dem Linear-unabhängigen Lösungen dieser Rekursion darstellbar. 
W i r zeigem, daß sogar die folgende, sehr einfache Beziehung gilt 
f E„ (A, z) = 22'2-1 T(z/2) K+Z/2(A). (G.2-6) 
Mierzu brjawcht man nur in der für a > 0, Re c > O und Re ß > O gült igen Beziehung 
•(Prudnikow et al. 1986b, S. 346, G L 2.16.3.8.) 
OO 
J xl+u(x2 - a2)ß~lKv(cx) dx = 2ß-1aß+uc-ßr(ß)Kv+ß(ac) (G.2-7) 
a 
die Ersetz^umgen a = 1, c = A und ß — zj2 vorzunehmen und die Variablensubstitution 
A x = Vt2 + - A 2 durchzuführen. 
G.3, Inttegraldarstelliingen und Zusammenhang mit anderen 
spteaiellen Funktionen 
PUnter Verwendung der fundamentalen Darstellung (3.2-42) der reduzierten Bessel-Funktio-
nen als Laipllace-Transformierte einer G a u ß - F u n k t i o n ergibt sich direkt aus der Definition der 
tinvollstämdiigen Sigma-Funktion die Darstellung 
I c,(A,z.x)= 0) 2 j dttz~l I ds(2s)"-le-(''+>»')/(«*)-*. (G.3-1) 
O O 
Vertauschimg der Integrationsreihenfolge und Verwendung von G l . (4.2-3) zeigt, d a ß die un-
vol ls tändige Sigma-Funktion als eindimensionales Integral übe r F m - F u n k t i o n e n geschriebed 
werden kann. Es gilt 
o o 
•A ~ ( G - 3 
= Q) ^ x'J ds ( 2 , ) " " 1 e - ^ / ( 4 ' ) - » F ( z _ 1 ) / 2 ( l 2 / ( 4 s ) ) . 
O 
Wegen (Shavitt 1963) 
Fm{x) - 7 ( m + l / 2 , x ) / ( 2 x m + 1 / 2 ) (G.3-3) 
kann man die unvol ls tändige Sigma-Funktion als Integral über unvol ls tändige Gamma-Funk-
tionen ausdrücken: 
OO 
<ju(A, z, x) = (2TT)- 1 / 2 2*/ 2 y ds (2s)"+*/ 2 - 1 e~A2 !(*»)- 7 (z/2, x 2 / ( 4 5 ) ) . (G.3-4) 
0 
A u ß e r d e m folgt die Beziehung 
a „ ( A , * , x ) = J x 2 " ^ 2 - " r (* /2 ) 2 ^ / 2 > ( z _ ] ) / 2 ( > l 2 / x 2 , x 2 / 4 ) (G.3-5) 
der unvol l s tändigen Sigma-Funktion zu den Hilfsfunktionen (Shavitt und Karplus 1965, S. 
402, G l . (18)) 
00 
Tt,m[a,r) = [ r (m + 1/2)]-* J F m ( z ) exp(-az - r/z)dz (G.3-6) 
durch Vergleich mit der ersten der obigen Integraldarstellungen. 
E ine weitere Integraldarstellung kann man unter Verwendung der Beziehung ( E T I , S. 263, 
G l . (25)) 
OO 
7(z,x2/q) = xz J tz/2~l Jz{2xt^2)e-gidt (G.3-7) 
erhalten. EOs ergibt sich damit aus G l . (G.3-4) 
OO 
Cju(AyZvX) = x z t 2 2 z l 2 - ] J dttz^-lJz/2(2xt]^)(l + 4t)-"-zt2ku+2/2{Ay/TTÜ) 
(G.3-8) 
= X2W2-1A2»+* J d H ^ 4 - ^ 7 , / 2 ( 2 x Z 1 / 2 ) L , _ , / 2 ( A v ^ } : ^ ) . 
o 
Setzt main hiier l = u~/4, so folgt 
OO 
<T„(/.4„ z-.yx) = x z / 2 J duuzl2-\)zri(xii)(\ + u 2 r t / - z f 2 k l / + z / 2 ( A \ / l + U 2 ) 
(G-3-9) 
= X2J2A2"+* j du uz'2-1 J2/2(xu) k_„_2/2{Ay/l + «2)-
0 
Dies kanin nnan noch als Integral übe r sphär ische Bessel-Funktionen aus G L (2.2-20a) 
schreibeni. M a n e rhä l t für z = 2n + 1 
<ju(A;2m+\,x) = (^j 2 x 1 l + 1 J duunJn(xu)(l + U 2 ) - , - » - i / 2 %l/+n+1/2(AVl + u 2 ) 
o 
9 \ 
A 2 " + 2 " + 1 y du u n 3n(xu)k_u_n_ll2(AJ\ H- u 2 ) . 
(G.3-10) 
Im Fallle A\ = U und v = //, + 1/2 folgt unter Verwendung der Darstellung (3.2-3c) folgender 
Zusammcenilnang zu den Gamma-Funktionen 
i W i / M O , -*) - 2 " ( l / 2 ) „ £ V,l~"\ T{j + *) = 2 B ( l / 2 ) t t r ( 2 ) 2 F 1 ( - n , z ; - 2 n ; 2 ) , 
( G . 3 - l l a ) 
^ + - i / / 3 ( ( 0 ^ ^ - ) = 2 n ( l / 2 ) w ^ ; ^ ( " n ) > 7 ( i + * , * ) , ( G . 3 - l l b ) 
j=0 
S n + - i / / 2 < 0 , , , : r ) = 2 » ( l / 2 ) n £ r ( j + * , * ) . ( G . 3 - l l c ) 
Diese Beszitehiungen stellen Verallgemeinerungen der Gleichungen (G. l -4 ) dar. Diese Darstel-
lung sind aiuxch für numerische Zwecke völlig befriedigend, da die Gamma-Funktionen rekursiv 
berechnet werden können und die Koeffizienten der endlichen Sutnmen jeweils positiv sind, : 
so daß Rundungsfehler keine Holle spielen dürften. 
Für den Fall A = O sind noch eine Reilie von Darstellungen bekannt. Es gilt (Prudnikov 
et al. 1986b, S. 47, G l . 1.12.1.1) 
/ XxKu(X) dx = e ~ i A 7 r / 2 ( A + XKu(X)Sx-1 „ - i (* ^ 1 ' ) 
J (G.3-12) 
+ ^ x + ^ l 2 x K u ^ ( x ) s y u ( x ^ I \ 
Hier sind die Lommel-Funktionen (Prudnikov et al. 19S6b, S. 747) 
^ W = ( , - , - f l ) ( , + , + l ) l F 2 ( 1 ; ^ — 2 — ; - T ) ( G - M 3 ) 
verwendet worden. Wesentlich einfacher scheint die Verwendung der Beziehung (Prudnikov 
et al. 1986b, S. 47, G l . 1.12.1.2) 
o (G.3-14) 
+ H T i n z i O s ^ i | F , ( ^ ± l ; , . + , / + - + 3 ; q , 
A -F v -F 1 V 2 2 ' 4 / ' 
die für Re A > |Re v\ — 1 gült ig ist, ocler des Resultats (Prudnikov tt al. 1986b, S. 48, G l . 
1.12.1.6) 
J X - A 0 ( X ) dx= — / « x ) l F 2 ( l — , T ) 
o (G.3-15) 
Es folgen unter Verwendung der Substitutionen A = z — 1 -J- v und ??. —• n — 1 die Gleichung 
MO.,,.) = ( 2 / , ) * l F 8 ( | ; 1 - „, i l 2 , £ ) 
+ W ^ r ^ l x ^ l F 2(i±^ ; t i „, i l l ± ^ ; £), ( G-3 4 6 ) 
die für Re z -F Re u > |Re t/| gült ig ist, aber für \v\ G INo aufgrund der Gamma-Funktionen 
Sorgfalt erfordert, und die Beziehung 
s n T , v ^ / n ?i + 2 x 2 \ x n - , x n / ?i + 2 n-F 2 x 2 \ 
^(0,71, x) = - fe(x) i F 2 ( l ; - , — ; + ^ M * ) 1F2 ( l ; — , — ; j ) . 
(G.3-17) 
Diese Beziehungen kann man verwenden, um Anfangswerte für die auf A = O spezialisierten 
Rekursionen zu berechnen. 
3.4, Reihenentwicklungen 
Unter V e r w e n d u n g der Reihendarstellung ( M O S , S. 338) 
7(a,x)=e-'Y,j-r— (GAA) 
und der i m i hetzten Abschnit t hergeleiteten Darstellung der unvol ls tändigen Sigrna-Funktion 
als Integraii ü b e r unvol ls tändige Gamma-Funktionen ergibt sich durch Vertauschung der 
Reihenfolge von Summation und Integration die Darstellung 
^ ' ' ^ T ^ m ^ M I ^ ( 2 3 ) — > e - < ^ ) / ( ^ . ( G . 4 . 2 ) 
Das Integnall kann man jetzt mit G l . (3.2-42) ausführen. M a n e rhä l t 
oo ^ j 
(GA-Z) 
•Die letzte Ftorm der Gleichung zeigt deutlich eine Ähnl ichkei t mi t der zweiten Form (3.2-30) 
des MultimlHkationstheoreiiis der reduzierten Bessel-Funktionen. Die Reihe konvergiert für 
|alle x. Diejs sieht man schnell mit Hilfe des in Abschnit t 3.2.5 geschilderten Verfahrens über 
Majorantem ein. Eine genauere Analyse mittels dieses Verfahrens zeigt, daß die Konver-
genzgeschwiindigkeit ähnlich der Konvergenzgeschwindigkeit der hypergeometrischen Reihe 
SjPi(l , 1; v +- z/2 + 2; x2/(x2 + A 2 ) ) sein sollte. Für A ^ O ist also langsame Konvergenz zu 
brwarten. 
M a n kamni auch Multiplikationstheoremeder reduzierten Bessel-Funktionen zur Herleitung 
yon Reiheincdarstellungen für unvolls tändige Sigma-Funktionen verwenden. 
Dazu faikluorisiert man das Argument der reduzierten Bessel-Funktiou in der Definition der 
u n v o l l s t ä n d i g e n Sigma-TAanktion au(A,z,x) gemäß Vt2 + A 2 — A A mit A = y/l + t2/A2. 
Ist A > x., so ist |1 - A 2 | < 1 wegen O < t < x sicher erfüllt. Beide Formen des 
Multiplikaititonstheorems konvergieren dann innerhalb des Integrationsintervalles gleichmäßig 
und absohut.) so daß man die Reihenfolge von Integration und Summation vertauschen kann. 
Güns t ig isst die Verwendung der modifizierten Form (3.2-30) des Multiplikationstheorems. 
M a n erhallt 
oo / 2 / A2\J 
a„(A,z,x) = A2vXz £ ^{l^z) h-M). (G.4-4) 
Diese alternierende Reihe konvergiert für 0 < x < A. 
Analog kann man in der Definition der unvol l s tändigen Sigma-Funktion Lut(A7Z^x) das\ 
Argument der reduzierten Bessel-Funktion gemäß Vt2 + A2 = tX mit A = >/l -f A2It2 
faktorisieren. Ist x > A, so ist |3. — A 2 | < 1 wegen x < t sicher erfüllt. Die Reilhenfolge von ; 
Integration und Summation kann man also auch hier vertauschen. Güns t ige r hst wieder die \ 
Verwendung der modifizierten Form (3.2-30). M a n e r h ä l t 
ZU(A, ZI x) = £ t £ L L,-2 i + *- i % . _ y { t ) d i 
J = O ~ 3 ' { 
oo oo
 ( G
-
4
"
5 ) 
= E t^r f d t = E t W i * » - ^ *> *)-
J = O ~J' i J = O J-
Diese Reihe alterniert ebenfalls und konvergiert für O < A < x. Denn wegen der /Abschä tzung 
oo OO 
O < E _ „ ( 0 , z , x ) = J t z ' 1 k.u(t)dt = J tz-2u-%(t) dt 
X X 
oo z 2u 
< J Iz-2^dtku(O) = ^-JLkv(O)1 
(G.4-6) 
die für 2v — z > O gül t ig ist, ist eine Majorante für genügend große jo durch 
^WW^^)3M)~() E m - 2 „ - z ) { G A ' 7 ) 
J=Jo J W ; J=Jo } 
gegeben. Diese Reihe konvergiert aber für O < A < x. F ü r A = x konvergiert diie Majorante 
auch noch, aber nur noch wie die Riemann'sehe Zeta-Funktion ( M O S , S. 19) ((1/ + 2). M a n 
darf also erwarten, daß die Konvergenz der obigen Reihendarstellung für die umvol ls tändige 
Sigma-Funktion für A ~ x relativ langsam wird. 
G.5. .Asymptotische Entwicklung 
W i r haibben oben gesehen, daß man die unvol ls tändige Sigma-Funktion als Integral über 
unvol l s i täändige Gamma-Funktionen schreiben kann. Für diese gibt es die asymptotische 
Entwiclkklung 
OO 
j(z,x) ~ r[z) - T(Z)X*-' e - Yl x3T(2 _ ( G - 5 - 1 ) 
J=O
 v J
' 
für a; — o o . F ü r positives, ganzzahliges z = n bricht diese Entwicklung aufgrund der 
Gammia-L-Funktion im Nenner ab. M a n erhä l t dann die exakte Beziehung (vgl. Weniger 
1982, SS.2206, G l . (A3-9)) 
n - l 
7 ( n , x) = r(n) - F(n) a » " 1 e"* £ r j r ( n , r (G.5-2) 
Daxauss eergeben sich unter Verwendung der Gleichungen (3.2-42) und (G.3-4) zum einen die 
asy m pItootisehe Entwieklung 
M A , * , * ) T ( z / 2 ) kv+2/2(A) 
und amddererseits für n 6 IN die exakte Beziehung 
crv(A,2ntx) = 2 n _ 1 ( n - l ) ! k„+n{A) 
- 2 " " 1 J2(-1Y:(1 - n ) ; ( « V s r i " 1 W i ( V ^ 2 T A * ) • ( G ' 5 " 4 ) 
J=O 
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