We consider semirandom graph models for nding large independent sets, colorings and bisections in graphs. These models generate problem instances by blending random and adversarial decisions. To generate semirandom independent set problems, an independent set S of n vertices is randomly chosen. Each edge connecting S with S is chosen with probability p, and an adversary is then allowed to add new edges arbitrarily, provided that S remains an independent set. The smaller p is, the greater the control the adversary has over the semirandom graph. We give a heuristic that with high probability recovers an independent set of size n whenever p > (1 + ) ln n= n, for any constant > 0. We show that when p < (1 ? ) ln n= n, an independent set of size jSj cannot be recovered, unless NP BPP.
Introduction

Heuristics and their evaluation
The plethora of worst-case NP-hardness results for problems in graph theory motivates the study of heuristics that do not solve every problem exactly, but give \useful" answers to a \typical" subset of the problems, where \useful" and \typical" are usually not well de ned. In practice, a heuristic may be evaluated by running it on a collection of input graphs (\benchmarks"), and recording the quality of the answers obtained. If one heuristic consistently gives better answers than another, then we have empirical evidence of it being a better heuristic.
Though running heuristics on benchmarks is sometimes informative, we seek more rigorous measures for evaluating heuristics. In this paper, we consider the problems of nding maximum independent sets, graph colorings and graph bisections. Our goal is to develop heuristics for these problems with well de ned and provable properties, and to identify useful general techniques for developing such heuristics.
A rigorous analog to a \useful" answer is the notion of approximation, where the goal of the heuristic is to guarantee a solution that is within a small factor of the optimal one. For example, a heuristic is said to approximate the maximum independent set (MIS) within a ratio > 1 if for every input graph, the size of the maximum independent set is at most a multiplicative factor of larger than the size of the independent set returned by the heuristic.
However, although approximation algorithms are known for a number of NP-hard problems, at least two of the problems we consider seem very hard to approximate in the worst case. It is known (through work culminating in 20]) that for any constant > 0, it is NP-hard (under randomized reductions) to approximate MIS to within n 1? (throughout this paper, n denotes the number of vertices in the input graph); the best approximation ratio known to be achievable for MIS is O(n=(log n) 2 ) 9]. Similarly, it is known (through work culminating in 13]) that one cannot approximate the minimum number of colors needed to color a graph to within n 1? for any constant > 0; the best known approximation ratio is O(N(log log N) 2 =(log N) 3 ) 19] . Even when the graph is 3-colorable, the best known coloring algorithm requiresÕ(n 3=14 ) col- ors 7] . Hence, if we were to evaluate heuristics for MIS and coloring based on their worst-case approximation ratios, they would all perform badly. For graph bisection, the third problem that we study, the situation with respect to approximation algorithms is ambiguous. At the time the work reported in this paper was done, no polynomial time algorithm was known to approximate the number of edges in the optimum bisection within factors signi cantly smaller than n. However, recently an algorithm approximating bisection within a ratio of O( p n log n) was announced 15] , and this ratio is likely to be further improved in the near future. No NP-hardness result for approximating bisection size is known.
Random models for graph problems
When very little can be done in the worst case, one would like to compare the performance of heuristics on \average" instances, or those that typically occur in practice. But how does one model such instances? One possible model is that of a random graph (see the survey in 16]). The question then arises of how well random graphs model inputs that interest us in \real life" applications. But even regardless of this question, the random graph model does not seem to provide a good way of distinguishing between good and bad heuristics in the case of MIS. For example, if each edge is chosen independently at random with probability 1=2, then the size of the maximum independent set is almost surely roughly 2 log n. An elementary greedy heuristic almost surely nds an independent set of size log n. No heuristic, not even the most sophisticated one, is known to nd independent sets signi cantly larger than log n. Hence, most heuristics have roughly the same performance in this random graph model, making it an inadequate framework for comparing between them.
Another random model that has been suggested is similar to the random graph model, but has a solution \planted" in the graph. That is, the graph is created by a two-step process. First, a solution is randomly determined, even before the graph itself has been determined. Then, edges are included in the graph essentially at random, but with simple restrictions to ensure that the planted solution remains a solution.
In the random \planted" MIS model, an independent set S of size K is chosen at random. Then, each edge (u; v) 6 2 S S is chosen with probability p. The restriction on (u; v) ensures that S remains an independent set; for reasonably large K and p, S is the unique largest independent set. The larger K is, the easier it is to nd the independent set. For a constant p, the lowest value of K that can be provably handled by known heuristics (spectral techniques, in this case) is ( p n) 4 ].
In the random k-colorable graph model, a graph is partitioned into k color classes, and edges are placed at random with probability p between color classes.
Alon and Kahale 2], also using spectral methods, show that with high probability a k-coloring can be recovered when p c=n and c > 0 is a su ciently large constant.
In the random bisection model, a set S containing n=2 vertices of the graph are randomly selected. Edges crossing this bisection are included with probability q and edges not crossing are included with probability p > q. Boppana 8] shows that with high probability one can recover an optimal bisection when p ? q c p p log n=n, for c a su ciently large constant.
The random planted solution models allow one to have greater control over the distribution and nature of the optimal solution, but still run into problems. On the technical side, this framework still doesn't di erentiate between simple and sophisticated heuristics for the MIS problem. When K > c p n log n for su ciently large c, then with high probability the vertices of the independent set are easily recognized to be the K vertices of lowest degree in G. Hence a trivial heuristic will solve MIS in this case; the sophisticated heuristics guarantee only a marginal improvement in the size of K.
A more serious problem with these random models is that they may simply not capture the space of \useful" problems. The problems produced are extremely unstructured, which probably does not re ect real-world examples. Furthermore, there is a danger that one might overly exploit the statistical properties of these graphs (such as their eigenvalue structure) and produce heuristics that will perform well on these speci c distributions, but fail to perform on more realistic distributions.
Semirandom models for graph problems
In this paper we study semirandom models for nding maximum independent sets, colorings and bisections. A number of similar semirandom models for the coloring problem were rst de ned and studied by Blum and Spencer 6]; we extend their notion in a natural way to the other problems. Recall that in one of the randomized frameworks discussed above, a solution to the problem was rst generated and then the edges of the graph were generated via some very simple random process. For semirandom models, we have a third step in which an adversary is allowed to further modify the graph. These modi cations cannot be arbitrary, or the adversary can remake the graph into a worst-case problem. We therefore place some restrictions on the manner in which the adversary is allowed to modify the graph. This semirandom framework is the strongest of those studied in 6], and in particular is more adversarial than a model in which an adversary rst chooses a worst case input instance, and then its decisions are corrupted by random noise.
The motivation for this framework is that it mediates between the unstructured, \uninteresting" graphs produced by the purely random models and the worst-case graphs that are seemingly beyond any heuristic's ability to solve. Each adversary induces a di erent distribution on the problem instances, so heuristics can't fall into the trap of overtraining to a particular probability distribution. Informally, we replace consists of random edges with contains some random edges, a much weaker hypothesis to make about a graph. It is thus hopeful that heuristics that work well for this model will be more robust.
We note that the semirandom adversary can foil many popular tools for heuristics. The adversary can alter the degrees of vertices, and foil heuristics based on vertex degrees, create \local maxima" (such as large, but not large enough independent sets) to foil heuristics based on local search, and modify the spectrum of the graph. As a result, comparatively much less is known about these models.
A semirandom model for nding large independent sets Our semirandom model for MIS has a size parameter 0 1 and a random density parameter 0 p 1. Given and p and a problem size n, a problem graph G is generated by the following three steps: 1. A set S of n vertices (we ignore all rounding issues in this paper) is chosen uniformly at random from the n vertices of G.
2. Each edge (u; v) 2 S S is included in G with independent probability p.
We call this random bipartite graph G min .
3. The adversary A may add to G min any edges (u; v) 6 2 S S, giving G, the nal problem instance.
We denote by MIS A ( ; p) the resulting distribution on G. The goal of the heuristic is to identify an independent set in G that is at least as large as S.
We can equivalently view the adversary as choosing a graph \sandwiched" between G min and the graph G max whose edges include all of (S S) ( S S). The smaller p is, the more freedom the adversary has to choose the graph in a worst-case fashion. When p = 0, the adversary can choose G to be an arbitrary graph with independent set S, giving the worst case model as a limiting instance.
Note that the random process does not generate edges in S S, unlike the planted MIS model mentioned earlier. As these edges only constrain the adversary, we have a more general model without them. We need this generality when we apply our heuristics for this model to the coloring model described below. Note also that when S contains more vertices than S, then S and not S is the maximal independent set in G min . In this case, G may also contain independent sets larger than S. We only require our heuristic to nd an independent set of size jSj. It would be unrealistic to require the heuristic to nd the largest independent set in G, as there are no restrictions on the subgraph of G induced on S.
We denote by Color A (n; k; p) the resulting distribution on G.
We can equivalently view the adversary as choosing an arbitrary graph sandwiched between G min and the graph G max , containing all edges (u; v) such that u 2 S i ; v 2 S j and i 6 = j. As with the model for MIS, setting p = 0 gives an essentially worst case model for k-coloring, though with the stipulation that all the color classes must be the same size. More generally, one can specify the sizes of the color classes as an additional parameter. We call this the imbalanced case and the case where the classes are of equal size the balanced case.
A semirandom model for graph bisection
Our semirandom model for graph bisection has two density parameters 0 q < p 1, that may depend on the size of the input graph, n. Given p and q and a problem size n, a problem graph G is generated by the following three steps: 1. A set S of n=2 vertices is chosen uniformly at random from the n vertices of G.
2. Each edge (u; v) 2 (S S) ( S S) is included in G rand with independent probability p and each edge (u; v) 2 S S is included in G rand with independent probability q.
3. The adversary may add to G rand any edges (u; v) 2 (S S) ( S S) and remove any edges (u; v) 2 S S, yielding G, the nal problem instance.
We denote by Bisect A (n; p; q) the resulting distribution on G.
Notation: Throughout, , p and q will be used only as above. For a set T of vertices, N(T) denotes the set of their neighbors in graph G. We denote set subtraction by A n X (that is, those elements in A that are not in X).
Our results
We give algorithms for the three semirandom models described above, and for the case of independent sets and coloring, we give lower bounds showing that our algorithms are close to optimal in the allowed settings of the parameters. For a given set of parameters, we say that an algorithm succeeds in a semirandom model with \high probability" if it succeeds with probability 1 ? o(1), as n grows su ciently large, for all adversaries. Here, the probability is taken over the choice of the algorithm's coin ips and the choice of the graph (before modi cation by the adversary). By a standard argument we can assume that an optimal deterministic adversary exists; this subtlety doesn't arise in our arguments.
For simplicity, we speak of \semirandom graphs"; which of the three models being used is obvious by context. Theorem 1 For any positive constant and p = (1+ ) ln n= n, where is any positive constant, there is a random polynomial time algorithm that with high probability recovers an independent set of size n from a semirandom graph.
Using the adversarial component of the graph, it can be shown that the value of p in Theorem 1 is best possible, up to low order terms.
Theorem 2 In the semirandom model, if p = (1 ? ) ln n= n for some > 0, then unless NP BPP, every random polynomial time algorithm will with high probability fail to nd an independent set of size n in G (against an optimal adversary).
Our algorithm for nding independent sets can be used for solving semirandom k-coloring problems, in the balanced case, for any constant k and p = (1 + )k ln n=n. In contrast, the algorithm of Blum and Spencer 6] requires that p n =n, where > (k 2 ? k ? 2)=(k 2 + k ? 2). Theorem 3 For any constant k, there is a polynomial time algorithm that kcolors k-colorable semirandom graphs with high probability (over the choice of the graph) whenever p > (1+ )k ln n=n and the color classes are balanced. When the color classes are arbitrary, then the algorithm recovers a largest color class with high probability.
For the balanced case, our result is close to optimal, by the following hardness result:
Theorem 4 Let > 0, k 3 be a constant and p < (1 ? ) ln n=n. Then unless NP BPP, every random polynomial time algorithm will with high probability fail to k-color a semirandom k-colorable graph G with balanced color classes (against an optimal adversary).
For the unbalanced case, Blum and Spencer 6] show that it is NP-hard to 4-color semirandom graphs whenever p < n ? for any constant > 0. In the construction behind their proof, the largest color class (comprising nearly all the graph) is easily found, but it is NP-hard to recover any one of the other three color classes. For k < 3, the coloring problem is trivial in the worst case, and for k = 3 removing the vertices of a single color class yields a 2-colorable graph, which may then be colored. Hence, our result in Theorem 3 for the unbalanced case is essentially the best that can be hoped for.
We remark that our algorithm for nding independent sets works also in models that have less randomness (and hence, are more adversarial) than our semirandom graph model. One such model is the d-neighbors model, where in G min , each vertex of S has d random neighbors in S. The graph G is then an arbitrary graph sandwiched between G min and G max . It can be shown that a simple modi cation of our algorithm recovers in this model independent sets of size n, when d is a large enough constant that depends only on . Observe that in this model G min has only O(n) edges, whereas in our original semirandom model G min has (n log n) edges.
Finally, we show that one can nd an optimal bisection for semirandom bisection problems.
Theorem 5 Let c be a su ciently large constant and let p ? q c p p log n=n.
Then there is a polynomial time algorithm that recovers an optimal bisection from a semirandom graph with high probability.
Techniques and related work
Lovasz introduced the theta function as an upper bound on the size of the maximum independent set 22]. The theta function can be approximated within arbitrary precision in polynomial time, using semide nite programming. Goemans and Williamson 18] showed how semide nite programming can be used in order to approximate problems such as max-cut. Inspired by their work, Karger, Motwani and Sudan 21] used semide nite programming to obtain improved coloring algorithms. Alon and Kahale 3] used the work of 21] to show that the theta function can be used to nd medium size (n vertex) independent sets in graphs that have linear size independent sets (improving the values of previously obtained in 9]).
In terms of approximation ratio, the theta function (and similar semide nite programs) appear to have little to o er in the worst case. In 12] it is shown that for every > 0 there are graphs with multiplicative gaps of n 1? between the size of the maximum independent set and the value of the theta function.
Indeed, H astad's result 20] implies that, unless NP is easy, no easily computable function will give better than a n 1? approximation in the worst case. However, our current work singles out semide nite programming as an approach that can cope with the semirandom graph model, unlike other heuristics for MIS. In more detail, our algorithm for nding large independent sets has two phases. In the rst phase (Sections 2.2 and 2.3) G is partitioned into a small number of parts, such that some of these parts are composed mostly of vertices of S. This rst phase uses semide nite programming. Its analysis is based only on G min , and goes through regardless of what the adversary does. This illustrates the robustness of (some) algorithms based on semide nite programming.
In the second phase (Sections 2.4, 2.5 and 2.6) we \clean up" the output of the rst phase, and extract S (or a di erent independent set of the same size).
Many of the di culties introduced by the adversary manifest themselves in the second phase. In particular, there is the problem of getting out of local maxima. To illustrate this problem, assume that the algorithm already found a maximal independent set I composed mostly of vertices of S (though not containing all of S). One may then hope that local heuristics such as k-opt (exchanging a constant k number of vertices of I with V n I so as to hopefully get a new independent set that is not maximal and hence can be expanded) would allow one to eventually extract S. However, in our semirandom model, the adversary is strong enough so as to make no k-exchange possible, even when I is almost as large as n (details omitted). Our method of improving over local maxima is based on global computations ( nding maximum matchings) rather than local ones, and may be of independent interest. To nd good bisections for semirandom graphs, we propose an algorithm similar to that of Boppana 8] (which is based on a lower bound of Donath and Ho man 11] on the bisection size). Given a graph we construct a semide nite program whose optimal value is (hopefully) the number of edges crossing the the minimum bisection of the graph; given such an oracle, it is straightforward to recover the actual bisection. We use methods due to Boppana to show that the semide nite program gives the correct value with high probability in the purely random case, when the adversary doesn't add or delete any edges. To deal with the adversary, we show that our semide nite program is robust in that if it gives the correct answer for a given graph it will still give the correct answer after the adversary has modi ed it.
Finding large independent sets
We present a randomized heuristic for nding large independent sets in semirandom graphs. In analyzing the success probability of our heuristic, we distinguish between two sources of randomness. One is the random process generating G min , the other is the random coin tosses of our heuristic. To deal with the rst type of randomness, we de ne properties that a typical G min has (details are given in Section 2.1). We show that with high probability G min is typical. Thereafter, we assume that G min is typical, and analyze our heuristic under this assumption. It is shown that when G min is typical, then regardless of the graph G constructed by the adversary, our heuristic outputs a list of at most n independent sets (rather than just one, for reasons explained in Section 2.4), and with probability at least 1=2, S is on this list. Here probability is taken only over the coin tosses of the heuristic. Repeating the heuristic several times with independent coin tosses recovers S almost surely. It may happen that the heuristic recovers several di erent large independent sets in G (as we remarked earlier, S need not be the largest independent set in G). In such a case we may not be able to tell which of the large independent sets is S, but this is not required in Theorem 1.
Our heuristic has ve phases, described and analyzed in the following subsections. Phase 1 performs a coarse partitioning on the vertices. Phase 2 further re nes this partition and extracts an independent set from each partition. Phase 3 combines some of these independent sets to form an independent set of linear size. Phase 4 trims this independent set down so that it ts entirely within the planted independent set. Phase 5 expands this independent set until it becomes equal to the planted independent set.
Many of the constants involved are arbitrary and are speci ed only for concreteness. Throughout our analysis, we ignore divisibility issues, eschewing careful roundo analyses. Such considerations do not materially a ect our algorithms or proofs.
In Section 2.1 we give some properties of random and semirandom graphs. We describe and analyze our heuristic in Sections 2.2{ 2.6, proving Theorem 1. In Section 2.7 we prove Theorem 2, showing the near optimality of our results.
Preliminaries
Given a graph G = (V; E) and a set of vertices X V , we de ne G X] to be the graph G induced on X. We denote the complement of S by S and we denote X T Y by X n Y (i.e., set subtraction).
We review some well known properties of random graphs.
We rst consider the expansion properties of the random graph G min generated by MIS A ( ; p) (i.e., the graph generated before modi cation by the adversary). Recall that G min is a bipartite graph on S S S.
De nition 1 We say that G min has the k-collision property if for every T S and U S such that jTj; jUj k, there is an edge (t; u) in G min , where t 2 T and u 2 U. De nition 2 We say that G min has the d-expansion property if for every T S of cardinality at most 31 n=32d, jN(T)
T Sj djTj.
Lemmata 6 and 7 show that with high probability, G min will have the kcollision and d-expansion for suitably chosen k and d. We assume that is some positive constant.
Lemma 6 Let p = c ln n=n for some constant c > 0 and let k = 2nlnlnn c lnn . Then when n is su ciently large, with high probability G min will have the k-collision property.
Proof: There are at most ? n k 2 ways of choosing T and U. For each such choice, the probability of the bad event that there is no edge joining T and U is Lemma 8 Let p = (1 + ) ln n= n, with 0 < < 1. Then with high probability over the choice of G min , the number of edges in G min is at most 2n ln n.
We call this the sparseness property.
Lemmata 6, 7 and 8 imply that for every < 1 and every constant d > 0, when n is su ciently large there is high probability that an n-node graph G min has the n=(ln n) -collision and d-expansion properties and has at most 2n ln n edges. We say that such a G min is typical. We will assume that G min is typical in our analyses.
Hall's theorem gives a necessary and su cient condition for nding a matching in a bipartite graph; we note a simple (undoubtably known) generalization, whose proof we sketch for completeness. 
Re ning the partition using random hyperplanes
In Phase 2, described in Figure 3 , we use a technique developed by 18, 21] to further partition the sets V i , to obtain a collection fI ij g of independent sets; the desired outcome of this phase is summarized in Lemma 13.
Given the set Z i of unit vectors corresponding to V i , we (following 18, 21]) partition V i by choosing random hyperplanes through the origin. Two vertices of V i are in the same partition if they are on the same side of all of the hyperplanes. We denote this procedure partition(V i ; Z i ; h), described in Figure 2 .
Better partitioning techniques are also suggested in 21], but are not needed for our results. Let S i = V i nS i , and let E i be the set of edges connecting S i and S i in G min .
Note that E i does not contain the edges added by the adversary. We rst de ne the edges of E i that are contained in a partition.
De nition 5 Let E i (V i1 ; : : : ; V im ) denote all pairs (v j ; v k ) 2 E i such that v j ; v k 2 V iq for some q. Lemma 12 shows that the partition procedure produces partitions containing few edges of E i .
Lemma 12 ( 21] ) For a set of vertices V i computed in Phase 1 and for E i as de ned above, let V i1 ; : : : ; V im denote the (randomized) output of partition(Q i ; Z i ; h). The expectation of jE i (V i1 ; : : : ; V im )j is at most jE i j(1? ) h , where > 1=2 is a constant depending only on and the expectation is taken over the coin tosses of partition(Q i ; Z i ; h). We consider the independent sets fI ij g produced by Phase 2. We rst note that the I ij are indeed independent sets, since if I ij had an edge it could be added to the \maximal" matching M ij . The number of independent sets produced is at most lm O((ln n) ) for some < 1 and n su ciently large. (The inequality follows from the fact that l 8= and m O((ln n) ).) A priori, these independent sets may have no relation to S, or any other large independent set in the graph. However, we can show that some of the fI ij g are mostly made up of vertices in S and that a constant fraction of the vertices of S are contained in these useful independent sets.
De nition 6 An independent set I ij is useful if jI ij T S i j 3jI ij j=4.
The following lemma is of central importance to our analysis.
Lemma 13 For typical G min , with probability at least 1=2 (over the random choices of partition), at least n=8 vertices of S are in useful independent sets I ij .
Proof: Consider an arbitrary set V ij that is the outcome of partition(Q i ; h). We de ne the surplus of V ij as sur(V ij ) = jS T V ij j ? j S T V ij j. From V ij , an arbitrary maximal matching is removed so as to obtain an independent set I ij (that may possibly be empty Recall that our algorithm removes a maximal matching from each V ij . For the sake of analysis, we as a thought experiment remove a maximal matching containing only edges from E i , giving a set U ij (the algorithm itself does not have the luxury of knowing which edges of Q i belong to E i ). Then over all good V i , the total number of edges removed is at most n=4, meaning that at least n=2 ? n=4 = n=4 vertices from S remain in the sets fU ij g. Call a set U ij large if jU ij T Sj 2 n=128m, where m = 2 h . As there are at most 8= sets V i , there are at most 8m= sets U ij . Hence, those U ij that are not large can contain in total at most n=16 vertices from S. Therefore, at least n=4 ? n=16 = 3 n=16 vertices from S are contained in large U ij .
Recall that by our choice of h, we have m O((ln n) ) for some < 1. Hence large U ij contain (n=(log n) ) vertices of S for some < 1. As they contain no edges from G min , the property of Lemma 6 implies that for large 2.4 Creating a linear size independent set I Phase 3 nds in G an independent set of size (n). Recall that the number of independent sets constructed in Section 2.3 is at most 8m= log n (for large enough n). For typical G min , Lemma 13 shows that with probability at least 1=2 (over the coin tosses of partition), n=8 vertices of S are in useful independent sets. We continue under the assumption that this indeed happens. (The whole heuristic can be repeated with independent coin tosses to boost up the success probability.)
The algorithm for Phase 3 is described in Figure 4 . For simplicity, we allow this algorithm to nondeterministically guess the set Q of useful independent sets. However, given the bound on jfI ij gj, there are less than n possible values for Q; one can try them all. One might not know which guess was correct, but this is not important since one can check the solution (if any) produced by each computation path. We remark that for greater e ciency, one may guess just one useful (su ciently large) independent set, and deduce the rest via matching techniques, but for brevity we eliminate this optimization.
By the same argument as for I ij , the outcome I of Phase 3 is an independent set. Lemma 14 shows that it contains many vertices in S.
Lemma 14 jI
T Sj jSj=16
Phase 4
1. Let l = b1 + 32= c.
2. Find a maximum l-matching from I to I; let M be the vertices in this matching.
3. Let I 0 = I ? M. Proof: Since V is the union of good independent sets, that are disjoint by construction, it follows that at most jV j=4 of its vertices are in S. Since Let I be an independent set in G with jI T Sj jSj=16. Observe that by the collision property, almost all the vertices of I belong to S; jI T Sj = o(jIj). Phase 4, described in Figure 5 , extracts from I a subset I 0 , all of which is contained in S.
Clearly, I 0 will be an independent set, since I is. Lemma 15 shows that for typical G min , Phase 4 indeed nds a large independent set contained in S. Note (again) that the algorithm is being run on G; G min is unknown to the algorithm and appears only in the analysis.
Lemma 15 Let G min be typical, and assume that n is large enough so that the expansion parameter d = d(n) in Lemma 7 can be chosen to be larger than l = b1 + 32= c. Then I 0 S and I 0 > jSj=32.
Proof: To see that jI 0 j > jSj=32, observe that at most n=l < n=32 vertices of I can be in any (partial) l-matching. Hence, jI 0 j > jIj ? n=32 n=32, since jIj > n=16.
It remains to show that I 0 S. Let A = I T S and B = I T S and C = I T S. By assumption, jAj > jSj=16. We show that any maximum l-matching from I to I must match all the vertices in B, completing the proof of the lemma. Phase 5, described in Figure 6 , expands I 0 , ultimately recovering S. Lemma 16 shows that each iteration of Phase 5 indeed expands I 0 , eventually making it equal to S. Lemma 16 Let I 0 S and jSj=32 < jI 0 j < jSj, and let G min be typical, and large enough so that the parameter d in Lemma 7 can be chosen to be larger than 32. Then at the end of Step 4 of Phase 5, I 00 S and jI 00 j > jI 0 j.
Proof: Since I 0 S, and S is an independent set, V 0 will contain S. De ne Q = V 0 n S. Since S is an independent set, the maximum size of a matching on G 0 is at most jQj, and this size can be achieved only if every vertex in Q is contained in the matching. By construction, S \N(Q) (the neighborhood of Q, restricted to S) is contained in S ?I 0 . Noting that jS ?I 0 j < 31jSj=32, it follows from the expansion properties of G (inherited from G min ) that jQj < jSj=32, or S \ N(Q) would have at least 31jSj=32 vertices. It then follows from the expansion properties that jS \ N(Q)j > jQj, unless Q is empty (in which case I 00 = S), and that jS \ N(Q 0 )j > jQ 0 j for every nonempty Q 0 Q. Hence there exists a complete matching from Q to S. This implies that any maximum matching found will include every vertex from Q (it will not con ict with any partial submatching from S) and that at least one vertex from S ?I 0 will be left over, since jS ? I 0 j jS \ N(Q)j > jQj. This implies that I 00 will be contained in S and properly contain I 0 . 2 Lemma 16 implies that repeated iterations of the main loop of Phase 5 expands I 0 until I 0 = S.
NP-Hardness results
Proof of Theorem 2: Let p = (1 ? ) ln n= n for some > 0, and assume for the sake of contradiction that there is a random polynomial time algorithm that nds independent sets of size n in the semirandom model. We shall show how such an algorithm can be used in order to nd the maximum independent sets in arbitrary graphs, implying the unlikely outcome that NP has random polynomial time algorithms.
We rst observe that for any constant > 0, G min contains polynomially many isolated vertices. For n su ciently large, a vertex v 2 S is isolated with with high probability at least m = (1 ? )n =2 vertices in S will be isolated.
Let G 0 be a graph on 3m=2 vertices, V 0 , in which we seek to nd an independent set of size m=2 (this problem is NP-hard). Let V 1 consist of n ? m=2 vertices, V 2 consist of n ? n ?m vertices. Construct the graph G with vertices V 0 V 1 V 2 . The edges of G consist of those of G 0 (connecting vertices in V 0 ), and all edges between every vertex in V 2 and any other vertex (hence vertices in V 2 have degree n?1, and vertices in V 1 have degree jV 2 j). It follows from the construction that G has an independent set of size n i G 0 has an independent set of size m=2.
It is thus NP-hard to nd an independent set of size n in G, and hence NP-hard to nd an independent set of size n with constant probability when the distribution on problem graphs consists of randomly permuted copies of G.
We conclude the proof by exhibiting an adversary such that the semirandom graphs have this distribution. Note that we do not need for the adversary to run in polynomial time.
Given G 0 and G min , our adversary nds (not in polynomial time) an independent set I of G 0 , where jIj = m=2 and a set T of m isolated vertices in S of G min (failing if T doesn't exist; this happens with insigni cant probability). The adversary then maps the m=2 vertices of I randomly to distinct vertices of S and maps the m vertices of V 0 n I randomly (but distinctly) to T. Given this mapping, it then adds the edges corresponding to those in G 0 . By the construction, it is allowed to add these edges, and furthermore, every nonedge in G 0 corresponds to a nonedge in G min . Finally, the adversary connects every vertex of S n T to every other vertex. It can be veri ed that this graph is isomorphic to G. V 1 corresponds to those vertices in S that do not correspond to I and V 2 corresponds to S n T.
The generation of G min and the operations of the adversary are invariant with respect to permutations on the vertex names, implying that the graphs are produced according to the desired distribution. 2 3 Finding k-colorings 3.1 Applying our heuristic to nd k-colorings We achieve nearly optimal results for coloring semirandom graphs simply by using our algorithm for nding independent sets.
Proof of Theorem 3:
We show that the independent set heuristic works well in the coloring framework. Consider an arbitrary color class S of size at least n=k (such a color class must exist), corresponding to = 1=k. Since k is a constant, is bounded above 0. We can view the semirandom model for coloring as rst inserting random edges between S and S, then inserting random edges between the other color classes, and nally allowing the adversary to add edges. The rst set of random edges are placed just as in the semirandom model for nding independent sets. The second set of random edges and the edges the coloring adversary is allowed to add form a proper subset of the edges the independent set adversary is allowed to add. Hence, for any coloring adversary there exists an independent set adversary yielding the same distribution on problem graphs. It follows that with high probability the color class S will be among the independent sets output by the heuristic.
When the color classes are balanced, the argument above applies to all color classes simultaneously. Hence running the heuristic several times, we get polynomially many independent sets as output, and among them the k color classes. A k-coloring is obtained by picking k disjoint independent sets that together cover the whole graph. This may be done by exhaustive search over all possible choices, as there are only polynomially many choices to consider. More e cient methods also exist, but are omitted. 2 
An N P -hardness result
The proof of Theorem 4 is nearly the same as that of Theorem 2; we sketch it below.
Proof of Theorem 4: By the same analysis as the proof of Theorem 2, with high probability after the random edges have been placed each color class will have m = n (1) isolated vertices. The adversary can, as before, imbed an arbitrary (balanced) k colorable graph G into these vertices. The adversary connects any (u; v) corresponding to di erent-colored vertices not being used to imbed G 0 . The resulting graph is equal to a complete balanced k-partite graph on k(n ?m) vertices unioned with a disjoint copy of G 0 , with the vertices randomly permuted. Any k coloring of this graph yields a k-coloring of G 0 . The theorem follows. 2 4 Graph bisection Let G(V; E) be a graph with n vertices, where n is even. A bisection of G is a partition of V into a set S and and its complement set S = V n S, each of size jSj = j Sj = n=2. Let E(S; S) denote the set of edges connecting S and S in G. The vertex set is partitioned into two equal size sets S and S. { If both vertices belong to the same side of the bisection (either both belong to S or both belong to S) then they are connected by an edge with probability p.
{ If the two vertices belong to di erent sides of the bisection (one belongs to S, the other to S) then they are connected by an edge with probability q. If q is su ciently smaller than p, then w.h.p. (S; S) is a unique minimum bisection. Boppana shows that when p ? q c r p log n n for a su ciently large constant c, then with high probability (over the choice of input graph) his heuristic recovers the minimum bisection. Moreover, the heuristic also provides a certi cate that the bisection found is the minimum possible.
We consider a semirandom model for graph bisection. In this model, a graph G rand is chosen at random as above. Then a monotone adversary is allowed to modify G rand by applying an arbitrary sequence of the following monotone transformations:
The monotone adversary may remove from the graph any edge (u; v) crossing a minimal bisection (u 2 S and v 2 S).
The monotone adversary may add to the graph any edge (u; v) not crossing the bisection ( u; v 2 S or u; v 2 S).
The resulting graph is denoted by G. We say that these transformations are monotone because if (S; S) is the funiqueg minimum bisection in G rand , then it is also the funiqueg minimum bisection of G.
Computing the size of the bisection
Let h(G) be an arbitrary function on graphs. It is our intention that h provides a heuristic for graph bisection in the sense that for many graphs, h(G) = b(G).
De nition 7 A function h is robust with respect to monotone adversaries if for every graph G 1 and every graph G 2 obtainable as a sequence of monotone
Remark: By a simple argument, we may equivalently require that G 2 is obtained through a single monotone transformation on G 1 . A monotone adversary is powerless against a robust function h: whenever G rand is such that h computes the exact value of b(G rand ), the monotone adversary cannot prevent h from giving the true value of b(G). To compute the bisection in our semirandom model, we would like to nd a polynomial time computable function h that is robust, and in addition has the following property:
Probably good. With high probability over the choice of G rand , h(G rand ) = b(G rand ):
Boppana 8] describes a polynomial time computable function h and shows that it satis es the \lower bound" property and the \probably good" property. It is not easy (for us) to verify that Boppana's function has the \bounded monotonicity" property. Instead of analyzing Boppana's function, we propose the following semide nite relaxation of bisection, for which proving robustness is straightforward, and \probable goodness" is proved using the techniques of 8].
For a graph G(V; E) nd an order n matrix X = fx ij g satisfying: Proposition 18 The function h described above is robust.
Proof: From Proposition 17, it su ces to show that h satis es two properties: \lower bound", and \bounded monotonicity".
To see that h(G) b(G), consider the indicator vector s 2 f+1; ?1g n having entry +1 for vertices in S and ?1 for vertices in S, and let X = ss T . Note that x ij = ?1 when i and j are on opposite sides of the cut and x ij = 1 otherwise. Clearly, X satis es the constraints of the semide nite program. Moreover, h X (G) = b(G), because (1 ? x ij )=2 = 1 when x ij = ?1, and (1 ? x ij )=2 = 0 when x ij = 1. Note that h(G) h X (G).
To see that h is bounded monotone, use the fact that jx ij j 1, shown below, implying that 0 1?xij 2
1. It then follows that for any X and any G; G + as in Proposition 17,  h X (G) h X (G + ) h X (G) + 1: Observe that feasibility of a matrix X depends only on the number of vertices in a graph but not on the actual graph itself. Taking X to be an optimal solution for h(G + ) we obtain h(G) h X (G) h X (G + ) = h(G + ), and taking X to be the optimal solution for h(G) we obtain h(G + ) h X (G + ) h X (G)+1 = h(G)+1.
To see that jx ij j 1, consider the standard decomposition of a semide nite matrix X into MM T , for some matrix M. The condition that x ii = 1 implies that the sum of squares of each row of M is equal to 1. It then follows that the dot product of any two rows is between ?1 and 1. 2
The function h is the solution to a semide nite minimization problem. Similar to linear programs, semide nite programs have duals, and the optimal value of a dual maximization problem is never larger than the optimal value of the primal minimization problem (though unlike linear programming, it may happen that both problems have bounded feasible solutions that are not equal to each other). Here m is the number of edges in the graph, A is its adjacency matrix, J is the all 1 matrix of order n, y 0 is an auxiliary variable which a ects feasibility but not the objective function, and Y is a diagonal matrix with y 1 ; : : : ; y n along its diagonal.
Using the dual formulation we prove:
Lemma 19 For a su ciently large constant c, the function h de ned above is \probably good" when p ? q c r p log n n :
That is, with probability at least 1 ? 2n ?5 , h(G rand ) = b(G rand ), where the probability is taken over the choice of G rand .
Proof: We shall show that if p ? q is su ciently large, than with high probability over the choice of G rand , the dual semide nite maximization program has a feasible solution with value b(G rand ). This shows that h(G rand ) b(G rand ). Together with the \lower bound" property, we obtain that h(G rand ) = b(G rand ).
We now \guess" a feasible solution for the semide nite maximization problem. For every 1 i n, let y i be the contribution of vertex i to the bisection (S; S), namely, y i is the di erence between the number of neighbors that vertex i has on the other side of the bisection and the number of neighbors that vertex i has on its own side of the bisection.
The value of the objective function of the maximization semide nite program is then Observe that regardless of the value of y 0 , the indicator vector s for S described in the proof of Proposition 18 is an eigenvector of the matrix M with eigenvalue 0. We shall choose y 0 = ?1 and show that then the matrix M has no negative eigenvalues, implying that it is positive semide nite. As the proof of this part is technical and long, it is presented in Section A.3 in the appendix. 
Finding the minimum bisection
We have seen that the function h almost surely computes the size of the bisection in our semirandom graph model. Not surprisingly, it can also be used so as to actually nd the original bisection (S; S). For this discussion, we assume that q > 1=n 2+o(1) (otherwise, G rand is likely to break into two equal size connected components, making the bisection problem trivial) and p < 1?1=n 2+o(1) (otherwise, the complement of G rand is likely to be bipartite and connected, making the bisection problem trivial).
Let G e denote the graph that contains edge e i G doesn't contain e, and is otherwise identical to G. Lemma 20 shows that with high probability, h(G e) = b(G e) for any e. This allows for the following search procedure: check for every edge e = (1; i) whether h(G e) di ers from h(G), determining whether vertices 1 and i are on di erent sides of the bisection. We use the fact that the bisection (S; S) is with high probability the unique bisection of G.
Lemma 20 Let G rand be chosen as above, and let G be obtained from G rand by a monotone adversary. Then with probability at least 1 ? 1=n 1?o(1) over the choice of G rand , h(G) = b(G) and for every e, h(G e) = b(G e).
Proof: Fix e. It is easy to verify that G e is derivable through a series of monotone transformations from either G rand or G rand e. In the former case, h(G e) = b(G e) immediately; in the latter case it su ces to prove that h(G rand e) = b(G rand e).
Assume that q > 1=n 2+o(1) and p < 1 ? 1=n 2+o (1) . Then the a priori probabilities that G rand and G rand e are generated di er by a multiplicative factor of at most n 2+o (1) . It follows that h(G rand e) 6 = b(G rand e) with probability at most n 2+o(1) (2n ?5 ) = 2n ?3+o (1) . Taking the union bound over all Theorem 21 Let the matrix X be an optimal solution for the minimization SDP for h. Partition the vertices of G to those whose column has a positive entry in the rst row of X, and those whose column has a negative entry in the rst row of X. Then with high probability over the choice of G rand , this gives the original partition (S; S).
Proof: Observe that X is also a feasible, though perhaps not optimal, solution for G e. Let e = (i; j), where vertices i and j are on di erent sides of the bisection, and there is no edge in G between i and j. Lemma 20 then implies that x ij = ?1, as otherwise, h(G e) < h(G) + 1. Let e = (i; j), where vertices i and j are on the same side of the bisection, and there is an edge in G between i and j. Lemma 20 then implies that x ij = 1, as otherwise h(G e) < h(G).
The fact that h(G) = b(G) then implies that x ij = ?1 whenever (i; j) is an edge connecting di erent sides of the bisection. The fact that the entries of X sum up to 0 and that jx ij j 1 then implies that x ij = 1 whenever i and j are on the same side of the bisection. 2 programming. The heuristics were evaluated on semirandom models in which an input graph is chosen at random, and then undergoes \monotone" changes (that supposedly make the problem easier).
Semide nite programs have been used for approximation algorithms for the above and similar problems. The current work provides observations that may be useful also in the context of approximation algorithms.
The random hyperplane technique was suggested by Goemans and Williamson 18] as a method of \rounding" the semide nite solution so as to obtain a valid solution of the original problem. We have used this technique in our heuristic for independent set. For bisection we have not used this technique. Instead, we have used a deterministic rounding technique (in Theorem 21). It would be interesting to see if similar deterministic rounding techniques can be used in approximation algorithms for problems such as max-cut. We remark that the random hyperplane technique does recover the optimal bisection in our semirandom model (details omitted).
For the independent set, we note that our semirandom model does not exclude the possibility that the graph has independent sets larger than jSj. Nevertheless, our heuristic does recover S. This is somewhat surprising. Had we applied a semide nite program only once, its solution may well have been completely determined by the subgraph induced on S, giving us no clue as to where S is. However, in the rst phase of our algorithm (the coarse partitioning),
we keep using semide nite programming to cut out parts of the graph until no independent set of size jSj=4 remains. This repeated use of semide nite programming allows us to recover S. It would be interesting to see approximation algorithms based on repeated applications of semide nite programming.
We remark that if G min is de ned so as to also include edges within S with probability p, then S is likely to be the largest independent set, and one application of a semide nite program may su ce in order to recover it. This model was recently studied in 14].
A Technical lemmata
A.1 Proof of expansion property
Proof of Lemma 7: First, we observe that with high probability, each vertex t 2 S has superconstant degree. The following bound is not the best possible but su ces for our purposes.
Proposition 22 For some constant > 0 (depending on and ), jN(t) T Sj ln n for all t 2 S with probability 1 ? o(1) as n grows su ciently large.
The proof of Proposition 22 appears after the proof of Lemma 7.
For the rest of the proof of Lemma 7 we assume that the graph G is chosen as before, but conditioned on each vertex t 2 S having degree ln n in S; by Proposition 22, this conditioning will not a ect what happens with probability
We consider the bad event that N(T) U for some T S of size k 31 n=32d and U S of size dk. There are at most n k n dk en k k e n dk dk possible bad events. By symmetry and assuming our lower bound on the degree of each vertex, we have that for any xed U and t 2 S, N(t) U with probability at most (dk= n) lnn . Hence, N(T) U with probability at most (dk= n) k lnn . Setting R = dk= n, we have the product of the number of bad cases times the probability that any bad case occurs is at most en k k e dk R ( lnn?d)k :
For Proof of Proposition 22: Recall that the probability that a vertex t 2 S is connected to a vertex s 2 S is p = (1 + ) ln n= n. Using the binomial formula and routine inequalities and simpli cations we have that a vertex t 2 S has degree in S with probability n p (1 ? p) n? e (1 + ) (ln n)n ?(1+ )(1? = n) : Let = ln n, for some constant > 0. We have that for any constant > 0 we can set small enough so that (e= ) lnn ; (1 + ) n and n ?(1+ )(1? = n) n ?1? + : Setting = =4, we have that a vertex has degree ln n with probability at most n ?1? =4 ; by a simple monotonicity argument, the same bound holds for any < ln n. The proposition then follows by invoking the union bound over bad events (t being of low degree in S). The function f(x) = x= p
x ? x 2 = 1= p x ?1 ? 1 is positive and monotone increasing over (0; 1); hence the absolute value of hz i ; z j i is minimized when hy 0 ; y i i and hy 0 ; y j i are minimized. As these minimums are in both cases more than K=2n, it follows that hz i ; z j i < ?(K=2n) 2 =(K=2n ? (K=2n) 2 ) = ?K=(2n ? K). 2 A.3 A bound on the eigenvalues of random graphs
In this section we complete the proof of Lemma 19. This requires evaluating the eigenvalues of a random matrix M. We rst review and develop some tools that will be used in our analysis.
A symmetric matrix is positive semide nite if and only if all its eigenvalues are nonnegative. We denote the eigenvalues of a matrix by 1 2 : : : n and a corresponding eigenvector basis by e 1 ; : : : ; e n (which may not be unique).
We shall use the following known theorem, whose proof we sketch for completeness.
Theorem 24 Let A and B be two symmetric matrices of order n. Then
Proof: We start with some basic facts about eigenvalues. For a symmetric matrix C of order n, its eigenvalues satisfy i (C) min x2F
where F is any subspace of dimension i and x 6 = 0. Furthermore, equality is achieved if F spans e 1 (C); : : : ; e i (C) (with the minimum achieved by x = e i ).
Similarly, i (C) max x2F
x t Cx x t x ; (2) where F is any subspace of dimension n + 1 ? i and x 6 = 0. Equality is achieved if F spans e i (C); : : : ; e n (C) (with the maximum achieved by x = e i ). Let Tr(A) denote the trace of A, i.e., the sum of entries along its main diagonal. Theorem 27 Let c be a su ciently large constant, let a > 0 be an arbitrary constant, and let n be su ciently large. Let B be the adjacency matrix of a random graph on n vertices in which each edge has probability p, where 1=n p (n ? 1)=n. Then with probability at least 1 ? n ?a over the choice of B, max j 2 j; j n j] max c p pn log n; c p (1 ? p)n log n]. Let C be the adjacency matrix of a random bipartite graph on n=2 + n=2 vertices in which each edge connecting the two parts has probability p. Then with probability at least 1?n ?a over the choice of C, max j 2 j; j n?1 j max c p pn log n; c p (1 ? p)n log n]. Proof: Consider a matrix B as in the theorem and assume p 1=2. Let J be the all 1 matrix and consider the matrix A = B?pJ+pI. Then B = A+pJ?pI. As the only nonzero eigenvalue of J is n, we obtain from Theorem 24 that n (B) n (A) ? p and 2 (B) 1 (A) ? p.
The matrix A is a random matrix. Each entry has expectation 0, and variance p(1 ? p) (except for entries on the diagonal which are all 0). Let (A) = max j 1 (A)j; j n (A)j]. As A is random, we shall compute the expectation E ] over the choice of random A. Let k be an even integer (we will later choose k = (log n)). Then (E ]) k E k ] E Tr(A k )].
The trace of A k is computed by summing over all closed walks of length k on the complete graph, and for each such walk associating a weight equal to the product of the entries for the corresponding edges in A (taking into account the number of times each edge appears in the walk). For E Tr(A k )], this computation is simpli ed by the fact that if a walk crosses an edge exactly once, then the contribution of the edge to the expectation of the weight is 0 (as this is the expected value of each entry of A), making the expected weight of the walk 0. If an edge is crossed twice by a walk, its expected contribution to the product is its variance p(1 ? p) p. The upper bound of p on the contribution applies also when an edge participates more than twice in a walk.
As we may assume that edges are crossed by the walk either at least twice or not at all, then the total number of distinct edges crossed by the walk, which we denote by l, satis es l k=2. As the edges of the walk induce a connected graph, the number of vertices in this graph, denoted by t, satis es t l + 1.
We now parameterize the walks by t and l. (In the following, we omit some multiplicative terms that are (O(1)) k , as they in uence the nal result only by a multiplicative constant factor.)
The number of possible induced subgraphs. A walk visits a subgraph of G. There are ? n t ways of choosing the vertices. As the walk induces a connected graph, it has a spanning tree. t ? 1 of the edges belong to the spanning tree, and there are t t?2 possible spanning trees on t vertices. There are at most (t 2 ) l?t+1 ways of choosing the remaining edges. Altogether, the number of possible subgraphs is bounded by n t t 2(l?t) e t .
The number of walks. As seen from Proposition 26, the number of walks of length k can be bounded by t(2l) k=2 .
Expected weight of a walk. The expected weight of a walk that crosses l edges is at most p l . Let E(k; t; l) denote the sum of expected weight of all closed walks of length k that visit t vertices and l edges. Then we have: E(k; t; l) n t t 2(l?t) e t t(2l) k=2 p l ' e t ( n t 2 ) t (t 2 p) l (2l) k=2 t Let E(k; l) denote the sum of expected weight of all closed walks of length k that visit l edges. When t = O(log n) and n is large enough, then the expression (n=t 2 ) t is increasing with t. Hence for xed k and l, E(k; t; l) increases (more than) geometrically with t, implying that E(k; l) 2E(k; t = l + 1; l) 2e l+1 ( n (l + 1) 2 ) l+1 ((l + 1) 2 p) l (2l) k=2 1 l + 1 e l+1 n l+1 p l (2l) k=2 that p ? q c r p log n n for some large enough constant c.
Proposition 28 For n su ciently large, n (?Y ) (c=4) p pn log n with probability 1 ? n ?5 over the choice of G rand .
Proof: The matrix ?Y is a diagonal matrix. Hence its diagonal entries, ?y i , are its eigenvalues. To bound ?y i w.h.p., we compute the number of neighbors that vertex i has on each side of the bisection.
The expected number of neighbors of i on the other side of the bisection is pn=2. The probability of having less than pn=2 ? a such neighbors is at most e ?a 2 =pn (see for example Theorem A.13 in 5]). The expected number of neighbors of i on the same side of the bisection is qn=2 (for simplicity of notation, we also assume here that i has a self loop with probability q). The probability of having more than qn=2 + a such neighbors is at most e ?a 2 =qn+2a 3 =(qn) 2 p pn log n with probability at least 1 ?n ?6 , when c is a large enough constant (the 6 can be replaced by any constant by making c su ciently large). Taking the union bound over all i, the proposition is proved. 2 Proposition 29 For n su ciently large, n?1 (A c ) ?(c=4) p pn log n with probability 1 ? n ?5 over the choice of G rand . Proof: The matrix A c is the adjacency matrix of G c , the edge-complement of the graph G rand . Choosing at random a graph G c with the right distribution can be done using the following process. For convenience, we identify graphs with their adjacency matrices. Choose a random graph B in which every pair of vertices of S are connected with probability (1 ?p). Choose a random bipartite graph C (with bipartition (S; S)) in which each cut edge has probability (1?q). 
