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We analyze the semilinear problem Au,+f(u,) =0 in ]0,2L[ XL’, uL =0 at 
a(]O, 2L[ x Q), where Q c &I ” ’ is a bounded, smooth domain and f is a given 
nonlinearity, in the limit L + co. The solutions of that problem are related to those 
of the (n - 1)-dimensional problem Au + f(v) = 0 in $2, v = 0 at dB. In particular, 
necessary and sufficient conditions on a given solution of the latter, t;, are given for 
the former to have a solution, uL, such that u~(,Y,, x2, . . . . x.) + v(xZ, . . . . x,,) as 
L --t co, in most part of the cylinder 10, 2L[ x Q. Related bifurcation problems and 
some generalizations are also considered. 1” 1992 Academic Press. Inc 
1. 1~TRoDucT10N 
This paper is concerned with the analysis of the nonnegative solutions of 
the problem 
du+f(u)=O in ]0,2L[ xQ, u=O at 8(]0,2L[ xQ), (1.1) 
in the limit L -+ co. Here, d is the Laplacian operator, 52 c R” ~ ’ (n 3 2) is 
a bounded domain, with an appropriately smooth boundary if n > 2, and 
the nonlinearity f: [0, cc [ + R is a C’-function such that f(0) 20. 
Throughout the paper, the independent variables will be represented as 
(x, y), where x=x,, and y= (x,, . . . . x,). 
In particular, we are interested in the relation between the solutions of 
(1.1) for large L and those of the (n - 1 )-dimensional problem 
du+f(u)=O in&?, v=O at&S. (1.2) 
In addition, we shall analyze the global bifurcation diagram of 
du+Af(u)=O in ]0,2L[ xf2, u=O at 8(]0,2L[ xQ) (1.3) 
* This research was partially supported by the Comision Interministerial de Ciencia y 
Tecnologia, under Grant PB 86-0497. 
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for large L (LI 3 0 is real parameter), and we shall relate it with the 
bifurcation diagram of 
Au + @(II) = 0 in Q, u=O at&?. (1.4) 
When considering (1.3), the following assumptions on the nonlinearity J 
will be made 
(H.l) f(l)=O,J’(u)<O if u> 1. 
(H.2) .f(u)>O if Obu< 1. 
(H.3) The bifurcation diagram of (1.4) is continuous (in (A, U)E 
[0, a[ x C(B), u 30 in 52) and S-shaped (see Fig. la), exhibiting three 
solutions if /1,< A <A,, two solutions if ii = A, or .4 =A,, and a unique 
solution otherwise. Also, except at the bifurcation points (at n = il, and 
.4 = A,), the (self-adjoint) linearized problem associated with (1.4) does not 
have the zero eigenvalue in its spectrum. 
Observe that, under the assumption (H.l ), maximum principles [ 1 ] 
imply that every nonnegative solution of (1.1) and (1.3) (resp., (1.2) and 
(1.4)) is such that 
Odu< 1 in 10, 2L[ x Q (re! 
II v II Q) 
sp., 0 < LI< 1 in Q), (1.5) 
b 
FIG. 1. The bifurcation diagram of: (a) Eq. (1.4), (b) Eq. (2.24), (c) Eqs. (1.3) or (1.7). 
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and the definition off for u > 1 is irrelevant. For sufficient conditions on 
the nonlinearity f giving S-shaped bifurcation curves see, e.g., [24]. 
Assumptions (H.lLH.3) are unessential in the analysis that follows, but 
they help to clarify the presentation of the results. Also, they are satisfied 
in some applications that we have in mind: the analysis of the steady states 
in isothermal catalysts (see [S]) that frequently have the shape of a fairly 
slender cylinder. In this case 1 -U is the reactant concentration and the 
nonlinearityf, that models the reaction rate, typically has one of the forms 
fl(u)=(l -u)l(k-u)2, 
fi(u)=(l -~)expCrBul(l +b)l for Odudl, (1.6) 
where k > 1, y > 0, and fl> 0. With those nonlinearities assumption (H.3) 
is satisfied if D c Rp (p = 1, 2, or 3) is the unit ball, for appropriate values 
of the parameters (see [S, 61). If f = fi , p = 2 or 3, and k - 1 is sufficiently 
small, or if f = f2, p = 3, and y is sufficiently large, then (1.4) may also 
exhibit more complex bifurcation diagrams that will be considered in 
Section 4, where the assumptions (H.l) and (H.2) will also be relaxed. 
Observe that if the boundary conditions in (1.1) at the ends of the 
cylinder, (0) x 0 and { 2L) x 0, were replaced by au/ax = 0, then for each 
solution of (1.2) u, the function U, u(x, y) = v(y), would be a solution of 
( 1.1) for each L > 0. Then one might think that, for large L, the boundary 
conditions (1.1) at {0} x D and at {2L} x fi should have only a local effect, 
near the ends of the cylinder, and, therefore, that for each solution of (1.2) 
there is a solution of (1.1) such that u(x, .) + u as L + co, except for x near 
0 and 2L. This conjecture is not true. In fact, one of the basic results in this 
paper will give necessary and sufficient conditions, on a given solution of 
(1.2) u, for (1.1) to have a solution that converges to v in an appropriate 
sense. Such conditions will be closely related to the stability properties of 
u as a steady state of the parabolic problem associated with (1.2). This 
relation will lead us, in a natural way, to most of the remaining results in 
the paper, that are connected with stability properties of the solutions 
of (1.1) (again, as steady states of the associated parabolic problem) for 
large L. 
As will be seen, the right conjectures are obtained from the following 
crude approximation of ( 1.1) 
d-u+f(u)=O in O<.u<2L, u = 0 at x = 0,2L, (1.7) 
that is obtained by substitution of the transversal diffusion term, 
a2qaX: + . . . + d%lax;:, by --au; the positive parameter CJ is removed by 
resealing. These kind of approximations do frequently (not always, see 
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Lions [7]) give the correct qualitative account of the solution set of the 
original problem (see [S] for the analogy in a related problem). 
A rigourous justification of one-dimensional approximations like (1.7), at 
a local level (that is to say, when considering only solutions of (1.1) that 
are close to a given solution of (1.2) everywhere in the cylinder) has been 
given in [9, lo], via a center manifold theory, for more general elliptic 
problems in infinite cylinders. See also [ 1 l] for local results on the 
solutions of (quite general) nonlinear elliptic problems in slender cylinders. 
Our global analysis of problems (1.2) and (1.3) is in the spirit of several 
works in the literature dealing with the singular perturbation problem 
(as s+O+) 
~du+f’(u)=O inQ, u=O at&?, (1.8) 
where Q is a smooth domain of R” (n 2 1). That problem has received a 
great deal of attention during the last decade, beginning with the works by 
Brown and Budin [ 121, and Hess [13] (see, e.g., [14] for further 
references). In fact, as L + co, (1.7) is a one-dimensional version of (1.8) 
that has been thoroughtly analyzed, by means of ODE techniques, by 
O’Malley [ 1.51 and, more recently, by Kath [ 161. 
The solutions of ( 1.1) will exhibit boundary layers near the ends of the 
cylinder, where they will approach (as L + co) a solution of 
dw+f(w)=O in 10, co[ xSZ, (1.9) 
w=O at a(]O, co[xQ), w,=O at x=co. (1.10) 
In addition, the analysis of (1.7) suggests that some solutions of ( 1.1) may 
also exhibit boundary layers inside the cylinder, as will be confirmed in 
Section 3. 
The paper is organized as follows. The existence, uniqueness, and some 
additional properties (regularity, x-monotonicity, asymptotic behavior as 
x -+ co) of the semi-infinite domain problem (1.9))( 1.10) will be analyzed 
in Section 2. In particular, a precise criterion will be given (see Theorem 
2.1B) to count the number of solutions of (1.9)-(1.10) in terms of some 
properties of the solution set of (1.2). In Section 3, we consider problem 
(1.1) for large L, with special emphasis on those solutions that are linearly, 
asymptotically stable steady states of the associated parabolic problem. 
Under an additional mild assumption, the results in Theorems 3.1-3.3 
imply that there is a one-to-one correspondence between the set of linearly 
asymptotically stable solutions of (1.1) and the solution set of (1.9)-( 1.10). 
The results in Sections 2 and 3 will be applied to the bifurcation problem 
(1.3) (under the assumptions (H.l ))(H.3)). Further applications and some 
generalizations will be considered in Section 4. 
MULTIPLE SOLUTIONS 229 
The main tools to be used are monotone techniques and variational 
arguments. Some spectral theory will also be necessary to address stability 
and uniqueness questions. 
2. THE SEMI-INFINITE CYLINDRICAL DOMAIN 
In this section we analyze the bounded classical (W E C( [0, cc [ x 0) n 
C2( 10, cc [ x Q)) solutions of (1.9))( 1.10) that, as it will be seen in 
Section 3, may be obtained as limits of solutions of (1.3) as L + co. 
A part of the results of this section will be consequences of the following. 
THEOREM 2.1. LetQ~RIW”~‘heasinLemmaA.l,andletf’:[O,~[-+R 
be a C’-function such that f(0) 2 0. Then: 
A. Every bounded, nonnegative, classical solution qf 
dw+f(w)=O in 10, co[xQ, w=O ata(]o, co[ XL?) (2.1) 
issuchthatw~C’~~([O,L]x~)nC~~~([I,L]x~)wheneverO<l<L<so, 
and satisfies 
eitherw=Oin[O,co[x~orw>Oandw,>Oin]0,~[~Q, (2.2) 
II~‘--lIC.2(~.r.~+f,xSli)-*0 fn x+ Go, (2.3) 
where 17(x, y) = v(y) and v E C2(a) is a solution qf 
dv+,f(v)=O inQ, V=O dac2. (2.4) 
B. Let v E C2(o) be a solution of(2.4) such that v > 0 in Q. Then (2.1) 
(2.3) has a solution tf and only tfv satisfies 
H(v) < H(v’) for all v’ E C’(n) satisfying (2.4) and 0 < v’ < v in Q, (2.5) 
where the functional H is defined by 
H(v) = j ClWy)12 - 2F(v(y))l 4s 
n 
with F’(v) = j; f(t) dr. (2.6) 
rf v E C’(Q) satisfies (2.4), (2.5) then there is a unique solution, w, of (2.1) 
(2.3). 
Proof: A. Standard regularity results Cl71 imply that w E 
C2~‘([l,L]xD) whenever O<l<L<cc. Then if O<L<ao and p>n, 
WEW~(]O,L[XQ) (LemmaA.1) and w~C’.“([O,Llxo) (imbedding 
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theorems [18]). Also, the Hopf maximum principle implies that either 
w = 0 in [0, cc [ x 0 or w > 0 in 10, cc [ x Q. Let us see (to obtain (2.2)) 
that if the latter holds, then W, > 0 in 10, co[ x Q. To this end, let the 
constant M > 0 be such that 
M+f’(u) >o for all UE [0, u,], (2.7) 
where u0 = sup(w(x, y): x > 0, y E Sz}; notice that (2.7) implies that 
MU + f(u) -f(O) > 0 in ]0,2L[ x Q. For each L > 0, the linear problem 
Aw, -Mw, +f(O)=O in ]0,2L[ x52, w1 = w at a(]O, 2L[ xQ), has a 
unique solution, w, E C3(]0, 2L[ x a) n C’( [0, 2L] x 0) (local estimates, 
Lemma A.l, and imbedding theorems). Also, w, > 0 and w, ~ > 0 in 
10, 2L[ x Q (maximum principles). Then I+‘~ E w - w1 satisfies 
w* > 0, Aw, + g(x, y, wz) = 0 in ]0,2L[ x Q, 
w2 = 0 at J(]O, 2L[ x Q), 
where g(x, y, w2) -f(w,(x, y) + w2) + Mw,(x, y) -.f(O). Since g = 0 at 
(0) x 0 and g > Mw, in ]0,2L[ x Q, Lemma A.1 and maximum principles 
readily imply that rvz E C’([O, I] x G) for all IE 10, 2L[ and M’~ > 0 in 
1% 2LC x Q. Also, g&, Y, WAX, ~1) = Cf’(dx, Y)) + Ml W&G Y) > 0 for 
all (x, y) E 10, 2L[ x Q (see (2.7)). Then w2\- > 0 in 10, L[ x Q, as it comes 
from (a straightforward extension of) [ 19, Theorem 3.21, and w., = w,\- + 
w*.~ > 0 in 10, L[ x Sz. Since this is true for all L > 0, w, > 0 in 10, co [ x R 
and (2.2) follows. 
If the first alternative in (2.2) holds, then (f(0) must vanish and) (2.3) 
is obviously satisfied. If the second alternative holds, then the map 
x + w(x, .) is monotonous and bounded as x + co, and the pointwise limit 
of such a map, u, is such that DE L,(Q) and IIw(x, .)- uIILp(Rj + 0 as 
x + co, for all p > 1 (Levi’s monotone convergence theorem). Then local L, 
estimates [20] applied to (2.1) imply that, for ail p > 1, u E W,(Q) and 
II~~--llW~(~.r~I,.\-+2[xR) + 0 as x + co, and imbedding theorems and local 
Holder estimates applied to (2.1) imply that u E C’(D) and that (2.3) holds. 
Then, when the limit x + cc is taken in (2.1), v is seen to satisfy (2.4). 
B. For a given classical solution of (2.4), u ( >O in Q), let us consider 
the sequence { wk) cC([O, a[ xa), where wk(x,y)=ul(y) if (x,~)E 
]k, co [ x ST and k B 0, while if k 2 1, the restriction of wk to [0, k] x G is 
defined inductively as the unique solution of 
Aw,-Mw,+Mw,~,+f(w, -I)=0 in 10, k[ x 52, (2.8) 
WAX, Y) = xdy)lk if (x,Y)E~(IO,~CXQ), (2.9) 
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where A4 > 0 is a fixed constant satisfying (2.7) with u0 = max{ v( y): y E o}. 
Observe that, for all k 2 1 and all p 2 2, 
14’~ E C’(]O, k[ x Q) n C’( [0, k] x D) n W,“(]O, k[ x Q), (2.10) 
as is seen inductively by means of local estimates, Lemma A.1, and 
imbedding theorems. Also, when maximum principles (the weak maximum 
principle [ 17, p. 168, Theorem 8.11 to obtain (2.12) below since &v, , /i?x 
is not continuous in [0, k] x Q) are applied, it is seen inductively that, for 
all k 3 1, 
i-l 3 bV/,. 3 \l’A + , > w’ 3 0 in 10, x[ xQ, (2.11) 
aw,/&x > 0 in [0, k] x G, (2.12) 
for any nonnegative solution of (2.1) w”, such that M”( a, .) < u in 0. Then 
Levi’s monotone convergence theorem, local estimates, and imbedding 
theorems readily imply that the pointwise limit, M’, of the bounded, 
monotone sequence, {IV,}, is such that 
M‘EC~([I,L]~~)~LJ]O,L[X~~) (2.13) 
II M’ - “‘k II C2([/. L] x n, + II M’ - ‘V/c IILp( ](I. L[ x 0) -+ 0 as k+ x, (2.14) 
whenever 0 < I < L and p Z 1. Now, since for all k > 1, wk satisfies Eq. (2.8) 
in 10, 1 [ x Q, with boundary conditions ~7~ = (Pi in c’(]O, 1 [ x Q), where 
(P~(.Y, J-) = .YM’~( 1, y), estimate (A.2) of Lemma A.1 readily implies that, for 
all p > 2, { M.~) is a Cauchy sequence in Wi(]O, 1 [ x Q) and thus 
(imbedding theorems) it converges (to H,) in C’( [0, 1 ] x 0). Then (see also 
(2.8) (2.9), (2.11))(2.14)) M‘ is a classical solution of (2.1) such that 
c > 11‘ 3 M” > 0 in [0, ~3 [ x Q, (2.15) 
for any nonnegative solution of (2.1), w’. such that M”( c;, .) d u in Q. 
Now, let us see that MI satisfies (2.3) if and only if 11 satisfies (2.5) (then 
(see (2.15)) it will readily come out that (2.1), (2.3) posses a solution if and 
only if v satisfies (2.5)). To this end, first observe that, for all k 3 1, 
Llw,+ f’(Wk)<O in ]O,k[ xfl (2.16) 
(see (2.8), (2.11), and the definition of the constant M). Then, when (2.16) 
is multiplied by HJ~, ( 3 0 in [0, k] x Q; see (2.12)), the resulting equation 
is integrated in ].u, k[ x Q, integration by parts is applied (see (2.10)), and 
(2.9) is taken into account, one readily obtains, for all k 3 1 
Wx,(.Y, y)’ dy < H(r) for all .YE [0, k[, (2.17) 
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where the functional H is as defined in (2.6). If one now lets k--f 00 
in (2.17) and x-+ co in the resulting equation, then one gets (see (2.13) 
and recall that w E C’( [0, I,] x 0) for all L > 0 and IIw,(x, .)I1 cco, + 
llw(x, .)-~(a, ~)llc~cQ, -+O as x+ 00) 
H(w(x, -))-jD w,(x, y)’ dy d H(u) for all x b 0, 
H(w(oo, .)) < H(u). (2.18) 
Now, if u satisfies (2.5) then w(cc, .) = u because w(co, .) is a solution of 
(2.4) that satisfies (2.18) and w(co, .)6u in Q (see (2.15)). To prove that 
the converse is also true, we assume, for contradiction, that w( KI, .) = u 
and that there is a solution of (2.4), u’, such that u’< u in Q and 
H(u’) 6 H(u). Let us consider the limit w’ of the sequence, (w;}, that is 
defined as the sequence {wk} above, but with fi replaced by fi’ 
(3(x, y) = u’(y)). As above, it is seen that W’ is a solution of (2.1) such that 
5’ 3 w’ 3 0, W’ > w’ in 10, co[ xQ, 
H(w’(co, .I) d H(d) ( d H(u) = H(w(m, ))). 
(2.19) 
Also, if (2.1) is multiplied by W, and the resulting equation is integrated in 
10, co [ x 52, we obtain (WI and w’ are solutions of (2.1)) 
H(w’(O, .)I -s, w’J0, y)’ dy = H(w’( cm, .)), 
and since H(w(0, .)) = H(w’(0, .)) ( see the b.c. (2.1)), these two equations 
and (2.19) yield 
(2.20) 
But this inequality cannot hold since 0 < w!JO, .) < w,(O, .) in Q, as it 
comes out when the Hopf maximum principle is applied and it is taken 
into account that w and w’ are solutions of (2.1) satisfying (2.19). Thus the 
desired contradiction. 
Finally, the solution of (2.1) (2.3) must be unique since, if in addition 
to the (maximal) solution constructed above, there were another solution 
w’ ( < w in [0, cc [ x D; see (2.15)) then, by the argument above, w and w’ 
would be seen to satisfy (2.20) (with the equal sign), and this is again not 
possible if W’ # MI. 
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Theorem 2.1 provides the (qualitative shape of the) bifurcation diagram 
of (1.9), (1.10) whenever one knows the bifurcation diagram of (1.4) and 
the comparative values of the functional H at the solutions of (1.4). Under 
the assumptions (H.l))(H.3) (see Sect. l), that information is obtained 
from the following. 
LEMMA 2.2. Let Sz c [w”- ’ (n 22) he as in Lemma A.l, and let 
f: [0, a[ + 52 be a C’yfunction satisfying assumptions (H.l)-(H.3) 
(see Sect. 1) For each A 30, let H,: W:(Q) -+ R be defi:ned by 
H,,(o) = j ClVG’)I’- 2Mu(y))l dv, R 
where F(v) = /If(<) d<, (2.21) 
and let v,,, vIA, and V; be the minimal, the intermediate, and the maximal 
solutions of (1.4). Then, the functions A -+ h,(A) = H,(u,,), A + h,(A) = 
H,,(u,~), and A + h*(A) = H,,(u);) belong to C([O, A,]) n C’(]O, A,[), 
C(C/i,,/l.l)nC’(1/1,,n.C), and C(CA,,aC)nC’(lA,, cx,[), respectively, 
and are such that (see the sketch qf Fig. 2) 
dh, JdA > dh,/dA > Ah */d/l in IA,, AAL 
h,(A,) =hJA,) > h*(A,), h,(A,) < h,(A,) = h*(A,), 
k+.(A)<h*(A)<h,(A) in A,<A<A,., (2.22) 
h*(AWh,(A)<h,(A) in A,<A<A,, (2.23) 
where A, E ]A,, A,[ is the unique solution of the equation h,(A) = h*(A). 
Proof: Under assumption (H.3) the maps A -+ v,,, A + v,,,, and 
A+l$, of [0, A,], [A,, A,], and [A,, co[ into W:(Q) are continuously 
differentiable in the corresponding open intervals, as it is seen by a 
straightforward application of the implicit function theorem; also these maps 
are continuous in the closed intervals, as it follows from assumption (H.3). 
Al *, A” h 
FIG. 2. The functional H,,, defined in (2.21), at the solution of (1.4). 
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Then the functions h *, h, and h* satisfy the stated regularity properties, 
and (2.22), (2.23) are readily obtained, when taking into account that the 
function 1; -+ F(u) is strictly increasing in 0 < u < 1 (assumption (H.2)) and 
that II; < 1 in Q for all n E [A,, cc [, from the equation 
dh(A)/dA = -2 / F(u(y)) dy, 
R 
with h = h,, h,, or h*, * u=~,~,u,~,oru~, 
that is obtained through differentiation of (2.21) and integration by parts. 
The remaining part of the proof readily follows. 
The fact that under assumptions (H.l )-(H.3) the bifurcation diagram 
of (1.9), (1.10) is as shown in Fig. lb is made precise in the following 
consequence of Theorem 2.1 and Lemma 2.2. 
THEOREM 2.3. Let R he us in Lemma A. 1, and let f und A,. he as in 
Lemma 2.2. Then the problem 
Abt~+Af(w)=O in 10, CD[ xQ, w=O ata(]O, CD[ xQ), (2.24) 
possesses a unique bounded, nonnegative solution, w,,, if 0 d A <A,., 
exactly two bounded, nonnegative solutions, w,, and wz (M’*,, < H*; in 
]O,co[xf?), zj”A,.<A<AU, and a unique bounded, nonnegative solution, 
w,*, ifA,<A<co, that are such that,,for each A>O, w*,,(~;)=v*,, and 
tv);(m, .) = v:, where v*,, and v); are the minimal and the maximal solutions 
of (1.4). Also, the maps A + w*,, and A + w,*, of’[O, A,,] and ]A,., a[ into 
C( [0, n3 [ x a) (the space qf the reul, umformly continuous Jirnction in 
[0, n3 [ x 0, with the sup norm) is continuous, and strictly* increasing (~lith 
the usual order relation in C( [0, m [ x s?). 
Proof: The first assertion readily comes from Theorem 2.1 and 
Lemma 2.2. To prove the second assertion, first observe that the maps 
A+“*A and A -+ 0; of [0, /i,] and [A,, co[ into C(D) are continuous 
(assumption (H.3)) and strictly increasing (take into account that cc, = 0 
and v, = 1 are sub- and super-solutions of (1.4) for all A 3 0, that if 
O<A,<A,<A,, then v.+,,> is a super-solution of (1.4) at A = A,, and that 
if A,< A, < A, < ~8, then v;, a sub-solution of (1.4) at A = A,, and apply, 
e.g., [21, p. 96, Theorem 10.31). Now the map A + IV*,, is strictly 
increasing since, if 0 < A, < AZ < A,, then IV*,,, < II%*,,> in 10, a [ x R, as is 
seen inductively through the sequence that, in the proof of Theorem 2.1 B, 
defines w.+,,~, when taking into account that M..+~,( cc, .) < w*,,~(,x, .) in 52, 
and that w,,,, is a sub-solution of (2.24) at A = A, ; the Hopf maximum 
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principle readily implies that w.+~, < w.+,,,* in 10, cc [ x Q. The map ,4 + w; 
is similarly seen to be strictly increasing. 
Finally, the map n -+ w,, is continuous from the right at n = /i,, for 
ail A, E [0, A,[. to see that, observe that as n <A,, the bounded, 
monotonous map II + w.+~ is pointwise convergent to a function, wr, that 
is such that w,(x, y) <Gus, = w,,,(co, y) for all (x, y) E [0, cc [ x n. 
Local estimates and imbedding theorems readily imply that IV, is a 
classical solution of (2.24) at A = /1, (thus M“~ = w,,,,) and that 
/Iw*,, - w,,~, /I c‘r,,, Ll x a, + 0 as n < A,, for all L > 0. Since, in addition 
~V*/l(.Y, .I -+ u*, in C(Q) as x + m for each fixed /1, and u,,, + II,,, in 
C(B) as /l+n,, it is readily seen that w,, + IV*,,, in the norm of 
C( [0, a [ x a). Similarly (to complete the proof) it is seen that the map 
A -+ it’,, is continuous from the left, and that the map /i -+ wX is 
continuous. 
LEMMA 2.4. Let 52 c IX”- ’ and ,f be as in Theorem 2.1. Let w he a 
nonnegative solution qf (2.1) satisjjing (2.3), where v is a solution of (2.4) 
such that every eigenvalue of the (self-adjoint) linearized problem 
dqS+,f’(v)~+%f$=O inQ, q5=0 at852 (2.25) 
is strictly positive. Then: 
A. The spectrum qf the problem 
d$+,f’(w)$+i$=O in 10, E[ x52, $=O ata(]O, oo[ xs2) (2.26) 
in Lz( 10, CC [ x Q) is real and its icfimum is strictly positive. 
B. The problem 
Ak+f’(bv)iC+ 1=0 in 10, c0[ xQ, W=O ati3(]0, 03[ xQ) (2.27) 
possesses a bounded, nonnegative solution, with 
llaP(x, .)/c?xllccQ, + 0 exponentially, as x + cc. 
Proof: A. Let us consider also the problem 
d$+f’(v’)$+l.$=O in]O,m[xQ, $=O ata(]O, co[ xQ), 
(2.28) 
where G(.x, y) E v(y) = w( 30, y), and let us define the operators A and B, on 
JUIO, WC XQ)> 
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associated with (2.26) and (2.28), with domains D(A) = D(B) = closure of 
@CO, CO[ xfi)n Wz(]O, co[ x52) in W:(]O, co[ xQ), where 
We prove the stated property in three steps. 
Step 1. The spectra of A and B are real and both operators have the 
same essential spectra. To prove that we only need apply [22, p. 31, 
Theorem 4.61 and take into account that A and B are closed and self- 
adjoint, and that A -B is B-compact. 
Step 2. The spectrum of B is contained in [I”, , co [, where 1, is the 
lowest eigenvalue of (2.25). Let ,I E R be a spectral value of B. Then, 
according to the definition of D(B), there is a sequence, { $k} c 
@CO,aCxQ)n Wi(lO,~;Cxfi) such that ~=lim(B~,,~,)L2(10,~CxR), 
and IIIClklILz~lO,mCxa~= 1 for all k. Then, when taking into account the 
variational definition of the lowest eigenvalue of (2.25), I,, one obtains, 
through integration by parts, 
where, for each x 2 0, 8$k is the gradient of the function $,Jx, .), and the 
result follows. 
Step 3. The minimum oj the spectrum of A is strictly positive. Assume, 
for contradiction, that the minimum of the spectrum of A, &,, satisfies 
& < 0. According to Steps 1 and 2, Ibo is an isolated eigenvalue of A, of 
finite multiplicity. Since 2, = min{ (A$, $ ) LzC ,[I. ~ c x aj : +b E D(A)}, the 
eigenfunctions associated with A0 are such that $. # 0 in 10, 03 [ x Sz. Then 
$. may be chosen such that $()>O in 10, cc[ x Q, and 
d~o+f’(w)$o+~o$o=O in IO, co[ x52, I/I~=O ata(]O, co[ xQ). 
(2.29) 
Also, $, E aw/ldx ( >O in 10, a [ x 52; recall Theorem 2.1 A) satisfies 
A$,+f’(w)$,=O in]O,cc[xQ, *,=(A at [0, co[ x&Z (2.30) 
Then when (2.30) is multiplied by Go, (2.29) is multiplied by I/I,, the 
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resulting equations are substracted and integrated on 10, co[ x 52, and 
integration by parts is applied, one obtains 
where it has been taken into account that jlrji 11 c~(C.Y. X +, , x a, -+ 0 as x -+ co, 
for i = 0 and 1, as comes out by local estimates applied to (2.29), 
imbedding theorems, and Theorem 2.1B. But in (2.31) til(O, .) = w,(O, .) 
and rjoX(O, .) are strictly positive in Sz (Hopf maximum principle), and 
~,$~.t,b~>O in 10, KI[ xQ. Th en A0 > 0; the desired contradiction is 
obtained and the proof is complete. 
B. Let VE C2 (a) be the unique classical solution of 
d~+f’(u)~+ 1=0 in@ U=O atdQ 
(6 > 0 in Q as comes from the generalized maximum principle [ 1 I), and let 
the function g E C’( [0, cc [ x Q) be defined by 
Ax, Y) = - Cf’(4.v)) -f’(wk ~))lCl - exp( -x)1 fib) 
- [V(y)- 11 exp( -x). 
Since 
and 
llw(x, .I - 4Ic.(is) + 0 
Ils(x, Ill C(R) -+ 0 exponentially as x + co, 
(2.32) 
where the first limit comes from [23, Proposition 4.21 (or from [24, 
Theorem 4. lC] ), the problem 
dS+f’(w)G+g(x,y)=O in 10, co[ x52, G=O at iZJ(]O, ccc xQ) 
(2.33) 
has a unique solution, rU E C’( [0, cc [ x 52) n Wf( 10, cc [ x Q). Then 
ll~ll W;c,.K, X+ ,[ xRj -+ 0 as x + co, and local estimates applied to (2.33) and 
imbedding theorems imply that 
ll~(x, .)llc.(R) + 0 as x-+co. (2.34) 
Let us prove that, in addition, 
Il~ll c’([x,.x+l]xn) +o exponentially as x -+ a. (2.35) 
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To see that, multiply (2.33) by G, integrate in the y variable over the 
domain Q, and integrate by parts, to obtain 
A2 
-j” 
dx2 R 
G(x,y)2dy-lEr,j W(x,y)2dy+cp(x)>0 in O<X<ZD, (2.36) 
c2 
where the variational definition of the lowest eigenvalue of (2.25), 
2, > 0, has been used, and C&X) =lng(x, y) G(x, y) dy + j, [f’(w(x, y))- 
f’($~))l 4x, yJ2 du. Since cp(x) -+ 0 exponentially as x + co (see (2.32)) 
and ?u satisfies (2.34), Eq. (2.36) implies that jn 6(x, JJ)~ dy + 0 exponen- 
tially as x --+ cc. Then (2.35) is obtained by local estimates applied to (2.33) 
and imbedding theorems. 
Now, when taking into account (2.33) and (2.35), the function @, defined 
by W(x, y) = W(x, y) + U(y)[ 1 - exp( -x)] is seen to satisfy (2.27) and 
II @ - 4 C’([r,r+l]xn, -0 exponentially as x --f co. (2.37) 
Also, W > 0 in IL, CC [ x Q for some constant L > 0 (see (2.37)), and W > 0 
in 10, L[ x Sz (apply the generalized maximum principle to W and take into 
account that, according to part A above, the lowest eigenvalue of the 
equation in (2.26), with boundary conditions II/ = 0 at a(]O, L[ x Q), is 
strictly positive). Then W > 0 in 10, cxj [ x Q and the proof is complete. 
Remark 2.5. ‘The solution of (2.2’/) considered m Lemma 2.4B is 
bounded and satisfies, for some constants K> 0 and p > 0, 1%,(x; y)I d 
K exp( -2px), for all (x, y) E [0, CC [ x 0’. Then, if CI >O is defined by 
a=2 max{ If’(u)1 : O<udu,}, where u0 is any upper bound of w in 
[0, CC [ x Q, the function Cz E C2( [0, CD [ x a), defined by G(x, y) = 
2W(x, y) + a ~ ’ [2 - exp( -px)] is bounded in [0, c~3 [ x Q, and is such that 
dO+f’(w)fi+ 1 GO, @>a ~’ (>O) in 10, co[ x52, 
+,.>O in lx,, co[ x0, (2.38) 
where x0 = ,u i log(2ctK/p), as is easily seen. That function will be used in 
the proof of Theorem 3.4 below. 
3. THE SLENDER CYLINDRICAL DOMAIN 
In this section we consider problems (1.1) and (1.3) for large L. We are 
interested, mainly, in those solutions that are stable steady states of the 
associated parabolic problems. Thus, the following definition is recalled. 
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A solution of (l.l), U, is said to be linearly, asymptotically stable (resp., 
linearly stable or linearly unstable) if the lowest eigenvalue of 
Aqb +f’(u)f$ + 1~) = 0 in ]0,2L[ x Q, cj=O at8(]0,2L[ xQ) (3.1) 
is strictly positive (resp., nonnegative or strictly negative). Stability proper- 
ties of the solutions of (1.2), (1.3), and (1.4) are defined in a similar way. 
We first consider the relation between problems (1.1) and (2.1) for 
large L. 
THEOREM 3.1. Let s2c I&!“-’ (n32) he a bounded domain, with a C2” 
(for some CY E 10, 1 [) boundary tf n > 2, let f: [0, a [ + R! be a Cl-function 
such that f(0) >, 0, and let L E 10, a [. Then: 
A. Every nonnegative classical solution of 
Au+f(u)=O in]O,2L[xQ, u=O at c?(]O, 2L[ x Q) (3.2) 
is such that u~C’~~([O,2L]x~)nC~~‘([l,,l~]x~) whenever 0~1,~ 
I, < 2L, and tf u f 0 in ]0,2L[ x Q, then 
u,(x, Y) > 0, u(x, y) = u(2L - x, y) ,for all (x, y) E 10, L[ x Q. (3.3) 
B. For each bounded solution of (2.1), cc’ > 0 in 10, co [ x Q, there is a 
,famil-y of nonnegative, linearly stable solutions of (3.2), uL, L > 0, such that 
ML < 11’ in 10, L[ x Sz, 
IIUL - 4 C’([O,LJxa, -to as L-cc. (3.4) 
Also, uL is the maximal solution of (3.2) such that u,(L, .) < w(, .) in D. 
C. For each a > 0 and each c > 0, there is a constant L, 2 a such that 
if L > L, then every nonnegative solution of (3.2), ut-, is such that either 
iiuL/Ic([o,LJx~) ‘lb Or IIUL. - 4 cc[o, a] x n, < E, 
for some bounded, nonnegative solution qf (2.1) w (that depends on ut-). 
Proof A. The proof is completely similar to that of Theorem 2.1A. 
B. Let the function (x, y, t) -+ fi,(x, y; t), of [0, 2L] x 0 x [0, 00 [ 
into R be the unique solution of the initial boundary value problem posed 
by 
afi,/at = Al?, +f(iiL) in ]0,2L[ x Q x 10, so [, (3.5) 
ziL( ., .; 0) = iCL in [0, 2L] x 8, ii,-=0 ata(]O, L[ x0)x10, a[, 
(3.6) 
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where the initial datum, KJ~, is defined by 
fiL(X, y) = E’,(2L - x, y) = w(x, y) forall (x,~)~[O,L]xfi. 
Since, according to Lemma A.1, -d is a sectorial operator in 
L,(]O, 2L[ x Q) and E)L E Wl(]O, 2L[ x 52) for all p>2, KJ~ (>O in 
10, 2L[ x Q) is a super-solution of (3.5), (3.6) and ~7, E 0 is a sub- 
solution of (3.5), (3.6); by using, e.g., the results in [25, Chapt. 31, local 
parabolic estimates [26, p. 351, Theorem 10.11, and maximum principles, it 
is seen that (3.5), (3.6) in fact defines fi, uniquely in [0,2L] x JZ) x [0, co [, 
that iiL( ., .; t) E C’. “( [0, 2L] x a) n C2’ “(IO, 2L[ x Q) if t > 0, and that 
the map t -+ iiL(. , .; t) (resp., t + Z,( ., .; t)/dt) of [0, a3 [ (3.7) 
(resp., IO, co[) into Wl(]O, 2L[ x Q) . is well defined and continuous, and 
@iL>iiL(.,.; f,)>iiL(., .; t,)>u,20 in ]0,2L[ x $2, (3.8) 
whenever 0 <t, < t, < co, for any solution of (3.2), uL, such that 
u,(L, .) < w(c0, .) in Q (observe that if u,(L, .) 6 w(co, .) in Q, then uL 6 IV 
in [0,2L] x a, as is seen inductively through the sequence, { wk}, that 
defines w in the proof of Theorem 2.1B). Then, by Levi’s monotone 
convergence theorem, 
Cd., .,; t) + UL in L,( 10, 2L[ x Q), (3.9) 
for some uL such that 0 d uL < co a.e. in ]O, 2L[ x JL. Also, USE 
Wl(]O, 2L[ x 0) and it is a weak solution of (3.2) (for each 4 E 
C; (IO, 2L[ x Q), multiply (3.5) by T ~ ‘d, integrate over (x, y, t) E 10, 2L[ x 
Q x 10, T[, let T+ co, and take into account (3.9)), and U, is a classical 
solution of (3.2) (apply Lemma A.l, local estimates, and imbedding 
theorems). In addition, uL is linearly stable (otherwise, as in the proof of 
Lemma A.3, a sub-solution of (3.2) U,, would exist such that uL < Us < I,?~ 
in ]0,2L[ xQ; then iiL( ., .; t) > EL in ]0,2L[ x Q for all t >O and (3.9) 
would not hold), and uL is the maximal solution of (3.2) such that 
u,(L, .) d w(c0, .) in 0 (see (3.8)). 
Now if 0 <L, CL,, then uL, d uL2 in [0,2L,] x 0, as comes from (3.9) 
when taking into account that iiL,( ., .; t) 6 iiL2( ., .; t) in [0,2L,] x fl for all 
t >O (because ii,, is a super-solution of problem (3.5) (3.6) for L = L,). 
Then, there is a solution of (2.1), w, , such that 
Odw,dw in [0, co[ x0, (3.10) 
IlUL - M”l II C.ll[O, u, X&o) -+ 0 as L + a, for all a >O. (3.11) 
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Statement (3.11) is obtained by monotone convergence, Lemma A.l, local 
estimates, and imbedding theorems. Also 
IIuL-‘*‘l II(.,~o.L]xc7) +o as L-tccj, (3.12) 
as seen when using (3.11) and the fact that the maps x --) w,(x, .) and 
.x -+ u,(x, .) are increasing in 0 <x < L (Theorem 2.1A and part A above). 
Let us see, to complete the proof, that W, = W. To this end, first observe 
that 
for all L > 0, (3.13) 
where Kj)L is defined above and the functional H, is given by 
2LH,(u) = 1;’ H(u(x, .)) dx + 1;‘~ d.x i, u,(x, y)2 dy, (3.14) 
with the functional H as defined in (2.6). Equation (3.13) is obtained when 
taking into account that the function t + HL(fiL( ., .; t)) belongs to 
C([O, a[)n C’(]O, co[) (see (3.7)), that its derivative is strictly negative 
for all t >O, and that HL(iiL(., .; t)) + HL(uL) as t + cc (to see that, 
integrate T ~ ’ H,(u,( . , .; t)) in O< r < T, let T-+ cc’, and take into account 
(3.9)). 
Now, to prove that W, = w assume, for contradiction, that W, # W. Then 
u’l(E, .) < da, .I, H(w,(a, .))> ff(4~ .)), (3.15) 
as comes from (3.10) and Theorem 2.1. Also, 
H,(u,) > L-’ JoL H(u,(x, .)I dx > H(u,(L, .)I, for all L > 0, (3.16) 
lim H(u,(L, .)) = H(w,(m, .)), 
lim HL(GL) = H(w(m, .)) as L+m. (3.17) 
The first inequality in (3.16) comes from definition (3.14) of H, and the 
property (3.3) of uL, and the second inequality, from the fact that the 
quantity H(u,(x, .)) - j R u,,(x,~)~ dy does not depend on x (to see 
that, observe that uL satisfies (3.2) multiply (3.2) by u,, and integrate 
in Ix,, x2[ x0, to obtain H(u(x,, .))-jRu.,(x,, .)‘dy= H(u(x,, .))- 
In ux(x2, .)2 dy). Th e n‘s f t 1 imit in (3.17) is obtained from (2.3) (3.12), and 
the inequality Il~L--w,IIc~cL ~.Llx~,~~ll~,-~~l//~,CL-2.L+Ilx~,~ with 
K independent of L, that one readily gets when using local estimates and 
242 PARRAANDVEGA 
imbedding theorems. To obtain the second limit in (3.17) one only needs 
to take into account that w satisfies (2.3). Now (3.15)-(3.17) yield 
lim inf H,(u,) 3 H(Mfi(co, .)) > lim HL(G,) as L-a, 
and this is the desired contradiction (see (3.13)). 
C. A contradiction argument is used. Assume, on the contrary, that 
there exist a > 0 and E > 0, an unbounded sequence {L, 1 c R + , and, for 
each k, a solution of (3.2) with L = L,, uk, such that 
IlUk - 4 C([O,u]xii, >G II~kllc~[o,Lk]xo,< l/G (3.18) 
for every bounded, nonnegative solution of (2.1), W. Now, (3.18) 
Lemma A.l, local a priori estimates, and imbedding theorems imply 
that Il~kIlc~~Lo,Ilx~~ < K (K independent of k). Since the imbedding of 
C’( [0, 11 x 0) into C( [0, 1 ] x n) is compact, there is a sub-sequence of 
{u,}, {u:}, that is convergent in C( [0, l] x Q). By the same argument, 
there is a subsequence of {u:}, {u:}, that is convergent in C( [0,2] x 0). 
If the process is continued, the diagonal sequence, {u:}, converges in 
C( [0, a] x fl), for all a > 0, to a function w that (by means of local a priori 
estimates and imbedding theorems) is seen to be a bounded, nonnegative 
solution of (2.1). Thus the desired contradiction (see (3.18)), and the proof 
is complete. 
The following theorem implies that, under an additional mild assump- 
tion (that might seemingly be relaxed, but by a more involved analysis) 
every family of linearly stable solutions of (3.2) approaches a bounded 
solution of (2.1) as L + a, in the uniform sense of Eq. (3.4). Also, its proof 
contains some information about the asymptotic structure, as L + CC, of 
the linearly unstable solutions of (3.2), as will be remarked afterwards. 
THEOREM 3.2. Under the assumptions of Theorem 3.1, let w he a 
bounded, nonnegative solution of (2.1) satisfying the following property: 
Every solution of (2.4), v, such that 
v> w(c0, .) in Q, H(v) = H(w(co, .)I, 
(the functional H is defined in (2.6)) is linearly, asymptotically stable. For 
each sufficiently large L, let uL be a linearly stable solution of (3.2) such that 
ll~LIIc~~o.Llx~~~K forallL IIUL. - WII C(CO,alx~) +O as L+ ~0, 
(3.19) 
for some constant K > 0 (independent of L) and some a > 0. Then uL satisfies 
(3.4). 
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Proc?f: First observe that, according to Theorem 3.1C, uL satisfies (3.19) 
for all a > 0. Then, as in the proof of Theorem 3.18, the result easily follows 
if we prove that 
- 
u,(L, ‘) + 14(x, ‘) in C(Q)asL-tzo. (3.20) 
To this end assume, for contradiction, that there is an unbounded 
sequence, { Lk} c R + , and a constant c > 0 such that 
IIULI(L,, .)-Mx, .)IIc‘,h)>i: for all k. (3.21) 
As in the proof of Theorem 3.lC, a compactness argument implies that 
there is a sub-sequence of {Lk}, denoted also by (Lk}, such that 
Ilu;,,-,~‘llr~lcr~h,h,x~I -to, for all h > 0, (3.22) 
where &(x, y) E u,(L + x, J) and u” is a (bounded) nonnegative solution 
of 
dw’+f’(1t~‘)=O in R x 52, w =0 atRx?Q (3.23) 
such that (see (3.3)) 
lV’(X, 4’) = w’( -x, y), for ail (x, J) E [0, nj [ x a. 
(3.24) 
Also, Levi’s monotone convergence theorem, local a priori estimates, and 
imbedding theorems imply that 
I/~~.‘(.% ‘)-l!ll(-~,~v.,+,,xa) -+o as .Y-+ &x, (3.25) 
where 2’ is a solution of (2.4) such that (see (3.19) that holds for all 0 > 0) 
L’>W(c(,, .) in Q. (3.26) 
Also, when taking into account (3.19), (3.25) and the fact none of the 
quantities H(u,(x, . )) - su ZI,~.,.(.Y, J)’ dl; H(w(x, . )) - ln w,(.‘c, y)2 dy, and 
H(w’(.x, . )) - jn w:(x, J%)’ dy depend on .Y (use the argument in the proof of 
Theorem 3.1B right after Eq. (3.17)) it is seen that 
H(a)=H(cv(rx, .)). (3.27) 
NOW, IV’ must satisfy one of the properties 
w’(x, ) = 1‘ for all x E R, 
01 
lv:(.u, J’) # 0 for some (r, JB) E R x Q, 
(3.28) 
(3.29) 
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and the proof will be complete if we show that both properties lead to a 
contradiction. 
Zf(3.28) holds, then (see (3.21) (3.22)) U#W(CO, .) and (see (3.26)) the 
Hopf maximum principle implies that 
v> w(cc, .) in Q. (3.30) 
Then there is a constant L, such that 
u,(L, . ) < u in 0 for all L > L,. (3.31) 
To prove that, observe that (since u Lxr(L, .) Q 0 in 02; see (3.3)) u,(L, .) is 
a sub-solution of (2.4) for all L>O, u,(L, .) -+ u in C’(Q) as L -+ ~0 
(see (3.22)), and v is a linearly, asymptotically stable solution of (2.4) 
(according to the assumption in the statement of the theorem; see (3.27) 
and (3.30)). Now, as in the proof of Lemma A.3 (Appendix), if 4 is a given 
eigenfunction associated with the lowest eigenvalue of (A.6) Ai (> 0), such 
that 4 >O in Q, then v + E# is a super-solution of (2.4) provided that 
0 <E d sO, for some s0 > 0. Let L, be such that u,(L, .) < u + E& in R (such 
L, exists because ad/&r < 6 < 0 at X2, where n is the outward unit normal 
to c~Q) and, for each L > L,, let sL = infje E [0, sO] : u,(L, .) < v + cq5 in Q}. 
If Ed > 0, then u,(L, .) d u + ~~4 in Q, and either (i) u,(L, .) = u + ~~4 at 
some point of 52, or (ii) &,(L, .)/an = au/an +~~a&&2 at some point 
of %2. But, since u,(L, .) and u + .sL~ are a sub- and super-solution 
of (2.4), the Hopf maximum principle implies that neither (i) nor (ii) can 
hold. Then E= =O, i.e., u,(L, .) d v in Q (for all L> L,), and the Hopf 
maximum principle again implies (3.3 1). 
Now, (3.31) implies that 
u L < 11’ ” in [O,L]xQ,forallL>L,, (3.32) 
where w” is the maximal solution of (2.1) such that w”(x, .) < u in a, for 
all x > 0. This is proven inductively, by showing that if (3.31) holds, then 
uL < u’~ in [0, L] x D for all k, where { M’~} is the sequence defined by (2.8), 
(2.9) in the proof of Theorem 2.1B that converges to W” as is easily seen. 
Now, according to (3.32) 
v=limu,,(L,, .)<w”(xJ,.)(<u) in 52, 
and (see (3.27)) H(w”(~;, .)) = H(v) = H(w(cc, .)). Since, in addition, 
M’ < W” in [0, cc [ x D, by applying Theorem 2.1 B we obtain w = w”. Then 
1) = M”‘( cc, . ) = w( cc, . ) and the desired contradiction is obtained (see 
(3.30)). 
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Zf (3.29) holds, then aw’/ax is an eigenfunction of 
A$ +f’(w’)$ + iIc/ = 0 in R x 0, rc/=O atiWxiX2, (3.33) 
associated with the eigenvalue 1, =O. Equations (3.24) and (3.25) imply 
that &‘/axe L,(R x Q) and local estimates applied to (3.33), that 
&‘/ax E W;(rW x Q). Now, since u is a linearly stable solution of (2.4) (if 
v = w( co, ), then v cannot be linearly unstable according to Theorem 2.1B 
and Lemma A.3; if u # w(c0, .), then v > w( co, .) according to (3.26) and 
the Hopf maximum principle, and the assumption at the statement of the 
theorem implies that v is linearly, asymptotically stable), as in the proof of 
Lemma 2.4, it is shown that the essential spectrum of (3.33) in 
L2( ] - io, cc [ x Q) is real, and its minimum is nonnegative. Since aw’jax 
changes sign in ] - co, cc [ x Q (see (3.24) and (3.29)) the minimum of the 
spectrum of (3.33) is strictly negative. Then, there is a function 
cp~C;([Wxn) such that 
lld -1, L2(Wxf2)  s 
[lvcp~2-f’(w’)(P2]=2%0<0. 
RxR 
Now, let dL and u;< be defined by #L(x,y)=(p(x- L,y) and uL(x,y)= 
u,(L + x, y), and let L, > 0 be such that if L > L,, 
WJp 4, = co, 2L.J x Q, ll.f’(~~‘)-f’(u’,)ll~([~L”,La]xiI) < v-01. 
Then, if L > L, 
L =.I s dx ClVc~l*-f’(4) (~~14 L R 
Then, for L > L,, the linear problem (3.1) (with U= uL) has a strictly 
negative eigenvalue, and uL is not linearly stable. Thus the desired 
contradiction, and the proof is complete. 
Remark 3.3. A. Notice that assertion (3.4) involves uniform con- 
vergence in the whole domain ]0,2L[ x 52 (recall that U, is symmetric 
on the hyperplane x = L, according to Theorem 3.1A), and amounts to a 
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considerably better result than the second assumption (3.19). Even 
if one assumes that (3.19) holds for all a > 0 (this is in fact the case if the 
assumption holds for some a > 0, according to Theorem 3.1C), uI. may 
exhibit boundary layers (where uL is not close to MI) far from the ends of 
the cylinder, as the unstable solutions do (see Remark C below). 
B. The first assumption in Theorem 3.2 can be weakened to obtain 
a nearly optimal assumption that is not given for the sake of brevity (to 
avoid an overly involved proof). The assumption is fairly weak as stated, 
and is easy to check in many practical situations (see Theorem 3.5 and 
Remarks A-D in Section 4). 
C. The assumpt;Dn about the linear stability of uL was used, in the 
proof of Theorem 3.2, only to get a contradiction when (3.29) holds. Then, 
after slight changes in the proof of Theorem 3.2, by a compactness 
argument (as that in the proof of Theorem 3.1C), it is seen that the 
following result is true: 
Let Q, ,f, and w he as in Theorem 3.2 and, for each L sufficiently huge, 
let uL be a linearly unstable solution qf (3.2) satisjying (3.19) for some K> 0 
(independent qf L) and some a > 0, but such that, for some 6 > 0, 
I I u L - b’ II C([O,L]Xn)>~ .for all L. (3.34) 
Then, for each b >O and each E >O there is a constant Lo such that t’j 
L > Lo, uL satisfies (ul,(x, y) f u,.(L + x, ,y)) 
II 4 - Iv’ II C([ h.h]xCqcE~ 
for some solution of’ (3.23) bv’ (depending on L), satisfying (3.24) (3.25), 
and w’(x, ) # v, for some x > 0, where v (depending on L) is a solution of 
(2.4) such that 
v3w(co, .) in 52, H(v) = H(w(c0, ‘)). (3.35) 
Some remarks about this result are in order: 
a. If w( cc, .) is a linearly, asymptotically stable solution of (2.4) then 
assumption (3.34) is unnecessary since it is a consequence of the fact that 
uL is linearly unstable, as comes from Theorem 3.4 below. 
b. The result above and Theorem 3.1 yield the asymptotic shape, as 
L + x, of the linearly unstable solutions of (3.2) near x = 0 (and x = 2L 
since uL satisfies (3.3)) and near x = L. If, as is frequently the case, (2.4) has 
no solutions, v # w( cc, .), satisfying (3.35) then the complete asymptotic 
shape of uL is obtained. Otherwise, a complete description of the 
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asymptotic shape of uL requires one to consider also transition layers of 
(3.23), i.e., solutions of (3.23) such that 
ad/ax > 0 in IR x Sz, w’(x, .I + u+ as x--,+00, 
where u ~ and u + are solutions of (2.4) such that 
w(co,~)du~ <v+ in!& H(v -) = H(u+) = H(w(q .)). 
For the sake of brevity, we shall not pursue this matter any further. 
c. Unfortunately, the uniqueness of (nontrivial standing solitary 
waves, w’, of the parabolic problem associated with) (3.23), for a given o, 
is an open question; see Craig and Sternberg [27] for a partial mild 
uniqueness result. Observe that, according to the result above, this is a 
previous question when addressing uniqueness results of linearly unstable 
solutions of (3.2). Local uniqueness of linearly stable solutions of (3.2) 
comes from Theorem 3.2 and the following 
THEOREM 3.4. Let 52 and f be as in Theorem 3.1, and let w be a 
nonnegative, bounded solution of (2.1) such that w(o0, .) is a linearly, 
asymptotically stable solution of (2.4). Then there are two constants, L, and 
E > 0, such that if L > L,, there is a unique solution of (3.2), uL, satisfying 
IIUL. - 4 C( co, L] x 0, < E. 
Also, uL is linearly, asymptotically stable if L is sufficiently large. 
Proof: The existence part of the assertion follows from Theorem 3.1B. 
To prove the uniqueness part, let us assume, for contradiction, that there 
is an unbounded sequence, { Lkf c [w + , such that for each k, if L = L,, 
then (3.2) has a solution u; such that 
UhZUk, II& - WII ~(~O,~kl~~) -0 (ask-co), (3.36) 
where uk is the solution of (3.2) given by Theorem 3.1B for L = L,. 
Since w(c0, .) is a linearly asymptotically stable solution of (2.4), for 
sufficiently large k, we have 
4(Lk, .) < W(Q .) in 52, 
as is seen by the argument in the proof of Theorem 3.2 that led to 
Eq. (3.31). Then, since for each k, uk is the maximal solution of (3.2) (for 
L. = Lk) such that u,(L, .) d w(cc, .) in 0 (Theorem 3.1B), we have 
u; < uk in [0, 2Lk] x Q, for all k. (3.37) 
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Now, for each k, let U, = (uk - u;)/fi, where 6 ,is the function defined in 
Remark 2.5. For each k, U, is nonnegative in [0,2L,] x D and satisfies 
AUk+2i?1VKVUk-cp,(x, y)UkaO in 10, LL[ xQ, 
uk=o at {O}xOu]O,L,]x&C2, 
au,~a~+~~~I(a~/a~)u,=o at {L}xQ, 
where qk -f’(w) + 6-l - [f(uk) -f(u;)]/(uk - uk). But, according to 
(2.38), (3.36), and (3.37), if k is sufficiently large, then qk > 0 in 
10, Lk[ x Q, and 3 ~ ‘(%/ax) > 0 at ( Lk} x 0. Then, the Hopf maximum 
principle implies that U, = 0 (i.e., that uk = u;) in [0, Lk] x d (i.e., in 
[0, 2L,] x D; see (3.3)), the desired contradiction is obtained (see (3.36)), 
and the first assertion is proven. . 
According to Theorem 3.1B, the solution of (3.2) mentioned in the first 
assertion above is such that 
IIUL - WII q[o,L]xn, -0 as L+co, (3.38) 
and it is linearly stable. Let us see, to complete the proof, that uL is 
linearly, asymptotically stable (i.e., that the first eigenvalue of (3.1) with 
u = uL, 1,, is strictly positive) if L is sufficiently large. To this end, first 
observe that, since 1, is a simple eigenvalue and uL satisfies (3.3), the 
associated eigenfunctions, dL, are such that 
ad,/ax=o at {L}xD. 
Let dL be one of such eigenfunctions uch that I$~ > 0 in ]0,2L[ x Q. Then, 
if 6 is the function defined in Remark 2.5, the function It/L E bL/G is readily 
seen (as above, see (2.38) and (3.38)) to satisfy, for sufficiently large L, 
A*,+2~-‘Va.V*,+~,*,~O in 10, L[ x R, 
tiL=O at {O}xOu]O,L]xdQ, at+bLjaX<o at {L}xQ, 
and I, > 0 because otherwise the Hopf maximum principle would prevent 
tiL from being strictly positive in 10, L[ x Q. Thus the second assertion, 
and the proof is complete. 
Theorems 3.1-3.4 above, Lemma 2.2, and Theorem 2.3 (Sect. 2) allow us to 
describe the bifurcation diagram of (1.3) for large L under assumptions 
(H.l)-(H.3), as is made precise in the following. 
THEOREM 3.5. Let 52 andf be as in Theorem 3.1, let f satisfy assumptions 
(H.l)-(H.3) (see Sect. l), and let ,4, and A,. be as in Lemma2.2. 
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A. Zf 0 <A 6 A,, or A, < A < 00, then for sufficiently large L, (1.3) 
possesses a unique solution. 
B. If A,.<A<A,, then for sufficiently large L, (1.3) possesses twti 
and only two linearly stable solutions that are the minimal and maximal 
solutions of (1.3). 
C. The solutions of (1.3) considered in parts A and B are linearly, 
asymptotically stable for sufficiently large L, and each of them approaches a 
solution of (2.24) in the following uniform sense 
II UL - WII C([O,L]xii) +o as L+co. 
D. If A,. < A <A,, then any linearly unstable solution of (1.3) uL, 
satisfies, for all a, b > 0, 
IIUL - w* II C([O, a] x 0, + 09 lIU~-W’IIC([~b,b]xn, -+o as L-co, 
where uL(x, y) = u,(L+x, y), w* is the minimal solution of (2.24) (see 
Theorem 2.3) and w’ is a solution of 
Aw’ + Af(w’) = 0 in [w x Q, w’=O at 58x%& 
such that 
M”(X, Y) + W*(Q ‘1 in C(B)asx+ &co, 
w’(x, .) = w’( -x, .) for al2 x > 0, awl/ax < 0 in 10, a[ xQ. 
Proof First observe that, according to assumptions (H.l) and (H.2), 
for each A 3 0 and each L > 0, u = 0 and u 3 1 are a sub- and a super- 
solution of (3.2); then (3.2) possesses minimal and maximal nonnegative 
solutions (as is seen, for example, by monotone techniques, as in [21, p. 98, 
Corollary 10.41) and both of them are linearly stable (as is seen, for 
example, by the argument in the proof of Theorem 3.1B, right after 
Eq. (3.9), that yielded the linear stability of uL). Also, if A, < A $ A,, both 
the minimal and the maximal solutions of (2.24) satisfy the assumptions of 
Theorem 3.2, as follows from Lemma 2.2. When these remarks are taken 
into account, the proofs of parts A-D above, readily follow from the 
(already established) results that are indicated. 
A and B. Apply Theorems 2.3, 3.1B, 3.1C, 3.2, and 3.4. 
C. Apply Theorem 3.4. 
D. Apply Theorem 3.1C and the result in Remark 3.3. 
Remark 3.6. Theorem 3.5 does not necessarily imply that the bifurca- 
tion diagram of (3.2), for a fixed, large value of L, is precisely as that 
sketched in Fig. lc; that must be seen as an indicative description of the 
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result of Theorem 3.5. Nevertheless, some additional information about 
that diagram is obtained by the ideas above. In particular, it is seen that 
for each E> 0 there is a constant L, such that, if L > L,, then (3.2) 
possesses a unique (resp., at least three) solution(s) if ,4 E [0, A,(L)[ u 
[A,+&, a[ (resp., AE [n,(L), A,-&]), where the function L+A,(L) is 
monotonously decreasing and A,(L) -+ A,. as L + co; also, such solution is 
(resp., two of these solutions are) linearly, asymptotically stable (resp., and 
any other solution is linearly unstable). 
4. CONCLUDING REMARKS 
In Sections 2 and 3 we developed the basic results for the analysis of the 
nonnegative solutions of the semilinear problem (1 .l ) for large L, under 
quite general assumptions on the nonhnearity (namely, f is of class C’ and 
f(0) 20). To sum up these results (in somewhat loose terms), 
Theorems 3.1, 3.2, and 3.4 allow one to obtain the asymptotic (as L + co) 
structure of that part of the solution set of (1.1) corresponding to stable 
steady states of the associated parabolic problem (unstable ones are also 
considered in Remark 3.3), from the solution set of (2.1). The structure of 
the latter is obtained, according to Theorem 3.1B, whenever one has 
enough information about the solution set of the (n - l)-dimensional 
problem (1.2), in particular, the comparative values of the functional H 
over the solutions of (1.2). As was anticipated in the introductory section, 
the relation between (1.1) and (1.2) turns out to be not the more obvious 
one, but rather that suggested by the analysis of a one-dimensional analog 
of (1.1). These results were applied to the bifurcation problem (1.3) (under 
the assumptions (H.1))(H.3)), that appears in some applications, as was 
pointed out in Section 1. Some extensions of the results, allowing further 
applications, are now considered. 
A. The results of Theorems 2.3 and 3.5 are maintained if assumption 
(H.3) is replaced by assumption (H.3’) below, that seems to be satisfied by 
functions (1.6) for appropriate values of the parameters, at least if Sz is the 
unit ball of R”-’ (n=2 or 3); see [S, 61. 
(H.3’) That part of the bifurcation diagram of (1.4) corresponding 
to minimal and maximal solutions consists of two disjoint subcontinua 
(nonempty, closed, connected sets) of [0, cc [ x C(D), and any intermediate 
solution of (1.4) is such that the associated linearized problem has a strictly 
negative eigenvalue in its spectrum. 
To prove that, one only needs to show that the results of Lemma 2.2 are 
essentially maintained, and this is easily done when using Lemma A.3 
(Appendix). 
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Of course, the bifurcation diagram of (2.24) may have more than two 
connected components if assumption (H.3) is further relaxed, as one easily 
convinces oneself when taking into account Theorem 2.1B. 
B. The results of the paper are maintained if assumptions (H.l) and 
(H.2) are replaced by:f(u)/u + 0 as u + co, f(u) > 0 for all u > 0, as is seen 
when taking into account that then f is sublinear (and thus (1.2) has a 
maximal solution). If the bifurcation problem (1.3) is considered and the 
parameter /i is restricted to a finite interval, [0, ,4,], then the assumption 
f(u)/u + 0 may be replaced by lim sup Aof(u)/u < A,, where 2, is the lowest 
eigenvalue of A$ + %q5 = 0 in 52, 4 = 0 at aR. 
C. Some superlinear nonlinearities may be also be readily analyzed. 
For example, if f(u)=exp(u) or f(u) = (1 -u)” p< 1 then (1.4) (is known 
as the Frank-Kamenetskii or Endem-Fowler equation, respectively, and) 
possesses a minimal nonnegative classical solution if /1 E Z and no non- 
negative classical solution if 0 < n I$ Z, where Z= [0, A,] or [0, A,[ for 
some finite /i, (see, e.g., [7]); the Endem-Fowler equation possesses also 
weak solutions if - 1 <p < 1; see, e.g., [28] and references given therein. If, 
in addition, Q is the unit ball of R” ~ ’ (n = 2, or 3), then every nonnegative 
classical solution different from the minimal one is such that the associated 
linearized problem has a strictly negative eigenvalue in its spectrum (to see 
that, take into account that every nonnegative classical solution is radially 
symmetric as comes from [ 191, and apply, e.g., the results in [S, Vol. II, 
pp. 59965, Sect. 7.21). Then Theorem 2.1 and Lemma A.3 imply that if n E Z 
(resp., if il $I), (2.24) has a unique (resp., has no) bounded nonnegative 
classical solution(s). Also as in Theorem 3.5, it is seen that if 0 < /1 < A, 
(resp., if /i, < A) and L is sufficiently large, then (1.3) possesses one and 
only one (resp., has no) classical linearly stable solution(s). 
D. Assumption (H.2) is used in Lemma 2.2 only to ensure that ,4, is 
uniquely determined (otherwise, the set of values of n such that (2.24) has 
more than one solution may not be an interval). In fact, some non- 
linearities not satisfying (H.2) are also analyzed. For example, if /If(u) is 
replaced in (1.4) and (2.24) by u(u- /1)(1 -u), with 0~ /1< 1, then the 
bifurcation diagram of (2.24) is obtained, at least if n = 2, when the bifurca- 
tion diagram of (1.4) is well known (see [29]). By means of Theorem 2.1 
and the ideas in the proof of Lemma 2.2, it is seen that if Q = 10, a[ then 
there exists A, E [0, 1/2[ (A,.>0 if a is sufficiently large), such that (2.24) 
has exactly two (resp., one, u = 0) solutions if 0 d (1 <A,. (resp., if 
A,. d n d 1). Also, as in Theorem 3.5, it is seen that if 0 < n < A, 
(resp., nc < A < 1) and L is sufficiently large, then (1.3) possesses two 
and only two linearly stable solutions (resp., u =O is the unique linearly 
stable solution). 
E. If the nonlinearity ,f depends also on the transversal space 
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variables, y = (x2, . . . . x,), then the analysis above (and the results too) 
stand after obvious changes. The same is true if the laplacian operator A 
is replaced by a uniformly, strongly elliptic operator Y(y), of the form 
2’(y)~=a(y)~~u/iJx~+~a[a~~(y)~u/ax,]/ax,, where y=(y,, . . ..Y+.)- 
(x 2, ..., x,), under appropriate regularity conditions on the coefficients. 
Observe that some special divergence structure is assumed, in order to 
preserve the validity of the variational arguments that are used in the 
paper. Observe also that the results in Lemma A.1 (that is used thoroughly 
to obtain appropriate regularity of the solutions at the singular points of 
the boundary of the domain) are maintained; see Remark A.2. 
F. The shape of the domain was assumed to be the simplest one 
exhibiting the effect we analyze in the paper, but other shapes are readily 
analyzed. For example, if the (family of) domain(s) 10, 2L[ x Q is 
replaced by a family of domains, {Sz,}, such that ]0,2L,,[ x Q ~52~ c
10, 215,~[ x Q, where Llk -+ CC and L,, + co as k + CXJ, then most results of 
the paper are maintained as is readily seen by comparison techniques. 
Some other generalizations (slender domains with slowly varying trans- 
versal section, for example) may be also analyzed. 
G. Unfortunately the (Dirichlet type of) boundary conditions that 
have been considered are essential in most part of the analysis. The study 
of the one-dimensional analog of (1.1) suggests that the results of the paper 
are maintained if mixed boundary conditions of the type au/an + ou = p at 
852, are imposed, provided that 0 is sufficiently large, but that this is not 
true for smaller values of rr. This point is currently under research. 
APPENDIX 
The results in the following technical lemma seem to be well known, but 
a proof is included, since we were unable to find an appropriate reference 
in the literature. 
LEMMA A.l. Let Q2c R”-’ (n > 2) be a bounded domain, with a C2” 
(for some CI E 10, l[) boundary if n > 2, and let A4 > 0 and L > 0 be given 
constants. Then zy,f E L,(]O, L[ x Q) and cp E Wi(]O, L[ x 0) for some p > 2, 
the problem 
Aw-Mw=f(x, y) in 10, L[ x.Q, w = cp at a(]O, L[ x Q) (A.l) 
possesses a unique solution, w E W;(]O, L[ x Q). Also, there is a constant K, 
independent off and cp, such that 
llwll ~,2(~o,~~xo)~K(IlfII~~~,o,~~x~~+ Ilc llw;~,o,~~x~J. t.4.2) 
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If, in addition, f~ Co, “( [0, L] x Q), cp E C2- “( [0, L] x a), and f- ACP + 
MCP = 0 at {0, L} x Q, then the unique classical solution of (A.l) belongs to 
c2, “([O, L] x sz). 
Also, there is a constant K, independent off and cp, such that 
II4 r~.y[o.~jxn, ~~~Ilf/I.~.~~Co.~lxn, + II’~IIc~.y~o,~,xii~). (A.3) 
Proof. Without loss of generality, we may assume that cp = 0 in 
[0, L] x 0. Equation (A.l) possesses a unique weak solution, w E 
Wl(]O, L[ x Sz) n Wi, ,J]O, L[ x 52) [ 17, p. 175, Theorem 8.91. To prove 
the first assertion, let f~ Lp( ] -L, L[ x Q) be the extension off such that 
f(.~, I’) = -,f( -x, y) a.e. in ] -L, L[ x a. Then the problem 
AI? - MC =f(x, y) in I-L, L[ x 0, t?=O at 8(1-L, L[ xQ) 
possesses a unique weak solution W. Sincef is antisymmetric in the hyper- 
plane x = 0, uniqueness implies that 
W(x,y)= -W(-x,y) a.e.in I-L, L[ xQ. (A.4) 
Also, W E Wz(] -L/2, L/2[ A 52) [30, p. 205, supplement of Theorem 15.11, 
and local L, estimates [20] imply that there is a constant K, independent 
of,f; such that 
But (A.4) implies that WE Wj, ,(]O, L[ x Q) ( = the closure of 
C,“‘(]O, L[ xQ) in Wj(]O, L[ xQ)). Then the restriction of W to 
IO, L[ x Q satisfies (A.l). Thus the unique solution of (A.1 ) belongs to 
Wz(]O, L/2[ x Q) and (see (A.4)) Eq. (A.5) implies that (A.2) holds if the 
left-hand side is replaced by II wII ,+J~,~, Lcx nj. Also (replace x by L - x in 
the argument above), u’ E W,3]L/2, L[ x Q) and (A.2) holds when the left- 
hand side is replaced by IIwII~;~,~,~,~~~~,. Then WE W,‘(]O, L[ XC?), (A.2) 
holds, and the first assertion IS proven. 
IffE C”,‘( [0, L] x 0) andf(0, .) =f(L, .) = 0 in Q, then the extension of 
f considered above belongs to Co, “( [ -L, L] x Q) and the unique classical 
solution of (A.3) [ 17, p. 101, Theorem 6.131 belongs to C’,‘( [ -!,/I x 0) 
for all 1~ 10, L[ [17, p. 105, Lemma 6.181. Since the restriction of W to 
[0, L[ x B is the unique solution of (A.l), w, such a solution belongs to 
C2,‘( [0,1] x a) for all le 10, L[. Similarly, w E C2,‘( [/, L] x ST) for all 
1 E 10, L[, and then w E C2’ ‘( [0, L] x Q). The proof of estimate (A.3) is 
similar to that of (A.2) (local Hiilder estimates [20], instead of local L, 
estimates, must be used now). 
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Remark A.2. Observe that standard a priori estimates up the 
boundary, such as those in [ 17, 20, 301, are not directly applicable to 
obtain the results above because of the lack of regularity of the boundary. 
In the second assertion, the assumptionf- dq + Mq = 0 at (0, L} x S; is 
not necessary for the solution to belong to C2,*( [0, L] x a). The proof 
above may be extended (by working at a local level, in a neighborhood of 
each point of (0, L} x 8Q) if one assumes that f- Aq + Mq =0 at 
(0, L} x (Q n U), where U c [w”- ’ is a neighborhood of dO. Nevertheless, 
such a condition cannot be completely eliminated since, iff- Aq + A4q # 0 
at some point of (0, L} xX?, then the solution cannot belong to 
C’( [0, L] x a) as is readily seen. 
The proof of Lemma A.1 readily extends if the operator A - MI is 
replaced by any uniformly, strongly elliptic operator P’(x), of the type 
T(x)u = C ayux,,, + C b,(x) ux, + C(X)U, where &,/ax,, d2b,px&,, hi, 
cECO,y[O, L] x a) f or all i, j, k, I= 1, . . . . n, and c<O in [0, L] x0, 
provided that aIj = ai, = aall/&, = aa,/&, = 0 for all i, j= 2, . . . . n at 
{ 0, L} x (0 n U), where U c IR “- ’ is a neighborhood of %2. Again those 
conditions cannot be completely eliminated, as may be seen. 
The following result is useful for obtaining the bifurcation diagram of 
(2.24) when assumptions (H.l )-(H.3) are relaxed, as is done in Section 4. 
LEMMA A.3. Let Q c K!“- ’ and f be as in Theorem 2.1, and let v > 0 
(in Q) be a solution of (2.4) such that the least eigenvalue, Ibl, of 
Ad+f’(v)#+@=O inQ, d=O atal2 (A.61 
is strictly negative. Then there is a nonnegative solution of (2.4), VI, such that 
v’<v in&?, mu’) < H(v), 
where the functional H is as defined in (2.6). 
ProoJ: Let 6, > u (m SL) be an eigenfunction associated with A,. If E > 0 
is sufficiently small, then the function v, = v - ~4 such that 
Av,+f(v,)<O inQ, v,=O ataL?, 
O<v,<u inQ, H(v,) < H(u), (A.7) 
as is easily seen. Then (see, e.g., [21, pp. 9991051) the classical solution of 
the initial-boundary value problem 
av/at=Av+f(v) inQ, v=O ataQift>O; v(.,O)=u, ina, 
(A.81 
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is such that v( ., t) -+ v’ in L,(Q) as t -+ 00, for some solution of (2.4), II’, 
such that 0 6 v’ <u, (<v) in 52. Now, since the functional H decreases 
along the orbits of (A.8), (A.7) holds and H(v( ., t)) + H(v’) as t -+ CC 
(integrate H(v( ., t))/T in 0 < t < T, let T -+ co, and take into account that, 
for each t, so IVv\* = -jn v Au =in v(.f(v)- II,), and that v( ., t) + v’ in 
L*(Q)); the result follows. 
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