Abstract. The group of isometries of hyperbolic n-space contains the orthogonal group O(n) as a subgroup. We prove that this inclusion induces a stable isomorphism of discrete group homology. The unstable version of this result implies in particular that the scissors congruence group P(S 3 ) in spherical 3-space is a rational vectorspace.
Introduction
Let O(n) denote the group of orthogonal n n-matrices and let O 1 (1; n) be the group of isometries of hyperbolic n-space H n . The main result of this paper is the following theorem conjectured by C. Here H k (G) for G any Lie group denotes the Eilenberg-MacLane homology of the underlying uncountably in nite discrete group G with integer coe cients. This result has a number of corollaries. Thus for n = 3 it answers a rmatively Problem 4.14 in 12]: Corollary 1.0.1. The natural map H k (SU(2)) ? ! H k (Sl(2; C )) + is an isomorphism for k 3. Here + indicates the +1-eigenspace for complex conjugation. As explained in 4] this result in turn has implications for the Scissors Congruence Problem for polyhedra in spherical 3-space (Extended 3rd Problem of Hilbert). In particular we conclude: Corollary 1.0.2. The scissors congruence group P(S 3 ) in spherical 3-space is a Qvector space.
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For the analogous result in hyperbolic 3-space see Sah 12, thm. 4.16] . These results are related to a well-known conjecture of Friedlander and Milnor (see 10] ). In general for a Lie group G the natural homomorphism G ? ! G gives rise to a continuous mapping BG ? ! BG between classifying spaces. Isomorphism Conjecture (Friedlander-Milnor). The canonical mapping BG ? ! BG induces isomorphism of homology with mod p coe cients. Now the homology of BG is just the Eilenberg MacLane homology of G . Since a circumcenter with a chain-equivalent sum of simplices for which there does exist circumcenters. This is what edgewise subdivision is used for. The edgewise subdivision, Sd, is a chain map from the singular chain complex (of any topological space) into itself. It is a subdivision in the sense that it is chain homotopic to the identity, and it divides a simplex into smaller simplices. The property that distinguishes it from the well-known barycentric subdivision is that it divides a simplex into simplices which are more round, or more precisely, in the Euclidean model we have the following: Lemma (2.4.2). All the simplices in Sd n ( n ) are isometric to 1 2 n by a permutation of the basis vectors i for 2 n followed by a translation by a vector in 1 2 f0; 1g n .
Here n denotes both the space n = f(x 1 ; : : :; x n ) j 0 x 1 x n 1g R n and the identity map n = id n . Similarly 1 2 n is the map multiplying by 1 2 . The map i is given by i (x 1 ; : : :; x n ) = (x ?1 (1) ; : : :; x ?1 (n) ) for some permutation of the numbers f0; : : : ; ng.
Besides from this nice property, edgewise subdivision has the advantage that it is simple to de ne explicitly, and it is very simple to see that the simplices in the i-fold iterated subdivisions Sd i becomes small (cf. x2.1) for i big. Hsiang, B okstedt and Madsen have de ned a variation of this subdivision as an operation on simplicial sets 1]. The subdivision de ned in this paper has been developed from this.
In x2 we de ne the edgewise subdivision, Sd. We prove that Sd is a subdivision in the technical meaning described below. We also prove lemma 2.4.2. This section is quite technical but self-contained.
In x3 we discuss the geometrical consequences of lemma 2.4.2 for geodesic hyperbolic simplices. To be able to do this we introduce a parametrization of hyperbolic simplices in x3.1. In x3.2 we discuss criteria for a geodesic simplex to possess a circumscribed sphere and we show that the simplices in the iterated edgewise subdivision eventually will possess one.
In x4 we prove theorem 4.1.6, and in x5 we make a few applications in particular to scissors congruences.
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2. Edgewise Subdivision 2.1. Notation. A singular simplex 2 S n (X) is a map from n to the space X, where n = fx = (x 1 ; : : :; x n ) j 0 x 1 x n 1g R n . The boundary maps @ i : n?1 ? ! n , i = 0; : : : ; n are given by @ 0 (x 1 ; : : :; x n?1 ) = (0; x 1 ; : : :; x n?1 ) @ k (x 1 ; : : :; x n?1 ) = (x 1 ; : : :; x k ; x k ; : : :; x n?1 ) 0 < k < n @ n (x 1 ; : : :; x n?1 ) = (x 1 ; : : :; x n?1 ; 1) We will denote the singular functor from spaces to chain complexes by S or sometimes just by S. As usual the boundary of is d = P n i=0 (?1) i @ i .
Given an open covering X = 2A V , a singular simplex 2 S n (X) is small (with respect to V , 2 A) if the image of is contained in V for some in 2 A. A subdivision is a set of natural transformations Sd : S n ? ! S n , H : S n ? ! S n+1 such that for any space X with open covering X = 2A V
(1) Sd X is a chain map (2) H X is a chain homotopy from Sd X to id S (X) which preserves the subcomplex of small simplices. 2 (x + ). Let us denote the restrictions of and i to n by the same names. Finally let V f0; 1g n n denote the elements ( ; ) such that i ( n ) n . We will adopt the notation that the symbol X denotes both the space X and the identity map on X. Proof. By naturality it is enough to prove the lemma for = n . Now d f
2.4. Sd is a subdivision. We have now found natural transformations Sd : S n ? ! S n and H : S n ? ! S n+1 such that for any space X with an open covering X = 2A V
(1) Sd X is a chain map.
(2) H X is a chain homotopy from Sd X to id S (X) which preserves the subcomplex of small simplices.
Theorem 2.4.1. Sd is a subdivision. Proof. We only need to show that for any 2 S n (X) there exists i 2 N such that (Sd X ) i ( ) is a sum of small simplices. This follows from our next lemma.
Lemma 2.4.2. All the simplices in Sd n ( n ) are isometric to 1 2 n by a permutation of the basis vectors i for 2 n followed by a translation by a vector in 1 2 f0; 1g n .
Proof. The simplices in Sd n( n ) are of the form i ?1 for 2 f0; 1g n and 2 n .
In lemma 2.2.3 we found that i i ?1 = . This map di ers from 1 2 n by a translation.
3. Geometrical properties of Sd H n Let H n denote hyperbolic n-space. The aim of this section is to show that any nondegenerate geodesic hyperbolic simplex after applying Sd su ciently many times will be divided into simplices possessing a circumscribed sphere. We start by parametrizing geodesic simplices.
3.1. A good parametrization of a simplex. Given points a 0 ; : : :; a n 2 H n we will construct a parametrization of the geodesic simplex a = (a 0 ; : : :; a n ).
Lemma 3.1.1. There is a map f a from n to H n such that (1) The image of f a is the geodesic span of a 0 ; : : :; a n . (2) For any intersection K of n with an a ne subset of R n the image f a (K) is a geodesically convex subset of H n . In particular, the image of an a ne subdivision of n maps to a subdivision of a by hyperbolic simplices.
(3) For any isometry : H n ? ! H n , f satis es that f a = f a . Proof. We consider the hyperbolic model for H n . In R n+1 consider the inner product F(u; v) = ?u 0 v 0 + u 1 v 1 + + u n v n and let H n be the set H n = fu 2 R n+1 j u 0 > 0; F(u; u) = ?1g: The geodesic curves in this model are all curves of the form H n \ E where E R n+1 is a 2-plane through 0 such that Fj E is non-degenerate of type (1; 1) (cf. Iversen 7, section II.4 
]).
Let n denote the convex hull of the canonical basis e 0 ; : : : ; e n for R n+1 . Let h : n ? ! n be the a ne map given by h(x 1 ; : : :; x n ) = (t 0 ; : : :; t n ) where t 0 = x 1 , t i = (x i+1 ? x i ) for 1 i n ? 1 and t n = 1 ? x n . De nition 3.1.2. The good parametrization f a of a simplex a = (a 0 ; : : :; a n ) in H n is the map f a : n ? ! H n given by f a (x) = a(t) q ?F(a(t); a(t)) where t = (t 0 ; : : :; t n ) = h(x) and a(t) = P n i=0 t i a i .
Notice that F(a(t); a(t)) = P i;j t i t j F(a i ; a j ) < 0 since F(a i ; a j ) 0 for i 6 = j and F(a i ; a i ) = ?1.
Since f a (e i ) = a i and f a maps a ne lines either to images of geodesic curves or to a point f satis es (1) and (2) 
which proves (3) . Note that if a 0 ; : : : ; a n are in general position (i.e. not lying on a common geodesic hyperplane) then f a maps a ne lines to geodesic curves.
3.2. Hyperbolic and Euclidean circumscribed spheres. In this section we will use the disc model for hyperbolic n-space H n . In this model H n = D n = fx j jxj < 1g R n . For a detailed description see Iversen 7 , section II.6]. We start by making a simple observation: Proposition 3.2.1. In the disc model for H n a hyperbolic sphere is a Euclidean sphere contained in D n and conversely.
Proof. By de nition a hyperbolic sphere of radius r > 0 is the set of points x of distance r from a given center point c 2 H n . By rotational symmetry of the metric it su ces to consider the case n = 2. Since isometries of the disc model of H 2 are induced by M obius transforms which preserves circles we can assume c = 0. In this case the statement is obvious by rotational symmetry. Conversely let S be an Euclidean sphere contained in the unit disc. Let p denote the Euclidean center for S, and let L denote the line connecting p and the center of the disc model. L intersects the sphere S at two points, a and b. Let S 0 denote the hyperbolic sphere with center on L, passing through a and b. By the rst part of the proposition S 0 is an Euclidean sphere, and by symmetry the Euclidean center of S 0 must lie on L. Since there is only one Euclidean sphere with center on L containing a and b, we conclude that S 0 = S. Thus S is a hyperbolic sphere. We start by (1). Lemma 2.4.2 tells that up to a translation (by a point i n ) and a dilation ( by a power of 2 ) there are at most n! a ne simplices g (j;m) . In order to see that B is bounded we can without loss of generality assume that all simplices g (j;m) are similar up to translation and dilation. More precisely we can assume that there exists g : n ? ! n such that for all (j; m) there exists x 2 n such that g (j;m) (z) = x+2 ?m g(z) for all z 2 n . For y 2 n we put v i (y) = T y f a (g(e i )?g(e 0 )). Therefore A x is the matrix associated to f (j;m) . Since n is compact and the real function y 7 ! kA ?1 y k is continuous, the image fkA ?1 y k j y 2 n g is bounded. Therefore also the subset fkA ?1 (j;m) k j m 2 N; j 2 J m g is bounded. Thus (1) is proved.
Since n is compact and f a is continous, (2) follows from the fact that the diameter of g (j;m) tends to 0 for m ? ! 1. Using the good parametrization, de nition 3. (2) As in lemma 3.1.1 it is clear that g a sends lines to geodesic curves. Since no line is sent to a point, it must preserve the dimension. m , the previous lemma implies that each simplex occuring in Ga is generic, so that Ga 2 C m+1 . Since x 2 Z O 1 (1;n) C m we can represent x by generators a H n?1 H n such that the generators of dx cancel by using isometries xing H n?1 (this requires m n ? 1). The previous lemma now implies that Gdx = 0.
The proof is complete.
In order to prove theorem 4.1.6 we consider a spectral sequence associated to the action of O 1 (1; n) on C (n). Put G = O 1 (1; n), and let F be a free resolution of Z over Z G]. Let us consider the two spectral sequences associated to the double complex F j Z G] C i . Using that C is acyclic the E 2 -term of one of these is vertices in H n . By moving p in the direction perpendicular to this j-subspace the radius is increased continously. Since G is transitive on H n , we may move the jsimplices appearing in our j-cycle c until all of them are circumscribed by a common j-sphere of radius strictly larger than the nite number of radii associated to the j-simplices appearing in c. If we let p denote the center of this circumscribed sphere, then we form the (j + 1)-chain p c. Since p is not on the hyperbolic j-subspace spanned by the vertices of any of the j-simplices appearing in c, p c is a generic (j + 1)-chain. We can now compute the boundary @(p c) = c ? p @c. Since c is a j-cycle, the (j ? 1)-simplices appearing in @c must cancel in pairs by using the action of G and since p has the same distance to all vertices the same must be true for p @c. In other words, c is the boundary of p c. Proof of lemma 4.1.4. Let q n. Then the isotropy group for a generic q-simplex in H n is O(n ? q), and hence there is a canonical isomorphism of Z G]-modules
where a runs through a set of representatives for the orbits in the set of all these simplices. It then follows from Shapiro's lemma that
By using the stability theorem of Sah 11, theorem 3.8] , mentioned in the introduction, we nd that for q < n the complex`E 1 ;q has constant coe cients H q (O(n)) in dimensions less than n ? q. We can therefore apply lemma 4.1.5 to nish the proof of lemma 4.1. 4 We are now ready to prove our main result:
Theorem 4.1.6. The inclusion O(n) O 1 (1; n) induces an isomorphism H k (O(n)) ? ! H k (O 1 (1; n) ) for k n ? 1.
Proof. The theorem follows directly from lemma 4.1.4 by comparing the spectral sequences \E r ; and`E r ; . Remark. In low dimensions (k = 1; 2) theorem 4. For this we need that the action by the quotient group is trivial on both H (SO (1)) and H (SO 1 (1; 1) ). In fact in the rst case the action on the image of H (SO(n)) is induced by inner conjugation by the re ection multiplying by (?1) on the (n + 1)st coordinate. The other case is similar.
In the unstable case the action by the quotient group f1; g = O 1 (1; n)= SO 1 (1; n) on H (SO 1 (1; n)) may very well be non-trivial, and we let H ( where Tr denotes the transfer map (cf. Eckmann 6] ) and i 0 is an isomorphism by theorem 4.1.6. Since O(n) = SO(n) f I n g it follows that j 0 on the left maps H k (SO(n)) injectively onto a direct summand in H k (O(n)) and hence, by the diagram, i in the top row maps H k (SO(n)) injectively onto a direct summand of H k (SO 1 (1; n) ) + . It remains to show that the cokernel of i has exponent 2. This however follows from the identity Tr j (x) = x + x = 2x, for x 2 H k (SO 1 (1; n)) + , since by the diagram imTr imi . We next want to lift this result to the double covering groups Spin(n) Spin 1 (1; n). Proof. Let C 2 = f1; e g and let Pin (n) = Spin(n) C 2 whereas Pin (1; n) denotes the semidirect product of Spin 1 (1; n) and C 2 using the above action of e . (These groups agree with the usual Pin-groups for n 3 mod 4, but are the \other" Pin-groups for n 1 mod 4.) We then have the following exact sequences of groups 1
By the comparison theorem applied to the associated spectral sequences we deduce from theorem 4.1.6 that e i 0 induces isomorphisms H k (Pin (n)) ? ! H k (Pin (1; n)); for k n ? 1 or k = n = 3.
We can now nish the proof by arguments similar to the proof of corollary 5. where g denotes the conjugate transposed of the matrix g. The xed points of this involution is of course SU(2) respectively Sp(2). Hence we conclude using the results of Sah 13 Remark. In the complex case the involution e is conjugate (using the matrix Here Z P(S 3 ) is generated by S 3 ] and D is the Dehn-invariant whereas is de ned using the natural action of SU (2) In this sequence K ind 3 (C ) is a direct summand in K 3 (C ), in fact, K 3 (C ) = K ind 3 (C ) K M 3 (C ) where K M 3 (C ) denotes the decomposable part (Milnor's K-theory). As usual the superscript + indicates the xed points for complex conjugation. From this sequence we now easily prove the following result mentioned in the introduction: Corollary 5.2.3. The scissors congruence group P(S 3 ) is a rational vector space.
Proof. It is well-known that K 2 (C ) is a Q-vector space and also by results of Suslin (cf. Sah 12]), K 3 (C ) is the direct sum of a Q-vector space and a copy of Q=Z. By the exact sequence in corollary 5.2.2 the same statement is true for P(S 3 )=Z. Furthermore it is easy to check that the element in K 3 (C ) corresponding to p=q 2 Q=Z via the map is represented in P(S 3 ) by the double suspension of an arc in S 1 of length (p=q) 2 . Using the volume function Vol S 3 : P(S 3 ) ? ! R it now follows that these rational \lunes" generate a copy of Q inside P(S 3 ) which ends the proof. In the case of the scissors congruence group P(H 3 ) for the hyperbolic 3-space there is the following exact sequence analogous to corollary 5. where again D denotes the hyperbolic Dehn-invariant and the superscript indicates the negative eigenspace for complex conjugation. In either geometry (hyperbolic or spherical) the Extended Hilbert's 3rd Problem is to determine when 2 polyhedra are scissors congruent, and thus the two exact sequences 5.2.2 and (5.2.4) reduce this problem to a matter of detecting elements in K ind 3 (C ). That is, suppose P 1 , P 2 are two such polyhedra; then of course the rst condition for scissors congruence is D(P 1 ) = D(P 2 ) and granted this we obtain a unique \di erence element" d(P 1 ; P 2 ) 2 K ind 3 (C ) such that (d(P 1 ; P 2 )) = P 1 ] ? P 2 ] in P(S 3 )=Zresp. P(H 3 ). Corollary 5.2.5. Let P 1 and P 2 be two spherical or two hyperbolic polyhedra with all vertices de ned over Q. Then P 1 and P 2 are scissors congruent i (i) D(P 1 ) = D(P 2 ) (ii) Vol(P 1 ) = Vol(P 2 ) (iii) r (d(P 1 ; P 2 )) = 0 8 2 Gal(Q=Q), 6 = id.
Remark. We have excluded = id in (iii) since it is listed separately in (ii). It is however curious to note that in the spherical case r are all de ned using the hyperbolic volume function. The spherical volume function is only used to distinguish rational multiples of S 3 ].
