Introduction
Due to the difficulties in the experimental determination of RNA secondary structure, the methods of theoretical prediction on the known sequence are often used. For example, using the method of prediction of RNA secondary structure based on helical regions random stacking (Li and Wu, 1996a) , we have constructed a mathematical model of high level expression of foreign genes in pBV220 vector (Li and Wu, 1997; Zhang et al., 1990) . Although many different algorithms for such predictions were developed, this problem has not been solved (Gultyaev, 1991) . It is thus necessary to develop new methods for predicting RNA secondary structure.
According to M.Gouy (Gouy, 1987) , there are four main classes for predicting RNA secondary structure: combinatorial algorithms (Pipas and McMahon, 1975; Studnicka et al., 1978; Papanicolaou et al., 1984) , recursive algorithms (also called dynamic programming methods, Nussinov and Jacobsen, 1980; Zuker and Stiegler, 1981; Zuker, 1989b; Comay et al., 1984; Le and Maizel, 1993) , heuristic algorithms (Martinez, 1984; Yamamoto et al., 1984; Benedetti et al., 1989; Abrahams et al., 1990; Gultyaev, 1991) , and phylogenetic methods mentioned at the end of the review (James et al., 1989) . These methods were discussed in this review and later reviews (Turner and Sugimoto, 1988; Zuker, 1989a) and related articles. Although phylogenetic methods are the most successful at deriving RNA secondary structures, they are not applicable when the number of sequences or the sequence variability is too low (Gaspin and Westrhof, 1995) . The most-used method at present is Zuker's algorithm (Zuker and Striegler, 1981) which can be used to find the minimum free energy secondary structure. But as pointed out by Zuker himself (Zuker, 1989a) , this model is a great simplification of reality. In general, many different foldings close to the minimum free energy are possible. If energy minimization is the only folding criterion, then one must accept multiple solutions and find ways to compute them. This was developed by Zuker in 1989 (Zuker, 1989b . We can use this method to search a group of secondary structures whose free energy is close to the global minimum free energy. But when facing a group of secondary structures, if there is no experimental data, we can not tell which one is better than the others. This case also occurs in combinatorial and heuristic methods. These two kinds of methods have several weaknesses. In Pipas's method (Pipas and McMahon, 1975) , which can be used to find all possible structures, speed is very slow. If the number of helical region is N, the number of combination is 2 N , and, thus, only short RNA sequences can be treated. In Benedetti's method (Benedetti et al., 1989) , it is very important to find a rational arrangement from N! possibilities of combining helical regions. In order to reach the best structure, Benedetti developed the ways based on increasing stacking free energy contribution and kept an up-to-date list of substructures based on the minimization of their free energy. In Abrahams's method (Abrahams et al., 1990) , a hypothetical process of folding based on 'nucleation centres' which starts folding the most stable helical regions was presented. However, there is the problem that during these first steps the early formation of a stable long distance interaction can trap a large part of the chain in a wrong direction. All the above weaknesses are partly solved in Martinez's (Martinez, 1984 ) and Gultyaev's methods (Gultyaev, 1991) . In Martinez's method, one finds dominant secondary structure based on Monte Carlo simulations. In most cases, if the sequence length was 90 nucleotides, the dominant structure is found. In the examples of Pre-tRNA Phe and Pre-tRNA Tyr , 100 Monte Carlo foldings showed that dominant secondary structures occurred 78 and 80 times respectively. But with large sequences, the distribution of RNA secondary structures is more diverse and the frequency of dominant structures decreases. In order to find intervening sequence (IVS) secondary structure, Martinez calculates 20 IVS Monte Carlo foldings, and reconstruct IVS secondary structure manually. Here we address the question of how the dominant structure can be found in longer sequences? In Gultyaev's method, the folding pathway is simulated by the stepwise folding by generating random structures by the Monte Carlo method. In the process of simulation, 100 of random structures are generated. Then, the frequencies of incorporation to these structures for all helices are calculated. Here we address the question of why 100 structures is enough? We show how the central limit theorem can be used to solve these problems.
Methods

Search for all possible helical regions
For a given RNA sequence, a helical region refers to an antiparallel complementary strands whose length must be greater than or equal to a 3 base pair (bp). In addition, G-U base pairs are not permitted at the end of the helical region, and the minimum length of a hairpin loop is 3 bases. According to this definition, all possible helical regions are easy to find. Every helical region is denoted by H(S,E,L), where S, E, and L stand for the start (S) and end (E) points, and the length (L) of the helical region.
Drawing and free energy calculation of RNA secondary structure
..,n), be n helical regions in the interval [i,j] , 1 ≤i ≤j ≤N where N is the sequence length. If these helical regions satisfy the following relationship:
these n helical regions are called primary helical regions of the interval [i,j] . According to the number of primary helical regions in the interval [i,j] , and whether base i pairs with base j or not, we can find the characteristic of primary substructure which consists of primary helical regions, and therefore calculate free energy of the substructure and draw its picture. For example, if base i pairs with base j and the number of primary helical regions is 0, the substructure is a hairpin loop; if the number is 1, the substructure is an interior or a bulge loop; if the number is more than 1, the substructure is a multi-branch loop. According to the above rules, we have developed an algorithm for predicting RNA secondary structure based on random stacking of helical regions (Li and Wu, 1996a) . The values for stacking and loop energies from Turner's energy rules (Zuker, 1989a) were used. The destabilizing energies of multi-branch loop is calculated as that of the interior loop with the same size.
Short description of the method for random stacking of helical regions
At first, we select one helical region randomly from the helix list as the current structure SUB current and calculate the free energy ∆G current . Then, we choose the second helical region H second randomly from the list. If H second and SUB current are compatible, H second can be added to SUB current and a new structure NSUB second was created. If H second and SUB current are incompatible, NSUB second can be created by substituting the old incompatible helical regions with H second . Finally, we calculate the free enegy ∆G second for NSUB second . If ∆G second is less than or equal to ∆G current , we take NSUB second as the current structure SUB current . Otherwise, keep SUB current as the current structure. The above processes can be repeated until ∆G current is stable. At last, we obtain a secondary structure solution of the sequence. The process of helical regions stacking is similar to that in Benedetti's method, but every helical region in the next step was selected randomly. Compared with the method generating random structure in Gultyaev's algorithm, our method did not require the helix selected at the next step to be compatible with the previous substructure. According to the test on many sequences of different lengths, ∆G current may reach a stable value if the number of iterations was five times the number of helical regions in the list. Of course, we can obtain many secondary structures by this random process.
Occurrence probability estimation of every helical region
In the prediction of RNA secondary structure based on random stacking of helical regions, if the sequence length is less than 90 nts, in most cases, there is a secondary structure whose occurrence frequency is very high. The method is similar to Martinez's algorithm. When increasing the sequence length, the frequency decreases so fast that the dominant structure cannot easily be found. But from the point of helical regions distribution, the occurrence frequency of every helical regions is relatively stable. For example, Table  1 shows the occurrence frequencies of 20 helical regions of Yeast Phe-tRNA(EMBL CODE:SCF) in 50, 75, 100, 125, 150, 175 and 200 random structures. SCF has 58 helical regions with their length greater than or equal to 3bp all together. The frequencies of the other 38 helical regions are zero. From Table 1 , we can find the relative stability of occurrence frequency for every helical region and only a small part of helical regions (19/58) takes part in the formation of SCF secondary structure. In addition, many other sequences were tested and the results indicate the occurrence frequencies of every helical region is relatively stable. This information intrigued, and stimulated us to study RNA secondary structures prediction based on helical regions distribution. If we take every random structure as a trial, for some helical region, it can occur or not, and this process is similar to Bernoulli trials. Therefore, the central limit theorem can be used to estimate the occurrence probability of every helical region. According to central limit theorem, we have the following relationship:
P{| µ n /n -p | <ε} ≈ 2Φ(ε(n/pq) 1/2 ) -1, and p+q=1 (1) where µ n stands for the occurrence times of some helical region in n random structures, p is the occurrence probability of some helical region in natural state which we can not know exactly, and Φ(.) is a normal distribution function. In order to find the value of n, we let P{| µ n /n -p | <ε} = ≥3β, where ε and β are given by the user. So we obtain the following relationship in light of equation (1): where X=ε(n/pq) 1/2 (3)
According to the numerical value table of normal distribution function, β values, and inequality (2), we can obtain the minimum X value X min which satisfies inequality (2). Therefore, equation (3) can be transformed into the following form:
X min =ε(n min /pq) 1/2 or n min =pq(X min /ε) 2
where n min stands for the minimum value of n which satisfies inequality (2). According to equation (4) and ε value, for any p value in the interval (0,1), we can calculate n minp satisfying equation (4). For example, if ε=0.1, β=0.9, and p=0.3, based on inequality (2) and equation (4), we can obtain X min =1.7, and n minp =61. If ε=0.1, β=0.9, and p=0.8, we can obtain X min =1.7, and n minp =46. Obviously, pq is less than or equal to 1/4 because of p+q=1. So, if we let
we will obtain the result n min ≥ n minp (for any p∈(0,1))
According to relationship (6), even though we do not know the exact value of p which is in the interval (0,1), we think n min is big enough. Therefore, based on ε and β values, we can calculate n min random secondary structure solutions and take µ n /n min as the probability of every helical region. For example, ε= 0.1, β=0.9, n min =72; ε=0.1, β=0.95, n min =100; ε=0.05, β=0.95, n min =400.
Assembly algorithm
According to the above step, we can estimate the occurrence probability of every helical region. We think that the helical region with the biggest probability (p max ) must be part of the final secondary structure. In view of the fluctuation of probability within the value of ε, we select the helical region with minimum free energy from those whose probability is from p max -2ε to p max as the current structure. At present, because there is no way to calculate free energy of pseudoknot structure, we eliminate the helical regions incompatible with the current structure from the helical region list and take the remaining helical regions as a new list. Based on the new list, the above process is repeated until no more helical regions can be added. At last, we take the current structure as the final secondary structure.
Results
In order to demonstrate the reliability of our algorithm and program, the secondary structures of tRNA Phe , Pre-tRNA Tyr , and Tetrahymena ribosomal RNA intervening sequence (IVS) were predicted with different ε and β values. In par- A B ticular, tRNA Phe was chosen because its tertiary and secondary structure is experimentally known. tRNA Phe contains 76 bases and has a well-known cloverleaf structure (Sprinzl and Gauss, 1984) . In order to study its secondary structure, the following values of ε=0.10, β=0.90; ε=0.10, β=0.95; and ε=0.05, β=0.95 were used. We always get the same cloverleaf structure as in Figure 1(A) . Compared with the results predicted by Benedetti's method, we obtain only one structure which can be easy chosen by the user. Obviously, this structure is different from the minimum free energy secondary structure as in Figure 1 (B) which was predicted by Zuker's method (Zuker and Stiegler, 1981) in the RNAFOLD system (Li and Wu, 1996b) .
In Martinez (1984) , Pre-tRNA Tyr secondary structure consists of five helical regions. We use the following values of ε=0.10, β=0.90; ε=0.10, β=0.95; and ε=0.05, β=0.95 to The minimum free energy secondary structure of tRNATyr precursor. Its free energy is -24.6 Kcal/Mol in Turner energy rules predicted by Zuker's algorithm in the RNAFOLD system. Some single base pairs appear in the prediction. The free energy of the structure containing single base pairs is -27.3 Kcal/ Mol. In the structure above, the single base pairs have been deleted and the free energy is recalculated as -24.6 Kcal/Mol. A B study the structure. We always get the same structure as in Figure 2 (A). This structure is also composed of five helical regions. The only difference between them is the second helical region. But this secondary structure is also consistent with the experimental data such as T1 cleavage sites and V1 sites. Furthermore, this dominant structure is much different from the minimum free energy secondary structure as in Figure 2(B) predicted by RNAFOLD.
In 1983, utilizing Zuker's algorithm of minimum free energy secondary structure prediction, Cech (Cech et al., 1983) presented a secondary structure model of Tetrahymena ribosomal RNA intervening sequence (IVS) based on experimental data. Now, we use the following values ε=0.10, β=0.90; ε=0.10, β=0.95; and ε=0.05, β=0.95 to investigate its secondary structure. We always get the same structure (Figure 3) with the free energy -62.10 Kcal/Mol according to Turner's free energy rules. Although this structure is slightly different from the model, many helices are common between them. In addition, this structure is basically consistent with the T1 sites. Compared with the results predicted by Martinez, we give only the most probable secondary structure, and this structure is entirely computed. In Benedetti's prediction results, many structures are obtained and one structure was chosen by considering the splicing sites that was given by Cech et al. But in most cases, there is no experimental data provided to us to predict the secondary structure. Therefore, we can not tell which one is better than the other when faced with many possible secondary structures derived from the same RNA sequence. However, for a given RNA sequence, we can give the most probable solution based on our method. This is the biggest advantage of our method.
Discussion
We have discussed the method for predicting RNA secondary structures based on helical region distribution. At first, according to the central limit theorem, ε, and β values, we find the occurrence probability of every helical region. Then, the RNA secondary structure is obtained by means of an iterative procedure. Compared with the previous methods of helical region combination, the advantage of our method is that for every RNA sequence, it gives the most probable secondary structure. The tests on three RNA sequences (tRNA Phe , Pre-tRNA Tyr , and IVS) indicated that these structures are consistent with known structures and experimental data. Furthermore, the most probable solutions of tRNA Phe and Pre-tRNA Tyr are not at the minimum free energy state. Of course, the most probable secondary structure may vary with the ε, and β values, but according to these tests, if sequence length is less than 200 nts, the most probable secondary structure keeps stable with the values ε∈(0,0.1) and β∈(0.9,1). With large sequence length, this structure might slightly change, but for the same ε and β values, in most cases, the most probable secondary structure is stable. In addition, from the view point of statistics, in order to find the real secondary structure, we must let ε = 0 and β = 1. But, in fact, this demand cannot be met in any way. Therefore, we cannot obtain the real secondary structure by the use of a computer. In addition, the minimum length of helical regions is limited to 3bp and the G-U base pair is not permitted at the end of the helical region in this paper. If we limit the minimum length of the helical region to 2bp or let the G-U base pair appear at the end of the helical regions, the number of potential helical regions will grow and the folding pathway will be changed. According to the tests on three sequences (tRNA Phe , Pre-tRNA Tyr , and IVS) the results indicate that if the minimum length of the helical region is 2bp and the G-U base pair is not allowed at the end of helical region, the secondary structures in Figures 1(A) and 2(A) have no changes, while the secondary structures in Figure 3 have a slight change. If the G-U base pair can appear at the end, all the structures in Figures 1(A) , 2(A) and 3 have slight changes. According to these results, the length of the helical region may not be a good criterion for searching potential helical regions in combinatorial and heuristic methods. This will be investigated in future.
In Pipas and McMahons' method, if the number of helical regions is N, there is 2 N combinations. So, if N can decrease, the speed increases greatly. If we eliminate the helical region with the probability less than 0.05 from the list, the number of remaining helical regions becomes small, as compared to the original list. This information can be verified in Table 1 . In Benedetti's method, it is very important to find a rational arrangement from all N! arrangements. We can take a helical regions arrangement by sorting the helical regions by probabilities. In most cases, the secondary structures predicted by our method and those by a modified Benedetti's method are similar. For example, we used this modified method to study the secondary structures of yeast Phe-tRNA, Pre-tRNAtyr and IVS with the values ε=0.10, β=0.90; ε=0.10, β=0.95; and ε=0.05, β=0.95. We always get the same structure as those obtained iteratively (Figures 1(A) , 2(A) and 3). Therefore, to increase the speed of the program, we can use the above modified Benedetti's method to predict the secondary structure of long sequences. We can also use the strategy pointed out in the review by Gouy (1987) to predict the secondary structure of long sequences. A first run with a larger minimal helix length furnishes the major folding domains of the molecule. A second run in which some of the main first step helices are enforced furnishes a refined structure prediction. In addition, compared to the method of random stacking of helical regions, if the frequency of a dominant structure is very high, the structure predicted by our method is the same. But if the frequency of a dominant structure is very low, or the sequence length is longer (≥100bp), for instance, our method can be used to find the most probable secondary structure.
Here we must point out the Gultyaev's algorithm, because the folding pathway presented in this paper is similar to that described by Gultyaev. There are four main differences. First, the method for generating random structure which has been pointed out in methods section. The second point is the number of random structures which is determined by ε and β values in this paper. While in Gultyaev's method, 100 structures are needed. The third point is the criterion for searching potential helical regions. The fourth point is about predicting pseudoknots. In the present paper, the pseudoknots are not permitted. The only problems are how to assign energies and how to draw the resulting structures. If thermodynamic parameters for pseudoknots are obtained, we can also use the present method to predict RNA tertiary structure in which the only changes is the method for generating random structures. We intend to investigate these carefully in future. At last, according to Table 1 , we point out that the most stable helical region may not occur with the highest occurrence probability. Therefore, the selection of helical regions based on the most stable or longest helical region may not be a good strategy (Nussinov and Pieczenik, 1984; Abrahams et al., 1990) .
Of course, the experimental information is easy to incorporate into our program. For example, we can use the letter X to denote an unpaired base, and take the helical regions supported by experiments as the current structure. Then, the above method can be used to predict RNA secondary structure.
