The ordinary di erential equations of Newtonian dynamics are used in atomic simulations with the method of molecular dynamics. The basic issues are surveyed and standard algorithms are described. Several algorithmic variants are discussed. Some advanced ideas relating to parallel computation are considered.
Introduction
Simulations of the atomic motion in chemical and biological systems will play a central role in industrial and medical research and development in the twentyrst century 1, 3, 13, 15, 16, 20, 31] . New catalysts, pharmaceuticals, and other materials will be designed on computers before the labor-intensive (and potentially pollution-intensive) steps of laboratory synthesis and testing are initiated. In large part, these advances re ect the increasingly sophisticated algorithms, software and hardware for parallel computing, because simulations of realistic molecular models typically require very substantial amounts of computer time and memory.
Perhaps the best-known computational method for studying atomic motion is molecular dynamics simulation 1, 3, 13, 15, 16, 20, 33] . In this method, the forces acting on the atoms are calculated from a model potential energy function, usually a function of simple analytic form, and the atoms are moved iteratively in accordance with Newton's di erential equation of motion.
Many factors conspire to make such calculations demanding of computational resources. The number, N , of atoms may be quite large, on the order of 10 5 or 10 6 or more for realistic models of large biological molecules or polymer melts, for example. Complicated functional forms may be required to describe the forces in some problems. Here, we consider another factor that complicates most molecular dynamics simulations: the broad spectrum of time scales involved.
Biological molecules, polymers, and many other materials are modeled as chains of atoms linked by covalent bonds. Physically, the bonds are known to be exible, and to vibrate with frequencies ranging from about 10 14 per second (for stretching of bonds involving the lightest atom, hydrogen) to perhaps 10 13 where t is measured in nanoseconds and a typical interval of integration would be of order unity. Note that the eigenvalues of this system are pure imaginary and quite large.
The next highest frequency motions are those that involve deformations of the angles formed by any two bonds to a given atom. For example, the angle, , made between the lines containing the oxygen atom and the two hydrogen atoms in a water molecule is governed by an equation similar in form to (1) , with replacing r, assuming that the distance between the hydrogen atoms and the oxygen atom remain xed. The frequencies for angular bonds range from 3 10 13 per second downward.
The above equation (1) and its counterpart for the angle in a water molecule take the form
A popular technique for approximately solving such equations (or systems of equations) is the Verlet algorithm 33]
In the case that f (u) := 2 (u ? u 0 ) a standard stability analysis indicates that the stability region of the Verlet algorithm is the set of t in the interval ?2i; 2i] on the imaginary axis. Thus the Verlet algorithm has the same general form and stability region of the well-known \leap frog" method for rst-order equations.
In addition to bond oscillations, there are longer range forces which have a characteristic frequency ranging from 10 13 per second to 10 9 per second. Lists of appropriate coe cients for the distance and angle constraints, and for the nonbonded forces, can be found in 14] for a simulation of a characteristic macromolecule.
In typical simulations, one wishes to study motions on the time scale of 10 ?9 seconds or more. If the fastest motions are to be followed in detail, this implies at least 10 6 time steps (if 10 steps are taken during one cycle of the fastest motion) with an expensive recomputation of the forces at each step. And the bond-stretching (and even the bond-bending motions) are usually of much less interest than the collective motions of the atoms over the longer periods of time. This is, of course, the classic problem of sti systems.
The key factor that di erentiates molecular sti systems from more familiar ones, arising say in chemical kinetics or VLSI design, is that the highest frequencies correspond to oscillatory modes rather than decaying ones. Typical methods for sti systems, such as backwards di erentiation methods 12], are designed for rapidly decaying modes. For oscillatory modes, only A-stable methods can easily allow large time steps without losing numerical stability. There are modes with eigenvalues on the imaginary axis, far from the origin, and the numerical time-stepping method must resolve these.
A number of methods have been developed to reduce the penalty imposed by the high frequency motions in molecular dynamics simulations. Many simulations have made use of standard algorithms for sti systems and simply followed motions of all frequencies in the model; see, e.g. 19] . Another widely-used approach has been to eliminate the bond-stretching motions by imposing holonomic constraints 1, 27], which we discuss at length in the next section.
Constrained molecular dynamics
A standard technique used to solve sti systems is to reduce some of the di erential terms to simple algebraic constraints, thus changing the system from a classical system of ordinary di erential equations to an algebraic+ordinary-di erential one 2]. For decaying modes, this amounts to relaxing some variables to a natural steady state, ideally one that is asymptotically stable. However, for oscillatory modes such as the bonds between atoms described in the previous section, this is a more severe approximation. The natural state of the system may be vibrational for these atoms rather than being in a xed relative position. While such a position is a good average one, it certainly does not re ect the true dynamical nature of the system.
The imposition of constraints 1, 27] to replace rapidly oscillating bonds allows increases in the time steps by perhaps a factor of three. Similar constraints could be imposed on bond angles, but these are seldom used (except for three-atom molecules such as water) for several reasons. First, bond-angle exibility is signicant in reducing to realistic values the energy barriers for important motions (e.g., the rotation of a polymer segment) in densely-packed systems of atoms 14, 21].
Second, it is known from statistical mechanics that bond-angle constraints produce signi cant artifacts in the thermal population of torsional con gurations of the chain 14, 10] . Whereas the rst di culty arises from simple mechanical considerations | relieving the stresses associated with atomic overlaps | the second arises from alterations of the metric determinant associated with the con guration integrals of classical statistical mechanics. Finally, eliminating the lowest frequency bond-angle bending forces may not allow further increases in time step because of the need to follow other fast components of motion, such as torsional motions involving hydrogen, or collisions of nonbonded atoms. Here, \collisions" refers to the approach of two atoms with a repulsive force that increases steeply with decreasing interatomic separation. Physically, such forces represend the \hard cores" that prevent atoms from overlapping.
The introduction of constraints of course changes the Hamiltonian system from a classical system of ordinary di erential equations into an algebraic-ordinary di erential system 2]. To date, little work has been done regarding constrained molecular dynamics from this point of view. However, the very substantial recent developments in high-order methods for algebraic-ordinary di erential systems could potentially provide signi cant improvements in molecular dynamics simulations.
Signi cant advances have been made in the parallel solution of constrained molecular dynamics. At the simplest level, constraints on small molecules (for example, water) can be resolved independently, leading to trivial parallelism. In many applications, this can give a signi cant performance advantage 18]. More complex molecules present signi cant challenges. For biological systems, thousands of atoms may be linked by a sequence of constraints. The conventional algorithm used to resolve the constraints, a variant of the nonlinear Gauss-Seidel algorithm, appears at rst to be essentially sequential. However, the (nonlinear) constraint matrix is frequently (e.g., for biological systems) tightly banded, and this allows e cient pipelining 9] in the resolution of the constraints. Alternatively, the nonlinear Gauss-Seidel algorithm can be modi ed by adding Jacobi-like iterations for certain constraints 5]. In many cases, one can show that this degrades convergence only slightly 29].
Explicit predictor-corrector methods
The most numerically accurate algorithms commonly used in this eld are the explicit predictor-corrector methods 12]. The 5th-order Gear predictor-corrector preserves many of the invariants of the Hamiltonian. In such particle simulations conservation of total energy and linear momentum are commonly used as controls on the quality of the simulation program. This is because the temperature and other thermodynamic bulk properties that may be forthcoming from the simulation depend sensitively on the energy and momentum. However, since such simulations display ergodic-mixing behavior 11] and even ergodic-chaotic behavior for some simulations, small and essentially irrelevant di erences in initial conditions lead to very di erent trajectories. Thus it is the amount of phase space (territory) covered that is most physically important for averages and not the precise phase path taken. It is not necessary to have back-integrability as a condition on the quality of the numerical methods.
Less precise algorithms are often used with considerable success. Second order explicit algorithms such as the Verlet algorithm (3) and its variants 1] produce thermodynamic results of the same quality as the more complicated 5th-order algorithms 1]. They have the additional advantage of becoming numerically unstable less quickly with increasing size of time-step. Such an advantage is rarely of more signi cance than a factor of two, however. 
Implicit time-stepping algorithms

Wave-form relaxation
In simulating molecular dynamics on parallel computers, an entirely di erent orientation may be appropriate. The conventional approach parallelizes the work to be done at each time step, as in (6) Here, n does not denote a time step but rather an iteration index, and u n denotes a function of t de ned on an interval T 0 ; T 1 ]. Thus we utilize trajectories from previous iterations to create N independent ordinary di erential equations for a scalar unknown, u n+1 i . These can be integrated in parallel.
It is interesting to compare (5) with discretizations of (7). In (7), there are N parallel tasks, and this amount of parallelism is determined by the problem being solved (number of atoms), whereas the number k of parallel tasks in (5) is a variable that can be changed independent of N . However, for molecular dynamics, N would be so large that this would not be a practical limitation. Of course, the entire integration interval need not be done without synchronization. Instead, this approach could be used for a number, M , of time steps, with synchronization occurring after each group of M time steps. Then M becomes a parameter which provides a variable amount of parallel work to be done between synchronization points.
Implicit discretizations of (7) would lead to much simpler nonlinear equations to be solved than in the case of (5), involving only one unknown per equation. For example, suppose that the trapezoidal-rule (Crank-Nicolson) discretization is applied with only M = 1 time steps between syncronization, i.e., we integrate (7) only over the interval from T 0 to T 1 = T 0 + t. This leads to an equation of the form
where . Thus (7) and (5) represent two extremes, one involving N N systems of equations to be solved and the other instead involving sets of N independent equations in a single unknown. One can imagine hybrids which fall between these two extremes, which we now consider in one case.
A hybrid scheme
Hybrid schemes having properties intermediate between those of (6) and (8) could be devised in a variety of ways, but one such is to group together unknowns (atoms) in the wave-form relaxation approach. Instead of (7), suppose that we base our approximation on a version of (7) using these groups of indices, namely, 
Then implicit discretizations of (9) Schemes similar in spirit to (10) are currently used, based on a cut-o radius 1]. In this approach, the indices G i denote the neighbor list of atoms whose distance from the i-th atom is less than the cut-o radius; the neighbor lists are updated every M time steps (M = 10 is typical). A full description of the method requires notation similar to (6) . Let 
Separation of time-scales
To obtain a more substantial gain in e ciency, the use of a separation of timescales (as was mentioned previously in the context of constraints) is often necessary 22, 32] . Frequently a multiple time-step method can be advantageous where a few degrees of freedom are found to be numerically sti . In such cases only the highest frequencies need be integrated with the shorter time increment; the slower degrees of freedom are then integrated with a correspondingly longer step. Indeed, the use of a cut-o radius (11) can be viewed as a multiple time-scale technique.
Unfortunately, relatively few systems of chemical or biochemical signi cance have a relatively small number of sti degrees of freedom with a clear separation of time-scales. Indeed, identifying the numerically sti collective coordinates in a physically complex coupled system itself can be quite challenging.
Symplectic integrators
Molecular dynamics is, in its simplest form, a Hamiltonian system. Thus integration techniques which preserve the symplectic structure of such a system can be of signi cant interest. Recently such techniques have been extended to include constrained molecular dynamics 17].
Conclusions
We have surveyed the state of the art for numerical methods for solving the ordinary di erential equations using in molecular dynamics simulations, especially with regard to biomolecular systems. The simple Verlet scheme (3), together with constraints applied to the simplest bonds, remains one of the most e ective schemes. There is a need for more e cient schemes, but they must have desired properties of conservation of energy, linear momentum and other invariants of the Hamiltonian.
Implicit methods have been e ectively used in some contexts, but further research is needed to be able to use them more widely. Parallel computing o ers new challenges, but new opportunities exist to exploit parallelism e ciently. More research is needed to quantify the potential value of these approaches.
