We compare the di¤erent existing approaches to the construction of timevarying Z-score measures, plus an additional alternative one, using a panel of banks for the G20 group of countries covering the period 1992-2009. We examine which ways of estimating the moments used in these di¤erent approaches best …t the data, using a simple root mean squared error criterion.
Introduction
The Z-score is a risk measure commonly used in the empirical banking literature to re ‡ect a bank's probability of insolvency. It is generally attributed to Boyd and Graham (1986) , Hannan and Hanweck (1988) and Boyd et al. (1993) , and plays an important role in the assessment of both individual bank risk as well as overall …nancial stability. Its use in cross-sectional studies has become widespread due to its simplicity and the fact that it can be constructed using only accounting information; in contrast to market-based risk measures, it is also applicable to the substantial number of unlisted …-nancial institutions. Starting with work by Boyd et al. (2006) , Hesse and µ Cihák (2007) and Yeyati and Micco (2007) , it is now also increasingly being implemented as a time-varying measure in panel studies. Despite this growing popularity, there appears so far to be a certain lack of consensus on what the best way of constructing such time-varying Z-score measures might be.
In this paper, we discuss the time-varying Z-score measures in use so far and propose a related alternative one; we then compare these measures using data on commercial, cooperative and savings banks for the G20 group of countries covering the period 1992-2009. We further examine which of the various ways of estimating the moments used in the di¤erent approaches to the computation of these time-varying Z-score measures best …t the data, using a simple root mean squared error criterion. Our results overall support the use of the alternative time-varying Z-score measure we propose, which uses mean and standard deviation estimates of the return on assets that are calculated over the full sample and combines these with current values of the capital-asset ratio. This approach to the construction of time-varying Z-score 2 measures is furthermore straightforward to implement and does not drop initial observations, an inherent problem with rolling moments approaches.
Section 2 discusses the di¤erent approaches to the construction of timevarying Z-score measures considered, Section 3 evaluates them for a panel of commercial, cooperative and savings banks for the G20 group of countries, and Section 4 concludes the paper.
Di¤erent approaches to time-varying Z-score measures
To discuss the di¤erent approaches to the construction of time-varying Z-score measures currently in use in the literature, let us …rst recapitulate the established rationale for the use of Z-score measures more generally. As is common in the literature, we de…ne bank insolvency as a state where (car + roa) 0, with car being the bank's capital-asset ratio and roa its return on assets. Then, if roa is a random variable with mean roa and …nite variance 2 roa , Hannan and Hanweck (1988) and Boyd et al. (1993) point out that the Bienaymé-Chebyshev inequality allows us to state an upper bound of the probability of insolvency as
where
The Z-score Z de…ned in Equation (2) is thus inversely related to an upper bound of the probability of insolvency p(roa car), even for the weakest of distributional assumptions. 
3
The implementation of Z-score measures for cross-sectional analysis is largely uncontroversial; by comparison, the construction of time-varying Zscore measures to be used in panel analysis may appear less straightforward.
However, it is su¢ cient to reiterate that the probabilistic interpretation of Z-score measures implies that roa and roa are moments of the distribution of roa that are possibly time-varying and need to be estimated as roa;t and roa;t for time periods t. On the other hand, ( car) is simply a "safety …rst" level of returns (in the spirit of Roy, 1952) delimiting the insolvency case; it could therefore plausibly be made directly time-varying using current period t values of car t , or otherwise be represented by its mean car;t which then would also need to be estimated for time periods t. Taking those two elements together would thus suggest time-varying Z-scores of either of the two following forms 
The various approaches to the construction of time-varying Z-score measures currently in use in the literature, together with their …rst exponents, can then be classi…ed as follows:
Approach Z1: Boyd et al. (2006, section III.A) use moving mean and standard deviation estimates car;t (n), roa;t (n) and roa;t (n) (with window width n = 3) that are calculated for each period t 2 f1 : : : T g.
Approach Z2: Yeyati and Micco (2007) use moving mean and standard deviation estimates roa;t (n) and roa;t (n) (with window width n = 3) that are calculated for each period t 2 f1 : : : T g, and combine these with current period t values of car t . Clearly, all these approaches are consistent with the probabilistic interpretation of Z-score measures discussed above. A further approach that is also consistent with this interpretation, but does not seem to have been used in the literature so far, would be Approach Z5: One could use mean and standard deviation estimates roa and roa that are calculated over the full sample [1 : : : T ], and combine these with current period t values of car t .
Which of these …ve approaches to constructing time-varying Z-score measures is then most appropriate in a given context is an inherently empirical question and will depend on the data under consideration; we will examine this issue further in the following section.
Evaluating di¤erent time-varying Z-score measures for the G20 countries
We now examine how the di¤erent ways of computing time-varying Zscore measures discussed in Section 2 compare when taken to the data. To this end, we examine a dataset of commercial, cooperative and savings banks for the G20 group of countries extracted from BvD Bankscope, covering the period 1992-2009. We manually clean for obvious outliers/erroneous data, and retain for each bank j the longest contiguous run of observations T j while imposing a minimum of …ve observations; we end up with data for 14658 banks with an average of 10:4 years of observations. Table 1 gives a breakdown of the number of banks in our sample by country and bank type.
In Table 2 we give descriptive statistics of the …ve di¤erent time-varying Z-score measures. We observe three distinct clusters amongst these measures, consistently for all banks, for all three types of bank and for all G20 countries. Z1 and Z2 are very similar, with average means and standard deviations of these measures, as calculated per bank, in a medium range with an average coe¢ cient of variation of 1.1. Z3 and Z5 are also very close to each other, with average means and standard deviations in a generally lower range and an also rather low average coe¢ cient of variation of 0.1. Z4, on the other hand, gives results that are very di¤erent from the other measures, with average means and standard deviations in a much higher range, even running to four digits in the case of the US, and a much larger average coe¢ cient of variation of 2.2. These three clusters are con…rmed when examining the average correlation coe¢ cients of these di¤erent measures, as presented in Table 3 . In order to better understand the markedly di¤erent behavior of Z4, we examine some descriptive statistics of the components of these timevarying Z-score measures in Table 4 . We note that the "instantaneous" standard deviation estimates inst roa;t used in the calculation of Z4 can obtain extremely small values compared to the other measures, particularly for the case of the US, leading consequently to potentially very large values of Zscores and quite substantial volatility in these measures, as observed in Table   2 .
[Insert Tables 1-4] We then take our investigation further by examining which of the various mean and standard deviation estimates that are used to compute the timevarying Z-score measures Z1-Z5 best …t the data, in the sense of producing minimum one-period-ahead forecast errors. Given the rather short time dimension of our panel, we opt for a simple root mean squared error (RMSE) criterion to evaluate which of the proposed approaches to calculate the means car;t and roa;t best …t the data. For this we explore which of the different estimates 2 est car;t 2 f car;t (2); car;t (3); car;t (4); car;t (5); car ; car t g and est roa;t 2 f roa;t (2); roa;t (3); roa;t (4); roa;t (5); roa ; roa t g, respectively, minimize the (weighted) average RMSE of the N banks j given by
Note that we also examine rolling windows of size two, four and …ve in addition to the one of three most used in the literature previously.
Finding a realized volatility measure is unfortunately much less straightforward when relying on (mostly annual) accounting data than in other contexts, where higher frequency data can normally be used to calculate these. We opt to rely on the "instantaneous" standard deviation estimates inst roa;t = jroa t roa j introduced previously to represent realized volatility, and thus investigate which of the di¤erent standard deviation estimates 3 est roa;t 2 roa;t (2); roa;t (3); roa;t (4); roa;t (5); roa ; inst roa;t minimizes the (weighted) average RMSE of the N banks j given by
inst roa;j;t est roa;j;t 1 (Table 6) . Current values of the return on assets roa t , on the other hand, give, or are indistinguishable from, the lowest average RMSE for these particular four countries, and savings banks overall. Lastly, the standard deviation of the return on assets as calculated over the full sample ( roa ) provides the lowest average RMSE for the full sample of G20 countries, for all three bank types, and all individual countries except Turkey and Indonesia, the latter of which however gives results that are indistinguishable across all measures (Table 7) .
Taken together, these results overall support the use of the time-varying Z-score measure Z5, which uses mean and standard deviation estimates of the return on assets that are calculated over the full sample and combines these with current values of the capital-asset ratio. For speci…c subsamples, such as savings banks, or banks in China, Indonesia or the USA, the time-varying Z-score measure Z3, which uses standard deviation estimates of the return on assets calculated over the full sample together with current values of the capital-asset ratio and the return on assets, might be more appropriate given our results. This is consistent with our previous observation that these two measures do in fact behave very similarly for the sample under consideration (see Tables 2 and 3 ). Both measures have the added advantage of allowing the construction of time-varying Z-scores that are available over the full sample; this compares favorably with the rolling moment approach used in measures Z1 and Z2, which requires some initial observations to be dropped. Lastly, they also represent very straightforward approaches to implement, making
them practical yet well-founded ways of constructing time-varying Z-score measures for a wide range of empirical issues in the banking and …nancial 9 stability related literature.
[Insert Tables 5-7] 4. Conclusion
We discussed and compared di¤erent approaches to the construction of time-varying Z-score measures in use in the literature, proposing a related alternative one; for this we used a panel of commercial, cooperative and savings banks for the G20 group of countries covering the period 1992-2009.
We also explored which ways of estimating the moments used in the di¤erent approaches to computing these time-varying Z-score measures best …t the data, using a simple root mean squared error criterion. Our results were overall supportive of the use of the alternative time-varying Z-score measure we proposed: this measure uses mean and standard deviation estimates of the return on assets that are calculated over the full sample and combines these with current values of the capital-asset ratio, making it a very straightforward measure to implement in the assessment of individual bank insolvency risk and …nancial stability more generally. This measure furthermore displays a fairly low level of intertemporal volatility on a per bank level, consistently for all three types of bank and for all G20 countries, stressing the importance of avoiding the introduction of potentially "spurious" volatility in the construction of such time-varying bank insolvency risk measures more generally. The time-varying Z-score measure Z1 uses three-period moving mean and standard deviation estimates Definitions of time-varying Z-scores Z1-Z5: see Table 2 . 
roa t s is the three-period moving standard deviation estimate of roa. 
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