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Abstract
The stability number (G) of a graph G is the size of a maximum stable set of G, core(G)=⋂{S : S is a maximum stable set in G}, and (G)= |core(G)|. In this paper we prove that for a
graph G the following assertions are true: (i) if G has no isolated vertices, and (G)6 1, then G
is quasi-regularizable; (ii) if the order of G is n, and (G)¿ (n+ k −min{1; |N (core(G))|})=2,
for some k ¿ 1, then (G) ¿ k + 1; moreover, if n + k − min{1; |N (core(G))|} is even,
then (G) ¿ k + 2. The last 8nding is a strengthening of a result of Hammer, Hansen, and
Simeone, which states that (G) ¿ 1 is true whenever (G)¿n=2. In the case of K;onig–
Egerv<ary graphs, i.e., for graphs enjoying the equality (G) + (G) = n, where (G) is the
maximum size of a matching of G, we prove that |core(G)|¿ |N (core(G))| is a necessary and
su>cient condition for (G)¿n=2. Furthermore, for bipartite graphs without isolated vertices,
(G)¿ 2 is equivalent to (G)¿n=2. We also show that Hall’s Marriage Theorem is true for
K;onig–Egerv<ary graphs, and, it is su>cient to check Hall’s condition only for one speci8c stable
set, namely for core(G). ? 2002 Elsevier Science B.V. All rights reserved.
Keywords: Maximum stable set; Maximum Matching; Quasi-regularizable graph; -stable
graph; K;onig-Egerv<ary graph; Hall’s Marriage Theorem; Bipartite graph
1. Introduction
Throughout this paper G = (V; E) is a simple (i.e., a 8nite, undirected, loopless and
without multiple edges) graph with vertex set V = V (G) and edge set E = E(G). If
X ⊆ V , then G[X ] is the subgraph of G spanned by X . By G − W we mean either
the subgraph G[V −W ], if W ⊆ V (G), or the partial subgraph H = (V; E −W ) of G,
for W ⊆ E(G). In either case, we use G − w, whenever W = {w}. If A; B;⊆ V and
A∩B= ∅, then (A; B) stands for the set {e= ab: a ∈ A; b ∈ B; e ∈ E}. A stable set S
of maximum size will be referred to as a maximum stable set of G, and (G)= |S| is
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the stability number of G. Let (G) and core(G) denote respectively the sets {S: S is
a maximum stable set of G} and ⋂{S: S ∈ (G)}, while (G) = |core(G)|. Clearly,
any isolated vertex of a graph G is contained in core(G). Let us de8ne isol(G) as the
set of isolated vertices of G.
In the sequel we need the following characterization of a maximum stable set of a
graph, due to Berge.
Theorem 1.1 (Berge [1]). A stable set S belongs to (G) if and only if every stable
set A of G, disjoint from S, can be matched into S.
The neighborhood of a vertex v ∈ V is the set N (v)= {w: w ∈ V and vw ∈ E}, and
for A ⊆ V; N (A) =⋃{N (v): v ∈ A}, while N [A] = A ∪ N (A). By Cn, Kn and Pn we
denote the chordless cycle on n ¿ 4 vertices, the complete graph on n ¿ 1 vertices,
and respectively the chordless path on n¿ 3 vertices.
A matching is a set of non-incident edges of G; a matching of maximum cardinality
(G) is a maximum matching, and a perfect matching is a matching covering all
the vertices of G. G is a K:onig–Egerv;ary graph provided (G) + (G) = |V (G)|,
(see [2,12]). According to a well-known result of K;onig [7], and Egerv<ary [3], each
bipartite graph enjoys this property.
A graph G is +-stable if (G + e) = (G), for any edge e ∈ E( NG), where NG is
the complement of G, (see [4]). The following characterization of +-stable graphs,
without any referring to this notion, had been proved in [5] three years before the
above de8nition was proposed.
Theorem 1.2 (Haynes et al. [5]). A graph G is +-stable if and only if (G)6 1.
This result motivates that a graph G is referred to as; (i) +0 -stable, if (G)=0, and
(ii) +1 -stable provided (G) = 1, (see [11]). For instance, C4 is 
+
0 -stable, K3 + e is
+1 -stable, and the diamond, i.e., the graph K4 − e, is not +- stable (see Fig. 1).
A graph G is quasi-regularizable if one can replace each edge of G with a non-
negative integer number of parallel copies, so as to obtain a regular multigraph of
degree 
= 0, (see [1]). For instance, the diamond is quasi-regularizable, while P3 is
not quasi-regularizable. Clearly, any quasi-regularizable graph has no isolated vertices.
Moreover, a disconnected graph is quasi-regularizable if and only if any of its connected
components is a quasi-regularizable graph. Further, instead of the above de8nition, we
will widely use the following characterization of quasi-regularizable graphs, due to
Berge.
Fig. 1. Two non-+0 -stable graphs: (a) K4 − e; (b) K3 + e.
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Theorem 1.3 (Berge [1]). A graph G is quasi-regularizable if and only if |S| 6
|N (S)| holds for any stable set S of G.
In this paper we analyze the relationship between (G) and (G). We show that
if G is a graph of order n and (G)¿ (n + k − min{1; |N (core(G))|})=2, for some
k ¿ 1, then (G) ¿ k + 1; moreover, if n + k − min{1; |N (core(G))|} is even, then
(G)¿ k+2. For k=1, we obtain a strengthening of a result of Hammer, Hansen and
Simeone [6], which claims that (G) ¿ 1, whenever (G)¿ |V (G)|=2. The fact that
(G)¿ |V (G)|=2 together with |isol(G)| 
= 1 implies (G) ¿ 2 was 8rst established
in [9] and [10] for bipartite graphs and K;onig–Egerv<ary graphs respectively. From the
historical perspective it is also worth mentioning that (T ) 
= 1 holds for any tree T
of order at least two, as Gunther et al. [4], and independently, Zito [13], have shown.
Moreover, (G) 
= 1 is true for an arbitrary bipartite graph G, (see [9]).
We also thoroughly investigate the special cases of K;onig–Egerv<ay graphs and bipar-
tite graphs, for which some su>cient conditions implying (G)¿ |V (G)|=2 are found.
We infer that Hall’s Marriage Theorem is true for K;onig–Egerv<ary graphs as well
as for bipartite graphs, and obtain a new characterization of K;onig–Egerv<ary graphs
having a perfect matching in terms of properties of core(G).
2. The main result
Lemma 2.1. For a graph G let S0 be a stable set of vertices such that
|S0|=min{|S|: S is stable in G and |S|¿ |N (S)|}:
Then the following assertions hold:
(i) if isol (G) = ∅, then G is not quasi-regularizable if and only if |S0|¿ 2;
(ii) if G is not quasi-regularizable, then S0 ⊆ core(G).
Proof. (i) Let us notice that isol(G) 
= ∅ if and only if |S0|=1. According to Theorem
1.3, G is not quasi-regularizable if and only if S0 
= ∅, i.e., |S0|¿ 2, because isol(G)=
∅.
(ii) Let S ∈ (G), and S1=S0∩S. Since S0−S1 is stable and disjoint from S, it can
be matched into S, by Theorem 1.1. Hence, |S0−S1|6 |N (S0−S1)∩S|. Consequently,
by |S0|¿ |N (S0)| and N (S1) ∩ S = ∅, we obtain |S1|¿ |N (S1)|. The minimality of S0
now implies that S1 = S0 and, therefore, S0 ⊆ S. This ensures that S0 ⊆ core(G).
Remark 1. If G is not quasi-regularizable and satis8es isol(G) = ∅, then the inclusion
in Lemma 2.1(ii) may sometimes be strict. For instance, the graph G1 in Fig. 2 has
S0 = core(G1) = {a; b}, while for the graph G2 in the same 8gure we note that S0 =
{a; b} ⊂ core(G2) = {a; b; c}.
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Fig. 2. Non-quasi-regularizable graphs.
Proposition 2.2. Any +-stable graph free of isolated vertices is quasi-regularizable.
Proof. Assume that G is a non-quasi-regularizable +-stable graph with isol(G) = ∅.
According to Lemma 2.1, there exists some stable set S0 in G, with |S0| ¿ 2, such
that S0 ⊆ core(G). Consequently, we obtain that (G) ¿ 2, a contradiction, since by
virtue of Theorem 1.2, G must satisfy the condition (G)6 1.
The restriction “free of isolated vertices” in the proposition above is essential, since
no graph G with isol(G) 
= ∅ can be quasi-regularizable, but there exist +-stable
graphs having isolated vertices; e.g., any graph consisting of one isolated vertex and a
Kn; n¿ 2, is +-stable. Nevertheless, |isol(G)|6 1 holds for any +-stable graph G.
Combining Proposition 2.2 and the fact that, by Theorem 1.3, any quasi-regularizable
graph G satis8es (G)6 |V (G)|=2, we obtain the following:
Corollary 2.3. If G is an +-stable graph with isol(G) = ∅, then (G)6 |V (G)|=2.
Remark 2. The inequality in Corollary 2.3 is not true for all +-stable graphs. For
instance, the graph G consisting of one isolated vertex and a C4, is +-stable and
(G)=3¿ |V (G)|=2=5=2. If G consists of one isolated vertex and a Kn; n¿ 2, then
G is +-stable and (G) = 2¿ |V (G)|=2, for n = 2, while (G) = 2 = |V (G)|=2, for
n= 3, and for all n¿ 4, (G) = 2¡ |V (G)|=2.
Proposition 2.4. Let G be a graph with (G)¿ |V (G)|=2. Then the following state-
ments are equivalent:
(i) G is +-stable;
(ii) G is +1 -stable;
(iii) G has a unique isolated vertex v; (G − v) = 0 and (G − v) = (|V (G)| − 1)=2.
Proof. Let n= |V (G)|.
(i)⇒ (ii), (iii) As an +-stable graph, G may have at most one isolated vertex, and
now using Corollary 2.3, we get that G has exactly one isolated vertex, say v. It follows
that G is +1 -stable, core(G)={v} and G−v is +0 -stable with (G−v)=(G)−1. Since
G− v is +-stable and has no isolated vertices, Corollary 2.3 ensures that (G− v)6
(n− 1)=2. Hence, we obtain:
n=2− 1¡(G)− 1 = (G − v)6 (n− 1)=2;
which implies that n must be odd and (G − v) = (n− 1)=2.
The implicitions (iii)⇒ (ii) and (ii)⇒ (i) are clear.
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Corollary 2.5. If (G)¿ |V (G)|=2 and (G) = 1, then |V (G)| ≡ 1mod 2.
Theorem 2.6. Let G be a graph with (G)¿ |V (G)|=2. Then the following statements
are true:
(i) if |isol(G)| 
= 1, then (G)¿ 2;
(ii) if (G) = 1, then |isol(G)|= 1;
(iii) (G) = 0 never holds.
Proof. (i) The result is clear, whenever |isol(G)|¿ 2, because (G)¿ |isol(G)|. Let
isol(G) = ∅, and suppose, on the contrary, that (G) 6 1. By Theorem 1.2, we infer
that G is an +-stable graph. Hence, Corollary 2.3 ensures that (G) 6 |V (G)|=2, in
contradiction with the premise on G. Therefore, (G)¿ 2 is true.
(ii) If (G)=1, then |isol(G)|=1, since otherwise, according to (i), G must satisfy
(G)¿ 2.
(iii) If (G)=0, then G is +-stable. Since (G)¿ |V (G)|=2, Proposition 2.4 implies
that G must be +1 -stable, i.e., (G) = 1, in contradiction with the assumption on G.
Remark 3. The condition (G)¿ 2 is not strong enough to ensure (G)¿n=2. More-
over, for any positive integer k, one can choose an arbitrarily large positive integer
p and build a graph G = (V; E), with n = k + p vertices, such that (G) = k and
(G)¡n=2. See, for instance, the graph G = (V; E) is de8ned by:
V = {xi: 16 i 6 k} ∪ {yi: 16 i 6 p};
E = {xiy1: 16 i 6 k} ∪ {yiyj: 16 i¡ j 6 p}:
Theorem 2.6 is a strengthening of the following result, due to Hammer, Hansen and
Simeone:
Corollary 2.7 (Hammer et al. [6]). If G has (G)¿ |V (G)|=2; then (G)¿ 1.
Proposition 2.8. If G=(V; E) and H=G[V−N [core(G)]]; then the following assertions
are true:
(i) H has no isolated vertices;
(ii) (H) = (G)− (G);
(iii) SH ∈ (H) if and only if there is SG ∈ (G); such that SH = SG ∩ V (H);
(iv) H is +0 -stable;
(v) |S − core(G)|6 |N (S)− N (core(G))| holds for any S ∈ (G):
Proof. Let S ∈ (G); A= S − core(G) and B= V − S − N (core(G)).
(i) Suppose, on the contrary, that H has an isolated vertex v.
Case 1. v ∈ B. Then ({v}; core(G)) = ({v}; A) = ∅, because v 
∈ N (core(G)) and it
is isolated in H . Hence, S ∪ {v} is stable in G, contradicting the maximality of S.
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Fig. 3. A counterexample to |S − A|6 |N (S)− N (A)|.
Case 2. v ∈ A. Let W ∈ (G). Then core(G) ⊆ W and W ∩ N (core(G)) = ∅.
Hence, v is adjacent to no vertex in W , and since W is a maximum stable set in G,
we infer that v ∈ W . It follows that v ∈ core(G); in contradiction with the fact that
v ∈ A= S − core(G).
(ii) Since A is stable, it follows that (G) − (G) = |A| 6 (H). Suppose, on
the contrary, that (H) = |SH |¿ |A|; with SH ∈ (H). Hence, we get that: (SH ∩
A; core(G))=(SH∩B; core(G))=∅, because SH∩A ⊆ A ⊆ S and also B∩N (core(G))=∅.
Consequently, SH ∪ core(G) is stable in G and |SH ∪ core(G)|= |SH |+ (G)¿ |A|+
(G) = (G); in contradiction with the de8nition of (G).
(iii) If SH ∈ (H); then (SH ∩ B; core(G)) = ∅, because B ∩ N (core(G)) = ∅, and
evidently (SH ∩ A; core(G)) = ∅. Hence, SG = core(G) ∪ SH is stable in G and since,
by (ii), (H) = |SH |= (G)− (G); we infer that SG ∈ (G):
Conversely, if SH = SG ∩V (H) and SG ∈ (G); then SH is stable in H as well, and
|SH |= |SG| − (G) = (G)− (G) = (H). Therefore, SH ∈ (H):
(iv) According to (iii), it follows that core(H) = ∅, i.e., H is +0 -stable.
(v) H is +0 -stable and has no isolated vertices. Hence, Corollary 2.3 implies that
(H)6 |V (H)|=2, i.e., |S − core(G)|= |A|6 |B|= |N (S)− N (core(G))|.
Remark 4. The inequality |S − A| 6 |N (S) − N (A)| is not generally true for any
subset A of a maximum stable set S. For instance, for the graph in Fig. 3, one can
take S = {a; b; c; d; e}; A= {b; c; d}; and get |S − A|= 2¿ |N (S)− N (A)|= 1.
Berge’s Theorem 1.3 immediately implies that if (G)¿ |V (G)|=2; then G is not
quasi-regularizable. From the point of view of Theorem 1.3, an elementary obstacle to
being quasi-regularizable is the presence of a stable set S in G satisfying |S|¿ |N (S)|.
An interesting question is how to present at least one such stable set for the graph
G. The following result gives a canonical procedure for constructing such a stable set,
when (G)¿ |V (G)|=2.
Theorem 2.9. If a graph G has (G)¿ |V (G)|=2; then |core(G)|¿ |N (core(G))|:
Proof. Let S ∈ (G); A = S − core(G); B = V − S − N (core(G)), and also H =
G[V−N [core(G)])]. By Proposition 2.8, (H)=(G)−(G)=|A|. Suppose, on the con-
trary, that (G)6 |N (core(G))|. Since (G)¿ |V (G)|=2 we get |A|= (G)− (G)¿
|V (G)−S|−|N (core(G))|= |B|. Therefore, (H)= |A|¿ |V (H)|=2. Using again Propo-
sition 2.8, we infer that H is +0 -stable and isol(H) = ∅. According to Corollary 2.3,
it follows that (H) 6 |V (H)|=2, which contradicts the inequality (H)¿ |V (H)|=2
obtained above.
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Fig. 4. (G) = |{a; c; }|¿ |{b}| = |N (core(G))| and (G)¡ |V (G)|=2.
The converse of Theorem 2.9 is not generally true. The graph in Fig. 4 illustrates
this assertion.
Proposition 2.10. If G is a graph of order n and (G)6 k; for some k ¿ 2; then
(G)6 (n+ k −min{1; |N (core(G))|})=2:
Proof. Let us denote H =G[V (G)−N [core(G)]] and +=min{1; |N (core(G))|}. Then
we obtain:
|V (H)|= |V (G)| − |core(G)| − |N (core(G))|= n− (G)− |N (core(G))|:
By Proposition 2.8, H is +0 -stable and isol(H) = ∅. According to Corollary 2.3, it
follows that (H) 6 |V (H)|=2 6 (n − (G) − +)=2, and consequently, we infer that:
(G) = (H) + (G)6 (n− (G)− +)=2 + (G) = (n+ (G)− +)=26 (n+ k − +)=2.
Theorem 2.11. If G is a graph of order n and (G)¿ (n+k−min{1; |N (core(G))|})=2,
for some k ¿ 1; then (G) ¿ k + 1. Moreover; if n + k − min{1; |N (core(G))|} is
even; then (G)¿ k + 2.
Proof. Let us denote +=min{1; |N (core(G))}.
First we analyze the general part of the theorem. For k = 1 the assertion follows
from Theorem 2.6(i). Suppose that k ¿ 2. If (G) 6 k; then by Proposition 2.10,
it follows that (G) 6 (n + k − +)=2; in contradiction with the premises on (G).
Therefore, (G)¿ k + 1 is true for any k ¿ 1.
Assume that the second part of the theorem is not valid, i.e., (G) 6 k + 1. By
Proposition 2.10 this inequality implies that (G) 6 (n + k + 1 − +)=2. Hence, we
obtain the following contradiction:
(n+ k − +)=2¡(G)6 (n+ k + 1− +)=2;
since (G) must be a positive integer, while (n+k− +)=2 is already an integer number
according to the hypothesis of the theorem.
Let us notice that if G has no isolated vertices and (G)¿ |V (G)|=2; then
min{1; |N (core(G))|} = 1. Consequently, for k = 1 in Theorem 2.11, we obtain the
following strengthening of Corollary 2.7 due to Hammer, Hansen and Simeone, and of
Theorem 2.6(i):
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Corollary 2.12. If G is a graph of order n, |isol(G)| 
= 1 and (G)¿n=2; then
(G)¿ 2. Moreover; if |isol(G)| 
= 1; 2 and n is even; then (G)¿ 3.
The following evident proposition shows that a condition weaker than (G)¿n=2
may produce a lower bound for the size of core(G). We will continue to analyze this
observation in the next section.
Proposition 2.13. If |isol(G)| 
= 1 and |core(G)|¿ |N (core(G))|; then (G)¿ 2.
For graphs without isolated vertices, a stable set S is not empty if and only if N (S)
is not empty. Applying this observation to core(G) and N (core(G)) in the context of
Theorem 2.11, we obtain the following:
Corollary 2.14. For a graph G of order n without isolated vertices; if (G)¿ (n +
k − 1)=2; for some k ¿ 1; then (G) ¿ k + 1. Moreover; if n + k − 1 is even; then
(G)¿ k + 2.
Remark 5. The graph G in Fig. 5***** shows that the bounds in Theorem 2.11 are
tight for connected graphs. We may consider either k= r−1 or k= r, and correspond-
ingly, n+ k − 1 will be even or odd.
3. K'onig–Egerv,ary graphs and bipartite graphs
In the sequel we deal with K;onig–Egerv<ary graphs, for which we show that the
converse of Theorem 2.9 is also true. It is known that n=2+ 16 (G) + (G)6 n
holds for any graph G with n vertices.
Lemma 3.1. If G is a K:onig–Egerv;ary graph; then (G)¿ (G).
Proof. Since (G)6 |V (G)|=2 holds for any graph G, and |V (G)|= (G) + (G) is
true for G a K;onig–Egerv<ary graph, then clearly it follows that (G)¿ (G) is valid
under our premise on G.
Fig. 5. The graph G has (G) = p + r and (G) = |{ap; c1; : : : ; cr}| = r + 1.
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Fig. 6. A K;onig–Egerv<ary graph G with (G) = |V (G)|=2 and (G)¿ 2.
Corollary 3.2. If G is a K:onig–Egerv;ary graph; then the following statements are
true:
(i) (G)¿ |V (G)|=2;
(ii) (G) = |V (G)|=2 if and only if G has a perfect matching;
(iii) (G)¿ |V (G)|=2; whenever isol(G) 
= ∅.
Applying Proposition 2.4 and Corollary 3.2 we may conclude that:
Proposition 3.3. If G is an +-stable K:onig–Egerv;ary graph with |isol(G)| 
= 1;
i.e.; isol(G) = ∅; then (G) = |V (G)|=2.
Remark 6. There are non-+-stable K;onig–Egerv<ary graphs G, without isolated ver-
tices, such that (G) = |V (G)|=2. For instance, the graph G in Fig. 6 has (G) = 3 =
|V (G)|=2 and (G) = 2, i.e., G is not +-stable. Notice that G has perfect matchings.
Proposition 3.4. If G is a K:onig–Egerv;ary graph; then the following statements are
equivalent:
(i) (G)¿ |V (G)|=2;
(ii) G has no perfect matchings;
(iii) G is non-quasi-regularizable;
(iv) (G) = |core(G)|¿ |N (core(G))|:
Proof. Theorem 2.9 ensures that (i) ⇒ (iv). The implications (iv) ⇒ (iii) ⇒ (ii)
follow from Theorem 1.3, and (ii)⇒ (i) is true according to Corollary 3.2.
Remark 7. In general, (ii) implies neither (i) nor (iii); e.g., for the graph K3. The
graph in Fig. 4 shows that (i) does not always follow from (iii) or from (iv).
Remark 8. If G is a K;onig–Egerv<ary graph with isol(G) 
= ∅, then all the assertions
in Proposition 3.4 are valid, since (i) follows from Corollary 3.2.
Theorem 3.5. If G is a K:onig–Egerv;ary graph; then the following statements are
equivalent:
(i) (G) = |V (G)|=2;
(ii) G has a perfect matching;
(iii) G is quasi-regularizable;
(iv) |core(G)|6 |N (core(G))|.
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Fig. 7. G is quasi-regularizable, but has no perfect matchings.
Fig. 8. G is not quasi-regularizable, and |core(G)| = 36 |N (core(G))| = 4.
Proof. It follows from Proposition 3.4 and Lemma 3.1.
Remark 9. There are quasi-regularizable graphs that do not contain perfect matchings;
e.g., the graph in Fig. 7.
Remark 10. The equivalence (ii)⇔ (iii) in Theorem 3.5 (and comparison with Theo-
rem 1.3) shows that Hall’s Marriage Theorem is also true for K;onig–Egerv<ary graphs.
Moreover, according to (iv), it is su>cient to check Hall’s condition for only one
speci8c stable set, namely for core(G).
Remark 11. The graph in Fig. 8 shows that there exist non-quasi-regularizable graphs
satisfying the inequality |core(G)|6 |N (core(G))|.
Proposition 3.6. If G is a bipartite graph with |isol(G)| 
= 1; then either (G) ¿ 2;
or (G) = 0 and A; B ∈ (G); where {A; B} is the bipartition of G.
Proof. By Corollary 3.2, G satis8es (G) ¿ |V (G)|=2. If (G)¿ |V (G)|=2, then
|isol(G)| 
= 1 assures that (G)¿ 2 holds, by Theorem 2.6(i). If (G)=|V (G)|=2, then
Corollary 3.2(ii) implies that |A|= |B|= |V (G)|=2. Hence, A; B ∈ (G) and evidently
(G) = 0.
Remark 12. The above result is not true for all K;onig–Egerv<ary graphs. Moreover, for
any even positive integer k there exists a K;onig–Egerv<ary graph G of order k with
(G) = 1. This observation is illustrated in Fig. 9, where core(G) = {c2}.
If the order of a K;onig–Egerv<ary graph G is odd, then (G)¿ |V (G)|=2 and con-
sequently, (G) ¿ 2, whenever |isol(G)| 
= 1. However, for every odd positive
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Fig. 9. A K;onig–Egerv<ary graph G of order k = 2p + 2 with (G) = 1.
integer k there exists a graph G of size k with (G) = 1. For instance, the graph
H =(V (G)∪{c3}; E(G)∪{a1c3; b1c3}) is of odd order k=2p+3 and core(H)={c2}.
Theorem 3.7. If G is a bipartite graph with (G)=1; then |isol(G)|=1 and |V (G)| ≡
1mod 2.
Proof. Proposition 3.6 ensures that |isol(G)| = 1. Then, Corollary 3.2 implies that
(G)¿ |V (G)|=2, and consequently, |V (G)| ≡ 1mod 2 is now true, according to Corol-
lary 2.5.
As a consequence of Proposition 3.6 we obtain the following characterization of
+-stable bipartite graphs.
Corollary 3.8 (Levit and Mandrescu [8]). For a bipartite graph G with |isol(G)| 
= 1;
the following assertions are equivalent:
(i) G is +-stable;
(ii) G has a perfect matching;
(iii) G possesses two maximum stable sets that partition its vertex set.
Proof. (i) ⇒ (ii), (iii) By Proposition 3.3, we get that (G) = |V (G)|=2. Hence,
Theorem 3.5 implies (ii), and (iii) follows from Proposition 3.6.
(iii)⇒ (i) It is evident, by Theorem 1.2.
(ii) ⇒ (iii) If G has a perfect matching, then Theorem 3.5 assures that (G) =
|V (G)|=2, and this leads (see the proof of Proposition 3.6) to A; B ∈ (G).
This result generalizes the corresponding statement for trees, given in [4].
Clearly, Proposition 3.4 is true for bipartite graphs as well, since they are K;onig–
Egerv<ary graphs. Moreover, using Corollary 3.8, we obtain a stronger form of this
assertion.
Proposition 3.9. If G is a bipartite graph with |isol(G)| 
= 1; then
(G)¿ |V (G)|=2 if and only if (G)¿ 2:
Proof. According to Theorem 26(i), |isol(G)| 
= 1, and (G)¿ |V (G)|=2 implies that
(G)¿ 2 is true for general graphs.
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Fig. 10. A scheme of interconnections between the main 8ndings of the paper.
Conversely, for a bipartite graph G with |isol(G)| 
= 1, we have to show that if
(G) ¿ 2, then also (G)¿ |V (G)|=2. By Theorem 1.2, it follows that G is not
+-stable, and then Corollary 3.8 implies that G has no perfect matchings. Hence, by
Corollary 3.2, we get that (G)¿ |V (G)|=2.
4. Conclusions
In this paper we have presented a number of relations connecting (G) and (G),
whenever (G)¿ |V (G)|=2, with emphasis on K;onig–Egerv<ary graphs and bipartite
graphs, for which some su>cient conditions are also necessary. It would be interesting
to see which of these results can be transferred to graphs satisfying (G)6 |V (G)|=2
or less. The special case of K;onig–Egerv<ary graphs could oUer a promising start, since
for them the condition (G) 6 |V (G)|=2 is equivalent to (G) = |V (G)|=2. We also
have shown that a necessary and su>cient condition for a K;onig–Egerv<ary graph G to
have a perfect matching reads as |core(G)|6 |N (core(G))|. The following challenging
problem seems to be of an algorithmic nature: how to 8nd core(G), at least for K;onig–
Egerv<ary graphs.
Subject to the condition that the graph G has no isolated vertices, Fig. 10 suggests the
following questions: what must be added to (G)¿ 2, in order to get (G)¿ |V (G)|=2
for, at least, K;onig–Egerv<ary graphs; when can the inequality |core(G)|¿ |V (core(G))|
be obtained from (G)¿ 2?
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