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The dependence of high-harmonic generation (HHG) on laser ellipticity is investigated using a
modified ZnO model. In the driving of relatively weak field, we reproduce qualitatively the ellip-
ticity dependence as observed in the HHG experiment of wurtzite ZnO. When increasing the field
strength, the HHG shows an anomalous ellipticity dependence, similar to that observed experimen-
tally in the single-crystal MgO. With the help of a semiclassical analysis, it is found that the key
mechanism inducing the change of ellipticity dependence is the interplay between the dynamical
Bloch oscillation and the anisotropic band structure. The dynamical Bloch oscillation contributes
additional quantum paths, which are less sensitive to ellipticity. The anisotropic band-structure
make the driving pulse with finite ellipticity be able to drive the pairs to the band positions with
larger gap, which extends the harmonic cutoff. The combination of these two effects leads to the
anomalous ellipticity dependence. The result reveals the importance of dynamical Bloch oscillations
for the ellipticity dependence of HHG from bulk ZnO.
I. INTRODUCTION
The ellipticity dependence of high-harmonic genera-
tion is an important and fundamental issue in strong-field
physics, which has been studied both theoretically and
experimentally for gaseous media since 1990s1–5. With
increasing ellipticity6,7, it was observed that the yields
of gas harmonics descend rapidly, which confirmed the
recollision mechanism of gas-HHG. Based on this mecha-
nism, people creatively proposed the polarization gating
and double optical gating to produce isolated attosec-
ond pulses8–10. In recent years, HHG experiments have
been extended to crystal materials11–13, which shows
much rich and/or different ellipticity-dependent behav-
iors in comparison to the gas-HHG. For example, in
rare-gas solids14 the harmonics exhibit an atomic-like
ellipticity dependence, and in bulk ZnO11 the emit-
ted harmonics are less sensitive to ellipticity. However,
it is surprising that in single-crystal MgO15 the HHG
shows an anisotropic and anomalous ellipticity depen-
dence. Even for two-dimensional (2D) materials, the
situation is also complicated. In monolayer MoS2, the
harmonic yields are suppressed monotonously with in-
creasing ellipticity16, but for graphene it becomes en-
hanced by elliptically polarized light17. These intriguing
experimental observations have attracted much theoret-
ical attention18–23. However, how to get a clear physical
picture to understand the different ellipticity-dependent
behaviors remains open.
In contrast to a gaseous medium, the motion of an
electron in a solid is affected strongly by the periodic
structure of the crystal lattice. Once a constant electric
field drives an electron to the boundary of the Brillouin
zone (BZ), it will experience a Bragg reflection on the
same band or Zener tunneling to a neighboring conduc-
tion band24–29. The Bragg reflection of the electron on a
single band is known as the Bloch oscillation (BO)30–32.
If the external field is time dependent, the similar phe-
nomenon in strong-field physics is called the dynamical
Bloch oscillation (DBO)32,33. In the early studies of
intense laser and solid interaction, the DBO was con-
sidered as one of the main mechanisms of generating
solid harmonics33–35. For multiple band systems, recent
works36,37 show that a coherent superposition of dynam-
ical Bloch oscillations and Zener tunneling, i.e., Bloch-
Zener oscillation (BZO), has significant influences on the
HHG. This is because the DBO changes the group ve-
locity of carriers rapidly, which affects the recombination
of electron-hole pairs38. We believe that the DBO would
also play an important and essential role in ellipticity de-
pendence of solid-HHG. This is our main motivation of
the present work.
Focused on the influence of the DBO on ellipticity de-
pendence of HHG, it is helpful to firstly make some ar-
guments in a simple two-band system using the picture
of electron-hole recollision39. In the absent of dynam-
ical Bloch oscillations, the excited carrier experiences
two velocity reversals during one optical cycle, and only
the electron-hole pairs excited after the peak of the field
can recombine. When the DBO exists, the Bragg re-
flection could make the pairs oscillate and collide multi-
ple times in real space, which should generate the new
quantum paths. It is natural to associate that the sensi-
tivity of these new quantum paths to ellipticity may be
quite different from the old ones, and those new paths
could change the ellipticity dependence of harmonics.
To further test our idea, we use a modified ZnO model
and calculate explicitly the harmonic spectra at different
laser ellipticies. In a relatively weak field strength, we
find that the harmonics of different orders are gradually
suppressed in the same way with increasing the elliptic-
ity, which is qualitatively consistent with the experimen-
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2tal observations of ellipticity dependence in bulk ZnO11.
When increasing field strength, the HHG shows inter-
esting features that the lower-order harmonics are sup-
pressed rapidly and the higher-order ones are enhanced
as increasing ellipticity. This is a typical anomalous el-
lipticity dependence, similar to that observed experimen-
tally in the single-crystal MgO. Thus we uncover that the
interplay between the DBOs and anisotropic band struc-
tures can lead to the transition of ellipticity dependence
in solids and find a possible link between different ellip-
ticity dependence in solids.
II. THEORETICAL APPROACH
A. Density matrix equations
Our simulation of laser-solid interaction is based on
density matrix equations39–41 (atomic units are used
throughout this paper):
n˙m = i
∑
m′ 6=m
Ωmm′pimm′e
iSmm′ + c.c., (1a)
p˙imm′ =− pimm
′
T2
+ iΩ∗mm′(nm − nm′)e−iSmm′
+ i
∑
m′′ /∈{m,m′}
(Ωm′m′′pimm′′e
iSm′m′′
− Ω∗mm′′pi∗m′m′′e−iSmm′′ ),
(1b)
where nm is the population of band m. T2 is the de-
phasing time; Smm′(K, t) =
∫ t
−∞ εmm′(K + A(t
′))dt′ is
the classical action; εmm′ = Em − Em′ is the band gap
between bands m and m′; Ωmm′(K, t) = F(t)dmm′(K+
A(t)) is the Rabi frequency where dmm′(k) is the transi-
tion dipole moment. K is obtained from crystal momen-
tum k by K = k−A(t). Then the intraband current jra
and interband current jer can be given by
jra(t) =
∑
m
∫
BZ
v(K+A(t))nm(K, t)d
3K, (2a)
jer(t) =
d
dt
∑
m6=m′
∫
BZ
pmm′(K, t)d
3K, (2b)
where vm(k) = ∇kEm(k) is the band velocity, and the
polarization pmm′(K, t) is defined as
pmm′(K, t) = dmm′pimm′(K, t)e
iSmm′ + c.c.. (3)
Then the high harmonic spectrum is obtained by the
modulus square of the Fourier transform of jra and jer.
Note that the current is multiplied by a Hann window
before the Fourier transform.
The elliptically polarized laser field F = Fxeˆx + Fyeˆy
is given by
Fx(t) =
1√
1 + ε2
F0 cos
2(
ω0t
2n
) cos(ω0t+ φ), (4a)
Fy(t) =
ε√
1 + ε2
F0 cos
2(
ω0t
2n
) sin(ω0t+ φ), (4b)
where F0 is the peak of electric field inside matter, ω0
the frequency, ε the ellipticity, and φ the carrier-envelope
phase (CEP). n is the number of total cycles and is set as
20 in all of our analysis. The negative (positive) elliptic-
ity ε is defined as the left-handed (right-handed) helicity.
B. Band structure of ZnO model
The wurtzite ZnO has a hexagonal lattice42,43, the
first Brillouin zone is shown in Fig. 1(a) and the co-
ordinates are established so that xˆ||Γ − M , yˆ||Γ − K,
zˆ||Γ − A (optical axis); lattice constants (ax, ay, az) =
(5.32, 6.14, 9.83) a.u.41,44; reciprocal space wave vector
(bx, by, bz) = (pi/
√
3ax, 4pi/3
√
3ay, 2pi/az). In this paper
the major axis of polarization is chosen as Γ−M direc-
tion. To investigate ellipticity dependence of HHG from
ZnO, we take a single valence band (VB) and two con-
duction bands (CB1 and CB2)
Em(k) = Em,xy(kx, ky) + Em,z(kz). (5)
Here,
Em,xy(kx, ky) =
tm
√
f + qm + t
′
mf + pm
u
, (6a)
and
Em,z(kz) =
1∑
j=0
αzm,j cos(jkzaz), (6b)
where
f = 2 cos(
√
3kyay) + 4 cos(
√
3
2
kyay) cos(
√
3kxax). (7)
This analytical form of energy bands guarantees the
hexagonal symmetry and size of the Brillouin zone. The
band parameters (tm, t
′
m, pm, qm) listed in Table I are
obtained from the data of nonlocal empirical pseudopo-
tential method (NL-EPM) bands44,45 using least squares
TABLE I. Band structure parameters of ZnO for the hexag-
onal valence and conduction bands.
VB CB1 CB2
t 2.38 -2.38 -1.00
t′ -0.020 -0.020 -0.008
u 27.1 27.1 27.1
p -7.406 10.670 10.500
q 4.0 3.3 3.5
α0
z -0.0059 -0.0435 -0.0335
α1
z 0.0059 0.0435 0.0335
3FIG. 1. (Color online) (a) Brillouin zone of ZnO (wurtzite
structure). (b) Band structure in the kz = 0 plane. A single
valence band and two conduction bands are considered. (c)
Band structure along Γ−M direction. (d) The amplitude of
the transition dipole dxmm′ between each pair of bands con-
sidered.
fitting; the nearest-neighbor expansion parameters41
(αz0, α
z
1) are used for Γ−A. The band structure of kz = 0
plane is presented in Fig. 1(b), and the energy bands
along Γ−M are shown in Fig. 1(c), where the minimum
bandgap at the Γ point is given by εg = 0.1213 a.u. (3.3
eV).
The k-dependent dipole element d(k) is calculated
by46
djmm′(k) =
√
Ep,j
2ε2mm′
, (8)
where j = x, y, z and Ep,j are the Kane
parameters42,47,48, we use Ep,x = Ep,y = 0.302
a.u. and Ep,z = 0.375 a.u. for ZnO model. The
amplitude of transition dipole dxmm′(k) is plotted in Fig.
1(d). Here the dipole phase is neglected. Note that
the transition dipole and band structure obtained from
different methods could result in quantitative differences
of the high-harmonic spectra35,49, for example, the even
harmonics are not available43,50. But these differences
do not change our qualitative conclusions in this paper.
C. Saddle-point equations and recollisions
In order to understand the ellipticity dependence of
HHG from ZnO crystals, we use the electron-hole rec-
ollision model and solve the saddle-point equations39,41:
∫ t
tb
∆v[k−A(t) +A(τ)]dτ = 0, (9a)
εmm′ [k−A(t) +A(tb)]− i
T2
= 0, (9b)
εmm′(k)− ω + i
T2
= 0, (9c)
where ∆v(k) = ∇kεmm′(k) = ve − vh. Equation (9a)
can be further transformed into ∆xe −∆xh = 0, which
implies that high harmonics are emitted only when the
electron and its associated hole recollide. In order to
obtain a real solution and simplify the discussion, we set
T2 = ∞ and ignore the influence of the tunnelling step.
In this case, equation (9b) can be solved with
k = k0 +A(t)−A(tb), (10)
where k0 is the crystal momentum at minimum band
gap. In our analysis, k0 = 0, thus k = A(t) − A(tb).
Equation (9c) indicates that a harmonic photon with the
energy equal to the band gap is emitted when the electron
recombines with its associated hole.
In the driving of elliptically polarized field, carriers
move in two-dimensional space. We relax the recollision
condition as
∆S ≡ |∆xe −∆xh| ≤ Lr, (11)
to satisfy the investigation of ellipticity dependence,
where |∆xe − ∆xh| =
√
(∆xe −∆xh)2 + (∆ye −∆yh)2
and Lr is the recollision distance that can be adjusted.
III. TWO-BAND RESULTS
A. Ellipticity dependence transition
Before solving the three-band density matrix equations
we investigate the ellipticity dependence of HHG from
the two-band system (VB and CB1). Figure 2 shows
the harmonic spectra and corresponding harmonic yields
as a function of ellipticity for two field strengths (a) F0
= 0.002 a.u. (intensity I0 = 1.4 × 1011 W/cm2) and
(b) F0 = 0.003 a.u. (I0 = 3.15 × 1011 W/cm2). For
F0 = 0.002 a.u., it is noted that both the intensity and
the cutoff energy of HHG spectra [Fig. 2(a1)] monotoni-
cally decrease with increasing ellipticity, and at the same
time, the yields of harmonics [Fig. 2(a2)] have a Gaus-
sian profile. Moreover, the yields of higher-order har-
monics drop more rapidly with increasing ellipticity. All
these behaviors are in good agreement with the experi-
mental observation in bulk ZnO11. Increasing the field
4FIG. 2. (Color online) Harmonic spectra and corresponding
harmonic yields as a function of ellipticity for (a) F0 = 0.002
a.u. (I0 = 1.4 × 1011 W/cm2) and (b) F0 = 0.003 a.u. (I0 =
3.15×1011 W/cm2). The laser frequency ω is taken as 0.0117
a.u. (wavelength λ = 3.9 µm). The dephasing time T2 is set
as 4 fs. In (b2), the right-hand axis is for H.43 and H.45. The
asymmetric profiles of ellipticity-dependent yields are due to
the neglect of transition dipole phases.
strength up to F0 = 0.003 a.u., the result varies dra-
matically and the HHG spectra behave differently with
increasing ellipticity. For example, for ε = 0.5 shown in
Fig. 2(b1) as blue line, the lower-order harmonics are
suppressed dramatically, but the higher-order harmonics
are enhanced obviously. This feature is more clear in Fig.
2(b2), which shows the normalized harmonic yields as a
function of the ellipticity. While the lower-order harmon-
ics (H.11 and H.21) follows roughly the Gaussian profile,
the higher-order ones show non-monotonous behaviors,
and the maximum locates at finite ellipticity, e.g., for
harmonics 43 and 45, which exhibit anomalous ellipticity
dependence. Without considering the details, the overall
features shown in Fig. 2(b) are reminiscent of the ex-
perimental results (Fig. 4 of Ref.15) and the simulation
of time-dependent density functional theory (TDDFT)
(Figs. 2 and 5 of Ref.21) for single-crystal MgO in which
the major polarization axis is along Mg-O direction.
The above results indicate that the harmonics can ex-
hibit an anomalous ellipticity dependence as long as the
laser field is strong enough. That is to say, one type of el-
lipticity dependence can be converted into another type
by increasing field strength. We name this conversion
as ellipticity dependence transition (EDT) which has not
been observed in gaseous media. Further, we find that
the EDT can also be reproduced by increasing the laser
wavelength. For what was discussed above, we can draw
two conclusions. First, the vector potential of incident
laser plays a key role in anomalous ellipticity dependence
of HHG. Second, EDT seems to bridge the gap between
different types of ellipticity dependence.
B. Semiclassical analysis
The underlying physics can be understood based on
time-frequency analysis and recollision model39,41. We
first consider the case of linearly polarized field, namely
ε = 0, in order to confirm our calculation method. For
the relative weak field strength F0 = 0.002 a.u., the ex-
cited carriers are unable to go beyond the boundaries of
the Brillouin zone as shown in Fig. 3(a1). In this case,
only the pairs of electron and hole born after the peak of
the field can recombine each other as seen in Fig. 3(a2),
similar to the recollision model of the atomic case. In Fig.
3(a3), the classical trajectories calculated by recollision
model are presented, where trajectory 1 (2) denotes short
(long) trajectory, respectively. The time-frequency result
shown in Fig. 3(a4) is in good agreement with classical
result, which confirms the validity of the classical recol-
lision mechanism. The quantum paths are numbered as
the same as the corresponding classical trajectories.
Increasing the field strength up to F0 = 0.003 a.u.,
an important change is that the excited pairs of electron
and hole can travel across the boundaries of Brillouin
zone (point M) as shown in Fig. 3(b1), which makes the
DBO possible. As a result, the multiple oscillation of
pairs in real space32 happens, which increases dramat-
ically the recollision possibility, regardless of the pairs
born before (thick lines) or after (thin lines) the peak of
field [see Fig. 3(b2)]. The classical trajectories shown
in Fig. 3(b3) look more complicated, but it is clear that
the trajectories 3 and 4 are new ones, which appear due
to the recollisions of the pairs born before the peak of
field with the help of DBO. Likewise, the time-frequency
result shown in Fig. 3(b4) further validates the classical
recollision model. In addition, due to the interference of
these multiple quantum paths the multiple-peak struc-
ture of harmonics (red line) shown in Fig. 2(b1) is also
understandable51.
In the following, we turn to the laser fields with fi-
nite ellipticity, as shown in Fig. 3(a5) and 3(b5). For
F0 = 0.002 a.u., the time-frequency distribution has no
apparent change except for suppressed intensity, see Fig.
3(a5). However, dramatic change is observed for F0 =
0.003 a.u. as ε = 0.5 is taken. While the paths 1 and 2
vanish completely, however, see 3(b5), path 3 and part
of path 4 remain survived although their intensities be-
come weakened. This implies that quantum paths born
before the peak of field (paths 3 and 4) are less sensi-
tive to ellipticity than those born after the peak (paths 1
and 2). Taking the recollision distance as 10 a.u., the 2D
recollision model gives the similar result that only part
of trajectory 3 [short black line in Fig. 3(b5)] survived.
Moreover, it is very obvious that path 3 moves towards
higher frequency and its cutoff frequency even extends
to the 43rd harmonic. One notes that the paths 3 and
4 appear under the help of DBOs as pointed out above,
5FIG. 3. (Color online) Left column: F0 = 0.002 a.u.
(I0 = 1.4 × 1011 W/cm2) and Right column: F0 = 0.003
a.u. (I0 = 3.15 × 1011 W/cm2). (a1) and (b1) Time-
dependent densities of conduction electrons along Γ −M di-
rection. The gray dashed lines represent the vector potentials
of incident lasers. (a2) and (b2) Time-dependent positions
of electrons (red lines) and holes (blue lines) which are born
before (t2 = −0.15 o.c., thick lines) and after (t1 = −0.35
o.c., thin lines) the peak of field. (a3) and (b3) Harmonics
as a function of birth time (dashed lines) and recollision time
(solid lines) calculated by the recollision model. (a4) and (b4)
The time-frequency distribution of the harmonics, in which
the classical trajectories are the same as those in (a3) and
(b3), respectively. While all above results are calculated by
taking ε = 0, (a5) and (b5) Same as (a4) and (b4) except the
ellipticity ε. The color scale is logarithmic.
which shows an important role played by the DBO in the
ellipticity-dependent harmonics.
After having clarified the classical trajectories and ob-
tained the time-frequency behaviors for different field
strengths, let us come back to the anomalous ellipticity
dependence presented in Fig. 2(b2). Since paths 2 and
4 contribute weakly to the harmonics, we focus on paths
1 and 3 below. From Fig. 3 (b4), it is seen that the
harmonics below order 21 are originated only from the
path 1, which is suppressed strongly by the finite ellip-
FIG. 4. (Color online) (a1) and (b1) The real-space trajec-
tories of the electron-hole pair. (a2) and (b2) The time-
dependent positions of the pair in X (Γ − M) direction.
(a3) and (b3) The time-dependent positions of the pair in
Y (Γ −K) direction. We take the field strength F0 = 0.003
a.u. and ellipticity ε = 0.1. Left column: birth time tb =
−0.35 o.c. and Right column: birth time tb = −0.15 o.c..
ticity. As a consequence, the yields of harmonics 11 and
21 in Fig. 2(b2) exhibit Gaussian profile as a function
of ellipticity. Harmonics between order 21 and 37 (cut-
off) contain the contributions both from paths 1 and 3.
However, path 3 is less sensitive to ellipticity and moves
towards higher frequency at finite ellipticity, this is why
that the harmonic 29 shows a three-peak structure. After
order 37, harmonics exceed the cutoff position predicted
by the classical model in the driving of linearly polarized
field, and the ellipticity-dependent yields of harmonics
evolve from a rough three-peak structure (see harmonic
41) into a two-peak structure (see harmonics 43 and 45).
This behavior can be due to the competition between
two opposite effects acted on the path 3 as ellipticity in-
creases: one is (i) the cutoff extension, and the other is
(ii) the overall suppression of quantum paths. While the
consequence of (i) enhances intensities of harmonics after
the cutoff, and the effect (ii) weakens the intensities of all
harmonics. The interaction of these two factors can lead
to the two-peak structure of the harmonics 43 and 45,
which show maximum at a finite ellipticity of ε ≈ 0.55.
Have uncovered that the path 3 plays an important
role in obtaining the anomalous ellipticity dependence
of HHG, two questions have not clearly clarified yet,
namely, (i) why the path 1 is sensitive to ellipticity but
the path 3 is not and (ii) why the cutoff of the path 3 is
extended when increasing ellipticity. In the following we
answer these two questions.
In order to answer the question (i), let us check care-
fully Figs. 3(b4) and 3(b5) again. It is found that the
6FIG. 5. (Color online) (a) The band-gap (ECB1 − EVB) dis-
tribution and trajectories of electron-hole pairs born at −0.15
o.c. in Brillouin zone. The color scale is linear. (b) The time-
dependent band-gap of pairs driving by linearly (ε = 0) and
elliptically (ε = 0.5) polarized field.
sensitivity of quantum paths to ellipticity is related to
the birth time of the corresponding pairs. Thus we ana-
lyze real-space trajectories of pairs born after (birth time
tb = −0.35 o.c.) and before (tb = −0.15 o.c.) the peak
of field and show the result in Fig. 4. It is obvious that
the recollision distance of pairs born at −0.15 o.c. is
much smaller than that born at −0.35 o.c. as driving in
the same ellipticity of laser. This can be understood as
follows. For elliptically polarized field, there is a phase
difference of pi/2 between the electric vector in X- and
Y-direction. Thus the electric field before the peak of Fx
is synchronous with the field after the peak of Fy and
vice versa. Consequently, the 2D trajectories of pairs
can be seen as a simple synthesis of time-dependent posi-
tions in parallel (X) and perpendicular (Y) direction. For
F0 = 0.003 a.u. and ε = 0.1, we know that Fx,0 ≈ 0.003
a.u., Fy,0 = εFx,0 ≈ 0.0003 a.u.. In X-direction, the
field strength is strong enough to generate DBO, thus
electron and hole in X-direction can encounter with each
other multiple times during one optical cycle [Figs. 4(a2)
and 4(b2)], regardless of the pairs born before or after the
peak of field. However, the field strength in Y-direction is
too weak to result in DBO so that the movement of pairs
in this direction is similar to the atomic case. When pairs
are excited after the peak of Fx (before the peak of Fy),
as shown in Fig. 4(a3), the distance between electron and
hole in Y-direction becomes larger and larger, no matter
how they oscillate in X-direction. This leads to that the
path 1 is sensitive to ellipticity. For the pairs born be-
fore the peak of Fx (after the peak of Fy), see Figs. 4(b2)
and 4(b3), the excited electron can reencounter with its
associated hole both in X- and Y-direction. It leads to
that the electron and hole born before the peak of Fx are
hard to be pulled apart. This is the reason that the path
3 is less sensitive to ellipticity.
Now we answer the question (ii). We check the pair
born at tb = −0.15 o.c.. Figure 5(a) shows in k-space the
band-gap distribution and trajectories of the electron-
hole pair for linearly (ε = 0) and elliptically (ε = 0.5)
polarization. In Fig. 5(b), we show the band-gap size
experienced by the pair as a function of time. One
notes that with increasing ellipticity the electron-hole
pair goes across the region with larger band-gap due
to the anisotropic ZnO band structure (the band-gap at
point K is larger than at point M). Moreover, the recolli-
sion time tr of the electron-hole pair is delayed from 0.27
o.c. (ε = 0) to 0.35 o.c. (ε = 0.5) when the ellipticity
increases from 0 (dashed line) to 0.5 (solid line). These
two factors clearly lead to that the harmonic emitted by
the electron-hole pair at the birth time of tb = −0.15
o.c. elevates the order from 27 to 41 when ellipticity is
changed from 0 to 0.5. As a result, the path 3 moves to-
ward the higher frequency as increasing ellipticity. This
is the reason that the cutoff of the path 3 becomes larger
at finite ellipticity.
IV. THREE-BAND RESULTS
In this section, we investigate the ellipticity depen-
dence of HHG including the second conduction band
(CB2) of ZnO. For the linearly polarized laser, the energy
cutoff of harmonic spectrum calculated by the three-band
model [red line of Fig. 6(a)] is the same as that of two-
band case [red line of Fig. 2(b1)] since the small transi-
FIG. 6. (Color online) Harmonic spectra as a function of
ellipticity for the three-band ZnO model. (a) F0 = 0.003
a.u. (I0 = 3.15 × 1011 W/cm2) and (b) F0 = 0.0035 a.u.
(I0 = 4.29 × 1011 W/cm2). The laser frequency ω is taken
as 0.0117 a.u. (wavelength λ = 3.9 µm). The dephasing
time T2 is set as 8 fs. (c) Time-frequency distribution of
harmonics. The color scale is logarithmic. The black lines
are classical trajectories calculated by three-band recollision
model of ZnO. The solid lines (dashed lines) correspond to the
recollision between CB1 (CB2) and VB. (d) Time-momentum
distribution of the population of the two CBs (CB1 and CB2).
The color scale is linear. In (c) and (d), laser parameters are
the same as the linearly polarized field in (a).
7tion dipole moments between CB2 and the VB. However,
the yields of low-order harmonics (H.5 to 15) are much
higher than those in Fig. 2 owing to the strong interband
polarization between CB2 and CB1. The corresponding
time-frequency distribution and classical trajectories are
shown in Fig. 6(c). When the ellipticity ε increases to
0.5, the anomalous ellipticity dependence still exists, see
the blue line of Fig. 6(a). The yields of lower-order har-
monics decay faster than higher-orders, but the extend
of energy cutoff at a finite ellipticity cannot be observed.
This is due to the electronic wavepacket splits into two
parts at BZ border, as shown in Fig. 6(d). The small
part of wavepacket transfers to a higher band, so the
intensity of path 3 is slightly weaker than that of path
1 and the cutoff extension could not be observed. The
large fraction reenters the BZ through Bragg reflection
on the same band, so the intensity of quantum path 3 is
still strong and we can also see the anomalous ellipticity
dependence. Furthermore, when the electric field is in-
creased to F0 = 0.0035 a.u., as shown in Fig. 6(b), the
extend of energy cutoff for a finite ellipticity reappears.
Thus the DBO on CB1 can still cause an anomalous ellip-
ticity dependence of HHG in the three-band ZnO system.
However, for some multi-band systems45,52–54, the
probability of Zener tunneling at the boundary of Bril-
louin zone is very large, even close to 1. At this time,
the intensity of the quantum path induced by DBO is
quite weak, which is not sufficient to cause the anomalous
ellipticity-dependent behavior of harmonics. Therefore,
the probability of tunneling between different bands at
the BZ border should be carefully checked if one wants
to observe the EDT in other realistic systems.
V. SUMMARY
We investigate the ellipticity dependence of HHG from
ZnO cystal by solving the density matrix equations. It
is found that the dynamical Bloch oscillation, which can
be excited by a strong vector potential of laser, plays
an important role in generating an anomalous ellipticity-
dependent behavior of HHG. The availability of the DBO
induces new quantum paths, which, on the one hand, are
less sensitive to ellipticity and on the other hand go across
the region with larger band-gap due to the anisotropic
band structure we study. The result not only reveals the
underlying physics of ellipticity dependence transition,
but to some extent provide an intuitive physical picture
for understanding the anomalous ellipticity dependence
observed in the single-crystal MgO. Our results could be
tested in the present experimental setups, for example, by
increasing the laser wavelength in bulk ZnO (as increas-
ing field strength may lead to the material damage11).
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