In this paper we present various approaches for the transient analysis of a Markovian population process with total catastrophes. We discuss the pros and the cons of these methodologies and point out how they lead to different tractable extensions. As an illustrating example, we consider the non-homogeneous Poisson process with total catastrophes. The extension of the probabilistic methodologies for analyzing models with binomial catastrophes is also discussed.
courses on stochastic processes. Moreover, we show that different methods lead to diverse tractable extensions of the model. Consider, now, a population that evolves according to the dynamics of { N (t)}, being subject to total catastrophes that occur according to a Poisson process {X(t)} at rate ν. Then the population size is described by a continuous-time Markov chain {N (t); t ≥ 0} on N with transition rates q ij (t) given by The Markov chain {N (t)} will be referred as the non-homogeneous immigration process with Poisson generated total catastrophes. Let p ij (s, t) = Pr[N (t) = j|N (s) = i] be its transition probabilities and p j (t) = p 0j (0, t) its transient probabilities, when the initial population size is 0. In sections 2 and 3 we will present various techniques to derive the transient distribution (p j (t) : j ∈ N) for all t ≥ 0. More specifically, in section 2 we present two analytic methods while in section 3 we present three probabilistic methods.
We then discuss the extension of the probabilistic methods for the transient analysis of a population process subject to binomial catastrophes. As an example, we consider the compound Poisson immigration process subject to binomial catastrophes with survival probability p, that are generated by a Poisson process. This means that the individuals of the population survive after a catastrophe with probability p, independently of each other. This is an adequate model for the effect of mild catastrophic events, in contrast to the model of total catastrophes which is appropriate for modeling extreme catastrophic events.
Models with binomial catastrophes are very hard to analyse. This has been noted since the introduction of this type of catastrophes by Brockwell et al. (1982) . Even the stationary behavior of simple population models has been only recently carried out (see e.g. Economou (2004) and Artalejo et al. (2007) ). Therefore, the problem of the explicit computation of the transient probabilities for the above process seems intractable.
However, in section 4 we show how the probabilistic approaches of section 3 can be used for the transient mean analysis of the Markov chain {N (t)} that records the number of individuals in the case of the compound Poisson immigration process with Poisson generated binomial catastrophes.
Total catastrophes -Analytic methods
In this section the methods are presented through the basic example of the non-homogeneous simple immigration process with Poisson generated total catastrophes. Afterwards we discuss how they can apply to other population models.
Method I: Direct solution of the C-K equations (ODE solution + induction).
The Chapman-Kolmogorov equations for p j (t) are
The initial conditions are p 0 (0) = 1 and p j (0) = 0, j ≥ 1, because the initial population size is 0. Using the normalization equation 
This is a linear ODE which can be solved by multiplying with the integrating factor e t 0 (ν+λ(s))ds = e νt+Λ(t) . 
Similarly, (2.2) can be written as
which can also be solved as a linear ODE with the same integrating factor. The solution is
Using (2.3) and (2.4) we can recursively compute the first terms of (p j (t) : j ∈ N), and then conjecture a general formula for p j (t). Then the formula can be proved formally by induction. We have the following 
Proof. For n = 0, (2.5) is valid by (2.3). Assume that (2.5) is valid for some n. Then by (2.4) and the inductive hypothesis we have 6) where in the last equality we interchanged the integrals. Now
and the induction is complete.
In the special case where λ(t) = λ, that is in the case of the homogeneous simple immigration process we have the following Corollary, which was obtained by Swift (2000) .
Corollary 2 The transient probabilities p n (t) of the homogeneous simple immigration process with rate λ and
Poisson generated total catastrophes with rate ν are given by
This method for obtaining the transient distribution of a model with catastrophes has the drawback that it requires to guess the formula for the transient distribution in advance. Moreover, it is relied upon the fact that the model with the catastrophes is a continuous-time Markov chain. This rules out the possibility of using this method when the catastrophes occur according to a renewal or a more general point process. However, although this method does not seem easily generalizable to large classes of processes, it still has practical import.
Moreover, it has certainly educational value, since it is elementary and does not require any knowledge about stochastic processes other than the Chapman-Kolmogorov equations.
Method II: Direct solution of the transformed C-K equations (Transformation of the C-K equations to a single PDE + PDE solution + inversion).
n be the transient probability generating function. Then by summing (2.1) and (2.2) multiplied with z j for all j, we obtain the PDE
with the boundary conditions P (0, z) = 1 (initial population size is 0) and P (t, 1) = 1 (normalization equation).
This PDE can be solved as a linear ODE for every fixed z (because there does not exist a ∂P/∂z term). The integrating factor is e t 0 (ν+λ(s)−λ(s)z)ds = e νt+Λ(t) (1−z) and we obtain after some manipulation the solution
We have now to invert the probability generating function to obtain (p n (t) : n ∈ N). Using the exponential power series we have
By equating the coefficients of z n we again derive (2.5).
This method for obtaining the transient distribution of a model with catastrophes is very powerful and can be used effectively in very different situations. Its applicability depends on the difficulty of solving the PDE equation and then inverting the probability generating function. In more complex models, the corresponding PDE can not be solved as an ODE and we have to use the method of characteristics. Chao and Zheng (2003) used this method for obtaining the transient distribution of the homogeneous immigration-birth-death process.
Similarly to method I, this method can be applied only when the model with the catastrophes is a continuoustime Markov chain; thus it is not usable when the catastrophes occur according to a renewal or a more general point process.
Total catastrophes -Probabilistic methods
In this section, the methods are presented in a general setting and only at the end they apply to our illustrating example. This is possible because these methods exploit properties of the catastrophe process rather than the special structure of the population process without catastrophes. We consider an arbitrary continuous-time
Markov chain { N (t); t ≥ 0} on N with transition rates q ij (t), transition probabilities p ij (s, t) and transient probabilities p j (t) = p 0j (0, t). This process is supposed to describe the natural evolution of a population.
Suppose now that the population is subject to total catastrophes that occur according to a point process {X(t); t ≥ 0}. Then we obtain a process {N (t); t ≥ 0} which describes the evolution of the population subject to total catastrophes. In other words {N (t)} is a stochastic process which evolves according to the dynamics of { N (t)}, but whenever an event of {X(t)} occurs, it jumps immediately to state 0. The process {N (t)} is not in general Markovian (except in the case where {X(t)} is a Poisson process). Let p j (t) be its transient probabilities when the initial state is 0. We will determine p j (t) under various conditions for the catastrophe process {X(t)}. We stress here that all the probabilistic methods are indirect. What they really do is to give formulas that compute p j (t) in terms of p ij (s, t) and p j (t), for various classes of catastrophe processes.
Method III: Conditioning on the time of the first catastrophe.
This method works when {X(t)} is a renewal process and { N (t)} is time-homogeneous. Let F (x) be the interrenewal distribution of {X(t)} and m(t) = E[X(t)] =
∞ n=1 F (n) (t) the renewal function. We have then the following theorem.
Theorem 3 The transient probabilities p j (t) of a time homogeneous Markov chain with renewal generated total
catastrophes are given by
Proof. By conditioning on the time X 1 of the first catastrophe we have
If the first catastrophe occurs at a time x > t then the evolution of {N (t)} in [0, t] is the same as the evolution of { N (t)}. If the first catastrophe occurs at a time x ≤ t then the population size is reduced to 0 at time x and the process {N (t)} restarts itself (x is a regeneration point for {N (t)}). Hence
Combining (3.2) and (3.3) we have
This is a renewal equation of the form
Hence the solution of (3.4) gives (3.1).
In the case of the homogeneous simple immigration process with rate λ and Poisson generated catastrophes with rate ν, Theorem 3 is applicable with p j (t) = e −λt (λt) j /j!, F (t) = 1 − e −νt , m(t) = νt and we obtain formula (2.7).
This 
4).
Method IV: Conditioning on the number of catastrophes.
The Poisson process has the fundamental property that given that there are n events in a time interval of length t, the event occurrence epochs are distributed as the order statistics of n independent, uniformly distributed random variables in [0, t] (see Ross (1970 
Proof. By conditioning on the number of catastrophes in [0, t] we have that
since the event X(t) = 0 implies that {N (t)} evolves in [0, t] identically to { N (t)}. Moreover by conditioning on the time of the last catastrophe X n before t, we obtain for n ≥ 1:
where F Xn (x|X(t) = n) denotes the conditional distribution function of X n given that X(t) = n. Note that
and by the OS property F Xn (x|X(t) = n) is the distribution function of the n-th order statistic of n independent, identically distributed random variables with distribution F t (x). Hence
Now (3.6)-(3.10) imply (3.5).
In the case of the non-homogeneous simple immigration process with cumulative rate Λ(t) and Poisson generated total catastrophes with rate ν, p j (t) and p 0j (x, t) are given by (1.1) and (1.2) respectively. Moreover F t (x) = x/t, for 0 ≤ x ≤ t. Now Theorem 5 is applicable and we have
After some manipulations, taking into account that ∞ n=1 (νx) n−1 /(n − 1)! = e νx , we deduce (2.5).
Although this method seems rather involved, it is the only method that works for a number of processes possessing the OS property.
Method V: Conditioning on the age of the catastrophe process.
This is the most general method and it works theoretically for any point process. However, its applicability depends on the possibility of computing the distribution of the age (backward recurrence time) Z(t) of the catastrophe process {X(t)}. Z(t) is defined to be the elapsed time since the last event of {X(t)} before t (with the convention that Z(t) = 0 if no events have occurred in [0, t]). The distribution F Z(t) (x) of Z(t) is known for some classes of point processes, but in general is difficult to be determined. If F Z(t) (x) is known then we
can easily compute p j (t) using the following.
Theorem 6 Let X(t) be an arbitrary point process with age distributions {F Z(t) (x)}. The transient probabilities p j (t) of a Markov chain with X(t)-generated total catastrophes are given by
Proof. By conditioning on the age Z(t) of the catastrophe process we obtain that
The event Z(t) = x is equivalent to the last event of the catastrophe process {X(t)} having occurred at t − x.
Therefore {N (t)} evolves identically to { N (t)} on [t − x, t], starting from 0. This implies that Pr[N (t) =
and (3.12) results in (3.11).
In the case of Poisson generated total catastrophes with rate ν, Z(t) is known to be exponentially distributed with parameter ν, censored at time t, i.e. Z(t) is a mixed distribution with probability point mass e −νt at t and density νe −νx for x ∈ (0, t). Therefore (3.11) assumes the form
and in the case of the non-homogeneous immigration process with p 0j (x, t) given by (1.2), we obtain formula (2.5).
Further examples of the wide applicability of this method can be found in Economou and Fakinos (2003) and Gani and Swift (2007) .
Binomial catastrophes
In this section we see how the probabilistic methods of section 3 can be applied for the study of the transient behavior of models with binomial catastrophes. As an example, we consider the homogeneous compound
Poisson immigration process {Ñ (t)} with rate λ and group-size distribution (g j : j = 1, 2, . . .), subject to binomial catastrophes with survival probability p per individual, that occur according to a Poisson catastrophe process {X(t)} with rate ν. The process {N (t)} that records the number of individuals is then a continuous-time
Markov chain on N ={0, 1, 2, ...} with infinitesimal transition rates q ij (t) given by 
Theorem 7 The transient population mean size n(t) of the compound Poisson immigration process with rate
λ and group-size distribution (g j : j = 1, 2, . . .), subject to Poisson generated binomial catastrophes with rate ν and survival probability p per individual is given by 
where F (x) is the distribution of X 1 which is exponential with parameter ν. If the first catastrophe occurs at time x > t then N (t) coincides withÑ (t) so we have
If the first catastrophe occurs at a time x ≤ t then E[N (t)|X 1 = x] can be decomposed in two terms. The first one refers to the individuals that arrived till the first catastrophe and survive at time t and the second to the individuals that arrived after the first catastrophe and survive at time t. Since x is a regeneration point for the process {N (t)} we have clearly that the second term is n(t − x). Regarding the first term, it can be written as
, where I i are indicator random variables, one for each customer that arrived till the first catastrophe.
More specifically, the random variable I i refers to the survival at time t of the ith customer that arrived before time x. Conditional on the number X(t − x) of the catastophes in the time interval (x, t] the probability that such a customer survives at time t is p X(t−x)+1 Hence the first term is E[
Upon substitution of equation (4.4) into (4.3), we obtain
which is a renewal equation of the form
Poisson random variable with parameter ν(t − x), we have that the function h(t) assumes the form 6) after some simplification steps that require straightforward algebra.
Substitution of equation (4.6) in the solution of the renewal equation, taking into account that m(x) = νx, we obtain
Computing the integral and simplifying yields easily (4.2) and the proof is complete.
Equation ( 
Since {X(t)} is a Poisson process, it possesses the OS property with respect to {G t (x)} where G t (x) is the distribution function of the uniform distribution in [0, t] . Hence, given the number of catastrophes X(t) = n till time t, the conditional joint distribution of the catastophe epochs (X 1 , X 2 , . . . , X n ) is that of the order statistics
. Note also, that given the number of catastrophes X(t) = n, the individuals that have arrived in [0, X 1 ) will survive till time t with probability p n . Similarly, the individuals that have arrived in [X i , X i+1 ) will survive till time t with probability p n−i , i = 1, 2, . . . , n − 1. Finally, the individuals that have arrived in [X n , t] will certainly survive till time t. Hence the OS property enables us to compute E[N (t)|X(t) = n] as
where d 0:
As (Y 1:n , Y 2:n , . . . , Y n:n ) are the order statistics of a sample of size n from G t (x) we have that the distribution function of Y i:n is given as
n−j so we can easily conclude that
By combining (4.8)-(4.10) we obtain
The formula (4.11) can be further simplified because in this case
so (4.11) assumes the form 13) which yields easily (4.2) (using again the exponential power series) and the proof is complete. Equation (4.11) is valid for any catastrophe process {X(t)} possessing the OS property with respect to a kernel {G t (x)}. Therefore, this approach can be used to compute the corresponding transient population mean size. However, the integral computations become much more involved in general.
Proof. (3rd approach: Method V, Conditioning on the age of the catastrophe process) By conditioning on the age Z(t) of the catastrophe process we obtain that
(4.14)
Every individual that resides in the system at time t − x, just before the last catastrophe, will survive this catastophe with probability p. The individuals that arrive after t − x will certainly survive till time t. Hence,
we immediately obtain
By combining (4.14) and (4.15) we now obtain the equation 
Summary and conclusions
In this paper we presented a summary of several approaches for the transient analysis of continuous-time Markov chains with total catastrophes, as well as a brief overview of the related literature. More specifically, we presented two analytic approaches which amount in solving the Chapman-Kolmogorov equations in their scalar or generating function form, using ODE and PDE techniques respectively. In the case of simple underlying processes, as our main example of the non-homogeneous immigration process, standard techniques from the theory of the ODEs and the PDEs are sufficient. For more involved models the lattice-path combinatorics approach using dual processes, randomization and sample path counting seems very promising.
If the catastrophes occur according to a non-Poisson point process, then we can study the transient behavior of the model by considering one of the three probabilistic approaches that we described. The choice of the probabilistic approach depends on the type of the catastrophe point process rather than on the Markovian model without catastrophes.
We further illustrated that these ideas can be proved fruitful in the case of binomial catastrophes. Of course the extension to more complex Markovian models needs further investigation.
For the working researcher in the field we think that it is important to conquer all these approaches, as no method seems superior to all the others. The combination of several methods may be convenient for the study of involved models. In this sense, the analytical and lattice-path combinatorics approaches can be used to obtain the transient distribution of a Markovian model and then the probabilistic approaches can yield the transient distribution subject to various types of catastrophe processes.
