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Introduction
Every smooth manifold M admits a Riemannian metric, actually a lot of them, but there is not
a canonical one. So a natural question is: “Which is the best metric to put onM?”. The answer,
clearly, depends upon the meaning we give to the word “best”, indeed the “best” could be the
one compatible with some additional structure on M , or the one satisfying some conditions, that
could be local or global, on certain kind of curvatures. A natural request for a “best” metric
is to make the manifold the most symmetric as possible and this translates in some uniformity
conditions on some types of curvatures. Every metric g on M determines uniquely a preferred
connection, the Levi-Civita conection ∇, and an associated (4, 0)-tensor field: the Riemann
tensor
R (X,Y, Z,W ) := g (∇X∇Y Z,W )− g (∇Y∇XZ,W )− g
(
∇[X,Y ]Z,W
)
X,Y, Z,W ∈ TM ,
that encodes all curvature properties ofM with respect to g. The tensor R has many symmetries
that make it a bilinear form on the bundle of tangent 2-planes to M , that is
R : Λ2TM × Λ2TM → R ,
R (X ∧ Y,Z ∧W ) := R (X,Y, Z,W ) .
A first possible request for a metric is to have the same curvature at every 2-tangent plane, and
this is equivalent to requiring the sectional curvature K
K (X ∧ Y ) :=
R (X ∧ Y,X ∧ Y )
|X ∧ Y |2g
X,Y ∈ TM ,
to be a constant. This condition imposes further symmetries on the Riemann tensor, indeed we
find that
R (X ∧ Y,X ∧ Y ) ≡ K |X ∧ Y |2g .
It turns out that requiring the sectional curvature to be constant is quite restrictive, indeed the
only manifolds admitting metrics of constant sectional curvature are the sphere, the hyperbolic
space, the euclidean space and their quotients by discrete subgroups of their groups of isometries.
In general, if we impose conditions on the sectional curvature of a manifold, we automatically
impose conditions on its topology. For example: if we want the sectional curvature to be strictly
positive, then the manifold has to be compact with finite fundamental group, if we want the
sectional curvature to be always less than or equal to 0 then the universal cover of the manifold
has to be the euclidean space. We can weaken our requests and ask for uniformity of a kind of
curvature that encodes “less information” about the topology of the manifold, to this aim we
can consider the scalar curvature sg
sg :M → R ,
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that we obtain tracing repeatedly the Riemann tensor. If we are given a manifoldM is it possible
to find a metric with constant scalar curvature? This is the celebrated Yamabe problem and
it has been completely solved in the 80’s for the case of M compact by Trudinger, Aubin and
Schoen. So the answer to our question is affirmative, if M is compact then every metric is
conformal to a metric with constant scalar curvature.
Another possible notion of the “best” metric is a metric that has some minimizing property,
i.e. a solution of a certain optimization problem. More precisely let M be a compact manifold
and let Met (M) be the space of metrics on M , then we can consider functionals
F : Met (M) −→ R ,
and look for their critical points that, provided they exist, we will call critical metrics. An
important and well studied functional of this kind is
F (g) :=
1
Volg (M)
n−1
n
∫
M
sg dµg .
If we write Euler-Lagrange equation for F we find that its critical points have to satisfy the
equation
Ricg =
sg
n
g ,
and so the critical points are the Einstein metrics. In dimension 2 and 3, requiring a metric to
be Einstein is the same as requiring constant sectional curvature so F can’t have critical points
unless the manifold is a space form. We have topological obstructions to the existence of Einstein
metrics also in dimension 4, indeed if a 4-manifold M admits an Einstein metric the following
inequality (Hitchin-Thorpe) holds
χ (M) ≥
3
2
|τ (M) | ,
where χ (M) is the Euler characteristic of M and τ (M) its signature. In dimension greater or
equal than five the question is widely open, indeed there is no known obstruction for the existence
of Einstein metrics.
If we consider complex manifolds we look for our “best” metric among those that are com-
patible with the complex structure and so among the Hermitian ones. A remarkable feature
of the complex structure is that it gives a 1-1 correspondence between hermitian 2-tensors and
real differential 2-forms, so we can translate every problem involving hermitian metrics into one
involving differential forms. If our manifold M is compact and Ka¨hler, and so we fix a complex
structure J and a positive closed differential 2-form ω it is natural to search for “best metrics” in
the the cohomology class [ω] ∈ H2 (M,R) ∩H(1,1) (M,C). On compact Ka¨hler manifolds holds
the i∂∂-lemma and this tells us that our preferred metric ω′, provided it exists, is of the form
ω′ = ω + i∂∂f f ∈ C∞ (M) .
As in the real case we can look for critical metrics, and if [ω] is a fixed Ka¨hler class on M
and ω ∈ [ω] is a positive real 2-form then the domain of our functionals will be
Mω :=
{
f ∈ C∞ (M) |ω + i∂∂f > 0
}
.
The first natural functional to study would be again
F (f) :=
1
n!Volω+i∂∂f (M)
2n−1
2n
∫
M
sω+i∂∂f
(
ω + i∂∂f
)n
,
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but it turns out that F is constant on Mω since quantities involved are cohomological, indeed
Volω+i∂∂f (M) = Volω (M) = [ω]
∪n
and ∫
M
sω+i∂∂f
(
ω + i∂∂f
)n
n!
=
∫
M
sω
ωn
n!
=
4π
(n− 1)!
[c1 (M)] ∪ [ω]
∪n−1 .
Since F does not distinguish different metrics in Mω, Calabi in [Cal85] proposed to study the
following functional on Mω
F ′ (f) :=
∫
M
s2
ω+i∂∂f
(
ω + i∂∂f
)n
n!
.
Its Euler-Lagrange equation tells us that the critical points are metrics ω′ ∈ [ω] that satisfy
∂∂♯sω′ = 0
and we call them Extremal Ka¨hler metrics. A Ka¨hler metric is extemal if and only if the (1, 0)-
part of the gradient of the scalar curvature is a holomorphic vector field and clearly this is the
case if the scalar curvature is constant. In light of this we can formulate the Ka¨hler analogue of
Yamabe problem: if we are given a compact Ka¨hler manifold (M,ω) can we find a metric ω′ ∈ [ω]
with constant scalar curvature? Contrarily to the real case the answer is no in general, indeed the
constancy of scalar curvature implies strong conditions on the analytic structure of the manifold.
Matsushima and Lichnerowicz showed, indeed, that if a Ka¨hler manifold (M,ω) has constant
scalar curvature, then the identity component of the biholomorphism group of M is a reductive
complex Lie group. The main source of examples of cscK manifolds (Ka¨hler with constant scalar
curvature ) are Ka¨hler-Einstein manifolds that are Ka¨hler manifolds whose metric satisfies the
identity
Ricg =
sg
2n
ωg
and it is quite hard to find explicit examples of cscK manifolds that are not in this class. Arezzo
and Pacard in [AP06] and [AP09] introduced a generalized connected sum construction that
allows, under suitable hypotheses, to produce new cscK manifolds starting from a given one.
More precisely they prove the following two theorems.
Theorem. Let (M, g) a compact cscK orbifold with isolated singularities that is Futaki non
degenrate. Let n ≥ 1, p1, . . . pn ∈ M with neighborhoods biholomorphic to neighborhoods of the
origin of Cm/Γi with Γi ⊳ U(m) finite (even trivial). Suppose that every C
m/Γi admit an ALE
Ka¨hler resolution (Xi, ηi). Then there exist an ε0 > 0 s.t. ∀ε ∈ (0, ε0) there exist a constant
scalar curvature Ka¨hler metric gε on the space
M˜ =M♯p1X1 · · · ♯pnXn ,
that as ε tends to 0 the sequence gε converges to g in C
∞ topology away from points pi. If
sg is positive or negative so is sgε Moreover if M has no holomorphic vector fields vanishing
somewhere
[ωgε ] = π
∗[ωg] + ε
2
(
n∑
k=1
[ηk]
)
,
with π : M˜ →M the canonical holomorphic surjection.
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Theorem. Let (M, g) be a cscK manifold, and let ϕ1, . . . , ϕd ∈ C∞ (M) such that
ker (Lg) := spanR {1, ϕ1, . . . , ϕd} .
Let p1, . . . , pn ∈M with n ≥ d+ 1 and
Φ = (ϕi (pj))1≤i≤d,1≤j≤n .
If
rk (Φ) = d
and there exist a := (a1, . . . , an) ∈ (R+)
n
satisfying
Φa = 0 ,
then there exist ε0 such that for all ε ∈ (0, ε0) there exist a cscK metric gε on Blp1,··· ,pnM such
that
[ωgε ] = π
∗[ωg]− ε
2
(
n∑
k=1
aˆ
1
m−1
k [c1 (O (Ek))]
)
with Ek the exceptional divisor at point pk and
aˆk → ak as ε→ 0 .
The first theorem says that if the starting cscK orbifold has no holomorphic vector fields or it
is Futaki non-degenerate, then we can replace smooth points with projective spaces (blow ups)
and singular points with suitable (provided they exist) ALE Ka¨hler scalar flat resolutions. ALE
spaces are manifolds “very similar” to euclidean spaces indeed, outside a compact set they are
biholomorphic to a quotient by a finite subgroup of SU(m) of the complement of a ball in Cm.
The strategy of proof of the first theorem is roughly the following:
• cut small balls Brε (p) centered on points we want to replace;
• choose a big compact subsets of the relative ALE manifolds;
• construct a family of cscK metrics depending on parameters on the truncated starting cscK
manifold;
• construct families of cscK metrics depending on parameters on the truncated ALE spaces;
• find right parameters such that the metrics on truncated starting cscK manifold and the
truncated ALE spaces glue.
The families of metrics above are constructed essentially in two steps: first modifying smartly
“by hand” background metrics and then solving carefully constructed PDEs. These PDEs are
solvable because the assumption that the starting cscK orbifold has no holomorphic vector fields
or it is Futaki non-degenerate translates in the invertibility of a certain linear differential operator.
In the second theorem the assumption on holomorphic vector fields is replaced by a geometric
condition relating holomorphic vector fields with points we want to replace and their “position”
in the manifold. The strategy of proof of the second theorem is morally the same of the first
but it is much more delicate. Indeed the linear differetial operator we mentioned above is not
easily invertible any more and a more refined argument is needed for constructing the families of
metrics. The ALE structure of the blow up of euclidean spaces plays a crucial role in the proof.
Indeed the analysis of asymptotics of the Burns-Simanca metric is the key fact that allows to
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find a right inverse for a differential operator that is necessary to the construction the families
of cscK metrics. There are many related works on this subject, in [RS09a] Rollin and Singer
construct cscK surfaces using the concept of parabolic polystability and state a generalization of
Theorem 1.6, in [APS11] Arezzo, Pacard and Singer study the natural generalization of Theorem
1.6 to the case of extremal metrics, indeed they prove that if a Ka¨hler manifold has an extremal
metric then, under geometric assumptions similar to those of Theorem 1.6, its blow up carries an
extremal Ka¨hler metric. In [Sto10], Stoppa shows that, in the projective setting, the conditions
of Theorems 1.5 and 1.6 are also necessary in order to have a cscK metric on the blown up
manifold. Szekelyhidi, in [Sze´12], generalizes [APS11] showing that the blowup of an extremal
Ka¨hler manifold at a relatively stable point in the sense of GIT admits an extremal metric in
Ka¨hler classes that make the exceptional divisor sufficiently small. The purpose of this thesis is
to extend Theorems 1.5 and 1.6 to the case of cscK orbifolds with isolated singularities and with
holomorphic vector fields. These objects can arise as Gromov-Hausdorff limits of Fano Ka¨hler-
Einstein manifolds and it is natural to ask if they can be desingularized, at least partially, in
such a way they remain cscK. Our main result in this direction is the following theorem.
Theorem 1.7. Let (M, g) be a compact cscK orbifold with isolated singularities and let
p := {p ∈M |p is a SU(m) singularity admitting a Ka¨hler crepant resolution}
and
ker (Lg) = 〈1, ϕ1, . . . , ϕd〉 .
Suppose moreover that
• ♯p = N ≥ d+ 1;
• the d×N matrix
∆Φ(p)i,j := ∆gϕi (pj) + sgϕi (pj) (1.9)
has full rank;
• there exist b := (b1, . . . , bN ) ∈ R
N
+ such that
N∑
j=1
bj [∆gϕi (pj) + sgϕi (pj)] = 0 1 ≤ i ≤ d . (1.10)
Then there exist
(
M˜, g˜b
)
cscK orbifold together with a holomorphic, surjective
π : M˜ →M .
The manifold M˜ is obtanied replacing p with ALE-Ka¨hler spaces that are Ricci-flat.
The proof of Theorem 1.7 is quite technical and we suggest to read Subection 1.6.2, where we
give a detailed explanation of the strategy we will follow, and Section 1.7 where we fix the notation
we will use in this work. The main difficulty in proving this result is that we are replacing singular
points and, contrarily to Theorem 1.6, the associated ALE spaces are essentially different from
blow up of euclidean space. Indeed, these ALE spaces are not only scalar flat as blow up of
Cm but they are indeed Ricci-flat and this implies that there is an asyptotic growth missing in
the expansion “at infinity” of the metric. This missing asymptotic was the key fact in proving
Theorem 1.6. This fact forces us to find a new geometric condition that assures invertibility of
differential operators that we will need to construct families of metrics on truncated spaces. A
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new geometric condition is not enough to follow the lines of proof of Theorem 1.6 indeed we need
a more careful construction of families of metrics on truncated spaces since we now need “better”
estimates to be able to prove Theorem 1.7. The conditions (1.9) and (1.10) can be rephrased
in terms of the moment map for the action on M of the group H of Hamiltonian isometries of
(M,ωg). Indeed let h
∗ be the dual Lie algebra of H, let
µ :M −→ Rd ,
be the moment map with the identification h∗ ≃ Rd, then condition (1.9) becomes
h∗ = spanR {(∆gµ+ sgµ) (p1) , . . . , (∆gµ+ sgµ) (pN )}
and condition (1.10) becomes
N∑
j=1
bj (∆gµ+ sgµ) (pj) = 0 .
The laplacian of the moment map appears in [Sze´12] in the context of blow ups of extremal
Ka¨hler manifolds. It comes out in the “second order” expansion of the Futaki invariant of the
blow up of an extremal Ka¨hler manifold and he makes the following conjecture.
Conjecture ([Sze´12]). Suppose that M admits a cscK metric in c1(L), and let p ∈ M . There
exist ε0, δ0 > 0 such that if µ(p) + δ∆µ(p) = 0 for some δ ∈ (0, δ0) then for all ε ∈ (0, ε0) the
manifold BlpM admits a cscK metric in the Ka¨hler class c1(π
∗L− εE).
In [Sze´13] he proves this conjecture, more precisely he proves the following theorem.
Theorem. Assume that the dimension m > 2, and suppose that ∇s(ω) vanishes at p ∈ M .
There is a δ0 > 0 depending on (M,ω) with the following property. Suppose that for some
δ ∈ (0, δ0) there is a point q in the G
c-orbit of p such that the vector field µ(q)+ δ∆µ(q) vanishes
at q. Then the blowup BlpM admits an extremal metric in the Ka¨hler class
π∗[ω]− ε2[E]
for all sufficiently small ε > 0.
So ∆µ plays a crucial role for the existence of an extremal metric on the blow up of an
extremal Kahler manifold. The presence of the laplacian of the moment map in the second order
expansion of the Futaki invariant of BlpM is deeply related to the structure of the Burns-Simanca
metric on Bl0C
m. We recall that the Burns-Simanca metric η0 on Bl0C
m is an ALE metric with
expansion
η0 = i∂∂
(
|x|2
2
− |x|4−2m + J |x|2−2m +O(|x|6−4m)
)
and every Ka¨hler metric ω˜ on BlpM on a small neighborhood of the exceptional divisor is
i∂∂-cohomologous to a positive multiple of η. The link between between expansion of Futaki
invariant of BlpM with a Ka¨hler metric ω˜ ∈ [π
∗ω]− ε2[c1 (E)] is given by the following heuristic
correspondences
d
dε
Fut
(
·, [π∗ω]− ε2[c1 (E)]
)∣∣∣∣
ε=0
! asymptotic |x|4−2m of η0 ,
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that in [Sto09] and [Sze´12] it is shown to depend only on the moment map µ and
d2
dε2
Fut
(
·, [π∗ω]− ε2[c1 (E)]
)∣∣∣∣
ε=0
! asymptotic |x|2−2m of η0 ,
that Szekelyhidi in [Sze´12] and [Sze´13] shows it depends on the moment map µ and its laplacian
∆µ. The above relations become clear when one compute the Futaki invariant by means of
the localization formulæ(see [Tia00], [BGV04]). In [Sze´13], Szekelyhidi deals with second order
expansion of the Futaki invariant and many of his constructions are similar to ours. This is
not surprising since he studies objects strictly related to the asymptotic |x|2−2m of η0 that is
exactly the first non trivial asymptotic of the model spaces we use to replace singular points. As
a corollary of the theory we develope to prove the Theorem 1.7 we get also the following result
that Rollin and Singer in [RS09a] state without proof.
Theorem 4.2. Let (M, g) be a cscK orbifold with isolated singularities, and let ϕ1, . . . , ϕd ∈
C∞ (M) such that
ker (Lg) := spanR {1, ϕ1, . . . , ϕd} .
• Let
p := {p1, . . . , pn} ⊆M n ≥ d+ 1 ,
a set of points with negighborhoods biholomorphic to B1/Γp with Γp a finite subgroup, even
trivial, of U(m). Moreover let Cm/Γp admit a scalar flat ALE resolution (Xp, ηp) (in
the case Γp is trivial we consider the blow up) such that the metrics ηp have asymptotic
expansion
ωηp = i∂∂
(
|z|2
2
+ Ep|z|
4−2m + Jp|z|
2−2m +O
(
|z|−2m
))
Ei 6= 0 ,
and for m = 2
ωηp = i∂∂
(
|z|2
2
+ Ep log (|z|) + Jp|z|
−2 +O
(
|z|−4
))
Ei 6= 0 .
• Let q ⊆ M the set of points with negighborhoods biholomorphic to B1/Γq with Γq a finite
subgroup of SU(m) and such that Cm/Γq admit an ALE Ka¨hler crepant resolution (Yq, θq).
Let
Φ =
(
Epj
|Epj |
ϕi (pj)
)
1≤i≤d,1≤j≤n
.
If
rk (Φ) = d
and there exist a := (a1, . . . , an) ∈ (R+)
n
satisfying
Φa = 0 ,
then there exist a cscK orbifold with isolated singularities
(
M˜, g˜
)
with a holomorphic surjective
map
π : M˜ →M
and M˜ is obtained replacing points of p with resolutions Xp and points q with resolutions Yq.
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We give a proof of the above Theorem because this result and Theorem 1.7 are the first step
in understanding if there is an “optimal” condition mixing different kind of orbifold singularities
in order to get a cscK desingularization. In Chapter 5 of this thesis we look for examples in
which Theorem 1.7 is applicable and we focus our research to Toric fano threefolds. We made
this choice because all the conditions of Theorem 1.7 become combinatorial and hence easier to
check. With the help of Gavin Brown and Alexander Kasprzyk that added in the Graded Ring
Database [BK13],[Kas10] the classification of toric Fano threefolds with canonical singularities
and told us how to use computer program MAGMA [BCP97] to recognize the type of singularities
we restricted our research to six toric Fano orbifolds with canonical singularities and we identified
the vertices of the moment polytope associated to SU(3)-singular cones. Unfortunately, at the
moment, we can’t say if we can apply Theorem 1.7 because we don’t have sufficient knowledge
of the Lie algebras of holomorphic vector fields vanishing somewhere of these varieties. We
find explicit examples of orbifolds satisfying conditions (1.9) and (1.10) in dimension 2, and we
need the extension of Theorem 1.7 to the case of surfaces. Our result extends verbatim, indeed,
to dimension 2 but because of the technical complications due to the particular dimension we
decided to give all the details in a forthcoming work and in Chapter 6 we focus only the examples
we found. One of these examples is P1 × P1/Z2 and it is discussed in [RS09a]. In [RS09a] the
cscK metric on the crepant resolution of P1×P1/Z2 is constructed using the notion of parabolic
polistability while here we can construct it by direct application of our gluing theory. In Chapter
6 we also discuss some conjectures and ideas for future work. A first natural continuation of our
study is, in the spirit of the analysis of [Sze´12] and [Sze´13], the computation of the expansion of
the Futaki invariant for the crepant resolutions of cscK orbifolds. This is the first step we can
do to understand if there is a link, as in the case of blow ups of smooth cscK manifolds, with the
notion of K-stability for orbifolds with cyclic singularities, that Ross and Thomas introduce in
their work [RT11]. Another question that remains open is the following: “given a cscK orbifold
is there a more general and unifying set of conditions relating orbifold points of different kind,
smooth points and potentials of holomorphic vector fields that ensure the existence of a cscK
resolution?” We conjecture that the answer to this question is positive but we don’t know, at
the moment, if the techniques we used in this thesis can be used to prove such a generalization
because of the many technical difficulties that arise.
Brief outline of chapters content
In Chapter 1 we recall some basic notions of complex and Ka¨hler geometry and we introduce
some technical results regarding cscK metrics that we will use intensively in successive chapters.
We also explain in detail what kind of result we want to prove and the strategy of the proof. We
warmly suggest to read section 1.6.2 where we give a detailed overview of the proof of Theorem
1.7.
In Chapter 2 we investigate the properties of particular linear differential operators on cscK
manifolds. More precisely we study their invertibility properties between weighted Ho¨lder spaces.
In Chapter 3 we begin the proof of our main result. With tools we introduced in chapter 2
we construct families, depending on some parameters, of cscK metrics on particular manifolds
with boundary.
In Chapter 4 we finish the proof we started in the preceding chapter. To conclude the proof
we perform the connected sum construction along the boundaries of the manifolds we chose in
chapter 3 and we glue the families of cscK metrics we constructed on them. To glue the families
of metrics we use the technique known as Cauchy data matching. We also discuss the proof of
Theorem 4.2.
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In Chapter 5 we look for examples of cscK orbifolds satisfying assumptions of Theorem 1.7.
We focus our attention on toric 3-folds and it turns out that there is no toric three-dimensional
orbifold satisfying our requests.
In Chapter 6 we discuss the extension of Theorem 1.7 to 2-dimensional orbifolds and the
relative technical issues. We discuss, moreover, some conjectures and ideas for future work.
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Chapter 1
The cscK Problem
In this chapter we will briefly recall notions of complex geometry and Ka¨hler geometry that we
will need. All the material of this chapter can be found in [Sim04],[Tia00].
1.1 A quick introduction to Ka¨hler geometry
1.1.1 Complex Manifolds
We now briefly introduce complex manifolds and some of their properties. There are two possible
definitions of complex manifold that turn out to be equivalent. The first definition is the most
natural since it is very similar to the definition of a smooth real manifold.
Definition 1.1 (Complex manifolds 1). Let M be a T2 second countable topological space. M
is a complex manifold if it has an atlas of open sets homeomorphic to open sets of Cm and the
transition functions are holomorphic maps.
Now we give the second definition of complex manifold. Let M be a 2m-dimensional smooth
manifold, an almost-complex structure on M is a J ∈ End (TM) s.t.
J2 = −I .
Taking the complexification TMC := TM ⊗ C and extending J C-linearly to JC we have that
TMC = T
1,0M ⊕ T 0,1M
with T 1,0M,T 0,1M eigenbundles of JC. We say that J is a complex structure if T
0,1M is an
integrable distribution (in the sense of Frobenius).
Definition 1.2 (Complex manifolds 2). Let M be 2m-dimensional smooth manifold. M is a
complex manifold if it has a complex structure.
The link between these two definitions is the famous theorem of Newlander-Nirenberg.
Theorem 1.1. Let M be a smooth 2m-dimensional manifold, M is a complex manifold if and
only if it has a complex structure.
If we have a complex structure, on a chart, we can choose coordinates (x1, . . . , xm, y1, . . . , ym)
s.t.
15
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J
(
∂xj
)
= ∂yj J
(
∂yj
)
= −∂xj
and we can recover complex coordinates (z1, . . . , zm) putting
zk = xk + iyk .
With these coordinates we have local bases of T (1,0)M and (T ∗)
(1,0)
M given by
∂
∂zk
=
1
2
(
∂
∂xk
− i
∂
∂yk
)
,
dzk = dxk + idyk .
The complex structure gives a natural decomposition of complexified exterior powers of cotan-
gent bundle
ΛkCT
∗M := ΛkT ∗M ⊗ C ,
indeed
ΛkCT
∗M :=
k⊕
p=0
Λ(p,k−p)M
with Λ(p,k−p)M the subbundle of complex k-differential forms Ω of type
Ω =
∑
|I|=p
|J|=k−p
ΩIJdz
I ∧ dzJ .
On complex manifolds the C-linear extension of exterior differential d splits as a sum of two
C-linear operators
d = ∂ + ∂ ,
∂ : Λ(p,q)M → Λ(p,q+1)M ,
∂ : Λ(p,q)M → Λ(p+1,q)M ,
with the following relations
∂2 = ∂
2
= 0 ,
∂∂ = −∂∂ .
1.1.2 Ka¨hler Manifolds
We now introduce a natural metric structure on complex manifolds: Hermitian metrics on T 1,0M
that are the analogue of Riemannian metrics on TM . We say that a metric g on TM is J-invariant
if
g (·, ·) = g (J ·, J ·)
that in local coordinates translates in
gab = J
c
agcdJ
d
b .
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If g is J-invariant we define the associated 2-form
ωg := g (·, J ·) .
If we have a J-invariant metric we can consider its Hermitian extension to TMC and its
restriction hg to T
1,0M that becomes
hg =
1
2
g +
i
2
ωg .
In complex coordinates we have
hg =
m∑
α,β=1
(hg)αβ¯ dz
α ⊗ dzβ ,
ωg =
m∑
α,β=1
i (hg)αβ¯ dz
α ∧ dzβ .
We now introduce the main object of our investigations: Ka¨hler manifolds.
Definition 1.3. Let (M, g) a complex manifold with a J-invariant Riemannian metric g. (M, g)
is a Ka¨hler manifold if
dωg = 0 .
The Ka¨hler condition has many immediate implications, that we can summarize in the fol-
lowing proposition.
Proposition 1.1. Let (M, g) be a Ka¨her manifold and ∇ the Levi-Civita connection of g. Then
• ∇J = 0;
• in holomorphic coordinates the following identities hold
∂gαβ¯
∂zγ
=
∂gγβ¯
∂zα
∂gαβ¯
∂zγ
=
∂gαγ¯
∂zβ
;
• ∀p ∈M there exist U(p) and holomorphic coordinates such that
ωg =
m∑
α,β=1
i
2
δαβ¯dz
α ∧ dzβ + iPγδ¯αβ¯z
γzβdzα ∧ dzβ +O
(
|z|3
)
.
Taking the C-linear extension ∇C of the Levi-Civita connection ∇ we can define the complex
curvature tensor
RC (X,Y )Z = ∇
C
X∇
C
Y Z −∇
C
Y∇
C
XZ −∇
C
[X,Y ]Z ,
and the complex Riemann tensor
RC (X,Y, Z,W ) = g (R (X,Y )Z,W ) .
We define also the Hermitian extension of Ricci tensor
RicCg ,
and the Ricci 2-form
ρg = Ricg (·, J ·) .
The properties of above objects can be summarized in the following proposition.
17
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Proposition 1.2. Let (M, g) a Ka¨hler manifold, then in complex coordinates
• Christoffel symbols satisfy the following identities
Γγαβ = Γ
γ¯
α¯β¯
,
Γγ¯αβ = Γ
γ
α¯β¯
= Γγ¯
αβ¯
= Γγβα¯ = 0 ,
Γγαβ = g
γδ¯∂βgαδ¯ ;
• the complex Riemann tensor satisfy the following identities
Rαβ¯γδ¯ = Rγβ¯αδ¯ = Rαδ¯γβ¯ = Rγδ¯αβ¯ = Rβα¯δγ¯ = −Rαβ¯δ¯γ ,
Rαβγδ¯ = Rα¯β¯δγ¯ = 0 ,
Rαβ¯γδ¯ = −∂γ∂δgαβ¯ + g
ǫφ¯∂γgǫβ¯∂δgαφ¯ ,
∇ǫRαβ¯γδ¯ = ∇αRǫβ¯γδ¯
• The Ricci tensor and Ricci form satisfy the following identities
Ricαβ = Ricα¯β¯ = 0 ,
Ricβα¯ = Ricαβ¯ = g
γδ¯Rαβ¯γδ¯ = −∂α∂β log
(
det
(
gγδ¯
))
,
∇γRicαβ¯ = ∇αRicγβ¯ ∇δ¯Ricαβ¯ = ∇β¯Ricγδ¯ ,
ρ =
i
2
Ricαβ¯dz
α ∧ dzβ ;
• the scalar curvature sg can be computed by the formula
sg = 2g
αβ¯Ricαβ¯ = −2g
αβ¯∂α∂β log
(
det
(
gγδ¯
))
. (1.1)
Moreover for each p ∈M there exist complex coordinates (Ka¨hler normal coordinates) such that
the metric g and the Ricci tensor Ric can be written in the following way
gαβ¯ = ∂α∂β
[
|z|2
2
−
1
4
Rαβ¯γδ¯(p)z
αzβzγzδ +O(|z|5)
]
=
1
2
δαβ¯ −Rαβ¯γδ¯(p)z
γzδ +O(|z|3) ,
Ricαβ¯ = µαδαβ¯ +O(|z|) .
We introduce Laplace operator on functions as
∆g = 2g
αβ¯∂α∂¯β
and more generally on tensor of any type using Levi-Civita connection
∆g = g
αβ¯
(
∇α∇β¯ +∇β¯∇α
)
.
1.2 The flat case
Let’s consider a small open ball Bε ⊆ C
m, that is the local model of any Ka¨hler manifold
of dimension m. Since it is a subset of the complex euclidean space, Bε carries naturally a
(non complete) Ka¨hler metric g0 with associated Ka¨hler form ω0 that comes from the euclidean
18
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one. Suppose we want to find a small perturbation of the euclidean metric such that its scalar
curvature is constant. Making things explicit, we want to find functions f ∈ C4 (Bε) such that
on Bε
ω0 + i∂∂f = i∂∂
(
|z|2
2
+ f
)
is positive and
sω0+i∂∂f ≡ σ σ ∈ R .
For a Ka¨hler manifold we have an explicit formula for calculating the scalar curvature of a
metric in a coordinate chart, indeed, if gij¯ is the metric tensor, we have formula (1.1)
sg = −2g
ij¯∂j∂i log (det (gab¯)) .
From now on, for every tensor of type
T = Tij¯dzi ⊗ dz¯j ,
on a complex manifold M and every u ∈ C∞(M) we indicate
tr
(
∂∂u · T
)
= gil¯gkj¯∂i∂¯juTkl¯.
In our case gij¯ = δij¯ , if we put Im = δij¯ and F = ∂i∂jf the formula becomes
sω0+i∂∂f = −4tr
(
(Im + 2F )
−1 · ∂∂ log (det (Im + 2F ))
)
.
Now we have a (nonlinear) operator
s0 : D ⊆ C
4 (Bε)→ C
0 (Bε) ,
s0(f) = sω0+i∂∂f .
To understand better the operator s0 we want to decompose it in simpler pieces, and to do
it we have to make some assumptions.
Lemma 1.1. Let f ∈ C4 (Bε) and s.t. ‖f‖C4(Bε(0)) ≤ C(ε) with C(ε) ∈ R sufficiently small;
then if we set
∂∂f =
(
∂i∂jf
)
1≤i,j≤m
,
we have the following formula
s0(f) = −
∆2f
2
+ 4tr
(
∂∂f · ∂∂∆f
)
+ 2∆tr
((
∂∂f
)2)
+Q30 (f) , (1.2)
with Q30 a nonlinear analytic function of degree at least 3 on the derivatives of order 2, 3, 4 of f .
Proof. The nonlinear operator s0 has analytic dependence on its arguments, and for small f we
have
s0 (f) =
+∞∑
k=0
1
k!
sk0 (f) , (1.3)
with sk0 (f) a homogeneous polynomial of degree k in f and its derivatives. To get the above
decomposition we consider s0 (tf) with t ∈ (−τ, τ) with τ << 1 and we set
19
Chapter 1. The cscK Problem
sk0 (f) :=
dk
dtk
s0 (tf)
∣∣∣∣
t=0
.
We recall that
s0(tf) = −4tr
(
(Im + 2tF )
−1 · ∂∂ log (det (Im + 2tF ))
)
.
Expanding we have
s0(tf) = −4tr
(
(Im + 2tF )
−1 · ∂∂ log (det (Im + 2tF ))
)
= −4tr
(
(Im + 2tF )
−1 · ∂∂ log
(
1 +
m∑
k=1
2ktkσk (F )
))
with σk the k - th symmetric function on the eigenvalues of a matrix. So we have
sk0 (f) = −4
k∑
l=1
tr
[
d(k−l)
dt(k−l)
(Im + 2tF )
−1 · ∂∂
dl
dtl
log
(
1 +
m∑
h=1
2hthσh (F )
)]
.
By its very definition we have that
sk0 (f) = P1,k−1
(
∇2F, F
)
+ P2,k−2 (∇F, F ) ,
with Pa,b homogeneous polynomials on C
2m2 of degree a + b with constant coefficients and of
degree a in the first m2 variables and of degree b in the other m2 variables. Now we compute
exactly s10(f), s
2
0(f), s
3
0(f). For the sake of notation we define
Υ = Υ(t, F ) :=
m∑
k=1
2ktkσk (F ) ,
Ξ = Ξ (t, F ) := (Im + 2tF )
−1
,
s0(tf) = −4tr
(
Ξ · ∂∂ log (1 + Υ)
)
.
We start with s10(f).
d
dt
s0 (tf) = −4tr
(
Ξ · ∂∂
∂tΥ
(1 + Υ)
)
+ 8tr
(
Ξ · F · Ξ · ∂∂ log (1 + Υ)
)
.
Evaluating at t = 0 we have
s10(f) =
d
dt
s0 (tf)
∣∣∣∣
t=0
= −
∆2f
2
.
Now we compute s20 (f).
d2
dt2
s0 (tf) = −4tr
(
Ξ · ∂∂∂t
∂tΥ
(1 + Υ)
)
+ 16tr
(
Ξ · F · Ξ · ∂∂
∂tΥ
(1 + Υ)
)
− 32tr
(
Ξ · F · Ξ · F · Ξ · ∂∂ log (1 + Υ)
)
= −4tr
(
Ξ · ∂∂
∂2tΥ
(1 + Υ)
)
+ 4tr
(
Ξ · ∂∂
(∂tΥ)
2
(1 + Υ)
2
)
+ 16tr
(
Ξ · F · Ξ · ∂∂
∂tΥ
(1 + Υ)
)
− 32tr
(
Ξ · F · Ξ · F · Ξ · ∂∂ log (1 + Υ)
)
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and evaluating at t = 0 we have
s20 (f) =
d2
dt2
s0 (tf)
∣∣∣∣
t=0
= −32tr
(
∂∂σ2 (F )
)
+ 16tr
(
∂∂σ1 (F )
2
)
+ 32tr
(
F · ∂∂σ1 (F )
)
= −16tr
(
∂∂tr (F )
2
)
+ 16tr
(
∂∂tr
(
F 2
))
+ 16tr
(
∂∂tr (F )
2
)
+ 32tr
(
F · ∂∂tr (F )
)
= 32tr
(
F · ∂∂tr (F )
)
+ 16tr
(
∂∂tr
(
F 2
))
= 8tr
(
∂∂f · ∂∂∆f
)
+ 4∆tr
((
∂∂f
)2)
.
Arguing analogously we find that
s30 (f) = −12tr
((
∂∂f
)2
· ∂∂∆f
)
− 48tr
(
∂∂f · ∂∂tr
((
∂∂f
)2))
− 16∆tr
((
∂∂f
)3)
.
Now setting
Q30 (f) := −2tr
((
∂∂f
)2
· ∂∂∆f
)
− 8tr
(
∂∂f · ∂∂tr
((
∂∂f
)2))
−
8
3
∆tr
((
∂∂f
)3)
+
+∞∑
k=4
1
k!
sk0 (f) ,
we have the desired decomposition.
Suppose we are looking for a small perturbation f ∈ C4 (Bε), of the euclidean potential such
that the resulting metric has constant scalar curvature. We can use the expansion in Lemma 1.1
to get the differential equation that f has to satisfy
−
∆2f
2
= σ − 4tr
(
∂∂f · ∂∂∆f
)
− 2∆tr
((
∂∂f
)2)
−Q30 (f) ,
with σ ∈ R. Solutions to this equation have a nice regularity property, indeed they are real
analytic.
Proposition 1.3. Let f ∈ C4 (Bε), with ‖f‖C4(Bε) ≤ C(ε) with C(ε) sufficiently small be a
solution of
−
∆2f
2
= σ − 4tr
(
∂∂f · ∂∂∆f
)
− 2∆tr
((
∂∂f
)2)
−Q30 (f)
with σ ∈ R. We have then f ∈ Cω (Bε).
Proof. Let’s consider the equation
−
∆2f
2
= σ − 4tr
(
∂∂f · ∂∂∆f
)
− 2∆tr
((
∂∂f
)2)
−Q30 (f) .
It is elliptic since its linear part ∆2 is strongly elliptic, and its nonlinear part, the right hand
side, is an analytic function of degree at least 2 on the solution and its derivatives up to the
order 4. So by the regularity theory developed in [Mor58], we have that f ∈ Cω (Bε)
We do not explore, for the moment, the problem of existence of the solution for that equation;
we only want to keep in mind its main features that are
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• ellipticity,
• the analytic dependence on its solutions,
• the regularity of its solutions.
What we want to do now is to globalize this problem: our domain will be a whole Ka¨hler
manifold (M, g) and we want to perturb its metric g with a “small function f ∈ C4 (M)” such
that the resulting metric has constant scalar curvature.
1.3 The scalar curvature operator on a Ka¨hler manifold
The first step to go on with our study is to analyze how changes the scalar curvature of M when
we perturb g with a function f ∈ C4 (M). Obviously the function f with which we want to
modify g has to satisfy the condition
ωg + i∂∂f > 0 ,
on the whole M . First of all we want to have a “global” analogous of Lemma 1.1, and this will
require some work. We suppose that ‖f‖C4(M) < C with C ∈ R
+ sufficiently small; we want to
calculate variations of
sg(f) := sωg+i∂∂f .
If we are given a function f ∈ C2(M), we can associate to f a continuous endomorphism of the
holomorphic tangent bundle D (f) ∈ C0
(
Ω(1,0)M ⊗ T (1,0)M
)
in this way: we pick coordinate
charts and we define
D (f) := ∂i∂jfg
kj¯dzi ⊗
∂
∂zk
.
Clearly this local formula is well defined and so D (f) ∈ C0
(
Ω(1,0)M ⊗ T (1,0)M
)
. We recall once
again that in local coordinates we have formula (1.1) for scalar curvature that is
sg = −2g
ij¯∂i∂j¯ log (det (gab¯)) .
If we perturb the metric gij¯ with ∂i∂j¯f with f ∈ C
4(M) and we set
g˜ij¯ := gij¯ + ∂i∂j¯f ,
we have
sg(f) = −2g˜
ij¯∂i∂j¯ log (det (g˜ab¯)) .
We have the following identity
g˜ai¯g˜aj¯ = δ
i¯
j¯ ⇒ g˜
ai¯gaj¯ + g˜
ai¯∂a∂jf = δ
i¯
j¯
⇒ g˜ai¯
[
δba + g
bc¯∂a∂cf
]
= gib¯
⇒ (Im +D (f))
b
a g˜
ai¯ = gib¯
⇒ g˜ij¯ =
[
(Im +D (f))
−1
]i
a
gaj¯
with Im the identity endomorphism in Ω
(1,0)M ⊗ T (1,0)M . So we have
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s(f) =− 2g˜ij¯∂i∂j¯ log (det (g˜bc¯))
=− 2
[
(Im +D (f))
−1
]i
a
gaj¯∂i∂j¯ log
(
det
(
gbc¯ + ∂b∂cf
))
=− 2
[
(Im +D (f))
−1
]i
a
gaj¯∂i∂j¯ log (det (gbc¯))
− 2
[
(Im +D (f))
−1
]i
a
gaj¯∂i∂j¯ log
(
det
(
δdb + g
dc¯∂b∂cf
))
=2
[
(Im +D (f))
−1
]i
a
Ricai − 2
[
(Im +D (f))
−1
]i
a
[D (log (det (Im +D (f))))]
a
i
=2tr
[
(Im +D (f))
−1
Ric♯
]
− 2tr
[
(Im +D (f))
−1D (log (det (Im +D (f))))
]
with
Ric♯ = Ricij¯g
kj¯dzi ⊗
∂
∂zk
and tr(·) the trace of an endomorphism. Now that we have a coordinate free expression in terms
of f for sg(f), we can look for a global analogue of the Lemma 1.1.
Lemma 1.2. Let f ∈ C4(M) with ‖f‖C4(M) < C for sufficiently small C ∈ R
+ then we can
expand the operator sg(f) in the following way
sg(f) = sg − Lgf +Qg (f) ,
with
Lgf =
∆2gf
2
+ 2tr
(
D (f)Ric♯
)
=
∆2gf
2
+ 2
〈
Ricg, i∂∂f
〉
g
,
Qg (f) =tr
(
D (f)2Ric♯
)
− tr (D (f)D (∆gf)) +
1
2
∆gtr
(
D (f)2
)
+Q3g (f) ,
and Q3g an analytic function of degree at least 3 on D (f) ,∇D (f) ,∇
2D (f).
Proof. As in the euclidean case we have that sg (f) is an analytic function on its arguments so
for small f we have
sg (f) =
+∞∑
k=0
1
k!
skg (f)
with skg (f) a homogeneous polynomial of degree k in D (f) and its covariant derivatives. To get
the above decomposition we consider sg (tf) with t ∈ (−τ, τ) with τ << 1 and we set
skg (f) :=
dk
dtk
sg (tf)
∣∣∣∣
t=0
.
We want to compute exactly s1g(f), s
1
g(f). To do this we take t ∈ (−τ, τ) and we compute
d
dt
s (tf)
∣∣∣∣
t=0
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and
d2
dt2
s (tf)
∣∣∣∣
t=0
.
The first derivative gives
d
dt
s (tf) =2
+∞∑
k=1
(−1)k ktk−1tr
(
D (f)k Ric♯
)
− 2
+∞∑
k=1
(−1)k ktk−1tr
(
D (f)k D (log (det (Im + tD (f))))
)
− 2
m∑
k=1
ktk−1tr
(
(Im + tD (f))
−1D
(
σk (D (f))
det (Im + tD (f))
))
and evaluating at t = 0 we obtain
d
dt
s (tf) |t=0 =− 2tr
(
D (f)Ric♯
)
− 2tr (D (σ1 (D (f))))
=−
∆2gf
2
− 2
〈
Ricg, i∂∂f
〉
g
.
Differentiating again we have
d2
dt2
s (tf) =2
+∞∑
k=2
(−1)k k(k − 1)tk−2tr
(
D (f)k Ric♯
)
− 2
+∞∑
k=2
(−1)k k(k − 1)tk−2tr
(
D (f)k D (log (det (Im + tD (f))))
)
− 4
m∑
k=1
+∞∑
l=1
(−1)l kltl+k−2tr
(
D (f)lD
(
σk (D (f))
det (Im + tD (f))
))
− 2
m∑
k=2
k(k − 1)tk−2tr
(
(Im + tD (f))
−1D
(
σk (D (f))
det (Im + tD (f))
))
+ 2
m∑
k,l=1
kltk+l−2tr
(
(Im + tD (f))
−1D
(
σk (D (f))σl (D (f))
det (Im + tD (f))
2
))
and evaluating at t = 0
d2
dt2
s (tf) |t=0 =4tr
(
D (f)2Ric♯
)
+ 4tr (D (f)D (σ1 (D (f))))
− 4tr (D (σ2 (D (f)))) + 2tr
(
D (σ1 (D (f)))
2
)
=4tr
(
D (f)2Ric♯
)
+ 4tr (D (f)D (tr (D (f))))
+ 2tr
(
D
(
tr
(
D (f)2
)))
=4tr
(
D (f)2Ric♯
)
+ 2tr (D (f)D (∆gf))
+ ∆gtr
(
D (f)2
)
.
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If we set
Q3g (f) :=
+∞∑
k=3
1
k!
skg (f) ,
then we have the decomposition stated in the lemma.
Let (M, g) be a Ka¨hler manifold, suppose we are in a coordinate chart and suppose that the
metric g is the euclidean one perturbed by a “small” function. With the following lemma we will
show that, on that chart, the scalar curvature operator sg is very close to s0, the one of the flat
case.
Lemma 1.3. Let (M, g) be a Ka¨hler manifold, U an open coordinate set, and let on this set
ωg = i∂∂
(
|z|2
2
+ ψg (z)
)
= ω0 + i∂∂ψg ,
with ψg ∈ C
4 (U) and ‖ψg‖C4(U) ≤ Cg with Cg small. Let moreover f ∈ C
4(M) and ‖f‖C4(M) ≤
C with C sufficiently small, then we have on U
sg (f)− sg − s0 (f) =L˜gf + Q˜
2
g (f) ,
with
L˜g := Lg −
∆2
2
a linear operator with coefficients depending at least linearly on ψg and its derivatives and Q˜
2
g a
function with dependence at least quadratic on f and its derivatives and at least linear dependence
on ψg and its derivatives.
Proof. The proof of this lemma amounts to computations in a coordinate chart. We note that
sg (f) = s0 (ψg + f) ,
so we have to compute the quantity
sg (f)− sg − s0 (f) = s0 (ψg + f)− s0 (ψg)− s0 (f) .
By Lemma 1.1, in particular, using relation (1.3) we have
s0 (ψg + f)− s0 (ψg)− s0 (f) =
+∞∑
k=1
1
k!
(
sk0 (ψg + f)− s
k
0 (ψg)− s
k
0 (f)
)
and so
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sk0 (ψg + f)− s
k
0 (ψg)− s
k
0 (f) =P1,k−1
(
∇4 (ψg + f) ,∇
2 (ψg + f)
)
+ P2,k−2
(
∇3 (ψg + f) ,∇
2 (ψg + f)
)
− P1,k−1
(
∇4ψg,∇
2ψg
)
− P2,k−2
(
∇3ψg,∇
2ψg
)
− P1,k−1
(
∇4f,∇2f
)
− P2,k−2
(
∇3f,∇2f
)
=
k−1∑
l=0
A1,0,l,k−1−l
(
∇4f,∇4ψg,∇
2f,∇2ψg
)
+
k−1∑
l=0
A0,1,k−1−l,l
(
∇4f,∇4ψg,∇
2f,∇2ψg
)
+
k−1∑
l=1
A0,0,k−l,l
(
∇4f,∇4ψg,∇
2f,∇2ψg
)
+
k−2∑
l=1
B2,0,k−2−l,l
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+
k−2∑
l=1
B0,2,l,k−2−l
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+
k−2∑
l=0
B1,1,k−2−l,l
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+
k−1∑
l=1
B1,0,k−1−l,l
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+
k−1∑
l=1
B0,1,k−1−l,l
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+
k−1∑
l=1
B0,0,k−l,l
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
with Ad1,d2,d3,d4 , Bd1,d2,d3,d4 polynomials with constant coefficients of degree d1+d2+d3+d4
and of degree di in the i-th entry.
We define
Lk(f) = A1,0,0,k−1
(
∇4f,∇4ψg,∇
2f,∇2ψg
)
+A0,1,1,k−2
(
∇4f,∇4ψg,∇
2f,∇2ψg
)
+A0,0,1,k−1
(
∇4f,∇4ψg,∇
2f,∇2ψg
)
+B0,2,1,k−3
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+B1,1,0,k−2
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+B1,0,0,k−1
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+B0,1,1,k−2
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
+B0,0,1,k−1
(
∇3f,∇3ψg,∇
2f,∇2ψg
)
.
We now calculate explicitly the linear part in f of s0 (ψg + f)− s0 (ψg)− s0 (f) that is
L˜gf := −
d
dt
[s0 (ψg + tf)− s0 (tf)]
∣∣∣∣
t=0
.
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Using Lemma 1.1
L˜gf =−
d
dt
[s0 (ψg + tf)− s0 (tf)]
∣∣∣∣
t=0
=−
d
dt
[
s10 (ψg + tf)−
1
2
s20 (ψg + tf) +
+∞∑
k=3
1
k!
sk0 (ψg + tf)− s
1
0 (tf) +
+∞∑
k=2
1
k!
sk0 (tf)
]∣∣∣∣∣
t=0
=
1
2
∆2f −
d
dt
[
1
2
s20 (ψg + tf)
]∣∣∣∣
t=0
−
d
dt
[
+∞∑
k=3
1
k!
sk0 (ψg + tf)
]∣∣∣∣∣
t=0
−
1
2
∆2f
=−
d
dt
[
1
2
s20 (ψg + tf)
]∣∣∣∣
t=0
−
d
dt
[
+∞∑
k=3
1
k!
sk0 (ψg + tf)
]∣∣∣∣∣
t=0
=−
1
2
d
dt
[
8tr
(
∂∂ (ψg + tf) · ∂∂∆(ψg + tf)
)
+ 4∆tr
((
∂∂ (ψg + tf)
)2)]∣∣∣∣
t=0
−
d
dt
[
+∞∑
k=3
1
k!
sk0 (ψg + tf)
]∣∣∣∣∣
t=0
=−
d
dt
[
4tr
(
∂∂ (ψg + tf) · ∂∂∆(ψg + tf)
)
+ 2∆tr
((
∂∂ (ψg + tf)
)2)]∣∣∣∣
t=0
−
d
dt
[
+∞∑
k=3
1
k!
sk0 (ψg + tf)
]∣∣∣∣∣
t=0
=− 4tr
(
∂∂f · ∂∂∆ψg
)
− 4tr
(
∂∂ψg · ∂∂∆f
)
− 4∆tr
(
∂∂ψg · ∂∂f
)
−
d
dt
[
+∞∑
k=3
1
k!
sk0 (ψg + tf)
]∣∣∣∣∣
t=0
.
Setting
Lˆgf =
d
dt
[
+∞∑
k=3
1
k!
sk0 (ψg + tf)
]∣∣∣∣∣
t=0
we have the decomposition
L˜gf = −4tr
(
∂∂ψg · ∂∂∆f
)
− 4tr
(
∂∂f · ∂∂∆ψg
)
− 4∆tr
(
∂∂ψg · ∂∂f
)
− Lˆgf . (1.4)
Using again Lemma 1.1, we can write explicitly the terms of the quadratic part in f of
s0 (ψg + f)− s0 (ψg)− s0 (f) that depend linearly on ψg.
Q[2]g :=− 4tr
(
∂∂f · ∂∂ψg · ∂∂∆f
)
− 2tr
((
∂∂f
)2
· ∂∂∆ψg
)
− 8tr
(
∂∂ψg · ∂∂tr
((
∂∂f
)2))
− 16tr
(
∂∂f · ∂∂tr
(
∂∂f · ∂∂ψg
))
− 8∆tr
(
∂∂ψg ·
(
∂∂f
)2)
,
Qˆ2g (f) := s0 (ψg + f)− s0 (ψg)− s0 (f)− L˜gf −Q
[2]
g (f) .
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Setting
Q˜2g (f) := Q
[2]
g (f) + Qˆ
2
g (f) ,
we have the decomposition of the lemma.
1.4 cscK Manifolds
In all of this work we will deal with Ka¨hler manifolds with constant scalar curvature, and now
summarize some of their most important properties. The following four results can be found in
[Sim04].
Theorem 1.2. Let (M,J, g) be a compact Ka¨hler manifold and let ξ be a holomorphic vector
field on M . The following statements are equivalent:
• ξ has a zero somewhere on M ;
• ξ is tangent to the fibers of the Albanese map M → H0
(
M,Ω1
)∗
/H1 (M,Z);
• there exists a function f :M → C such that ξ = ∂♯f .
In particular, the set h0(M) of holomorphic vector fields with zeroes is a linear subspace of
h(M) := H0(M,TM)and the dimension of the space of holomorphic vector fields of the form ∂♯f
is the same for all Ka¨hler metrics g on (M,J).
This result has the following corollary.
Proposition 1.4. Let (M,J, g) be a compact Ka¨hler manifold. If f ∈ C∞ (M) is a real solution
of (
∂∂♯
)∗
∂∂♯f = 0 ,
then im
(
∂♯f
)
is a Killing field of g. Moreover, a Killing field arises this way iff it has a zero.
Now we state a deep result on the structure of the Lie algebra of holomorphic vector fields
of a cscK manifold.
Theorem 1.3. [Matsushima - Lichnerowicz] Let (M,J, g) a cscK manifold, then the Lie algebra
h (M) of holomorphic vector fields decomposes as a direct sum
h (M) = h0 (M)⊕ a (M) ,
where a (M) ⊂ h (M) is the abelian subalgebra of parallel holomorphic vector fields and h0 (M),
letting i (M, g) denote the Lie algebra of real Killing vector fields on (M, g), is
h0 (M) = (i (M, g) /a (M))
C
.
Thus the identity component Iso0(M, g) of the isometry group is the maximal compact subgroup
of the identity component Aut0(M,J) of the biholomorphism group; Aut0(M,J) has a compact
real form which is a subgroup of Iso0(M, g) ; and Aut0(M,J) is a reductive Lie group.
Remark 1.1. If the Manifold is cscK the fourth order operator(
∂∂♯
)∗
∂∂♯ : C∞ (M,C)→ C∞ (M,C) ,
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is actually a real operator (
∂∂♯
)∗
∂∂♯ : C∞ (M,R)→ C∞ (M,R) ,
indeed (
∂∂♯
)∗
∂∂♯f = ∇i∇
j¯∇j¯∇
if
= ∇i∇j∇j¯∇i¯f
= ∇i∇j∇i¯∇j¯f
= ∇i∇i¯∇j∇j¯f −∇i
(
Rk¯ji¯j¯∇k¯f
)
=
1
4
∆2gf +∇i (Ricki¯∇k¯f)
=
1
4
∆2gf + (∇iRicki¯)∇k¯f +Ricki¯∇i∇k¯f
=
1
4
∆2gf +
1
2
(∇ksg)∇k¯f +Ricki¯∇i∇k¯f
=
1
4
∆2gf +
〈
Ricg, i∂∂f
〉
g
=
1
2
Lgf .
This observation give us a characterization of ker (Lg).
Proposition 1.5. Let (M, g) be a compact cscK manifold, then
ker (Lg) = ker
(
∂∂♯
)
and
dimR (ker (Lg)) = dimC (h0 (M)) + 1 .
Proof. Since (M, g) is cscK we have that
Lg =
(
∂∂♯
)∗
∂∂♯ .
Let f ∈ ker (Lg) a non constant real function, we have that ∂
♯f ∈ h0 (M) and by Proposition 1.4
im
(
∂♯f
)
∈ i (M, g) ,
but it vanishes somewhere so
im
(
∂♯f
)
∈ i (M, g) /a (M)
and applying Theorem 1.3 we have the thesis.
Now we focus on the local properties of cscK metrics.
Proposition 1.6. Let (M, g) be a Ka¨hler manifold with constant scalar curvature, then g ∈
Cω
(
Ω(1,0)M ⊗ Ω(0,1)M
)
, that is, the metric g is a real analytic on M .
Proof. Easy consequence of Proposition 1.3.
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Remark 1.2. By proposition above, we have that in Ka¨hler normal coordinates at a point p ∈M
we can decompose the non euclidean part ψg of the Ka¨hler potential of g in this way
ψg(z) =
+∞∑
k=0
p4+k (z) .
Imposing the equation that satisfies and “filtrating” by degree, we can evince differential relations
between the various pieces p4+k. For example
−
∆2p4
2
= sg (1.5)
−
∆2p5
2
= 0 . (1.6)
This observation yields a lemma.
Lemma 1.4. Let (M, g) a cscK manifold, for each p ∈ M in Ka¨hler normal coordinates on
Br0 (p) we have that
ωg = i∂∂
(
|z|2
2
+ ψg (z)
)
,
with ψg ∈ C
ω (Br0 (p))
ψg(z) =
+∞∑
k=0
p4+k (z)
and
p4 (z) = −
1
4
Rij¯kl¯ (p) z
izjzkzl = −
sg|z|
4
16m(m+ 1)
+ |z|4φ˜2 + |z|
4φ˜4 , (1.7)
with φ˜2, φ˜4 eigenfunctions of ∆S2m−1 respectively of eigenvalues −4m,−8(m+ 1).
Proof. By what we have done so far, we only need to prove the last sentence. Since p4 is a real
polynomial in m complex variables, it can be written in terms of real harmonic polynomials in
this way
p4 = c0|z|
4 + |z|2H2 (z, z) +H4 (z, z) ,
with Hk (z, z) a harmonic polynomial of degree k, that is a polynomial of degree k such that
∆Hk = 0 .
Moreover eigenfunctions of ∆S2m−1 come from harmonic polynomials, indeed
Hk = |z|
kφk ,
with φk eigenfunction of ∆S2m−1 of eigenvalue −k (2m− 2 + k). Since we know that
−
∆2p4
2
= sg .
then we have the decomposition
p4 = −
|z|4sg
16m(m+ 1)
+ |z|4φ˜2 + |z|
4φ˜4
and the lemma is proved.
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1.5 ALE Ka¨hler manifolds
Let Γ be a finite subgroup of SO(m) acting freely on Sm−1 and consider
R
m/Γ ,
it is a singular space with only one singular point (‘the origin’).
Definition 1.4. Let (XΓ, θ) be a smooth riemannian manifold. We say that it is an ALE space
with group Γ ⊳ SO(m) finite and of order τ ∈ R+ if there exist a compact set K ⊂ XΓ and a
map π
π : XΓ → R
m/Γ ,
such that
π : XΓ \K → (R
m \BR) /Γ
is a diffeomorphism and the metric θ on XΓ \BR has an expansion
π∗θ = δij +O
(
|x|−τ
)
.
Suppose we have a compact orbifold M of dimension m with, for simplicity, an isolated
singular point p of type Rm/Γ. If we remove a small ball Bε(p) we are left with a smooth
manifold with boundary and
∂ (M \Bε(p)) ≃ S
m−1/Γ .
If we have an ALE space with group Γ we can choose a sufficiently big R ∈ R+ such that π−1 (BR)
is a smooth manifold with boundary and moreover
∂π−1 (BR) ≃ S
m−1/Γ .
Since M \Bε(p) and π
−1 (BR) have diffeomorphic boundaries we can perform a connected sum
construction to get a new smooth manifold M˜ that we can view as a “desingularization” of M .
We would like to perform this kind of operation in the Ka¨hler setting. Now let Γ be a finite
subgroup of U(m) acting freely on S2m−1.
Definition 1.5. Let (XΓ, θ) be a Ka¨hler manifold. We say that it is an ALE Ka¨hler space with
group Γ ⊳ U(m) finite and of order τ ∈ R+ if there exist a compact set K ⊂ XΓ and a map
π : XΓ → C
m/Γ ,
such that
π : XΓ \K → (C
m \BR) /Γ
is a biholomorphism and the metric θ on XΓ \BR (0) has an expansion
π∗θ =
δij¯
2
+O
(
|x|−τ
)
.
Remark 1.3. If (XΓ, θ) is an ALE Ka¨hler space and XΓ is an algebraic resolution of the origin,
then we have a map
π : XΓ \ π
−1 (0)→ Cm/Γ \ {0} ,
that is a biholomorphism and π−1 (0) is a compact complex analytic space of complex codimen-
sion at least 1.
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We are interested in ALE Ka¨hler manifolds with metrics that are scalar-flat or Ricci-flat.
Kronheimer in [Kro89],[Kro86] classifies in complex dimension 2 Ricci-flat ALE Ka¨hler spaces.
Caldebrank - Singer [CS04] construct 2-dimensional scalar-flat ALE Ka¨hler spaces from quotients
C2/Zk for any U(2)-action of Zk in C
2. Simanca in [Sim91] constructs ALE kahler metrics on
the blow up at the origin of Cm. Joyce in [Joy00] proves the following theorem.
Theorem 1.4. [Joy00, Theorem 8.2.3] Let m ≥ 3, Γ ⊳ SU(m) finite. If (X,ω) is a crepant
resolution of Cm/Γ that is Ka¨hler, then in the same cohomology class of ω there exist an ALE
Ka¨hler metric ω′ such that
Ric (ω′) = 0 ,
and outside a compact set ω′ has an expansion
ω′ = i∂∂
(
|x|2
2
+ cΓ|x|
2−2m +O
(
|x|2−2m−γ
))
γ ∈ (0, 1) .
A special case of the theorem of Joyce is Calabi example: the crepant resolution Cm/Zm with
Zm acting on C
m
(x1, . . . , xm)→ (ζmx1, . . . , ζmxm)
with ζm a primitive m-th root of unity. Generalizing the construction of Simanca, Rollin and
Singer in [RS09b] show that bundles O (−k) can be equipped with scalar-flat metrics. We give
here another proof of this fact.
Proposition 1.7. The total spaces of line bundles OPm (−k) are ALE kahler spaces with group
Zk and of order
• 2− 2m if k 6= m
• −2m if k = m
Proof. The bundle OPm (−1) carries a natural bundle metric h coming from its embedding ι in
the trivial bundle
(OPm (−1) , h)
ι
→֒
(
P
m × Cm+1, h0
)
with h0 the standard euclidean metric on C
m+1, so h1 = ι
∗h0. Let [z0 : . . . : zm] be homoge-
neous coordinates on Pm and Ui the standard coordinate patch on which zi = 1 we define the
coordinates on Ui
wj =
zj
zi
j 6= i .
Without loss of generality we can do all the computations in U0 since all will be equivariant wrt
change of charts. The Ui are trivializing charts for OPm (−1) and so a generic v ∈ OPm (−1) can
be written in a suitable Ui-trivialization as
v = (w1, . . . , ŵi, . . . , wm, λ) λ ∈ C
and moreover its norm wrt h1 can be written as
|v|2h1 =
(
1 + |w|2
)
|λ|2 .
Since
OPm (−k) = OPm (−1)
⊗k
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there is a natural bundle metric hk coming from h1 that in coordinate charts can be written
|v|2hk =
(
1 + |w|2
)k
|λ|2 .
We look now for a scalar flat ALE metric ηk on OPm (−k) of the following form
ηk = ∂∂
(
log
(
|v|2hk
)
+ φ
(
|v|2hk
))
,
with φ ∈ C4 ([0,+∞)) to be determined. By symmetries of the problem we’ll extract an ODE
from the condition of 0 scalar curvature and its solution will be φ. From now on we’ll do all
calculations on U0. For the sake of notation we set
t = |v|2hk ,
x =
(
1 + |w|2
)
,
t = xk |λ|2 .
Now we calculate ηk
ηk =
[
1
t
+ φ
′
(t)
]
∂∂t+
[
φ
′′
(t)−
1
t2
]
∂t ∧ ∂t .
Making the substitution
α = 1 + tφ
′
(t) ,
we have:
∂∂ (log (t) + φ (t)) = kα∂∂ log (x) + k2tα
′ ∂x ∧ ∂x
x2
+ α
′
xkdλ ∧ dλ
+ kα
′
xk−1λdλ ∧ ∂x+ kα
′
xk−1λ∂x ∧ dλ .
In matrix form ηk is the matrix M
M =
kαx δij + k
(
ktα
′
−α
)
x2 w
iwj kα
′
xk−1wiλ
kα
′
xk−1λwj α
′
xk
 .
To make the notation simpler we define
A = Aij =
kα
x
δij + k
(
ktα
′
− α
)
x2
wiwj ,
W =Wij = wiw
j ,
and so
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A =
kα
x
I +
(
ktα
′
− α
)
αx
W
 ,
M =
 Aij kα′xk−1wiλ
kα
′
xk−1λwj α
′
xk
 .
Now we need to evaluate trηk (Ric (ηk)) and since
trηk (Ric (ηk)) = tr
[
M−1∂∂ log (det (M))
]
,
we have to compute M−1 and det (M). We omit the long and not illuminating calculations
needed to write explicitlyM−1 and det (M) since there is only an iterated use of matrix identities
that can be found in the Appendix B.
det (M) =
kmα
′
αm
xm+1−k
,
M−1 =
A−1 0
0 1
α′xk
−
 0 ( xα)wiλ(
x
α
)
λwk 0
+

(
x2tα
′
(α+|w|2ktα′)α
)
W 0
0 kt|w|
2
αxk
 .
We set
β = log
(
α
′
αm
)
,
γ =
(
kβ
′
t− (m+ 1− k)
)
,
and we get
∂∂ log (det (M)) = ∂∂ log
(
kmα
′
αm
xm+1−k
)
= γ
[
∂∂x
x
−
∂x ∧ ∂x
x2
]
+ ktγ
′ ∂x ∧ ∂x
x2
+
1
k
γ
′
xkdλ ∧ dλ
+ γ
′
xk−1λdλ ∧ ∂x+ γ
′
xk−1λ∂x ∧ dλ .
We set
N =

γ
x
[
I +
(
ktγ
′
−γ
)
xγ W
]
γ
′
xk−1λwi
γ
′
xk−1λwj 1kγ
′
xk
 ,
and we finally compute
trηk [Ric (ηk)] = tr
(
M−1N
)
.
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Again using simple matrix identities we have
tr
(
M−1N
)
= m
γ
kα
+
γ
′
kα′
.
We now have an ODE of fourth order in φ.
m
γ
α
+
γ
′
α′
= 0 .
Integrating from 0 to t∫ t
0
γ
′
γ
ds = −m
∫ t
0
α
′
α
⇒ log
(
γ
γ0
)
= −m log
(
α
α0
)
ds ,
and using the facts
α0 = 1 ,
γ0 = ktβ
′
0 − (m+ 1− k) = − (m+ 1− k) ,
we get
γ = −
(m+ 1− k)
αm
.
Making the substitution
µ =
αm+1
m+ 1
,
the equation becomes
kt
µ
′′
µ′
− (m+ 1− k) = −
(m+ 1− k)
(m+ 1)
m
m+1
1
µ
m
m+1
.
Multiplying by µ′ and integrating we obtain the equation
ktα
′
αm = αm+1 − (m+ 1− k)α+ (m− k) .
Recalling that
α = 1 + tφ′ ,
we have
kt
(
tφ
′′
+ φ
′
)(
1 + tφ
′
)m
=
(
1 + tφ
′
)m+1
− (m+ 1− k)
(
1 + tφ
′
)
+ (m− k) .
Then setting
φ′ = x ,
our equation becomes
x
′
=
∑m+1
l=2
[(
m+1
l
)
− k
(
m
l−1
)]
tl−2xl
k (1 + tx)
m ,
and hence
x
′
= f(x, t) ,
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with f is smooth in a neighborhood of t = 0, so by existence and uniqueness theorem for ODE,
for every initial condition x0 we have a solution x ∈ C
∞ ((−τx0 , Tx0)). Let x0 > 0, we have
α = 1 + tx α0 = 1 ,
α′ = tx
′
+ x α′(0) = x0 > 0 .
The polynomial
pm,k (x) = x
m+1 − (m− k + 1)x+ (m− k)
has x = 1 as a root, moreover for x ≥ 1
p′m,k(x) = (m+ 1)x
m − (m+ 1− k) > 0
so we have immediately that α ∈ C∞ ([0 +∞)) (and so x) and
α, α′ > 0 .
We now analyze the asymptotic behavior of α
α′αm
αm+1 − (m− k + 1)α+ (m− k)
=
1
kt
.
Since α′ > 0, looking at the equation we can’t have
lim
t→+∞
α = C C ∈ R+ ,
so we must have
lim
t→+∞
α = +∞ .
Now it is immediate to recover the asymptotic expansions for α
• for k 6= m+ 1
α = c1t
1
k + c2t
1−m
k + o
(
t−
m
k
)
,
• for k = m
α = c1t
1
k + c2t
−m
k + o
(
t−
(m+1)
k
)
.
In his book [Joy00] Joyce gives an estimate of the potential “at infinity” of a Ricci - flat ALE
Ka¨hler space coming from a crepant resolution. We will improve that estimate.
Proposition 1.8. Let (XΓ, η) be a Ricci flat ALE crepant resolution of an isolated quotient
singularity and let π : XΓ → C
m/Γ be the quotient map. Then for R > 0 large enough, we have
that on XΓ \ π
−1(BR) the Ka¨hler form can be written as
ωη = i∂∂
(
|x|2
2
− cΓ|x|
2−2m + ψη (x)
)
,
where the function ψη satisfies the estimate
ψη (x) = O
(
|x|−2m
)
. (1.8)
Moreover, the radial component ψ
(0)
η in the Fourier decomposition of ψη is such that
ψ(0)η (|x|) = O
(
|x|2−4m
)
.
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Proof. By [Joy00, Theorem 8.2.3], we have that on XΓ \ π−1(BR) the Ka¨hler form ωη can be
written as
ωη = i∂∂
(
|x|2
2
− cΓ|x|
2−2m + ψη (x)
)
with ψη (x) = O
(
|x|2−2m−γ
)
,
for some γ ∈ (0, 1). Since XΓ is Ricci flat it is also scalar flat and so by Proposition 1.6 we have
that ψη is a real analytic function. To obtain the desired estimates on the decay of ψη, we are
going to make use of the equation sη = 0. By means of identity (1.2) in Lemma 1.1, this can be
rephrased in terms of ψη as follows
1
2
∆2ψη = 4tr
[
∂∂
(
ψη − cΓ|x|
2−2m
)
· ∂∂∆ψη
]
+ 2∆tr
[(
∂∂
(
ψη − cΓ|x|
2−2m
))2]
+Q30
[
ψη − cΓ|x|
2−2m
]
,
where, in writing the first summand on the right hand side, we have used the fact that ∆|x|2−2m =
0. Since ψη = O(|x|
2−2m−γ), for some γ ∈ (0, 1), it is straightforward to see that all of the terms
on the right hand side can be estimated as O(|x|−2−4m−γ) with the only exception of the purely
radial term
∆tr
(
(∂∂|x|2−2m)2
)
= O(|x|−2−4m) .
For sake of convenience, we set now the right hand side of the above equation equal to F/2, so
that
∆2ψη = F .
It is now convenient to expand both ψη and F in Fourier series. Let
{
φ¯k,1, . . . , φ¯k,Nk
}
be a
L2
(
S2m−1
)
-orthonormal basis of the k-th eigenspace of ∆S2m−1 . Then we have
ψη(x) =
+∞∑
k=0
Nk∑
lk=1
(ψη)
(k)
lk
(|x|) φ¯k,lk
(
x
|x|
)
F (x) =
+∞∑
k=0
Nk∑
lk=1
F
(k)
lk
(|x|) φ¯k,lk
(
x
|x|
)
,
Since φ0 ≡ 1, we will refer to ψ
(0)
η and (F )
(0)
lk
as the radial part of ψη and F , respectively. We also
notice that in the forthcoming discussion it will be important to select among the eigenfunctions
φ¯k,lk ’s, only the ones which are Γ-invariant, in order to respect the quotient structure. So far, we
have seen that F (0) = O(|x|−2−4m) and F (k) = O(|x|−2−4m−γ), for k ≥ 1. On the other hand,
using the linear ODE satisfied by the components (ψη)
(k)
lk
, it is not hard to see that their general
expression is given by
(ψη)
(k)
lk
(|x|) = ak,lk |x|
4−2m−k + bk,lk |x|
2−2m−k + ck,lk |x|
k + dk,lk |x|
k+2 + ψ˜(k)η (|x|) ,
where, in view of the behavior of the F
(k)
lk
’s, the functions
(
ψ˜η
)(k)
lk
are such that
ψ˜(0)η = O(|x|
2−4m) and
(
ψ˜η
)(k)
lk
= O(|x|2−4m−γ), for k ≥ 1 ,
Since the cited result by Joyce implies that (ψη)
(k)
lk
= O(|x|2−2m−γ), it is easy to deduce that
ck,lk = 0 = dk,lk , for every k ∈ N. Moreover, we have that a0 = 0 = b0 and thus ψ
(0)
η =
O(|x|2−4m), as wanted. The same kind of considerations imply that the components (ψη)
(k)
lk
’s
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satisfy the desired estimates for every k ≥ 2. For k = 1, we have that a1,l1 = 0, but a priori
nothing can be said about the b1,l1 ’s and thus at a first glance, one has that
(ψη)
(1)
l1
(|x|) = b1,l1 |x|
1−2m +
(
ψ˜η
)(1)
l1
(|x|).
Fortunately, it turns out that there are no Γ-invariant eigenfunctions for ∆S2m−1 in the first
eigenspace. To see this, we recall that an eigenfunction φ1, is restriction to the unit sphere of a
linear function on Cm. If there were a Γ-invariant φ1, then given its associated linear function
Φ(1) and any element U ∈ Γ with U =
(
Ukj
)
1≤j,k≤m
then we would have
Φ(1)(w,w) = Φ(1)(Uw,Uw)
and thus
Φ
(1)
j = Φ
(1)
i U
i
j .
In other words, U should have 1 as an eigenvalue with eigenvector (Φ11, . . . ,Φ
1
m). This would
imply that the action of Γ on S2m−1 is not free, which is a contradiction. This means that
the components (ψη)
(1)
l1
, do not appear in the Fourier expansion of ψη and hence ψη(x) =
O(|x|−2m).
Remark 1.4. We want to point out that in the sequel we will use quite often the fact that there
are no Γ-invariant eigenfunctions of ∆S2m−1 relative to eigenvalue 2m− 1.
1.6 Gluing constructions
1.6.1 Arezzo - Pacard gluing construction
In [AP06],[AP09], Arezzo and Pacard develope a gluing technique to construct, starting from a
cscK manifold, new cscK manifolds that are birational to the original one. We now explain the
main ideas behind this Ka¨hlerian connected sum construction. In [AP06] they build the theory
when the starting manifold is a compact cscK orbifold (M, g) with isolated U(m)-singular points
and with non degenerate Futaki invariant. Let p ∈ M and suppose for the moment that M is
smooth and has no holomorphic vector fields vanishing somewhere. If we perform the “algebro-
geometric” blow up of M at p we get the same topological manifold as if we excised a small ball
Br(p) and we replaced it gluing along the boundary a neighborhood of the origin of the blow up
of Cm at the origin. In this naive gluing procedure we completely forgot of the complex/Ka¨hler
structure of the two pieces M and Bl0C
m. We recall that [Sim91] showed that Bl0C
m can be
equipped with a ALE Ka¨hler metric η that is moreover scalar flat, so on Cm \BR
ωη = i∂∂
(
|x|2
2
+O
(
|x|4−2m
))
.
If we take Ka¨hler normal coordinates at p ∈M we have that the metric has the form
ωg = i∂∂
(
|z|2
2
+O
(
|z|4
))
,
it is, indeed, a small perturbation of the euclidean metric in a small neighborhood of p and exactly
euclidean at p. So if we look at the metric g near p and η at “infinity” they are almost the same:
the euclidean metric. With these assumptions we can modify the naive gluing procedure in such
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a way we can construct a Ka¨hler manifold, indeed we can construct a cscK manifold. First take
Ka¨hler normal coordinates at p and a small ball B2r(p), then we take a “big” R and we consider
π−1 (BR) ⊂ Bl0C
m (π is the canonical holomorphic projection π : Bl0C
m → Cm). We consider
the annulus
A2r(p) := B2r(p) \Br(p) ,
and we rescale the coordinates on it such that it becomes the annulus
A2 := B2 \B1 ,
and the metric g becomes
ωg = r
2i∂∂
(
|w|2
2
+O
(
r2|w|4
))
.
Now we do almost the same thing on Bl0C
m, that is, we take the annulus
AR(p) := π
−1 (BR) \ π
−1
(
BR/2
)
,
and we rescale the coordinates on it such that it becomes the annulus
A1 := B1 \B1/2 ,
and the metric η becomes
ωη = R
2i∂∂
(
|w|2
2
+O
(
R2−2m|w|4−2m
))
.
With a homothety we rescale the metric η to r
2
R2 η so on the boundary ∂B1 the euclidean parts of
the two metrics g and r
2
R2 η match perfectly. The metrics g and
r2
R2 η are very similar at ∂Br(p) and
∂π−1 (BR) but not equal, we have only a “first order” match, but this can be helped. Sice we want
to glueM \Br(p) with π
−1 (BR) along their boundary and on B2r(p) and Bl0C
m \π−1
(
BR/2
)
we
can always write a Ka¨hler metric as a i∂∂ of a function, the problem of gluing continuously two
smooth metrics along a sphere translates to the problem of gluing two smooth functions up to
derivatives of order 2. In light of this, what we can do is perturb g and r
2
R2 η with i∂∂ of functions
F o ∈ C4 (M \Br(p)),F
I ∈ C4(Bl0C
m \ π−1 (BR)) that must satisfy the following requests:
• ωg + i∂∂F
o is a cscK metric on M \Br(p),
• r
2
R2ωη + i∂∂F
I is a cscK metric on π−1 (BR),
• potentials of ωg + i∂∂F
o and r
2
R2ωη + i∂∂F
I match up to derivatives of order at least 2 on
the common boundary.
Costructing perturbations F o, F I is the main issue. Since we can’t construct at once F o, F I
satisfying all the requests we construct two families of functions F oh , F
I
k (one on M , one on
Bl0C
m) depending on some parameters h, k and then we will choose right parameters (h, k, r, R)
such that the resulting metrics glue. Our F oh , F
I
k must be solutions of the equations
sg (F
o
h) = σh on M \Br(p) ,
s r2
R2
η
(
F Ik
)
= σh on π
−1 (BR) ,
but we can extend in a suitable way these equations on the complete manifolds, so we can seek
for functions F oh , F
I
k defined on the whole manifolds. Since we are looking for small perturbations
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of the reference metrics we can use the decompositions of scalar curvature operator developed in
this chapter to set up a fixed point problem to solve in suitable functional spaces. To set up this
fixed point problem on M we need to invert the linearization of the scalar curvature operator,
and here comes into play the fact that M has no holomorphic vector fields vanishing somewhere,
indeed this condition guarantees injectivity and the invertibility of
Lg :W
4,p(M)/R→ Lp(M)/R p > 1 .
To set up the fixed point problem on Bl0C
m we need to invert Lη too and we can achieve this
choosing the right functional spaces (Holder spaces of functions decaying at infinity). Since we
want a control on the behavior at the boundary of F oh , F
I
k we impose a particular form for F
o
h , F
I
k
that is
F oh = H
o
h + f
o
h ,
F Ik = H
I
k + f
I
k ,
with Hoh a suitably cut off and rescaled version of euclidean biharmonic extension B
o
h of functions
on the sphere (h1, h2) ∈ C
4(S2m−1)× C2(S2m−1) on Cm \B1
∆2Boh = 0 on C
m \B1
Boh = h1 on ∂B1
∆Boh = h2 on ∂B1
and HIk a suitably cut off and rescaled version of euclidean biharmonic extension B
I
k of functions
on the sphere (k1, k2) ∈ C
4(S2m−1)× C2(S2m−1) on B1
∆2BIk = 0 on B1
BIk = k1 on ∂B1
∆BIk = k2 on ∂B1
.
Why this decomposition? The linearizations of the scalar curvature operator Lg and Lη have
the principal parts that are ∆2g and ∆
2
η and since the noneuclidean parts of the metrics are
decaying they are “almost” the euclidean laplacian, so Hoh and H
I
k are “almost” in their kernel
and let us to stay “near” background metrics. We fix Hoh and H
I
k and we seek for perturbations
foh , f
I
k such that
sg (H
o
h + f
o
h) = σh on M \Br(p) ,
s r2
R2
η
(
HIk + f
I
k
)
= σh on π
−1 (BR) .
Working out some delicate estimates Arezzo and Pacard prove the existence of foh f
I
k for every h, k
in a suitable subset of C4(S2m−1)×C2(S2m−1). Then looking at the behavior of the potentials at
the respective boundaries we can set up a second fixed point problem (the so called Cauchy data
matching) on C4(S2m−1) × C2(S2m−1) and using the estimates on foh , f
I
k , Arezzo and Pacard
are able to prove that there exist a choice of h, k such that ωg+ i∂∂F
o and r
2
R2ωη+ i∂∂F
I glue to
a cscK metric on BlpM . This is a oversimplified version of their true result that is the following
theorem.
Theorem 1.5. Let (M, g) a cscK orbifold with isolated singularities that is Futaki non degenrate.
Let n ≥ 0, p1, . . . pn ∈ M with neighborhoods biholomorphic to neighborhoods of the origin of
Cm/Γi with Γi ⊳ U(m) finite (even trivial). Suppose that every C
m/Γi admit an ALE Ka¨hler
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resolution (Xi, ηi). Then there exist an ε0 > 0 such that ∀ε ∈ (0, ε0) there exist a constant scalar
curvature Ka¨hler metric gε on the space
M˜ =M♯p1X1 · · · ♯pnXn ,
that as ε tends to 0 the sequence gε converges to g in C
∞ topology away from points pi. If
sg is positive or negative so is sgε Moreover if M has no holomorphic vector fields vanishing
somewhere
[ωgε ] = π
∗[ωg] + ε
2
(
n∑
k=1
[ηk]
)
,
with π : M˜ →M the canonical holomorphic surjection.
In their second work on the subject [AP09], they start from a cscK manifold (M, g) with
holomorphic vector fields vanishing somewhere. This fact tells us that it is not always possible
to find a cscK metric on the blown up manifold, indeed for example BlpP
2 doesn’t admit a cscK
metric since its automorphism group isn’t reductive. Because of the presence of holomorphic
vector fields vanishing somewhere, the operator Lg has non constant functions in its kernel and
so it is not easily invertible any more. To overcome this problem we look more carefully to the
ALE structure of Bl0C
m. At infinity we have the expansion
ωη = i∂∂
(
|x|2
2
+ c1|x|
4−2m + c2|x|
2−2m +O(|x|6−4m)
)
.
We note that the function |w|4−2m is in the ker of ∆2 and so |w|4−2m, once suitably cut off to 0
on a compact set containing the exceptional divisor of Bl0C
m, it is “almost” in ker (Lη). We fix
a point p ∈ M and we take normal coordinates centered at it, if we bring the function |x|4−2m
suitably cut off to B2r(p) more precisely a perturbation of it
Gp(z) := χ
(
|z|4−2m +O
(
|z|6−2m
))
,
it blows up at p, but in this case too is “almost” in ker (Lg) indeed
LgGp = cmδp + φ φ ∈ C
∞ (M) .
We recall that an equation on M of type
P (u) = µ µ ∈ D′ (M)
with P elliptic and µ a distribution has a solution if and only if
〈µ, ψ〉 = 0 ∀ψ ∈ ker (P ∗) .
So if f ∈ Lp (M) and we consider equations of type
Lgu = a0 +
N∑
j=1
ajδpj + f aj ∈ R ,
if points pj are “enough” and “well disposed” we can find aj such that there exist a solution u
(and actually prove some regularity). So the price we pay for the inversion of Lg is that we have
functions that blow up at points pk. But we are interested in functions on M \
(⋃n
j=1Br(pj)
)
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so on this space we actually don’t have functions that blow up. As a first step we seek for a
solution of equation
LgHa = a0 +
N∑
j=1
akδpj for j ≥ 1 aj ∈ R
+ ,
the existence of a solution to this kind of equation imposes a geometric condition on points pj
that we call “balancing condition”. If we set
ε =
r
R
,
and if the Ha exists and we look at
ωg′ = ωg + iε
2m∂∂Ha ,
on M \
(⋃n
j=1Br(pj)
)
and to
η′j = cj(a)
2ε2ηj
on Xj for suitably chosen cj(a) we have a “second order” match for potentials, that is, not only
we match the euclidean part of potentials, but we match the |x|4−2m part on the ALE space
with the asymptotic |z|4−2m on Mε coming from ε
2mHa. In light of this observation we look for
F oh ∈ C
4
(
M \
(⋃n
j=1Br(pj)
))
, F Ik ∈ C
4
(
π−1
(
B R
cj(a)
))
solutions of the equations
sg
(
ε2mHa + F
o
h
)
= σh on M \
 n⋃
j=1
Bε(pj)
 ,
scj(a)2ε2ηj
(
F Ik
)
= σh on π
−1
(
B R
cj(a)
)
.
The “second order match” is the key fact that Arezzo and Pacard use to set up, in this new
setting, the fixed point problems as in [AP06]. This more refined preparation of metrics g and
ηk let them to guarantee, also in this new setting, the existence of F
o
h and F
I
k with nice enough
estimates. At this point the very same strategy of [AP06] applies and they are able to prove the
following theorem.
Theorem 1.6. Let (M, g) be a cscK manifold, and let ϕ1, . . . , ϕd ∈ C
∞ (M) such that
ker (Lg) := spanR {1, ϕ1, . . . , ϕd} .
Let p1, . . . , pn ∈M with n ≥ d+ 1 and
Φ = (ϕi (pj))1≤i≤d,1≤j≤n .
If
rk (Φ) = d
and there exist a := (a1, . . . , an) ∈ (R+)
n
satisfying
Φa = 0
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then there exist ε0 such that for all ε ∈ (0, ε0) there exist a cscK metric gε on Blp1,··· ,pnM such
that
[ωgε ] = π
∗[ωg]− ε
2
(
n∑
k=1
aˆ
1
m−1
k [c1 (O (Ek))]
)
with Ek the exceptional divisor at point pk and
aˆk → ak as ε→ 0 .
A question now arises naturally: is the theory of [AP09] extendable in some way to the case of
a cscK orbifold with isolated singularities with holomorphic vector fields vanishing somewhere?
This is the purpose of the present work.
1.6.2 Gluing construction for orbifold with vector fields
We now give the definition of Ka¨hler orbifold with isolated singularities that is a particular type
of complex analytic space, we refer to [Dem12] for the definition of complex analytic spaces.
Definition 1.6. A Ka¨hler orbifold of dimension m with isolated singularities (M,ωg) is a com-
plex analytic space whose singular set consists of isolated points. Each point in the singular set
has a neighborhood biholomorphic to Br/Γ with Γ a finite subgroup of U(m) acting freely on
Cm \ {0}. The orbifold Ka¨hler form ωg is a smooth Ka¨hler form outside the singular locus and,
on a neighborhood U(p) of a singular point p such that U(p) \ {p} ≃ Br \ {0} /Γ, ωg lifts to a
smooth Ka¨hler form on Br \ {0} that extends smoothly through the origin to a smooth Ka¨hler
form on Br.
Remark 1.5. All results stated in section 1.4 hold true for compact cscK orbifolds with isolated
singularities.
Suppose we have a compact cscK orbifold with isolated singularities (M, g) of dimension
m ≥ 3 and let
p := {p ∈M |p is a SU(m) singularity admitting a Ka¨hler crepant resolution}
We want to desingularize these points by gluing a suitable model space and we want to get on
the resulting manifold a metric with constant scalar curvature. More precisely we want to prove
the following theorem.
Theorem 1.7. Let (M, g) be a compact cscK orbifold with isolated singularities and let
p := {p ∈M |p is a SU(m) singularity admitting a Ka¨hler crepant resolution}
and
ker (Lg) = 〈1, ϕ1, . . . , ϕd〉 .
Suppose moreover that
• ♯p = N ≥ d+ 1,
• the d×N matrix
∆Φ(p)i,j := ∆gϕi (pj) + sgϕi (pj) (1.9)
has full rank,
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• there exist b := (b1, . . . , bN ) ∈ RN+ such that
N∑
j=1
bj [∆gϕi (pj) + sgϕi (pj)] = 0 1 ≤ i ≤ d . (1.10)
Then there exist
(
M˜, g˜b
)
cscK orbifold together with a holomorphic, surjective map
π : M˜ →M
obtanied replacing p with ALE-Ka¨hler spaces that are Ricci-flat.
We now illustrate in some detail the strategy we want to use to perform the gluing construc-
tion.
Step 1: We relate each point pj to a suitable ALE space Xj .
Step 2: We take Ka¨hler normal coordinates (z1, . . . , zm) centered at pj and we cut from M the
balls Br with r small and we get the smooth manifold with boundary
Mr :=M \
 N⋃
j=1
Br(pj)
 .
We also define Mp as
Mp :=M \ p .
Step 3: We take coordinates at infinity (x1, . . . , xm) for the ALE spaces Xj and we take a “big”
compact submanifold with boundary
XR,j := π
−1
j (BR) .
Step 4: We introduce a small parameter ε and we impose that the quantities r,R respectively the
radii of balls excised byM and the inner radii of annuli excised from the ALE spaces satisfy
the following relations
r = rε := ε
1−λ ,
R = Rε := ε
−λ ,
with λ = 22m+1 .
Step 5: We want to construct a family of cscK metrics on Mrε that depend on ε and other suitable
parameters. This family of metrics must be a perturbation of the base metric by the i∂∂
of a function Fob,hk :
ωgb,hk = ωg + i∂∂F
o
b,hk .
We will construct this function in such a way that we can prescribe the behavior of the
family of metrics at the truncation loci; to do this we will use outer biharmonic extensions
of functions on the sphere that are invariant under the action of some finite subgroups of
SU(m). So our function Fohk will have the following form:
F
o
b,hk := H˜
o
hk +H
b
hk + f
o
b,hk .
In the following five steps we explain how we construct the three components of Fob,hk.
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Step 6: We start constructing the “skeleton” of Fob,hk: H
b
hk. We will do it in many steps, perturbing
more and more a function Hb that we can construct “by hand”. Assuming that hypotheses
of Theorem 1.7 are satisfied we can find b ∈ (R+)
N
and construct a function Hb on Mp
such that
LgH
b + b0 = 0 ,
and on neighborhoods of points pj has expansion
Hb ≈ bjcΓj
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
.
Why this kind of function? The term −bjcΓj |z|
2−2m, once suitably rescaled, has exactly
the same asymptotic behavior of the first non euclidean asymptotic of the potential of the
metric ηj , so in the sequel we will use this property to have a “second order match” at the
boundaries for the two families of metrics we will construct. The term with growth |z|4−2m
will also be crucial to have a “second order match” but its relevance will be clear when we
will build the families of metrics on model spaces. This step is Lemma 3.1.
Step 7: We operate the first modification to Hb. We take any h(0),k(0) ∈ RN such that∣∣∣h(0)j ∣∣∣ , ∣∣∣k(0)j ∣∣∣ ≤ κrβε 0 ≤ j ≤ N ,
with
rβε = ε
4m+2r−4m−τε τ ∈ (0, 1)
and κ > 0 to be determined. Again if we assume that hypotheses of Theorem 1.7 are
satisfied we can find b˜ ∈ (R+)
n
and construct a function Hbhk such that
LgH
b
hk + b˜0 =0 ,
and on neighborhoods of points pj has expansion
Hbhk ≈b˜jcΓj
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
+
(
h(0) +
k(0)
4(m− 2)
)
ε−2m
∣∣∣∣ zrε
∣∣∣∣2−2m − k(0)ε−2m4(m− 2)
∣∣∣∣ zrε
∣∣∣∣4−2m .
We note that the quantities(
h(0) +
k(0)
4(m− 2)
)
r2m−4ε
ε2m
,
k(0)ε−2m
4(m− 2)
r4−2mε
ε2m
are small since they are positive powers of ε. The reason for this modification will become
clear when we will construct the function H˜ohk. This step is Lemma 3.2.
Step 8: We modify Hbhk. Let (Xj , ηj) be the ALE space associated to pj . We know that outside a
compact set we have
ωηj = i∂∂
(
|x|2
2
− cΓj |x|
2−2m + ψηj (x)
)
.
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We take ψηj , we “bring them” toM rescaling and cutting off them and we add the resulting
functions to Hbhk obtaining our skeleton H
b
hk:
H
b
hk = ε
2mHbhk +
N∑
j=1
ε2b¯2j χ˜j,r0ψηj
(
z
b¯jε
)
with
b¯j :=
2m
√
b˜j
and χ˜j,r0 smooth cutoff functions
χ˜j,r0 (p) :

0 p ∈ Brε/3 (pj)
1 p ∈ Br0 (pj) \B rε2 (pj)
0 p ∈M \B2r0 (pj)
We add potentials ψηj to improve further “the second order match” at the boundaries.
This step is explained at the end of subsection 3.1.2. This trick of bringing to M the
whole Ka¨hler potential of the metric of the ALE space is inspired to the construction that
Szekelyhidi performs in [Sze´12].
Step 9: We construct H˜ohk. This piece of F
o
b,hk will prescribe the behavior of the family gb,hk at
∂Mrε . More precisely, we want that at ∂Brε (pj)
ωgb,hk ≈ωg + i∂∂H
b
hk + i∂∂H˜
o
hk
=ωg + i∂∂
(
−b¯2mj cΓjε
2m|z|2−2m +
b¯2mj cΓj (m− 1) sgε
2m
2 (m− 2)m (m+ 1)
|z|4−2m + ε2b¯2jψηj
(
z
b¯jε
))
+ i∂∂
((
h(0) +
k(0)
4(m− 2)
)
|z|2−2m −
k(0)
4(m− 2)
|z|4−2m + H˜ohk
)
.
We are asking, indeed, fob,hk to be much “smaller” than H
b
hk + H˜
o
hk. To this aim we
construct H˜ohk starting from euclidean outer biharmonic extensions of well chosen functions
on the unit sphere. We take(
h(†),k(†)
)
∈ C4,α
(
S2m−1
)N
× C2,α
(
S2m−1
)N
such that ∫
S2m−1
h
(†)
j dµ0 =
∫
S2m−1
k
(†)
j dµ0 = 0
and ∥∥∥h(†)j ∥∥∥
C4,α(S2m−1)
,
∥∥∥k(†)j ∥∥∥
C4,α(S2m−1)
≤ κrσε
with κ > 0 the same of step 7 to be determined and
rσε = ε
2m+4r−2−2m−τε τ ∈ (0, 1) .
Euclidean outer biharmonic extension Ho
h
(†)
j k
(†)
j
of h
(†)
j , k
(†)
j is the solution of the boundary
value problem
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
∆2Ho
h
(†)
j k
(†)
j
= 0 w ∈ Cm \B1
Ho
h
(†)
j k
(†)
j
= h
(†)
j w ∈ ∂B1
∆Ho
h
(†)
j k
(†)
j
= k
(†)
j w ∈ ∂B1
and we define H˜ohk “bringing to M” euclidean biharmonic extensions rescaling and cutting
off them:
H˜ohk :=
N∑
j=1
χr0,jH
o
h
(†)
j k
(†)
j
(
z
rε
)
with χr0,j smooth cutoff functions
χr0,j (p) :=
{
1 p ∈ Br0 (pj)
0 p ∈M \B2r0 (pj)
The function H˜ohk will be the crucial tool for the gluing procedure. When we will have
families of cscK metrics on Mrε and on truncated model spaces, the particular form of this
function, will allow us to set up a fixed point problem on C4,α
(
S2m−1
)N
×C2,α
(
S2m−1
)N
to find right parameters h(0),k(0),h(†),k(†) to conclude the gluing procedure. We put
restriction on functions h(†),k(†): their means have to vanish; so they can vary only in
a closed set of finite codimension in C4,α
(
S2m−1
)N
× C2,α
(
S2m−1
)N
. To set up a fixed
point problem and have some sort of compactness we will need to move in a closed set with
non empty interior so we have to regain these degree of freedom we lost. Here comes into
play Hbhk in particular H
b
hk we defined in step 7. Indeed on Brε (pj)
H
b
hk + H˜
o
hk ≈
(
−b¯2mj cΓjε
2m|z|2−2m +
b¯2mj cΓj (m− 1) sgε
2m
2 (m− 2)m (m+ 1)
|z|4−2m
)
+ ε2b¯2jχr0,pjψηj
(
z
b¯jε
)
+
((
h
(0)
j +
k
(0)
j
4(m− 2)
)
|z|2−2m −
k(0)
4(m− 2)
|z|4−2m +Ho
h
(†)
j k
(†)
j
(
z
rε
))
≈
(
−b¯2mj cΓjε
2m|z|2−2m +
b¯2mj cΓj (m− 1) sgε
2m
2 (m− 2)m (m+ 1)
|z|4−2m
)
+ ε2b¯2jχr0,pjψηj
(
z
b¯jε
)
+Ho
h
(0)
j +h
(†)
j ,k
(0)
j +k
(†)
j
(
z
rε
)
and so, as we see in the last line above, we regain the freedom we lost when we put together
Hbhk and H˜
o
hk. We see now that our “boundary conditions” will be functions
(h,k) ∈ C4,α
(
S2m−1
)N
× C2,α
(
S2m−1
)N
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such that their means h
(0)
j , k
(0)
j
h
(0)
j :=
1
µ (S2m−1)
∫
S2m−1
hjdµ0 k
(0)
j :=
1
µ (S2m−1)
∫
S2m−1
kjdµ0
satisfy the estimate ∣∣∣h(0)j ∣∣∣ , ∣∣∣k(0)j ∣∣∣ ≤ κrβε
and their “non-radial parts” h
(†)
j , k
(†)
j
h
(†)
j := hj − h
(0)
j k
(†)
j := kj − k
(0)
j
satisfy the estimate ∥∥∥h(†)j ∥∥∥
C4,α(S2m−1)
,
∥∥∥k(†)j ∥∥∥
C2,α(S2m−1)
≤ κrσε
For the sake of notation we will define
Bα :=
{
(h,k) ∈ C4,α(∂B1)
N × C2,α(∂B1)
N |hj , kj are Γj − invariant
}
and B (κ, β, σ) ⊂ Bα the set of functions (h,k) ∈ Bα satisfying conditions above. One
should note that this construction is significatively different than the one in [AP09]. In-
deed, h(0),k(0) aren’t involved in this step but they are included in step 9. This kind of
construction is necessary since if we try to imitate the very same construction of [AP09] we
won’t have correct estimates to perform the data matching. This step is subsection 3.1.1.
Step 10: We construct the last piece of Fob,hk: f
o
b,hk. This term has to assure the constancy
of the scalar curvature of gb,hk on Mrε . We construct this function solving a PDE
on suitably extended weighted Ho¨lder spaces on M . More precisely we will look for
fob,hk in C
4,α
4−2m+τ (Mp) ⊕ D with τ ∈ (0, 1) and D a finite dimensional subspace of
C4,α2−2m (Mp) ∩ C
∞
loc (Mp) of functions Hd that on Br0 (pj) have expansion
Hd ≈ djcΓj
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
.
So we can decompose further fob,hk as
fob,hk := f˜
o
b,hk +Hf
with f˜ob,hk ∈ C
4,α
4−2m+τ (Mp) and Hf ∈ D and, on Br0 (pj), f
o
b,hk has expansion
Hf ≈ fˆ
o,j
b,hkcΓj
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
with fˆo,jb,hk ∈ R. We complete the construction of F
o
b,hk and hence we obtain our family of
cscK metrics gb,hk on Mrε . This step is developed in section 3.1.3.
Step 11: Once we will have the family gb,hk we look at the expansion of its potential on B2rε (pj) \
Brε (pj). We recall that on Br0 the metric g can be written as
ωg = i∂∂
(
|z|2
2
+ ψg (z)
)
.
48
Chapter 1. The cscK Problem
Now performing the homothety
z = rεw ,
the family gb,hk has expansion
ωgb,hk ≈i∂∂
(
r2ε |w|
2
2
+ ψg (rεw)
)
+
(
b¯2mj ε
2m + fˆo,jb,hk
)
cΓj i∂∂
(
−r2−2mε |w|
2−2m +
(m− 1) sgr4−2mε
2 (m− 2)m (m+ 1)
|w|4−2m
)
+ i∂∂
(
ε2b¯2j χ˜j,r0ψηj
(
rεw
b¯jε
)
+Hohjkj (w)
)
+O
(
ε2mr4−2mε
)
.
We set
bˆj :=
2m
√
b¯2mj + fˆ
o,j
b,hkε
−2m .
Step 12: Now that we have the family gb,hk we move to model spaces. We want to construct a family
of cscK metrics that depend on ε and other suitable parameters on XRε
bˆj
,j . This family of
metrics must be a perturbation of the base metric by the i∂∂ of a function FI
bˆj ,h˜j k˜j
:
ωη
bˆj ,h˜j k˜j
= bˆ2jε
2ωηj + ε
2i∂∂FI
bˆj ,h˜j k˜j
.
Again, we want to construct this function in such a way that we can prescribe the behavior
of the family of metrics at the truncation locus; to do this we will use inner biharmonic
extensions of functions on the sphere that are invariant under the action of a finite subgroup
of SU(m). So our function FI
bˆj ,h˜j k˜j
will have the following form:
F
I
bˆj ,h˜j k˜j
:= Jbˆj + H˜
I
h˜j k˜j
+ f I
h˜j k˜j
.
In the following four steps we explain how we construct the three components of FI
bˆj ,h˜j k˜j
.
Step 13: We start constructing the “skeleton” Jbˆj that is the most delicate step in building F
I
bˆj ,h˜j k˜j
.
Again, we do it in many steps. We would like to “bring to Xj” the non euclidean part ψg
of the potential of g on Br0 (pj) in such a way that, at the boundary, matches perfectly
with the one on the corresponding piece of boundary of Mrε . To “bring it to Xj” we cutoff
and rescale suitably ψg and we get
Jbˆj (x) :=
1
ε2
χ˜R0ψg
(
bˆjεx
)
with χ˜R0 smooth cutoff functions
χ˜R0 (p) :

0 p ∈ X R0
2bˆj
,j
1 p ∈ X 3Rε
2bˆj
,j \XR0
bˆj
,j
0 p ∈ X \X 2Rε
bˆj
,j
This naive skeleton isn’t enough for our purposes, we need a more refined construction.
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Step 14: We recall that ψg on Br0 (pj) has the expansion
ψg (z) =
+∞∑
k=4
pk (z)
and the polynomials p4, p5 satisfy
∆2p4 = −2sg ,
∆2p5 = 0 .
In light of this we’d like to find perturbations u4,j , u5,j in some suitable spaces to get
Lη (χR0,jp4 − u4) = −sg ,
Lη (χR0,jp5 − u5) = 0 ,
with
χR0,j (p) :

0 p ∈ X R0
2bˆj
,j
1 p ∈ X \XR0
bˆj
,j
The suitable spaces are weighted Ho¨lder spaces of functions decaying at infinity with some
particular order. It’s a matter of computation to see that
Lη (χR0p4) = −sg + |x|
−2m (φ2,j + φ4,j) +O
(
|x|−2−2m
)
,
with φ2,j , φ4,j eigenfunctions of euclidean laplacian on the unit sphere relative to eigenvalues
−4m and−8 (m+ 1). We can make a first perturbation with χR0,j |x|
4−2m (c2,jφ2,j + c4,jφ4,j)
with c2,j , c4,j ∈ R well chosen such that
Lη
(
χR0p4 − χR0,j |x|
4−2m (c2,jφ2,j + c4,jφ4,j)
)
= −sg +O
(
|x|−2−2m
)
.
We call u˜4 the function u˜4,j = χR0,j |x|
4−2m (c2,jφ2,j + c4φ4,j). Now we would like to
perturb χR0,jp4 − u˜4,j with a function u¯4,j ∈ C
4,α
2−2m+δ′ with δ
′ ∈ (0, 1) such that
Lη (χR0,jp4 − u˜4 + u¯4,j) = −sg .
Fredholm theory for weighted Ho¨lder spaces tells us that we can’t find such u¯4 unless the
quantity ∫
X
[Lη (χR0,jp4 − u˜4,j) + sg] dµη
vanishes. It’s again a matter of computations to see that the quantity above is not 0, indeed
we can evaluate explicitly that integral and we get∫
X
[Lη (χR0,jp4 − u˜4,j) + sg] dµη = −
2cΓ (m− 1)
2
µ
(
S2m−1
)
sg
m (m+ 1) |Γ|
.
We can overcome this obstruction adding a smooth function that decays at infinity like
|x|4−2m, more precisely we consider the function
χR0,jp4 − u˜4,j +
cΓj (m− 1) sg
2 (m− 2)m (m+ 1)
χR0,j |x|
4−2m
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We see immediately that
Lη
(
χR0,jp4 − u˜4,j +
cΓj (m− 1) sg
2 (m− 2)m (m+ 1)
χR0,j |x|
4−2m
)
= −sg +O
(
|x|−2−2m
)
and ∫
X
[
Lη
(
χR0,jp4 − u˜4 +
cΓ (m− 1) sg
2 (m− 2)m (m+ 1)
χR0,j |x|
4−2m
)
+ sg
]
dµη = 0 .
These are critical calculations and can be found in subsection 3.2.1. We can find u¯4,j ∈
C4,α2−2m+δ′ (Xj) such that
Lη
(
χR0,jp4 − u˜4,j +
cΓj (m− 1) sg
2 (m− 2)m (m+ 1)
χR0,j |x|
4−2m + u¯4,j
)
= −sg .
The price we pay for taking u¯4,j with that particular decay is the appearance of an “unde-
sired” function decaying like |x|4−2m. We do the same procedure for the p5 term and we
see that we don’t need to add “undesired” asymptotics to perturb it with a function u5,j
that belongs to a “good space”. Finally, setting
u4,j := u˜4,j − u¯4,j ,
we get our “skeleton” Jbˆj
Jbˆj
:=bˆ4jε
2
(
χR0,jp4 (x)− u4,j +
cΓ (m− 1) sg
2 (m− 2)m (m+ 1)
χR0,j |x|
4−2m
)
+ bˆ5jε
3 (χR0,jp5 (x)− u5,j) +
1
ε2
χ˜R0
(
+∞∑
k=2
p4+k
(
bˆjεx
))
.
Now we can finally see the relevance of the |x|4−2m asymptotics on M that we left unex-
plained in step 6. If we look at bˆ2ε2ωηj + ε
2i∂∂Jbˆj and we make on XRε
bˆj
,j \ X Rε
2bˆj
,j the
rescaling
x =
z
bˆjε
,
we have
bˆ2ε2ωηj + ε
2i∂∂Jbˆj ≈i∂∂
(
|z|2
2
+ bˆ2mj cΓjε
2m
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
))
+ i∂∂
(
ψg (z) + bˆ
2
jε
2ψηj
(
z
bˆjε
))
.
Recalling the expansion of gb,hk in step 12 we see that the first line of the right hand
side above is identical to the first line of the right hand side. of the expansion in step
12. We made this “ad hoc” construction to perfectly match these specific quantities at the
boundaries and obtain a “second order match”. This step is subsection 3.2.1.
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Step 15: We construct H˜I
h˜j k˜j
, that also in this case will prescribe the behavior at the boundary of
the family ηbˆj ,h˜j k˜j . More precisely, at ∂XRε
bˆj
,j , again with the scaling
x =
z
bˆjε
,
we want the following expansion
ωη
bˆj ,h˜j k˜j
≈i∂∂
(
|z|2
2
+ bˆ2mj cΓjε
2m
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
+ ψg (z)
)
+ ε2i∂∂
(
bˆ2jψηj
(
z
bˆjε
)
+ H˜I
h˜j k˜j
(
z
rε
))
.
We are asking, indeed, f I
h˜j k˜j
to be much smaller than Jbˆj + H˜
I
h˜j k˜j
. Again, we will use
euclidean biharmonic extensions to create H˜I
h˜j k˜j
, this time we will use inner biharmonic
extensions. Euclidean inner biharmonic extension HI
h˜j k˜j
of h˜j , k˜j is the solution of the
boundary value problem

∆2HI
h˜j k˜j
= 0 w ∈ B1
HI
h˜j k˜j
= h˜j w ∈ ∂B1
∆HI
h˜j k˜j
= k˜j w ∈ ∂B1
We’d like to define H˜I
h˜j k˜j
“bringing to Xj” euclidean biharmonic extensions rescaling and
cutting off them but it wouldn’t be enough for our purposes, we need to make a more
refined construction. We recall that Γj-invariant inner biharmonic extension have the form
HI
h˜j ,k˜j
=
(
h˜
(0)
j −
k˜
(0)
j
4m
)
+
k˜
(0)
j
4m
|w|2+
+∞∑
γ=2
((
h˜
(γ)
j −
k˜
(γ)
j
4(m+ γ)
)
|w|γ +
k˜
(γ)
j
4(m+ γ)
|w|γ+2
)
φγ .
We can apply to functions |w|2, |w|2φ2, |w|
3φ3 a procedure similar to that we used for p4
and p5 in step 14 to get rapidly decaying functions u
0
2,j , u
2
2,j , u
3
3,j such that
Lη
(
|x|2 − u02,j
)
= 0 ,
Lη
(
|x|2φ2 − u
2
2,j
)
= 0 ,
Lη
(
|x|3φ3 − u
3
3,j
)
= 0 .
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And we define
H˜I
h˜j k˜j
=
(
h˜
(0)
j −
k˜
(0)
j
4m
)
+
k˜
(0)
j
4mR2ε
(
χR0 |x|
2 − u02,j
)
+
[(
h˜
(2)
j −
k˜
(2)
j
4(m+ 2)
)
χR0 |x|
2
R2ε
+
k˜
(2)
j
4(m+ 2)R4ε
χR0 |x|
4
]
φ2 −
(
h˜
(2)
j −
k˜
(2)
j
4(m+ 2)
)
u22,j
R2ε
+
[(
h˜
(3)
j −
k˜
(3)
j
4(m+ 3)
)
χR0 |x|
3
R3ε
+
k˜
(3)
j
4(m+ 3)R5ε
χR0 |x|
5
]
φ3 −
(
h˜
(3)
j −
k˜
(3)
j
4(m+ 3)
)
u33,j
R3ε
+ χR0
(
+∞∑
γ=4
((
h˜
(γ)
j −
k˜
(γ)
j
4(m+ γ)
)∣∣∣∣ xRε
∣∣∣∣γ + k˜(γ)j4(m+ γ)
∣∣∣∣ xRε
∣∣∣∣γ+2
)
φγ
)
.
We take
(
h˜, k˜
)
∈ Bα such that
(
ε2h˜, ε2k˜
)
∈ B (κ, β, σ). This step is subsection 3.2.2.
Step 16: We construct the last block of FI
bˆj ,h˜j k˜j
: f I
h˜j k˜j
. We find it as a solution of a PDE in the
weighted Ho¨lder space C4,α4−2m+δ (Xj) with δ ∈ (0, 1). We now have our family of metrics
ηbˆj ,h˜j k˜j and if we make on XRε
bˆj
,j \X Rε
2bˆj
,j the rescaling
x =
Rε
bˆj
w ,
we have
ωη
bˆj ,h˜j k˜j
=i∂∂
(
r2ε |w|
2
2
+ bˆ2mj cΓjε
2m
(
−r2−2mε |w|
2−2m +
(m− 1) sgr
4−2m
ε
2 (m− 2)m (m+ 1)
|w|4−2m
))
+ i∂∂ψg (rεw)
+ ε2i∂∂
(
bˆ2jψηj
(
Rεw
bˆj
)
+HI
h˜j k˜j
(w)
)
+O
(
rσεR
−2m+δ
ε
)
.
This step is subsection 3.2.3.
Step 17: We now perform the procedure called “data matching”. This step is developed in sections
4.1 and 4.2. We have expansions
– of potentials of the family gb,hk on the annuli B2rε (pj) \Brε (pj) and rescaling coor-
dinates on B2 \B1 ;
– of potential of the families ηbˆj ,h˜j k˜j on the annuli XRε
bˆj
,j \X Rε
2bˆj
,j and rescaling coordi-
nates on B1 \B 1
2
;
We can now translate the problem of gluing metrics along boundaries to that of gluing
functions along spheres, indeed we have to find right h,k, h˜, k˜ such that potentials of the
various families glue as functions on B2 \ B 1
2
up to third derivatives. More precisely,
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let Ψob,hk be the potential of gb,hk on the annuli B2rε (pj) \ Brε (pj) and Ψ
I
bˆj ,h˜j k˜j
be the
potential of ηbˆj ,h˜j k˜j on the annuli XRε
bˆj
,j \ X Rε
2bˆj
,j , if we can prove that at the respective
boundaries the relations
Ψob,hk (rεw) = Ψ
I
bˆj ,h˜j k˜j
(
Rε
bˆj
w
)
∂|w|
[
Ψob,hk (rεw)
]
= ∂|w|
[
ΨI
bˆj ,h˜j k˜j
(
Rε
bˆj
w
)]
∆
[
Ψob,hk (rεw)
]
= ∆
[
ΨI
bˆj ,h˜j k˜j
(
Rε
bˆj
w
)]
∂|w|∆
[
Ψob,hk (rεw)
]
= ∂|w|∆
[
ΨI
bˆj ,h˜j k˜j
(
Rε
bˆj
w
)]
are satisfied simultaneously, then automatically potentials glue analitically. We use the
particular form of the above equations to define a continuous nonlinear operator
S : B (κ, β, σ)2 → B2α
whose fixed points are the sets of boundary conditions that let us to glue our families of
metrics. If we can show that S has a fixed point then we are done. To prove the existence
of a fixed point we use a Picard iteration method and we can guarantee its convergence
because of our careful construction of the families of metrics. Indeed the “second order
match” at the boundary and the refined construction of the families of metrics translate
to the fact that terms H˜ohk and H˜
I
h˜j k˜j
, as functions of ε, dominate all the other terms (as
functions of ε) that are not matched by construction. We prove that this is sufficient to
guarantee the success of the iteration scheme and so to finish the proof of Theorem 1.7.
1.7 Notations and conventions
The proof of Theorem 1.7 is rather technical, we need to introduce a lot of notation and sometimes
it can become very heavy. In this section we gather all the notations we use throughout the thesis.
We assume Einstein summation convention.
1.7.1 General notation
• Γ,Γj will always be a finite subgroup of SU(m).
• j will always be the letter relative to an index that goes from 1 to N
• the letter m will always denote the complex dimension of M and Xj and it is an integer
greater or equal to 3.
• We denote with Bt the euclidean open ball of radius t, with B¯t the closed euclidean ball
of radius t and with B∗t the open euclidean ball of radius t with the origin removed.
• We denote with AΓt for t > 0 the set
AΓt :=
(
B¯t/Γ
)
\
(
B t
2
/Γ
)
.
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• w,
(
w1, . . . , wm
)
will always denote coordinates on B1 \B1/2 or B2 \B1.
• ∆ will always denote the Euclidean Laplace operator
∆ = 4∂i∂i .
• φq, φ˜q will always be eigenfunctions of euclidean Laplace operator on the unit sphere S2m−1
relative to eigenvalue −q (q + 2m− 2) that is
∆φq = −q (q + 2m− 2)φq
and we will always assume that they are invariant with respect to the action of a certain
group Γ.
•
{
φ¯q,1, . . . , φ¯q,Nq
}
will always denote a L2
(
S2m−1
)
-orthonormal basis of the q-th eigenspace
of ∆S2m−1 .
• ε will always be a reference small parameter.
• Always h, hj , h˜, h˜j ∈ C4,α (∂B1) and k, kj , k˜, k˜j ∈ C2,α (∂B1).
• If f ∈ L2 (∂B1) then we denote with f
(q)φq the projection of f onto the q-th eigenspace of
∆S2m−1 that is
f (q)φq :=
Nq∑
lq=1
(f)
(q)
lq
φ¯q,lq .
• If f ∈ C0,α (∂B1) then we denote with f (0) its mean and with f (†)
f (†) := f − f (0) .
If f ∈ C0,α
(
B1 \B1/2
)
or f ∈ C0,α (B2 \B1) we denote with f
(0)
f (0) (|w|) :=
∫
S2m−1
f
(
|w|,
w
|w|
)
dµ0 ,
and f (†)
f (†) := f − f (0) .
• Hohk (w) will always denote outer euclidean biharmonic extension of functions on the sphere
h ∈ C4,α (∂B1),k ∈ C
2,α (∂B1).
• HIhk (w) will always denote inner euclidean biharmonic extension of functions on the sphere
h ∈ C4,α (∂B1), k ∈ C2,α (∂B1).
• with χ1 we denote a smooth cutoff function on [0,+∞)
χ1 (t) =
{
0 t ∈
[
0, 12
]
1 t ∈ [1,+∞)
• with χ2 we denote a smooth cutoff function on [0,+∞)
χ2 (t) =
{
1 [0, 1]
0 t ∈ [2,+∞)
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• For every tensor T of type
T = Tij¯dzi ⊗ dz¯j
on a complex manifold M and every u ∈ C∞(M) we indicate
tr
(
∂∂u · T
)
= gil¯gkj¯∂i∂¯juTkl¯.
1.7.2 Spaces and sets
On M
• (M, g) will always be a compact cscK orbifold with isolated singularities.
• p is the (finite) set of SU(m) singular points of M and ♯p = N .
• Mrε will denote the set
Mrε :=M \
⋃
p∈p
Brε (p) .
• C4,α4+τ−2m (Mp), C
0,α
τ−2m (Mp) with τ ∈ (0, 1) will always denote weighted Ho¨lder spaces on
M with points p removed.
• D will denote the (finite dimensional) deficiency space for Lg that we will use to extend
C4,α4+τ−2m (Mp) and its generic element is denoted as Hf .
• We will indicate with Bα
Bα :=
{
(h,k) ∈ C4,α(∂B1)
N × C2,α(∂B1)
N |hj , kj are Γj − invariant
}
except for section 3.2 in which (with abuse of notation) we indicate Bα
Bα :=
{(
h˜, k˜
)
∈ C4,α(∂B1)× C
2,α(∂B1) | h˜, k˜ are Γ− invariant
}
.
• We indicate with B (κ, β, σ) ⊂ Bα the set of (h,k) ∈ Bα such that∥∥∥(h(0),k(0))∥∥∥
Bα
≤ κrβε ,∥∥∥(h(†),k(†))∥∥∥
Bα
≤ κrσε .
On X
• (Xj , ηj),(X, η), if not stated otherwise, will always be an ALE Ka¨hler Ricci-Flat space with
projection
πj : Xj → C
m/Γj .
• XRε
bˆj
,j , XRε
bˆ
denote the manifold with boundary
XRε
bˆj
,j := Xj \ π
−1
j
(
BRε
bˆj
)
.
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• C4,α4+δ−2m (Xj), C
0,α
δ−2m (Xj) with δ ∈ (0, 1) will always denote weighted Ho¨lder spaces on
Xj .
• We indicate with B (κ, β′, σ′) ⊂ Bα the set of
(
h˜
(0)
j , k˜
(0)
j
)
∈ Bα such that∥∥∥(h˜(0)j , k˜(0)j )∥∥∥
Bα
≤ κR−β
′
ε ,
∥∥∥(h˜(†)j , k˜(†)j )∥∥∥
Bα
≤ κR−σ
′
ε .
1.7.3 Parameters
On M
• r0 will always be a small number independent of ε.
• rε = ε
2m−1
2m+1 .
• τ ∈
(
0, 1
(m+2)2
)
.
• rσε = ε
2m+4r−2−2m−τε .
• rβε = ε
4m+2r−4m−τε .
• bj , b := (b1, . . . , bN ) will always be positive numbers independent of ε.
• b˜, b˜j will be positive numbers small perturbations of the above b depending on ε.
• b¯, b¯j will be positive numbers depending on b˜
b¯j :=
2m
√
b˜j .
• bˆj =
2m
√
b¯2mj + fˆ
o,j
b,hkε
−2m with fˆo,jb,hk coming from the term Hf of f
o
b,hk.
On X
• R0 will always be a big quantity independent of ε.
• Rε =
rε
ε .
• R−σ
′
ε =
rσε
ε2 .
• R−β
′
ε =
rβε
ε2 .
• δ ∈
(
0, 1
(m+2)2
)
.
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1.7.4 Coordinates, functions and tensors
On M
• z,
(
z1, . . . , zm
)
will always denote local coordinates on M .
• sg will always denote the scalar curvature of M with respect to g.
• In normal coordinates around a point p ∈M the metric g has expansion
ωg = i∂∂
(
|z|2
2
+ ψg (z)
)
,
moreover
ψg (z) =
+∞∑
k=4
pk (z) ,
with pk homogeneous polynomials of degree k and
p4 (z) = −
1
4
Rij¯kl¯ (p) z
izjzkzl
with Rij¯kl¯ (p) the Riemann curvature tensor.
• ϕ,ϕk will always denote functions in ker (Lg).
• With χr0 we denote a smooth cutoff function
χr0 (q) :=
{
1 q ∈ Br0 (p)
0 q ∈M \B2r0 (p)
for any p ∈M .
• With χj,r0 we denote a smooth cutoff function
χj,r0 (q) :=
{
1 q ∈ Br0 (pj)
0 q ∈M \B2r0 (pj)
for any pj ∈ p.
• With χ˜j,r0 we denote a smooth cutoff function
χ˜j,r0 (q) :=

0 q ∈ B rε
3
(pj)
1 q ∈ Br0 (pj) \B rε2 (pj)
0 q ∈M \B2r0 (pj)
for any pj ∈ p.
• gb,hk will denote the family of cscK metric on Mrε depending on b, h,k, moreover
ωgb,hk = ωg + i∂∂F
o
b,hk .
• the function Fob,hk decomposes as
F
o
b,hk = H
b
hk + H˜
o
hk + f
o
b,hk .
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• the function fob,hk decomposes as
fob,hk = f˜
o
b,hk +Hf
with f˜ob,hk ∈ C
4,α
4+τ−2m (Mp), Hf ∈ D and for any pj ∈ p, on Brε (p), we have the expansion
Hf = cΓj fˆ
o,j
b,hk
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
+O
(
|z|4−2m
)
.
• Ψob,hk is the potential of the family of metrics gb,hk on B2rε (p) \Brε (p) for p ∈ p.
On X
• x,
(
x1, . . . , xm
)
will always denote local coordinates on Xj , X.
• In coordinates “at infinity” on X the metric η has expansion
ωη = i∂∂
(
|x|2
2
− cΓ|x|
2−2m + ψη (x)
)
,
moreover
ψη (x) = O
(
|x|−2m
)
.
• With χR0,j we denote a smooth cutoff function
χR0,j (q) :=

0 q ∈ X R0
2bˆj
1 q ∈ X \XR0
bˆj
• With χ˜R0,j we denote a smooth cutoff function
χ˜R0,j (q) :=

0 q ∈ X R0
2bˆj
,j
1 q ∈ X 3Rε
2bˆj
\XR0
bˆj
,j
0 q ∈ X \X 2Rε
bˆj
,j
• ηbˆj ,h˜j k˜j will denote the family of cscK metric on XRε
bˆj
,j depending on bˆj , h˜j , k˜j , moreover
ωη
bˆj ,h˜j k˜j
= bˆ2jε
2ωηj + i∂∂F
I
bˆj ,h˜j k˜j
• the function FI
bˆj ,h˜j k˜j
decomposes as
F
I
bˆj ,h˜j k˜j
= Jbˆj + H˜
I
h˜j k˜j
+ f I
h˜j k˜j
• ΨI
bˆj ,h˜j k˜j
is the potential of the family of metrics ηbˆj ,h˜j k˜j on XRε
bˆj
,j \X Rε
2bˆj
,j
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1.7.5 Operators
On M
• ∆g will always denote the Laplace-Beltrami operator induced by g on M and we use the
definition
∆g = 2g
ij¯∂i∂j .
• Lg will always denote Lichnerowicz operator induced by g on M , it is defined
Lg =
1
2
∆2g + 2
〈
Ricg, i∂∂·
〉
g
.
On X
• ∆η,∆ηj will always denote the Laplace-Beltrami operator induced by η, ηj on X,Xj and
we use the definition
∆η = 2η
ij¯∂i∂j .
• Lη will always denote Lichnerowicz operator induced by η on X, it is defined
Lη =
1
2
∆2η + 2
〈
Ricη, i∂∂·
〉
η
and on X reduces to
Lη =
1
2
∆2η .
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Linear analysis
Since we are following the strategy of proof of [AP06],[AP09] the first thing we have to understand
is under which conditions the operators Lg on a compact cscK orbifold with isolated singularities
and Lη on an ALE space are invertible. In this chapter we will study the invertibility properties
for these linear operators.
2.1 Analysis on cscK orbifolds
2.1.1 The equation Lgu = f
One of the main issues in the gluing construction, in presence of holomorphic vector fields, is
that dimker(Lg) > 1, that is there are nonconstant functions in ker(Lg). The operator Lg is self
adjoint and so if f ∈ L2(M) then the equation
Lgu = f
has a solution iff f is L2-orthogonal to ker(Lg). We want to study the case in which f is not in
L2 but blows up at some particular rate. We start from a local model of solution and then we
try to globalize it.
Definition 2.1. Let (M, g) be a Ka¨hler orbifold and let p1, . . . , pN ∈M be its isolated singular
points with neighborhoods U(pj) biholomorphic to Br/Γj with Γj finite subgroups of U(m) that
act linearly and freely on S2m−1. We say that f ∈ C0 (M) belongs to Ck,α (M) if
f ∈ Ck,α (M \ {p1, . . . , pN})
and
f ◦ πΓj ∈ C
k,α (Br)
with πΓj the quotient map
πΓj : Br −→ Br/Γj .
A consequence of the above definition is the following lemma.
Lemma 2.1. Let (M, g) be a Ka¨hler orbifold with isolated singularities and f ∈ C3 (M). Then,
at a singular point p, f ◦ πΓp has a Taylor expansion of type
f ◦πΓp(z) = f(p)+∂i∂jf ◦πΓp (0) z
izj+
1
2
[
∂i∂jf ◦ πΓp (0) z
izj + ∂i∂jf ◦ πΓp (0) z
izj
]
+O
(
|z|3
)
.
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Proof. Since f ◦ πΓp ∈ C
3 (Br), then has a Taylor expansion
f ◦ πΓp(z) =f ◦ πΓp(0) +
[
∂if ◦ πΓp(0)z
i + ∂if ◦ πΓp(0)z
i
]
+ ∂i∂jf ◦ πΓp (0) z
izj
+
1
2
[
∂i∂jf ◦ πΓp (0) z
izj + ∂i∂jf ◦ πΓp (0) z
izj
]
+O
(
|z|3
)
.
Since f ◦ πΓp is Γp-invariant, then the linear term of the expansion
∂if ◦ πΓp(0)z
i + ∂if ◦ πΓp(0)z
i
must be Γp-invariant too, but there aren’t Γp-invariant linear functions and so the lemma follows
immediately.
General Lp Theory for Lg
The following results are well known since they are a slighter extension of those present in [LS94]
but for the sake of clearness and completeness we give the proofs. From now on (M, g) will be a
compact cscK orbifold with isolated singularities.
Theorem 2.1. Let (M, g) be a compact cscK orbifold with isolated singularities, then the operator
Lg :W
4,2(M)→ L2(M)
is Fredholm with index 0 and
ker (Lg) = coker (Lg) .
So there exists a continuous map
SLg : L
2 (M) / ker (Lg)→W
4,2 (M) / ker (Lg)
such that
Lg ◦ SLg = IL2(M)/ ker(Lg) SLg ◦ Lg = IW 4,2(M)/ ker(Lg) .
Proof. We know by [LS94] that Lg has closed graph and
ker (Lg) = ker
(
∂∂♯
)
= span {1, ϕ1, . . . , ϕN}
with ϕi smooth functions. Let ϕ ∈ ker (Lg) then ∀u ∈W
4,2(M)∫
M
Lguϕdµg =
∫
M
〈
∂∂♯u, ∂∂♯ϕ
〉
g
= 0
so ker (Lg) ⊂ coker (Lg). Now let ψ ∈ coker (Lg) ∩ ker (Lg)
⊥
with ‖ψ‖L2(M) = 1, there exist a
sequence in {ψk}k∈N ∈ C
∞(M) ∩ ker (Lg)
⊥
with ‖ψk‖L2(M) = 1 such that
‖ψk − ψ‖L2(M) <
1
k
k → +∞ .
But then ∀u ∈W 4,2(M)∫
M
Lguψk dµg =
∫
M
Lguψdµg +
∫
M
uLg (ψk − ψ) dµg
=
∫
M
Lgu (ψk − ψ) dµg
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and so∣∣∣∣∫
M
Lguψkdµg
∣∣∣∣ ≤ ∫
M
|Lgu| |ψk − ψ| dµg ≤ ‖Lgu‖L2(M) ‖ψk − ψ‖L2(M) ≤
‖Lgu‖L2(M)
k
.
So the functional
Tψk : im (Lg)→ R ,
Tψk(h) :=
∫
M
hψk ,
is linear continuous with ‖Tψk‖ ≤
1
k . By Hahn-Banach theorem we can extend it to a linear
continuous functional on L2(M) with the same norm. By uniform boundedness principle we
have a limit functional T for the sequence Tψk s.t.
‖T‖ ≤ lim inf
k→+∞
‖Tψk‖ = 0
By Riez representation theorem we have that
T (h) =
∫
M
hψ¯dµg
and so ψ¯ = 0. But
1 =
∫
M
ψ2 = lim
k→+∞
∫
M
ψkψ = lim
k→+∞
Tψk (ψ) =
∫
M
ψψ¯ = 0
contraddiction. We conclude that
coker (Lg) = ker (Lg) .
Proposition 2.1. Let f ∈ Lp(M)/ ker (Lg) with 1 < p < +∞, then there exist
u ∈W 4,p(M)/ ker (Lg)
such that
‖u‖W 4,p(M) ≤ C ‖f‖Lp(M) .
Proof. Let {fn}n∈N ∈ L
2(M)/ ker(Lg) such that
fn
Lp(M)
−→ f .
Then by Theorems A.14 and A.15 we have {un}n∈N ∈W
4,p(M)
‖un‖W 4,p(M) ≤ C ‖fn‖Lp(M) ≤ 2C ‖f‖Lp(M)
so by compactness of the embedding
W 4,p(M) →֒ Lp(M)
we have a limit u ∈ Lp(M)/ ker(Lg)
un −→ u
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that satisfy
∫
M
uLgvdµg = lim
n→+∞
∫
M
unLgvdµg
= lim
n→+∞
∫
M
Lgunvdµg
= lim
n→+∞
∫
M
fnvdµg
=
∫
M
fvdµg .
So it is a distributional solution of the equation
Lgu = f .
Then by Theorem A.14
‖u‖W 4,p(M) ≤ C
(
‖f‖Lp(M) + ‖u‖Lp(M)
)
and by Theorem A.15
‖u‖W 4,p(M) ≤ C
′ ‖f‖Lp(M) .
We introduce now weighted Ho¨lder spaces on manifolds.
Definition 2.2. Let (M, g) be a compact Riemannian manifold, let p1, . . . , pn ∈M and
Mp =M \ {p1 . . . , pN} .
We take balls Br0 (pk), Riemannian normal coordinates on them centered at pk’s and we define
Mr0 :=M \
(
N⋃
k=1
Br0(pk)
)
.
Let δ ∈ R, α ∈ (0, 1), we define the weighted Ho¨lder space Ck,αδ (Mp) ⊂ C
k,α
loc (Mp) of functions
f ∈ Ck,αloc (Mp) such that
‖f‖Ck,α
δ
(Mp)
:= ‖f‖Ck,α
δ (Mr0)
+ sup
1≤j≤n
0<r≤r0
r−δ
∥∥∥f(r·)|Br0 (pj)∥∥∥Ck,α(B2\B1) < +∞ .
Remark 2.1. Weighted Ho¨lder spaces are Banach spaces with respect to the norm defined above.
We recall a fundamental fact whose proof follows immediately using [Pac08, Proposition 4.0.1]
and standard Schauder estimates.
Theorem 2.2. Let n ≥ 3, B1 ⊆ R
n the unit ball and δ ∈ (2− n, 0). Let f ∈ C0,αδ−2
(
B¯∗1
)
then
there exist a unique u ∈ C0δ
(
B¯∗1
)
∩ C2,αδ
(
B¯∗1/2
)
that solves the problem
(∗)
{
∆u = f
u|∂B1 = 0
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and satisfy the estimates
‖u‖Cδ(B¯∗1)
≤ C (n, δ) ‖f‖Cδ−2(B¯∗1)
,
‖u‖
C2,α
δ
(
B¯∗1
2
) ≤ C (n, δ) ‖f‖C0,α
δ−2(B¯∗1)
.
We now prove the kind of result of Proposition 2.1 for weighted spaces C4,αδ (M), indeed we
prove the following proposition.
Proposition 2.2. Let δ ∈ (4− 2m, 0) and let f ∈ C0,αδ−4 (M), if f is L
2-orthogonal to ker (Lg)
then there exist a unique u ∈ C4,αδ (M) that is L
2-orthogonal to ker (Lg) such that
Lgu = f
and satisfies
‖u‖C4,α
δ
(Mp)
≤ C (δ,m, g,M) ‖f‖C0,α
δ−4(M)
.
Proof. We note that C0,αδ−4 (M) embeds in L
p (M) for some 1 < p < ∞, then the existence of
a solution u is assured by Proposition 2.1, we only have to prove the estimates. We pick a
coordinate (Normal Ka¨hler) ball Br (p) around each point on which f blows up. To reach our
goal we construct, by hands, local solutions in these neighborhoods in such a way we have refined
(local) estimates. We then show that the solution u and local solutions we constructed differ by
C0,α functions and so we can conclude using standard Schauder estimates. Using Theorem 2.2
we first solve
(∗0) :

∆2v0 = 2f
v0 |∂Br = 0
∆v0 |∂Br = 0
and we get v0 ∈ Cδ (Br (p) \ {p}) ∩ C
4,α
loc (Br (p) \ {p}). Now we set up a family of auxiliary
problems for k ∈ N+
(∗k) :

∆2vk =
[
2Lg −∆
2
]
(vk−1)
vk |∂Br = 0
∆vk |∂Br = 0
and we get vk ∈ Cδ+2k (Br (p) \ {p}) ∩ C
4,α
loc (Br (p) \ {p}). If we set
uN =
N∑
k=0
(−1)k vk ,
then we have
LguN = (−1)
N
[
Lg −
∆2
2
]
(vN−1)
and for N > 1 − δ2 we have that LguN ∈ C
0,α (Br (p)). Moreover by Theorem 2.2 we have the
estimate
‖uN‖C4,α
δ (B2−N−1r(p)\{p})
≤ C (g, r,m, δ) ‖f‖C0,α
δ−4(Br(p)\{p})
.
Let χ be a cutoff function supported on B2−N−2r (p), we have
‖χuN‖C4,α
δ
(M) ≤ C (δ,m, g,M, r) ‖χf‖C0,α
δ−4(M)
,
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moreover we define
u˜N = χuN −
d∑
i=1
〈χuN , ϕi〉L2(M) ϕi
and we have
‖u˜N‖C4,α
δ
(M) ≤ C (δ,m, g,M, r) ‖f‖C0,α
δ−4(M)
.
We have by construction that
Lg (u− u˜N ) = f − Lg (u˜N ) and f − Lg (u˜N ) ∈ C
0,α (M) ,
moreover u− u˜N is L2-orthogonal to ker (Lg) and so we have
‖u− u˜N‖C4,α(M) ≤ C (δ,m, g,M, r) ‖f − Lg (u˜N )‖C0,α(M) ≤ C (δ,m, g,M, r) ‖f‖C0,αδ−4(M)
.
Summing up what we have done until now we have
‖u‖C4,α
δ
(M) ≤ ‖u˜N‖C4,α
δ
(M) + ‖u− u˜N‖C4,α
δ
(M) ≤ C (δ,m, g,M, r) ‖f‖C0,α
δ−4(M)
.
The operator Lg on D
′ (M)
In the sequel we will need to solve the equations of type
Lg (u) = µ ,
with µ ∈ D′ (M) with its support supp (µ) consisting of isolated points. Our µ will be tipically
Dirac delta function and laplacians of Dirac delta functions. The solution u, provided it exists,
turns out to be a smooth function on M \ supp (µ) and on supp (µ) blows up at some rate. To
get informations on these blow up rates we now want to construct “by hand” local approximate
solutions for the equation Lg (u) = 0 that will enable us to get refined estimates on the blow up
behavior of u.
Definition 2.3. We say that a function u ∈ C4,αloc (Br (p) \ {p}) is an approximate solution of
Lg (u) = 0 on Br (p) \ {p}
if, on the whole Br (p), we have
Lg (u) = µp + f
with µp ∈ D
′ (Br (p)), supp (µp) = {p} and f ∈ C
0,α (Br (p)).
By the shape in local coordinates of the operator Lg and the typical distributions we want
to consider we are led to analyze two particular rates of blow up, that is 4 − 2m and 2 − 2m.
The following proposition is implicit in the work [AP09], we give here a proof for the sake of
completeness.
Proposition 2.3. Let p ∈M , m ≥ 3 and Γ a finite subgroup (even trivial) of SU(m). We can
find a function W
(4−2m)
p ∈ C
4,α
4−2m (Mp) (actually C
∞
loc (Mp))
LgW
(4−2m)
p = −
4(m− 2)(m− 1)µ
(
S2m−1
)
|Γ|
δp + θ
4−2m
p
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with θ4−2mp ∈ C
0,α (M) and expansion
W (4−2m)p = |z|
4−2m +O
(
|z|6−2m
)
. (2.1)
Moreover, since W
(4−2m)
p ∈ L1 (M) we define
W˜ (4−2m)p :=W
(4−2m)
p −
1
Volg (M)
∫
M
W (4−2m)p dµg −
d∑
i=1
ϕi
∫
M
W (4−2m)p ϕidµg .
Proof. In a small ball B2r0(p) with p ∈M we would like to solve
Lgu = δp .
If we look at the Euclidean case we have that
∆2|z|4−2m = cmδ0 cm ∈ R
and so on B2r0(p)
Lg|z|
4−2m = O
(
|z|2−2m
)
.
We will use the same technique of Proposition 2.2. Using Theorem 2.2 we first solve
(∗0) :

∆2w0 = −2Lg
(
|z|4−2m
)
w0 |∂Bρ(p) = 0
∆w0 |∂Bρ(p) = 0
and we get w0 ∈ C
4,α
6−2m (Bρ (p) \ {p}). Now we set up a family of auxiliary problems for
k ∈ N+
(∗k) :

∆2wk =
[
2Lg −∆2
]
(wk−1)
wk |∂Bρ(p) = 0
∆wk |∂Bρ(p) = 0
and we get wk ∈ C
4,α
6−2m+2k (Bρ (p) \ {p}). If we set
uN =
N∑
k=0
(−1)k wk ,
then we have
Lg (v0 + uN ) = (−1)
N
[
Lg −
∆2
2
]
(wN−1)
and for N = m− 1 we have that Lg (v0 + um−1) ∈ C0,α (Br (p)). Let r0 < ρ then we define
W (4−2m)p :=
(
|z|4−2m + um−1
)
χr0
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We now check that W
(4−2m)
p is an approximate solution. To see it we integrate it with a test
function h ∈ C∞0 (Bρ (p)) on A2r0,ε := B2r0(p) \Bε(p) and then let ε tend to 0∫
A2r0,ε
hLgW
(4−2m)
p dµg =
1
2
∫
∂A2r0,ε
h∂ν∆gW
(4−2m)
p dµg −
1
2
∫
∂A2r0,ε
∂νh∆gW
(4−2m)
p dµg
+
1
2
∫
∂A2r0,ε
∆gh∂νW
(4−2m)
p dµg −
1
2
∫
∂A2r0,ε
∂ν∆ghW
(4−2m)
p dµg
+
sg
2m
∫
∂A2r0,ε
h∂νW
(4−2m)
p dµg −
sg
2m
∫
∂A2r0,ε
∂νhW
(4−2m)
p dµg
+ 2
∫
∂A2r0,ε
h
(
Ric0
)♯ (
∂♯W (4−2m)p
)
ydµg
− 2
∫
∂A2r0,ε
W (4−2m)p
(
Ric0
)♯
(∂♯h)ydµg
+
∫
A2r0,ε
W (2−2m)p Lghdµg
with
ρ0g = ρg −
sg
2m
ωg .
In B2r0 (p), in normal coordinates at p, we have that
∇g = ∇0 +O
(
|z|2
)
,
∆g = ∆+O
(
|z|2
)
,
〈∇gf, ν〉g = ∂ρf +O
(
|z|2
)
,
dµg =
(
1 +O
(
|z|2
))
dµ0 .
Since W
(4−2m)
p is identically 0 on ∂B2r0 we have∫
A2r0,ε
hLgW
(4−2m)
p dµg =−
1
2
∫
∂Bε(p)
h∂ν∆gW
(4−2m)
p dµg +
1
2
∫
∂Bε(p)
∂νh∆gW
(4−2m)
p dµg
−
1
2
∫
∂Bε(p)
∆gh∂νW
(4−2m)
p dµg +
1
2
∫
∂Bε(p)
∂ν∆ghW
(4−2m)
p dµg
−
sg
2m
∫
∂Bε
h∂νW
(4−2m)
p dµg +
sg
2m
∫
∂Bε(p)
∂νhW
(4−2m)
p dµg
− 2
∫
∂Bε(p)
h
(
Ric0
)♯ (
∂♯W (4−2m)p
)
ydµg
+ 2
∫
∂Bε(p)
W (4−2m)p
(
Ric0
)♯
(∂♯h)ydµg
+
∫
A2r0,ε
W (2−2m)p Lghdµg
=−
∫
∂Bε(p)
4 (m− 2) (m− 1)h (y)
(
|z|1−2m +O
(
|z|2−2m
))
dµ0
+
∫
∂Bε(p)
T
(
h,∇h,∇2h,∇3h
)
O
(
|z|2−2m
)
dµ0 +
∫
M
W (4−2m)p Lgh dµg .
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With T a linear combination of derivatives up to order 3 of h. Letting ε tend to 0 we have
lim
ε→0
∫
A2r0,ε
hLgW
(4−2m)
p dµg = −4(m− 2)(m− 1)
µ
(
S2m−1
)
|Γ|
h (p) +
∫
M
W (4−2m)p Lgh dµg
and if h ∈ ker (Lg) we have
lim
ε→0
∫
A2r0,ε
hLgW
(4−2m)
p dµg = −4(m− 2)(m− 1)
µ
(
S2m−1
)
|Γ|
h (p) .
Concluding we have that on B2r0 (p)
LgW
(4−2m)
p = −
4(m− 2)(m− 1)µ
(
S2m−1
)
|Γ|
δp + (−1)
m−1
χr0 L˜g (wm−1) + T (χr0 , v0 + um−1)
with T (, ) a linear espression involving derivatives of order at least 1 of χr0 and at most 3 of
v0 + um−1 so we have proved that W
(4−2m)
p is an approximate solution of Lg (u) = 0.
In this new setting we need to find out what kind of distribution give rise an approximate
solution blowing up at rate 2 − 2m. Also Szekelyhidi in [Sze´13] needs to construct this kind of
function and he does it with a technique very similar to ours.
Proposition 2.4. Let p ∈M , m ≥ 3 and Γ a finite subgroup (even trivial) of SU(m). We can
find a function W 2−2mp ∈ C
4,α
2−2m (M) (actually C
∞
loc (M)) s.t.
LgW
(2−2m)
p =
(m− 1)µ
(
S2m−1
)
|Γ|
(
∆gδp +
sg
m
δp +
sg (m− 1)
2
m (m+ 1)
δp
)
+ θ2−2mp
with θ2−2mp ∈ C
0,α (M) (actually θ2−2mp ∈ C
∞ (M)) and near p has the following expansion
W (2−2m)p = |z|
2−2m +
(
φ˜2 + φ˜4
)
|z|4−2m + |z|5−2m
K∑
h=1
φ˜2h+1 +O
(
|z|6−2m
)
. (2.2)
Since W
(2−2m)
p ∈ L1 (M) we define
W˜ (2−2m)p :=W
(2−2m)
p −
1
Volg (M)
∫
M
W (2−2m)p dµg −
d∑
i=1
ϕi
∫
M
W (2−2m)p ϕidµg .
Proof. We’d like to solve the equation
Lgv = ∆gδp
and thinking about the euclidean case we start looking at the function
|z|2−2m .
The error we commit is
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Lg|z|
2−2m =L˜g|z|
2−2m
=− 4tr
(
∂∂|z|2−2m · ∂∂∆ψg
)
− 4tr
(
∂∂ψg · ∂∂∆|z|
2−2m
)
− 4∆tr
(
∂∂ψg · ∂∂|z|
2−2m
)
+O
(
|z|2−2m
)
=− 4tr
(
∂∂|z|2−2m · ∂∂∆p4
)
− 4tr
(
∂∂p4 · ∂∂∆|z|
2−2m
)
− 4∆tr
(
∂∂p4 · ∂∂|z|
2−2m
)
+ |z|1−2m
K∑
h=1
φ2h+1 +O
(
|z|2−2m
)
=− 4tr
(
∂∂|z|2−2m · ∂∂∆p4
)
− 4∆tr
(
∂∂p4 · ∂∂|z|
2−2m
)
+O
(
|z|2−2m
)
=(m− 1)
∆2p4
|z|2m
− 4(m− 1)m
∆p4
|z|2m+2
− (m− 1)∆
(
∆p4
|z|2m
)
+ 16(m− 1)m∆
(
p4
|z|2m+2
)
+ |z|1−2m
K∑
h=1
φ˜2h+1 +O
(
|z|2−2m
)
=
1
|z|2m
φ˜2 +
1
|z|2m
φ˜4 + |z|
1−2m
K∑
h=1
φ˜2h+1 +O
(
|z|2−2m
)
.
In the above computations we used formulas (1.4) and (1.7). We introduce corrections
v2 =
c2
|z|2m−4
φ˜2 ,
v4 =
c4
|z|2m−4
φ˜4 ,
vˆ =
1
|z|2m−5
K∑
h=1
c2h+1φ˜2h+1
and so we have
Lg (v0 − v2 − v4 − vˆ) = O(|z|
2−2m) .
Now we argue as in Proposition 2.2. Using Theorem 2.2 we first solve
(∗0) :

∆2w0 = 2Lg (v0 − v2 − v4 − vˆ)
w0 |∂Br¯(p) = 0
∆w0 |∂Br¯(p) = 0
and we get w0 ∈ C
4,α
6−2m (Br¯ (p) \ {p}). Now we set up a family of auxiliary problems for
k ∈ N+
(∗k) :

∆2wk =
[
2Lg −∆2
]
(wk−1)
wk |∂Br¯(p) = 0
∆wk |∂Br¯(p) = 0
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and we get wk ∈ C
4,α
6−2m+2k (Br¯ (p) \ {p}). If we set
wN =
N∑
k=0
(−1)k wk ,
then we have
Lg (v0 − v2 − v4 − vˆ + wN ) = (−1)
N
[
Lg −
∆2
2
]
(wN−1)
and for N = m− 1 we have that Lg
(
|z|2−2m − v2 − v4 − vˆ + wm−1
)
∈ C0,α (Br¯ (p)). Let r0 < r¯,
we consider now the function
W (2−2m)p :=
(
|z|2−2m − v2 − v4 − vˆ + um−1
)
χr0 .
What is LgW
(2−2m)
p in distributional sense? To see it we integrate it with a test function
h ∈ C∞(M) on Ar0,ε := Br0(p) \Bε(p) and then let ε tend to 0
We recall that
Lgf =
∆2g
2
f +
sg
2m
∆gf + 2
〈
ρ0g, i∂∂f
〉
g
with
ρg = iRicij¯dz
i ∧ dzj ρ0g = ρg −
sg
2m
ωg .
Integrating with a test function h we have
∫
A2r0,ε
hLgW
(2−2m)
p dµg =
1
2
∫
A2r0,ε
h
[
∆2gW
(2−2m)
p +
sg
m
∆gW
(2−2m)
p
]
dµg
+ 2
∫
A2r0,ε
h
〈
ρ0g, i∂∂W
(2−2m)
p
〉
g
dµg .
First we perform integration by parts with the easiest part of Lg
1
2
∫
A2r0,ε
h
[
∆2gW
(2−2m)
p +
sg
m
∆gW
(2−2m)
p
]
dµg =
1
2
∫
∂A2r0,ε
h∂ν∆gW
(2−2m)
p dµg
−
1
2
∫
∂A2r0,ε
∂νh∆gW
(2−2m)
p dµg
+
1
2
∫
∂A2r0,ε
∆gh∂νW
(2−2m)
p dµg
−
1
2
∫
∂A2r0,ε
∂ν∆ghW
(2−2m)
p dµg
+
sg
2m
∫
∂A2r0,ε
h∂νW
(2−2m)
p dµg
−
sg
2m
∫
∂A2r0,ε
∂νhW
(2−2m)
p dµg
+
1
2
∫
A2r0,ε
W (2−2m)p
[
∆2gh+
sg
m
∆gh
]
dµg .
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In this case more care than in Proposition 1.1 is needed with boundary terms. Using Lemma
1.1 we compute
∆g |z|
2−2m
= 2gij¯∂j∂i |z|
2−2m
= 4
(
δij¯ − 2∂∂p4 +O
(
|z|3
))
∂j∂i |z|
2−2m
= −8tr
(
∂∂p4 · ∂∂ |z|
2−2m
)
+O
(
|z|3−2m
)
=
2 (m− 1)
|z|2m
∆p4 −
32 (m− 1)m
|z|2m
p4 +O
(
|z|3−2m
)
=
sg (m− 1)
2
m (m+ 1) |z|2m−2
+
1
|z|2m−2
φ˜2 +
1
|z|2m−2
φ˜4 +O
(
|z|3−2m
)
and then
∂ν∆g |z|
2−2m
= ∂ρ∆g |z|
2−2m
+O
(
|z|2−2m
)
= −
2 (m− 1)
|z|2m−1
[
sg (m− 1)
2
m (m+ 1)
+ φ˜2 + φ˜4
]
+O
(
|z|2−2m
)
=
1
|z|2m−1
[
−
2sg (m− 1)
3
m (m+ 1)
+ φ˜2 + φ˜4
]
+O
(
|z|2−2m
)
.
So now we have
∫
M
h
[
∆2g
2
+
sg
2m
∆g
](
W (2−2m)p
)
dµg = lim
ε→0
1
2
∫
A2r0,ε
h
[
∆2gW
(2−2m)
p +
sg
m
∆gW
(2−2m)
p
]
dµg
=
(m− 1)µ
(
S2m−1
)
|Γ|
(
∆gh (p) +
sg
(
m2 −m+ 2
)
m (m+ 1)
h (p)
)
+
1
2
∫
M
W (2−2m)p
[
∆2gh+
sg
m
∆gh
]
dµg .
Now we deal with the term contanining Ric0.
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∫
A2r0,ε
h
〈
ρ0g, i∂∂W
(2−2m)
p
〉
g
dµg =
∫
A2r0,ε
hgib¯Ric0ij¯g
aj¯∇a∇b¯W
(2−2m)
p dµg
=
∫
A2r0,ε
∇a
[
hgib¯Ric0ij¯g
aj¯∇b¯W
(2−2m)
p
]
dµg
−
∫
A2r0,ε
∇j¯
(
Ric0ij¯
)
hgib¯∇b¯W
(2−2m)
p dµg
−
∫
A2r0,ε
Ric0ij¯∇
j¯h∇iW (2−2m)p dµg
=
∫
A2r0,ε
∇a
[
hgib¯Ric0ij¯g
aj¯∇b¯W
(2−2m)
p
]
dµg
−
∫
A2r0,ε
∇i
[
Ric0ij¯∇
j¯hW (2−2m)p
]
dµg
−
∫
A2r0,ε
∇i
(
Ric0ij¯
)
∇j¯hW (2−2m)p dµg
+
∫
A2r0,ε
W (2−2m)p
〈
ρ0g, i∂∂h
〉
g
dµg
=
∫
A2r0,ε
∇a
[
h
(
Ric0
)a
i
∇iW (2−2m)p
]
dµg
−
∫
A2r0,ε
∇i
[
Ric0ij¯∇
j¯hW (2−2m)p
]
dµg
+
∫
A2r0,ε
W (2−2m)p
〈
ρ0g, i∂∂h
〉
g
dµg
=
∫
∂A2r0,ε
h
(
Ric0
)♯ (
∂♯W (2−2m)p
)
ydµg
−
∫
∂A2r0,ε
W (2−2m)p
(
Ric0
)♯
(∂♯h)ydµg
+
∫
A2r0,ε
W (2−2m)p
〈
ρ0g, i∂∂h
〉
g
dµg .
We recall the expansions (
Ric0
)j
i
=
(
µi (p)−
sg
2m
)
δji +O (|z|) ,
∂♯W (2−2m)p =
m∑
i=1
(1−m)
zi
|z|2m
∂i +O
(
|z|2−2m
)
dµg = dµ0 +O
(
|z|2
)
.
So we get
(
Ric0
)♯ (
∂♯W (2−2m)p
)
ydµg =(1−m)
m∑
i=1
(
µi (p)−
sg
2m
)
zi (∂iydµ0) +O
(
|z|1
)
.
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We set
Ii =
∫
∂A2r0,ε
zi (∂iydµ0) .
Clearly |Ii| < +∞ and by symmmetry we have that
Ik = Il = I 1 ≤ k, l ≤ m
so
lim
ε→0
∫
A2r0,ε
h
〈
ρ0g, i∂∂W
(2−2m)
p
〉
g
dµg =(m− 1)h (p) I
µ
(
S2m−1
)
|Γ|
m∑
j=1
(
µj (p)−
sg
2m
)
+
∫
A2r0,ε
W (2−2m)p
〈
ρ0g, i∂∂h
〉
g
dµg
=
∫
M
W (2−2m)p
〈
ρ0g, i∂∂h
〉
g
dµg .
Putting all the piecies together we have
lim
ε→0
∫
∂A2r0,ε
LgW
(2−2m)
p hdµg =
(m− 1)µ
(
S2m−1
)
|Γ|
[
sg (m− 1)
2
m (m+ 1)
h (p) + ∆gh (p) +
sg
m
h (p)
]
+
∫
B2r0
W (2−2m)p Lghdµg .
Concluding, we have that
LgW
(2−2m)
p =
(m− 1)µ
(
S2m−1
)
|Γ|
[
sg (m− 1)
2
m (m+ 1)
δp +∆gδp +
sg
m
δp
]
+ (−1)m−1 χr0
[
Lg −
∆2
2
]
(wm−1) + T
(
χr0 , |z|
2−2m − v2 − v4 + wm−1
)
with T (, ) a linear espression involving derivatives of order at least 1 of χr0 and at most 3
of |z|2−2m − v2 − v4 + wm−1 so we have proved that W
(2−2m)
p is an approximate solution of
Lg (u) = 0
We now prove an existence result with estimates for equations with distribution data. The
following proposition is a more general version of a result that Arezzo and Pacard used in [AP09].
Proposition 2.5. Let (M, g) be a compact cscK orbifold with isolated singularities,
p1, . . . , pN , q1, . . . qN ′ ∈M
points on M and
〈1, ϕ1, . . . , ϕd〉 = ker (Lg)
a L2-orthonormal base of ker (Lg). Let c0, . . . , cd ∈ R, then there exist a distribution
H [a, c, b,d] ∈ D′ (M)
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such that
LgH [a, c, b,d] + a0 =
N∑
j=1
ajδpj +
N ′∑
k=1
(bk∆gδqk + dkδqk) +
d∑
l=1
clϕl + c0
if
c0Volg(M)− a0Volg(M) +
N∑
j=1
aj +
N ′∑
k=1
dk = 0 (2.3)
N∑
j=1
ajϕl(pj) +
N ′∑
k=1
bk∆gϕl(qk) + N ′∑
k=1
dkϕl (qk)
+ cl = 0 1 ≤ l ≤ d (2.4)
Moreover
H [a, c, b,d] ∈ C∞loc (M \ {p1, . . . , pN , q1, . . . qN ′})∩C
4,α
4−2m,2−2m (M \ {p1, . . . , pN , q1, . . . qN ′}) .
Proof. We call
µ =
N∑
j=1
ajδpj +
N ′∑
k=1
(bk∆gδqk + dkδqk) +
d∑
l=1
clϕl + c0 − a0 .
Conditions (2.3) and (2.4) translate to the fact that
µ [ϕ] = 0 ϕ ∈ ker (Lg)
and we define a distribution T (our candidate H [a, c,b,d]) as
T [φ] = µ
[
SLg
(
φ⊥
)]
φ ∈ C∞ (M)
with
φ⊥ = φ−
1
Volg (M)
∫
M
φdµg −
d∑
i=1
ϕi
∫
M
φϕidµg .
We now show that T is indeed a solution of
LgT = µ .
Indeed we have
Lg (T ) [φ] =T
[
L
∗
g (φ)
]
=T [Lg (φ)]
=T
[
Lg
(
φ⊥
)]
=µ
[
SLg
(
Lg
(
φ⊥
)⊥)]
=µ
[
SLg ◦ Lg
(
φ⊥
)]
=µ
[
φ⊥
]
=µ [φ] .
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In the last equation above we used conditions (2.3) and (2.4), that are the general case of the
balancing condition (1.10) of Theorem 1.7. We now prove the estimates. We consider the
distribution
T
′
= T − La,b,c,d
(
W˜ 4−2mp , W˜
4−2m
q , W˜
2−2m
q
)
with La,b,c,d a linear function with coefficients depending on only on m,a,b, c,d. By con-
struction we have that
Lg
(
T
′
)
= L
′
a,b,c,d
(
θ˜4−2mp , θ˜
4−2m
q , θ˜
2−2m
q
)
with L
′
a,b,c,d a linear function with coefficients depending on only on m,a,b, c,d. Since the right
hand side belongs to C0,α (M) (actually C∞ (M) ) by Theorem A.14 we have that T
′
∈ C4,α (M)
(actually T
′
∈ C∞ (M) ) and moreover since T
′
is orthogonal to ker (Lg) we have the estimate∥∥∥T ′∥∥∥
C4,α(M)
≤ C
∥∥∥L′a,b,c,d (θ˜4−2mp , θ˜4−2mq , θ˜2−2mq )∥∥∥
C0,α(M)
and so we have ∥∥∥T ′∥∥∥
C4,α(M)
≤ C (|a|+ |b|+ |c|+ |d|)
and the proposition follows.
Remark 2.2. In the sequel we will use a specialized version of the above proposition, indeed we
will put some restrictions on coefficients of equations 2.3 and 2.4.
2.2 Analysis on ALE manifolds
In this section we focus our attention to the linear analysis on ALE spaces. Many of the results
of this section are well known but for clearness we give the proofs.
2.2.1 The equation Lηu = f
We start this section with an innocent observation that will be very important for the forthcoming
calculations.
Lemma 2.2. Let (X, η) be a Ricci flat ALE Ka¨hler space coming from a crepant resolution of
Cm/Γ with Γ ⊳ SU(m)
π : X → Cm/Γ ,
then on X \ π−1 (0) we have
dµη = dµ0 ,
and for ρ > 0
Volη (Xρ) =
µ
(
S2m−1
)
2m |Γ|
ρ2m .
Proof. Let πΓ : C
m → Cm/Γ the canonical holomorphic quotient map, since
Ric (η) = 0 ,
on (Cm \Bρ) /Γ we have
i∂∂
[
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))]
= 0 .
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We want to prove that on
C
m \ {0}
det
(
(πΓ)
∗ (
π−1
)∗
η
)
≡ C C ∈ R .
First of all on Cm \Bρ we have
(πΓ)
∗ (
π−1
)∗
η =
δij¯
2
− cΓ∂∂ |x|
2−2m
+ ∂∂O
(
|x|2−2m
)
and so
det
(
(πΓ)
∗ (
π−1
)∗
η
)
= det
(
δij¯
2
+ c∂∂ |x|2−2m + ∂∂O
(
|x|−2m
))
=
1
2m
det
(
δij¯ + 2cΓ∂∂ |x|
2−2m
+ 2∂∂O
(
|x|−2m
))
=
1
2m
[
1 +
m∑
k=1
2kσk
(
cΓ∂∂ |x|
2−2m
+ ∂∂O
(
|x|−2m
))]
=
1
2m
[
1 +
1
2
∆O
(
|x|−2m
)
+
m∑
k=2
2kσk
(
cΓ∂∂ |x|
2−2m
+ ∂∂O
(
|x|−2m
))]
=
1
2m
[
1 +O
(
|x|−2−2m
)]
.
Moreover we have
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
= log
(
1
2m
[
1 +O
(
|x|−2m
)])
= −m log (2) +
+∞∑
n=1
(−1)n+1
O
(
|x|−2−2m
)n
n
= −m log (2) +O
(
|x|−2−2m
)
.
On Cm \Bρ we have
i∂∂ log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
= −i∂∂ log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
= −id
(
∂ log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
)))
,
so
∂ log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
∈ H1 (Cm \Bρ,C)
but H1 (Cm \Bρ,C) = 0 and there exists h1 ∈ C
1 (Cm \Bρ,C) such that
∂ log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
= dh1 = ∂h1 + ∂h1 ⇒ ∂h1 = 0 .
Analogously, we have
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i∂∂
[
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
− h1
]
= −id
[
∂ log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
− ∂h1
]
so
∂
[
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
− h1
]
∈ H1 (Cm \Bρ,C)
and then exists h2 ∈ C
1 (Cm \Bρ,C) such that
∂
[
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
− h1
]
= dh2 = ∂h2 + ∂h2 ⇒ ∂h2 = 0 .
Summing up all these data we have
d
[
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
− h1 − h2
]
=∂
[
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
− h1
]
+ ∂
[
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
− h2
]
=0 .
We conclude that on Cm \Bρ
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
= h1 + h2 +K K ∈ R Imh2 = −Imh1
moreover we note that h1, h2 are holomorphic on C
m \ Bρ and by Hartogs extension theorem
they are extendable to functions H1, H2 holomorphic on C
m. Since H1, H2 are holomorphic,
their real and imaginary parts are harmonic with respect to the euclidean metric on Cm and by
assumptions on η we have on Cm \Bρ
ReH1 +ReH2 +K = −m log (2) +O
(
|x|−2−2m
)
.
Since ReH1 +ReH2 +K is harmonic and bounded, Liouville theorem implies it is constant, so
log
(
det
(
(πΓ)
∗ (
π−1
)∗
η
))
= C ⇒ det
(
(πΓ)
∗ (
π−1
)∗
η
)
=
1
2m
We have the following relations
1
m!
(πΓ)
∗
[(
π−1
)∗
η
]∧m
=
1
m!
[
(πΓ)
∗ (
π−1
)∗
η
]∧m
=
1
m!
det
(
(πΓ)
∗ (
π−1
)∗
η
)
dx1 ∧ dx1 ∧ . . . ∧ dxm ∧ dxm
= dµ0 .
So we can compute
Volη (Xρ) =
∫
Xρ
dµη
=
∫
Xρ\π−1(0)
dµη
=
∫
Bρ/Γ\{0}
dµ(π−1)∗η
=
µ
(
S2m−1
)
2m |Γ|
ρ2m
and the lemma follows.
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Let (X, η) be an ALE Ka¨hler space, we define in this setting too weighted Ho¨lder spaces and
weighted Sobolev spaces.
Definition 2.4. Let (X, η) be an ALE Ka¨hler space, let
XR0 = π
−1 (BR0)
with π the canonical surjection to Cm/Γ. Let δ ∈ R, γ ∈ C∞loc (X) defined as
γ (p) := χ (p) + (1− χ (p)) |x (p) | p ∈ X
with χ a smooth cutoff function identically 1 on XR0 and identically 0 on X\X2R0 . The weighted
Sobolev space W k,2δ (X) is the set of functions f ∈ L
1
loc(X) such that
‖f‖Wk,2
δ
(X) :=
√√√√ k∑
j=0
∫
X
|γ−δ+j∇jf |
2
η dµη < +∞ .
Definition 2.5. Let (X, η) be an ALE Ka¨hler space, let
XR0 = π
−1 (BR0)
with π the canonical surjection to Cm/Γ. Let δ ∈ R, α ∈ (0, 1), the weighted Ho¨lder space
Ck,αδ (X) is the set of functions f ∈ C
k,α
loc (X) s.t.
‖f‖Ck,α
δ
(X) := ‖f‖Ck,α(XR0)
+ sup
R≥R0
R−δ ‖f (R·)‖Ck,α(AΓ1 )
< +∞ .
Remark 2.3. It is easy to see that the space Ck,αδ (X) is a separable Banach space and W
k,2
δ (X)
is a separable Hilbert space. We also note that we have the inclusion
Ck,αδ (X) ⊆W
k,2
δ′+m (X) δ
′ > δ .
For ALE Ka¨hler spaces holds true a result analogous to Proposition 2.2.
Proposition 2.6. Let (X, η) an ALE Ka¨hler space that is scalar flat. Let δ ∈ (0, 1) then
Lη : C
4,α
4−2m+δ (X) −→ C
0,α
−2m+δ (X)
is surjective and the inverse is bounded. Let δ ∈ R with
δ 6= l +m, 4−m− l l ∈ N .
We define the operator Lδ between weighted Sobolev spaces
Lδ := Lη :W
4,2
δ (X)→ L
2
δ−4 (X) .
Then its adjoint operator with respect to the bilinear pairing
< ·, · >η : L
2
δ (X)× L
2
−δ (X)→ R
defined as
< f, g >η:=
∫
X
f g d µη
is L−δ
L−δ := Lη :W
4,2
4−δ (X)→ L
2
−δ (X) .
Moreover Lδ is a Fredholm operator and
Lη :W
4,2
δ (X)→ im (Lη)
has a bounded inverse.
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The proof of the above result is an easy consequence of the theory developed in Chapter 12
in [Pac08]. We focus now on asymptotic expansions of various operators on ALE spaces.
Lemma 2.3. Let (X, η) be an ALE-Ka¨hler space that is Ricci-flat. Then on the coordinate chart
at infinity we have the following expansions
• for the inverse of the metric ηij¯
ηij¯ = 2
[
δij¯ −
2cΓ (m− 1)
|x|2m
(
δij¯ −m
xixj
|x|2
)
+O
(
|x|−2−2m
)]
; (2.5)
• the unit normal vector to the sphere |x| = ρ
ν =
(
xi∂i + xi∂i
)
|x|
[
1 +
cΓ (m− 1)
2
|x|2m
]
+O
(
|x|−2−2m
)
; (2.6)
• the laplacian ∆η
∆η = ∆−
2cΓ (m− 1)
|x|2m
∆+
8cΓ (m− 1)m
|x|2m+2
xixj∂j∂i +O
(
|x|−2−2m
)
. (2.7)
Proof. The proof of the lemma is a series of computations. We start with the inverse of the
metric η
δki = ηij¯η
kj¯
=
[
δij¯
2
− cΓ∂i∂j |x|
2−2m +O
(
|x|−2−2m
)]
ηkj¯
=
[
δij¯
2
− cΓ∂i∂j |x|
2−2m +O
(
|x|−2−2m
)] [
2δkj¯ +Xkj¯
]
= δki − 2cΓ∂i∂k|x|
2−2m +
Xki¯
2
+O
(
|x|−2−2m
)
.
We then have
Xki¯ = 4cΓ∂i∂k|x|
2−2m +O
(
|x|−2−2m
)
,
ηij¯ = 2δij¯ + 4cΓ∂j∂i|x|
2−2m +O
(
|x|−2−2m
)
.
Now we expand the unit normal to the sphere |x| = ρ. By definition we have
ν =
∇η |x|
2∣∣∣∇η |x|2∣∣∣
η
and we compute the various quantities involved. We have for f ∈ C1 (X,R)
∇ηf = ∂
♯f + ∂
♯
f ,
∂♯f = ηij¯∂jf∂i ,
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∂♯|x|2 = ηij¯∂j |x|
2∂i
= ηij¯xj∂i
= 2xi∂i + 4cΓx
j∂j∂i|x|
2−2m∂i +O
(
|x|−1−2m
)
= 2xi∂i + 4cΓx
j
[
(1−m)
|x|2m
δji¯ +
m (m− 1)
|x|2m+2
xjxi
]
∂i +O
(
|x|−1−2m
)
= 2xi∂i +
4cΓ (1−m)
|x|2m
xi∂i +
4cΓm (m− 1)
|x|2m+2
xi∂i +O
(
|x|−1−2m
)
= 2
[
1 +
2cΓ (m− 1)
2
|x|2m
]
xi∂i +O
(
|x|−1−2m
)
,
∇η|x|
2 = 2
[
1 +
2cΓ (m− 1)
2
|x|2m
](
xi∂i + xi∂i
)
+O
(
|x|−1−2m
)
,
∣∣∣∇η |x|2∣∣∣2
η
= 2
∣∣∣∂♯ |x|2∣∣∣2
η
= 2ηij¯∂j |x|
2ηik¯η
lk¯∂l|x|
2
= 2∂j |x|
2ηlj¯∂l|x|
2
= 2xjηlj¯xl
= 2
[
2|x|2 + 4cΓx
jxl∂j∂l|x|
2−2m +O
(
|x|−2m
)]
= 2
[
2|x|2 +
4cΓ (1−m)
|x|2m−2
+
4cΓ (m− 1)m
|x|2m−2
+O
(
|x|−2m
)]
= 2
[
2|x|2 +
4cΓ (m− 1)
2
|x|2m−2
+O
(
|x|−2m
)]
= 4|x|2
[
1 +
2cΓ (m− 1)
2
|x|2m
+O
(
|x|−2m
)]
.
So we have
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ν =
∇η|x|
2√
|∇η|x|2|
2
=
2
[
1 + 2cΓ(m−1)
2
|x|2m
] (
xi∂i + xi∂i
)
+O
(
|x|−1−2m
)√
4|x|2
[
1 + 2cΓ(m−1)
2
|x|2m +O (|x|
−2−2m)
]
=
2
[
1 + 2cΓ(m−1)
2
|x|2m
] (
xi∂i + xi∂i
)
+O
(
|x|−1−2m
)
2|x|
√[
1 + 2cΓ(m−1)
2
|x|2m +O (|x|
−2−2m)
]
=
[
1 + 2cΓ(m−1)
2
|x|2m
] (
xi∂i + xi∂i
)
+O
(
|x|−1−2m
)
|x|
√[
1 + 2cΓ(m−1)
2
|x|2m +O (|x|
−2−2m)
]
=
(
xi∂i + xi∂i
)
|x|

[
1 + 2cΓ(m−1)
2
|x|2m
]
√[
1 + 2cΓ(m−1)
2
|x|2m +O (|x|
−2−2m)
]
+ O
(
|x|−1−2m
)
|x|
√[
1 + 2cΓ(m−1)
2
|x|2m +O (|x|
−2−2m)
]
=
(
xi∂i + xi∂i
)
|x|
[
1 +
cΓ (m− 1)
2
|x|2m
]
+O
(
|x|−1−2m
)
=
[
1 +
cΓ (m− 1)
2
ρ2m
]
∂ρ +O
(
|x|−2−2m
)
.
We now calculate the expansion of ∆η
∆η = 2η
ij¯∂j∂i
= ∆+ 8cΓ∂j∂i|x|
2−2m∂i∂j +O
(
|x|−2−2m
)
.
We conclude this section with an observation regarding ker (Lδ) that will be useful in Chapter
3.
Proposition 2.7. Let (X, η) be a Ricci-flat ALE Ka¨hler manifold that is a crepant resolution
of Cm/Γ with Γ ⊳ SU(m), δ ∈ (m+ 1,m+ 2), then
ker (Lδ) = R .
Proof. Let f ∈ ker (Lδ), by standard elliptic regularity we have that f ∈ C
ω
loc (X). On X \XR ≃
(Cm \BR) /Γ we consider the Fourier expansion of f
f =
+∞∑
k=0
f (k) (|x|)φk
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with f (k) ∈ Cn,αδ−m ([R,+∞)) for any n ∈ N and this sum is C
n,α-convergent on compact sets.
Then, using expansions(2.5), (2.6),(2.7), we have on X \XR
0 =∆2ηf
=∆2f + |x|−2mL4 (f) + |x|
−1−2mL3 (f) + |x|
−2−2mL2 (f)
=∆2
[
+∞∑
k=0
f (k) (|x|)φk
]
+ |x|−2mL4 (f) + |x|
−1−2mL3 (f) + |x|
−2−2mL2 (f)
=
+∞∑
k=0
∆2
(
f (k) (|x|)φk
)
+ |x|−2mL4 (f) + |x|
−1−2mL3 (f) + |x|
−2−2mL2 (f)
=
+∞∑
k=0
Λ2k
(
f (k) (|x|)
)
φk + |x|
−2mL4 (f) + |x|
−1−2mL3 (f) + |x|
−2−2mL2 (f)
with
Λkϕ = ∂
2
ρϕ+
(2m− 1)
ρ
∂ρϕ−
k (k + 2m− 2)
ρ2
ϕ
and Lk differential operators of order k and uniformly bounded coefficients. We have the
equation
+∞∑
k=0
Λ2k
(
f (k) (|x|)
)
φk = −|x|
−2mL4 (f)− |x|
−1−2mL3 (f)− |x|
−2−2mL2 (f)
that implies
Λ2kf
(k) ∈ Cn,αδ−3m−4 (R) k ≥ 0 .
Suppose
lim sup
|x|→+∞
|f | > 0 ,
since f (k) ∈ Cn,αδ−m (R) the only possibilities are
f (0) (ρ) = c0 + ϕ0 (ρ)
f (1) (ρ) = (ρ+ ϕ1 (ρ))φ1
with ϕ0, ϕ1 ∈ C
n,α
δ−3m (R) and c0 ∈ R. But there aren’t φ1 that are Γ-invariant, so the only
possibility is that
f0 (ρ) = c0 + ϕ0 (ρ) .
We now show that f is actually constant, indeed f − c0 ∈ C
n,α
δ−3m (X) and
Lη (f − c0) =
1
2
∆2η (f − c0) = 0
so by Proposition 2.6 we can conclude
f − c0 ≡ 0 .
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84
Chapter 3
Construction of the families of
metrics
In this chapter we prove the existence of the families of cscK metrics on truncated manifolds.
We follow steps 5 to 15 we illustrated in Chapter 1.
3.1 Construction of the family of CscK metrics on the orb-
ifold
In this section we work out the details of steps 5 to 12. Indeed we build the function Fob,hk. We
recall that we want Fob,hk to have the following features:
1. near points p should have an expansion of type
−bˆ2mj ε
2m|z|2−2m +O
(
ε2m|z|4−2m
)
2. should depend on and prescribe its behavior at ∂Mrε ;
3. the resulting metric gb,hk should have constant scalar curvature on Mrε .
To fulfill these requirements we build the function Fob,hk by blocks:
F
o
b,hk = H
b
hk + H˜
o
hk + f
o
b,hk
and in particular
1. Hbhk will be the ‘skeleton’ of F
o
b,hk and will satisfy the first requirement;
2. H˜ohk will prescribe the behavior at ∂Mrε ;
3. fob,hk will be the correction term assuring that the scalar curvature of the new metric is
constant.
We recall that we want
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• gb,hk to have, on B2rε (pj) \Brε (pj), the expansion in rescaled coordinates
ωgb,hk =i∂∂
(
r2ε |w|
2
2
+ ψg (rεw)
)
+bˆ2mj cΓjε
2mi∂∂
(
−r2−2mε |w|
2−2m +
(m− 1) sgr
4−2m
ε
2 (m− 2)m (m+ 1)
|w|4−2m
)
+ i∂∂
(
ε2b¯2jχr0,pjψηj
(
rεw
b¯jε
)
+Hohjkj (w)
)
+O
(
ε2mr4−2mε
)
;
• ηbˆj ,h˜j k˜j to have, on XRε
bˆj
,j \X Rε
2bˆj
,j , the expansion in rescaled coordinates
ωη
bˆj ,h˜j k˜j
=i∂∂
(
r2ε |w|
2
2
+ ψg (rεw)
)
+bˆ2mj cΓjε
2mi∂∂
(
−r2−2mε |w|
2−2m +
(m− 1) sgr
4−2m
ε
2 (m− 2)m (m+ 1)
|w|4−2m
)
+ ε2i∂∂
(
bˆ2jψηj
(
Rεw
bˆj
)
+HI
h˜j k˜j
(w)
)
+O
(
rσεR
−2m+δ
ε
)
.
So we match perfectly (by construction) the first two lines (the terms written in blue) of
the above expansions. Moreover we want that Hohjkj , ε
2HI
h˜j k˜j
as functions of ε dominate all the
other terms we don’t match perfectly by construction. We recall that in section 1.6 there is the
guide line for the proof of Theorem 1.7 and in section 1.7 there are notations and the definitions
of cutoff functions we use.
3.1.1 Construction of H˜o
hk
This is step 7. To construct the block that prescribes the behavior at ∂Mrε we will use outer
biharmonic extension of Γ-invariant functions on the sphere. The choice of biharmonic extensions
is suggested by the shape of operator Lg in Ka¨hler coordinates at a point. Its most relevant part
is indeed the euclidean biharmonic operator.
We set
Bα :=
{
(h,k) ∈ C4,α(∂B1)
N × C2,α(∂B1)
N |hj , kj are Γj − invariant
}
and B (κ, β, σ) ⊂ Bα the set of functions
(h,k) ∈ Bα
such that their means h
(0)
j , k
(0)
j
h
(0)
j :=
1
µ (S2m−1)
∫
S2m−1
hjdµ0 k
(0)
j :=
1
µ (S2m−1)
∫
S2m−1
kjdµ0
satisfy the estimate ∣∣∣h(0)j ∣∣∣ , ∣∣∣k(0)j ∣∣∣ ≤ κrβε
and their “non-radial parts” h
(†)
j , k
(†)
j
h
(†)
j := hj − h
(0)
j k
(†)
j := kj − k
(0)
j
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satisfy the estimate ∥∥∥h(†)j ∥∥∥
C4,α(S2m−1)
,
∥∥∥k(†)j ∥∥∥
C2,α(S2m−1)
≤ κrσε
with
rσε = ε
2m+4r−2−2m−τε τ > 0
rβε = ε
4m+2r−4m−τε τ > 0
and κ ∈ R+ to be determined. From now on (h,k) ∈ B (κ, β, σ). We indicateHohk the biharmonic
extension on Cm \B1 of functions h, k ∈ Bα gven by the solution of the boundary problem
∆2Hohk = 0 w ∈ C
m \B1
Hohk = h w ∈ ∂B1
∆Hohk = k w ∈ ∂B1
and it has the following expansion
Hoh,k :=
+∞∑
γ=0
((
h(γ) +
k(γ)
4(m+ γ − 2)
)
|w|2−2m−γ −
k(γ)
4(m+ γ − 2)
|w|4−2m−γ
)
φγ .
We recall that with h(γ)φγ , k
(γ)φγ we mean the projection of h, k onto the γ-th eigenspace of
∆S2m−1 with the orthonormal basis
{
φ¯γ,1, . . . , φ¯γ,Nγ
}
. We recall also that if the group Γ is non
trivial then we have no φ1 in the above summations. We define
Hˆohk :=
+∞∑
γ=2
((
h(γ) +
k(γ)
4(m+ γ − 2)
)
|w|2−2m−γ −
k(γ)
4(m+ γ − 2)
|w|4−2m−γ
)
φγ
and we can finally construct H˜ohk ∈ C
4,α (Mrε)
H˜ohk :=
N∑
j=1
χj,r0Hˆ
o
hj ,kj
(
z
rε
)
.
We didn’t involve
h(0) :=
(
h
(0)
1 , . . . , h
(0)
N
)
k(0) :=
(
k
(0)
1 , . . . , k
(0)
N
)
in the construction of H˜ohk on purpose, this is a trick to have better estimates when we will look
for fob,hk. We will use h
(0),k(0) in the construction of the skeleton solution
3.1.2 Construction of the skeleton Hb
hk
Let (M, g) be the base m-dimensional cscK orbifold with isolated singularities and let
p = {p1, . . . , pN}
be its N singular points admitting a crepant resolution. We fix once and for all a L2-orthonormal
basis for ker (Lg)
ker (Lg) = 〈1, ϕ1, . . . , ϕd〉 .
Suppose points p satisfy the following conditions:
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1. N ≥ d+ 1 = dim (ker (Lg));
2. the d×N matrix
∆Φ (p)i,j := [∆gϕi (pj) + sgϕi (pj)]
has full rank and so there exist right inverses for ∆Φ (p). We now choose a particular one
∆Φ (p)
−1
r := ∆Φ (p)
∗ (
∆Φ(p)∆Φ (p)
∗)−1
;
3. there exist b := (b1, . . . , bN ) ∈ R
N
+ s.t.
∆Φ (p)b = 0 .
From now on we will call these set of conditions BAL(p) with coefficients b.
Remark 3.1. We want to point out that the conditions above are a special case of conditions 2.3
and 2.4 of Proposition 2.5 and will allow us to construct an inverse for the operator Lg between
suitable spaces.
We are ready for step 6 that is the following lemma.
Lemma 3.1. Suppose we have p that satisfy BAL(p) with coefficients b.For ε << 1 we can
find a function Hb ∈ C∞loc (Mp) with the following properties:
• satisfies in Mp
LgH
b −
(m− 1) sg
Volg (M)
N∑
j=1
bjcΓj
µ
(
S2m−1
)
Γj
= 0 ;
• near points of p has expansion
Hb (z) =− bjcΓj
(
|z|2−2m −
(m− 1) sg
2m (m+ 1) (m− 2)
|z|4−2m
)
+ (φ2 + φ4) |z|
4−2m + |z|5−2m
K∑
h=1
φ˜2h+1 +O
(
|z|6−2m
)
with φq eigenfunctions of ∆S2m−1 relative to eigenvalues −q (2m− 2 + q).
Proof. Finding a function Hb with the above properties means solving the equation
Lgu−
(m− 1) sg
Volg (M)
N∑
j=1
bjcΓj
µ
(
S2m−1
)
|Γj |
= − (m− 1)
N∑
j=1
bjcΓj
µ
(
S2m−1
)
|Γj |
[
∆gδpj + sgδpj
]
.
This equation has solution if its right hand side is “L2-orthogonal” to ker (Lg). This translates
to the linear system of equations
∆Φ (p)b = 0
that are satisfied by assumptions, so by Proposition 2.5 we have the existence of Hb.
From now on we will denote
Sg (b) :=
(m− 1) sg
Volg (M)
N∑
j=1
bjcΓj
µ
(
S2m−1
)
|Γj |
.
As we explained in step 7, we modify a little Hb.
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Lemma 3.2. Suppose we have p that satisfy BAL(p) with coefficients b. Let h(0), k(0) ∈ RN
such that ∣∣∣h(0)j ∣∣∣ , ∣∣∣k(0)j ∣∣∣ ≤ κrβε .
We can find
b˜ ∈ RN
and a function Hbhk ∈ C
∞
loc (Mp) ∩ C
4,α
2−2m (Mp) with the following properties.
• Coefficients b˜ satisfy |b˜− b| < Cr2m−4+βε ε
−2m.
• The function Hbhk satisfies in Mp
LgH
b
hk − Sg (b) + S
′
g
(
b,h(0), k(0)
)
= 0
with
∣∣∣S′g (b,h(0), k(0))∣∣∣ < Cr2m−4+βε ε−2m.
• The function Hbhk satisfies near points of p has expansion
Hbhk (z) =− cΓj b˜j
(
|z|2−2m −
(m− 1) sg
2m (m+ 1) (m− 2)
|z|4−2m
)
+
(
h
(0)
j +
k
(0)
j
4(m− 2)
)
r2m−2ε ε
−2m|z|2−2m
−
k
(0)
j
4(m− 2)
r2m−4ε ε
−2m|z|4−2m
+ (φ2 + φ4) |z|
4−2m + |z|5−2m
K∑
h=1
φ2h+1 +O
(
|z|6−2m
)
with φq eigenfunctions of ∆S2m−1 relative to eigenvalues −q (2m− 2 + q).
Proof. We set b˜ = b+ b′ and
C (ε) :=
(m− 1) r2m−4ε µ
(
S2m−1
)
ε2mVolg (M)
,
S
′
g
(
b,h(0),k(0)
)
:=− Sg
(
b′
)
+
N∑
j=1
C (ε)
|Γj |
[(
m2 −m+ 2
)
sgr
2
ε
m (m+ 1)
(
h
(0)
j +
k
(0)
j
4 (m− 2)
)
+ k
(0)
j
]
.
We look for a function such that
Lgu =− S
′
g
(
b,h(0),k(0)
)
− (m− 1)µ
(
S2m−1
) N∑
j=1
cΓj b˜j
|Γj |
(
∆gδpj + sgδpj
)
+ C (ε) r2ε
N∑
j=1
1
|Γj |
(
h
(0)
j +
k
(0)
j
4 (m− 2)
)(
∆gδpj +
(
m2 −m+ 2
)
sg
m (m+ 1)
δpj
)
+ C (ε)
N∑
j=1
k
(0)
j
|Γj |
δpj .
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We define
c :=
(
b′j
Γj
)
and to solve the above PDE we only have to find a solution to a linear system of the form
∆Φc+ r2m−2ε ε
−2mM1
(
h(0) +
k(0)
4(m− 2)
)
+ r2m−4ε ε
−2mM2k
(0) = 0
with M1,M2 real d×N matrices not depending on ε. Using the right inverse ∆Φ (p)
−1
r we have
c = −r2m−2ε ε
−2m∆Φ(p)
−1
r M1
(
h(0) +
k(0)
4(m− 2)
)
+ r2m−4ε ε
−2m∆Φ(p)
−1
r M2k
(0)
and
|b′| < r2m−4+βε ε
−2m .
By Proposition 2.5 we have the existence of u and setting
Hbhk := H
b + u
we get our desired function.
Remark 3.2. We want to point out that the quantities(
h
(0)
j +
k
(0)
j
4(m− 2)
)
r2m−2ε ε
−2m ,
k
(0)
j
4(m− 2)
r2m−4ε ε
−2m
are positive powers of ε and so we have
lim
ε→+0
b˜j = bj .
Let now (Xj , ηj) the Ricci flat ALE Ka¨hler space associated to the pj . On Xj \ XR0,j we
have a potential for the metric ηj of the form
|x|2
2
− cΓj |x|
2−2m + ψηj (x) ,
ψηj (x) = O
(
|x|−2m
)
.
As explained in step 8 we build our skeleton solution, we set
b¯j :=
2m
√
b˜j ,
H
b
hk := ε
2mHbhk +
N∑
j=1
ε2b¯2j χ˜j,r0ψηj
(
z
b¯jε
)
(3.1)
This is a “natural choice” of perturbation, since in a small ball Br0(pj) the operator sg (·) is
very close (in some suitable sense) to s0 (·), and we have by assumptions that
s0
(
−cΓj |z|
2−2m + ψηj
)
= 0 on Cm \BR0 .
So, in the small annuli Br0 \Brε , we correct our background metric with something that doesn’t
affect so much the scalar curvature, indeed it stays very close to the initial one. This construction
has been inspired to the one Szekelyhidi performs in [Sze´12], in the case of blow ups.
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3.1.3 Construction of f o
b,hk and the fixed point argument
We have come to step 10. Now that we have Hbhk and H˜
o
hk we want to find the last term. To do
this we now derive an equation for fob,hk and we will solve it by using the Banach-Caccioppoli
fixed point theorem in suitable Banach Spaces. We start from
ωgb,hk = ωg + i∂∂
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
and we want that
sgb,hk = sg + ν with ν ∈ R
on Mrε . Since we want to construct ωgb,hk as a small perturbation of ωg we can expand the term
in the left hand side and we have
sg − LgH
b
hk − LgH˜
o
hk − Lgf
o
b,hk +Qg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
= sg + ν .
After simplifying and reordering terms we have
Lgf
o
b,hk + ν =− LgH˜
o
hk − LgH
b
hk +Qg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
=− LgH˜
o
hk − Lg
(
H
b
hk − ε
2mHbhk
)
− ε2mSg (b) + ε
2mS
′
g
(
b,h(0),k(0)
)
+Qg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
.
We now set
ν′ := ν + ε2mSg (b)− ε
2mS
′
g
(
b,h(0),k(0)
)
and so we want to solve on Mrε the following equation
Lgf
o
b,hk + ν
′ = −LgH˜
o
hk − Lg
(
H
b
hk − ε
2mHbhk
)
+Qg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
.
We have to choose a functional space in which we can solve this equation and such that we can
gain some informations on the ε-growth of the solution. We would like to to set up our problem
in weighted Ho¨lder spaces C4,α4−2m+τ (Mp) but we have an equation defined only on Mrε . To
overcome this difficulty we introduce a truncation/extension operator between weighted spaces.
Definition 3.1. Let f ∈ C0,αδ (M) we define Erε : C
0,α
δ (M)→ C
0,α
δ (M)
Erε (f) :

f (z) z ∈ B2rε \Brε
f
(
rε
z
|z|
)
χ1
(
|z|
rε
)
z ∈ Brε \Brε/2
0 z ∈ Brε/2
The equation we want to solve is
Lgf
o
b,hk + ν
′ = −ErεLgH˜
o
hk − ErεLg
(
H
b
hk − ε
2mHbhk
)
+ ErεQg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
. (3.2)
To carry on our constructon we need the following (crucial) technical result. This is a conse-
quence of Proposition 2.5 indeed we use a specialized form of conditions (2.3) and (2.4).
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Proposition 3.1. Let points p satisfy BAL(p), let δ ∈ (4 − 2m, 0) and f ∈ C0,αδ−4 (Mp). Then
there exist u⊥ ∈ C4,αδ (Mp) ∩ ker (Lg)
⊥
such that
Lg
(
u⊥
)
= f⊥
with
f⊥ := f −
1
Volg (M)
∫
M
fdµg −
d∑
i=1
ϕi
∫
M
fϕidµg
and H ∈ C∞2−2m (Mp) ∩ C
∞
loc (Mp) such that on Mp satisfies
Lg (H) + d0 (f) =
N∑
j=1
dj (f) cΓj
µ
(
S2m−1
)
|Γj |
[
∆gδpj + sgδpj
]
+
d∑
l=1
ϕl
∫
M
fϕldµg
with d0 (f) , . . . , dN (f) ∈ R depending on f . Moreover we have the estimates∥∥u⊥∥∥
C4,α
δ
(Mp)
≤ C (g, δ) ‖f‖C0,α
δ−4(Mp)
,
‖H‖C4,α2−2m(Mp)
≤ C (g, δ) ‖f‖C0,α
δ−4(Mp)
.
Proof. We want to solve on Mp the equation
Lg (u) = f −
1
Volg (M)
∫
M
fdµg
and to reach this goal we will split this equation in a couple of equations. Let
f⊥ := f −
1
Volg (M)
∫
M
fdµg −
d∑
i=1
ϕi
∫
M
fϕidµg
then by Proposition 2.2 there exist u⊥ ∈ C4,αδ (Mp) ∩ ker (Lg)
⊥
Lg
(
u⊥
)
= f⊥
and ∥∥u⊥∥∥
C4,α
δ
(Mp)
≤ C ‖f‖C0,α
δ−4(Mp)
.
The other equation we want to solve is
Lg (H) + d0 =
N∑
j=1
djcΓj
µ
(
S2m−1
)
|Γj |
[
∆gδpj + sgδpj
]
+
d∑
l=1
ϕl
∫
M
fϕldµg
for some constants dj that we want to determine. Since BAL(p) is satisfied we can use ∆Φ (p)
−1
r
to find dj such that the right hand side of the above equation is orthogonal to ker (Lg), indeed
dj =
(
∆Φ(p)
−1
r
)
jk
∫
M
fϕkdµg
do the job. Now the existence of H and its estiamtes follow from Proposition 2.5.
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In the preceding proposition we used particular functions in C∞loc (Mp) to make Lg surjective
on functions on f ∈ C0,αδ−4 (Mp) with vanishing mean. We now select a finite dimensional subspace
D ⊂ C∞2−2m (Mp) that will make Lg surjective on functions on f ∈ C
0,α
δ−4 (Mp) with vanishing
mean. Let c ∈ Rd fixed, we define d ∈ RN as
d = ∆Φ(p)
−1
r c
and so the equation
Lg (Hc) +
(m− 1) sg
Volg (M)
N∑
j=1
djcΓj
µ
(
S2m−1
)
|Γj |
=
N∑
j=1
djcΓj
µ
(
S2m−1
)
|Γj |
[
∆gδpj + sgδpj
]
+
d∑
l=1
clϕl
is solvable with a unique solution Hc.
Definition 3.2. We define the deficiency space D ⊂ C4,α2−2m (Mp) ∩ C
∞
loc (Mp)
D :=
{
Hc ∈ C
4,α
2−2m (Mp) ∩ C
∞
loc (Mp) | c ∈ R
d
}
so D is a real d-dimensional vector space. We use D to “extend” C4,αδ−4 (Mp), that is, we consider
the space
C4,αδ (Mp)⊕D .
We define a norm of for this space in the following manner, let f +Hc ∈ C
0,α
δ (Mp)⊕D then
‖f +Hc‖C0,α
δ
(Mp)⊕D
:= ‖f‖C0,α
δ
(Mp)
+ ‖Hc‖C4,α2−2m(Mp)
We can rephrase Proposition 3.1 in the following form.
Proposition 3.2. Let points p satisfy BAL(p), let δ ∈ (4 − 2m, 0) and
(
C0,αδ−4 (Mp)
)
0
⊆
C0,αδ−4 (Mp) the set of functions f ∈ C
0,α
δ−4 (Mp) such that∫
M
f dµg = 0 .
There exist a continuous inverse for Lg
Gδ :
(
C0,αδ−4 (Mp)
)
0
→ C4,αδ (Mp)⊕D
with
‖Gδ (f)‖C4,α
δ
(Mp)⊕D
≤ C (g, δ) ‖f‖C0,α
δ−4(Mp)
.
In light of proposition 3.2 we want to solve equation (3.2) for a particular value of ν′, that is
ν′ =
1
Volg (M)
∫
M
[
−ErεLgH˜
o
hk − ErεLg
(
H
b
hk − ε
2mHbhk
)
+ ErεQg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)]
dµg
From now on, our weight δ we will be of the form
δ = 4− 2m+ τ τ ∈
(
0,
1
(m+ 2)
2
)
.
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We make this choice of τ in order to get, when we will perform the data matching, estimates
(4.5) and (4.6). To find our fob,hk we define a nonlinear operator
N : C4,α4+τ−2m (Mp)⊕D ×B (κ, β, σ)→ C
4,α
4+τ−2m (Mp)⊕D ,
N (f,h,k) =Gτ
[
−ErεLgH˜
o
hk − ErεLg
(
H
b
hk − ε
2mHbhk
)
+ ErεQg
(
H
b
hk + H˜
o
hk + f
)
− ν′ (f)
]
with
Gτ := G4+τ−2m :
(
C0,ατ−2m (Mp)
)
0
→ C4,α4+τ−2m (Mp)⊕D
the map introduced in Proposition 3.2 and
ν′ (f) :=
1
Volg (M)
∫
M
[
−ErεLgH˜
o
hk − ErεLg
(
H
b
hk − ε
2mHbhk
)
+ ErεQg
(
H
b
hk + H˜
o
hk + f
)]
dµg .
To reach our goal we have to find a fixed point for N . The main tool we’ll use to do this is
the Banach-Caccioppoli fixed point theorem. If we fix (h,k) ∈ Bα we need to find a subset (a
ball) of C4,α4+τ−2m (Mp)⊕D in which N (·,h,k) is contractive. We now estimate
• ‖N (0,h,k)‖C4,α4+τ−2m(Mp)⊕D
• the lipschitz constant of N (·,h,k) on a domanin of C4,α4+τ−2m (Mp)⊕D
• the lipschitz constant of N (f, ·, ·) on B (κ, β, σ)
To get more refined estimates we will consider this equivalent expression for N
N (f,h,k) = Gτ
[
−ErεLgH˜
o
hk + Erε
(
−Lg
(
H
b
hk − ε
2mHbhk
)
+Qg
(
H
b
hk
))
+Erε
(
Qg
(
H
b
hk + H˜
o
hk + f
)
−Qg
(
H
b
hk
))
+ ν′ (f)
]
Definition 3.3. Let Ω be an open domain with compact closure of a smooth manifold and let
f ∈ Ck,α (Ω). We denote with OCk,α(Ω) (f) a generic C
k,α (Ω) function such that∥∥OCk,α(Ω) (f)∥∥Ck,α(Ω) = ‖f‖Ck,α(Ω) .
We begin with the following.
Lemma 3.3. Let (h, k) ∈ B (κ, β, σ), then we have∥∥∥ErεLgH˜ohk∥∥∥
C0,ατ−2m(Mp)
≤ C (g)
∥∥∥h†, k†∥∥∥
Bα
r2m−(2+τ)ε .
Proof. We recall that in a ball B2r0(pi) we have that
Lg =
∆2
2
+ L˜g .
We want to estimate ∥∥∥ErεLgH˜ohk∥∥∥
C0,ατ−2m(Mp)
.
We compute
Lgχj,r0Hˆ
o
hjkj =
1
2
∆2χj,r0Hˆ
o
hjkj + L˜gχj,r0Hˆ
o
hjkj .
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We recall that
Hˆoh,k (w) =
+∞∑
γ=2
((
hγ +
kγ
4(m− 2 + γ)
)
|w|2−2m−γ −
kγ
4(m− 2 + γ)
|w|4−2m−γ
)
φγ .
On Mr0 we have
Lgχj,r0Hˆ
o
hjkj = r
2m−2+σ
ε OC0,α
(
A
Γj
2
) (1)
and so ∥∥∥LgH˜ohk∥∥∥
C0,α(Mr0)
≤ C (g)κr2m−2+σε .
Now we give an estimate of the weighted part of the norm. On B2ρ (pj) \Bρ (pj) we have
LgH˜
o
hk (ρw) =LgHˆ
o
hjkj
(
ρw
rε
)
=L˜gHˆ
o
hjkj
(
ρw
rε
)
=r2m−2+σε ρ
−2mO
C1
(
A
Γj
2
) (1 + rερ) ,
so we can conclude that
sup
1≤j≤N
ρ∈[rε,r0]
ρ2m−τ
∥∥∥LgH˜ohk (ρ·)∥∥∥
C0,α
(
A
Γj
2
) ≤ C (g)
∥∥∥h†,k†∥∥∥
Bα
r2m−(2+τ)ε
and the lemma follows.
We now give an estimate of the quantity∥∥Erε (−Lg (Hbhk − ε2mHbhk)+Qg (Hbhk))∥∥C0,ατ−2m(Mp) .
Lemma 3.4. Let α ∈ (0, 1), (h, k) ∈ B (κ, β, σ) Then the followng estimate holds∥∥Erε (−Lg (Hbhk − ε2mHbhk)+Qg (Hbhk))∥∥C0,ατ−2m(Mp) ≤ Cε2m+2r−(2+τ)ε .
Proof. We note that, on Mr0 , using estimate (1.8) of Lemma 1.8 we have
−Lg
(
H
b
hk − ε
2mHbhk
)
+Qg
(
H
b
hk
)
=ε2b¯2jLgχj,r0ψηj
(
z
b¯jε
)
+Qg
(
H
b
hk
)
=ε2m+2OC0,α(Mr0)
(1)
so we have ∥∥−Lg (Hbhk − ε2mHbhk)+Qg (Hbhk)∥∥C0,α(Mr0) ≤ C (g, ηj) ε2m+2 .
Now we estimate the quantity
sup
ρ∈[rε,r0]
ρ2m−τ
∥∥−Lg (Hbhk − ε2mHbhk) (ρ·) +Qg (Hbhk) (ρ·)∥∥C0,α(AΓj2 ) .
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On B2r0 , using Lemma 1.3, we have
−Lg
(
H
b
hk − ε
2mHbhk
)
+Qg
(
H
b
hk
)
=− ε2b¯2jLg
(
ψηj
(
z
b¯jε
))
+Qg
(
H
b
hk
)
=−
1
2
∆2
(
−cΓj b¯
2m
j ε
2m|z|2−2m
)
− ε2b¯2jLg
(
ψηj
(
z
b¯jε
))
+Qg
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
+Qg
(
H
b
hk
)
−Qg
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
=−
1
2
∆2
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
− ε2b¯2j L˜g
(
ψηj
(
z
b¯jε
))
+Q0
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
+ Q˜2g
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
+Qg
(
H
b
hk
)
−Qg
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
=s0
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
− ε2b¯2j L˜g
(
ψηj
(
z
b¯jε
))
+ Q˜2g
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
+Qg
(
H
b
hk
)
−Qg
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
=− ε2b¯2j L˜g
(
ψηj
(
z
b¯jε
))
+ Q˜2g
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
+Qg
(
H
b
hk
)
−Qg
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
.
In the last lines we can see we have the algebraic cancellation
s0
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
= 0
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due to the fact that the above term is the scalar curvature of the space Xj . This cancellation
let us to have better estimates on fob,hk indeed, if we hadn’t used this trick we would not have
sufficient control on fob,hk to perform the “Data matching”.
We use again Lemma 1.3 and estimate (1.8) on ψηj we have
b¯2jε
2
L˜gψηj
(
ρw
b¯jε
)
= ε2m+2ρ−2m−2O
C0,α
(
A
Γj
2
) (1)
and then
sup
1≤j≤N
ρ∈[rε,r0]
ρ2m−τ
∥∥∥∥b¯2jε2L˜gψηj ( ρb¯jε ·
)∥∥∥∥
C0,α
(
A
Γj
2
) ≤ C (g,η) ε2m+2r−(2+τ)ε .
Using again lemma1.3 and the formula (3.1) defining Hbhk we find that
Q˜2g
(
H
b
hk − ε
2mHbhk
)
(ρw) = ε4mρ−4mO
C0,α
(
A
Γj
2
) (1)
and so
sup
1≤j≤N
ρ∈[rε,r0]
ρ2m−τ
∥∥∥Q˜2g (Hbhk) (ρ·)∥∥∥
C0,α
(
A
Γj
2
) ≤ C (g,η) ε4mr−(2m+τ)ε .
Again, using the shape of s0 we have
s0
(
H
b
hk − ε
2mHbhk
)
− s0
(
−cΓjε
2mb¯2mj |z|
2−2m + ε2b¯2jψηj
(
z
b¯jε
))
=ε4mρ−4mO
C0,α
(
A
Γj
2
) (1)
+ ε2mr2m−4+βε ρ
−4mO
C0,α
(
A
Γj
2
) (1)
so we can conclude that
sup
1≤j≤N
ρ∈[rε,r0]
ρ2m−τ
∥∥∥Q[2]0 (Hbhk) (ρw)−Q[2]0 (Hbhk − ε2mHbhk) (ρw)∥∥∥
C0,α
(
A
Γj
2
) ≤ C (g,η) ε4mr−(2m+τ)ε .
From now on we’ll consider f ∈ C4,α4+τ−2m (Mp)⊕D s.t.
‖f‖C4,α4+τ−2m(Mp)⊕D
≤ 2
∥∥Erε (LgHbhk −Qg (Hbhk))∥∥C0,ατ−2m(Mp) ≤ C (g,η) ε2m+2r−(2+τ)ε .
Remark 3.3. We remark the fact that the subset of C4,α4+τ−2m (Mp)⊕D
‖f‖C4,α4+τ−2m(Mp)⊕D
≤ C (g,η) ε2m+2r−(2+τ)ε
has no dependence on (h,k) but only on background data as metrics g and ηj .
We set moreover
rµε = ε
2m+2r−(2+τ)ε .
97
Chapter 3. Construction of the families of metrics
Lemma 3.5. Let α ∈ (0, 1). Let (h, k) ∈ B (κ, β, σ), let f ∈ C4,α4+τ−2m (Mp)⊕D such that
‖f‖C4,α4+τ−2m(Mp)⊕D
≤ C (g,η) rµε .
Then the followng estimate holds
∥∥∥Erε [Qg (Hbhk + H˜ohk + fob,hk)−Qg (Hbhk)]∥∥∥
C0,ατ−2m(Mp)
≤ C (g,η) ε2mrµ−(2m+2+τ)ε .
Proof. Using Lemma 1.2 we can see easisly that
Qg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
−Qg
(
H
b
hk
)
=
(
ε2mr2m−2+σε + ε
2mrµε + r
4m−4+2σ
ε
)
OC0,α(Mr0)
(1)
and so
∥∥∥Qg (Hbhk + H˜ohk + fob,hk)−Qg (Hbhk)∥∥∥
C0,α(Mr0)
≤C (g,η) ε2mrµε
+ C (g,η)κ
(
ε2mr2m−2+σε + κr
4m−4+2σ
ε
)
.
We compute now the weighted part of the norm. Using again Lemma 1.3, on B2ρ (pj)\Bρ (pj)
we have the following expansion
Qg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
−Qg
(
H
b
hk
)
=Q20
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
+ Q˜2g
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
−Q20
(
H
b
hk
)
− Q˜2g
(
H
b
hk
)
=Q20
(
−cΓj bˆ
2m
j ε
2m|z|2−2m + ε2bˆ2jψηj
(
z
bˆjε
))
+Q20
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
−Q20
(
−cΓj bˆ
2m
j ε
2m|z|2−2m + ε2bˆ2jψηj
(
z
bˆjε
))
+ Q˜2g
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
−Q20
(
H
b
hk
)
+Q20
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
− Q˜2g
(
H
b
hk
)
+Q20
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
.
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Adding and subtracting the same quantities we have
Qg
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
−Qg
(
H
b
hk
)
=−
1
2
∆2
(
−cΓj bˆ
2m
j ε
2m|z|2−2m + ε2bˆ2jψηj
(
z
bˆjε
))
+Q20
(
−cΓj bˆ
2m
j ε
2m|z|2−2m + ε2bˆ2jψηj
(
z
bˆjε
))
+Q20
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
−Q20
(
−cΓj bˆ
2m
j ε
2m|z|2−2m + ε2bˆ2jψηj
(
z
bˆjε
))
+ Q˜2g
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
− Q˜2g
(
H
b
hk
)
−Q20
(
H
b
hk
)
+Q20
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
+
1
2
∆2
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
−Q20
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
+
1
2
∆2
(
ε2bˆ2jψηj
(
z
bˆjε
)
− ε2b¯2jψηj
(
z
b¯jε
))
=Q20
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
−Q20
(
−cΓj bˆ
2m
j ε
2m|z|2−2m + ε2bˆ2jψηj
(
z
bˆjε
))
+ Q˜2g
(
H
b
hk + H˜
o
hk + f
o
b,hk
)
− Q˜2g
(
H
b
hk
)
−Q20
(
H
b
hk
)
+Q20
(
−cΓj b¯
2m
j ε
2m|z|2−2m + ε2b¯2jψηj
(
z
b¯jε
))
+
1
2
∆2
(
ε2bˆ2jψηj
(
z
bˆjε
)
− ε2b¯2jψηj
(
z
b¯jε
))
.
Then
sup
1≤j≤N
ρ∈[rε,r0]
ρ2m−τ
∥∥∥Qg (Hbhk + H˜ohk + fob,hk)−Qg (Hbhk)∥∥∥
C0,α
(
A
Γj
2
) ≤C (g)κε2mrσ−(4+τ)ε
+ C (g) ε2mrµ−(2m+2+τ)ε
+ C (g)κ2r2m+2σ−(6+τ)ε .
Now we want to estimate the lipschitz constant of operator N .
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Lemma 3.6. Let (h, k) ∈ B (κ, β, σ), f, f ′ ∈ C4,α4+τ−2m (Mp)⊕D and
‖f‖C4,α4+τ−2m(Mp)⊕D
, ‖f ′‖C4,α4+τ−2m(Mp)⊕D
≤ C (g,η) rµε
then
‖N (f,h, k)−N (f ′,h, k)‖C4,α4+τ−2m(Mp)⊕D
≤
1
2
‖f − f ′‖C4,α4+τ−2m(Mp)⊕D
.
Proof. We recall that
N (f,h,k)−N (f ′,h,k) =Gτ
[
ErεQg
(
H
b
hk + H˜
o
hk + f
)
− ErεQg
(
H
b
hk + H˜
o
hk + f
′
)
+ ν′ (f)− ν′ (f ′)
]
.
So we only need to estimate the quantity∥∥∥ErεQg (Hbhk + H˜ohk + f)− ErεQg (Hbhk + H˜ohk + f ′)∥∥∥
C0,ατ−2m(Mp)
.
On Mr0 , using Lemma 1.2, we have∥∥∥Qg (Hbhk + H˜ohk + f)−Qg (Hbhk + H˜ohk + f ′)∥∥∥
C4,α(Mr0)
≤C (g, κ,η) r2m−2+σε ‖f − f
′‖C4,α(Mr0)
+ C (g, κ,η) ǫ2m ‖f − f ′‖C4,α(Mr0)
.
For the weighted part of the norm we have
sup
ρ∈[rε,r0]
ρ2m−τ
∥∥∥|Qg (Hbhk + H˜ohk + f)−Qg (Hbhk + H˜ohk + f ′)∥∥∥
C0,α(B2\B1)
≤ D (ε) ‖f − f ′‖C4,α4+τ−2m(Mp)⊕D
with
D (ε) = C (g,η, κ)
(
ǫ2mr−(2m+2+τ)ε + r
σ−4−τ
ε + r
µ−(2m+2+τ)
ε
)
.
By the choice of parameters σ, µ, β, τ , if we choose ε sufficiently small we have the proposition.
Lemma 3.7. Let f ∈ C4,α4+τ−2m (Mp)⊕D with
‖f‖C4,α4+τ−2m(Mp)⊕D
≤ C (g,η) rµε ,
then
N (f, ·, ·) : B (κ, β, σ)→ C4,α4+τ−2m (Mp)⊕D
is lipschiz.
Proof. By Lemma 3.3 we have∥∥∥ErεLgH˜ohk − ErεLgH˜oh′k′∥∥∥
C0,ατ−2m(Mp)
=
∥∥∥ErεLgH˜oh−h′,k−k′∥∥∥
C0,ατ−2m(Mp)
≤C (g,η) r2m−(2+τ)ε
∥∥h− h′,k− k′∥∥ .
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Doing computations completely analogous to Lemma 3.4 and Lemma 3.6 we get∥∥∥ErεQg (Hbhk + H˜ohk + f)− ErεQg (Hbh′k′ + H˜oh′k′ + f)∥∥∥
C0,ατ−2m(Mp)
≤ D (ε)
∥∥h− h′,k− k′∥∥
Bα
with
D (ε) = C (g,η) ε2mr−4−τε
and so the lemma follows.
We can summarize the properties of the operator N in the following result.
Proposition 3.3. Let (h, k) ,
(
h′, k′
)
∈ B (κ, β, σ), f, f ′ ∈ C4,α4+τ−2m (Mp)⊕D such that
‖f‖C4,α4+τ−2m(Mp)⊕D
, ‖f ′‖C4,α4+τ−2m(Mp)⊕D
≤ C (g,η) rµε ,
then
1. ‖N (f,h, k)‖C4,α4+τ−2m(Mp)⊕D
≤ C (g, ηi) r
µ
ε ,
2. ‖N (f,h, k)−N (f ′,h, k)‖C4,α4+τ−2m(Mp)⊕D
≤ 12 ‖f − f
′‖C4,α4+τ−2m(Mp)⊕D
,
3.
∥∥N (f,h, k)−N (f,h′, k′)∥∥
C4,α4+τ−2m(Mp)⊕D
≤ 12
∥∥h− h′, k− k′∥∥
Bα
-
Proof. 1. Follows immediately combining Lemmas 3.3, 3.4, 3.5
2. Is Lemma 3.6
3. Is Lemma 3.7
Now, finally, we can construct our family of CscK metrics gb,hk on Mrε .
Proposition 3.4. Let (h, k) ∈ B (κ, β, σ) then there exist fob,hk ∈ C
4,α
4+τ−2m (Mp)⊕D such that∥∥fob,hk∥∥C4,α4+τ−2m(Mp)⊕D ≤ C (g,η) rµε
and on Mrε
ωgb,hk = ωg + i∂∂F
o
b,hk
is a Ka¨hler metric of constant scalar curvature with∣∣sgb,hk − sg∣∣ ≤ C (g,η) ε2m .
Moreover the metric gb,hk depends continuosly on (h, k) ∈ B (κ, β, σ).
Proof. By Proposition 3.3 we know that for fixed (h,k) ∈ B (κ, β, σ) the operator
N (·,h,k) : C4,α4+τ−2m (Mp)⊕D → C
4,α
4+τ−2m (Mp)⊕D
is contractive on the subset of C4,α4+τ−2m (Mp)⊕D
‖f‖C4,α4+τ−2m(Mp)⊕D
≤ C (g,η) rµε .
101
Chapter 3. Construction of the families of metrics
So by contraction theorem we have a unique fixed point fob,hk ∈ C
4,α
4+τ−2m (Mp)⊕D with∥∥fob,hk∥∥C4,α4+τ−2m(Mp)⊕D ≤ C (g,η) rµε
that by construction has the properties stated in the proposition. The only nontrivial feature is
the continuity of gb,hk with respect to (h,k) ∈ B (κ, β, σ). To prove this property it is sufficient
to prove that fob,hk depend contiunuously on (h,k) ∈ B (κ, β, σ).∥∥fob,hk − fob,h′k′∥∥C4,α4+τ−2m(Mp)⊕D = ∥∥N (fob,hk,h,k)−N (fob,h′k′ ,h′,k′)∥∥C4,α4+τ−2m(Mp)⊕D
≤
∥∥N (fob,hk,h,k)−N (fob,h′k′ ,h,k)∥∥C4,α4+τ−2m(Mp)⊕D
+
∥∥N (fob,h′k′ ,h,k)−N (fob,h′k′ ,h′,k′)∥∥C4,α4+τ−2m(Mp)⊕D
≤
1
2
∥∥fob,hk − fob,h′k′∥∥C4,α4+τ−2m(Mp)⊕D
+ C (g,η, ε)
∥∥h− h′,k− k′∥∥
Bα
and so we can conclude that∥∥fob,hk − fob,h′k′∥∥C4,α4+τ−2m(Mp)⊕D ≤ ∥∥h− h′,k− k′∥∥Bα .
3.2 Construction of the families of metrics on ALE spaces
Now we want to prepare the model spaces Xj ’s for the gluing: we will follow steps 12 to 15.
We want, indeed, to construct families of Ka¨hler metrics that are cscK on big compact sets
and that depend on suitable parameters. As in the base cscK orbifold we will create this family
perturbing the rescaled background metric bˆ2jε
2mωηj with ε
2∂∂FI
bˆj ,h˜j k˜j
with FI
bˆj ,h˜j k˜j
a sufficiently
regular function that we want to build carefully. We want to construct a functions FI
bˆj ,h˜j k˜j
∈
C4,α
(
XRε
bˆj
,j
)
with the following features:
1. on a large annulus XRε
bˆj
,j \X Rε
2bˆj
,j have to be very close to the (suitably rescaled) potential
ψg of g in small neighborhoods of pj ;
2. have to depend on their behavior at ∂XRε
bˆj
,j ;
3. the resulting metrics must constant scalar curvature on XRε
bˆj
,j .
To satisfy these requests, as in the base manifold case we build FI
bˆj ,h˜j k˜j
by blocks:
F
I
bˆj ,h˜j k˜j
= Jbˆ + H˜
I
h˜j k˜j
+ f I
h˜j k˜j
and in particular
1. Jbˆ is the “skeleton” and will satisfy the first request;
2. H˜I
h˜j k˜j
will prescribe the behavior at ∂XRε
bˆj
,j ;
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3. f I
h˜j k˜j
will be the correction term assuring that the scalar curvature is constant.
For the sake of notation, in the rest of the section we will drop everywhere the subscript j
relative to the point pj . We also recall that in section 1.6 there is the guide line to the proof of
Theorem 1.7 and in section 1.7 there are notations and definitions of cutoff functions we will use.
3.2.1 Construction of the skeleton Jbˆ
From now on (X, η) will be a Ricci-flat ALE Ka¨hler manifold. The condition Ric (η) = 0 implies
that
Lη =
∆2η
2
.
Let ψg the local potential of the metric g on a small neighborhood of p ∈ M , we recall that
by Remark 1.2 we can expand ψg in the following way
ψg(z) =
+∞∑
k=0
p4+k (z) .
We consider the functions
χR0p4, χR0p5 ∈ C
∞
loc (X) .
We want to modify these functions in such a way that they are “almost” in ker
(
∆2η
)
. We start
with χR0p4 and calculate
1
2
∆2η (χR0p4) .
By Remark 1.2 equation (1.5), on X \XR0
bˆ
, we have that
∆ηp4 =∆p4 + 8cΓ∂j∂i|x|
2−2m∂i∂jp4 +O
(
|x|−2m
)
=∆p4 + 8cΓ
[
(1−m)
|x|2m
δji¯ +
(m− 1)m
|x|2m+2
xixj
]
∂i∂jp4 +O
(
|x|−2m
)
=∆p4 + 8cΓ
[
(1−m)
4|x|2m
∆p4 +
4 (m− 1)m
|x|2m+2
p4
]
+O
(
|x|−2m
)
and then
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1
2
∆2ηp4 =
∆η
2
(∆ηp4)
=
∆η
2
[
∆p4 −
2cΓ (m− 1)
|x|2m
∆p4 +
32cΓ (m− 1)m
|x|2m+2
p4 + 4θ
′
ij¯∂j∂ip4
]
=
1
2
[
∆2p4 −
2cΓ (m− 1)
|x|2m
∆2p4 +
8cΓ (m− 1)m
|x|2m+2
xixj∂j∂i∆p4
]
+
∆
2
[
−
2cΓ (m− 1)
|x|2m
∆p4 +
32cΓ (m− 1)m
|x|2m+2
p4
]
+O
(
|x|−2m−2
)
=
1
2
[
−2sg +
4cΓ (m− 1)
|x|2m
sg +
8cΓ (m− 1)m
|x|2m
(
−
sg
2m
+ φ˜2
)]
+
∆
2
[
2cΓ (m− 1)
|x|2m−2
(
−
sg (m− 1)
2m (m+ 1)
+ φ˜2 + φ˜4
)]
+O
(
|x|−2m−2
)
= −sg −
1
|x|2m
φ˜2 −
1
|x|2m
φ˜4 +O
(
|x|−2m−2
)
.
Now let
u˜4 = c2χR0 |x|
4−2mφ˜2 + c4χR0 |x|
4−2mφ˜4
with c2, c4 ∈ R such that
1
2
∆2η (χR0p4 − u˜4) + sg = O
(
|x|−2−2m
)
.
So we have
1
2
∆2η (χR0p4 − u˜4) + sg ∈ C
0,α
−2−2m+δ′ (X) with δ
′ ∈ (0, 1) .
We would like to solve the equation
1
2
∆2ηu¯4 =
1
2
∆2η (χR0p4 − u˜4) + sg
with u¯4 ∈ C
0,α
2−2m+δ′ (X) but Proposition 2.6 tells us that we can if and only if∫
X
[
1
2
∆2η (χR0p4 − u˜4) + sg
]
dµη = 0 .
We now compute the integral ∫
X
[
1
2
∆2η (χR0p4) + sg
]
dµη .
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Applying divergence theorem and Lemma 2.2 we have∫
X
[
1
2
∆2η (χR0p4) + sg
]
dµη = lim
ρ→+∞
∫
Xρ
[
1
2
∆2η (χR0p4) + sg
]
dµη
= lim
ρ→+∞
[
1
2
∫
Xρ
∆2η (χR0p4) dµη +
∫
Xρ
sgdµη
]
= lim
ρ→+∞
[
1
2
∫
∂Xρ
∂ν∆η (χR0p4) dµη +
∫
Xρ
sgdµη
]
= lim
ρ→+∞
[
1
2
∫
∂Xρ
∂ν∆η (χR0p4) dµη +
sgµ
(
S2m−1
)
2m |Γ|
ρ2m
]
.
By Lemma 2.2 we have that
dµη|∂Xρ = νy dµ0|∂Xρ ,
νydµη =νydµ0
=

(
xi∂i + xi∂i
)
|x|
[
1 +
cΓ (m− 1)
2
|x|2m
+O
(
|x|−1−2m
)]ydµ0
=
[
1 +
cΓ (m− 1)
2
|x|2m
] (
xi∂i + xi∂i
)
|x|
ydµ0 +O
(
|x|−1−2m
)
ydµ0 ,
so we have
dµη|∂Xρ =
[
1 +
cΓ (m− 1)
2
|x|2m
+O
(
|x|−2m−1
)]
|x|2m−1 dµ0|∂B1/Γ .
Now we evaluate ∂ν∆ηp4.
∂ν∆ηp4 =∂ν
[
∆p4 + 8cΓ
(
(1−m)
4|x|2m
∆p4 +
4 (m− 1)m
|x|2m+2
p4
)
+ 4θ
′
ij¯∂j∂ip4
]
=∂ρ∆p4 +
cΓ (m− 1)
2
|x|2m
∂ρ∆p4
+ 8cΓ∂ρ
(
(1−m)
4|x|2m
∆p4 +
4 (m− 1)m
|x|2m+2
p4
)
+O
(
|x|−2m
)
=∂ρ∆p4 +
cΓ (m− 1)
2
|x|2m
∂ρ∆p4 + 2cΓ (1−m) ∂ρ
(
∆p4
|x|2m
)
+ 32cΓ (m− 1)m∂ρ
(
p4
|x|2m+2
)
+O
(
|x|−2m
)
.
We recall that p4 has the form
p4 = αρ
4 + φ˜2ρ
4 + φ˜4ρ
4 ,
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∂ν∆ηp4 =∂ρ
(
8 (m+ 1)αρ2 + φ˜2ρ
2
)
+
cΓ (m− 1)
2
ρ2m
∂ρ
(
8 (m+ 1)αρ2 + φ˜2ρ
2
)
+ 2cΓ (1−m) ∂ρ
(
8 (m+ 1)αρ2 + φ˜′2ρ
2
ρ2m
)
+ 32cΓ (m− 1)m∂ρ
(
αρ4 + φ˜2ρ
4 + φ˜4ρ
4
ρ2m+2
)
+O
(
|x|−2m
)
=16 (m+ 1)αρ+
cΓ (m− 1)
2
ρ2m
(16 (m+ 1)αρ) + 2cΓ (1−m) ∂ρ
(
8 (m+ 1)α
ρ2m−2
)
+ 32cΓ (m− 1)m∂ρ
(
α
ρ2m−2
)
+O
(
|x|1−2m
) (
φ˜2 + φ˜4
)
+O
(
|x|−2m
)
=16 (m+ 1)αρ+
16 (m+ 1) cΓ (m− 1)
2
α
ρ2m−1
+
32 (m+ 1) cΓ (m− 1)
2
α
ρ2m−1
−
64cΓ (m− 1)
2
mα
ρ2m−1
+O
(
|x|1−2m
) (
φ˜2 + φ˜4
)
+O
(
|x|−2m
)
=16 (m+ 1)αρ+
16 (m+ 1) cΓ (m− 1)
2
α
ρ2m−1
−
32cΓ (m− 1)
3
α
ρ2m−1
+O
(
|x|1−2m
) (
φ˜2 + φ˜4
)
+O
(
|x|−2m
)
=16 (m+ 1)αρ−
16 (m− 3) (m− 1)2 cΓα
ρ2m−1
+O
(
|x|1−2m
) (
φ˜2 + φ˜4
)
+O
(
|x|−2m
)
,
∂ν∆ηp4 dµη|∂Xρ =
[
16 (m+ 1)αρ−
16 (m− 3) (m− 1)2 cΓα
ρ2m−1
][
ρ2m−1 +
cΓ (m− 1)
2
ρ
]
dµ0|∂B1/Γ
+
[
16 (m+ 1)αρ−
16 (m− 3) (m− 1)2 cΓα
ρ2m−1
]
O
(
1
ρ2
)
dµ0|∂B1/Γ
+
[
O
(
ρ1−2m
) (
φ˜2 + φ˜4
)
+O
(
ρ−2m
)] [
ρ2m−1 +
cΓ (m− 1)
2
ρ
+O
(
ρ−2
)]
dµ0|∂B1/Γ
=
[
16 (m+ 1)αρ2m + 16 (m+ 1) cΓ (m− 1)
2
α− 16 (m− 3) (m− 1)2 cΓα
]
dµ0|∂B1/Γ
+
[
O (1) φ˜2 +O (1) φ˜4 +O
(
ρ−1
)]
dµ0|∂B1/Γ
=
[
16 (m+ 1)αρ2m + 64cΓ (m− 1)
2
α+O (1)
(
φ˜2 + φ˜4
)
+O
(
ρ−1
)]
dµ0|∂B1/Γ
=
[
−
sg
m
ρ2m −
4cΓ (m− 1)
2
sg
m (m+ 1)
+O (1)
(
φ˜2 + φ˜4
)
+O
(
ρ−1
)]
dµ0|∂B1/Γ .
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In last lines we used the fact that
α = −
sg
16m (m+ 1)
.
Finally
1
2
∫
Xρ
∂ν∆ηp4dµη =
1
2
∫
∂B1/Γ
[
−
sg
m
ρ2m −
4cΓ (m− 1)
2
sg
m (m+ 1)
+O
(
ρ−1
)]
dµ0|∂B1/Γ
+
1
2
∫
∂B1/Γ
[
O (1) φ˜2 +O (1) φ˜4 +O
(
ρ−1
)]
dµ0|∂B1/Γ
=−
sgµ
(
S2m−1
)
ρ2m
2m|Γ|
−
2cΓ (m− 1)
2
µ
(
S2m−1
)
sg
m (m+ 1) |Γ|
+O
(
ρ−1
)
and so
1
2
∫
X
[
∆2ηχR0p4 + 2sg
]
dµη = −
2cΓ (m− 1)
2
µ
(
S2m−1
)
sg
m (m+ 1) |Γ|
.
We found that ∫
X
(
1
2
∆2η (χR0p4 − u˜4) + sg
)
dµη 6= 0 .
To overcome this difficulty we try solve a slightly different equation:
1
2
∆2η
(
χR0p4 − u˜4 +AχR0 |x|
4−2m + u¯4
)
= −sg
with A ∈ R to be determined and u¯4 ∈ C
4,α
2−2m+δ′ (X). The equation in u¯4 becomes
1
2
∆2ηu¯4 = −
[
sg +
1
2
∆2η (χR0p4 − u˜4) +
A
2
∆2ηχR0 |x|
4−2m
]
.
Clearly the right hand side of this equation is in C4,α−2−2m+δ′ (X). It is immediate to see that
1
2
∫
X
∆2ηχR0 |x|
4−2m =
4 (m− 2) (m− 1)µ
(
S2m−1
)
|Γ|
,
so setting
A =
cΓ (m− 1) sg
2 (m− 2)m (m+ 1)
we have that∫
X
[
sg +
1
2
∆2η (χR0p4 − u˜4) +
cΓ (m− 1) sg
4 (m− 2)m (m+ 1)
∆2ηχR0 |x|
4−2m
]
dµη = 0
and so by Propositions 2.6 and 2.7 we can find u¯4 ∈ C
4,α
2−2m+δ′ (X) such that
1
2
∆2ηu¯4 = −
[
sg +
1
2
∆2η (χR0p4 − u˜4) +
cΓ (m− 1) sg
4 (m− 2)m (m+ 1)
∆2ηχR0 |x|
4−2m
]
.
We define
u4 := u˜4 − u¯4
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Now we deal with χR0p5. Using equation (1.6) we have
1
2
∆2η (χR0p5) =
1
2
∆2 (χR0p5) + L˜η (χR0p5)
=L˜η (χR0p5)
=O
(
|x|1−2m
(
K∑
h=1
φ2h+1
))
.
As for p4 we correct “by hand” p5 subtracting a term u˜5
u˜5 = c (m)χR0 |x|
5−2m
(
K∑
h=1
φ2h+1
)
and we get
1
2
∆2η (χR0p5 − u˜5) = O
(
|x|−1−2m
)
,
and it is then easy to see that
1
2
∫
X
∆2η (χR0p5 − u˜5) dµη = 0 .
Again by Propositions 2.6 and 2.7 we can find a function u¯5 ∈ C
4,α
3−2m+δ′ (X) such that
1
2
∆2ηu¯5 =
1
2
∆2η (χR0p5 − u˜5) ,
we define moreover
u5 := u˜5 + u¯5 .
We now define our function Jbˆ
Jbˆ :=bˆ
4ε2
(
χR0p4 (x)− u4 +
cΓ (m− 1) sg
2 (m− 2)m (m+ 1)
χR0 |x|
4−2m
)
+ bˆ5ε3 (χR0p5 (x)− u5) +
χ˜R0
ε2
(
+∞∑
k=2
p4+k
(
bˆεx
))
. (3.3)
This choice for the skeleton solution is “natural” since we are perturbing the background metric
on a big compact set “near infinity” with the whole potential (suitably rescaled) of a CscK-
metric. The resulting metric is, indeed, “near” to a Csck-metric. This construction is essentially
different from the one in [AP09] and it is inspired to the construction Szekelyhidi performs in
[Sze´12].
3.2.2 Construction of H˜I
h˜k˜
This is step 14. In this setting we take
(
h˜, k˜
)
∈ C4,α(∂B1)×C
2,α(∂B1) that are Γ-invariant and
such that their means h˜(0), k˜(0)
h˜(0) :=
1
µ (S2m−1)
∫
S2m−1
h˜dµ0 k˜
(0) :=
1
µ (S2m−1)
∫
S2m−1
k˜dµ0
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satisfy the estimate ∣∣∣h˜(0)∣∣∣ , ∣∣∣k˜(0)∣∣∣ ≤ κrβε ε−2
and their “non-radial parts” h˜(†), k˜(†)
h˜(†) := h˜− h˜(0) k˜(†) := k˜ − k˜(0)
satisfy the estimate ∥∥∥h˜(†)∥∥∥
C4,α(S2m−1)
,
∥∥∥k˜(†)∥∥∥
C2,α(S2m−1)
≤ κrσε ε
−2
with
rσε = ε
2m+4r−2−2m−τε τ > 0
rβε = ε
4m+2r−4m−τε τ > 0
and κ ∈ R+ to be determined. We set
R−β
′
ε = r
β
ε ε
−2
R−σ
′
ε = r
σ
ε ε
−2
and by abuse of notation, we set
Bα :=
{(
h˜, k˜
)
∈ C4,α(∂B1)× C
2,α(∂B1) | h˜, k˜ are Γ− invariant
}
.
If
(
h˜, k˜
)
∈ Bα satisfy conditions above we will write(
h˜, k˜
)
∈ B (κ, β′, σ′)
We consider the biharmonic extension HI
h˜k˜
on B1 of h˜, k˜ ∈ Bα given by the solution of the
boundary value problem 
∆2HI
h˜k˜
= 0 w ∈ B1
HI
h˜k˜
= h˜ w ∈ ∂B1
∆HI
h˜k˜
= k˜ w ∈ ∂B1
that has the following expansion
HI
h˜k˜
(w) =
+∞∑
γ=0
((
h˜(γ) −
k˜(γ)
4(m+ γ)
)
|w|γ +
k˜(γ)
4(m+ γ)
|w|γ+2
)
φγ .
We recall that with h˜(γ)φγ , k˜
(γ)φγ we mean the projection of h, k onto the γ-th eigenspace of
∆S2m−1 with the orthonormal basis
{
φ¯γ,1, . . . , φ¯γ,Nγ
}
. We recall also that if the group Γ is non
trivial then there is no φ1 in the above summations and so we have
HIh,k =
(
h˜(0) −
k˜(0)
4m
)
+
k˜(0)
4m
|w|2 +
+∞∑
γ=2
((
h˜(γ) −
k˜(γ)
4(m+ γ)
)
|w|γ +
k˜(γ)
4(m+ γ)
|w|γ+2
)
φγ
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We want to build a function on X that is “almost” in the kernel of Lη and, for our purposes,
we need a more refined construction than [AP06],[AP09]. We consider on XR0
2
the function
1
2
∆2η
(
χR0 |x|
2
)
.
We have that
1
2
∆2η
(
χR0 |x|
2
)
=Lη
(
χR0 |x|
2
)
=
(
∆2
2
+ L˜η
)(
χR0 |x|
2
)
=L˜η
(
χR0 |x|
2
)
=O
(
|x|−2−2m
)
,
so 12∆
2
η
(
χR0 |x|
2
)
∈ C0,α−2m−2 (X) and therefore it belongs to C
0,α
−2m−2+δ′ (X) with δ
′ ∈ (0, 1). We
want to solve for u02 ∈ C
4,α
2−2m+δ′ (X) the equation
1
2
∆2ηu
0
2 =
1
2
∆2η
(
χR0 |x|
2
)
.
By Proposition 2.6 we have to check if the right hand side of the equation has vanishing
integral. We have
∆η|x|
2 =∆|x|2 + 8cΓ∂j∂i|x|
2−2m∂i∂j |x|
2 +O
(
|x|−2−2m
)
=4m+ 8cΓ∂j∂i|x|
2−2mδij¯ +O
(
|x|−2−2m
)
=4m+ 2cΓ∆|x|
2−2m +O
(
|x|−2−2m
)
=4m+O
(
|x|−2−2m
)
,
now it is immediate to see that
1
2
∫
X
∆2η
(
χR0 |x|
2
)
dµη = lim
ρ→+∞
1
2
∫
Xρ
∂ν∆η
(
χR0 |x|
2
)
dµη = 0
so by Theorem 2.6 exists u02 ∈ C
4,α
2−2m+δ′ (X). We want to do the same thing for functions
χR0 |x|
2φ2
with φ2 eigenfunction of eigenvalue −4m of the euclidean Laplace operator and
χR0 |x|
3φ3
with φ3 eigenfunction of eigenvalue 3 (2m+ 1) of the euclidean Laplace operator. We have
1
2
∆2η
(
χR0 |x|
2φ2
)
=
(
∆2
2
+ L˜η
)(
|x|2φ2
)
=L˜η
(
|x|2φ2
)
=O
(
|x|−2−2m
)
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and since |x|2φ2 = Pij¯x
ixj or |x|2φ2 = Pijxixj + Pijxixj with Pij¯ , Pij ∈ C
∆η|x|
2φ2 =∆
(
|x|2φ2
)
+ 8cΓ∂j∂i|x|
2−2m∂i∂j
(
|x|2φ2
)
+O
(
|x|−2−2m
)
=8cΓ∂j∂i|x|
2−2mPij¯ +O
(
|x|−2−2m
)
=O
(
|x|−2m
)
.
It is immediate to see that
1
2
∫
X
∆2η
(
χR0 |x|
2φ2
)
dµη = lim
ρ→+∞
1
2
∫
Xρ
∂ν∆η
(
χR0 |x|
2φ2
)
dµη = 0
so by Theorem 2.6 exists u22 ∈ C
4,α
2−2m+δ′ (X). Now we deal with the last type of function and
we note that ρ3φ3 = P3 (x, x) with P3 a harmonic homogeneous real polynomial of degree 3.
1
2
∆2η
(
χR0 |x|
3φ3
)
=
(
∆2
2
+ L˜η
)(
χR0 |x|
3φ3
)
= L˜η
(
χR0 |x|
3φ3
)
= O
(
|x|−1−2m
(
K∑
h=1
φ2h+1
))
.
We correct “by hand” χR0 |x|
3φ3 subtracting a term u˜3
u˜33 = c (m)χR0 |x|
3−2m
(
K∑
h=1
φ2h+1
)
and we get
1
2
∆2η
(
χR0 |x|
3φ3 − u˜
3
3
)
= O
(
|x|−3−2m
)
,
so to apply Proposition 2.6 we have to compute the quantity
1
2
∫
X
∆2η
(
χR0 |x|
3φ3 − u˜
3
3
)
dµη .
We have
∆η
(
|x|3φ3 − u˜
3
3
)
=∆
(
|x|3φ3 − u˜
3
3
)
+ 8cΓ∂j∂i|x|
2−2m∂i∂j
(
|x|3φ3 − u˜
3
3
)
+O
(
|x|−1−2m
)
=−∆u˜33 + 8cΓ∂j∂i|x|
2−2m∂i∂j
(
P3 − u˜
3
3
)
+O
(
|x|−1−2m
)
=O
(
|x|1−2m
) L∑
l=1
φ2l+1 +O
(
|x|−1−2m
)
and it is immediate to see that
1
2
∫
X
∆2η
(
χR0 |x|
3φ3 − u˜
3
3
)
dµη = lim
ρ→+∞
1
2
∫
Xρ
∂ν∆η
(
χR0 |x|
3φ3 − u˜
3
3
)
dµη = 0
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so by Theorem 2.6 exists u¯33 ∈ C
4,α
2−2m+δ′ (X) such that
1
2
∆2ηu¯
3
3 = −
1
2
∆2η
(
χR0 |x|
3φ3 − u˜
3
3
)
and we define
u33 := u¯
3
3 + u˜
3
3 .
We are ready to define the function H˜I
h˜k˜
∈ C4,α(XRε
bˆ
)
H˜I
h˜k˜
:=
(
h˜(0) −
k˜(0)
4m
)
+
k˜(0)bˆ2
4mR2ε
(
χR0 |x|
2 − u02
)
+
[(
h˜(2) −
k˜(2)
4(m+ 2)
)
bˆ2χR0 |x|
2
R2ε
+
k˜(2)bˆ4
4(m+ 2)R4ε
χR0 |x|
4
]
φ2 −
(
h˜(2) −
k˜(2)
4(m+ 2)
)
bˆ2u22
R2ε
+
[(
h˜(3) −
k˜(3)
4(m+ 3)
)
bˆ3χR0 |x|
3
R3ε
+
k˜(3)bˆ5
4(m+ 3)R5ε
χR0 |x|
5
]
φ3 −
(
h˜(3) −
k˜(3)bˆ3
4(m+ 3)
)
u33
R3ε
+ χR0
+∞∑
γ=4
(h˜(γ) − k˜(γ)
4(m+ γ)
)∣∣∣∣∣ bˆxRε
∣∣∣∣∣
γ
+
k˜(γ)
4(m+ γ)
∣∣∣∣∣ bˆxRε
∣∣∣∣∣
γ+2
φγ
 . (3.4)
3.2.3 Construction of f I
h˜k˜
We have come to step 15. Now that we have Jbˆ and H˜
I
h˜k˜
, we want to find the last building block:
f I
h˜k˜
. We want to find an equation for f I
h˜k˜
since it has to assure the constancy of scalar curvature
on XRε
bˆ
. We want to solve the following problem on XRε
bˆ
s ηbˆj ,h˜j k˜j
ε2
= ε2(sg + ν) .
Since we want to construct ηbˆj ,h˜j k˜j as a small perturbation of ε
2ηj we can expand the first term
and we have
sη −
1
bˆ4
LηH˜
I
h˜k˜
−
1
bˆ4
Lηf
I
h˜k˜
−
1
bˆ4
LηJbˆ +Qbˆ2η
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
= ε2(sg + ν)
that after simplifying and reordering becomes
Lηf
I
h˜k˜
= −ε2bˆ4(sg + ν)− LηH˜
I
h˜k˜
− LηJbˆ + bˆ
4Qbˆ2η
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
.
We have to solve the equation above in XRε
bˆ
and as in the case of the base manifold we
modify slightly the problem to solve an equation on weighte Ho¨lder spaces on the whole X. To
this aim we introduce an operator truncation/extension between weighted spaces.
Definition 3.4. Let f ∈ C0,αδ (X), we define ER : C
0,α
δ (X)→ C
0,α
δ (X)
ER (f) :

f (x) x ∈ XR
f
(
R x|x|
)
χ2
(
|x|
R
)
x ∈ X2R \XR
0 x ∈ X \X2R
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The equation for f I
h˜k˜
becomes
Lηf
I
h˜k˜
= −ε2bˆ4ERε(sg + ν)− ERεLηH˜
I
h˜k˜
− ERεLηJbˆ + bˆ
4ERεQbˆ2η
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
.
Now let
Gδ : C
0,α
−2m+δ(X)→ C
4,α
4−2m+δ(X)
be the inverse of Lη whose existence is guaranteed by Proposition 2.6, we define a fixed point
problem
f I
h˜k˜
=− ε2bˆ4GδERε(sg + ν)−GδERεLηH˜
I
h˜k˜
−GδERεLηJbˆ + bˆ
2
GδERεQη
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
=N
(
ε, h˜, k˜, f I
h˜k˜
)
.
To get more refined estimates we consider the following equivalent form of the operator N
N (ε, h, k, f I
h˜k˜
) =− ε2bˆ4GδERεν −GδERεLηH˜
I
h˜k˜
−GδERε
(
ε2sg + LηJbˆ − bˆ
4Qbˆ2η
(
Jbˆ
))
+ bˆ4GδERε
(
Qbˆ2η
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
−Qbˆ2η
(
Jbˆ
))
.
From now on, we will take δ
δ ∈
(
0,
1
(m+ 2)
2
)
.
We make this choice of δ in order to get, when we will perform the data matching, estimates
(4.5) and (4.6). We are now in position to prove that the operator N is a contraction on a subset
of C4,α4+δ−2m (Xj) to use the Banach fixed point theorem.
Lemma 3.8. Let
(
h˜, k˜
)
∈ B (κ, β′, σ′), then the following estimate holds
∥∥∥LηH˜Ih˜k˜∥∥∥C0,α
δ−2m(X)
≤ C (η)
∥∥∥h˜(†), k˜(†)∥∥∥
Bα
R4ε
.
Proof. On XR0
bˆ
using formula (3.4) we have
LηH˜
I
h˜k˜
=
k˜(0)bˆ2
4mR2ε
Lη
(
χR0 |x|
2 − u02
)
+
bˆ2
R2ε
(
h˜(2) −
k˜(2)
4(m+ 2)
)
Lη
(
χR0 |x|
2φ2 − u
2
2
)
+
k˜(2)bˆ4
4(m+ 2)R4ε
Lη
(
χR0 |x|
4φ2
)
+
bˆ3
R3ε
(
h˜(3) −
k˜(3)
4(m+ 3)
)
Lη
(
χR0 |x|
3φ3 − u
3
3
)
+
k˜(3)bˆ5
4(m+ 3)R5ε
Lη
(
χR0 |x|
5φ3
)
+ Lη
χR0
+∞∑
γ=4
(h˜(γ) − k˜(γ)
4(m+ γ)
)∣∣∣∣∣ bˆxRε
∣∣∣∣∣
γ
+
k˜(γ)
4(m+ γ)
∣∣∣∣∣ bˆxRε
∣∣∣∣∣
γ+2
φγ

=
k˜(2)bˆ4
4(m+ 2)R4ε
Lη
(
χR0 |x|
4φ2
)
+
k˜(3)bˆ5
4(m+ 3)R5ε
Lη
(
χR0 |x|
5φ3
)
+ Lη
χR0
+∞∑
γ=4
(h˜(γ) − k˜(γ)
4(m+ γ)
)∣∣∣∣∣ bˆxRε
∣∣∣∣∣
γ
+
k˜(γ)
4(m+ γ)
∣∣∣∣∣ bˆxRε
∣∣∣∣∣
γ+2
φγ

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and so we evince that
∥∥∥LηH˜Ih˜k˜∥∥∥
C0,α
(
XR0
bˆ
) ≤ C (η)
∥∥∥h˜(†), k˜(†)∥∥∥
Bα
R4ε
.
Now we estimate the quantity
sup
ρ∈[R0,Rε]
ρ2m−δ
∥∥∥LηH˜Ih˜k˜ (ρ·)∥∥∥C0,α(AΓ1 ) .
On X ρ
bˆ
\X ρ
2bˆ
, using again formula (3.4), we have
LηH˜
I
h˜k˜
(ρw) =
k˜(2)bˆ4ρ4
4(m+ 2)R4ε
L˜η
(
|w|4φ2
)
+
k˜(3)bˆ5ρ5
4(m+ 3)R5ε
L˜η
(
|w|5φ3
)
+ L˜η
+∞∑
γ=4
(h˜(γ) − k˜(γ)
4(m+ γ)
)∣∣∣∣∣ bˆρwRε
∣∣∣∣∣
γ
+
k˜(γ)
4(m+ γ)
∣∣∣∣∣ bˆρwRε
∣∣∣∣∣
γ+2
φγ

=
∥∥∥h˜(†), k˜(†)∥∥∥
R4ε
ρ−2mOC0,α(AΓ1 )
(
1 +
ρ
Rε
)
.
So we have
sup
ρ∈[R0,Rε]
ρ2m−δ
∥∥∥LηH˜Ih˜k˜ (ρw)∥∥∥C0,α(AΓ1 ) ≤ C (η)
∥∥∥h˜(†), k˜(†)∥∥∥
Bα
R4+δε
.
Lemma 3.9. The following estimate holds∥∥∥ERε (−ε2bˆ4sg − LηJbˆ + bˆ4Qbˆ2η (Jbˆ))∥∥∥
C0,α
δ−2m(X)
≤ C (g, η) ε4R2−δε
Proof. We recall the structure of Jbˆj given in formula (3.1). On XR0
bˆ
we have
−ε2bˆ4sg − LηJbˆ + bˆ
4Qbˆ2η
(
Jbˆ
)
=− ε2bˆ4sg − ε
2bˆ4Lη (χR0p4 (x)− u4)− ε
3bˆ5Lη (χR0p5 (x)− u5)
+ Lη
(
χ˜R0
ε2
(
+∞∑
k=2
p4+k
(
bˆεx
)))
+ bˆ4Qbˆ2η
(
Jbˆ
)
=Lη
(
χ˜R0
ε2
(
+∞∑
k=2
p4+k
(
bˆεz
)))
+ bˆ4Qbˆ2η
(
Jbˆ
)
=ε4O
C0,α
(
XR0
bˆ
) (1)
and so ∥∥∥−ε2bˆ4sg − LηJbˆ + bˆ4Qbˆ2η (Jbˆ)∥∥∥
C0,α
(
XR0
bˆ
) ≤ C (g, η) ε4 .
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Now we estimate the weighted part of the norm. On XRε
bˆ
\XR0
2bˆ
, using Proposition 1.3 we
have
−ε2bˆ4sg − LηJbˆ + bˆ
4Qbˆ2η
(
Jbˆ
)
=bˆ2sη
(
Jbˆ
bˆ2
)
− ε2bˆ4sg
=− ε2bˆ4sg + bˆ
2
+∞∑
k=1
1
k!
skη
(
Jbˆ
bˆ2
)
=bˆ2
∞∑
k=1
1
k!
skη
(
Jbˆ
bˆ2
)
− bˆ2s0
(
1
ε2bˆ2
ψg
(
bˆεx
))
=bˆ2s1η
(
1
ε2bˆ2
(
ψg
(
bˆεx
)
− p4
(
bˆεx
)
− p5
(
bˆεx
)))
− bˆ2s10
(
1
ε2bˆ2
(
ψg
(
bˆεx
)
− p4
(
bˆεx
)
− p5
(
bˆεx
)))
+ bˆ2
+∞∑
k=2
1
k!
[
skη
(
Jbˆ
bˆ2
)
− sk0
(
1
ε2bˆ2
(
ψg
(
bˆεx
)))]
.
And so, on X ρ
bˆ
\X ρ
2bˆ
we have[
−ε2bˆ4sg − LηJbˆ + bˆ
4Qbˆ2η
(
Jbˆ
)](ρ
bˆ
w
)
= ε4ρ2−2mOC0,α(AΓ1 )
(1 + ερ)
and we can conclude
sup
ρ∈[R0,Rε]
ρ2m−δ
∥∥∥∥[−ε2bˆ4sg − LηJbˆ + bˆ4Qbˆ2η (Jbˆ)](ρbˆ w
)∥∥∥∥
C0,α(AΓ1 )
≤ C (g, η) ε4R2−δε .
We now fix
CfR
−µ′
ε = 2
∥∥∥LηH˜Ih˜k˜∥∥∥C0,α
δ−2m(X)
and so
R−µ
′
ε = R
−σ′−4
ε .
Lemma 3.10. Let
(
h˜, k˜
)
∈ B (κ, β′, σ′), f ∈ C4,α4+δ−2m (X) such that∥∥f I
h˜k˜
∥∥
C0,α
δ−2m(X)
≤ CfR
µ′
ε
then the following estimate holds∥∥∥ERε (Qbˆ2η (Jbˆ + H˜Ih˜k˜ + f Ih˜k˜)−Qbˆ2η (Jbˆ))∥∥∥C0,α
δ−2m(X)
≤ C (g, η)κε2R2m−2−δ−σ
′
ε
Proof. On XR0
bˆ
, using Lemma 1.3 we have
Qbˆ2η
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
−Qbˆ2η
(
Jbˆ
)
=
+∞∑
k=2
1
k!bˆ2(k+1)
[
skη
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
− skη
(
Jbˆ
)]
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and hence suffices to work out estimates of terms
skη
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
− skη
(
Jbˆ
)
.
We have∥∥∥skη (Jbˆ + H˜Ih˜k˜ + f Ih˜k˜)− skη (Jbˆ)∥∥∥
C0,α
(
XR0
bˆ
) =
(
κε2R−σ
′−2
ε + Cfε
2R−µ
′
ε
)
OC0,α(AΓ1 )
(1)
+
(
κ2R−2σ
′−4
ε + C
2
fR
−2µ′
ε
)
OC0,α(AΓ1 )
(1)
and so on XR0
bˆ
we get∥∥∥Qbˆ2η (Jbˆ + H˜Ih˜k˜ + f Ih˜k˜)−Qbˆ2η (Jbˆ)∥∥∥
C0,α
(
XR0
bˆ
) ≤C (η, g)
(
ε2R−σ
′−2
ε + ε
2R−µ
′
ε
)
+ C (η, g)
(
R−2σ
′−4
ε +R
−2µ′
ε
)
.
We now estimate the weighted part of the norm. On Xρ/bˆ \Xρ/(2bˆ) we have[
Qη
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
−Qη
(
Jbˆ
)]
=
+∞∑
k=2
1
k!bˆ2k+2
[
skη
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
− skη
(
Jbˆ
)]
=
+∞∑
k=2
1
k!bˆ2k+2
[
skη
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
− skη
(
Jbˆ
)]
=
+∞∑
k=2
1
k!bˆ2k+2
sk0
(
−cΓ|x|
2−2m + ψη + Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
−
+∞∑
k=2
1
k!bˆ2k+2
− sk0
(
−cΓ|x|
2−2m + ψη + Jbˆ
)
.
Again we need to estimate on X ρ
bˆ
\X ρ
2bˆ
a term of the form
sk0
(
−cΓ|x|
2−2m + ψη + Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
− sk0
(
−cΓ|x|
2−2m + ψη + Jbˆ
)
.
We get
skη
(
Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
− skη
(
Jbˆ
)
=sk0
(
−cΓ|x|
2−2m + ψη + Jbˆ + H˜
I
h˜k˜
+ f I
h˜k˜
)
− sk0
(
−cΓ|x|
2−2m + ψη + Jbˆ
)
=
κε2R−σ
′
ε
ρ2
OC0,α(AΓ1 )
(
1 +
ρ
Rε
)
+
Cfε
2R−µ
′
ε
ρ2m−2−δ
OC0,α(AΓ1 )
(
1 +
ρ
Rε
)
+
C2fR
−2µ′
ε
ρ4m−2−2δ
OC0,α(AΓ1 )
(
1 +
ρ
Rε
)
+
κ2R−2σ
′
ε
ρ6
OC0,α(AΓ1 )
(
1 +
ρ
Rε
)
.
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So we have
sup
ρ∈[R0,Rε]
ρ2m−δ
∥∥∥[Qbˆ2η (Jbˆ + H˜Ih˜k˜ + f Ih˜k˜)−Qbˆ2η (Jbˆ)]∥∥∥C0,α(AΓ1 ) ≤C (η, g) ε2R2m−2−δ−σ′ε
+ C (η, g) ε2R2−µ
′
ε
+ C (η, g)R−2σ
′+2m−6−δ
ε
+ C (η, g)R−2µ
′+2−2m+δ
ε .
Now we will study continuity properties of N with respect to its arguments.
Lemma 3.11. Let
(
h˜, k˜
)
∈ B (κ, β′, σ′), f, f ′ ∈ C4,α4+δ−2m (X) and
‖f‖C4,α4+δ−2m(X)
, ‖f ′‖C4,α4+δ−2m(X)
≤ CfR
−µ′
ε ,
then ∥∥∥N (ε, h˜, k˜, f)−N (ε, h˜, k˜, f ′)∥∥∥
C4,α
δ
(X)
≤
1
2
‖f − f ′‖C4,α4+δ−2m(X)
Proof. We ecall that
N
(
f, h˜, k˜
)
−N
(
f ′, h˜, k˜
)
= Gδ
[
ERεQbˆ2η
(
Jbˆ + H˜
I
h˜k˜
+ f
)
− ERεQbˆ2η
(
Jbˆ + H˜
I
h˜k˜
+ f ′
)]
,
so we only need to estimate the quantity∥∥∥ERεQbˆ2η (Jbˆ + H˜Ih˜k˜ + f)− ERεQbˆ2η (Jbˆ + H˜Ih˜k˜ + f ′)∥∥∥C0,α
δ−2m(X)
.
On XR0
bˆ
, using Lemma1.2, we have∥∥∥Qbˆ2η (Jbˆ + H˜Ih˜k˜ + f)−Qbˆ2η (Jbˆ + H˜Ih˜k˜ + f ′)∥∥∥
C0,α
(
XR0
bˆ
) ≤C (η)κR−σ′−2ε ‖f − f ′‖
C4,α
(
XR0
bˆ
)
+ C (η) ǫ2 ‖f − f ′‖
C4,α
(
XR0
bˆ
)
+ C (η)CfR
−µ′
ε ‖f − f
′‖
C4,α
(
XR0
bˆ
) .
For the weighted part of the norm we have
sup
ρ∈[R0,Rε]
ρ2m−τ
∥∥∥Qbˆ2η (Jbˆ + H˜Ih˜k˜ + f)−Qbˆ2η (Jbˆ + H˜Ih˜k˜ + f ′)∥∥∥C0,α(AΓ1 ) ≤ D (ε) ‖f − f ′‖C4,α4+δ−2m(X)
with
D (ε) = C (g, η)
(
ε2 +R−σ
′−4
ε +R
−µ′−2m+δ
ε
)
.
By the choice of parameters σ′, µ′, if we choose ε sufficiently small we have the proposition.
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Lemma 3.12. Let
(
h˜, k˜
)
∈ B (κ, β′, σ′), f ∈ C4,α4+δ−2m (X) and
‖f‖C4,α4+δ−2m(X)
≤ CfR
−µ′
ε
then
N (f, ·, ·) : B (κ, β′, σ′)→ C4,α4+δ−2m (X)
is lipschiz.
Proof. By Lemma 3.3 we have∥∥∥ERεLηH˜Ih˜k˜ − ERεLηH˜Ih˜′k˜′∥∥∥C0,ατ−2m(Mp) =
∥∥∥ERεLηH˜Ih˜−h˜′,k˜−k˜′∥∥∥C0,α
δ−2m(X)
≤
C (g, η)
R4ε
∥∥∥h˜− h˜′, k˜ − k˜′∥∥∥
Bα
Doing computations completely analogous to Lemma 3.10 we get
∥∥∥ERεQbˆ2η (Jbˆ + H˜Ih˜k˜ + f)− ERεQbˆ2η (Jbˆ + H˜Ih˜′k˜′ + f)∥∥∥C0,α
δ−2m(X)
≤ D (ε)
∥∥∥h˜− h˜′, k˜ − k˜′∥∥∥
with
D (ε) = C (g,η)
(
ε2
R2ε
+R−µ
′−2
ε +R
−σ′−4
ε + ε
2R2m−δ−2ε +R
−σ′−4+2m−δ
ε
)
and so by the choices of σ′, β′, µ′ the lemma follows.
As in the case of the base orbifold, summing up the results we obtained so far, we have the
following proposition.
Proposition 3.5. Let
(
h˜j , k˜j
)
∈ B (κ, β′, σ′) then there exist f I
h˜j k˜j
∈ C4,α4+δ−2m (X) such that∥∥∥f I
h˜j k˜j
∥∥∥
C4,α4+δ−2m(X)
≤ C (g,η, κ)R−µ
′
ε
and on XRε
bˆj
,j
ωη
bˆj ,h˜j k˜j
= ε2bˆ2jωηj + ∂∂F
I
bˆj ,h˜j k˜j
is a Ka¨hler metric of constant scalar curvature
sη
bˆj ,h˜j k˜j
= (sg + ν) .
Moreover the metric ηbˆj ,h˜j k˜j depends continuosly on
(
h˜j , k˜j
)
∈ B (κ, β′, σ′).
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We have finally come to step 16. Now that we have the family of metrics gb,hk on Mrε and the
family of metrics ηbˆj ,h˜j k˜j on Xj we proceed with the gluing construction. To do this we’ll write
• local potentials Ψob,hk of gb,hk on annuli B2rε(pj) \Brε(pj), and we’ll rescale them in such
a way that (passing to the orbifold covering via the covering map πΓj : B2 → B2/Γj ) they
become functions on the annulus B2 \B1
• local potentials ΨI
bˆj ,h˜j k˜j
of ηbˆj ,h˜j k˜j on the annulus XRε
bˆj
,j \ B Rε
2bˆj
,j and we’ll rescale them
in such a way that (pulling back via the covering map πΓj : B1 → B1/Γj ) they become
functions on the annulus B1 \B 1
2
.
Once we have done this preliminary step the problem will be gluing an N -tuple of functions
defined on B2 \ B1 with an N -tuple of functions defined on B1 \ B 1
2
to get an N -tuple of
“sufficiently regular” functions defined on B2 \B 1
2
. We start renormalizing the potentials.
4.1 Setting up
4.1.1 On Xj
On annuli XRε
bˆj
,j \X Rε
2bˆj
,j we can write the potential Ψ
I
bˆj ,h˜j k˜j
of ηbˆj ,h˜j k˜j in the following way
ΨI
bˆj ,h˜j k˜j
(x) =bˆ2jε
2 |x|
2
2
− cΓj bˆ
2
jε
2|x|2−2m +
cΓjε
4bˆ4j (m− 1) sg
2 (m− 2)m (m+ 1)
|x|4−2m + ε2bˆ2jψηj (x)
+ ψg
(
εbˆjx
)
+ bˆ4jε
4|x|4−2mφ˜2,j + bˆ
4
jε
4|x|4−2mφ˜4,j + bˆ
4
jε
4u¯4,j (x) + ε
5bˆ5ju5,j (x)
+ ε2HI
h˜j k˜j
(
bˆjx
Rε
)
−
ε2bˆ2j k˜
(0)
j
4mR2ε
u02,j (x)−
(
h˜
(2)
j −
k˜
(2)
j
4(m+ 2)
)
ε2bˆ2j
R2ε
u22,j (x)
−
(
h˜
(3)
j −
k˜
(3)
j
4(m+ 3)
)
bˆ3jε
2
R3ε
u33,j (x) + f
I
h˜j k˜j
(x) .
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Rescaling x = Rε
bˆj
w and recalling that εRε = rε
ΨI
bˆj ,h˜j k˜j
(
Rε
bˆj
w
)
=
r2ε |w|
2
2
+ ψg (rεw)
− cΓj bˆ
2m
j ε
2R2−2mε |w|
2−2m +
cΓj bˆ
2m
j (m− 1) sgε
4R4−2mε
2 (m− 2)m (m+ 1)
|w|4−2m
+ ε2bˆ2jψηj
(
Rεw
bˆj
)
+ bˆ4jε
4R4−2mε |w|
4−2mφ˜2,j + bˆ
4
jε
4R4−2mε |w|
4−2mφ˜4,j
+ bˆ4jε
4u¯4,j
(
Rε
bˆj
w
)
+ ε5bˆ5ju5,j
(
Rε
bˆj
w
)
+ ε2HI
h˜j k˜j
(w)
−
ε2bˆ2j k˜
(0)
j
4mR2ε
u02,j
(
Rε
bˆj
w
)
−
(
h˜
(2)
j −
k˜
(2)
j
4(m+ 2)
)
ε2bˆ2j
R2ε
u22,j
(
Rε
bˆj
w
)
−
(
h˜
(3)
j −
k˜
(3)
j
4(m+ 3)
)
bˆ3jε
2
R3ε
u33,j
(
Rε
bˆj
w
)
+ ε2f I
h˜j k˜j
(
Rε
bˆj
w
)
.
Moreover we make a further refinement of the analysis of the structure of ΨI
bˆj ,h˜j k˜j
: we separate
its “radial part” from its “non radial” part.
• The radial part
(
ΨI
bˆj ,h˜j k˜j
)(0)(Rε
bˆj
w
)
=
r2ε |w|
2
2
+ ψ(0)g (rεw)
− cΓj bˆ
2m
j ε
2R2−2mε |w|
2−2m +
cΓj bˆ
2m
j (m− 1) sgε
4R4−2mε
2 (m− 2)m (m+ 1)
|w|4−2m
+ ε2bˆ2jψ
(0)
ηj
(
Rεw
bˆj
)
+ bˆ4jε
4u¯
(0)
4,j
(
Rε
bˆj
w
)
+ ε5bˆ5ju
(0)
5,j
(
Rε
bˆj
w
)
+ ε2
(
h˜
(0)
j −
k˜
(0)
j
4m
)
+
ε2k˜
(0)
j
4m
|w|2
−
ε2bˆ2j k˜
(0)
j
4mR2ε
(
u02,j
)(0)(Rε
bˆj
w
)
−
(
h˜
(2)
j −
k˜
(2)
j
4(m+ 2)
)
ε2bˆ2j
R2ε
(
u22,j
)(0)(Rε
bˆj
w
)
−
(
h˜
(3)
j −
k˜
(3)
j
4(m+ 3)
)
bˆ3jε
2
R3ε
(
u33,j
)(0)(Rε
bˆj
w
)
+ ε2
(
f I
h˜j k˜j
)(0)(Rε
bˆj
w
)
.
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We can collect some terms and we define
(
ζIj
)(0)
(w) :=bˆ4jε
4u¯
(0)
4,j
(
Rε
bˆj
w
)
+ ε5bˆ5ju
(0)
5,j
(
Rε
bˆj
w
)
−
ε2bˆ2j k˜
(0)
j
4mR2ε
(
u02,j
)(0)(Rε
bˆj
w
)
−
(
h˜
(2)
j −
k˜
(2)
j
4(m+ 2)
)
ε2bˆ2j
R2ε
(
u22,j
)(0)(Rε
bˆj
w
)
−
(
h˜
(3)
j −
k˜
(3)
j
4(m+ 3)
)
bˆ3jε
2
R3ε
(
u33,j
)(0)(Rε
bˆj
w
)
+ ε2
(
f I
h˜j k˜j
)(0)(Rε
bˆj
w
)
and so we can write
(
ΨI
bˆj ,h˜j k˜j
)(0)(Rε
bˆj
w
)
=
r2ε |w|
2
2
+ ψ(0)g (rεw)
−cΓj bˆ
2m
j ε
2R2−2mε |w|
2−2m +
cΓj bˆ
2m
j (m− 1) sgε
4R4−2mε
2 (m− 2)m (m+ 1)
|w|4−2m
+ε2bˆ2jψ
(0)
ηj
(
Rεw
bˆj
)
+ ε2
(
h˜
(0)
j −
k˜
(0)
j
4m
)
+
ε2k˜
(0)
j
4m
|w|2
+
(
ζIj
)(0)
(w) .
The terms written in green will be matched perfectly with their counterpart on M and so
we will have to deal with only terms written in black.
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• The non radial part(
ΨI
bˆj ,h˜j k˜j
)(†)(Rε
bˆj
w
)
=(ψg)
(†)
(rεw)
+ ε2bˆ2j
(
ψηj
)(†)(Rεw
bˆj
)
+ bˆ4jε
4R4−2mε |w|
4−2mφ˜2,j + bˆ
4
jε
4R4−2mε |w|
4−2mφ˜4,j
+ ε4bˆ4j (u¯4,j)
(†)
(
Rε
bˆj
w
)
− ε5bˆ5j (u5,j)
(†)
(
Rε
bˆj
w
)
+ ε2HI
h˜
(†)
j k˜
(†)
j
(w)−
ε2bˆ2j k˜
(0)
j
4mR2ε
(
u02,j
)(†)(Rε
bˆj
w
)
−
(
h˜
(2)
j −
k˜
(2)
j
4(m+ 2)
)
ε2bˆ2j
R2ε
(
u22,j
)(†)(Rε
bˆj
w
)
−
(
h˜
(3)
j −
k˜
(3)
j
4(m+ 3)
)
bˆ3jε
2
R3ε
(
u33,j
)(†)(Rε
bˆj
w
)
+ ε2
(
f I
h˜j k˜j
)(†)(Rε
bˆj
w
)
.
Analogously to the radial part we define(
ζIj
)(†)
(w) :=bˆ4jε
4R4−2mε |w|
4−2mφ˜2, + bˆ
4
jε
4R4−2mε |w|
4−2mφ˜4,j
ε4bˆ4j (u¯4,j)
(†)
(
Rε
bˆj
w
)
− ε5bˆ5j (u5,j)
(†)
(
Rε
bˆj
w
)
−
ε2bˆ2j k˜
(0)
j
4mR2ε
(
u02,j
)(†)(Rε
bˆj
w
)
−
(
h˜
(2)
j −
k˜
(2)
j
4(m+ 2)
)
ε2bˆ2j
R2ε
(
u22,j
)(†)(Rε
bˆj
w
)
−
(
h˜
(3)
j −
k˜
(3)
j
4(m+ 3)
)
bˆ3jε
2
R3ε
(
u33,j
)(†)(Rε
bˆj
w
)
+ ε2
(
f I
h˜j k˜j
)(†)(Rε
bˆj
w
)
and so we can write
(
ΨI
bˆj ,h˜j k˜j
)(†)(Rε
bˆj
w
)
=(ψg)
(†)
(rεw)
+ε2bˆ2j
(
ψηj
)(†)(Rεw
bˆj
)
+ ε2HI
h˜
(†)
j k˜
(†)
j
(w)
+
(
ζIj
)(†)
(w) .
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The terms written in red will be matched perfectly with their counterpart on M and so we
will have to deal with only terms written in black.
4.1.2 On M at points pj
On annuli B2rε(pj) \Brε(pj) we can rewrite Ψ
o
b,hk as
Ψob,hk (z) =
|z|2
2
+ ψg (z)
+ cΓj b¯
2m
j ε
2m
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
+ ε2b¯2jψηj
(
z
εb¯j
)
+ ε2m|z|4−2mφ˜2
+ ε2m|z|4−2mφ˜4 + ε
2m|z|5−2m
K∑
h=1
φ˜2h+1 +O
(
ε2m|z|6−2m
)
+Hohjkj
(
z
rε
)
+ f˜ob,hk (z)
+ cΓj fˆ
o,j
b,hk
(
−|z|2−2m +
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
+ fˆo,jb,hkO
(
|z|4−2m
(
φ˜2 + φ˜4
)
+ |z|5−2m
K∑
h=1
φ˜2h+1 + |z|
6−2m
)
and rescaling z = rεw
Ψob,hk (rεw) =
r2ε |w|
2
2
+ ψg (rεw)
+ cΓj b¯
2m
j ε
2mr2−2mε
(
−|w|2−2m +
(m− 1) sgr
2
ε
2 (m− 2)m (m+ 1)
|w|4−2m
)
+ ε2b¯2jψηj
(
rεw
εb¯j
)
+ ε2mr4−2mε |w|
4−2mφ˜2 + ε
2mr4−2mε |w|
4−2mφ˜4
+ ε2mr5−2mε |w|
5−2m
K∑
h=1
φ˜2h+1 +O
(
ε2mr6−2mε |w|
6−2m
)
+Hohjkj (w)
+ f˜ob,hk (rεw)
+ cΓj fˆ
o,j
b,hkr
2−2m
ε
(
−|w|2−2m +
(m− 1) sgr
2
ε
2 (m− 2)m (m+ 1)
|w|4−2m
)
+ fˆo,jb,hkO
(
r2m−4ε |w|
4−2m
(
φ˜2 + φ˜4
)
+ r5−2mε |w|
5−2m
K∑
h=1
φ˜2h+1
)
.
Expanding and reordering terms and recalling that bˆj =
2m
√
b¯2mj + fˆ
o,j
b,hkε
−2m we have
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Ψob,hk (rεw) =
r2ε |w|
2
2
+ ψg (rεw)
+ cΓj bˆ
2m
j ε
2mr2−2mε
(
−|w|2−2m +
(m− 1) sgr
2
ε
2 (m− 2)m (m+ 1)
|w|4−2m
)
+ ε2bˆ2jψηj
(
rεw
εbˆj
)
+ ε2
[
b¯2jψηj
(
rεw
εb¯j
)
− bˆ2jψηj
(
rεw
εbˆj
)]
+ ε2mr4−2mε |w|
4−2mφ˜2 + ε
2mr4−2mε |w|
4−2mφ˜4
+ ε2mr5−2mε |w|
5−2m
K∑
h=1
φ˜2h+1 +O
(
ε2mr6−2mε |w|
6−2m
)
+Hohjkj (w)
+ f˜ob,hk (rεw)
+ fˆo,jb,hkO
(
r2m−4ε |w|
4−2m
(
φ˜2 + φ˜4
)
+ r5−2mε |w|
5−2m
K∑
h=1
φ˜2h+1
)
.
We make a further refinement of the analysis of the structure of Ψob,hk: we separate its radial
part from its non-radial part.
• The radial part(
Ψob,hk
)(0)
(rεw) =
r2ε |w|
2
2
+ ψ(0)g (rεw)
+ cΓj bˆ
2m
j ε
2mr2−2mε
(
−|w|2−2m +
(m− 1) sgr
2
ε
2 (m− 2)m (m+ 1)
|w|4−2m
)
+ ε2bˆ2jψ
(0)
ηj
(
rεw
εbˆj
)
+ ε2
[
b¯2jψηj
(
rεw
εb¯j
)
− bˆ2jψηj
(
rεw
εbˆj
)](0)
+O
(
ε2mr6−2mε |w|
6−2m
)
+
(
h
(0)
j −
k
(0)
j
4 (m− 2)
)
|w|2−2m +
k
(0)
j
4 (m− 2)
|w|4−2m
+
(
f˜ob,hk
)(0)
(rεw) + fˆ
o,j
b,hkO
(
r6−2mε |w|
6−2m
)
.
Again we can collect some terms defining
(
ζoj
)(0)
(w) :=ε2
[
b¯2jψηj
(
rεw
εb¯j
)
− bˆ2jψηj
(
rεw
εbˆj
)](0)
+O
(
ε2mr6−2mε |w|
6−2m
)
+
(
f˜ob,hk
)(0)
(rεw) + fˆ
o,j
b,hkO
(
r6−2mε |w|
6−2m
)
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and so we can write
(
Ψob,hk
)(0)
(rεw) =
r2ε |w|
2
2
+ ψ(0)g (rεw)
+cΓj bˆ
2m
j ε
2mr2−2mε
(
−|w|2−2m +
(m− 1) sgr2ε
2 (m− 2)m (m+ 1)
|w|4−2m
)
+ε2bˆ2jψ
(0)
ηj
(
rεw
εbˆj
)
+
(
h
(0)
j −
k
(0)
j
4(m− 2)
)
|w|2−2m +
k
(0)
j
4(m− 2)
|w|4−2m
+
(
ζoj
)(0)
(w) .
Again, the green terms are matched perfectly with their counterpart on Xj and we will
have to deal only with terms written in black.
• The non-radial part(
Ψob,hk
)(†)
(rεw) =ψ
(†)
g (rεw)
+ ε2bˆ2jψ
(†)
ηj
(
rεw
εb¯j
)
+ ε2
[
b¯2jψηj
(
rεw
εb¯j
)
− bˆ2jψηj
(
rεw
εbˆj
)](†)
+ ε2mr4−2mε |w|
4−2mφ˜2 + ε
2mr4−2mε |w|
4−2mφ˜2
+ ε2mr5−2mε |w|
5−2m
K∑
h=1
φ˜2h+1 +O
(
ε2mr6−2mε |w|
6−2m
)
+Ho
h
(†)
j k
(†)
j
(w)
+
(
f˜ob,hk
)(†)
(rεw)
+ fˆo,jb,hkO
(
r2m−4ε |w|
4−2m
(
φ˜2 + φ˜4
)
+ r5−2mε |w|
5−2m
K∑
h=1
φ˜2h+1
)
.
Defining
(
ζoj
)(†)
(w) :=ε2
[
b¯2jψηj
(
rεw
εb¯j
)
− bˆ2jψηj
(
rεw
εbˆj
)](†)
+ ε2mr4−2mε |w|
4−2mφ˜2 + ε
2mr4−2mε |w|
4−2mφ˜2
+ ε2mr5−2mε |w|
5−2m
K∑
h=1
φ˜2h+1 +O
(
r2+βε |w|
6−2m
)
+
(
f˜ob,hk
)(†)
(rεw) + fˆ
o,j
b,hkO
(
r2m−4ε |w|
4−2m
(
φ˜2 + φ˜4
))
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we can write
(
Ψob,hk
)(†)
(rεw) =ψ
(†)
g (rεw) + ε
2bˆ2jψ
(†)
ηj
(
rεw
εbˆj
)
+Ho
h
(†)
j k
(†)
j
(w)
+
(
ζoj
)(†)
(w) .
Again, the red terms are matched perfectly with their counterpart on Xj and we will have
to deal only with terms written in black.
4.1.3 Matching at the boundaries
We want that the functions Ψob,hk (rε·) ∈ C
4,α (B2 \B1) and ΨIbˆj ,h˜j k˜j
(
Rε
bˆj
·
)
∈ C4,α
(
B1 \B1/2
)
match at ∂B1 to give functions Ψj ∈ C
4,α(B2 \B1/2)
Ψj (w) :=
{
Ψob,hk (rεw) w ∈ B2 \B1
ΨI
bˆj ,h˜j k˜j
(
Rε
bˆj
w
)
w ∈ B1 \B1/2
Remark 4.1. It is a well known fact that given two functions f1 ∈ C
4,α
(
B1 \B1/2
)
and f2 ∈
C4,α (B2 \B1) they glue to a f ∈ C
4,α
(
B2 \B1/2
)
f (w) :=
{
f1 (w) w ∈ B1 \B1/2
f2 (w) w ∈ B2 \B1
if and only if at ∂B1 the following identities hold
f1 = f2
∂|w|f1 = ∂|w|f2
∆f1 = ∆f2
∂|w|∆f1 = ∂|w|∆f2
The above remark allows us to formulate the matching problem: we want to solve on ∂B1
the following system of PDEs
(Σ) :

Hohjkj +
(
ζoj
)(0)
+
(
ζoj
)(†)
= HI
ε2h˜jε2k˜j
+
(
ζIj
)(0)
+
(
ζIj
)(†)
∂|w|
[
Hohjkj +
(
ζoj
)(0)
+
(
ζoj
)(†)]
= ∂|w|
[
HI
ε2h˜jε2k˜j
+
(
ζIj
)(0)
+
(
ζIj
)(†)]
∆
[
Hohjkj +
(
ζoj
)(0)
+
(
ζoj
)(†)]
= ∆
[
HI
ε2h˜jε2k˜j
+
(
ζIj
)(0)
+
(
ζIj
)(†)]
∂|w|∆
[
Hohjkj +
(
ζoj
)(0)
+
(
ζoj
)(†)]
= ∂|w|∆
[
HI
ε2h˜jε2k˜j
+
(
ζIj
)(0)
+
(
ζIj
)(†)]
Since (Σ) is defined on ∂B1(0) we have

hj +
(
ζoj
)(0)
+
(
ζoj
)(†)
= ε2h˜j +
(
ζIj
)(0)
+
(
ζIj
)(†)
∂|w|
[
Hohjkj +
(
ζoj
)(0)
+
(
ζoj
)(†)]
= ∂|w|
[
HI
ε2h˜jε2k˜j
+
(
ζIj
)(0)
+
(
ζIj
)(†)]
kj +∆
[(
ζoj
)(0)
+
(
ζoj
)(†)]
= ε2k˜j +∆
[(
ζIj
)(0)
+
(
ζIj
)(†)]
∂|w|∆
[
Hohjkj +
(
ζoj
)(0)
+
(
ζoj
)(†)]
= ∂|w|∆
[
HI
ε2h˜jε2k˜j
+
(
ζIj
)(0)
+
(
ζIj
)(†)]
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We find the relations
ε2h˜j = hj +
(
ζoj
)(0)
−
(
ζIj
)(0)
+
(
ζoj
)(†)
−
(
ζIj
)(†)
ε2k˜j = kj +∆
[(
ζoj
)(0)
−
(
ζIj
)(0)
+
(
ζoj
)(†)
−
(
ζIj
)(†)]
Moreover we define
ξ
(0)
j :=
(
ζoj
)(0)
−
(
ζIj
)(0)
(4.1)
ξ
(†)
j :=
(
ζoj
)(†)
−
(
ζIj
)(†)
(4.2)
and substituting in (Σ) we obtain the equations

ε2h˜j = hj + ξ
(0)
j + ξ
(†)
j
∂|w|H
o
hjkj
= ∂|w|H
I
hjkj
+ ∂|w|H
I
ξ
(0)
j ,∆ξ
(0)
j
+ ∂|w|H
I
ξ
(†)
j ,∆ξ
(†)
j
+ ∂|w|
[
ξ
(0)
j + ξ
(†)
j
]
ε2k˜j = kj +∆
[
ξ
(0)
j + ξ
(†)
j
]
∂|w|∆H
o
hjkj
= ∂|w|∆H
I
hjkj
+ ∂|w|∆H
I
ξ
(0)
j ,∆ξ
(0)
j
+ ∂|w|∆H
I
ξ
(†)
j ,∆ξ
(†)
j
+ ∂|w|∆
[
ξ
(0)
j + ξ
(†)
j
]
Remark 4.2. In the second and fourth equation we used the fact that by their very definition
Hoh,k, H
I
h,k are (continuous) linear operators
HI·,· : Bα → C
4,α (B1) ,
Ho·,· : Bα → C
4,α (Cm \B1) .
The second and the fourth equations above give us the relations
∂|w|H
o
hjkj − ∂|w|H
I
hjkj = ∂|w|H
I
ξ
(0)
j ,∆ξ
(0)
j
+ ∂|w|H
I
ξ
(†)
j ,∆ξ
(†)
j
+ ∂|w|
[
ξ
(0)
j + ξ
(†)
j
]
,
∂|w|∆H
o
hjkj − ∂|w|∆H
I
hjkj = ∂|w|∆H
I
ξ
(0)
j ,∆ξ
(0)
j
+ ∂|w|∆H
I
ξ
(†)
j ,∆ξ
(†)
j
+ ∂|w|∆
[
ξ
(0)
j + ξ
(†)
j
]
.
On ∂B1 we can rewrite the system (Σ) as

ε2h˜j = hj + ξ
(0)
j + ξ
(†)
j
∂|w|H
o
hjkj
− ∂|w|H
I
hjkj
= ∂|w|H
I
ξ
(0)
j ,∆ξ
(0)
j
+ ∂|w|H
I
ξ
(†)
j ,∆ξ
(†)
j
+ ∂|w|
[
ξ
(0)
j + ξ
(†)
j
]
ε2k˜j = kj +∆
[
ξ
(0)
j + ξ
(†)
j
]
∂|w|∆H
o
hjkj
− ∂|w|∆H
I
hjkj
= ∂|w|∆H
I
ξ
(0)
j ,∆ξ
(0)
j
+ ∂|w|∆H
I
ξ
(†)
j ,∆ξ
(†)
j
+ ∂|w|∆
[
ξ
(0)
j + ξ
(†)
j
]
4.2 Conclusion of the proof of Theorem 1.7
We start this section with a remark.
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Remark 4.3. The differential operators ∂|w|,∆ commute with the ∆S2m−1 -eigenfunction decom-
position of any f1 ∈ C4,α
(
B1 \B1/2
)
and f2 ∈ C4,α (B2 \B1) ,indeed, for n = 1, 2
fn (w) =
+∞∑
k=0
(fn)
(k)
(|w|)φk
(
w
|w|
)
then
∂|w|fn (w) =
+∞∑
k=0
∂|w| (fn)
(k)
(|w|)φk
(
w
|w|
)
,
∆fn (w) =
+∞∑
k=0
[
∂2|w| +
(2m− 1)
|w|
∂|w| −
k (2m− 2 + k)
|w|2
](
(fn)
(k)
(|w|)
)
φk
(
w
|w|
)
.
To conclude the gluing process we will use the fact that the ”Dirichlet to Neumann” map
is an isomorphism. We have indeed the following result whose proof can be found in [AP06,
Lemma 6.3].
Theorem 4.1. The map
P : C4,α (∂B1)× C
2,α (∂B1)→ C
3,α (∂B1)× C
1,α (∂B1)
P (h, k) =
(
∂|w|
(
Hoh,k −H
I
h,k
)
, ∂|w|∆
(
Hoh,k −H
I
h,k
))
is an isomorphism of Banach spaces.
Proof. The inverse Q of P
Q : C3,α (∂B1)× C
1,α (∂B1)→ C
4,α (∂B1)× C
2,α (∂B1)
is given by the following formulas
Q (e, f) = (Q1 (e, f) ,Q2 (e, f))
:=
(
+∞∑
γ=0
1
2 (γ +m− 1)
[
e(γ) −
f (γ)
2 (γ +m− 2) (γ +m)
]
φγ ,
+∞∑
γ=0
f (γ)
2 (γ +m− 1)
φγ
)
and it is not hard to check that Q is continuous.
Using Theorem 4.1 we can define a continuous nonlinear differential operator
S : B (κ, β, σ)2 → B2α
S := (S1j ,S2j ,S3j ,S4j) 1 ≤ j ≤ N
that decomposes in two pieces:
S = S(0) + S(†)
=
(
S
(0)
1j + S
(†)
1j ,S
(0)
2j + S
(†)
2j ,S
(0)
3j + S
(†)
3j ,S
(0)
4j + S
(†)
4j
)
that are
S(0)
(
ε2h˜, ε2k˜,h,k
)
=

S
(0)
1j
(
ε2h˜, ε2k˜,h,k
)
= h
(0)
j + ξ
(0)
j
S
(0)
2j
(
ε2h˜, ε2k˜,h,k
)
= k
(0)
j +∆ξ
(0)
j
S
(0)
3j
(
ε2h˜, ε2k˜,h,k
)
= Q1
[
∂|w|H
I
ξ
(0)
j ,∆ξ
(0)
j
+ ∂|w|ξ
(0)
j
]
S
(0)
4j
(
ε2h˜, ε2k˜,h,k
)
= Q2
[
∂|w|∆H
I
ξ
(0)
j ,∆ξ
(0)
j
+ ∂|w|∆ξ
(0)
j
] (4.3)
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S(†)
(
ε2h˜, ε2k˜,h,k
)
=

S
(†)
1j
(
ε2h˜, ε2k˜,h,k
)
= h
(†)
j + ξ
(†)
j
S
(†)
2j
(
ε2h˜, ε2k˜,h,k
)
= k
(†)
j +∆ξ
(†)
j
S
(†)
3j
(
ε2h˜, ε2k˜,h,k
)
= Q1
[
∂|w|H
I
ξ
(†)
j ,∆ξ
(†)
j
+ ∂|w|ξ
(†)
j
]
S
(†)
4j
(
ε2h˜, ε2k˜,h,k
)
= Q2
[
∂|w|∆H
I
ξ
(†)
j ,∆ξ
(†)
j
+ ∂|w|∆ξ
(†)
j
] (4.4)
We want to find a fixed point for S: functions h,k, h˜, k˜ such that
S
(
ε2h˜, ε2k˜,h,k
)
=
(
ε2h˜, ε2k˜,h,k
)
.
We can see that, by the very definition of S, fixed points are the boundary conditions we
need to conclude the gluing procedure. We will find a fixed point showing that a sequence of
type (
ε2h˜n+1, ε
2k˜n+1,hn+1,kn+1
)
= S
(
ε2h˜n, ε
2k˜n,hn,kn
)
with
(
h˜0, k˜0,h0,k0
)
= (0,0,0,0) is confined in a certain bounded subset of Bα. To go on with
this argument we have to be careful and carry on two different analysis: one for S(0) and one for
S(†). We now want to estimate ∥∥∥S (ε2h˜, ε2k˜,h,k)∥∥∥
B2α
In the previous arguments we picked functions(
ε2h˜, ε2k˜,h,k
)
∈ B (κ, β, σ)2
and now we want to find a κ > 0 depending only on g, ηj such that the operator S has, on
B (κ, β, σ)
2
, some sort of compactness.
Proposition 4.1. There exist κ > 0 depending only on g, ηj and not on ε such that
S : B (κ, β, σ)2 → B
(
3
2
κ, β, σ
)
×B (κ, β, σ) .
Proof. The thesis will follow from estimates on S and we recall its definition given by formulas
(4.3) and (4.4). To have estimates on S we need only to get estimates on functions ξ
(0)
j , ξ
(†)
j
defined by formulas (4.1) and (4.2). Making use of:
• expansions (2.1),(2.2) of the blow up asymptotics of functions in the deficiency space D ,
• formulæ(3.1),(3.3) defining skeletons on the orbifold and on ALE spaces,
• formula (3.4) defining modified biharmonic extensions on the ALE spaces,
• Proposition 3.4 and Proposition 3.5 that give us estimates on fob,hk and f
I
h˜j k˜j
,
• the choice of parameters λ, β, σ, µ, µ′, τ, δ
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we have that ∥∥∥ξ(0)j ∥∥∥
C4,α(∂B1)
≤ C (g,η) rβε (4.5)
and ∥∥∥ξ(†)j ∥∥∥
C4,α(∂B1)
≤ C (g,η) rσε . (4.6)
From the above inequalities we can immediately obtain the following estimates on S
∣∣∣S(0)1j (ε2h˜, ε2k˜,h,k)∣∣∣ ≤ ∣∣∣h(0)j ∣∣∣+ C1 (g,η) rβε∣∣∣S(0)2j (ε2h˜, ε2k˜,h,k)∣∣∣ ≤ ∣∣∣k(0)j ∣∣∣+ C2 (g,η) rβε∣∣∣S(0)3j (ε2h˜, ε2k˜,h,k)∣∣∣ ≤ C3 (g,η) rβε∣∣∣S(0)4j (ε2h˜, ε2k˜,h,k)∣∣∣ ≤ C4 (g,η) rβε
∥∥∥S(†)1j (ε2h˜, ε2k˜,h,k)∥∥∥
C4,α(∂B1)
≤
∥∥∥h(†)j ∥∥∥
C4,α(∂B1)
+D1 (g,η) r
σ
ε
∥∥∥S(†)2j (ε2h˜, ε2k˜,h,k)∥∥∥
C2,α(∂B1)
≤
∥∥∥k(†)j ∥∥∥
C2,α(∂B1)
+D2 (g,η) r
σ
ε
∥∥∥S(†)3j (ε2h˜, ε2k˜,h,k)∥∥∥
C4,α(∂B1)
≤ D3 (g,η) r
σ
ε
∥∥∥S(†)4j (ε2h˜, ε2k˜,h,k)∥∥∥ ≤ D4 (g,η) rσε
The positive constants C1, . . . , C4, D1, . . . , D4 ∈ R+ depend only on metrics g and ηj and not
on ε and κ. Let
C5 (g,η) := max {C1 (g,η) , . . . , C4 (g,η) , D1 (g,η) , . . . , D4 (g,η)} ,
then setting
κ = 2C5 (g,η)
We have the thesis.
Now we can finally prove our main result.
Theorem 1.7. Let (M, g) be a compact cscK orbifold with isolated singularities and let
p := {p ∈M |p is a SU(m) singularity admitting a Ka¨hler crepant resolution}
and
ker (Lg) = 〈1, ϕ1, . . . , ϕd〉 .
Suppose moreover that
• ♯p = N ≥ d+ 1;
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• the d×N matrix
∆Φ(p)i,j := ∆gϕi (pj) + sgϕi (pj)
has full rank;
• there exist b := (b1, . . . , bN ) ∈ R
N
+ such that
N∑
j=1
bj [∆gϕi (pj) + sgϕi (pj)] = 0 1 ≤ i ≤ d .
Then there exist
(
M˜, g˜b,ε
)
cscK orbifold together with a holomorphic, surjective
π : M˜ →M .
The manifold M˜ is obtanied replacing p with ALE-Ka¨hler spaces that are Ricci-flat.
Proof. We consider the sequence(
ε2h˜n+1, ε
2k˜n+1,hn+1,kn+1
)
= S
(
ε2h˜n, ε
2k˜n,hn,kn
)
with
(
h˜0, k˜0,h0,k0
)
= (0,0,0,0). By Proposition 4.1 we have that,
ε2
∣∣∣∣(h˜(0)j )n+1
∣∣∣∣ ≤ ∣∣∣(h(0)j )n∣∣∣+ κ2 rβε
ε2
∣∣∣∣(k˜(0)j )n+1
∣∣∣∣ ≤ ∣∣∣(k(0)j )n∣∣∣+ κ2 rβε∣∣∣∣(h(0)j )n+1
∣∣∣∣ ≤ κ2 rβε∣∣∣∣(k(0)j )
n+1
∣∣∣∣ ≤ κ2 rβε
ε2
∥∥∥∥(h˜†j)n+1
∥∥∥∥
C4,α(∂B1)
≤
∥∥∥(h†j)
n
∥∥∥
C4,α(∂B1)
+ κ2 r
σ
ε
ε2
∥∥∥∥(k˜†j)n+1
∥∥∥∥
C2,α(∂B1)
≤
∥∥∥(k†j)
n
∥∥∥
C2,α(∂B1)
+ κ2 r
σ
ε
∥∥∥∥(h†j)n+1
∥∥∥∥
C4,α(∂B1)
≤ κ2 r
σ
ε
∥∥∥∥(k†j)n+1
∥∥∥∥
C2,α(∂B1)
≤ κ2 r
σ
ε
and hence {(
ε2h˜n, ε
2k˜n,hn,kn
)}
n∈N
⊂ B (κ, β, σ)2 .
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Since we have the compact embedding
Bα →֒ Bγ 0 < γ < α ,
we can extract a B2γ-convergent subsequence (that by abuse of notation we call again){(
ε2h˜n, ε
2k˜n,hn,kn
)}
n∈N
to a limit (
ε2h˜∞, ε
2k˜∞,h∞,k∞
)
∈ B2γ .
By construction we have that
S
(
ε2h˜∞, ε
2k˜∞,h∞,k∞
)
=
(
ε2h˜∞, ε
2k˜∞,h∞,k∞
)
.
We have now found our “boundary conditions” and this implies that, by Proposition 3.4, we have
a C2,γ (Mrε) cscK-metric gb,hk on Mrε and , by Proposition 3.5 , C
2,γ
(
XRε
bˆj
,j
)
-metrics ηbˆj ,h˜j k˜j
on XRε
bˆj
,j that by construction glue to a C
2,γ
(
M˜
)
cscK Ka¨hler metric g˜b,ε, and by [Mor58]
we have that g˜b,ε is real analytic. We have found our cscK metric on M˜ and therefore proved
Theorem 1.7.
Remark 4.4. We want to point out that in conditions (1.9) and (1.10) of Theorem 1.7 do not
appear the orders of the groups of orbifold points as one would expect. We now explain why
this phenomenon occurs. In our gluing procedure, when we construct the skeleton Jbˆ on an
ALE space X, we “bring to X ” the whole local potential ψg of g at the orbifold point p ∈ M
associated to X. But bringing naively ψg on X only cutting off and rescaling it would lead us
“too far” from a cscK metric on the region of X we are interested in. Indeed we have to correct
ψg as much as we can to “stay close” to a cscK metric. For our purposes, the most refined
correction we can operate on ψg is adding a well chosen function containing the term
cΓ (m− 1) sgε
4bˆ4
2 (m− 2)m (m+ 1)
|x|4−2m .
We construct, indeed, a metric ηbˆj ,h˜j k˜j that has has expansion at infinity
ωη
bˆj ,h˜j k˜j
≈ i∂∂
[
ε2bˆ2|x|2
2
− cΓε
2bˆ2
(
|x|2−2m −
(m− 1) sgε
2bˆ2
2 (m− 2)m (m+ 1)
|x|4−2m
)]
.
To have a good matching, we want to construct, on the orbifold M , a function with the asymp-
totics above (suitably rescaled) near the point p. We thus want to construct a function that
blows up approaching point p. Moreover, we want this function to be on ker (Lg) as much as
possible, so we are led to solve a PDE with distribution data. To identify the equation we have
to solve we have to find out what kind of distribution is
Lg
(
|z|2−2m −
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
.
With some efforts we discover that distributionally we have
Lg
(
|z|2−2m −
(m− 1) sg
2 (m− 2)m (m+ 1)
|z|4−2m
)
=
(m− 1)µ
(
S2m−1
)
|Γ|
(∆gδp + sgδp) + θp
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with θp ∈ C∞ (Br (p)). The equation we are interested in is
LgH −
(m− 1) sgµ
(
S2m−1
)
Volg (M)
N∑
j=1
cΓj bj
|Γj |
= − (m− 1)µ
(
S2m−1
) N∑
j=1
cΓj bj
|Γj |
(
∆gδpj + sgδpj
)
with bj ∈ R
+. That equation is solvable if and only if the linear equations
N∑
j=1
cΓj bj
Γj
[∆gϕi (pj) + sgϕi (pj)] = 0 1 ≤ i ≤ d
with {1, ϕ1, . . . , ϕd} a L2-orthogonal basis of ker (Lg) are solvable. But it is immediate to see
that the above equations in the bj ’s are solvable if and only if there are b
′
j ∈ R
+ such that
N∑
j=1
b′j [∆gϕi (pj) + sgϕi (pj)] = 0 1 ≤ i ≤ d .
This shows why there aren’t coefficients involving the orders of the various groups in the condition
(1.10). To explain why there are no coefficients depending on quantities relative to the groups
in condition (1.9) we have to recall that at a certain point we have to assure the solvability of
equation
Lg (Hf ) + d0 =
N∑
j=1
dj
cΓjµ
(
S2m−1
)
|Γj |
[
∆gδpj + sgδpj
]
+
d∑
l=1
flϕl
for any f1, . . . , fd ∈ R and d0, . . . , dN ∈ R depending on fl’s. This happens if and only if the
matrix (
cΓjµ
(
S2m−1
)
|Γj |
[∆gϕ (pj) + sgϕ (pj)]
)
1≤i≤d
1≤j≤N
has full rank that is equivalent to requiring the matrix
(∆gϕ (pj) + sgϕ (pj)) 1≤i≤d
1≤j≤N
to have full rank. This being said, we want to point out also that different choices of b give rise
to different Ka¨hler metrics on the desingularized manifold M˜ . We have by construction, indeed,
that [
ωg˜b,ε
]
= π∗ [ωg] +
N∑
j=1
ε2bˆ2j
[
ω˜ηj
]
with
[
ω˜ηj
]
∈ H(1,1)
(
M˜,C
)
∩H2
(
M˜,R
)
cohomology classes such that
i∗j
[
ω˜ηj
]
= [ωηj ]
with
ij : Xj,Rε
bˆj
→֒ M˜
the natural embedding and
lim
ε→0
bˆj =
2m
√
bj .
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4.3 U(m) vs SU(m)
Theorem 1.7 leaves a natural question open: is there a condition mixing SU(m) and U(m) singu-
lar points that let us to find a cscK metric on the desingularization? Rollin and Singer in [RS09a]
state without proof the following theorem that gives a partial answer to the above question. We
give a proof here because this result and Theorem 1.7 are the first step in understanding if there
is an “optimal” condition mixing different kind of orbifold singularities in order to get a cscK
desingularization.
Theorem 4.2. Let (M, g) be a compact cscK orbifold with isolated singularities, and let ϕ1, . . . , ϕd ∈
C∞ (M) such that
ker (Lg) := spanR {1, ϕ1, . . . , ϕd} .
• Let
p := {p1, . . . , pn} ⊆M n ≥ d+ 1
a set of points with negighborhoods biholomorphic to B1/Γp with Γp a finite subgroup, even
trivial, of U(m). Moreover let Cm/Γp admit a scalar flat ALE resolution (Xp, ηp) (in
the case Γp is trivial we consider the blow up) such that the metrics ηp have asymptotic
expansion
ωηp = i∂∂
(
|z|2
2
+ Ep|z|
4−2m + Jp|z|
2−2m +O
(
|z|−2m
))
Ej 6= 0
and for m = 2
ωηp = i∂∂
(
|z|2
2
+ Ep log (|z|) + Jp|z|
−2 +O
(
|z|−4
))
Ej 6= 0 .
• Let q ⊆ M the set of points with negighborhoods biholomorphic to B1/Γq with Γq a finite
subgroup of SU(m) and such that Cm/Γq admit an ALE Ka¨hler crepant resolution (Yq, θq).
Let
Φ =
(
Epj
|Epj |
ϕj (pj)
)
1≤i≤d,1≤j≤n
.
If
rk (Φ) = d
and there exist a := (a1, . . . , an) ∈ (R
+)
n
satisfying
Φa = 0 ,
then there exist a compact cscK orbifold with isolated singularities
(
M˜, g˜
)
with a holomorphic
surjective map
π : M˜ →M
and M˜ is obtained replacing points of p with resolutions Xp and points q with resolutions Yq.
The proof of this result is much easier than the proof of Theorem 1.7, indeed the presence of
points p whose resolutions have the asymptotic |x|4−2m let us to avoid a too refined construction
of skeletons solutions on M and Xj , Yk. Moreover, in this case, we are allowed to choose a
uniform size rσε for boundary conditions contrarily to the case of Theorem 1.7 where we had to
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choose a size rβε for the radial component and a size r
σ
ε for the non radial components. Let now
ε > 0 small and we set
rε = ε
2m−1
2m+1
σ = 4
Rε =
rε
ε
τ, δ ∈ (0, 1)
The key step for proving Theorem 4.2 is the following application of Lemma 3.1.
Proposition 4.2. Let (M, g) be a compact cscK orbifold with isolated singularities satisfying
hypotheses of Theorem 4.2. Let µpq a linear combination of Dirac delta functions at points in p
and in q and their derivatives up to order 2. Then for ε sufficiently small there exist
a0, . . . an ∈ R
such that equation
LgH
a + a0 =
n∑
i=1
Ej
|Ej |
ajδpj + εµpq
is solvable with unique solution Ha orthogonal to ker (Lg).
With the above proposition can construct the “skeleton” for our metric g′ on Mrε .
Proposition 4.3. Let (M, g) be a compact cscK orbifold satisfying hypotheses of Theorem 4.2.
Then for any bq ∈ R
+ and
h(0)p , k
(0)
p , k
(1)
p , h
(0)
q , k
(0)
q ∈ [−κr
4
ε , κr
4
ε ]
there exist Hahk ∈ C
4,α
4−2m,2−2m (Mpq) ∩ C
∞
loc (Mpq) such that
• at p ∈ p has expansion
Hahk (z) =ap
Ep
|Ep|
|z|4−2m +
(
h(0)p +
k
(0)
p
4(m− 2)
)
r2m−2ε ε
2−2m|z|2−2m
−
k
(0)
p
4(m− 2)
r2m−4ε ε
2−2m|z|4−2m −
k
(1)
p
4(m− 1)
r2m−3ε ε
2−2m|z|3−2mφ1
+O
(
r2m+2ε ε
2−2m|z|4−2m + |z|5−2m
)
and for m = 2
Hahk (z) =ap
Ep
|Ep|
log (|z|) +
(
h(0)p +
k
(0)
p
2
)
r2εε
−2|z|−2
−
k
(0)
p
2
ε−2 log (|z|)−
k
(1)
p
4
rεε
−2|z|φ1
Cp +O
(
r6εε
−2 log (|z|) + |z|
)
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• at q ∈ q has expansion
Hahk (z) =− bqε
2|z|2−2m +
(
h(0)q +
k
(0)
q
4(m− 2)
)
r2m−2ε ε
2−2m|z|2−2m
−
k
(0)
q
4(m− 2)
r2m−4ε ε
2−2m|z|4−2m +O
(
r2m+2ε ε
2−2m|z|4−2m + |z|6−2m
)
and for m = 2
Hahk (z) =− bqε
2|z|−2 +
(
h(0)q +
k
(0)
q
2
)
r2εε
−2|z|−2
−
k
(0)
q
2
ε−2 log (|z|)−
k
(1)
q
4
rεε
−2|z|φ1
Cq +O
(
r6εε
−2 log (|z|) + |z|
)
with Cp, Cq ∈ R.
As in the proof of Theorem 1.7 we use modified biharmonic extensions H˜ohk that
• near points p ∈ p are
H˜ohk (z) :=χp,r0
[
+∞∑
γ=2
((
h(γ)p +
k
(γ)
p
4(m+ γ − 2)
)∣∣∣∣ zrε
∣∣∣∣2−2m−γ − k(γ)p4(m+ γ − 2)
∣∣∣∣ zrε
∣∣∣∣4−2m−γ
)
φγ
]
+ χp,r0
(
h(1) +
k(1)
4(m− 1)
) ∣∣∣∣ zrε
∣∣∣∣1−2m
• near points q ∈ q are
H˜ohk (z) :=χq,r0
[
+∞∑
γ=2
((
h(γ)q +
k
(γ)
q
4(m+ γ − 2)
)∣∣∣∣ zrε
∣∣∣∣2−2m−γ − k(γ)q4(m+ γ − 2)
∣∣∣∣ zrε
∣∣∣∣4−2m−γ
)
φγ
]
with χp,r0 , χq,r0 cutoff functions that are identically 1 respectively on Br0 (p), Br0 (q) and
identically 0 on M \B2r0 (p), M \B2r0 (q). So our g
′ on M will be again of the form
ωg′ = ωg + i∂∂
(
Hahk + H˜
o
hk + f
o
b,hk
)
and fob,hk ∈ C
4,α
4−2m+τ (Mpq) ⊕ D. The space D, once fixed a right inverse for Φ, is the d-
dimensional space of functions Hc unique solution of equation
Lg (H
c) + d0 (c) =
∑
p∈p
dp (c)
Ep
|Ep|
δp +
d∑
j=1
cjϕj
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for any c ∈ Rd and d0 (c) , dp (c) ∈ R uniquely determined by c. For dimension m = 2 we need
a little more care because
4− 2m+ τ = τ > 0
and so C4,ατ (Mpq) ⊂ C
0,α (M). To have surjectivity for the operator
Lg : C
4,α
τ (Mpq)→ C
0,α
τ−4 (Mpq)
we need to extend the space D with another finite dimensional space D′ (its dimension is ♯p+♯q)
generated by smooth cutoff functions
χp (x) :=
{
1 x ∈ Br0 (p)
0 x ∈M \B2r0 (p)
χq (x) :=
{
1 x ∈ Br0 (q)
0 x ∈M \B2r0 (q)
By abuse of notation we call D also the space D⊕D′. As in chapter 3, in the very same way, we
can construct a nonlinear operator N to find fob,hk
N : C4,α4−2m+τ (Mpq)⊕D × Bα → C
4,α
4−2m+τ (Mpq)⊕D
and we have the following proposition.
Proposition 4.4. Let f, f ′ ∈ C4,α4−2m+τ (Mpq)⊕D such that
‖f‖C4,α4−2m+τ (Mpq)⊕D
, ‖f ′‖C4,α4−2m+τ (Mpq)⊕D
≤ C (g) ε4m−4r2−2m−τε .
Let (h, k) ,
(
h′, k′
)
∈ Bα such that
‖(h, k)‖ ,
∥∥(h′, k′)∥∥ ≤ κr4ε ,
then we have
• for every (h, k) as above
‖N (0,h, k)‖C4,α4−2m+τ (Mpq)⊕D
≤ C (g) ε4m−4r2−2m−τε ;
• for every (h, k) as above
‖N (f,h, k)−N (f ′,h, k)‖C4,α4−2m+τ (Mpq)⊕D
≤
1
2
‖f − f ′‖C4,α4−2m+τ (Mpq)⊕D
;
• for every f as above∥∥N (f,h, k)−N (f,h′, k′)∥∥
C4,α4−2m+τ (Mpq)⊕D
≤
1
2
∥∥(h− h′, k− h′)∥∥ .
The proof is identical and much easier than the analogue of chapter 3. The above proposition
gives us our family of cscK metrics on Mrε .
Proposition 4.5. Let (h, k) ∈ Bα as above then there exist fob,hk ∈ C
4,α
4+τ−2m (Mp)⊕D such that∥∥fob,hk∥∥C4,α4+τ−2m(Mp)⊕D ≤ C (g) ε4m−4r2−2m−τε
and on Mrε
ωg′ = ωg + i∂∂
(
Hahk + H˜
o
hk + f
o
b,hk
)
is a Ka¨hler metric of constant scalar curvature with
|sg′ − sg| ≤ C (g) ε
2m−2 .
Moreover the metric g′ depends continuosly on (h, k).
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On ALE spaces, the analysis and the construction of the families of metrics are the very same
of [AP06] and [AP09] with exactly the same estimates and the same modifications for dimension
m = 2. With the above results, the data matching procedure is the very same as [AP09] and
so we prove Theorem 4.2. In complex dimension 2, Calderbank and Singer in [CS04] prove the
existence of ALE scalar flat metrics on resolutions of C2/Zk for any action of Zk in U(2) that is
free on S3. In light of this we can now apply Theorem 4.2 to the case of
•
(
P1 × P1
)
/Zk with k ∈ N and Zk acting
([x0 : x1], [y0 : y1]) −→ ([x0 : ζkx1], [y0 : ζ
a
ky1]) ζ
k
k = 1 and gcd(a, k) = 1 ;
• P2/Zk with k ∈ N and Zk acting
[x0 : x1 : x2] −→ [x0 : ζkx1 : ζ
a
kx2] ζ
k
k = 1 and gcd(a, k) = 1 ;
•
(
P1 × Ek
)
/Zk for k = 2, 4, 6 with Ek elliptic curve with automorphism group Zk and Zk
acting
([x0 : x1], [z]) −→ ([x0 : ζ
a
kx1], [ζkz]) ζ
k
k = 1 and gcd(a, k) = 1 .
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Look for examples
Now that we have Theorem 1.7 we would like to find examples where it is applicable. Once we
have a cscK orbifold, if we want to apply our result there are two main difficulties:
• we have to identify SU(m) singularities and if they have a crepant resolution
• we have to see if conditions on potentials of holomorphic vector fields are verified.
In general verifying these kind of hypotheses is very hard, unless we restrict to some particular
kind of manifolds. We sought for examples among toric 3 dimensional orbifold which are Ka¨hler-
Einstiein and Fano. Why such a choice? We restricted to
• dimension 3 because by [Roa89] for every finite subgroup Γ⊳SL (3,C) the singularity C3/Γ
admit a crepant resolution and if Γ ⊳ SU(3) the theorem of Joyce applies, so we need only
to check if a singularity is SU(3);
• Fano orbifolds because they have, in general, holomorphic vector fields;
• Ka¨hler-Einstein manifolds because in this case our conditions involve only potentials of
holomorphic vector fields (and so easier to verify), indeed we have that
Lgϕ =
1
2
∆2gϕ+
sg
2m
∆gϕ =
∆g
2
(
∆gϕ+
sg
m
ϕ
)
and so if ϕ ∈ ker (Lg) then it satisfies
∆gϕ+
sg
m
ϕ = 0
we note moreover that our conditions in this setting become exactly conditions of Theorem
1.6;
• toric manifolds because all the above properties become combinatorial conditions on their
Fans and moment polytopes.
Definition 5.1. A toric variety of dimension m is a normal variety X that contains a torus
T
m = (C∗)
m
as a dense open subset, together with an action
T
m ×X −→ X
of Tm on X that extends the natural action of Tm on itself.
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We refer to [CLS11] and [Ful93] for properties and results on toric varieties. To every m-
dimensional toric variety we can associate a lattice N , its dual lattice M = Hom(N,Z) and a
Fan Σ that is a union of rational polyhedral cones σ in N ⊗Z R with the following properties:
(i) If σ ∈ Σ, then σ ∩ (−σ) = {0};
(ii) If σ ∈ Σ and τ is a face of σ, then τ ∈ Σ;
(ii) If σ, σ′ ∈ Σ, then σ ∩ σ′ ∈ Σ.
We define Σk ⊂ Σ the set of k-dimensional cones of Σ. By [CLS11] we have the following
results.
Proposition 5.1. Let XΣ be a toric variety with fan Σ then XΣ is an orbifold if and only if Σ
is simplicial, i.e. every cone σ ∈ Σ is a simplex.
Proposition 5.2. Let XΣ be a d-dimensional toric variety with fan Σ. Let σ ∈ Σ1, we define
ρσ ∈ N to be the minimal generator of the ray σ in N . Let τ ∈ Σd, we define mτ ∈M to be the
unique element of M s.t.
〈mτ , ρσ〉 = 1
for every σ 1-dimensional cone of τ . Then XΣ is Fano if and only if the set
P−K := {m ∈M ⊗Z R| 〈m, ρσ〉 ≤ 1 for σ ∈ Σ1}
is a d-dimensional convex polytope whose vertices are mτ ∈M for τ ∈ Σd.
If XΣ is Fano say that P−K is the moment polytope of XΣ with respect the anti-canonical
polarization. We now have combinatorial conditions for a toric variety to be a Fano orbifold.
The Ka¨hler-Einstein condition can be also expressed as a combinatorial condition by [WZ04],
indeed the following result holds.
Theorem 5.1. Let XΣ a Fano toric variety, then XΣ admit a Ka¨hler-Einstein metric if and
only if the barycenter of P−K is the origin of M ⊗Z R.
We are looking for isolated SU(3) singularities and because they have crepant resolutions
we are looking for Fano, Ka¨hler-Einstein toric orbifolds with canonical singularities. All these
conditions can be implemented in a computer program, and in [BK13],[Kas10] such objects are
completely classified. It turns out that there are 6 toric threefolds satisfying all these requests.
With the help of computer program MAGMA ([BCP97]) we can determine whether a cone of
the fan is singular or not and if singular which is the group of the quotient singularity.
• X(1) whose 1-dimensional fan Σ
(1)
1 is generated by points
Σ
(1)
1 = {(1, 3,−1), (−1, 0,−1), (−1,−3, 1), (−1, 0, 0), (1, 0, 0), (0, 0, 1), (0, 0,−1), (1, 0, 1)}
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and its 3-dimensional fan Σ
(1)
3 is generated by 12 cones
C1 := 〈(−1, 0,−1), (−1,−3, 1), (−1, 0, 0)〉
C2 := 〈(1, 3,−1), (−1, 0,−1), (−1, 0, 0)〉
C3 := 〈(−1,−3, 1), (−1, 0, 0), (0, 0, 1)〉
C4 := 〈(1, 3,−1), (−1, 0, 0), (0, 0, 1)〉
C5 := 〈(1, 3,−1), (−1, 0,−1), (0, 0,−1)〉
C6 := 〈(−1, 0,−1), (−1,−3, 1), (0, 0,−1)〉
C7 := 〈(−1,−3, 1), (1, 0, 0), (0, 0,−1)〉
C8 := 〈(1, 3,−1), (1, 0, 0), (0, 0,−1)〉
C9 := 〈(1, 3,−1), (0, 0, 1), (1, 0, 1)〉
C10 := 〈(−1,−3, 1), (1, 0, 0), (1, 0, 1)〉
C11 := 〈(1, 3,−1), (1, 0, 0), (1, 0, 1)〉
C12 := 〈(−1,−3, 1), (0, 0, 1), (1, 0, 1)〉
All these cones are singular and C1, C4, C5, C7, C11, C12 are cones relative to affine open
subsets of X(1) containing a SU(3) singularity, while the others are cones relative to affine
open subsets of X(1) containing a U(3) singularity.
The 3-anticanonical polytope P−3K
X(1)
is the convex hull of vertices
P−3K
X(1)
:= 〈(0,−2,−3), (−3, 0, 0), (−3, 1, 3), (0, 0, 3), (3,−2, 0),
(0, 2, 3), (0, 0,−3), (−3, 2, 0), (−3, 3, 3), (3, 0, 0), (3,−1,−3), (3,−3,−3)〉
With 2-faces
F1 := 〈(0,−2,−3), (3,−3,−3), (−3, 0, 0), (−3, 1, 3), (0, 0, 3), (3,−2, 0)〉
F2 := 〈(−3, 1, 3), (0, 0, 3), (0, 2, 3), (−3, 3, 3)〉
F3 := 〈(0, 0, 3), (3,−2, 0), (0, 2, 3), (3, 0, 0)〉
F4 := 〈(0,−2,−3), (−3, 0, 0), (0, 0,−3), (−3, 2, 0)〉
F5 := 〈(3,−1,−3), (0, 2, 3), (0, 0,−3), (−3, 2, 0), (−3, 3, 3), (3, 0, 0)〉
F6 := 〈(−3, 0, 0), (−3, 1, 3), (−3, 2, 0), (−3, 3, 3)〉
F7 := 〈(3,−1,−3), (0,−2,−3), (3,−3,−3), (0, 0,−3)〉
F8 := 〈(3,−1,−3), (3,−3,−3), (3,−2, 0), (3, 0, 0)〉
We have the following correspondences between cones containing a SU(3)-singularity and
vertices of P−3K
X(1)
C1 ←→ F3 ∩ F5 ∩ F8 = {(3, 0, 0)}
C4 ←→ F1 ∩ F7 ∩ F8 = {(3,−3,−3)}
C5 ←→ F1 ∩ F2 ∩ F3 = {(0, 0, 3)}
C7 ←→ F2 ∩ F5 ∩ F7 = {(−3, 3, 3)}
C11 ←→ F1 ∩ F4 ∩ F6 = {(−3, 0, 0)}
C12 ←→ F4 ∩ F5 ∩ F7 = {(0, 0,−3)}
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• X(2) whose 1-dimensional fan Σ
(2)
1 is generated by points
Σ
(2)
1 = {(−1, 2,−3), (−1, 0, 0), (1, 0, 0), (0, 1, 0), (1,−2, 3), (−1, 1,−2), (1,−1, 2), (0,−1, 0)}
and its 3-dimensional fan Σ
(2)
3 is generated by 12 cones
C1 := 〈(−1, 2,−3), (1, 0, 0), (0, 1, 0)〉
C2 := 〈(−1, 2,−3), (−1, 0, 0), (0, 1, 0)〉
C3 := 〈(−1, 0, 0), (0, 1, 0), (1,−2, 3)〉
C4 := 〈(−1, 2,−3), (−1, 0, 0), (−1, 1,−2)〉
C5 := 〈(1, 0, 0), (1,−2, 3), (1,−1, 2)〉
C6 := 〈(1, 0, 0), (0, 1, 0), (1,−1, 2)〉
C7 := 〈(0, 1, 0), (1,−2, 3), (1,−1, 2)〉
C8 := 〈(−1, 2,−3), (1, 0, 0), (0,−1, 0)〉
C9 := 〈(−1, 0, 0), (−1, 1,−2), (0,−1, 0)〉
C10 := 〈(−1, 0, 0), (1,−2, 3), (0,−1, 0)〉
C11 := 〈(1, 0, 0), (1,−2, 3), (0,−1, 0)〉
C12 := 〈(−1, 2,−3), (−1, 1,−2), (0,−1, 0)〉
The cones C1, C10 are relative to affine open subsets of X
(2) containing a SU(3) singularity,
the cones C2, C3, C6, C8, C9, C11 are relative to affine open subsets ofX
(2) containing a U(3)
singularity and the cones C4, C5, C7, C12 are relative to smooth affine open subsets of X
(2).
The 6-anticanonical polytope P−6K
X(2)
is the convex hull of vertices
P−6K
X(2)
:= 〈(−6,−6, 0), (6, 0, 0), (6,−6,−4), (6, 6, 0), (6,−6,−8), (0,−6,−6),
(−6, 0, 0), (−6,−6,−3), (6, 6, 3), (0, 6, 6), (−6, 6, 4), (−6, 6, 8)〉
With 2-faces
F1 := 〈(6, 0, 0), (6,−6,−4), (6, 6, 0), (6,−6,−8), (6, 6, 3)〉
F2 := 〈(−6,−6, 0), (−6, 6, 8), (6, 0, 0), (6,−6,−4), (0, 6, 6)〉
F3 := 〈(−6,−6, 0), (6,−6,−4), (6,−6,−8), (0,−6,−6), (−6,−6,−3)〉
F4 := 〈(−6, 6, 4), (6, 6, 0), (6,−6,−8), (0,−6,−6), (−6, 0, 0)〉
F5 := 〈(−6, 6, 4), (−6,−6, 0), (−6, 6, 8), (−6, 0, 0), (−6,−6,−3)〉
F6 := 〈(0,−6,−6), (−6, 0, 0), (−6,−6,−3)〉
F7 := 〈(6, 0, 0), (6, 6, 3), (0, 6, 6)〉
F8 := 〈(−6, 6, 4), (−6, 6, 8), (6, 6, 0), (6, 6, 3), (0, 6, 6)〉
We have the following correspondences between cones containing a SU(3)-singularity and
vertices of P−6K
X(2)
C1 ←→ F2 ∩ F5 ∩ F8 = {(−6, 6, , 8)}
C10 ←→ F4 ∩ F5 ∩ F7 = {(6,−6,−8)}
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• X(3) whose 1-dimensional fan Σ
(3)
1 is generated by points
Σ
(3)
1 = {(−1, 0, 0), (0,−1, 0), (0, 1, 0), (1, 0, 0), (−1,−1,−3), (1, 1, 3)}
and its 3-dimensional fan Σ
(3)
3 is generated by 8 cones
C1 := 〈(−1, 0, 0), (0, 1, 0), (−1,−1,−3)〉
C2 := 〈(−1, 0, 0), (0,−1, 0), (−1,−1,−3)〉
C3 := 〈(0, 1, 0), (1, 0, 0), (−1,−1,−3)〉
C4 := 〈(0,−1, 0), (1, 0, 0), (−1,−1,−3)〉
C5 := 〈(−1, 0, 0), (0,−1, 0), (1, 1, 3)〉
C6 := 〈(0,−1, 0), (1, 0, 0), (1, 1, 3)〉
C7 := 〈(−1, 0, 0), (0, 1, 0), (1, 1, 3)〉
C8 := 〈(0, 1, 0), (1, 0, 0), (1, 1, 3)〉
The cones C3, C5 are relative to affine open subsets of X
(3) containing a SU(3) singularity
and the other cones are relative to affine open subsets of X(3) containing a U(3) singularity.
The 3-anticanonical polytope P−3K
X(3)
is the convex hull of vertices
P−3K
X(3)
:= 〈(3,−3, 1), (3, 3,−1), (3, 3,−3), (−3, 3, 1),
(−3,−3, 3), (−3,−3, 1), (−3, 3,−1), (3,−3,−1)〉
With 2-faces
F1 := 〈(3, 3,−1(3, 3,−3), (−3, 3, 1), (−3, 3,−1)〉
F2 := 〈(3,−3, 1), (3, 3,−1), (−3, 3, 1), (−3,−3, 3)〉
F3 := 〈(3,−3, 1), (3, 3,−1), (3, 3,−3), (3,−3,−1)〉
F4 := 〈(−3, 3, 1), (−3,−3, 3), (−3,−3, 1), (−3, 3,−1)〉
F5 := 〈(3,−3, 1), (−3,−3, 3), (−3,−3, 1), (3,−3,−1)〉
F6 := 〈(3, 3,−3), (−3,−3, 1), (−3, 3,−1), (3,−3,−1)〉
We have the following correspondences between cones containing a SU(3)-singularity and
vertices of P−3K
X(3)
C3 ←→ F2 ∩ F4 ∩ F5 = {(−3,−3, 3)}
C5 ←→ F1 ∩ F3 ∩ F6 = {(3, 3,−3)}
• X(4) whose 1-dimensional fan Σ
(3)
1 is generated by points
Σ
(4)
1 = {(0, 3, 1), (1, 1, 2), (1, 0, 0), (−1, 0, 0), (−2,−1,−2), (1,−3,−1)}
and its 3-dimensional fan Σ
(4)
3 is generated by 8 cones
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C1 := 〈(0, 3, 1), (1, 1, 2), (−1, 0, 0)〉
C2 := 〈(0, 3, 1), (1, 1, 2), (1, 0, 0)〉
C3 := 〈(0, 3, 1), (−1, 0, 0), (−2,−1,−2)〉
C4 := 〈(0, 3, 1), (1, 0, 0), (−2,−1,−2)〉
C5 := 〈(1, 0, 0), (−2,−1,−2), (1,−3,−1)〉
C6 := 〈(1, 1, 2), (−1, 0, 0), (1,−3,−1)〉
C7 := 〈(−1, 0, 0), (−2,−1,−2), (1,−3,−1)〉
C8 := 〈(1, 1, 2), (1, 0, 0), (1,−3,−1)〉
The cones C1, C4, C7, C8 are relative to affine open subsets of X
(4) containing a SU(3)
singularity and the other cones are relative to affine open subsets of X(4) containing a U(3)
singularity.
The 5-anticanonical polytope P−5K
X(4)
is the convex hull of vertices
P−5K
X(4)
:= 〈(5,−1,−2), (5, 0,−5), (−5,−2, 1), (−5, 0, 0),
(5, 5,−5), (−5,−5, 10), (−5,−3, 9), (5, 6,−8)〉
With 2-faces
F1 := 〈(5, 0,−5), (−5,−2, 1), (−5, 0, 0), (5, 6,−8)〉
F2 := 〈(5,−1,−2), (5, 0,−5), (−5,−2, 1), (−5,−5, 10)〉
F3 := 〈(5,−1,−2), (5, 0,−5), (5, 5,−5), (5, 6,−8)〉
F4 := 〈(5,−1,−2), (5, 5,−5), (−5,−5, 10), (−5,−3, 9)〉
F5 := 〈(−5,−2, 1), (−5, 0, 0), (−5,−5, 10), (−5,−3, 9)〉
F6 := 〈(−5, 0, 0), (5, 5,−5), (−5,−3, 9), (5, 6,−8)〉
We have the following correspondences between cones containing a SU(3)-singularity and
vertices of P−5K
X(4)
C1 ←→ F1 ∩ F2 ∩ F5 = {(−5,−2, 1)}
C4 ←→ F2 ∩ F3 ∩ F4 = {(5,−1,−2)}
C7 ←→ F4 ∩ F5 ∩ F6 = {(−5,−3, 9)}
C8 ←→ F1 ∩ F3 ∩ F6 = {(5, 6,−8)}
• X(5) whose 1-dimensional fan Σ
(5)
1 is generated by points
Σ
(5)
1 = {(−1, 0, 0), (2,−2,−5), (1, 0, 0), (0, 1, 0), (−2, 1, 5)}
and its 3-dimensional fan Σ
(5)
3 is generated by 6 cones
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C1 := 〈(2,−2,−5), (1, 0, 0), (0, 1, 0)〉
C2 := 〈(−1, 0, 0), (2,−2,−5), (0, 1, 0)〉
C3 := 〈(2,−2,−5), (1, 0, 0), (−2, 1, 5)〉
C4 := 〈(−1, 0, 0), (2,−2,−5), (−2, 1, 5)〉
C5 := 〈(−1, 0, 0), (0, 1, 0), (−2, 1, 5)〉
C6 := 〈(1, 0, 0), (0, 1, 0), (−2, 1, 5)〉
The cones C2, C3 are relative to affine open subsets of X
(5) containing a SU(3) singularity
and the other cones are relative to affine open subsets of X(5) containing a U(3) singularity.
The 5-anticanonical polytope P−5K
X(5)
is the convex hull of vertices
P−5K
X(5)
:= 〈(5,−5, 2), (5, 10,−1), (5,−5, 5), (−5, 10,−5), (−5,−5, 1), (−5,−5,−2)〉
With 2-faces
F1 := 〈(5, 10,−1), (5,−5, 5), (−5, 10,−5), (−5,−5, 1)〉
F2 := 〈(5,−5, 2), (5, 10,−1), (−5, 10,−5), (−5,−5,−2)〉
F3 := 〈(5,−5, 2), (5, 10,−1), (5,−5, 5)〉
F4 := 〈(5,−5, 2), (5,−5, 5), (−5,−5, 1), (−5,−5,−2)〉
F5 := 〈(−5, 10,−5), (−5,−5, 1), (−5,−5,−2)〉
We have the following correspondences between cones containing a SU(3)-singularity and
vertices of P−5K
X(5)
C2 ←→ F1 ∩ F3 ∩ F4 = {(5,−5, 5)}
C3 ←→ F1 ∩ F2 ∩ F5 = {(−5, 10,−5)}
• X(6) whose 1-dimensional fan Σ
(6)
1 is generated by points
Σ
(6)
1 = {(2,−1, 0), (1, 3, 1), (0, 0, 1), (−3,−2,−2)}
and its 3-dimensional fan Σ
(6)
3 is generated by 6 cones
C1 := 〈(1, 3, 1), (0, 0, 1), (−3,−2,−2), 〉
C2 := 〈(2,−1, 0), (0, 0, 1), (−3,−2,−2)〉
C3 := 〈(2,−1, 0), (1, 3, 1), (−3,−2,−2)〉
C4 := 〈(2,−1, 0), (1, 3, 1), (0, 0, 1)〉
The cone C1 is relative to affine open subsets of X
(6) containing a SU(3) singularity and
the other cones are relative to affine open subsets of X(6) containing a U(3) singularity.
The 7-anticanonical polytope P−7K
X(6)
is the convex hull of vertices
P−7K
X(6)
:= 〈(1, 9,−7), (−3, 1,−7), (9,−3,−7), (−7,−7, 21)〉
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With 2-faces
F1 := 〈(−3, 1,−7), (9,−3,−7), (−7,−7, 21)〉
F2 := 〈(1, 9,−7), (9,−3,−7), (−7,−7, 21)〉
F3 := 〈(1, 9,−7), (−3, 1,−7), (−7,−7, 21)〉
F4 := 〈(1, 9,−7), (−3, 1,−7), (9,−3,−7)〉
We have the following correspondences between cones containing a SU(3)-singularity and
vertices of P−7K
X(6)
C1 ←→ F1 ∩ F2 ∩ F4 = {(9,−3,−7)} .
It is immediate to see that variety X(6) doesn’t verify assumptions of Theorem 1.7 since
it has only one SU(3)-singular point, but at the moment, we can’t say if the toric orbifolds
X(1), X(2), X(3), X(4), X(5) satisfy assumptions of Theorem 1.7 because we have no knowledge of
their algebras of holomorphic vector fields vanishing somewhere.
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6.1 Gluing in dimension 2
We proved Theorem 1.7 for orbifolds of dimension at least 3. In dimension 2, if we want to
perform our gluing construction, there are many technical issues and we have to pay much more
attention but, anyway, we can adapt the present construction and Theorem 1.7 extends with
the same assumptions to dimension 2. In a forthcoming work we will deal with this case with
all the details, but now we summarize difficulties and how key results of this thesis translate in
dimension 2. The first difficulty comes from linear analysis, from the operator Lg. Its degree is 4,
the same as the real dimension of the space so its Green function has the main asymptotic that
it is not a polynomial blow up, indeed it grows as log (z). The second difficulty comes from the
fact that for m = 2 the set of indicial roots of the laplacian is the whole Z, and so for δ ∈ (0, 1)
we have that
4− 2m+ δ = 4− 2 · 2 + δ = δ
and hence C0,αδ (Mp) ⊂ C
0,α (M). The space C0,α (M) is strictly greater than C0,αδ (Mp) because
it contains constant functions, so to guarantee the existence of an inverse of Lg
Sδ : C
0,α
δ−4 (Mp)→ C
4,α
δ (Mp)
we need to add a bigger deficiency space than in dimension 3 or higher. The inversion result for
Lg is the following proposition.
Proposition 6.1. Let points p satisfy BAL(p), let δ ∈ (0, 1) and f ∈ C0,αδ−4 (Mp), let χj
be smooth cutoff functions identically 1 on Br0 (pj) and 0 on M \ Br0 (pj). Then there exist
u⊥ ∈ C4,αδ (Mp) and Hf ∈ C
∞
−2 (Mp) ∩ C
∞
loc (Mp) such that, on Mp,
Lg
(
u⊥ +Hf
)
+
1
Volg (M)
∫
M
fdµg = f
and ∥∥∥∥∥∥u⊥ −
∑
j
u⊥ (pj)χj
∥∥∥∥∥∥
C4,α
δ
(Mp)
+
∑
j
∣∣u⊥ (pj)∣∣ ≤ C (g, δ) ‖f‖C0,α
δ−4(Mp)
‖Hf‖C4,α−2 (Mp)
≤ C (g, δ) ‖f‖C0,α
δ−4(Mp)
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The analysis on ALE spaces in this case it’s almost the same, the only thing that changes
is that because of this additional deficiency space (cutoff functions) for Lg we need to be more
careful when we construct perturbations of ηi’s. Since we modify metrics ηi with the i∂∂ of
functions FIi we have to find suitable constants Ci and perturb ηi with F
I
i + Ci. The resulting
metrics are the same but their potentials are different and choosing Ci smartly we can match
perfectly the coefficients of χi (coming from deficiency components) on M . This let us to have
a better matching between the two families of metrics constructed as in chapter 3, and because
of this we can perform the Cauchy data matching as in chapter 4. In complex dimension 2 we
can find examples to which this gluing theory applies. The first of our examples is discussed
in [RS09a] and the cscK metric on the resolution is constructed using the notion of parabolic
polistability. Here we can give a direct proof of the existence of such Ka¨hler metric.
Example 6.1. Consider
(
P1 × P1, π∗1ωFS + π
∗
2ωFS
)
and let Z2 act in the following way
([x0 : x1], [y0 : y1]) −→ ([x0 : −x1], [y0 : −y1])
It’s immediate to check that this action is in SU(2) with four fixed points
p1 = ([1 : 0], [1 : 0])
p2 = ([1 : 0], [0 : 1])
p3 = ([0 : 1], [1 : 0])
p4 = ([0 : 1], [0 : 1])
The quotient space X2 := P
1 × P1/Z2 is a Ka¨hler-Einstein, Fano orbifold. Since it is Ka¨hler-
Einstein, conditions for applying our construction become exactly the conditions of Theorem 1.6,
so we have to verify that the matrix
Φ = (ϕi (pj)) 1 ≤ i ≤ d, 1 ≤ j ≤ 4
has full rank and there exist a positive element in ker (Φ). It is immediate to see that we have
H0
(
X2, T
(1,0)X2
)
= H0
(
P
1/Z2, T
(1,0)
(
P
1/Z2
))
⊕H0
(
P
1/Z2, T
(1,0)
(
P
1/Z2
))
.
Moreover
H0
(
P
1/Z2, T
(1,0)
(
P
1/Z2
))
is generated by holomorphic vector fields on P1 that vanish on points [0 : 1], [1 : 0] so
dimCH
0
(
P
1/Z2, T
(1,0)
(
P
1/Z2
))
= 1
and an explicit generator is the vector field
V = z1∂1 .
We can compute explicitly its potential ϕV with respect to ωFS that is
ϕV ([z0 : z1]) =
1
2
[
|z0z1|
|z0|2 + |z1|2
+ arctan
(
|z1|
|z0|
)]
−
3π
16
and it is easy to see that it is a well defined function and∫
P1
ϕV ωFS = 0 .
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Summing up everything, we have that the matrix Φ for X2 is a 2× 4 matrix and can be written
explicitly
Φ =
π
16
(
−3 −3 1 1
−3 1 −3 1
)
that has rank 2 and every vector of type (a, b, b, 3a+ 2b) for a, b > 0 lies in kerΦ.
Example 6.2. Consider
(
P2, ωFS
)
and let Z3 act in the following way
[z0 : z1 : z2] −→ [x0 : ζ3x1 : ζ
2
3x2] ζ3 6= 1, ζ
3
3 = 1
It’s immediate to check that this action is in SU(2) with three fixed points
p1 = [1 : 0 : 0]
p2 = [0 : 1 : 0]
p3 = [0 : 0 : 1]
The quotient space X3 := P
2/Z3 is a Ka¨hler-Einstein, Fano orbifold. Again, conditions for
applying our construction become exactly the conditions of Theorem 1.6, so we have to verify
that the matrix
Φ = (ϕi (pj)) 1 ≤ i ≤ d, 1 ≤ j ≤ 4
has full rank and there exist a positive element in ker (Φ). It is immediate to see that we have
dimCH
0
(
X3, T
(1,0)X3
)
= 2
because H0
(
X3, T
(1,0)X3
)
it is generated by holomorphic vector fields on P2 vanishing at points
p1, p2, p3. Explicit generators are the vector fields
V1 = z
1∂1 + z
2∂2
V2 = z
0∂0 + z
1∂1
We can compute explicitly their potentials ϕV1 , ϕV2 with respect to ωFS that are
ϕV1 ([z0 : z1 : z2]) =
1
2
[
|z0|
√
|z1|2 + |z2|2
|z|2
+ arctan
(√
|z1|2 + |z2|2
|z0|
)]
−
7π
32
ϕV2 ([z0 : z1 : z2]) =
1
2
[
|z2|
√
|z0|2 + |z1|2
|z|2
+ arctan
(√
|z0|2 + |z1|2
|z2|
)]
−
7π
32
and it is easy to see that are well defined functions and∫
P2
ϕV1
ω2FS
2
=
∫
P2
ϕV1
ω2FS
2
= 0
Summing up everything, we have that the matrix Φ for X3 is a 2× 3 matrix and can be written
explicitly
Φ =
π
32
(
−7 1 1
1 1 −7
)
that has rank 2 and every vector of type (a, 6a, a) for a > 0 lies in kerΦ.
We actually don’t know what kind of rational surfaces X2 and X3 are.
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6.2 Conjectures and future work
As we saw in chapter 5 it’s difficult to find examples of cscK orbifold satisfying hypotheses of
Theorem 1.7 in dimension greater or equal than 3. The main problems are the following.
• To check hypotheses of Theorem 1.7 we have to know almost explicitly the functions in
kerLg
• In dimensionm ≥ 4 to check which quotients Cm/Γ with Γ⊳SU(m) admit a Ka¨hler crepant
resolution.
In the future we want understand if there are more computable (cohomological or algebro-
geometric) conditions on a cscK orbifold that are equivalent to hypotheses of Theorem 1.7. We
conjecture that, with minor modifications, Theorem 1.7 is extendable to the case of extremal
Ka¨hler manifolds. We believe, indeed, that combining the analysis we’ve done in our thesis and
techniques similar to [APS11] will lead us to the desired result. We also would like to study
further resolutions of quotients Cm/Γ with Γ ⊳ U(m), indeed very little is known and the only
explicit examples in dimension greater than 2 of ALE Ka¨hler spaces that are scalar flat are
OPm (−k). We want to point out that our gluing construction relies only on the fact that the
first non euclidean asymptotic of the potential of an ALE Ka¨hler Ricci flat metric of a crepant
resolution is |z|2−2m, but with some minor modifications it would work for scalar flat ALE metrics
on resolutions of Cm/Γ with Γ ⊳ U(m) with potentials whose first non euclidean asymptotic is
|z|2−2m. Indeed, the only difference with the Ricci-flat case is that
Lη =
1
2
∆2η + 2
〈
Ricη, i∂∂·
〉
η
A priori, in this different setting, the crucial value∫
X
Lη (χR0p4) dµη
could change, and so the balancing condition would change accordingly. To see that it is not the
case we have to compute ∫
X
〈
Ricη, i∂∂χR0p4
〉
η
dµη
∫
X
〈
Ricη, i∂∂χR0p4
〉
η
dµη =
∫
X
Ricij¯g
ib¯gaj¯∇a∇b¯χR0p4 dµη
=
∫
X
∇a
[
Ricij¯g
ib¯gaj¯∇b¯χR0p4
]
dµη
−
∫
X
∇a
[
gaj¯Ricij¯
]
gib¯∇b¯χR0p4 dµη
=
∫
X
∇a
[
Ricai∇
iχR0p4
]
dµη −
∫
X
∇a [Ric
a
i ] g
ib¯∇b¯χR0p4 dµη
=
∫
X
∂
[
Ric♯η
(
∂♯χR0p4
)
y dµη
]
−
1
2
∫
X
∇isηg
ib¯∇b¯χR0p4 dµη
= lim
ρ→+∞
∫
∂Xρ
Ric♯η
(
∂♯χR0p4
)
y dµη
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We recall that
Ric♯η = O
(
|x|−4−2m
)
∂♯χR0p4 = O
(
|x|3
)
dµη = dµ0 +O
(
|x|−1
)
dµ0
and so we can conclude that∫
X
〈
Ricη, i∂∂χR0p4
〉
η
dµη = lim
ρ→+∞
∫
∂Xρ
Ric♯η
(
∂♯χR0p4
)
ydµη = 0
We conjecture that we can’t have the above case, indeed we conjecture that the decay as-
sumption on η and scalar flatness imply that (X, η) is Ricci-flat.
Conjecture 6.1. Let (X, η) an ALE Ka¨hler space that is scalar flat and such that outside a
compact set
ωη = i∂∂
(
|x|2
2
+ c|x|2−2m +O
(
|x|2−2m−γ
))
γ > 0
then (X, η) is Ricci-flat.
If an ALE Ka¨hler space (X, η) is scalar flat, by [BKN89] we have that
ωη = i∂∂
(
|x|2
2
+ J |x|4−2m +O
(
|x|4−2m−γ
))
γ > 0
and if we consider its energy E (η) defined (in the real coordinates associated to complex coor-
dinates at infinity) as
E (η) = lim
R→+∞
|Γ|
µ (S2m−1)
∫
∂XR
2m∑
i,j=1
(∂iηij − ∂jηii) νj dµη
we have
E (η) = C (m) J C(m) > 0
So if
ωη = i∂∂
(
|x|2
2
+ c|x|2−2m +O
(
|x|2−2m−γ
))
γ > 0
we have that E (η) = 0. We conjecture that a version of the positive energy theorem could be
used to prove that
Ric (η) = 0.
The proof of the positive energy “a la Schoen” it is not applicable in this setting, but there is
hope to adapt the proof that Witten gave in [Wit81]. Witten, in [Wit81], exploits a relation
between the Spin structure of a Spin manifold and the energy of the manifold itself, in our case
we want to follow this order of ideas and find a relation between the SpinC-structure on X, its
energy E (η) and its holonomy. We need better knowledge of scalar flat ALE Ka¨hler spaces and
compact cscK orbifolds to understand if the following conjecture is true.
Conjecture 6.2. Let (M, g) be a cscK orbifold with isolated singularities. Let
p := {p ∈M |p is a SU(m) singularity admitting a Ka¨hler crepant resolution }
q := {q ∈M |q is a U(m) singularity admitting an ALE Ka¨hler scalar flat resolution }
the set q can contain smooth points. If
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• ♯p+ ♯q ≥ dimC h0 + 1,
• the matrix
Ξ :=
(
∆Φ(p) | Φ(q)
)
has full rank,
• there exist a positive vector b ∈ ker Ξ,
then there exist
(
M˜, g˜
)
cscK manifold together with a holomorphic, surjective
π : M˜ →M.
The manifold M˜ is obtained replacing p,q with scalar flat ALE-Ka¨hler spaces.
We believe, indeed, that there is a more general and unifying set of conditions relating singular
points and potentials of holomorphic vector fields that ensure the existence of a cscK resolution.
We think that such a statement can be proved with methods similar to those explained in this
thesis, but there are several technical issues. When we try to use techniques of Chapter 3 to
construct families of metrics we see immediately that parameters rε,Rε have to be different with
respect to the type of point. This fact makes the analysis quite hard and at the moment we can’t
say if the theory of Chapter 3 can be adapted or new techniques are needed.
Another natural question that arise in the context of desingularization of cscK orbifolds with
cyclic singularities is if there is a link with the notion of K-stability for orbifolds that Ross and
Thomas introduce in their work [RT11]. The first attempt we can make to understand if this
conjectural link is true and in which form is true, in light of the works [Sze´12] and [Sze´13], is the
computing the expansion of the Futaki invariant for the crepant resolutions of cscK orbifolds.
We conjecture that, once we have informations on the Futaki invariant, it is possible to perform
an analysis in the spirit of [Sto10],[Sto09], [Sze´12] and [Sze´13] that might give us an answer at
least partial.
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Elliptic regularity
In this appendix we recall and prove some well known results on elliptic regularity. Most of the
material can be found in [BJS79] and [Ho¨r03].
A.1 Fourier Analysis on Tori
Form now on Tn will be the n-torus (R/Z)
n
.
Definition A.1. A formal trigonometric series is an expression of type
α(x) =
∑
l∈Zn
αle
i2π〈l,x〉 αl ∈ C and α−l = αl
and we indicate with S (Tn) the R-vector space of trigonometrc series. A trigonometric polyno-
mial is a trigonometric series with finitely many αl 6= 0 and we indicate with P (T
n) the R-vector
space of trigonometrc polynomials.
We define for t ∈ Z the t-scalar product between formal trigonometric series α, β
〈α, β〉t =
∑
l∈Zn
(
1 + |l|2
)t
αlβ−l
and the t-norm
‖α‖t = 〈α, α〉t =
∑
l∈Zn
(
1 + |l|2
)t
|αl|
2
.
Definition A.2. For t ∈ Z we define the spaces Ht (T
n) ⊂ S (Tn) as completion w.r.t. ‖·‖t of
trigonometric polynomials
Ht (T
n) := P (Tn) .
Moreover we define
H∞ (T
n) :=
⋂
t∈Z
Ht (T
n) ,
H−∞ (T
n) :=
⋃
t∈Z
Ht (T
n) .
Lemma A.1. Spaces Ht (T
n) have the following properties
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• Ht (Tn) ⊂ Hs (Tn) for s < t and for α, β holds
‖α‖s < ‖β‖t s < t
|〈α, β〉t| ≤ ‖α‖t+s ‖β‖t−s
whenever the left hand side is defined.
• H∞ (T
n) = C∞ (Tn).
• H−∞ (T
n) = D′ (Tn).
• For t ∈ N we have
Ht (T
n) =W t,2 (Tn) .
• If L is a differential operator on Tn of order m and α ∈ Ht (T
n), then Lα ∈ Ht−m (T
n)
and
‖Lα‖t−m ≤ C(L) ‖α‖t .
From now on T will be a linear uniformly elliptic operator of order 2m on Tn that is
T =
∑
|I|=2m
aI(x)∂
2m
i1···i2m +
∑
|J|=k
0≤k<2m
aJ(x)∂
k
i1···ik
such that exists θ > 0∑
|I|=2m
aI(x)ξ
i · · · ξi2m ≥ θ |ξ|2m ∀ξ ∈ Rn \ {0} , ∀x ∈ Tn .
Theorem A.1. Let T be a linear uniformly elliptic differential operator on Tn of order 2m.
• (Garding inequality) There exist c1(T ), c2(T ) > 0 constants depending only on T such that
for u ∈ Hm (T
n)
|〈u, T (u)〉0| ≥ c1(T ) ‖u‖
2
m − c2(T ) ‖u‖
2
0 .
• Let t ∈ Z, there exist c3(T, t) > 0 constant depending on T and t and Λ(T ) constant
depending only on T such that for u ∈ Ht (T
n)
‖u‖t ≤ c2(T ) ‖T (u) + λu‖t−m ∀λ > Λ(T ) .
• For ∈ Z and λ > 0 sufficienty large the operator
T + λI : Ht (T
n) −→ Ht−2m (T
n)
is a bounded invertible linear operator with inverse
(T + λI)
−1
: Ht−2m (T
n) −→ Ht (T
n)
bounded indipendently from λ.
Proposition A.1. Let u ∈ D′ (Tn) and f ∈ Ht (T
n) and let T (u) = f then u ∈ Ht+2m (T
n).
Proof. By Lemma A.1 exist k ∈ Z such that u ∈ Hk (T
n). We have that f +λu ∈ Hmin{k,t} (T
n)
and if λ > 0 is sufficiently large by Theorem A.1
u = (T + λI)
−1
(f + λu) ∈ Hmin{k+2m,t+2m} (T
n)
and we can repeat the argument until we obtain u ∈ Ht+2m (T
n).
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A.2 Elliptic regularity in euclidean spaces
Now let Ω ⊂ Rn be a bounded open set with smooth boundary and T a linear uniformly elliptic
operator of order 2m on Ω that is
T =
∑
|I|=2m
aI(x)∂
2m
i1···i2m +
∑
|J|=k
0≤k<2m
aJ (x)∂
k
i1···ik
such that exists θ > 0∑
|I|=2m
aI(x)ξ
i · · · ξi2m ≥ θ |ξ|2m ∀ξ ∈ Rn \ {0} , ∀x ∈ Ω
We start with a representation theorem for distributions.
Theorem A.2. Let U ∈ D (Ω), then
• there exist t ∈ N and a constant C > 0 depending only on u s. t. for every v ∈ C∞0 (Ω)
|〈u, v〉| ≤ C ‖v‖W t,2(Ω) ;
• there exist t ∈ N and a u ∈W t,20 (Ω) s. t. for every v ∈ C
∞
0 (Ω)
|〈u, v〉| =
∫
Ω
u∆tv .
Theorem A.3 (Weyl principle). Let u ∈ D′ (Ω) and f ∈W k,2loc (Ω) such that
T (u) = f
then u ∈W k+2m,2loc (Ω). In particular, if
T (u) = 0
then u ∈ C∞loc (Ω).
Proof. First we assume that u ∈ L2loc (Ω) so for every C
∞
0 (Ω) it is true that∫
Ω
uT ∗(v) =
∫
Ω
fv .
Since differentiability is a local property it is sufficient to prove that, in each Ω3 ⋐ Ω such that
u ∈ L2 (Ω3) and f ∈W
k,2 (Ω3) and for all
Ω1 ⋐ Ω2 ⋐ Ω3 ⋐ Ω
then u ∈ W k+2m,2 (Ω1). Let χ2 be a smooth cutoff s.t. χ2 = 1 in Ω2, χ2 = 0 in Ω3 \ Ω2 and
supp(∇(χ2)) ⊂ Ω3 \ Ω2. We have that∫
Ω
fχ2v =
∫
Ω
uT ∗(χ2v) =
∫
Ω
χ2uT
∗(v) + uT ∗1 (v)
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with T ∗1 a differential operator of order 2m− 1 with coefficients supported in Ω3 \ Ω2. Since all
inegrands have support in Ω3 then for Q a cube such that Ω ⋐ Q and every w ∈ C
∞(Q) periodic
then ∫
Q
fχ2w =
∫
Q
χ2uT
∗(w) + uT ∗1 (w) .
We want to use the theory developed for the tori, so we modify slightly T, u, f in such a way
they become an elliptic operator and functions on a torus Tn. Now let ρ smooth cutoff function
with ρ = 1 in Ω2 and supp (∇ρ) ⊂ Ω3 \ supp (χ2). We define
uˆ = ρu
fˆ = ρu
Tˆ ∗ = ρT ∗ + θ (1− ρ)∆m
and so now u ∈ H0 (T
n), f ∈ Hk (T
n) and Tˆ an uniformly elliptic operator on Tn. We have by
construction∫
Q
uˆ [ρT ∗ + θ (1− ρ)∆m] (χ2w) =
∫
Q
uˆχ2 [ρT
∗ + θ (1− ρ)∆m] (w) +
∫
Q
uˆρT ∗1 (w)
+ θ
∫
Q
uˆ (1− ρ)T ∗2 (w)
=
∫
Q
χ2uT
∗(w) + uT ∗1 (w)
=
∫
Q
fˆχ2w
with T ∗2 a differential operator of order 2m− 1 and coefficients supported in supp (∇χ2). So we
have the following distributional equation on Tn
[ρT + θ (1− ρ)∆m] (χ2uˆ) = χ2fˆ − Tˆ3 (χ2u)− [ρT
∗
1 + (1− ρ)T
∗
2 ]
∗
(uˆ)
with Tˆ3 a a differential operator of order 2m − 1 and coefficients supported in supp (∇ρ) and
[ρT ∗1 + (1− ρ)T
∗
2 ]
∗
the formal adjoint of the operator ρT ∗1 +(1− ρ)T
∗
2 . Since uˆ ∈ H0 (T
n), then
[ρT + θ (1− ρ)∆m] (χ2uˆ) ∈ H−2m (T
n)
χ2fˆ − Tˆ3 (χ2u)− [ρT
∗
1 + (1− ρ)T
∗
2 ]
∗
(uˆ) ∈ H1−2m (T
n)
but by Theorem A.1 we have
χ2uˆ ∈ H1 (T
n)
and so we obtain u ∈W 1,2 (Ω2). Now we can iterate this argument choosing open sets contained
in Ω2 \ Ω1 to obtain u ∈ W
k+2m,2 (Ω1). We come now to the general case in which u is a
distribution, then by Theorem A.2 there exist a υ ∈W t,20 (Ω) for some t ∈ N such that
∆tυ = u .
We consider now the operator
T˜ = T ◦∆t
and we apply the above argument to T˜ to reach the conclusion.
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Theorem A.4. A linear homogeneous elliptic operator with constant coefficients
L : C∞0 (R
n)→ C∞0 (R
n)
has inverse
S : C∞0 (R
n)→ C∞b (R
n) .
Proof. The operator L is of the form
L =
∑
|I|=2k
LI∂
I
and we indicate
p (L, ξ) =
∑
|I|=2k
LIξ
I .
To contruct S we’ll construct the Green function GL for L. We seek for GL in the following way:
we construct a “primitive” I : Rn → Rn for the Green function GL such that
LI = φ (|x|)
and there exist k ∈ N such that
∆kφ (|x|) =
1
|x|2−n
so GL will be
GL = C (k, ν)∆
k+1I .
We’ll distinguish two cases: n odd and n even.
1. Case n = 2ν + 1
We define
I(x) :=
∫
|ξ|=1
|〈x, ξ〉|2k+1
p (L, ξ)
dµS2ν (ξ)
and by definition the function I is clearly C2k in x, it is positively homogeneous of degree
2k + 1 and so by Euler’s theorem on homogeneous functions
I(x) = P2k+1 (x)
with P2k+1 a homogeneous polynomial of degree 2k + 1. We note, moreover, that for
f ∈ C2 ([0,+∞))
∂xi∂xjf (|〈x, ξ〉|) = ξiξjf
(2) (|〈x, ξ〉|)
So we have
LI(x) =L
[∫
|ξ|=1
|〈x, ξ〉|2k+1
p (L, ξ)
dµS2ν (ξ)
]
=
∫
|ξ|=1
L
[
|〈x, ξ〉|2k+1
]
p (L, ξ)
dµS2ν (ξ)
= (2k + 1)!
∫
|ξ|=1
|〈x, ξ〉| dµS2ν (ξ) .
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The function LI(x) is clearly continuous and moreover it is SO(n)-invariant, and this
implies
LI(x) = c|x| .
Since n = 2ν + 1 we have that
∆ν+1LI(x) = cδ0
and since I = P2k+1 we can interchange L and ∆
ν+1 so we set
GL = C (ν, k)∆
ν+1I .
We also note that for a multi-index I with |I| < 2k we have ∂IGL ∈ L
1
loc (R
n) and for
|I| = 2k − 1 we have
∂IGL (λx) = λ
1−n∂IGL (x) λ > 0 .
2. Case n = 2ν.
We set
I(x) :=
∫
|ξ|=1
(A+B log (|〈x, ξ〉|)) |〈x, ξ〉|2k+2
p (L, ξ)
dµS2ν (ξ)
with A,B ∈ R to be suitably chosen. Clearly I is of class C2k in x and with a scaling
argument we can conclude that
I(x) = P2k+2 (x) +Q2k+2 (x) log (|x|)
with P2k+2, Q2k+2 homogeneous polynomials of degree 2k + 2. If we apply the operator L
to I
LI(x) =L
[∫
|ξ|=1
(A+B log (|〈x, ξ〉|)) |〈x, ξ〉|2k+2
p (L, ξ)
dµS2ν (ξ)
]
=
∫
|ξ|=1
L
[
(A+B log (|〈x, ξ〉|)) |〈x, ξ〉|2k+2
]
p (L, ξ)
dµS2ν (ξ)
=Aα (ν, k)
∫
|ξ|=1
|〈x, ξ〉|2 dµS2ν (ξ) +Bβ (ν, k)
∫
|ξ|=1
log (|〈x, ξ〉|) |〈x, ξ〉|2 dµS2ν (ξ) .
And in this case too using SO(n)-invariance and scaling arguments we canconclude
LI(x) = (Aα1 (ν, k) +Bβ1 (ν, k)) |x|
2 +Bβ2 (ν, k) |x|
2 log (|x|)
and we choose A,B st
LI(x) = C (k, ν) |x|2
[
1−
2ν
ν + 1
log (|x|)
]
and because of this we have
∆ν+1LI(x) = C (k, ν) δ0
and so we set
GL := C (k, ν)∆
ν+1I .
We also note that for a multi-index I with |I| < 2k we have ∂IGL ∈ L
1
loc (R
n) and for
|I| = 2k − 1 we have
∂IGL (λx) = λ
1−n∂IGL (x) λ > 0 .
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The inverse S now is
S (φ) (x) =
∫
Rn
GL (x− y)φ (y) dµ
It is easy to show (integration by parts) that S is the inverse of L .
Theorem A.5 (Calderon-Zygmund). Let K be a singular kernel, φ ∈ Lp (Rn) then for 1 < p <
∞
‖K ⋆ φ‖Lp(Rn) ≤ C (K,n, p) ‖φ‖Lp(Rn)
Proof. [BJS79].
Theorem A.6 (Korn-Lichtenstein-Giraud). Let K be a singular kernel, φ ∈ C0,α (Rn) then
‖K ⋆ φ‖C0,α(Rn) ≤ C (K,n, α) ‖φ‖C0,α(Rn)
Proof. [BJS79].
Theorem A.7. Let 1 < a <∞, 1 < p < q <∞,
1
p
+
1
a
= 1 +
1
q
and let
Ka (y) =
1
|y|
n
a
,
then
‖Ka ⋆ u‖Lq(Rn) ≤ Cp,q ‖u‖Lp(Rn)
for every u ∈ Lp (Rn).
Proof. [Ho¨r03].
Theorem A.8. Let u ∈ D′ (Ω) wth Ω open set of Rn and let |∇u| ∈ Lploc (Ω) with 1 < p < n
then u ∈ Lqloc (Ω) for
1
p
=
1
q
+
1
n
.
Proof. [Ho¨r03].
Theorem A.9. Let u ∈ D′ (Ω) wth Ω open set of Rn and let ∂Iu ∈ Lploc (Ω) for every I with
|I| = k and 1 < p <∞ then for every J with |J | < k ∂Ju ∈ Lqloc (Ω) for q <∞
1
p
≤
1
q
+
k − |J |
n
.
Proof. [Ho¨r03].
Theorem A.10. Let f ∈ Lp (Bρ) with 1 < p < ∞ respectively f ∈ C0,α (Bρ) and ρ then
S (f) ∈W 2k,p (Bρ) respectively S (f) ∈ C
2k,α (Bρ).
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Proof. We note that we can extend f to 0 to all Rn with the same regularity and by abuse of
notation we call it f again. By Theorem A.7 we have that
S (f) (x) =
∫
Rn
GL (y) f(x− y)dµy <∞ .
We prove a fundamental identity for φ ∈ C∞0 (R
n) and then the result will follow by density.
Since
u (x) =
∫
Rn
GL (x− y)φ (y) dµy = (−1)
n
∫
Rn
GL (z)φ (x− z) dµz
we have u ∈ C∞ (Rn). Suppose |I| = 2k − 2 then
∂i∂j∂
Iu =∂i∂j
[∫
Rn
∂IxGL (x− y)φ (y) dµy
]
=∂i∂j
[∫
Rn
∂IyGL (x− y)φ (y) dµy
]
=(−1)n ∂i∂j
[∫
Rn
∂IzGL (z)φ (x− z) dµz
]
=(−1)n ∂i
[∫
Rn
∂IzGL (z) ∂xjφ (x− z) dµz
]
=(−1)n+1 ∂i
[∫
Rn
∂IzGL (z) ∂zjφ (x− z) dµz
]
=(−1)n+1 ∂i
[∫
Rn
∂IzGL (z) ∂zjφ (x− z) dµz
]
=
∫
Rn
∂xi∂
I
yGL (x− y) ∂yjφ (y) dµy
=−
∫
Rn
∂yi∂
I
yGL (x− y) ∂yjφ (y) dµy
=− lim
ǫ→0
∫
Rn\Bǫ(x)
∂yi∂
I
yGL (x− y) ∂yjφ (y) dµy
=− lim
ǫ→0
∫
|x−y|=ǫ
∂yi∂
I
yGL (x− y)φ (y)
(
xj − yj
)
|xj − yj |
dµSn−1x
+ lim
ǫ→0
∫
Rn\Bǫ(x)
∂yj∂yi∂
I
yGL (x− y)φ (y) dµy
=c (I, i, j)φ (x) +
∫
Rn
∂yj∂yi∂
I
yGL (x− y)φ (y) dµy .
The we divide the proof in two cases f ∈ Lp and f ∈ C0,α.
• Lp case:
Since
∂yj∂yi∂
I
yGL
is a singular kernel, by Theorem A.5, we have that for |I| = 2k∥∥∂IS (f)∥∥
Lp(Rn)
≤ C (p, L, n) ‖f‖Lp(Rn) .
So the distribution S(f) has derivatives of order 2k in Lp (Rn) then applying Theroem A.9
we have that S (f) ∈W 2k,p (Bρ).
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• C0,α case:
Since
∂yj∂yi∂
I
yGL
is a singular kernel, by Theorem A.6, we have that for |I| = 2k∥∥∂IS (f)∥∥
C0,α(Rn)
≤ C (α,L, n) ‖f‖Lp(Rn) .
So the distribution S(f) has derivatves of order 2k in C0,α (Rn) then applying Theroem
A.9 we have that S (f) ∈ C2k,α (Bρ).
A.2.1 Elliptic operators with variable coefficients
Theorem A.11. Let L be an elliptic operator of order 2k with coefficients in C0,α (Ω). Let
Ω0 ⋐ Ω. Let u ∈ C
2k,α (Ω0), then for every Ω1 ⋐ Ω0
‖u‖C2k,α(Ω1) ≤ C (L,α,Ω0,Ω1)
[
‖Lu‖C0,α(Ω0) + ‖u‖C(Ω0)
]
.
Proof. [BJS79].
Theorem A.12. Let L be an elliptic operator of order 2k with coefficients in C0,α (Ω). Let
Ω0 ⋐ Ω. Let u ∈W
2k,p (Ω0), then for every Ω1 ⋐ Ω0
‖u‖W 2k,p(Ω1) ≤ C (L, p,Ω0,Ω1)
[
‖Lu‖Lp(Ω0) + ‖u‖Lp(Ω0)
]
.
Proof. [BJS79].
Theorem A.13. Let L be a strongly elliptic linear differential operator of order 2k on Rn, let
f ∈ Lp (Rn) respectively f ∈ C0,α (Rn) then there exist a sufficiently small r > 0 such that on
Br (0) we can find a solution u ∈W 2k,p (Br), respectively u ∈ C2k,α (Br) such that
Lu = f on Br .
Moreover any two solutions u, u′ differ on Br−ǫ by a function v ∈ C
∞ (Br−ǫ).
Proof. [BJS79].
A.3 Elliptic regularity on manifolds
Theorem A.14. Let (M, g) be a smooth compact n-dimensional riemannian manifold without
boundary, let L be a linear elliptic operator of order 2k with smooth coefficients. Suppose f ∈
Lp (M) for 1 < p <∞ ( respectively f ∈ C0,α (M)) and u ∈ D′ (M) such that
L (u) [φ] =
∫
M
f φ dµg ∀φ ∈ C
∞ (M)
Then u ∈W 2k,p (M) (respectively u ∈ C2k,α (M)) and satisfies the estimate
‖u‖W 2k,p(M) ≤ C (M, g, p)
(
‖f‖Lp(M) + ‖u‖Lp(M)
)
respectively
‖u‖C2k,α(M) ≤ C (M, g, α)
(
‖f‖C0,α(M) + ‖u‖C0,α(M)
)
.
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Proof. The strategy will be the following:
step 1) For each point x ∈M find a neighborhood Ux on which i can construct an inverse for the
operator L on Ux.
step 2) By compactness select in a smart way a finite number of such Ux.
step 3) Glue these local inverses to get an approximate inverse (with estimates) for L on M .
step 4) Modify the above approximate inverse prove the regularity of u.
step 5) Get the desired estimates.
step 1) Since M is compact we have
injradg (x) ≥ rmin > r0 > 0 ∀x ∈M .
Now we fix x ∈M , in a coordinate chart centered at x the operator L can be written as
L =
2k∑
|I|=0
LI(x)∂
I .
By Theorem A.13 there exist a 0 < rx < r0 st exist ux ∈ W 2k,p (Brx (x)), respectively
ux ∈ C
2k,α (Brx (x))
L (ux) = f on Brx (x)
there exist, indeed, a map Sx right inverse to L such that
Sx : L
p (Brx (x))→W
2k,p (Brx (x)) ,
Sx : C
0,α (Brx (x))→ C
2k,α (Brx (x)) .
step 2) By compactness we extract a finite number of poins xj ∈ M s.t. B 2
3 rxj
(xj) cover M and
if for j1, j2
B 2
3 rxj1
(xj1) ∩B 23 rxj2
(xj2) 6= ∅ ⇒ B 23 rxj1
(xj1) ∩B 23 rxj2
(xj2) ⊂ B 23 rxj1
(xj1) \B 13 rxj1
(xj1)
B 2
3 rxj1
(xj1) ∩B 23 rxj2
(xj2) 6= ∅ ⇒ B 23 rxj1
(xj1) ∩B 23 rxj2
(xj2) ⊂ B 23 rxj2
(xj2) \B 13 rxj2
(xj2)
step 3) Now we want to create a global approximate inverse from the local data. To do this we
take smooth cutoff functions
ρj,t,τ (x) :=
{
1 x ∈ Btrxj (xj)
0 x ∈M \Bτrxj (xj)
and we define
χj, 13 (x) :=
ρj, 13 ,
2
3
(x)∑
j ρj, 13 ,
2
3
(x)
.
Moreover we define
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S(f) :=
∑
j
χj, 13Sxj
(
ρj, 34 ,1f
)
and we have that
L ◦ S (f) =L
∑
j
χj, 13Sxj
(
ρj, 34 ,1f
)
=
∑
j
L
[
χj, 13Sxj
(
ρj, 34 ,1f
)]
=
∑
j
χj, 13L
[
Sxj
(
ρj, 34 ,1f
)]
+
∑
j
T
[
χj, 13 , Sxj
(
ρj, 34 ,1f
)]
=
∑
j
χj, 13 ρj,
3
4 ,1
f +
∑
j
T
[
χj, 13 , Sxj
(
ρj, 34 ,1f
)]
=f +
∑
j
T
[
χj, 13 , Sxj
(
ρj, 34 ,1f
)]
with T1[, ] a linear combination of derivatives of order at most 2k− 1 for Sxj
(
ρj, 34 ,1f
)
and
up to order 2k for χj, 13 . We define
Kr (f) := T
[
χj, 13 , Sxj
(
ρj, 34 ,1f
)]
and then we have
L ◦ S = Id+Kr .
Similarly
S ◦ L (u) =
∑
j
χj, 13Sxj
(
ρj, 34 ,1L(u)
)
=
∑
j
χj, 13Sxj
[
L
(
ρj, 34 ,1u
)
+ T2
(
ρj, 34 ,1, u
)]
=
∑
j
χj, 13Sxj
[
L
(
ρj, 34 ,1f
)]
+
∑
j
χj, 13Sxj
[
T2
(
ρj, 34 ,1, u
)]
=
∑
j
χj, 13 ρj,
3
4 ,1
f +
∑
j
χj, 13
[
Sxj ◦ L
(
ρj, 34 ,1f
)
− ρj, 34 ,1f
]
+
∑
j
χj, 13Sxj
[
T2
(
ρj, 34 ,1, u
)]
=f +
∑
j
χj, 13
[
Sxj ◦ L
(
ρj, 34 ,1f
)
− ρj, 34 ,1f
]
+
∑
j
χj, 13Sxj
[
T2
(
ρj, 34 ,1, u
)]
.
With T2 (, ) a linear combination of derivatives of order at most 2k − 1 for u and up to
order 2k for ρj, 34 ,1. We define
Kl (u) =
∑
j
χj, 13
[
Sxj ◦ L
(
ρj, 34 ,1f
)
− ρj, 34 ,1f
]
+
∑
j
χj, 13Sxj
[
T2
(
ρj, 34 ,1, u
)]
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and so we have
S ◦ L = Id+Kl .
The maps Kr,Kl are “regularizing” indeed
Kl : L
p (M)→W 1,p (M) Kl :W
2k,p (M)→W 2k+1,p (M)
respectively
Kr : C
0,α (M)→ C1,α (M) Kr : C
2k,α (M)→ C2k+1,α (M) .
For every N ∈ N we define an operator SN in the following way
SN :=
N∑
a=0
(−1)aKal ◦ S .
We have by construction
L ◦ SN = Id+ (−1)
N
KN+1r ,
SN ◦ L = Id+ (−1)
N
KN+1l .
step 4) For every u ∈ D′ (M) we can find an integer t ∈ N sufficiently big such that exist υ ∈
W t,2 (M) and cu ∈ R such that
u [φ] =
∫
M
υ∆tgφdµg + cu
∫
M
φ dµg .
So if u ∈ D′ (M) satisfies the equation
L (u) [φ] =
∫
M
fφdµg
then it satisfies
L (u) [φ] = u [L∗ (φ)] =
∫
M
υ∆tgL
∗ (φ) dµg + cu
∫
M
L∗ (φ) dµg =
∫
M
f φ dµg .
We can apply step 2 to the operator L ◦∆tg and get an approximate inverse S˜N
S˜N ◦ L (u) [φ] =u
[(
S˜N ◦ L
)∗
(φ)
]
=
∫
M
υ∆tg
(
S˜N ◦ L
)∗
(φ) dµg + cu
∫
M
(
S˜N ◦ L
)∗
(φ) dµg
=
∫
M
υ
(
S˜N ◦ L ◦∆
t
g
)∗
(φ) dµg + cu
∫
M
(
S˜N ◦ L
)
(1)φdµg
=
∫
M
υ
(
Id+ (−1)N K˜N+1l
)∗
(φ) dµg + cu
∫
M
(
S˜N ◦ L
)
(1)φdµg
=
∫
M
υφdµg + (−1)
N
∫
M
K˜N+1l (υ)φdµg + cu
∫
M
(
S˜N ◦ L
)
(1)φdµg
=
∫
M
S˜N (f)φdµg
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and so we have
υ + (−1)N K˜N+1l (υ) + cuS˜N ◦ L(1) = S˜N (f) .
Since L has smooth coefficients, for N big enough we can conclude that υ has the same
regularity of S˜N (f).
step 5) Now we know that u ∈W 2k,p (M) respectively u ∈ C2k,α (M) so
L (u) = f .
By Theorems A.12 and A.11 we have that for each x ∈M and r0 as in step 1 we have
‖u‖
W 2k,p
(
B r0
2
(x)
) ≤ C (L, p, r0, x)
[
‖Lu‖Lp(Br0 (x))
+ ‖u‖Lp(Br0 (x))
]
,
‖u‖
C2k,α
(
B r0
2
(x)
) ≤ C (L,α, r0, x)
[
‖Lu‖C0,α(Br0 (x))
+ ‖u‖C(Br0 (x))
]
.
By compactness we select a finite number of xj ∈M st B r0
2 (xj)
cover M , then let χj be a
partition of unity subordinated to this covering, then
‖u‖W 2k,p(M) ≤
∑
j
‖χju‖W 2k,p(M)
≤
∑
j
C (j) ‖χj‖
W 2k,∞
(
B r0
2 (xj)
) ‖u‖
W 2k,p
(
B r0
2 (xj)
)
≤
∑
j
C (j)C (L, p, r0, xj) ‖χj‖
W 2k,∞
(
B r0
2 (xj)
) [‖Lu‖Lp(Br0 (xj)) + ‖u‖Lp(Br0 (xj))]
≤
∑
j
C (j)C (L, p, r0, xj) ‖χj‖
W 2k,∞
(
B r0
2 (xj)
)
[‖Lu‖Lp(M) + ‖u‖Lp(M)] .
The Ho¨lder case is identical, so the theorem is proved.
Theorem A.15. Let (M, g) be a smooth compact n-dimensional riemannian manifold without
boundary, let L be a linear elliptic operator of order 2k with smooth coefficients and finite di-
mensional kernel. Suppose u ∈ W 2k,p (M) for 1 < p < ∞ (respectively u ∈ C2k,α (M)). If u is
L2-orthogonal to ker (L) then
‖u‖W 2k,p(M) ≤ C (M, g, L, p) ‖L (u)‖Lp(M)
respectively
‖u‖C2k,α(M) ≤ C (M, g, L, α) ‖L (u)‖C0,α(M) .
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Proof. in the following we’ll use the notation (Xl, ‖·‖l) for both W
l,p (M) and Cl,α (M) and we
note that ker (L) is a closed subspace of Xl for any l ∈ N. We fix a L
2-orthonormal basis of
ker (L)
ker (L) = 〈{ϕ1, . . . , ϕK}〉
and this gives a continuous splitting
Xl = ker (L)⊕Ql
and a continuous projection
πQl : Xl → Ql πQl (x) = x−
K∑
i=1
ϕi
∫
M
xϕidµg .
The proof is by contradiction. Suppose there is a sequence {xj}j∈N ∈ Q2k st ‖x‖0 = 1 and
‖L (xj)‖0 ≤ c (j) c (j)→ 0 .
By Theorem A.14 we have
‖xj‖2k ≤ C
(
‖L (xj)‖0 + ‖xj‖0
)
so by by assumptions
‖xj‖2k ≤ C (c (j) + 1)
and we can conclude that there exist κ > 0 st
‖xj‖2k ≤ κ .
Since we have compact embedding
X2k →֒ X0
we can extract a convergent subsequence that by abuse of notation we call again {xj}j∈N ∈ Q2k
whose limit is x ∈ Q0 and ‖x‖0 = 1, indeed, using the continuity of πQ0
πQ0 (x)− x = lim
j→∞
πQ0 (xj)− xj = 0 .
We have for every φ ∈ C∞ (M)
∫
M
xL∗ (φ) dµg = lim
j→+∞
∫
M
xjL
∗ (φ) dµg
= lim
j→+∞
∫
M
L (xj)φdµg
but since X0 ⊆ Lq (M) continuously for some 1 < q < ∞ we have, again for every φ ∈
C∞ (M), that ∣∣∣∣∫
M
xL∗ (φ) dµg
∣∣∣∣ ≤ limj→+∞ ‖L (xj)‖Lq(M) ‖φ‖Lq′ (M)
≤ lim
j→+∞
C¯ (j) ‖φ‖Lq′ (M)
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with C¯ (j)→ 0. We conclude that ∫
M
xL∗ (φ) dµg = 0 ,
so x is a distributional solution of the equation
L (u) = 0 .
By Theorem A.14 we have x ∈ ker (L) and so x ∈ ker (L)∩Q0 that implies x = 0, but ‖x‖0 = 1,
contraddiction.
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Appendix B
Matrix Computations
In this appendix we recall some simple matrix identities we needed to prove Proposition 1.7. A
reference for this kind of results is [Ser10]. Let A ∈ Mm (C) be a m ×m complex matrix then
its characteristic polynomial pA ∈ C [t] is defined
pA (t) = det (tI +A) =
m∑
k=0
tm−kσk (A)
with σk ∈ C [x1, . . . , xm] the k-th symmetric polynomial on the eigenvalues of A. By Newton
identities we have the following formulæ
σ2 (A) =
1
2
(
tr (A)
2 − tr
(
A2
))
,
σ3 (A) =
1
6
(
tr (A)
3 − 3tr
(
A2
)
tr (A) + 2tr
(
A3
))
.
Now we consider a matrix A of a particular kind:
A = I + αW = δij + αwiw
j wk ∈ C
Proposition B.1. Let A ∈Mm (C) such that
A = I + αW = δij + αwiw
j wk ∈ C ,
then
det (A) = 1 + α |w|2
and if A is invertible
A−1 = I −
α
1 + α |w|2
W .
Proof. We want to calculate det (A)
det (A) = det (I + αW )
= 1 +
m∑
k=1
αkσk (W )
= 1 + αtr (W )
= 1 + α |w|2
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Now we suppose A invertible and we want to calculate A−1.
First we note that
W 2 = |w|2W
To identify A−1 we use formally the Neumann series
A−1 = (I + αW )
−1
=
+∞∑
k=0
(−1)k αkW k
= I +
+∞∑
k=1
(−1)k αk |w|2(k−1)W
= I +
[
+∞∑
k=1
(−1)k αk |w|2(k−1)
]
W
= I +
1
|w|2
[
+∞∑
k=1
(−1)k αk |w|2k
]
W
= I +
1
|w|2
[
1
1 + α |w|2
− 1
]
W
= I −
α
1 + α |w|2
W .
Previous computations are justified if |w|2 is small enough but by uniqueness of the inverse
the result holds whenever A is invertible.
Proposition B.2. Let B ∈Mm (C) with
B =
(
0 b
ct 0
)
b, c ∈ Cm−1 ,
then
det (I +B) = 1− 〈c, b〉
and if (I +B) is invertible
(I +B)
−1
= I −
B
(1− 〈c, b〉)
+
B2
(1− 〈c, b〉)
.
Proof. First of all we note
B =
(
0 b
ct 0
)
,
B2 =
(
bct 0
0 〈c, b〉
)
,
B3 = 〈c, b〉B .
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We now calculate det (I +B).
det (I +B) = 1 +
m∑
k=1
σk (B)
= 1 + tr (B) + σ2 (B)
= 1 + σ2 (B)
= 1 +
1
2
(
tr (B)
2 − tr
(
B2
))
= 1−
1
2
tr
(
B2
)
= 1− 〈c, b〉 .
We use now, formally, the Neumann series to calculate (I +B)
−1
(I +B)
−1
=
+∞∑
k=0
(−1)k Bk
= I +
+∞∑
k=1
(−1)k Bk
= I −
+∞∑
j=0
B2j+1 +
+∞∑
j=1
B2j
= I −
+∞∑
j=0
〈c, b〉j
B +
+∞∑
j=1
〈c, b〉j−1
B2
= I −
B
(1− 〈c, b〉)
+
B2
(1− 〈c, b〉)
.
Previous calculations hold if |c|2+ |b|2 is small enough, but by uniqueness of inverse the result
holds if I +B is invertible.
We need all the results proved so far to get the following proposition.
Proposition B.3. Let M ∈Mm (C)
M =
(
A b
b
t
a
)
with A ∈ GL (m− 1,C), a ∈ C∗, b ∈ Cm−1, then
det (M) = det (A)
(
a− b
t
A−1b
)
and if M is invertible
M−1 =
I − 1(
a− b
t
A−1b
) (0 aA−1b
b
t
0
)
+
1(
a− b
t
A−1b
) (A−1bbt 0
0 b
t
A−1b
)(A−1 0
0 1a
)
.
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Proof. We calculate det (M). Using propositions above we have
det (M) = det
((
A b
b
t
a
))
= a det (A) det
(
I +
(
0 A−1b
b
t
a 0
))
= a det (A)
[
1 + σ2
((
0 A−1b
b
t
a 0
))]
= det (A)
(
a− b
t
A−1b
)
.
If M−1 is invertible, using propositions above we have
M−1 =
(
A b
b
t
a
)−1
=
[(
A 0
0 a
)
+
(
0 b
b
t
0
)]−1
=
[
I +
(
0 A−1b
b
t
a 0
)]−1(
A−1 0
0 1a
)
=
I − 1(
a− b
t
A−1b
) (0 aA−1b
b
t
0
)
+
1(
a− b
t
A−1b
) (A−1bbt 0
0 b
t
A−1b
)(A−1 0
0 1a
)
.
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