In this paper we study a new class of lattices called the generalized Dowling lattices. These lattices are parametrized by a positive integer n , a finite group G , and a meet sublattice K of the lattice of subgroups of G . For an appropriate choice of K the generalized Dowling lattice Dn{G,K) agrees with the ordinary Dowling lattice Dn(G). For a different choice of K, the generalized Dowling lattices are the lattice of intersections of a set of subspaces in complex space. The set of subspaces, defined in terms of a representation of G, generalizes the thick diagonal in CB .
Introduction
In this paper we study a family of lattices which we call generalized Dowling lattices. These lattices, denoted Dn(G, K), are indexed by a positive integer I n, a finite group G, and a meet sublattice1 K of the lattice of subgroups of 1G. For an appropriate choice of K, Dn(G, K) is the ordinary Dowling lattice j\of rank n based on the finite group G. In this paper we study combinatorial properties of the generalized Dowling lattices and their order complexes. In particular, we compute the homology of Dn(G, K) in terms of the homology of K.
The generalized Dowling lattices have a very rich combinatorial structure. Unless K is trivial, Dn(G, K) is not ranked hence is not supersolvable, geometric, or even Cohen-Macaulay. Nonetheless, all of the well-known combinatorial and homological properties of the Dowling lattices have elegant analogues in the generalized Dowling lattice case. Because the generalized Dowling lattices are not Cohen-Macaulay, these properties cannot be proved using classical combinatorial methods. In this paper we use a mixture of combinatorial and homological methods to compute Ht(Dn(G, K)). In particular, we devise a spectral sequence method which effectively separates Ht(Dn(G, K)) into two parts-a part coming from Ht(K) and a part coming from the homology of the ordinary Dowling lattices.
The wreath product group Gv/rSn acts as a group of automorphisms of Dn(G,K). The spectral sequence used to compute Ht(Dn(G, K)) is (GwrSJ -equivariant which allows us to compute the character of Gv/rSn on Ht(Dn(G, K)). We prove a generalization of Stanley's result which expresses the action of Sn on the top homology of the partition lattice in terms of induced characters.
There is a second choice of K for which the Dn(G, K) specialize to an interesting class of lattices. These specializations have a geometric significancetheir homology groups determine the homology of a natural affine variety in complex space. This variety is a generalization of the variety C"\A, where A is the thick diagonal, A = {(vx ', ..., vn) : v. = V, some i < j} . This generalized variety begins with a faithful representation tp: G -» GL(F) of a finite group G. For i < j and g e G define <%¡ . to be the subspace of V" given by %¡J,g = {(vl,...,vn)eVtt:vj = c>(g)vi}.
For i t¿ j, ^¡ j g has codimension equal to dim(F). For i = j however, <%¡ ¡ g can nave smaller codimension. Let <5"n(tp) denote the set of subspaces Note that ^ . = V" iff / = j and g = e. Thus the exclusion of the set {<%¡ ,■ e '■ 1 < i < n] insures that V" is not in 5"n(tp). Let A be the union of the subspaces in A?n(tp) and let An(tp) be F"\A. It is easy to see that An(tp\ = C"\A when the group G is trivial, so one can think of An(tp) as an affine variety which generalizes C"\A. Using results of Goresky and Macpherson (see [8] ) one can compute the homology of An(tp) in terms of the homology of the lattice of intersections of the subspaces in S?n(tp). We will show that this lattice of intersections is Dn(G, K) for an appropriate K. So the computation of Ht(Dn(G, K)) determines the homology of the affine variety An(tp).
The paper is organized in the following way. In §2 we define the generalized Dowling lattices and develop some of their more elementary combinatorial properties. In §3 we prove Dn(G, K) is isomorphic to the lattice of intersections of the subspaces in S^n(tp). §4 contains the main results. We introduce our spectral sequence methods, use them to compute the homology of the generalized Dowling lattices, and apply that to the computation of Ht(An(tp)). In §5 we conclude by computing the character values for the action of the wreath product group GwrSn on the homology of Dn(G, K).
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2. The combinatorial theory 2.1. K-digraphs. Let L be a finite lattice. A closure operator on L is a map x-+x from L to L which satisfies:
(a) x > x for all x e L.
(b) x = x for all x e L. (c) If x < y then x < y for all x, y e L.
We will also assume the condition 0 = 0 (where 0 denotes the minimal element of L). If x -y x is a closure operator on L then we let L denote the set of closed elements of L, i.e., L = {x e L : x = x}.
Proposition 2.1.1. Let x -y x be a closure on L and let x, y e L. Then x Ay is in L.
Proof. For x, y e L we have a: Ay < x = x and x Ay <y = y.
So,
x Ay <x Ay <x Ay. D Proposition 2.1.1 shows that L has a meet operation. Also it has a maximal element (the maximal element of L ) and so it is a lattice. In general it is not a sublattice of L as only the meet operations in L and L agree.
Let G be a finite group with identity e and let L(G) denote the lattice of subgroups of G. We let E denote the trivial subgroup E = {e} . Assume that H -> H is a conjugation-invariant closure operator on L(G). In other words, the map H -► H satisfies _ g~XHg = g~lHg for g e G and H e L(G). We let K denote the lattice L(G) of closed subgroups in L(G). By the conjugation-invariance of the closure operator we have that G acts as a group of automorphisms of K.
Definition 2.1.2. A complete K-digraph with vertex set S is an edge-labelled digraph with an edge directed from s to t for every pair (s, t) e S x S. The edge from 5 to t is labelled with a right coset Hs t of some subgroup in K. Moreover the following consistency condition (*) must be satisfied: For every (r, s, t) e S we have (*) Hs,tHr,s = Hr,t'
where AB denotes {aß : a e A , ß € B} .
Condition (*) is a strong constraint as the next proposition shows.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use We next prove (c). As above we have Hv,uHu,v =Hu,u so (1) \HVJ < \HUJ and (2) for some y e Huv we have y~x e Hv u. Choosing r = u and s = t = v in (*) we obtain Hu,uHv,u =Hv,uSo Hv u is a left coset of Hu u (here using (1)). By fact (2) we have Hy u = Hu uy~x from which (c) follows.
Lastly we prove (d). By (c) we know that y~ is in Hv u . Hence by (*) we have that Applying (*) again we have that yH y x c H .
Reversing the roles of u and v in the above argument shows that y-lHv<vyCHUtU which completes the proof of (d). D Proposition 2.1.3 gives a simple method for constructing all the complete A-digraphs with vertex set S.
Step 1. Fix a point u e S and choose a subgroup Hu u e K. Let R be a set of coset representatives for Hu u in G.
Step 2. For each v ¿ u in S choose a representative r(u, v) e R. Once these (independent) choices have been made we are constrained, by Proposition 2.1.3, to define Hv w to be Hv,w = r(U'W)Hu,ur(U>V)~l ■
In particular, the number of complete A-digraphs which have subgroups conjugate to H labelling its loops is (\G\/\H\)lsl~x.
Definition 2.1.4. A K-digraph is a digraph each of whose weakly connected components is a complete A-digraph.
Let &n(G, A) denote the set of A-digraphs with vertex set {1,2,...,«}. Given a A-digraph ô e Cln(G, K) we define its edge labels by: Hu v is the actual label on the edge from u to v if this edge exists in ô and is the empty set if there is no edge from u to v in S .
Define a partial ordering < on Cln(G, K) in the following way. Let ôx and ô2 be in Qn(G, K) and let H^\ be the edge labels on ôi. Then we say Sx < S2 iff H(x\ ç H{2)v for all «and?).
It is obvious that < is a partial ordering on Cln(G, K). The poset Qn(G, K) has a unique minimal element 0 which is the digraph whose only edges are a loop at each point labelled E. Also Qn(C7, A) has a unique maximal element 1 which is the complete digraph with every edge labelled G.
We will show that &n(G, A) is a lattice. Since Qn(G, K) has a maximal element, it is enough to show that every pair of elements has a greatest lower bound. We do this by explicitly describing the greatest lower bound. This description makes use of the following fact which is easy to prove. Proposition 2.1.5. Let A and B be subgroups of a finite group G and let aA and ßB be right cosets of these subgroups. Then (aA) n (ßB) is either empty or it is a right coset of (AxxB). Definition 2.1.6. Let Sx and S2 be in Q"(G, A), and let H(i\ be the edge labels in ¿;. Recall that H^\ = 0 if there is no edge from u to v in o¡. Define ôx A 52 to be the digraph with edge labels Hu v defined by Hu,v -Hu,vnI1u,V If Hu v = 0 then we interpret that to mean that there is no edge from h to o in Sx A S2. Lemma 2.1.7. The digraph ôxaô2 defined above is in Qn(G,K).
Proof. By Propositions 2.1.1 and 2.1.5, the label on every edge of Sx Aô2 is a right coset of some subgroup in A. Also by Proposition 2.1.1 there is a loop at every point of ôx A S2 labelled with some subgroup in A. So it suffices to verify condition (*).
Let (r, s, t) e [nf and suppose there are edges from r to s and from í to t in 8X A S2. Let y(r, s) be an element of ",, = <><! and let y(s, t) be an element of Hs t = H¡x]n Hf\. The following equations follow immediately from Proposition 2. Given that ôx AÔ2 is in Q"(G, A) it is immediate that Sx Aö2 is a greatest lower bound for ôx and 62. We have proved the following theorem. Theorem 2.1.8. The poset Q.n(G, A) is a lattice. For ôx,ô2 e OE"(C7, A) the meet of ôx and ô2 is the digraph ôx A 62 defined above.
It should be noted that the join operation in Í2"(C7, A) is much more difficult to understand. We know of no simple description of this operation. Definition 2.1.9. Let L be a lattice with minimal element 0. A rank function r on L is a strictly increasing function, r : L -> N, which satisfies:
(1) r(0) = 0.
(2) For all x, y e L, r(x Vy) + r(x Ay) < r(x) + r(y).
For example, if L is geometric then we can take r(x) to be the length of a maximal chain from 0 to x. The lattices we deal with will not satisfy the chain condition so our rank functions will be defined in a different way. Given a rank function r on L we define the characteristic polynomial of L with respect to r by XriL;X) = ^2pLiO,x)XrW-rM. xeL In this definition, pL denotes the Möbius function of L (see Rota [15] ) and 1 denotes the maximal element of L. Usually the rank function r will be understood and we will write x(L ; X) in place of xr(L ; X).
Henceforth assume that r is a conjugation-invariant rank function on A, i.e., a rank function satisfying rig~xHg) = r(H) for g e G and H eK. Although it is not obvious, p is a rank function on Qn(G, K). This fact is not important for what follows so we leave the proof to the reader. Our immediate goal is to compute the characteristic polynomial of Qn(G, K) (with respect to p ) in terms of the characteristic polynomial of A (with respect to r ). For this computation we need the value of the Möbius function in Qn(G, K) which we will compute using the following result due to Crapo (see [4] ). Lemma 2.1.11 (Crapo's complementation theorem). Let L be a finite lattice, let x be an element of L\{0, 1}, and let Cx be the set of complements of x in L, i.e., Cx = {y e L:xvy =1 and x A y = 0}. Then,^¿
where C,(yx,y2) is 1 if yx <y2 and 0 otherwise. We will apply Lemma 2.1.11 to prove the following result which gives the value of the Möbius function of £\(C7, A) in terms of the Möbius function of A.
Theorem 2.1.12. Let G, K, and f2n(C7, A) be as above. Then
Proof. We prove this by induction on n , the case n = 1 being obvious. Assume n is greater than 1 and that the theorem is known for values smaller than n . Let x be the element of £ln(G, K) which has two connected components, f50 consisting of the single point {n} and Sx consisting of {1, 2, ... , n -1} .
Let every edge of x be labelled by G. We will apply Lemma 2.1.11 to this choice of x .
Let y be a complement to x . Claim 1. Every loop of y is labelled with E.
Proof. Let u be a point of y and suppose the loop at u is labelled H. Let z be the digraph whose only edges are the loops with every loop labelled E except the loop at u which is labelled H. Then z < x Ay = 0 so H = E. This proves Claim 1.
By a similar argument it is possible to prove:
Claim 2. Suppose 1 < u < v < n -1. Then there is no edge from u to v in y. Since x V y = 1, y must have some edges other than loops. It follows from Claims 1 and 2 that y must be of the form y = Au n , where Au n has « -I-2 edges, n loops labelled E, an edge from u to n labelled Eg, and an edge from n to u labelled Eg~ .. Thus \Cx,\ = (n-i)\G\.
Observe that these complements Au n are atoms in Qn(G, A) so they are incomparable and p(0, Au n ) = -1. Consider the interval [Au n , 1] in Qn(G, A). Let S be a digraph in the interval with edge labels Hr s. The following facts are immediate consequences of Proposition 2.1.3 and the definition 0f Au,n,g:
( 1 ) u and n are in the same connected component of ô .
VlHn>n = gHUtUg-1-(3) For all t;e[«], Hv n = gHvu. It follows that the edges incident to n and their labels are completely determined by the edges incident to u and their labels. So the map ô -y S from [Au n , 1] to Qn_x(G, A) which removes the point n is an isomorphism. Thus rtA«,n.g> l) = fiarl_t(G,K)(°y !)• Applying Lemma 2.1.11 and our induction hypothesis we havê
The next lemma will also be important in our computation of the characteristic polynomial of Q"(G, K). To define ç?, let n e [0,0] and let Hr s be the edge labels of n. Define tp(n) to have the same set of edges as n but the label on the edge from v to w in tp(n) is changed to y~XwHv wyu v . It is straightforward to check that (1) <p(n)enn(H,K'), and (2) tp is a lattice isomorphism. D Theorem 2.1.14. Let G, K, and iln(G,K) be as above. Then
¡=o Proof. Let jx, ... , j be a sequence with J2 ij¡ = n . We will first compute the contribution to xp(^"{G, A); X) made by all terms pa (6>JC)(0, ô)Xp(X)~p(S), where ô has j¡ connected components of size /. We construct all such S via the following procedure:
Step 1. Choose which points go in each component. This can be done in »l/iyflA/fl ways.
Step 2. In each component Ss choose a point us and a subgroup Hs to label the loop at w . For each v ^ ur in <5 choose a coset H " of H to label the edge e(us, v).
Once Hs is chosen, this can be done in (|G|/|/iJ|)'<s,l~1 ways. For this ô we have that I + p(l) -p(ô) = £4(r(g) -r(Hs) + 1). The interval from 0 to S is isomorphic to the direct product of the intervals from 0 to 1 in the lattices Q|(5 \(HS, Ks), where A^ is the interval [E, Hs] in A (by Lemma 2.1.13). So the contribution to the characteristic polynomial made by the digraphs constructed with these choices is '■.n-kn(&ùF.-Summing this over all possible jx, ... , jn we obtain
Since «!/ FJ, i;'7,! is the number of elements in the symmetric group Sn with jt cycles of length i, we have Let â e Dn(G, A). Then 6 has a unique (perhaps empty) connected component with edges labelled G. We call this connected component the distinguished component of â and other connected components are called ordinary components.
For S a A-digraph, let S be the unique A-digraph obtained by joining into one connected component all those components with edges labelled G. It is easy to see that S -y ô is a closure operator on Qn(G, A) and that Dn(G, A) is the set of closed elements. It follows that Dn(G, A) is a lattice and moreover a meet-sublattice of Q"(G, A). Thus the meet operation in Dn(G, A) is described in Definition 2.1.6.
As in the previous subsection we assume that r isa conjugation-invariant rank function on A . Definition 2.2.2. Define a rank function p = pr on Dn(G, A) as follows: if ô has connected components ôx, ... , S¡, where ôt has ai points and has some loop labelled Hi, then
Note that p(l) = nr(G).
The remainder of this subsection is devoted to computing the characteristic polynomial of Dn(G, K) with respect to p . As in §2.1 we begin by computing the value of the Möbius function from 0 to 1 . Both of these computations are similar to the corresponding computations for Qn(G, K) and therefore we will leave out many of the details. Proof. The proof is by induction on n , the case n = 1 being trivial. Assume n > 1. Let x be the digraph in Dn(G,K) with distinguished component consisting of the points 1, 2, ... , n -1 and with the loop at n labelled E. Let Cx denote the set of complements to x in Dn(G, A). Using arguments similar to those used in the proof of Theorem 2. 
We construct all possible ô in Dn(G,K) according to the following procedure:
Step 1. Choose some set of a points to go in the distinguished component (0 < a < n). This can be done in (") ways.
Step 2. Choose the size of the ordinary components as well as points to go in them. If there are to be ji ordinary components of size i then this can be done in (n-ay./Hiiiiy'Jil ways.
Step 3. For each ordinary component ôs, choose a point us from ôs, a subgroup Hs to label the loop at us, and cosets Hu v to label the edge from us to v for all v ^ us in Ss. These choices can be made in
ways.
The choices made in Steps 1-3 are independent and completely determine a A-digraph S in Dn(G, K). Summing equation (2.2.5) over all these choices we obtain:
where the second sum on the right is over sequences jx, ... , jn_a such that We end this section with an important example of generalized Dowling lattices. Let G be a finite nontrivial group, i.e., 2 < |C7| < oo. Define the closure H -► H on L(G) by E ifH = E, G otherwise. »={ Every subgroup closes to G except the trivial subgroup E which is itself closed. Thus G K = and so pK(0, 1) = -1 and xriK\ X) = X -1. For r we take the usual rank function. In this case Dn(G,K) is isomorphic to the Dowling lattice Dn(G) of rank n associated to the finite group G (see [5] ). Moreover the rank function p is the usual rank function on Dn(G). Theorem 2.2.4 reduces to the familiar formula
obtained by Dowling using the fact that Dn(G) is a supersolvable geometry. The theory of supersolvable geometries gives an explanation for why the roots of xiDniG)\ X) are nonnegative integers. It is easy to see that the generalized Dowling lattices are not supersolvable except in the Dowling lattice case. Nonetheless the roots of their characteristic polynomials, with respect to the variable xr(K ! A) > are nonnegative integers.
Removing the thick diagonal with respect to a representation
In this section we consider the example which originally led us to define the generalized Dowling lattices. Throughout this section we assume that <p: G -> It is easy to see that the map H -y H is a closure on L(G) (E = E since tp is faithful). Let K(tp) denote the lattice of closed subgroups of G. Note that g~xHg = g xHg forgeG, HeL(G).
So //*->// is a conjugation-invariant closure.
Let y denote the set of subspaces ^ in V such that % = VH for some subgroup H. Then 'V, ordered by inclusion, is the lattice dual to K(tp). The maps H -* VH and % -^ G% = {g e G : <p(gW c &} give a Galois connection in the sense of Rota [15] . The condition that <p not contain the trivial representation implies that VG = 0. So the maximal element of 'V is V = VE and the minimal element is 0 =VG.
Let « be a positive integer and let /, j satisfy 1 < i < j <n. For g e G, let %?(i, j, g) denote the subspace of V" given by
, where (g) is the subgroup of G generated by g. In particular, ß?(i, i, e) = Vn for all i, and ßf(i, i, g) is a proper subspace of Vn for g ^ e (since $? is faithful). Let Ln(tp) be the lattice of intersections of these subspaces ordered by reverse inclusion and let An(tp) be the subset of V" obtained by removing the union of the subspaces in 5?n(tp), i.e., \i<p)=vn\( u A\ßt°€&"(<?) j
Later in this paper we will compute the homology of An(tp) as a topological space. To do this we instead compute the ordinary poset homology of Ln(tp) and then invoke results of Goresky and Macpherson which describe the homology of A (tp) in terms of the homology of Ln(tp). To compute the homology of Ln(tp) we need a combinatorial description of Ln(tp). We will prove that
and so the generalized Dowling lattices give such a description.
It is important to identify the atoms of Ln(tp). One might think that these are exactly the subspaces %?(i, j, g). However that is not quite correct because
So not all the subspaces %?(i, j, g) are atoms in Ln(tp) and not all the subspaces ßf(i, j, g) are distinct. We have %?(i, i, g) = %?(i, i, h) whenever (g) -{h) • The set of atoms s>fn(q>) in Ln(tp) is given by Ki<P) = W, j,g)-l<i<j<n, geG} U {%r(i, i, g) : 1 < i < n, (i) an atom in K(tp)}.
In the latter set we need only one g for each atom in K(tp) so a better way to denote the second set would be the set of ßf(i, i, Y) such that Y is an atom in K(tp).
Next we define maps u, w which we will eventually prove to be isomorphisms between Ln(tp) and Dn(G, K(tp)). For the moment we only assume that u maps Ln(tp) to the set of (/-labelled digraphs with the Dowling property and that w maps Dn(G,K(tp)) to V*. For each i < j and each g e G let A{ ■ denote the atom in Dn(G, K(tp)) with loops at every point labelled E and two other edges-one from i to j labelled {g} and one from / to /' labelled {g-1}. For each atom Y in K(tp) let AiiT denote the atom in Dn(G, K(tp)) which has no other edges except the loops at every point. All the loops are labelled E except for the loop at i which is labelled Y.
Lemma 3.1.5. For 1 < i < j < n and g e G we have w(^ . ) = Ai . and for 1 < i < n and Y an atom in K(tp) we have u(%[ ¡ r) = Ai i r.
The proof of Lemma 3.1.5 is easy and is left to the reader. Lemma 3.1.5 asserts that « is a bijection between the atoms of Ln(tp) and the atoms of Dn(G,K(tp)). We can now state the main result of this section.
Theorem 3.1.9. For all n and tp we have Ln(tp) = Dn(G, K(tp)). Moreover the maps u and w defined above are isomorphisms with w = u~ . Proof. We have proved this theorem in Lemmas 3.1.7 and 3.1.8 modulo one technical point. We have not shown that the image of u is contained in Dn(G, K(tp)), i.e., that the subgroup labelling each loop in u(<f) is in K(tp). This argument is similar to the proof that KH = Hu which was done in Lemma 3.1.7 and is left to the reader. D
Let G be a finite group. It is natural to ask whether there exists a representation tp of G such that the generalized Dowling lattices Dn(G, K(tp)) are the ordinary Dowling lattices Dn(G). This is equivalent to saying that K(tp) consists only of E and G, i.e., no nontrivial subgroup of G has a fixed vector under tp . One example of this is when G is the cyclic group %?m = (om) and tp is the 1-dimensional representation tp(Sm) = e n,'m . Zassenhaus classified all groups having a representation with this property. His classification can be found in Passman [13] . My thanks to Peter Cameron for bringing this to my attention.
The homology of Dn(G, A)
In this section we compute the homology of Cln(G, K) and the homology of Dn(G, K), both in terms of the homology of A. We will go on to give a second computation of Ht(Dn (G, A) ). This second computation will express Ht(Dn(G, A)) in quite a different form. The purpose for this second computation is that we can use it to determine the representation of the automorphism group of Dn(G, K) on the homology groups Ht(Dn (G, A) ).
4.1. Homology groups of posets. Let (P, <) be a finite poset with a unique maximal element 1 and a unique minimal element 0. For each nonnegative integer r let cr(P) be the set of chains in P given by cr(P) = {0 < xx < x2 < ■ ■ ■ < xr < 1 : xt e P}.
Let Cr(P) denote the complex vector space with basis cr(P). Define dr: Cr(P) -C,_,(P) by
It is easy to check that dr o dr+x = 0. Define the rth homology group of P, Hr(P), by Hr(P) = kerdr/imdr+[.
We do allow 0 < 1 as an element of C0(P) so CQ(P) has dimension 1. We will encounter the situation where P is completely trivial, i.e., 0=1. In this case we define Hr(P) by if r = -1, 0 ifr^-1.
HriP) = { Note that the chains in cr(P) must include 0 and 1 . Many authors would define Hr(P) differently, working with P' = P\{0, 1} and allowing /--chains to be arbitrary.
A fundamental result about homology groups of posets in the following Euler characteristic equation (see Rota [15] or Stanley [16] ). The next result gives the Poincaré series for Dn(G, K). This Poincaré series determines the dimension of the homology of ¿>"(G, K) in each degree. In § §4.2-4.4 we will give a more explicit computation of Ht(Dn (G, A) ). The Poincaré series that we compute here will be crucial for that upcoming work. Proof. We will prove this by induction on n , the case n = 1 being trivial. For n > 1 we will use Theorem 4.1.2 with x being the A-digraph whose only edges are loops with every loop labelled E except the loop at n which is labelled G. Let y be a complement to x and let S be the distinguished component of x . Note that n is not in S so S ç (n -1). Let S_he n\S. Since x V y = Î, the subgraph y of y induced by the points in S must be connected. Since x A y = Ô, every loop in y must be labelled E. It is easy to see that the interval [0, y] is isomorphic to D,SAG, A) x Yi.s, and that the interval [y, 1 ] is isomorphic to A. Applying the Björner-Walker theorem we have that (4.1.5) P(Dn(G, K);t) = nf2(n~ l)tuu\\G\uP(K; t)P(Dn_u_x(G, K);t).
K=0 ^ '
In this sum u denotes |iS\{w}| so that the factors on the right-hand side are accounted for as follows: (1) where the sum is over sets S' such that n -u, n -u+ I, ... , n -I are in S but n-u-1 is not in S'. It is straightforward to see that the last expression is equal to the right-hand side of (4.1.6). D 4.2. The filtration of Ht(P) with respect to an order ideal of P. The purpose of this subsection is to describe a combinatorial method for constructing a filtration of the order complex associated to a partially ordered set. Let F be a finite poset with unique minimal and maximal elements 0 and 1. Let J2" be an order ideal in P which satisfies the Jordan-Holder property. Thus we can split J2" as a disjoint union of sets J^ where x e J^ if and only if every maximal 0 -x chain has length i. We call i the rank of x and write gr(x) = i.
Let Y: 0 = x0 < xx < ■ ■■ < xr < 1 be an /--chain in P. Define the pivot of Y, p(Y; J2"), to be the maximal x¡ such that re/.
Define the weight of Y to be the rank of its pivot and define Wr ; to be the linear span of all /"-chains with weight i.
Let dr : Wr -► i?_, " be the usual boundary map for computing the homology In §4.4 we will make use of such a spectral sequence to compute Ht(Dn (G, A) ).
In that case we will have the additional information that every interval of J" is Cohen-Macaulay. Because of this Cohen-Macaulay property, the differential dx on is1 will have a particularly simple form.
Elementary digraphs.
Definition 4.3.1. Let S e DniG, K). We say S is elementary if every loop of ô is labelled by the trivial subgroup E. We let J" = ^"(G) denote the set of elementary digraphs in Dn(G, K) (note that J2-does not depend on A ).
Note that J" is an order ideal in Dn(G, K) and that if S e J" then the interval [0, S] in Dn(G, K) is isomorphic to the interval [0, n(S)] in Yln, where n(ô) is the partition of n whose blocks are the connected components of Ô.
Definition 4.3.2. Let a, ß be digraphs in Dn(G, K) with a < ß and a elementary. We say ß is nondefective over a provided that whenever two components of a are contained in the same component C of ß , that component C must be the distinguished component. Otherwise we say ß is defective over a.
Lemma 4.3.3. Suppose ß is defective over a and ß is not elementary. Then there is a unique maximal digraph Ka(ß) satisfying:
(1) a<Ka(ß)<ß.
(2) Ka(ß) is nondefective over a.
Proof. Define Ka(ß) to be the digraph obtained from ß by removing all edges e of ß which satisfy:
(i) e is not an edge of a.
(ii) The endpoints of e lie outside the distinguished component of ß . It is straightforward to check that this Ka(ß) is the unique maximal digraph satisfying (1) and (2). Proof. Let Xx,... , Xr he the connected components of a and let xt be a fixed element from Xi. If ß is nondefective over a then ß is determined uniquely by the sequence (hx(ß), h2(ß), ... , hr(ß)) e Kr, where ht(ß) is the subgroup labelling the loop at x;. It is straightforward to check that the correspondence B-*(hx(ß),...,hr(ß)) extends to an isomorphism of chain complexes.
The homology of Dn(G, K).
We will now recompute H^D^G, A)) using a method which yields more information than Theorem 4.1.4. This additional information will be crucial in §5 when we compute the character of GwrSn on Ht (Dn(G, A) ). We will compute Ht(Dn (G, A) ) using the spectral sequence (Es, ds) described in §4.2 with respect to the order ideal J = J^( (7) Let (F*, ôs) be the associated spectral sequence. We will now compute the terms in this spectral sequence.
It is easy to describe the differential S explicitly. Let T be a chain in E°t(a;b0), 
The homology of Ln(V).
Recall the set-up of §3 in which tp: G -► GL(F) is a finite-dimensional faithful complex representation of G which does not contain the trivial representation. Notation and terminology will be as in that section.
Let %x, ... , í¿s be the coatoms in 'V , i.e., the maximal subspaces in ?/"\C . Let Jf(tp) denote the complement of (U/=i ^¿) m C .In this section we will compute the homology of An(tp) in terms of the homology of 3T(tp). Our main tool will be the theorem of Goresky and Macpherson [8] [8] . This is because we use a different convention for determining the rank on poset homology.
We will be using Theorem 4.5.1 in the case that Rm is a complex space C and each Ai is a complex subspace. One can apply the theorem as stated above although it is important to remember that d(v) is the real dimension of |v|.
Let P(5?(tp) ; t) and P(An(tp) ; t) denote the Poincaré series for the homol- Proof. We will apply Theorem 4.5.1 to compute P(An(tp) ; t). Let v e Dn(G). Then v determines a pair n(v) = (C0, y), where C0 is the distinguished component of v and y is the partition of n\C0 whose blocks are the nondistinguished connected components of v . In each block C, of y pick out the smallest element u¡ and let c¡ denote the size of C¡. Our first step is to compute 2Z(C0, y) which is the contribution to the right-hand side of (4.5.2) made by all v which give us the pair (C0, y). Suppose that n(v) = (C0, y) and that the point ut in C; is labelled by the subgroup Hi which corresponds to the subspace Vj■ = VH . Then Note that £(C0,y) depends on P(K;t ') as well as P(%f(tp);t). However we shall see that when we sum the ^2(CQ,y) the dependence on P(Jt; t~ ) disappears leaving the expression on the right-hand side of Theorem 4.5.3 which depends only oh P(Sff(tp) ; t). 5.1. The wreath product GwrSn. Let Gwr5n denote the wreath product of G over Sn (see James and Kerber [11] for more background on wreath products). Throughout this section we will assume that n, G, K are fixed and we will let 3? denote G wr5n . We will think of 3? as the set of n x n matrices with entries from G U {0} which have exactly one nonzero entry per row and column. If a e 3?^ we let ö denote the underlying permutation in Sn , i.e., à is obtained from a by changing every nonzero entry to 1. Also we let g (a ; /') denote the element of G that occupies the unique nonzero entry in row / of a .
There is an action of 3? on the set Q"(G, A). Let ô be an element of Q"(G, A) with edge labels H^ and let a be an element of &. Define a ■ ô to the digraph with edge labels H'u v given by H'iajo^g^yJWijg^'y 0"1-It is straightforward to check that a ■ S is a A-digraph and that each a e & is an automorphism of the poset Qn(G, K) which maps Dn(G, A) to Dn(G, K). So we have a representation of 2? as a group of automorphisms of Dn(G, K). This in turn gives an action of 3? on the homology of Dn(G, K). We denote the character of the representation of 3? on HADn(G, A)) by ßnJ. Our goal in this section is to derive information about the characters ßn (. Our main result here will express ßn ; as a sum of induced characters. For the rest of §5.1 we will catalogue some further information about the group 3?. Let fêx, ... , <& be the conjugacy classes of G. From each conjugacy class W choose an element g(^) which will remain fixed for the rest of this section. Let a e 2? and let Y = (yx, ... , ys) be a cycle of a (i.e., a cycle of à ). We say Y has conjugacy type f if n *»:*>} (5.1.1) Ul*^)}6^-Note that the actual group element defined by the product in (5.1.1) depends on the cyclic order of (yx, ..., ys). But this dependence is only up to conjugacy in G, hence the conjugacy type of Y is well defined. For each u e {1, 2, ... , n} and each s e {1, 2, ... , k} let ma(u, s) denote the number of «-cycles of a with conjugacy type Ws. The type of a, x(a), is the ms-tuple
It is well known (see, for example, James and Kerber [11] ) that two elements Assume oi is a-uniform. Let a" and a¡ be arbitrarily chosen elements of Y¡u)nC¡l) and Y¡v)xlC¡l). Let g and h be the products of the entries of Y¡u) and Y¡v) starting with af] and af] respectively. Thus g e 3fju) and h e 2\v). Last, let x be the label on the edge from a{"] to af].
If we apply ai '*' to the edge from aj"' to aj" ' we obtain the same edge but with label changed from x to hxg~ . Since o • a = a we have hxg~ = x so h = xgx~ . Thus S¡u) = 3i¡ which completes the proof. (1) ). The rest of Lemma 5.2.3 now follows immediately from [9, Theorem] .
We will need a bit more information about the elementary A-digraphs fixed by a in the case the a is standard. Assume henceforth that a is standard, that a • a = a, and that a is a-uniform. Let {t¡} , {])} , {d¡} , and {2¡¡} be the a-parameters of a . We will examine the structure of a particular a;.
As above, write a, = Y¡X)Y¡2) ■ ■ ■ Y¡i¡) and let C{X) ,C(2),..., cfi] be the connected components of ai written so that oAfjf ) = C¡ and so that ß(Y^) e C¡x). Define z(l), z(2), ... , z(di) e C\X) by z(j) = tr""1»' fi{Y¡1]) and let y(u) be an arbitrarily chosen element of Y¡ xx C¡ picting a( appears below:
r(j,)
C (1) z (dt) y (2) yUi) c (2) c, ('<) UYh Figure 5 .2.4 Lemma 5.2.5. Let h be the label on the edge from z(l) to z(2) and let uU) be the label on the edge from z(l) to y(j). Let g = g(2¡). Then (1) hd' = g~x,
Conversely, a choice of h such that hdi = g~x to label the edge from z(l) to z(2) and choices of uU) e CG(g) to label the edges from z(l) to y(j) determines an elementary k-digraph a. which is fixed by ar Proof. First we prove that h is a ¿?¿th root of g~x. Observe that the edge from z(s) to z(s + 1) is labelled h in a (by invariance of a under a and by the standardness of a). Thus the edge from z(d¡) to z(l) is labelled h~(d~X).
If we apply a'1 to the edge from z(di-l) to z(d¡) we obtain the edge from z(dj) to z(l) labelled by h g. By invariance of a under a we have hg = h-(d'~x) as desired.
Next we show that uU) centralizes g. Note that if tr'idi is applied to the edge from y(l) to y(j) the result is the edge from y(l) to y(j) but with label changed to g~xu(j)g. The result follows.
The converse statements are straightforward and are left to the reader.
5.3. The action of 3? on Ht(Çln (G, A) ). In this section we compute the action of 2? = G wr5" on the homology of Q.n(G, K). Our main result is an interesting generalization of a result due to Stanley. Consider the case where G is the trivial group. It is straightforward to see that Qn(G, A) is isomorphic to the partition lattice in this case. Also in this case 2? is just Sn and so the action of 9 on Ht(Cin (G, A) ) is the action of Sn on //.(H,). Stanley proved the following elegant result.
Let Cn be the cyclic group in Sn generated by rn = (1,2,. .., n) and let *>n be the linear character of Cn defined by Theorem 5.3.1 (Stanley [16] ). Let x be the character of Sn acting on the unique nonvanishing reduced homology group of Yln . Then To understand how this result generalizes in our situation first note that Cn x G can be identified as a subgroup of 2?. The matrix in this subgroup corresponding to (x]n , g) is the one which has entry g wherever the permutation matrix corresponding to x'n has a 1 .
G acts on the graded module Ht+,_XAK). Here Ht+(n_x)(K) is identical as a module to Ht(K) except that the grading has been shifted up by n -1 . So Cnx G acts on C® Ht+{n_x)(K) = Ht+{n_X)(K) by the tensor product action:
Our main result in this section is the following generalization of Theorem 5.3.1. Proof. We will prove this result by computing the character of 2? on Ht(Q (G, A) ). Recall that in §4.1 we had established an isomorphism of graded vector spaces between Ht(£ln(G, A)) and M = 0aeJHn(G) Ht([0, a])® Ht(K). Here J^(1)(G) was the set of connected C7-digraphs. Recall that the isomorphism between Ht(Qn(G, A)) and M came from the fact that Jy '(G) is the set of complements to the digraph z whose only edges are loops at each point labelled G. Note that z is invariant under 2?. Because of this it is easy to check that the isomorphism between H^Çï^G, A)) and M is S'-equivariant.
So the character of 2? on HJ£ln(G, A)) agrees with the character on M. We will compute the latter character. Let a be an element of 3?. We want to compute the trace of a acting on M. This trace is a class function so we may choose a up to conjugation in 2?. In particular, we will assume that a is standard and has a disjoint cycle decomposition a = 7(1) • ■ • YU), where 1 = ß(Y{x)).
It is important to understand how 2? acts on M. This action is induced from an action of 2? on the associated chain complex It remains to show that this is the value of the induced character given by the right-hand side of Theorem 5.3.2. To prove this we will use the following formula for an induced character which can be found in Feit [6] . Let JK be a subgroup of Jf and let W be an .^f-module with character x ■ Then the value of the induced character ind^(x') on a group element n e JV is (5.3.5) ind^ix)in) = -r-^-^2xtig~ing), where x*iu) is Xiu) if ueJt and is 0 if u <£ J?.
We will apply (5.3.5) in our situation (namely) Jf = Cn x G, yy = &, and W = C®Hm+{n_X)(K). Let pr denote the character of G on Hr+(n_X)(K). Let (t1 , h) e Cn x G, let j be the greatest common divisor of / and n, and let G, A) ). In this section we compute the character of 3? and express this character as a sum of induced characters. These characters are induced from centralizers of permutations and are a generalized version of certain characters introduced recently by Reutenauer [14] , in one context, and Gerstenhaber and Schack [7] and Loday [12] in quite a different context. Let cx be a permutation in 3? having ju «-cycles for each u. The centralizer of a, denoted za , is isomorphic to a direct product over u of (Cu x G) wrS1 .
We will now describe a graded character of za . This character vr°' is a product over u of graded characters n[a\u) of (CuxG)-wrSj . The character n[a\u) comes from the graded character zu ® pt on Cu x G, where *u is the linear character of Cu defined by *U({1,2, ... , u))= %?2n'/u , and pt is the graded character of G on Ht(K). The character *u®p% is extended to (CuxC7)wr5 It is interesting to note that the induced characters sgn-ind^ "(IV), aeP, which constitute the summands on the right-hand side of Theorem 5.4.1 have appeared before in the case that G is the 1 -element group. These characters of Sn were introduced by Reutenauer [14] in connection with the free Lie algebra and were studied further in this context by Garsia, Bergeron, and Bergeron [1] . Independently these same induced characters came up in the study of a Hodge decomposition of Hochschild and cyclic homologies of a commutative algebra A (see Burghelea and Vigué-Poirrier [3] , Gerstenhaber and Schack [7] , Hanlon [10] , and Loday [12] ). It is unclear why these induced characters turn up in such varied contexts.
