Abstract-Electric spring (ES) was originally proposed as a dis-
electric power to meet the load demand. In the emerging power grids with increasing penetration of distributed renewable energy generation of intermittent nature (known or unknown to the utility companies), the total power generation/supply becomes difficult to predict and control in real time. This situation will worsen when the penetration of intermittent renewable energy becomes substantial. Under such situation, the power generation on the supply side is changing dynamically with the wind and solar power profiles. Any mismatch of power generation and demand could lead to fluctuations in the mains voltage and frequency. Generally, mismatch of active power leads to frequency variations while mismatch of reactive power results in voltage variations. Therefore, utility companies would have difficulty in ensuring that the local ac mains voltage can meet the typically ±5% tolerance, because tap changing of local transformers is too slow to cope with fast transients. For a weak power grid or a microgrid using small generators with low inertia, the frequency fluctuation could become a serious issue and a threat of power system collapse.
An alternative control paradigm of "power demand following power generation" has been suggested for future power grid with a high percentage of intermittent renewable energy generation [1] . If power consumption of some loads can vary adaptively to follow the fluctuating renewable power generation profile, the power demand and power generation can be balanced in real time [2] . Modulating the load consumption adaptively to achieve power balance in a power grid is a type of "demandside management" (DSM). In practice, SSM and DSM are two approaches that can play a part in achieving power balance. They are not mutually exclusive and can be complementary. For example, a consensus control of distributed generators (DGs) has been proposed to maintain voltage stability [13] . Fig. 1(a) shows a simplified schematic of using DGs for providing regulated mains voltage at the point of common coupling (PCC). Curtailment of wind and solar power is one example of SSM [3] . However, using SSM itself is insufficient in maintaining local voltage stability particularly when the load is remotely connected to the local transformer through a long distribution line (e.g., in rural areas) as shown in Fig. 1(b) . If DSM can be applied on the remote load in Fig. 1(b) , the local load voltage can also be regulated. This important point has recently been highlighted by a power company in [23] . This paper focuses on the control and use of distributed electric spring (ESs) as a DSM method for achieving instantaneous power balance and hence mitigation of fluctuations in both frequency and voltage in a microgrid. Several forms of ES technologies have been evaluated by various research groups [2] , [4] [5] [6] [7] [8] [9] as a new form of distributed DSM for maintaining voltage and/or frequency stability in smart grid fed with intermittent renewable energy sources. ESs are power electronics circuits designed to be distributed over the distribution power grid for providing local active and reactive power compensation for regulating the local mains voltage and/or system frequency [10] . The original versions of ES were designed to work independently under droop control [11] and without the requirement of wired or wireless communication. Being able to work independently without communication and internet control, ESs can provide local support for the power grid even when major central control structures fail. However, under normal conditions, coordination of ES operations could offer new features not previously contemplated. This project aims at exploring the practical implementation issues of a distributed control for coordinating a cluster of ESs for regulating both ac mains voltage and frequency in a mircogrid.
Among various distributed control methods, consensus control has gained substantial attention recently. It is an algorithm developed for ensuring a global agreement regarding a common quantity of interest through limited information exchange between neighbours [12] . Agents in this kind of system are typically equipped with distributed computing and communication devices. Without any global information, each agent has access to its local measurement and neighbours' information only. For energy-related applications, consensus control has been applied to coordinate the operation of DGs [13] , speed regulation of induction motors [14] , energy storage systems [15] and sharing of distributed reactive power compensation [16] . Consensus control of DGs is a type of SSM because the power inverters involved are connected to the "renewable energy sources" such as solar panels or wind generators that supply electrical power. In this paper, we focus on both droop and consensus control of distributed ESs, which is a type of DSM because the ESs are controlled to modulate the power consumption of their associated "noncritical loads." While droop control does not require communication and consensus control requires communication, they are also not exclusive and are in fact complementary. It will be shown in this paper that the consensus control of distributed ESs provides extra features such as good sharing of responsibility in the process of voltage and frequency regulation, while droop control can be activated when the communication layer for consensus control fails.
Simulation studies of consensus control on ESs have been reported in several previous works. The first simulation study of using consensus control of ES is reported in [17] . A hierarchical control scheme is proposed to reduce the grid voltage steady-state error. However, the use of simplified model of ES only allows the implementation of reactive power compensation. Moreover, the reactive power sharing ability of ES with consensus control is not realized. In [18] , a leader-following consensus control is developed to coordinate distributed ESs to support the chosen critical buses voltage. The work is further improved to form a two-level voltage management scheme in [19] . The proposed control shows good reactive power sharing for voltage regulation performance. However, the method is restricted to reactive power compensation for voltage regulation only and does not cover system frequency fluctuation issue. Also, the control system could be at risk and would fail upon the loss of the leader of consensus control.
The common drawback of previous works using simplified models of ES in system level simulation is the insufficient consideration of utilizing the active power capability of ES in tackling frequency fluctuation. Meanwhile, the practical implementation of consensus control of ES involving both active and reactive power compensation for regulating both ac mains voltage and frequency in a microgrid has not been previously reported. The new contributions of this paper (over existing works of distributed control of ES) include the following novel aspects.
1) This paper is the first report on the practical design and implementation of "consensus control of ES" for "both grid voltage and frequency regulation." The experimental setup consists of a) a physical layer comprising the hardware setup of several ESs distributed in a small-scale power grid environment, b) a WiFi communication network, and c) a control layer. 2) The proposed consensus control of ES has a good voltage/frequency regulation and active/reactive power sharing performance. For the first time, the plug-and-play capability of ES is practically demonstrated to show the control robustness against hardware failure. 3) An experimental comparison study between droop control and consensus control is included to verify the advantages of consensus scheme. Previously, a cluster of ESs have been demonstrated to work independently through droop control, but good sharing of reactive power compensation is not guaranteed [11] . The use of consensus control allows new functions such as improved sharing of compensation efforts among ESs in the cluster. Hence, the utilization of consensus control adds new functions to the coordinated control of distributed ESs, while droop control can stay as the last resort of control when the communication network fails. 
II. DISTRIBUTED ES IN MICROGRID

A. Microgrid Setup
Consider an islanded microgrid comprising a weak ac power source and a cluster of loads as shown in Fig. 2 . The ac power source is programmed to emulate a weak grid fed with intermittent renewable energy sources. A prerecorded mains voltage profile is stored in the programmable power source to create a time-varying voltage fluctuation along the distribution line. To emulate the frequency response of a weak grid with small inertia, the ac power supply is programmed to behave like a small-capacity spinning machine. Mismatch between mechanical power and electrical power may cause the frequency fluctuation. The cluster of loads consists of a mixture of smart loads and critical loads. Each smart load consists of an ES connected in series with a noncritical load [2] . The noncritical load is one that can tolerate certain voltage variation without causing consumer inconvenience. An example is an electric water heater. The critical load requires a well-regulated mains voltage and frequency within a tight tolerance.
The challenge in this study is how to coordinate the control of the active power and reactive power consumption of a cluster of distributed smart loads to regulate the voltage and frequency (that is subject to the disturbance of the intermittent renewable power generation). Distributed ESs operating under droop control enjoy the underlying advantage of being independent of wireless communication and internet control. This feature is important because the droop control enables them to continue to work even if the wireless communication network and internet of the power company fail. The distributed feature of ESs makes the system robust against potential hardware failure of ES. It is therefore beneficial to retain the droop control for abnormal situations while exploring new functions of distributed control under normal conditions.
The schematic of the second version of ES is illustrated in Fig. 3 . Implemented by a half-bridge power inverter, this ES provides a sinusoidal voltage (pulsewidth modulation (PWM) voltage of the inverter filtered by an LC filter) in series with a noncritical load. A bypass switch will disconnect the ES out of the system in case of hardware failure. The amplitude and phase of ES voltage V es directly affects the power fed into the noncritical load. A proper power variation range of noncritical load is still necessary for the safe operation of the electric devices. The energy storage (such as batteries) in the dc link makes the bidirectional power flow (±P es , ±Q es ) possible. To regulate the local voltage and system frequency, the ES can operate in eight different modes to modulate the total active and reactive power dynamically [20] . Output voltage of batteries clamps the dc-link voltage at a stable value.
B. Analysis of Active and Reactive Power of the Smart Load
The key issue in ac microgrid control is the decoupled control of active and reactive power for regulating grid frequency and voltage, respectively. Consider the case when the noncritical load is a resistive load, the vector diagram of ES voltage and current is shown in Fig. 4 to demonstrate the adjustment mechanism of active and reactive power of smart load. V s is the mains voltage of ac bus. A decoupled single-phase d-q framework is developed by choosing the noncritical load current I nc as the reference d vector. θ is the angle between ES voltage and noncritical load current. The total active power of smart load P sl consists of noncritical load active power P nc and ES active power P es . All reactive power of smart load Q sl is contributed by the ES Q es . Active and reactive power of smart load can be calculated as
where R nc is the resistance of noncritical load. As shown in (1) and (2), the active power of smart load P sl is directly controlled by the d component of ES voltage (V es d ), 
C. Basic Control Scheme of Single ES
The primary-level control of ES is devoted to regulating the local voltage and frequency by tracking the reference points generated by upper level control. . Most of the previous works focus on the primary-level (droop) control, which is independent, decentralized, and communication free. Consider a cluster of ESs with only primary-level control located in various places, ESs are designed to regulate local voltage and the system frequency toward a common reference value. However, since the control inputs (especially the local voltage values along the distribution line) of the ESs and their system dynamics are different, the operating states of ESs will 
III. PROPOSED DISTRIBUTED SECONDARY CONSENSUS CONTROL
As the primary-level control of ES mainly deals with the local voltage and frequency regulation problems, the power sharing ability of distributed ESs has not been considered carefully in practical implementation. A distributed secondary consensus control is proposed to perform accurate proportional power sharing control during the voltage and frequency regulation processes. The nominal set point for the primary-level control V s,nom i and ω nom i will be dynamically updated in each secondary control cycle. The basic control objectives of both secondary control and primary control can be summarized as follows.
1) Global average voltage regulation and accurate proportional reactive power sharing for all ESs {1, 2, ..., N },
2) Frequency regulation and accurate weighted active power sharing for all ESs {1, 2, 
Remark 1: P es
i,max and Q es i,max are correspondingly the maximum active and reactive power output of ES_i. The boundary of power compensation is usually predetermined by the electrical power ratings of the inverters [13] . However, the maximum power output of ES is also affected by the noncritical load impedance, as discussed in [21] . Consider the case when noncritical load R nc i is a pure resistance, P es i,max and Q es i,max can be derived as
Assuming that the rated power of implemented inverters is large enough, P es i,max and Q es i,max are determined by (7) and (8) only.
The flowchart structure of the proposed consensus control is illustrated in Fig. 6 and a detailed block diagram is shown in Fig. 7 . Each ES transfers a set of data [V As shown in Fig. 6 , the proposed secondary control starts with the initialization of the system reference voltage V s,ref , reference frequency ω ref , and maximum ES power capacity. After measuring the local data, ES_i will send the consensus information to its neighbors and receive neighbors' data. Voltage observer then updates the estimated global average voltage according to (9) . For power sharing purposes, consensus algorithm generates the active and reactive power error signals (δ P i and δ Q i ) according to (13) and (22) . The original system reference points will be compensated by these two error signals, as shown in Fig. 7 the primary-level control, the measured local voltage will be replaced by the estimated global average voltage in order to achieve the global voltage regulation (will be described in the following section).
A. Global Voltage Regulation and Reactive Power Sharing Based on a New Distributed Voltage Observer
Reactive power sharing control is required to prevent overloading of individual ES. A distributed voltage observer method is introduced into the ES controller for the first time. Instead of controlling the local voltage directly (as in a traditional droop control), each ES will have an estimated value (V 
In the frequency domain, (10) can be written as 
As shown in Fig. 7 
where K V P and K V I are the proportional and integrator gain of voltage regulator, respectively. By differentiating (15)
In steady operation, it can be assumed that (V 
As mentioned before, the estimated voltage value will reach a consensus on the average measured voltage. By integrating (12) into (18)
The control objective of global voltage regulation is then achieved. Combining (19) and (17) yields
If the communication graph is connected and undirected, then q = α[1, 1, ..., 1] is a stable equilibrium of system (20) [12] . Equivalently, the solution of (20) can be expressed as:
The proposed control can successfully carry out: 1) global average voltage regulation; and 2) proportional reactive power sharing.
B. Frequency Regulation and Active Power Sharing
In this experiment, the programmable ac power supply is controlled to emulate the frequency characteristic of a small generator with low inertia. As defined by the swing equation, any imbalance between mechanical power input and electrical power output could cause the generator frequency to vary. Typically, the primary frequency control operates at a timescale up to tens of seconds. Then, a governor is used to adjust the mechanical power of the generator and restore its frequency to the nominal value [22] . A cluster of ESs can monitor the frequency deviation and reduce power imbalance by manipulating the active power consumption on the load side. The fast dynamic of ES will enable a much faster system frequency recovery process in a time scale of several seconds. A frequency control loop is introduced in the consensus control.
As seen in Fig. 7 , the mismatch of the active power is expressed as an error signal δ 
where c P is the coupling parameter between frequency and active power regulator. This signal is added to the frequency reference to generate the new nominal reference point ω * , which has a differential form of Let 
It is reasonable to assume that the measured frequency is unique, i.e., ω 1 = ω 2 = · · · = ω N . Multiplying (24) by λ on the left yields
By integrating (25) and (24) yields: ∀i = j ∈ {1, 2, ..., N }
The control objectives of frequency regulation and proportional active power sharing can therefore be derived. Fig. 9 shows the schematic of the hardware setup of consensus control for a cluster of distributed ESs in a microgrid. It consists of three layers: 1) physical layer; 2) cyber layer; and 3) control layer. The physical layer describes the electrical connections among different ES agents. The communication links between different agents are displayed in the cyber layer intuitively. The control layer involves a local controller of each ES.
IV. PRACTICAL IMPLEMENTATION AND EVALUATION OF CONSENSUS CONTROL FOR A CLUSTER OF ESS
A. Hardware Setup for a Cluster of Distributed ESs in a Microgrid
1) General Overview of Hardware Setup:
A practical case study of an 110-V ac microgrid with five distributed ESs is used to demonstrate the effectiveness of the proposed consensus control. The distribution line impedances are nonuniform. The distribution line-1 has a larger impedance than the others to represent a longer distance between the power source and loads (see Fig. 9 ). Lead acid battery cells with Model no. LC-R127R2NA (and ratings of 12 V, 7.2 Ah/20 h) are used in the experiment. System parameters are listed in Table I .
2) Communication Layer Topology: Convergence Requirement and Eigenvalues Influence: A circular communication topology is applied in the cyber layer to meet the convergence requirement of the consensus algorithm. Graph G = (V , E) is a graph with nodes set V = [1, 2, . . . , N] and edges E ⊆ V × V . In our case, the nodes are the distributed ESs and the edges represent the communication links between different agents. According to the results in [12] , the graph G should be a connected undirected graph in order to guarantee the consensus convergence. A graph is undirected if the information flow between agents is bidirectional. A graph is connected when there is a path between every pair of vertices. The path may consist of several communication links. In other words, there are no unreachable agents. In case of circular communication topology, the communication graph G is a connected undirected graph. Therefore, the convergence requirement is achieved.
The eigenvalues of graph G will directly affect the time response of the consensus algorithm. As defined in graph theory, the adjacency matrix A = (a ij ) N ×N has nonnegative elements. 
where Δ is the max degree of graph G. If the undirected graph is connected, the zero eigenvalue is isolated. The second-smallest eigenvalue λ 2 is called algebraic connectivity, which is a measure of consensus convergence rate [12] . A larger λ 2 leads to a faster convergence rate. At this stage of our study, the communication topology is fixed because the number of hardware units of ESs is relatively small. In future research for a largescale system, the communication network will be an important research topic.
B. Practical Implementation of the Consensus Control and Communication Links 1) Detailed Implementation of the Communication-Based
Consensus Control: A photograph of the experimental setup is shown in Fig. 10. Fig. 11 shows the system structure of the practical implementation. The dSPACE control interface has mux ADC inputs and multiple PWM output channels. It is used to sense and control five ESs in a single platform (i.e., the physical layer). For the control layer, five virtual control blocks are established in the dSPACE. Each controller will collect local sensors' data and send real-time PWM signal to ES hardware.
To express the distributed feature of consensus control, the cyber layer is implemented inside dSPACE. WiFi (WLAN IEEE 802.11) communication modules are used as communication links between adjacent ESs. Local measurement data of ES_i will be processed by the WiFi blocks. The output of WiFi blocks is the consensus information received by ES_j.
2) WLAN Communication Link Characteristics:
In the tests, the distributed ESs are located in a small microgrid. The WiFi modules allow a wireless communication distance between adjacent ESs to be up to 150 m typically. The time delay of this kind of short distance communication is very small (< 500 ns typically). Compared with the ES's switching period (0.05 ms), this communication time delay is negligible. (In the laboratory tests, the locations of the five ESs are much closer in practice.) As shown in Fig. 12 , the WiFi module in dSPACE consists of three parts: transmitter, receiver, and communication channel. The channel parameters are listed in Table II .
C. Performance Assessment of the Proposed Consensus Control
The proposed distributed consensus control has been practically evaluated in the 110-V microgrid with a cluster of five ESs for system performance assessment including voltage regulation, frequency regulation, active and reactive power sharing. Fig. 13 shows the variations of the local mains voltage at the locations of the five ESs. Initially (time t from 0 to 30 s), the ESs are not activated. Fig. 13(a) shows the wide variation of the voltage along the line. Some of the local mains voltages fall out of the acceptable range (105-115 V). The five ESs are activated with the proposed control at t = 30 s. As a result, the five local mains voltages are restored to the desired value 110±2 V as shown in Fig. 13(a) . Fig. 13(b) shows the per-unit reactive power compensation states of the ESs. After the ESs are activated at t = 30 s, good reactive power sharing is reached at around t = 50 s. At t = 60 s, a step change of generator voltage of +3 V is injected. Fig. 13 average voltage values are recorded in Fig. 13(c) . It can be seen that they converge to the global voltage, which is tuned at 110 V.
1) Voltage Regulation and Accurate Reactive Power Sharing:
2) Frequency Regulation and Accurate Active Power Sharing: The use of distributed ESs is highly effective in improving the frequency response of a weak grid. The frequency of the microgrid implemented with ESs recovers much faster than that without ES. Step load change tests are then carried out to evaluate the frequency control and active power sharing. A critical load of 100 Ω is connected at t = 20 s. Without using ESs, the frequency control of this generator will take over 30 s for the frequency to be restored and the peak frequency deviation is 0.009 p.u. [see Fig. 14(a) ]. The large deviation is caused by a small inertia of the generator. Fig. 14(b) shows the frequency profile under the same step load change when the ESs are activated under consensus control. It takes only about 3 s for the frequency to be restored and the peak frequency deviation is reduced to 0.0048 p.u. Fig. 14(c) shows the variations of the active power of the five ESs. (Note: negative active power in Fig. 14(c) means that the smart load is reducing active power.) Two important observations should be noted. First, the ESs react to the sudden increase in critical load power at t = 20 s by providing active power through a reduction of noncritical load power and through their battery sources. This fast reaction reduces quickly the imbalance between power supply and demand and consequently the system frequency recovery time. Second, the consensus control ensures good active power sharing among the ESs in this power balancing mechanism.
3) Coordinated Voltage and Frequency Regulation With
Step Load Change: Tests on the coordinated voltage and frequency regulation performance have been conducted. The system begins with ESs working in reactive power compensation mode. A critical load of 100 Ω is plugged in and out at t = 40 s and t = 80 s, respectively. The practical measurements of the following are included in Fig. 15 .
1) The local voltages of the ESs.
2) The reactive power compensation efforts of the ESs.
3) The system frequency.
4) The active power of the ESs. It can be seen that the consensus control has enabled this cluster of ESs to successfully achieve simultaneous local voltage and system frequency regulations in this microgrid setup. In the frequency response period, the local voltages are still regulated close to 110 V with a shared steady-state reactive power output ranging from 0.32 to 0.4 p.u. 
D. Plug-and-Play Test
The plug-and-play capability of the proposed control has also been tested for the first time. Initially, ES1-ES4 are working. ES5 is plugged in at t = 40 s and two communication links ES1-ES5 and ES4-ES5 are established. Then, ES4 is plugged out at t = 80 s, and the communication links of ES3-ES4 and ES4-ES5 are disconnected. Fig. 16 shows 1 ) the mains voltages at the locations of the five ESs; 2) the active power; and 3) reactive power of the five ESs. It can be seen from Fig. 16(a) that the mains voltages can be regulated after the plug-in and plug-out processes. Fig. 16(b) and (c) shows that the ESs can share their responsibilities of active and reactive compensations well. These results confirm plug-in and plug-out capability of the ESs with consensus control.
E. Practical Comparison Between Droop Control and Consensus Control
Droop control has been successfully used previously to allow a group of ESs without communication links to work in a coordinated manner [11] . Droop control is important in a sense that it offers the last defense in the control of ESs when the communication network fails. However, under normal situation, consensus control can provide much improved performance. This section presents a practical comparison of the droop control and consensus control of five ESs distributed in a distribution line with a nominal mains voltage of 110 V.
The first set of comparative tests is conducted under three consecutive stages: 1) with the five ESs disabled; 2) with the five ESs activated under the droop control; and 3) with the five ESs activated under consensus control. Each stage lasts for 30 s. Fig. 17(a) and (b) shows the measured mains voltages and reactive power of the distributed ESs, respectively. When the ESs are turned OFF in the first stage, the five local voltages decrease with their distance from the power source because of the voltage drop along the distribution line. During the first stage, the reactive powers of the ES are zero as shown in Fig. 17(b) . When the droop control is activated in the second stage, the mains voltage values at the locations of the distributed ESs are regulated close to the nominal value of 110 V, but the ESs do not share their reactive power compensation equally. After the consensus control is turned ON, the measured mains voltages along the distribution line are regulated close to the nominal value, while the ESs have good sharing of reactive power compensation.
The second set of comparative tests has been conducted with the power source programmed as a renewable energy source of intermittent nature. The voltage source is programmed to fluctuate for 250 s. Table III shows the voltage fluctuation profile.
The voltage source will change output voltage continuously from start time to end time in each time interval. Again, the three consecutive stages are adopted, but each stage lasts for 250 s. Fig. 18(a) shows the measured mains voltage along the distributed line where the ESs and their noncritical loads are connected. The corresponding reactive power provided by the five ESs is included in Fig. 18(b) . When ESs are turned OFF, the voltages are fluctuating from 90 to 113 V. The upper and lower boundaries of the nominal voltage (0.95-1.05 p.u.) are marked by two dotted lines in Fig. 18(a) . In the first stage without using ESs, the mains voltages go below the lower boundary. When droop control is used in the second stage, the mains voltages are well regulated within the tolerance range, but the sharing of the reactive power compensation among the five ESs is not good. In the last stage when consensus control is adopted, good mains voltage regulation along the distribution line and sharing of reactive power compensation among the ESs can be achieved simultaneously.
V. CONCLUSION
ES was originally proposed as a DSM method to provide local voltage regulation of the distribution network using droop control without the need for communication network. While this feature is highly useful during abnormal conditions, this paper shows that an extra layer of consensus control can offer new functions not previously realized under the normal conditions. This paper presents three novel contributions. First, it is the first practical design and implementation of consensus control of a group of distributed ESs in a microgrid environment for sharing both active and reactive power compensation efforts in mitigating voltage and frequency fluctuations. Second, the study investigates the coexistence of droop control and consensus control for this group of ESs. These two control methods are found to be complementary and not exclusive. Third, new plug-and-play features of ESs are practically demonstrated for the first time.
A circular communication link in the cyber layer has been used to implement the consensus control for practical demonstration. The hardware tests confirm the practical use of consensus control for a group of ESs in mains voltage and system frequency regulation in a microgrid environment. The plug-andplay and the distributed features of the ESs indicate that a large group of ESs can in principle increase the robustness of the microgrid because any failure of a small number of ESs will not affect the overall regulations of the mains voltage and system frequency. Practical results of two sets of comparative studies on droop control and consensus control are included to demonstrate their different features. These experimental results show that droop control and consensus control are complementary and not exclusive. Consensus control can be used under normal conditions when the communication network is available to provide good sharing of power compensation efforts among the distributed ESs. Such ESs can revert to droop control if the communication network fails and/or become unavailable.
