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1. Introduction
Indices are special type of partition functions in supersymmetric theories defined in such a
way that the contributions of bosonic and fermionic states partially cancel each other and
only modes satisfying some BPS conditions make non-trivial contributions. Thanks to the
supersymmetry, indices are protected from uncontrollable quantum corrections, and it is
possible to calculate them exactly even in strongly coupled theories. They are powerful tools
to analyze dynamics of supersymmetric theories and have been used to test various dualities.
There are variety of indices. The simplest one is the Witten index [1], which is defined by
IW = tr[(−1)F e−βH ], (1)
where H and F are the Hamiltonian and the fermion number, respectively. The trace is
taken over all gauge invariant states. This gives an integer, which is the difference between
the numbers of bosonic and fermionic vacua. To calculate IW the system is put in a torus
to avoid IR divergence.
We can generalize IW by replacing the background space with another compact manifold
M (or a non-compact manifold with appropriate boundary conditions). If we take M to be
Sp, the index gives BPS spectrum of the theory in Sp ×R. We can map the background to
Rp+1 by a Weyl transformation, and for superconformal theories the index can be associated
with local BPS operators via the state-operator correspondence. This kind of indices, which
we will focus on in this paper, are called superconformal indices [2–4]. The purpose of
this paper is to demonstrate derivation of the superconformal indices for 3d, 4d, and 6d
supersymmetric theories using harmonic expansion.
For a given p-dimensional manifold M , the index is defined and calculated as follows. We
consider a p+ 1 dimensional supersymmetric field theory defined onM × R. We suppose the
theory has k commuting bosonic conserved charges including the Hamiltonian H and other
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k − 1 charges Fi (i = 1, . . . , k − 1). Let Q be a supercharge, and Q be another supercharge
such that {Q,Q} = H + ciFi. The index is defined by
I(e−β, e−γi) = tr[(−1)F e−βH−γiFi ]. (2)
The operator βH + γiFi in the exponent must commute with Q. Therefore, only k − 1 vari-
ables in (β, γi) are independent. It is easy to show that the deformation of the Hamiltonian
by a Q-exact term
H → H ′ = H + t{Q,V } (3)
does not change (2). If we take V = Q, the deformation is equivalent to the shift of parameters
(β, γi)→ (β, γi) + t(1, ci). This means that the index depends on the parameters through
γi − βci, and the index is a function of k − 2 variables.
If we choose V so that the deformation term contains quadratic terms of fields, the the-
ory becomes weakly coupled when we take t→∞ limit. This enables us to calculate the
index exactly from the information of eigenmodes of the deformed Hamiltonian in the weak
coupling limit.
Let Φ be fields in the theory. We expand the solution of the free field equations by eigen-
modes of charges (H,Fi, tI) labeled by n, where tI are Cartan generators of the gauge group.
Let (ωn, fi,n, tI,n) be the eigenvalues of a mode n. The solution is given by
Φ(τ, x) =
∑
n
cne
−ωnτYn(x), (4)
where τ is a Euclidean time and x = (x1, . . . , xp) are coordinates in M . The frequencies ωn
are always non-zero in the theories we consider in the following sections except for gauge
degrees of freedom, which have to be dealt with separately.
The spectrum of multi-particle states in a free theory is uniquely determined by the spec-
trum of single-particle states. It is convenient to define the single-particle index in a similar
way to (2) by
Isp(e
−β , e−γi , eiaI ) = tr[(−1)F e−βH−γiFi+iaI tI ]
=
∑
n
(−)F
(
e−βωn−γifi,n+iaI tI,n
)signωn
, (5)
where the trace is taken over all single-particle states including charged states. The exponent,
signωn, represents the fact that negative frequency modes correspond to anti-particles, which
carry opposite quantum numbers to those of particles corresponding to positive frequency
modes. If the field is complex we have to take account of both positive and negative frequency
modes, while for a real field we need to include only positive (or negative) frequency modes.
The index for multi-particle states is given by
Imp(e
−β , e−γi , eiaI ) = Pexp Isp(e
−β , e−γi , eiaI ), (6)
where Pexp is the plethystic exponential defined by
Pexp f(x, y, . . .) = exp
(
∞∑
n=1
1
n
f(xn, yn, . . .)
)
. (7)
This multi-particle index includes the contribution of charged states as well as gauge invari-
ant states. To obtain the index for physical states, we need to pick up the contribution of
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gauge invariant states by integrating over aI . To determine the measure of this integral let
us rewrite (2) in the path integral form
I(e−β , e−γi) =
∫
[dΦ]e−S−S
′
, (8)
where S is the supersymmetric action of the theory defined on the background M × S1,
and S′ = tδQV is a Q-exact deformation term corresponding to the deformation in (3). The
parameters β and γi in (3) are taken in the path integral formulation as the period of S
1 and
the Wilson lines associated with the global symmetries, respectively. In the weak coupling
limit the saddle point approximation gives the exact answer. For a gauge theory we have to
fix the gauge symmetry and carefully take the associated ghost factor into account. Let α be
weights in the adjoint representation of the gauge group G including both roots and Cartan
generators, and tα be the corresponding generators. Let A be a fluctuation of the gauge
potential around a saddle point. It belongs to the adjoint representation and is expanded as
A =
∑
α
Aαtα =
∑
α6=0
Aαtα +
∑
I
AItI , (9)
where α 6= 0 means the sum is taken over only roots, and I labels the Cartan generators.
We divide the gauge field in M × S1 into two parts, the x-independent part A0 and the x-
dependent part A′ ≡ A−A0. The gauge fixing for A′ will be done in the following sections.
We here focus only on A0 = A0τ (τ)dτ . The path-integral of A
0 essentially gives the integral
over the Wilson line u = Pexp
∫ 1
S
A0 ∈ G. We take the static gauge
Aτ (τ) =
1
β
∑
I
aItI , (10)
where aI are τ -independent constant, which is identified with the chemical potentials for tI
in (5). In this gauge the integral over u can be rewritten as
1
Vol G
∫
duImp =
1
|W |
∫ r∏
I=1
daI
2π
∏
α6=0
(
1− eiα(a)
)
Imp, (11)
where r = rank G and |W | is the number of elements of the Weyl group. α(a) is defined by
[a, tα] = α(a)tα for a Cartan element a of the gauge algebra. As well as the non-zero mode
contribution (6), the measure factor in (11) is also written in the form of the plethystic
exponential of the single-particle index
I(gh)sp (e
iaI ) = −
∑
α6=0
eiα(a) =
∑
α
eiα(a)(δα,0 − 1). (12)
We can interpret this as the contribution of ghost constant modes.
After all, we obtain the following final expression for the index
I =
1
|W |
∫ r∏
I=1
daI
2π
Pexp I(tot)sp , I
(tot)
sp = Isp + I
(gh)
sp . (13)
In the rest of the paper we calculate the single particle index Isp for vector multiplets in
3, 4, and 6 dimensional theories. For 6d theories we only take account of the perturbative
contribution.
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2. Spherical Harmonics
In this section, we define spherical harmonics on Sp in preparation for the analysis in the
following sections.
2.1. Local frame on Sp
Let fa (a = −1, 0, 1, . . . , p− 1) be p+ 1 unit vectors that form an ortho-normal basis in
Rp+1. We denote the position vector by y, and the ortho-normal coordinates ya are defined
by y = fay
a, or, equivalently, ya = fa · y. The unit sphere Sp is defined by yaya ≡ y · y = 1.
Let T̂ab be the generators of the rotation group G ≡ SO(p+ 1) that act on fa as
T̂abfc = faδbc − fbδac = fdρVdc(Tab), (14)
where ρVcd(Tab) := δacδbd − δadδbc are representation matrices for the vector representation.
For an anti-symmetric tensor λab we denote the corresponding G generator
1
2λabT̂ab by λ̂. It
acts on a vector v = fav
a as
λ̂v =
1
2
λabT̂ab(fcv
c) = faλabv
b. (15)
Sp can be given as the coset G/H, where H = SO(p) is the subgroup of G that does not
move a specific vector n ∈ Sp. We choose n to be n = f−1. Sp = G/H means that there
exists a projection map π : G→ Sp defined by
π : g ∈ G→ y = gn ∈ Sp. (16)
In other words, G is an H fibration over Sp. This fiber bundle is called the frame bundle of
Sp.
Let g be a section of the frame bundle. Namely, g is a map from Sp to G satisfying
y = g(y)n. With this section we can define a local basis ξ
(y)
i at every point y ∈ Sp by
ξ
(y)
i = g(y)fi (i = 0, 1, . . . , p− 1). (17)
We call g(y) a frame section.
The vielbein 1-form ei and the spin connection 1-form ωij are defined by the relations
dy = ξ
(y)
i e
i, dξ
(y)
i = ξ
(y)
j ωji + κiy, (18)
where κi is the extrinsic curvature 1-form, which we are not interested in. Two equations in
(18) are equivalent to
g−1dg = ê+ ω̂, ê ≡ eiT̂i(−1), ω̂ ≡
1
2
ωijT̂ij , (19)
and κi = −ei. (19) is used in the following to rewrite covariant derivatives of harmonics in
an algebraic form.
A change of the frame section by g′(y) = g(y)h(y), h(y) ∈ H reproduces the local frame
rotation
ê′ = h−1êh, ω̂′ = h−1(ω̂ + d)h. (20)
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2.2. Spherical harmonics
A scalar harmonic Y 0 : Sp → R with angular momentum ℓ is given by a homogeneous
polynomial of the orthonormal coordinates ya = y · fa of order ℓ.
Y 0(y) = ca1···aℓy
a1 · · · yaℓ . (21)
The coefficients ca1···aℓ are components of a totally symmetric traceless tensor satisfying
cbba3···aℓ = 0. We can rewrite (21) as
Y 0(y) = ca1···aℓ(y ⊗ · · · ⊗ y) · (fa1 ⊗ · · · ⊗ faℓ)
= g(y)(n ⊗ · · · ⊗ n) · ca1···aℓ(fa1 ⊗ · · · ⊗ faℓ)
= g(y)N · F . (22)
where
F = ca1···aℓ(fa1 ⊗ · · · ⊗ faℓ) (23)
is a traceless symmetric ℓ-tensor, and
N = (n ⊗ · · · ⊗ n) (24)
is an H-invariant ℓ-tensor. (22) is a scalar function on Sp because it is invariant under the
change of the frame section g(y)→ g′(y) = g(y)h(y).
Next, let us consider vector harmonics. An arbitrary Rp+1-vector function Sp → Rp+1 that
in general has both normal and tangential components to Sp can be expanded by a set of
vector functions of the form
Y ′1(y) = fbcb,a1a2···aℓya1 · · · yaℓ . (25)
A vector harmonic Y 1 : Sp → TSp can be obtained by projecting away the normal
component from (25). Its components are given by
Y 1i (y) = ξ
(y)
i · fbcb,a1a2···aℓya1 · · · yaℓ = g(y)Ni · F , (26)
where F and Ni are defined by
F = cb,a1a2···aℓ(fb ⊗ fa1 ⊗ · · · ⊗ faℓ), Ni = (fi ⊗ n⊗ · · · ⊗ n). (27)
It is easy to generalize the above construction of the scalar and the vector harmonics to
general spins. Let S and R be a spin and an angular momentum, which are representations of
H and G, respectively. We suppose these are irreducible. Let VR and V˜R be the representation
space of R and its dual space, respectively. Although R is an irreducible representation of G,
it may be reducible as anH representation. For the existence of the S harmonics with angular
momentum R S must appear in the H-irreducible decomposition of R. In other words, there
must be an H-invariant subspace VS ⊂ VR and its dual space V˜S ⊂ V˜R associated with the
spin representation S.
Let Eµ ∈ VR (µ = 1, . . . ,dimR) be basis vectors of VR, and E˜µ ∈ V˜R be the dual vectors
satisfying (E˜µ,Eν) = δµν . G acts on these vectors as
gEµ = Eνρ
R
νµ(g), gE˜µ = ρ
R
µν(g
−1)E˜ν , (28)
where ρRµν(g) = (E˜µ, gEν) is the representation matrix for R. We also introduce basis vectors
Eα ∈ VS and E˜α ∈ V˜S that are transformed by H in a similar way to (28).
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Spin S harmonics with angular momentum R are given by
Y SRαµ (y) = (g(y)E˜α,Eµ), (29)
where α = 1, . . . ,dimS is a spin index, and µ = 1, . . . ,dimR labels harmonics belonging to
R. The harmonics are transformed under the local frame rotation g′(y) = g(y)h(y) by
Y SRαµ (y) = ρ
S
αβ(h
−1(y))Y SRβµ (y). (30)
This means Y SRαµ have spin S. Under an isometry transformation y
′ = g−1y by g ∈ G, Y SRαµ
are transformed as
Y SRαµ (y
′) = ρSαβ(h(y))Y
SR
βν (y)ρ
R
νµ(g), (31)
where h(y) = g−1(y)gg(g−1y) ∈ H is the local frame rotation compensating the change of
the local frame due to the isometry rotation. The relation (31) shows that the harmonics
have angular momentum R.
For a fixed spin S there are infinite number of representations R that contain S in their
H-irreducible decomposition. We can show by using Peter-Weyl theorem that the collection
of all Y SRαµ for such representations form a complete basis of spin S fields.
2.3. Covariant derivatives
The harmonics we defined above are eigenfunctions of the Laplacian on the sphere. This is
easily shown by expressing the covariant derivatives in an algebraic form.
The covariant exterior derivative D ≡ eiDi ≡ d+ ω̂ of a spin-S harmonic Y SRαµ =
(g(y)E˜α,Eµ) is given by
DY SRαµ = dY
SR
αµ + ρ
S
αβ(ω̂)Y
SR
βµ
= (dg(y)E˜α,Eµ) + ρ
S
αβ(ω̂)(g(y)E˜β ,Eµ)
= (g(y)(g−1(y)dg(y) − ω̂)E˜α,Eµ)
= (g(y)êE˜α,Eµ). (32)
At the last step we used (19). This is equivalent to
DiY
SR
αµ = (g(y)T̂i(−1)E˜α,Eµ). (33)
Note that (33) is again a harmonic, and has the general form (29) of harmonics with E˜α
replaced by T̂i(−1)E˜α. The second derivative of Y
SR
αµ is obtained in the same way as
DiDjY
SR
αµ = (gT̂i(−1)T̂j(−1)E˜α,Eµ). (34)
By contracting indices i and j, we obtain
∆Y SRαµ = −λY SRαµ , λ = −T̂i(−1)T̂i(−1) = CG2 (R)− CH2 (S), (35)
where C
SO(n)
2 (R) is the quadratic Casimir of an SO(n) representation R defined by
1
2
n∑
a,b=1
ρR(T̂ab)ρ
R(T̂ab) = −CSO(n)2 (R). (36)
It is also easy to obtain the curvature tensor Rij
kl = δikδjl − δilδkj from the anti-symmetric
part of (34).
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3. N = 1 superconformal index in 4d
In this section we demonstrate the calculation of the superconformal index of vector mul-
tiplets in a 4d N = 1 supersymmetric gauge theory. The index is defined in [2, 3], and the
relation to short and long multiplets of the superconformal algebra is investigated. The super-
conformal indices for extended supersymmetric theories are also defined in [3]. In particular,
the index for the N = 4 supersymmetric Yang-Mills theory is calculated, and the agreement
in the large N limit with the corresponding quantity in the gravity dual is confirmed. The
N = 1 superconformal index for a general N = 1 supersymmetric gauge theory is derived in
[5] using the Lagrangian of theories in S3 × R constructed in [2]. The index is used in [5] to
test Seiberg duality [6].
There are two kinds of multiplets of 4d N = 1 supersymmetry: vector multiplets and chiral
multiplets. Due to limitations of space we only consider vector multiplets. A vector multiplet
consists of a vector field Aa, a gaugino field λ, and an auxiliary field D. All component fields
belong to the adjoint representation of the gauge group.
3.1. S3 harmonics
We consider a gauge theory in S3 × R. In this section we label coordinates ya ∈ R4 in a
different way from the previous section. We use (y4, y1, y2, y3) instead of (y−1, y0, y1, y2). For
S3 × R coordinates we use xa (a = 1, 2, 3, 4), xi (i = 1, 2, 3) for S3 and x4 for R. The theory
has four commuting conserved charges: the Hamiltonian H = −∂/∂x4, a U(1)R charge R,
and the angular momenta J1 =
1
i T̂12 and J2 =
1
i T̂34. The Dirac matrices used in this section
are
γi =
(
0 σi
σi 0
)
(i = 1, 2, 3), γ4 =
(
0 −i
i 0
)
, γ5 = −γ1234 =
(
1 0
0 −1
)
. (37)
The generators T̂ab (a, b = 1, 2, 3, 4) of G = SO(4) = SU(2)L × SU(2)R are related to
SU(2)L and SU(2)R generators T̂
L
k and T̂
R
k by
T̂ij = ǫijkT̂
D
k = ǫijk(T̂
L
k + T̂
R
k ), T̂i4 = T̂
L
i − T̂Ri , (38)
where T̂Dk are generators of the diagonal subgroup H = SU(2)D.
A spin representation S is specified by s ∈ (1/2)Z≥0, while a G representation R is spec-
ified by the left and the right angular momenta jL, jR ∈ (1/2)Z≥0. The G representation
R = (jL, jR) must contain the H representation s in its H-irreducible decomposition. This
requires the triangular inequality
|jL − jR| ≤ s ≤ jL + jR. (39)
S3 harmonics are labeled by six half integers: Y
s(jL,jR)
α(mL,mR)
. When we do not need to explicitly
show (jL, jR) and (mL,mR), we often omit them to simplify the expression. The eigenvalues
of the Laplacian are given by
∆Y sα = −[2jL(jL + 1) + 2jR(jR + 1)− s(s+ 1)]Y sα . (40)
We define
rotY sα ≡ −ρsαβ(T̂Dk )DkY sβ . (41)
We denote the operator by “rot” because this becomes the rotation for vector fields;
rotY 1i = ǫijkDjY
1
k . For spinor fields, this becomes the Dirac operator up to a numerical
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factor; rotY
1
2
α = − i2(σk)αβDkY
1
2
β . We can calculate eigenvalues of this operator as
rotY sα = −ρsαβ(TDk )(g(y)T̂k(−1)E˜β,E(mL,mR))
= (g(y)T̂k(−1)T̂
D
k E˜α,E(mL,mR)).
= σY
1
2
α , (42)
where σ is given by
σ = T̂k(−1)T̂
D
k = (T̂
L
k )
2 − (T̂Rk )2 = −jL(jL + 1) + jR(jR + 1). (43)
3.2. Killing spinors
Supersymmetry transformations in a 4d conformally flat background are parameterized by
a left-handed spinor ǫ and a right handed spinor ǫ satisfying the Killing spinor equations
Daǫ = γaκ, Daǫ = γaκ, (a = 1, 2, 3, 4). (44)
To calculate the superconformal index, we need to determine Killing spinors in S3 × R.
From (44) we can show ∆S3ǫ = −34ǫ, (and the same equation for ǫ). Comparing this with
(40), we find ǫ and ǫ must have (jL, jR) = (
1
2 , 0) or (jL, jR) = (0,
1
2). There are four linearly
independent Killing spinors for ǫ:
ǫα(y) ∝ Y
1
2
( 1
2
,0)
α(± 1
2
,0)
, ǫα(y) ∝ Y
1
2
(0, 1
2
)
α(0,± 1
2
)
. (45)
We also have four Killing spinors for ǫ. By using the general formula (33) we obtain
Diǫ = − i
2
γisoσiǫ = −1
2
γisoγiγ4ǫ, Diǫ = − i
2
γisoσiǫ =
1
2
γisoγiγ4ǫ, (46)
where γiso is the chirality operator for the isometry group G = SO(4), and γiso = +1 (−1)
for Killing spinors belonging to R = (12 , 0) (R = (0,
1
2)). From these equations, we find
κ = −1
2
γisoγ4ǫ, κ =
1
2
γisoγ4ǫ. (47)
The equations in (44) with a = 4 determine the x4 dependence of the Killing spinors;
ǫ ∝ e− γiso2 x4 , ǫ ∝ e+ γiso2 x4 . (48)
We have obtained eight linearly independent Killing spinors. (4 for ǫ and 4 for ǫ.) To
perform localization, we choose the following specific ones
ǫα = e
− 1
2
x4Y
1
2
( 1
2
,0)
α(− 1
2
,0)
, ǫα = e
1
2
x4Y
1
2
( 1
2
,0)
α( 1
2
,0)
, (49)
with quantum numbers
ǫ : (H,J1, J2, R) = (
1
2 ,−12 ,−12 , 1), ǫ : (H,J1, J2, R) = (−12 , 12 , 12 ,−1). (50)
We denote the supercharges corresponding to ǫ and ǫ by Q and Q, respectively.
Among linear combinations of four conserved charges H, J1, J2, and R, the following three
commute with Q and Q.
{Q,Q} = H − J1 − J2 − 3
2
R, J1 +
R
2
, J2 +
R
2
. (51)
We define the superconformal index by
I(z1, z2) = tr
[
(−1)F qH−J1−J2− 32RzJ1+
R
2
1 z
J2+
R
2
2
]
. (52)
Because the spinors in (50) are SU(2)R singlet, the cancellation occurs between modes with
the same SU(2)R quantum numbers. In the following analysis it is convenient to separate
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SU(2)R quantum number from others. We define Cartan generators of SU(2)L and SU(2)R
by
JL =
1
2
(J1 + J2) =
1
i
T̂L3 , JR =
1
2
(J1 − J2) = 1
i
T̂R3 , (53)
and rewrite the index (52) by introducing z1 = tx and z2 = t/x as
I(z1, z2) = tr
[
(−1)F qH−2JL− 32Rt2JL+Rx2JR
]
. (54)
3.3. Mode analysis
The transformation rules of 4d N = 1 vector multiplets are conformally invariant, and we
can use the rules for the flat background except that the parameters ǫ and ǫ are Killing
spinors satisfying (44);
δAµ = i(ǫγµλ) + i(ǫγµλ),
δλ = iF\ ǫ+Dǫ,
δλ = −iF\ ǫ+Dǫ,
δD = (ǫD\ λ) + (ǫD\λ), (55)
where F\ ≡ (1/2)γabFab and D\ ≡ γaDa. To perform index calculation, we deform the action
by adding Q-exact terms. A standard form of the action used in the literature is S ∼
δQ((δQψ)
†ψ), where ψ denotes fermions in the theory. An advantage of this action is that the
bosonic part (δQψ)
†δQψ is manifestly positive definite, and the path integral is well defined
automatically. However, this has also a disadvantage that it contains spinor bilinear ǫ†γiǫ,
which breaks the rotational symmetry G. To avoid this problem, we adopt another action
L = 1
(ǫǫ′)
δ(ǫ)δ(ǫ′)
(
−1
4
(λλ)
)
, (56)
where ǫ′ is a Killing spinor such that ǫǫ′ is a G-invariant scalar. For example we can use the
Killing spinor obtained from ǫ by replacing Y
1
2
( 1
2
,0)
α( 1
2
,0)
with Y
1
2
( 1
2
,0)
α(− 1
2
,0)
as ǫ′. The absence of ǫγiǫ′
in the action is guaranteed by the algebra {δ(ǫ), δ(ǫ′)} = 0, and the spinors ǫ and ǫ′ appear
in the action only through ǫǫ′, and the Lagrangian is G-invariant;
L = 1
4
F 2ab −
1
8
ǫabcdFabFcd − (λγaDaλ)− 1
2
D2. (57)
We fix the gauge symmetry by the gauge fixing function Vgf = DiAi. The corresponding
ghost Lagrangian is Lgh = c′∂iDic′, where primes indicate the ghost and the anti-ghost
fields do not include the constant modes on S3. They are expanded by the scalar harmonics
Y
0(j,j)
(mL,mR)
(j ≥ 12), and the path integral gives the factor −4j(j + 1) for each j and (mL,mR).
Note that Vgh is not the full 4d divergence DaAa = DiAi +D4A4 but the 3d divergence
in S3. Therefore, the gauge fixing is partial, and the gauge transformation with parameter
that depends only on x4 is not fixed. The fixing of this remaining gauge symmetry has been
already discussed in section 1, and gives the Jaccobian factor in (11).
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The bosonic part of the Lagrangian including the gauge fixing term is
L = 1
2
V 2i +
1
2
V 2gf , Vi =
1
2
ǫijkFjk − Fi4, i, j, k = 1, 2, 3, (58)
where the D2 term is neglected because the path integral of D gives just a constant. (Vi, Vgf)
and Aa are related by
V = DAA (59)
with a differential operator DA. The energy eigenmodes are obtained by solving DAA = 0.
This can be easily solved by harmonic expansion. We expand A and V as follows.
Ai = a1Y
1,(j+1,j)
i(mL,mR)
+ a2Y
1,(j−1,j)
i(mL,mR)
+ a3Y
1,(j,j)
i(mL,mR)
, A4 = a4Y
0,(j,j)
(mL,mR)
,
Vi = f1Y
1,(j+1,j)
i(mL,mR)
+ f2Y
1,(j−1,j)
i(mL,mR)
+ f3Y
1,(j,j)
i(mL,mR)
, Vgh = f4Y
0,(j,j)
(mL,mR)
. (60)
Because DA is G-invariant modes with different (jL, jR) and (mL,mR) do not mix. For
(jL, jR) = (j, j) (j ≥ 12), there are two components for each A and V , and the coefficients
are related by(
f3
f4
)
=
(
∂4 −1
−4j(j + 1) 0
)(
a3
a4
)
(|mL| ≤ j ≥ 1
2
). (61)
The determinant of the matrix in (61) is
det = −4j(j + 1). (62)
This is canceled by the ghost factor, and does not correspond to any physical modes. When
(jL, jR) = (0, 0), a3 mode does not exist, and we have only a4 mode. This corresponds to
the Wilson line integrated in (11).
The (j + 1, j) mode f1 and (j − 1, j) mode f2 depend only on a1 and a2, respectively. By
using formula (42) we obtain
f1 = [∂4 − 2(j + 1)]a1 (|mL| ≤ j + 1),
f2 = [∂4 + 2j]a2 (|mL| ≤ j − 1). (63)
These give the physical modes in Table 1.
Table 1 Bosonic physical modes in S3 × R are shown. We denote JL eigenvalues by m.
JR eigenvalues always take values between −j and j, and we do not explicitly show them in
the table.
ID H = −∂4 D − 2JL − 32R 2JL +R range of m
[A1] −2(j + 1) −2j − 2− 2m 2m −j − 1 ≤ m ≤ j + 1
[A2] 2j 2j − 2m 2m −j + 1 ≤ m ≤ j − 1
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For the gaugino λ we need to solve the Dirac equation D\ λ = 0 in S3 ×R. We expand λ
and D\λ by the harmonics as follows.
λα = cY
1
2
,(j+ 1
2
,j)
α(mL ,mR)
+ dY
1
2
,(j− 1
2
,j)
α(mL,mR)
. D\ λα = sY
1
2
,(j+ 1
2
,j)
α(mL,mR)
+ tY
1
2
,(j− 1
2
,j)
α(mL,mR)
(64)
By using (42) we obtain
s = −i
(
∂4 − 2j − 3
2
)
c, t = i
(
∂4 + 2j +
1
2
)
d. (65)
The corresponding eigenmodes are summarized in Table 2.
Table 2 Fermionic physical spectrum in S3 × R. We denote JL eigenvalues by m′.
ID H = −∂4 D − 2JL − 32R 2JL +R range of m′
[λ1] −(2j + 32) −2j − 3− 2m′ 2m′ + 1 −j − 12 ≤ m′ ≤ j + 12
[λ2] 2j + 12 2j − 1− 2m′ 2m′ + 1 −j + 12 ≤ m′ ≤ j − 12
Let us compare bosonic modes in Table 1 and fermionic modes in Table 2. If we replace
m′ in Table 2 by m− 1/2, we see that the quantum numbers D − 2JL − 32R and 2JL +R
in the two tables completely match. However, the ranges of m are different. m = m′ + 1/2
runs over the range −j ≤ m ≤ j + 1 for [λ1] and −j + 1 ≤ m ≤ j for [λ2]. This means [A1]
mode with m = −j − 1 and [λ2] mode with m = m′ + 1/2 = j do not have partners and
make contributions to the index. The [A1] modes with m = −j − 1 contribute to the index
by
Isp(z1, z2, e
iaI ) =
∑
α
∑
j∈Z≥0
e−iα(a)t2j+2χj(x
2) =
t2
(1− tx)(1− t/x)
∑
α
e−iα(a), (66)
where χj(x
2) is the SU(2) character χj(x
2) = x2j + · · ·+ x−2j. The [λ2] modes with m′ =
j − 1/2 contribute to the index by
I(tot)sp (z1, z2, e
iaI ) = −
∑
α
∑
j∈ 1
2
Z≥1
eiα(a)t2jχj(x
2) =
(
1− 1
(1− tx)(1− t/x)
)∑
α
eiα(a). (67)
Combining the bosonic contribution (66), the fermionic contribution (67), and the ghost
contribution (12), we obtain the total single-particle index
I(tot)sp (z1, z2, e
iaI ) =
∑
α
eiα(a)
(
δα,0 − 1− z1z2
(1− z1)(1 − z2)
)
. (68)
Refer to [5] for the result for chiral multiplets.
Before ending this section, we comment on a close relation between the 4d superconformal
index and the S3 partition function of 3d supersymmetric field theories. The 3d partition
function of N = 2 supersymmetric field theories on round S3 is first calculated in [7] for
canonical fields. It is generalized to non-canonical fields in [8, 9], and squashed S3 in [10].
(See also [11].) Once we obtain the formula for the 4d superconformal index, it is easy to
obtain a general formula for the S3 partition function by taking a small radius limit β → 0
[12–14].
11/26
4. N = 2 superconformal index in 3d
In this section we consider a 3d N = 2 supersymmetric theory. 3d superconformal index is
defined in [4], and the relation to multiplets of the superconformal algebra is investigated.
An important application of the index is a test of AdS4/CFT3 correspondence. For exam-
ple, the index of the ABJM model [15] is calculated in [16] for the perturbative sector and
the agreement with the corresponding quantity on the gravity side is confirmed. The check
including monopole contribution is done in [17], in which formula of the N = 2 supercon-
formal index for canonical fields (without anomalous dimensions) is derived. The index for
chiral multiplets with anomalous dimensions is derived in [18].
Just like the 4d N = 1 case, we have two kinds of multiplets: vector multiplets and chiral
multiplets. Again we only consider a vector multiplet, which consists of a vector field Aa, a
scalar field σ, a gaugino field λ, and an auxiliary field D.
We use different labeling of the coordinates ya from section 2. Instead of (y−1, y0, y1), we
use (y3, y1, y2). For S2 × R we use coordinates xa (a = 1, 2, 3), xi (i = 1, 2) for S2 and x3
for R. We use Pauli matrices as the Dirac matrices; γa = σa.
We consider an N = 2 supersymmetric theory in S2 × R. There are three conserved
charges: the Hamiltonian H = −∂/∂x3, the angular momentum J3 = −iT̂12, and a U(1)R
charge R.
An important difference of S2 from S3 discussed in the previous section is the exis-
tence of topologically non-trivial gauge field configurations, monopoles. Harmonics describing
charged particles coupling to such monopole backgrounds are called monopole harmonics.
4.1. Monopole harmonics
Let us consider harmonics with angular momentum j ∈ 12Z≥0. The representation space Vj
is spanned by
Es, s = −j,−j + 1, . . . , j − 1, j, (69)
satisfying
T̂12Es = isEs. (70)
The dual vectors are defined by E˜s = E−s = (Es)
∗. All representations of H are singlets.
Spin s harmonics are given by
Y jsm = (g(y)E˜s,Em) = ρ
j
s,m(g(y)), (71)
where ρj is the SU(2) representation matrix for angular momentum j.
Let us consider a field with U(1) electric charge q ∈ Z in the monopole background with
magnetic charge m ∈ Z. We can take the gauge so that the gauge potential is given by
A = (m/2)ω12, and then the covariant derivative for a spin s field becomes
D = d+ isω12 − iqA = d+ i
(
s− mq
2
)
ω12. (72)
Therefore, we can treat a charged spin s particle in the magnetic flux as a particle with
shifted spin
seff = s− qm
2
. (73)
Thus we do not have to introduce anything new for dealing with monopole backgrounds.
In the case of non-Abelian gauge theory, m =
∑
I mItI becomes a Cartan element of the
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gauge algebra, and the factor qm in (73) must be replaced by α(m) for the components of
an adjoint field specified by the weight α.
It is convenient to define v± for a general vector v by v± ≡ v1 ± iv2. For example, we define
D± ≡ D1 ± iD2, T̂3± ≡ T̂31 ± iT̂32. (74)
The basis Es with s = ±1 are given by E±1 = f1 ± if2. We should note that spin ±1 compo-
nents of a vector v are E˜±1 · v = v∓. The representation matrices (T3±)ss′ ≡ ρjss′(T̂3±) have
non-vanishing components (T̂3±)s±1,s, and satisfy
(T3±)s,s∓1(T3∓)s∓1,s = −[j(j + 1)− s(s∓ 1)] = −(j ± s)(j ∓ s+ 1). (75)
From the general formula (33) and (35) we obtain
D±Y
j
s,m = (T3±)s,s∓1Y
j
s∓1,m, ∆Y
j
s,m = −[j(j + 1)− s2]Y js,m. (76)
4.2. Killing spinors
The parameters of N = 2 supersymmetry are two-component spinors ǫ and ǫ. In a Euclidean
space they are treated as independent spinors. They must satisfy the Killing spinor equations
Dµǫ = γµκ and Dµǫ = γµκ. We can easily show that each component of ǫ and ǫ must be a
spinor harmonic with j = 12 . A general form of such spinors are
ǫ =
 Y 1212 ,mcm(x3)
Y
1
2
− 1
2
,m
c′m(x
3)
 , ǫ =
 Y 1212 ,mcm(x3)
Y
1
2
− 1
2
,m
c′m(x
3)
 , (77)
where m are summed over ±12 . We can determine the x3 dependence of the coefficients in
the same way as the 4d case, and obtain eight linearly independent Killing spinors. We use
the following specific ones for localization.
ǫ = e−
1
2
x3
 Y 1212 ,− 12
Y
1
2
− 1
2
,− 1
2
 , ǫ = e+ 12x3
 Y 1212 , 12
−Y
1
2
− 1
2
, 1
2
 . (78)
ǫ and ǫ carry (H,J3, R) = ±(12 ,−12 , 1). We denote the corresponding supercharges by Q and
Q.
Among linear combinations of the three conserved charges H, J3, and R, the following two
commute with Q and Q.
{Q,Q} = H − J3 −R, 2J3 +R. (79)
We define the superconformal index by
I(x,mI) = tr
[
(−1)F qH−J3−Rx2J3+R] , (80)
where mI are the background monopole charges.
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4.3. Mode analysis
The supersymmetry transformation rules for 3d N = 2 vector multiplets in a conformally
flat background are
δAa = i(ǫγaλ)− i(ǫγaλ),
δσ = (ǫλ) + (ǫλ),
δλ = iF\ ǫ− (D\ σ)ǫ− 2σκ+Dǫ,
δλ = −iF\ ǫ− (D\σ)ǫ− 2σκ+Dǫ,
δD = −(ǫD\ λ)− (ǫD\λ) + (κλ) + (κλ) + (ǫ[σ, λ])− (ǫ[σ, λ]). (81)
For localization we use the Q-exact Lagrangian
L = 1
(ǫǫ′)
δ(ǫ)δ(ǫ′)
(
1
4
λλ
)
=
1
4
FabF
ab − 1
2
ǫabcFabDcσ +
1
2
DaσD
aσ +
1
2
σ2 − σF12 + σD3σ
− (λγaDaλ)− λ[σ, λ]− 1
2
(λγ3λ)− 1
2
D2, (82)
where ǫ′ is the Killing spinor obtained from ǫ by replacing Y
1
2
s, 1
2
by Y
1
2
s,− 1
2
.
The Lagrangian for A and σ is rewritten in the manifestly positive definite form L =
(1/2)VaVa with
Va = Daσ + δa3σ − 1
2
ǫabcFbc, (83)
and saddle points are given by Va = 0. This condition is solved, up to gauge transformation,
by the monopole backgrounds
A = A(0) ≡ m
2
ω12, σ = σ
(0) ≡ m
2
, m =
∑
I
mItI , (84)
where m ∈ Z is the monopole charge. These backgrounds induce the shift of the effective
spin
seff = s+ s0, s0 = −α(m)
2
= −α(σ0), (85)
for a field associated with a weight α. We consider fluctuations around the saddle points.
Aa = A
(0)
a + δAa, σ = σ
(0) + δσ. (86)
We fix the gauge symmetry by the gauge fixing function Vgf = D
(0)
i δAi ≡ ∂iδAi − i[A(0)i , δAi].
The quadratic part of the Lagrangian including the gauge fixing term is
Lbos = 1
2
VaVa +
1
2
VgfVgf . (87)
We expand the bosonic fields by the monopole harmonics as follows.
δA+ = Y
j
s0−1,m
a+, δA− = Y
j
s0+1,m
a−, δA3 = Y
j
s0,ma3, δσ = Y
j
s0,ma4,
V+ = Y
j
s0−1,m
a+, V− = Y
j
s0+1,m
a−, V3 = Y
j
s0,ma3, Vgh = Y
j
s0,mv4. (88)
Unlike the 4d case, harmonics in the four components all have the same G quantum numbers
j and m, and can mix among them. When j ≥ |s0|+ 1, all four components exist, while if
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j is equal to or smaller than |s0| some of them are absent. When all components exist the
coefficients are related by
v+
v−
v3
v4
 =

−is0 − i∂3 0 +i(T3+)s,s−1 (T3+)s,s−1
0 −is0 + i∂3 −i(T3−)s,s+1 (T3−)s,s+1
i
2(T3−)s−1,s − i2(T3+)s+1,s −is0 ∂3 + 1
1
2(T3−)s−1,s
1
2(T3+)s+1,s ∂3 0


a+
a−
a3
a4
 , (89)
and the determinant of the 4× 4 matrix is
det = [j(j + 1)− s20](∂3 − j)(∂3 + j + 1), j ≥ |s0|+ 1. (90)
For smaller j some of rows and columns are absent, and the determinant is given by
det = ±i(D3 + j + 1), (j = |s0| − 1),
det = ±i(j(j + 1)− s20)(D3 + j + 1), (j = |s0|). (91)
The factor [j(j + 1)− s20] is canceled by the factor arising from the ghost term Lgh =
c′D
(0)
i Dic
′ and does not correspond to any physical modes. Other two factors, ∂3 − j and
∂3 + j + 1 correspond to physical modes in Table 3.
Table 3 Bosonic physical spectrum in S2 × R. We denote J3 eigenvalues by m.
ID H = −∂3 range of j D − J3 −R 2J3 +R range of m
[A1] −j |s0|+ 1 ≤ j −j −m 2m −j ≤ m ≤ j
[A2] j + 1 |s0| − 1 ≤ j j + 1−m 2m −j ≤ m ≤ j
The fermionic part of the Q-exact Lagrangian is L = λDλλ with
Dλ = −γaDa − σ − 1
2
γ3 =
(
−∂3 − σ − 12 −D−
−D+ ∂3 − σ + 12
)
(92)
We expand the components of λ and Dλλ by
λ =
(
cY j
s0+
1
2
,m
dY j
s0−
1
2
,m
)
, Dλλ =
(
sY j
s0+
1
2
,m
tY j
s0−
1
2
,m
)
. (93)
When j ≥ |s0|+ 12 , the two components are non vanishing, and the relation among the
coefficients is (
s
t
)
=
(
−∂3 + s− 12 −(T3−)s− 1
2
,s+ 1
2
−(T3+)s+ 1
2
,s− 1
2
∂3 + s+
1
2
)(
c
d
)
. (94)
The determinant of the matrix is
det = −(∂3 + j + 1)(∂3 − j), |s0|+ 1
2
≤ j. (95)
When j = |s0| − 12 only one of the two components of λ and Dλλ exists, and the matrix
element becomes ±(∂3 + j + 1). The physical modes are summarized in Table 4.
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Table 4 Fermionic physical spectrum in S2 ×R. For convenience we use j′ and j′′ instead
of j and m′ instead of m.
ID H = −∂3 range of j D − J3 −R 2J3 +R range of m′
[λ1] −j′ |s0|+ 12 ≤ j′ −j′ − 1−m′ 2m′ + 1 −j′ ≤ m′ ≤ j′
[λ2] j′′ + 1 |s0| − 12 ≤ j′′ j′′ −m′ 2m′ + 1 −j′′ ≤ m′ ≤ j′′
Let us compare the bosonic and fermionic modes. By the replacement
j′ = j − 1
2
, j′′ = j +
1
2
, m′ = m− 1
2
, (96)
the ranges of j, D − J3 −R, and 2J3 +R are completely match between the two tables.
However, the ranges of m are different. The range is −j + 1 ≤ m ≤ j for [λ1], and −j ≤ m ≤
j + 1 for [λ2]. Therefore, [A1] with m = −j and [λ2] with m = j + 1, (m′ = j′′) contribute
to the index. The former contribute
Isp =
∑
α
∞∑
j=|s0|+1
e−iα(a)x2j =
∑
α
e−iα(a)
x|α(m)|+2
1− x2 , (97)
and the latter contribute
Isp =
∑
α
∞∑
j=|s0|−1
eiα(a)x2j+2 =
∑
α
eiα(a)
(
−x
|α(m)|
1− x2 + δα(m),0
)
, (98)
to the index.
For the ghost index (12), we must take account of the gauge symmetry breaking due to
the monopole background. The ghost zero-modes are present only for unbroken symmetry,
and the ghost index becomes
I(gh)sp =
∑
α6=0,α(m)=0
e−iα(a) =
∑
α
eiα(a)(δα,0 − δα(m),0). (99)
By combining (97), (98), and (99), we obtain
I(tot)sp (x, e
iaI ,mI) =
∑
α
eiα(a)
(
δα,0 − x|α(m)|
)
. (100)
Refer to [18] for the chiral multiplet contribution.
5. N = (1, 0) superconformal index in 6d
The superconformal indices in 6d theories are defined in [4]. The derivation by harmonic
expansion in this section is based on [19]. The method used in [19] is essentially the same
as that in [20], in which the S5 partition function is calculated by using CP2 harmonics in
[21]. See also [22–24] for the S5 partition function.
Although it is known that instantons make non-perturbative contribution to the index,
it seems in practice impossible to calculate it by harmonic expansion, and we are going to
calculate only perturbative contribution to the index.
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5.1. Hopf fibration
In this section we consider a 6d N = (1, 0) supersymmetric theory in S5 × R. As in the
3d and 4d cases, we need to choose a particular supercharge for localization. The choice
breaks the rotational symmetry G = SO(6). Unlike the 3d and 4d cases it seems impossible
to construct Q-exact Lagrangian that respect the full SO(6) symmetry. The Lagrangian
we use respects only the subgroup G′ = SU(3)× U(1). Fortunately, this is transitive, and
harmonic expansion is still efficient. Because of this symmetry breaking, it is natural to
regard S5 as a Hopf fibration over CP2. In this subsection we discuss the Hopf fibration of
general odd-dimensional spheres, and define a coordinate system convenient for the following
analysis.
Let us consider S2r+1 with unit radius defined as the subset of R2r+2 by yaya = 1. In
this subsection we use indices a, b, . . . = −1, 0, 1, . . . , 2r, i, j, . . . = 0, 1, . . . , 2r, andm,n, . . . =
1, . . . , 2r. The first step to define the Hopf fibration is to specify a complex structure in R2r+2.
Let Iab be the complex structure in R
2r+2 with non-vanishing components
I(−1)0 = I12 = · · · = I(2r−1)(2r) = 1, (101)
and let U(1)I be the subgroup of G ≡ SO(2r + 2) generated by Î = (1/2)IabT̂ab. We define
Hopf fibration with U(1)I orbits. y ∈ S2r+1 can be written as
y(θ, ψ) = e−ψÎy0(θ), (102)
where 0 ≤ ψ < 2π is a coordinate along fibers, and y0(θ) is a representative in the fiber that
is specified by CP2 coordinates θ = (θ1, θ2, θ3, θ4). The S2r+1 metric is
|dy|2 = (dψ + V )2 + ds2CPr , (103)
where V and ds2
CPr
are defined by
V = −dy0 · Îy0 = Iabya0dyb0, ds2CP2 = |dy0|2 − (dy0 · Îy0)2. (104)
ds2
CP
r is the Fubini-Study metric of CPr.
A convenient choice of the local frame is given by a frame section of the form
g(θ, ψ) = e−ψÎg0(θ), g0(θ) ∈ SU(r + 1), (105)
where SU(r + 1) is the special unitary group that rotates holomorphic vectors f2k−1 + if2k
(k = 0, . . . , r). We call this a unitary frame. Because ∂ψy(θ, ψ) = ξ
(y)
0 the 0 direction points
the fiber direction. The vielbein e0 is given by
e0 = dψ + V, (106)
and the others em (m = 1, 2, . . . , 2r) are the pull-back of the vielbein of the base CPr.
The exterior derivative of V is
dV = Iabdy
a
0 ∧ dyb0 = Iabdya ∧ dyb. (107)
At the second equality we use |y| = 1. Clearly dV satisfies (∂ψ, dV ) = 0, and can be regarded
as the pull-back of a two-form in the base CPr. The unitary transformation g(θ, ψ) keeps
the complex structure intact, and the components of dV in (107) in the unitary frame is
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essentially the same as Iab except that (−1) direction is absent in S2r+1. Namely, dV is given
by
dV = Imne
m ∧ en, (108)
where Imn is an anti-symmetric 2r × 2r matrix with non-vanishing components
I12 = I34 = · · · = I(2r−1)(2r) = 1. (109)
This is nothing but the complex structure in the base CPr.
From the torsionless condition, we obtain the spin connection
ω̂ ≡ 1
2
ωijT̂ij = −e0Î + emImnT̂n0 + ω̂CPr , (110)
where ω̂CP
r ≡ (1/2)ωCPrmn T̂mn is the spin connection of CPr. Let us read off the vielbein ei
and the spin connection ωij according to (19) from the Maurer-Cartan form
g−1dg = g−10 dg0 − dψÎ. (111)
Because g ∈ U(r + 1), SO(2r + 2) generators T̂i(−1), whose coefficients are identified with
the vielbein ei, always appear in the Maurer-Cartan form through the combinations
K̂0 = T̂0(−1) +
1
r
Î, K̂m = T̂m(−1) + ImnT̂n0, (m = 1, 2, . . . , 2r). (112)
Therefore, the components of ωij corresponding to Î and T̂n0 are written in terms of e
i. We
obtain
ω̂ = −e0Î + emImnT̂n0 + ω̂SU(r) + r + 1
r
V Î, (113)
where ω̂SU(r) is the SU(r) part of the spin connection cting on the holomorphic vectors
f2k−1 + if2k (k = 1, . . . , r). From (110) and (113), we obtain
ω̂CP
r
= ω̂SU(r) +
r + 1
r
V Î. (114)
Under the subgroup G′ a G representation R is decomposed into ⊕i(R′i, qi) where R′i and
qi are SU(r + 1) representations and U(1)I charges. Correspondingly, S
2r+1 harmonics are
expanded into Kaluza-Klein modes by
Y R(θ, ψ) =
∑
i
eiqiψY (Ri,qi)(θ). (115)
By applying the covariant derivative to this expansion, we obtain
DY R(θ, ψ) =
∑
i
eiqiψ(∇ + emImnT̂n0 + e0(iqi − Î))Y (Ri,qi)(θ). (116)
∇ is the covariant derivative on CPr defined by
∇ = d− iQV V + ω̂CPr = d− iQV V + r + 1
r
V Î + ω̂SU(r), (117)
where QV ≡ 1i Î.
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5.2. Killing spinors
Let us construct Killing spinors in S5 × R. We use 6, 5, 1, 2, 3, 4 instead of −1, 0, 1, 2, 3, 4
used in 5.1. Namely, 1234, 5, and 6 label CP2, Hopf fibers, and Euclidean time, respectively.
We use the 6d Dirac matrices
Γ7 =
(
1
−1
)
, Γ6 =
(
−i
i
)
, Γi =
(
γi
γi
)
, (118)
where γi are the five dimensional Dirac matrices defined in (37). The charge conjugation
matrix in 6d and 5d are
C(6) =
(
C(5)
−C(5)
)
, C(5) =
(
ǫ
−ǫ
)
. (119)
The supersymmetry transformation parameter ǫI of N = (1, 0) supersymmetry in an
arbitrary conformally flat background is a left-handed symplectic Majorana-Weyl spinor
satisfying the Killing spinor equation
Daǫ
I = Γaκ
I , a = 1, . . . , 6. (120)
κI is a right-handed symplectic Majorana-Weyl spinor. The R-symmetry is SU(2)R, and
both ǫI and κI have SU(2)R doublet index I = 1, 2.
To write down the Killing spinors in S5 × R, we first define Killing spinors in S5. There
are two spinor representations of G = SO(6). Let V (L) and V (R) be representation spaces for
positive and negative chirality, respectively. We introduce basis vectors E
(L)
µ (µ = 1, 2, 3, 4)
for V (L) and E
(R)
µ˙ (µ˙ = 1˙, 2˙, 3˙, 4˙) for V
(R). Both these spinor representations are irreducible
also as H-representations, and we can identify VS with V
(L) and V (R). According to general
prescription, we can define 8 linearly independent Killing spinors on S5:
ε(L)αµ = (g(y)E˜α,E
(L)
µ ), ε
(R)
αµ˙ = (g(y)E˜α,E
(R)
µ˙ ), (121)
where E˜α are dual basis vectors for VS . By using the general formula (33) and the explicit
representation of the Dirac matrices, we obtain
Diε
(L/R) = − i
2
Γisoγiε
(L/R), (i = 1, . . . , 5), (122)
where Γiso is the chirality operator of the isometry group G = SO(6). Under the subgroup
G′ = SU(3)× U(1)I, each of ε(L)αµ and ε(R)αµ˙ splits into a singlet and a triplet. This can be seen
from the explicit form of Î for the spinor representations:
ρ(L)(̂I) =
1
2
diag(i,−3i, i, i), ρ(R) (̂I) = 1
2
diag(3i,−i,−i,−i). (123)
We can see that ε
(L)
αµ and ε
(R)
αµ˙ belong respectively to the following G
′ representations.
ε(L)αµ : (3,+
1
2
)⊕ (1,−3
2
), ε
(R)
αµ˙ : (3,−
1
2
)⊕ (1,+3
2
). (124)
For the index calculation we use the SU(3) singlet Killing spinors
ε1 ≡ ε(R)
α1˙
= e+
3i
2
ψδα1, ε
2 ≡ ε(L)α2 = e−
3i
2
ψδα2. (125)
We can show that these εI are ∇-constant.
∇εI = 0. (126)
This property drastically simplify the following calculation.
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We define the 6d Killing spinors ǫI in S5 × R by using S5 Killing spinors εI by
ǫI = e−
1
2
Γisox6
(
εI
0
)
, κI = −1
2
ΓisoΓ6ε
I . (127)
There are five conserved charges: the Hamiltonian H = −∂6, the angular momenta J1 =
−iT̂12, J2 = −iT̂34, J3 = −iT̂65, and the SU(2)R Cartan generator R3. The supercharges QI
corresponding to ǫI carry charges (H,J1, J2, J3, R3) = ±(12 ,−12 ,−12 ,−12 , 1). The following
four commute with Q ≡ Q1 +Q2.
Q2 = H − J1 − J2 − J3 − 2R3, J1 + R3
2
, J2 +
R3
2
, J3 +
R3
2
. (128)
We define the superconformal index
I(z1, z2, z3) = tr
[
(−1)F qH−J1−J2−J3−2R3zJ1+
R3
2
1 z
J2+
R3
2
2 z
J3+
R3
2
3
]
. (129)
Because the supercharges QI are SU(3) singlets, we can treat the SU(3) as a “flavor”
symmetry, and it is convenient to separate SU(3) fugacities from zi. We use variables x and
yi defined by zi = xyi (y1y2y3 = 1) instead of zi. The index is rewritten in terms of these
variables by
I(z1, z2, z3) = tr
[
(−1)F qH−QV−2R3xQV+ 32R3ySU(3)
]
, (130)
where QV = J1 + J2 + J3 =
1
i Î and y
SU(3) ≡ yJ11 yJ22 yJ33 .
5.3. CP2 harmonics
According to the general construction in section 2, the scalar spherical harmonics in S5
are characterized by rank k symmetric traceless tensors in R6. Let Rk denote the tensor
representation. Under G′ = SU(3)× U(1) Rk is decomposed into k + 1 representations Rk,q
(q = k, k − 2, . . . ,−k) where Rk,q is the symmetric traceless part of the product (3,+1)
k+q
2 ⊗
(3,−1) k−q2 . Let E(k,q)µ (µ = 1, . . . ,dimRk,q) be basis vectors of VRk,q . By definition E(k,q)µ
satisfy QVE
(k,q)
µ = qE
(k,q)
µ . The corresponding scalar harmonics are given by
Y 0(k,q)µ (y) = (g(y)N ,E
(k,q)
µ ). (131)
The following relations hold.
∂ψY
0(k,q)
µ = iqY
0(k,q)
µ ,
∇m∇mY 0(k,q)µ = −λk,qY 0(k,q)µ , λk,q = k(k + 4)− q2,
[∇m,∇n]Y 0(k,q)µ = −2iqImnY 0(k,q)µ . (132)
We normalize Y
0(k,q)
µ by ∫
S5
|Y 0(k,q)µ |2 = 1. (133)
For simplicity of expressions we omit the G′ indices µ and (k, q) in the following.
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By using the scalar harmonics and the Killing spinors εI we can define a complete set of
spinor harmonics
Y
1
2
(1) = ε(R)Y 0, Y
1
2
(2) = ε(L)Y 0, Y
1
2
(3) = γmε(R)∇mY 0, Y
1
2
(4) = γmε(L)∇mY 0.
(134)
Spinor harmonics with different G′ quantum numbers are orthogonal. The inner products of
two harmonics with the same G′ quantum numbers are
G
1
2
AB =
∫
S5
(Y
1
2
(A))†Y
1
2
(B) =

1 0 0 0
0 1 0 0
0 0 λk,q − 4q 0
0 0 0 λk,q + 4q
 . (135)
Among four harmonics Y
1
2
(1), . . . , Y
1
2
(4), some may not exist when k and q take boundary
values. For example, the norm of Y
1
2
(3), |Y 12 (3)|2 = k(k + 4)− q(q + 4) vanishes when q = k,
and then Y
1
2
(3) does not exists. Similarly, Y
1
2
(4) does not exist when q = −k, and only Y 12 (1)
and Y
1
2
(2) exist when k = q = 0.
A complete set of vector harmonics can be defined by
Y 1(A)m = X
(A)
mn∇nY 0 (A = 1, 2, 3, 4), (136)
where X
(A)
mn are the tensors with the components
X(a)mn = ǫamn + (δamδ4n − δanδ4m), X(4)mn = δmn. (137)
X
(a)
mn (a = 1, 2, 3) can be defined also as the following bi-linears of the Killing spinors.
X(3)mn = Imn = −i(ε1†γmnε1) = i(ε2†γmnε2),
X(1)mn + iX
(2)
mn = −i(ε2†γmnε1),
X(1)mn − iX(2)mn = −i(ε1†γmnε2). (138)
These are∇-constant. The inner products of two vector harmonics with the sameG′ quantum
numbers are
G1AB =
∫
(Y 1(A)m )
∗Y 1(B)m =

λk,q 4iq
−4iq λk,q
λk,q −4iq
4iq λk,q
 . (139)
5.4. Mode analysis
A vector multiplet consists of a vector field Aa, a gaugino λI and a SU(3) triplet auxiliary
field DIJ . The transformation laws are
δAa = −(ǫIΓaλI),
δλI = −F\ ǫI + iDI JǫJ ,
δDIJ = 2i(ǫ{ID\ λJ})− 4i(κ{IλJ}). (140)
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For index calculation we use the Q-exact action
L =Q[(QλI)†λI ]
=
1
2
F 2mn +
1
4
ǫmnpqFmnFpq + F
2
56 + F
2
5m + F
2
6m −
1
2
DI
JDJ
I
+ λI
(
−γiDi − iD6 − 1
4
Imnγ
mn − i
2
τ3γ
5 +
i
2
τ3
)
λI , (141)
where τ3 = diag(1,−1) is the matrix acting on SU(2)R doublets.
The auxiliary fields DIJ does not give any physical modes.
The gauge field terms in (141) with the gauge fixing term (DiA
i)2 added can be rewritten
as
LV = 1
2
3∑
a=1
(X(a)mnFmn)
2 + F 256 + F
2
5m + F
2
6m + (DiA
i)2. (142)
For the saddle points all terms in (142) must vanish. For the first term to vanish the gauge
field in CP2 must be anti-self-dual. This allows instanton configurations. However, it is
difficult to calculate the instanton contribution to the index by means of harmonic expansion.
Here we focus only on the perturbative sector with zero instanton number. Then the saddle
point is given by the trivial gauge configuration Aa = 0 up to gauge transformations. Let us
represent the fluctuation of the gauge potential as a column vector A and expand it by six
basis vectors Y1,...,6. Their explicit forms are
A =
 AmA5
A6
 , Y1,2,3,4 =
 Y
1(1,2,3,4)
m
0
0
 , Y5 =
 0Y 0
0
 , Y6 =
 00
Y 0
 . (143)
We can write the Lagrangian in the form L = A†DA with a certain differential operator
D. It is straightforward to calculate the determinant of the differential operator D in each
subspace with specific G′ quantum numbers (k, q) and µ. For |q| ≤ k − 2, all six basis vectors
are linearly independent, and the determinant is
detD = det
∫ Y†ADYB
det
∫ Y†AYB
= k2(k + 4)2(k2 − ∂26)((k + 4)2 − ∂26)
× (k2 + 4k + 9− 2q − ∂26)(k2 + 4k + 9 + 2q − ∂26). (144)
The factor k2(k + 4)2 is canceled by the ghost factor, and the other factors correspond to
physical modes. For |q| = k, the six vectors Y1,...,6 are not linearly independent, and some
factors in (144) are absent. Careful analysis gives the spectrum in Table 5.
The gaugino terms in (141) take the form λIDλλI with the differential operator
Dλ = −γiDi − iD6 − 1
4
Imnγ
mn − i
2
τ3γ
5 +
i
2
τ3 (145)
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Table 5 Bosonic physical modes in the representation Rk,q.
√± =
√
k2 + 4k + 9± 2q.
ID H = −∂6 H −QV − 2R QV + 32R3 range of q
[A1] k + 4 k + 4− q q −k ≤ q ≤ k
[A2] k k − q q −k + 2 ≤ q ≤ k − 2
[A3]
√
+
√
+− q − 3 q + 3 −k ≤ q ≤ k − 2
[A4]
√− √−− q + 3 q − 3 −k + 2 ≤ q ≤ k
[A1] −(k + 4) −k − 4− q q −k ≤ q ≤ k
[A2] −k −k − q q −k + 2 ≤ q ≤ k − 2
[A3] −√− −√−− q + 3 q − 3 −k + 2 ≤ q ≤ k
[A4] −√+ −√+− q − 3 q + 3 −k ≤ q ≤ k − 2
We define matrix representation MAB of this operator by DλY 12 (A) = Y 12 (B)MBA. For |q| ≤
k − 2 we obtain
MAB =

−i(q + 72 + ∂6) 0 (λk,q − 4q) 0
0 −i(q − 72 + ∂6) 0 (λk,q + 4q)
−1 0 i(q + 32 − ∂6 + τ3) 0
0 −1 0 i(q − 32 − ∂6 + τ3)
 .
(146)
and the determinant is
detMij =
[
∂6 − τ3
(
k +
7
2
)][
∂6 + τ3
(
k +
1
2
)][(
∂6 +
1
2
τ3
)2
− (k2 + 4k + 9 + 2τ3q)
]
.
(147)
Again we have to analyze |q| = k case separately. The physical spectrum is shown in Table
6.
Table 6 Fermionic physical modes in the representation Rk,q.
√± =
√
k2 + 4k + 9± 2q.
ID R3 H = −∂6 H −QV − 2R3 QV + 32R3 range of q
[λ1] −1 −12 + (k + 4) (k + 4)− q q −k ≤ q ≤ k
[λ2] +1 12 + k k − q q −k + 2 ≤ q ≤ k
[λ3] +1 12 +
√
+
√
+− q − 3 q + 3 −k ≤ q ≤ k
[λ4] −1 −12 +
√− √−− q + 3 q − 3 −k + 2 ≤ q ≤ k
[λ1] +1 12 − (k + 4) −(k + 4)− q q −k ≤ q ≤ k
[λ2] −1 −12 − k −k − q q −k ≤ q ≤ k − 2
[λ3] −1 −12 −
√− −√−− q + 3 q − 3 −k ≤ q ≤ k
[λ4] +1 12 −
√
+ −√+− q − 3 q + 3 −k ≤ q ≤ k − 2
Comparing Table 5 and Table 6, all quantum numbers match except the ranges of q. Let us
focus on the positive frequency modes because Aa are real and λI are symplectic Majorana.
Only difference of the bosonic and the fermionic spectra is that there are q = k modes in
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[λ2] and [λ3] but not in [A2] and [A3]. The modes [λ2] and [λ3] with q = k contribute to the
index by
Isp(zi, e
iaI ) = tr
[
(−1)F qH−QV−2R3xQV+ 32R3ySU(3)eiaI tI
]
=−
∑
α
∞∑
k=1
eiαxkχ(k,k)(y)−
∑
α
∞∑
k=0
eiαxk+3χ(k,k)(y), (148)
where χ(k,q)(y) is the SU(3) character of the representation Rk.q. By combining this with
(12) we obtain
I(tot)sp (zi, e
iaI ) =
∑
α
eiα(a)
(
δα,0 − 1 + z1z2z3
(1− z1)(1− z2)(1− z3)
)
, (149)
where we used the formula
∞∑
k=0
xkχ(k,k)(y) =
1
(1− z1)(1− z2)(1− z3) , (150)
for the SU(3) characters.
Refer to [19] for index calculation for hypermultiplets by means of harmonic expansion.
6. Concluding Remarks
We reviewed how we calculate 3d, 4d, and 6d superconformal indices by using supersymmet-
ric localization and harmonic expansion. We deformed the theories by introducing Q-exact
terms, and derived the indices by means of mode analysis in Sp × R backgrounds.
The method of harmonic expansion works effectively when the deformed theory has G =
SO(p + 1) rotational symmetry. This is the case in 3d and 4d. Although it is not the case in
6d and the deformed Lagrangian respect only the subgroup G′ = U(3) ∈ SO(6), G′ is still
transitive and harmonic expansion is usufull.
In the case of 5d, however, this method does not work. Let Q be a supercharge that we
use for localization. In general Q2 is a linear combination of a G generator T and generators
of internal symmetries. Unlike the S5 case we discussed in section 5, in which T generates
shifts along Hopf fibers, S4 rotations generated by T always have (at least) two fixed points.
These fixed points are often called North and South poles, and the existence of such special
points clearly shows that the symmetry of the deformed theory is not transitive on S4. For
this reason it is not practical to use harmonic expansion for the index calculation. This is
also the case for the S4 partition function of 4d theories.
The 5d superconformal index and the S4 partition function have been calculated by using
more sophisticated technique, called equivariant localization. The S4 partition function is
calculated in the seminal work by Pestun [26], and the result is extended to squashed S4 in
[27]. The 5d superconformal index is derived in [28, 29]. All these works employ the method
of equivariant localization.
In the method using equivariant localization, the existence of fixed points is not a trouble
but what is required. The partition function and the index are given as the product of
the contribution of each fixed point. This also make it possible to includes the instanton
contribution as the contribution from fixed points, each of which is given by the Nekrasov
partition function [30, 31].
Unfortunately, we have no space to discuss these issues, and the interested reader is reffered
to the original works cited above.
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