Automatica lly assigning MeSH (Medical Subject Head ings) to articles is an active resea rch topic. Recent work demonstrated the feasibility of improving the existing automated Medical Text Indexer (MTI) system, developed at the Nationa l library of Medicine (NlM). Encouraged by this work, we propose a novel data-driven approach that uses semantic distances in the MeSH ontology for automated MeSH assignment. Specifically, we developed a graphical model to propagat e belief t hrough a citation network to provide robust MeSH main heading (M H) recommendation. Our preliminary results indicate that this approach can reach high Mean Average Precision (MAP) in some scenarios.
INTRODUCTION
MeSH is a controlled vocabulary t hesaurus used at the NLM for indexing biomedical literature. MeSH indexing improves literature retrieval and it is widely used in biomedica l text mining (1) . The NlM indexers generally assign 5 to 15 MH to every article using their domain knowledge (2). This process is assisted by the automated MTI system developed at the NLM (3, 4) . Currently, arou nd 65% of MHs are suggested by MTI.
Automatica lly assigning MH s was recently a task in the inte rnational BioASQ challenge (5) . The two winning teams were able to improve the strong baseline provided by MTI using supervised machine learning methods; particularly, learning to re-rank the original MTI resu lts (6) . We were therefore motivated to explore a novel machine lea rni ng method for finding releva nt MHs and providing more accurate suggestions. We investigated a factor graph based approach that uses the hierarchical structu re of the MeSH ontology and semantic distance metrics in a case study. The performance of our preliminary model is close to MTI, which considers more attributes such as the abstract and the title. algorithm, produces a list of related articles; MetaMap maps text from the titles and abstract s of the articles to the UMlS Metathesaurus. The resu lts of the two methods are then clustered and ranked through a post-processing phase (3) . After that, the indexers review MTI suggestions and select the appropriate ma in headings from the pool. The k-NN algorithm on its ow n has outperformed several other approaches in the experiments on 1000 randomly selected M EDUNE citations (8) . There are reranking algorithms applied to the MTI output (6) to adjust suggestions. Similar ideas have been also applied to the results of the PubMed Related Citations algorithm (9) , as well as the multi-label ensemble method consisting of the SVM classifier and the latent Dirichlet Allocation (LOA) model (10) . These algorithms can outperform the strong MTI ba sel ine by about 10%.
Graphic models, which generally inclu de directed graphs, undirected graphs, and factor graphs, are powerful tools for representing probabilistic models. Factor graphs, which can represent both directed and undirected graphs, have gained popularity as they offer great flexibility for problem solving.
Although both directed and undirected graphs allow representation of a global function with multiple variables as a product of factors over subsets of variables, a factor graph provides an explicit way to factorize the global function by introducing varia ble and factor nodes. The introduction of factor nodes allows the optimization algorithms (e.g., belief propagation) to be derived in a simp le and general form, because the factor graph unifies the directed and undirected graph with the sa me representation . A factor graph is a bipartite graph that consists of two types of nodes, i.e., factor and variable nodes. Each factor node needs to connect at least one va riable node and vice versa. A variable node represents a hidden variable or an observation in an inference problem. A factor node captures the factor function of the variables in the connected variable nodes. For an acyclic graph, a factor function corresponds to a factor of the decomposed joi nt probability. For example, Figure 1 depicts the factor graph representation of a decomposed joint probability p( x, Y) = P(x I y) p( y), where factor nodes and variable nodes are denoted by squares and circles, respectively . The factor nodes F; and F2 capture the prior probability p( y) and the conditional probability P(x I y), respectively. The variable nodes VI and V 2 represent the hidden va riable x and the observation y , respectively. figure 1 . An example of a factor gra ph representation of a joint probability pix, yl, where factor nodes and va riable nodes are denoted by squares and circles, respectively. In this pilot study, we are exploring a factor graph model to represent our knowledge about a corpus of articles related to Kawasaki disease (Kawasaki corpus).
METHODS

Dat aset preparation
To evaluate the performance of the factor graph model, we created a Kawasaki disease corpus of 770 PMC articles with automatically extracted references, authors, journal titles, and PMID information.
From this corpus, we randomly selected 20 original research articles and manually verified information of MHs, references, and MHs of reference articles. In this model, every article and its reference articles form a factor graph; two graphs are independent from each other. Thus, we can run mUltiple models in parallel to deal with larger datasets.
Knowledge representation
We used variable nodes to represent PubMed articles; every node has pre-defined attributes to store the knowledge about that article, restricted to the belief distribution on MHs in th is report. Variable nodes were connected via intermediary factor nodes according to their citation relations. These intermediary factor nodes summarize beliefs of MHs from adjacent va riable nodes and then pass this information to neighbors and update their beliefs on the same M Hs. A leaf factor node provided the prior belief distribution on M Hs of the connected variable node; MHs that appeared in the corresponding article were assigned greater probabilities while the other MHs received small but nonzero prior probabilities. It is common to see loops in citation networks. In this study, we focused on twolayer tree-structured factor graphs, so we did not have to consider loops. However, it is worth mentioning that the proposed model is able to deal wit h loops in factor graphs, which refer to the loopy belief propagation algorithm. Although loopy BP will introduce approximation in the results, many existing studies (11) show that loopy BP shows good conve rge performance . Considering the computation complexity, an intermediary factor node only connected two variable nodes, and a leaf factor node connected one variable node. All cited articles cont ri bute equa lly to the citing article, given the gra ph structure and the inference algorithm introduced below.
Inference
We used t he sum -p rod uct algorithm (a.k.a, belief propagation algo rithm) (12,13) to infer t he margi nal probabi lity on every M H. The sum-product algorithm is an efficient method to compute the exact marginal probability of each variable in an acyclic graph. The sum-product algorit hm converges efficient ly with acyclic graphs; for graph wit h cycles, it also provides a good performance in ma ny applications such as image processing. In genera l, the sum-product algorithm includes th ree steps.
Step 1! Belief update about each variab le! The belief about each variable is the estimated marginal probabi lity of the given variable. In the case of a tree structured graph, the belief is identical to the exact marginal probability once the algorithm converges. The belief update follows equation [1) .
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where i, j sta nd for the ith and r nodes in the factor graph; X ; is the va riable represented by the variable node V;; N (Y;) is a set of all neighboring factor nodes of Vi ; mF r-.v, (Xi ) is the message sent from adjacent factor node F j to variable node Vi .
Step 2: Variable node update: The message that will be sent from va ri able node ~. to an adjacent factor node F j can be calcu lated as (2)
Step 3: Factor node update: The message that needs to be sent from factor node F j to it neighbor variable node Y, can be evaluated as [3] Where N ( 
AP(D)
is the average precision; 1 (11, ) is an indicator function, which returns 1 if rth MH in the prediction is in the gold standards and return 0 otherwise; n is the corpus of articles (1S).
We implemented the above evaluation metrics. In addition, we used TREC_EVAL package version 9.0 (16) to calcu late MAP. In this study, we had no plan to learn an optimal factorfunction, because we focused on the possibility of applying factor graph models to MH assignment.
RESULTS
Our two-layer factor graph model is illustrated in Figure 2 . To determine a factor function in this study, we explored five factor functions (Table 1 ) from four different families and evaluated their MAP scores on five manually verified articles.
Factor Functions Five articles we re selected from the Kawasaki corpus as shown in Table 2 . We manually verified all the selected articles and corrected metadata and reference information collected from automated extraction. On every article, we bui lt factor graph models with five factor functions and evaluated the MAP scores using Trec_eval 9.0 package. Since the exponential functions generally performed better than other functions in this testing, we se lected exp(-x 2 )with considerations of further extension. In future work we will consider learning factor functions from data, such as using an iterative log-linear regression method. On a set of 20 verified articles, we obtained precision, recall, F score, and average precision (AP) in Table  3 . Table 3 . Outcomes from 20 articles.
PMID
Based on Table 3 , we eva luated the mean Precision, mean Recall, mean F score and MAP as shown in . . Table 4 . Mean va lues of precIsi on, recall. F score and average precision. The performance of the factor graph model depends on multiple factors, including the design of the factor function, the attributes, the t ype of article, number of references, and the MeSH voca bulary of a particular corpus. In future studies, we will extend the model and incorporate attributes of journal and author, because a journa l has a strong association with the topics of its articles and authors usually have very specific research fields. Other attributes are also in consideration, as long as it can better represent the relations between articles and improve the model performance.
Some MHs do not occur in the cited articles, but they could be derived from the text of the citing article.
We will use MetaMap to map text in the citing articles to UMLS terms, and identify potential MHs from these UMLS terms, a solution similar to the one used in MTI. This also shed a light on resolving a limitation of this study. Currently, the factor graph models are with articles in PMC with complete references. However, not all articles are indexed by PMC and references may be incomplete. In the case that reference articles containing desired MHs are missed from data, it is possible to recover these MHs using the above natural language processing techniques.
Conclusion
In this pilot study, we experimented with the factor graph model and su m-product algorithm to infer
MHs on a Kawasaki disease corpus from PubMed. The results warrant the further investigation using this technique to improve the prediction performance.
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