Pavement management systems rely on comprehensive up-to-date road condition data to provide effective decision support for short, medium and long term maintenance scheduling. However, the cost per mile of the existing condition data collection methods allows only for periodical surveys. This leads to long gaps between inspections and a focus on major roads over rural ones. Therefore, pavement condition monitoring systems that provide inexpensive frequent updates on the road condition are necessary. Such systems would require robust and automatic defect detection methods using low-cost sensors. In this paper, one such method is proposed for detecting road patches from video data acquired by the car's parking camera. A patch is initially detected based on its visual characteristics, which are: 1) it consists of a closed contour and 2) its texture is the same with the surrounding intact pavement. The patch is then passed to a kernel tracker in order to trace it in subsequent video frames. This way redetection is avoided and each patch is reported only once. The method was implemented in a C# prototype and tested with video data consisting of approximately 4000 frames collected from roads in Cambridge, UK. The results show that the suggested method has 84% precision and 96% recall.
Introduction
The National Academy of Engineering has identified "Restoring and improving urban infrastructure" as one of the Grand Challenges of Engineering in the 21st century [1] . The report emphasizes the problem of maintaining infrastructure in which streets and highways are critical transportation conduits. According to the World Bank, roads often carry more than 80% of passenger-km and over 50% of freight ton-km in a country [2] . Roads assist mobility, enable growth and contribute to economic prosperity, productivity and well-being [3] .
Many reports/articles that discuss the condition of the current road network and highlight the significance of efficient road maintenance have been issued. For example, in the US roads are characterized as being in poor condition and action is necessary for improvement [4] . In the UK, 61% of the country's business leaders rate local transport networks poorly in comparison to international benchmarks, while 50% of firms believe that network conditions have deteriorated over the past five years [5] . Additionally, 43% of the UK residents rank road and pavement repair to be the second highest priority for improvement [6] .
Councils in the UK invest in maintaining the road condition by splitting the allocated funds spent on local roads to 75% for maintenance and 25% for construction [6] . The former share equals to 2.3 billion pounds, and constitutes a 73% increase in cash terms since 2000. Highway infrastructure assets require attention due to their great value to the public sector [7] . The concept of asset management has resulted in savings of up to 15% in some sectors. In the case of highways, it has been reported that savings of at least 5% on budget expenses have been noted. According to the International Infrastructure Maintenance Manual (IIMM), the first requirement for an impelling asset management system is to have knowledge of the existing assets, the status of their condition and the level of service they provide [8] . Pavement condition assessment data is essential when designing, planning and choosing the appropriate road maintenance programs.
The current process for assessing pavement condition comprises of the following steps: 1) collection of raw data, 2) identification of defects and 3) defect assessment. The first step is to a large extent automated; however, the other two are mostly performed manually. With regard to pavement defects, the UK Pavement Management System (UKPMS is the national standard for management systems that assesses the condition of the local road network and plans the investment and maintenance of paved areas of roads) user manual identifies the most important and basic types as cracks (longitudinal, transverse, alligator), potholes, patches, rutting and depressions [9] . The former three can be classified as surface defects and the rest as elevation defects.
Nowadays, the most effective approach for inspecting the road network is with the use of dedicated vehicles. Accredited inspectors travel in specialized vehicles for collecting raw data in different forms with the aid of several sensors, such as laser scanners, road profilers, accelerometers, image and video cameras and positioning systems [10] [11] [12] [13] [14] [15] . Laser scanners, which have a resolution of thousands of points, are used to measure the longitudinal and transverse road profiles. The output is a 2D depiction of the road (either along or perpendicular to the path of way) showing the difference in the elevation along with the chainage [12, 16] . Image and video cameras, positioned either at the front or at the back of the vehicle, are used to capture the condition of the road visually and provide inspectors with image data [13, 15, 17] .
Such vehicles are very expensive to purchase as well as to operate. The Transport Research Laboratory (TRL) in Great Britain reports prices starting from £500,000, with the cost of operation and data processing ranging from £20 to £40 per kilometer [18] . Their main advantage is that they can travel at highway speeds (up to 100 km/h) without disrupting traffic, while collecting data. However, their prohibitive purchase and operational costs lead several western countries and US states to afford just a few of them. Hence, their application is limited to the principal road network, which in the UK it only constitutes 9.6% of the country's entire network [19] . This limitation also leads to large time intervals between inspections [20] leaving the rest of the network subject to more traditional, time consuming and laborious manual survey methods [11, 13] . To the knowledge of the authors, no statistics are published with regard to the specific times/man hours spent for data collection. However the difference between the two available methods is easy to understand considering that manual surveys are performed on foot [9] . The next step in the process of pavement condition assessment is the analysis of the collected data. At this stage, the pavement profiles are further processed either to produce specific parameters that will assist in the calculation of the Road Condition Indicator (RCI) [11] or to calculate the pavement roughness, which is specified by an International Roughness Index (IRI) [21] . In detail, the road is split into chunks of different lengths and the corresponding collected data is processed and collated to measure the aforementioned parameters and produce a general characterization of the specific road. This aims at realizing whether this part of the road needs further detailed investigation or not [11, 13] . The digital pavement video data are manually viewed and analyzed by technicians on workstations. They visually detect and assess defects based on their own experience and guided by a manual for defects, while sitting in front of two or more monitors [21, 22] . The units of measure used are meters, millimeters, square meters and number of occurrences depending on the kind of defect [22] .
Although the defect evaluation is performed following well-defined guidelines and criteria, it is laborious and inevitably introduces a certain amount of subjectivity. This is of paramount importance for the outcome of the results [13, 23] . Unfortunately, inspectors' level of experience is expected to influence the pavement rating [24] . Private companies provide software that can assist the above process. However, such software is complementary to the equipment that the companies provide and are not provided as stand-alone packages [12, 14] . Moreover, this adds to the cost of using this approach. Specific prices are not publicly available unless interest of purchase is expressed. However it is reasonable to assume that they are expensive.
With regard to the software and the algorithms themselves, little detailed information is disclosed. In general though, the data collected from the equipment mounted on the specialized vehicles (3D laser scanners, image and video cameras, etc.) are post-processed to either provide results for all defects simultaneously or individually [12, 14] . Great emphasis is given to the analysis of cracks, but other defects can also be detected with such software. However, these systems fall in the category of specialized vehicles that are very expensive to purchase and operate.
In summary the issues currently identified in the pavement condition assessment process are twofold. A vast amount of data is collected and either post-processed manually leading to great time and money consumption or analyzed with expensive software, which requires the use of specialized vehicles for the data collection. Therefore, in this paper the focus is on proposing a method that is free of such limitations. In the following section, the current state of research related in automated patch detection is presented. In addition, methods useful to the research objective are also discussed. Then, the proposed solution of detecting and tracking patches is analyzed that is using data acquired from the parking camera of the car, in order to utilize a pre-existing sensor and avoid additional costs. Such cameras usually have a resolution between 0.2 and 0.4 MP; their cost ranges from £30 to £100 and can be simulated with a machine vision camera of the same characteristics that costs around £195. The paper continues with a presentation and discussion of the experiments performed to validate the proposed method and the results obtained. The final section of the paper presents the conclusions and future work.
Background
Much research has been performed for overcoming the limitations of current practices and automating pavement defect detection. Extensive research has been done with respect to the defect of cracks. More specifically, methods that perform crack detection [25] [26] [27] [28] [29] [30] [31] [32] [33] , real-time crack analysis [34] [35] [36] [37] , crack classification [32, [38] [39] [40] [41] [42] , crack depth estimation [43] and even automated crack sealing [44, 45] have been proposed. Detection of other surface defects such as patching, potholes and raveling in 2D images has also been investigated. For potholes, a method that detects them in images amongst cracks [46] utilizing the characteristic of texture to distinguish each defect has been presented. Another method aiming at detecting potholes [47] , tracking them in videos [48] and measuring their properties [49] has also been proposed.
For patches, a couple of methods have been found in the literature. However, these methods present several limitations. At this point, the difference between presence and detection should be noted. Presence refers to the result of a process when this is only capable of providing a yes or no answer to the question of whether an object exists in the data. Detection provides the additional information of where an object is located within the given data. Hence, some methods are restricted to only recognizing the presence of a defect and classifying images between intact and healthy pavement without specifying the defect type nor which part of the image they occupy [50] . Others that use image thresholding techniques are not capable of distinguishing patches from potholes [51] [52] [53] . Finally, a statistical second order method found in the literature detects patches, but is limited to doing so in concrete pavement images [54] .
From the abovementioned methods, some [33, 46] use techniques from the fields of machine learning and data mining, such as Support Vector Machines (SVM) and Artificial Neural Networks (ANN). Those fields include algorithms that aim at identifying objects by learning from data. In other words, data is used to make the algorithms "learn" a specific pattern and create a "model"/rule which will then be used for the identification of the desired object. The main benefit provided is that such algorithms remove the burden of creating the detection model from the designer. On the other hand, a lot of data is required for "learning". Therefore, if a manual model is able to detect the object robustly, there is no need of finding data for the "learning" process. Hence, the authors decided to explore the option of creating a manual model knowing that if it fails, machine learning will be investigated.
The framework of Visual Pattern Recognition (VPR) models has been proposed for creating models to automate the detection of infrastructure-related objects [55] . The idea behind this framework is to create unique detection models by utilizing their distinctive characteristics, such as metric measurements, and geometric properties. Such models have successfully been created for the detection of air pockets in concrete structures [56] , concrete columns [57] and potholes [47, 49] . Amongst the features used for creating VPR models is texture.
In general, there are three major approaches of describing the texture of a region and those are structural, spectral and statistical. Structural approaches are ideal for describing textures that are characterized by image primitives like parallel lines. Spectral approaches are mainly used along with Fourier transforms for detecting high energy and narrow peaks of the spectrum. Statistical approaches are most suitable for describing smoothness, coarseness, granularity etc. of the texture [58, 59] .
Finally, in regard to vision trackers, approaches can be categorized as contour-based, point-based and kernel-based [60] . Contour-based trackers consider the exact shape of the object and utilize edge features that are stable to illumination changes. However, such trackers show limitations with images whose edges are not strong enough to extract relevant features and have been found to be weak to illumination variations [61] . Point-based trackers utilize unique feature points of objects, but they aren't suitable for objects whose texture is very repetitive since such patterns don't have unique points to identify and match. Kernelbased methods use both the shape and appearance of the object making them quite robust. Color and texture are characteristics of the appearance of the model and kernel-based trackers use such information to track objects in video frames. Furthermore, they have the advantage of being less sensitive to illumination changes [60, 62] . Finally, they have been proved to be the most suitable for detecting objects in outdoor infrastructure environments [62] .
Ross et al. have proposed a 2D tracker framework that uses multi-view appearance models [63] . An object model that is capable of providing useful information about the object regions is composed of eigenimages, which are low-dimensional subspace representations acquired from previous frames. The model is updated online according to changes in appearance, such as object deformation, illumination or camera motion. At the end, a particle filter is utilized to estimate the object's motion in regard to translation, rotation, scaling and direction. The advantage of this approach is that it has been tested and validated in outdoor environments where objects undergo appearance changes due to varying illumination conditions.
In conclusion, the identified problems with the current available methods for detecting the pavement defect of patches are either associated with high costs (use of dedicated vehicles for data collection followed by their analysis from specialized software) or are limited to the level of recognition. Hence, the research question becomes: Is there an efficient and low cost approach for detecting patches? Our objective is to propose a method that is capable of detecting and tracking patches in pavement surface videos while maintaining the lowest cost possible. Such an approach will alleviate the inspector's work during the pavement assessment process, since the unit of measure used for this type of defect is the number of occurrences and the area that they cover. The scope of this paper is restricted to the detection of the defect.
Proposed solution
In order to address this paper's objective we are proposing a method that automatically detects patches in video frames and with the use of a vision tracker, it is able to trace them in subsequent ones. Fig. 1 depicts a flowchart of our method. The input is pavement surface video data. The reason for using such an input lies in the idea of utilizing the parking cameras that many cars already have installed or will be required to have in the future [64] [65] [66] . Our motivation, as mentioned above, is to propose a solution that is not expensive. If everyday road users can be transformed into ubiquitous sensors for collecting and processing data, the use of expensive dedicated vehicles or strenuous manual surveys could be eliminated. Hence, we aim at using sensors that come embedded in vehicles, which frequently travel the road, to double-up for the maintenance of the network. Furthermore, the field of view provided by such cameras is quite wide, covering not only the lane traveled, but more than that. In general, the parking cameras' angle of view is usually around 120°and sometimes goes up to 170°. Therefore, it is sufficient enough to acquire a good view of the condition of the road.
In each new video frame, patches are detected when they enter the viewport by the patch detection method (see Fig. 2 ). After a patch is detected, it is passed to a kernel tracker that tracks it in subsequent video frames [63] . The reason of using a tracker is to avoid detecting the same patch multiple times. The tracker is on until the patch leaves the viewport. In order for the proposed method to operate and have value, the viewport needs to depict both intact pavement and a patch or other defects as well. If only a patch is depicted in a frame, then it can't be identified because there is nothing else to differentiate it from. This is true even with naked eyes; when looking at a patch one can't tell if it is a patch or a new laid pavement. In addition, if a patch is wide enough to reach the lane markings, then it isn't categorized as a patch anymore but it is a pavement repair, which is out of the scope of this method. Finally, the above is confirmed from the ground truth data collected in which no case such as a patch covering the whole field of view was found.
The VPR models aforementioned are the inspiration for the patch detection method. Using the same strategy the patch detection method presented below is created, utilizing the following main visual characteristics of a patch:
1. It consists of a closed contour; 2. The texture of the surface of a patch is similar, if not the same, with the healthy pavement that surrounds it.
The patch detection method is split into two sub-processes: 1) image pre-processing, a step that aims at reducing the information in the image and deleting everything that is unnecessary for the purpose of the method, and 2) patch detection, the core of the detection method that is recognizing a patch and identifies the region of the image that it occupies (see Fig. 2 ).
In pavement surface images, color information isn't necessary. The reason is that in such an image the dominant color is gray. Hence, in order to reduce the image complexity, initially a transformation into gray-scale is applied (see Fig. 3-b) . Gray-scale values range between 0, which represents black, and 255, which represents white. The process continues with the application of a 5 × 5 median filter used to reduce the noise in an image (see Fig. 3-c) . Noise is always introduced in images by the camera during the capturing phase and because it is redundant needs to be eliminated. Therefore, the source of noise is the camera. Median filtering is chosen because it helps in reducing noise while preserving edges, which is necessary in the case of patches. As for the filter's size, it is determined based on the effect it has on the image. The larger the filter the more blurriness it produces, which is not desired (see Fig. 4 ). For enhancing the image, histogram equalization is then performed (see Fig. 3-d) . During this process, the image intensities are redistributed along the histogram by spreading out the intensity values that are encountered the most. With this step, the contrast of the image is adjusted, which is necessary for intensifying the gray-level detail.
The process continues with making the image binary (see Fig. 3-e) . This allows the separation of the darker regions of the pavement image, which in most cases represent the defective areas from the background. A patch is usually darker than the surrounding intact pavement. When a patch is initially made it is always much darker and as time passes its intensity degrades; however it still remains slightly darker. For that purpose, a histogram shape-based thresholding algorithm [67] is used. This algorithm was chosen over a pre-set/default threshold, so that the image is turned into binary using its own optimum threshold. This is usually between 90 and 120, but it depends on the intensities of the image.
The threshold value for calculating the binary image is determined as the intensity value of the histogram that has the maximum perpendicular distance to the line formed by the origin of the histogram and the point representing the maximum intensity of the histogram. All intensities that are lower (darker regions) than the threshold and represent possible defective pavement areas are set equal to 1, whereas the rest are set equal to 0. The final step in the image pre-processing step is the application of the morphological process of closing (see Fig. 3 -f and Eq. (1)). With this process, contour sections tend to smooth, contour gaps tend to be filled and small holes tend to be eliminated [59] . The aim is to enhance the contours of the objects included in the image.
A binary image B structuring element. In our method a rectangle of 3 × 3 was used. Other sizes and shapes were also tested, but this one produced the best results without provoking any distortion.
Since it is observed that a patch is formed by a closed contour, the patch detection sub-process starts with identifying all areas formed by closed contours included in the image (see Fig. 3-g ). Therefore, at this stage, whole areas formed by closed contours are detected and not only their contours. At this point, edge detectors like the Canny or Sobel operators could be used to detect the edges of objects. However, those algorithms are good for detecting edge points and since we are interested into identifying complete contours we don't use such a technique. Curvelet transformation is a popular choice for detecting curves [68] , however, as stated beforehand, the goal at this stage is to detect complete contours, therefore curvelets are not chosen.
The method continues by utilizing the second visual characteristic of a patch, which is the similarity of its texture with surrounding healthy pavement. Therefore the texture of potential patch areas is compared with the texture of the surrounding intact pavement. The potential patch area(s) is/are defined by the detection of areas formed by closed contours at the previous stage of the proposed method. The rest of the image defines the surrounding intact pavement. This comparison facilitates distinguishing a patch from other closed contour elements such as manholes or objects that have fallen on the road (ex. leaves). Fig. 5 depicts the texture surface of healthy pavement and patches.
In our method, we use the standard deviation of gray-level intensity values to describe texture both for a candidate patch and the healthy pavement around it. Texture filters are applied in the original graylevel image emphasizing its structural texture characteristics (see Fig. 3-h) . The responses of the filters are then used for the statistical measurement of the standard deviations. Four different filters are applied to create high filter responses. Three were taken from the filter bank of Leung and Malik [69] and one from the filter bank of Schmid [70] (see Fig. 6 ). The selection of those filters is based on the following reasons: First, the Leung and Malik filters were applied for material classification using texture information and the Schmid filters were used to create texture-based descriptors for content-based image retrieval. Moreover, those filters were successfully tested in images with varying lighting and viewing conditions, circumstances that also apply to pavement surface visual data. Other possible approaches would be Gabor, Gaussian or wavelet filters and Fourier analysis. However, those are mainly used for detecting edges, which isn't appropriate for this step of our process. Finally, the chosen filters have been successfully applied in the case of pothole detection [47] .
Each filter is applied separately in the gray-intensity image and the standard deviations of both possible patch areas and healthy pavement are calculated. Candidate patch areas are identified from the previous step of closed contour retrieval. Hence, two vectors of five elements each are formed. One vector includes the standard deviation values derived from the healthy pavement area and the other one the respective values derived from the candidate patch. The first element of each vector results from the standard deviation of the gray-intensity image and the other four from the standard deviation values calculated after the application of each texture filter respectively. For detecting patches, those filters and the standard deviation metric used for comparing their outcomes perform well (see following section). Therefore no other filters or approaches for describing texture were tested. Finally, a patch area is detected based on the comparison of the average values of the two vectors and the coverage of the patch (see Fig. 3-i) .
The tracking part of the proposed method works as follows. When a patch is detected, its bounding box is passed to the kernel tracker. The area that is tracked is the output of the proposed patch detection algorithm. The tracker then traces the patch in subsequent frames. When the bounding box reaches the image boundary (meaning the patch is leaving the viewport) the tracking process of this patch is stopped. The patch detection algorithm runs continually in order to detect patches that enter the viewport. This method overcomes the limitation of redetecting the same patch in each frame and matching it in subsequent ones. Fig. 3 illustrates all the processing steps using as an example an image that depicts one patch.
The hypothesis tested in this paper is that the proposed method above 1) is a cheaper alternative to currently available methods for detecting patches, 2) provides accurate detection results and also 3) tackles the problem of reporting the same patch multiple times in a video sequence. The delimitations governing the proposed method are: 1) data collection is performed during the day and under natural light in sunny or cloudy condition, but not rainy and 2) the images are taken from a height that simulates the one of parking cameras positioned on the rear of vehicles.
Implementation and results
The performance of the method presented in this paper was tested with a C# implementation in the Microsoft Visual Studio.NET framework. It was written in Visual Studio 2010 using Windows Presentation Foundation (WPF). In addition, the publicly available Emgu CV toolbox, which is a wrapper of the Open CV library, was utilized. Both the image and the video processing were performed on a desktop PC with the following characteristics: Intel Core i7 CPU, 3.4 GHz, 8 GB RAM. For the validation of the patch detection method a database of 140 images was created. Half of the images were used to investigate how patches appear in images and derive rules to facilitate in their detection. The other half was used for validation. The sample size of those sets of images is determined by using Eq. (2) [71] while assuming that the database represents a common population of pavement images collected during a real pavement assessment procedure:
In this equation, z crit is the standard normal deviation and is equal to 1.645. This number is derived using a significance level of 90%. The p parameter represents an estimate of the accuracy of the test and is equal to 0.5. This number is considered a worst-case scenario for sample size determination. Finally, D is the total width of expected confidence intervals and is equal to 0.2 since the significance level is set to 90%.
The database was built with images collected from the local roads of the city of Cambridge, UK. Data collection was performed under fair weather (during day light, with sunny or cloudy weather) conditions like it happens in practice. The camera's position and orientation were selected after investigating the characteristics of rear-view cameras on vehicles. With regard to their position, they are placed either just above the sign/number plate and next to the spot that lights it, or in a hole created in the upper part of the rear bumper. In the second case, in order to ensure good visibility, it is placed in the middle of the rear bumper. Different vehicle dimensions were searched and studied from the websites of manufacturers including Nissan, Volkswagen, Volvo, and Alfa Romeo. It was found that parking cameras are positioned at a height between 0.6 m and 0.9 m above the ground. The orientation is either fixed at an angle of approximately 45°or it is flexible and can be controlled by the driver.
An iPhone 5s' 8 MP camera was used. The frame size provided by this camera is 3264 × 2448 pixels. The camera was positioned at an approximate height of 0.7 m above the pavement surface and with an approximate orientation of 45°. For the validation videos a Canon VIXIA HF S100 was used. The camera was mounted on the rear of a vehicle, which was moving at a speed of 10 mph. The video data were collected at 1920 × 1090 pixel resolution, but were resized to 640 × 480 for the sake of faster processing. Aftermarket parking cameras are usually analog video sensors with low resolution that varies between 510 × 492 and 720 × 576. Hence, the size reduction of the collected videos data meets the standards of currently used parking cameras.
To measure the performance of the proposed method three metrics were used: precision, recall and accuracy. Precision is related to the detection exactness and is described by Eq. (3); recall refers to the detection completeness and is defined by Eq. (4); and accuracy refers to the average correctness of the process and is described by Eq. (5). In the equations TP stands for True Positive (correctly detected), FP stands for False Positive (incorrectly detected), TN stands for True Negative (correctly not detected) and FN stands for False Negative (incorrectly not detected).
As aforementioned, half of the images were used to derive rules for the characterization of a patch and how it appears within an image. The images were used to formulate the rules of coverage and texture comparison. The first refers to the boundaries set in regard to how much of the image a patch covers and it has to be between 2.5% and 65% of the image area. The second refers to the texture of the patch and the surrounding healthy pavement, for which the average values of the vectors need to be equal or have a difference no larger than 10% in order for the candidate area to be identified as a patch.
The detection method was first tested using 70 images of which 58 included the defect of patch. The total number of patches included in these images is 63, because some of them included more than one patch. The rest included different pavement defects such as potholes and cracks, and other objects as well, such as manholes or grating. First, we tested the detection method considering only the visual characteristic that a patch consists of a closed contour and the rule of coverage. The preliminary results were promising providing 77% precision, 64% recall and 62% accuracy. However, utilizing the additional texture information improves all three metrics significantly, providing 82% precision, 86% recall and 75% accuracy. Table 1 provides a summary of the detection method results and Fig. 7 presents patches detected in images. In regard to processing time, the detection method requires approximately 6 s (6086-6306 ms) to process an image of 3264 × 2448 pixels. pixels. In general, the processing time depends on the resolution of the image and it can be as fast as 286 ms with images of 644 × 352 pixels.
The overall proposed method (detection and tracking) was validated using pavement video data consisting of approximately 4000 video frames, including 51 patches in total. The data included other pavement defects and objects as well. The tracking accuracy refers to the patches that were successfully detected and tracked. While validating the overall process, TP is when a patch is detected successfully and tracked in all subsequent video frames until it exits the view and FP is when an area is mistakenly detected as a patch and tracked. Moreover, TP is only when the entire patch is included in the bounding box (examples are depicted in Fig. 7) , otherwise it is a FP. The ability of the tracker to follow a patch and detect it in all subsequent frames without losing it, so that it is not redetected, is tested. The reason is to avoid the multiple detection of the same patch. The results show that the method presented has 84% precision and 96% recall. Table 2 presents a summary of the results. Fig. 8 depicts examples of patches detected and tracked in subsequent video frames. Regarding memory consumption, while the method is in progress it occupies 250 MB of the RAM and it processes the video at the same time that it is being played.
Conclusions and future work
This paper presents an automated method for detecting and tracking patches in pavement video frames. The detection of a patch is based on its main visual characteristics, which are the following; it consists of a closed contour and second, its texture is similar to that of the surrounding healthy pavement. Additionally, the information that patch coverage within an image is between 2.5% and 65% is utilized in its detection. With regard to the tracking, this is performed with a kernel tracker. When a patch is detected, its bounding box is passed to the tracker, which in turn traces the patch in subsequent frames. When the box reaches the boundary of the image, meaning that the patch starts leaving the viewport, the tracking is stopped. However, the detection algorithm is constantly working, looking for other patches that might enter the viewport. Therefore, if a frame includes multiple patches, then those can be detected and tracked simultaneously. Moreover, if new patches enter the viewport while others are already being tracked, the new ones are detected as well and tracked in the frames to follow. The performance was measured by comparing the method's results with the ones produced by manually identifying the ground truth. It was found that the detection algorithm has detection accuracy of 75% with 82% precision and 86% recall. As for the overall proposed method, its precision and recall are 84% and 96% respectively. Some false positives appear in the case of shadows and that is the only effect observed on the performance of the method by lighting. As for the shape of the patch, it's not believed to have any effect in the method's accuracy since the method presented is based on more general characteristics of the defect and not its shape. The results are high, revealing that the proposed method is promising and has potential. To continue, the method can be characterized as fast, since it is capable of detecting and tracking patches while the collected video is played without causing any delays or freeze outs. In regard to computational cost, it isn't expensive based on the memory it occupies while processing.
The proposed method presented in this paper focuses on the detection and tracking of patches. In future, we envisage incorporating the additional information of calculating the actual area of the patch, which is the measurement used in practice for assessing this defect. Additionally, in the visual data collected from the road network, other defects besides patches are evident. Therefore, it will be very helpful if an automated method for detecting all different kinds of pavement defects existed. Finally, road inspectors' would be further assisted in their job with the proposed method if it was coupled with a Global Positioning System device in order to provide the geospatial location of the detected defects. In this way, the problem would be pointed out along with its geo-tag and inspectors would be directed to specific locations of interest for more detailed analysis. Our future work will be towards those directions.
