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Nachdem im Frühjahr 1999 mit einiger Verspätung das
HUFDDI-Projekt zur Backbonevernetzung abge-
schlossen wurde, ist die Zeit großer Investitionen zum
Ausbau der Netzinfrastruktur im Campus Mitte der HU
vorbei. Schwerpunkte sind jetzt die Stabilisierung der
angebotenen Dienste und die Beseitigung von Engpäs-
sen. Natürlich muss es auch Ersatz für verschlissene
oder veraltete Technik geben. Ein spezielles Problem
ist vielerorts die veraltete oder unzureichende Gebäu-
deverkabelung. Wegen der knappen Mittel sind hier
Ideen gefragt, aus dem Vorhandenen das Optimale her-
auszuholen.
Der rasant wachsende Internetverkehr (ca. 100 %
Zuwachs jährlich) ist Ausdruck dafür, dass es ein „fer-
tiges Netz“ nie geben wird. Daher sind eine ständige
kritische Analyse des Bestehenden und die Suche nach
neuen kostengünstigen Lösungen erforderlich. Im Zu-
ge der Baumaßnahmen in Adlershof wird selbstver-
ständlich eine moderne Kommunikationsinfrastruktur
eingeplant und hoffentlich auch planmäßig realisiert
werden.
Backbonenetz
Durch das HUFDDI-Projekt wurden alle großen Stan-
dorte im Stadtzentrum mit Glasfaserkabel verbunden
und z. T. auch mit aktiver Technik ausgestattet (siehe
RZ-Mitteilungen Nr. 16). Einige kleinere Objekte
werden über Mietleitungen versorgt. In der Regel
werden die Verbindungen mit ATM 622 Mbit/s oder
155 Mbit/s betrieben. ATM-Switches ermöglichen ei-
ne unkomplizierte Vermaschung des Netzes inklusive
Loadsharing. Alle Hauptstandorte sind auf mindestens
zwei Wegen erreichbar.
Ausnahmen:
• der Bereich Invalidenstraße, aus Kostengründen nur
eine Kabeltrasse
• Objekte wie das Mossehaus, Sophienstraße, Jäger-
straße und Chaussestraße sind über Mietleitungen an-
geschlossen
Eine deutliche Erweiterung des Backbonenetzes war
mit dem Umzug des Instituts für Informatik nach
Adlershof verbunden. Dort und im Rechenzentrum
wurden leistungsfähige ATM-Switches installiert und
über BRAIN-LWL-Kabel verbunden. Über ein Glas-
faserpaar wird hier neben dem Datenverkehr auch der
Telefonverkehr abgewickelt (2 Mbit/s für 30 Telefon-
kanäle). Nach längerem Versuchsbetrieb im Rahmen
des Gigabit-Testbed gehen zum Sommersemester auch
Übertragungseinrichtungen für Teleteaching in den
Routinebetrieb. Mit einer Bandbreite von jeweils ca.
30 Mbit/s können gleichzeitig mehrere qualitativ
hochwertige Videoübertragungen mit Großbildprojek-
tion über die ATM-Strecke realisiert werden. Die
Informatik war auch das erste Institut, bei dem im
Hausbackbone Gigabittechnik eingesetzt wurde.
Der Wechsel ins Jahr 2000 brachte erwartungsgemäß
im Netzwerkbereich (natürlich ausgenommen die Um-
stellung vieler Server) keine großen Probleme, da sich
Netzwerktechnik mit der Beförderung von Datenpake-
ten unabhängig von Datum und Uhrzeit beschäftigt. 
Dennoch gab es zum Jahreswechsel wichtige Neue-
rungen, vor allem verbunden mit dem Umzug der
Mathematik nach Adlershof. Das neue mathematische
Institut ist – wie die Informatik – mit Gigabittechnik
ausgestattet. Gleichzeitig wurden im Rechenzentrum
und im Adlershofer WBC, in dem die Institute Infor-
matik und Mathematik untergebracht sind, neue
leistungsfähige Fileserver mit Gigabitanschluss instal-
liert. Da auch in den letzten Jahren schon viele Server
auf Fast Ethernet umgestellt wurden, führt inzwischen
kein Weg an der Erweiterung der Backbonekapazitäten
vorbei.
Kurz nach dem Jahreswechsel wurde in Adlershof
DWDM-Technik (Dense Wave Division Multiplex)
installiert, die es erlaubt, über ein Glasfaserpaar je nach
Ausbau bis zu 32 Übertragungskanäle von jeweils
2,5 Gbit/s zu betreiben. Wir können dadurch eine
direkte Gigabitverbindung zwischen entsprechenden
Giga-Switch-Routern im RZ und im WBC sowie eine
weitere 622 Mbit/s ATM-Verbindung betreiben.
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Standort/Anschlusskapazität ATM ATM GigaBit
622 Mbit/s 155 Mbit/s
Rechenzentrum + + +
Dorotheenstr. 26 +
Dorotheenstr. 22 +












Adlershof  WBC Hauptverteiler + + +
Adlershof Informatik + +
Adlershof Mathematik + +
Tabelle 1: Standorte im HU-Backbone mit Anschluss-
kapazitäten > 100 Mbit/s
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Abb. 1: HU Backbone Leitungsnetz
Verbesserung der vorhandenen
Infrastruktur
Aufgrund der stark beschränkten Mittel werden wir nur
punktuell Verbesserungen der Netzinfrastruktur durch
Switchtechnik und strukturierte Verkabelung bis zum
Arbeitsplatz vornehmen können. Auch dort, wo wir
noch längere Zeit mit geteilten (BNC-) Segmenten aus-
kommen müssen, wird über Verbesserungen im Inter-
esse der Nutzer nachgedacht. Gute Ergebnisse gibt es
in der Chemie (Hessische Str. 2) und in der Biologie.
Hier wurden in zentralen Verteilern Ethernet-Switches
mit Medienkonvertern anstelle der alten Router und
Repeater eingebaut. Dadurch konnten die geteilten
Segmente erheblich verkleinert werden. Für lokale Ser-
ver sind Fast-Ethernet-Anschlüsse vorhanden. Gleich-
zeitig wurden die vielen kleinen IP-Subnetze aufgelöst.
Dadurch können Router mit wenigen schnellen Ports
(≥100 Mbit/s) anstelle der vielen 10 Mbit/s Ports ver-
wendet werden.
An dieser Stelle soll auch einmal gesagt werden, dass
es weder möglich noch nötig ist, jeden Arbeitsplatz mit
einem Fast-Ethernet-Anschluss auszurüsten. Den ge-
ringen Kosten von etwa 50 DM für eine PC-Netzwerk-
karte stehen Kosten von zurzeit mehr als 100 DM pro
Fast-Ethernet-Switchport gegenüber. Noch höher sind
die Kosten für die strukturierte Verkabelung und die
notwendigen Backbonekapazitäten.
Dagegen erlaubt bereits ein geswitchter Ethernetport
Datenraten von 10 MBit/s. Selbst für die meisten Echt-
zeitanwendungen sind bereits 2 Mbit/s ausreichend,
wenn diese Kapazität ungeteilt zur Verfügung steht.
Einwahl und Internet
Die vor zwei Jahren installierten 144 Einwahlkanäle
waren schon am Anfang des Wintersemesters 1998
zeitweise besetzt. Dank einer Vereinbarung mit der
Telekom konnten die Einwahlmöglichkeiten schritt-
weise erweitert werden. Allerdings waren zu Beginn
des Wintersemesters 1999 auch 256 Kanäle schon wie-
der zu wenig. Leider hat es eine Weile gedauert, bis die
Telekom zusätzliche Verbindungen geschaltet hat.
Aktuell stehen nun 376 Kanäle zur Verfügung.
Parallel dazu wächst der Internetverkehr in gleichem
Maße weiter. In den letzten zwei Jahren hat es an der
Struktur des vom DFN-Verein betriebenen WiN keine
großen Veränderungen gegeben. Der Engpass war mei-
stens die Bandbreite zu anderen Internet Providern, vor
allem in den USA. Daher wurde die Leitungskapazität
in die USA 1999 zweimal erweitert, im Januar von
90 Mbit/s auf 155 Mbit/s und im November auf
600 Mbit/s.
Für dieses Jahr steht der Übergang zum Gigabit-WiN
an. Der erfreulichen Kapazitätserweiterung auf vor-
aussichtlich 155 Mbit/s stehen nicht unerhebliche
Kosten für die neue Technik gegenüber. Innerhalb
Berlins ist eine Bandbreite von 622 Mbit/s geplant. Im
Gigabit-WiN wird Packet-over-Sonet (SDH) Techno-
logie verwendet. Gleichzeitig wird eine volumenab-
hängige Tarifierung eingeführt, so dass bei wachsen-
dem Verkehr auch die laufenden Kosten steigen
werden.
Leider gilt auch, dass die Erweiterung des WiN in erster
Linie das WiN und die USA-Verbindungen betrifft und
nicht automatisch alle Engpässe im Internet beseitigt.
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Abb. 2: G-Backbone
Abb. 3: WiN-Statistik
