Abstract-Uncertain delayed genetic regulatory networks are investigated from an adaptive filtering approach based on an adaptive synchronization setting. For an unknown regulatory network with time delay and uncertain noise disturbance, several adaptive laws are derived to ensure the stochastic stability of the error states between the unknown network and the estimated model. The novelty lies in the fact that the designed adaptive laws are independent of the unknown system states and parameters, requiring only the output and structure of the underlying network. A representative simulation example is given to verify the effectiveness of the theoretical results.
of each gene is expressed by two states, ON or OFF, which are determined by a Boolean function. In the differential equation model, the concentrations of gene products, such as mRNA and proteins, are used as the state variables or their equivalents for modeling.
In this paper, a particular genetic network model is considered, where each transcription factor acts additively to regulate a gene, in such a way that the regulation function sums over all the inputs, therefore is called the SUM logic [5] , [21] , [22] . In [4] [5] [6] , [9] , the regulation function with the SUM logic in a GRN model has been studied in some detail. This paper further investigates the GRN model with time delay and uncertain disturbance.
It is well known that time delay is ubiquitous in biological, physical, chemical, and electrical dynamical systems. In biological systems, particularly in GRNs, time delays are inevitable due to the slow process of transcription, translation, and translocation processes therein. It has been observed from both numerical and laboratory experiments that time delays can derail the stability of the system thereby causing sustained oscillations, bifurcations, or even chaos [11] , [14] , [15] . More seriously speaking, mathematical models without addressing time delays may actually provide wrong predictions of the mRNA and protein concentrations.
In modeling GRNs, on the other hand, molecular noise has been shown to play an important role in biological functions since noise is unavoidable in reactions of transcription, translation, and translocation processes, and also due to external fluctuations. There exist some studies on GRNs with random disturbances in the literature [7] , [8] , where the states of the system are fully known. However, it has been pointed out that in practice, some concentrations of products, such as mRNA, protein, and network parameters may not be fully known, hence estimation becomes impossible based on the previous results.
Moreover, in a real GRN it is still not completely understood today as how the genes are expressed in the right time and right place, with the right amount, throughout the development of the organism. Studying living organisms is a fairly complex process, which requires significant work on observing, collecting, and analyzing data. Sometimes, it is even impossible for biologists to get all the information due to various technical difficulties. Thus, the study of system biology comes in place, where it attempts to estimate the missing information from the available data. This gives rise to the following filtering problem: given a delayed genetic regulatory network with unknown parameters and random disturbance, how to estimate the unknown products and parameters by using the observed data from the network?
Clearly, a combination of time delay, noise disturbance, and unknown parameters and system states makes the study of uncertain GRN models very difficult.
In this paper, the adaptive filtering technique is employed to estimate the unknown parametric information such as the mRNA degradation rate, transcription rate, protein, and so on, from the available mRNA data. More precisely, the adaptive filtering problem for unknown delayed GRNs with disturbance attenuation is investigated, based on a system synchronization setting. The adaptive filtering of unknown dynamical systems without random disturbance has already been studied in [12] , [13] , [16] [17] [18] [19] [20] , [30] . The synchronization of nonlinear systems with random disturbance, on the other hand, has also been investigated, in [15] , [24] , [25] , where the noise was assumed to exist only in the response system and it vanishes on the synchronization manifold. In this paper, a more realistic situation where noise exists in the master system is considered; that is, an uncertain GRN model is considered, where noise does not vanish on the synchronization manifold. Furthermore, note that in the aforementioned references, i.e., [12] , [13] , [15] [16] [17] [18] [19] [20] , [24] , [25] , [31] , all the states of the networks are supposed to be known, 0018-9286/$25.00 © 2009 IEEE which certainly is rare in real biological systems. In contrast, in this paper, some states and system parameters are allowed to be unknown in the concerned delayed GRN model with random disturbances.
The rest of this paper is organized as follows: First, in Section II, model formulation and preliminaries of the GRN model are briefly outlined, and a delayed GRN model with unknown parameter and random disturbance is described. Then, an adaptive filter is designed to estimate the unknown states and parameters of the model in Section III. To that end, in Section IV, a numerical example is shown to demonstrate the effectiveness of the proposed adaptive filtering approach. Finally, conclusions are drawn in Section V.
II. MODEL FORMULATION AND PRELIMINARIES

A. Original GRN Model
Consider the delayed GRN model [4] [5] [6] dm i (t) dt = 0 aimi(t) + Gi (p1(t 0 ); p2(t 0 ); . . . ; pn(t 0 )) ; dp i (t) dt
where m i (t), p i (t) 2 R are concentrations of mRNA and protein of the ith node at time t, a i > 0 and c i > 0 are the degradation rates of the mRNA and protein, respectively, di is the translation rate, is a time delay, and the function G i represents the feedback regulation of the protein on the transcription of the ith node, which is generally a nonlinear monotonically increasing function [3] [4] [5] [6] [7] [8] [9] [10] , for all i = 1; 2; 111; n.
The gene activities are being controlled in a cell, and the gene regulation function G i plays a key role in determining the dynamical behavior of the network. Generally, Gi can be very complex. In [5] , [6] , it is assumed that each transcription factor acts additively to regulate the ith gene, and the regulatory function is in the form of Gi = n j=1
Gij(pj(t)), which is also called the SUM logic [21] , [22] . Moreover, each G ij is assumed to be a monotonic function in the so-called Hill form [8] , namely, if the transcription factor j is an activator of gene i, then
if transcription factor j is a repressor of gene i, then
where H j are called the Hill coefficients, j are positive constants, and ij are the dimensionless transcriptional rate of the transcription factor j to i.
Thus, system (1) can be rewritten as
wijfj (pj (t 0 )) + Li; dp i (t) dt 
where m(t)
T , L = (L1; L2; . . . ; Ln)
T , A = diagfa 1 ; a 2 ; . . . ; a n g, C = diagfc 1 ; c 2 ; . . . ; c n g, D = diagfd1; d2; . . . ; dng, and W = (wij )n2n.
B. The Uncertain GRN Model
In this paper, an uncertain GRN model with random disturbance is considered (6) where y is the output, x(t) = [m T (t); p
T (t)]
T , C0 = (In0n), with In and 0 n denoting the n-dimension identity and zero matrices, respectively, v(t) and (t) are external noise intensity functions, and !(t) and (t) are two independent one-dimensional Brownian motions satisfying the mathematical expectations Efd!(t)g = 0, Efd(t)g = 0, Efd!(t) 2 g = 1 and Efd(t) 2 g = 1.
The initial conditions of (6) are given by xi(t) = i(t) 2 C([0; 0]; R), which is the set of real-valued continuous functions on Sometimes, the concentrations of mRNA can be obtained. However, the regulation process in mRNA, i.e, the degradation rates a i , transcriptional factors wij , repressor factors Li, and concentrations of protein p(t), are likely unknown and not available for direct measuring. Thus, assume that in system (6), A, W , L are uncertain matrices and p(t) is unknown but the output y = m(t) can be observed. The objective then is to estimate the concentrations of protein.
To realize this goal, an adaptive filtering approach is adopted below. In general, a nonlinear filtering is constructed in the following form:
where m(t) T , K(t) = diagfk 1 (t); k 2 (t); . . . ; k n (t)g is the adaptive feedback matrix, W (t) = (w ij (t)) n2n , A(t) = diagfa 1 (t); a 2 (t); . . . ; a n (t)g, and L(t) = [l 1 (t); l 1 (t); . . . ; l n (t)] T are matrix-and vector-valued functions of time t.
Note that systems (6) and (7) can be considered as the master and slave systems in a typical synchronization setting, as discussed in [13] , [14] , [16] . Now, subtracting (6) from (7) yields the following error dynamical system: Note also that in system (4), the function fi : R ! R is monotonically increasing and satisfies the Lipschitz condition jf i (u) 0 f i (v)j h i ju 0 vj 8u; v 2 R (9) with the Lipschitz constants h i > 0 for all i = 1; 2; . . . ; n.
Next, some useful concept and preliminaries are introduced. Definition 1 [8] : The two networks (6) and (7) 
III. ADAPTIVE FILTER DESIGN
In this section, some adaptive laws are designed for estimating the unknown terms of K(t), A(t), W (t), and L(t), so as to achieve the asymptotical stability of the error dynamical system (8) with disturbance attenuation.
First, some simple sufficient conditions are given, as follows.
Theorem 1:
The two networks (6) and (7) 
where q i , r ij , u i , and i are positive constants, c = min 1in fc i g, and is a positive constant satisfying < c. 
where k, 1 , and 2 are positive constants to be determined.
From the Itô formula [23] , one obtains the following stochastic differential:
The weak infinitesimal operator L of the stochastic process is given by 
According to the Lipschitz condition (9) e T m (t 0)e m (t 0) (19) where h = max 1in fh i g, and " are positive constants.
Substituting (18) and (19) into (17) 
where a = min 1in fa i g, c = min 1in fc i g, and max (M ) denotes the maximal eigenvalue of the symmetric matrix M . For > 0, set
Then, from (15), (16), (22) It is then easy to verfity that the condition i) in Definition 1 is satisfied. Next, it is to find the disturbance attenuation , so that condition ii) in Definition 1 is also satisfied.
By ( From (14) and (22), it follows that J(t) < 0. Consequently In other words, the adaptive filter (7) has been successfully designed.
Remark 2: In [15] , [24] , [25] , the synchronization problem of nonlinear systems with stochastic disturbance was investigated. However, the noise intensity function therein is (e(t); e(t 0 )) in the response system, where e is the error state, which can vanish on the synchronization manifold e(t) = 0. It is not realistic to assume that noise exists in the response rather than in the master system. In this paper, a more general and more practical case is considered, thereby it is assumed that noise exists in the master system, i.e., in the GRN (6) , and it may not vanish on the synchronization manifold.
Remark 3: In [27] , [28] , robust Kalman filter is used for discrete linear time-varying uncertain systems with noise and possibly missing measurements, while in this paper the uncertain system parameters are assumed fully unknown and the GRN is nonlinear. Hence, the approach under consideration here is more general.
IV. A SIMULATION EXAMPLE
In this section, a representative numerical example is given to demonstrate the effectiveness of the proposed synchronization-based adaptive filtering technique.
The dynamics of the repressilator has been theoretically predicted and experimentally verified on Escherichia coli [3] . Three repressorprotein concentrations pi, and their mRNA concentrations mi (where i is lacl, tetR or cl) were used as continuous dynamical variables. The repressilator is a cyclic negative-feedback loop composing of three genes and their corresponding promoters. The kinetics of the system are determined by six coupled first-order differential equations, as follows:
where i = lacl; tetR; cl; j = cl; lacl; tetR, and n is a Hill coefficient. Taking into account the transcriptional time delay and stochastic disturbance, the following unknown GRN model is considered [4] , [5] , [27] : Assume w 13 = 01:5 and l 1 = 1:5 are unknown, and the adaptive filter (7) and (10)- (13) is designed. The error states e m and e p in (8) , and the adaptive laws w 13 and l 1 in (11) and (12), respectively, are shown in Fig. 1 , where r 13 = u 1 = 10.
From Fig. 1 , it is clear that the adaptive filter (7) and (10)- (13) works very effectively. It can also be seen that parameters w 13 = 01:5 and l 1 = 1:5 could be approximately estimated by w 13 and l 1 , as expected.
Remark 4:
Somewhat related, in [13] , [16] system parameter identification is carried out using time-series data, where a linear independence condition is derived.
V. CONCLUSION
In this paper, an adaptive filtering approach has been developed, based on the adaptive synchronization setting, for estimating unknown delayed genetic regulatory networks with noise disturbance. Several adaptive laws have been derived to ensure the stochastic stability of the synchronous errors between the unknown delayed genetic regulatory network and its estimated model with noise disturbance. The designed adaptive laws are independent of the unknown system states and parameters, and only the system output and structure are assumed. In addition to assuming the system parameters to be unknown, noise is allowed to exist in the genetic regulatory network, which may not vanish on the synchronization manifold. The success of the proposed adaptive filtering technique shows that it is a powerful and promising approach therefore should be further explored for more applications in the future.
I. INTRODUCTION
Consider the linear switched system is said to be of class KL if (1; t) is of class K for each fixed t 0 and (s; t) decreases to 0 as t ! 1 for
