So called subspace methods for direct identification of linear models in state space form have drawn considerable interest recently. The algorithms consist of series of quite complex projections, and it is not so easy to intuitively understand how they work. They have also defied, so far, complete asymptotic analysis of their stochastic properties. This contribution describes an interpretation of how they work. It specifically deals how consistent estimates of the dynamics can be achieved, even though correct predictors are not used. We stress how the basic idea is to focus on the estimation of the state-variable candidates -the k-step ahead output predictors.
Introduction
A linear system can always be represented in state space form as
x(t + 1) = Ax(t) + Bu(t) + ~( t ) y ( t ) = Cz(t) + Du(t) + v ( t )
(1)
We shall generally let n denote the dimension of x and let p be the number of outputs. To estimate such a model, the matrices can be parameterized either from physical grounds or as black boxes in canonical forms. Then these parameters can be estimated using prediction error/maximum likelihood (ML) techniques. See, e.g. [5] .
However, there are also other possibilities: So called subspace methods, [9] , [lo] , [2] , [12] , [13] form an interesting alternative to the ML approach. The idea behind these methods can be explained as first estimating the state vector z(t), and then finding the state space matrices by a linear least squares procedure. These methods are most often described in a geometric framework, which gives nice projection interpretations.
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We shall in this contribution describe the subspace approach in a conventional least squares estimation framework. This give some complementary insight, which could be useful for development of alternative algorithms and for the asymptotic analysis.
The Basic Idea
Let us for a moment assume that not only are U and y measured, but also the sequence of state vectors x. This would, by the way, fix the state-space realization coordinate basis. Now, with known u,y and x, the model (1) becomes a linear regression: the unknown parameters, all of the matrix entries in all the matrices, mix with measured signals in linear combinations. To see this clearly, let Then, (1) can be rewritten as
Y ( t ) = @@(t) + E(t) (2)
From this all the matrix elements in 0 can be estimated by the simple least squares method. The covariance matrix for E(t) can also be estimated easily as the sample sum of the squared model residuals. That will give the covariance matrices for w and v , as well as the cross covariance matrix. These matrices will, among other things, allow us to compute the Kalman filter for (1). Note that all of the above holds without changes for multivariable systems, i.e., when the output and input signals are vectors.
The problem is where to get the state vector sequence 2: from. For that we turn to basic realization theory, as developed by [3], [l] and [7] . (See Appendix 4.A in [5] for an account). The basic results are as follows (see Lemmas 4A.1 and 4A.2 in [5] and their proofs):
Let a system be given by the impulse response repre-
where U is the input and e the innovations. Let the k-step ahead predictors be defined by
Notice, and this is important, that the input between time t -k and t are ignored: no attempt to predict its values from past data is made. Define
Then the following is true:
The system (3) admits an n-th order state space description if and only if the rank of P,(t) is 5 n for all T .
If rank Pn+1 = n then n is the order of a minimal realization.
The state vector of any such minimal reaiization can be chosen asA linear combinations of Y, that form a basis for Y,, r 2 n, i.e., z(t) = LFn(t) (6) such that z(t) spans also Pn+, ( 
t).
Remark: "Rank", "basis" and "span" refer to the matrix obtained by the sequence of vectors YN = [Pn(l),Pnn(2),...,Yn(N)1
Note that the common canonical state space representations correspond to L matrices that just pick out certain rows of Pn. In general, we are not confined to such choices, but may pick L so that z(t) becomes a well conditioned basis. 4. Estimate A, B , C, D and the noise covariance matrices using (2)
What we have described now is the subspace projection approach to estimating the matrices of the state-space model (l) , including the basis for the representation and the noise covariance matrices. There are a number of variants of this approach. See among several references, e.g.
[IO], [2] The approach gives very useful algorithms for model estimation, and is particularly well suited for multivariable systems. The algorithms also allow numerically very reliable implementations. They contain a number of choices and options, like how to choose l , s and T , and also how to carry out step number 3. There are also several "tricks" to do step 4 so as to achieve consistent estimates even for finite values of s. Accordingly, several variants of this method exist. In the following sections we shall give more algorithmic details around this approach.
Efficient calculation of %(t)
Let us now consider in somewhat more detail the subspace algorithm (12 
and stack r equations like (7) on top of each other: In fact, these quantities can be efficiently calculated by projections using the pata vectors, without explicitly forming the matrices 0 and r. 4 Choice of order and basis
We now have the (pr-dimensional) vector %(t) for t = 1 , . . . , N . If the system is of order n, this vector sequence has rank n, and we should select a basis for it by forming linear combinations
so that x becomes well conditioned. To find the rank 
y N = USVT
(20)
We could then perform an SVD on YN:
For added flexibility and options, the SVD could be carried out on a weighted version of YN:
(Here W1 is a pr x p r matrix, while W, is N x N . ) In the sequel, we will not use these weighting matrices, though. We would now examine the singular values in S and put those below a certain threshold to zero. Denote the number of singular values above the threshold by n. Let SI be the upper n x n part of S. The corresponding n columns of U will be denoted by U1 (thus a pr x n matrix), and the corresponding columns of V are K so that
There are now several candidates for matrices L in (18). The most common choice seems to be (23) 5 Relationships for the true predictors Suppose the true system can be described as (3), with its k-step ahead predictor given by (4). An immediate consequence is that
B ( t + k J t ) = $ ( t + k l t -l)+h,(k)u(t)+he(k)e(t) (24)
Suppose now that the true system can be written as a difference equation
where the polynomials in the shift operator are all of degree at most n: Let is now confine the discussion to the single output case. (It can be exactly transferred to the multi-output case, at the expense of somewhat more complex expression.)
Now, look at &,(t) made up of the true predictors.
Equation (27) means that any row k > n can be written as aiinear combination of the rows above it. The rank of Yr(t) is thus at most n, and a possible basis is formed by the n first rows. Let us first choose an L that picks these rows:
For component k of this state vector we thus have
+h,(n)u(t) + he(n)e(t)
using (24) and (27). In matrix notation we have Suppose now that we pick another L in (28). Let us first note that, since the first n rows form a basis, we can always write for some pr x n matrix F . Choosing an arbitrary matrix L to choose the basis gives
This shows that the new state vector will be a linear map of (as), so carrying out the update equations for P will give us the same system, in a coordinate basis that corresponds to the similarity transformation ( L F ) . 6 
Consistency as the model order tends t o infinity
To investigate consistency -somewhat heuristicallywe shall assume that the number of data N , is so large that all estimates are effectively equal to their limiting values. In this section we shall also assume that the model order s used in (7) is so large that the influence on y(t + k ) from input-output data older than t -s is negligible. Alternatively, we may assume that the true system can be described by an ARX-model of order s.
We shall also assume that the future input horizon 1 in (7) is chosen so that l 2 T, so that all effects of inputs for t + 1 5 i 5 k on y(t + k ) for k up to r are properly accounted for. All this means that (7) is a model structure that is capable of describing the k-step ahead predictors correctly. The estimates (10) will thus be the correct predictors.
For large N and large s, the vector Pr(t) will consequently have all the properties (24) -(29). The algorithm will therefore give the correct system description under these conditions. Note that this is true for all choices of L that determine a basis for pr(t).
This approach can be seen as a variant of the two-stage methods described in Section 10.4 of [5]: First use a high order ARX-model to pick up the correct system dynamics (including noise dynamics), then reduce the model order by forcing the higher order model to fit a lower order one. In the Mayne-Firoozan method, [6] the innovations are used explicitly for this. In the subspace method, the predictions are used in a related way.
Estimating only A and C
We can make the discussion in the previous section more focussed on the essential matters by concentrating on estimating A and C. Once these matrices are fixed, estimating B and D in (1) is a linear regression problem, even for unknown z. (See (53), below.)
We then lump the dependencies of future inputs into a term 9 and set up a regression like
If we use the k-step ahead predictors $(t + kit) for the states x as in (28), we then find -exactly as abovethat A and C will be consistently estimated if only the following three relationships hold
(33)
for some Pi and a sequence c(t) that is uncorrelated with @e+l(t) and cps(t). These relationships clearly hold for the true k-step ahead predictors as verified by (24),(27) and (6) .
Modifications to achieve consistency even for finite model orders
The subspace methods can go one step further, and achieve consistent estimates of the A , B , C , and Dmatrices, even without letting the model order s tend to infinity. This is technically more involved. The basic idea is to establish that the key relations (31) and (32) will hold also for the approximate predictors jj,,e(t+klt) and &e(t + klt) (defined by (10) and (ll) ), if only we play carefully with the "subscript orders" s and C.
We start by establishing two lemmas for these quantities, which show properties analogous to Levinson type recursions.
Lemma 1 Suppose that the true system can be described by (25) if T > n , since the order of CO is at most n. This concludes the proof.
Corollary:
Suppose that the true system is given by
AO(Q)Y(t) = B o ( q ) W + 4 t ) (40)
and that the parameters of the predictors are estimated from (7) using an instrumental variable method with instruments [(t+l) that are uncorrelated with v(t+r).
Then the result of the lemma still holds.
Notice that the Lemma holds for any s, which could be smaller than n. Moreover, by definition we find that J w 2 ( t + 1) = Y S , t + l (tit -1) (45) so the first result of the lemma has been proved.
Lemma 2 Let
Let
It is clear that $1 and 4 3 span the same space, so that for some matrix R (built up using L2) we can write dl(t + 1) = R43@ + 1) 
using the least squares method. 
Verification of consistency of Algorithm SUBSP
We assume throughout this section that the system operates in open loop so that the noise terms and the input are uncorrelated. This is in fact a necessary condition for consistency.
First note that for some matrices VI, V2 we have in (52) will be the same (although p will of course be different).
Conclusions
To verify that SUBSP gives consistent estimates, let us consider the scalar output case and first assume that L is chosen so that the first n rows of Y are chosen as the states. Then we can word by word repeat the arguments in Sections 5 and 7 to find that the estimated A and C matrices are the correct ones and obtained in the observability canonical form. The ones and the zeros are obtained exactly also for finite N in view of Lemma 2, and the parameters of the last row will converge to the true ones in view of Lemma 1.
Once A and C are consistently estimated, the model (53) is a linear regression, with regressors entirely made up from the input sequence. The regressors are thus uncorrelated with any noise (we assume open loop operation) and hence also B and D will be estimated consistently.
Suppose now that a general matrix L is chosen. If the true system is of order n, then is spanned by the n first rows. If the states are formed from Y , the the arguments applied to (29) holds without changes. If the states are formed from P as in (50), then we will have that We have in this contribution explicitly showed how the subspace identification algorithms are primarily based on estimates of the k-step ahead output predictors. We have also pointed to the main technical relationships (Lemmas 1 and 2) that are responsible for the consistency of the method, also in the case where too simple Ic-step ahead predictors are used. While the results as such are known from the previous literature, this analysis gives additional insights and might also help in developing an asymptotic second order analysis of these methods' statistical properties.
