Ahstract-The high penetration of solar PV generations brings about significant challenges for decision-makers of power system operation due to high volatility and uncertainty it involves. In recent years, it has been demonstrated by many researchers that the probabilistic interval forecast could significantly facilitate some decision-making cases, such as storage optimization, market bidding, reserves setting, as it can provide the uncertainty information associated with the point estimations. This paper proposes a nonparametric conditional interval forecast method for PV power generation which can capture the interdependence among the real power output and their point forecasts within all forecasting horizons of interests.
I. INTRODUCTION
The world has seen a great growth of solar PV generation in recent years. By the end of 2014, the global cumulative solar PV power capacity has hit about 178GW [1], in Germany, the power generated from PV has covered approximately 6.8% of net electricity consumption. The large scale integration of PVs yet induces difficulties in management and operation of power systems due to its high variability and limited predictability, which highlights the need of accurate forecasts for PV power generations.
In the past, extensive research work has been concentrated on deterministic forecasts with regard to PV generation. However, the uncertainty information can ' t be reflected while it is fairly valuable and preferable in some applications, such as optimal operation of storage [2] , reserve setting [3] , energy bidding [4] and generation scheduling [5, 6] . As a result, the probabilistic interval forecasts have been widely reported afterwards to cope with the complex decision-making problems, especially in the domain of wind power. Usually, these forecasts are generated in the form of quantiles [7, 8] , probabilistic density functions (PDFs) [9] and intervals [10] [11] [12] to qualify the estimation uncertainty. However, most common practices only issue a marginal distribution individually, while ignoring the correlations between the considered variables. Conditional forecast is an effective way to account for the interdependence of the underlying variables, and it is motivated by the fact that some variables (e.g. meteorological, geographical and temporal) can have strong influence on the estimated generation output distribution, and the aggregate behavior owing to these variables should be taken into consideration.
Lately, copula has emerged as a useful tool to model the dependence among multivariate with various marginal distribution functions. The conditional PDF of wind power is estimated by modeling the relationship between wind power and wind speed using copula in [8, 13] . N. Zhang [5] uses copula to model the correlations of forecasting errors among different wind farms to generate the joint distribution of wind power. In [14] , the PV production errors under different weather conditions are considered and coupled into the final joint PDF, the results show the great improvements as compared with the traditional parametric way. Nevertheless, such forecasts are only conditional at a given look-ahead horizon, while don ' t inform about the interdependent relationships among real power output and the corresponding forecasts obtained at different times. In practice, some decision problems, e.g. unit commitment, are characterized by inner temporal constraints, the temporal dependence over underlying time horizon is thus highly required to be taken into account. Some literatures [15] [16] [17] [18] have incorporated the time-dependent characteristics into stochasticity modeling. However, in these work the generation uncertainty or error distribution are treated as normal distribution with a specific standard deviation around a given mean [19] , which may not be reasonable in practice. To have a more natural and practical representation of the marginal distribution and to account for the dependence at all lead times, this paper proposes a kernel density estimation (KDE) and copula based method to derive the PV generation power PIs. KDE provides a nonparametric way to model the marginal distribution of each variable, the rank correlation matrix is then estimated to fit the appropriate copula functions on the basis of obtained marginals, the conditional PDFs and PIs are finally derived. This paper is organized as follows, Section II presents the brief concepts of copula and KDE, the general algorithm of conditional forecast construction is also described here. Section III demonstrates the effectiveness of the proposed model using a real dataset, furthermore the impact of the smoothness of marginals is investigated. Conclusions are drawn is Section IV.
II. FORECASTING UNCERTAINTIES MODELING USING COPULA

A. Temporal Error Dependence
The PV power time series are characterized by random and fluctuate nature, which poses high difficulty to predicting tasks and results in inevitable errors. However, some patterns can still be discovered. From a 2-year sample of the day-ahead forecasts in a PV plant, it can be found that the forecasting error varies with the look-ahead times and shows strong periodicity during a day, as exhibited in Fig.I . Apparently, at noon time the predictability of PV power output is relatively poor, while at the beginning and end of the horizon, the error is close to zero, which is identical to the PV output power pattern. This phenomenon can be further demonstrated by the stochastic dependence between the real PV production and the associated forecasts. As seen in Fig.2 , both graphs show that the point forecast can ' t always give an unbiased estimation. In (a) the dots nearly centralized as a line around low PV output, indicating that the correlation is strong and the forecasting accuracy is high when low power is produced by the PV plant. As PV output power increases, like in the middle of the day, the points will scatter far away from the diagonal, implying the correlation decreases and the forecasting error raises, as shown in Fig.2 (b). In this sense, the forecasting error can be well reflected by the correlations between observations and forecasts, moreover, the time-dependent impact of such errors on the overall uncertainties of diagnosis should be taken into account when formulating the prediction intervals (PIs) for PV power output. Copula theory [20] is an effective way to model the underlying temporal dependence as it can capture the complete nonlinear dependence structure of multivariate instead of linear correlation that only evaluates the co-variations up to the second order. For simplicity, it can be defined as a joint distribution function through coupling multiple one dimensional marginal distributions that are uniform on the interval [0,1]. From Sklar ' s theorem [21] , the joint distribution by copula C of m random variables Xj ••• Xm can be expressed by
where, FmO is the marginal cumulative distribution function (CDF) of n/' random variable; FiC.) is the joint CDF of the m variables; CO is the copula function. In this paper, the PV output power measurements and their day-ahead forecasts within each look-ahead time interval are regarded as dependent variables.
B. Nonparametric Estimation of Marginal Distribution
In order to establish the stochastic dependence between each look-ahead time, the modeling of the marginal distribution of each variable is quite essential in this stage. Instead of pre assuming the shape of marginals with parametric distribution families (e.g. Gaussian, Beta) in the past literatures, kernel density estimation (KDE) [22] approach is adopted in this paper as it can fit the original time series well in a more effective and reasonable way. The PDF estimation for a random series X can be given by
where N is the number of samples, K is a kernel function, a Kernel should be chosen beforehand to place around each sample Xi. h is the bandwidth parameter, which is a crucial parameter that controls the smoothness of the estimates.
C. Conditional PIs Construcion
For ith look-ahead time, suppose the real power output and the forecasts are Wi and Pi, respectively. Their joint PDF can be written as [5] , (3) where F Wi and F Pi are the marginal CDFs for Wi and Pi, fWi and f p i are the marginal PDFs for Wi and Pi, respectively. c is the copula density function. Hence, the conditional PDF of real power output estimated at Pi = Pi at ith lead time can be given by (4) For K look-ahead horizons, which turns a multivariate issue, based on Eq. (3), the joint PDF can be written as
where C J is the copula density function with respect to all variables considered. This equation not only model the relationships between the real output power and forecasts but also consider the correlations among all look-ahead times.
Likewise, the marginal conditional PDF given that Pi = Pi within ith look-ahead time interval can be expressed
where C p refers to the copula density function with regard to all point forecasts at all look-ahead horizons, and C W i, p denotes copula involving the dependence between the real power output at ith lead time and all forecasts within all lead times,
The PIs formulated in this study are represented by a lot of quantiles, Based on the obtained conditional PDF, the conditional CDF for each look-ahead time can be calculated, then the estimated quantile with level am can be derived as,
where F-1 is inverse transform of the conditional CDF at
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proportion �n ' M is the number of quantiles considered, Given two forecasted quantiles with nominal proportions lim and (Xm ' the PIs with nominal coverage rate (1-r) at ith lead time can be written as
am -�m = l -y
III. REAL CASE STUDY
The PV power generation and its day-ahead point estimations in Belgium from 1 st January 2014 to 31 th October 2015 are used for real case study in this paper, the data source is from http://www.elia.be/en/grid-datalpower generationiSolar-power-generation-dataiGraph. The monitored solar PV capacity in Belgium is 2952,78 [MWp], the measurements are recorded with 15-min resolution, as well as the day-ahead point forecasts. In order to have a consistent forecasting duration, daytime data from 7:30am to 7:15pm is considered, meaning that there are totally 48 samples in each day for measurements and forecasts, respectively. Hence, the length of day-ahead time horizon is 48 (12 hours), The data in Oct 2015 are utilized for the performance evaluation and the rest data serve for statistical analysis,
A, Procedure Description
The detailed procedure of constructing the conditional PIs are presented as follows.
Step 1) Model the unconditional marginal distribution (PDF and CDF) of measured PV power output W i and its forecasts Pi at each lead time interval i, (i=1,2,,,.48) by KDE using Eq, (2).
In this stage, the major issue is to determine the value of bandwidth h, which reflects the level of smooth of the fitted density function, In the past, extensive research has been focused on the optimal bandwidth selection, however, it is difficult to identify a unique definition of the optimal bandwidth as it depends on different optimality objectives, Generally, these techniques can be divided into two categories, the error-criterion based methods and visual assessment [23] . The formers aim to minimize the errors between the estimate and target density from the mathematical perspective, such as mean integrated absolute error (MIAE) and mean integrated squared error (MISE), while the latter is based upon the shape comparison for a variety of bandwidth values by visual analysis. As the final objective in this paper is the reliability and interval score of the derived PIs, the error based methods may not be applicable, Further, the error based methods only measure the vertical distance, instead, the visual assessment can take both horizontal and vertical distance into account hence visual assessment is concluded as the most effective bandwidth selection method in KDE [23] . Moreover, undersmooth and oversmooth of the estimated PDF should be strictly avoided in this process, In view of above, a preliminary feasible range of h can be approximated by utilization of visual assessment, that is, to choose a family of bandwidth values that yield the estimates most closely corresponding to the actual target histograms visually, Fig.3 depicts the effect of different bandwidth selection when modeling the PDF of real PV output power within 14 th look-ahead time intervaL It is evident that when the value of bandwidth h < 0.006, e,g, 0,003 (a), the fitted density is rather spiky (undersmooth) everywhere, as h gets larger, the estimates become smoother accordingly, but when h > 0,015, e,g, 0,02 (c), some locations with sharp bins are not be fitted well which leads to oversmooth, Consequently, through the visual assessment over a series of bandwidth values, the reasonable range of h is preliminarily determined from 0,006 to 0.015, since out of this range, huge discrepancy is most likely to happen between the estimate density and actual histogram in this case. It should be noted here, a global bandwidth value h is considered due to the time-consuming deficiency of visual assessment for every variable.
With this approximate range, the optimal kernel bandwidth size can be identified in a trial-error way (experimentally) afterwards based on the reliability and interval score, the specific description will be presented in the next section, Step 2) Use the obtained marginal CDF in step 1) to fit the copula in Eq.(5). The best copula function can be identified by calculating the rank correlation coefficient between all variables and comparing the fitness indices among several typical forms of copula [5] . However, due to limitations of space, the Gaussian form is used as copula basis function in this paper due to its capability of fast calculations for multivariate. Besides, it should be noted that c p and c w"p in Eq.(6) don ' t need to be calculated individually, since they can be directly extracted from the stochastic dependence of C J
•
Step 3) Calculate the conditional marginal PDF for each look-ahead horizon using Eq. (6) The PIs over the underlying forecasting horizon is generated by calculating a set of quantiles with different nominal proportions, ranging from 5% to 95% with 5% increment, two quantiles are paired to form a probabilistic interval, as described in (8) . For instance, the interval with 90% confidence level is composed of 95% and 5% quantiles, respectively. As illustrated in Fig.5 , the PIs is much broader in the middle of the considered horizon when the output power is large, indicating more uncertainties around this period. On the contrary, the uncertainty decreases towards both ends, meaning high reliability of point forecasts can be ensured in these duration. This phenomenon is in accordance with temporal error distribution pattern of PV output power reported in section II. If sharper PIs are expected when high PV output power is generated, more accurate point estimates should be provided, yet it beyond the scope of this work, since this study only deals with the existing deterministic estimates and actuals in a statistical way while not investigating the point predictor adopted behind. In addition, developing specific copula models for different seasons and weather conditions may also contribute to further curtailment of uncertainties. Instead of directly evaluating the quality of obtained quantiles [13] traditionally, this paper assesses the performance of intervals formed by these quantiles in terms of reliability and interval score [24] . 1) Reliability The reliability measures the difference between the PICP (the probability of the true values lie in the PIs) and PINC (the nominal confidence level 100(1-r)%), which is usually evaluated by the value of average coverage error (ACE)
where, c t (Y) is an indicator variable, if target falls into the PI, c t (Y) = 1 ; otherwise, c t (Y) = O. N t is the number of targets. Apparently, ACE should be diminished towards zero to maintain high reliability.
As stated in last section, a possible range of bandwidth h has been obtained by visual assessment, then the optimal bandwidth is determined from this range based upon reliability since it is always regarded as the primary requirement in the evaluation framework of probabilistic forecasts. Fig.6 illustrates the reliability behavior of derived intervals with different confidence level 100(1-r)% in terms of various h. When 0.01<h<0.015, the PIs with nominal proportions of 10%, 20%, 50%, 60% and 70% is highly reliable while for the rest coverage rates, it performs less well, but the maximum error can be still maintained below 3%. The overall reliability for each h can be computed by averaging the summation of ACE associated with different confidence level over the number of total confidence levels considered, which takes 9 in this paper, ranging from 10% to 90% with 10% increment. Fig. 7 illustrates overall ACE with respect to different h. When h = 0.011, the value of overall ACE reaches the lowest with the value around 1.7%, meaning that the overall reliability is highest at this bandwidth. 2) Interval Score This score implies the overall skill of the PIs, including both reliability and sharpness. 
where w t is the real PV power output at time t, (lim and £ifm is the corresponding estimate upper and lower bound with respect to (1-y) nominal coverage rate. Evidently, the score awards the narrow PI and penalizes it if the target is not enclosed. The higher the score is the better quality the PIs possess. The score diagram is shown in Fig. 8 , other than reliability, the best PIs come with the lowest value of h, however, given the difference of scores aroused by these bandwidths is relatively minor and the reliability metric should be prioritized, we still take the bandwidth size as 0.011 to ensure the high reliability of the proposed model. 
IV. CONCLUSION AND FUTURE SCOPE
A nonparametric conditional PIs construction approach for solar PV forecast is proposed in this paper. The time-dependent characteristics are well captured by modeling the stochastic dependence structure among PV generation measurements and forecasts using copula. Moreover, the unconditional marginals are estimated by kernel smooth density, the results are more practical and reasonable as compared with parametric techniques. In the end, a uniform value of smoothing parameter is varied to examine the performance of conditional PIs in the light of reliability and interval score, which demonstrates the validity of the proposed model. Improvements can be expected in the future by enhancing the quality of PIs through optimizing nonuniform bandwidth parameters while considering the inherent characteristics of different marginals.
