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We use the smooth entropy approach to treat the problems of binary quantum hypothesis testing
and the transmission of classical information through a quantum channel. We provide lower and
upper bounds on the optimal type II error of quantum hypothesis testing in terms of the smooth
max-relative entropy of the two states representing the two hypotheses. Using then a relative
entropy version of the Quantum Asymptotic Equipartition Property (QAEP), we can recover the
strong converse rate of the i.i.d. hypothesis testing problem in the asymptotics. On the other hand,
combining Stein’s lemma with our bounds, we obtain a stronger (ε-independent) version of the
relative entropy-QAEP. Similarly, we provide bounds on the one-shot ε-error classical capacity of a
quantum channel in terms of a smooth max-relative entropy variant of its Holevo capacity. Using
these bounds and the ε-independent version of the relative entropy-QAEP, we can recover both the
Holevo-Schumacher-Westmoreland theorem about the optimal direct rate of a memoryless quantum
channel with product state encoding, as well as its strong converse counterpart.
2I. INTRODUCTION
Transmission of information through noisy channels is an essential requirement in various information-
processing tasks. A channel can be characterized by its capacity, which quantifies the maximum amount
of information which can be transmitted reliably per use of the channel. If the sender (Alice) encodes
information at a rate less than the capacity, then the receiver (Bob) can recover the information with
a probability of error which vanishes asymptotically in the number of uses of the channel. For rates
above the capacity, the asymptotic probability of error is bounded away from zero. Another quantity of
interest characterizing a channel is its strong converse capacity, which is the rate threshold above which
information transmission fails with certainty, in the sense that the asymptotic probability of error is
equal to one. Wolfowitz [49] proved that, for a memoryless classical channel, i.e., a classical channel for
which there are no correlations in the noise acting on successive inputs, the strong converse capacity is
equal to the capacity. This is referred to as the strong converse property (see e.g. [16]). The capacity
of the channel hence provides a sharp threshold on its information-carrying power.
The classical capacity of memoryless quantum channels (with weak converse) was shown to be equal
to the regularized Holevo capacity in [22, 39]. If codewords are restricted to product state inputs
then regularization is not necessary, and the capacity is equal to the single-shot Holevo capacity of the
channel. Moreover, in this case the strong converse property holds, as was proved independently by
Ogawa and Nagaoka [34], and by Winter [48]. It is known that the classical capacity with general inputs
can be strictly larger than the product-state capacity [17], and it is an open question whether the strong
converse property still holds in this case. The only known result in this direction was obtained recently
by Ko¨nig and Wehner [24], who proved the strong converse property for the unconstrained classical
capacity of a class of quantum channels for which the Holevo capacity is additive. These include all
unital qubit channels, the d-dimensional depolarizing channel and the Werner-Holevo channel.
It is well known that the problems of sending classical information through a quantum channel and
binary state discrimination (hypothesis testing) are closely related to each other; in particular, the
direct part of the channel coding theorem [22, 39] can be obtained from the direct part of Stein’s lemma
[18, 36]. Moreover, the direct part of the quantum analogue of fixed-length source compression is an
immediate consequence of the direct part of Stein’s lemma. The optimal asymptotic direct and strong
converse rates coincide for binary state discrimination in the i.i.d. case, and are equal to the relative
entropy of the two states [20, 35].
Coding theorems are typically obtained in two steps:
1. Establishing a trade-off relation between the rate and the error for finite n (where n denotes the
number of channel uses, or the number of copies of the states in the above examples). These
trade-off relations are given in terms of some entropic quantities.
2. Evaluating the asymptotics of these entropic quantities in the n→∞ limit to obtain the limiting
optimal rate.
One standard way to do this is to use Re´nyi relative entropies or related quantities for the trade-
off relations, and obtain the asymptotics by using additivity properties of these quantities (see, e.g.,
[1, 19, 24, 31, 33–35]), or by expressing the asymptotic rate as a regularized entropic quantity. Another
approach, which has gained a lot of popularity recently, is to use smooth entropies and related quantities.
Smooth entropies for quantum information theory were introduced in [38], and their theory further
developed in [11, 12, 42–44]. Smooth entropies interpolate between the operational and the entropic sides
of the coding problems, and hence provide a different insight into these poblems compared to the Re´nyi
entropy approach. Due to this interpolation property, the finite-size trade-off relations are typically
more straightforward to obtain, and the asymptotic results follow by the application of robust, problem-
independent techniques, like the so-called Quantum Asymptotic Equipartition Property (QAEP) [42,
44]. This not only enables a unified treatment of many coding problems, but the techniques developed
on the way provide a new set of tools to attack such problems; see, for instance the recent result about
the strong converse of the quantum capacity of degradable channels [27].
In this paper, we show how the smooth entropy approach can be used to obtain the direct and the
strong converse capacities for classical information transmission through memoryless quantum channels
with product encoding. The structure of the paper is as follows. In Section II, we give the necessary
technical background on smooth relative entropies. In Section III, we derive two-sided bounds on the
optimal type II error of quantum hypothesis testing in terms of the smoothed max-relative entropy of
the two states representing the two hypotheses (Theorem 11). Using a suitable version of the QAEP
3(Corollary 9), we can derive the strong converse rate for the asymptotic hypothesis testing problem with
i.i.d. hypotheses (Theorem 13). On the other hand, when combined with a recent result on finite-size
corrections in Stein’s lemma [2], the bounds of Theorem 11 yield a strengthening (an ε-independent
version) of Corollary 9 (Theorem 14). (A similar result appeared recently in [45], after the submission
of the first version of this paper.) In Section IV, we consider a slightly more general channel model
than usual quantum channels, and give two-sided bounds on the ε-error capacity for one single use of
such a channel. These bounds are given in terms of a generalization of the Holevo capacity, where the
correlations are measured by the smooth max-relative entropy instead of the usual relative entropy.
Using Theorem 14, we show in Section V that these bounds are asymptotically tight in the sense that
one can recover from them the asymptotic direct and strong converse capacities of a memoryless channel.
In particular, we get the direct and strong converse capacities of a quantum channel with product-state
encoding. We conclude in Section VI by comparing our results to related results in the literature.
II. PRELIMINARIES
For a Hilbert space H, let B(H) denote the algebra of linear operators acting on H, let B(H)+ denote
the set of positive semi-definite operators on H, and let D(H) ⊂ B(H)+ denote the set of density
matrices (or states), i.e., positive semi-definite operators of unit trace. Unless otherwise stated, we
assume all Hilbert spaces to be finite-dimensional.
For self-adjoint operators A,B ∈ B(H), let {A ≥ B} denote the spectral projection of A − B cor-
responding to the interval [0,+∞); the spectral projections {A > B}, {A ≤ B} and {A < B} are
defined in a similar way. For a self-adjoint operator A ∈ B(H), we use the notations A+ = A{A > 0}
and A− = A{A < 0} for its positive and negative parts, respectively. Note that for any self-adjoint
A,X ∈ B(H) such that 0 ≤ X ≤ I, we have
TrXA = TrXA+ − TrXA− ≤ TrXA+ ≤ TrA+. (1)
The trace distance between two operators A and B is given by
‖A−B‖1 := Tr |A−B| = Tr ((A−B)+ + (A−B)−) .
For ρ, σ ∈ B(H)+, their fidelity is
F (ρ, σ) := Tr
√√
ρσ
√
ρ = max
ψρ,ψσ
|〈ψρ, ψσ〉|,
where the last expression is due to Uhlmann’s theorem [46], and the maximum is taken over all purifi-
cations ψρ, ψσ of ρ and σ, respectively. It is easy to see that
dop(ρ, σ) := min
ψρ,ψσ
1
2
‖|ψρ〉〈ψρ| − |ψσ〉〈ψσ |‖1 =
√
(Tr ρ+Tr σ)
2
/4− F (ρ, σ)2,
and that dop is a metric on B(H)+. The same arguments as in [14, 46] (see also [32]) yield that
dop(ρ, σ)
2
Tr ρ+Tr σ
≤ 1
2
(Tr ρ+Tr σ)−
√
(Tr ρ+Trσ)
2
/4− dop(ρ, σ)2 ≤ 1
2
‖ρ− σ‖1 ≤ dop(ρ, σ)
(where the first expression should be replaced by 0 if ρ = σ = 0). For density operators ρ, σ ∈ D(H),
the above expressions simplify to
dop(ρ, σ) =
√
1− F 2(ρ, σ), and 1
2
dop(ρ, σ)
2 ≤ 1− F (ρ, σ) ≤ 1
2
‖ρ− σ‖1 ≤ dop(ρ, σ). (2)
The distance ds(ρ, σ) :=
√
1− F 2(ρ, σ) on density operators was introduced in [15] under the name
sine distance, and our definition provides a natural extension of it to the set of positive semidefinite
operators. The sine distance was extended to a metric on subnormalized states in a different way under
the name purified distance in [43]. To distinguish it from the purified distance while reflecting the
fact that it is the minimal distance of purifications, we will use the terminology distance of optimal
purifications.
4For ρ, σ ∈ B(H)+ and α ∈ (1,+∞), the Re´nyi α-relative entropy of ρ with respect to σ is
Dα (ρ‖σ) :=
{
1
α−1 logTr ρ
ασ1−α, supp ρ ⊆ suppσ,
+∞, otherwise.
Here and henceforth logarithms are taken to base 2. It is easily seen that α 7→ Dα (ρ‖σ) is monotone
increasing for fixed ρ and σ, and if ρ is a density operator then limαց1Dα (ρ‖σ) = D (ρ‖σ), where
D (ρ‖σ) is the relative entropy, defined as
D (ρ‖σ) :=
{
Tr ρ(log ρ− log σ), supp ρ ⊆ suppσ,
+∞, otherwise. (3)
The von Neumann entropy of a state ρ is given by S(ρ) = −Tr(ρ log ρ).
Lemma 1 Given a state ρAB ∈ D(HAB), let ρA(B) = TrB(A) ρAB. Then for any operator σA ∈
B(HA)+,
min
ωB∈D(HB)
D(ρAB‖σA ⊗ ωB) = D(ρAB‖σA ⊗ ρB). (4)
Proof. Note that the left-hand side of (4) is equal to +∞ if and only if the right-hand side is
equal to +∞. When both sides are finite, the assertion follows immediately from D (ρAB‖σA ⊗ ωB)−
D (ρAB‖σA ⊗ ρB) = D (ρB‖ωB) ≥ 0 (see Lemma 6 in [7] for more details).
The notion of the (smoothed) min-entropy was introduced in [38], which in our terminology would
correspond to the conditional version of the (smoothed) max-relative entropy. The relative entropy
version of the min-entropy has been introduced in [12] under the name of (smoothed) max-relative
entropy, which is defined as follows. Note also that various symmetrised versions of the max-relative
entropy have been known in operator theory as the Hilbert projective metric [21] and the Thompson
distance [41].
Definition 2 The max-relative entropy of two positive semi-definite operators ρ and σ is defined as
Dmax(ρ‖σ) := inf{γ : ρ ≤ 2γσ}.
For any 0 ≤ ε ≤ 1, the ε-smooth max-relative entropy of a state ρ and a positive semi-definite operator
σ is defined as
Dεmax(ρ‖σ) := min
ρ¯∈Bε(ρ)
Dmax(ρ¯‖σ),
where
Bε(ρ) := {ρ¯ ≥ 0,Tr ρ¯ = 1; dop(ρ¯, ρ) ≤ ε} (5)
is the ε-ball around ρ with respect to dop.
Remark 3 There are various, slightly different, ways to define the smoothing in the literature. One
common choice is to use the purified distance dp [43] instead of dop, and allow subnormalized states
in the sense of replacing Bε(ρ) in (5) with B˜ε(ρ) = {ρ¯ ≥ 0,Tr ρ¯ ≤ 1; dp(ρ¯, ρ) ≤ ε}. We give some
comments on our choice and its relation to that of [43] in Section VI.
Note that for ε = 0 we have D0max (ρ‖σ) = Dmax (ρ‖σ), the function ε 7→ Dεmax (ρ‖σ) is monotone
decreasing, and Dεmax (ρ‖σ) = 0 if and only if ε ≥ dop(ρ, σ). A quantitative bound on the effect of
smoothing is given by the following:
Lemma 4 Let ρ ∈ D(H) and σ ∈ B(H)+ be such that ρσ 6= 0, let λ > 0, and let ∆+(λ) :=
(
ρ− λσ)
+
be the positive part of the operator (ρ− λσ). Then
Dε(λ)max(ρ‖σ) ≤ log
λ√
1− ε(λ)2 , where ε(λ) :=
√
Tr∆+(λ) (2− Tr∆+(λ)). (6)
5The function λ 7→ Tr∆+(λ) is convex on the whole real line. If, moreover, supp ρ ≤ suppσ then the
function λ 7→ Tr∆+(λ) is strictly decreasing and continuous on
[
0, 2Dmax(ρ‖σ)
]
with range [0, 1], and
the function
λ 7→ ε(λ) =
√
Tr∆+(λ) (2− Tr∆+(λ))
is strictly decreasing and continuous on
[
0, 2Dmax(ρ‖σ)
]
with range [0, 1].
Proof. By definition, ρ ≤ λσ +∆+(λ). Using Lemma C.5 in [5] (see also Lemma 5 in [11]), we obtain
the existence of a state ρ˜ such that ρ˜ ≤ (1−Tr∆+(λ))−1λσ and F (ρ, ρ˜) ≥ 1−Tr∆+(λ). By the former,
we have Dmax (ρ˜‖σ) ≤ logλ(1−Tr∆+(λ))−1, and by the latter,
√
1− F 2(ρ, ρ˜) ≤ ε(λ). Thus, ρ˜ ∈ Bε(λ),
and hence D
ε(λ)
max (ρ‖σ) ≤ Dmax (ρ˜‖σ), from which (6) follows.
Let λ0, λ1 > 0 and let λp := (1− p)λ0 + pλ1 for every p ∈ [0, 1]. Then
Tr [∆+(pλ0 + (1− p)λ1)] = Tr [{ρ− λpσ > 0}(ρ− λpσ)]
= Tr
[{ρ− λpσ > 0}[(1 − p)(ρ− λ0σ) + p(ρ− λ1σ)]]
= (1− p)Tr [{ρ− λpσ > 0}(ρ− λ0σ) + pTr{ρ− λpσ > 0}(ρ− λ1σ)]
≤ (1− p)Tr (∆+(λ0)) + pTr (∆+(λ1)) ,
where the last inequality follows from (1). This proves the assertion on the convexity.
Assume now that supp ρ ≤ suppσ. Note that Tr∆+(λ) = 0 if and only if λ ≥ 2Dmax(ρ‖σ). If
supp ρ ≤ suppσ then Dmax(ρ‖σ) < +∞, and, since Tr∆+(λ) > 0 when λ < 2Dmax(ρ‖σ), convexity
yields that λ 7→ Tr∆+(λ) is strictly decreasing on (−∞, 2Dmax(ρ‖σ)]. In particular, it is strictly de-
creasing on
[
0, 2Dmax(ρ‖σ)
]
, with range [0, 1], and convexity implies that it is also continuous. Since
x 7→
√
x(2− x) is strictly increasing and continuous on [0, 1] with range [0, 1], the statement follows.
Remark 5 Note that Tr∆+(λ) = 1 for λ = 0, and the convexity of λ 7→ Tr∆+(λ) yields that λ 7→
Tr∆+(λ)−1
λ =
−
√
1−ε(λ)2
λ is monotone increasing, and hence so is the upper bound in (6).
Remark 6 A bound similar to our inequality (6) appeared in Lemma 6.1 of [44]. The difference between
the two is the extra factor
√
1− ε(λ)2 in our bound, which is due to our different choice of smoothing.
Let ρx, σx ∈ B(H)+ for every x ∈ X , where X is a finite set, let {px}x∈X be a probability distribution
on X and let {|x〉〈x|}x∈X be a set of orthonormal rank-1 projections on some Hilbert space K. It follows
immediately from Definition 2 that
Dmax
(∑
x∈X
pxρx
∥∥∥∑
x∈X
pxσx
)
≤ max
x: px>0
Dmax (ρx‖σx)
= Dmax
(∑
x∈X
px|x〉〈x| ⊗ ρx
∥∥∥∑
x∈X
px|x〉〈x| ⊗ σx
)
. (7)
The first inequality says that the max-relative entropy is jointly quasi-convex in its arguments (see also
Lemma 9 in [12]). This in turn implies joint quasi-convexity of the ε-smooth max-relative entropy:
Lemma 7 For any 0 ≤ ε ≤ 1,
Dεmax
(∑
i
γiρi
∥∥∥∑
i
γiσi
)
≤ max
i
Dεmax(ρi‖σi), (8)
where for each i, γi > 0, ρi, σi are states, and
∑
i γi = 1.
Proof. For every i, let νi ∈ Bε(ρi) such that
Dεmax(ρi‖σi) = Dmax(νi‖σi). (9)
6Due to the joint concavity of the fidelity [32], we have
F
(∑
i
γiνi,
∑
i
γiσi
)
≥
∑
i
γiF (νi, σi) ≥
∑
i
γi
√
1− ε2 =
√
1− ε2,
i.e.,
∑
i γiνi ∈ Bε(
∑
i γiσi). Thus,
Dεmax
(∑
i
γiρi
∥∥∥∑
i
γiσi
)
≤ Dmax
(∑
i
γiνi
∥∥∥∑
i
γiσi
)
≤ max
i
Dmax(νi‖σi) = max
i
Dεmax(ρi‖σi),
where in the second inequality we used the quasi-convexity of the max-relative entropy.
Lemma 8 and Lemma 10 given below relate the smoothed max-relative entropy to the quantum
relative entropy and the α-relative entropies, respectively:
Lemma 8 Let ρAB ∈ D(HAB) be a bipartite state and let σA ∈ D(HA) be such that supp ρA ⊆ suppσA.
Then
lim
ε→0
lim sup
n→∞
1
n
min
ωn∈D(H⊗nB )
Dεmax(ρ
⊗n
AB‖σ⊗nA ⊗ ωn) = D(ρAB‖σA ⊗ ρB).
Proof. The assertion follows immediately from Proposition II.1 in [5] by choosingMn = σ⊗nA ⊗D(H⊗nB )
for every n ∈ N, and by taking into account Lemma 1. Note that in [5], it was assumed thatM1 contains
a state with full rank, but it is obviously enough to assume that M1 contains a state with support
larger than or equal to that of ρAB.
By choosing system B to be one-dimensional in the above lemma, we obtain the following:
Corollary 9 For states ρ and σ such that supp ρ ⊆ supp σ,
lim
ε→0
lim sup
n→∞
1
n
Dεmax(ρ
⊗n‖σ⊗n) = D(ρ‖σ). (10)
A related result was obtained in Theorem 2 in [12], where it was shown that the left-hand side of (10)
is equal to the sup spectral divergence rate. A conditional entropy version of the above Theorem was
proved in [42], under the name of fully quantum asymptotic equipartition property; see also [44].
Lemma 10 Let ρ ∈ D(H), σ ∈ B(H)+, ε ∈ (0, 1) and α ∈ (1, 2]. Then
Dεmax(ρ‖σ) ≤ Dα(ρ‖σ) +
1
α− 1 log
2
ε2
− log
√
1− ε2 (11)
Proof. The proof is exactly analogous to that of Theorem 7 in [42]. Let λ > 0 be such that
√
1− ε2 =
1− Tr(ρ− λσ)+ (cf. Lemma 4). Following the proof of Theorem 7 in [42], we obtain
1−
√
1− ε2 = Tr(ρ− λσ)+ ≤ λ1−α Tr ρασ1−α,
and using Lemma 4 we get
Dεmax(ρ‖σ) ≤ log
λ√
1− ε2 ≤ Dα (ρ‖σ) +
1
α− 1 log
(
1−
√
1− ε2
)−1
− log
√
1− ε2.
Using that
(
1−√1− ε2)−1 ≤ 2/ε2, we finally get (11).
7III. QUANTUM HYPOTHESIS TESTING
Consider the quantum hypothesis testing problem with the null hypothesis H0 : ρ versus the alterna-
tive hypothesis H1 : σ, where ρ and σ are density operators on some finite-dimensional Hilbert space
H. We can decide which hypothesis is true based on the POVM {Π, I − Π}, where 0 ≤ Π ≤ I. For a
test Π, the error probability of the first kind (or type I error) and the second kind (or type II error) are
defined as
α(Π) := Tr[(I −Π)ρ], (12)
β(Π) := Tr[Πσ], (13)
respectively, where α(Π) is the probability of accepting σ when ρ is true while β(Π) is the probability
of accepting ρ when σ is true. Obviously, there is a trade-off between the two error probabilities, and
there are various ways to jointly optimize them. In the asymmetric setting of Stein’s lemma [8, 20, 35],
the error probability of the second kind is optimized under the constraint that the error probability of
the first kind stays below a threshold ε ∈ (0, 1); the optimal error of the second kind is then given by
βε(ρ‖σ) := min{β(Π) : α(Π) ≤ ε},
where the minimization is over all POVMs {Π, I −Π}. In general, there is no closed formula known for
βε(ρ‖σ) or for the optimal POVM attaining it. However, we can give the following bounds in terms of
the smoothed max-relative entropy of ρ and σ:
Theorem 11 Assume that supp ρ ⊆ suppσ. For any 0 < ε′ < ε < 1,
Dg(ε)max(ρ‖σ) ≤ − logβ1−ε(ρ‖σ) ≤ Dε
′
max(ρ‖σ) + log
1
ε− ε′ ,
where g(ε) :=
√
ε(2− ε).
Proof. (Upper bound) Let ε ∈ (0, 1) be fixed. The assertion will follow if we can show that for any
0 ≤ Π ≤ I such that
log β(Π) < −Dε′max(ρ‖σ)− log
1
ε− ε′ (14)
we have
α(Π) > 1− ε.
Thus, let Π be such that (14) holds. By the definition of Dε
′
max(ρ‖σ), there exists a state ρ¯ ∈ Bε′(ρ)
for which
ρ¯ ≤ 2Dε
′
max(ρ‖σ)σ, (15)
and therefore
TrΠρ¯ ≤ 2Dε
′
max(ρ‖σ) Tr(Πσ)
= 2D
ε′
max(ρ‖σ)β(Π)
< 2D
ε′
max(ρ‖σ)2−D
ε′
max(ρ‖σ)+log(ε−ε′)
= ε− ε′. (16)
The first inequality follows from (15), and the second inequality follows from (14). Hence,
1− α(Π) = Tr(Πρ) = Tr(Πρ¯) + Tr(Π(ρ− ρ¯)) < ε− ε′ + ‖ρ− ρ¯‖1/2 ≤ ε,
where the first inequality follows from (16) and the second inequality holds because ρ¯ ∈ Bε′(ρ).
(Lower bound) By Lemma 4, there exists a λ > 0 such that Tr(ρ − λσ)+ = ε. For this λ, let
Π := {ρ ≥ λσ}. Then
TrΠρ ≥ TrΠ(ρ− λσ) = Tr(ρ− λσ)+ = ε,
8or equivalently, α(Π) ≤ 1− ε, and hence
− log β1−ε(ρ‖σ) ≥ − log β(Π).
On the other hand, ε = Tr(ρ− λσ)+ = TrΠ(ρ− λσ) ≤ 1− λTrΠσ yields
β(Π) = TrΠσ ≤ 1− ε
λ
,
and hence,
− log β(Π) ≥ logλ− log(1− ε) ≥ Dg(ε)max(ρ‖σ) + log
√
1− g(ε)2 − log(1− ε) = Dg(ε)max(ρ‖σ),
where we have used Lemma 4.
The above bounds, combined with Corollary 9, can be used to derive the strong converse theorem for
hypothesis testing:
Definition 12 The asymptotic strong converse rate Rsc of the quantum hypothesis testing problem for
the null hypothesis H0 : ρ versus the alternative hypothesis H1 : σ is defined to be the smallest number
R such that if
lim sup
n→∞
1
n
logTrΠnσ
⊗n ≤ −R
for some sequence of tests {Πn}n∈N then
lim
n→∞
Tr(In −Πn)ρ⊗n = 1.
Theorem 13 ([35]) The asymptotic strong converse rate Rsc of the quantum hypothesis testing problem
for the null hypothesis H0 : ρ versus the alternative hypothesis H1 : σ is given by
Rsc = D (ρ‖σ) , (17)
where D (ρ‖σ) is the quantum relative entropy (3).
Proof. It is easy to see that
Rsc = lim
ε→0
lim sup
n→∞
1
n
log β1−ε
(
ρ⊗n‖σ⊗n) .
The assertion then follows from Theorem 11 and Corollary 9.
In Theorem 11 we have derived bounds on the optimal type II error in terms of the smoothed max-
relative entropy, and used Corollary 9 to obtain the strong converse rate for Stein’s lemma. Proceeding
the other way around, we can use the bounds of Theorem 11 together with a recent result from [2],
to obtain a significantly stronger version of Corollary 9. Indeed, the bounds in Theorem 11 can be
rewritten as
− log β1−ε′(ρ‖σ)− log 1
ε′ − ε ≤ D
ε
max(ρ‖σ) ≤ − logβ√1−ε2(ρ‖σ) (18)
for every 0 < ε < ε′ < 1. Theorem 3.3 in [2] says that for every ε ∈ (0, 1) and n ∈ N,
D (ρ‖σ)− f1(ε)√
n
≤ − 1
n
log β1−ε
(
ρ⊗n‖σ⊗n) ≤ D (ρ‖σ) + f2(ε)√
n
,
where f1(ε), f2(ε) > 0 are defined as f1(ε) := 4
√
2 log(1 − ε)−1 log η, f2(ε) := 4
√
2 log ε−1 log η and
η := 1 + Tr ρ3/2σ−1/2 +Tr ρ1/2σ1/2. Comparing it with (18), we obtain the following:
9Theorem 14 For every ρ, σ ∈ D(H) such that supp ρ ≤ suppσ, every 0 < ε < ε′ < 1, and every n ∈ N,
we have
1
n
Dεmax
(
ρ⊗n‖σ⊗n) ≤ D (ρ‖σ) + 1√
n
4
√
2(log η) log(1 −
√
1− ε2)−1, (19)
1
n
Dεmax
(
ρ⊗n‖σ⊗n) ≥ D (ρ‖σ)− 1√
n
4
√
2(log η) log(1 − ε′)−1 − 1
n
log
1
ε′ − ε . (20)
In particular,
lim
n→∞
1
n
Dεmax
(
ρ⊗n‖σ⊗n) = D (ρ‖σ) for every ε ∈ (0, 1). (21)
Remark 15 An analogy of the upper bound (19) has been obtained before in [42] for conditional en-
tropies, and it was extended to relative entropies in [44], where the upper bound
1
n
D˜εmax
(
ρ⊗n‖σ⊗n) ≤ D (ρ‖σ) + 1√
n
4(log η)
√
log(1−
√
1− ε2)−1, (22)
was obtained for all n ≥ 85 log(1 −
√
1− ε2)−1. Here, D˜εmax is the smoothed max-relative entropy
according to the smoothing convention of [43]; see Section VI for its definition and its relation to our
Dεmax. The difference between the two definitions yields a correction of order 1/n, which is negligible
compared to the 1/
√
n term. Note that the log(1 −√1− ε2)−1 is under the square root in (22), which
is better than in (19) when ε <
√
3/2 and worse for ε >
√
3/2. On the other hand, (19) holds for every
n ∈ N, while (22) only holds for large enough n, depending on ε.
The exact second order asymptotics of − log βε(ρ⊗n‖σ⊗n), i.e, the limit
lim
n→+∞
√
n
(
− 1
n
log βε(ρ
⊗n‖σ⊗n)−D(ρ‖σ)
)
has been evaluated very recently in [26], and independently in [45]. For large n, this yields sharper
bounds than the ones in Theorem 14. The advantage of the bounds in Theorem 14 is, however, that
they hold for every n ∈ N, and hence they provide easily computable bounds for any finite value of n.
The limit relation (21) has also been obtained in the recent paper [45].
IV. ONE-SHOT CAPACITY FOR TRANSMISSION OF CLASSICAL INFORMATION
A quantum channel is usually defined as a CPTP (completely positive and trace-preserving) linear
map fromD(HA) to D(HB), whereHA andHB are (finite-dimensional) Hilbert spaces. Here we consider
a more general channel model, where by a channel W we mean a map W : X → D(HB), where HB
is a finite-dimensional Hilbert space, and X is an arbitrary set, with no particular assumption on its
cardinality or any mathematical structure. Obviously, usual quantum channels form a special subclass
of this channel model, where the input set X is chosen to be the state space of some finite-dimensional
Hilbert space, and W is assumed to be linear and CPTP. The channel W : X → D(HB) is classical if
its image ran W := {W (x)}x∈X is a commutative subset of B(HB).
Suppose that Alice (the sender) wants to communicate with Bob (the receiver) using the channel
W . To do this, they agree on a finite set of possible messages, labelled by natural numbers from 1 to
M . To send the message labelled by m ∈ {1, . . . ,M}, Alice has to encode her message into an input
signal of the channel, ϕ(m) ∈ X , and send it through the channel W , resulting in the quantum state
W (ϕ(m)) at Bob’s side. Bob then performs a POVM (positive operator-valued measure) Π := {Πi}Mi=1,
and if the outcome corresponding to Πk happens, he concludes that the message with label k was sent.
The probability of this event is Tr (W (ϕ(m))Πk). A triple (M,ϕ,Π), as above is called a code. More
precisely, a code C is a triple C = (M,ϕ,Π), where
• M ∈ N is the number of possible messages;
• ϕ : {1, 2, · · · ,M} → X is Alice’s encoding of possible messages into input signals of the channel;
• Π := {Πm}Mm=1 (with Πm ≥ 0 ∀m = 1, 2, . . .M , and
∑M
m=1Πm = I) is a POVM onHB, performed
by Bob to identify the message (decoding).
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The average error probability pe(C,W ) of a code C = (M,ϕ,Π) is defined as
pe(C,W ) := 1
M
M∑
i=1
[1− Tr (W (ϕ(i))Πi)] . (23)
Definition 16 For a given ε > 0, the one-shot ε-error capacity, C
(1)
ε (W ), of a channel W is defined
as follows:
C(1)ε (W ) := sup{logM : ∃ C := (M,ϕ,Π) s.t. pe(C,W ) ≤ ε}. (24)
Note that it denotes the maximum number of bits that can be transmitted through a single use of the
channel with average error probability of at most ε.
Our aim is to give bounds on the above defined operational capacities in terms of entropic quantities.
To this end, we will need the notions of the α-capacities and ε-max capacities of a channel, which we
define below.
For a set X , let Pf (X ) denote the set of finitely supported probability distributions on X . Note that
if X = D(HA) for some Hilbert space HA then specifying a p ∈ Pf (D(HA)) is equivalent to specifying
an ensemble of states {ρk, pk}rk=1, where ρk ∈ D(HA), pk ≥ 0, k = 1, . . . r, and p1 + . . . + pr = 1. For
every set X , let HX be a Hilbert space with dimHX = |X |, and let {|x〉}x∈X , be an orthonormal basis
in HX . For any divergence measure M, we define the corresponding capacity χ∗M(W ) of a channel
W : X → D(HB) as
χ∗M(W ) := sup
p∈Pf (X )
χM(W, p), (25)
with χM(W, p) := inf
σB∈D(HB)
M (ρXB(p)‖ρX (p)⊗ σB) , (26)
where ρXB(p) :=
∑
x∈X
p(x)|x〉〈x| ⊗W (x), p ∈ Pf (X ), (27)
and ρX (p) := TrB ρXB(p) =
∑
x∈X p(x)|x〉〈x|. Note that χM(W, p) measures the amount of correlation
in the classical-quantum state ρXB(p), with respect to the divergence measure M.
In particular, the α-capacities [9, 24, 29] and the ε-max capacities of a channel are defined by choosing
M = Dα and M = Dεmax in (25), respectively. We use the short-hand notations χα(W, p), χ∗α(W ),
χmax,ε(W, p) and χ
∗
max,ε(W ) for the corresponding quantities. A quantity related to our χmax,ε(W, p)
appeared in [3], under the name smooth max-information. In the case of M = Dα, there is an explicit
expression for the infimum in (26), and for the optimal σB achieving it; see, e.g., [9, 24, 40].
Lemma 10 yields the following inequality between the ε-max capacity and the α-capacities:
Lemma 17 For any channel W , any ε ∈ (0, 1) and any α ∈ (1, 2], we have
χ∗max,ε(W ) ≤ χ∗α(W ) +
1
α− 1 log
2
ε2
− log
√
1− ε2.
In the limit α→ 1, the α-capacities yield the Holevo capacity χ∗(W ) [29, 34]:
lim
α→1
χ∗α(W ) = χ
∗(W ) := χ∗D(W ) = sup
p∈Mf (X )
D (ρXB(p)‖ρX (p)⊗ ρB(p)) , (28)
where D stands for the relative entropy (3).
The ε-max capacity is quasi-convex as a function of the channel, as is stated in the following lemma.
Lemma 18 Let Wi : X → D(HB) be channels for i = 1, . . . , r, and let {γi}ri=1 be a probability distri-
bution. For every ε ∈ [0, 1],
χ∗max,ε
(∑
i
γiWi
)
≤ max
i
χ∗max,ε (Wi) . (29)
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Proof. Let p ∈ Pf (X ), ρiXB :=
∑
x∈X p(x)|x〉〈x|⊗Wi(x) and ρXB :=
∑
i γiρ
i
XB. Note that ρX = ρ
i
X =∑
x p(x)|x〉〈x| for every i. For every i, let σi ∈ D(HB) be such that χmax,ε(Wi, p) = Dεmax(ρiXB‖ρiX⊗σi).
Then
χmax,ε
(∑
i
γiWi, p
)
≤ Dεmax
(
ρXB
∥∥∥ρX ⊗∑
i
γiσi
)
= Dεmax
(∑
i
γiρ
i
XB
∥∥∥ρX ⊗∑
i
γiσi
)
≤ max
i
Dεmax
(
ρiXB‖ρX ⊗ σi
)
= max
i
Dεmax
(
ρiXB‖ρiX ⊗ σi
)
= max
i
χmax,ε (Wi, p) , (30)
where the first inequality is due to the definition (25) and the second is due to Lemma 7. The inequality
(29) follows immediately from (30).
After this preparation, we are ready to give the main result of the paper:
Theorem 19 For any 0 < ε′ < ε < ε′′ < 1, the one-shot ε-error capacity of a channel W satisfies the
following bounds:
χ∗
max,
√
1−(ε′)2(W ) + log
ε′(ε− ε′)2
8ε
≤ C(1)ε (W ) ≤ χ∗max,1−ε′′(W )− log(ε′′ − ε). (31)
Before proving Theorem 19, we give the following corollaries:
Corollary 20 In the setting of Theorem 19, we have
C(1)ε (W ) ≤ χ∗α(W ) +
1
α− 1 log
2
(1 − ε′′)2 − log(ε
′′ − ε). (32)
Proof. Immediate from the second inequality in (31) and Lemma 17.
Corollary 21 Let Wi : X → D(HB) be channels for i = 1, . . . , r, and let {γi}ri=1 be a probability
distribution. For every 0 < ε < ε′′ < 1 and every α ∈ (1, 2],
C(1)ε
(∑
i
γiWi
)
≤ max
i
χ∗α(Wi) +
1
α− 1 log
2
(1− ε′′)2 − log(ε
′′ − ε).
Proof. Immediate from the second inequality in (31) and Lemmas 18 and 17.
To prove the lower bound in (31) we will need the following lemma from [18]:
Lemma 22 Consider any channel W : X 7→ D(HB). For any λ > 0, M ∈ N, p ∈ Pf(X ) and c > 0,
there exists a code C = (M,ϕ,Π) such that
pe(C,W ) ≤ (1 + c)
(
1−
∑
x
px Tr[{W (x) > λW (p)}W (x)]
)
+ (2 + c+ c−1)
M
λ
,
where W (p) :=
∑
x p(x)W (x).
The following Proposition yields the lower bound in (31):
Proposition 23 In the setting of Theorem 19, we have, for any p ∈ Pf (X ),
C(1)ε (W ) ≥ D
√
1−(ε′)2
max (ρXB(p)‖ρX (p)⊗ ρB(p)) + log ε
′(ε− ε′)2
8ε
. (33)
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Proof. Let 0 < ε′ < ε < 1, let p ∈ Pf(X ), and ρXB := ρXB(p) as in (27). To prove the inequality in
(33), it is sufficient to prove that there exists a code C = (M,ϕ,Π) such that
logM ≥ D + log ε
′(ε− ε′)2
8ε
, D := D
√
1−(ε′)2
max (ρXB‖ρX ⊗ ρB), (34)
and pe(C,W ) ≤ ε. Note that if the lower bound in (34) is negative then there is nothing to prove, and
hence for the rest we assume the contrary.
Let λ be such that 1− ε′ = Tr∆+(λ), where ∆+(λ) :=
(
ρXB − λρX ⊗ ρB)+. Then
1− ε′ = Tr∆+(λ) ≤ Tr[{ρXB > λρX ⊗ ρB}ρXB] =
∑
x
px Tr[{W (x) > λW (p)}W (x)]. (35)
Moreover, Lemma 4 yields that
D = Dg(1−ε
′)
max (ρXB‖ρX ⊗ ρB) ≤ logλ− log
√
1− g(1− ε′)2 = logλ− log ε′. (36)
By Lemma 22, for any c > 0 and M ∈ N, there exists a code C of size M such that
pe(C,W ) ≤ (1 + c)
(
1−
∑
x
pxTr[{W (x) > λW (p)}W (x)]
)
+
(1 + c)2
c
M
λ
≤ (1 + c)ε′ + (1 + c)
2
c
M
2−D
ε′
,
where the second inequality follows from the choice of λ. Such a code surely satisfies pe(C,W ) ≤ ε if
the RHS above is upper bounded by ε, or equivalently,
M ≤ c
(1 + c)2
2Dεε′ − c
1 + c
2D(ε′)2.
The RHS of the above inequality is maximal if c = ε−ε
′
ε+ε′ , which yields the bound
M ≤ 2D ε
′(ε− ε′)2
4ε
=:Mε.
Hence,
C(1)ε (W ) ≥ log⌊Mε⌋ ≥ logMε − 1 = D + log
ε′(ε− ε′)2
8ε
.
Proof of Theorem 19: The lower bound in (31) follows immediately (33), by taking the supremum
over p ∈ P(X ).
To prove the upper bound in (31), fix 0 < ε < ε′′ < 1, and define
γ := χ∗max,1−ε′′(W ) = sup
p∈Pf (X )
χmax,1−ε′′(W, p).
We need to prove that if C = (M,ϕ,Π) is a code such that logM > γ − log(ε′′ − ε) then pe(C,W ) > ε.
Thus, let C = (M,ϕ,Π) be a code with logM > γ − log(ε′′ − ε); then, there exists a c > 1 such that
2γ
M
=
ε′′ − ε
c
.
Let xk = ϕ(k), k = 1, . . . ,M be the codewords, and let ρk =W (xk) be the output states of the channel.
Let p ∈ Pf (X ) be the uniform distribution on the codewords, i.e., p(x) = 1/M if x = xk for some
k = 1, . . . ,M , and p(x) = 0 otherwise. For this p, we have
ρXB := ρXB(p) =
1
M
M∑
k=1
|xk〉〈xk| ⊗ ρk.
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Let 0 < δ < log c. By the definition of χmax,1−ε′′(W, p), there exist σ¯B ∈ D(HB) and ρ¯XB ∈ B1−ε′′(ρXB)
such that
Dmax(ρ¯XB‖ρX ⊗ σB) ≤ χmax,1−ε′′(W, p) + δ ≤ γ + δ.
Using the definition of ρ¯XB and (2), we have
1
2
‖ρ¯XB − ρXB‖1 ≤ dop(ρ¯XB, ρXB) ≤ 1− ε′′, (37)
and
ρ¯XB ≤ 2Dmax(ρ¯XB‖ρX⊗σB) (ρX ⊗ σ¯B) ≤ 2γ+δρX ⊗ σ¯B = 2
γ+δ
M
M∑
k=1
|xk〉〈xk| ⊗ σ¯B. (38)
Let Πˆ :=
∑M
k=1 |xk〉〈xk| ⊗Πk, which is a projection on HXB. Then
1− pe(C,W ) = 1
M
M∑
k=1
Tr(ρkΠk) = Tr ρXBΠˆ = Tr(ρXB − ρ¯XB)Πˆ + Tr ρ¯XBΠˆ
≤ 1
2
‖ρ¯XB − ρXB‖1 +
2γ+δ
M
M∑
k=1
TrΠkσ¯B
≤ 1− ε′′ + 2
γ+δ
M
< 1− ε′′ + ε′′ − ε = 1− ε,
where the first inequality follows from (38), the second from (37), and the last one from the initial
assumption on M and the choice of δ. 
V. FROM ONE-SHOT TO ASYMPTOTICS
In the asymptotic scenario, one considers a sequence of channels W := {W (n)}n∈N, where W (n) :
X (n) → D(H(n)B ). A code C(n) = (M (n), ϕ(n),Π(n)) for W (n) and its average error probability
pe(C(n),W (n)) are defined the same way as before, i.e.,M (n) is a natural number, ϕ(n) : {1, . . . ,M (n)} →
Xn is the encoding map, Π(n) := {Π(n)i }Mni=1 is the decoding POVM, with each Π(n)i ∈ B(H⊗nB ), and
pe(C(n),W (n)) = 1
M (n)
M(n)∑
i=1
[
1− TrW (n)(ϕ(n)(i))Π(n)i
]
.
If there exists a sequence of codes {C(n)}∞n=1 for which the average probability of error pe(C(n),W (n))→
0 as n→∞, then R := lim infn 1n log |C(n)| is said to be an achievable rate. The (direct) capacity C(W)
of the sequence of channels W is defined as the supremum of all achievable rates. The corresponding
strong converse capacity C∗(W) is defined as the infimum of R such that for any sequence of codes
{C(n)}∞n=1 with rate lim infn 1n log |C(n)| ≥ R, we have pe(C(n))→ 1 as n→∞. It is obvious that
C(W) ≤ C∗(W). (39)
The channel is said to satisfy the strong converse property if C(W) = C∗(W).
A. Memoryless channels
We say that W is memoryless if for every n ∈ N, X (n) = Xn := ×nk=1X , H(n)B = H⊗nB , and
W (n)(x1, . . . , xn) =W
⊗n(x1, . . . , xn) :=W (x1)⊗ . . .⊗W (xn) (40)
for any sequence (x1, . . . , xn) ∈ Xn, where for simplicity we denote W (1) by W .
14
Remark 24 Note that if W is a usual quantum channel, ie., a CPTP map from D(HA) to D(HB) then
the memoryless extensions W⊗n, defined in (40), are different from the usual tensor product extensions
of W . Indeed, one can easily see that our definition of W⊗n coincides with the nth tensor product
extension of W with the restriction that only product-state codewords are allowed at the input of the
channel. Hence, in this case the above defined direct capacity (strong converse capacity) is the so-called
product-state classical capacity (strong converse classical capacity) of the channel.
Note also that the usual tensor product extension of W is nothing else but the unique factorization of
the n-linear map given in (40) through D(HA)⊗n (note that X = D(HA) in this case).
For a memoryless channel W, we denote the capacity and the strong converse capacity simply as
C(W ) and C∗(W ) respectively, since in this case the sequence of channels, W, is given solely in terms
of W . The capacity of such a channel is given by its Holevo capacity χ∗(W ) [22, 39], and it satisfies the
strong converse property [34, 48], i.e.,
C(W ) = C∗(W ) = χ∗(W ). (41)
Here we show how the above identity can be obtained from our one-shot bounds in Theorem 19.
Let W be a memoryless channel. By (39), it is sufficient to show that
C∗(W ) ≤ χ∗(W ) and C(W ) ≥ χ∗(W ). (42)
Note that the α-capacities are weakly additive, in the sense that [34]
χ∗α(W
⊗n) = nχ∗α(W ), n ∈ N. (43)
Hence, by Corollary 20, we have
C(1)ε (W
⊗n) ≤ nχ∗α(W ) +
1
α− 1 log
2
(1− ε′′)2 − log(ε
′′ − ε).
for every 0 < ε < ε′′ < 1 and α ∈ (1, 2], and n ∈ N. It is easy to verify that
C∗(W ) = lim
ε→1
lim sup
n→∞
1
n
C(1)ε (W
⊗n), (44)
and hence we obtain
C∗(W ) ≤ lim
ε→1
χ∗α(W ) = χ
∗
α(W ).
Finally, taking the limit limαց1 and using (28), we obtain
C∗(W ) ≤ χ∗(W ).
To show the second inequality in (42), we first note that
C(W ) = lim
ε→0
lim inf
n→∞
1
n
C(1)ε (W
⊗n).
Let p ∈ Pf (X ), and for every n ∈ N, let p⊗n ∈ Pf (Xn) be the nth i.i.d. extension of p, given by
p⊗n(x1, . . . , xn) = p(x1) · . . . · p(xn), x1, . . . , xn ∈ X . One can easily see that
ρXnBn(p⊗n) = ρXB(p)⊗n,
and the lower bound in Theorem 19 yields that
C(1)ε (W
⊗n) ≥ D
√
1−(ε′)2
max (ρXB(p)⊗n‖ρX (p)⊗n ⊗ ρB(p)⊗n) + log ε
′(ε− ε′)2
8ε
for every 0 < ε′ < ε < 1. Hence, we have
lim inf
n→∞
1
n
C(1)ε (W
⊗n) ≥ lim inf
n→∞
1
n
D
√
1−(ε′)2
max (ρXB(p)⊗n‖ρX (p)⊗n⊗ρB(p)⊗n) = D(ρXB(p)‖ρX (p)⊗ρB(p)),
where we used (21) for the last identity. Taking the supremum over p ∈ Pf(X ) then yields
C(W ) ≥ χ∗(W ). (45)
Remark 25 Using the standard block coding argument, (45) yields immediately that the classical ca-
pacity of a memoryless quantum channel (without the product-state restriction) is lower bounded by the
regularized Holevo capacity, as in the Holevo-Schumacher-Westmoreland theorem [22, 39].
15
B. Averaged channels
We consider a class of channels which are convex combinations of a finite number of memoryless
channels. For a channel in this class, n successive uses is given by the map W (n) : Xn → D(H⊗nB ),
defined as
W (n) =
K∑
i=1
γiW
⊗n
i , (46)
where {γi}Ki=1 is a probability distribution (we assume that all the γi are strictly positive), and for
each Wi : X → D(HB), W⊗ni is the memoryless extension defined in (40), i.e., W⊗ni (x1, . . . , xn) =
Wi(x1)⊗ . . .⊗Wi(xn), xj ∈ X , j = 1, . . . , n and n ∈ N. This model describes a scenario in which Alice
and Bob know that they are communicating through a memoryless channel, but instead of knowing
the exact identity of this channel (as in the memoryless case), they only know that they are using the
channel Wi with probability γi. Note that if the first input is sent through the channel Wi then all
successive inputs are also sent through the same channel. Hence the channel has long-term memory.
It is an analogue of the classical averaged channel first introduced by Jacobs [23]. Let C(W) and
C∗(W) denote the capacity and strong converse capacity of the sequence of channelsW := {W (n)}n∈N,
respectively.
This long-term memory channel was introduced in [10], where the authors evaluated C(W) as
C(W) = sup
p∈Pf (X )
min
1≤i≤K
χ(Wi, p). (47)
This result was later generalized to more general forms of averaged channels in [4].
Using the fact that the error probability is an affine function of the channel, it can be seen that the
strong converse capacity of an averaged channel W is given by
C∗(W) = max
1≤i≤K
C∗(Wi) = sup
p∈Pf (X )
max
1≤i≤K
χ(Wi, p),
where the second identity follows from the memoryless case. Below we show how the one-shot upper
bound of Theorem 19 yields an upper bound on the one-shot capacity of an averaged channel, which
in turn yields the inequality C∗(W) ≤ max1≤i≤K C∗(Wi). For completeness, we give a proof for the
converse inequality, too.
Applying Corollary 21 to W (n) =
∑K
i=1 γiW
⊗n
i , we obtain
C(1)ε
(∑
i
γiWi
)
≤ n max
1≤i≤K
χ∗α(Wi) +
1
α− 1 log
2
(1 − ε′′)2 − log(ε
′′ − ε)
for any 0 < ε < ε′′ < 1, where we have used the additivity of the α-capacities (43). By the same
argument as in Section VA, we obtain that
C∗(W) = lim
ε→1
lim sup
n→∞
1
n
C(1)ε
(
W (n)
)
≤ lim
α→1
max
1≤i≤K
χ∗α(Wi) = max
1≤i≤K
χ∗(Wi).
To show that C∗(W) ≥ max1≤i≤K χ∗(Wi), it suffices to prove that for any 0 ≤ R < max1≤i≤K χ∗(Wi),
there exists a sequence of codes {Cn}∞n=1 with rate at least R such that
pe(Cn,W (n)) 6→ 1 as n→∞. (48)
Thus, let R be as above, and let j be such that
χ∗(Wj) = max
1≤i≤K
χ∗(Wi).
Then it follows from the HSW theorem ([22, 39]; see also [18]) that there exists a sequence of codes C(n)
such that lim infn→∞ 1n log |Cn| ≥ R and
lim
n→∞
pe(C(n),W⊗nj ) = 0.
16
Hence, if and Alice and Bob use this code to communicate over the long-term memory channel W then
lim sup
n→∞
pe(C(n),W (n)) = lim sup
n→∞
n∑
i=1
γipe(C(n),W⊗ni ) ≤ 1− γj ,
and the statement follows.
VI. DISCUSSION
We have given bounds on the optimal type II error of Stein’s lemma in terms of the smoothed max-
relative entropy of the two states, and on the one-shot capacity of a channel with error threshold in
terms of a quantity analogous to the Holevo capacity, defined again using the smoothed max-relative
entropy. The smoothed max-relative entropy is a central notion in the so-called one-shot information
theory, which has been a very active and quickly evolving research field in the past few years. The aim
of this section is to relate and compare our results to existing results in the field.
First, a few comments about the choice of the distance measure for smoothing. In the original
definition of the smoothed min-entropy [38], smoothing was defined with respect to the variational
distance dv (half the trace distance), which was replaced in much of the recent works with the so-called
purified distance dp [43], defined as
dp(ρ, σ) :=
√
1− [F (ρ, σ) +
√
(1− Tr ρ)(1− Tr σ)]2
for subnormalized states ρ, σ. In fact, for the type of bounds we considered here, it is quite irrelevant
what distance d is used for the smoothing, as long as it is equivalent to the variational distance (in the
sense that there exist strictly monotone functions f, g : [0,+∞) → [0,+∞) such that g(0) = 0 and
f(dv(ρ, σ)) ≤ d(ρ, σ) ≤ g(dv(ρ, σ)) for every subnormalized states ρ and σ). Indeed, while the concrete
form of the smoothing parameter as a function of the error threshold, as well as the form of the additive
constants (e.g., in Theorem 11), may be different for different distance measures, these differences
disappear in the asymptotic limit as long the distances are equivalent. In particular, the variational
distance, the purified distance dp, the extension dop of the sine distance used in this paper, and the
Bures distance dB(ρ, σ) := min{ψρ,ψσ} ‖ψρ − ψσ‖ =
√
Tr ρ+Trσ − F (ρ, σ) [6] are all equivalent on
the set of (subnormalized) states, and hence they result in qualitatively equivalent smoothed entropies.
The distances dop, dp and dB , all derived from the fidelity, also seem equally useful for smoothing dual
conditional entropies in the sense of [43].
There are also differences in the choice of the neighbourhood over which smoothing is performed;
the main difference here is optimizing over subnormalized states in an ε-neighbourhood of the given
state ρ, or restricting the optimization to normalized states. Again, the difference between the resulting
quantities is irrelevant for the asymptotic properties of these quantities. We briefly show this here for
our definition Dεmax(ρ‖σ) of the smoothed max-relative entropy (where optimization is restricted to
normalized states and the distance is dop) and another common choice [43], defined as
D˜εmax(ρ‖σ) := inf{Dmax(ρ¯‖σ) : ρ¯ ≥ 0, Tr ρ¯ ≤ 1; dp(ρ, ρ¯) ≤ ε}
(where optimization is over subnormalized states and the distance is dp). Indeed, let ρ be a state, and
ρˆ ∈ Bε(ρ), where Bε(ρ) is the ε-ball around the state ρ with respect to dop. Then dop(ρ, ρˆ) = dp(ρ, ρˆ)
and hence ρˆ ∈ B˜ε(ρ), which implies D˜εmax(ρ‖σ) ≤ Dmax(ρˆ‖σ), and optimizing over ρˆ ∈ Bε(ρ) yields
D˜εmax(ρ‖σ) ≤ Dεmax(ρ‖σ). On the other hand, if ρ¯ ∈ B˜ε(ρ) then ε ≥ dp(ρ, ρ¯) =
√
1− F (ρ, ρ¯)2, and
hence
√
1− ε2 ≤ F (ρ, ρ¯) ≤ √Tr ρ¯, where the last inequality is due to the monotonicity of the fidelity
under the trace. Let ρˆ := ρ¯/Tr ρ¯. Then F (ρ, ρˆ) = F (ρ, ρ¯)/
√
Tr ρ¯ ≥ F (ρ, ρ¯) ≥ √1− ε2, and hence
dop(ρ, ρˆ) =
√
1− F (ρ, ρˆ)2 ≤ ε, i.e., ρˆ ∈ Bε(ρ). Thus, Dεmax(ρ‖σ) ≤ Dmax(ρˆ‖σ) = Dmax(ρ¯‖σ) −
logTr ρ¯ ≤ Dmax(ρ¯‖σ)− log(1−ε2). Optimizing over ρ¯ ∈ B˜ε(ρ) yields Dεmax(ρ‖σ) ≤ D˜εmax(ρ‖σ)− log(1−
ε2). Hence, we finally have
D˜εmax(ρ‖σ) ≤ Dεmax(ρ‖σ) ≤ D˜εmax(ρ‖σ)− log(1− ε2), ε ∈ (0, 1). (49)
In particular,
lim
εց0
∣∣∣D˜εmax(ρ‖σ)−Dεmax(ρ‖σ)∣∣∣ = 0.
17
Our main reason to restrict the optimization to normalized states is that otherwise the smoothed
max-relative entropy can be negative; in fact, it is easy to see that limεր1 D˜εmax(ρ‖σ) = −∞, while
Dεmax(ρ‖σ) ≥ 0 for any two states ρ and σ. Since the smoothed max-relative entropy is a kind of
a statistical divergence, or generalized relative entropy, we prefer to keep it non-negative on pairs of
normalized states.
In the first version of this paper [13], we used a different type of smoothing, defined as D̂εmax(ρ‖σ) :=
inf{Dmax(ρ¯‖σ) : ρ¯ ≥ 0, Tr ρ¯ ≤ 1; ‖ρ− ρ¯‖1 ≤ ε}, and gave the bounds
D̂4
√
ε
max(ρ‖σ) ≤ − logβ1−ε(ρ‖σ) ≤ D̂ε/2max(ρ‖σ) + log
2
ε
on the optimal type II error. Using similar arguments as above, this yields the bounds
D
√
4
√
ε
max (ρ‖σ) + log(1− 4
√
ε) ≤ − logβ1−ε(ρ‖σ) ≤ Dε/4max(ρ‖σ) + log
2
ε
and
D˜
√
8
√
ε
max (ρ‖σ) ≤ − logβ1−ε(ρ‖σ) ≤ D˜ε/4max(ρ‖σ) + log
2
ε
(50)
in terms of the alternative smoothed max-relative entropies discussed above. Using the quantum Stein’s
lemma, these yield the ε-independent version of Corollary 9 for D̂εmax(ρ‖σ) in the range ε ∈ (0, 1/16),
for Dεmax(ρ‖σ) in the range (0, 1/16) and for D˜εmax(ρ‖σ) in the range (0, 1/64). Similar bounds were
obtained very recently in [45], of the form
D˜
√
ε
max(ρ‖σ)− log ν(σ) + log ε ≤ − logβ1−ε(ρ‖σ) ≤ D˜
√
ε−δ
max (ρ‖σ)− 3 log δ + 3 log 3 + log(1− ε+ δ),
where ν(σ) is the number of different eigenvalues of σ. These bounds are valid for all ε ∈ (0, 1) and
δ ∈ (0, ε), and hence the quantum Stein’s lemma applied to these bounds yields the ε-independent
version of Corollary 9 for D˜εmax(ρ‖σ) in the whole range ε ∈ (0, 1). Using (49), these bounds yield
D
√
ε
max(ρ‖σ)− log ν(σ) + log ε(1− ε) ≤ − logβ1−ε(ρ‖σ) ≤ D
√
ε−δ
max (ρ‖σ)− 3 log δ + 3 log 3 + log(1− ε+ δ)
in terms of the smooth entropies used in this paper. Likewise, our bounds in Theorem 11 yield, with
the help of (49), the bounds
D˜g(ε)max(ρ‖σ) ≤ − logβ1−ε(ρ‖σ) ≤ D˜ε
′
max(ρ‖σ) + log
1
ε− ε′ − log(1− (ε
′)2),
where g(ε) :=
√
ε(2− ε), and 0 < ε′ < ε. Apart from the different smoothing conventions, the difference
between the bounds of [45] and our Theorem 11 stems from the different proof methods; while the bounds
of [45] were derived using an intermediate quantity, the single-shot quantum information spectrum, we
used a more direct approach in proving Theorem 11, which results in somewhat simpler expressions.
In Section IV we derived bounds on the one-shot ε-error capacities of a channel W in terms of
its ε-max capacities, which in the asymptotics gave that the strong converse capacity of W is equal
to its Holevo capacity. We emphasize here again that in the case where W is a quantum channel,
our definition of the (strong converse) capacity gives the (strong converse) capacity for product state
encoding [34, 48]. The error bound of [34] actually gives that the unconstrained strong converse rate for
arbitrary (i.e., not necessarily product) encoding cannot exceed the infimum (over α) of the regularized
α-capacities; in particular, when the α-capacities are additive in the sense that χ∗α(W
⊗n) = nχ∗α(W )
for every n and α close enough to 1, then the unconstrained strong converse rate is equal to the Holevo
capacity. Such additivity results were shown in [24] for a class of quantum channels, including the
qudit depolarizing channels and unital qubit channels, thereby providing the first and so far the only
examples for quantum channels with the strong converse property with unconstrained encoding. The
error bound of [34] automatically yields an upper bound on the one-shot ε-error capacities in terms
of the α-capacities with α > 1 (cf. Corollary 20), as was already pointed out in Theorem V.1 of [29].
A counterpart of these bounds, i.e., lower bounds on the one-shot ε-error capacities in terms of the
α-capacities with α ∈ (0, 1), have been obtained in [28, 29].
It is well-known that channel coding (for classical information) and hypothesis testing are closely
related to each other, and that the direct part of the channel coding theorem (the Holevo-Schumacher-
Westmoreland (HSW) theorem [22, 39]) can be recovered using this relation and the quantum Stein’s
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lemma [18, 36]. Explicit bounds on the one-shot ε-error capacity of a channelW in terms of the optimal
type II error for discriminating states of the form ρXB =
∑
x p(x)|x〉〈x| ⊗ W (x) (cf. (27)) from the
product of its marginals, have been given in [47], which again yields in the asymptotic limit the HSW
theorem, i.e., that the (direct) capacity of W is lower bounded by the Holevo capacity ofW . The upper
bound of [47] has been further improved in [25], using state discrimination with restricted measurements,
and it has been shown in [47] that these bounds yield
Cε(W) := sup
{Cn}
{
lim inf
n→∞
1
n
log |Cn| : lim sup
n→∞
pe(Cn,W (n)) ≤ ε
}
≤ χ
∗(W )
1− ε
for a sequence of i.i.d. channels with product encoding. While this is sufficient to determine the direct
capacity with weak converse (ε→ 0), it is not informative for the strong converse capacity (ε→ 1). In
comparison, our approach yields Cε(W) ≤ χ∗(W ) for every ε ∈ (0, 1), which in particular gives that
the strong converse capacity is upper bounded by the Holevo capacity, as we showed in Section VA.
Bounds on the one-shot ε-error classical capacity of a quantum channel have been given before in [37],
in terms of a mixture of smoothed min- and max-relative entropies. While these bounds are suitable to
obtain the direct capacity of a memoryless channel (with product encoding), they only provide upper
bounds on the asymptotic ε-error capacity for ε up to 1/2, and hence they cannot be used to obtain
the strong converse capacity.
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