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1. Introduction
Two of the most interesting results from the anti-de Sitter/conformal field theory cor-
respondence are implied by string theory S-matrices with external states on either the
boundary [1] or the horizon [2] of AdS5. Although supergraph methods are known to sim-
plify calculations and extend results in “lower-dimensional” supersymmetric theories, they
have not yet been applied to this 10D case. In particular, in the boundary case the empha-
sis has been placed on the string ground states, IIB supergravity, which describe all the
BPS states of the CFT. This suggests that IIB supergravity supergraphs would be a useful
approach to extend results in this area, and facilitate comparison to the corresponding 4D
N=4 Yang-Mills states, also described in superspace. For the latter purpose, it is useful
to not expand in the Kaluza-Klein modes of the sphere, since some of those coordinates
correspond to R-symmetry coordinates of the 4D theory.
We find a further reason for avoiding this expansion is that it introduces unnecessary
complication into the Feynman-Witten graph rules. In particular, we show here that one
of the relevant propagators, that for the chiral scalar superfield strength [3] (dilaton +i
axion at θ = 0), has an almost obvious form before expansion. After expansion, the usual
hypergeometric functions are obtained. (We also give the explicit form of the latter in terms
of elementary functions, which is possible because their integer and half-integer conformal
weights are protected.)
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The outline of the paper is as follows: In the next section we look at the purely
bosonic case, and derive the scalar propagator on AdSn×Sn from flat space by Weyl scale
transformation. This is possible because (1) the space is conformally flat (the Weyl ten-
sor vanishes), and (2) the scalar curvature also vanishes, so we can ignore the fact that
the scalar of interest has no improvement term (and hence isn’t truly conformal in curved
space). We next give the explicit Kaluza-Klein expansion of the propagator. In section 4 we
generalize to supersymmetry (in 10-dimensional superspace) by constructing the appropri-
ate coset space [4], using the coset methods of [5], and defining the action of the covariant
derivatives. In the next section we define the supersymmetrized invariant lengths sx of
AdS5 and sy of S
5 by purely algebraic methods, i.e., without a choice of (super)coordinate
system. Applying these same methods in section 6, we solve the Klein-Gordon equation to
find the propagator in superspace:
∆ =
3!
(sx − sy)4
which has the same form as the above bosonic result. In the following section we solve
the κ-symmetry constraint, which applies no additional conditions (because the chirality
constraint has already been solved), but is a useful consistency check. A simple coordinate
choice is given in section 8. We conclude with proposals for interactions.
2. The propagator in AdSn×Sn
We shall now calculate the propagator of the massless scalar field in AdSn×Sn. Using
Poincare´ coordinates for the Euclidean AdSn, the line element of AdSn×Sn can be written
as
ds =
dx2 + dx20
x20
+ dΩn (2.1a)
=
dx2 + dx20
x20
+ dYˆ 2
=
dx2 + dY 2
x20
(2.1b)
where Yˆ are unit vectors in Rn+1 and Y ≡ x0Yˆ . From eq.(2.1b), it is clear that a Weyl
transformation can give us the flat metric
gµν → x20gµν = ηµν (2.2)
The action of the massless scalar field in AdSn×Sn is
S =
∫
d2nz
√
gφgφ (2.3)
Performing the Weyl transformation (2.2) and the following field scaling
φ→ x−n+10 φ = φ′ (2.4)
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we can bring the action into flat space
S =
∫
d2nzφ′ηφ
′ (2.5)
It is easy to get the flat-space propagator
∆η(1, 2) ≡ 〈φ′(1)φ′(2)〉 = (n− 2)! 1[
1
2(x1 − x2)2 + 12(Y1 − Y2)2
]n−1 (2.6)
which is normalized such that
−1
2
η∆η(1, 2) = (2π)
nδ(1, 2) (2.7)
Weyl scaling back, we get the propagator in AdSn×Sn as
∆g(1, 2) ≡〈φ(1)φ(2)〉 = (n− 2)! x
n−1
01 x
n−1
02[
1
2(x1 − x2)2 + 12(Y1 − Y2)2
]n−1 (2.8a)
=(n− 2)!
[
(x1 − x2)2
2x01x02
+
(x01 − x02)2 + 2x01x02 − 2x01x02Yˆ1 · Yˆ2
2x01x02
]−n+1
=(n− 2)!
[
1 +
(x1 − x2)2 + (x01 − x02)2
2x01x02
− Yˆ1 · Yˆ2
]−n+1
(2.8b)
Defining the (n+ 1) dimensional unit vector
Xˆ =
1
x0
(
1, 12(x
2 + x20), xi
)
(2.9)
and the corresponding metric
η′ =


−1
−1
+1
. . .
+1


(2.10)
then the hyperbolic distance d12 defined on AdSn is given by
sx(1, 2) ≡ −Xˆ1 · Xˆ2 = 1 + (x1 − x2)
2 + (x01 − x02)2
2x01x02
= cosh d12 (2.11)
We also have the spherical distance θ12 on S
n
sy(1, 2) ≡ Yˆ1 · Yˆ2 = cos θ12 (2.12)
thus the massless scalar propagator in AdSn×Sn can be written as
∆2n(sx, sy) =
(n− 2)!
(sx − sy)n−1 (2.13)
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3. Expansion over Kaluza-Klein modes
We shall now derive the expansion of the propagator (2.13) over the KK modes of Sn.
The Laplacians on AdSn and S
n can be respectively given by
AdSn = x
2
0∂
2
0 + x
2
0
n−1∑
i=1
∂2i − (n− 2)x0∂0 (3.1)
and
ˆSn =
1
sinn−1 θ
∂
∂θ
(
sinn−1 θ
∂
∂θ
)
+
1
sin2 θ
ˆSn−1 (3.2)
Noting that ∆2n is a function of only sx and sy, we get that
AdSn∆2n =
[
(s2x − 1)
∂2
∂s2x
+ nsx
∂
∂sx
]
∆2n (3.3)
and
ˆSn∆2n = −
[
(s2y − 1)
∂2
∂s2y
+ nsy
∂
∂sy
]
∆2n (3.4)
Then the KG equation
∆2n =
(
AdSn + ˆSn
)
∆2n (3.5)
can be written as[
(s2x − 1)
∂2
∂s2x
+ nsx
∂
∂sx
− (s2y − 1)
∂2
∂s2y
− nsy ∂
∂sy
]
∆2n = 0 (3.6)
When sx, sy 6= 1, i.e., point 1 and 2 do not coincide, one can check that the propagator (2.13)
indeed satisfies eq.(3.6). Now, under such an assumption, let us solve eq.(3.6) directly.
Eq.(3.6) gives us the following identical differential equations with respect to sy and
sx, respectively [
(1− s2y)
∂2
∂s2y
− nsy ∂
∂sy
+ l(l + n− 1)
]
∆2n = 0 (3.7)
[
(1− s2x)
∂2
∂s2x
− nsx ∂
∂sx
+ l(l + n− 1)
]
∆2n = 0 (3.8)
where l = 0, 1, 2, . . . , and eq.(3.7) is the eigenequation for spherical harmonics. These
equations are known as the Gegenbauer differential equations.
For eq.(3.7), we know that sy ∈ [−1, 1] and its solution is the Gegenbauer polynomial
C
(n−1
2
)
l (sy) =
(
l + n− 2
n− 2
)
F
(
−l, l + n− 1, n
2
,
1− sy
2
)
(3.9)
where F (a, b, c, z) is the hypergeometric function and C
(n−1
2
)
l (sy) is normalized such that
C
(n−1
2
)
0 (sy) = 1.
For eq.(3.8), we know that sx ∈ [1,∞), and the boundary condition
sx → 1, ∆2n →∞; sx →∞, ∆2n → 0 (3.10)
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tells us its solution is the Gegenbauer function of the second kind D
(n−1
2
)
l (sx):
1) If n is odd
D
(n−1
2
)
l (sx) =
2
n
2√
π
Γ
(
n− 1
2
)[
(−)n−12 π
2
C
(n−1
2
)
l (sx)
+2n−4
[
Γ(n2 − 1)
]2
Γ(n− 2) (s
2
x − 1)−
n
2
+1F
(
−l− n+ 2, l + 1,−n
2
+ 2,
1− sx
2
)]
(3.11)
2) If n is even
D
(n−1
2
)
l (sx) =
√
π
2l+
n
2
−1
Γ(l + n− 1)
Γ(l + n+12 )
× (sx − 1)−l−
n
2 (sx + 1)
−n
2
+1F
(
l + 1, l +
n
2
, 2l + n,
(
1− sx
2
)−1)
(3.12)
Using the following formula ([7], p.69)
F
(
l + 1, l +
n
2
, 2l + n, z
)
=
(−)n2−1(2l + n− 1)!
l![(l + n2 − 1)!]2(l + n− 2)!
dl+
n
2
−1
dzl+
n
2
−1
[
(1− z)l+n−2 d
l+n
2
−1
dzl+
n
2
−1
(
1
z
ln
1
1− z
)]
(3.13)
we can write D
(n−1
2
)
l (sx) in terms as
D
(n−1
2
)
l (sx) = R1(sx) +R2(sx) · ln
sx + 1
sx − 1 (3.14)
where R1(sx) and R2(sx) are rational functions of sx.
It is straightforward to check that in the short-distance limit sx → 1, for both n odd
and even, we have
D
(n−1
2
)
l (sx)→
Γ(n2 − 1)
(sx − 1)n2−1
(3.15)
which can be recognized as the massless propagator in flat n-dimensional space. Thus,
eq.(3.15) shows that we indeed get δ(x) by hitting D
(n−1
2
)
l with x.
One can also check, for the sake of consistency, that D
(n−1
2
)
l (sx) is the same propagator
in AdSn given in the literature [6] (upto a normalization constant 2(2π)
n
2 )
Gλ(ξ) =
Γ(λ)
2λ+1π
n−1
2 Γ(λ− n−32 )
ξλF
(
λ
2
,
λ+ 1
2
, λ− n− 3
2
, ξ2
)
(3.16)
where ξ = s−1x and λ = l + n − 1 is the conformal weight of the scalar field. For example,
when n = 5, l = 0, we have that
D
(2)
0 (sx) =
√
2π
[
−2s3x + 3sx
(s2x − 1)
3
2
+ 2
]
(3.17)
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which shows the lowest KK mode agrees with the “dilaton + i· axion” propagator.
Lastly, let us expand the propagator ∆2n over C
(n−1
2
)
l and D
(n−1
2
)
l . We have shown
that
−1
2
∆2n = (2π)
nδ(x)δ(y) (3.18)
and
−1
2
(y +m
2
l )C
(n−1
2
)
l = 0, −
1
2
(x −m2l )D
(n−1
2
)
l = (2π)
n
2 δ(x) (3.19)
where m2l = l(l + n− 1). Writing that
∆2n(sx, sy) =
∞∑
l=0
NlD
(n−1
2
)
l (sx)C
(n−1
2
)
l (sy) (3.20)
we then have
∞∑
l=0
2−
n
2
+1
Γ(n2 )
NlC
(n−1
2
)
l (sy)(1− s2y)
n
2
−1 = δ(sy − 1) (3.21)
On the other hand, from the completeness of C
(n−1
2
)
l we can obtain
∞∑
l=0
2n−2(l + n−12 )[Γ(
n−1
2 )]
2
πΓ(n− 1) C
(n−1
2
)
l (sy)(1 − s2y)
n
2
−1 = δ(sy − 1) (3.22)
Comparing eqs.(3.21) and (3.22), we get that
Nl =
2
n
2
−1
√
π
Γ
(
n− 1
2
)(
l +
n− 1
2
)
(3.23)
Thus, eq.(3.20) can be written as
∆2n(sx, sy) =
∞∑
l=0
2
n
2
−1
√
π
Γ
(
n− 1
2
)(
l +
n− 1
2
)
D
(n−1
2
)
l (sx)C
(n−1
2
)
l (sy) (3.24)
which is our main result of this section.
For more general cases, AdSm×Sn(m 6= n), AdSm×Sm × Rn, etc., the metrics are not
conformally flat, so we cannot write the massless scalar propagators compactly like (2.13).
4. Coset superspace and covariant derivatives
In supersymmetry, the configuration space AdS5×S5 can be regarded as a coset superspace
PSU(2, 2|4)
SO(4, 1) ⊗ SO(5) (4.1)
By Wick rotations and Lie-algebra identifications, we can bring (4.1) to
GL(4|4)
[Sp(4)⊗GL(1)]2 (4.2)
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where the superconformal group is represented by unconstrained matrices GL(4|4). Now
the spacetime supercoordinates themselves are a representation and the exponential pa-
rametrization techniques are no longer necessary.
We write the coset elements as
zA
M =
(
za
m za
m¯
za¯
m za¯
m¯
)
(4.3)
where the indices M are acted upon by the global superconformal group while the indices
A are acted upon by the two isotropy groups [Sp(4) ⊗ GL(1)]2. Similarly, the inverse of
zA
M can be written as
z−1 = zM
A =
(
zm
a zm
a¯
zm¯
a zm¯
a¯
)
(4.4)
which satisfies
zA
MzM
B = δA
B , zM
AzA
N = δM
N (4.5)
In such a matrix representation, the covariant differentiations are simply matrix mul-
tiplications. Denoting that
(−)AB =
{
−1 both A and B are fermionic
+1 otherwise
(4.6)
we can define the covariant derivatives of zC
M as follows
dA
BzC
M = δC
BzA
M (−)B (4.7)
where (−)B = (−)BB . From the fact taht
d(z−1) = −z−1(dz)z−1 (4.8)
we can get the covariant derivatives of zM
C as
dA
BzM
C = δA
CzM
B(−)M(A+B)+AB+1 (4.9)
For a given field Φ = Φ(z) defined on this coset superspace, we say it is chiral if
da
b¯Φ(z) = 0 (4.10)
and antichiral if
da¯
bΦ¯(z) = 0 (4.11)
5. Invariant spacetime separations and the propagator
Now let us consider the scalar propagator of this coset superspace. Here we consider
the propagator that is chiral at 1 and antichiral at 2 (while the propagators which are
chiral/antichiral on both ends can be determinated by a “reality condition”), i.e.,
∆(1, 2) = 〈Φ(1)Φ¯(2)〉 (5.1)
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From the fact that
da
b¯(1)zc
M (1) = 0 = da
b¯(1)zM
c¯(1) (5.2)
and
da¯
b(2)zM
c(2) = 0 = da¯
b(2)zc¯
M (2) (5.3)
we can construct the following two globally invariant matrices which have the desired
chirality properties
Ma
b(1, 2) = za
M (1)zM
b(2), Na¯
b¯(1, 2) = zMa¯ (2)zM
b¯(1) (5.4)
For Ma
b(1, 2), we can contract the local indices with Ωab, the metric of Sp(4), and
mod out the GL(1) charge via
√
detM ; then we get the following invariant separation
sx(1, 2) = −1
4
tr(ΩMΩMT )√
detM
≡ Tx√
Dx
(5.5)
where
Tx = −1
4
tr(ΩMΩMT ) =
1
4
ΩbaΩdcMa
cMb
d, Dx = detM (5.6)
It is easy to see that
da¯
b¯sx = 0 (5.7)
From coset properties, we also have that
da
asx = 0, d(ab)sx = 0 (5.8)
Similarly, from Na¯
b¯(1, 2) we can construct another invariant separation as
sy(1, 2) = −1
4
tr(ΩNΩNT )√
detN
≡ Ty√
Dy
(5.9)
where
Ty = −1
4
tr(ΩNΩNT ) =
1
4
Ωb¯a¯Ωd¯c¯Na¯
c¯Nb¯
d¯, Dy = detN (5.10)
And we also have
da
bsy = 0, da¯
a¯sy = 0, d(a¯b¯)sy = 0 (5.11)
Thus, the propagator ∆(1, 2) can be written as a function of sx and sy
∆ = ∆(sx, sy) (5.12)
6. KG Equation
Working under the conventions that
ΩabΩac = δc
b, Ωa¯b¯Ωa¯c¯ = δc¯
b¯ (6.1)
we define the antisymmetric Ω-traceless part of dab and da¯b¯ as
d〈ab〉 ≡
1
2
(da
cΩcb − dbcΩca)− 1
4
Ωabdc
c (6.2)
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and
d〈a¯b¯〉 ≡
1
2
(da¯
c¯Ωc¯b¯ − db¯c¯Ωc¯a¯)−
1
4
Ωa¯b¯dc¯
c¯ (6.3)
Then the massless KG equation for ∆(sx, sy) is
(1)∆(sx, sy) =
(
d2〈ab〉 − d2〈a¯b¯〉
)
(1)∆(sx, sy) = 0 (6.4)
Since
d2〈ab〉∆ =d
〈ab〉d〈ab〉∆ (6.5a)
=
(
dabd[ab] −
1
4
da
adb
b
)
∆ (6.5b)
=da
bdb
a∆ (6.5c)
and similarly,
d2〈a¯b¯〉∆ =d
〈a¯b¯〉d〈a¯b¯〉∆ (6.6a)
=
(
da¯b¯d[a¯b¯] −
1
4
da¯
a¯db¯
b¯
)
∆ (6.6b)
=da¯
b¯db¯
a¯∆ (6.6c)
we can explicitly write eq.(6.4) as
(1)∆(sx, sy) =
(
da
bdb
a − da¯b¯db¯a¯
)
(1)∆(sx, sy)
=
[
(da
bsx)(db
asx)
∂2
∂s2x
+ (da
bdb
asx)
∂
∂sx
−(da¯b¯sy)(db¯a¯sy)
∂2
∂s2y
− (da¯b¯db¯a¯sy)
∂
∂sy
]
(1)∆(sx, sy)
(6.7)
Now we shall calculate the following quantities in sequence:
da
b(db
asx), (da
bsx)(db
asx), da¯
b¯(db¯
a¯sy), (da¯
b¯sy)(db¯
a¯sy)
From the fact that
d[ln(detM)] = tr(M−1dM) (6.8)
we can get
da
b lnDx = δa
b (6.9)
thus
da
bsx = D
− 1
2
x
(
da
bTx − 1
2
δa
bTx
)
(6.10)
Then it is straightforward to obtain
da
b(db
asx) = 5sx (6.11)
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In order to calculate (da
bsx)(db
asx), we first define the Pfaffians of Ω
ab and Ωab as
follows
Pf(Ωab) =
1
8
ǫabcdΩ
abΩcd ≡ α (6.12)
Pf(Ωab) =
1
8
ǫabcdΩabΩcd ≡ β (6.13)
where ǫ is the Levi-Civita symbol. From the identity
(αβ)2 = det(ΩabΩac) = 1 (6.14)
we can consistently choose that
αβ = 1 (6.15)
It is easy to see
αǫabcd = ΩabΩcd +ΩcaΩbd +ΩadΩbc (6.16)
Multiplying eq.(6.16) with
1
8
(ΩhgMa
gMb
h)(ΩjiMc
iMb
j)
we find that
(da
bTx)(db
aTx) = 2T
2
x − αβDx (6.17)
which gives us
(da
bsx)(db
asx) =
1
Dx
[
(da
bTx)(db
aTx)− (daaTx)Tx + T 2x
]
= s2x − αβ (6.18)
Similarly, we can obtain the following results for the sy-related quantities
da¯
b¯(db¯
a¯sy) = 5sy (6.19)
and
(da¯
b¯sy)(db¯
a¯sy) = s
2
y − α′β′ (6.20)
where α′ is the Pfaffian of Ωa¯b¯ and β′ is the Pfaffian of Ωa¯b¯
Pf(Ωa¯b¯) =
1
8
ǫa¯b¯c¯d¯Ω
a¯b¯Ωc¯d¯ ≡ α′ (6.21)
Pf(Ωa¯b¯) =
1
8
ǫa¯b¯c¯d¯Ωa¯b¯Ωc¯d¯ ≡ β′ (6.22)
and we can choose
α′β′ = 1 (6.23)
Substituting the above results into the KG equation (6.7), we get that
∆(sx, sy) =
[
(s2x − 1)
∂2
∂s2x
+ 5sx
∂
∂sx
− (s2y − 1)
∂2
∂s2y
− 5sy ∂
∂sy
]
∆(sx, sy) = 0 (6.24)
which is of the same form as eq.(3.6). Thus, the propagator we have here is of the same
form as before (though now sx and sy are different)
∆(sx, sy) =
3!
(sx − sy)4 (6.25)
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7. κ-symmetry constraint
One might wonder whether the propagator (6.25) also satisfies the κ-symmetry constraint
as it should
κb¯a(1)∆(sx, sy) ≡
[
da
cdb¯c + ηdb¯
c¯dc¯a + χdb¯a
]
(1)∆(sx, sy) = 0 (7.1)
where η = ±1 and χ = constant. The χdb¯a term is due to the ordering ambiguity of dac
and db¯c as well as db¯
c¯ and dc¯a.
Firstly, we would like to show that the KG equation (6.7) can be derived from the
κ-symmetry constraint (7.1).
The chirality property of ∆(sx, sy) at point 1 implies
dab¯(1)∆(sx, sy) = 0 (7.2)
Together with (7.1), we have that
{dab¯, κb¯a}(1)∆(sx, sy) = 0 (7.3)
It is straightforward to prove the following (anti-)commutation relation
[dA
B, dC
D} = (−)BδCBdAD − (−)B(C+D)+CDδADdCB (7.4)
After some algebra, we can get
{dab¯, κb¯a} = 4dabdab − 4ηda¯b¯da¯b¯ + (η − 1)daadb¯ b¯ + 4(1 + χ− 4η)(daa − db¯b¯) (7.5)
thus
{dab¯, κb¯a}∆ = 4
(
dabd[ab] − ηda¯b¯d[a¯b¯]
)
∆ (7.6)
Comparing with eqs.(6.5) and (6.6), we recognize that the right-hand side is the KG equa-
tion piece 4∆. (As a consistency check, η is left unfixed here and will be fixed at the
end.)
Now we shall explicitly calculate κb¯a(1)∆(sx, sy) and see that there is no more infor-
mation contained in the κ-symmetry constraint besides the KG equation.
First of all, from eq.(7.1) it is easy to get that
κb¯a(1)∆(sx, sy) =
{
(da
csx)(db¯csx)
∂2
∂s2x
+ [da
c(db¯csx) + (χ− 4η)db¯asx]
∂
∂sx
+ η(db¯
c¯sy)(dc¯asy)
∂2
∂s2y
+ [ηdb¯
c¯(dc¯asy) + (χ+ 1)db¯asy]
∂
∂sy
+ [(da
csx)(db¯csy) + η(db¯
c¯sy)(dc¯asx)]
∂2
∂sx∂sy
}
(1)∆(sx, sy)
(7.7)
Using the same methods as before, we get the following results for the first line of
eq.(7.7)
(da
csx)(db¯csx) =
1
4
(db¯a lnDx)(s
2
x − 1) (7.8)
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da
c(db¯csx) = 3D
− 1
2
x db¯aTx −
1
4
(db¯a lnDx)sx (7.9)
and for the second line of eq.(7.7)
(db¯
c¯sy)(dc¯asy) =
1
4
(db¯a lnDy)(s
2
y − 1) (7.10)
db¯
c¯(dc¯asy) = −2D−
1
2
y db¯aTy +
9
4
(db¯a lnDy)sy (7.11)
The following identity is useful
0 =za¯
M (2)zM
b(2)
=za¯
M (2)[zM
czc
N + zM
c¯zc¯
N ](1)zN
b(2)
=[za¯
M (2)zM
c(1)]Mc
b +Na¯
c¯[zc¯
N (1)zN
b(2)]
(7.12)
from which we can prove that
(db¯
c¯Ty)(dc¯aTx) = −(dacTx)(db¯cTy) (7.13)
and
db¯a lnDy = −db¯a lnDx (7.14)
Thus, the third line of eq.(7.7) can be simplified as
(da
csx)(db¯csy) + η(db¯
c¯sy)(dc¯asx) =(η − 1)
[
−(DxDy)−
1
2 (da
cTx)(db¯cTy)
+
1
2
D
− 1
2
y (db¯aTy)sx −
1
2
D
− 1
2
x (db¯aTx)sy
+
1
4
(db¯a lnDx)sxsy
] (7.15)
Substituting all these results into κ-symmetry constraint (7.7), we get that
κb¯a(1)∆(sx, sy) =
{
(χ− 4η + 3)D−
1
2
x db¯aTx
∂
∂sx
+ (χ− 2η + 1)D−
1
2
y db¯aTy
∂
∂sy
+ (η − 1)
[
−(DxDy)−
1
2 (da
cTx)(db¯cTy) +
1
2
D
− 1
2
y (db¯aTy)sx
−1
2
D
− 1
2
x (db¯aTx)sy +
1
4
(db¯a lnDx)sxsy
]
∂2
∂sx∂sy
+
1
4
(db¯a lnDx)
[
(s2x − 1)
∂2
∂s2x
− (2χ− 8η + 1)sx ∂
∂sx
−η(s2y − 1)
∂2
∂s2y
− (−2χ+ 9η − 2)sy ∂
∂sy
]}
(1)∆(sx, sy)
(7.16)
It is not difficult to see that the last two lines in eq.(7.16) is the KG equation piece.
Comparing with eq.(6.24), we can find that
η = 1, χ = 1 (7.17)
Plugging it back into eq.(7.16), we see that all the other terms automatically vanish, which
shows the result is consistent.
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8. sx and sy in an explicit coset parametrization
We shall now choose an explicit parametrization of the coset superspace (4.2) and derive
the corresponding expressions of sx defined in eq.(5.5) and sy defined in eq.(5.9).
We write the relevant parts of z and z−1 in chiral representation as
za
M = xa
n(δn
m, θn
m¯), zM
a¯ = (−θmn¯, δm¯n¯)yn¯a¯ (8.1)
and in antichiral representation as
za¯
M = ya¯
n¯(−θ¯n¯m, δn¯m¯), zMa = (δmn, θ¯m¯n)xna (8.2)
where xn
a is the inverse of xa
n and yn¯
a¯ is the inverse of ya¯
n¯, i.e.,
xa
nxn
b = δa
b, ya¯
n¯yn¯
b¯ = δa¯
b¯ (8.3)
Recalling the definition of Ma
b(1, 2) in eq.(5.4), we can use chiral representation at
point 1 and antichrial representation at point 2 to get
Ma
b(1, 2) = xa
m(1)[I + θ(1)θ¯(2)]m
nxn
b(2) (8.4)
Then sx can be expressed in terms of x and θ, θ¯:
sx(1, 2) = −1
4
tr(ΩM(1, 2)ΩMT (1, 2))√
detM(1, 2)
(8.5)
To simplify eq.(8.5), we define the following 4× 4 antisymmetric matrix
Xmn = Ωbaxa
mxb
n (8.6)
One can readily get its invese
(X−1)mn = −Ωbaxmaxnb (8.7)
We regard Xmn as a 6-dimensional vector and lower its indices as follows
Xmn ≡ 1
2
ǫmnpqX
pq = −Pf(X)(X−1)mn (8.8)
Correspondly, we define the inner product
X ·X ′ ≡ 1
4
XmnX ′nm (8.9)
and get the norm of X
||X|| =
√
X ·X =
√
−Pf(X) (8.10)
Thus, we can write 6-dimensional unit vectors as follows
Xˆmn =
Xmn√
−Pf(Xmn) (8.11)
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We also define
Θm
n(1, 2) ≡ (I + θ(1)θ¯(2))m
n
[det(I + θ(1)θ¯(2))]
1
4
(8.12)
Using the notation defined in eqs.(8.11) and (8.12), eq.(8.5) can be written as
sx(1, 2) =
1
4
tr
[
Xˆ(1)Θ(1, 2)Xˆ−1(2)ΘT (1, 2)
]
(8.13)
When θ, θ¯ = 0, i.e, Θ = I, we get that
sx(1, 2) =
1
4
tr
[
Xˆ(1)Xˆ−1(2)
]
= −Xˆ(1) · Xˆ−1(2) (8.14)
Similarly, for sy we get that
Na¯
b¯(1, 2) = ya¯
m¯(2)[I + θ¯(2)θ(1)]m¯
n¯yn¯
b¯(1) (8.15)
and then
sy(1, 2) = −1
4
tr(ΩN(1, 2)ΩNT (1, 2))√
det N(1, 2)
(8.16)
We define the following 4× 4 antisymmetric matrix
Y m¯n¯ = Ωb¯a¯ya¯
m¯yb¯
n¯ (8.17)
whose inverse can be written as
(Y −1)m¯n¯ = −Ωb¯a¯ym¯a¯yn¯b¯ (8.18)
We also regard Y m¯n¯ as a 6-dimensional vector. We can lower the indices, define the
inner product and get the norm of Y similarly as before. Then we define the following
6-dimensional unit vector
Yˆ m¯n¯ =
Y m¯n¯√
Pf(Y m¯n¯)
(8.19)
Here we also define
Θ¯m¯
n¯(1, 2) ≡ (I + θ¯(2)θ(1))m¯
n¯
[det(I + θ¯(2)θ(1))]
1
4
(8.20)
Using the notation defined in eqs.(8.19) and (8.20), eq.(8.16) can be written as
sy =
1
4
tr
[
Yˆ (2)Θ¯(1, 2)Yˆ −1(1)Θ¯T (1, 2)
]
(8.21)
When θ, θ¯ = 0, i.e., Θ¯ = I, we have
sy(1, 2) =
1
4
tr[Yˆ (2)Yˆ −1(1)] = Yˆ (1) · Yˆ (2) (8.22)
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9. Conclusions
We have shown that the (bulk-to-bulk) superspace propagator is much simpler than the
component propagators following from expansion in the fermionic coordinates and modes
of S5. By choosing a convenient coordinate system and taking the corresponding limit, one
can derive the bulk-to-boundary propagator.
However, the propagator we gave was for the field strength, not the prepotential, which
is necessary for describing interactions. It may be simplest to use a particular lightcone
gauge for this purpose, since the color-singlet operators of the boundary CFT correspond
to on-shell states in the bulk; this naturally reduces the number of bosonic and fermionic
coordinates of 10D IIB supergravity to those of 4D N=4 Yang-Mills theory. We are now
investigating the propagator for the prepotential in lightcone gauge and will provide details
in future publications.
Note added
After submission of this work to arxiv, the authors were informed about an earlier work [8]
which gives most of the bosonic results for the scalar propagator in AdSn×Sn (except the
expressions of the general AdSn propagator in terms of rational functions, and logarithms
for n even).
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