In health exposure modeling, in particular, disease mapping, the ecological fallacy arises because the relationship between aggregated disease incidence on areal units and average exposure on those units differs from the relationship between the event of individual incidence and the associated individual exposure. This article presents a novel modeling approach to address the ecological fallacy in the least informative data setting. We assume the known population at risk with an observed incidence for a collection of areal units and, separately, environmental exposure recorded during the period of incidence at a collection of monitoring stations. We do not assume any partial individual level information or random allocation of individuals to observed exposures. We specify a conceptual incidence surface over the study region as a function of an exposure surface resulting in a stochastic integral of the block average disease incidence. The true block level incidence is an unavailable Monte Carlo integration for this stochastic integral. We propose an alternative manageable Monte Carlo integration for the integral. Modeling in this setting is immediately hierarchical, and we fit our model within a Bayesian framework. To alleviate the resulting computational burden, we offer 2 strategies for efficient model fitting: one is through modularization, the other is through sparse or dimension-reduced Gaussian processes. We illustrate the performance of our model with simulations based on a heat-related mortality dataset in Ohio and then analyze associated real data. 
INTRODUCTION
There is a continuing interest in mapping of disease incidence and prevalence. The aims of disease mapping are usually 2-fold. First, one incorporates spatial random effects to accomplish spatial smoothing of local disease risks. Second, one explores the association between disease outcomes and environmental exposures. Typically, the population at risk and the disease outcomes (eg, counts of disease cases) are observed over areal units, which we refer to as block-referenced data or simply block data. The exposure data are typically a set of values recorded at a collection of monitoring stations, which we refer to as point data. The mismatch of the 2 types of data, with the intention of seeing if the latter can help to explain the former, leads to the "change of support problem." 1 One way to realign the point-level exposure to block level is to model the exposure surface and then predict exposures at each block. [1] [2] [3] [4] [5] [6] Usually a Gaussian process is adopted to model the exposure surface, and block kriging is used to predict exposure values at blocks. Alternatively, a spline model can be used to provide the surface. 7, 8 However, such approaches fail to correct for the ecological fallacy, the bias arising from the fact that the relationships observed between variables measured at the block or aggregated level may not hold for individuals within the blocks. 9 Ecological bias can manifest itself in many ways. In this paper, we concentrate on pure specification bias, which originates from the aggregation of nonlinear models.
Much work has focused on addressing the problem of the ecological fallacy. Prentice and Sheppard 10 propose an "aggregate data" method, which constructs models based on a subset of individuals whose exposures are available. Wakefield and Salway 11 extend the work of Richardson et al 12 to assume parametric distributions for within-area exposures and then derive accurate risk functions. Wakefield and Shaddick 13 develop a more general approach, which they call the convolution model, to correct ecological bias in different situations of data availability. Other approaches include hybrid designs 14, 15 and 2-phase designs, 16 which borrow ideas from the experimental design and apply to categorical (but not continuous) exposures. Full discussion about the ecological fallacy and possible approaches for correction can be found in Graf et al. 17 All the above approaches require either individual level outcomes and/or a set of exposures, perhaps associated with individuals, within each areal unit. For disease mapping, such data are usually unavailable. The contribution of this paper is to address the ecological fallacy in the context of disease mapping. We assume the least informative available data, that is, disease counts aggregated to blocks with associated counts of population at risk, and a separate set of point level exposures obtained from monitoring stations. We propose a conceptual probability of incidence surface over the entire study region, which is a function of an exposure surface. In this regard, see, for example, previous studies. 13, [18] [19] [20] The exposure surface is a realization of a stochastic process, hence so is the probability of incidence surface. The true incidence surface at the block level is an unavailable Monte Carlo integration at the block level for the stochastic integral of the probability of incidence surface over the block. Our proposal is to replace, for any block, this unavailable Monte Carlo integration with a computationally manageable version.
Modeling in this setting is immediately hierarchical, ie, a model for exposure and then a model for incidence given exposure, and we fit our model within a Bayesian framework. However, fitting this model with large populations at risk, as is typically the case, can become computationally infeasible. Hence, we offer 2 strategies for efficient model fitting. One approach is a fully Bayesian fitting, implemented with 1 of 2 simplifications of the Gaussian process-the dimension-reduced predictive process 21 and the sparsity inducing nearest neighbor Gaussian process. 22 An alternative is the modularization (or cutting) approach 23 (see also García-Zattera et al 24 in this regard). This approach introduces simplification by fitting the 2 models separately, ignoring potential feedback between them. We note that this model fitting issue raises the question of whether one should always jointly model exposures and health outcomes. There is discussion of this in the air pollution literature. See, for example, Fay and Shih 25 and Fu and Simonoff. 26 It also leads to decision making regarding whether or not to use estimated exposures in outcome models (see, eg, Sheppard et al 27 and the discussion of Szpiro and Paciorek 28 and Thomas 29 ). Examination of these issues is beyond the scope of our contribution here. Working with the 88 counties in Ohio, we develop an illustrative simulation analysis using temperature to explain the incidence of heat-related illness. The simulation effectively illustrates the performance of our model, the ability of our approach to reduce the "ecological" bias that arises from using average exposure to explain observed counts. In addition, we analyze a real dataset drawn from these counties in Ohio.
Section 2 presents basic model development and illuminates the ecological fallacy. Section 3 presents our new model, the computational challenges to fit it, and the approximate computation we propose to enable feasible computation. Section 4 uses simulated data for model comparison, for demonstrating the reduction in ecological bias using our model. Section 5 offers a real data analysis. Section 6 concludes with a summary for future research possibilities.
BASIC DEVELOPMENT
Suppose for a set of regions A k , k = 1, … , K, partitioning the study domain A, we obtain the population at risk, N k , and observe the counts of cases of a given disease (or adverse health outcome), Y k . For simplicity, we assume a univariate exposure surface denoted by X(s) at location s in A. Within A, the exposure data X(s m ) are available from a set of monitoring stations at locations s m , m = 1, … , M. To investigate the association between the disease and the exposure, a naive disease mapping model, using a log link, is given by
where p k is the disease incidence for region A k andX k is the mean exposure within A k . This is commonly adopted and, practically, is equivalent to the logit transformation when the disease is rare. However, when we present our modeling approach in Section 3, we will use the logit transformation of the disease incidence since it is no more difficult to work with.
The exposure data are only observable at sparsely located monitoring stations, but to obtain an average exposure for an A k , we need a model for the entire exposure surface. The so-called geostatistical approach specifies a model for the exposure surface X(s) for s ∈ A; a common specification uses a stationary Gaussian process. 30, 31 Then, the block averagē
is formed, where f k (s) is the population density at location s in region A k , ie, ∫ A k f k (s)ds = 1. However, this approach leads to the so-called ecological fallacy, which is an ecological bias arising from the assumption that associations at the block level are the same as those for individuals within the blocks.
To illustrate the problem, let Y ki denote a Bernoulli disease indicator for individual i in region A k and assume the individual level model is
Letting
Here q k is the average disease incidence of individuals in region A k . Clearly, q k ≠ p k in (1), which results in 1 ≠ * 1 . This bias is invoked by the summation of nonlinear (eg, log) functions. That is, the average of the function over the exposures is not equal to the function evaluated at the average exposure.
To correct the ecological bias, Prentice and Sheppard 10 propose an "aggregate data" method. They assume some exposures X kj , j = 1, 2, … , m k ≤ N k are available on a subset of individuals in region A k , and usê
to approximate the true average incidence q k . Wakefield and Shaddick 13 give a thorough discussion of the ecological fallacy and develop what they call convolution models to address this issue under different situations of data availability. If the individual level exposures are observable, one can just replace p k by q k to avoid the ecological bias. When the full exposure information is unavailable but we have exposures at some locations within each region, an approximation like (5) is made. Success for this approximation requires a sufficiently fine exposure partition for A. More commonly, the exposures are only available at a sparse collection of monitors across the whole study region. In this context, Wakefield and Shaddick 13 apply a Gaussian random field model to obtain the exposure surface. Then, they krige this surface to obtain predicted X ki to approximate q k in (4).
OUR APPROACH

Model description
We assume that no individual incidence locations within areal unit A k are known. However, we do know the population at risk N k and the observed number of disease cases,
Y ki . Note that Y k is the summation of N k Bernoulli trials where N k is large and each Y ki has a different incidence probability, p ki . Hence, it is infeasible to work with the distribution of Y k directly. Instead, we approximate the distribution of Y k with a Binomial distribution having disease incidence approximately q k in (4) (in a sense that we clarify below) except we use the logit link rather than the log link. It is not possible to compute q k , since we do not know any individual locations or any individual-level exposures.
However, as in (2), suppose individuals are distributed over A k with density f k (s). Furthermore, suppose there is a conceptual incidence surface p(s) over A. Then, we could use the integral of p(s) with respect to f k (s) over A k to compute
will be a realization of a stochastic process so p(A k ) will be a stochastic integral, which is never available explicitly. Then, in our framework, the unobservable q k is a random variable, which is a Monte Carlo approximation to the random variable p(A k ). We propose to replace q k with a different Monte Carlo integration for p(A k ). We obtain this asq
Since N k is usually large, we expect that q k∼ p(A k ). Here, if we make L k sufficiently large, we expect thatq k∼ p(A k ). A key point to note here is that we do not expect a draw ofq k to be similar to a draw of q k . That is not required; all we need is that the distribution ofq k is approximately that of q k . In different words, we are adopting a prior for q k , which is essentially the prior we would use if we could compute, hence sample, q k .
It is important to articulate that, in the absence of additional data, eg, some individual locations, we cannot validate our model at the individual level. Rather, we are seeking to mitigate the ecological bias inherent in using (1) when we would want to use (4) but are unable to. In a Bayesian framework, the q k are random. However, again, since, a priori, q k∼ p(A k ) andq k∼ p(A k ), regarding posterior inference, we useq k as a surrogate for q k to address the ecological fallacy. In different words, with our data, we cannot identify q k , and we cannot sample it. We can identifyq k , and we can sample it. Regarding (1), we are asserting that usingq k rather than p k attempts to address the ecological fallacy as q k would if we could use it. For simplicity of illustration, in the sequel, we take f k (s) to be uniform over A k . In practice, with the help of census data, we could obtain a more suitable f k (s).
Returning to the disease mapping objective, we usually attempt some spatial smoothing of the incidence rates or the relative risks over the areal units. [32] [33] [34] [35] Customarily this is done through the introduction of spatial random effects at areal unit scale using a conditional autoregressive (CAR) model. 31, 33, [36] [37] [38] Hence, we introduce these effects into the p(s) surface as constants over the respective A k . Putting the pieces together, our proposed model is
Here, again for simplicity, the exposure surface, X(s) is modeled using a stationary Gaussian process with constant mean , variance 2 , and exponential correlation function H( ) = exp(− ||s i − s j ||). In fact, there is a rich literature on geostatistical modeling for exposure surfaces, incorporating a rich range of location specific environmental predictors such as distance to a major road, cumulative traffic density within some buffer, amount of green space, perhaps remote sensing data. See, eg, Banerjee et al 31 and references therein. With focus on the ecological fallacy, we do not consider such region-specific modeling here. Moreover, the simpler model above still enables us to reveal the computational challenges in model fitting.
Again, the k 's are spatial random effects following a CAR prior distribution with precision parameter :
where w ij is the ijth entry in the 0-1 proximity matrix with w ij = 1 if region A j is adjacent to region A i and w ij = 0 otherwise. To complete the model specification, we assign flat priors for 0 , 1 , and with an inverse Gamma prior for 2 and Gamma priors for and .
Computation
For the model in (6), we use Monto Carlo integration to approximate the average disease incidence p(A k ). Specifically, letting  k = {s k1 , s k2 , … , s kL k } denote the L k randomly selected locations in region A k , and using the logit link, p(A k ) is approximated as
where the X(s kl )'s are unknown exposures. (Note that these approximating p(A k ) are precisely theq k above.)
′ the vector of observed exposures at the monitoring stations;
′ , the set of unknown exposures; and = ( 1 , … , K ) ′ the vector of spatial random effects. The joint posterior of the unknown parameters and exposures becomes
The unknown exposures X K are present in both the disease model and the exposure model. The prior for X K will be a ∑ k L k dimensional multivariate normal, which is usually high dimensional (eg, 8800 in our simulations). With Markov chain Monte Carlo (MCMC) model fitting for (9), sampling X K at each iteration will require high-dimensional inversion and determinant calculation of a covariance matrix. Combining the conditional distribution of X K given X M with the appearance of the X kj 's in the likelihood through (8) will prove too computationally demanding.
As noted in Section 1, two approaches to enable feasible computation are available: the modularization approach 23 or a fully Bayesian approach using either a dimension-reduced or sparse version of the Gaussian process. In the modularization approach, we regard the disease mapping model for Y and the Gaussian process model for X M as 2 modules. We cut the link between the 2 modules by taking randomX K from the Gaussian process model for exposure and then substituting them into the conditional distribution of Y. This approach reduces handling X K in (9) to a Gaussian kriging problem.
However, it removes the feedback between the 2 parts of the model; the Y do not inform about the X K .
In the fully Bayesian approach, we do not cut the link between the model parts. However, to make the computation manageable, we consider 2 simplifications of the standard Gaussian process model: the predictive process model 21 and the nearest neighbor Gaussian process model. 22 The predictive process (PP) projects realizations of the original Gaussian process to a lower dimensional subspace, thereby reducing the computational burden. It is defined through a set of "knots"  * = {s *
Here, X * and X M have a joint J + M dimensional multivariate normal distribution, which provides the conditional distribution for X * given X M .
The nearest neighbor Gaussian process (NNGP) is a recently proposed spatial process model to handle large geostatistical datasets. Sparsity is introduced by replacing the exact full conditional distributions in a sequentially specified likelihood by nearest neighbor conditional distributions. Specifically, for any Gaussian process w(s) over the A, a reference set of locations  r = {s 
In the NNGP, the larger conditioning sets on the right side of (11) . Then the joint density in (11) is replaced by ). For a location s outside  r , we also use a conditional distribution given a neighbor set, N(s), by using the G nearest neighbors in the reference set  r . The conditional distribution of w(s) can then be approximated as conditional only on its nearest neighbors instead of all the other w(s)'s. In this way, the joint density of all w(s)'s is a product form in univariate normals whose conditional variances never require calculating more than the inverse of a G×G matrix, dramatically easing the computational burden. Datta et al 22 show that this construction results in a valid Gaussian process. Further, they obtain its covariance function as well as the sparse inverse of the joint covariance matrix for the set of w(s) arising under this Gaussian process.
The few previous applications of the NNGP have used it as a spatial random effects specification in a geostatistical model. Here, we use the NNGP to model the exposure surface X(s) directly. Since the number of monitoring sites is usually very small, we supplement the monitoring sites with the centroids arising from the collection of areal units to form the reference set. Other constructions for the reference set are possible but Datta et al 22 argue that inference, here about the 's, will not be sensitive to the choice of the reference set as long as it is not small. Letting X C denote the exposures at the centroids, the joint posterior for the model in (6) becomes
SIMULATIONS
Simulation design
We design our simulation investigation based upon a real dataset-heat-related mortality in the 88 counties of Ohio ( Figure 1 ). Heat has become the most prominent cause of weather-related human mortality in the United States. 39, 40 When people are exposed to extreme heat, they may not only directly suffer from heat-related illnesses, such as heat exhaustion and heat stroke, but also become more susceptible to other illnesses, such as heart and respiratory diseases. 41 Here, we confine our analysis to the year 2012, when a historic heat wave hit the United States. We obtained the annual mortality data from the Centers for Disease Control and Prevention (see http://wonder.cdc.gov/mortSQL.html). Since people over the age of 65 have the highest risk of heat-related death, we focus on this group and take the population size of this age group in county k as N k , k = 1, 2, . ..88. The temperature data are provided by the National Climatic Data Center (see http://www.ncdc.noaa.gov/data-access/land-based-station-data) and include hourly observations from June 1 to August 31 at the 12 monitoring sites depicted in Figure 1 . For illustration, we averaged the temperatures over the 3 summer months. The averaged temperatures at the 12 monitoring sites ranged from 21.2 to 26.8 with the mean being 23.28 and the standard deviation being 1.81. Other measures of elevated summer temperature including functions of extremes and average temperatures during heat waves can be considered. We use average temperature here solely for illustration.
We first generate locations for all individuals and the grid points used in MCMC integrations. Under the assumption of uniformly distributed individuals in each county, we use GIS (ARC/INFO) to randomly generate locations for the N k individuals in county k. The total number of individual points is 1 705 023. We then produce another 8800 random points over the whole study region (roughly 100 per each of the 88 counties) and then allocate them to each county k proportional to the area of the county. The points located in county k serve as the grid set S k forq k .
We then fit a Gaussian process model to the aggregated temperatures. Exploratory analysis of our data suggested that the square root transformation makes the distribution of temperatures approximately normal. Therefore, we use the square root of aggregated temperatures in both the exposure model and the disease mapping model, which we denote as X M . One would want more than 12 spatial locations for fitting the Gaussian process model but monitoring stations tend to be sparse. This does not imply that a Gaussian process model is inappropriate for a square root of temperature surface. Rather, it results in greater uncertainty in our predictions. We place fairly weak priors on the parameters ( , 2 , ) in the Gaussian process:
b), and ( ) ∝ G(c, d)
, and set a = 3, b = 0.5, c = 0.05, and d = 0.01. We fit this model using an MCMC implementation which ran 3 parallel chains for 8000 iterations each, with the first 3000 as a burn-in. Convergence of the sampling chains was fast. Then, based on the estimated parameters, we predict posterior mean exposures using Bayesian kriging for all the individuals and grid points, whose locations are already produced in GIS. This results in kriging to 1 705 023 + 8800 locations. We also obtain the block averages for the 88 counties using Monte Carlo integration for (2) . We then centered and scaled all of the predicted temperatures around their rough midpoints to diminish collinearity in the design matrix, to obtain better behaved inference for 0 and 1 in the disease model. The centered and scaled individual-level temperatures serve as the known exposures in the data generation process. The centered and scaled block averageX k 's and the centered and scaled grid temperatures X K are used in the naive model (1) and the modularization approach for our proposed model (6), respectively.
We generate the disease counts, the Y k 's, as follows. The CAR model is improper so we generate a pseudo realization of CAR spatial random effects by running several iterations of Gibbs updates of the CAR model, using the local conditional normal distributions with = 0.1. Then, setting 0 = −3.5 and 1 = 10, we compute the incidence probability for each individual as logit(
In turn, that means we have the true q k for each k. With the centered and scaled individual-level temperatures, this setting results in the individual-level disease incidence p ki 's ranging from 0.006 to 0.093, with the mean being 0.030 and the standard deviation being 0.008. It leads to q k 's ranging from 0.013 to 0.054, with the mean being 0.031. Finally, for A k , the disease indicator Y ki is generated from Bernoulli(p ki ) and the disease count as
Y ki . Since we want to learn about expected performance of the models, we need to average over a collection of generated datasets under this model. Here, the generation process is repeated B = 200 times; 200 datasets enables us to assess expected model performance.
With the simulated Y k 's and the observed exposures X M , we fit the naive model (1) and our proposed model (6) with the modularization approach along with the 2 fully Bayesian approaches. Again, in the naive model and the modularization approach, we use the obtained block averageX k 's and the grid exposures X K to fit the disease mapping model directly. In the fully Bayesian approaches, we use the centroids of the 88 counties as the knots set S * in the predictive process and the centroids plus the 12 monitoring site locations as the reference set S r in the NNGP. In both the predictive process and the NNGP, we use the centered and scaled observed exposures X M and then fit the respective processes with zero means. Datta et al 42 have done a careful investigation regarding the choice of number of neighbors and found that results for G = 8, 10, 12, 15 were essentially indistinguishable. Therefore, we set the number of neighbors G = 10 for illustration. For each of the 200 datasets, all models are fitted using MCMC implementations, which ran 3 parallel chains for each. For the naive model and modularization approach, each sampling chain ran for 15 000 iterations with the first 5000 as a burn-in; for the fully Bayesian approaches with the predictive process and the NNGP, each sampling chain ran for 30 000 iterations with the first 20 000 as a burn-in. The convergence of each model was checked by examination of trace plots.
Comparison criteria
We compare the model performance from 2 perspectives: the estimation for 1 and the smoothing achieved by the inclusion of the spatial random effects. To assess whether we have obtained reliable estimates for 1 , we use the posterior means of 1 1 . The proportion of successes across the 200 datasets provides the expected coverage rate.
As for the smoothing performance, we focus on inference regarding the disease incidence, the q k 's, and the relative risk, the r k 's. Let the overall disease incidence beq =
. For county k, its relative risk r k is defined as the ratio of disease incidence q k to the overall disease incidenceq. Relative risk often serves as the main inferential objective in disease mapping models. Here, we would obtain estimates of the r k 's post model fitting, 43 ie,r k =̂q
, whereq k is the point estimate (the posterior mean) of q k . We compare the smoothing performance in the sense of shrinkage estimation, 44, 45 ie, in terms of expected loss for estimating the vector of mean disease incidences and the vector of mean relative risks. As a result, for any loss function, L(q k , q k ) or L(r k , r k ) , we need to study the overall expected loss, E{
We do this through simulation, with the 200 datasets, obtaining a Monte Carlo integration for the expectation. That is, through generation of samples under a specific set of true disease incidence {q k , k = 1, 2...K} (which induces a set of r k 's), we compute the loss for each sample, and average over the samples. We use 4 loss functions. For the q k 's, we use the relative squared error, ratio(q) = (q k − q k ) 2 ∕q k (1 − q k ), and the squared bias of the logit transformation of the q k 's, bias(q) = {logit(q k ) − logit(q k )} 2 . For the r k 's, we use a different relative squared error, ratio(r) = (r k − r k ) 2 ∕r k , and the squared bias of the log of the r k 's, bias(r) = {log(r k ) − log(r k )} 2 .
Finally, we can demonstrate mitigation of the ecological fallacy through our model. In particular, we know the true q k . Under the naive model, we can obtain the posterior mean for q k in (1) (with k in the model) for each of the 200 datasets. Hence, we can average over the replicates to obtain the expected value of q k under the model. We can plot these expected values relative to the true q k 's to show (and quantify) the ecological fallacy. We can also plot the expectedq k 's relative to the true q k 's. We expect that they look more like the true q k 's than do the p k 's.
Simulation results
First, we consider the bias in the slope coefficient for temperature on incidence, 1 . Table 1 presents the expected mean, expected standard error, and the expected 95% credible interval of̂1 across the 200 simulated samples, as well as the expected MSE and the expected coverage rate for the true 1 . The naive model considerably underestimates 1 , with the largest standard error (10.37) and expected MSE (130.07), as well as low coverage rate (74%). Both modularization and the 2 fully Bayesian approaches underestimate 1 but provide bias reduction with estimates much closer to the true value and with much smaller MSE. The fully Bayesian approach with the NNGP performs the best. It achieves essentially the nominal coverage rate (95.5%), as does the modularization approach, but with the expected MSE (12.86) less than half of that of modularization (34.41) . This is primarily due to the small expected standard error (2.63) for the NNGP versus 5.58 for modularization). However, the full Bayesian model with the PP performs markedly worse than modularization and NNGP, with a particularly low coverage (62.5%), lower than even the naive method. A useful comment here is that we cannot expect to eliminate bias in our setting. Even with the complete dataset at the individual level, with rare events, it is known that fitting a logistic regression will introduce bias in estimating the regression coefficients. See, eg, King and Zeng 46 and Greenland and Mansournia.
47 Table 2 displays the simulation results for the inference of q k 's and r k 's. In addition to model estimates, we also compute the raw estimates for q k 's and r k 's directly from the data without smoothing. The raw estimates of q k and r k are Y k ∕N k and Y k ∕E k , respectively, where E k is the expected disease count and is often calculated using internal standardization as N k
. The differences in expected loss are small; nonetheless, all model estimates have smaller expected loss compared to those for the raw estimates. This argues that the spatial random effects have well smoothed the estimates for the q k 's and r k 's. The proposed model also outperformed the naive model under all loss functions for the q k 's and the r k 's, the fully Bayesian with NNGP being the best and modularization a close second. Finally, in Figure 2 , we show the ecological fallacy quantitatively and how we mitigate it through our model. Figure 2 displays, across the counties, the ratios of the expected value of q k under the naive model to the true q k as well as the ratios of the expectedq k under the full Bayesian model with the NNGP to the true q k . We find that both models underestimate the true disease incidence except for the low incidence rates. However, across the counties, the fully Bayesian model with NNGP shows improvement (ratio closer to 1) over the naive model.
APPLICATION TO THE OHIO MORTALITY DATA
We now apply the naive model and our proposed model to analyze Ohio mortality data in 2012. The population sizes N k 's, and the observed temperatures (on the square root scale) X M , are the same as those used in the simulations. Because many deaths attributable to extreme heat are not identified as such by medical professionals and thus are not correctly coded on death certificates, the true number of deaths is substantially underestimated in records. 41 For illustration purpose, we use "all causes" mortality data 40, [48] [49] [50] in the age group of 65 and older as our disease counts Y k 's. First, to visually explore the association between temperatures and heat-related morality, in Figure 3 , we present maps of the block averages of temperatures estimated using the Gaussion process model in Section 4.1 and the raw estimates Abbreviations: NNGP, nearest neighbor Gaussian process; PP, predictive process.
of disease incidence and relative risks for the 88 counties in Ohio. We see evidence of relationship; counties with higher temperatures tend to have higher disease incidence and relative risks, encouraging the use of temperature to explain incidence. Next, we use the naive model and our proposed model with the modularization approach and the 2 fully Bayesian approaches to analyze this heat-related dataset. Table 3 presents the posterior means and 95% posterior credible intervals for different models. The 4 estimates of 0 do not differ much; all are roughly −3.1 and significant at the 95% confidence level. As for 1 , the 4 estimates are all significant at the 95% confidence level. However, the estimates of 1 from our proposed model, regardless of the fitting, are all roughly 2.5 times bigger than that from the naive model. Similar to the simulations, the NNGP approach produces the tightest credible intervals. The incidence probability is roughly 0.04 (ie, e −3.1 1+e −3.1 ) when the centered and scaled temperature is at 0. When the actual temperature increases 1 degree centigrade from the midpoint of temperatures, the centered and scaled exposure on the square root scale increases roughly 0.5 unit.
The expected incidence probabilities ( exp(̂0+0.5̂1) 1+exp(̂0+0.5̂1) ) increase to 0.079, 0.128, 0.125, and 0.127 under the naive model, the modularization approach, and the fully Bayesian approaches with the predictive process and the NNGP, respectively. That is, the incidence rate roughly triples. It is worth noting that since we use "all causes" mortality data in the model fitting, the obtained temperature effects may be overestimated. Figure 4 presents maps of estimates of the q k 's and r k 's, omitting the maps for the PP model fit due to its poor simulation performance. It appears that the naive model has largely underestimated the association between the temperature and heat-related incidence; consequently, it identifies fewer high risk counties than the proposed model. Estimates of the q k 's from the 2 fitting approaches are generally similar although there is notable differences in the northwestern region of the state. In particular, with the modularization approach, there are a few counties with very low estimated q k 's, but surrounded by high incidence counties in this region. In contrast, with the NNGP approach, the estimated q k 's appear to be more evenly smoothed among these counties. This agrees with the conclusions on the smoothing performance in the simulations. A similar pattern is observed in the maps of the estimates of the r k 's. 
SUMMARY AND FUTURE WORK
We have offered a fully model-based approach for addressing the ecological fallacy in the context of disease mapping. We work with the least informative data setting for this problem-areal unit counts for population at risk, observed areal unit counts of incidence, and point level exposures from a set of monitoring stations with no individual data. Our approach replaces an unavailable Monte Carlo integration for a stochastic integral with a different Monte Carlo integration for the same stochastic integral. The latter Monte Carlo integration is computable but is computationally infeasible for model fitting in most disease mapping settings. So we offered 3 feasible fitting strategies. With simulated data, we revealed the ecological bias introduced by the standard (or naive) model and demonstrated reduction in bias achieved by our model. Regarding inference for incidence probabilities and relative risks, we have shown small reduction in expected loss associated with our model. Finally, we have shown that our model diminishes the effects of the ecological fallacy relative to the customary modeling.
Our contribution here is primarily methodological. So future work would consider richer models for environmental exposure surfaces as well as richer models for incidence given exposure, eg, incorporating demography. Additionally, the disease mapping literature has explored richer spatial dependence specifications than CAR models. They can be investigated in the context of our treatment of ecological bias. Lastly, disease incidence data are often collected over time, eg, annually, with interest in trends and forecasting. We can adapt our bias correction modeling to this setting.
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