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Abstract
This thesis considers some linear and nonlinear time series models.
In the linear case, the analysis of a large number of short time series
generated by a first order autoregressive type model is considered. The
conditional and exact maximum likelihood procedures are developed
to estimate parameters. Simulation results are presented and compare
the bias and the mean square errors of the parameter estimates. In
Chapter 3, five important nonlinear models are considered and their
time series properties are discussed. The estimating function approach
for nonlinear models is developed in detail in Chapter 4 and examples
are added to illustrate the theory. A simulation study is carried out to
examine the finite sample behavior of these proposed estimates based
on the estimating functions.
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Chapter 1
Introduction
1.1. Notation and Definitions
Time Series Analysis is an important technique used in many obser-
vational disciplines, such as physics, engineering, finance, economics,
meteorology, biology, medicine, hydrology, oceanography and geomor-
phology. This technique is mainly used to infer properties of a system
by the analysis of a measured time record (data). This is done by
fitting a representative model to the data with an aim of discovering
the underlying structure as closely as possible. Traditional time series
analysis is based on assumptions of linearity and stationarity. How-
ever, there has been a growing interest in studying nonlinear and non-
stationary time series models in many practical problems. The first
and the simplest reason for this is that many real world problems do
not satisfy the assumptions of linearity and/or stationarity. For exam-
ple, the financial markets are one of the areas where there is a greater
need to explain behaviours that are far from being even approximately
linear. Therefore, the need for the further development of the theory
and applications for nonlinear models is essential.
In general time series analysis, it is known that there are a large
number of nonlinear features such as cycles, asymmetries, bursts, jumps,
chaos, thresholds, heteroscedasticity and mixtures of these have to be
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taken into account. A problem arises directly from a suitable definition
of the nonlinear model because not every model is linear. This class
clearly encompasses a large number of possible choices.
Furthermore, forecasting the future values of an observed time se-
ries is an important phenomenon for many real world problems. It
provides a good basis for production planning and technical decisions.
Forecasting means extrapolating the observations available up to time
t to predict observations at future times. Forecasting methods are
mainly classified into qualitative and quantitative techniques, which
are based on unscientific and mathematical and/or statistical models
respectively. The quantitative techniques are more important than
qualitative techniques for future planning.
In this thesis, we consider some linear and nonlinear time series models
and discuss various extensions and methods of parameter estimation.
The estimating function approach, in particular, is considered in detail.
A simulation study is carried out to verify the finite sample properties
of the proposed estimates.
Below we give some basic definitions in time series that will be used
in later chapters.
Definition 1.1. A time series is a set of observations on Xt, each being
recorded at a specific time t, t ∈ (0,∞).
Notation 1.1. A discrete time series is represented as {Xt : t ∈ Z},
where Z is the set of integers (index set).
Let Ω be a sample space and F be the class of subsets of Ω.
2
Definition 1.2. If F satisfies the following conditions then it is called
a σ-algebra (or σ-Field):
(i) Ω ∈ F
(ii) If A ∈ F then Ωr A ∈ F
(iii) If a finite or infinite sequence {Ai} ∈ F then
⋃
i
Ai ∈ F .
Suppose that P is a real valued function, P : Ω −→ [0, 1] (given a
σ-algebra F of subsets of Ω) satisfying
(i) P (Ω)=1
(ii) for A ∈ F , P(A)≥0
(iii) for a finite or infinite sequence
{Ai} ∈ F such that Ai
⋂
Aj = ∅, i 6= j, P (
⋃
i
Ai) =
∑
i
P (Ai).
A function P satisfies the above conditions is called a probability
measure on σ-algebra F of the sample space Ω. The ordered triple
(Ω,F ,P) is called a probability space.
Let (Ω,F ,P) be a probability space and let L2(Ω,F ,P) or simply
L
2(.) be the space of all random variables with finite first and second
order moments. Then it can be seen that L2(.) is a Hilbert space, if
the inner product and the norm are defined by
〈ξ, µ〉 = E(ξµ) and ‖ξ‖2 = E(ξ2); ξ, µ ∈ L2(.)
respectively (here we restrict our approach to the real valued random
variables only). In other words, L2(.) is a complete inner product space.
That is, an inner product 〈ξ, µ〉, defined, which assigns scalar values to
a pair of vectors ξ, µ ∈ L2(.) satisfies the following:
(i) 〈αξ + βµ, θ〉 = α〈ξ, θ〉+ β〈µ, θ〉,
where ξ, µ, θ ∈ L2(.) and α, β are scalars.
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(ii) 〈ξ, ξ〉 ≥ 0 with equality if and only if ξ = 0.
Completeness means that every Cauchy sequence converges in the same
space. The Hilbert space concept is useful in the development of time
series theory and will be considered in later chapters.
Let {Xt; t ∈ T} denote a stochastic process, where T is the index
set. If T is a discrete set then the process is discrete and in this work,
we consider only discrete processes. Clearly, a discrete time series is a
discrete stochastic process. A stochastic process is determined by the
set of finite dimensional probability distributions,
F (x1, · · · , xn; t1, · · · , tn) = Pr{Xt1 ≤ x1; · · · ;Xtn ≤ xn}
for any arbitrary set of values (t1, t2, · · · , tn). The finite probability
distributions completely determine the probability structure of a sto-
chastic process (Kolmogorov,1933).
Definition 1.3. A stochastic process (discrete) is said to be strictly
stationary if the probability distribution of the process is invariant
under translation of the index, i.e., the joint probability distributions
of (Xt1 , · · · , Xtn) is identical to that of (Xt1+k, · · · , Xtn+k), for all n ∈
Z
+, (t1, · · · , tn) ∈ T , k ∈ Z. i.e.
F (x1, · · · , xn; t1, · · · , tn) = F (x1, · · · , xn; t1 + k, · · · , tn + k) (1.1)
for all n ∈ Z+, (t1, · · · , tn) ∈ T and any k ∈ Z.
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Definition 1.4. A stochastic process {Xt} is said to be Gaussian pro-
cess if and only if the probability distribution associated with any set
of time points is multivariate normal.
In particular, if the multivariate moments E(Xs1t1 · · ·X
sn
tn ) depends
only on the time differences, the process is called stationary of order s,
where s = s1 + · · ·+ sn.
Note that, the second order stationarity is obtained by setting s = 2
and this weak stationarity asserts that the mean µ is a constant (i.e.
independent of t) and the covariance function γtτ is dependent only on
the time difference. That is,
E(Xt) = µ, for all t
and
Cov(Xt, Xτ ) = E[(Xt − µ)(Xτ − µ)] = γ|t−τ |, for all t, τ.
This is denoted as γ(h), where the time difference h = |t − τ | is
called the lag.
Definition 1.5. The autocorrelation function (acf) of a stationary pro-
cess {Xt} is a function whose value at lag h is
ρ(h) = γ(h)/γ(0) = Corr(Xt, Xt+h), for all t, h ∈ Z, (1.2)
where γ(h) is the autocovariance function (acvf) of the process at lag
h.
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Most of the probability theory of time series is concerned with sta-
tionary time series.The important part of the analysis of time series
is the selection of a suitable probability model for the data. The sim-
plest kind of time series {Xt} is the one in which the random variables
Xt, t = 0,±1,±2, · · · , are uncorrelated and identically distributed with
zero mean and variance σ2. Ignoring all properties of the joint distri-
bution of {Xt} except those which can be deduced from the moments
E(Xt) and E(XtXt+h), such processes having mean 0 and autocovari-
ance function
γ(h) =

 σ
2, if h = 0,
0, if h 6= 0.
(1.3)
Definition 1.6. The process {εt} is said to be white noise with mean
0 and variance σ2, written
{εt} ∼ WN(0, σ
2) (1.4)
if and only if {εt} is a sequence of uncorrelated random variables with
zero mean and covariance function in (1.3).
If the random variables εt are independently and identically dis-
tributed (iid) with mean 0 and variance σ2 then we shall write
{εt} ∼ IID(0, σ
2). (1.5)
A wide class of stationary time series models can be generated by
using white noise as forcing terms in a set of linear difference equations.
This leads to the notion of an autoregressive-moving average (ARMA)
process, which plays a main role in time series analysis. This will be
6
described in detail in Chapter 2.
Below we briefly define the likelihood criterion.
Definition 1.7. Let {Xt} be a Gaussian process with mean µ. The
corresponding exact log-likelihood function is defined as the function ,
−2L = n log 2pi + log |Γ|+ (X− µV)′Γ−1(X− µV), (1.6)
where X′ = (X1, · · · , Xn), V is an n× 1 column vector of 1’s and Γ is
the covariance matrix of X (Γ is a function of unknown parameters).
Minimization of the right hand side of (1.6) with respect to parameters
lead to maximum likelihood estimates of the parameters.
We now state some results based on the Kalman filtering algorithm
which will be used in later chapters.
1.2. Recursive estimation methods and Kalman filtering
Recursive estimators are aimed at tracking time varying parame-
ters. It is desirable to make the calculations recursively to save com-
putation time. In this section we describe some standard recursive
algorithms. In a recursive estimation, the parameter estimate Φt (a
vector of parameter at time t) can be obtained as a function of the
previous estimate Φt−1 and of the current (or new) measurements.
1.2.1. Kalman filtering. The Kalman filter is a recursive algo-
rithm derived by Kalman (1960) to provide estimates of parameters
in the state space model of a time series or a linear dynamic system
disturbed by the Gaussian white noise. There are several state-space
models which were proposed by several authors, and each consists of
7
two equations for a process {Yt}. Suppose that an observed vector se-
ries {Yt} can be written in terms of an observed state vector {Xt} (of
dimension v). This first equation is known as the observation equation
and is given by
Yt = GtXt +Wt , t = 1, 2, · · · , (1.7)
where {Wt} ∼ WN(0, Rt) and{Gt} is a sequence of w × v matrices.
The second equation known as state equation determines evolution of
the state Xt at time ’t’ in terms of the previous state Xt−1 and the
noise term Vt. This state equation is given by
Xt = HtXt−1 +Vt , t = 2, 3, · · · , (1.8)
where Ht is a sequence of v×v matrices, {Vt} ∼ WN(0, Qt) and {Vt}
is uncorrelated with {Wt}. It is assumed that the initial state X1 is
uncorrelated with all the noise terms. In general,
Xt = ft(X1,V1, · · · ,Vt−1)
and
Yt = gt(X1,V1, · · · ,Vt−1,Wt).
Note that the state-space representation given by (1.7) and (1.8) is not
unique. This state-space representation is important for developing
some important results in both linear and nonlinear time series models.
In Chapter 2, we discuss a class of linear time series driven by Au-
toregressive Integrated Moving Average (ARIMA) models and discuss
recent contributions to the literature.
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Chapter 2
Linear Time Series Models
In this chapter we consider an important parametric family of sta-
tionary time series, the autoregressive moving average (ARMA) process
which plays a key role in modelling of time series data. We first sum-
marize the key properties of ARMA(p,q) processes.
2.1. Autoregressive Moving Average Process
Definition 2.1. The process {Xt, t = 0,±1,±2, · · · } is said to be an
ARMA(p,q) process if {Xt} is stationary and if for every t,
Xt − φ1Xt−1 − · · · − φpXt−p = εt + θ1εt−1 + · · ·+ θqεt−q, (2.1)
where {εt} ∼ WN(0, σ
2).
We say that {Xt} is an ARMA(p,q) process with mean µ if {Xt−µ}
is an ARMA(p,q) process.
The equation (2.1) can be written symbolically in a compact form
φ(B)Xt = θ(B)εt, t = 0,±1,±2, · · · , (2.2)
where B is the back-shift operator defined by BjXt = Xt−j, j ≥ 0 with
B0 = I (identity operator) and φ(·) and θ(·) are the pth and qth degree
polynomials in B such that
φ(z) = 1− φ1z − · · · − φpz
p (2.3)
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and
θ(z) = 1 + θ1z + · · ·+ θqz
q. (2.4)
The polynomials φ(·) and θ(·) are called autoregressive and moving
average polynomials respectively of the difference equation (2.1). If
φ(z) ≡ 1 (i.e. p=0) then
Xt = θ(B)εt, t = 0,±1,±2, · · · , (2.5)
and the process is said to be a moving-average process of order q (or
MA(q)).
If θ(z) ≡ 1 (i.e. q=0) then
φ(B)Xt = εt, t = 0,±1,±2, · · · , (2.6)
and the resulting process is said to be an autoregressive process of order
p (or AR(p)).
Note : The process in (2.2) is stationary and invertible when the
roots of φ(z) = 0 and θ(z) = 0 are outside the unit circle.
For an ARMA(p,q) process in (2.2), the equivalent autoregressive
representation of {Xt} is
pi(B)Xt = εt,
where pi(z) = θ−1(z)φ(z).
Since pi(z)θ(z) = φ(z), we have the infinite AR polynomial pi(z) =
10
1−
∑∞
i=1 piiz
i by recursively substituting
pi1 = θ1 + φ1
pi2 = θ2 − φ2 + θ
2
1 + θ1φ1 (2.7)
... (2.8)
Also any stationary ARMA(p,q) model in (2.2) can be written as
Xt = ψ(B)εt,
where ψ(z) = φ−1(z)θ(z). The infinite MA polynomial ψ(z) = 1 +∑∞
i=1 ψiz
i and formulate it by recursively substituting on ψ(z)φ(z) =
θ(z),
i.e.
ψ1 = φ1 + θ1
ψ2 = φ2 + θ2 + φ1(φ1 + θ1) (2.9)
...
Example 2.1. Consider an ARMA(1,1) process with zero mean given
by
Xt = φXt−1 + εt + θεt−1.
Write the infinite AR representation of the above as
pi(B)Xt = εt,
where the infinite AR polynomial pi(z) = 1 −
∑∞
i=1 piiz
i satisfies the
equation
θ(z)pi(z) = φ(z).
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Now it is easy to see that
pi1 = θ + φ
pii = (θ + φ)(−θ)
i−1, i = 2, 3, · · · .
Similarly we can write the infinite MA polynomial ψ(z) with the fol-
lowing coefficients
ψ1 = θ + φ
ψi = (θ + φ)(φ)
i−1, i = 2, 3, · · · .
The assumptions of stationarity in many applications of time series
is too restrictive and this led us to consider developments in non-
stationary time series. The non-stationarity of a process may be due to
the changes in the mean and/or variance with time. Certain classes of
time series are characterized by a behaviour in which, apart from a local
level and/or a local trend, one part of the series behaves like the others.
Such series are called homogeneous non-stationary (see Abraham and
Ledolter (1993),p.225). Homogeneous non-stationary sequences can be
transformed into stationary sequences by successive differencing (see
Box and Jenkins(1976)); i.e., by considering ∇Xt,∇
2Xt, · · · , where
∇ = I − B is the difference operator. A generalization of the class
(2.1) incorporating the above type of non-stationarity is given by the
class of autoregressive integrated moving average (ARIMA) processes
and is defined as follows:
Definition 2.2. If d is a non-negative integer, then {Xt} is said to be
an ARIMA(p,d,q) process if
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φ(B)∇dXt = θ(B)εt, {εt} ∼ WN(0, σ
2), (2.10)
where φ(.) and θ(.) are stationary AR and invertible MA polynomials
of degrees p and q respectively.
If d=0 , then the process is stationary and reduces to an ARMA(p,q)
process in (2.2).
We now consider the State-space representation and Kalman filter-
ing of linear time series. These results will be used in later chapters.
2.2. State-space representation and Kalman filtering of
ARMA models
Kalman filtering and recursive estimation has important application
in time series. In this approach the time series model needs to be
rewritten in a suitable state-space form. Note that this state-space
representation of a time series is not unique.
A state-space representation for an ARMA process is given below:
Example 2.2. Let {Yt} be a causal ARMA(p,q) process satisfying
φ(B)Yt = θ(B)εt.
Let
Yt = θ(B)Xt (2.11)
and
φ(B)Xt = εt. (2.12)
Equations (2.11) and (2.12) are called the observation equation and
state equation respectively. These two equations are equivalent to the
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original ARMA(p,q) process since
φ(B)Yt = φ(B)θ(B)Xt
= θ(B)φ(B)Xt
= θ(B)εt.
Therefore an ARMA(p,q) process can be represented in a state-space
form as given in (2.11) and (2.12).
Now consider a general state-space representation of process
State : φ(B)Xt = σvt (2.13)
Observation : Yt = θ(B)Xt + wt, (2.14)
where the state {Xt} is a real process , {vt} and {wt} are 0 mean
white noise processes with time dependent variances V ar(vt) = Qt and
V ar(wt) = Rt and covariance Cov(vt, wt) = St.
It is assumed that the past values of the states and observations are
uncorrelated with the present errors. To make the derivation simpler,
assume that the two noise processes are uncorrelated (i.e., St = 0) and
constant variances (Qt = Q and Rt = R).
Let Xˆt|t be the prediction of Xt given Yt, · · · , Y1. i.e.
Xˆt|t = E[Xt|F
y
t−1],
where Fyt−1 is the σ-algebra generated by Yt, · · · , Y1. Let d = max(p, q+
1) and write Xt = (Xt, Xt−1, · · · , Xt−d+1)
′ as
Xt = ΦXt−1 +Vt, (2.15)
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where we pad φ or θ with zeros as needed.
Now the observation process in a vector form is
Yt = ΘXt +Wt, (2.16)
where
Φ =


φ1 φ2 · · · φp−1 φp
1 0 · · · 0 0
...
...
...
...
...
0 · · · 0 1 0


and
Θ =
(
1 θ1 . . . θd
)
.
Then the one step ahead estimates of Xˆt|t−1 are
Xˆt|t−1 = E[Xt|F
y
t−1]
= E[(ΦXt−1 +Vt)|F
y
t−1]
= E[ΦXt−1|F
y
t−1]
= ΦXˆt−1|t−1 (2.17)
and
Pt|t−1 = Cov(Xt − Xˆt|t−1)
= Cov(ΦXt−1 +Vt −ΦXˆt−1|t−1)
= ΦCov(Xt−1 − Xˆt−1|t−1)Φ
′ + V (Vt)
= ΦPt−1|t−1Φ
′ +Q, (2.18)
15
where Q = cov(Vt) which is denoted as V (Vt) for convenience .
Equations (2.17) and (2.18) give the updated filtered estimates and
Xˆt|t = Xˆt|t−1 + κtIt (2.19)
Pt|t = Pt|t−1 + κtΘPt|t−1, (2.20)
where It = Yt−ΘXˆt|t−1 is known as the innovation at time t, and the
Kalman gain is
κt = Pt|t−1Θ
′(ΘPt|t−1Θ
′ +R)−1. (2.21)
Derivations of (2.19) and (2.20) are as follows:
First split Fyt into two orthogonal sub spaces Y˜t|t−1 and F
y
t−1. Assum-
ing that the mean of Yt is zero,
Xˆt|t = E[Xt|F
y
t ]
= E[Xt|Y˜t|t−1,F
y
t−1]
= E[Xt|Y˜t|t−1] + E[Xt|F
y
t−1]
= κtY˜t|t−1 + Xˆt|t−1,
where Y˜t|t−1 is known as the innovation It at time t.
The orthogonality condition
Cov(Xt − κtY˜t|t−1, Y˜t|t−1) = E[(Xt − κtY˜t|t−1)Y˜
′
t|t−1] = 0
implies
κt = Cov(Xt, κtY˜t|t−1)V (Y˜t|t−1)
−1.
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Consider
Y˜t|t−1 = Yt − E[Yt|F
y
t−1]
= Yt − E[(ΘXt +Wt)|F
y
t−1]
= Yt −ΘE[Xt|F
y
t−1]
= ΘXt +Wt −ΘXˆt|t−1
= ΘX˜t|t−1 +Wt,
where X˜t|t−1 = Xt − Xˆt|t−1.
Splitting Xt into orthogonal parts,
κt = Cov(Xˆt|t−1 + X˜t|t−1,ΘX˜t|t−1 +Wt)V (ΘX˜t|t−1 +Wt)
−1
= Cov(X˜t|t−1,ΘX˜t|t−1)(ΘPt|t−1Θ
′ +R)−1
= Pt|t−1Θ
′(ΘPt|t−1Θ
′ +R)−1.
Therefore one has,
Pt|t = V (X˜t|t)
= V (Xt − Xˆt|t)
= V (Xt − Xˆt|t−1 − κtY˜t|t−1)
= V (X˜t|t−1 − κtY˜t|t−1)
= V (X˜t|t−1)− cov(X˜t|t−1, κtY˜t|t−1)− cov(κtY˜t|t−1, X˜t|t−1)
+V (κtY˜t|t−1)
= Pt|t−1 − cov(X˜t|t−1, κtΘX˜t|t−1)− cov(κtΘX˜t|t−1, X˜t|t−1)
+κtV (Y˜t|t−1)κ
′
t
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= Pt|t−1 − v(X˜t|t−1)κ
′
tΘ
′ − κtΘv(X˜t|t−1) + cov(X˜t|t−1, Y˜t|t−1)κ
′
t
= Pt|t−1 − κtΘPt|t−1,
where Pt|t−1 is called the conditional variance of the one step ahead
prediction error.
Example 2.3. The observations of a time series are x1, · · · , xn,and the
mean µn is estimated by µˆn =
1
n
∑n
i=1 xi.
If a new point xn+1 is measured, we can update µn, but it is more
efficient to use the old value of µˆn, and make a small correction using
xn+1. The correction is easy to derive, since
µˆn+1 =
1
n+ 1
n+1∑
i=1
xi =
n
n+ 1
(
1
n
n∑
i=1
xi +
1
n
xn+1
)
,
and so µˆn+1 can be written as µˆn+1 = µˆn+κ(xn+1− µˆn), where κ =
1
n+1
is called the gain factor.
Similarly, we can express the variance
σˆ2n+1 = (1− κ)σˆ
2
n + κ(1− κ)(xn+1 − µˆn)
2.
Example 2.4. Consider MA(1) model
Yt = εt + θεt−1. (2.22)
We can write this model in state space form as
Yt =
(
1 θ
)
Xt
= ΘXt,
where Xt = (εt εt−1)
′ with
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Xt =

 0 0
1 0

Xt−1 +

 1
0

 εt
= ΦXt−1 + aεt .
From the equations (2.17)-(2.21), the Kalman gain is
κt =
Pt|t−1Θ
′
R +Θ′Pt|t−1Θ
and the recursion for the parameter estimates
Xˆt|t−1 = ΦXˆt−1|t−1 and
Xˆt|t = Xˆt|t−1 +
Pt|t−1Θ
′
R+Θ′Pt|t−1Θ
(Yt −Θ
′Xˆt|t−1).
The corresponding variances are given by the recursive equation
Pt|t−1 = ΦPt−1|t−1Φ
′ + aa′σ2
Pt|t = Pt|t−1 −
Pt|t−1ΘΘ
′Pt|t−1
R+Θ′Pt|t−1Θ
.
Note : In linear stationary time series it is known that the condi-
tional means, E(Xt|Xt−1, Xt−2, · · · ) = E(Xt|F
X
t−1) and the conditional
variances, V ar(Xt|Xt−1, Xt−2, · · · ) = V ar(Xt|F
X
t−1) are constants, where
FXt−1 is the σ-field generated by Xt−1, Xt−2, · · · , X1.
Theory and applications of ARMA type time series models are well
developed when n,the number of observations, is large. However, in
many real world problems one observes short time series (n is small)
with many replications. And, in general, for short time series one
cannot rely on the usual procedures of estimation or asymptotic the-
ory . The motivation and applications of this type can be found in
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Cox and Solomon (1988), Rai et. al. (1995), Hjellvik and Tjφstheim
(1999), Peiris,Mellor and Ainkaran(2003) and Ainkaran, Peiris, and
Mellor (2003).
In the next section, we consider the analysis of such short time series.
2.3. Analysis of short time series.
It is known that there are many situations, especially in medical re-
search where one observes several very short time series. For example,
to assess the durability of a mitral valve repair, repeated echocardio-
grams are obtained over a period of time and the ejection fraction is
recorded. Hence, here, we have a large number of patients each with a
shorter time series. In this situation, it is reasonable to suspect serial
correlation among observations collected for a patient. In this case, it is
reasonable to begin with a simple AR(1) process and extend the maxi-
mum likelihood estimation (mle) procedures (exact and conditional) to
estimate φ as this parameter plays an important role in many practical
situations.
Consider an AR(1) process with mean µ is given by
Xt − µ = φ(Xt−1 − µ) + εt, (2.23)
where |φ| < 1 and µ = E(Xt) are constants. Assume that φ and µ
remain unchanged for each series with auto-covariance function at lag
20
k, γk =
σ2φk
1− φ2
. Let Γ be a symmetric n× n matrix given by
Γ =
σ2
1− φ2


1 φ φ2 . . . φn−1
φ 1 φ . . . φn−2
...
...
...
...
...
φn−1 · · · · · · · · · 1


. (2.24)
We now describe estimation of the parameters of (2.23) using maximum-
likelihood criteria. Assuming {εt} is Gaussian white noise (i.e. iid
N(0, σ2)), the exact log-likelihood function of (2.23) based on n obser-
vations is
−2L = n log(2piσ2)− log(1− φ2) + {(X1 − µ)
2
+
n∑
t=2
[Xt − µ− φ(Xt−1 − µ)]
2}/σ2. (2.25)
To estimate the parameters φ, µ and σ2, we need a suitable optimization
algorithm to maximize the function (2.25).
The corresponding conditional log-likelihood function based on (2.23)
can be written as
−2L = (n− 1) log(2piσ2) +
n∑
t=2
[Xt − µ− φ(Xt−1 − µ)]
2/σ2. (2.26)
Maximizing the log likelihood, L in (2.26) with respect to the pa-
rameters φ, µ, and σ2, we have
φˆ =
∑n
t=2Xt
∑n
t=2Xt−1 − (n− 1)
∑n
t=2XtXt−1
(
∑n
t=2Xt−1)
2 − (n− 1)
∑n
t=2X
2
t−1
, (2.27)
µˆ =
∑n
t=2Xt
∑n
t=2X
2
t−1 −
∑n
t=2Xt−1
∑n
t=2XtXt−1
((n− 1)
∑n
t=2X
2
t−1 − (
∑n
t=2Xt−1)
2)(1− φˆ)
, (2.28)
and
σˆ2 =
∑n
t=2(Xt − µˆ− φˆ(Xt−1 − µ))
2
(n− 1)
. (2.29)
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Note: µˆ can be reduced to
µˆ =
∑n
t=2(Xt − φˆXt−1)
(n− 1)(1− φˆ)
.
Now suppose that n is small and there are m independent replications
on (2.23) satisfying
Xit − µi = φi(Xi,t−1 − µi) + εit. (2.30)
In our analysis we assume that φi = φ and µi = µ for all i = 1, · · · ,m.
2.3.1. Conditional likelihood estimation. Let the series Xit
be independent of the series Xjt for each i 6= j. Assuming {εit} is
a Gaussian white noise (ie. εit are iid N(0, σ
2) ), the corresponding
conditional log-likelihood function based on (2.30) can be re-written as
−2L = m(n− 1) log(2piσ2) +
∗∑
[Xit − µ− φ(Xi,t−1 − µ)]
2/σ2, (2.31)
where
∑∗ =∑mi=1∑nt=2.
Maximizing the log-likelihood, (2.31) with respect to the parameters
φ, µ, and σ2, we have
φˆ =
∑∗Xit∑∗Xi,t−1 −m(n− 1)∑∗XitXi,t−1
(
∑∗Xi,t−1)2 −m(n− 1)∑∗X2i,t−1 , (2.32)
µˆ =
∑∗Xit∑∗X2i,t−1 −∑∗Xi,t−1∑∗XitXi,t−1
(m(n− 1)
∑∗X2i,t−1 − (∑∗Xi,t−1)2)(1− φˆ) , (2.33)
and
σˆ2 =
∑∗(Xit − µˆ− φˆ(Xi,t−1 − µ))2
m(n− 1)
. (2.34)
Furthermore, µˆ can be reduced to
µˆ =
∑∗(Xit − φˆXi,t−1)
m(n− 1)(1− φˆ)
.
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Equations (2.32), (2.33) and (2.34) can be simplified using a vector
notation as follows:
Define V1 as a row vector of 1’s of order 1×m and V2 as a column
vector of 1’s of order (n − 1) × 1. Let A be the m × n matrix of all
(Xit)’s (i = 1, · · ·m; t = 1, · · ·n) and let A1 and A2 be two matrices of
order m× (n− 1) excluding the first column and the last column of A
respectively. Let sum(A) be the sum of all elements of the matrix A.
Then, one has
∗∑
Xit = V1A1V2 = sum(A1),
and
∗∑
Xi,t−1 = V1A2V2 = sum(A2).
Also,
∗∑
XitXi,t−1 = V1(A1 ∗A2)V2 = sum(A1 ∗A2),
and
∗∑
X2i,t−1 = V1(A2 ∗A2)V2 = sum(A
2
2),
where A ∗ B denotes the matrix formed by the product of the corre-
sponding elements of the matrices A and B and A∗A = A2. Now the
corresponding conditional ml estimates can be written as
φˆ =
(V1A1V2)(V1A2V2)−m(n− 1)V1(A1 ∗A2)V2
(V1A2V2)2 −m(n− 1)V1(A2 ∗A2)V2
=
sum(A1)sum(A2)−m(n− 1)sum(A1 ∗A2)
sum(A2)2 −m(n− 1)sum(A22)
(2.35)
µˆ =
(V1A1V2)(V1(A2 ∗A2)V2)− (V1A2V2)(V1(A1 ∗A2)V2)
(m(n− 1)V1(A2 ∗A2)V2 − (V1A2V2)2)(1− φˆ)
=
sum(A1)sum(A
2
2)− sum(A2)sum(A1 ∗A2)
(m(n− 1)sum(A22)− sum(A2)
2)(1− φˆ)
(2.36)
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σˆ2 = (1− φˆ2)µˆ2 + P1 + P2, (2.37)
where
P1 =
V1(A1 ∗A1)V2) + φˆ
2V1(A2 ∗A2)V2
m(n− 1)
=
sum(A21)− φˆ
2sum(A22)
m(n− 1)
and
P2 =
2µˆ(1− φˆ)(φˆ(V1A2V2)− (V1A1V2))− 2φˆ(V1(A1 ∗A2)V2)
m(n− 1)
,
=
2µˆ(1− φˆ)(φˆsum(A2)− sum(A1))− 2φˆ(sum(A1 ∗A2))
m(n− 1)
.
Using these equations (2.35), (2.36) and (2.37), it is easy to esti-
mate the parameters for a given replicated short series. Denote the
corresponding vector of the estimates by δˆ1, where δˆ1 = (φˆ1, µˆ1, σˆ
2
1)
′.
Now we look at the exact maximum likelihood estimation proce-
dure.
2.3.2. Exact Likelihood Estimation. Consider a stationary nor-
mally distributed AR(1) time series {Xit} generated by (2.23). Let XT
be a sample of size T = mn from (2.30) and let XT = (X1, · · · ,Xm)
′,
where Xi = (Xi1, · · · , Xin)
′. That is, the column XT represents the
vector of mn observations given by
XT = (X11, · · ·X1n, X21, · · ·X2n, · · · , Xm1, · · · , Xmn)
′.
Then it is clear that XT ∼ NT (µV,Σ), where V is a column vector of
1’s of order T × 1 and Σ is the covariance matrix (order T ×T ) of XT.
From the independence of Xi’s, Σ is a block diagonal matrix such that
Σ = diag(Ω), where Ω is the covariance matrix (order n × n) of any
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single series Xi given in (2.30).
The corresponding log-likelihood function can be written as
−2L = mn log(2piσ2)−m log(1− φ2) +
m∑
i=1
{(Xi1− µ)
2
+
n∑
t=2
[Xit − µ− φ(Xi,t−1 − µ)]
2}/σ2. (2.38)
Equation (2.38) is equivalent to
−2Lσ2 = mnσ2 log(2piσ2)−mσ2 log(1−φ2) +
m∑
i=1
(Xi1−µ)
2+ (1+φ2)
m∑
i=1
n−1∑
t=2
(Xit − µ)
2 +
m∑
i=1
(Xi,n − µ)
2 − 2φ
m∑
i=1
n−1∑
t=1
(Xit − µ)(Xi,t+1 − µ).
To estimate the parameters φ, µ and σ2, one needs a suitable op-
timization algorithm to maximize the log-likelihood function given in
(2.38). As we have the covariance matrix Σ = diag(Ω) in terms of
the parameters φ and σ2, the exact mle’s can easily be obtained by
choosing an appropriate set of starting up values for the optimization
algorithm. Denote the corresponding vector of the estimates by δˆ2,
where δˆ2 = (φˆ2, µˆ2, σˆ
2
2)
′. Furthermore, there are some alternative esti-
mation procedures available via recursive methods.
In the next section we compare the finite sample properties of δˆ1
and δˆ2 via a simulation study with corresponding asymptotic results.
2.3.3. Finite Sample Comparison of δˆ1 and δˆ2. The proper-
ties of δˆ1, and δˆ2 are very similar to each other for large values of m,
especially the bias and the mean square error (mse). However, there
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are slight differences for small values of m. It can be seen that the
asymptotic covariance matrix of δˆ1 based on (2.31) is
Cov(δˆ1) =
1
m(n− 1)


1− φ2 0 0
0 σ
2
(1−φ)2
0
0 0 2σ4

 .
The corresponding matrix for the exact mle of δˆ2 based on (2.38) is
Cov(δˆ2) =
1
ac− d2


c 0 −d
0 ac−d
2
b
0
−d 0 a

 ,
where
a =
m[φ2(3− n) + n− 1]
(1− φ2)2
, b =
m(1− φ)[n− (n− 2)φ]
σ2
,
c =
mn
2σ4
, d =
mφ
σ2(1− φ2)
.
Hence, it is clear that asymptotically (for large m) φˆ is normal with
mean φ and variance
c
ac− d2
.
For example, when m = 100 and n = 5 (φ = .8, µ = 4, σ2 = 2),
we have
Cov(δˆ1)t =


0.0009 00.0000 0.0000
0.0000 0.0278 0.0000
0.0000 0.0000 0.0800


Cov(δˆ2)t =


0.0005 00.0000 −0.0001
0.0000 0.0385 0.0000
−0.0001 0.0000 0.0080


where t stands for corresponding theoretical values.
Under the null hypothesis of no serial correlation, ie. φ = 0, the null
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distribution of φˆ is asymptotically normal with mean 0 and variance
1
m(n− 1)
. Next section reports a simulation study.
2.3.4. A Simulation Study. We first generate a sample of 100
observations from (2.30) for a given set of parameters φ, µ, and σ2 using
S-plus and repeat this m times. Now let us pick the last five columns
of this matrix (of order m × 100) and take a matrix (of order m × 5)
as our sample. Using this sample and equations (2.32), (2.33) and
(2.34) let us compute δˆ1 based on the conditional argument. The exact
likelihood estimates of parameters (δˆ2) are obtained by numerically
maximizing (2.38) using the Newton-Raphson method. For n = 5, we
repeat the simulation and estimation using both ML procedures for
different values m and k. At the end of each estimation, we compute
the mean and variance of δˆ1 and δˆ2. Further the bias and mean square
error (mse) of δˆ1 and δˆ2 are obtained for comparison. Let δˆi.j stand for
the jth estimate of the vector δˆi. ; i=1,2.
Then
biasi =
1
k
k∑
j=1
(δˆi.j − δi), (2.39)
and
msei =
1
k
k∑
j=1
(δˆi.j − δi)
2. (2.40)
Below we tabulate these results for various values of m and k. Each
table has four parts consisting of:
• the true values of φ and means of estimated values of φˆ1 and φˆ2,
• the variances of estimated values of φˆ1 and φˆ2,
• the biases of the estimates φˆ1 and φˆ2,
• mean square errors of the estimates φˆ1 and φˆ2.
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δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.7986,4.0019,0.9959) (0.7964,3.9897,0.9991)
(0.7,5,1.5) (0.6973,5.0137,1.5013) (0.6973,5.0049,1.4890)
(0.6,6,2.0) (0.5938,6.0090,1.9928) (0.5967,6.0030,1.9920)
(0.5,5,1.0) (0.4927,4.9930,1.0040) (0.4961,5.0012,1.0006)
(0.4,8,5.0) (0.3975,7.9734,5.0216) (0.3967,8.0039,4.9618)
(0.3,10,7.0) (0.2952,10.0001,6.9853) (0.2973,10.0086,6.9624)
(0.2,4,3.0) (0.1952,4.0052,3.0048) (0.1999,4.0008,2.9898)
(0.1,5,2.0) (0.1007,4.9965,1.9879) (0.1006,5.0013,1.9888)
Table 1. Simulated means of δˆ1 and δˆ2 (m=100, k=300)
δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.0009,0.0613,0.0040) (0.0005,0.0196,0.0042)
(0.7,5,1.5) (0.0012,0.0489,0.0104) (0.0010,0.0173,0.0107)
(0.6,6,2.0) (0.0018,0.0282,0.0201) (0.0013,0.0168,0.0166)
(0.5,5,1.0) (0.0021,0.0104,0.0051) (0.0018,0.0056,0.0045)
(0.4,8,5.0) (0.0021,0.0400,0.1308) (0.0019,0.0239,0.0901)
(0.3,10,7.0) (0.0022,0.0394,0.2150) (0.0020,0.0236,0.1932)
(0.2,4,3.0) (0.0025,0.0124,0.0471) (0.0022,0.0091,0.0316)
(0.1,5,2.0) (0.0023,0.0067,0.0199) (0.0023,0.0048,0.0143)
Table 2. Simulated variances of δˆ1 and δˆ2 (m=100, k=300)
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δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (-0.0014,0.0019,-0.0041) (-0.0036,-0.0103,-0.0009)
(0.7,5,1.5) (-0.0027,0.0137,0.0013) (-0.0027,0.0049,-0.0110)
(0.6,6,2.0) (-0.0062,0.0090,-0.0072) (-0.0033,0.0030,-0.0080)
(0.5,5,1.0) (-0.0073,-0.0070,0.0040) (-0.0039,0.0012,0.0006)
(0.4,8,5.0) (-0.0025,-0.0266,0.0216) (-0.0033,0.0039,-0.0382)
(0.3,10,7.0) (-0.0048,0.0001,-0.0147) (-0.0027,0.0086,-0.0376)
(0.2,4,3.0) (-0.0048,0.0052,0.0048) (-0.0001,0.0008,-0.0102)
(0.1,5,2.0) (0.0007,-0.0035,0.0121) (0.0006,0.0013,-0.0112)
Table 3. Simulated bias of δˆ1 and δˆ2 (m=100, k=300)
δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.0009,0.0613,0.0041) (0.0005,0.0197,0.0042)
(0.7,5,1.5) (0.0012,0.0491,0.0104) (0.0010,0.0173,0.0108)
(0.6,6,2.0) (0.0018,0.0283,0.0201) (0.0013,0.0168,0.0166)
(0.5,5,1.0) (0.0021,0.0104,0.0051) (0.0018,0.0056,0.0045)
(0.4,8,5.0) (0.0021,0.0407,0.1312) (0.0019,0.0240,0.0915)
(0.3,10,7.0) (0.0022,0.0394,0.2152) (0.0020,0.0237,0.1946)
(0.2,4,3.0) (0.0025,0.0124,0.0471) (0.0022,0.0091,0.0317)
(0.1,5,2.0) (0.0023,0.0067,0.0201) (0.0023,0.0048,0.0145)
Table 4. Simulated mse of δˆ1 and δˆ2 (m=100, k=300)
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δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.7988,3.9959,0.9979) (0.7995,4.0003,0.9983)
(0.7,5,1.5) (0.6988,4.9975,1.4959) (0.6999,4.9994,1.4986)
(0.6,6,2.0) (0.5996,6.0032,1.9988) (0.5985,6.0003,2.0019)
(0.5,5,1.0) (0.5009,4.9973,1.0009) (0.4983,5.0007,0.9999)
(0.4,8,5.0) (0.4012,7.9934,4.9918) (0.4000,8.0058,4.9963)
(0.3,10,7.0) (0.2986,9.9990,7.0031) (0.2995,10.0005,7.0058)
(0.2,4,3.0) (0.1992,3.9975,2.9954) (0.2006,4.0014,3.0006)
(0.1,5,2.0) (0.1003,5.0002,2.0029) (0.0986,5.0024,1.9965)
Table 5. Simulated means of δˆ1 and δˆ2 (m=500, k=500)
δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.0002,0.0135,0.0010) (0.0001,0.0040,0.0009)
(0.7,5,1.5) (0.0003,0.0077,0.0021) (0.0002,0.0035,0.0021)
(0.6,6,2.0) (0.0003,0.0069,0.0042) (0.0002,0.0033,0.0034)
(0.5,5,1.0) (0.0004,0.0019,0.0011) (0.0003,0.0010,0.0008)
(0.4,8,5.0) (0.0004,0.0065,0.0274) (0.0004,0.0037,0.0194)
(0.3,10,7.0) (0.0004,0.0075,0.0481) (0.0004,0.0049,0.0411)
(0.2,4,3.0) (0.0005,0.0023,0.0090) (0.0005,0.0018,0.0065)
(0.1,5,2.0) (0.0005,0.0013,0.0037) (0.0004,0.0010,0.0032)
Table 6. Simulated variances of δˆ1 and δˆ2 (m=500, k=500)
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δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (-0.0012,-0.0041,-0.0021) (-0.0005,0.0003,-0.0017)
(0.7,5,1.5) (-0.0012,-0.0025,-0.0041) (-0.0001,-0.0006,-0.0014)
(0.6,6,2.0) (-0.0004,0.0032,-0.0012) (-0.0015,0.0003,0.0019)
(0.5,5,1.0) (0.0009,-0.0027,0.0009) (-0.0017,0.0007,-0.0001)
(0.4,8,5.0) (0.0012,-0.0066,-0.0082) (0.0000,0.0058,-0.0037)
(0.3,10,7.0) (-0.0014,-0.0010,0.0031) (-0.0005,0.0005,0.0058)
(0.2,4,3.0) (-0.0008,-0.0025,-0.0046) (0.0006,0.00014,0.0006)
(0.1,5,2.0) (0.0003,0.0002,0.0029) (-0.0014,0.0024,-0.0035)
Table 7. Simulated bias of δˆ1 and δˆ2 (m=500, k=500)
δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.0002,0.0135,0.0010) (0.0001,0.0040,0.0009)
(0.7,5,1.5) (0.0003,0.0077,0.0021) (0.0002,0.0035,0.0021)
(0.6,6,2.0) (0.0003,0.0069,0.0042) (0.0003,0.0033,0.0034)
(0.5,5,1.0) (0.0004,0.0019,0.0011) (0.0003,0.0010,0.0008)
(0.4,8,5.0) (0.0004,0.0066,0.0275) (0.0004,0.0037,0.0194)
(0.3,10,7.0) (0.0004,0.0075,0.0481) (0.0004,0.0049,0.0411)
(0.2,4,3.0) (0.0005,0.0023,0.0090) (0.0005,0.0018,0.0065)
(0.1,5,2.0) (0.0005,0.0013,0.0037) (0.0004,0.0010,0.0033)
Table 8. Simulated mse of δˆ1 and δˆ2 (m=500, k=500)
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δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.7998,40030,0.9985) (0.7998,4.0005,0.9986)
(0.7,5,1.5) (0.7000,5.0020,1.4981) (0.6992,5.0007,1.4996)
(0.6,6,2.0) (0.5995,5.9986,1.9993) (0.5998,5.9980,1.9986)
(0.5,5,1.0) (0.4995,4.9999,0.9994) (0.4998,5.0004,1.0000)
(0.4,8,5.0) (0.3993,7.9997,4.9981) (0.4001,7.9992,5.0006)
(0.3,10,7.0) (0.3003,9.9999,6.9903) (0.3000,9.9979,6.9999)
(0.2,4,3.0) (0.1999,3.9995,2.9972) (0.1993,4.0003,2.9961)
(0.1,5,2.0) (0.0992,5.0000,1.9980) (0.1003,4.9999,1.9997)
Table 9. Simulated means of δˆ1 and δˆ2 (m=1000, k=1000)
δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.0001,0.0063,0.0005) (0.0001,0.0019,0.0004)
(0.7,5,1.5) (0.0001,0.0043,0.0011) (0.0001,0.0017,0.0009)
(0.6,6,2.0) (0.0002,0.0032,0.0020) (0.0001,0.0016,0.0016)
(0.5,5,1.0) (0.0002,0.0010,0.0005) (0.0002,0.0006,0.0004)
(0.4,8,5.0) (0.0002,0.0034,0.0127) (0.0002,0.0021,0.0104)
(0.3,10,7.0) (0.0003,0.0035,0.0234) (0.0002,0.0023,0.0200)
(0.2,4,3.0) (0.0002,0.0011,0.0046) (0.0002,0.0008,0.0036)
(0.1,5,2.0) (0.0002,0.0006,0.0020) (0.0003,0.0005,0.0018)
Table 10. Simulated variances of δˆ1 and δˆ2 (m=1000, k=1000)
32
δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (-0.0002,0.0030,-0.0015) (-0.0002,0.0005,-0.0014)
(0.7,5,1.5) (0.0000,0.0020,-0.0019) (-0.0008,0.0007,-0.0004)
(0.6,6,2.0) (-0.0005,-0.0014,-0.0007) (-0.0002,-0.0020,-0.0014)
(0.5,5,1.0) (-0.0005,-0.0001,-0.0006) (-0.0002,0.0004,0.0000)
(0.4,8,5.0) (-0.0007,-0.0003,-0.0019) ( 0.0001,-0.0008,0.0006)
(0.3,10,7.0) (0.0003,-0.0001,-0.0092) (0.0000,-0.0021,0.0001)
(0.2,4,3.0) (-0.0001,-0.0005,-0.0028) (-0.0007,0.00003,-0.0039)
(0.1,5,2.0) (-0.0008,0.0000,-0.0020) (0.0003,-0.0001,-0.0003)
Table 11. Simulated bias of δˆ1 and δˆ2 (m=1000, k=1000)
δ δˆ1,Conditional mle δˆ2,Exact mle
(0.8,4,1.0) (0.0001,0.0063,0.0005) (0.0001,0.0019,0.0005)
(0.7,5,1.5) (0.0001,0.0043,0.0011) (0.0001,0.0017,0.0009)
(0.6,6,2.0) (0.0002,0.0032,0.0020) (0.0001,0.0016,0.0016)
(0.5,5,1.0) (0.0002,0.0010,0.0005) (0.0002,0.0006,0.0004)
(0.4,8,5.0) (0.0002,0.0034,0.0127) ( 0.0002,0.0021,0.0104)
(0.3,10,7.0) (0.0003,0.0035,0.0235) (0.0002,0.0023,0.0200)
(0.2,4,3.0) (0.0002,0.0011,0.0046) (0.0002,0.0008,0.0036)
(0.1,5,2.0) (0.0002,0.0006,0.0020) (0.0003,0.0005,0.0018)
Table 12. Simulated mse of δˆ1 and δˆ2 (m=1000, k=1000)
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For φ = 0.8, µ = 4 and σ2 = 2, we compute the covariance matrices
of δˆ1 and δˆ2 based on our simulations for m = 100 and n = 5. We
denote these matrices by Cov(δˆ1)s and Cov(δˆ2)s for convenience (’s’
stands for simulation).
Cov(δˆ1)s =


0.0009 00.0012 0.0000
0.0012 0.1367 0.0000
0.0000 0.0000 0.0180


Cov(δˆ2)s =


0.0005 00.0000 −0.0009
0.0000 0.0391 0.0000
−0.0009 0.0000 0.0160


We now can conclude that in each case (conditional mle and ex-
act mle) var(φˆi)t ≈ var(φˆi)s for i=1,2 (t and s stand for theoretical
and simulation respectively) and for large m. It is clear that, for large
m, the loss of information under the conditional likelihood procedure
is negligible (recall that this is the conclusion for m = 1 and n is large).
Below we give graphical representations of the bias (Figure 1) and
the mse (Figure 2) of φˆ in both conditional and exact cases for a given
m and k. This graphs further confirm the above conclusion.
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Figure 1. Comparison of the bias of φˆ1 and φˆ2 (µ = 5
and σ2 = 1)
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Figure 2. Comparison of the mse of φˆ1 and φˆ2 (µ = 5
and σ2 = 1)
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Now we describe a method of estimation due to Cox and Solomon
(1988) for the sake of comparison.
2.3.5. The approach due to Cox and Solomon (1988). Sup-
pose that {X1, . . . , Xn} be a sample with serial correlation ρ at lag one.
When n is small, define
ρˆ =
Q
S
, (2.41)
where the lag one sum of product
Q =
n−1∑
t=1
(Xt− X¯)(Xt+1− X¯) =
n−1∑
t=1
XtXt+1− (n+1)X¯
2+ X¯(X1+Xn),
S =
n∑
t=1
(Xt − X¯)
2, and X¯ =
∑n
t=1Xt
n
.
Note: For large n, ρˆ −→ φ.
For the ith sample, denote these values by (Qi, Si),i = 1, · · · ,m, where
the ith sample is {Xi1, Xi2, · · · , Xin}.
Pooling numerators and denominators of (2.41), let
φˆ =
m∑
i=1
Qi/
m∑
i=1
Si. (2.42)
Cox and Solomon (1988) have shown that the statistic given in (2.42)
is more efficient than φˆ∗ =
∑m
i=1(Qi/Si) when the variance σ
2 is con-
stant.
To derive the distribution of φˆ consider the following lemma:
Lemma: LetX1, . . . , Xn, be independent identically distributed stan-
dard normal variables, and X = (X1, . . . , Xn)
′, then
(i) E(X′AX) = tr(A)
(ii) var(X′AX) = 2tr(A2)
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(iii) cov(X′AX,X′BX) = 2tr(AB)
where A,B are arbitrary constant matrices.
Proof:see Searle(1971) , p.57.
To obtain the asymptotic distribution of the test statistic φˆ under
the null hypothesis H0 : ρ = 0, (i.e. the observations are independent)
and standard normal variables, we can use the above Lemma. For ex-
ample, writing Q = X′AX and S = X′BX for suitably chosen matrices
A and B, it can be seen that
E(Q) = −(n− 1)/n, var(Q) = (n3 − 3n2 + 2n+ 2)/n2,
E(S) = n− 1, var(S) = 2(n− 1), and cov(Q,S) = −2(n− 1)/n.
It follows after further calculation that under the null hypothesis
the approximate mean and variance of the limiting normal distribution
of φˆ are −1/n and [(n+ 1)(n− 2)2]/[mn2(n− 1)2] respectively.
Using the estimator of φ given in (2.42), the corresponding null
distribution (for large m) of φˆ when n = 5 is normal with mean
−1
5
and variance
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200m
. (See Cox and Solomon (1988), p.147). Although
this has a smaller variance than the previous one given in section 2.3.3
(i.e.
1
4m
), it has a considerable bias.
As described before, the assumption of linearity is not reasonable in
many applications. It is recognized by many researchers that the con-
ditional means and conditional variances are not constant in some ap-
plications as in the linear theory. These types of models are called
nonlinear time series models and the next Chapter is devoted to dis-
cussing some of their properties in detail.
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Chapter 3
Nonlinear Time Series Models
As many applications in financial data are nonlinear, nonlinear
models are appropriate for forecasting and accurately describing re-
turns and volatility. Since there are an enormous number of nonlin-
ear models available for modelling and forecasting economic time se-
ries, choosing the best model for a particular application is daunting
(Franses and Van Dijk (2000),p.2).
In financial time series asymmetric behaviour is often displayed .
An example of this behavior is that large negative returns appear more
frequently than large positive returns. Another example is that large
negative returns are often a prelude to a period of substantial volatility,
while large positive returns are less so. Such asymmetries should be
incorporated in a time series model for description and out-of-sample
forecasting to avoid forecasts that are always too low or too high.
Non-linear time series analysis is a rapidly developing area and there
have been major developments in model building and forecasting. In
this chapter, we discuss five popular models in practice and describe
their statistical properties. We first consider the class of bilinear time
series models.
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3.1. Bilinear Models
Wiener(1958) considered a nonlinear relationships between an input
Ut and an output Xt (both observable) using Volterra series expansion
given by
Xt =
∞∑
i=0
αiUt−i+
∞∑
i=0
∞∑
j=0
αijUt−iUt−j+
∞∑
i=0
∞∑
j=0
∞∑
k=0
αijkUt−iUt−jUt−k+· · · .
(3.1)
From a given finite realization of a process, one cannot estimate the
parameters {αi}, {αij}, {αijk}, · · · efficiently. To overcome this diffi-
culty Granger and Anderson (1978) have introduced a class of nonlin-
ear models in the time series context assuming Ut = εt (unobservable)
satisfying
φ(B)Xt = θ(B)εt +
r∑
i=1
s∑
j=1
βijXt−iεt−j , (3.2)
where φ(B) and θ(B) are pth order AR and qth order MA polynomials
on back shift operator B as given in (2.2) and βij are constants. This
is an extension of the (linear) ARMA model obtained by adding the
nonlinear term
r∑
i=1
s∑
j=1
βijXt−iεt−j to the right hand side. In literature,
the model (3.2) is called a bilinear time series model of order (p, q, r, s)
and denoted BL(p, q, r, s).
In their monograph Granger and Anderson (1978) have considered
the statistical properties of the model BL(1, 0, 1, 1). Subba Rao(1981)
has analyzed the model BL(p, 0, p, 1) and obtained some interesting
time series properties.
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Consider the bilinear model BL(p, 0, p, 1) is given by
φ(B)Xt = εt +
(
p∑
i=1
βi1Xt−i
)
εt−1 . (3.3)
Following Subba Rao (1981), we show that (3.3) can be written in the
state space form. Define p× p matrices A and B such that
A=


φ1 φ2 · · · φp−1 φp
1 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0


, B=


β11 β21 · · · βp−1,1 βp1
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0


.
Let the vector H′=(1, 0, · · · , 0) of (1 × p) and the random vector
Xt
′=(Xt, Xt−1, · · · , Xt−p+1) of order (1× p). Using the above notation
we rewrite the model (3.3) in the form
Xt = AXt−1 +BX t−1εt−1 +Hεt, (3.4)
Xt = H
′Xt. (3.5)
The above representations (3.4) and (3.5) together are called the state
space representation of the bilinear model BL(p,0,p,1). The represen-
tations (3.4) and (3.5) taken together are a vector form of the bilin-
ear model BL(p,0,p,1) and we denote this as VBL(p) for convenience.
We extend this approach to obtain the state space representation of
BL(p, 0, p, q) which can be obtained as follows:
Define the matrices
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Bj =


β1j β2j · · · βp−1,j βpj
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0


, j = 1, · · · , q
and write the state space representation as
Xt = AXt−1 +
q∑
j=1
BjXt−1εt−j +Hεt, (3.6)
Xt = H
′Xt. (3.7)
This form can be denoted as V BL(p, q).
We use this approach to write the general bilinear modelBL(p, q, r, s)
in the state space form. First we define the matrices of order (l+ 2)×
(l + 2) (l=max(p,q,r,s)) as
A =


1 0 0 · · · 0 0
0 φ1 φ2 · · · φl 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0


,
Bj =


0 0 0 · · · 0 0
θj β1j β2j · · · βlj 0
0 0 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0


, (j = 1, · · · ,max(q, s)),
and the vector H′=(0, 1, 0, · · · , 0). Let Xt be the random vector given
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by, X ′t = (1, Xt, Xt−1, · · · , Xt−l) of 1 × (l + 2). Now the state space
representation of the general BL(p, q, r, s) can then be expressed as
Xt = AXt−1 +
max(q,s)∑
j=1
BjXt−1εt−j +Hεt, (3.8)
Xt = H
′Xt, (3.9)
where θj = 0, j > q ; βij = 0, j > s or i > r ; Xt−i = 0, i > p.
Example 3.1. Consider the BL(1,1,1,1) model
Xt = φXt−1 + εt + θεt−1 + βXt−1εt−1. (3.10)
A state space representation of (3.10)is

1
Xt
Xt−1

 = A


1
Xt−1
Xt−2

+B


1
Xt−1
Xt−2

 εt−1 +


0
1
0

 εt
and Xt =
(
0 1 0
)


1
Xt
Xt−1

 ,
where A =


1 0 0
0 φ 0
0 1 0

 and B =


0 0 0
θ β 0
0 0 0

 .
A graphical representation of a series generated by (3.10) with φ =
0.8, θ = 0.7 and β = 0.6 is given in Figure 3. The acf and pacf are
given in Figures 4 and 5 respectively.
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Figure 3. Plot of BL(1,1,1,1) ( φ = 0.8, θ = 0.7 and
β = 0.6).
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Figure 4. acf plot of BL(1,1,1,1) ( φ = 0.8, θ = 0.7 and
β = 0.6).
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Figure 5. pacf plot of BL(1,1,1,1) ( φ = 0.8, θ = 0.7
and β = 0.6).
Stensholt and Tjøstheim (1987) have considered a class of multiple
bilinear models, and shown that the space time bilinear (STBL) model
is a special form of a multiple bilinear model. This model and its iden-
tification have been proposed and discussed by Dai and Billard (1998).
Recently, Dai and Billard (2003) have considered the problem of the
parameter estimation for the space time bilinear model. A conditional
maximum likelihood estimation procedure was provided through the
use of a Newton-Raphson numerical optimization algorithm with the
assumption that the model is stationary and invertible.
In Chapter 4 we consider the estimation function approach due to Go-
dambe (1985) to estimate parameters. In section 3.2 we consider the
class of random coefficient autoregressive models.
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3.2. Random Coefficient Autoregressive (RCA) Models
RCA models are defined by allowing random additive perturbations
{βi(t)} for the autoregressive coefficients of ordinary AR models. That
is, a stochastic process {Xt} is said to follow an RCA model of order
k (RCA(k)), if Xt satisfies an equation of the form
Xt −
k∑
i=1
(φi + βi(t))Xt−i = εt, (3.11)
where
(i) {²t} and {βi(t)} are zero mean square integrable independent
processes with constant variances σ2² and σ
2
β;
(ii) βi(t)(i = 1, 2, · · · , k) are independent of {²t} and {Xt−i}; i ≥ 1;
(iii) φi, i = 1, · · · , k, are the parameters to be estimated;
Conlisk (1974), (1976) has derived conditions for the stability of
RCA models. Robinson (1978) has considered statistical inference for
the RCA model. Nicholls and Quinn (1982), proposed a method of
testing
H0 : σ
2
β = 0 vs H1 : σ
2
β > 0 (3.12)
based on likelihood criterion. Ramanathan and Rajarshi (1994) have
suggested a test based on the least square residuals. Both Nicholls-
Quinn and Ramanathan-Rajarshi assumed βi(t) and εt are indepen-
dent. This assumption of independence plays an important role in
deriving the limiting distribution of the test statistics.
Recently, Lee (1998) has considered a generalized first RCA model,
which includes RCA(1) (independence of β(t) and εt is not required),
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Xt = (φ+ β(t))Xt−1 + εt, (3.13)
where (β(t), εt) is an iid random vectors with E(β(t)) = E(εt) = 0,
E(β2(t)) = σ2β, E(ε
2
t ) = σ
2
ε and cov(β(t), εt) = ψσβ with |ψ| < σε.
Assuming the Gaussianity of (β(t), εt), Lee has developed a locally
best invariant (LBI) test for φ = 1. The LBI test statistic ZT (φˆ) for
the test (3.12) with the estimate φˆ of φ for the model (3.13), is given
by
ZT (φ) =


υ−4(φ)T (T + 2)
T∑
t=1
(Xt −Xt−1)
2X2t−1 − υ
−2(φ)T
T∑
t=2
X2t−1,
if T = 2n,
υ−4(φ)T (T + 2)
T∑
t=1
(Xt −Xt−1)
2X2t−1 − υ
−2(φ)T (T+1)
T−1
T∑
t=2
X2t−1,
if T = 2n+ 1,
(3.14)
with ν2(φ) =
T∑
t=2
(Xt − φXt−1)
2 +X21 , where n = 1, 2, · · · .
The test statistic is shown to be asymptotically standard normal
under the null hypothesis H0. Under the alternative hypothesis H1,
the test statistic is shown to diverge to ∞ in probability. This asserts
the consistency of the test for coefficient.
We now consider the state space representation of RCA models.
Rewrite the equation (3.11) as follows:
Xt −
k∑
i=1
φiXt−i =
k∑
i=1
βi(t)Xt−i + εt. (3.15)
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To write a state space form of the RCA model consider a similar ap-
proach as in the bilinear model.
Define the following matrices:
A =


φ1 φ2 · · · φk−1 φk
1 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0


, B =


1 1 · · · 1
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0


,
of order (k× k), the vector H′=(1, 0, · · · , 0) of (1× k) and the random
vectors β′(t) = (β1(t), · · · , βk(t)) and Xt
′=(Xt, Xt−1, · · · , Xt−k+1) of
order (1× k). The state space representation of the RCA model (3.11)
is expressed as
Xt = AXt−1 +B diag(Xt−1β
′(t)) +Hεt, (3.16)
Xt = H
′Xt, (3.17)
where diag(A) stands for a vector formed by the diagonal elements of
the corresponding matrix A. Using this state space form, we can write
a recursive estimation algorithm based on Kalman filtering.
Example 3.2. Consider the RCA(1) model given by
Xt = (φ+ β(t))Xt−1 + εt, (3.18)
where
(i) {²t} and {β(t)} are zero mean square integrable independent pro-
cesses with constant variances σ2² and σ
2
β,
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(ii) β(t) are independent of {²t} and {Xt−1} ,
(iii) φ is the parameter to be estimated.
Let {²t} and {β(t)} be independent IID N(0, 1) variates.
State space form of 3.18 is:

 Xt
Xt−1

 = A

 Xt−1
Xt−2

+B diag(

 Xt−1
Xt−2

( β(t) 0 )) +

 1
0

 εt
and
Xt =
(
1 0
) Xt
Xt−1

 ,
where A =

 φ 0
1 0

 and B =

 1 1
0 0

 .
The graphical representation of simulated series of (3.18) with φ =
0.8 is given in Figure 6. The acf and the pacf are given in Figures 7
and 8 respectively.
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Figure 6. Plot of RCA(1) (φ = 0.8).
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Figure 7. acf plot of RCA(1) ( φ = 0.8.)
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Figure 8. pacf plot of RCA(1) (φ = 0.8).
Next section considers the class of doubly stochastic models.
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3.3. Doubly Stochastic Models
Tjøstheim (1986) considered the class of doubly stochastic time se-
ries models as another generalization of an ARMA(p,q) family given
in (2.1) which is obtained by replacing the parameters of (2.1) by sto-
chastic processes. The motivation behind this class of models is that
in many practical cases, the underlying mechanism described by the
parameters of (2.1) expected to change in a non deterministic manner.
A general class of doubly stochastic time series model of order (p,q)
is given by
Xt −
p∑
i=1
φi(fi(F
X
t−1))Xt−i = εt +
q∑
i=1
θi(gi(F
X
t−1))εt−i, (3.19)
where {φi} and {θi} are the parameter processes, fi(F
X
t−1), i = 1. · · · , p
and gi(F
X
t−1), i = 1. · · · , q are functions where F
X
t−1 is the σ-algebra
generated by {Xi, i ≤ t − 1}. Assume that {Xt}, {εt}, {φi} and {θi}
are defined on a common probability space (Ω,F ,P).
The model described by (3.19) encompasses many time series mod-
els that have been proposed in the literature.
(1) If the functions fi(F
X
t−1), i = 1, · · · , p and gi(F
X
t−1), i = 1, · · · , q,
and the sequences {φi} and {θi} are constants then the model (3.19)
is an ARMA model.
(2) If the functions fi(F
X
t−1), i = 1, · · · , p are constants and θi =
0, i = 1, · · · , q, while the process {φi} consists of iid variables and
independent of {εt} and {Xt−i}, then the model (3.19) is a RCA model
of order p.
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Some other forms of (3.19) and the processes of {φt} are intro-
duced by Tjøstheim (1986), Pourahmadi(1986), Karlson(1990), and
Holst(1994).
Another form of (3.19) is AR(1)-MA(q) doubly stochastic process sat-
isfying
Xt = φtXt−1 + εt,
φt = φ+ et + b1et1 + · · ·+ bqet−q, (3.20)
where φ, b1, · · · , bq are real constants, {φt}, {εt}, {et} are random
sequences defined on the common probability space (Ω,F ,P), and{εt}
and {et} are mutually independent noise processes with zero means
and the finite variances σ2ε , σ
2
e respectively.
Lu(1998) considered this AR(1)-MA(q) doubly stochastic model (3.20)
and obtained the conditions for the existence of higher-order stationary
solutions.
We write the model (3.19) in a state space form.
Define the matrices
A =


φ1 φ2 · · · φp−1 φp
1 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0


, B =


θ1 θ2 · · · θq
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0


of order (p × p), (p × q) respectively, the vector H′=(1, 0, · · · , 0) of
(1× p) , the random vectors
f ′(FXt−1) = (f1(F
X
t−1), · · · , fp(F
X
t−1)),
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X ′t = (Xt, Xt−1, · · · , Xt−p+1) of (1× p),
g′(FXt−1) = (g1(F
X
t−1), · · · , gq(F
X
t−1))
and E ′t = (εt, εt−1, · · · , εt−q+1) of order (1 × q). Then the state space
representation for the model (3.19) is
Xt = A diag(Xt−1f
′(FXt−1)) +B diag(Et−1g
′(FXt−1)) +Hεt,
(3.21)
Xt = H
′Xt. (3.22)
Example 3.3. Consider a doubly stochastic model with order (1,0)
given by
Xt = φX
2
t−1 + εt + θXt−1εt−1, (3.23)
where εt is a sequence of iid standard normal variates. State space
form of (3.23) is:
 Xt
Xt−1

 = A

 X2t−1
X2t−2

+B

 εt−1
1

Xt−1
+

 1
0

 εt
and
Xt =
(
1 0
) Xt
Xt−1

 ,
where A =

 φ 0
0 0

 and B =

 θ 0
0 1

 .
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The graphical representation of simulated series of the model (3.23)
with φ = 0.2 and θ = 0.1 is given in Figure 9. The acf and the pacf
are also given in Figures 10 and 11 respectively.
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Figure 9. Plot of doubly stochastic(1,1) (φ = 0.2 and
θ = 0.1).
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Figure 10. acf plot of doubly stochastic(1,1) ( φ = 0.2
and θ = 0.1).
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Figure 11. pacf plot of doubly stochastic(1,1) (φ = 0.2
and θ = 0.1).
Section 3.4 considers the class of threshold autoregressive models.
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3.4. Threshold Autoregressive (TAR) Models
The TAR model was introduced by Tong (1978) as an alternative
model for describing piecewise time series, which have been further
developed by Tong (1983, 1990) and Tsay (1989). These models have
several characteristics that can be used for general judgement and iden-
tification such as periodic cycling, up-and-down oscillations and sudden
rises or falls. These characteristics are difficult to describe by the con-
ventional linear ARIMA models.
Tong (1978) defined a time series {Xt} as the TAR1(l; k1, · · · , kl)
if it can be given by the following piecewise linear sub models,
Xt =


φ01 +
k1∑
i=1
φi1Xt−i + εt, if r0 < Xt−d < r1,
φ02 +
k2∑
i=1
φi2Xt−i + εt, if r1 < Xt−d < r2,
...........................
φ0l +
kl∑
i=1
φilXt−i + εt, if rl−1 < Xt−d < rl,
(3.24)
where, k1, k2, · · · , kl are orders of l AR models; {φij}(i = 1, · · · , kj, j =
1, · · · , l) are AR coefficients; {εt} is a stationary white noise sequence
with zero mean and finite variances σ2. The values ri(i = 0, 1, · · · , l)
are called the threshold values with −∞ = r0 < r1 < · · · < rl = ∞
and d(∈ Z+) is the delay (or lag) parameter (see Tong (1983), p.54)
(see also Tsay(1989), Chan (1993), Chen (1998) and Wu and Chang
(2002)). These models are also called self-existing threshold autore-
gressive models (SETAR).
If Dj = (rj−1, rj], j = 1, · · · , l and R =
l⋃
j=1
Dj then (3.24) can be
written as
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Xt =
l∑
j=1

φ0j +
kj∑
i=1
φijXt−i

 I(Xt−d ∈ Dj) + εt, (3.25)
where I(·) denotes the indicator function.
A state space representation of the model (3.25) is
Xt =
l∑
j=1
AjXt−1I(Xt−d ∈ Dj) +Hεt, (3.26)
Xt = H
′Xt, (3.27)
where
Aj =


1 0 0 · · · 0 0
φ0j φ1j φ2j · · · φkjj 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0


,
are of order (kj + 2)× (kj + 2), the vector H
′=(0, 1, 0, · · · , 0) and the
random vector are Xt
′=(1, Xt, Xt−1, · · · , Xt−kj) of 1× (kj + 2).
Chen (1998) has introduced a two-regime generalized threshold autore-
gressive (GTAR) model as
Xt =


φ01 +
k1∑
i=1
φi1Xt−i +
k∑
i=1
θi1Yit + ε1t, if Yi,t−d ≤ r,
φ02 +
k2∑
i=1
φi2Xt−i +
k∑
i=1
θi2Yit + ε2t, if Yi,t−d > r,
(3.28)
where r is a real number and d is the threshold lag of the model.The
sequences {εit}, i = 1, 2 are iid normal variates with zero mean and
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variances σ2i , i = 1, 2 respectively and {ε1t} and {ε2t} are indepen-
dent. {Y1,t, · · · , Yk,t} denotes the exogenous variables in regime i. This
GTAR model (3.28) is sufficiently flexible to accommodate some prac-
tical models. For example, if the exogenous variables
{Y1t, · · · , Ykt} are deleted then it is reduced to a TAR model.
Example 3.4. Consider a TAR(2;1,1) model
Xt =


φ0 + φ1Xt−1 + εt if Xt−1 ≥ 0,
φ0 − φ1Xt−1 + εt otherwise,
where εt is a sequence of iid standard normal variates.
State space form of (3.29) is:

1
Xt
Xt−1

 =


0
φ0
0

+A


1
Xt−1
Xt−2

 IXt−1 +


0
1
0

 εt
and
Xt =
(
0 1 0
)


1
Xt
Xt−1

 ,
where A =


1 0 0
0 φ1 0
0 1 0

 and the indicator function
IXt =


1 if Xt ≥ 0,
−1 if Xt < 0.
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The graphical representation of simulated series of the model (3.29)
with φ0 = 1 and φ1 = 0.8, is given in Figure 12. The acf and the pacf
are given in Figures 13 and 14 respectively.
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Figure 12. Plot of TAR(2;1,1) (φ0 = 1 and φ1 = 0.8).
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Figure 13. acf plot of TAR(2;1,1) (φ0 = 1 and φ1 = 0.8).
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Figure 14. pacf plot of TAR(2;1,1) (φ0 = 1 and φ1 = 0.8).
Next we consider autoregressive conditional heteroscedasticity mod-
els as this plays a significant role in financial modelling.
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3.5. Autoregressive Conditional Heteroscedasticity (ARCH)
Models
The class of ARCH model, introduced by Engle (1982), is very
useful for modelling economic data processing high volatility. In the
last two decades, statistical methodologies for time series models with
ARCH errors have been developed. Weiss (1994) considered a class of
ARMA models with ARCH errors and studied statistical inference for
those models (see also Lee and Hanson (1994) and Lumsdaine(1996)).
The ARCH(p) model for a sequence of random variables {Xt} on
the probability space (Ω,F ,P) satisfies the following random difference
equations:
Xt = εtσt,
σ2t = φ0 +
p∑
i=1
φiX
2
t−i, (3.29)
where φ0 > 0, φi ≥ 0, i = 1, · · · , p, {εt} is an iid white noise defined on
the same probability space and εt independent of {Xs, s < t}. Clearly
this model (3.29) can be written as (Cox, Hinkley and Barndorff-
Nielsen(1996), p.8)
Xt = εtσt,
X2t = σ
2
t + (X
2
t − σ
2
t ) = φ0 +
p∑
i=1
φiX
2
t−i + vt, (3.30)
where vt = X
2
t − σ
2
t = σ
2
t (ε
2
t − 1) is a martingale difference and εt is
Gaussian with E(εt) = 0 and E(ε
2
t ) = 1. On the second order station-
arity, Engle (1982) obtained the necessary and sufficient conditions in
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the usual way. i.e. all the roots of the characteristic polynomial
λp − φ1λ
p−1 − · · · − φp (3.31)
lie inside the unit circle. This condition is equivalent to
φ1 + φ2 + · · ·+ φp < 1. (3.32)
This basic univariate ARCH model has been extended in a number of
directions. Using the fact that ARCH(p) model is an AR(p) model
for the squared variables of the series as in (3.30), the state space
representation of (3.29) is given by
Xt = AXt−1 +Hvt, (3.33)
X2t = H
′Xt, (3.34)
where
A =


1 0 0 · · · 0 0
φ0 φ1 φ2 · · · φp 0
0 1 · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · 0 1 0


,
of order (p+2)×(p+2), the vectorH′=(0, 1, 0, · · · , 0), and the random
vector X ′t=(1, X
2
t , X
2
t−1, · · · , X
2
t−p) of 1× (p+ 2).
Example 3.5. Consider a ARCH(1) model given by
Xt = σtεt,
σ2t = φ0 + φ1X
2
t−1, (3.35)
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where εt is a sequence of iid standard normal variates. State space
form of (3.35) is

1
X2t
X2t−1

 = A


1
X2t−1
X2t−2

+


0
1
0

 vt
and
Xt =
(
0 1 0
)


1
Xt
Xt−1

 ,
where A =


1 0 0
φ0 φ1 0
0 1 0


and vt = X
2
t − σ
2
t = σ
2
t (ε
2
t − 1) is a martingale difference.
The graphical representation of a simulated series of the model
(3.35) with φ0 = 1 and φ1 = 0.8 is given in Figure 15. The acf and the
pacf are given in Figures 16 and 17 respectively.
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Figure 15. Plot of ARCH(1) (φ0 = 1 and φ1 = 0.8).
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Figure 16. acf plot of ARCH(1) (φ0 = 1 and φ1 = 0.8).
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Figure 17. pacf plot of ARCH(1) (φ0 = 1 and φ1 = 0.8).
Bollerslev (1986) extends the class of ARCH models to include mov-
ing average terms and this is called the class of generalized ARCH
(GRACH) (also see Taylor (1986)). This class is generated by (3.29)
with σ2t is generated by
σ2t = φ0 +
p∑
i=1
φiX
2
t−i +
q∑
i=1
θiσ
2
t−i . (3.36)
( See Tong (1990), p.116) Let vt = X
2
t −σ
2
t be the martingale difference
with variance σ2v . Following Cox, Hinkley and Barndorff-Nielsen(1996),
equation (3.36) together with Xt = σtεt can be written as
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X2t − vt = φ0 +
p∑
i=1
φiX
2
t−i +
q∑
j=1
θjσ
2
t−j
X2t −
p∑
i=1
φiX
2
t−i = φ0 + vt +
q∑
j=1
θj(X
2
t−j − vt−j)
X2t −
p∑
i=1
φiX
2
t−i −
q∑
j=1
θjX
2
t−j = φ0 + vt −
q∑
j=1
θjvt−j
α(B)X2t = φ0 + θ(B)vt, (3.37)
where α(B) = 1−
∑r
i=1 αiB
i, αi = φi + θi, θ(B) = 1−
∑q
j=1 θjB
j and
r = max(p, q).
It is clear that {X2t } has an ARMA(r,q) representation with the fol-
lowing assumptions:
(A.1) all the roots of the polynomial α(B) lie outside of the unit circle.
(A.2)
∑∞
i=0 ψ
2
i < ∞, where the ψ
′
is are obtained from the relation
ψ(B)α(B) = θ(B) with ψ(B) = 1+
∑∞
i=1 ψiB
i.
These assumptions ensure that the X2t process is weakly stationary.
In this case, the autocorrelation function of X2t will be exactly the same
as that for a stationary ARMA(r, q) model.
Consider the GARCH(p,q) of the form of ARMA(r,q) of X2t given
in (3.37)
X2t −
r∑
i=1
αiX
2
t−i = φ0 + vt −
q∑
i=1
θivt−i . (3.38)
The state space representation of (3.38) is
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Xt = AXt−1 +BVt (3.39)
Xt = H
′Xt, (3.40)
where
A =


1 0 · · · 0 0
φ0 α1 · · · αr 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0


, B =


0 0 · · · 0 0
1 −θ1 · · · −θq 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0


are matrices of order (r+2)×(r+2) and (r+2)×(q+2) respectively; the
vector H′ = (0, 1, 0, · · · , 0) of order 1×(r+2), the random vector X ′t =
(1, X2t , X
2
t−1, · · · , X
2
t−r) of 1× (r + 2) and V
′
t = (vt, vt−1, · · · , vt−q−1) of
order 1× (q + 2).
Example 3.6. Consider a GARCH(1,1) model
Xt = σtεt,
σ2t = φ0 + φ1X
2
t−1 + θ1σ
2
t−1 (3.41)
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where εt is a sequence of IID standard normal variates. State space
form of (3.41) is

1
X2t
X2t−1

 = A


1
X2t−1
X2t−2

+B


vt
vt−1
vt−2


and X2t =
(
0 1 0
)


1
X2t
X2t−1

 ,
where A =


1 0 0
φ0 φ1 0
0 1 0

 and B =


0 0 0
1 θ1 0
0 0 0

 .
The graphical representation of simulated series of the model (3.41)
with φ0 = 1, φ1 = 0.1 and θ1 = 0.1 is given in Figure 18. The acf and
the pacf are given in Figures 19 and 20 respectively.
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Figure 18. Plot of GARCH(1,1) (φ0 = 1, φ1 = 0.1 and
θ1 = 0.1).
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Figure 19. acf plot of GARCH(1,1) (φ0 = 1, φ1 = 0.1
and θ1 = 0.1).
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Figure 20. pacf plot of GARCH(1,1) (φ0 = 1, φ1 = 0.1
and θ1 = 0.1).
Another extension of this class is called AR-ARCH models. Ha and
Lee (2002) considered an RCA model for {Xt} of the form with {εt}
following an ARCH(p) model satisfying
Xt = (φ+ β(t))Xt−1 + εt, |φ| < 1, (3.42)
where β(t) are iid random variables and {εt} is an ARCH(p) process,
such that
(1) εt = ηt−1ξt, η
2
t−1 = φ0 + φ1ε
2
t−1 + · · ·+ φpε
2
t−p
(ξt are iid random variables with zero mean and unit variance, φ0 > 0,
φi ≥ 0, i = 1, · · · , p, and ξt is independent of {ηs, s < t},
(2) {β(t)} and {ξt} are independent iid random variables with
E[β(t)] = 0, E[β(t)2] = σ2β > 0 and Eξ
4
t <∞.
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The process generated by (3.42) is called the AR-ARCH process.
Diebolt and Gue´gan (1991) considered the class of β-ARCH model
given by
Xt = φXt−1 + (φ0 + φ1X
2β
t−1)εt, (3.43)
where {εt} is a sequence of iid random variables with zero mean and
finite variance and φ, φ0, φ1, β are the parameters.
To illustrate a state space representation of β-ARCH model,let
A =

1 0
0 φ

 , B =

 0 0
φ0 φ1

 ,
X ′t = (1, Xt) and H
′ = (1, 0). The state space representation of
(3.43) is
Xt = AXt−1 +BX
2β
t−1εt
Xt = H
′Xt,
where X 2βt = (1, X
2β
t )
′.
Kurtosis is important in GARCH modelling and below we consider
some associated results.
3.5.1. Kurtosis of GARCH Models. We now consider the kur-
tosis of the GARCH(p, q) model for the calculation of the fourth order
moment of the noise which will be used in the following:
Definition 3.1. For any random variable X with finite fourth mo-
ments, the kurtosis is defined by
E(X − µ)4
[V ar(X)]2
.
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If the process {εt} is normal then the process {Xt} defined by equa-
tions (3.36) together with Xt = σtεt is called a normal GARCH (p, q)
process. Denote the kurtosis of the GARCH process by K(X). In order
to calculate the kurtosis K(X) in terms of the ψ weights, we have the
following theorem.
Theorem 3.1. For the GARCH(p, q) process specified by (3.38), under
the stationarity assumptions and finite fourth moment, the kurtosis
K(X) of the process is given by:
a) K(X) =
E(ε4t )
E(ε4t )− [E(ε
4
t )− 1]
∞∑
j=0
ψ2j
,
b) (i) The variance of the X2t process is γ
X2
0 =σ
2
v
∞∑
j=0
ψ2j ,
(ii) The k − lag autocovariance of the X2t process is
γX
2
k = σ
2
v
∞∑
j=0
ψk+1ψj and for k ≥ 1,
(iii) The k− lag autocorrelation is given by ρX
2
k =
∞∑
j=0
ψk+jψj
∞∑
j=0
ψ2j
.
c) For a normal GARCH(p, q) process K(X) =
3
3− 2
∞∑
j=1
ψ2j
.
Proof:
(a)
The variable εt is assumed to have finite fourth moments, mean zero
and variance one, and hence by (3.36) one has
E(Xt) = E(σtεt) = σtE(εt) = 0. (3.44)
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and vt = X
2
t − σ
2
t .
Stationary process in (3.38) can be written as an infinite MA pro-
cess X2t =
∑∞
j=0 ψjυt−j and hence (with psi0 = 1) we have (see the
example(2.1)).
var(X2t ) = σ
2
v [1 + ψ
2
1 + ψ
2
2 + · · · ], (3.45)
σ2v = E(X
4
t )− E(σ
4
t ) (3.46)
= E(σ4t ε
4
t )− E(σ
4
t )
= E(σ4t )E(ε
4
t )− E(σ
4
t )
= E(σ4t )[E(ε
4
t )− 1], (3.47)
var(X2t ) = E(σ
4
t )[E(ε
4
t )− 1][1 + ψ
2
1 + ψ
2
2 + · · · ]. (3.48)
Moreover, from (3.36) it follows that,
var(X2t ) = E(X
4
t )− [E(X
2
t )]
2
= E(ε4tσ
4
t )− [E(σ
2
t )]
2
= E(ε4t )E(σ
4
t )− [E(σ
2
t )]
2. (3.49)
Equating (3.48) and (3.49) one has
E(ε4t )E(σ
4
t )− [E(σ
2
t )]
2 = E(σ4t )[E(ε
4
t )− 1][1 + ψ
2
1 + ψ
2
2 + · · · ].
(3.50)
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Now
K(X) =
E(X4t )
[E(X2t )]
2
=
E(ε4t )E(σ
4
t )
[E(σ2t ε
2
t )]
2
=
E(ε4t )E(σ
4
t )
[E(σ2t )]
2
. (3.51)
From (3.50),
E(σ4t )
[E(σ2t )]
2
=
1
E(ε4t )− [E(ε
4
t )− 1][1 + ψ
2
1 + ψ
2
2 + · · · ]
(3.52)
and hence (3.51) and (3.52) complete the proof of part(a) (see Bai,
Russell and Tiao (2003) and Thavaneswaran, Appadoo and Samanta
(2004)).
(b) (i)
var(X2t ) = var(ψ(B)vt)
= var(
∞∑
j=0
ψjvt−j)
=
∞∑
j=0
ψ2jvar(vt−j)
i.e.,γX
2
0 = σ
2
v
∞∑
j=0
ψ2j . (3.53)
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(ii) Using the definition of autocovariance,
γX
2
k = cov(X
2
t+k, X
2
t )
= cov[ψ(B)vt+k, ψ(B)vt]
= cov[
∞∑
j=0
ψjvt+k−j,
∞∑
j=0
ψjvt−j]
=
∞∑
j=0
ψk+jψjvar(vt−j).
i.e. γX
2
k = σ
2
v
∞∑
j=0
ψk+jψj. (3.54)
(iii) Using the definition of the autocorrelation,
ρX
2
k = Corr(X
2
t+k, X
2
t )
=
cov(X2t+k, X
2
t )
var(X2t )
=
γX
2
k
γX
2
0
.
i.e. ρX
2
k =
∞∑
j=0
ψk+jψj
∞∑
j=0
ψ2j
. (3.55)
(c) Proof of this part follows from the fact that for a standard normal
variate E(ε4t ) = 3 and part (a) (see Franses and Van Dijk (2000) p.146).
Example 3.7. Consider GARCH(1,1) process
Xt = σtεt, σ
2
t = φX
2
t + θσ
2
t−1. (3.56)
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Let vt = X
2
t − σ
2
t be the martingale difference with variance σ
2
v ,
then (3.56) can be rewritten as an ARMA(1,1) model of X2t . Consider
the equation for ARMA(1,1) process,
X2t − αX
2
t−1 = vt − βvt−1,
where α = φ+θ and β = −θ. Using the ψ-weights in the example (2.1)
and the variance formula in (3.53),
γ0 = σ
2
v
∞∑
j=0
ψ2j (3.57)
= σ2v(1 + ψ
2
1 + ψ
2
2 + · · ·+ · · · )
= σ2v(1 + (α + β)
2
[
1 + α2 + α4 + α6 + · · · .
]
)
= σ2v
[
1 + 2αβ + β2
1− α2
]
= σ2v
[
1− 2φθ − θ2
1− (φ+ θ)2
]
. (3.58)
Similarly using the autocovariance formula in (3.54), the lag 1 auto
covariance is
γ1 = σ
2
v
∞∑
j=0
ψjψj+1
= σ2v [ψ0ψ1 + ψ1ψ2 + · · · ]
=
σ2v(α+ β)(1 + αβ)
1− α2
=
σ2vφ(1− φθ − θ
2)
1− (φ+ θ)2
(3.59)
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for k ≥ 2, γk = αγk−1.
i.e.
ρk =


1 k = 0
(α+ β)(1 + αβ)
1 + 2αβ + β2
k = 1
αρk−1 k ≥ 1
=


1 k = 0
φ(1− φθ − θ2)
1− 2φθ − θ2
k = 1
(φ+ θ)ρk−1 k ≥ 1
(3.60)
Example 3.8. Consider the ARCH(1) model of the form (p=1 in
(3.29) and φ0 = 0)
Xt = εtσt, σ
2
t = φX
2
t−1. (3.61)
Let vt = X
2
t − σ
2
t be the martingale difference with variance σ
2
v ,
then
X2t − vt = φX
2
t−1
X2t = φX
2
t−1 + vt.
To calculate the ψ−weights, use the following relationship
(1− φB)(1 + ψ1B + ψ2B + · · · ) = 1,
and get
ψj = φ
j, j = 1, 2, · · · .
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By part (c) of the theorem (3.1), the kurtosis
K(X) =
3
3− 2
∑∞
j=1 ψ
2
j
=
3(1− φ2)
3− 5φ2
.
Example 3.9. Consider the normal GARCH(1,1) model of the form
(3.56) and from the example (2.1)
ψ1 = α + β = φ
ψj = (α + β)α
j−1 = φ(φ+ θ)j−1, j = 1, 2, · · · .
∞∑
j=1
ψ2j =
φ2
1− (φ+ θ)2
.
By part (c) of the theorem (3.1), the kurtosis
K(X) =
3
3− 2
∞∑
j=1
ψ2j
=
3[1− (φ+ θ)2]
3− 5(φ+ θ)2
.
Chapter 4 considers an approach to parameter estimation for some
nonlinear models based on estimating functions developed by Godambe
(1985).
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Chapter 4
Estimating Functions and Applications
4.1. Estimating Functions
In this chapter we obtain optimum estimating functions for nonlin-
ear time series models and discuss the parameter estimation problem
in detail.
Let X1, · · · , Xn be a finite sample of a time series {Xt} and let F
be the class of probability distributions F on Rn. Suppose that θ =
θ(F ), F ∈ F is a real parameter and write
g = g{X1, · · · , Xn; θ(F )}, F ∈ F .
A function g of this form is called an estimating function. This function
is called an unbiased estimating function if
EF [g{X1, · · · , Xn; θ(F )}] = 0, F ∈ F . (4.1)
Now we state the following regularity conditions for the class of unbi-
ased estimating functions satisfying (4.1).
Definition 4.1. Any real valued function g of the random variates
X1, · · · , Xn and the parameter θ satisfying (4.1) is called a regular
unbiased estimating function if,
(i) g is measurable on the sample space with respect to a measure µ ,
(ii) ∂g/∂θ exists for all θ = θ(F ),
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(iii)
∫
gpdµ is differentiable under the integral sign, where p is the prob-
ability density of the sample.
Denote the standardized form of the estimating function g by gs. i.e.
gs = g/EF (∂g/∂θ) and (g1−g2)s = (g1−g2)/ {EF (∂g/∂θ)− EF (∂g/∂θ)}
(see Godambe (1976), p.278).
Definition 4.2. A regular unbiased estimating function g∗ ∈ G is said
to be optimum if
EF{(g
∗
s)
2} ≤ EF{(gs)
2}, for all g ∈ G and F ∈ F . (4.2)
This is equivalent to
EF{(g
∗)2}
{EF (∂g∗/∂θ)}2
≤
Eθ{g
2}
{EF (∂g/∂θ1)}2
, for all g ∈ G and for all F ∈ F .
We state and prove the following theorem proposed by Godambe (1976)
in order to establish the uniqueness of the optimum estimating func-
tion.
Theorem 4.1. If g∗1 ∈ G and g
∗
2 ∈ G are both optimum, then
g∗1s = g
∗
2s (4.3)
Proof: Let
EF{(g
∗
1s)
2} = EF{(g
∗
2s)
2} =M2F . (4.4)
Then
EF{(g
∗
1s − g
∗
2s)
2} = 2M2F − 2EF (g
∗
1sg
∗
2s), for all F ∈ F . (4.5)
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Since g∗1, g
∗
2 ∈ G, it follows that g
∗
1 + g
∗
2, g
∗
1 − g
∗
2 ∈ G provided
|{EF (∂g
∗
1/∂θ)}| 6= |{EF (∂g
∗
2/∂θ)}|.
Then from (4.2), we have
EF [{(g
∗
1+g
∗
2)s}
2] ≥M2F , EF [{(g
∗
1−g
∗
2)s}
2] ≥M2F , for all F ∈ F . (4.6)
From (4.4) and (4.6),
EF (g
∗
1g
∗
2) ≥M
2
FEF (∂g
∗
1/∂θ)EF (∂g
∗
2/∂θ),
−EF (g
∗
1g
∗
2) ≥ −M
2
FEF (∂g
∗
1/∂θ)EF (∂g
∗
2/∂θ).
Hence
EF (g
∗
1g
∗
2) =M
2
FEF (∂g
∗
1/∂θ)EF (∂g
∗
2/∂θ), for all F ∈ F . (4.7)
Substituting (4.7) in (4.5) we have
EF [{(g
∗
1 − g
∗
2)s}
2] = 0, for all F ∈ F (4.8)
and this implies (4.3).
Now we consider a way of constructing an estimating function as fol-
lows:
Let ht be a real valued function of X1, · · · , Xt and θ such that
Et−1,F [ht{X1, · · · , Xt; θ(F )}] = 0 , t = 1, · · · , n, F ∈ F , (4.9)
where Et−1,F (·) denotes the expectation holding the first t − 1 values
X1, · · · , Xt−1 fixed. Denote
Et−1,F (·) ≡ Et−1(·), E0,F (·) ≡ EF (·) ≡ E(·).
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For a specific function ht (= ht{X1, · · · , Xt; θ(F )}), t = 1, · · · , n,
assume F to be a class of distributions with property (4.9). In appli-
cations of this in stochastic processes a special form of the function ht
is
ht = Xt − Et−1(Xt). (4.10)
For example an AR(1) process satisfying Xt = θXt−1 + εt we have
Et−1(Xt) = θXt−1 and hence ht = εt. The general motivation under-
lying the transformation Xt − Et−1(Xt) was to obtain variates which
if not independent are uncorrelated.This is achieved by computing the
residual by subtracting from Xt the effect due to the previously realized
values X1, · · · , Xt−1. So the function ht in (4.9) is (4.10) which gives
the (predictive) residual. Property (4.9) implies that
E(hthj) = 0, t 6= j, for all F ∈ F (4.11)
and hence the functions ht, t = 1, · · · , n are uncorrelated. Assume
that ht is differentiable w.r.t. θ for t = 1, · · · , n. The property of
uncorrelatedness has been explored for a long time for asymptotics. We
define and establish the finite sample ”optimum estimating function”
or ”optimum estimation” for θ given by the distribution F satisfying
(4.9) for specified functions ht, t = 1, · · · , n. This estimation depends
only upon the value
{Et−1(∂ht/∂θ)}/Et−1(h
2
t ) (4.12)
which together with (4.9) corresponds to the two moments underlying
the Gauss-Markov set-up.
83
Consider the estimating function g of the form
g =
n∑
t=1
at−1ht, (4.13)
where the functions ht; t = 1, · · · , n are as defined in (4.9), at−1 is
a function of of the random variates X1, · · · , Xt−1 (with a0 = 0) and
the parameter θ for t = 1, · · · , n and assume that at−1 is differentiable
w.r.t. θ for t = 1, . . . , n. We may define various functions at−1 in (4.13)
to generate the class G of estimating functions.
Note that Theorem 4.1 implies that if an optimum estimating func-
tion g∗ exists, then the estimating equation g∗ = 0 is unique up to a
constant multiple.
Theorem 4.2. If an estimating function g∗ ∈ G with EF{(g
∗
s)
2} ≤
EF{(gs)
2}, for all g ∈ G and F ∈ F (i.e. g∗ is optimum estimating
function), then the function g∗ is given by
g∗ =
n∑
t=1
a∗t−1ht, (4.14)
where
a∗t−1 = {Et−1(∂ht/∂θ)}/Et−1(h
2
t ).
Proof: From (4.13) and (4.11) we have
E(g2) = E
{
n∑
t=1
a2t−1Et−1(h
2
t )
}
= E(A2) (say) (4.15)
and
{E(∂g/∂θ)}2 =
[
E
n∑
t=1
{at−1Et−1(∂ht/∂θ) + (∂at−1/∂θ)Et−1(ht)}
]2
,
(4.16)
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where ∂at−1/∂θ is exist and Et−1(ht) = 0.
Therefore
{E(∂g/∂θ)}2 =
[
E
n∑
t=1
at−1Et−1(∂ht/∂θ)
]2
= {E(B)}2 (say) (4.17)
and from(4.15) and (4.17) we have
E(g2)/{E(∂g/∂θ)}2 = E(A2)/{E(B)}2. (4.18)
By Cauchy-Schwarz inequality, (4.18) gives
E(g2)/{E(∂g/∂θ)}2 ≥
1
E(B2/A2)
. (4.19)
For at−1 = a
∗
t−1, B
2/A2 is maximized and E(B2/A2) = {E(B)}2/E(A2)
Hence the theorem.
Example 4.1. Consider an AR(1) model given by
Xt − µ = φ(Xt−1 − µ) + εt, t = 2, · · · , n, (4.20)
where µ is a constant and εt are uncorrelated with 0 mean and constant
variance σ2.
Define
ht = (Xt − µ)− φ(Xt−1 − µ), t = 2, · · · , n.
Then Et−1(ht) = 0 and Et−1(h
2
t ) = σ
2.
Now Et−1(∂ht/∂φ) = −(Xt−1 − µ) and Et−1(∂ht/∂µ) = −(1− φ).
Further, from Theorem(4.2),
a∗t−1,φ = {Et−1(∂ht/∂φ)}/Et−1(h
2
t )
= −(Xt−1 − µ)/σ
2
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and
a∗t−1,µ = {Et−1(∂ht/∂µ)}/Et−1(h
2
t )
= −(1− φ)/σ2.
Therefore the optimum estimating functions for φ and µ are
g∗φ =
−1
σ2
n∑
t=2
(Xt−1 − µ)[(Xt − µ)− φ(Xt−1 − µ)], (4.21)
g∗µ =
−1(1− φ)
σ2
n∑
t=2
[(Xt − µ)− φ(Xt−1 − µ)]. (4.22)
From the equations (4.21) and (4.22), the optimal estimates for φ and
µ will be obtained by solving g∗φ = 0 and g
∗
µ = 0. These estimates are
φˆ =
∑n
t=2Xt
∑n
t=2Xt−1 − (n− 1)
∑n
t=2XtXt−1
(
∑n
t=2Xt−1)
2 − (n− 1)
∑n
t=2X
2
t−1
, (4.23)
µˆ =
∑n
t=2Xt
∑n
t=2X
2
t−1 −
∑n
t=2Xt−1
∑n
t=2XtXt−1
((n− 1)
∑n
t=2X
2
t−1 − (
∑n
t=2Xt−1)
2)(1− φˆ)
. (4.24)
The estimates in equations (4.23) and (4.24) are the same as the
conditional likelihood estimate for AR(1) model with Gaussian noise
(see Peiris, Mellor and Ainkaran (2003) and Ainkaran, Peiris and Mellor
(2003)).
Example 4.2. Consider the general AR(p) model with zero mean
given by the equation(2.6). Define
ht = Xt − φ1Xt−1 − · · · − φpXt−p, t = p+ 1, · · · , n.
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Since Et−1(Xt) = φ1Xt−1 + · · ·+ φpXt−p we have Et−1(ht) = 0.
Further Et−1(h
2
t ) = σ
2 and Et−1(∂ht/∂φj) = −Xt−j
and therefore
a∗t−1,φj = −Xt−j/σ
2.
In this case, the optimum estimating functions for φj (j = 1, · · · , p)
are
g∗φj =
−1
σ2
n∑
t=p+1
Xt−j(Xt − φ1Xt−1 − · · · − φpXt−p)
and the optimal estimate for Φ′ = (φ1, · · · , φp) can be obtained by solv-
ing the equations g∗φj = 0, j = 1, · · · , p. Clearly, the optimal estimate
φˆ can be written as
Φˆ =
(
n∑
t=p+1
Xt−1X
′
t−1
)−1( n∑
t=p+1
Xt−1Xt
)
, (4.25)
where X′t−1 = (Xt−1, · · · , Xt−p) (see Thavaneswaran and Abraham
(1988)).
Next we consider a recursive algorithm to estimate the parameters
via the estimating function approach.
4.2. Recursive Estimation using Estimating Functions
In this section we develop a recursive algorithm based on the op-
timal estimating function approach. In recursive estimation, the pa-
rameter estimate φt can be obtained as a function of the previous esti-
mate φt−1 and of the new measurements. Now we define the function
f(t− 1, X) = f({X1, · · · , Xt−1;φ(F )}) as a measurable function w.r.t.
87
the σ-algebra generated by X1, · · · , Xt−1 and let
ht = Xt − φf(t− 1, X), t = 1, · · · , n.
Then the optimal estimating function (from Theorem 4.2) is
g∗ =
n∑
t=1
a∗t−1ht
=
n∑
t=1
a∗t−1(Xt − φf(t− 1, X)), (4.26)
where a∗t−1 is as given in (4.12).
To get the optimal estimate for the parameter φ based on a finite
sample of size n, we solve the equation g∗ = 0 in (4.26). Therefore, the
optimal estimate based on n observations is given by,
φˆn =
n∑
t=1
a∗t−1Xt
/
n∑
t=1
a∗t−1f(t− 1, X) . (4.27)
To estimate all parameters φ1, φ2, · · · , we derive a recursive algorithm
with an initial value of φˆ0 = 0 as follows:
Let κt =
∑t
j=2 a
∗
j−1fj−1. Using the equation(4.27), we have
φˆt − φˆt−1 =
t∑
j=2
a∗j−1Xj
/
t∑
j=2
a∗j−1fj−1 − φˆt−1
=
κt−1a
∗
t−1
1 + f(t− 1, X)a∗t−1κt−1
(Xt − φˆt−1f(t− 1, X)).
(4.28)
Equation (4.28) equivalent to
φˆt = φˆt−1 + κta
∗
t−1(Xt − φˆt−1f(t− 1, X)) , for all t = 2, 3, · · · . (4.29)
and
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κt =
κt−1
1 + f(t− 1, X)a∗t−1κt−1
. (4.30)
Given starting values of φ1 and κ1, we compute the estimate recur-
sively using (4.29) and (4.30). The adjustment, φˆt − φˆt−1, given in
the equation (4.28) is called the prediction error. Note that the term
φˆt−1f(t− 1, X) = Et−1(Xt) can be considered as an estimated forecast
of Xt given Xt−1, · · · , X1 (See Thavaneswaran and Abraham (1988)
and Tong (1990), p.317).
Example 4.3. Consider the simple AR(1) model. In this case
f(t− 1, X) = Xt−1 and a
∗
t−1 = −Xt−1/σ
2.
From (4.30), κt = κt−1/{1−X
2
t−1κt−1/σ
2} and from (4.29)
φˆt = φˆt−1 − κtXt−1(Xt − φˆt−1Xt−1)/σ
2 , for all t = 1, 2, · · · .
Starting with a suitable initial value of φˆ1 and κ1 we can estimate φˆn
recursively for a given series X1, · · · , Xn.
The next section considers applications of estimating functions in
nonlinear time series.
4.3. Applications of Estimating Functions
This section reports some applications of estimating function (4.1)
to five different nonlinear time series models in practice.
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4.3.1. Bilinear model. Consider the bilinear model (3.2) and let
ht = Xt − E[Xt|F
X
t−1], (4.31)
where
E[Xt|F
X
t−1] =
p∑
i=1
φiXt−i +
q∑
j=1
θjmt−j +
r∑
i=1
s∑
j=1
βijXt−imt−j
and E[εt−j|F
X
t−1] = mt−j; j ≥ 1.
Then it follows from Theorem (4.2) that the optimal estimating func-
tion
g∗i =
n∑
t=p+1
a∗t−1,iht,
where
a∗t−1,i = Et−1
(
∂ht
∂φi
)
/Et−1(h
2
t )
and
Et−1(h
2
t ) = σ
2
ε{1 +
q∑
j=1
θ2j +
r∑
i=1
s∑
j=1
β2ijX
2
t−i}.
Now it can be shown that
a∗t−1,φi =
−Xt−i
σ2ε{1 +
∑q
j=1 θ
2
j +
∑r
i=1
∑s
j=1 β
2
ijX
2
t−i}
, (4.32)
a∗t−1,θj =
−mt−j − (θj +
∑r
i=1 βijXt−i)(∂mt−j/∂θj)
σ2ε{1 +
∑q
j=1 θ
2
j +
∑r
i=1
∑s
j=1 β
2
ijX
2
t−i}
(4.33)
and
a∗t−1,βij =
−Xt−imt−j − (θj + βijXt−i)(∂mt−j/∂βij)
σ2ε{1 +
∑q
j=1 θ
2
j +
∑r
i=1
∑s
j=1 β
2
ijX
2
t−i}
. (4.34)
Using (4.31)-(4.34), we have the following (p+ q + rs) equations
g∗φi =
n∑
t=max(p,r)+1
a∗t−1,φiht = 0,
g∗θj =
n∑
t=max(p,r)+1
a∗t−1,θjht = 0
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and
g∗βij =
n∑
t=max(p,r)+1
a∗t−1,βijht = 0.
Solving these equations we get the estimates for all the parameters
φi, i = 1, · · · , p; θj, j = 1, · · · , q; βij, i = 1, · · · , r; j = 1, · · · , s.
4.3.2. Random Coefficient Autoregressive (RCA) Model.
Consider the RCA models in (3.11). Let
ht = Xt − E[Xt|F
X
t−1]
= Xt −
k∑
i=1
φiXt−i
and Φ′ = (φ1, · · · , φk). Then it follows from Theorem (4.2) that the
optimal estimating function for φi is
g∗i =
n∑
t=k+1
−Xt−i
σ2t
(
Xt −
k∑
i=1
φiXt−i
)
, (4.35)
where
a∗t−1,i =
−Xt−i
{σ2ε + σ
2
β
∑k
i=1X
2
t−i}
, (4.36)
since E(h2t ) = σ
2
ε + σ
2
β
∑k
i=1X
2
t−i = σ
2
t (say).
The optimal estimate for Φ can be obtained by solving the set of
equations g∗i = 0, i = 1, · · · , k.
Clearly, the optimal estimate can be written as
Φˆ =
(
n∑
t=k+1
Xt−1X
′
t−1/σ
2
t
)−1( n∑
t=k+1
Xt−1Xt/σ
2
t
)
, (4.37)
where X′t−1 = (Xt−1, · · · , Xt−k).
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Nicholls and Quinn (1980) and Tjφstheim (1986) derived the max-
imum likelihood estimate for Φ given by
Φ˜ =
(
n∑
t=k+1
Xt−1X
′
t−1
)−1( n∑
t=k+1
Xt−1Xt
)
, (4.38)
which is not efficient but strongly consistent and asymptotically nor-
mal. However, Φˆ given in (4.37) has the consistency and normality
property (Thavaneswaran and Abraham (1988)). The optimal estima-
tor Φˆ depends on σ2ε and σ
2
β which are not known in practice and we
estimate Φ˜, σˆ2ε and σˆ
2
β using least square method.
Let
vt = h
2
t − Et−1(h
2
t )
= h2t − σ
2
ε − σ
2
β
k∑
i=1
X2t−i
To get the least square estimates σˆ2ε of σ
2
ε and σˆ
2
β of σ
2
β, minimize∑n
t=k+1 v
2
t with respect to σ
2
ε and σ
2
β respectively.
Normal equations are
n∑
t=k+1
(hˆ2t − σ
2
ε − σ
2
βYt−k) = 0
and
n∑
t=k+1
(hˆ2t − σ
2
ε − σ
2
βYt−k)Yt−k = 0,
where Yt−k =
∑k
i=1X
2
t−i. Thus the least square estimates are
σˆ2ε =
∑n
t=k+1 hˆ
2
tYt−k
∑n
t=k+1 Yt−k −
∑n
t=k+1 hˆ
2
t
∑n
t=k+1 Y
2
t−k
(
∑n
t=k+1 Yt−k)
2 − (n− k)
∑n
t=k+1 Y
2
t−k
(4.39)
σˆ2β =
(n− k)
∑n
t=k+1 hˆ
2
tYt−k −
∑n
t=k+1 hˆ
2
t
∑n
t=k+1 Yt−k
(n− k)
∑n
t=k+1 Y
2
t−k − (
∑n
t=k+1 Yt−k)
2
(4.40)
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(see Nicholls and Quinn (1982), p.42). Φ˜ could be used initially to
estimate ht and then Φˆ may be calculated with the estimated values
σˆ2ε and σˆ
2
β.
Suppose k = 1 then the model in (3.11) bacome RCA(1) model ,
Xt − (φ+ β(t))Xt−1 = εt. (4.41)
The optimal estimate for this model from (4.37) is
φ∗ =
n∑
t=2
XtXt−1
σ2ε + σ
2
βX
2
t−1
/
n∑
t=2
X2t−1
σ2ε + σ
2
βX
2
t−1
(4.42)
(see Thavaneswaran and Abraham (1988) or Thavaneswaran and Peiris
(1998) for details).
4.3.3. Doubly Stochastic model. Consider the doubly stochas-
tic model in (3.19) and let
ht = Xt −
(
p∑
i=1
φifi(F
X
t−1)Xt−i +
q∑
j=1
θjgj(F
X
t−1)mt−j
)
, (4.43)
where E[εt−j|F
X
t−1] = mt−j andE[(εt−j−mt−j)
2|FXt−1] = γt−j; for all j ≥
1. For the evaluation of mt−j and γt−j, we can use a Kalman-like re-
cursive algorithm (see Thavaneswaran and Abraham (1988), p.102,
Shiryayev (1984), p.439).
E(h2t ) = σ
2
ε +
q∑
j=1
θ2jg
2
j (F
X
t−1)γt−j.
Then
a∗t−1,φi =
−fi(F
X
t−1)Xt−i
σ2ε +
∑q
j=1 θ
2
jg
2
j (F
X
t−1)γt−j
(4.44)
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and
a∗t−1,θj =
−gj(F
X
t−1)mt−j − θjgj(F
X
t−1)(∂mt−j/∂θj)
σ2ε +
∑q
j=1 θ
2
jg
2
j (F
X
t−1)γt−j
. (4.45)
Using (4.43)-(4.45), we have the following (p+ q) equations
g∗φi =
n∑
t=p+1
a∗t−1,φiht = 0,
and
g∗θj =
n∑
t=p+1
a∗t−1,θjht = 0.
Solving these equations we can get the estimates for all the parameters
φi, i = 1, · · · , p; θj, j = 1, · · · , q.
Example 4.4. Consider a doubly stochastic model with RCA sequence
(Tjøstheim (1986))
Xt = φtf(t,F
X
t−1) + εt, (4.46)
where the more general stochastic sequence {φt} and the function of
past values f(t,FXt−1) are replaced by the sequence φ + β(t) and Xt−1
respectively. When β(t) is a MA(1) sequence of the form
β(t) = et + et−1,
where {εt} , {β(t)} and {et} are zero mean square integrable indepen-
dent processes with constant variances σ2ε , σ
2
β and σ
2
e .
In this case E[Xt|F
X
t−1] depends on the posterior mean mt = E[et|F
X
t−1]
and variance γt = E[(et − mt)
2|FXt−1] of et. For the evaluation of mt
and γt, we further assume that {εt} and {et} are Gaussian and X0 = 0.
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Then mt and γt satisfy the following Kalman-like recursive algorithm
(see Shiryayev,(1984), p.439):
mt = σ
2
eXt−1[Xt − (φ+mt−1)Xt−1]/σ
2
t−1 (4.47)
and
γt = σ
2
e − [σ
4
eX
2
t−1/σ
2
t−1], (4.48)
where σ2t−1 = σ
2
ε +(σ
2
ε + γt−1)X
2
t−1. Starting with initial values γ1 = σ
2
e
and m1 = 0, mt−1 and γt−1 can be obtained recursively and hence
E[Xt|F
X
t−1] = (φ+mt−1)Xt−1 (4.49)
and
Et−1(h
2
t )] = E{[Xt − Et−1(Xt)]
2|FXt−1}
= σ2ε + (σ
2
ε + γt−1)X
2
t−1 (4.50)
= σ2t−1.
To obtain the optimal estimating function, notice that
Et−1(∂ht/∂φ) = [1 + (∂mt−1/∂φ)]Xt−1.
Since γt is independent of φ, the derivative
∂mt
∂φ
=
−σ2eX
2
t−1(1 + (∂mt−1/∂φ))
σ2ε + (σ
2
ε + γt−1)X
2
t−1
(4.51)
can be calculated recursively. Therefore the optimal estimating func-
tion is
g∗φ =
n∑
t=2
(Xt − φXt−1)[1 + (∂mt−1/∂φ)]Xt−1/σ
2
t−1
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and the optimal estimate is
φˆ =
∑n
t=2{[1 + (∂mt−1/∂φ)]XtXt−1/σ
2
t−1}∑n
t=2{[1 + (∂mt−1/∂φ)]X
2
t−1/σ
2
t−1}
(4.52)
(see Thavaneswaran and Abraham (1988), p.103).
4.3.4. Threshold Autoregressive (TAR) model. Consider the
TAR model given in (3.25) with φ0j = 0 and
ht = Xt −
l∑
j=1
kj∑
i=1
φijXt−iI(Xt−d ∈ Dj), (4.53)
then
E(h2t ) = E(ε
2
t ) = σ
2
ε .
The estimating function for φij is
g∗φij = −
n∑
t=k+1
Xt−iI(Xt−d ∈ Dj)

Xt −
l∑
j=1
kj∑
i=1
φijXt−iI(Xt−d ∈ Dj)

 /σ2ε ,
(4.54)
where k = max1≤j≤l(kj).
Solving the equations g∗φij = 0, one gets the solutions for the esti-
mates
Φ = {φij; i = 1, · · · , kj; j = 1, · · · , l}.
i.e.
Φ =
(
n∑
t=k+1
Xt−1X
′
t−1I(Xt−d ∈ Dj)
)−1( n∑
t=k+1
Xt−1XtI(Xt−d ∈ Dj)
)
,
(4.55)
where X′t−1 = (Xt−1, · · · , Xt−k).
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4.3.5. ARCH model. Consider the ARCH(p) model given in
(3.30) and let
ht = X
2
t − φ0 −
p∑
i=1
φiX
2
t−i. (4.56)
Then
Et−1(h
2
t ) = Et−1(v
2
t )
= Et−1(X
4
t − σ
4
t )
= Et−1(X
4
t )− Et−1(σ
4
t )
= Et−1(σ
4
t ε
4
t )− Et−1(σ
4
t )
= Et−1(σ
4
t )[Et−1(ε
4
t )− 1]. (4.57)
Using σ2t = φ0 +
∑p
i=1 φiX
2
t−i from (3.29) we have
Et−1(σ
4
t ) = [φ0 +
p∑
i=1
φiX
2
t−i]
2
and if εt is standard normal then E(ε
4
t ) = 3 and
Et−1(h
2
t ) = 2[φ0 +
p∑
i=1
φiX
2
t−i]
2,
Et−1(
∂ht
∂φi
) = −X2t−i,
a∗t−1,φi =
−X2t−i
2[φ0 +
∑p
i=1 φiX
2
t−i]
2
.
In this case
g∗φi =
n∑
t=p+1
a∗t−1,φiht
=
n∑
t=p+1
−X2t−i
2[φ0 +
∑p
j=1 φjX
2
t−j]
2
[X2t − φ0 −
p∑
j=1
φjX
2
t−j],
i = 1, · · · , p.
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For a given value of φ0, solve these p equations, g
∗
φi
= 0 and get the
estimates for the parameters φi, i = 1, · · · , p.
If εt are not standard normal, use the kurtosis formula in Theorem
3.1 (a) to calculate E(ε4t ) and then substitute in (4.57).
Furthermore, if εt are not normal, Thavaneswaran, Appadoo and Samanta
(2004) used an approach to calculate the kurtosis of the GARCH mod-
els with non-normal innovations.
The next section considers the Smoothed Estimating Functions for sto-
chastic volatility models and the applications on some nonlinear time
series models.
4.4. Smoothed Estimating functions
Recently, Novak (2000) discussed the problem of obtaining a gen-
eralized kernel density estimator with independent observations. The
kernel function smoothing approach is a useful tool to estimate the con-
ditional mean for nonlinear time series. Further work on the smooth-
ing methodology in various directions can be found in Thavaneswaran
(1988), Thavaneswaran and Singh (1993) and Thavaneswaran and Peiris
(1996). The purpose of this work is to explore the implications of the
result of Novak (2000) for estimating the conditional mean of a nonlin-
ear time series.
We shall attempt to develop a more systematic approach and discuss a
generalized kernel smoothed estimate for nonlinear time series models.
Our approach yields the most recent estimation results for nonlinear
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time series as special cases and, in fact, we are able to weaken the con-
ditions in the maximum likelihood procedure.
LetX1, · · · , Xn be a random sample from a distribution with nonzero
density f(x). The classical kernel density estimator of f(x) at any given
x was proposed by Rosenblatt (1956) and studied by Parzen (1962) and
Nadaraja (1974). The corresponding kernal density estimator fˆn(x) of
f(x)is given by
fˆn (x) =
1
n
n∑
i=1
fγ
(
(Xi − x)b
−1
)
b−1, n ∈ N , (4.58)
where the kernel fγ(.) is the density of some symmetric random variable
γ, and the smoothing parameters b = b(n) (band width) are determined
by a statistician. It is assumed that the density f is continuous function
of x, fγ vanishes outside the interval [−T, T ] and has at most a finite
number of discontinuity points. The generalized kernel estimator in
Novak (2000) is
fn,α (x) =
1
n
n∑
i=1
fbγ ((Xi − x)f
α (Xi)) f
α (Xi) Ii, (4.59)
where α ∈ R, Ii = I{|x − Xi|f
α(x) < bT+}, and T+ is a constant
greater than T .
We propose the following extended version of the Novak’s estimator
in (4.59) for any continuous function g of f :
fn,g (x) =
1
n
n∑
i=1
fbγ ((Xi − x)g(f( (Xi))) g(f (Xi))Ii, (4.60)
where Ii = I{|x−Xi|g(f( (x)) < bT+}. If g(x) = f
α(x) , then estimator
(4.60) reduces to the estimator (4.59 ) and for α = 1
2
it coincides with
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the estimator given in Abramson (1982). Thus, the class of estimators
{fn,g (x)} in (4.60) generalizes the kernel density estimators in (4.59).
Now we recall the theorem 4.2 on stochastic processes and apply it
to obtain generalized kernel smoothed estimates for some nonlinear
time series models. Suppose we want to estimate the time varying
parameter α(t) for a process having the first two conditional moments
E[Xt|F
X
t−1] = α(t)h(F
X
t−1) and var[Xt|F
X
t−1] = σ
2(FXt−1). Let
²t = Xt − E(Xt|F
X
t−1). (4.61)
The smoothed version of the least squares estimating function for esti-
mating θ = α(t0) can be written as
Slsn (t0) =
n∑
t=1
w(
t0 − t
b
)h(FXt−1)(Xt − θh(F
X
t−1)), (4.62)
where w( t0−t
b
) is a suitably chosen kernel with bandwidth b.
The corresponding smoothed version of the optimal estimating equa-
tion studied in Thavaneswaran and Peiris (1996) is
Soptn (t0) =
n∑
t=1
w(
t0 − t
b
)a∗t−1²t = 0, (4.63)
where a∗t−1 =
∂²t
∂θ
/σ2h(FXt−1) is the optimal value as in Theorem 4.2.
Notes:
1. If ²′ts are independent and have the density f(·), then it follows from
Godambe (1960) that the optimal estimating function for θ = f(xt) for
fixed t in xt = θ + ²t is the score function
n∑
t=1
∂
∂θ
log f(xt − θ) = 0 (4.64)
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and the corresponding smoothed optimal estimating function is
n∑
t=1
w(
x0 − xt
b
)
∂
∂θ
log f(xt − θ) = 0 (4.65)
which is the same as the one considered in Staniswalis (1989).
2. When h(·) = 1, the model in (4.61) reduces to a time series model
with a time varying parameter α(t).
3. Furthermore, if ²′ts are independent and h(·) = 1 with σ
2 = con-
stant, then the above model in (4.61) corresponds to a regression model
considered in Stainswalis (1989).
Now in analogy with (4.60), we propose a generalized kernal smoothed
optimal estimating equation for estimating the conditional mean pa-
rameter θ = α(t) at t0 as:
n∑
t=1
fbγ ((t0 − t)g(α(xt))) g(α(xt))a
∗
t−1²t = 0, (4.66)
where g is a continuous function of α(t) through the observations as in
(4.60). When g(x) = 1, (4.66) reduces to (4.63). Using the notation
g(α(.)) = g(.), the explicit form of the resulting estimator from the
estimating equation (4.66) can be written as:
θgen(t) =
∑n
t=1 fbγ ((t0 − t)g(xt)) g(xt)a
∗
t−1xt∑n
t=1 fbγ ((t0 − t)g(xt)) g(xt)a
∗
t−1h(F
x
t−1)
.
(4.67)
We now consider potential applications of (4.67) for some stochastic
volatility models in time series analysis.
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4.5. Applications of Smoothed Estimating Functions
This section reports some applications of (4.67) to time series mod-
els discussed before.
4.5.1. Random Coefficient Autoregressive (RCA) Model.
Consider the RCA(1) model defined by allowing random additive per-
turbations {c(t)} for autoregressive coefficients of ordinary AR models.
That is, a random process {Xt} is an RCA model if it is of the form
Xt − {φ(t) + β(t)}Xt−1 = εt, (4.68)
where the parameters φ(t) are to be estimated, {²t} and {β(t)} are zero
mean square integrable independent processes with constant variances
σ2φ and σ
2
β and {β(t)} is independent of {εt} and {Xt−i}; i ≥ 1.
Write
²t = Xt − E[Xt|F
X
t−1] = Xt − φ(t)Xt−1. (4.69)
Let θ = φ(t0) be the value of φ(t) for a given value of t0. Then the
generalized kernel smoothed optimal estimating function for θ is given
by
n∑
t=1
fbγ ((t0 − t)g(Xt)) g(Xt)a
∗
t−1εt = 0, (4.70)
where a∗t−1 =
E(∂εt
∂θ
|FXt−1)
E(ε2t |F
X
t−1)
.
Now it can be shown that a∗t−1 = −
Xt−1
{σ2ε +X
2
t−1σ
2
β}
and the optimal generalized kernel smoothed estimate is given by
θgen(t0) =
∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)a
∗
t−1Xt∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)a
∗
t−1Xt−1
. (4.71)
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This simplifies to
θgen(t0) =
∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)
XtXt−1
σ2ε + σ
2
βX
2
t−1∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)
X2t−1
σ2ε + σ
2
β +X
2
t−1
.
(4.72)
However, Nicholls and Quinn (1980) obtained the least squares es-
timate of θ (a fixed parameter) and the smoothed version of their esti-
mate is given by
θLS(t0) =
∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)XtXt−1∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)X
2
t−1
. (4.73)
Clearly, (4.73) is quite different from (4.72). (See Nicholls and
Quinn (1980) and Tjφstheim (1986) for more details). In fact, using
the theory of estimating function one can argue that the generalized
kernel smoothed optimal estimating function is more informative than
the least squares one.
4.5.2. Doubly stochastic time series. Consider the class of
nonlinear models given by
Xt − θth(t, F
X
t−1) = εt, (4.74)
where {θt} is a general stochastic process.These are called doubly sto-
chastic time series models. Note that {α(t) + c(t)} in (4.68) is now
replaced by a more general stochastic sequence {θt} and Xt−1 is re-
placed by a function of the past, h(t, FXt−1). It is clear that the random
coefficient autoregressive processes given in (4.68) are special cases of
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what Tjøstheim (1986) refers to (4.74) as doubly stochastic time series
models. When {θt} is a moving average (MA) sequence of the form
θt = α(t) + et + et−1, (4.75)
where {θt}, {εt} are square integrable-independent random variables
and {et} consists of zero mean square integrable random variables in-
dependent of {εt}. In this case E(Xt|F
X
i−1) depends on the posterior
mean, mt = E(et|F
X
t ), and variance νt = E[et −mt)
2|FXt ] of et. Thus,
for the evaluation of mt and νt we further assume that {εt} and {et}
are Gaussian and that X0 = 0. Then mt and νt satisfy the following
Kalman-like recursive algorithms (see Shiryayev, 1984, p.439):
mt =
σ2eh(t, F
X
t−1)[Xt − (α(t) +mt−1)h(t, F
X
t−1)]
σ2ε + h
2(t, FXt−1)(σ
2
ε + νt−1)
(4.76)
and
νt = σ
2
t −
h2(t, FXt−1)σ
4
e
σ2ε + h
2(t, FXt−1)(σ
2
ε + νt−1)
,
where ν0 = σ
2
e and m0 = 0. Hence
E(Xt|F
X
t−1) = (α(t) +mt−1)h(t, F
X
t−1)
and
E(h2t |F
X
t ) = E{[Xt − E(Xt|F
X
t−1)]
2|FXt−1}
= σ2ε + h
2(t, FXt−1)(σ
2
ε + νt−1)
can be calculated recursively.
Then the generalized smoothed optimal estimating function for θ =
α(t0) turns out to be
Ggenn =
n∑
t=1
fbγ ((t0 − t)g(Xt)) g(Xt)a
∗
t−1et = 0, (4.77)
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where g is a continuous function of α(t) through the observations as
in (4.60) and a∗t−1 = E[(∂et/∂θ)|F
X
t−1]/E[e
2
t |F
X
t−1]. The explicit form
of the resulting estimator from the estimating equation (4.77) can be
written as
θgenn =
∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)a
∗
t−1Xt∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)a
∗
t−1h(F
X
t−1)
, (4.78)
where
a∗t−1 = h(t, F
X
t−1)(1+(∂mt−1/∂θ))/{σ
2
ε+h
2(t, FXt−1)(σ
2
ε+νt−1)}. (4.79)
Since νt is independent of θ = α(t0), the relation
∂mt/∂θ = −{σ
2
εh
2(t, FXt−1)(1+∂mt−1/∂θ)}/{σ
2
ε+h
2(t, FXt−1)(σ
2
ε+νt−1)}
can be used to calculate this derivative recursively.
The conditional least-squares approach of Tjφstheim (1986) leads
to an estimator
θLSn =
∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)h(t, F
X
t−1)(1 + (∂mt−1/∂θ))Xt∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)[h(t, F
X
t−1)(1 + (∂mt−1 / ∂θ))]
(4.80)
which does not take into account the variances σ2ε . However, as can
be seen from (4.72) and (4.73), the optimal estimate θgenn adopts a
weighting scheme based on σ2ε and σ
2
e . In practice, these quantities
may be obtained using some non-linear optimization techniques. (See
Thavaneswaran and Abraham (1988), Section 4).
105
4.5.3. Threshold autoregressive process. We now consider an
application of the theory of smoothed estimating equations in the con-
text of the threshold autoregressive model with only one residual pro-
cess given by Tjφstheim (1986) as follows:
Xt −
n∑
j=1
αj(t)Xt−1Hj(Xt−1) = εt, (4.81)
where Hj(Xt−1) = I(Xt−1 ∈ Dj), I(·) being the indicator function and
D1, D2, · · ·Dm are disjoint regions of R such that ∪Dj = R. Then we
have
εt = Xt − E(Xt|F
X
t−1) = Xt −
p∑
j=1
αj(t)XtHj(Xt−1)
and
E(h2t |F
X
t−1) = E(ε
2
t ) = σ
2
ε .
Hence the optimal generalized kernel estimate for αj(t) based on the n
observations is
θgenn,j =
∑n
t=1 fbγ ((t0 − t)g(Xt)) g(Xt)a
∗
t−1XtXt−1Hj(Xt−1)∑n
t=2 fbγ ((t0 − t)g(Xt)) g(Xt)X
2
t−1Hj(Xt−1)
(4.82)
which reduces to the one obtained by Thavaneswaran and Peiris(1996)
for g(·) = 1.
4.5.4. ARCH model. Consider an ARCH(1) model given by
Xt = σtεt, (4.83)
σ2t = θ0 + θ1X
2
t−1, (4.84)
where {εt} is an independent sequence of random variables having mean
zero and variance σ2ε . This basic univariate ARCH model has been
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extended in a number of directions. For example, some are dictated
by economic insight and others by (broadly) statistical ideas. The
most important generalization of this class is the extension to include
moving average parts and is called the generalized ARCH (GARCH)
model. The simplest example of the GARCH class is GARCH(1,1)
given by (see, Shephard(1996))
Xt = εtσt (4.85)
σ2t = θ0 + θ1X
2
t−1 + β1σ
2
t−1. (4.86)
Clearly, this model can be written as a non-Gaussian linear ARMA
model for X2t as:
X2t = θ0+θ1X
2
t−1+β1σ
2
t−1+vt = θ0+(θ1+β1)X
2
t−1+vt−β1vt−1, (4.87)
where vt = σ
2
t (ε
2
t − 1) is a martingale difference. Using the martingale
estimating functions given in equation (4.14), one can easily obtain the
recursive estimates of the parameters. In practice, the initial values of
the parameters are obtained by first fitting an ARMA(1,1) model for
the non-Gaussian process X2t .
By writing the model in the following state space form for X2t
X2t = θ0 + (θ1 + β1)X
2
t−1 + vt − β1vt−1 (4.88)
vt = β1vt−1 + et (4.89)
one can easily obtain the recursive estimates of σ2t .
Now suppose that we have the first two conditional moments
E[X2t |F
X
t−1] = α(t)h(F
X
t−1)
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and
var[X2t |F
X
t−1] = σ
2(FXt−1)
and we want to estimate the time varying parameter α(t).
Let
εt = X
2
t − E(X
2
t |F
X
t−1). (4.90)
The smoothed version of the least squares estimating function for esti-
mating θ = α(t0) can be written as
Slsn (t0) =
n∑
t=1
w(
t0 − t
b
)h(FXt−1)(X
2
t − θh(F
X
t−1)), (4.91)
where w( t0−t
b
) is a suitably chosen kernel with bandwidth b.
The corresponding smoothed version of the optimal estimating equa-
tion studied in Thavaneswaran and Peiris (1996) is
Soptn (t0) =
n∑
t=1
w(
t0 − t
b
)a∗t−1εt = 0, (4.92)
where a∗t−1 =
∂εt
∂θ
/σ2h(FXt−1) is the optimal value as in Theorem 4.2.
Chapter 5 considers a simulation study based on four popular mod-
els consisting of
(i) RCA model
(ii) Doubly Stochastic model
(iii) TAR model
(iv) ARCH model.
We investigate and report the bias and mse of the estimates using es-
timating function approach.
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Chapter 5
Simulation Study for the Estimates Via
Estimating Functions
This chapter considers a simulation study and investigates the finite
sample properties of estimates based on the estimating function ap-
proach. We first generate a sample of 1500 observations from a known
nonlinear model with a given set of parameters using S-plus. We now
pick the last 1000 values as our sample. The estimating equations in
Chapter 4 are used to compute the parameter estimates based on the
estimating functions. Four popular nonlinear models are considered
for illustration and parameter estimates are obtained by the Newton-
Raphson algorithm. We repeat the simulation and estimation k times
and at the end of each estimation, we compute the mean, variance, bias
and mean square error (mse) of the estimates (rounded to four decimal
points).
Let φˆi be the estimate of the parameter φ at the i
th iteration then
mean = φ¯ =
1
k
k∑
i=1
φˆi, variance =
1
k
k∑
i=1
(φˆi − φ¯)
2,
bias =
1
k
k∑
i=1
(φˆi − φ) and mse =
1
k
k∑
i=1
(φˆi − φ)
2.
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Below we tabulate these results for k = 10000 and illustrate the bias
and mse graphically for the four nonlinear models discussed in Chapter
4.
5.1. RCA Model
Consider the RCA(1) model given by
Xt = (φ+ β(t))Xt−1 + εt, (5.1)
where
(i) {εt} and {β(t)} are zero mean, square integrable, independent
processes with constant variances σ2ε and σ
2
β,
(ii) {β(t)} is independent of {εt} and {Xt−1} ,
(iii) φ is the parameter to be estimated.
For this simulation study, we take εt ∼ NID(0, σ
2
ε) and β(t) ∼
NID(0, σ2β) with σ
2
ε = σ
2
β = 1. We simulate a sample of 1500 values
from this RCA(1) model.
The optimal estimating function for φ given in (4.35) is
g∗φ =
n∑
t=2
−Xt−1
σ2² + σ
2
βX
2
t−1
(Xt − φXt−1) . (5.2)
and the corresponding optimal estimate for φ is
φˆ =
n∑
t=2
XtXt−1
σ2² + σ
2
βX
2
t−1
/
n∑
t=2
X2t−1
σ2² + σ
2
βX
2
t−1
. (5.3)
We take the last 1000 values of the sample and use the equation (5.3)
to estimate φˆ. Now repeat the simulation and estimation 1000 times
to calculate the mean, variance, bias and mse for the different values
of φˆ. These values are given in Table 13 with the corresponding true
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values of φ. The bias and the mse of this estimation method are given
in Figure 21 and Figure 22 respectively.
φ mean of φˆ variance of φˆ Bias of φˆ mse of φˆ
0.05 0.0511 0.0041 0.0011 0.0041
0.10 0.1020 0.0041 0.0020 0.0041
0.15 0.1490 0.0043 -0.0010 0.0043
0.20 0.1975 0.0042 -0.0025 0.0042
0.25 0.2522 0.0041 0.0022 0.0042
0.30 0.2991 0.0041 -0.0009 0.0041
0.35 0.3519 0.0042 0.0019 0.0042
0.40 0.4000 0.0042 0.0000 0.0042
0.45 0.4548 0.0041 0.0048 0.0041
0.50 0.5040 0.0039 0.0040 0.0039
0.55 0.5498 0.0038 -0.0002 0.0038
0.60 0.6000 0.0035 0.0000 0.0035
0.65 0.6479 0.0040 -0.0021 0.0040
0.70 0.7028 0.0041 0.0028 0.0041
0.75 0.7483 0.0037 -0.0017 0.0037
0.80 0.7999 0.0037 -0.0001 0.0037
0.85 0.8487 0.0042 -0.0013 0.0042
0.90 0.9026 0.0039 0.0026 0.0039
0.95 0.9516 0.0037 0.0016 0.0037
Table 13. Mean, variance, bias and mse of φˆ for the
RCA(1) model.
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Figure 21. Plot of the bias of φˆ in RCA(1)
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Figure 22. Plot of the mse of φˆ in RCA(1)
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In practice, σ2ε and σ
2
β are unknown and we proceed as follows.
First find the least square estimate φ˜ of φ using
φ˜ =
n∑
t=2
XtXt−1
/
n∑
t=2
X2t−1 (5.4)
and use this φ˜ to estimate the least square estimates σˆ2ε and σˆ
2
β using
σˆ2ε =
∑n
t=2 hˆ
2
tX
2
t−1
∑n
t=2X
2
t−1 −
∑n
t=2 hˆ
2
t
∑n
t=2X
4
t−1
(
∑n
t=2X
2
t−1)
2 − (n− 1)
∑n
t=2X
4
t−1
(5.5)
and
σˆ2β =
(n− 1)
∑n
t=2 hˆ
2
tX
2
t−1 −
∑n
t=2 hˆ
2
t
∑n
t=2X
2
t−1
(n− 1)
∑n
t=2X
4
t−1 − (
∑n
t=2X
2
t−1)
2
, (5.6)
where
hˆ2t = Xt − φ˜Xt−1.
We now use these least square estimates (5.5) and (5.6) in (5.3) to
estimate φˆ . Let δ = (φ, σ2ε , σ
2
β) and δˆ = (φˆ, φ˜, σˆ
2
ε , σˆ
2
β), then the mean,
variance, bias and mse of the estimate δˆ for different values of δ are
tabulated in Tables 14 and 15 for comparison.
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δ mean of δˆ variance of δˆ
(0.1,1,0.8) (0.1033,0.1014,1.4690,0.4505) (0.0017,0.0048,0.1315,0.0127)
(0.1,0.5,0.8) (0.1005,0.0870,0.3748,0.4566) (0.0026,0.0069,0.0204,0.0116)
(0.2,0.6,0.2) (0.1964,0.1935,0.0425,0.3123) (0.0011,0.0017,0.0000,0.0054)
(0.3,0.2,1) (0.3012,0.2629,0.2994,0.4609) (0.0035,0.0216,0.0931,0.0318)
(0.4,1,0.3) (0.4005,0.3989,1.0083,0.0796) (0.0009,0.0010,0.0051,0.0017)
(0.5,1.5,0.4) (0.4966,0.4961,2.2599,0.1559) (0.0011,0.0012,0.0722,0.0047)
(0.5,0.2,0.6) (0.4992,0.4951,0.0458,0.2872) (0.0015,0.0023,0.0001,0.0113)
(0.6,0.8,0.4) (0.6004,0.5977,0.6560,0.1476) (0.0008,0.0011,0.0045,0.0025)
(0.7,0.1,0.3) (0.6986,0.6990,0.0101,0.0809) (0.0007,0.0008,0.0000,0.0010)
(0.7,0.8,0.4) (0.6978,0.6913,0.6728,0.1407) (0.0008,0.0010,0.0043,0.0018)
(0.8,0.1,0.8) (0.7987,0.7988,0.6360,0.0089) (0.0004,0.0004,0.0012,0.0001)
(0.9,0.4,0.2) (0.9001,0.8984,0.1635,0.0365) (0.0002,0.0003,0.0002,0.0002)
Table 14. Mean and variance of δˆ for the RCA(1) model
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δ bias of δˆ mse of δˆ
(0.1,1,0.8) (0.0033,0.0014,0.4690,-0.3495 ) (0.0017,0.0048,0.3501,0.1348)
(0.1,0.5,0.8) (0.0005,-0.0130,-0.1252,-0.3434) (0.0025,0.0070,0.0359,0.1294)
(0.2,0.6,0.2) (-0.0036,-0.0065,-0.1575,-0.2877) (0.0011,0.0017,0.0248,0.0882)
(0.3,0.2,1) (0.0012,-0.0371,0.0994,-0.5391) (0.0034,0.0228,0.1021,0.3221)
(0.4,1,0.3) (0.0005,-0.0011,0.0083,-0.2204) (0.0008,0.0010,0.0051,0.0503)
(0.5,1.5,0.4) (-0.0034,-0.0039,0.7599,-0.2441) (0.0011,0.0012,0.6490,0.0642)
(0.5,0.2,0.6) (-0.0008,-0.0049,-0.1542,-0.3128) (0.0015,0.0023,0.0239,0.1090)
(0.6,0.8,0.4) (0.0004,-0.0023,-0.1440,-0.2524) (0.0008,0.0011,0.0252,0.0662)
(0.7,0.1,0.3) (-0.0014,-0.0010,-0.0899,-0.2191) (0.0007,0.0008,0.0081,0.0490)
(0.7,0.8,0.4) (-0.0022,-0.0087,-0.1272,-0.2593) (0.0008,0.0011,0.0205,0.0691)
(0.8,0.1,0.8) (-0.0013,-0.0012,-0.1640,-0.0911) (0.0004,0.0004,0.0281,0.0084)
(0.9,0.4,0.2) (0.0001,-0.0016,-0.2365,-0.1635) (0.0002,0.0003,0.0561,0.0269)
Table 15. Simulated bias and mse of δˆ for the RCA(1) model
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5.2. Doubly Stochastic Model
Consider a doubly stochastic model of order (1,0) given by,
Xt = (φ+ β(t))Xt−1 + εt, (5.7)
where β(t) is an MA(1) process satisfying
β(t) = et + et−1.
Assume that {εt} , {β(t)} and {et} are zero mean, square integrable,
independent processes with constant variances σ2ε , σ
2
β and σ
2
e . For con-
venience assume the normality of {εt} and {et}.
Simulation study: Simulate a sample of 1500 from the doubly stochas-
tic model given in (5.7) and evaluate the posterior mean mt = Et−1[et]
and variance γt = Et−1[(et −mt)
2] using the algorithms:
mt = σ
2
eXt−1[Xt − (φ+mt−1)Xt−1]/σ
2
t−1 (5.8)
and
γt = σ
2
e − [σ
4
eX
2
t−1/σ
2
t−1], (5.9)
where σ2t−1 = σ
2
ε + (σ
2
ε + γt−1)X
2
t−1.
Starting with initial values γ1 = σ
2
e and m1 = 0, we obtain mt and γt
and the derivative
∂mt
∂φ
= −σ2eX
2
t−1(1 + (∂mt−1/∂φ))/σ
2
t−1 (5.10)
recursively. Using these recursive estimates (5.8), (5.9) and (5.10), we
can obtain the estimate φˆ of φ as
φˆ =
∑n
t=2{[1 + (∂mt−1/∂φ)]XtXt−1/σ
2
t−1}∑n
t=2{[1 + (∂mt−1/∂φ)]X
2
t−1/σ
2
t−1}
. (5.11)
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Repeat this calculation 10000 times to obtain the mean, variance,
bias and mse for the different values of φˆ. These values are given in
Table 16 with the corresponding true values of φ. The bias and the
mse are given in Figures 23 and 24 respectively.
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φ mean of φˆ variance of φˆ Bias of φˆ mse of φˆ
0.05 0.0694 0.0073 0.0194 0.0076
0.10 0.0946 0.0097 -0.0054 0.0096
0.15 0.1388 0.0096 -0.0112 0.0099
0.20 0.1961 0.0111 -0.0039 0.0110
0.25 0.2602 0.0095 0.0102 0.0095
0.30 0.3194 0.0078 0.0194 0.0081
0.35 0.3500 0.0100 0.0000 0.0099
0.40 0.4007 0.0072 0.0007 0.0071
0.45 0.4745 0.0087 0.0245 0.0092
0.50 0.5039 0.0072 0.0039 0.0072
0.55 0.5469 0.0080 -0.0031 0.0080
0.60 0.6092 0.0048 0.0092 0.0048
0.65 0.6533 0.0057 0.0033 0.0057
0.70 0.7052 0.0075 0.0052 0.0074
0.75 0.7482 0.0067 -0.0018 0.0066
0.80 0.7955 0.0045 -0.0045 0.0045
0.85 0.8496 0.0037 -0.0004 0.0037
0.90 0.9100 0.0071 0.0100 0.0071
0.95 0.9470 0.0023 -0.0030 0.0023
Table 16. Mean, variance , bias and mse of φˆ for the
doubly stochastic (1,0) model in (5.7)
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Figure 23. Plot of the bias of φˆ in doubly stochastic
(1,0) model
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Figure 24. Plot of the mse of φˆ in doubly stochastic
(1,0) model
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5.3. TAR Model
Consider a TAR(2;1,1) model given by
Xt =


φ0 + φ1Xt−1 + εt if Xt−1 ≥ 0,
φ0 − φ1Xt−1 + εt if Xt−1 < 0.
This can be written as
Xt = φ0 + φ1|Xt−1|+ εt, (5.12)
where the sequence εt ∼ NID(0, σ
2
ε).
In this simulation study, simulate a sample of 1500 from this TAR(2;1,1)
model. For given values of φ0 and σ
2
ε , the corresponding optimal esti-
mating function for φ1 is
g∗φ1 =
n∑
t=2
−|Xt−1|[Xt − φ0 − φ1|Xt−1|]/σ
2
ε
and the optimal estimate of φ1 is
φˆ1 =
∑n
t=2Xt|Xt−1| − φ0
∑n
t=2 |Xt−1|∑n
t=2X
2
t−1
. (5.13)
We estimate φˆ1 in equation (5.13) and repeat this 10000 times to cal-
culate the mean, variance, bias and mse for the different values of φ1.
These values are given in Table 17 with the corresponding true values
of φ1. The bias and the mse are given in Figure 25 and Figure 26
respectively.
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φ1 mean of φˆ1 variance of φˆ1 Bias of φˆ1 mse of φˆ1
0.05 0.0501 0.0005 0.0001 0.0005
0.10 0.0992 0.0004 -0.0008 0.0005
0.15 0.1503 0.0004 0.0003 0.0004
0.20 0.1997 0.0004 -0.0003 0.0004
0.25 0.2495 0.0004 -0.0005 0.0004
0.30 0.2992 0.0003 -0.0008 0.0004
0.35 0.3497 0.0003 -0.0003 0.0004
0.40 0.3993 0.0003 -0.0007 0.0003
0.45 0.4495 0.0002 -0.0005 0.0003
0.50 0.4988 0.0002 -0.0012 0.0003
0.55 0.5492 0.0002 -0.0008 0.0002
0.60 0.5997 0.0001 -0.0003 0.0001
0.65 0.6490 0.0001 -0.0010 0.0001
0.70 0.6996 0.0001 -0.0004 0.0001
0.75 0.7497 0.0001 -0.0003 0.0002
0.80 0.7996 0.0000 -0.0004 0.0002
0.85 0.8501 0.0000 0.0001 0.0001
0.90 0.8997 0.0000 -0.0003 0.0000
0.95 0.9499 0.0000 -0.0001 0.0001
Table 17. Mean, variance, bias and mse of φˆ for the
TAR(2;1,1) model in (5.12)(φ0 = 1)
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Figure 25. Plot of the bias of φˆ in TAR(2;1,1) model
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Figure 26. Plot of the mse of φˆ in TAR(2;1,1) model
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5.4. ARCH model
Consider an ARCH(1) model
Xt = σtεt,
σ2t = φ0 + φ1X
2
t−1, (5.14)
where the sequence εt ∼ NID(0, σ
2
ε). Here we simulate a sample of 1500
from the ARCH(1) model in (5.14). For given values of φ0 and σ
2
ε , the
optimal estimating function for φ1 is
g∗φ1 =
n∑
t=2
−X2t−1
2[φ0 + φ1X2t−1]
2
[X2t − φ0 − φ1X
2
t−1]
and the optimal estimate φˆ1 is obtained by solving the nonlinear equa-
tion g∗φ1 = 0 using the Newton-Raphson method. We repeat this 10000
times to calculate the mean, variance, bias and mse for the different
values of φ1. These values are given in Table 18 with the corresponding
true values of φ1 and the graphs for the bias in Figure 27 and the mse
in Figure 28 are also given.
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φ1 mean of φˆ1 variance of φˆ1 Bias of φˆ1 mse of φˆ1
0.05 0.0483 0.0002 -0.0017 0.0002
0.10 0.0989 0.0002 -0.0011 0.0002
0.15 0.1474 0.0003 -0.0026 0.0003
0.20 0.1977 0.0003 -0.0023 0.0003
0.25 0.2471 0.0004 -0.0029 0.0004
0.30 0.2971 0.0004 -0.0029 0.0004
0.35 0.3461 0.0004 -0.0039 0.0004
0.40 0.3970 0.0004 -0.0030 0.0004
0.45 0.4478 0.0003 -0.0022 0.0003
0.50 0.4958 0.0004 -0.0042 0.0004
0.55 0.5470 0.0003 -0.0030 0.0003
0.60 0.5971 0.0003 -0.0029 0.0003
0.65 0.6468 0.0002 -0.0032 0.0003
0.70 0.6960 0.0003 -0.0040 0.0003
0.75 0.7469 0.0002 -0.0031 0.0002
0.80 0.7968 0.0002 -0.0032 0.0002
0.85 0.8472 0.0001 -0.0028 0.0001
0.90 0.8967 0.0001 -0.0033 0.0000
0.95 0.9480 0.0001 -0.0020 0.0001
Table 18. Mean, variance, bias and mse of φˆ for the
ARCH(1) model in (5.14)(φ0 = 5)
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Figure 27. Plot of the bias of φˆ in ARCH(1) model
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Figure 28. Plot of the mse of φˆ in ARCH(1) model
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5.5. Summary and conclusion
Chapters 5 of this thesis mainly investigated the estimating function
approach in parameter estimation for four different nonlinear models
in practice.
In this chapter we concentrated on the estimation of the parameter φ
based on the theory on Chapter 4. The properties of φˆ are intractable
for finite samples and one way to investigate it is to use simulation
methods. A limited simulation study was conducted for models men-
tioned on p.108 assuming all other parameters are known except φ.
From each table it is interesting to note that φˆ has small mse and bias
in each case as expected. Tables and graphs for each model show these
properties clearly. Mse appears to decrease with increasing φ values
from 0 to 1. The theoretical reason for the above behaviour has not
been investigated in this thesis and this will be an interesting future
research object.
Below we report histograms related to our simulation study to show
the finite sample behaviour of φˆ. Note that except in the ARCH(1)
case the distribution of φˆ looks fairly symmetrical. The ARCH(1) dis-
tributions appear to be left skewed with the skewness becoming more
pronounced as the φ value increases.
Fig 29 - all four distributions appear to be centered around the param-
eter value with a large range of values.
Fig 30 - not as tightly clustered around mode as Fig 29 plots.
Fig 31 - lightly clustered around φ values - hint of skewness when φ=0.9.
Fig 32 - φ=0.1 pattern appears to be different to the other 3 not as
strongly skewed.
126
-1.0 -0.5 0.0 0.5 1.0 1.5
0.0
0.2
0.4
0.6
0.8
Distribution of Phi-hat when phi =0.1
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
Distribution of Phi-hat when phi =0.4
-1 0 1 2
0.0
0.2
0.4
0.6
0.8
Distribution of Phi-hat when phi =0.6
-0.5 0.0 0.5 1.0 1.5
0.0
0.2
0.4
0.6
0.8
Distribution of Phi-hat when phi =0.9
Figure 29. Distribution of φˆ for the RCA(1) model
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Figure 30. Distribution of φˆ for the doubly stochastic
(1,0) model
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Figure 31. Distribution of φˆ for the TAR((2;1,1) model
-0.1 0.0 0.1 0.2 0.3
0
1
2
3
4
5
Distribution of Phi-hat when phi =0.1
0.1 0.2 0.3 0.4 0.5
0
1
2
3
4
Distribution of Phi-hat when phi =0.4
0.3 0.4 0.5 0.6 0.7
0
1
2
3
4
Distribution of Phi-hat when phi =0.6
0.70 0.75 0.80 0.85 0.90 0.95 1.00
0
2
4
6
8
Distribution of Phi-hat when phi =0.9
Figure 32. Distribution of φˆ for the ARCH(1) model
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